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Resumo 
 
 
Hernández Beleño, Ruben Dario, Identificação de movimentos a partir da intensão de 
preensão, baseado em Deep Learning, com sinais de EMGs para utilização como IHM em 
dispositivos robóticos, Faculdade de Engenharia Mecânica, Universidade Estadual de 
Campinas, 2018. 159 p. Tese (Doutorado) 
 
Esta tese contribui com a parametrização e caracterização dos sinais de eletromiografia 
de superfície usando a aprendizagem em profundidade (Deep Learning) como técnica avançada 
no reconhecimento de padrões para reproduzir os movimentos de preensão de uma mão robótica 
em ambientes industriais através da interação homem-máquina.  A análise para reproduzir os 
movimentos da mão é realizada a partir da interação dos sinais de eletromiografia das ações, 
que geram uma resposta cognitiva com o objetivo de replica-lo para que o dispositivo robótico 
possa realizar o movimento de preensão de acordo com o movimento realizado pelo usuário. 
Nesta tese, parte-se da bancada experimental MUC-1 previamente desenvolvida no Laboratório 
de Automação Integrada e Robótica (LAIR) da Universidade Estadual de Campinas e 
acrescentam-se funções que aumentam o escopo e melhoram a exequibilidade dos testes.  A 
técnica de obtenção dos valores experimentais dos dados é baseada na adaptação do sensor 
MYO armband® por meio dos oito bio-sensores de eletromiografia relacionando a cinemática 
e dinâmica da mão pela identificação dos músculos do braço correspondente aos métodos de 
preensão, os quais são aprimorados por médio do método baseado em redes neuronais 
convolucionais da aprendizagem em profundidade previamente investigado na literatura para o 
reconhecimento de padrões. Para validação do sistema proposto, foi construído três arquiteturas 
de redes convolucionais, viabilizando a execução do teste virtual por meio da mão 
implementada no Simmechanics de Matlab® e no modelo real MUC-1. Por fim, o 
procedimento experimental resultante é documentado e as etapas prévias de modelagem e 
filtragem são descritas de acordo com as condições de preensão de objetos de figuras 
geométricas preestabelecidas que são executadas no dispositivo robótico de forma natural. 
 
Palavras chaves: Bioengenharia; Biomecânica; Aprendizagem em Profundidade; 
Robótica. 
 
 
 
 
  
Abstract 
 
 
Hernández Beleño, Ruben Dario.  Movement Identification from the intention of grasping, 
based on deep learning, with signals EMGs for use as HMI in robotic devices, School of 
Mechanical Engineering, University of Campinas, 2018. 156 p. Thesis (Doctorate) 
 
This thesis contributes to the parametrization and characterization of surface 
electromyography signals using deep learning as an advanced technique in pattern recognition 
to reproduce the grip movements of a robotic hand in industrial environments through the man-
machine interaction. The analysis to reproduce the movements of the hand is made from the 
interaction of the electromyography signals of the actions, which generate a cognitive response 
to replicate it so that the robotic device can perform the grip movement, in accordance with the 
movement made by the user. Some part of this thesis is experimental bench MUC-1 previously 
developed in the Laboratory of Automation and Robotics (LAIR) at the State University of 
Campinas and added functions that increase the scope and improve the feasibility of testing. 
The technique of obtaining the experimental values of the data is based on the adaptation of the 
MYO armband® sensor through the eight bio-sensors of electromyography relating the 
kinematics and dynamics of the hand by the identification of the muscles of the arm 
corresponding to the grasping methods, which are improved by the method based on 
convolutional neuronal networks of in-depth learning previously research in the literature for 
the recognition of patterns. For the validation of the proposed system, three convolutional 
network architectures were built, enabling the virtual test execution through the hand 
implemented in the Matlab® Simmechanics and in the real MUC-1 model. Finally, the resulting 
experimental process is documented and the previous stages of modeling and filtering are 
described according to the prehension conditions of objects of geometric figures that are 
executed in the robotic device in a natural way. 
 
Keywords:  Bioengineering; Biomechanics; Deep Learning; Robotics. 
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Capítulo 1. INTRODUÇÃO 
 
 
Na atualidade a base tecnológica para os atuais robôs industriais foi desenvolvida pelas 
pesquisas iniciadas logo após a Segunda Guerra Mundial, quando foi construído um 
equipamento denominado tele operador o qual foi usado em atividades de manipulação de 
materiais radioativos. O sistema proposto foi baseado no conceito mestre-escravo, onde o 
operador humano é considerado como mestre sendo responsável pelas sequências dos 
movimentos desejados ou planificados e o manipulador foi considerado como escravo tendo a 
capacidade de reproduzir os movimentos realizados remotamente pelo mestre. Os vínculos 
entre os manipuladores mestre-escravo eram realizados através de sistemas de transmissão 
mecânica, sendo esses considerados como os primeiros sistemas de interação homem máquina 
(FU et al., 1987) (NIELSEN, 1994). 
 
Além disso, o efetuador final dos sistemas de manipulação tornou-se importante nas 
tarefas de preensão de objetos. Em trabalhos como (BEBIONIC, 2018), (DYNAMICS, 2018), 
(BIONICS, 2018), (ROBOHAND, 2018), (LANGEVIN, 2018) e (FAJARDO et al., 2015), 
apresenta-se sistemas baseados em mãos antropomórficas, nas quais emergiram para resolver o 
problema de funcionalidade e similitude à mão humana. Nas palavras de (BICCHI, 2000), “A 
operabilidade humana é necessária para uma mão mecânica. Ou seja, sistemas como uma mão 
robótica ou prostética têm que ter uma interface amigável e fácil com o operador humano”.  
Tendo em consideração isso, é importante o desenvolvimento de interfaces homem máquina 
inovador e amigável como um primeiro passo na construção de sistemas competitivos. 
 
É assim, que nos últimos anos, as Interfaces Homem Máquina (IHM) evoluíram ao meio 
pelo qual o homem interage com um controlador de processo (máquina) para executar uma 
ação. Para tornar isso um sucesso, vários dispositivos especializados foram desenvolvidos no 
reconhecimento de gestos humanos, um dos quais foi o sensor Microsoft Kinect®, 
representando a implementação de interfaces completamente naturais onde o corpo humano é 
transformado no controlador, esse dispositivo permite que os usuários forneçam os comandos 
à máquina por meio de posturas corporais. Onde, o trabalho foi derivado como em (Y. LI, 2012) 
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para o reconhecimento de gestos de mãos com comunicação com atraso baixo para 
determinadas situações em pessoas com deficiência auditiva. 
 
Por outro lado, o desenvolvimento de sistemas interativos no setor da saúde proporcionou 
uma nova visão para os pesquisadores, para o desenvolvimento de hardware e software focado 
no setor da saúde, a fim de apoiar médicos e terapeutas para alcançar o sucesso em seus 
tratamentos, orientando pacientes através de processos de reabilitação mais rápidos e eficientes. 
Deste modo, pode-se identificar um dispositivo com a capacidade de reconhecer os gestos da 
mão a partir da leitura de sinais de eletromiografia (EMG) produzidos nos músculos do 
antebraço, onde esse método pode ser invasivo ou não invasivo. 
 
1.1.  Motivação 
 
Com o avanço dos tempos a evolução da robótica vem crescendo de uma maneira 
singular, onde o processo robótico vem ficando cada vez mais eficaz em termos de execução 
de tarefas. No entanto, operações desenvolvidas em ambientes industrias gera a necessidade da 
interação homem máquina nas atividades com risco humano, especificamente onde os 
movimentos da mão são sumamente importantes na realização das tarefas a executar. A grande 
questão se reflete no fato de que os robôs podem fazer muitas coisas com um grau de precisão 
e repetitividade incrível, mas nem tudo é necessário a utilização de um robô autônomo, depende 
de sua aplicabilidade. Segundo (SAEED NIKU, 2001), não basta apenas ter a confiança de um 
robô, o mesmo deve contar com o apoio de acessórios ou da intervenção humana no 
desenvolvimento de suas atividades programadas. 
 
Além disso, a utilização de novas tecnologias (informação, comunicação, estimulação 
cognitiva, mobilidade e robótica assistiva) podem proporcionar uma melhor qualidade de vida 
para as pessoas. Por exemplo: os robôs utilizados para a manipulação de objetos, os robôs para 
a realização de tarefas especificas (limpeza, monitoramento, entre outros), os robôs para auxílio 
na reabilitação de movimento e do gesto, e finalmente a robótica industrial com as 
características de interação e monitoramento remoto. 
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Considerando que a mão é o membro mais usado durante a maioria das atividades da vida 
diária, já que ela empurra, puxa, segura, solta, manipula, cozinha, costura, e ainda ajuda a 
locomoção entre outras atividades diárias, é assim que o risco de ser lesionada pode ser maior 
nas atividades professionais apresentando um déficit nos empregados. Segundo o Brazilerence 
(2017), o setor industrial tem 46.673 acidentes anualmente onde o 25% dos acidentes 
acontecem com as mãos, onde o trabalhador é atingido diretamente ocasionando frequência de 
afastamento do trabalho. Além disso, o Brasil precisa implementar projetos de 
reindustrialização com ênfase em indústria 4.0, como é definida à integração na indústria de 
transformação de tecnologias, com o objetivo de aumentar o nível de produção e possibilitar 
novas formas de organização nos sistemas de produção (ALISON, 2017).  
 
Este cenário sem dúvida permite estabelecer a necessidade de  identificar os movimentos  
da mão a partir da caracterização da intensão de preensão, baseado em Deep Learning (DL), 
com sinais de eletromiografia de superfície (EMGs) para utilização como interface homem 
máquina (IHM) em dispositivos robóticos, onde o uso de robôs em combinação com interfaces 
homem máquina (IHM) e algoritmos de aprendizagem e identificação de padrões sob tudo em 
tarefas de preensão de objetos de forma variável, permitirão o desenvolvimento continuo com 
melhorias e aumentos constates nos labores produtivos e cotidianas minimizando os riscos de 
lesão nas mãos dos trabalhadores. 
 
A interfase de usuário é um dos componentes que podem ser utilizados com o uso dos 
sistemas hápticos, podem-se citar manipuladores atuados por meio de sinais de EMGs que 
possibilitam o reconhecimento de gestos da mão produzidas pelo movimento dos músculos do 
antebraço, uma vez estejam caracterizados os sinais permitirão que uma pessoa possa interagir 
com um sistema robótico como o efetuador final antropomórfico para a atuação na preensão de 
objetos. 
 
Embora, com a estruturação de algoritmos de aprendizagem em profundidade na 
caracterização dos sinais do sistema EMGs permitirão o desenvolvimento de pesquisas que 
contribuirão nos níveis industriais, assim mesmo na área da biomecânica especificamente nos 
desenvolvimentos de exoesqueletos e próteses inteligentes no interior do Laboratório de 
Automação Integrada e Robótica (LAIR) da Unicamp. 
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1.2.  Justificativa 
 
Com o desenvolvimento deste trabalho é proposta e implementada uma estratégia para a 
identificação da intensão de movimento baseado na arquitetura do sistema de detecção, sendo 
esses o algoritmo de aprendizagem em profundidade para o reconhecimento de padrões e 
configuração do sistema de efetuador final especificamente nosso casso  uma mão robótica 
antropomórfica, na atualidade as técnicas de reconhecimento de padrões são baseadas no 
treinamento de redes neuronais entre outros (USECHE et al., 2016), geralmente para o 
reconhecimento das imagens da área de trabalho. Portanto, neste trabalho propõe-se uma 
implementação por médio da caracterização dos sinais EMGs a qual será validada através da 
simulação num software 3D e uma atuação no sistema físico de um efetuador final 
antropomórfico. Tendo em consideração que para atividades de preensão e manipulação, o 
efetuador final será uma mão humana a qual serve como fonte de inspiração biológica para 
interagir com todas as ferramentas, por tanto, pretende-se desenvolver um sistema háptico de 
interação homem máquina para o desenvolvimento das tarefas de preensão de objetos de 
diferentes formas geométricas. 
 
Este trabalho enfoca-se no projeto de caracterização dos sinais eletromiograficas do 
antebraço para as operações de preensão. Para alcançar esse objetivo, o trabalho parte do 
desenvolvimento da estrutura do analise da mão humana estabelecendo as características 
antropomórficas próprias como efetuador final. O âmbito da aplicação da presente tese 
estabelece os requisitos necessários para o desenvolvimento de uma interface homem máquina 
na preensão antropomórfica, através da analises do modelo cinemático o qual é implementado 
computacionalmente, permitindo a realização de testes para demostrar a geometria 
antropomórfica e sua capacidade operacional, em conjunto com os sinais capturadas pelos 
sensores de eletromiografia com os quais pretende-se estabelecer os movimentos de preensão 
que deseja realizar o usuário por meio do algoritmo desenvolvido com DL. 
 
1.3. Antecedentes 
 
O desenvolvimento de sistemas mais resistentes e leves juntamente como o vertiginoso 
avanço da miniaturização eletrônica, permite propor sistemas que permitem aumentar as 
habilidades do ser humano no desenvolvimento de tarefas de alto risco. Embora existam 
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limitantes para que esses desenvolvimentos sejam massificados e beneficiem a aquelas pessoas 
que precisam dessas tecnologias para melhorar sua qualidade de vida.  
 
A proposta deste trabalho de tese de doutorado faz parte de trabalhos conjuntos de 
pesquisa envolvendo a Universidade Estadual de Campinas (UNICAMP) e a Universidade 
Militar de Nueva Granada (UMNG) na Colômbia. Onde nos últimos anos as instituições vêm 
desenvolvendo projetos de sistemas antropomórficos de preensão com o objetivo de minimizar 
custos de próteses mecânicas e para fins de manipulação industrial, principal motivação deste 
trabalho de pesquisa. Na UNICAMP, exatamente no LAIR vem desenvolvendo projetos nas 
áreas de pesquisa de automação industrial, residencial e robótica, com importantes projetos de 
sistemas de manipulação, inteligência artificial, e em engenharia de reabilitação e próteses 
antropomórficas, destacando-se trabalhos como (CACEREZ, 2016) no qual foi desenvolvido 
um sistema domótico assistiva baseada nos sinais de eletroencefalografia. Assim como em 
(RODRIGUES, 2015) apresenta-se um desenvolvimento na concepção de dispositivos para 
auxilio de pessoas com Discapacidade de membros inferiores. Em (VIANA, 2015) é 
desenvolvido um estudo para a implementação de prótese ativa de Joelho utilizando 
mecanismos de quatro barras. Além disso, em (AVILÉS, 2008), (HERMINI, 2002) e 
(CASSEMIRO, 2005) desenvolveram mãos robóticas e próteses de membro superior e inferior. 
 
Por outro lado, na Universidade Militar Nueva Granada tem se realizado projetos 
relacionados no controle do membro superior, em (RONDON E OCAMPO, 2006) desenharam 
e construíram uma mão robótica de quatro dedos com 12 graus de liberdade e 3 graus por cada 
dedo atuados por quatro Servo motores realizando os movimentos característicos da mão. Em 
(PIZARRO E RINCÓN, 2012) realizaram uma mão biomecânica com atuadores que permitiam 
controlar os movimentos de flexão e extensão por cada dedo. Em (USECHE et al., 2016) 
apresenta-se o controle de dois manipuladores por meio de sinais EMGs (eletromiografia de 
superfície) capturados pelo dispositivo MYO®, para o controle dos graus de liberdade do 
sistema robótico, onde a aquisição do sinal é associada a cada gesto para cada grau de liberdade 
dos dois manipuladores.  
 
Em (KUMMAR et al., 2017) é apresentada a aplicação de um sistema robótico com a 
capacidade de fazer a tarefa de coletar e armazenar objetos para um armazém, por meio da 
implementação do sensor Microsoft Kinect® para o reconhecimento e localização de cada um 
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dos objetos em um espaço 3D, com a capacidade de implementar uma rede Neuronal 
Convolucional para o reconhecimento de cada objeto, além disso, possui um módulo de 
calibração que define o espaço físico no qual o robô vai jogar.  
 
1.4.  Objetivos 
 
O objetivo deste trabalho é apresentar uma técnica para o reconhecimento de padrões dos 
sinas de Eletromiografia de superfície (EMGs), através do desenvolvimento de um algoritmo 
baseado em Deep Learning (DL) que será usado para reproduzir as tarefas de preensão de 
objetos de diferentes formas geométricas de um dispositivo robótico com caraterísticas 
antropomórficas por meio da interação homem máquina. 
 
1.4.1. Objetivos Específicos 
 
• Realizar uma revisão bibliográfica aprofundada de mãos robóticas antropomórficas 
tendo em consideração a biomecânica da mão na preensão de objetos. Assim como as 
técnicas de aquisição de sinais de eletromiografia e identificação de padrões baseadas 
nas técnicas de Deep Learning, para estabelecer a melhor arquitetura para a 
discriminação da intensão de movimento de preensão. 
• Modelar matematicamente o sistema proposto de mão antropomórfica e desenvolver um 
ambiente de simulação virtual para validar a preensão de objetos de diferentes formas 
geométricas. 
• Implementar e caracterizar a aquisição dos sinais de eletromiografia de superfície 
(EMGs) dos movimentos de preensão para desenvolver um algoritmo de treinamento e 
reconhecimento de padrões baseado Deep Learning que permita determinar a intensão 
de movimento na preensão de objetos. 
• Implementar um ambiente de validação virtual e real da técnica de interação homem-
máquina proposta. Para realizar o análise comparativa da técnica de Deep Learning 
(DL) implementada estabelecendo as vantagens e desvantagens da arquitetura proposta, 
para assim finalmente concluir e definir as perspectivas futuras onde pode ser aplicado 
o sistema proposto.  
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1.5.  Metodologia Proposta 
 
A metodologia proposta para o desenvolvimento deste trabalho inicia no análise dos 
movimentos da mão focados nos sistemas de preensão de objetos como esferas, cilindros, dentre 
outros. Permitindo estabelecer a posição da mão de acordo à preensão que deseja fazer, assim 
se faz a captura dos sinais EMGs de cada um deles por meio do uso do bracelete MYO® o qual 
deve ser calibrado de acordo às características de cada pessoa. Esses sinais de EMGs são 
capturados e tratados para obter as características em tempo, frequência e potência para gerar 
uma base de dados que fornecerão a informação necessária para o treinamento do algoritmo de 
aprendizagem em profundidade, com o algoritmo desenvolvido pretende-se reconhecer as 
sinais de entrada do usuário para assim interatuar com o sistema robótico real e com o efetuador 
final implementado em ambiente virtual, o esquema proposto é apresentado na Figura 1.1. 
 
 
 
Figura 1.1. Metodologia proposta 
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1.6.  Contribuições do trabalho 
 
Este trabalho pretende contribuir com o desenvolvimento de projetos na área de DL 
focadas a sistemas da área biomecânica por meio da caraterização de sinais de eletromiografia 
que permitirão seu uso em sistemas industriais como IHM. Apresenta-se as vantagens de se ter 
uma caracterização de um sistema virtual e real, sem utilização de ferramentas convencionais 
da indústria e equipamentos de produção de alto custo. 
 
1.7.  Descrição dos capítulos 
 
A metodología proposta para o desenvolvimento desta tese de doutorado está estruturada 
a partir dos seguintes capítulos. 
 
• Capítulo 2 Revisão Bibliográfica: Neste capítulo é realizado a contextualização do 
problema abordado, apresentado as soluções propostas na área de mãos antropomórficas 
como efetuador final. Assim mesmo, as técnicas de processamento e identificação de 
padrões. 
• Capítulo 3 Biomecânica da mão: Neste capítulo é descrita a modelagem matemática 
da mão de forma geral, assim como o detalhe das técnicas de preensão. 
• Capítulo 4 Identificação das características dos sinais de EMG: Neste capítulo é 
descrita a sinal característica de EMGs e o correto tratamento para a identificação do 
movimento de preensão 
• Capítulo 5 Identificação de padrões baseado em Deep Learning: Neste capítulo é 
descrita a técnica de identificação de padrões baseado na aprendizagem em 
profundidade, por outro lado, é apresentado o modelo desenvolvido aplicado aos sinais 
de eletromiografia. 
• Capítulo 6 Validação e Resultados: Neste capítulo são apresentados os principais 
resultados obtidos através da validação da arquitetura proposta e do sistema de 
processamento dos sinais do antebraço e o sistema de interação homem máquina. 
• Conclusões finais e perspectivas futuras: Neste capítulo são apresentados 
comentários e considerações finais, e são apresentadas as perspectivas futuras do 
trabalho implementado. 
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Capítulo 2. REVISÃO DA LITERATURA  
 
 
Nos últimos anos, a incorporação das mãos robóticas como efetuador final de 
manipulação é um ponto central de pesquisa, produzindo grandes avanços, já que as tarefas 
realizadas por esses dispositivos são mais precisas e com maior destreza. Isto é devido aos 
estudos propostos no design da preensão de objetos, graças à vinculação de outras áreas de 
pesquisa como a visão computacional e a realidade virtual, tem sido possível gerar diretamente 
ações virtuais através do feedback visual. 
 
Assim com o avanço dos anos os sistemas de interfase homem-máquina (IHM) tem 
evoluído no método no qual o homem interage com o controlador de processos (máquinas 
robóticas, processos industriais, dentre outros) para executar uma ação. No entanto, na indústria 
encontram-se ainda tarefas onde necessariamente a pessoa tem que interagir com o processo 
sendo de grande interesse as propostas IHM, Figura 2.1. Por isso, tem se identificado uns 
dispositivos com a capacidade de reconhecer os movimentos e sinais dos músculos do corpo 
como são os exoesqueletos e os sinais de eletromiografia (EMG) e eletroencefalografia (EEG), 
esses sinais permitem a caracterização dos gestos e atuações da pessoa de acordo ao movimento 
que seja desenvolvido. 
 
 
Figura 2.1. Evolução da robótica até sistemas hápticos 
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Por outro lado, vários pesquisadores têm realizado estudos sobre sistemas hápticos, para 
realizar sujeição, preensão e manipulação de diferentes objetos, com o foco nos trabalhos 
relacionados com efetuadores finais e mãos robóticas antropomórficas com mecanismos sub 
atuados e até com controle muito sofisticado, simulação em ambientes virtuais e 
reconhecimento de formas e movimentos Figura 2.2. É por isso que neste capítulo apresenta-se 
os resultados da revisão da literatura, permitindo ter uma abordagem dos conceitos referentes à 
mão humana, gripper, aos sistemas hápticos, os sinais mioelectrica e o aprendizagem de 
máquina focalizada ao reconhecimento de padrões, contextualizando a teoria que fundamenta 
o desenvolvimento desta pesquisa. 
 
 
Figura 2.2. Sistemas hápticos em aplicações robóticas. 
 
2.1.   Garras robóticas antropomórficas  
 
Uma garra é um mecanismo que está localizado entre o manipulador robótico e o objeto 
que se deseja manipular, também são conhecidos como efetuadores finais (P.A. Inc, 2012). 
Segundo (SALISBURY E CRAIG, 1982) uma garra na configuração de mão humana é a que 
possui maior versatilidade para realizar a manipulação de objetos dos mais variados tipos e 
inclusive formas irregulares, sendo capaz de exercer apenas a força estritamente necessária para 
que esses objetos sejam seguros com estabilidade e com segurança.  
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É assim, como no caso de Stanford 1JPL, apresenta-se o design da mão direita 
antropomórfica, composta por três dedos cada um com três graus de liberdade (GDL), atuados 
por doze atuadores e seus correspondentes sensores, cada mecanismo tem três articulações com 
dois eixos paralelos, como se mostra na Figura 2.3 (LOUCKS et. al, 2008). 
 
 
Figura 2.3. Mão Stanford 1 JPL (LOUCKS et. al, 2008). 
 
A mão direita UTM MIT, é uma mão robótica antropomórfica, que está composta por 
quatro dedos cada um com quatro GDL, representados sob os eixos de rotação do 0 ao 3, como 
se apresenta na Figura 2.4, a mão conta com 32 tendões independentes resultando assim 
complexo seu controle (GUO, 1991). 
 
 
Figura 2.4. Mão UTM MIT (GUO, 1991). 
 
A mão de Belgrado USC, é um efetor final de um robô antropomórfico, esta mão tem 
cinco dedos cada um conta com três juntas paralelas com um eixo, como se apresenta na Figura 
2.5 a característica principal é que é auto adaptativa (BEKEY, 1990). 
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Figura 2.5. Mão Belgrado USC (BEKEY, 1990). 
 
A mão proposta por Nanima, caracteriza-se por ter quatro dedos, cada um deles com seis 
graus de liberdade para um total de 24 GDL permitindo a cada ponta dos dedos de locomover-
se até qualquer posição e orientação em seu espaço de trabalho, a mão é apresentada na Figura 
2.6 (NAMIMA, 1994). 
  
 
Figura 2.6. Mão proposta por Nanima (NAMIMA, 1994). 
 
A mão FRH-4, se apresenta na Figura 2.7 a qual mostra um novo conceito hibrido de uma 
mão antropomórfica de cinco dedos e com uma pinça robótica de três mordaças. A mão tem a 
forma de humanoide e é atuada com sistemas flexíveis de fluidos, que apresentam uma 
excelente relação peso potência. Estes atuadores permitem a elasticidade da mão (GAISER, 
2008). 
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Figura 2.7. Mano FRH (GAISER, 2008). 
 
Na Figura 2.8 mostra-se um protótipo de mão a qual é proposta por Sonoda, esta mão tem 
um peso total de 800 gramas, incluídas as placas do controlador dos motores, sendo muito 
pequeno considerando que a mão conta com 18 articulações, 14 das articulações são 
independentemente alimentadas (SONODA, 2010). 
 
 
Figura 2.8. Mão proposta por Sonoda (SONODA, 2010). 
 
A proposta de (GREBENSTEIN, 2010), é chamada DLR, o protótipo é caracterizado por 
ter cinco dedos cinematicamente diferentes, os tendões rotam, minimizando assim a fricção 
como se apresenta na Figura 2.9. 
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Figura 2.9. Mão DLR (GREBENSTEIN, 2010). 
 
A mão de Canterbury utiliza conexões mecânicas diretamente ligadas aos atuadores sob 
os dedos, de forma similar à mão humana, isso tem o fato de reduzir os problemas apresentados 
por outros designs, onde cada dedo tem 2,25 GDL, o número fraccionário é devido a que o 
mecanismo de extensão dos dedos é compartilhado por quatro deles. Os motores de corrente 
continua apresentam uma redução pelas engrenagens 16:1 e o tamanho é de 65mm de 
comprimento e 12mm de diâmetro, Figura 2.10 (LOAIZA et al., 2012). 
 
 
Figura 2.10. Mecanismo utilizado pela mão Canterbury (LOAIZA et al., 2012). 
 
A mão conta com sensores de pressão em cada articulação e na ponta dos dedos, o que 
faz que cada dedo tenha 4 sensores de pressão, dois motores de corrente continua e um sensor 
de efeito Hall. O polegar tem somente um motor e três sensores de força, embora a palma da 
mão tem a função de abrir todos os dedos e a rotação do polegar.  
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Em AVILÉS, (2008) propõe-se a mão MUC-1 a qual é um sistema mecatrónico 
antropomórfico de cinco dedos. Os movimentos de preensão e manipulação da mão são 
caracterizados, isto com o objetivo de desenhar um sistema de palâncas para recriar a flexão e 
extensão do dedo humano, o sistema tem 6 GDL, cada dedo tem um grau de liberdade e o dedo 
polegar tem dois graus de liberdade, sem considerar os movimentos do punho, como se 
apresenta na Figura 2.11. 
 
  
Figura 2.11. Mão MUC-1 (AVILÉS, 2008). 
 
Em (MEDYNSKI, 2011) encontra-se a mão Bebionic3, este sistema tem movimentos 
articulados nas falanges dos dedos com o polegar em oposição que se posiciona manualmente 
nas posições como é apresentado em (BELTER et al, 2012). Na Figura 2.12, se observa que o 
mecanismo permite obter catorze posições diferentes com os que se obtém agarres precisos.  
 
Figura 2.12. Mão Bebionic3 (MEDYNSKI, 2011). 
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Em conclusão as mãos robóticas são usadas por dispositivos mecânicos que transformam 
a energia de origem elétrica, hidráulica ou pneumática em movimentos de preensão ou 
manipulação. Esse tipo de mãos normalmente é utilizado em robôs humanoides ou robôs 
industriais, cumprindo com tarefas especificas. Na Tabela 2.1 apresenta-se uma revisão das 
mãos antropomórficas, onde os índices comparativos referem-se aos diferentes aspectos que 
permitem caracterizar um efetuador final, enfatizando aspectos construtivos, grau de 
antropomorfismo, nível de destreza, resultantes tanto da configuração cinemática como da 
configuração sensorial do sistema. 
 
Tabela 2.1. Comparação de mãos artificiais. 
 
                                                 
1 5500 g. mais o peso do braço  
2 Somente movimento de flexão  
3 20 g peso da estrutura de um dedo mecânico 
Nome da 
Mão 
Autor Ano 
Taman
ho 
(norm.) 
# de 
Dedo
s 
GDL 
Atuador
es 
(tipo) 
Cont
r 
# de 
Sensore
s 
Peso 
(g) 
Forç
a  
(N) 
Vel
. 
(s) 
Humana (Kandel)  2000 1 5 22 
38 
(Muscl) 
E ≈17’000 ≈ 400 
> 
300 
0.2
5 
Okada   (Okada) 1979   3 11 E E - - - - 
Utah/MIT  (Jacobsen) 1986 > 2 4 16 32 (P) E 16 - 31.8 - 
Stanford/JP
L 
(Salisbury) 1983 ≈ 1,2 3 9 12 (E) E - 11001 -45 - 
Belgrade/U
SC  
(Bekey) 1988 ≈1,1 4 4 4 (E) E 23+4 - - - 
Barret (Townsend) 1998 ≈1 3 4 I E - - - - 
UB (Melchiori) 1992 ≈1 3 13 E E - - - - 
MARCUS  (Kyberd) 1995 > 1,1 3 2 2 (E) I 3 - - - 
NTU  (Li-Ren) 1996 ≈ 1 5 17 17 (E) E 35 1570 - - 
DLR I  (Butterfas) 1997   4 12 I E - - - - 
Hokkaido  (Fujii) 1998 > 1 5 7 7 (E) E - 125 - - 
LMS (Gazeau) 1998 ≈1 4 16 E E - - - - 
DIST (Caffaz) 1998 > 1 5 16 E E - - - - 
Robonaut  (Lovchik) 1999 ≈ 1,5 5 
12 + 
2 
14 (E) E 
43 + 
toque 
- - - 
Tokyo  (Lee) 1999   5 12 P E - - - - 
Southampto
n  
(Light) 2000 > 1 5 6 6 (E) E - 400 38 2.52 
Karlsruhe  (Fukaya) 2000 ≈ 1 5 17 17 (E) E - 203 12 0.1 
DLR II  (Butterfas) 2000 ≈ 1,5 4 13 13 (E) E 64 320 30 - 
Ultralight  (Schultz) 2000   5 13 P E - - - - 
Gifu (Kawasaki) 2001   5 16 I E - - - - 
Ottobock 
SUVA 
(Otto Bock) 2002 ≈1 3 1 1 (E) I 2 600 
< 
100 
< 1 
Shadow  
(Shadow 
Co) 
2002   5 23 P E - - - - 
UMNG  (Ocampo) 2004 ≈ 1 4 
12 + 
2 
12(E) E 4 forças  - - - 
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É importante observar nessa tabela que muitas vezes pode-se encontrar na literatura 
modelos de mãos que imitam a mão humana em relação à estética, entretanto as mesmas 
apresentam grandes limitações funcionais, ou também pode-se encontrar o problema inverso, 
ou seja, mãos com uma grande possibilidade de manipulação, mas com reduzida semelhança 
em relação a mão humana. 
 
2.2.   Sinal mioelectrica (SME)  
 
O sinal mioelectrica representa a atividade elétrica resultante da excitabilidade das fibras 
musculares, isto é devido as contrações musculares para desenvolver um movimento. A 
amplitude do sinal varia desde os 𝜇𝑉 até valores da ordem dos 10𝑚𝑉. Na Figura 2.13 apresenta-
se um sinal de eletromiografia (EMG) típica (INTAN TECHNOLOGIES, 2017) (FARINA, 
2016). 
 
Figura 2.13. Sinal EMG característico (FARINA, 2016). 
 
Para compreender as características do sinal eletromiograficas é preciso conhecer como 
é sua origem, os processos químicos associados à sua geração assim como a composição dessa 
sinal. 
 
2.2.1. Origem do sinal mioelétrica 
 
A unidade funcional para descrever o controle neural do processo de contração muscular 
é chamada unidade motora. A unidade motora está constituída pelo corpo de uma célula 
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nervosa, localizado no topo da substância cinzenta da medula espinal, mais o longo do axónio 
junto com suas ramas terminais e todas as fibras musculares inervadas. A terminação do axônio 
da fibra nervosa define uma zona conhecida como “endpate” (uniões neuromusculares), 
geralmente, mas não sempre, está localizada perto da metade das fibras musculares. A descrição 
nomeada é apresentada na Figura 2.14 (BASMAJIAN, 1985). 
 
 
Figura 2.14. Unidade motora do braço (BASMAJIAN, 1985). 
 
A fibra muscular (ou célula muscular) é a unidade estrutural dos músculos esqueléticos. 
Sua denominação de fibra é devido a sua forma alongada semelhante a um fio muito fino cujo 
comprimento pode variar desde uns poucos milímetros até trinta centímetros, e o diâmetro varia 
de 10 𝑎 100 𝜇𝑚 aproximadamente. Durante a contração, as fibras musculares diminuem cerca 
do 57% do seu comprimento em repouso. Provavelmente nunca se contrai individualmente, em 
comparação se é feito em pequenos grupos. 
 
Um impulso descendente no neurônio motora gera que todas as fibras musculares da 
unidade motora se contraem quase simultaneamente. A falta de sincronização no tempo de 
ativação das diferentes fibras musculares, da mesma unidade motora, é originada por duas 
fontes. O retardo variável introduzido pela longitude e o diâmetro das ramas dos axônios 
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individuais que inervam cada fibra muscular. Esse retardo é distinto e fixo para cada fibra. A 
outra causa de disparidade, é o retardo gerado pela descarga aleatória de pacotes de acetilcolina 
liberada em cada união neuromuscular. Devido às características desse processo, a excitação 
no tempo. Dita excitação aparece como uma frustação de fase quando se monitoram as 
descargas elétricas de cada fibra (BAZZICHI, 2009). O número de fibras musculares na unidade 
motora é muito variável, estabelecendo que os músculos destinados ao controle dos 
movimentos finos e de ajuste são os que possuem menor quantidade de fibras por unidade 
motora, enquanto os músculos dos membros possuem unidades motoras maiores. 
 
As fibras musculares variam amplamente em suas propriedades fisiológicas e 
bioquímicas. No entanto, as pertencentes a uma mesma unidade motora apresentam uma 
homogeneidade notável. Tem se classificado em distintas classes. Um dos critérios é baseada 
em sua aparência, são distinguidas as fibras vermelhas e as brancas (a cor é devido à quantidade 
de sangue que chega a elas). Numerosas pesquisas têm validado que quando é estimulado o 
neurônio da unidade motora que consiste em fibras de cor vermelho a força de contração 
resultante tem um crescimento mais lento e duradouro que a contração resultante ao estimular 
uma unidade motora composta de fibras brancas. Portanto, há uma situação onde as fibras 
vermelhas são de contração lenta e as fibras brancas são de contração rápida (MERLETTI, 
2001). Dentro de um musculo geralmente existe fibras de ambos tipos. As fibras vermelhas 
predominam em músculos postulares (tronco), cuja atividade é continua; enquanto que as fibras 
brancas predominam em músculos relacionados com o movimento (músculos das 
extremidades) que precisem-se contrair mais rápido. 
 
2.2.2. Geração do sinal mioelétrica 
 
A excitabilidade das fibras musculares através do controle neural representa um fator vital 
na fisiologia do musculo. Esse fenômeno pode ser explicado por um modelo de membrana 
semipermeável que descreve as propriedades elétricas do sarcolemma (membrana 
citoplasmática das células musculares). O movimento iônico é responsável de gerar as variações 
de potencial observados nas membranas biológicas. A distribuição iônica não é simétrica a 
ambos lados da membrana, estabelecendo-se gradientes de concentração. Os mesmos, junto 
com a diferença de potencial entre os espaços intracelulares e extracelulares determinam a 
magnitude e o sentido do fluxo iônico. 
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Especificamente, uma diferença iônica entre os espaços interior e exterior de uma célula 
muscular gera, quando não tem contração, um potencial de repouso na membrana da fibra de 
aproximadamente −80 𝑎 − 90 𝑚𝑉. Essa diferença de potencial é mantida, resultado em uma 
carga intracelular negativa em comparação com a superfície externa. A ativação de uma célula 
da Asta anterior (induzida pelo sistema nervoso central o reflexo) provoca a condução da 
excitação ao longo da fibra nervosa. 
 
Depois da liberação de sustâncias transmissoras nas ramas terminais da unidade motora, 
gera-se um potencial na fibra muscular inervada por essa unidade. As características de difusão 
da membrana são brevemente modificadas e fluem íons 𝑁𝑎 positivas. Isto causa uma 
despolarização da membrana que se restaura imediatamente pela troca de íons até o espaço 
extracelular, devido à ativação do mecanismo de bomba de íons. Restauração conhecida como 
repolarização (DUINEN, 2005). O intercambio iônico descrito se apresenta na Figura 2.15. 
. 
 
 
Figura 2.15. Esquema do ciclo despolarização-polarização na excitabilidade da membrana 
muscular (DUINEN, 2005). 
 
Como se apresenta na Figura 2.15, ao exceder-se um determinado umbral de 𝑁𝑎 + a 
despolarização provoca um potencial de ação para a mudança rápida de −70 𝑚𝑉 𝑎𝑡é + 30 𝑚𝑉. 
É uma explosão elétrica que é imediatamente restaurada pela repolarização e seguida por um 
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período de hiperpolarização da membrana. A amplitude do potencial de ação, no tecido 
muscular humano, depende do diâmetro da fibra muscular, a distância entre a fibra ativa e a 
zona de detecção, e as propriedades de filtragem do eletrodo. A amplitude pode-se incrementar 
como 𝑉 = 𝑘𝑎, onde 𝑎 é o radio da fibra muscular e 𝑘 uma constante, enquanto que diminui 
inversamente proporcional à distância entre a fibra ativa e a zona de detecção 
(aproximadamente). As propriedades de filtragem do eletrodo são função do tamanho da 
superfície de detecção, da distância entre os contatos, e as propriedades químicas da interface 
metal-eletrólito (BASMAJIAN, 1985). A duração do potencial de ação é inversamente 
proporcional à velocidade de condução da fibra muscular a qual pode variar de 3 𝑎 6 𝑚 𝑠⁄ .  
 
O atraso causado pela propagação ao longo das fibras musculares, é da ordem da 
magnitude maior que o gerado pela rama nervosa. Isto é devido pela velocidade de condução 
nervosa é maior, variando de  50 𝑎 90 𝑚 𝑠⁄ . Em resumo, a sinal EMG é baseada nos potenciais 
de ação na membrana da fibra muscular, produto da despolarização e dos processos de 
repolarização (BAZZICHI, 2009). 
 
2.2.3. Composição do sinal mioelétrica 
 
Os potenciais de ação da fibra muscular foram considerados como eventos individuais 
distinguíveis. No entanto, dado que as polarizações das fibras de uma unidade motora se 
superpõem no tempo, o sinal presente na zona de detecção será a superposição espacial-
temporal das contribuições dos potenciais de ação individuais. O sinal obtido denomina-se de 
ação da Unidade Motora (UM). 
 
A forma e amplitude do sinal depende da disposição geométrica das fibras ativas respeito 
à zona de detecção dos eletrodos, assim como do restante dos fatores mencionados que podem 
afeitar os potenciais de ação. Com o objetivo de manter uma contração muscular, as UM devem-
se ativar repetidamente. A sequência desse sinal é denominada como trens de Potencial de ação 
das Unidades Motoras (UMP). 
 
A forma de onda das UM incluído no trem permanecerá constante se a relação geométrica 
entre o elétrodo e as fibras musculares ativas são mantidas, se as propriedades do eletrodo não 
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variam, e se não tem alterações bioquímicas significativas no músculo, que possam afetar a 
velocidade de condução da fibra e as propriedades de filtragem. 
 
As fibras musculares da unidade motora estão distribuídas aleatoriamente ao longo de 
uma subseção do músculo e se misturam com as fibras pertencentes a diferentes áreas motoras. 
As evidências desta disposição anatômica mostra que qualquer parte do musculo pode conter 
fibras pertencentes a 20 ou mais unidades motoras, geralmente até 50 (BASMAJIAN, 1985). 
Por tanto, observa-se um único UMP quando unicamente as fibras de uma única unidade 
motora está ativa na proximidade do eletrodo. Essa situação ocorre apenas durante uma 
contração muscular muito fraca. 
 
Ao aumentar a força do músculo, outras unidades motoras permanecem ativas nas 
proximidades do eletrodo e várias UMPs serão detectados simultaneamente, mesmo para 
eletrodos altamente seletivos que detectam os potenciais de ação das fibras musculares. 
 
A referida superposição elétrica é observada como um sinal bipolar com distribuições 
simétricas de amplitudes positivas e negativas (valor médio igual a zero). Em conclusão, o sinal 
de EMG surge da superposição das UMPs como se apresenta na Figura 2.16 (BASMAJIAN, 
1985), (BAZZICHI, 2009), (MERLETTI, 2001). 
 
 
Figura 2.16. Superposição dos sinais UM (MERLETTI, 2001). 
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2.2.4. Eletrodos  
 
Os elétrodos encargam-se de transformar as correntes iônicas presentes no corpo humano 
em corrente elétrica. Geralmente, são formados por uma superfície metálica e um eletrólito em 
contato com a pele, pelo qual, existem das transições no caminho do sinal bioelétrica desde o 
interior do corpo ao sistema de medida. Uma corresponde ao contato entre a pele e o eletrólito, 
outra ao contato entre o eletrólito e a parte metálica do eletrodo. A presença dessas interfaces 
permite a mudança iônica com a conseguinte aparição de uma diferença de potencial, entre os 
sinais biológicas mais estruturadas e registradas encontram-se as eletrocardiográficas (ECG), 
eletroencefalográficas (EEG), eletromiograficas (EMG), entre outras, como se apresenta na 
Tabela 2.2 (KHANDPUR, 2004).  
 
Tabela 2.2. Principais fontes bioelétricas medidas pelos eletrodos (KHANDPUR, 2004). 
Sinal bioelectrica Abreviação Fonte Biológica 
Eletrocardiograma ECG Coração - visto da superfície do corpo 
Eletro grama cardíaco - Coração - visto desde dentro 
Eletromiograma EMG Músculo 
Eletroencefalograma EEG Cérebro 
Eletro optigrama EOG Campo de dipolo de olho 
Electroretinograma ERG Retina dos olhos 
Potencial de acção - Nervo ou músculo 
Eletrogramagramma EGG Estômago 
Reflexo de pele galvânica GSR Pele 
 
Para registrar esses sinais principalmente utilizam-se dois tipos de eletrodos, os eletrodos 
de superfície e os eletrodos invasivos; os eletrodos de superfície são localizados na superfície 
da pele e tem a capacidade de tomar registros das atividades bioelectrica, tendo-se diferentes 
tipos como se apresenta na Figura 2.17 (KHANDPUR, 2004); enquanto que os eletrodos 
invasivos são inseridos no tecido para tomar diretamente a diferença de potencial existente entre 
a membrana celular e a pele, geralmente fazem uso de eletrodos de agulha a qual consiste em 
uma agulha fina que é inserida diretamente no músculo, na Figura 2.18 são  apresentados alguns 
tipos (KHANDPUR, 2004). 
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(a) eletrodos placa de metal (b) eletrodos de copa para EEG 
 
 
(c) eletrodos de sucção para ECG (d) eletrodo oco 
Figura 2.17. Classificação dos eletrodos de superfície Superposição dos sinais UM 
(KHANDPUR, 2004). 
 
 
 
(a) Eletrodos de fibra multiple 
 
(b) Eletrodo de agulha concentrico 
 
(c) Eletrodo mono polar 
 
(d) Macro eletrodo 
Figura 2.18. Classificação dos eletrodos de agulha invasivos de acordo com o registro de 
potencial (KHANDPUR, 2004). 
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Desta forma, os sinais de EMG podem-se obter usando eletrodos de superfície. Esse tipo 
de eletromiografia é conhecido como no invasiva. A única desvantagem é que o sinal pode-se 
afetar por diferentes fatores. O ruído e a interferência são características da pele (por exemplo: 
o suor), variações na posição dos eletrodos com respeito ao músculo considerado, assim como 
a mudança na distância entre eletrodos, são motivos para alterar o sinal de EMG.  
 
Essa desvantagem pode-se evitar empregando eléctrodos de agulha que embora são 
invasivos permitem uma seleção mais precisa do sinal para adquirir. Outra alternativa são os 
elétrodos implantáveis, localizados de forma permanente por debaixo da pele do usuário. Nesse 
tipo de elétrodos deve-se utilizar sistemas de comunicação sem fio para obter o sinal de 
interesse.  
 
Uma opção distinta para a aquisição do sinal desejada é obter a informação diretamente 
desde os nervos associados ao membro de estudo ou lugares adjacentes desses. Essa técnica é 
mais complexa dado que requer elétrodos especiais localizados no início dos nervos. Na sua 
vez, a intensidade do sinal assim obtida é da ordem de mil vezes menos que mediante EMG 
muscular (AIMÉE et al., 2011). Uma potencial vantagem desse procedimento é que não só 
permitirá obter o sinal para o controle dos movimentos se não também estimular os nervos 
como forma de retroalimentação ao usuário. 
 
2.2.5. Músculos utilizados e reinervação oportuna 
 
Na anatomia humana, o membro superior é conhecido como cada uma das extremidades 
que se fixam na parte superior do tronco. Possui na sua totalidade 32 ossos e 42 músculos, 
caracterizando-se pela mobilidade e capacidade de apertar e manipular objetos. 
Quatro segmentos constituem o membro superior, estes são: a cintura escapular, o braço, 
antebraço e a mão, como se apresenta na Figura 2.19. 
 
A cintura escapular se estende desde a base do pescoço até o borde inferior do músculo 
peitoral maior. Fixa na articulação glenohumeral ao tronco, de forma que constitui a 
comunicação entre o membro superior e o tronco. Está formada pela escapula (ou omoplato) e 
a clavícula; está é dividida em três regiões: anterior ou axilar, mídia ou deltoidea e posterior ou 
escapular. 
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Figura 2.19. Membro superior (AIMÉE et al., 2011). 
 
O braço encontra-se entre a cintura escapular e o antebraço, articula-se com a cintura 
escapular na escapula e com o antebraço no cúbito. O osso que o compõe é o número 23. Os 
músculos que constituem o braço podem-se dividir em dois grupos, os músculos anteriores e os 
posteriores. Dentro do primeiro grupo encontram-se o Bíceps branquial, branquial anterior e o 
Coracobrachial. No segundo se tem o Tríceps branquial que é o musculo extensor do antebraço. 
O Bíceps braquial é um dos músculos considerados habitualmente para adquirir os sinais de 
eletromiografia para o controle dos efetuadores finais. É composto em sua parte superior por 
duas porções ou cabeças uma curta e outra longa. De acordo, à posição que adoptam determina 
a ação do músculo. Basicamente a função do bíceps é a de supinação, quando o antebraço está 
livre; e a de flexão do cotovelo, quando o antebraço esteja fixo. O antebraço está limitado por 
seu lado superior com o braço e mediante o cotovelo e seu lado inferior com a mão mediante a 
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articulação do punho. A região muscular do antebraço está composta por vinte músculos, e 
estão divididos em três regiões musculares: anterior, póstero-externa e posterior. 
 
A mão está unida ao antebraço por uma união chamada punho (cujos ossos formam o 
carpo) e consiste em uma palma central (cujos ossos formam o metacarpo) da que surgem cinco 
dedos (também denominado falanges). Além disso, a mão está composta de vários músculos e 
ligamentos diferentes que permitem uma grande quantidade de movimentos. É o principal órgão 
para a manipulação física do médio. A ponta dos dedos contém algumas das zonas com mais 
terminações nervosas do corpo humano. Como no resto dos órgãos pares (olhos, ouvidos, 
pernas), cada mão está controlada pelo hemisfério do lado contrário do corpo. Da 
vascularização do membro superior ocupa-se, principalmente, as ramas da artéria axilar: suas 
veias principais são as cefálicas, basílica e axilar; e a maior parte de sua inervação está 
encarregada do plexo branquial. Como se apresenta na Figura 2.20 (NETTER, 2011). 
 
 
 
Figura 2.20. Plexo branquial (NETTER, 2011). 
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Em (MUÑOZ et al., 2009), é apresentada uma metodologia que permite a atribuição dos 
nervos característicos dos movimentos da mão de acordo com as contrações dos músculos. 
Porém, é possível mediante eletrodos superficiais localizados no antebraço, obter os sinas de 
EMG do movimento do braço, obtendo um controle mais natural e de menor desgaste do 
usuário.   
 
2.3 Técnicas de identificação de sinais. 
 
As principais técnicas utilizadas para identificação de sinais de eletromiografia de 
superfície, pode-se destacar as técnicas baseadas no domínio do tempo, da frequência e as que 
utilizam ao mesmo tempo o domínio do tempo e da frequência, conforme explicaremos a seguir: 
 
Domínio do tempo. À primeira vista, o tratamento natural de um sinal variante no tempo 
é mediante estratégias estatísticas ou processamento no domínio do tempo (Figura 2.21). A 
principal vantagem de sinais temporais é o fato de trabalharmos com o sinal completo sem 
perda de informação. Como os sinais vibratórios contêm ruídos aleatórios misturados com 
sinais determinísticos, utiliza-se um processo de filtragem no tempo, com a finalidade de 
encontrar o sinal fundamental. Além disto, o comportamento da distribuição de probabilidade 
contém informação para prognóstico de um equipamento.  
 
 
Figura 2.21. Representação do sinal no tempo 
 
Domínio da frequência. Os sinais podem ter vibrações periódicas de acordo com a 
posição que esteja localizado o eletrodo tendo-se algumas vibrações periódicas, isso faz que o 
sinal se repete em um período que depende da velocidade do eixo de entrada de potência. 
Consequentemente, algumas informações sobre a ocorrência de um movimento na mão, 
conseguem serem visualizadas quando representamos esses sinais no domínio da frequência. 
Dentre as estratégias mais utilizadas pode-se considerar a transformada de Fourier que 
47 
 
representa o sinal em termos de uma combinação linear de sinais senoidais, e a transformada 
Cepstrum que é uma representação em frequência do logaritmo do espectro de Fourier (Figura 
2.22). Além disso, encontra-se técnicas como a densidade espectral de potência o PSD usando 
o método de Welch, o qual apresenta a quantidade de energia que tem o sinal em cada mostra. 
 
 
Figura 2.22. Tratamento do sinal usando a transformada de Fourier 
 
Domínio do tempo/frequência. No entanto os métodos até o presente momento mostram 
que para a distribuição de probabilidade dos dados seja aproximadamente estacionários ou 
ciclo-estacionários, é equivalente de afirmarmos que as mesmas não podem ser aplicadas 
diretamente quando o sinal tem variações na aquisição das informações do movimento 
característico (BARSZCZ; RANDALL, 2009), (YESILYURT, 2004), (LIU; 
RIEMENSCHNEIDERA; XU, 2006). Com o objetivo de estudar as principais características 
dos transientes dos sinais de eletromiografia, diferentes autores propuseram o uso de 
transformações que descrevem o comportamento simultâneo do sinal no domínio do tempo e 
da frequência. As técnicas mais utilizadas para detecção das características são as Wavelets 
(WT), a decomposição empírica de modos (EMD) e as transformadas de Cohen, 
especificamente a distribuição de Wigner-Ville (WVD).  
 
As técnicas apresentadas embora sejam muito utilizadas no tratamento dos sinais, tem 
características particulares para a obtenção das informações da geração de cada movimento, 
devido à grande quantidade de parâmetros que devem ser interpretados pelo usuário, isso gera 
a necessidade da utilização de métodos diretos que utilizem um conjunto menor de parâmetros, 
e na medida do possível que possam ser embarcados em interfaces eletrônicas incorporadas aos 
próprios equipamentos.  
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2.4.  Técnicas para o reconhecimento de padrões 
 
O reconhecimento de padrões é responsável pela descrição e classificação de objetos, 
pessoas, sinais, representações, entre outros.  As principais aplicações estão relacionadas com 
a visão computacional, reconhecimento de instruções e audição humana. É por isso, que as 
técnicas de aprendizagem de máquina como Machine Learning (ML) são conhecidas, tem 
várias décadas suportando o desenvolvimento da inteligência artificial, onde procura-se ter 
maior autonomia nos agentes domóticos computacionais e similares, essas técnicas têm 
permitido o reconhecimento de comandos naturais, interação homem máquina na toma de 
decisões, entre outros. 
 
De uma maneia particular a interação homem máquina com agentes robóticos, tem se 
apresentado como um ponto importante nas pesquisas. Nesse campo pode-se encontrar 
desenvolvendo diferentes tarefas, por exemplo na medicina atuam como assistentes para o 
tratamento de patologias (KIGUCHI, 2013), nos sistemas de automação desenvolvem tarefas 
de tipo industrial (BUCHNER, 2012), em sistemas biológicos permitem emular diferentes 
ambientes com o uso das redes neuronais, uma das técnicas de ML (KOPMAN, 2014), em 
JIMENEZ, (2012), treina-se um sistema de visão de máquina mediante redes neuronais com o 
objetivo de detectar sintomas de sonolência ou distração do motorista. Outras técnicas de ML 
são os sistemas difusos, por exemplo em (FAROOQ, 2012), (GUECHI, 2012) e (ANDARI, 
2012) utilizam-se para determinar a trajetória de navegação de sistemas robóticos. Em 
JIMENEZ, 2013, descrevem um sistema hibrido de ML, um algoritmo de clustering difuso que 
permite estabelecer a trajetória de um móvel com um sistema de visão robótica em duas 
dimensões. 
 
Entre as técnicas de ML mais recentes encontram-se a aprendizagem em profundidade 
(deep learning – DP), de forma geral é baseado em sistemas neuronais multicamada, emulando 
o cérebro humano e no qual empregam diversos métodos para o treinamento das camadas 
ocultas. Essa técnica ainda está em desenvolvimento, já que oferece a possibilidade de 
revolucionar as limitações atuais do ML em reconhecimento de padrões na toma de decisões. 
Técnicas que podem-se empregar na implementação de sistemas de inteligência computacional 
em robôs, Figura 2.23 (FLORIAN, 2014). 
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Figura 2.23. Comparativa do DL com outras técnicas de IA (FLORIAN, 2014). 
 
Os principais desenvolvimentos obtidos em DL cobrem alguns casos específicos, na 
modelagem de dados de séries temporais (LÄNGKVIST, 2014). Igualmente, uma aplicação 
muito trabalhada encontra-se no reconhecimento da fala (XIAODONG, 2014). Em relação 
dessa aplicação vem-se apresentando diferentes métodos complementários às técnicas 
convencionais de DL, como a inclusão do método da meia do gradiente descendente 
estocástico, o qual minimiza o tempo de treinamento da rede (ZHAO, 2014). Na Figura 2.24 
pode-se observar a evolução das técnicas de reconhecimento de padrões pela línea do 
treinamento neuronal. Outra melhora do DL encontra-se em (OCHIAI, 2014), onde um sistema 
de reconhecimento de palavras baseado em modelos ocultos de markov (HMM) é integrado 
com uma rede neuronal aprofundada (DNN), propondo um novo modelo denominado DNN-
HMM que melhora o reconhecimento da técnica inicial com uma redução do erro do 8.4%. 
 
Os sistemas de reconhecimento de caráteres são outra aplicação importante das técnicas 
de DL que tem originado modelos híbridos, por exemplo, em NAN JI, (2014), os autores 
apresentam uma variação das Beep Belief Networks (DBNs), um tipo base do DL, com o 
objetivo de minimizar a redundância no treinamento. Esta nova rede chamada SR-DBN (SR de 
sparse response), tem a capacidade de extrair características multiplex dos múltiplos níveis de 
abstração, validando em caracteres numéricos, logrando melhorar significativamente o 
desempenho de técnicas como análise de componentes principais (PCA). Outras variações 
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importantes do DL para o reconhecimento de caracteres encontram-se em (WALID, 2014), (YU 
QI, 2014), (SHUSEN, 2013) e (WANG, 2014). Em (GRAIS, 2014), apresenta-se o casso 
particular na separação de informação, fazendo um treinamento de uma rede DL para o 
reconhecimento na fala em ambientes complexos, para o caso de uma conversação com música 
no fundo. 
 
 
 
Figura 2.24. Linha do tempo do DL 
 
Outros casos de aplicação são baseados no treinamento de imagens onde apresentam-se 
métodos na identificação de objetos e na extração das características nas imagens. Por exemplo, 
em XUE YUN, (2014), os autores propõem uma variação no treinamento de uma rede neuronal 
Deep convolucional neural networks (DNN), outro método baseado no DL, com o objetivo de 
extrair das imagens  do satélite complexas, padrões desejados como na detecção veicular, 
propondo uma variação hibrida por meio da divisão dos dados em vários blocos de diferentes 
escalas e empregando características Haar (VIOLA, 2001), está técnica apresenta um melhor 
desempenho em comparação das DNN convencionais e soluciona o problema da escala, visto 
desde o satélite pode-se encontrar o veículo em áreas como cidades. Outras aplicações centram-
se na detecção facial, por exemplo em CHA ZHANG, (2014), os autores utilizam DL para a 
identificação facial em condições com mudanças de pose, de expressão e de iluminação, 
tomando uma base de 117 mil faces com variações para reconhecer 5 variações, que com 
variações no ângulo determinam 15 subcategorias possíveis para encontrar um possível rosto, 
bem como os problemas nos classificadores convencionais como os apresentados no algoritmo 
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de Viola Jones (VIOLA, 2001). Outras aplicações de detecção facial mediante DL permitem a 
identificação de estados de dormência do motorista (DWIVERDI, 2014), reconhecimento de 
expressões (INCHUL, 2014) e reconhecimento de características de beleza (JUNYING, 2014). 
 
Em HOW et.,al, 2014, apresenta-se um caso particular de treinamento com DL, neste 
trabalho procura-se avaliar a qualidade de uma imagem, dada a possibilidade de ruído na 
mesma, variações de resolução o pré treinamento da mesma, classificando-a em 5 graus o níveis 
de qualidade, procurando emular a forma humana. Outra aplicação de interesse no 
processamento de imagens pose-se encontrar em (YI QING WANG, 2014), (RIOUX 
MALDAGUE, 2014). 
 
Na área da automação e da robótica são poucos os trabalhos desenvolvidos com o uso das 
técnicas de DL. Em (PRASANA, 2013) os autores propõem um método de validação das 
condições de operação de sistemas elétricos complexos aplicados em motores de avião com 
transformadores elétricos, mediante o treinamento multivariável usando DL, o qual para esse 
caso esteja focalizado em minimizar custos de manutenção e prevenção de falha. Em CHAO 
SANG, (2014), apresenta-se o treinamento com DL, de um sensor industrial com a capacidade 
de validar multiplex entradas para estimar o ponto de destilação por unidade de diesel pesado, 
apresentado as vantagens sob a redes neuronais simples e máquinas de suporte vetorial. Em 
KONSTANTINOS, (2014), os autores propõem um método de interação homem robô no qual 
mediante o análises do processamento de imagens reconhece os sinais da mão para identificar 
as tarefas a desenvolver por parte do robô, das características obtidas se implementa um sistema 
de aprendizagem de máquina baseado em DL. É importante descrever uma área de aplicação 
do DL no que se requer das pesquisas e desenvolvimento das técnicas para o treinamento 
robótico. 
 
Os desenvolvimentos orientados a empregar DL realizando complemento aos métodos 
convencionais como as redes convolucionais, autoencoders o Deep Belief networks, tem-se 
acrescentado nos últimos anos (JURGEN, 2015). Alguns deles encaminhados na obtenção das 
características dos dados de entrada como se apresentam em (YAGING, 2015), (YUAN, 2015), 
(YAMMING, 2015). As variações apresentadas envolvem modelos híbridos de DL com 
técnicas convencionais como máquinas de suporte vetorial (SANGWOOK, 2015), 
(SANGWOOK and SHIBIN, 2015), aprendizagem multe escala (YUN BAI, 2016), assim como 
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o desenvolvimento de novas técnicas emergentes dos trabalhos de pesquisa (HAO LIU, 2015), 
(YAGING and LI, 2015). No entanto, na linha de aplicações de interação homem máquina, que 
ainda não são referenciadas. 
 
2.4.   Comentários Finais  
 
Neste Capítulo foi realizado um trabalho de pesquisa bibliográfica onde são revisados 
diferentes tipos de mãos robóticas para aplicações em próteses antropomórficas e grippers 
industriais. É construída uma tabela comparativa das mãos robóticas pesquisadas a fim de 
avaliar diferentes índices (antropomorfismo, destreza mecânica e aparato sensorial). Além 
disso, é apresentado uma contextualização dos sistemas de eletromiografia e das técnicas de 
reconhecimento de padrões baseados em Deep Learning. 
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Capítulo 3. BIOMECANICA DA MÃO 
 
 
O principal objetivo deste capítulo é a descrição da estrutura esquelética e muscular da 
mão humana, posteriormente é apresentado uma análise dos movimentos, tendo em 
consideração a abordagem dos parâmetros fundamentais das características de preensão na 
robótica. Alguns dos trabalhos apresentados no capítulo anterior mostram que o 
antropomorfismo é um dos principais fatores a serem considerados nos projetos de grippers 
robóticos, isto é possível pela consideração em reproduzir os movimentos de forma natural dos 
dedos, tornando-se como um fator importante no processo do design. Desta forma, o 
conhecimento da mão humana é importante para que os desenvolvimentos de projetos com 
dispositivos IHM possam interagir na imitação das principais funções, mais especificamente na 
preensão de objetos preestabelecidos.  
 
3.1. Anatomia da mão humana 
 
A mão humana representa um mecanismo de grande complexidade e utilidade, que está 
correlacionada diretamente com o cérebro, é assim que as mãos contribuem aos processos 
mentais associados aos sentimentos e pensamentos (TAYLOR, 1955) e (AVILÉS, 2008). A 
função estrutural da mão está composta de músculos e tendões, palma, tegumento dorsal, 
nervos, suplemento de sangue, dentre outros. 
 
Assim mesmo, está composta por vários grupos de ossos, como se apresenta na Figura 
3.1 (a). Encontrando-se os carpos, metacarpos, a série da primeira e terceira falange, todos 
unidos por articulações dentro das quais o rádio carpo, Inter carpo, o carpo metacarpiano, o 
metacarpo falange, o Inter falange proximal e distal são destacados (TAYLOR, 1955). A mão 
é dotada de vinte graus de liberdade, acionada por cerca de quarenta músculos (FUKAYA, 
2000). Na Figura 3.1 (b) se mostra o equivalente mecânico da mão humana.  
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a. Ossos e articulações da mão humana 
 
b. Estrutura biomecânica da mão humana (AVILÉS, 2008) 
 
Figura 3.1. Representação biomecânica da mão antropomórfica. 
 
No entanto, os estudos apresentados sob mãos antropomórficas mostram que podem ser 
tratadas como um conjunto de mini robôs associados como dedos os quais tem uma base comum 
para cada um deles correspondente a palma. É por isso, que podem ter diferentes configurações. 
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Segundo AVILÉS (2008), a mão pode ser considerada como “ferramenta das ferramentas” já 
que possui três propriedades principais, a primeira é conhecida como Prono-supinação a qual 
corresponde aos movimentos de rotação gerados pelo antebraço em torno da linha central 
longitudinal e aos movimentos de flexão ou extensão do cotovelo ou do pulso. Esse movimento 
permite que a mão se adapte em diversas circunstâncias, como se apresenta na Figura 3.2 (a). 
Em seguida, encontra-se o movimento de Flexão e fechamento dos dedos sendo uma função 
muito importante da mão, já que graças à superposição das três articulações de cada dedo e a 
existência dos músculos extrínsecos poli articulares permite a deslocamento dos dedos com 
respeito ao punho, como mostra na Figura 3.2 (b). Finalmente, a Oposição do Polegar 
corresponde ao posicionamento do polegar na frente da palma e dos outros dedos, onde o 
polegar pode ser usado junto com os outros dedos como uma garra para manipular objetos, 
particularmente isso, é um efeito natural entre os dedos polegar e índice, como se mostra na 
Figura 3.2 (c) (AVILÉS, 2008). 
 
 
 
 
 
a. Prono-supinação b. Flexão e fechamento 
dos dedos 
c. Oposição do polegar 
Figura 3.2. Principais características da mão. 
 
Não obstante, é importante ressaltar que o analises e pesquisas desenvolvidas 
recentemente sob a mão humana para os projetos de dispositivos antropomórficos são baseados 
na imitação de suas principais funções, sendo um avanço significativo nas áreas da engenharia 
e medicina.  Sem ter em consideração alguns detalhes anatômicos como os trabalhos 
apresentados em (ZHANG, 2016), (BECKER, 1986), (BUCHOLZ, 1992), (TAYLOR, 1955), 
(KAPANDJI, 1987), (BROOK, 1995), (AN 1979), (AVILÉS, 2008) e (QUINAYAS, 2015).  
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3.2. Modelagem matemática da mão 
 
Atualmente, a robótica avançada está passando do conceito clássico de estruturas precisas 
e rígidas, muitas vezes estruturas pesadas e complexas, a estruturas mais flexíveis e leves, com 
a perspectiva de um aumento no desempenho, alta simplicidade mecânica e, portanto, um custo 
de redução considerável. Os robôs, especialmente os manipuladores humanoides e industriais, 
são projetados para auxiliar em vários empregos na indústria e em casa. Portanto, esses robôs 
precisam ter a capacidade de realizar as tarefas que normalmente fazem os seres humanos e 
devem ser providos com uma ferramenta terminal que pode manipular objetos com a mesma 
habilidade de um ser humano de acordo à fisiologia da mão como se mostra na Figura 3.3. 
 
 
Figura 3.3. Fisiologia da mão humana (AVILÉS, 2008). 
 
3.2.1. Modelo cinemático 
 
A aproximação matemática e geométrica do modelo cinemático é totalmente vetorial 
como se apresenta em (AVILÉS, 2008). De um sistema de coordenadas fixo cujo ponto de 
origem está localizado na interseção de um eixo imaginário que coincide com o eixo 
longitudinal do dedo médio e se estende desde a extremidade da falange distal do dedo até o 
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pulso onde ele intersecta com outro eixo imaginário perpendicular ao primeiro e coincide com 
o eixo de flexão e extensão do carpo. 
 
Esses dois eixos descritos formam um plano que contém todos os outros eixos 
longitudinais dos quatro dedos e a palma da mão. Finalmente, a normal para este plano e 
cruzando o mesmo ponto de interseção como descrito, um terceiro eixo de coordenadas é 
desenhado. 
 
O eixo coincide com o dedo do meio e é chamado de 𝑦, o eixo do pulso está localizado 
em 𝑧 e, finalmente, o normal para o plano formado pelos dois anteriores e tendo a mesma origem 
será o eixo 𝑥. Esse sistema de coordenadas é referenciado a partir de um vetor de referência de 
descrição. Coincidente com o sistema de referência (𝑥, 𝑦, 𝑧), um sistema de coordenadas que 
gira em torno do eixo, este novo sistema é formado pelos eixos (x2, y2, z2) e os objetivos 
planejados descrevem a prono supinação do movimento (rotação do pulso) eixo que 𝑦 e y2 
concordam o tempo todo, mas os dois eixos de sistema restantes (𝑥2 𝑒 𝑧2)variam sua posição 
girando em torno de 𝑦2. A amplitude angular desse movimento é de ± 100°. Posteriormente, 
uma nova coordenada, com 2 sistemas de correspondência deve levar em consideração o 
sistema; este sistema permite a descrição do movimento de flexão e extensão do pulso, daí os 
eixos 𝑧2 e 𝑧3 coincidem o tempo todo enquanto os eixos 𝑥3 e 𝑦3 deslocam a posição girando 
em torno de 𝑧3. Isso é apresentado na Figura 3.4. 
 
O sistema 4, (𝑥4, 𝑦4, 𝑧4) coincide com o sistema 5 (Figura 3.6), explicado acima; neste 
caso, os eixos 𝑦4 e 𝑦5 não mudam ao longo do tempo e a junção de cada falange de dedo e o 
metacarpo são assumidas em paralelo e são feitas coincidentes com o eixo 𝑦𝑖, onde 𝑖 é o sub 
índice referido o sistema de coordenadas ligado a cada um dos as falanges e 4 para a articulação 
do osso metacarpo com o carpo (punho), 3 para a articulação entre a falange proximal e o osso 
metacarpiano, 2 para a articulação entre a falange medial e proximal e, finalmente, 1 para a 
articulação entre medial e distal falange. 
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Figura 3.4. Coordenar sistemas para descrever os movimentos de flexão e extensão do 
(𝒙𝟑, 𝒚𝟑, 𝒛𝟑) e prono-supinação do antebraço (𝒙𝟐, 𝒚𝟐, 𝒛𝟐) pulso. 
 
Seja 𝑓3𝑚  o vetor que define a falange distal do dedo, 𝑓2𝑚 à falange mediana 𝑓1𝑚 a falange 
proximal e, finalmente, o osso metacarpiano, todos pertencentes ao mesmo dedo e ângulos de 
rotação relativos entre falanges, 𝛼 para rotação correspondente entre medial e falanges distal, 
𝛽 correspondente à rotação entre as falanges proximal e media e 𝛾 correspondente à rotação 
entre a falange proximal e o osso metacarpo, as três amplitudes estão entre 0° e 90°. O vetor de 
posição de um ponto relativo à falange distal (𝑥0, 𝑦0, 𝑧0) o sistema de coordenadas será descrito 
por: 
 
[𝑓3𝑚] = [0 𝑟1 0](𝑥0 𝑦0 𝑧0) (3.1) 
 
 
𝑓𝑖𝑎 = 𝑓2𝑚 + 𝑓3𝑚
2𝑚⁄
= 𝑓2𝑚 + 𝑓3𝑚. [𝛼] (3.2) 
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[𝑓𝑖𝑎] = [0 𝑟2 0](𝑥2 𝑦2 𝑧2) + [𝑓3𝑚]. [
cos 𝛼 −sen 𝛼 0
sin 𝛼 cos 𝛼 0
0 0 0
] (3.3) 
 
 
Onde 𝑓𝑖𝑎 é o vetor de posição de um ponto relativo ao sistema distal de coordenadas de 
falange 2, Figura 3.5. 𝑓𝑖𝑏  o vetor de posição de um ponto da falange distal do sistema de 
coordenadas cerca de 3 e 𝑟𝑖 corresponde ao comprimento de cada uma das falanges, por tanto: 
 
𝑓𝑖𝑏 = 𝑓3𝑚 + 𝑓𝑖𝑎
1𝑚⁄
= 𝑓1𝑚 +  𝑓𝑖𝑎 . [𝛽] (3.4) 
 
[𝑓𝑖𝑏] = [0 𝑟3 0][𝑥3 𝑦3 𝑧3] + [𝑓𝑖𝑎]. [
𝑐𝑜𝑠 𝛽 −𝑠𝑒𝑛 𝛽 0
𝑠𝑖𝑛 𝛽 𝑐𝑜𝑠 𝛽 0
0 0 0
] (3.5) 
 
O vetor de posição 𝑓𝑖𝑐 de um ponto da falange distal do sistema de coordenadas cerca de 
4, é dado por: 
 
𝑓𝑖𝑐 = 𝑃 + 𝑓𝑖𝑏
𝑃⁄
= 𝑃 +  𝑟𝑖𝑏 . [𝛾] (3.6) 
 
[𝑓𝑖𝑐] = [0 𝑟4 0][𝑥4 𝑦4 𝑧4] + [𝑓𝑖𝑏]. [
𝑐𝑜𝑠 𝛾 −𝑠𝑒𝑛 𝛾 0
𝑠𝑖𝑛 𝛾 𝑐𝑜𝑠 𝛾 0
0 0 0
] (3.7) 
 
Devido a isso, no modelo, a adução-abdução não é implementada, uma separação de 7° 
entre os dedos de cada lado da referência, que neste caso é o dedo do meio, ou seja, a 7ª 
separação entre o dedo do meio é usada e anelar e girar 7º entre o anular e dedos pequenos. Do 
mesmo modo, 7°  são deixados entre o indicado e médio. 
 
Seguindo o mesmo raciocínio e o tipo de notação usado até agora, 𝑓𝑖𝑑 é a posição do 
ponto vetorial da falange distal do dedo eu respeito o sistema 5, então a condição mostrada na 
Figura 3.5. 
 
𝑓𝑖𝑑 = 𝑓𝑖𝑐[𝜀] (3.8) 
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−90º ≤ q1 ≤ 90º 0º ≤ q5m ≤ 90º 
−15º ≤ q2 ≤ 15º 0º ≤ q6m ≤ 110º 
−15º ≤ q3 ≤ 15º 0º ≤ q7m ≤ 90º 
−15º ≤ q4m ≤ 15º  
 
Figura 3.5. Parâmetros estruturais da mão 
 
 
Onde 𝜀 é o ângulo de separação entre os dedos tem um valor fixo dado para o dedo anelar 
(𝑖 =  3) −𝜀 para o dedo indicador (𝑖 =  1) e 2𝜀 para o pequeno dedo (𝑖 =  4). No caso do dedo 
(𝑖 =  2) seu valor será 0°. Assim, o vetor 𝑓𝑖𝑑 cuja representação da matriz: 
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[𝑓𝑖𝑑] =  [𝑓𝑖𝑐][𝑥4 𝑦4 𝑧4]. [
1 0 0
0 𝑐𝑜𝑠 𝜀 𝑠𝑖𝑒 𝜀
0 𝑠𝑖𝑛 𝜀 −𝑐𝑜𝑠 𝜀
] 
 
(3.9) 
 
Esses valores de ε são referidos ao eixo 𝑦4 coincidindo com o eixo longitudinal do dedo 
do meio, (𝑦42𝑓𝑗𝑑)  é o vetor que define a posição de um ponto na falange distal do dedo 𝑖. 
Finalmente, para o ângulo de flexão e extensão do pulso e do ângulo de prono supinação do 
antebraço você deve: 
 
[𝑓𝑖𝑒] = [𝑓𝑖𝑑]. [𝜇] (3.10) 
 
[𝑓𝑖𝑓] = [𝑓𝑖𝑒]. [𝜎] (3.11) 
 
Onde 𝜇 e 𝜎 são, respectivamente, o ângulo de flexão e extensão do pulso e o ângulo de 
prono-supinação do antebraço Figura 3.6. 
 
 
Figura 3.6. O ângulo de inclinação do vetor em relação ao sistema de coordenadas 𝒓𝒊𝟒 5 
coincide com o eixo longitudinal do dedo 
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As equações que descrevem o movimento dos quatro dedos são construídas tendo em 
consideração o movimento angular de cada falange em relação a isso segue, o ponto médio, 
distal, médio e proximal é simultâneo ao osso metacarpiano e tem uma amplitude de 0° a 90°. 
O tempo desse movimento varia dependendo do tipo de operação que a mão está executando 
de uma fração de segundo até 6 ou 7 segundos, levou 5 segundos a execução, considerando os 
tempos usados por algumas próteses comerciais para abrir e fechar os dedos podem atingir até 
10 segundos (AVILÉS, 2008) e (YAMAGUCHI, 2015). 
 
As equações (3.12), (3.13) e (3.14), geometricamente modelam as variáveis cinemáticas 
consideradas; posição angular (𝜃), velocidade angular (?̇?) e aceleração angular (?̈?), para 
mover cada uma das falanges. À medida que a variação igual aos três ângulos foi assumida para 
assim substitui-las em  𝜃, 𝛼, 𝛽 e 𝛾 resultando as equações mostradas abaixo: 
 
𝜃 =
7 ∙ 10−16
12
𝑡4 −
0.1508
6
𝑡3 +
0.377
2
𝑡2, 𝑜𝑛𝑑𝑒 𝜃(0) = 0 𝑒 𝜃(5) =
𝜋
2
 (3.12) 
 
?̇? =
7 ∙ 10−16
3
𝑡3 −
0.1508
2
𝑡2 + 0.377𝑡, 𝑜𝑛𝑑𝑒 ?̇?(0) = 0 𝑒 ?̇?(5) = 0 (3.13) 
 
θ̈ = 7 ∙ 10−16t2 − 0.1508t + 0.377, onde θ̈(0 ≤ t ≤ 5) = ±0.377 (3.14) 
 
Para o polegar é necessário estabelecer um modelo diferente, uma vez que o movimento 
disso é mais complexo porque não é possível simplificar assumindo que as rotações das falanges 
ocorrem todas contidas no mesmo plano. Para esse caso, apenas as rotações da falange média e 
distal estão contidas no mesmo plano, mas a articulação falange proximal, localizada no carpo 
(pulso), está mais próxima de uma junta esférica a um pino de junção, como nos dedos, e é por 
isso que o polegar tem a característica de se opor aos dedos. No modelo proposto, a articulação 
entre a falange proximal do polegar e o carpo é substituída por uma junta de pino entre a falange 
proximal e a palma da mão e uma rotação permanente do eixo longitudinal das falanges distal 
e medial respeito ao mesmo na falange proximal. O eixo da primeira junta da simplificação 
proposta está inclinado 𝜑 em relação ao eixo 𝑦5, localizado ao lado do dedo indicador e está 
contido no plano da palma. Esse eixo se torna o sistema de coordenadas de eixo 𝑦𝑖3 para 
descrever a posição de um ponto na falange distal do polegar, também é responsável pelo 
movimento oposto ao polegar em relação aos outros quatro. Recordando que o subíndice 𝑖 
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corresponde ao número atribuído ao dedo, de acordo com a notação utilizada nas descrições 
acima, neste caso particular, 𝑖 é igual a 5. 
 
Além disso, 𝑓41 é o vetor de posição de um ponto na falange distal do polegar em relação 
ao sistema [𝑥41 𝑦41 𝑧41] onde o eixo 𝑥51 coincide com o vetor 𝑟51 e o eixo 
𝑦41 correspondem ao pino que articula o respeito falange a falange medial também: 
 
𝑓51 = [𝑟1 0 0] (3.15) 
 
Além disso [𝑥42  𝑦42  𝑧42] é o sistema de coordenadas onde o 𝑥42 (𝑟42)coincide com o 
eixo longitudinal da falange mediana do polegar e o eixo y42 coincide com o pino que articula 
a falange medial em relação ao proximal e: 
 
𝑓4𝑎 = 𝑓42 + 𝑓41
42⁄
 (3.16) 
 
[𝑓4𝑎] = [𝑟2 0 0] + [𝑓41] ∗ [
−𝑐𝑜𝑠 𝜑 0 𝑠𝑒𝑛 𝜑
0 0 0
− 𝑠𝑖𝑛 𝜑 0 𝑐𝑜𝑠 𝜑
] (3.17) 
 
Onde 𝜑 é o ângulo de rotação sobre a falange distal e o vetor de posição da falange média 
f4a de um ponto relativo ao sistema distal de coordenadas de falange [𝑓42  𝑓42  𝑓42]. 
 
A descrição do vetor aqui é muito semelhante à anteriormente construída para os dedos, 
exceto pela alteração na atribuição do eixo. O ângulo 𝜑 tem uma amplitude entre 0° e 90° e 
segue o mesmo comportamento que 𝛼, 𝛽 e 𝛾, portanto 𝜃 equações e suas derivadas também são 
ajustadas para 𝜑. 
 
Para permitir que o polegar possa se comportar de forma aproximada, como faz de uma 
mão real, foi proposto que a articulação de tipo rotulada com a falange proximal do polegar se 
junte ao carpo é substituída por um pino de dobradiça entre essa falange e a palma da mão e 
uma rotação permanente entre os eixos longitudinais da mesma falange e medial. Essa última 
parte é que o eixo proximal-medial y42 correspondentes à articulação 45° é girado em torno do 
eixo 𝑦43, correspondente à articulação palma-proximal. Essa rotação faz com que a posição do 
ponto vetorial da falange distal respeite o sistema de coordenadas coincidente com 𝑦43 
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apresenta duas rotações, uma devido ao movimento da articulação medial-proximal que será 
chamada ν e outra devido à rotação de 45° entre  𝑦42 e 𝑦43. Portanto, a posição do vetor em 
todos os momentos ser um vetor no espaço não será contida em um único plano, como o caso 
com os outros dedos e é necessário determinar o valor da rotação de rotação de rotação de 45° 
de ângulos fixos. Encontrar esses ângulos foi necessário para construir um modelo básico da 
falange proximal do polegar, e não foi possível estabelecer na literatura consultada uma 
estratégia para calcular esses valores. Depois de construir o modelo correspondente aos valores 
de ângulo entre os sistemas de coordenadas [𝑥43  𝑦43  𝑧43] e [𝑥42  𝑦42  𝑧42] resultando na 
seguinte matriz, que é chamado de ângulos fixos, foram obtidos. 
 
[𝑀𝑎𝑓] = [
𝑐𝑜𝑠 28.87 𝑐𝑜𝑠 70.40 𝑐𝑜𝑠 70.09
𝑐𝑜𝑠 67.17 𝑐𝑜𝑠 51.50 𝑐𝑜𝑠 51.70
𝑐𝑜𝑠 90 𝑐𝑜𝑠 45 𝑐𝑜𝑠 90
] (3.18) 
 
Onde [𝑀𝑎𝑓] é a matriz de ângulos fixos, onde a primeira linha corresponde aos ângulos 
entre 𝑥43  e [𝑥42  𝑦42  𝑧42], o segundo  𝑦43  e [𝑥42  𝑦42  𝑧42]  e o terceiro entre 𝑧43  e 
[𝑥42  𝑦42  𝑧42], pode-se ver que a norma de cada vetor de coluna da matriz é 1. Assim, o vetor 
de posição de um ponto na falange distal, f5b em relação ao sistema de coordenadas 
[𝑥43  𝑦43  𝑧43] será dado por: 
 
𝑟5𝑏 = 𝑟5𝑎 ∙ [𝜐] ∙ 𝑀𝑎𝑓 + 𝛿 (3.19) 
 
[𝑟5𝑏] = [𝑟5𝑎] ∙ [
𝑐𝑜𝑠 𝜐 0 𝑠𝑒𝑛 𝜐
0 1 0
−𝑠𝑖𝑛 𝜐 0 𝑐𝑜𝑠 𝜐
] ∙ [𝑀𝑎𝑓] + [𝛿] (3.20) 
 
Onde 𝜐 é o ângulo de rotação sobre a falange proximal medial variando entre 0° e 50° e 
𝛿 é a distância vetorial entre as origens dos dois sistemas de coordenadas em questão.  5𝑐 é o 
vetor de posição que define a posição de um ponto na falange distal de um sistema de 
coordenadas cujo eixo coincide com o eixo de rotação da falange proximal na palma (y43), 
então: 
 
𝑓4𝑐 = 𝑓4𝑏 ∙ [𝜁] (3.21) 
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[𝑓4𝑐] = [𝑓4𝑏] ∙ [
𝑐𝑜𝑠 𝜁 0 𝑠𝑖𝑛 𝜁
0 1 0
−𝑠𝑖𝑛 𝜁 0 𝑐𝑜𝑠 𝜁
] (3.22) 
 
Onde 𝜑 corresponde ao ângulo de inclinação do eixo sobre 𝑦43 e 𝜆 corresponde à distância 
entre o ponto de interseção com o eixo 𝑦43 𝑦4 e a origem do sistema de coordenadas 4 e a 
distância medida no eixo. 
 
Também é necessário definir as funções de posição, velocidade e aceleração para a flexão 
e extensão dos dedos. Na Figura 3.7 e Figura 3.8 são apresentados os gráficos das variáveis de 
desempenho posição angular (𝜃), velocidade angular (𝜃)̇  e aceleração angular (?̈?) obtidos da 
simulação implementada em ambiente Matlab®. 
 
Por outro lado, a simulação desenvolvida permite avaliar o movimento de flexão e 
extensão na preensão de um objeto geométrico. O resultado é mostrado na Figura 3.9. Observe-
se que o movimento da abertura e fechamento dos dedos são atuados sob um cilindro 
geométrico de 70 mm de diâmetro simulando a preensão nos intervalos referidos ao 
fechamento. 
 
 
Figura 3.7. Flexão do dedo médio 
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Figura 3.8. Extensão do dedo médio 
 
 
Figura 3.9. Movimentos da flexão e extensão da mão no Matlab® 
 
3.2.2 Preensão 
 
A pressão nos adultos, é levada a cabo pela determinação dos pontos de contato sob um 
objeto simples, mediante a percepção do centro de massa visual do mesmo, essa capacidade é 
desenvolvida durante o crescimento da pessoa, na etapa da adulta a pessoa lembra dos pontos 
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de contato adequados nos objetos proporcionados simetricamente e assimetricamente, no 
entanto, faz a preensão perto do centro de massa e essa determinação se faz só mediante 
aproximações das leis físicas. A precisão da validação do correto centro de massa melhora 
linearmente com a idade, na Figura 3.10 apresenta-se como é este processo desde os 4 anos até 
a idade adulta (JIMENEZ, 2017), (BINDER 2017), (SANCHO, 2014). 
 
 
Figura 3.10. Localização do centro de massa com respeito aso pontos de preensão. 
 
Para o estudo no movimento da preensão nos adultos, deve-se ter em consideração dois 
aspectos como são: A precisão e a potência na preensão. A precisão na preensão relaciona a 
ação oposta entre o dedo polegar e qualquer outro dedo como se mostra na Figura 3.11 (a). A 
potência da preensão consiste em conter o objeto entre o dedo polegar e na palma da mão como 
se mostra na Figura 3.11 (b). A estabilidade na preensão depende por tanto de dois aspectos 
fundamentais: A postura durante a função da mão, usualmente o modelo de preensão de 
precisão e o tamanho dos objetos (NAPIER, 1953). 
 
 
 
(a) Precisão na preensão (b) Potência na preensão 
Figura 3.11. Precisão e potência de preensão de uma mão     
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Para a sistematização no processo da preensão de um objeto, é importante ter em 
consideração a classificação dos mesmos, é assim, como em 1919 (SCHLESINGER,1919), 
propõe uma classificação desde o ponto de vista da anatomia e funcionalidade da mão, assim: 
ponta cilíndrica, gancho, palmar, esférico e lateral. Posteriormente, TAYLOR E SCHWARZ, 
(1955), propõem uma classificação primaria mediante a forma de preensão do objeto: cilindros, 
ponta dos dedos, gancho, palmar, esférico e lateral. Logo, NAPIER, (1956), propõe uma 
classificação tendo em consideração a precisão e o poder da preensão, assim como também se 
encontram as propostas de TAYLOR, (1955), CUTKOSKY e WRIGHT, (1986), donde se 
propõe uma classificação a partir dos parâmetros propostas por Napier, agregando a esta 
estrutura no nível inferior dos parâmetros mais a partir do detalhe geométrico do objeto e do 
requerimento da tarefa como se mostra na Figura 3.12 (CUTKOSKY, 1989). 
 
 
Figura 3.12. Taxonomia parcial das formas de preensão de uma mão humana (CUTKOSKY, 
1989). 
 
Em KANG, (1992), propõe-se uma taxonomia baseada na compreensão e análises dos 
pontos de contato efetivo do objeto com respeito à mão. O ponto de contato efetivo de um dedo, 
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representa a união de este com a superfície de um segmento do objeto. O padrão resultante 
espacial dos pontos de contato é nomeado como contato de rede. A classificação taxonômica 
mais completa é apresentada na Tabela 3.1, nela descreve-se a preensão a partir dos 
requerimentos de potência e precisão, dependendo dos diferentes tipos de oposição como são: 
Palmar, a base do dedo polegar e a zona lateral (Edwards, 2002), (Exner, 2001), 
(PRZYBYLSKI, 2017). 
 
Tabela 3.1. Taxonomia de preensão (PRZYBYLSKI, 2017). 
 
 
3.2.3 Design do ambiente de simulação virtual 
 
Hoje em dia, os ambientes virtuais são uma ferramenta de maior utilidade em diferentes 
áreas da engenharia, já que podem ter uma faixa de aplicações muito variadas, por exemplo em 
aplicações robóticas, jogos de vídeo, aplicações médicas e sistemas de validação 
automobilística, entre outros. O entorno virtual de simulação do presente trabalho é projetado 
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para o análise do comportamento dos movimentos de preensão de uma mão antropomórfica 
atuada por meio dos sinais obtidos de eletromiografia, procurando ter um comportamento 
similar de uma mão robótica real.  
 
Para a implementação do entorno se partiu pela revisão da anatomia como se apresento 
na seção 3.1, com base nisso foi desenvolvido o modelo da mão em 3D no software de 
SolidWorks®, inicialmente procura-se implementar as partes principais para obter uma 
preensão com a mão, ou seja, desenhe-se os dedos anular e polegar buscando-se ter a 
representação das falanges distal (cor amarelo), intermedia (cor azul) e proximal (cor vermelho) 
com a mão real como se apresenta na Figura 3.13. 
 
 
 
 
a. Modelo de mão virtual  b. Modelo de mão real 
Figura 3.13. Parâmetros de design da mão real com a virtual implementada no CAD 3D 
 
Como se pode observar a mão foi modelada e caracterizada com cinco dedos tendo em 
consideração o movimento de oposição do polegar, gerando uma similaridade ao modelo de 
inspiração. Os movimentos dos dedos da mão têm consideradas as limitações das articulações 
para representar da melhor forma seus movimentos. 
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A mão virtual modelada é exportada ao software de Simmechanics o qual permite sua 
simulação no ambiente de Matlab®, e assim poder ter as características físicas e a consideração 
das variáveis como materiais, torques e posições de cada uma das falanges e dos dedos para 
gerar os deslocamentos de atuação. Ao gerar a exportação se tem uma relação de cada falange 
com o sistema de referência. Na Figura 3.14, apresenta-se a descrição da falange distal, 
intermédia proximal e sistema de referência (punho) representado no Simmechanics, esta 
modelagem permitirá estabelecer quais são os movimentos de cada uma das falanges de acordo 
com os dados enviados. Finalmente, na Figura 3.15. se apresenta o modelo geral da mão em 
Simmechanics, descrito assim: 1) Dedo mínimo, 2) Dedo anular, 3) Dedo médio, 4) Dedo 
indicador, 5) Dedo polegar e finalmente 6) O punho que compõe o metacarpo e carpo. 
 
 
Figura 3.14. Estruturação das falanges distal, intermedia e proximal em Simmechanics. 
3.3. Comentários finais  
  
Neste capítulo foi feita uma revisão dos conceitos de modelagem matemática de uma mão 
humana utilizando conceitos de modelos matemáticos de manipuladores antropomórficos, cuja 
metodologia foi aplicada na elaboração da modelagem cinemática do sistema articular da mão, 
visando o estabelecimento de critérios para o projeto e construção de mãos artificiais.  
 
A partir do modelo obtido de mão robótica com 6 GDL e características análogas as de 
uma mão antropomórfica, foi desenvolvido o ambiente de simulação para o teste e validação 
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dos algoritmos computacionais, para a simulação cinemática direta e inversa é apresentada nos 
ANEXOS B e C. 
 
 
Figura 3.15. Diagrama de blocos da implementação da mão virtual em Simmechanics. 
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Capítulo 4. IDENTIFICAÇÃO DOS SINAIS DE EMG 
 
 
O principal objetivo deste capitulo é a descrição do sistema háptico para a captação dos 
sinais de eletromiografia de superfície, partindo da estrutura esquelética e muscular da mão 
humana para assim, caracterizar o análise dos movimentos, tendo em consideração os 
parâmetros fundamentais das características de preensão de objetos na robótica.  O 
desenvolvimento é composto por quatro passos característicos, o primeiro passo corresponde à 
aquisição dos sinais de eletromiografia para o controle dos gestos de preensão os quais serão 
associados ao manipulador robótico. Seguido do pré-processamento dos sinais que é 
desenvolvido pela aplicação de duas técnicas de filtragem, a primeira corresponde ao espectro 
de potências do sinal usando o método de Welch e a segunda mediante a aplicação da 
transformada Wavelet, essas técnicas permitirão a depuração da base de dados para o 
treinamento do algoritmo de aprendizagem em profundidade. 
 
4.1. Sensor háptico de eletromiografia de superfície (sEMG) 
 
Como se apresentou no capítulo um, o sistema proposto para a iteração homem máquina 
(IHM) parte da aquisição dos sinais de eletromiografia, para a captura desses sinais é usado o 
sensor MYO armband desenvolvido pela empresa Thalmic Labs, para a identificação do 
movimento dos músculos do braço, obtém-se por meio dos oito bio-sensor (elétrodos) 
numerados como se mostra na Figura 3.16 (THELMICAL LABS, 2017).  
 
 
Figura 3.16. Numeração dos bio-sensores MYO (THELMICAL LABS, 2017). 
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A aquisição dos sinais de eletromiografia (EMG) são previamente filtradas, 
acondicionadas e processadas pelo processador interno do sistema para eliminar o ruído gerado 
pelo ambiente ou do músculo em repouso, é necessário o ajuste do bio-sensor para  qualquer 
tipo de braço, como se apresenta na Figura 3.17 
 
 
Figura 3.17. MYO armband (THELMICAL LABS, 2017). 
 
Para obter a aquisição apropriada dos sinais por meio do MYO, é necessário que em cada 
ligação o dispositivo seja calibrado por meio do aplicativo “MYO Connect”. Isso é devido às 
características de cada usuário já que cada um possui um tipo diferente de pele e tamanho dos 
músculos. A partir do apresentado anteriormente, internamente no dispositivo é realizado uma 
aprendizagem de máquina para o reconhecimento dos gestos sem importar se a pessoa seja 
homem ou mulher, adicionalmente o MYO possui uma unidade lógica de medição inercial 9150 
(IMU) de 9 eixos (3 eixos para o giroscópio, 3 eixos para aceleração e 3 para a bussola), 
permitindo detectar o movimento do braço e a posição na que ele se encontra (THELMICAL 
LABS, 2017), o algoritmo de conexão e apresentado a seguir: 
 
Algoritmo 4.1. 
Begin 
Paso 1: Sincronização do MYO com o usuário 
Paso 2: Estabelecer o estado da conexão com o PC 
Paso 3: Se tem conexão gerar a vibração curta 
Paso 4: Evento para aquisição dos sinais de EMGs  
end 
 
O MYO armband utiliza-se para o reconhecimento do movimento dos músculos do 
antebraço depois de um gesto produzido pela mão onde é preciso que os elétrodos dos bio-
sensores se encontrem em contato direito com a pele para uma melhor aquisição dos dados de 
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EMG geralmente essa sinal é em microvolts, os quais são enviados por meio de comunicação 
Bluetooth ao computador.  A seguir, observe-se a forma correta para localizar os bio-sensores 
do MYO Figura 3.18, é importante ter em conta que o logotipo do dispositivo deve-se localizar 
entre os dedos anular e médio. 
 
 
 
Figura 3.18. Localização do MYO no antebraço 
 
Para a caracterização dos movimentos, deve-se ter em conta a localização do MYO no 
braço para que os sensores recebam a informação correta dos músculos. Neste caso, o MYO 
deve ter a capacidade de reconhecer a mão aberta (extensão dos dedos), a mão fechada (flexão 
dos dedos), preensão dos objetos circulareis e cilíndricos. Na Figura 3.19, apresenta-se os 
músculos que atuam ante os gestos anteriormente nomeados e na Tabela 3.2 são mencionados 
os bio-sensores do MYO que interatuam diretamente com eles. 
 
 
Figura 3.19. Músculos do braço (a)Vista superficial anterior, (b) Vista intermedia anterior, (c) 
Vista superficial posterior (ANATOMYZONE, 2017). 
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Tabela 3.2. Bio-sensores do MYO, Músculos e ações executadas 
 
Sensores do Myo  Músculos Ação 
8 
Flexor carpi ulnaris 
 
 
 
 
 
Flexão e adução do punho 
4 Flexor Digitorum Flexor dos dedos 
1-8 Flexor carpi radials Flexão e adução do punho 
5 
Extensor carpi 
radials 
Extensor na articulação do punho, 
abduz a mão 
3-4 Extensor digitorum Extensor dos dedos 
4-5 
Extensor carpi 
ulnaris 
Estende e aduz o pulso 
 
O SDK (software development kit) do Myo, permite o desenvolvimento das 
caracterizações das sinas de eletromiografia dependendo da tarefa a ser implementada. Para 
tarefas simples, os scripts necessários são disponibilizados para interfaces de programação em 
linguagem C, que podem usar de uma vinculação de nomes para permitir a programação através 
de outras linguagens (C++, Java, Matlab, entre outros). Os programas desenvolvidos foram 
escritos na linguagem de Matlab o qual é baseado em C. O motivo dessa escolha, além da 
recomendação do fabricante para desenvolvedores, foi a documentação disponível e o fato da 
ferramenta tem uma estrutura adotada para o desenvolvimento da aprendizagem em 
profundidade. 
 
O início para o desenvolvimento de programas para o Myo é o hub, este é um processo 
externo que se executa em paralelo quando o bracelete se conecta com o computador, 
estabelecendo uma comunicação com o aplicativo, que ao tempo deve acessar ciclicamente ao 
hub, através de uma classe padrão de colecção de dados presente no SDK, que obtém os dados 
do dispositivo. A taxa de comunicação do coletor com o hub pode ser controlada, mas é limitada 
pela taxa de amostragem de verificação e atualização dos dados do próprio bracelete. Isso 
permite estabelecer que a IMU tem uma taxa de atualização de 50 Hz, enquanto que os sinais 
de EMG tem uma atualização de 200 Hz, essa característica permite estabelecer que se o 
programa desenvolvido acessa ao hub com uma taxa de atualização maior poderá ter uma perda 
de informação.  
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O sistema permite a coleta dos dados dos sensores de EMG do Myo. Através do SDK é 
possível obter as informações de cada sensor no formato de oito elementos com um indicador 
ao momento da aquisição. Permitindo salvar estas informações sequencialmente em um arquivo 
de texto plano, ou disponibiliza-los em formato gráfico, com retraso reduzido, Figura 3.20 com 
os dados de EMG, é possível determinar a ativação dos estímulos de algum evento.  
 
 
Figura 3.20. Sinais de leitura de EMG do bracelete MYO 
 
Uma vez se tem caraterizadas os sinais por meio do SDK do MYO, é desenvolvido um 
toolbox no Matlab, estabelecendo a comunicação com as bibliotecas de código aberto. O 
seguinte passo foi combinar as leituras obtidas do sensor de EMG com o ambiente de Matlab o 
qual faz a aquisição de forma controlada, permitindo enviar através de uma instância os dados 
ao Matlab® com retraso reduzido, que acessa esses dados como se estivessem presentes no 
workspace normal. O produto é uma única interface na qual se compara os dados ao longo de 
sua execução. 
 
4.2. Interface gráfica dos sinais hápticos desenvolvida 
 
Em primeiro lugar, para dar uma explicação detalhada do aplicativo, é necessário 
conhecer a interface gráfica, nessa é mostrado de forma geral o ambiente onde o usuário vai 
obter as medições dos sinais de eletromiografia; além disso, tem a opção de escolher cada uma 
das funções que permite usar o sistema háptico. Isso é mostrado na Figura 3.21, onde a caixa 
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emoldurada em vermelho representa a seção 1 ou a inicialização; essa seção permite que o 
sistema se conecte e desconecte com o MYO e exibe a taxa de amostragem dos sensores EMG 
e IMU. A segunda seção, a moldura azul, é onde a parametrização da amostragem desejada é 
realizada, isto é, quais sensores devem ser amostrados e qual função de extração de recursos 
definida pelo usuário que deve ser usada. A Seção 3, em caixa verde, permite inicializar uma 
amostragem indefinida dos sinais do dispositivo, onde o tempo escolhido representa quanto 
tempo os gráficos serão reiniciados. A quarta seção, correspondente à caixa amarela, permite 
realizar uma amostragem delimitada por um tempo escolhido pelo usuário. A seção 5, em roxo, 
oferece a opção de salvar os dados adquiridos na seção anterior. A seção 6, em marrom, dá ao 
usuário a possibilidade de testar redes neurais convulsionais treinadas com sinais adquiridos 
com retraso reduzido. Finalmente, a seção 7, em azul turquesa, mostra cada um dos sinais 
adquiridos por cada sensor do braçadeira Myo. 
 
 
Figura 3.21. Interface gráfica desenvolvida 
 
Para avaliação da interface desenvolvida se tomarão os sinais quando são gerados os 
movimentos de flexão  e extensão da mão, ou seja quando a mão está aberta e fechada; 
inicialmente é analisado quando é gerado a extensão da mão, partindo das informações 
subministradas pelo software do fabricante e posteriormente são comparadas com o sistema 
proposto no Matlab, por tanto: obtém-se no software do fabricante Thalmic Labs chamado 
“Myo Diagnostic” as informações correspondentes aos 8 bio-sensores do sistema háptico 
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Figura 3.22 (a), seguido dos sinais capturadas pela interface desenvolvida a qual se apresenta 
na Figura 3.22 (b). 
 
 
(a) Sinais obtidas diretamente do software do fabricante 
 
(b) Sinais obtidas pelo software desenvolvido 
Figura 3.22. Comparação dos sinais MYO com a mão aberta: (a) Aquisição dos sinais pelo 
“MYO Diagnostics”, (b) Aquisição do sinal desenvolvido no Matlab. 
 
Observe-se da Figura 3.22 os sensores que apresentam melhores variações na extensão 
dos dedos da mão são os sensores três, quatro e cinco, para realizar uma localização espacial 
dos sensores correspondente aos músculos extensores carpi radials, extensor digitorum e 
extensor carpi ulnaris de acordo com a Figura 3.19, as informações foram obtidas durante um 
período de dois segundos e as medições dos sensores são apresentados na Tabela 3.3, note-se 
em vermelho as medições mais representativas. 
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Tabela 3.3. Comportamento dos Bio-sensores do MYO em mão aberta. 
 
Myo Sensor 
Amostras (µV) 
1 2 3 
1 0 3 -3 
2 4 4 -9 
3 40 -29 -14 
4 22 10 -37 
5 4 6 -11 
6 1 2 -3 
7 2 1 -5 
8 -3 -1 -1 
 
Para o estudo do sinal na flexão da mão a eleição dos sensores foi baseada tendo em 
consideração as informações coletadas, tendo em consideração a comparação dos dois sistemas, 
no qual os resultados são apresentados na Figura 3.23. Onde os sensores que apresentam 
melhores variações na flexão dos dedos da mão são os sensores um, cinco e oito, 
correspondentes a os músculos Flexor carpi ulnaris, flexor carpi radials, extensor carpi radials, 
as informações foram obtidas durante um período de dois segundos as quais são apresentadas 
na Tabela 3.4. 
 
Tabela 3.4. Comportamento dos Bio-sensores do MYO em mão Fechada. 
 
Sensor do MYO 
Amostras (µV) 
1 2 3 
1 -18 12 22 
2 6 -2 8 
3 -6 -10 -3 
4 -4 -1 23 
5 25 15 62 
6 -3 10 17 
7 -17 5 -14 
8 -59 25 80 
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(a) Sinais obtidas diretamente do software do fabricante 
 
(b) Sinais obtidas pelo software desenvolvido 
Figura 3.23. Comparação dos sinais MYO com a mão fechada: (a) Aquisição dos sinais pelo 
“MYO Diagnostics”, (b) Aquisição do sinal desenvolvido no Matlab. 
 
Para fazer a seleção dos sensores Myo EMG para serem usados, a comparação de cada 
um dos sensores é feita em braços de diferentes espessuras, fazendo os 3 movimentos que se 
deseja reconhecer. Um exemplo dessa comparação está ilustrado na Figura 3.24, que mostra 
diferentes testes de gestos de mão para observar seu comportamento em três movimentos. Como 
pode ser visto, os sensores com o melhor comportamento são 1, 2, 5 e 6, uma vez que geram 
menos ruídos, especialmente quando a mão está aberta e o comportamento do sinal é 
semelhante para cada caso, em cada tipo de gesto. O sensor 8 também teve um bom 
comportamento para usuários de espessura e média espessura, mas para fino, não reagiu 
adequadamente, e o sinal não variou significativamente. 
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Sensor Massa muscular menor Massa muscular intermédio Massa muscular maior 
1 
   
2 
   
3 
   
4 
 
 
 
5 
 
 
 
6 
  
 
7 
  
 
8 
  
 
Figura 3.24. Caracterização dos sensores de acordo ao tipo de antebraço. 
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4.3. Processamento dos sinais de sEMG 
 
O processamento dos sinais de eletromiografia de superfície (sEMG) obtidas por meio do 
sensor MYO, são armazenados para poder realizar a extração das características para cada 
preensão estabelecida, lembrando que por defeito o sensor tem uma caracterização própria, mas 
pretende-se caracterizar cada sinal obtido para cada gesto de preensão; consequentemente,  
serão estudadas técnicas para a obtenção das características do sinal como  transformada de 
Fourier, Wavelets, distribuição de Winger Ville, dentre outras. Daí se obtém o sinal processado 
que servirão para realizar a base de dados para o treinamento do algoritmo de aprendizagem em 
profundidade para estabelecer a intenção de movimento do usuário e enviar os sinais de atuação 
ao sistema real e virtual, o esquema proposto é apresentado na Figura 3.25. 
 
 
Figura 3.25. Esquema proposto para o processamento dos sinais de EMG. 
 
Para o reconhecimento dos sinais EMG, um pré-processamento inicial é desenvolvido 
pelo software embarcado no bracelete MYO, o qual é baseado em um filtro de passagem de 
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banda Butterworth para eliminar o ruído em frequências baixas e altas, gerado pelo ruído 
eletrônico e a impedância da pele. A Figura 3.26 mostra o comportamento de um sinal EMG ao 
qual foram aplicados filtros de passagem de banda de primeira e segunda, onde é evidente que 
a implementação desses filtros ajuda a extrair um sinal mais limpo, reduzindo o ruído e 
definindo potenciais de ação (CIFUENTES, 2010) (BHULLAR, 1990). Para implementar os 
filtros digitais, utilizou-se a função Butter do MATLAB® (TREJO, 2017), desenvolvendo o 
design de um filtro Butterworth da ordem 2 e uma frequência de corte (𝑊𝑛) de [35Hz 500Hz]. 
Esse filtro é caracterizado por ter uma banda de passagem suave e manter a saída constante até 
a frequência de corte diminuir a uma taxa de 20n dB por década. 
 
 
Figura 3.26. Efeitos do filtro de passagem de banda à medida que a ordem aumenta 
(CIFUENTES, 2010). 
 
4.3.1 Identificação dos parâmetros do sinal EMGs usando o método da densidade 
espectral de potência de Welch 
 
A maior parte dos sinais geradas para a captação dos movimentos musculares e neurais 
em humanos (sinais biomédicos) são o resultado de processos que tem o analise no domínio do 
tempo. No entanto, em alguns casos é importante fazer o estudo no domínio da frequência, em 
casos determinísticos como estocásticos, pelo qual é necessário obter a função de densidade 
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espectral de potências (PSD). Em EMG, tem se utilizado para estudar as contrações e fatigas 
musculares. Em sinais da voz, tem se utilizado para o diagnóstico do mal funcionamento da 
laringe. 
 
O valor real do PSD não é possível obter-se. O sinal de entrada é limitado no tempo, ou 
seja, não estacionária e tem um ruído superposto, pelo que é preciso estimar o PSD a partir do 
registro de grandes quantidades de dados (CAGGIOLI, 2008). Os primeiros métodos foram 
baseados na estimação da transformada de Fourier (FT) a qual está definida como um 
espectrógrafo que permite converter um sinal que inicialmente está em função do tempo a uma 
representação 𝑓(𝑤) no domínio da frequência, dada por: 
 
𝑓 (
𝑛
𝑁𝑇
) =
𝑛
𝑁𝑇
∑ 𝑚(𝑘𝑡)
𝑁;1
𝑘=0
𝑒−𝑖
2𝜋𝑛𝑘
𝑁  (4.1) 
 
Onde 𝑁 é o número de amostras da janela que vai se a analisar, 𝑇 corresponde ao período 
de amostragem, 𝑛 é o índice da frequência e 𝑚(𝑘𝑡) indica a mostra no instante  𝑘𝑡 (amostra k 
esima) (GARAVELO, 2011). 
 
Baseado nesse análise, um passo importante em estimação espectral moderna é o trabalho 
apresentado por Wiener (BRAY, 1993), a qual estabelece as bases teóricas do tratamento 
estocástico. Wiener e Khinchin, demostraram que a FT relaciona a função de auto correlação 
de um processo estacionário e seu PSD (COHEN,1998). Onde o método usual para a estimação 
do PSD foi relação de Wiener Khinchin. Segundo esse método, os coeficientes de auto 
correlação são estimados utilizando uma sequência de dados janelados. Geralmente é realizada 
a transformada de Fourier dessa correlação janelada para obter o PSD, este método é 
denominado como método indireto. 
 
A transformada rápida de Fourier (FFT) é definida como: 
 
𝑥𝑘 = ∑ 𝑥𝑛
𝑁;1
𝑛=0
𝑒−𝑖
2𝜋𝑛𝑘
𝑁  (4.2) 
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Para 𝑛 = 0,1,2, . . . . , 𝑁 − 1, onde 𝑥 é a sequência de entrada, 𝑁 é o numero de 
elementos de 𝑥 e 𝑌 é o resultado da transformada. 
 
A partir da introdução da transformada rápida de Fourier (FFT), é calculada a 
transformada discreta de Fourier (DFT) onde está última é utilizada de forma intensiva na 
aproximação do periodograma, definida por: 
 
𝑥𝑘 = 𝑇 ∑ 𝑥𝑛
𝑁;1
𝑛=0
𝑒−𝑖
2𝜋𝑛𝑘
𝑁  (4.3) 
 
Onde 𝑇 corresponde ao período de amostragem. Sua densidade espectral de energia 
(ESD) é definida como se apresenta na equação 4.4, que geralmente é considerado como um 
estimador espectral do sinal. 
 
𝑆𝑘 = |𝑋𝑘|
2 (4.4) 
 
Se o processo 𝑥(𝑛) é um processo estocástico em comparação a um determinístico, o que 
implica que não é uma onda com energia infinita, o parâmetro de interesse não é a energia, 
senão a potência (média temporal da energia). Para esse caso, o periodograma é definido como 
a densidade espectral de potência (PSD) de acordo com: 
 
𝑃𝑘 =
|𝑋𝑘|
2
(𝑁 ∙ 𝑇)
 (4.5) 
 
𝑃𝑘 é idêntico à densidade espectral de energia 𝑆𝑘 exceto pela divisão do intervalo de 
tempo  𝑁 ∙ 𝑇 segundos, o que o torna numa densidade espectral de potencias.  
 
O periodograma não é um estimador consistente, já que sua variação não tende a zero 
quando o comprimento do registro tende para o infinito. Para melhorar esse recurso, Welch 
propôs um método segundo o qual o registro de 𝑁 pontos originais foi dividido em segmentos 
de 𝑀  pontos sobrepondo-se mutuamente em 𝐿 amostras. Se 𝐿 = 𝑀, então 𝑁 = (𝐾 + 1)𝑀, 
onde 𝑘 será o numero total de segmentos. Posteriormente é aplicada uma janela a cada segmento 
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a qual é definida pela equação 4.6, e finalmente o período de cada segmento é calculado. O 
periodograma final é obtido pela média de todos os periodogramas parciais (WELCH, 1967). 
 
𝑤𝑗 = 1 − (
𝑗 −
1
2 𝑁
1
2 𝑁
)
2
 (4.6) 
 
Considere-se que a seleção dos sensores desejados são  1, 2 e 5 ao qual será aplicada a 
função de densidade espectral de potência (PSD) pelo método no paramétrico de Welch, o qual 
está configurado para a extração das características dos sinais obtid0s, com um sinal de dois 
segundos de duração, onde o gesto corresponde à mão aberta as informações são armazenadas 
numa base de dados, o resultado da aplicação do método se apresenta na Figura 3.27, 
igualmente é apresentado o algoritmo implementado. 
 
 
Figura 3.27. Gráfico do sinal de eletromiografia (gráfico superior) e mapa das características 
do sinal por (PSD) (gráfico inferior) corresponde ao gesto de mão aberta. 
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Algoritmo 4.2. Calculo do PSD do sinal de EMG 
Begin 
Passo 1. Capturar o sinal de EMG 
Passo 2. Determinar a DFT por médio de  𝑥𝑘 = 𝑇 ∑ 𝑥𝑛
𝑁;1
𝑛=0 𝑒
−𝑖
2𝜋𝑛𝑘
𝑁  
Passo 3. Calcular o PSD 𝑃𝑘 =
|𝑋𝑘|
2
(𝑁∙𝑇)
 
Passo 4. Estabelecer o janelamento de Welch 𝑤𝑗 = 1 − (
𝑗−
1
2
𝑁
1
2
𝑁
)
2
 
Passo 5. Determinar a características de potência de cada sinal da mão.  
End 
 
4.3.2 Identificação dos parâmetros do sinal EMGs usando Wavelet Packet Transform 
(WPT) 
 
O design de uma versão de transformada Wavelet, é definida por uma apropriada rede 
discreta de parâmetros {(𝑎𝑗, 𝑏𝑗𝑘)}, de escalas e translações, respectivamente (TORRENCE, 
1998), (SELESNICK, 2005). De modo que a família de Wavelets 𝜑𝑎𝑗,𝑏𝑗𝑘 sejam admissíveis. 
Em geral, constitui um problema difícil de caracterizar aquelas Wavelets que definem uma 
transformada discreta (OCHOA, 2012). 
 
No entanto, se tem diferentes classes de Wavelets que podem ser admissíveis, 
encontrando-se diversas variantes e particularmente que geram bases ortonormal de Wavelets, 
essas classes são associadas por uma rede didática: 
 
𝑎𝑗 = 2
−𝑗;     𝑏𝑗𝑘 = 2
−𝑗𝑘         𝑗, 𝑘 ∈  𝑧 4.7 
 
Com essa eleição dos parâmetros, porem tem-se uma expressão para as Wavelets: 
 
φjk(t) = 2
j
2⁄ φ(2jt − k)        j, k ∈  z 4.8 
 
Assumindo que a Wavelet madre real e um sinal 𝑠(𝑡) de energia infinita a Transformada 
discreta associada é definida como: 
 
𝐷𝑊𝜑𝑠(𝑗, 𝑘) = < 𝑠, 𝜑𝑗𝑘 >= ∫ 𝑠(𝑡)𝜑𝑗𝑘(𝑡)𝑑𝑡
∞
−∞
 4.9 
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Para todos os valores inteiros de j e k. Por outra parte, tem-se as formulas de sínteses: 
 
𝑠(𝑡) = ∑ ∑ 𝑐𝑗𝑘𝜑𝑗𝑘(𝑡)
𝑘
≈ ∑ ∑ < 𝑠, 𝜑𝑗𝑘 > 𝜑𝑗𝑘(𝑡)
𝑘𝑗𝑗
 4.10 
 
Para coeficientes apropriados em Wavelets 𝑐𝑗𝑘. No casso que 𝜑(𝑡) gere uma base 
ortonormal de Wavelets, se tem que 𝑐𝑗𝑘 =< 𝑠, 𝜑𝑗𝑘 >  e a formulação é exata. Na suma, pode-
se considerar que os valores da transformada ou os coeficientes em Wavelets resumem agora a 
informação do sinal, na forma análoga o caso é continuo. 
 
O espectro de coeficientes 𝑐𝑗𝑘 parametrizado por (𝑗, 𝑘), substitui o mapeamento continuo 
no domínio. 
 
A partir das mesmas considerações que no casso contínuo, pode-se ter que as Wavelets 
𝜑𝑗𝑘(𝑡) estão localizadas no intervalo centrado em (𝑡0 + 𝑘)2
−𝑗 , 𝑑𝑒 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒 2−𝑗∆𝑡 e na banda 
bilateral 0 < 2𝑗𝑤1 ≤ |𝑤| ≤  2
𝑗𝑤2, de largura  2
𝑗∆𝑤, Essas bandas apresentam uma partição 
em níveis ou em oitavas do domínio de frequências. 
 
Ao analisar um sinal por médio da transformada discreta Wavelet consiste em descompor 
a mesma num banco de filtros analógicos banda passada e em cada oitavo, caracterizar o 
comportamento no tempo. 
 
𝑠(𝑡) = ∑ 𝑤𝑗(𝑡)
𝑗
 4.11 
 
𝑤𝑗(𝑡) = ∑ 𝑐𝑗𝑘𝜑𝑗𝑘(𝑡)
𝑘
 𝑝𝑎𝑟𝑎 𝑐𝑎𝑑𝑎 𝑗 4.12 
 
Por outro lado, realizando o análise, é possível reconstruir a discrição as componentes 
relevantes do sinal e caracterizar assim diversos fenômenos que podem ser de interesse.  
 
Os filtros de um nível, na maioria dos sinais são os componentes de baixa frequência as 
que permitem ao sinal a maior parte de sua informação, ou bem, tem uma espécie de identidade 
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à sinal. Enquanto que as componentes de alta frequência se encargam de adicionar 
características mais particulares. É por isto que são subdivididas as componentes em duas 
categorias: 
 
1- Aproximações (baixa frequência) 
2- Detalhes (alta frequência) 
Então surge a idéia de separar estes dois componentes através de filtros. A Figura 3.28 
apresenta o modelo descrito. 
 
Figura 3.28. Diagrama de decomposição de sinais 
 
Onde 𝑆 corresponde à sinal que se deseja analisar, 𝐴 é a saída do passa baixas e 𝐷 é a 
saída do filtro passa altas. Naturalmente, os filtros são desenhados de forma que sejam 
complementários, ou seja, a suma de 𝐴 e 𝐷 deve ser S. Se são desenhados os filtros em forma 
separada pode-se perder informação, o no casso contrário se estaria amplificando a banda de 
entrecruzamento. No entanto, o procedimento tem a desvantagem que pode aumentar ao dobro 
de dados originais, pois por cada amostra, pois cada amostra de 𝑆 é gerado um par de amostras 
(𝐴, 𝐷), pelo que o custo matemático e computacional se incrementa. Para minimizar esse 
problema propõe-se um método que salva a metade dos pontos (𝐴, 𝐷), sem perder informação 
do sinal 𝑆. Este procedimento é conhecido como sub amostragem, como se apresenta na Figura 
3.29. 
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Figura 3.29. Sub amostragem da decomposição de sinais. 
 
Na Figura 3.29 se apresenta um exemplo de um sinal 𝑆 de 1000 dados, obtendo-se na saída 
das series de aproximadamente 500 dados cada uma. Desta forma encontrasse os filtros 
multinível que aplicam o mesmo conceito dando origem a uma decomposição ou ramificação 
Wavelet, como se apresenta na Figura 3.30. 
 
 
Figura 3.30. Arvore de decomposição Wavelet 
 
Observe-se que CD1 resulta ser a componente de mais alta frequência do sinal, e cA3 a de 
menor frequência. Quando o sinal é descomposto em maiores quantidades de bandas de 
frequência se posse uma informação mais detalhada do sinal de entrada S, essa metodologia é 
conhecida como multi-resolução.  
 
Desta forma, é usada a Wavelet Packed Transform (WPT). A WPT é uma extensão da 
Transformada Wavelet (WT) responsável por representar uma multi-resolução de generalização 
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em frequência, gerada pelo primeiro nível de aproximação do sinal e aumentando as qualidades 
das características discriminantes (MISITI, 2017) e por meio do uso de famílias de sub-bandas 
para decompor o sinal. Em relação ao WT, sua principal vantagem é que, em vez de dividir o 
sinal em um único espaço de aproximação (cA), o Pacote permite dividir em aproximação (cA) 
e em detalhes (cD) gerando uma árvore recursiva binária ilustrada na Figura 3.31, onde cada 
nó pai é dividido em dois sub-espaços ortogonais. Esse pacote foi implementado na detecção 
de múltiplos sinais biomédicos, por exemplo, na detecção de alterações uterinas com uma 
eficiência de cerca de 98% (CHENDEB, 2006) (PHINYOMARK, 2011). 
 
 
Figura 3.31. Arvore de decomposição implementado com a Wavelet. 
 
O WPS é responsável por processar a informação extraída do WPT com o objetivo de 
recriar o mapa de recursos, que é apresentado e processado de forma matricial, na qual é claro 
para apreciar a informação dos coeficientes em cada uma das bandas de frequência Figura 3.32 
(a), apresentando variações de tonalidade nas escamas violeta a azul. A cor violeta apresenta 
maior atividade na banda e os valores mais altos dos coeficientes, a cor ciano representa 
atividade nula. Conforme mostrado na Figura 3.32 (b), é apresentado o seu comportamento em 
dimensões 2D (Tempo e Frequência) e 3D (Tempo, Frequência e Espectro). 
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(a) 
 
(b) 
Figura 3.32. Wavelet Packet Spectrum em (a) 2D e (b) 3D. 
 
Inicialmente, o sinal de eletromiografia é adquirido, e os vetores de informação 
corresponde ao gráfico o que está ilustrado na parte esquerda da Figura 3.33. Esse sinal é 
processado por meio do WDT - WPS para a extração de recursos gerando o mapa de recursos 
3D como mostrado na parte direita da Figura 3.33, que varia dependendo do gesto que é feito, 
adicionalmente é apresentado o algoritmo implementado. 
 
Algoritmo 4.3. Implementação do Wavelet Packet Spectrum no sinal de EMG 
Begin 
Passo 1. Determinar as bases ortonormal do sinal  𝑎𝑗 = 2
−𝑗;     𝑏𝑗𝑘 = 2
−𝑗𝑘   
Passo 2. Estabelecer os parâmetros que compõem a Wavelet  φjk(t) = 2
j
2⁄ φ(2jt − k) 
Passo 3. Aplicar a transformada discreta associada ao sinal de energia infinita 
𝐷𝑊𝜑𝑠(𝑗, 𝑘) = < 𝑠, 𝜑𝑗𝑘 >= ∫ 𝑠(𝑡)𝜑𝑗𝑘(𝑡)𝑑𝑡
∞
−∞
 
Passo 4. Aplicar os filtros analógicos para a caracterização do sinal  𝑠(𝑡) = ∑ 𝑤𝑗(𝑡)𝑗  
Passo 5. Estabelecer as aproximações de baixa frequência 
Passo 6. Estabelecer as aproximações de alta frequência que darão os detalhes do sinal 
end 
 
Além disso, é possível observar o comportamento dos sinais para cada gesto e notar a 
semelhança de alguns deles. Por exemplo, o apontador de indicador e mão fechada apresentam 
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um comportamento semelhante em seu sinal de entrada, mas o mapa 3D mostra de forma mais 
detalhada as variações no comportamento dos coeficientes gerados pelo WPS. 
 
Uma vez que a aquisição do sinal do sensor MYO é armazenado e o reconhecimento dos 
músculos que atuam no gesto a reconhecer, o sinal deve ser condicionado. Por exemplo, para o 
gesto mão fechada, obtém-se a resposta observada na Figura 3.34, neste gráfico é possível 
avaliar os sensores que capturaram um sinal predominante em cada músculo e, assim, escolher 
quais são os músculos mais importantes para avaliar o sinal, de acordo com a apresentado no 
início deste capítulo. 
 
Gesto Sinal de EMG (Voltagem Vs 
Tempo) 
Wavelet Packet Spectrum 3D 
(Feature Extraction) 
 
 
 
(a) Mão fechada 
 
 
 
(b) Mão aberta 
 
 
 
(c) Preensão fina 
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(d) Apontador do indicador 
 
 
 
(e) Preensão circular 
Figura 3.33. Comportamento do sinal de entrada e mapa de recursos para cada gesto 
 
 
Figura 3.34. Aquisição do sinal para o gesto de mão fechada 
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No entanto, foi determinado que cada sensor é significativo para efetivamente avaliar 
cada gesto. Embora, para o processamento com a rede neural convolucional, o parâmetro de 
entrada não deve exceder o 3-D, com base nos sensores ilustrados na Tabela 3.2 e na relação 
muscular, alguns dos quais são afetados pelos músculos vizinhos. Nesse caso, três grupos 
musculares foram identificados dividindo o antebraço em três partes iguais. Primeiro, a parte 
lateral direita onde estão localizados os sensores 8,1 e 2. Em segundo lugar, a parte central que 
cobre um dos maiores músculos superficiais do antebraço (Digitorum Extender) responsável 
pelos sensores 3 e 4. Finalmente, a parte da esquerda capturado pelos sensores 5,6 e 7, o 
resultado pode-se observar na Figura 3.35. 
 
 
 
 
Figura 3.35. Somatória dos sinais do Myo 
 
O WPS é capaz de calcular o espectro dos coeficientes extraídos da Wavelet Packet Tree 
(WPT) (Figura 3.36), esses valores que são extraídos correspondem aos valores absolutos do 
WPT, nos quais o nível mais fino de resolução de frequência é obtido. Finalmente, eles são 
classificados por frequência na árvore de frequência. 
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Figura 3.36. Arvore de pacotes da Wavelet 
 
Desta forma, o WPS determina a extensão do tempo no eixo do tempo original 
correspondente a cada coeficiente WPT. Além disso, ele repete cada coeficiente WPT para 
ocupar os intervalos de tempo entre os coeficientes WPT vizinhos e cria um vetor de igual 
comprimento como o nó (0,0) do WPT. Em seguida, o WPS é apresentado, observe a Figura 
3.37, que corresponde finalmente ao mapa característico equivalente à matriz de caracterização 
dos gestos como a entrada da rede neural convolucional. 
 
 
Figura 3.37. Espectro do paquete de Wavelet 
 
Desta forma, foram geradas 120 amostras por cada movimento de preensão no total de 
480 amostras, com esses bancos de dados serão implementados no treinamento do algoritmo de 
profundidade, para assim poder identificar qual é a intenção que tem o usuário de fazer. 
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4.4.  Comentários finais 
 
Neste capítulo foram apresentadas as metodologias de identificação e filtragem dos sinais 
de eletromiografia, a partir da caracterização do sensor MYO e da interface de usuário 
desenvolvida, o PSD implementado é diretamente proporcional à potência dos componentes 
espectrais do processo em estudo. No entanto, a introdução de distorção no espectro é devido à 
aparição de lóbulos laterais associados ao janelamento do sinal. Isso lóbulos podem mascarar a 
contribuição de harmônicos de baixa amplitude situados junto a harmônicos de grande 
amplitude. A resolução de frequência é limitada pela duração do sinal disponível 
independentemente das características da mesma, o que gera a necessidade de algum tipo de 
media para obter estimações estatisticamente consistentes. 
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Capítulo 5. IDENTIFICAÇÃO DE PADRÕES BASEADO EM 
DEEP LEARNING 
 
 
O principal objetivo deste capítulo é a descrição da técnica de aprendizagem em 
profundidade em comparação com as técnicas convencionais de redes neuronais. A seguir 
posteriormente é apresentado uma análise das redes neuronais de aprendizagem em 
profundidade, tendo em consideração a comparação dos tipos de treinamento de 
backpropagation e convulsionais. Finalmente, será apresentada a arquitetura proposta para a 
identificação de profundidade de acordo à base de dados dos sinais de eletromiografia gerada 
pelo filtragem e identificação de parâmetros apresentados no capítulo anterior. 
 
5.1. Redes neuronais de Deep Learning 
 
A aprendizagem de máquina é aplicada por médio de técnicas de inteligência artificial 
baseado em diferentes níveis de abstração de dados ou características, dependendo do padrão a 
aprender, um exemplo é o reconhecimento dos números à mão levantada é apresentado na 
Figura 5.1 (WALDIR e LASFAR, 2014). Partindo deste exemplo, o treinamento para a 
aprendizagem de caráteres uniformes como os apresentados no lado esquerdo da Figura 5.1, 
minimiza a complexidade do padrão, o que está relacionado com a redução do sistema geral de 
reconhecimento de padrões de caráteres numéricos. No entanto, um casso geral deve ter em 
consideração as possíveis variações do padrão, como é apresentado na parte direita com os 
caráteres a mão levantada. Um sistema geral como o apresentado, requer uma aprendizagem de 
maior profundidade, ou seja, permitirá um maior nível de abstracionismo dos padrões de 
aprendizagem, mas o custo requer uma complexidade do sistema de reconhecimento de 
padrões. 
 
Como foi nomeado anteriormente, os algoritmos de DL surgiram como uma solução do 
treinamento multicamada das redes neuronais convencionais, esse tipo de problemas são 
centrados no desvanecimento do gradiente do erro e o excesso de ajuste dos pesos de 
treinamento, Ditos problemas no treinamento apresentados em arquiteturas neuronais 
convencionais de mais de uma camada oculta não conseguem uma melhoria na razão de 
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aprendizagem ou uma convergência a um valor nos pesos dos neurônios de cada camada, 
gerando uma estagnação no aprendizagem e profundidade das redes nomeadas. Em Waldir e 
Lasfar (2014), referencia-se o anterior como uma arquitetura profunda ao número de níveis de 
composição de operações não lineares na função aprendida. 
 
 
Figura 5.1. Exemplo de aplicação de CNN em reconhecimento de texto a mão levantada. 
 
Em quanto, a maioria dos algoritmos de aprendizagem atuais correspondem a arquiteturas 
de um, dois e três níveis, o cérebro humano está organizado em uma arquitetura profunda, com 
uma percepção de entrada dada representada em múltiplos níveis de abstração, correspondente 
a cada nível da área diferente do córtex cerebral, de forma similar aos seres humanos. O cérebro 
aparentemente pode processar informação através de multiplex etapas de transformação e 
representação. Isto é particularmente claro no sistema visual dos primatas, com sua sequência 
de etapas de processamento: detecção de bordas, formas primitivas, e movimentos até formas 
visuais gradualmente mais complexas. Inspirados na profundidade arquitetônica do cérebro, os 
investigadores de redes neuronais têm querido durante décadas treinar redes neuronais 
profundas multicamadas, mas não foram obtidos resultados antes do 2006, quando foram 
obtidos resultados positivos com dois ou três níveis, ou seja, uma ou duas camadas ocultas o 
treinamento de redes com maior profundidade de aprendizagem gênero resultados pobres. 
 
Das técnicas mais representativas de DL, encontram-se as máquinas restritivas de 
Boltzmann (no inglês RBM), as redes de crenças profundas (no inglês DBN) e as redes 
neuronais convolucionais (no inglês CNN), essas últimas de forma particular tem apresentado 
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um alto desempenho no reconhecimento de imagens como no exemplo anteriormente 
apresentado (WALDIR e LASFAR, 2014). No entanto, é de muito interesse nos diferentes 
grupos de pesquisa o desenvolvimento de técnicas de aprendizagem em profundidade baseado 
em CNN, no reconhecimento de sinais de áudio, medicina, fala, entre outras, nas quais não se 
tem um alto número de trabalhos que contribuem como o inicio de pesquisas nessas áreas. 
 
5.2. Redes neuronais Convolucionais (CNN) 
 
Em Bengio (2009), apresenta-se que as redes convolucionais foram inspiradas pela 
estrutura dos sistemas visuais orientados ao reconhecimento de objetos. Uma CNN procura 
transformar gradualmente um sinal de entrada, detectando elementos simples inicialmente, até 
aprender detalhes específicos da tarefa de interesse. Isto quer dizer, que a aprendizagem é 
baseada em conceitos complexos, mediante a decomposição dos mesmos elementos mais 
simples, onde o treinamento está dada pela pesquisa gradual de um grupo de filtros de 
convolução, os quais são determinados em função à base de dados de treinamento e a estrutura 
geral da rede. A estrutura, é composta por uma série de camadas consecutivas de convolução – 
relu - pooling, ou variações das mesmas, em uma etapa denominada de extração das 
características e seguida de outra de classificação, estas configurações são apresentadas em 
detalhe no anexo D. Os filtros conformam um grupo de mapas de características, onde cada 
mapa é obtido pela aplicação repetida da função filtro através de sub-regiões de todas as 
informações de entrada, como se apresenta na equação 5.1 (GONZALES e WOODS, 2008) 
 
ℎ𝑗
𝑛 = 𝑚𝑎𝑥 (0, ∑ ℎ𝑘
𝑛−1 ∗ 𝑤𝑘𝑗
𝑛
𝑘
𝑛=1
) (5.1) 
 
Onde ℎ𝑗  determina o mapa de características de saída, ℎ𝑘 a entrada, para que a etapa 
inicial responda à sinal, com 𝑘 = 1 se o espectro do sinal é dado em PSD ou Wavelet o 𝑘 = 3, 
finalmente 𝑤𝑘 corresponde ao núcleo de convolução, objeto de aprendizagem. Cada camada 
que determina a profundidade da CNN, requer um ℎ𝑘 para determinar um ℎ𝑗 , o filtro para 
aprender é operado em cada iteração do treinamento sob a entrada ℎ𝑘 aplicando o conceito da 
convolução, do qual recebe seu nome. O conceito de convolução é associado à operação com 
matrizes, onde a definição é dada em (JIMENEZ, 2016). 
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Definição: Dada uma matriz 𝐴𝑚𝑥𝑛 e uma matriz 𝐶(2𝑁+1)𝑥(2𝑁+1)com dimensões 2𝑁 +
1 < 𝑚, 𝑛 é definida a convolução das matrizes 𝐴 e 𝐶 como uma nova matriz 𝐷 = 𝐴 ∗ 𝐶 definida 
a partir da expressão (5.2), note-se que o símbolo ∗ denota a operação de convolução. 
 
𝑑(𝑖,𝑗) =
1
𝑝
∑ ∑ 𝑎𝑖−𝑁+𝑟−1,𝑗−𝑁+𝑠−1, 𝐶𝑟,𝑠
2𝐹+1
𝑠=1
2𝐹+1
𝑟=1
 (5.2) 
Onde  
𝑝 = ∑ 𝐶𝑖,𝑗
2𝑁+1
𝑖,𝑗=1
 (5.3) 
 
Onde se 𝑝 é calculada por médio da equação (5.3) é igual a zero, é substituído por 1 para 
evitar a indeterminação. Desta forma, a matriz 𝐶 é denominada núcleo, kernel ou filtro de 
convolução  𝐹 corresponde ao tamanho lateral do filtro, geralmente quadrado. A Figura 5.2, 
apresenta o processo de convolução de um filtro 3x3 com um ℎ𝑘 de dimensões 7x7, o filtro 
desloca-se até cobrir todas as células da matriz de entrada e uma quantidade de células 
determinadas, denominada stride (𝑆). 
 
 
Figura 5.2. Camada de convolução CNN. 
 
A Figura 5.3 apresenta o resultado do cálculo do filtro de convolução conhecido para a 
detecção das características do sinal, denominado pelo processamento PSD o Wavelet, a forma 
de exemplo de como é realizado por uma CNN durante a etapa de treinamento e depois de ter 
obtido os filtros finais. Isto é devido a que o filtro deve operar com cada célula da matriz de 
entrada, para as células laterais, onde é possível obter valores negativos, sendo necessário 
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complementar a matriz de entrada, isto é denominado de padding (𝑃), pode ser baseado no 
enchimento de zeros, um o repetindo os valores dos bordas da matriz 
 
 
Figura 5.3. Operação de convolução com os sinais de EMG. 
 
O algoritmo 5.1 apresenta o processo implementada da convolução. 
 
Algoritmo 5.1. Convolução com sinais 
Begin 
 Calcular 𝐶𝑖,𝑗 
 𝑝 = ∑ 𝐶𝑖,𝑗
2𝑁+1
𝑖,𝑗=1  
FOR colunas desde 1 até 𝑗 
FOR filas desde 1 até 𝑖 
𝑐𝑒𝑙𝑑𝑎(𝑖, 𝑗) =
1
𝑝
∑ ∑ 𝑎𝑖−𝑁+𝑟−1,𝑗−𝑁+𝑠−1, 𝐶𝑟,𝑠
2𝐹+1
𝑠=1
2𝐹+1
𝑟=1
 
end 
end  
end 
 
A Figura 5.4 apresenta um exemplo da arquitetura de uma rede neuronal convolucional 
com a estrutura inicial de convolução – relu – pooling, na etapa de extração de características, 
onde a camada de relu corresponde às siglas em inglês de unidade linear retificada, que opera 
como camada auxiliar da capa de convolução. 
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Figura 5.4. Estrutura base de uma CNN. 
 
A estrutura de uma CNN conta com uma entrada baseada no espectro de potências ou 
resultado do transformada Wavelet, onde tem cores referidos de azul, roxo, vermelho, 
correspondente a três dimensões. O sinal de entrada inicia sendo o primeiro  ℎ𝑘, ou seja ℎ1, 
cada ℎ𝑘 conta com um alto (𝐻) e largura conhecida (𝑊). Dentro dos hiperparâmetros de 
treinamento iniciais para a convolução com cada filtro (𝑡𝑎𝑚𝑎𝑛ℎ𝑜 𝐹𝑥𝐹) a aprender, é 
necessário determinar o tamanho do filtro (𝐹), quantidade de filtros, um valor inicial de cada 
um dos filtros (geralmente aleatórios), o stride e o padding, como se apresenta na Figura 5.5, 
que determina o ℎ𝑗  de saída. 
 
 
Figura 5.5. Hiperparâmetros de convolução. 
 
As dimensões do volume de saída da capa de convolação à de Relu são calculadas 
mediante as equações que se apresentam a seguir: 
 
𝑊𝑗 = ((𝑊𝑘 − 𝐹 + 2𝑃)) 𝑆 + 1⁄  (5.4) 
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𝐻𝑗 = ((𝐻𝑘 − 𝐹 + 2𝑃)) 𝑆 + 1⁄  (5.5) 
 
A Figura 5.6 apresenta os filtros de convolução aprendidos para o exemplo da Figura 5.6, 
onde foram utilizados dois bancos de filtros, com 10 filtros cada um. 
 
 
Figura 5.6. Resultado banco de filtros. 
 
O resultado da convolução ingressa à camada chamada Relu, a qual é uma camada de 
função de ativação tipo rampa que não apresenta saturação pela parte superior, o que evita a 
saturação do gradiente impedindo que o tamanho do volume de saída não troque. A Figura 5.7 
mostra um exemplo da saída Relu para alguns dos filtros implementados no exemplo da rede 
da Figura 5.4. 
 
 
Figura 5.7. Resultado da camada RELU. 
 
A camada de pooling opera independentemente por camada e minimiza 
progressivamente o tamanho das camadas mediante os métodos do máximo o da média, os 
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quais são estabelecidos em (5.6) e (5.7), onde ℎ𝑗determina o novo mapa das características desta 
etapa, baseado nisto temos: 
 
ℎ𝑗
𝑛(𝑥, 𝑦) = 𝑚𝑎𝑥?̅?∈𝑁(𝑥),?̅?∈𝑁(𝑦)ℎ𝑗
𝑛−1(?̅?, ?̅?) (5.6) 
 
ℎ𝑗
𝑛(𝑥, 𝑦) =
1
𝐾
∑ ℎ𝑗
𝑛−1(?̅?, ?̅?)
?̅?∈𝑁(𝑥),?̅?∈𝑁(𝑦)
 (5.7) 
 
A Figura 5.8 mostra um exemplo da saída da capa de pooling para um dos filtros 
implementados no exemplo da rede da Figura 5.4. Para o exemplo foi usado o método de 
máximo. 
 
 
Figura 5.8. Resultado da camada Pooling. 
 
Outros hiperparâmetros de treinamento são: 
 
- Tamanho do pooling. 
- Numero de neurônios da camada oculta 
- Taxa inicial de aprendizagem 
- Tamanho do Batch 
- Dropout. 
 
Em Zeiler e Fergus (2014), pode-se aprofundar sob a operação das redes neuronais 
convolucionais em aplicações de reconhecimento de objetos. Embora, ainda não existam 
resultados significativos nas áreas do processamento e identificação de parâmetros em sinas de 
EMG, ECG, entre outras, é possível ter considerações das implementações de imagens com 
sinais. 
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5.3.   Redes neuronais convencionais versus CNN 
 
As desvantagens das redes neuronais convencionais como as backpropagation, que 
permitem o treinamento multicamada, a propagação para trás própria do treinamento deste tipo 
de rede até que o erro minimize de forma exponencial desde as últimas camadas até as iniciais, 
onde as primeiras capas não vão ter uma tendência a mudar. Além disso, a complexidade do 
treinamento de uma rede neuronal convencional para trabalho de reconhecimento de padrões é 
elevada, por exemplo para uma imagem de entrada de 16384 pixels, requer uma conexão 
completa entre todos os neurônios de uma camada com a seguinte, isso representa que cada 
pixel da imagem de entrada se encontre conectado com cada neurônio da primeira camada da 
rede. Gerando pelo menos 16384 neurônios, cada um com 16384 conexões e um total de 
284´435.456 pesos para treinar somente na primeira camada. Tendo em consideração essa 
característica, o incremento de camadas na rede aumentaria em grande quantidade os pesos que 
devem ser calculados, gerando que o treinamento seja muito extenso e atrasado. 
 
Para evidenciar muito mais claramente a diferença entre as redes neuronais convencionais 
e as convolucionais, se apresenta um exemplo de aprendizagem simples, como é a identificação 
de cores, para isso é estabelecido as arquiteturas de rede de cada tipo e é avaliado o desempenho 
obtido para cada caso. 
  
5.3.1. Rede Neuronal Backpropagation  
 
O primeiro passo é estabelecer a base de dados de entrada que vai se usar no treinamento, 
para o casso de estudo se apresentam dois esquemas para realizar a comparação primeiramente 
com 12 cores e outro com 18. A base de dados de treinamento é ilustrado na Figura 5.9, a qual 
é carregada à rede como um arranjo de 3 filas por 𝑀 colunas, onde M corresponde à quantidade 
de imagens de treinamento. Cada coluna do arreglo contem a meia do cor de cada imagem de 
entrada, e as 3 filas correspondem aos componentes RGB do cor de análise. 
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Figura 5.9. Paleta de cores de treinamento. 
 
Devido à resposta típica de uma rede neuronal, em um intervalo o número derivado da 
função de ativação usada, a cada padrão de cor foi assignado um código binário para sua 
classificação, como se apresenta na Tabela 5.1, gerando assim um arreglo objetivo 𝑌 de 5 filas 
por 𝑀 colunas, onde o 5 equivale à quantidade de bits do código binário. Duas arquiteturas 
foram estabelecidas para o análise ou degradação em resposta às classes aumentadas. 
 
As duas arquiteturas de redes neuronais convencionais implementadas para cada base de 
dados é apresentada na Figura 5.10, onde a rede da Tabela 5.1(a) está orientada à classificação 
de 12 cores e a rede da Tabela 5.1(b) aos 18 cores. 
 
 
(a) 
 
(b) 
Figura 5.10. Arquitetura neuronal convencional. 
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Tabela 5.1. Codificação de padrões de classificação de cor (a). 12 cores (b) 18 cores 
COR CODIGO 
Amarelo claro 00000 
Amarelo escuro 00001 
Azul claro 00010 
Azul escuro 00011 
Lila 00100 
Roxo 00101 
Laranja 00110 
Preto 00111 
Vermelho 01000 
Rosa claro 01001 
Rosa escuro 01010 
Vinteno 01011 
 
COR CODIGO 
Amarelo claro 00000 
Amarelo escuro 00001 
Azul claro 00010 
Azul escuro 00011 
Café escuro 00100 
Cinza 00101 
Lila 00110 
Roxo 00111 
Laranja 01000 
Preto 01001 
Vermelho 01010 
Rosa claro 01011 
Rosa escuro 01100 
Areia 01101 
Verde limão 01110 
Verde Marinho 01111 
Verde Escuro 10000 
Vinteno 10001 
 
(a) (b) 
 
Na Tabela 5.2 são apresentadas as percentagens de precisão obtidos para cada rede, na 
Figura 5.11 mostra-se o reconhecimento das duas redes sob a imagens de prova, os cores da 
gráfica superior correspondem a as cores de treinamento, e os cores da gráfica inferior aos de 
classificação.  
 
Tabela 5.2. Percentagens de precisão para a classificação de 12 e 18 cores 
 Quantidade de cores Percentagem de precisão 
Rede 1 12 cores 93,35% 
18 cores 35,23% 
Rede 2 12 cores 33,33% 
18 cores 22,23% 
 
 
Figura 5.11. Categorias de treinamento e validação. 
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Como se pode observar, a primeira rede alcanço a reconhecer as cores de teste, obtendo 
um 93% de precisão, mas ao aumentar a quantidade de padrões a 18, a precisão baixa a um 
35%, gerando confusão em quase todos as cores, e sem poder reconhecer quase nenhuma das 
tonalidades verdes. A rede 2 caracteriza as cores amarelo, azul e roxo, e os demais cores não 
foram classificados. Se vario a quantidade de neurônios por cada camada para melhorar o 
reconhecimento, mas as percentagens de precisão não superaram o 22%. 
 
5.3.2. Rede Neuronal Convolucional  
 
Para realizar o reconhecimento da mesma base de dados das cores, se implementa a 
arquitetura de CNN que se apresenta na figura 5.12, a qual não requer ser muito aprofundada, 
já que não é necessário obter padrões detalhados, se não diferentes tonalidades de uma mesma 
cor, por tanto para o reconhecimento de 12 e 18 cores, é utilizada a mesma arquitetura. A Figura 
5.12 mostra os hiperparâmetros de treinamento implementados. 
 
Quando a rede já tem sido treinada, é realizada a validação, obtendo os resultados 
apresentados na Tabela 5.3, onde se encontram as percentagens de precisão para a rede treinada 
para as 12 cores como para as 18 cores. Tendo em conta esses resultados, pode-se observar que 
a arquitetura treinada para os dois grupos de cores, mantem uma precisão sobre o 93%, o qual 
é uma precisão muito apropriada para aplicações de discriminação de cores e evidentemente 
um desempenho superior à rede neuronal convencional, sem necessidade de implementar uma 
arquitetura aprofundada, determinada por mais de três camadas de convolução. 
 
Tabela 5.3. Percentagens de precisão para a classificação de 12 e 18 cores por médio 
de uma CNN 
QUANTIDADE DE CORES PERCENTAGEM DE PRECISÃO 
12 95,33% 
18 93,67% 
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Figura 5.12. Arquitetura CNN. 
 
A principal dificuldade para alcançar o 100% na predição são as tonalidades semelhantes 
de algumas cores, por exemplo, as variações de amarelo. Evidentemente as redes neuronais 
convolucionais são mais eficientes no reconhecimento de padrões quando uma quantidade de 
classes aumenta é aplicável para o aumento dos parâmetros de aprendizagem. 
 
5.4. Comentários finais 
 
Se logra estabelecer o alto desempenho que brindam as redes neuronais convolucionais e 
as evidentes vantagens com respeito aos métodos tradicionais que são comummente utilizados 
no reconhecimento de padrões já sejam imagens ou sinais no tempo frequência em comparação 
com as redes neuronais convencionais. No entanto, esta funcionalidade das CNN, permitem 
estabelecer limitações que podem gerar a possibilidade de melhorias na arquitetura 
estabelecida, o qual é objeto de pesquisa e aportes no conhecimento como no casso apresentado. 
 
 
 
 
 
 
 
112 
 
Capítulo 6. VALIDAÇÃO E RESULTADOS 
 
 
Os resultados esperados partem da interação de cada um dos componentes desenvolvidos 
partindo pelos sinais do usuário que captura a interfase para avaliar o gesto segundo a rede 
neuronal convolucional de aprendizagem em profundidade implementada para assim gerar os 
comandos de atuação com o sistema experimental da mão virtual e da mão física, como se 
apresenta na Figura 6.1. 
 
 
 
Figura 6.1. Arquitetura geral do sistema IHM implementado. 
 
A principal contribuição deste trabalho encontra-se na implementação de duas técnicas 
que ainda não tem sido aplicada no reconhecimento de gestos da mão por meio dos sinais 
sEMG, as quais são a extração de características pelos aspetos de potência e na classificação 
por redes neuronais convolucionais. Para o desenvolvimento dos testes se tomaram três casos 
de estudo nos gestos da mão com uso de redes neuronais convolucionais, os quais são “mão 
aberta”, “fechada por preensão” e “fechada pelo uso”, onde os gestos de preensão são usados 
para reconhecer a intensão de movimento do usuário para que a mão robótica realize o 
movimento desejado sendo esse um sistema IHM, quando este recebe o comando executa o 
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movimento. É por isto, que são usados os sinais de eletromiografia processadas obtidas do 
antebraço direito, para logo serem ingressadas a uma rede neuronal convolucional, e assim, 
reconhecer qual é o gesto que está realizando o usuário.  
 
6.1. Implementação no Matlab 
 
No capítulo 4 foi apresentado a interface gráfica desenvolvida para a captura, e 
processamento do sinal de EMG e na avaliação do intensão de preensão do usuário o qual é o 
foco específico no desenvolvimento da pesquisa. No entanto, foi implementado no Simulink de 
Matlab a interação dos parâmetros que envia o sistema proposto ao modelo de blocos da mão 
robótica correspondente à Figura 6.2, que no modelo de blocos de Simulink corresponde à 
moldura azul da Figura 6.2. Igualmente, foi implementado o controle de preensão de objetos o 
qual atua diretamente sobre as falanges de cada dedo para determinar o torque e a posição que 
deverão tomar os dedos da mão para uma preensão determinada, o bloco do controle 
corresponde à moldura verde o qual será explicado em detalhe a seguir, para assim gerar a 
simulação virtual e as ações de movimento do sistema de preensão real.  Posteriormente, são 
utilizadas as informações geradas pelo toolbox desenvolvido para que sejam os sinais de entrada 
ao bloco de controle, os blocos na moldura roxa correspondem aos sinais provenientes do MYO 
as quais foram processadas previamente e validada mediante a rede neuronal convolucional, o 
qual permite estimar o gesto de preensão do usuário e se interage com o sistema de atuação da 
mão robótica real e virtual   Uma vez é obtido o gesto de preensão do usuário por parte do 
algoritmo de aprendizagem em profundidade se gera a atuação da mão virtual. 
 
6.2. Controlador para preensão do objeto 
 
O sistema robótico orientado à preensão de objetos é composto por um efetuador final o 
qual é baseado numa mão antropomórfica, quando é obtida a informação de identificação do 
gesto, o sistema experimenta variações de estabilidade no ponto de equilíbrio, segundo o peso 
do objeto sob o qual se vai gerar a preensão, isto reque uma compensação que procure 
minimizar o problema. 
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Figura 6.2. Diagrama de blocos do sistema implementado em Matlab 
 
A solução corresponde ao algoritmo de controle, que tem em consideração o peso do 
elemento nosso casso o dedo antropomórfico com a gravidade desse. Nesse casso, encontram-
se na literatura algoritmos de robótica simples como o proporcional derivativo com 
compensação de gravidade (PDg) o qual considera a compensação de gravidade (Reyes, 2011), 
onde a equação está determinada pelo cálculo de uma constante proporcional e uma derivada 
que são associadas à posição de cada uma das falanges (?̃?) e da velocidade de deslocamento 
(?̇?), como se observa na equação 6.1, com o objetivo de gerar o par necessário para a preensão 
do objeto. 
 
𝜏 = 𝐾𝑝?̃? − 𝐾𝑣?̇? + 𝑔(𝑞) (6.1) 
 
Onde (?̃?) corresponde ao vetor do erro de posição calculado com a equação (6.2), de 
forma que a posição desejada para cada falange será 𝑞𝑑 e a atual será  𝑞,  𝐾𝑝 e 𝐾𝑣 são matrizes 
definidas positivas. 
 
?̃? =  𝑞𝑑 − 𝑞 (6.2) 
 
O controlador realiza uma malha fechada como se apresenta na Figura 6.3. 
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Figura 6.3. Diagrama de blocos do controle PD para cada dedo da mão 
 
Devido a que se deseja manter a posição de preensão até um tempo 𝑡1 que inicialize o 
deslocamento de cada uma das falanges da mão a uma posição final, a qual deve se cumprir de 
acordo com:  
 
lim
𝑡→𝑡1
[
?̃?(𝑡)
?̇?
] = [
0
0
] (6.3) 
 
Para o controlador PD com compensação de gravidade se estabelecem certas condições 
que permitem obter a sintonização dos ganhos proporcional e derivativo com uma ação adotada. 
Para o qual procura-se manter 𝜏𝑖 ≤ 𝜏𝑖
𝑚𝑎𝑥, para um par máximo com a capacidade de 
suministrar o i-esimo atuador, por médio da equação (6.4) 
 
∝1 𝛾𝑘𝑝
𝑚𝑎𝑥 +∝2 𝛾𝑘𝑣
𝑚𝑎𝑥 ≤  𝜏𝑖
𝑚𝑎𝑥 (6.4) 
 
Onde cada ∝ se representa por médio das equações (6.5) e (6.6). 
 
∝1= √
𝛾𝑀(𝑞)
𝑚𝑎𝑥
𝛾𝑘𝑝
𝑚𝑖𝑛
‖?̇?(0)‖ + √
𝛾𝑀(𝑞)
𝑚𝑎𝑥
𝛾𝑘𝑝
𝑚𝑖𝑛
‖?̇̃?(0)‖ (6.5) 
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∝2= √
𝛾𝑀(𝑞)
𝑚𝑎𝑥
𝛾𝑀(𝑞)
𝑚𝑖𝑛
‖?̇?(0)‖ + √
𝛾𝑘𝑝
𝑚𝑎𝑥
𝛾𝑘𝑝
𝑚𝑖𝑛
‖?̇̃?(0)‖ (6.6) 
 
Permitindo obter 𝛾𝑀(𝑞)
𝑚𝑖𝑛 , 𝛾𝑀(𝑞)
𝑚𝑎𝑥 , 𝛾𝑘𝑝
𝑚𝑖𝑛, 𝛾𝑘𝑝
𝑚𝑎𝑥 que representam os valores próprios mínimos 
e máximos das matrizes de inercia 𝑀(𝑞) e da ganância proporcional 𝐾𝑝, respectivamente. O 
algoritmo (6.1) resume os passos para estabelecer o controlador. 
 
Algoritmo 6.1. Algoritmo de controle para cada falange 
Begin 
Passo 1: 
Capturar o erro de posição mediante 
?̃? =  𝑞𝑑 − 𝑞 
Passo 2: 
Encontrar a ação de controle compensada mediante   
𝜏 = 𝐾𝑝?̃? − 𝐾𝑣?̇? + 𝑔(𝑞) 
Passo 3 
Gerar o par requerido 
∝1 𝛾𝑘𝑝
𝑚𝑎𝑥 +∝2 𝛾𝑘𝑣
𝑚𝑎𝑥 ≤  𝜏𝑖
𝑚𝑎𝑥 
end 
 
Na Figura 6.4 pode-se observar que a resposta do controlador ao variar o peso da massa 
associada com o efetuador final em incrementos de 100 gramas, iniciando em 600 gramas, é 
evidente a compensação de torque pela variação do peso da ferramenta, o qual aumenta com o 
peso e compromete levemente ao tempo de resposta. 
 
 
Figura 6.4. Resposta do controlador das falanges do dedo indicador 
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6.3. Arquiteturas de CNN implementadas 
 
Para o desenvolvimento do trabalho foram implementadas três arquiteturas tendo em 
consideração que o erro da aprendizagem de cada rede seja mínimo, com o objetivo de que o 
sistema fosse muito mais preciso no momento da detecção do movimento de preensão, levando 
a consideração os seguintes casos: 
 
6.3.1 Arquitetura proposta para cinco gestos 
 
O conjunto de dados (Dataset) é baseado nos sinais EMG processados, procura-se a 
discriminação de cada um dos gestos mostrados na Figura 3.33. Comportamento do sinal de 
entrada e mapa de recursos para cada gesto 
 
 correspondentes à mão fechada, mão aberta, preensão fina, apontador de indicador e 
preensão circular. O reconhecimento de padrões é realizado através do de uma rede neuronal 
convolucional, onde cada gesto é uma categoria de classificação na saída da rede. Para isso, o 
sinal EMG é adquirido durante um intervalo de tempo de 1 segundo, com um equivalente a 40 
amostras que serão processadas por meio do WPT para a decomposição do sinal e, 
posteriormente, pelo Wavelet Packet Spectrum que gera o mapa de características com a qual 
a construção do banco de dados que entra na rede é feita. A seguir, são apresentados os 
parâmetros de treinamento da rede. 
 
A arquitetura implementada é composta por 2 pacotes de Convolução / Convolução / 
MaxPooling com filtros retangulares, combinando-os entre o domínio da frequência do domínio 
do tempo (Figura 6.5(a)) (Figura 6.5(b)), para extrair o maior número de características e avaliar 
a eficácia dessa arquitetura com filtros combinados. 
 
  
(a) (b) 
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Figura 6.5. Filtros retangulares aplicados (a) Filtro no domínio do tempo. (b) Filtro no domino 
da frequência 
Inicialmente, no primeiro pacote foi decidido ter um preenchimento de 2, pois é 
importante ter informações nas bordas e com isso, uma melhor extração disso é realizada. 
Finalmente, para a classificação e extração de recursos detalhados, foram utilizadas três 
camadas totalmente conectadas, Figura 6.6. 
 
 
 
Figura 6.6. Arquitetura implementada. 
 
A Tabela 6.1, mostra de forma detalhada a construção da arquitetura, onde 𝑆 é Stride e 
𝑃 é o Padding. 
 
Tabela 6.1. Arquitetura CNN proposta para cinco gestos 
Nome da camada Kernel # Filtros 
Input 8 x 31 - 
Convolution 8x6 S=1 P=2 18 
Convolution 6x8 S=1 P=2 72 
MaxPooling 2x3 S=2 P=0 - 
Convolution 4x7 S=1 P=1 144 
Convolution 3x6 S=1 P=1 288 
MaxPooling 2x3 S=2 P=0 - 
Fully-Connected/ ReLU 1 1440 
DropouLayer 0.5 - 
Fully-Connected/ ReLU 1 1440 
DropouLayer 0.5 - 
Fully-Connected 1 - 
Softmax 5 - 
 
A arquitetura foi treinada com um conjunto de dados de 180 amostras por categoria (mão 
fechada, mão aberta, preensão fina, apontador de indicador e preensão circular) para um total 
de 900 amostras, essas amostras foram processadas pelo Wavelet Packet para a extração de 
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recursos mencionada anteriormente. Da mesma forma, o comportamento do treinamento pode 
ser visto na Figura 6.7, onde cada 9 iterações representam uma época, e 800 épocas foram feitas 
e a Precisão de Treinamento representa o comportamento da precisão que o treinamento está 
tendo em cada iteração em relação à base de dados utilizado naquela iteração, alcançando uma 
estabilização de 100% por cada época em torno da iteração número 3600 (época 400). No 
entanto, é importante que você acompanhe o gráfico para garantir que o treinamento esteja 
tendo um comportamento apropriado sem superação. 
 
 
Figura 6.7. Treinamento Precisão vs Iteração 
 
Embora, deve-se ter em conta que, após a realização do treinamento, a rede deve ser 
avaliada para obter a melhor época treinada. Para fazer isso, a validação é realizada para 
observar quão precisa é a rede ao classificar os movimentos, usando uma matriz de confusão 
para tabular o resultado, como visto na Figura 6.8, onde existem previsões corretas e erradas da 
rede com respeito a cada categoria. 
 
Para isso, um banco de dados de validação deve ser feito com os movimentos a serem 
classificados, isto deve conter um número menor de amostras do que o treinamento e com dados 
diferentes. Neste caso, foram coletadas 85 amostras por categoria para um total de 425. 
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Em geral, a categoria com maior classificação errada (True Negatives) para apontador de 
indicador, com 92,9% de precisão, prevendo 4 de seus gestos na categoria preensão fina e 2 em 
mão fechada, e com a maior confusão entre as outras categorias (False Positivos), onde 
classificados 5 gestos que não pertencem a essa categoria, no entanto, tem uma excelente 
precisão. Desta forma, a precisão geral alcançada pela rede é de 97,2%. 
 
 
Figura 6.8. Matriz de classificação de avaliação da CNN. 
 
 
6.3.2 Arquitetura proposta para sete gestos 
 
O conjunto de dados (Dataset) é baseado na base de dados adquirida com um grupo de 
11 pessoas, correspondente a 6 mulheres e a 5 homens, cada uma com diferentes contornos 
musculares, tipo de pele e idade. A aquisição do sinal EMG é realizada através do MYO durante 
um intervalo de tempo de 15 segundos, equivalente a 3000 amostras por sensor. Finalmente, os 
dados são adquiridos para as 7 categorias de interesse (pulso esquerdo, pulso direito, pulso, 
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dedos fechados, dedos estendidos, mão chifrada e movimentos ruins), para um total de 220 
amostras por categoria. Destes, 165 serão utilizados para treinamento e 55 para testar a rede. 
No entanto, cada amostra deve ser processada por meio do WPT para a decomposição do sinal 
e posteriormente pelo WPS, gerando o mapa das características com as quais a construção do 
banco de dados que entrou na Rede foi feita. 
 
A arquitetura CNN é implementada segundo como se apresenta na Tabela 6.2, composta 
por 1 pacote de (Convolution / Convolution / MaxPooling), 4 pacotes de (Convolution / 
MaxPooling) e três Totalmente Conectados, dos quais o primeiro mantém a dimensão do filtro 
da última convolução, mas a próxima é duplicada para obter as características mais importantes 
em cada movimento. Além disso, para a configuração da arquitetura, deve-se escolher o 
tamanho dos filtros, o número de filtros, o passo e o padding da rede. Desta forma, primeiro, 
foi determinado o tamanho dos filtros que, neste caso, são de tipo retangular com domínio na 
frequência, devido à configuração da matriz de entrada, que é retangular. Em segundo lugar, a 
quantidade de filtros é da forma 2𝑛. Em terceiro lugar, o Stride que é responsável por determinar 
o passo ao qual o filtro deve deslizar na matriz de entrada. Finalmente, o último parâmetro 
correspondente ao padding foi mantido constante pelas primeiras convoluções, para não perder 
características importantes nas bordas e cantos da matriz de entrada. 
 
Tabela 6.2. Arquitetura CNN para sete movimentos 
Nome de camada Kernel # Filtros 
Input 16 x 3000 - 
Convolution 5x15x
3 
S=1 P=2 
16 
Convolution 5x14 S=1 P=2 32 
MaxPooling 2x2 S=2x3 P=0 - 
Convolution 5x13 S=1 P=2 64 
MaxPooling 1x3 S=1
x2 
P=0 - 
Convolution 6x10 S=1 P=2 128 
MaxPooling 1x3 S=1x2 P=0 - 
Convolution 3x9 S=1 P=1 256 
MaxPooling 1x3 S=1x2 P=0 - 
Convolution 3x6 S=1 P=1 512 
MaxPooling 1x3 S=1x2 P=0 - 
Fully-Connected/ ReLU 1 512 
DropouLayer 0.5 - 
Fully-Connected/ ReLU 1 1024 
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DropouLayer 0.5 - 
Fully-Connected 1 - 
Softmax 7 - 
A arquitetura foi implementada para o reconhecimento e classificação das sete categorias, 
pois este treinamento foi usado em um computador com uma GPU NVIDIA GeForce GTX 
850M, com uma memória GDDR5 de 4 GB, com um conjunto de dados de 1155 amostras, com 
um hiperparâmetro de entrada definido para 500 épocas, que demorou 26 horas e 32 minutos 
para completar seu treinamento. Em seguida, o comportamento apresentado pelo treinamento é 
apresentado na Figura 6.9, onde o primeiro gráfico se refere ao progresso do período de 
aprendizagem após o período, atingindo 90% no momento 250 e o segundo gráfico garante 
como o erro está diminuindo. 
 
 
Figura 6.9. Precisão de treinamento vs Precisão de perda 
 
6.3.3. Arquitetura de uma CNN para cada movimento 
 
O conjunto de dados (Dataset) para este casso é utilizado o mesmo grupo de pessoas (6 
mulheres e 5 homens) da arquitetura anterior, o que permite implementar o mesmo método de 
aquisição de dados do Conjunto de Dados anterior. Além disso, os dados adquiridos para cada 
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movimento são classificados em duas categorias, movimentos bons e maus, que serão 
compostos por 165 amostras por categoria usada para treinamento e 55 para testar a rede. 
Finalmente, cada amostra deve ser processada por meio do WPT para a decomposição do sinal 
e o WPS que gera o mapa de características que é equivalente à matriz de entrada da rede CNN. 
 
A arquitetura está composta por um pacote de Convolução/ Convolução / MaxPooling, 4 
pacotes de Convolution / MaxPooling e três Totalmente Conectados que mantêm o número de 
filtros da última convolução. A arquitetura é apresentada na Tabela 6.3, na qual observe-se uma 
arquitetura com diferentes dimensões nos filtros e passo, uma vez que o processamento dos 
dados é menor do que o anterior. 
 
Tabela 6.3. Arquitetura CNN para movimentos bons ou maus. 
Nome da camada Kernel # Filtros 
Input 16 x 3000 - 
Convolution 5x18x3 S=1 P=2 16 
Convolution 5x14 S=1 P=2 32 
MaxPooling 2x2 S=2x3 P=0 - 
Convolution 5x13 S=1 P=2 64 
MaxPooling 2x4 S=1x3 P=0 - 
Convolution 6x10 S=1 P=2 128 
MaxPooling 2x3 S=1x2 P=0 - 
Convolution 3x9 S=1 P=1 256 
MaxPooling 2x3 S=1x2 P=0 - 
Convolution 3x7 S=1 P=1 512 
MaxPooling 2x3 S=1x2 P=0 - 
Fully-Connected/ ReLU 1 512 
DropouLayer 0.5 - 
Fully-Connected/ ReLU 1 512 
DropouLayer 0.5 - 
Fully-Connected 1 - 
Softmax 2 - 
 
 
A arquitetura foi feita para o reconhecimento e classificação de duas categorias para cada 
movimento, com um conjunto de dados de 330 amostras, com um hiperparâmetros de entrada 
definido para 500 épocas, que demorou 7 horas e 43 minutos para completar seu treinamento. 
A continuação se apresenta o comportamento que teve durante o treinamento para o movimento 
de mão aberta, onde o primeiro gráfico refere-se ao progresso na aprendizagem época a época, 
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obtendo na época 300 uma precisão entorno ao 100% e na segunda gráfica se mostra como o 
erro está diminuindo como se apresenta na Figura 6.10. 
 
 
Figura 6.10. Precisão de treinamento e precisão de perda com mão aberta 
 
Na fase de validação com a ajuda de um conjunto de dados (dataset) diferentes ao 
treinamento e denominado "Teste", tomando a sua vez do mesmo grupo de pessoas com quem 
o treinamento foi realizado, foram obtidas 55 amostras para cada categoria. 
 
Finalmente, a validação das amostras é feita com a rede previamente treinada e uma 
matriz de confusão é obtida e apresentada na Figura 6.11, que fornece a informação de cada 
categoria com os sucessos e erros que foram feitos. Desta forma, foi analisado que a categoria 
com maior confusão é "Mau movimento" com 11,7% apresentando confusão em todas as outras 
categorias. Além disso, a categoria "preensão fina" atingiu a maior porcentagem de precisão 
onde não apresenta confusão com nenhuma outra categoria. Finalmente, a eficácia total 
alcançada pela rede é de 93,0%. 
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Figura 6.11. Matriz de classificação para as sete categorias 
 
6.3.4. Arquitetura de uma CNN para preensão de objetos de formas geométrica 
 
O conjunto de dados (Dataset) é baseado na toma das amostras de diferentes sujeitos 
executando cada gesto em uma faixa de 2 segundos por gesto. Para isso, são selecionados os 
sensores e armazenados no tempo de amostragem desejado, gerando uma matriz de 400x5, onde 
400 são os dados obtidos e 5 refere-se a 1 coluna do tempo de amostragem e os 4 sensores 
escolhido. Com isso, um banco de dados de cada gesto é obtido, no entanto, sendo um sinal não 
processado, suas características não são tão óbvias para ser a entrada de uma CNN, uma vez 
que relativamente os sinais seriam vistos quase que aleatoriamente pela rede. Portanto, para 
obter um tipo de entrada mais adequado, é realizado um processamento de extração de recursos 
dos sinais obtidos por cada usuário. 
 
A extração de características do sinal é realizada pela densidade espectral de potência ou 
PSD por meio do método de Welch, que representa a quantidade de energia que está no sinal 
em cada quadro. Para a análise, são utilizados quadros de 50 ms, devido à mesma condição de 
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amostragem dos sinais Myo (200 Hz), que obtém os sinais a cada 5 ms, portanto, 10 amostras 
são tomadas por quadro para analisar o PSD. Com isso, obtemos 101 coeficientes por quadro, 
representando a potência a cada 1 Hz, de 0 Hz a 100 Hz, levando em conta que a frequência de 
amostragem é pelo menos o dobro da frequência do sinal (teorema de amostragem), obtendo 
um mapa de recursos de 40 quadros. 
 
Ao realizar a extração de características, obtemos uma matriz de 101x40 para cada sensor, 
no entanto, para alimentar a CNN, fazemos uma simulação de uma matriz composta pelos 
componentes RGB de uma imagem, pelo que é criada uma matriz com os mapas de 3 sensores 
dos 4 escolhidos, portanto, são criados 2 bancos, um com os dados dos sensores 1, 2 e 5 (banco 
de dados 1) e outro com os sensores 6, 2 e 5 (banco de dados 2). 
 
No total, foram obtidas duas bases de dados de treinamento de 400 amostras, onde 200 
amostras foram fechadas para uso (fechado de uso), 100 de fechado para agarrar (fechado de 
preensão) e 100 de mão aberta (Aberto). A razão de usar o aumento da quantidade de amostras 
na categoria de mão fechada é porque pode gerar uma geração de confusão entre as duas 
categorias de pessoas, dependendo da contextura muscular da pessoa que interage com os 
sensores do Myo. 
 
A arquitetura da rede neuronal convolucional está treinada com as bases de dados 
construídas, para aplica-lo no controle da mão para a preensão de um objeto. Dita arquitetura 
está configurada com os tipos de filtros convolucionais: filtros de análise em geral, os quais 
extrairá as características do mapa de características em termos de frequência, e filtros de 
análise combinados, digamos, um filtro quadrado o qual analisará tanto frequência como tempo 
do mapa, permitindo extrair conjuntamente características de comportamento de mudanças da 
frequência por meio do tempo. A arquitetura implementada encontra-se na Tabela 6.4, na qual 
se fazem grupos de análise de convolução combinada, mas convolução em geral para obter 
melhor extração de características mantendo o tamanho do volume de entrada por meio de zero-
padding, exceto na etapa anterior da rede, onde apenas se faz uma convolução combinada. 
Adicionalmente, se faz um downsampling cada combinação para reduzir o volume de entrada 
ao próximo grupo de convoluções para uma análise de características mais detalhadas. 
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Com a arquitetura construída, realiza-se o treinamento com as bases de dados obtidas, 
consolidando os mesmos parâmetros de aprendizagem e a mesma quantidade de épocas, as 
quais foram 300, obtendo o resultado de treinamento da Figura 6.12 e Figura 6.13. Como se 
pode observar, a rede treinada com a base de dados 1 teve um melhor comportamento que a 
base de dados 2, onde a precisão do treinamento da primeira logra obter mais de 95% de 
precisão, enquanto a segunda estabiliza-se em aproximadamente um 87,5%, mostrando um 
reconhecimento menor. No entanto, deve-se realizar uma prova de validação com dados que 
não estejam incluídos no banco de dados de treinamento. 
 
Tabela 6.4. Arquitetura implementada com PSD 
Nome da camada Kernel # Filtros 
Input 101 x 40 x 3 - 
Convolution 5x5 S=1 / P=2 32 
Convolution 6x1 S=1 / P=2x0 32 
MaxPooling 2x2 S=2 - 
Convolution 3x3 S=1 / P=1 64 
Convolution 5x1 S=1 / P=1 64 
MaxPooling 2x2 S=2 - 
Convolution 3x3 S=1 / P=1 256 
MaxPooling 2x2 S=2 - 
Fully-Connected 1 512 
Fully-Connected 1 - 
Softmax 12 - 
 
 
Figura 6.12. Comportamento de treinamento da rede treinada com o banco de dados 1. 
128 
 
 
Figura 6.13. Comportamento de treinamento da rede treinada com o banco de dados 2. 
 
6.4. Resultados 
 
Os resultados obtidos foram com atraso baixo realizam-se com a interface implementada, 
de forma a que o usuário mantenha a mão aberta, a mão fechada e realize a preensão de um 
objeto cilíndrico. Essas são as mais importantes para observar como se comportam as redes 
treinadas enquanto um usuário está usando o Myo, em quando se faz o gesto, o algoritmo 
responde com a classificação correta, aclarando que a rede faz a classificação cada 2 segundos 
o gesto foi realizado. A Figura 6.14 mostra o exemplo dos testes realizados com a base de dados 
aproximada do banco de dados 1 para um usuário com antebraço médio. 
 
O primeiro teste consiste em fechar a mão naturalmente, onde o sensor de 
eletromiografia MYO é localizado no antebraço direito capturando os sinais característico e 
processando os dados como se apresento anteriormente a sequência do gesto se apresenta na 
Figura 6.15 
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Figura 6.14. Teste com atraso baixo feito para um assunto de forma media usando a rede 
treinada com o banco de dados 1. 
 
 
 
 
  
Figura 6.15. Gesto natural de fechadura da mão captada pelo sensor MYO. 
 
Assim mesmo, valide-se o modelo matemático obtido na simulação para o movimento de 
fechamento da mão como se apresenta na Figura 6.16. 
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Figura 6.16. Simulação do modelo matemático obtido no gesto de fechadura da mão. 
 
Com a detecção do movimento captado pelo sistema implementado são enviados os 
sinais de atuação para o modelo real da mão como no modelo virtual, onde o resultado 
corresponde às sinais de entrada captadas pelo sensor de eletromiografia, os resultados se 
apresentam na Figura 6.17 e Figura 6.18.  
 
O segundo teste corresponde à pressão de um objeto cilíndrico no qual coloca-se o 
objeto sobre uma superfície plana para que seja sujeita pelo usuário, onde o sensor Myo faz a 
captura dos músculos que exercem o movimento dos dedos para gerar a preensão 
correspondente sobre o objeto. Na Figura 6.19, se apresenta a sequência de movimentos reais.  
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Figura 6.17. Movimento de fechadura da mão do sistema robótico real. 
 
 
 
 
 
Figura 6.18. Movimento de fechadura da mão do sistema robótico virtual. 
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Figura 6.19. Gesto de preensão sobre um objeto cilíndrico 
 
As variações são simuladas com respeito ao modelo matemático obtido, no qual se 
coloca o cilindro validando o sistema de preensão de acordo os sinais detectados pelo sensor, 
os resultados se apresentam na Figura 6.20. 
 
 
 
 
 
Figura 6.20. Simulação do modelo matemático obtido na preensão de um objeto cilíndrico. 
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Com a detecção do movimento captado pelo sistema implementado são enviados os 
sinais de atuação para o modelo real da mão como no modelo virtual, onde o resultado de 
preensão cilindra corresponde os sinais de entrada captadas pelo sensor de eletromiografia, os 
resultados se apresentam na Figura 6.21 e Figura 6.22.  
 
 
 
  
Figura 6.21. Movimento de preensão cilíndrica do sistema robótico real. 
 
6.5. Considerações finais 
 
No presente capítulo logrou-se estabelecer as diferentes arquiteturas de CNN aplicáveis 
ao reconhecimento de gestos e da intenção de movimento, o alto desempenho que brindam as 
redes neuronais convolucionais permitem a caracterização dos padrões aplicáveis ao sistema 
robótico real e virtual. Apresentando-se uma grande similaridade nas respostas dos sistemas, 
no casso virtual é importante especificar que com o modelo desenvolvido precisa de altas 
características de rendimento na placa de vídeo, por causa da renderização desse modo, foi 
apresentado um modelo virtual simplificado. Note-se que o sistema proposto atinge os objetivos 
propostos desta pesquisa 
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Figura 6.22. Movimento de preensão cilíndrica da mão do sistema robótico virtual. 
 
.  
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CONCLUSÕES E PERSPECTIVAS FUTURAS 
 
 
O algoritmo de redes neuronais convolucionais de aprendizagem em profundidade 
implementado permitiu tratar e reconhecer os sinais correspondentes do sistema de 
eletromiografia de superfície na caracterização dos gestos de preensão de objetos de formas 
geométricas como cubos, bolas e garrafas. Uma vez determinada a ação do usuário é realizada 
a preensão de interesse. A análise da funcionalidade da mão apresenta resultados aproximados 
aos movimentos propostos. Cada uma das interfaces funcionais desenhadas e implementadas 
realizaram as tarefas planejadas no sistema proposto IHM. 
 
É importante a modelagem desenvolvida, dado que permitiu estabelecer as restrições a 
considerar na análise dos movimentos de um dedo só, para assim desenhar o ambiente virtual 
da mão antropomórfica, a qual tem dimensões de uma mão real procurando ter um ambiente 
aproximado de validação. No entanto, a interface virtual não permitiu a adição dos objetos no 
ambiente de simulação, mas o comportamento da mão corresponde ao gesto de preensão que o 
usuário está realizando.  
 
Apresenta-se as técnicas de densidade espectral de potências e a transformada Wavelet 
para o processamento do sinal e para a identificação de preensão, ainda não se tem uma técnica 
que tenha uma representação em tempo e frequência com a suficiente informação para 
caracterizar o sinal de acordo com a preensão feita pelo usuário. O uso de uma arquitetura 
baseada na análise de frequência e tempo-frequência permite a extração de padrões dos sinais 
eletromiograficas utilizados para uma classificação correta do gesto da mão, mesmo usando 
diferentes sensores para treinar a mesma arquitetura, obtendo uma precisão no reconhecimento 
superior ao 90% nos dois exercícios realizados apresentados no capítulo 6, que é um grau de 
reconhecimento adequado para aplicações de coleta e uso de ferramentas. Considerando que a 
aplicação base do MYO reconhece as categorias "fechado por uso" e "Fechado por preensão" 
como apenas "Fechado", pode-se observar que a rede neural também permite classificar gestos 
similares entre si usando somente 3 dos 8 sensores que a pulseira possui. 
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Considerando os resultados obtidos, as redes neurais convolucionais também podem ser 
usadas na análise de sinais que podem ser vistos como aleatórios, mas usando uma técnica de 
extração adequada, a rede pode reconhecer padrões de sinal, identificando-o em uma categoria 
predefinida com alta porcentagem de precisão. Além disso, o reconhecimento de gestos através 
da EMG usando a CNN pode ser usado em uma ampla variedade de aplicações, seja para 
reabilitação, controle ou assistência robótica. 
 
Perspectivas futuras 
 
Com os resultados obtidos pretende-se enfoca-lo a próteses inteligentes de membro 
superior assim como o inferior dado que os algoritmos de caracterização dos sinais EMGs 
podem sem aplicadas. 
 
Propõe-se que os algoritmos desenvolvidos podam ser implementados em sistemas de 
baixo custo como Raspberry Pi, FPGA, entre outros. Com o objetivo de ter um sistema portável 
e aplicável em diferentes dispositivos robóticos.  
 
Baseado nas arquiteturas propostas é recomendável desenvolver algoritmos mais 
complexos que podam rodar em arquiteturas computacionais mais robustos dado que o 
hardware necessário para o desenvolvimento deste tipo de aplicações exige um alto recurso de 
máquina. Por tanto, é importante continuar com as pesquisas na área de aprendizagem em 
profundidade aplicáveis à robótica e biomecatrónica. 
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ANEXO B – Análise de posição e orientação de um dedo 
 
 
Para a representação dos deslocamentos de posição e orientação de um dedo é baseado 
na representação de Denavit-Hertenberg e nos parâmetros apresentados no capítulo 3. Por 
médio do analise desenvolvido pode-se obter as respectivas matrizes de transformação 
homogênea para encontrar a posição e orientação na ponta de cada um dos dedos. Como a 
geometria para cada um dos dedos é a mesma (somente variam-se os comprimentos de cada 
uma das falanges), analisaremos somente o caso do dedo indicador. 
 
A matriz de transformação resultante poderá ser obtida através da multiplicação das 
matrizes de transferência associadas a cada junta. Cada um dos elementos das colunas dessa 
matriz resultante representa uma das equações cinemáticas que descrevem o movimento do 
dedo (sistema de coordenadas na ponta do dedo) como função do sistema global localizado na 
primeira junta de revolução no punho, equação (1), assim: 
 
1
0 0 0 1
x x x x
y y y yi
i
z z z z
n s a p
n s a p
A
n s a p
−
 
 
 =
 
 
   
(1)
 
 
• Onde a direção do vetor unitário  n  
 
nx = cos(q1).[cos(q2).cos(q3+q4).cos(q5+q6+q7)-sin(q2).sin(q5+q6+q7)]+sin(q1).sin(q3+q4). 
        .cos(q5+q6+q7) 
ny = sin(q1).[cos(q2).cos(q3+q4).cos(q5+q6+q7)-sin(q2).sin(q5+q6+q7)]-cos(q1).sin(q3+q4). 
        .cos(q5+q6+q7) 
nz = sin(q2).cos(q3+q4).cos(q5+q6+q7)+cos(q2).sin(q5+q6+q7) 
 
• Onde a direção do vetor unitário  s  
sx = cos(q1).[-cos(q2).cos(q3+q4).sin(q5+q6+q7)-sin(q2).cos(q5+q6+q7)]-sin(q1).sin(q3+q4). 
       .sin(q5+q6+q7) 
sy = sin(q1).[-cos(q2).cos(q3+q4).sin(q5+q6+q7)- sin(q2). cos(q5+q6+q7)]+ cos(q1). 
       .sin(q3+q4).sin(q5+q6+q7) 
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sz = -sin(q2).cos(q3+q4).sin(q5+q6+q7)+cos(q2).cos(q5+q6+q7) 
• Onde a direção do vetor unitário  a  
ax = -cos(q1).cos(q2).sin(q3+q4)+sin(q1).cos(q3+q4). 
ay = -sin(q1).cos(q2).sin(q3+q4)-cos(q1).cos(q3+q4). 
ay = -sin(q2).sin(q3+q4) 
 
• Vetor de posição p
 
respeito do frame de referência.
   
 
px = [cos(q1).cos(q2).cos(q3+q4)+sin(q1).sin(q3+q4)]. 
      .[f3m.cos(q5+q6+q7)+f2m.cos(q5+q6)+f1m.cos(q5)]+ 
       + p.[cos(q1).cos(q2).cos(q3)+sin(q1).sin(q3)]+ 
       + cos(q1).sin(q2).[-f3m.sin(q5+q6+q7)-f2m.sin(q5+q6)-f1m.sin(q5)] 
 
py = [sin(q1).cos(q2).cos(q3+q4)-cos(q1).sin(q3+q4)]. 
      .[f3m.cos(q5+q6+q7)+f2m.cos(q5+q6)+f1m.cos(q5)]+ 
       + p.[sin(q1).cos(q2).cos(q3)-cos(q1).sin(q3)]+ 
       + sin(q1).sin(q2).[-f3m.sin(q5+q6+q7)-f2m.sin(q5+q6)-f1m.sin(q5)] 
 
pz = sin(q2).[cos(q3+q4).[f3m.cos(q5+q6+q7)+f2m.cos(q5+q6)+ 
       +f1m.cos(q5)]+p.cos(q3)]-cos(q2).[-fm3.sin(q5+q6+q7)- 
        -f2m.sin(q5+q6)-f1m.sin(q5)] 
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ANEXO C – Restrições de modelagem para a mão humana 
 
 
O movimento dos dedos para o modelo em estudo apresenta restrições, considerando que 
uma mão real não pode realizar movimentos arbitrários.  Essas restrições são divididas em três 
tipos (WESTON, 2000) (TAYLOR, 1955): 
 
Tipo I: Limite dos movimentos dos dedos como consequência da anatomia da mão 
(restrições de tipo estático). Esses limites são expressados de acordo as seguintes inequações: 
 
190 90
o oq−        215 15
o oq−        315 15
o oq−       415 15
o o
mq−    
50 90
o o
mq       60 110
o o
mq         70 90
o o
mq   
 
Tipo II: De acordo aos limites impostos durante os movimentos de juntas. (restrições de 
tipo dinâmico). Estas restrições se baseiam no fato de que as articulações DIP e PIP possuírem 
a seguinte relação de rotação: 
 
2
3
DIP PIPq q=
 
(1) 
 
Tipo III: Restrições impostas no desempenho de um movimento natural. As mesmas 
dependem da natureza dos movimentos da mão e são mais difíceis de serem detectadas. 
 
Para o caso da mão humana, os seguintes parâmetros estruturais poderão ser utilizados 
para, por exemplo para o dedo médio: 
 
P = 10cm = 0,1m 
f1m = 5cm = 0,05m 
f2m = 3,5cm = 0,035m 
f3m = 2,5cm = 0,025m 
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ANEXO D – Descrição da arquitetura de uma Redes Neuronal 
Convolucional (CNN) 
 
  
Na inteligência artificial (AI) existem una grande variedade de métodos empregados para 
realizar a etapa de reconhecimento, no entanto, o trabalho desenvolto focaliza-se em uma das 
sublinhas da AI, a qual corresponde ao Deep Learning. Numa primeira aproximação às técnicas 
do DL, expõe-se as Redes Neuronais Convolucionais (CNN). 
 
As CNN são redes neuronais multicamada que em comparação as redes neuronais 
convencionais que usam neurônios individuais de aprendizagem, esses usam matrizes 
responsáveis pelos filtros encarregados de extrair características de uma imagem com o objetivo 
de aprender padrões e detalhes da imagem (FEIL-SEIFER, 2005). Uma das características mais 
importantes das CNN, é a grande quantidade de arquiteturas que podem-se configurar, já  que 
esses redes tem diferentes tipos de camadas que podem-se combinar, assim como a variação 
dos hiperparâmetros de cada camada como se apresenta na figura, sendo esse um exemplo da 
configuração dos filtros os quais podem se descrever da seguinte forma:  
 
- Largura e altura do filtro (F): Define-se o tamanho do filtro, e dependendo das 
especificações o detalhe desta configuração são os padrões que se desejam aprender. 
 
- Stride ou passo (S): É a distância do deslocamento (em pixels) que percorre o filtro toda 
vez que se move horizontal e verticalmente. Deve-se ter em consideração que esse não 
deve ser maior ao tamanho do filtro, se isso acontece, haverá pixels que não serão 
levados em conta e as informações serão perdidas. 
 
- Padding ou preenchimento (P): Ou preenchido com zeros, é a localização de zeros nas 
bordas da imagem ou volume da entrada da camada. Isto é usado principalmente para 
aprender características que estão na borda da imagem, porque se não for usado, o filtro 
passará menos vezes ao longo das bordas. O preenchimento deve ser menor que o 
tamanho do filtro, pois colocar um preenchimento igual ou maior seria passar o filtro 
por uma seção sem informações relevantes. 
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- Kernel (K): É a quantidade de filtros que a camada usará para executar o processamento 
do volume de entrada. 
 
- Profundidade (D): Corresponde a os canais do volume de entrada para a camada, ou 
seja, se a imagem que entra na primeira camada for RGB, terá 3 canais. Para as camadas 
subsequentes, a profundidade do volume de entrada é o número de filtros usados (K) na 
camada anterior. 
 
 
Figura D.1. Hiperparámetros de una capa (MATHWORKS, 2018) 
 
Levando em conta isso, deve-se verificar que o volume ou imagem de saída de cada 
camada é um número inteiro, pois, se não for, haverá perda de informação, pois os pixels são 
números inteiros. Para isso, a seguinte fórmula é usada: 
 
𝑊𝑛+1 =
𝑊𝑛 − 𝐹𝑛 + 2𝑃𝑛
𝑆𝑛
+ 1 (D.1) 
 
𝐻𝑛+1 =
𝐻𝑛 − 𝐹𝑛 + 2𝑃𝑛
𝑆𝑛
+ 1 
(D.2) 
 
Onde 𝑊 e 𝐻 são a largura e altura do volume de entrada, 𝐹 o tamanho do filtro, 𝑃 o 
preenchimento, 𝑆 a passada e 𝑛 o número da camada atual. 
 
Quanto as camadas de uma CNN, pode-se encontrar muitas configurações, com 
diferentes funções que podem ajudar a melhorar o desempenho da rede de acordo com 
a sua aplicação, no entanto, existem 5 camadas que são normalmente encontradas em 
uma CNN, que são (KRIZHEVSKY, 2012) (CIRESAN, 2011): 
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- Convolução: É responsável por extrair e aprender os padrões e características da 
imagem  
 
- Rectified Linear Unit (ReLU): É a camada de ativação da convolução, cuja função é 
fazer uma varredura de qualquer valor negativo que tenha o volume de saída da camada 
anterior, trazendo-os para um valor igual a zero, a fim de manter a imagem com valores 
positivos. 
 
- Pooling: Su función es realizar una reducción del volumen de entrada que llegue con el 
fin de disminuir el costo computacional requerido por la red, y aumentar su tiempo de 
procesamiento. 
 
- Fully Connected: permite uma maior aprendizagem da combinação das características 
e uma velocidade de aprendizagem mais rápida (JIN, 2014). 
 
- SoftMax: É responsável por converter um vetor de números reais em um vetor de 
probabilidades com valores entre 0 e 1, onde cada probabilidade representa o grau de 
pertencimento da imagem de entrada com cada uma das categorias treinadas, ou seja, 
convertendo o resultado da referida em um valor probabilístico que permite realizar a 
classificação. 
 
Outras camadas usadas na CHH são Dropout  (SRIVASTAVA, 2014), que ajuda a reduzir 
o excesso de treinamento na rede, desconectando aleatoriamente os neurônios da cada camada, 
o Batch Normalization (IOFFE, 2015), é usado para reduzir o deslocamento da covariável 
interno, ou seja, ajuda a corrigir a mudança causada quando a distribuição da saída muda 
quando a rede atualiza seus pesos, faz o branqueamento de dados ou o branqueamento de 
ativações internas que são vistas nas camadas superiores, entre outros.  
 
Em comparação das metodologias de aprendizagem automático na classificação de 
veículos. O aprendizagem automático, selecionam-se manualmente as características e é 
necessária a definição de um classificador. Com o aprendizagem em profundidade usando 
CNN, a sequência para a extração das características e modelação são automáticas, ou seja, 
estão consideradas no mesmo algoritmo, essa comparação é apresentada na Figura D.2. 
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(a) Técnica de Aprendizagem de Máquina (Machine Learning) 
 
(b) Técnica de Aprendizagem em profundidade (Deep Learning) 
Figura D. 2. Comparação Machine Learning vs. Deep Learning (MATHWORKS, 2018). 
 
Exemplo de uma rede com muitas camadas convolucionais. Aplicam-se filtros a cada 
informação (imagens, sinais, entre outros) de treinamento com distintas variações e na saída de 
cada convolução corresponde à entrada da camada seguinte (Figura D.3).  
 
 
Figura D.3. Descrição da implementação de uma CNN no Deep Learning (MATHWORKS, 
2018). 
