Abstract. Let Ω be a bounded, weakly pseudoconvex domain in C n , n ≥ 2, with real-analytic boundary. A real-analytic submanifold M ⊂ ∂Ω is called an analytic interpolation manifold if every real-analytic function on M extends to a function belonging to O(Ω). We provide sufficient conditions for M to be an analytic interpolation manifold. We give examples showing that neither of these conditions can be relaxed, as well as examples of analytic interpolation manifolds lying entirely within the set of weakly pseudoconvex points of ∂Ω.
Introduction and Statement of Main Result
In this paper, we will work with bounded (weakly) pseudoconvex domains Ω in C n , n ≥ 2, with real-analytic boundary. A real-analytic submanifold M of C n contained in ∂Ω is called an analytic interpolation manifold if every real-analytic function on M extends to some function holomorphic in a neighbourhood of Ω (this neighbourhood will, of course, depend on the prescribed function). This definition is due to Burns and Stout [3] . Their article proves the following result : Theorem 1.1 (Burns-Stout). Let Ω be a smoothly bounded strictly pseudoconvex domain in C n , n ≥ 2. A real-analytic submanifold M of C n , M ⊂ ∂Ω, is an analytic interpolation manifold if and only if T p (M) ⊆ H p (∂Ω) ∀p ∈ M.
In the above result, H(∂Ω) is the maximal complex sub-bundle of the tangent bundle T (∂Ω). One could ask whether a real-analytic submanifold M ⊂ ∂Ω, given that ∂Ω is not strictly pseudoconvex along M, is an analytic interpolation manifold if it is complex tangential, i.e. if T p (M) ⊆ H p (∂Ω) ∀p ∈ M, and if some appropriately defined higher Levi-form is strictly positive definite at each point p ∈ M. It will become clear below that complex-tangency is a necessary condition for M to be an analytic interpolation manifold, but the two aforementioned conditions (once precisely defined) are not sufficient for M to be an analytic interpolation manifold. To describe our result, we need the following definition. Our result below shows that if ∂Ω is of constant type (say M ) along M, if M is complextangential, and if the (M − 1)th Levi-form (which is defined below) is positive definite on a certain subspace of H p (∂Ω) ∀p ∈ M, then M is an analytic interpolation manifold. It is worthwhile noting that the (M − 1)th Levi form at p ∈ M is not required to be strictly positive definite on all of H p (∂Ω). Furthermore, neither of the aforementioned conditions can be relaxed. We shall show this through examples in Section 4 below.
We now define the higher Levi-forms of ∂Ω that were mentioned above. Definition 1.3. Let Ω be a smoothly bounded pseudoconvex domain and let p ∈ ∂Ω. Suppose p is of type k + 1. Then, we define the kth Levi-form of ∂Ω at p, L (1) There exist holomorphic coordinates (w 1 , ..., w n ) near p such that ∂Ω is defined, in a neighbourhood of p, by
where we write w = (w 1 , ..., w n ) ≡ (w * , w n ) and where E p is a smooth function with the property that E p (0, 0) = 0, ∇E p (0, 0) = 0, and that any term of order ≤ k + 1 is a mixed term involving non-zero powers of im(w n ), w * andw * . This is a result from [2] . Let Φ p be the biholomorphism associated with the above change of coordinate. Let v ∈ H 1,0
(2) There is a canonical identification of H p (∂Ω), regarded as a C-hyperplane in C n , with
So, when we say that the Levi-form L (k) ∂Ω (p ; ) acts on (ξ 1 , ..., ξ n ) ∈ H p (∂Ω), it will mean the action of that Levi-form on
We can now state our main result precisely (J below is the standard complex structure map on C n , and its effect on a vector is equivalent to multiplication by i) :
Let Ω be a bounded, weakly pseudoconvex domain with real-analytic boundary, and let M be a real-analytic, totally real submanifold of ∂Ω. Assume that 
Preliminary Lemmas
In this section, we state some general results concerning weakly pseudoconvex domains, which we shall use in Section 3 to prove Theorem 1.4. There exist an open neighbourhood U (p) ⊆ C n of p and a smooth family {(Φ q ; ω q )} q∈U(p)∩M of biholomorphisms
where we write w = (w 1 , ..., w n ) ≡ (w * , w n ) and where E q is a real-analytic function with the property that E q (0, 0) = 0, ∇E q (0, 0) = 0, and that any term of order ≤ M is a mixed term involving non-zero powers of im(w n ), w * andw * .
Proof. The proof of this statement is standard and originates in [2] .
We now provide a coordinate-free definition for the higher Levi forms, which allows us to compute L (k) ∂Ω (p ; ) given p ∈ ∂Ω. To do this, we will need some preliminary notation. For a multi-index α = (α 1 , ..., α n−1 ) ∈ N n−1 and an integer 1 ≤ µ ≤ (n − 1) define the multi-index α * µ by
j=1 is any local basis of vector fields for H 1,0 (∂Ω) near a point p ∈ ∂Ω, we define S α as
n−1 , and we define S α in an analogous way. Also, we will use angular brackets , to denote contraction between a tangent vector and a form.
Definition 2.2 (This definition is due to Bloom, [1]).
Let Ω be a bounded, weakly pseudoconvex domain in C n with smooth boundary, let p ∈ ∂Ω, and let ρ be a defining function for Ω.
(1) An alternate definition of the kth Levi-form of ∂Ω at p, L
j=1 be any local basis of vector fields for H 1,0 (∂Ω) near p. Then, for any
where ζ j are so defined that v = n−1 j=1 ζ j S j | p , and where
µ, ν being so chosen that α * µ, β * ν = 0 (the coefficient a αβ will be independent of the choice of µ, ν -this has been shown in [1] ). We note here that L Theorem.
Let Ω be as in item (1), p ∈ ∂Ω, and let p be of type M . Let Φ p be as defined in Proposition 2.1.
The above is a result of Bloom [1, Theorem 3.3]
∂Ω (p ; ) (assume that p is a point of type M ) differs from that in [1] by a sign. This is because, in that paper, the normal form for ∂Ω analogous to (2.1) above, in local coordinates, is taken to be
The reader can check that Definition 2.2(1), when applied to L Lemma 2.4. Let Ω be a smoothly bounded pseudoconvex domain. Suppose that 0 ∈ ∂Ω and suppose that, in a neighbourhood of 0, ∂Ω is defined by
where h is a smooth function with h(0) = 0 and ∇h(0) = 0 (and where we write w = (w 1 , ..., w n ) ≡ (w * , w n )). Let D be an open neighbourhood of 0 ∈ R m and let γ = (γ 1 , ..., γ n ) : (D, 0) → (∂Ω, 0) be a smooth imbedding. Assume that
j=1 is a basis of H 1,0 (∂Ω) near the origin, where S j have the form
For any (1,0)-vector field given by L| w = n−1 j=1 A j (w)S j | w , we compute :
Thus, we have
where V is a section of H C (∂Ω).
Now consider a (1,0)-vector field, that, restricted to Image(γ), is given by
The last equality follows from the hypothesis (2) of the lemma. Using (2.2), we get
In particular, observe that (ǫ k0 below being the unit vector along the "v k0 -axis")
since, by complex tangency,
Consider the sesqui-linear forms
Since a(v; x) = 0, S x (v, v) = 0 ∈ R for each v ∈ C m and for each x ∈ D. Thus, S x are all Hermitian forms that are identically zero. Consequently, [M jk (x)][D jk (x)] = 0 for every x. Since dγ(x) has maximal rank for each x ∈ D, we conclude that
This implies that, as
This implies that ∇γ n ≡ 0, whence γ n ≡ 0 (since γ n (0) = 0).
Proof of theorem 1.4
. Without loss of generality, we may assume that ∂Ω is defined by a global defining function ρ that is defined in a neighbourhood U ⊇ ∂Ω. Recall that ∂Ω is of type M along M and that
i.e. γ depends on p, but for purposes of notational convenience, we will suppress the dependence on p. It can easily be shown, using standard compactness and homogeneity arguments, that by our hypothesis on type along M,
and for each p ∈ M, there exists a neighbourhood V * (p) ⋐ V (p) such that (3.1) is true uniformly for all γ(x) ∈ Image(γ) ∩ V * (p) with a uniform constant C ≡ C(p).
By Proposition 2.1, there exist an open subset of ∂Ω, W (p) ⋐ V * (p) and a smooth family of biholomorphisms, {(Φ q , ω q )} q∈W (p)∩Image(γ) , having the effect that for each q ∈ W (p) ∩ Image(γ), Φ q (ω q ∩ ∂Ω) is defined by a ̺ q as given in (2.1). Adopting coordinates w = Φ q (z), write
where P q is the polynomial occuring in (2.1). Let x q = γ −1 (q), consider the ball B(x q ; ε q ) ⊆ γ −1 (ω q ), and let τ q :
and from (3.1), we can infer that the above inequality is true uniformly for q ∈ W (p) ∩ Image(γ).
Note that the first equality in (3.2) follows from Definition 2.2. Let Ψ q be the complexification of ψ q (i.e. Ψ q is defined, wherever the resultant power-series converges, by replacing the real variable x by the complex variable ζ in the power-series of ψ q ). Since {(Φ q ; ω q )} q∈W (p)∩Image(γ) is a smooth family, choosing W (p) appropriately, we can find a σ ≡ σ(p) such that Ψ q are all defined as holomorphic maps on B(0; ε q )+iB(0; σ) for each q ∈ W (p)∩Image(γ).
Shrinking σ if necessary, we define u q : B(0; ε q ) + iB(0; σ) → R by
where Γ is the complexification of γ in an appropriately small neighbourhood of
In what follows, we will write ζ = ξ + iη, and Ψ q ≡ (Ψ q * , Ψ q n ). By Lemma 2.4, which says that Ψ q n ≡ 0 when M > 2, or by the normal form (2.1) in case M = 2, u q has the series expansion
Thus,
Since the above is true uniformly for all q ∈ W (p) ∩ Image(γ) with a uniform constant C ≡ C(p), there is a δ p > 0 such that
Another way of saying this is that the complex analytic set Γ(γ
We can, therefore, find an open neighbourhood U (p) of p in C n and a complex submanifold M p of U (p) which is the complexification of M near p. {U (p)} p∈M is an open cover of M. As M is compact, there exist p 1 , ..., p N ∈ M and a tubular neighbourhood U of M such that
is a complexification of M, and a complex submanifold of U such that
Let f be the real-analytic function prescribed on M. Shrinking U if necessary, we may assume that f extends to a holomorphic functionf on M.
Ω has a basis of Stein neighbourhoods. This follows from results by Diederich and Fornaess [4] , [5] , and this is where the assumption about ∂Ω being real-analytic gets used. Choose a Stein domain D ⊃ Ω such thatf is holomorphic on the complex submanifold ( M ∩ D) of D. By standard techniques, we can show thatf extends to a F ∈ O(D). We remark that this last step reflects a technique used in [3] (which follows from theorems A and B of Cartan). Thus, M is an analytic interpolation manifold.
Examples
Before we present our examples, we would like to prove the following proposition. It can be inferred from [3, Theorem 1], but for the sake of completeness, we provide a proof.
Proposition 4.1. Let Ω be as in Theorem 1.4. Let M be a real-analytic submanifold of ∂Ω, let M be its complexification, and let p ∈ M. Suppose there is a curve γ ⊂ M passing through p and an
Proof. We assume that M is an analytic interpolation manifold. By hypothesis, there exists a realanalytic imbedding ψ : (S 1 , 1) → (M, p) onto a simple closed curve C ⊆ M, so that the following happens : For r > 0 sufficiently small, ψ extends to a regular, injective, holomorphic map Ψ on Ann(0; 1 − r, 1 + r). There is a small disc △, centered at 1, such that (defining △ − = (△ ∩ {ζ : |ζ| < 1})), without loss of generality, we have
which is real-analytic on C, and so extends real-analytically to M. This last conclusion follows from a result by Serre [7, Secn.19(b) ]. By assumption, there exists a G holomorphic in a neighbourhood, call it D, of Ω, with G| C = g. We can choose △ above to be so small that Ψ(△) ⊂ D. We can then define
Clearly H ∈ O(△ \ {ζ 0 }) and H| △∩S 1 ≡ 0. The latter implies that H ≡ 0. Yet, G • Ψ ∈ O(△) whereas 1/(ζ − ζ 0 ) has a pole at ζ 0 . This is a contradiction. Our assumption that M is an analytic interpolation manifold must, therefore, be false.
We can now show that the assumptions on type and positivity in the statement of the Theorem 1.4 cannot be relaxed. We will do this by constructing real-analytic submanifolds M in ∂Ω such that Let M = Φ(m). M ⊆ ∂Ω is clearly a real-analytic, complex-tangential submanifold.
Notice that H(∂ω) is spanned at every point by the vector fields
Observe further that the complex Hessian of ρ (where ρ is the defining function of ∂ω) is given by
∂ω (p ; ) denote the Levi-form at p ∈ ∂ω. Notice that L Let Ω be exactly as in Example 4.3. All the notation used below will have the same meanings as in Example 4.3. As in that example, we will work with As before, define M = Φ(m), which is a complex-tangential, real-analytic submanifold of ∂Ω.
As in Example 4.3 let L
∂ω (p ; ) denote the Levi-form at p ∈ ∂ω.
whence ∂ω is of constant type 2 along m. Consequently, ∂Ω is of type 2 along M, although every point on M is a weakly pseudoconvex point. To see this, observe that L
Since biholomorphisms preserve the positivity of the Levi-form and since Φ is biholomorphic in a neighbourhood of m, our positivity condition is preserved for M. So M ⊆ ∂Ω is a complextangential, real-analytic submanifold of ∂Ω that satisfies our positivity condition. By Theorem 1.4, therefore, M is an analytic interpolation manifold.
Example 4.5. Another example of a weakly pseudoconvex domain and an analytic interpolation manifold M. In this example, each point of p ∈ M is a point of type 4 and, in fact, L
∂Ω (p ; ) is negative in certain directions in H 1,0 (∂Ω).
Let Ω = {(z, w) ∈ C 2 | |w + e i log(zz) | 2 + C[log(zz)] 4 < 1}.
This example is taken from [6] . For an appropriate C > 0, Ω is a pseudoconvex domain. We define M = {(z, w) ∈ ∂Ω| |z| = 1, w = 0}.
M has a real-analytic parametrization γ : [−π, π] → ∂Ω given by γ(θ) = (e iθ , 0). As in [6] , we can
show that each point of M is of type > 2.
In what follows, we will write A(z) = e i log(zz) , B(z) = e −i log(zz) . We can now see that γ ′ (θ) ∈ H (e iθ ,0) (∂Ω). In fact, by the identification introduced in Definition
1.3(2)
iγ ′ (θ) ⇋ −L| (e iθ ,0) .
We get the equation 
