A pseudo-peripheral node was found by the Gibbs-Poole-Stockmeyer algorithm as the staring node for reducing bandwidth of a sparse matrix. This influences algorithm's performance because it is shown in this paper that eccentric distance of a pseudo-peripheral node may much less than diameter of the graph. The best selection of the staring node is a peripheral node whose eccentric distance is equal to diameter of the graph. A peripheral node finding algorithm was proposed in this paper. This algorithm can be applied to improvement of sparse matrix bandwidth reducing algorithms' performance. Correctness and efficiency of it were proved. Some computing experiments were done.
The matrix bandwidth minimization is NP-complete. Brute-force search or ad hoc heuristics are only options for solving this problem. To reduce bandwidth of a sparse matrix, pre-ordering strategy was usually applied. For nodal ordering usually a pair of nodes which may be located at nearly maximal distance apart needs to be found as starting nodes. A variety of algorithms for the matrix bandwidth minimization has been proposed. The most popular of them include the Cuthill-McKee algorithm [3] , the Reverse Cuthill-McKee algorithm [4] , the Gibbs-King algorithm, and the Gibbs-Poole-Stockmeyer algorithm [1] . The performance of the Gibbs-Poole-Stockmeyer algorithm was superior to the Cuthill-McKee algorithm. Its computation is much faster than the Cuthill-McKee algorithm. The worst case for the Gibbs-Poole-Stockmeyer heuristic is , but in practice its performance is close to linear. Improved implementation of the Gibbs-Poole-Stockmeyer algorithm can be found in [2] . This implementation is faster, more robust, and requires less storage. There are also many other methods for reducing bandwidth of a sparse matrix [5] [6] [7] [8] [9] [10] [11] .
Selection of the starting nodes influences the matrix bandwidth reducing algorithms' performance. Experience shows that the best selection of the starting node is a peripheral node. A pseudo-peripheral node is only an approximation to a peripheral node. There are many nodal ordering algorithms [12] [13] and pseudo-peripheral node finding algorithms [14] [15] [16] [17], but almost no paper discussed peripheral node finding method.
There is an pseudo-peripheral node finding algorithm in the Gibbs-PooleStockmeyer algorithms. In this paper we can see that pseudo-peripheral nodes found by the Gibbs-Poole-Stockmeyer algorithm may be not peripheral nodes. Their eccentric distance may much less than diameter of the graph (or eccentric distance of peripheral nodes). A peripheral node finding algorithm was proposed in this paper. It is proved that eligible nodes found by this algorithm are peripheral nodes, not only be pseudo-peripheral nodes. So this method can be applied to improvement of sparse matrix bandwidth reducing algorithms' performance. This peripheral node finding algorithm's efficiency was also proved and discussed. Some computing experiments were done.
DEFINITIONS AND DISCUSSION OF THE GIBBS-POOLE-STOCKMEYER ALGORITHM
A symmetric matrix can be associated with an undirected graph. For a graph we have following definitions.
Definition Let G(V,E) be a connected graph. V is the vertex set of G and E is the edge set of G.
i) For u,v ∈V , the length of the shortest path between u and v is called the distance between u and v, denoted as d (u,v); ii) For a u ∈V, e(u) = max{d(u,v) v ∈ V} is the eccentric distance of u; 
viii) The degree of a v ∈ V is the number of edges incident to v, with loops being counted twice. For reducing bandwidth of a sparse matrix, Gibbs, Poole and Stockmeyer developed a method that finds a good starting node whose eccentric distance may be close to the diameter of graph. The main steps of the Gibbs-Poole-Stockmeyer process are [1] :
(i) Finding two pseudo-peripheral nodes of graph G; (ii) Minimizing the level width; (iii) Renumbering the nodes level by level. A heuristic pseudo-peripheral node finding algorithm in the Gibbs-PooleStockmeyer algorithm which seek a pair of nodes located at nearly maximal distance apart is then v is a pseudo-peripheral node. Existing heuristic matrix bandwidth reducing algorithm's performance depends on selection of the pseudo-peripheral node found as the starting node. There may be many candidates for pseudo -peripheral nodes in some graphs. The selection of the starting node influences algorithm's performance. The best selection of the starting node is a peripheral node.
From definitions stated above we know a peripheral node is a pseudoperipheral node. Following example shows that a pseudo-peripheral node may be not a peripheral node. Further more, a pseudo-peripheral node's eccentric distance may be much less than d(G).
Example A. Undirected graph G shown below shows that pseudo-peripheral nodes found by the Gibbs-Poole-Stockmeyer algorithm are with eccentric distance less than d(G).
Based on the pseudo-peripheral node finding algorithm in the Gibbs-PooleStockmeyer algorithm, if we choose r which is of minimal degree as the initial
generate a level structure L(r) rooted at r, then only t is in the last level of L(r). Generating level structures L(t) rooted at t, the depth of L(t) is equal to the depth of L(r). So r and t is a pair of pseudo-peripheral nodes. e(r) = e(t) = 6. But it is easy to see that G's peripheral nodes are x and y, d(G) = e(x) = e(y) = 8.
With the similar idea we can design some graphs to show that their pseudo-peripheral nodes' eccentric distance is much less than diameter of graphs. Thus we see that pseudo-peripheral nodes cannot effectively replace peripheral nodes.
A PERIPHERAL NODE FINDING ALGORITHM
A peripheral node finding algorithm was designed as below,
Step 1°Choose a r ∈ A, the closer to the center of symmetry (or pseudo center of symmetry), the better, and with the largest possible degree, as the initial node; Step 2°Generate G's level structure rooted at r:
Let i = l(r); Let e l(r)+1 = 0. Step 3°Ordering nodes in L i (r) decreasingly in accordance with their degrees. Calculating nodes' eccentric distance one by one. If ∃x ∈ L i (r) that e(x) = 2i then x is a peripheral node, procedure stops; else go to
Step 4°.
An Improvement of The Gibbs-Poole-Stockmeyer Algorithm Step 4°Seeking
If e i ≥ 2(i − 1) then the node whose eccentric distance is e i is a peripheral node, procedure stops; else i − 1 → i and go to Step 3°.
CORRECTNESS AND EFFICIENCY OF THE ALGORITHM
For the peripheral node finding algorithm stated above there are following conclusions,
This conflicts with definition of l(r). e(u) ≥ i is clearly. Deduction d(G) ≤ 2l(r).

Lemma 2 If
, then there is a j > k that Proof. Let . There must be a node v that . Then
Theorem 1
The node found by the peripheral node finding algorithm stated in section 2 is a peripheral node.
Proof. From the deduction of Lemma 1, d(G) ≤ 2l(r) , or less then initial eccentric distance value the algorithm set, that means peripheral nodes will not be missed from the beginning on.
Assume u is the node found by the algorithm. From algorithm we know
e u e e x x L r k i l r Conclusion is e(u) = d(G) , or u is a peripheral node. The proof finished.
Theorem 2 Run to no more than level that a peripheral node will be found by the peripheral node finding algorithm stated in section 2. Here [.] is floor function.
Proof. From Lemma 1 there is e l(r) ≥ l(r) ≥ 2
From algorithm we know that run no more than level that a peripheral node will be found and procedure will stop. The proof finished. Remarks, (1) From Theorem 2, the closer the initial node (root) to symmetry (or pseudo center of symmetry), the smaller l(r) will be. That means levels need to be checked will be less, or less computing work needs to be done. (2) Choosing a node with the largest possible degree as the initial node in
Step 1 is for including more nodes into inner levels and so to lessen computing work. (3) In Step 3, ordering nodes in L i (r) in accordance with their degrees and choose a node with the largest possible degree to begin is also for lessening computing work. (4) Calculating eccentric distance of a node is by leveling graph rooted at this node. (5) Usually a peripheral node will be found in the outmost level. Checking once peripheral nodes x and y are found.
COMPUTING EXPERIMENTS
The peripheral node finding algorithm selects o which is at the center of symmetry as root. s and t are in the last level L 6 (o). e(s) = e(t) = 12 = 2 × 6. After checking once they are declared to be peripheral nodes.
Gibbs-Poole-Stockmeyer algorithm takes s or t which is of minimal degree as root. If rooted at s, then only t is in the last level of L(s). Generate a level structure L(t) rooted at t, the depth of L(t) is not greater than the depth of L(s). So s is a pseudo-peripheral node. Result is similar if take t as the initial node.
Both algorithms find eligible nodes by checking once. But the peripheral node finding algorithm certifies nodes found are peripheral nodes, not only pseudo-peripheral nodes. Gibbs-Poole-Stockmeyer algorithm just confirms the node found is a pseudo-peripheral node, though it is also a peripheral node.
From discussions above we can say proposed peripheral node finding algorithm is an effective and efficient algorithm. It can be applied to improvement of many matrix bandwidth reducing algorithms' performance, not only Gibbs-Poole-Stockmeyer algorithm's.
