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In the pioneering paper FF, Feigin and Fuchs have constructed intertwining operators between "Fock-
type" modules over the Virasoro algebra via contour integrals of certain operator-valued one dimensional
local systems over top homology classes of a conguration space. Similar constructions exist for ane
Lie algebras. Key ingredients in such a construction are the so called "screening operators". The main
observation of the present paper is that the screening operators contain more information. Specically, at
the chain level, the screening operators provide a certain canonical cocycle of the Virasoro (resp. ane) Lie
algebra with coecients in the de Rham complex of an operator-valued local system on the conguration
space. This way we obtain canonical morphisms from higher homology spaces of the above local systems to
appropriate higher Ext -groups between the Fock space representations.
The screening operators that we are interested in this paper are linear maps S : M1 ! M2[[z; z−1]] ,
where M1 and M2 are certain modules over the Lie algebra g in question, e.g., an ane Lie algebra. We
think of such an operator as a "function" of the formal variable z , and write it as S(z) . The key property




; 8x 2 g ; 0:1
where S(x;w) : M1 !M2[[z; z−1]] is some other operator, a companion of S(w) . The equation above clearly
says that the pair S(w); S(; w) is a cocycle in the total complex associated with a double-complex with
Koszul dierential, d0 , and de Rham dierential, d00 . This observation is a starting point of our analysis, and
the rest of our results is just an elaboration of that observation. We would like to emphasize that screenings
still present a mystery in the sense that we do not know any kind of general mechanism that would give rise
to operators S satisfying (0.1). In all known cases the screening operators are constructed by hand, using an
explicit description of the modules M1 and M2 in terms of "creation" and "annihilation" operators. Such
an explicit description is known as a bosonisation procedure, and the bulk of the paper is devoted to writing
out the bosonisation procedure for the modules we need, since the corresponding formulas are spread over
the (mostly physics) literature (see [FeFr1], [FeFr2] for mathematical results).
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Our construction is motivated by, and in a special case reduces to the construction of BMP1, BMP2.
In fact, as the results of loc. cit and FS suggest, an explanation of our construction should lie in some equiv-
alence of (derived) categories of representations of quantum groups, and the corresponding ane algebras,
sending (contragradient) Verma modules to Wakimoto modules.
On the other hand, we believe that the cocycles that we study can be most adequately interpreted as
de Rham cohomology classes of the chiral algebras considered by Beilinson-Drinfeld BD.
Recently A. Sebbar, S, was able to obtain a "q -deformation" of most of the constructions of this paper,
where the de Rham cohomology is deformed to Aomoto-Jackson q -de Rham cohomology. It is interesting
to note that, as was expected, the operators from Lemma 3.3 are deformed to Kashiwara operators (see Ka
or L, n.1.213).
The main results of this paper have been obtained back in 1991, and written up in February 1996. We
are deeply indepted to Ed Frenkel for the numerous enlightning discussions on bosonisation during 1990-1991.
We thank Jim Stashe for useful remarks.
Chapter 1. Toy examples.
x2. The toy example
In this work, everything will be over the base eld C .
2.1.Let g be the Lie algebra sl(2) , with the standard generators E , F , H . For 2 C , let M() denote
the Verma module over g generated by the vacuum vector v subject to the relations Ev = 0, Hv = v . We
shall use the formulas
EF av = a(−a+ 1F a−1v; HF av = (−2a)F av_
(Inthesequel; inourformulasweshallusetheagreementF bv = 0 for b < 0 .)






av0−1) = (−n2+(−2an+a(−0))F a+n−1v−1;
(−0 − 2n)F av−1; "(b)"[F; Vn] = 0_"(c)"





−n−1dz M(0−1)@ >>> M(−1)[[z−1]] dzz
(here z is a formal variable). Let us try to nd a number 2 C and an operator




−n M(0−1)@ >>> M(−1)[[z−1]]
such that
[E;V (z)] = (d+ dz=zV (E; z)_"(a)"
The equation (a) is equivalent to the system of equations




2 + (−2an+ a(−0)F a+n−1v−1;
therefore Vn(E)(F
av0−1) = (n+ (a))f
a+n−1v−1 for some function (a) such that
(−n+)(n+ (a)) = −n2 + (−2an+ a−0);
that is, (a)− = −+ 2a , i.e., (a) = 2a+− , and (a = a−0) for all a .
Suppose that 6=0 . Then we must have (a) = 2a , =, hence from the second equation we obtain 0 = − .
2.3.From now on we suppose that 0 = − . Thus, we have
[E;Vn] = (−n+ Vn(E) where Vn(E)(F
av−−1) = (n+ 2aF
a+n−1v−1 :"(a)"
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From 2.1 (b) we obtain
[H;Vn] = (−n+ Vn(H); "(b)"
where Vn(H) = 2Vn . Finally,
[F; Vn] = 0_"(c)"






−n−1dz M(−− 1)@ >>> M(−1)[[z−1]] dzz
dened by Vn(F
av−−1) = F
a+nv−1 , satises the following relation
[X;V (z)] = (d+ dz=zV (X; z) (X 2 g); "(a)"
where the operators




−n M(−− 1)@ >>> M(−1)[[z]];
linearly depending on X 2 g , are dened by
Vn(E)(F
av−−1) = (n+ 2aF




a+n−1v−1; [F; Vn(E)] = −Vn(H); [E;Vn(H)](F
av−−1) = −2n+2a)(n−)F
It follows that for any X;Y 2 g and n  0 , we have
Vn([X;Y ]) = [X;Vn(Y )]− [Y; Vn(X)]_"(a)"
2.6.Let us consider the complex (of length 1)
0@ >>>0 @ > d >>1 @ >>> 0; "(a)"
where 0 = C[[z−1]] , 1 = C[[z−1]] dz=z , d = d+ dz=z .
We will always write Hom for HomC unless specied otherwise. For any two integers i; j  0 set
Cij(g;M(−− 1); M(−1)) = Homig ⊗M(−− 1); M(−1)⊗j) = Homig;HomM(−− 1);M(−1)⊗j))_
The bigraded space C(g;M(−− 1);M(−1)) has the natural structure of a bicomplex. The rst dierential
d0 Cij(g;M(−− 1);M(−1))! Ci+1;j(g;M(−− 1);M(−1))
is induced by the standard Koszul dierential in the cochain complex of the Lie algebra g with coecients
in the module HomM(−− 1);M(−1)) .
The second dierential
d00 Cij(g;M(−− 1);M(−1))! Ci;j+1(g;M(−− 1);M(−1))
is induced by the dierential in the complex .
Let C(g;M(−− 1);M(−1)) denote the associated total complex.
The operator V (z) is an element of the space C01(g;M(−− 1);M(−1)) . Let us denote this element by
V 01(z) . The operators V (X; z) (X 2 g ) dene an element V 10(z) of the space C10(g;M(−− 1);M(−1)) .
3
Property 2.4 (a) means that d0(V 01(z)) = d00(V 10(z)) . Property 2.5 (a) means that d00(V 10(z)) = 0.
Therefore, the element (V 01(z); V 10(z)) is a 1 -cocycle of the total complex C(g;M(−− 1);M(−1)) .
2.7.Suppose that is a nonnegative integer. In this case, the complex has two one-dimensional coho-
mology spaces. The space H0() is generated by the function z− ; and the space H1() generated by the class
of the form z− dz=z . (If 62 N , the complex is acyclic.)
Consider the dual spaces Hi = H
i() . The space H1 is generated by the functional
1 ! C which
assigns to a form the residue resz=0(z) . The space H0 is generated by the (restriction of) the functional
0 ! C which assigns to a function f(z) the residue resz=0(f(zz dz=z) .
The previous discussion implies the following.
aThe operator resz=0(V
01(zz) 2 HomM(− − 1);M(−1)) is an intertwiner. It is the unique g -
homomorphism M(−− 1)!M(−1) sending v−−1 to F v−1 .
bThe operator resz=0(V
10(zz dz=z) 2 Homg;HomM(−−1);M(−1))) is a 1 -cocycle of the Lie algebra
g with coecients in the g -module HomM(−− 1); M(−1)) .
Therefore, this operator denes certain element of the space Ext1g(M(−− 1); M(−1)) .
x3. Generalization of the toy example
3.1. Let A = (aij)
r
i;j=1 be a symmetrizable generalized Cartan matrix, and let g be the corresponding
Kac-Moody Lie algebra dened by the Chevalley generators Ei; Fi;Hi (i = 1; : : : ; r) and relations (see K,
0.3)
[Hi;Hj ] = 0 ; [Hi; Ej ] = aijEi; [Hi; Fi] = −aijFi ; [Ei; Fj ] = ijHi ;
adEi)
−aij+1(Ej) = adFi)
−aij+1(Fj) = 0 :
Let h  g be the Cartan subalgebra spanned by the elements H1; : : : ;Hr . For i = 1; : : : ; r , let i 2 h
be the corresponding simple root; let ri : h
 −! h be the corresponding simple reflection,
ri = − hHi; ii:
Let  2 h be the element dened by hHi; i = 1 (i = 1; : : : ; r) . Let n−  g be the Lie subalgebra generated
by the elements F1; : : : ; Fr:
For  2 h , let M() denote the Verma module over g , with one generator v and relations Eiv =
0; Hiv = hHi; − iv .
Proof The uniqueness is clear. Let us prove the existence. Let A be the free associative C -algebra with
generators j ; j = 1; : : : ; r . It is clear that there exists a unique linear operator @i : A −! A such that
@i(j) = ij  1 ; and such that, for any x; y 2 A , one has @i(xy) = @i(x)y + x@i(y) .
For an integer a  1 and j 6= k in f1; : : : ; rg , dene the following element in the algebra A








afor any a , j , k , C(j; k; a) 2 Keri) .
Indeed, the claim is clear for (j; k) such that i 6= j and i 6= k . We have
i(C(j; i; a)) =
aX
p=0
(−1)papai = (1− 1)
aaj = 0_
Letusprovethat i(C(i; k; a)) = 0 by induction on a . For a = 1 this is obvious. We have
i(C(i; k; a)) =i (iC(i; k; a−1)−C(i; k; a−1i)(byinduction) =i (iC(i; k; a−1)−C(i; k; a−1i(i) = C(i; k; a−1)−C(
The claim is proved.
It follows from (a) that the operator iA! A induces an operator in− ! n−; since n− is the quotient
of A by the two-sided ideal generated by the elements C(j; k;−ajk + 1) . The lemma is proven.
4
3.2Remark. The operators @i are classical limits of the Kashiwara operators, see Ka, on the quantized
universal enveloping algebra q(n−) . In fact most of the constructions of this and the subsequent sections
have been recently extended to the quantized setup in S.
3.3. Pick an element  2 h and i 2 f1; : : : ; rg . Set 0 = ri . For each integer n  0 , we introduce
linear operators Vi;n ; and Vi;n(Ej) : M(
0) −!M() dened for x 2 n− by
Vi;n : xv0 7! xF
n
i v ; Vi;n(Ej) : xv0 7! aji@j(x)F
n
i v + ijnxF
n−1
i v:











3.5. Proposition For any i; j and n  0 , we have [Ej ; Vi;n] = (−n+ hHi; i) Vi;n(Ej); equiva-
lently, there is a power series identity
[Ej ; Vi(z)] = (d+ hHi; idzz)Vi(Ej ; z):
Proof For any i and x 2 n− we can write by denition
Vi(z) : x  v0 7! xe
zFi  v:
Let Ej be a simple Chevalley generator. We will frequently use the following formulas:
[Ej ; x] = @j(x) Hj + x1 ; x1 2 n− : (a)
e−zFi Hj  e
zFi = Hj + i(Hj)  z  Fi (b)
Eje
zFi − ezFiEj = P (z) 2 z  n−[z]; and P = 0 if i 6= j (c)
Thus, P is a polynomial in z without constant term with values in n− .
Using formulas (a)-(b) above, we nd:
[Ej ; xe
zFi ] = [Ej ; x]  e
zFi + x  [Ej ; e
zFi ] = (@j(x) Hj + x1)  e







zFiv) = (@j(x) Hj + x1)  e
zFivx  P (z)v
= @j(x)  e
zFi(Hj + zi(Hj)Fi)v + x1e
zFiv + x  P (z)v :
On the other hand, from (a) we get
Ejxv0 = [Ej ; x]  v0 = @j(x) Hj  v0 + x1v0 :
Hence,
Vi(z)(Ejxv0) = @j(x) Hje
zFiv + x1e
zFiv by(b)  
= @j(x)  e
zFi(Hj + i(Hj)  z  Fi) + x1e
zFiv:
From () and () we obtain
[Ej ; Vi(z)](xv0) = h
0 − ;Hji@j(x)  e
zFiv + h;Hjiz  Fie
zFiv + x  P (z)v :
It is easy to deduce from the last formula and formula (c) above, that if i 6= j the RHS of takes the
form
(d+ hHi; idzz)Vi(Ej ; z)
The case i = j is treated similarly.
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3.6. For each n  0 we dene the operators Vi;n(Hj) : M(0) −!M() by Vi;n(Hj) = ajiVi;n . One
checks easily that
(b) [Hj ; Vi;n] = (−n+ hHi; i)Vi;n(Hj) .
Finally, it is evident that
(c) [Fj ; Vi;n] = 0 for all j .
Set Vi;n(Fj) = 0.
aFor any X;Y 2 g , Vi;n([X;Y ]) = [X;Vi;n(Y )]− [Y; Vi;n(X)] .






−1]]); X 2 g:
as the follows.
3.10. Suppose an element w of the Weyl group of g together with its reduced decomposition w =
ria  : : :  ri1 , and an element  2 h
 is given. For p = 1; : : : ; a , set p = rip−1  : : :  ri1 .
Dene a complex
Ω : 0 −! Ω0 −! : : : −! Ωa −! 0
as follows. Set A = C[[z−11 ; : : : ; z
−1
a ]] . By denition, Ω
p is the free A -module with the basis f(dzj1=zj1) ^
: : : ^ (dzjp=zjp); 1  j1 < : : : < jp  ag . The dierential is dened by
d = dDR() + (
aX
p=1
hHip ; pizpdzp) ^ 
where dDR is the de Rham dierential.





p ]] and p(X) = Vip(X; zp) : M(p+1)!M(p)[[z
−1
p ]]; X 2 g; dened above.
For each m , 0  m  a , us dene the operators
V m;a−m 2 Hom(mg;Hom(M(w);M()⊗ Ωa−m))
as follows. We set






(−1)sgn()1    p1(X(1))    pm(X(
Here for each sequence 1  p1 < : : : < pm  a , the corresponding summands are obtained by replacing
the operators !pj in the product !1  : : :  !a , by pj (X(j)) . m denotes the group of all bijections
 : f1; : : : ;mgf1; : : : ;mg . The power sgn(p1; : : : ; pm) is dened by induction on m as follows. We set
sgn(;) = 0; sgn(p1; : : : ; pm) = sgn(p1; : : : ; pm−1) + pm +m:
For example,
V 0a = Vi1(z1)  : : :  Via(za)dz1 ^ : : : ^ dza:
Consider the double complex C(g;Hom(M(w);M() ⊗ Ω)) . Here the rst dierential is the Koszul
dierential in the complex of cochains of the Lie algebra g with coecients in the complex of g -modules
Hom(M(w);M()⊗Ω) . The action of g is induced by the standard action (by the commutator) of g on
Hom(M(w);M()) . The second dierential is induced by the dierential in Ω .
By denition, we have
V m;a−m 2 Cm(g;Hom(M(w);M()⊗Ωa−m)):
6
3.14. Example Assume that all numbers hHp; pi; p = 1; : : : ; a; are nonnegative integers. The highest
homology space Ha(Ω) is one-dimensional, generated by the (image of) the functional r 2 Ωa dened by
r() = resza=0 : : : resz1=0(z
hHi1 ;1i
1 : : : z
hHia ;ai
a ):








Chapter 2. Virasoro algebra. x4. Cartan cocycle
4.1.Let g be a Lie algebra. Consider the dierential graded Lie algebra g = g−1g0 dened as follows.
We set g−1 = g0 = g ; the dierential dg−1 ! g0 is the identity map; the bracket 2g0 ! g0 coincides with
the bracket in g ; the bracket g−1 ⊗ g0 ! g0 coincides with the bracket in g .
For x 2 g , we denote by the same letter x the corresponding element of g0 , and by ix the corresponding
element of g−1 .
As a dg Lie algebra, the algebra g is generated by the Lie algebra g (in degree 0) and by the elements
ix 2 g−1 (x 2 g ) subject to the relations (a){(c) below.
2d(ix) = x (x 2 g); "(a)"[x; iy] = i[x;y] (x; y 2 g); "(b)"[ix; iy ] = 0 (x; y 2 g)_"(c)"
4.2.Let M be a complex of vector spaces. A g -module structure on M is the same thing as a collection
of data (a), (b) below satisfying properties (c){(e) below.
aMorphisms of complexes xM !M , (x 2 g ) that dene an action of the Lie algebra g .
bMorphisms of graded spaces ix M !M [−1] , (x 2 g ).
c(Cartan formula) [d; ix] = x (x 2 g ).
Here (and below) the commutators are understood in the graded sense, i.e., [d; ix] = d  ix + ix  d .
d [x; iy ] = i[x;y] (x; y 2 g ).
e [ix; iy ] = 0 (x; y 2 g ).
4.3.Let us consider the enveloping algebra g . It is a dg associative algebra. We have the canonical
embedding
(g−1) ,! g:
We shall use the notation ix1:::xa for the elements ix1    ixa 2 (Ug)
−a , x1; : : : ; xa 2 g , where (Ug)k stands
for grade degree k component of Ug .
Proof Induction on a . For a = 1 it is the Cartan formula. Suppose that a > 1 . We have

















p+qi[xp;xq ]x1:::x^p:::x^q :::xa : Thisprovesthefirstequality:Thesecondequalityisprovedinthesamemanne
4.5.Let M be a g -module. Recall that the complex C(g;M) of cochains of g with coecients in M is
dened by Ca(g;M) = Homag;M) ; the dierential d Ca−1(g;M)! Ca(g;M) acts as
d(x1^: : :^xa) =
aX
p=1
(−1)p−1xp(x1^: : :^x^p^: : :^xa) +
X
1p<qa
(−1)p+q(x1^: : :^x^p^: : :^x^q^: : :^xa)_
The dierential in C(g;M) is called the Koszul dierential.
4.6. Remark Consider g as a g -module by means of the left multiplication, where g is identied with
g0 . Consider the complex of cochains of g with coecients in g , C(g; g) . It is a double complex in which
the rst dierential is the Koszul dierential, and the second one is induced by the dierential in g . Let C
be the associated total complex.
For each a  0 , we dene an element ca;−a 2 Ca(g; g−a) by




aThe element c =
P
a0 c
a;−a is a 0 -cocycle in C .
4.7.Suppose we are given the collection of data (a){(d) below.
aA Lie algebra g ;
ba g -module M ;
ca dg g -module ;
dan element 2M⊗n , for some n  0 .
Assume that the element satises the properties (i), (ii) below.
id = 0.
Here d = IdM ⊗ d M⊗n !M⊗n+1 .
ii2 (M⊗n)g .
Here the superscript ()g denotes the subspace of g -invariants. We consider M⊗n as a g -module equal
to the tensor product of the two g -modules M and n , the last one being the g -module obtained via the
identication g = g0 .
Consider the double complex C(g;M⊗) dened by
Ca(g;M⊗b) = Homag;M⊗b)_
ThefirstdifferentialistheKoszuldifferentialinthestandardcochaincomplexof gwithcoefficientsinM⊗ .
Here the action of g on M⊗ is dened through the rst factor (i.e., as x  (m⊗) = xm⊗ ). The second
dierential is induced by the dierential in . Let C(g;M; ) denote the associated total complex.
For 0  a  n , we dene the elements wa 2 Ca(g;M⊗n−a) by
0 = 0; a(x1 ^ : : : ^ xa) = ix1:::xa_
Heretheactionof g is dened through the second factor. Consider the element b= Pna=0 a 2 Cn(g;M; ) .
4.8. Lemma The element b is an n -cocycle in C(g;M; ) .
We shall call b the Cartan cocycle associated with .
Proof Let d0 (resp., d00 ) denote the rst (resp., second) dierential in C(g;M⊗) . We have d00(0) = 0
by property 4.7(i). We have




a−1(x1^  ^x^p^  ^xa) +
X
1p<qa
(−1)p+qa−1([xp; xq]^x1^  ^
Here ! 7! x(1)  ! , (resp., ! 7! x(2)  ! ), denotes the action of g on M⊗n through the rst (resp., second)
factor.)
Using the identity
xp  (ix1:::x^p:::xa) = ix1:::x^p:::xa(x
(1)
p ) = (by4:7(ii)) = −ix1:::x^p:::xa(x
(2)
p ) = −(ix1:::x^p:::xaxp_
byLemma4:4 = (dix1:::xa = (by(i)) = d(ix1:::xa) = (d
00a)(x1 ^    ^ xa):
4.9.Consider the dual complex () . Note that the cocycleb denes a morphism of complexes
b (n−) ! C(g;M)_
LetusdenoteH i() := H
−i() . The morphismb induces the following maps
H−i() Hi()! H
n−i(g;M) (0  i  n)_
4.10. The construction of this Section should be compared with Br.
x5. Bosonization for the Virasoro algebra
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Our account of the bosonization for the Virasoro algebra essentially follows the paper F.
5.1.Heisenberg algebra
The Heisenberg algebra is the Lie algebra H dened by the generators bn (n 2 Z ) and 1 , and relations
a [bn; bm] = 2nn+m;01 , [1; bn] = 0 (n;m 2 Z ).
The elements 1 and b0 lie in the center of H . The elements bn , n > 0 , are called annihilation operators.
We shall denote by H+ (resp., H− , H0 ) the Lie subalgebra of H generated by the elements bn , n > 0
(resp., by bn , n < 0 , by b0 and 1).
5.2.Given two generators bn , bm , dene their normal ordered product bnbm 2 H as follows. If n > 0
and m  0 , we set bnbm = bmbn ; otherwise set bnbm := bnbm . We dene
fbnbmg = bnbm − bnbm
(not to be confused with the Lie bracket!).
Similarly, the normal ordering of an arbitrary monomial bn1    bna is dened: one should pull all the
annihilation operators to the right, not changing their order. (The last requirement does not matter very
much since all the annihilation operators commute.)
We have by denition
bnbm = bnbm + fbnbmg_
Thefollowingidentitygeneralizesthisequality:
5.3. Wick theorem Let c1; : : : ; ca , c
0
1; : : : ; c
0
b be arbitrary elements of the set fbn; n 2 Zg . We
have
c1    ca  c
0
1    c
0







qgc1    c^p    c^
0









q0gc1    c^p    c^p0    c^
0
q    c^
0
q0    c
0
b+ 
5.4.We introduce a \free bosonic eld", the formal expression:











Here z is a formal variable.
Commutation relations 5.1 (a) are equivalent to the identity
f0(z0(w)g = 2(z − w)2_"(a)"
Let us deduce (a) from 5.1 (a). We have by denition













5.5.Given a complex number 2 C , dene the Fock representation F of the Heisenberg algebra H as an
H -module with one generator v and the relations
bnv=0 (n > 0); b0v=2v; 1v=v_
Themappingx 7! x  v gives an isomorphism of H− -modules H−@ >>> F .
Dene the shift operator
TF!F+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as the unique H− -linear operator sending v to v+ .
Dene the category O to be the full subcategory of the category of H -modules whose objects are
representations M having the properties
a1 acts as the identity on M ;
bM is b0 -diagonalizable. All b0 -weight spaces are nite-dimensional;
cM is H+ -locally nite. This means that for any x 2M , the space H+  x is nite-dimensional.
All Fock representations belong to the category O .
5.6.Recall that the Witt algebra L is the Lie algebra of algebraic vector elds on C = C − f0g . It can
be dened by the generators en = −zn+1 d=dz (n 2 Z ) and the relations
[en; em] = (n−men+m (n;m 2 Z)_
TheVirasoroalgebra bL is the Lie algebra dened by the generators Ln (n 2 Z ) and c , and relations
[Ln; Lm] = (n−mLn+m + n
3 − n12 n+m;0  c; [c; Ln] = 0 (n;m 2 Z)_
WehavethemorphismofLiealgebras bL ! L sending Ln to en , and c to 0 . This morphism identies L
with bL=C  c . It identies bL with a universal central extension of L .
Let bL+ (resp., bL− , bL0 ) denote the Lie subalgebras of bL generated by the elements Ln , n > 0 (resp.,







is called the stress-energy tensor.




bpbq −0 (n+ 1bn (n 2 Z)_"(a)"
Although they are innite sums, these expressions are well dened as operators on modules from the category










In terms of generating functions, (a) reads
T (z) = 140(z)2 −0 
00(z)_"(c)"
5.8. Theorem The expressions 5.7 (a) dene the action of the Virasoro algebra on modules
from the category O , with the central charge 1− 2420 .
Proof This can be checked easily using the denitions. Let us give an alternative proof, using some
simple chiral calculus. We claim that (a) is equivalent to
0(zT (w) = −40(z − w)
3 + 0(w)(z − w)2 +   _"(b)"
Here (and below) dots denote the expression regular at z = w . Let us prove that (b) implies (a). According
to Cauchy formula of the chiral calculus, we have
[bn; T (w)] = −resz=w(z
n0(zT (w))
for any n . By the binomial formula,
resz=wz
n(z − w)a = na− 1wn−a+1:
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Therefore, (b) implies
[bn; T (w)] = 2n(n− 10w
n−2 − n0(wwn−1"(c)"
which is equivalent to (a).
Let us prove (b). We have, by Wick’s theorem,
0(z)0(w)2 = 2 f0(z0(w)g 0(w) +    = 40(w)(z − w)2 +    ; 0(z00(w) = (0(z0(w)) = 4(z − w)3 +   _
This implies (b) and proves the lemma.
5.10. Proof of Theorem 5.8The Virasoro commutation relations can be veried directly, using the
previous lemma and 5.7 (b), by a tedious computation.
Let us give a proof using the chiral calculus. We must prove the following.
T (zT (w) = 1− 24202z − w)
4 + 2T (w)(z − w)2 + T 0(w)z − w +   _"(a)"
Let us derive the Virasoro commutation relations from (a). By the Cauchy formula of the chiral calculus,
we have
[Ln; T (w)] = resz=w(z
n+1T (zT (w))_




Let us prove (a). We have, by Wick’s theorem,
0(z)20(w)2 = 2f0(z0(w)g2+4f0(z0(w)g0(z0(w) = 8(z − w)4+8(z − w)2 0(w)2+8z − w0(w00(w)+   ; 00(
Therefore we obtain, after adding,








= 1− 24202z − w)
4+(1=2)0(w)2 − 20
00(w)(z − w)2 +(
This proves (a) and the theorem.
5.11.We dene the representation F;0 of the Virasoro algebra as the H -module F , regarded as anbL -module by means of the formulas in the previous theorem.
The representations F;0 will be called Feigin{Fuchs modules.
x6. Bosonic vertex operators
6.1. We need rst to recall some formulas for "bosonization", see FF, TK.
Let ;  2 C . Dene the operators
Vn() F!F+ (n 2 Z)
by means of the generating function








































−1]_Thus;V(; z) = TV−(; zV+
We leave the easy proof to the reader.
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6.3. Theorem For every n 2 Z , we have [bn; V (; z)] = 2znV (; z) .
Proof Follows at once from the previous lemma.
6.4.Let us give an alternative proof, which uses the chiral calculus. Let us introduce the expression
V (; z) = z2V (; z)_
Atthispointz is a formal symbol. It will play its role in the sequel, when we start dierentiating. More
precisely, V (; z) is the operator V (; z) considered as a section of a certain De Rham complex with a
nontrivial connection.
Our formula is equivalent to [bn; V (; z)] = 2V (; z) . We must prove that
0(zV (;w) = −2z − wV (;w) +   _"(a)"
Recall the \free bosonic eld"





wherenowweaddedaz−independentterm; anoperatorq thatsatisfiesthefollowingcommutationrelations [q; bn] =
2n;01_Itfollowsthat [b0; e
−q] = 2e−q: Weidentifytheoperator e−q with T . Thus,
V (; z) =exp(−(z));
where the only nontrivial normal ordering with the operator q is dened as b0q = qb0 .
We have
(z(w) = 2 log z − w) + (z(w)_"(b)"
It follows that
0(z(w) = 2z − w +    ;
hence, from the Wick theorem
0(z)(w)n = 2nz − w(w)n−1 +   
(n  0), so if f() is any power series in  ,
0(z)f((w)) = 2z − w f 0((w)) +   _
Inparticular;wehave 0(z)exp−(w)) = −2z − wexp−(w)) +    ; whichproves(a)andthetheorem:
6.5.We regard the operators Vn() as operators acting on Feigin{Fuchs modules
Vn() F;0 ! F+;0_
ThegeneratingfunctionV(; z) will be understood in the same sense.
Proof We must prove that
T (zV (;w) = 2 − 20(z − w)
2 V (;w) + 1z − wV 0(;w) +   _"(a)"
Let us prove (a). We have, by the Wick theorem,
0(z)2(w)n = 4n(n− 1)(z − w)2(w)n−2 + 4nz − w 0(w)(w)n−1 +   
for any n  0 , hence
0(z)2V (;w) = 42(z − w)2 V (;w) + 4z − wV 0(;w) +    :
It follows from 6.4 (a) that
00(zV (;w) = 2(z − w)2 V (;w) +   _
Summing;weget(a):Thisprovesthetheorem:
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6.7. Lemma We have







Here we understand (1− z−11 z2)











Remark The operator V−(2; z2V+(1; z1) belongs to the space HomF; F[z
−1
1 ; z2]) .
Proof By Lemma 6.2, we have
V+(1; z1b−n = (b−n − 21z
−n
1 V+(1; z1)






































V−(2; z2V+(1; z1) = exp 212 log 1−z
−1
1 z2)V−(2; z2V+(1; z1
6.8.Choose complex numbers ; 1; : : : ; p . Consider the generating function for all compositions of the
form
F@ > Vnp(p) >> F+p@ >>>   @ > Vn1(1) >> F+p+:::+1 ;
We have an equation X
(n1;:::;np)2Zp
Vn1(1)   Vnp(pz
−n1
1    z
−np
p = V (1; z1)   V (p; zp)
as a formal power series. The previous lemma shows that




2ijV (1; z1)    V (p; zp)_"(a)"
6.9.Let us look more closely at the operator V (1; z1)    V (p; zp) .
We have



























1 ; : : : ; zp; z
−1
p ]) .
In particular, this operator is a holomorphic operator-valued function on the space Cp −
Sp
i=1fzi = 0g .
Also, the above formula shows that
bfor any bijection f1; : : : ; pg@ >>> f1; : : : ; pg , we have
V (1; z1)   V (p; zp) = V ((1); z(1))   V ((p)z(p))_
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6.10.Formula 6.8 (a) shows that the formal power series V (1; z1)    V (p; zp) denes the germ of a











6.11.Let us introduce the tilded operators. We set












Sincezib0i Tj = z
2ijTj z
ib0
i , we have














2ijV (1; z1)   V (p






1 ; : : : ; zp; z
−1
p ])_
ThisdefinestheproductV(1; z1)    V (p; zp) as the germ of the multivalued holomorphic function in the
domain
f(z1; : : : ; zp) 2 C
p j zi =2 R0 forall i; jz1j >    > jzpjg_
Herez is understood as exp log z)) , where log z) is the branch of the logarithm that takes real values for
z 2 R>0 .
Let us regard the previous compositions as operators acting on the Feigin{Fuchs modules




Proof By the Cauchy formula,




n+1T (zV (1; z1)   Vp(p; zp))_
Notethat V (1; z1)   V (p; zp) =
Q
i<j(zi−zj)
2ijV (1; z1)   V (p; zp)_Weclaimthat T (z) V (1; z1)    V (p; zPp
i=1 
2
i − 20i(z − zi)
2+
P
i<j 2ij(z − zi)(z − zj)

V (1; z1)   V (p; zp) +
Pp
i=1 1z − zi V (1; z1) 
  _"(a)"
Let us prove (a). To shorten the formulas, assume that p = 2; the general case is completely similar.
By Wick’s theorem, we have
0(z)2 (z1)
n1(z2)
n2 = 4n1(n1 − 1)(z − z1)
2 (z1)
n1−2(z2)




for any n1; n2  0 , hence
0(z)2 V (1; z1)V (2; z2) = 4

1z − z1+2z − z2
2
V (1; z1V (2; z2) +4

z1z − z1+z2z − z2

V (1; z1V (2; z
Similarly, the application of the Wick theorem gives
0(z)V (1; z1V (2; z2) =

− 21z − z1 − 22z − z2

V (1; z1V (2; z2) +    ;
whence
00(z)V (1; z1V (2; z2) =

21(z − z1)
2 + 22(z − z2)
2

V (1; z1V (2; z2) +   _
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Summing;wegetformula(a):
The theorem follows from formula (a) by the above mentioned Cauchy residue formula. One should
take into account that
resz=zi + resz=zj





j zi − zj
and
(zn+1i zi + z
n+1
j zj )(zi − zj)




j zi − zj (zi − zj)
2ij :
This completes the proof.
x7. Screening charges





Thus;  are the two roots of the equation 
2 − 20 = 1.
The vertex operators V (+; z) , V (−; z) are called the screening charges. By theorem 6.6, for any
n 2 Z ,






T (zV (; z) = V (;w)(z − w)
2 + V 0(;w)z − w +    =

V (;w)z − w

+    :"(b)"
7.2.Let us introduce the operators
T (Ln; z) = z
n+1T (z); V(en; z) = z
nV (; z) (Ln 2 bL; en 2 L)_
Itfollowsfrom(b)abovethattheseoperatorssatisfythefollowingcocycleproperty T (Ln; zV(em;w)−T (Lm; zV(en
V([en; em];w)z − w +   _"(a)"
7.3.More generally, suppose that 1; : : : ; p is a sequence of complex numbers, each i being equal to
− or + . Let us call such a sequence a screening sequence.
Let us consider the operator V (1; z1)   V (p; zp) . Note that by the symmetry property 6.9 (b), we
may actually assume that 1 =    = p0 = − and p0+1 =    = p = + .
It follows from Theorem 6.12, that










(zn+1i V (1; z1)    V (p; zp))
for any screening sequence 1; : : : ; p , and for all n 2 Z .
In the sequel we x the screening sequence 1 =    = p = + . However, all the constructions below
are valid, with the obvious modications, for an arbitrary screening sequence.
7.4.Consider the ring









(thus Ap is the ring of functions on the formal variety Xp , the p th power of the formal punctured disk
without diagonals).
For 1  a  p , let a denote the space of algebraic dierential a -forms on Xp . Thus, 0 = Ap , and the
elements of a have the formX
f(z1; : : : ; zp) dzi1 ^ : : : ^ dzia (f(z1; : : : ; zp) 2 Ap)_
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Consider the complex
0@ >>>0 @ > d >>1 @ > d >>   @ > d >>p @ >>> 0;
where the dierential is dened by






22+ dzi − dzjzi − zj

^ 
( 2a ), dDR being the usual de Rham dierential.
Each vector eld  = (zz 2 L , (z) 2 C[z; z−1] , denes a series of morphisms ia !
a−1 , by
i (f(z1; : : : ; zp) dzi1 ^ : : : ^ dzia) =
aX
b=1
(−1)b−1(zibf(z1; : : : ; zp) dzi1 ^    ^ d^zib ^    ^ dzia_
Let us dene the morphisms of the Lie derivative Liea !
a by
Lie () = di () + i (d)_
Themorphisms i  ; Lie dene the action of the dg Lie algebra L associated with the Witt algebra L
(cf. 4.2), on the complex (cf. 4.2).
7.5.Consider the complex HomF;0 ; F+p+;0⊗) .
Let us note that the action of the Virasoro algebra bL on the modules F;0 , F+p+; induces the action
of bL on the space HomF;0 ; F+p+;0) by the usual commutator formula, which factors through L , since
the Feigin{Fuchs modules have the same central charge. This in turn induces the action of L on the
complex HomF;0 ; F+p+;0⊗) , which we shall call the rst action. We have also the second action of L on
HomF;0 ; F+p+;0⊗) which is induced by the action of L on through the Lie derivative. The rst and the
second actions commute.
We also have the operators
i HomF;0 ; F+p+;0⊗)! HomF;0 ; F+p+;0⊗)[−1] ( 2 L)
induced by the operators of the same name on . These operators, together with the second action, dene
the action of the dg Lie algebra L on the complex HomF;0 ; F+p+;0⊗) .
Let us dene the element V 0p = V 0p(z1; : : : ; zp) 2 HomF;0 ; F+p+;0⊗
p) by
V 0p(z1; : : : ; zp) = V (+; z1)    V (+; zp) dz1 ^    ^ dzp_
Theformulain 7:3maybereformulatedasthefollowingtheorem:
7.6. Theorem The element V 0p lies in the subspace of L -invariants
HomF;0 ; F+p+;0⊗
p)L:
Here the action of the Lie algebra L on the space HomF;0 ; F+p+;0⊗
p) is the sum of the rst
and the second actions.
7.7.Now we apply the construction of x4. Consider the double complex
C(L;HomF;0 ; F+p+;0⊗))_
HerethefirstdifferentialistheKoszuldifferentialofthecochaincomplexoftheLiealgebraLwithcoefficientsint
with the rst L -action. The second dierential is induced by the dierential in .
Dene the elements
V a;p−a 2 Ca(L;HomF;0 ; F+p+;0⊗
p−a)) (0  a  p)
by
V a;p−a(1 ^    ^ a) = i1    ia(V
0p)_
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7.8. Theorem The element V = (V 0p; : : : ; V p0) is a p -cocycle in the total complex associated
with the double complex C(L;HomF;0 ; F+p+;0⊗)) .
The proof is the same as that of Lemma 4.8.
The map
fp H
p(L) ! HombL(F;0 ; F+p+;0)
is the Feigin{Fuchs intertwiner, FF, Chapter 4.
Chapter 3. bsl(2) -case
The main construction of this and the next chapters was inspired by BMP1, BMP2.
x8. Wakimoto realization
8.1.Let g be a Lie algebra and B(; ) an invariant bilinear form on g . The corresponding ane Lie
algebra g^ is dened by the generators Xn (X 2 g , n 2 Z ) and 1 , and the relations
[Xn;Xm] = [X;Y ]m+n + nB(X;Y m+n;0  1 (X;Y 2 g; m; n 2 Z)_"(a)"
The element 1 will act as the identity on all our representations.
Let us introduce the generating functions (currents) X(z) =
P
n2Z Xnz
−n−1 (X 2 g ). Formula (a) is
equivalent to
X(zY (w) = B(X;Y )(z − w)2 + [X;Y ](w)z − w +   _"(b)"
Here as usual the dots stands for the part regular at z = w . One deduces (a) from (b) at once, using the
chiral Cauchy formula
[Xn; Y (w)] = resz=w(z
nX(zY (w))_
8.2.In this chapter we assume that g = sl(2) with the standard generators E , F , H . For X;Y 2 g ,
we set (X;Y ) = trXY ) . Thus, (E;F ) = (F;E) = 1, (H;H) = 2. We x a complex number k , and set
B(X;Y ) = k(X;Y ) .
The bosonization formulas for the algebra bg presented below were discovered by M. Wakimoto, W.
8.3.Let a denote the Lie algebra dened by the generators bn , an , a

n (n 2 Z ), 1 and the relations
a [bn; bm] = 2nn+m;0  1 ;
b [an; a





m] = 0 ;
c [bn; am] = [bn; a

m] = 0 , 1 commutes with everything.
Let a+ denote the Lie subalgebra of a generated by the elements bn , a

n (n > 0), an (n  0). These
generators are called annihilation operators. One introduces the normal ordering of a monomial in a in the
usual way: all annihilation operators should be pulled to the right.
All a -modules M that we consider be a+ -locally nite, i.e., will have the property that for every
x 2M , the space (a+)x is nite-dimensional. The operator 1 will act as the identity.
For computational purposes, we shall also use one more operator q , with the only nontrivial commutation
relation
[q; b0] = 1_
8.4.For 2 C , let F denote the a -module dened by one generator v and relations a+v = 0, b0v = 2v ,
1v = v .
8.5.Let us introduce the generating functions


















2(z(w) = 2 log z−w)+   ; p(z(w) = 2z − w+   ; p(zp(w) = 2(z − w)2+   ; (z(w) = 1z − w+   ;
all other products being trivial (do not have a singular part).
8.6.Let us dene the currents
E(z) = (z); "(a)"H(z) = 2 (z(z) + p(z); "(b)"F (z) = − (z)2(z)−  (zp(z)− k0(z); "(c)"
where 2 = k + 2.
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