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EXAMPLES OF AUSTERE ORBITS OF THE ISOTROPY
REPRESENTATIONS FOR SEMISIMPLE PSEUDO-RIEMANNIAN
SYMMETRIC SPACES
KURANDO BABA
Abstract. Harvey-Lawson and Anciaux introduced the notion of austere submanifolds
in pseudo-Riemannian geometry. We give an equivalent condition for an orbit of the
isotropy representations for semisimple pseudo-Riemannian symmetric space to be an
austere submanifold in a pseudo-sphere in terms of restricted root system theory with
respect to Cartan subspaces. By using the condition we give examples of austere orbits.
Introduction
In pseudo-Riemannian geometry, the notion of austere submanifolds was introduced
by Harvey-Lawson ([4]) and Anciaux ([1]). They defined an austere submanifold as a
submanifold such that, for each normal vector, the coefficients of odd degree for the char-
acteristic polynomial of its shape operator vanish. In particular, any austere submanifolds
is a submanifold with vanishing mean curvature vector, which is well-known as the mini-
mal condition in Riemannian geometry. Recently, examples of austere submanifolds were
given by using the method of orbits on semisimple Riemannian symmetric spaces ([8],
[7], [9]). In [8], Ikawa-Sakai-Tasaki classified austere orbits (in a sphere) of the isotropy
representation for a semisimple Riemannian symmetric space in terms of restricted root
system theory. The aim of this paper is to adapt their method to a pseudo-Riemannian
framework and to give examples of austere orbits (in a pseudo-sphere) of the isotropy
representation for a semisimple pseudo-Riemannian symmetric spaces.
Let G/H be a semisimple pseudo-Riemannian symmetric space equipped with the met-
ric induced from the Killing form B of g (:= Lie(G)). Let σ be an involution of g whose
fixed point set coincides with h (:= Lie(H)). Denote by q the (−1)-eigenspace of σ, which
is identified with the tangent space of G/H at the origin. The isotropy representation of
G/H is equivalent to the adjoint representation Ad of H on q. Let M be an Ad(H)-orbit
through X ∈ q. If X is non-null (i.e., B(X,X) 6= 0), then M is contained in the (central)
hyperquadrics of q. In this paper, we assume thatM is a pseudo-Riemannian submanifold
in the pseudo-hypersphere S (:= {v ∈ q | B(v, v) = r(> 0)}). The nondegeneracy of the
induced metric on M →֒ S implies the following result.
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Key Lemma. Assume that the Ad(H)-orbitM through X ∈ q is contained in a pseudo-
hypersphere S (⊂ q). Then, M →֒ S is a pseudo-Riemannian submanifold if and only if
X is semisimple (i.e., an element of q such that ad(X) ∈ End(g) is diagonalizable over
C).
A main difficulty in the pseudo-Riemannian case is the situation that the shape operator
is not diagonalizable over C. Therefore we give the Jordan-Chevalley decomposition of
the shape operator of M →֒ S (see, Proposition 2.2). By using above Key Lemma we
describe the semisimple part and the nilpotent part of the shape operator in terms of
restricted root system theory with respect to Cartan subspaces (cf. [11], [4] for the notion
of restricted root system theory with respect to Cartan subspaces). As its application, we
determine the spectrum of the shape operator (see, Corollary 2.5). On the other hand,
in the Riemannian case, any maximal abelian subspace is Cartan. This implies that
all Cartan subspaces are mutually Ad(H)-conjugate (cf. [6, Lemma 6.3, Chapter V]).
However, this conjugacy theorem does not necessarily hold in the pseudo-Riemannian
case. Therefore we prove a conjugacy theorem for complexified Cartan subspaces (see,
Proposition 3.6). By using these results we give an equivalent condition forM →֒ S to be
austere (see, Proposition 3.2), which is a generalization of Ikawa-Sakai-Tasaki’s method
([8]). According to [8], the orbit through a restricted root vector is an austere submanifold
in a sphere. In the pseudo-Riemannian case, we need a technical condition for restricted
roots (see, Corollary 3.8). The main result of this paper is the following.
Theorem. For any restricted root α in Table 1, the Ad(H)-orbit through the restricted
root vector of α is an austere submanifold in S.
Table 1: The real restricted roots of R with respect to a maximally split Cartan subspace
Type of (R, θ) Real Restricted Roots
AI all restricted roots
AIII {±(αi + · · ·+ αr+1−i) | 1 ≤ i ≤ l}
BI
{±(αi + · · ·+ αj−1) | 1 ≤ i < j ≤ l} ∪ {±(αi + · · ·+ αr + αj + · · ·+ αr) | 1 ≤ i < j ≤ l}
∪{±(αi + · · ·+ αr) | 1 ≤ i ≤ l}
BCI
{±(αi + · · ·+ αj−1) | 1 ≤ i < j ≤ l} ∪ {±(αi + · · ·+ αr + αj + · · ·+ αr) | 1 ≤ i < j ≤ l}
∪{±(αi + · · ·+ αr) | 1 ≤ i ≤ l} ∪ {±2(αi + · · ·+ αr) | 1 ≤ i ≤ l}
BCIII {±(α2i−1 + 2α2i + · · ·+ 2αr) | 1 ≤ i ≤ l}
CI
{±(αi + · · ·+ αj−1) | 1 ≤ i < j ≤ l} ∪ {±(αi + · · ·+ αj−1 + αj + · · ·+ αr) | 1 ≤ i < j ≤ l}
∪{±(2αi + · · ·+ 2αr−1 + αr) | 1 ≤ i ≤ l}
CIII {±(α2i−1 + 2α2i + · · ·+ 2αr−1 + αr) | 1 ≤ i ≤ l}
DI {±(αi + · · ·+ αj−1) | 1 ≤ i < j ≤ l} ∪ {±(αi + · · ·+ αr−2 + αj + · · ·+ αr) | 1 ≤ i < j ≤ l}
DIII {±(α2i−1 + · · ·+ αr−2 + α2i + · · ·+ αr) | 1 ≤ i ≤ l}
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Table 1: (continued)
Type of (R, θ) Real Restricted Roots
EI all restricted roots
EII
{±α2,±α4,±(α3 + α4 + α5),±(α2 + α4),±(α2 + α3 + α4 + α5)} ∪
{±(α2 + α3 + 2α4 + α5),±(α1 + α3 + α4 + α5 + α6),±(α1 + α2 + α3 + α4 + α5 + α6)} ∪
{±(α1 + α2 + α3 + 2α4 + α5 + α6),±(α1 + α2 + 2α3 + 2α4 + 2α5 + α6)} ∪
{±(α1 + α2 + 2α3 + 3α4 + 2α5 + α6),±(α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6)}
EIII {±(α1 + α3 + α4 + α5 + α6)± (α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6)}
EV all restricted roots
EVI
{±α1,±α3,±(α1 + α3),±(α2 + α3 + 2α4 + α5),±(α1 + α2 + α3 + 2α4 + α5)} ∪ {±(α1 + α2 +
2α3 +2α4 +α5),±(α1 +α2 +2α3 +2α4 +2α5 +2α6 +α7)} ∪ {±(α1 +α2 +α3 +2α4 +2α5 +
2α6 + α7),±(2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7)} ∪ {±(α1 + 2α2 + 2α3 + 4α4 + 3α5 +
2α6 +α7),±(α1 +2α2 +3α3 +4α4 +3α5 +2α6 +α7)}∪ {±(α2 +α3 +2α4 +2α5 +2α6 +α7)}
EVII {±α7,±(α2 + α3 + 2α4 + 2α5 + 2α6 + α7),±(2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7)}
EVIII all restricted roots
EIX
{±α7,±α8,±(α7 + α8),±(α2 + α3 + 2α4 + 2α5 + 2α6 + α7)}
∪{±(α2 + α3 + 2α4 + 2α5 + 2α6 + α7 + α8),±(α2 + α3 + 2α4 + 2α5 + 2α6 + 2α7 + α8)}
∪{±(2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7)} ∪ {±(2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 +
2α7 + α8)} ∪ {±(2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7 + α8)} ∪ {±(2α1 + 3α2 + 4α3 +
6α4 + 5α5 + 4α6 + 2α7 + α8)} ∪ {±(2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6 + 3α7 + α8)} ∪
{±(2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6 + 3α7 + 2α8)}
FI all restricted roots
FII {±(α1 + 2α2 + 3α3 + 2α4)}
FIII {±(α1 + α2 + α3),±(α2 + 2α3 + 2α4),±(α1 + 2α2 + 3α3 + 2α4),±(2α1 + 3α2 + 4α3 + 2α4)}
G all restricted roots
Here we remark on Theorem. Let a be a Cartan subspace of q and R (⊂ (aC)∗ \ {0})
denote the restricted root system with respect to a. In the pseudo-Riemannian case, a
restricted root vector is in a if and only if its restricted root takes real values on a. In
Theorem 3.10, we classify all the real restricted roots when a is maximally split and the
list is as in Table 1 (see, Section 1 for the definition of a maximally split Cartan subspace).
For the determination of the real roots, we use a Satake diagram of G/H associated with
(R, θ), where θ is a Cartan involution of g such that θ commutes with σ and preserves a
invariantly (cf. [11] for the existence of such a Cartan involution). In Table 1, the types
of (R, θ) are as in Table 3, the αi’s are fundamental roots as in Table 3, and r (resp. l)
denotes the rank (resp. the split rank) of G/H . In Table 2, we determine the rank, the
split rank and the type of (R, θ) for each irreducible pseudo-Riemannian symmetric space,
which was classified by Berger ([3]).
The organization of this paper is as follows. In Section 1, we prove Key Lemma,
give preliminaries for restricted root system theory with respect to Cartan subspaces,
and recall the notion of its Satake diagram. In Section 2, we give the Jordan-Chevalley
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decomposition for the shape operator of an Ad(H)-orbit. Moreover, we determine the
spectrum of the shape operator. In Section 3, we prove Corollary 3.8 and Theorem 3.10,
which give the proof of Theorem. In Appendix A, we give a recipe to determine the Satake
diagrams associated with the restricted root systems with respect to maximally split
Cartan subspaces for all semisimple (irreducible) pseudo-Riemannian symmetric spaces.
Future directions. We will classify all the austere orbits (in a pseudo-sphere) of
the isotropy representation for a semisimple pseudo-Riemannian symmetric space. For
this purpose, we need to determine the orbit space. However, the orbit space for general
orbits becomes quite complicated in the pseudo-Riemannian case. We except that any
austere orbit is a hyperbolic orbit. In [2], the orbit space for hyperbolic orbits is described
in terms of restricted root system theory with respect to maximal split abelian subspaces
(cf. [13], [12] for the definition of a maximal split abelian subspace).
Acknowledgments. The author would like to express his sincere gratitude to Pro-
fessor Naoyuki Koike for valuable discussions and valuable comments.
1. Preliminaries
Let G be a connected semisimple noncompact Lie group, σ be an involution of G. Let H
be a closed subgroup of G with (Gσ)0 ⊂ H ⊂ Gσ, where Gσ denotes the fixed point group
of σ and (Gσ)0 denotes its identity component. The pair (G,H) is called a semisimple
symmetric pair. Then the coset space G/H equipped with the metric induced from the
Killing form B of g (:= Lie(G)) is a semisimple pseudo-Riemannian symmetric space. The
involution σ of G induces an involution of g, which is also denoted by the same symbol σ.
Then the Lie algebra h of H coincides with {X ∈ g | σ(X) = X}. The pair (g, h) is called
a semisimple symmetric pair. Set q = {X ∈ g | σ(X) = −X}, which is identified with the
tangent space of G/H at the origin. It is useful to identify the isotropy representation of
G/H with the adjoint representation Ad of H on q in the context of symmetric spaces.
For each X ∈ g, the Jordan-Chevalley (JC) decomposition of X is induced from that of
ad(X) ∈ End(g) (cf. [15, Proposition 1.3.5.1]), where ad : g → End(g) is the adjoint
representation of g. Denote by Xs (resp. Xn) the semisimple part (resp. the nilpotent
part) of X . By using Proposition 2 in [11] we have Xs, Xn ∈ q if X is in q. An element
X ∈ q is said to be semisimple (resp. nilpotent) if X = Xs (resp. X = Xn) holds. Here,
we prove Key Lemma stated in Introduction.
Proof of Key Lemma. Suppose that M →֒ S (:= {v ∈ q | B(v, v) = r(> 0)}) is
a pseudo-Riemannian submanifold. Let X = Xs + Xn be the JC decomposition of X .
Since, for any ξ ∈ T⊥XM , [ξ,X ] = 0 holds, we have [ξ,Xs] = [ξ,Xn] = 0 by using
Proposition 1.3.5.1 in [15]. From Lemma 12 in [11] there exists a Z ∈ h such that
[Z,Xn] = Xn. This implies that Xn is orthogonal to X by calculating B(Xn, X) =
B([Z,Xn], X) = B([Xn, X ], Z) = 0. Hence we have Xn ∈ T⊥XM . The nondegeneracy
of M →֒ S implies that the restriction of B on T⊥XM is nondegenerate. By using the
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calculation B(ξ,Xn) = B(ξ, [Z,Xn]) = B(Z, [Xn, ξ]) = 0 for all ξ ∈ T⊥XM , we have
Xn = 0. Hence X = Xs holds. Conversely, let X be a semisimple element in q. Then,
we have the eigenspace decomposition gC =
∑
α∈Spec ad(X)Ker(ad(X)− α id) of ad(X)(∈
End(gC)), where Spec ad(X) (⊂ C) denotes the spectrum of ad(X) and id denotes the
identity transformation on gC . Since σ(Ker(ad(X)−α id)) = Ker(ad(X)+α id), we have
a decomposition of qC as follows:
(1) qC = Ker ad(X)∩ qC +
∑
α∈Spec ad(X)\{0}
(Ker(ad(X)−α id)+Ker(ad(X)+α id))∩ qC .
Then we have (TXM)
C =
∑
α∈Spec ad(X)\{0}(Ker(ad(X)−α id)+Ker(ad(X)+α id))∩ qC ,
where (TXM)
C denotes the complexification of the tangent space of M at X . Since the
decomposition (1) is orthogonal with respect to B, the restriction of B on (TXM)
C is
nondegenerate. Hence M →֒ S is a pseudo-Riemannian submanifold. 
Note that, any semisimple element in q is contained in a Cartan subspace of q (i.e., a
maximal abelian subspace of q which consists of semisimple elements). In the sequel, we
recall the notion of restricted root system theory with respect to Cartan subspaces (cf.
[11], [4]). Let a be a Cartan subspace of q. Set, for any α ∈ (aC)∗,
gCα =
{
X ∈ gC | ad(A)X = α(A)X, ∀A ∈ aC} ,
hCα =
{
Z ∈ hC | ad(A)2Z = α(A)2Z, ∀A ∈ aC} ,
qCα =
{
Y ∈ hC | ad(A)2Y = α(A)2Y, ∀A ∈ aC} .
Denote by R = {α ∈ (aC)∗ \ {0} | qCα 6= {0}}, which is called the restricted root system
of G/H (or (g, h)) with respect to a. Then R becomes a (reduced) root system. For each
α ∈ R, the dimension of qCα is called the multiplicity of α. The dimension of a is called
the rank of G/H (or (g, h)). Note that the type of R (as root system) and the value of
rank(G/H) do not depend on the choice of a Cartan subspace of q.
Lemma 1.1 ([4, 2.1 Proposition]). Assume that the Ad(H)-orbit M through X ∈ a is
contained in S. Then we have orthogonal decompositions of (TXM)
C and the complexifi-
cation of the normal space of M in S as follows:
(TXM)
C =
∑
α∈R+: α(X)6=0
qCα ,
(T⊥XM)
C = (a⊖RX)C +
∑
α∈R+: α(X)=0
qCα ,
where R+ is a positive root system of R. Moreover, the above decompositions are orthog-
onal with respect to the Killing form of gC .
For each α ∈ R, we define a vector Aα ∈ aC by B(A,Aα) = α(A) for all A ∈ aC ,
which is called the restricted root vector of α. A restricted root α ∈ R is said to be
real (resp. imaginary) if α takes real (resp. pure imaginary) values on a. It is clear that
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Aα ∈ a (resp.
√−1Aα ∈ a) if and only if α is real (resp. imaginary). For each semisimple
pseudo-Riemannian symmetric space, we will determine all the real restricted roots and
all the imaginary restricted roots (see, Section 3). For this purpose, we give a useful
condition for α ∈ R to be real or imaginary by using a Cartan involution of g. Let θ
be a Cartan involution of g such that θ commutes with σ and preserves a invariantly
(cf. [11, Lemma 5]). Let g = k + p denote the Cartan decomposition corresponding θ.
Since a is θ-invariant, we have a = k ∩ a + p ∩ a. Then, for each α ∈ R, α takes real
values on
√−1(k ∩ a) + p ∩ a (=: aR ⊂ aC). Hence α is real (resp. imaginary) if and
only if θ(α) = −α (resp. θ(α) = α). We can make use of a Satake diagram associated
with (R, θ, a) to determine subsets {α ∈ R | θ(α) = −α} and {α ∈ R | θ(α) = α}
(=: R0) of R. Let > denote the lexicographic ordering in (aR)
∗ with respect to a basis
(A1, . . . , Al, Al+1, . . . , Ar) of aR such that (A1, . . . , Al) (resp. (Al+1, . . . , Ar)) is a basis of
p∩a (resp. √−1(k∩a)), where r = rankR and l = dim(p∩a). Then the order > becomes
a (−θ)-order in R (cf. [14]). Denote by Ψ (R) the fundamental system of R with respect
to >. Set Ψ (R0) = Ψ (R) ∩ R0. Then we have the following result.
Lemma 1.2 ([14, Theorem 5.4]). There exists a permutation p of Ψ (R) \ Ψ (R0) with
order 2 such that, for each α ∈ Ψ (R)\Ψ (R0), (−θ)(α) ≡ pα (mod SpanZ{α | α ∈ Ψ (R0)}).
We call the permutation p as in Lemma 1.2 the Satake involution of Ψ (R) \Ψ (R0). From
the Dynkin diagram of Ψ (R) we define the Satake diagram associated with (R, θ, a) as
follows. First, replace a white circle of the Dynkin diagram, which belongs to Ψ (R0), with
a black circle. Next, if restricted roots α, β ∈ Ψ (R) \ Ψ (R0) satisfy α 6= β and pα = β,
join α and β with an arrowed segment ↔. Note that this Satake diagram depends on
the choice of a Cartan subspace of q. A Cartan subspace a is said to be maximally split
(resp. maximally compact) if p ∩ a (resp. k ∩ a) is a maximal abelian subspace of p ∩ q
(resp. k ∩ q). The dimension of the p-part of a maximally split Cartan subspace (MSCS)
is called the split rank of G/H (or (g, h)). Any two MSCs are conjugate to each other.
Therefore, the definition of split rank does not depend on the choice of a MSCS. We can
easily determine the rank and the split rank by using Table 2.5.2 in [12]. In Table 3, we
will determine the rank, the split rank and the Satake diagram associated with (R, θ, a)
when a is maximally split for all semisimple pseudo-Riemannian symmetric spaces (see,
Appendix A for the determination). Here we will often omit a for the notation of the
Satake diagarm when there is no confusion.
2. The Jordan-Chevalley decompositions of shape operators
Assume that the Ad(H)-orbit M through an X ∈ q is a pseudo-Riemannian subman-
ifold in a pseudo-hypersphere S. It follows from Key Lemma that X is semisimple. In
general, the shape operator of M →֒ S is not necessarily diagonalizable over C. In this
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section, for each ξ ∈ T⊥XM , we give the JC decomposition of the shape operator Aξ in
direction ξ, where A denotes the shape tensor of M →֒ S.
Lemma 2.1. Let ξ be a normal vector ofM at X, and ξ = ξs+ξn be the JC decomposition
of ξ. Then ξs, ξn are normal vectors of M at X.
Proof. By using Proposition 2 in [11] and Proposition 1.3.5.1 in [15] we have ξs, ξn ∈
{Y ∈ q | [Y,X ] = 0}. From Lemma 12 in [11] there exists a Z ∈ h such that [Z,Xn] = Xn.
Then we have B(ξn, X) = B([Z, ξn], X) = B([ξn, X ], Z) = 0, where B denotes the Killing
form of g. Hence ξn ∈ T⊥XM holds. Moreover, we have ξs = ξ − ξn ∈ T⊥XM . 
From above lemma a decomposition Aξ = Aξs + Aξn is well-defined.
Proposition 2.2. Let ξ = ξs + ξn be the JC decomposition of ξ ∈ T⊥XM . Then the
decomposition Aξ = Aξs + Aξn gives the JC decomposition of the shape operator Aξ, i.e.,
Aξs is semisimple, Aξn is nilpotent, and AξsAξn = AξnAξs hold.
The proof of Proposition 2.2 requires some preparation. For any Z ∈ h, we define a
tangent vector field Z∗ on M by Z∗p = (d/dt)|t=0Ad(exp tZ)p for all p ∈ M . Then we
have AξZ
∗
X = −[Z, ξ] for all ξ ∈ T⊥XM .
Lemma 2.3. For each semisimple ξ ∈ T⊥XM , Aξ is semisimple. Moreover, if R the
restricted root system with respect to a Cartan subspace of q containing X and ξ, we have
the spectrum of ACξ as follows:
(2) SpecACξ =
{
− α(ξ)
α(X)
∣∣∣∣ α ∈ R+ with α(X) 6= 0
}
.
Proof. Let a be a Cartan subspace of q containing X and ξ, and R denote the re-
stricted root system with respect to a. For each α ∈ R with α(X) 6= 0, we obtain
qCα ⊂ Ker
(
ACξ +
α(ξ)
α(X)
id
)
, where id denotes the identity transformation on (TXM)
C .
Therefore we have
(TXM)
C =
∑
α∈R+:α(X)6=0
qCα ⊂
∑
α∈R+:α(X)6=0
Ker
(
ACξ +
α(ξ)
α(X)
id
)
⊂ (TXM)C ,
where R+ is a positive root system of R. This implies that A
C
ξ is semisimple and its
spectrum is as in (2). 
Lemma 2.4. For each nilpotent ξ ∈ T⊥XM , Aξ is nilpotent.
Proof. Denote by R the restricted root system with respect to a Cartan subspace of
q containing X . For each α ∈ R with α(X) 6= 0 and n ∈N
(ACξ )
nY =


1
α(X)n
ad(ξ)nY (n : even),
− 1
α(X)n+1
ad(ξ)n ad(X)Y (n : odd),
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for all Y ∈ qCα . Since ξ is nilpotent, we have ad(ξ)n0 = 0 for some integer n0 ∈N . Hence
we have (ACξ )
n0 = 0, i.e., Aξ is nilpotent. 
Proof of Proposition 2.2. Let ξ = ξs + ξn be the JC decomposition of ξ ∈ T⊥XM .
It follows from Lemmas 2.3 and 2.4 that Aξs and Aξn are semisimple and nilpotent,
respectively. Since [ξs, ξn] = 0 holds, Aξs and Aξn commute with each other. It follows
from the uniqueness of the JC decomposition of Aξ that Aξs and Aξn coincide with the
semisimple part and the nilpotent part of Aξ, respectively. 
By using Proposition 2.2 and Lemma 2.3 we have the following result.
Corollary 2.5. Let ξ = ξs + ξn be the JC decomposition of ξ ∈ T⊥XM , and R denote
the restricted root system with respect to a Cartan subspace of q containing X and ξs. The
spectrum of ACξ is given as follows:
SpecACξ =
{
−α(ξs)
α(X)
∣∣∣∣ α ∈ R with α(X) 6= 0
}
.
3. Austere orbits
First, we recall the notion of austere submanifolds.
Definition 3.1 ([5, Definition 3.15], [1, p. 27]). Let M˜ be a pseudo-Riemannian man-
ifold. A pseudo-Riemannian submanifold M →֒ M˜ is said to be austere if, for all x ∈ M
and ξ ∈ TxM , all the coefficients of odd degree for the characteristic polynomial of Aξ
vanish.
We can prove that M is austere if and only if, for all x ∈ M and ξ ∈ T⊥x M , SpecACξ
is invariant (considering multiplicities) under the multiplication by −1. Therefore, it is
clear that any austere submanifold has zero mean curvature. In this section, we will give
an equivalent condition for the austerity when M →֒ S (⊂ q) is an orbit of the isotropy
representation for a semisimple pseudo-Riemannian symmetric space, which is identified
with an Ad(H)-orbit as we mentioned in Section 1. Moreover, we will give examples of
austere orbits by using the condition. Assume that the Ad(H)-orbit M through X ∈ q is
a pseudo-Riemannian submanifold in S. This implies that X is a semisimple in q.
Proposition 3.2. Let a be a Cartan subspace of q containing X, and R denote the
restricted root system with respect to a. Then M is an austere orbit in S if and only
if {(−1/α(X))pX(α) | α ∈ R+ with α(X) 6= 0} is invariant (considering multiplicities)
under the multiplication by −1, where pX denotes the orthogonal projection along X.
The proof of Proposition 3.2 requires some preparation.
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Lemma 3.3. Let CSX denote the set of all Cartan subspaces of q containing X. Then
the set (T⊥XM)s of all semisimple normal vectors in T
⊥
XM is given as follows:
(3) (T⊥XM)s =
⋃
a∈CSX
(a⊖RX).
Proof. Let ξ be a semisimple normal vector in T⊥XM . Then we have [ξ,X ] = 0 and
B(ξ,X) = 0. Therefore, there exists a Cartan subspace a of q containing ξ and X .
Moreover, we have ξ ∈ a ⊖ RX . Conversely, if ξ is in the left side of (3), then there
exists a Cartan subspace of q satisfying X ∈ a and ξ ∈ a ⊖RX . This implies that ξ is
semisimple and commutes with X . Hence we have ξ ∈ (T⊥XM)s. 
Let gX denote the centralizer of X in g. By imitating the proof of Proposition 1.3.5.4 in
[15] we have the following result.
Lemma 3.4. There exists a Cartan involution of g satisfying θ ◦ σ = σ ◦ θ and θ(gX) =
gX .
Proof. Let a be a Cartan subspace of q containing X . Then there exists a Cartan
involution of g satisfying θ ◦ σ = σ ◦ θ and θ(a) = a (cf. [11, Lemma 5]). If we put
k = Ker(θ − id) and p = Ker(θ + id), then a = k ∩ a + p ∩ a holds. Denote by R the
restricted root system with respect to a. The restricted root space decomposition of gC
gives a decomposition gCX = g
C
0 +
∑
α∈RX
gCα of g
C
X , where RX := {α ∈ R | α(X) = 0}.
Then we have gC0 is θ-invariant. If we write X = X1 +X2 (X1 ∈ k ∩ a, X2 ∈ p ∩ a), then
we have α(Xi) = 0 (i = 1, 2) for all α ∈ RX , since α(k ∩ a) ⊂
√−1R and α(p ∩ a) ⊂ R.
For any α ∈ RX , we have θα(X) = α(θ(X)) = α(X1)− α(X2) = 0. This implies that RX
is θ-invariant. Hence gCX is θ-invariant. 
It follows from Lemma 3.4 that gX is reductive in g (cf. [15, Corollary 1.1.5.4]). On the
other hand, it is clear that gX is σ-invariant. Set hX = h ∩ gX and qX = q ∩ gX . Note
that any Cartan subspace of q containing X is a Cartan subspace of qX for a symmetric
pair (gX , hX) (and vice versa). Denote by HX the isotropy subgroup of H at X .
Lemma 3.5. Let θ be a Cartan involution of g satisfying θ ◦ σ = σ ◦ θ and θ(gX) = gX .
Then there exists a complete representatives {a1, . . . , am} for CSX/HX satisfying θ(ai) =
ai for 1 ≤ i ≤ m.
Proof. Since gX is reductive, we have gX = cX + sX , where cX (resp. sX) denotes the
center (resp. the semisimple part) of gX . Then cX and sX are invariant under the actions
of σ and θ, and ai = cX ∩ ai + sX ∩ ai holds for 1 ≤ i ≤ m. Moreover, for 1 ≤ i ≤ m, we
have cX ∩ ai = cX ∩ q and sX ∩ ai is a Cartan subspace of sX ∩ q for (sX , sX ∩ hX). Since
θ gives a Cartan involution of sX , there exists an hi ∈ (HX)0 such that Ad(hi)(sX ∩ ai)
is θ-invariant (cf. [11, Remark]) and Ad(hi)Y = Y for all Y ∈ cX ∩ q. This implies that
Ad(hi)ai is θ-invariant for 1 ≤ i ≤ m. This proves the assertion above. 
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Proposition 3.6. Let θ be a Cartan involution of g satisfying θ ◦ σ = σ ◦ θ and
θ(gX) = gX . Let {a1, . . . , al} be a θ-invariant complete representatives for CSX/HX .
For any ai and aj (1 ≤ i 6= j ≤ m), there exists an isomorphism ψ on gC satisfying
ψ ◦ σ = σ ◦ ψ, ψ(aCi ⊖CX) = aCj ⊖CX and ψ(X) = X.
Proof. Set k = Ker(θ − id), p = Ker(θ + id), kX = k ∩ gX and pX = p ∩ gX . Then
we have ai = k ∩ ai + p ∩ ai, aj = k ∩ aj + p ∩ aj , and the simultaneous decomposition
gX = kX∩hX+pX∩hX+kX∩qX+pX∩qX of gX for σ and θ, Set gdX = kX∩hX+
√−1(pX∩
hX) +
√−1(kX ∩ qX) + pX ∩ qX(⊂ gCX). Then σ gives a Cartan involution of gdX , so that
gdX = k
d
X + p
d
X is the Cartan decomposition for σ, where k
d
X := kX ∩ hX +
√−1(pX ∩ hX)
and pdX :=
√−1(kX ∩ qX) + pX ∩ qX . By the maximality of ai (resp. aj) in qX adi :=√−1(k∩ai)+p∩ai (resp. adj :=
√−1(k∩aj)+p∩aj) is a maximal abelian subspace of pdX .
This implies that there exists some Z1, . . . , Zk ∈ kdX satisfying adj = ead(Z1) · · · ead(Zk)adi .
If we put ψ = ead(Z1) · · · ead(Zk), then we have ψ ◦ σ = σ ◦ ψ and ψ(X) = X . Hence
ψ(aCi ⊖CX) = aCj ⊖CX holds. 
By imitating the argument in pp. 459–460, [8] we have the following result.
Lemma 3.7. Let V be a vector space over R and B be a nondegenerate bilinear form on
V . For any finite subset A ⊂ V C, the set {B(a, v) | a ∈ A} (=: A(v) ⊂ C) is invariant
by multiplication of −1 for all v ∈ V if and only if A is invariant by multiplication of −1.
Proof. Suppose that A(v) is invariant by multiplication of −1 for all v ∈ V . Take an
a ∈ A. Then we have
V =
⋃
b∈A
{v ∈ V | B(a, v) = −B(b, v)}.
Since, for each b ∈ A, {v ∈ V | B(a, v) = −B(b, v)} is a subspace of V and #A
is finite, there exists a b0 ∈ A with B(a, v) = −B(b0, v) for all v ∈ V . Then, for
any v = v1 +
√−1v2 ∈ V C (v1, v2 ∈ V ) we have B(a, v) = B(a, v1) +
√−1B(a, v2) =
−B(b0, v1) −
√−1B(b0, v2) = −B(b0, v). Since B is nondegenerate on V C , we have
−a = b0 ∈ A. The converse is clear. 
Proof of Proposition 3.2. It follows from Propositions 2.2, 3.6 and Lemma 3.3 that
M is austere if and only if, for a Cartan subspace a and all ξ ∈ (a ⊖ RX), SpecACξ
is invariant (considering multiplicities) under the multiplication by −1. By using the
equation (2) in Lemma 2.3 we have
SpecACξ =
{
B
(
−pX(α)
α(X)
, ξ
)
| α ∈ R+ with α(X) 6= 0
}
for all ξ ∈ (a ⊖RX). By applying Lemma 3.7 for a ⊖R and {(−1/α(X))pX(α) | α ∈
R+ with α(X) 6= 0} ((a⊖R)C) we complete the proof. 
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Corollary 3.8. The orbit through any real restricted root vector is an austere sub-
manifold in S.
Proof. Let α be a real restricted root. Then the restricted root vector Aα is in q and
B(Aα, Aα) > 0. If we put X = Aα, then {(−1/β(X))pX(β) | β ∈ R+ with β(X) 6= 0} (=:
A) is invariant (considering multiplicities) under the multiplication by −1. Indeed, for any
v = (−1/β(X))pX(β) ∈ A, we have sα(β)(X) 6= 0 and −v = (−1/sα(β)(X))pX(sα(β)) ∈
A. 
Remark 3.9. Ikawa-Sakai-Tasaki proved Corollary 3.8 in the case when G/H is a
Riemannian symmetric space (cf. [8, Proposition 4.4]). In fact, they classified austere
orbits (cf. [8, Theorem 5.1]).
In the sequel, we give all the real restricted roots in the restricted root system with
respect to a MSCS. Let θ be a Cartan involution of g commuting with σ (cf. [10, Theorem
2.1, Chapter IV]). Denote by R the restricted root system with respect to a θ-invariant
MSCS a. As we mentioned in Section 1, a restricted root α is real if and only if θ(α) = −α.
On the other hand, we can determine the action of θ on R in terms of the Satake diagram
associated with (R, θ). Then we have the following result.
Theorem 3.10. All the real restricted roots in the restricted root system with respect
to a MSCS for all semisimple pseudo-Riemannian symmetric spaces are as in Table 1.
The proof of Theorem 3.10 is given by Lemmas 3.11–3.29 as shown in the following.
Set θ˜ = −θ and αθ˜ = −θ(α).
Lemma 3.11. In the case where (R, θ) is of type AI, DI(rank = s-rank), EI, EV, EVIII,
FI, or G, all restricted roots are real.
Proof. From the Satake diagram of (R, θ) the Satake involution is trivial and Ψ (R0) =
∅. This implies that αθ˜ = α for all α ∈ Ψ (R). Therefore all restricted roots are real. 
In the sequel, for each root α ∈ R, we give the form α = ∑niαi, where the αi’s are
fundamental roots as in Table 3 and the ni’s are integers which are either all positive or
all negative.
Lemma 3.12. In the case where (R, θ) is of type AII, there exists no real restricted root.
Proof. Without loss of generality, we assume that rankR = 2r− 1. From the Satake
diagram of (R, θ) the Satake involution is trivial and Ψ (R0) = {α2i−1 | 1 ≤ i ≤ r}. Note
that any restricted root α is the form ±(αi + · · ·+ αj−1) for 1 ≤ i < j ≤ 2r. Therefore,
for each 1 ≤ i ≤ r, the possibility of the form αθ˜2i is either α2i, α2i−1 + α2i, α2i + α2i+1 or
α2i−1+α2i+α2i+1. If α
θ˜
2i = α2i, we have (α2i−1+α2i+α2i+1)
θ˜ = −α2i−1+α2i−α2i+1. But
this contradicts that (α2i−1 + α2i + α2i+1)
θ˜ is a restricted root. Hence we have αθ˜2i 6= α2i.
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By the same argument we have αθ˜2i = α2i−1 + α2i + α2i+1 for 1 ≤ i ≤ r− 1. Moreover, we
have
(αi + · · ·+ αj−1)θ˜ =


αi+1 + · · ·+ αj (i : odd, j : odd),
αi+1 + · · ·+ αj−2 (i : odd, j : even),
αi−1 + · · ·+ αj (i : even, j : odd),
αi−1 + · · ·+ αj−2 (i : even, j : even).
Hence there exists no real restricted root. 
Lemma 3.13. In the case where (R, θ) is of type AIII(rank = r, s-rank = l), the set of
all real restricted roots of R coincides with {±(αi + · · ·+ αr+1−i) | 1 ≤ i ≤ l}.
Proof. In this case we have pαi = αr+1−i for i = 1, . . . , l, r − l + 1, . . . , r. First, we
consider the case of r = 2l − 1 or 2l. Then, from the Satake diagram of (R, θ) we have
Ψ(R0) = ∅. This implies that αθ˜i = pαi for i = 1, . . . , l, r− l+1, . . . , r. Therefore, for each
α = αi+ · · ·+αj−1, αθ˜ = α holds if and only if i+ j = r+2 holds. Next, we consider the
case of r > 2l. From the Satake diagram of (R, θ) we have Ψ (R0) = {αi | l+1 ≤ i ≤ r−l}.
Since θ˜ leaves R invariant, we have
αθ˜i =


αr−i+1 (1 ≤ i ≤ l − 1, r − l + 2 ≤ i ≤ r),
αl+1 + · · ·+ αr−l+1 (i = l),
αl + · · ·+ αr−l (i = r − l + 1),
−αi (l + 1 ≤ i ≤ r − l).
Hence αθ˜ = α holds if and only if α has the form α = ±(αi + · · ·+ αr+1−i). 
Lemma 3.14. In the case where (R, θ) is of type BI(rank = r, s-rank = l), the set of all
real restricted roots of R coincides with
{ ± (αi + · · ·+ αj−1) | 1 ≤ i < j ≤ l}
∪ {±(αi + · · ·+ αr + αj + · · ·+ αr) | 1 ≤ i < j ≤ l} ∪ {±(αi + · · ·+ αr) | 1 ≤ i ≤ l}.
Proof. From the Satake diagram of (R, θ) the Satake involution is trivial and Ψ (R0) =
{αl+k | 1 ≤ k ≤ r − l}. Since any positive root has the form αi + · · · + αj−1, αi + · · · +
αr + αj + · · · + αr or αi + · · · + αr, we have αθ˜i = αi for 1 ≤ i ≤ l − 1. Moreover,
αθ˜l = αl + · · ·+ αr + αl+1 + · · ·+ αr holds because θ˜ leaves the root system R invariant.
Therefore, by direct calculation we can explicitly determine the set {α ∈ R | α = αθ˜} as
in the assertion. 
By imitating the proof of Lemma 3.14 we have the following two facts.
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Lemma 3.15. In the case where (R, θ) is of type BCI(rank = r, s-rank = l), the set of
all real restricted roots of R coincides with
{ ± (αi + · · ·+ αj−1) | 1 ≤ i < j ≤ l}
∪ {±(αi + · · ·+ αr + αj + · · ·+ αr) | 1 ≤ i < j ≤ l}
∪ {±(αi + · · ·+ αr) | 1 ≤ i ≤ l} ∪ {±2(αi + · · ·+ αr) | 1 ≤ i ≤ l}.
Lemma 3.16. In the case where (R, θ) is of type CI(rank = r, s-rank = l), the set of all
real restricted roots coincides with
{ ± (αi + · · ·+ αj−1) | 1 ≤ i < j ≤ l}
∪ {±(αi + · · ·+ αj−1 + 2αj + · · ·+ 2αr−1 + αr) | 1 ≤ i < j ≤ l}
∪ {±(2αi + · · ·+ 2αr−1 + αr) | 1 ≤ i ≤ l}.
Lemma 3.17. In the case where (R, θ) is of type CIII(rank = r, s-rank = l), the set of
all real restricted roots of R coincides with {±(α2i−1+2α2i+ · · ·+2αr−1+αr) | 1 ≤ i ≤ l}.
Proof. First, we consider the case of r = 2l. From the Satake diagram of (R, θ) the
Satake involution is trivial and Ψ (R0) = {α2i−1 | 1 ≤ i ≤ l}. Since θ˜ leaves the root
system R invariant and any positive root has the form αi + · · ·+ αj−1, αi + · · ·+ αj−1 +
2αj + · · ·+ α2l−1 + α2l or 2αi + · · ·+ 2α2l−1 + α2l, we have
αθ˜2i =


α2i−1 + α2i + α2i+1 (1 ≤ i ≤ l − 1)
2α2l−1 + α2l (i = l)
Therefore, by direct calculation we can explicitly determine the set {α ∈ R | α = αθ˜} as
in the assertion. Next, we consider the case of r > 2l. By the same argument as above
we have αθ˜2i−1 = −α2i−1(1 ≤ i ≤ l), αθ˜2l+k = −α2l+k(1 ≤ k ≤ r − 2l) and
αθ˜2i =


α2i−1 + α2i + α2i+1 (1 ≤ i ≤ l − 1),
α2l−1 + α2l + 2α2l+1 + · · ·+ 2αr−1 + αr (i = l).
Therefore, by direct calculation we can explicitly determine the set {α ∈ R | α = αθ˜} as
in the assertion. 
By imitating the proof of Lemma 3.17 we have the following fact.
Lemma 3.18. In the case where (R, θ) is of type BCIII(rank = r, s-rank = l), the set of
all real restricted roots of R coincides with {±(α2i−1 + 2α2i + · · ·+ 2αr) | 1 ≤ i ≤ l}.
Lemma 3.19. In the case where (R, θ) is of type DI(rank = r, s-rank = l) (r > l), the
set of all real restricted roots of R coincides with
{±(αi+ · · ·+αj−1) | 1 ≤ i < j ≤ l}∪{±(αi+ · · ·+αr−2+αj + · · ·+αr) | 1 ≤ i < j ≤ l}.
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Proof. First, we consider the case of r = l+1. From the Satake diagram of (R, θ) we
have Ψ (R0) = ∅ and
αθ˜i = pαi =


αi (1 ≤ i ≤ r − 2),
αr (i = r − 1),
αr−1 (i = r).
By direct calculation we have
(αi + · · ·+ αj−1)θ˜ =


αi + · · ·+ αj−1 (1 ≤ i < j ≤ r − 1),
αi + · · ·+ αr−2 + αr (1 ≤ i < j = r),
(αi + · · ·+ αr−2 + αj + · · ·+ αr)θ˜
=


αi + · · ·+ αr−2 + αj + · · ·+ αr (1 ≤ i < j ≤ r − 1),
αi + · · ·+ αr−1 (1 ≤ i < j = r).
This proves the statement. Next, we consider the case of r > l + 1. From the Satake
diagram of (R, θ) the Satake involution is trivial and Ψ (R0) = {αl+k | 1 ≤ i ≤ r − l}.
Since θ˜ leaves the root system R invariant, we have
αθ˜i =


αi (1 ≤ i ≤ l − 1),
αl + · · ·+ αr−2 + αl+1 + · · ·+ αr (i = l).
Therefore, by direct calculation we can explicitly determine the set {α ∈ R | α = αθ˜} as
in the assertion. 
By imitating the proof of Lemma 3.19 we have the following fact.
Lemma 3.20. In the case where (R, θ) is of type DIII(rank = r, s-rank = l), the set of
all real restricted roots of R coincides with
{±(α2i−1 + · · ·+ αr−2 + α2i + · · ·+ αr) | 1 ≤ i ≤ l}.
Lemma 3.21. In the case where (R, θ) is of type EII, the set of all real restricted roots
of R coincides with
{ ± α2,±α4,±(α3 + α4 + α5),±(α2 + α4),±(α2 + α3 + α4 + α5)}
∪ {±(α2 + α3 + 2α4 + α5),±(α1 + α3 + α4 + α5 + α6)}
∪ {±(α1 + α2 + α3 + α4 + α5 + α6)}
∪ {±(α1 + α2 + α3 + 2α4 + α5 + α6),±(α1 + α2 + 2α3 + 2α4 + 2α5 + α6)}
∪ {±(α1 + α2 + 2α3 + 3α4 + 2α5 + α6),±(α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6)}.
Proof. From the Satake diagram of (R, θ) the Satake involution p satisfies pα1 =
α6, pα2 = α2, pα3 = α5 and pα4 = α4, and Ψ (R0) = ∅. Therefore we have αθ˜1 = α6, αθ˜2 =
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α2, α
θ˜
3 = α5 and α
θ˜
4 = α4. If we put α =
∑6
i=1 niαi ∈ R then, α = αθ˜ holds if and only
if α satisfies n1 = n6 and n3 = n5. Therefore, by direct calculation we can explicitly
determine the set {α ∈ R | α = αθ˜} as in the assertion. 
Lemma 3.22. In the case where (R, θ) is of type EIII, the set of all real restricted roots
of R coincides with {±(α1 + α3 + α4 + α5 + α6)± (α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6)}.
Proof. From the Satake diagram of (R, θ) the Satake involution p satisfies pα1 = α6
and pα2 = α2, and Ψ (R0) = {α3, α4, α5}. Therefore the possibility of the form αθ˜1 is either
α6, α5+α6, α4+α5+α6 or α3+α4+α5+α6. Since θ˜ leaves the root system R invariant,
we have αθ˜1 = α3 + α4 + α5 + α6. The same argument shows α
θ˜
2 = α2 + α3 + 2α4 + α5.
Since θ˜ is involutive, we have αθ˜6 = α1 +α3+α4 +α5. If we put α =
∑6
i=1 niαi ∈ R then,
α = αθ˜ holds if and only if α satisfies n1 = n6, n1 + n2 + n6 = 2n3, n1 + 2n2 + n6 = 2n4
and n1 + n2 + n6 = 2n5. Therefore, by direct calculation we can explicitly determine the
set {α ∈ R | α = αθ˜} as in the assertion. 
Lemma 3.23. In the case where (R, θ) is of type EIV, there exists no real restricted root
in R.
Proof. From the Satake diagram of (R, θ) the Satake involution is trivial and Ψ (R0) =
{α2, α3, α4, α5}. Therefore the possibility of the form αθ˜1 is either α1, α1 + α3, α1 + α3 +
α4, α1 + α2 + α3 + α4, α1 + α3 + α4 + α5, α1 + α2 + α3 + α4 + α5, α1 + α2 + α3 + 2α4 + α5
or α1 + α2 + 2α3 + 2α4 + α5. Since θ˜ leaves the root system R invariant, we have α
θ˜
1 =
α1+α2+2α3+2α4+α5. The same argument shows α
θ˜
6 = α2+α3+2α4+2α5+α6. If we
put α =
∑6
i=1 niαi ∈ R then, α = αθ˜ holds if and only if α satisfies 2n2 = n1 + n6, 2n3 =
2n1 + n6, n4 = n1 + n6 and 2n5 = n1 + 2n6. Therefore, by direct calculation we have
{α ∈ R | α = αθ˜} = ∅. 
By imitating the proof of Lemma 3.23, we have the following five facts.
Lemma 3.24. In the case where (R, θ) is of type EVI, the set of all real restricted roots
of R coincides with
{ ± α1,±α3,±(α1 + α3),±(α2 + α3 + 2α4 + α5),±(α1 + α2 + α3 + 2α4 + α5)}
∪ {±(α1 + α2 + 2α3 + 2α4 + α5),±(α1 + α2 + 2α3 + 2α4 + 2α5 + 2α6 + α7)}
∪ {±(α1 + α2 + α3 + 2α4 + 2α5 + 2α6 + α7)}
∪ {±(2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7)}
∪ {±(α1 + 2α2 + 2α3 + 4α4 + 3α5 + 2α6 + α7)}
∪ {±(α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7)}
∪ {±(α2 + α3 + 2α4 + 2α5 + 2α6 + α7)}.
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Lemma 3.25. In the case where (R, θ) is of type EVII, the set of all real restricted roots
of R coincides with
{±α7,±(α2 + α3 + 2α4 + 2α5 + 2α6 + α7),±(2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7)}.
Lemma 3.26. In the case where (R, θ) is of type EIX, the set of all real restricted roots
of R coincides with
{ ± α7,±α8,±(α7 + α8),±(α2 + α3 + 2α4 + 2α5 + 2α6 + α7)}
∪ {±(α2 + α3 + 2α4 + 2α5 + 2α6 + α7 + α8)}
∪ {±(α2 + α3 + 2α4 + 2α5 + 2α6 + 2α7 + α8)}
∪ {±(2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7)}
∪ {±(2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + 2α7 + α8)}
∪ {±(2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7 + α8)}
∪ {±(2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6 + 2α7 + α8)}
∪ {±(2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6 + 3α7 + α8)}
∪ {±(2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6 + 3α7 + 2α8)}.
Lemma 3.27. In the case where (R, θ) is of type FII, the set of all real restricted roots
of R coincides with {±(α1 + 2α2 + 3α3 + 2α4)}.
Lemma 3.28. In the case where (R, θ) is of type FIII, the set of all real restricted roots
of R coincides with
{±(α1+α2+α3),±(α2+2α3+2α4),±(α1+2α2+3α3+2α4),±(2α1+3α2+4α3+2α4)}.
Lemma 3.29. In the case where (R, θ˜) is of type A+A, B+B, C+C, D+D, BC+BC,
EI+EI, EV+EV, EVIII+EVIII, FI+FI or G+G, there exists no real restricted root in R.
Proof. The restricted root system R has two irreducible components R1, R2, which are
isomorphic to each other. Set Ψ (Rj) = {αj1, . . . , αjr}(r = rankRj, j = 1, 2). Renumbering
αji , if necessary, we assume that α
j
1 > · · · > αjr. From the Satake diagram of (R, θ˜) we
have Ψ (Rj0) = ∅ and pα2i = α1i (1 ≤ i ≤ r). This implies that (α2i )θ˜ = α1i (1 ≤ i ≤ r). Since
any restricted root in R is a linear combination of either {α11, . . . , α1r} or {α21, . . . , α2r},
there exists no real restricted root. 
By using Corollary 3.8 and Theorem 3.10 we have Theorem stated in Introduction.
Remark 3.30. By imitating our method we can give examples of austere orbits in a
pseudo-hyperbolic space H (:= {v ∈ q | B(v, v) = r(< 0)}). In fact, for any imaginary
root α, the orbit through
√−1Aα is an austere orbit inH . Moreover, the Dynkin diagram
of the subsystem {α ∈ R | θ(α) = α} can be determined by the black circles in the Satake
diagram associated with (R, θ).
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Appendix A. Satake diagram of (R, θ)
Let (g, h) be a semisimple symmetric pair, σ be an involution of g with Ker(σ− id) = h,
and θ be a Cartan involution θ commuting with σ. Denote by R the restricted root system
of (g, h) with respect to a θ-invariant MSCS a of q. In this appendix, we determine the
Satake diagram of (R, θ, a). Set gd = k ∩ h + √−1(p ∩ h) + √−1(k ∩ q) + p ∩ q, which
is a subalgebra of gC . The involutions σ and θ induce involutions of gd, which are also
denoted by the same symbol σ and θ, respectively. In particular, σ is a Cartan involution
of gd. Denoted by kd (resp. pd) the (+1)-eigenspace (resp. the (−1)-eigenspace) of σ
in gd. Then we have aR (:=
√−1(k ∩ a) + p ∩ a) is a maximal abelian subspace of pd
(=
√−1(k∩q)+p∩q). Note that R give also the restricted root system of the Riemannian
symmetric pair (gd, kd) with respect to aR. Let ap be a maximal abelian subspace of p
containing p ∩ a. Since p ∩ a is maximal in p ∩ q, we have [a, ap] = {0} (cf. [12, Lemma
2.4]). If a˜ is a maximal abelian subalgebra of g containing a and ap, then a˜ is a Cartan
subalgebra of g. Denote by Σ the root system of gC with respect to a˜C . We can give
a (θ, σ)-fundamental system Ψ of Σ (cf. [12] for the definition of a (θ, σ)-fundamental
system). Therefore, Ψ gives the Satake diagram of Riemannian symmetric pairs (g, k) and
(gd, kd), which are denoted by S(g, k) and S(gd, kd), respectively. Then we give a recipe to
determine the Satake diagram of (R, θ, a) by using S(g, k) and S(gd, kd) as follows.
Recipe A.1. Denote by S(R, θ, a) the Satake diagram of (R, θ, a).
(Step 1) For each α ∈ Ψ , we determine σ(α) (resp. θ(α)) by using S(g, k) (resp. S(gd, kd)).
(Step 2) We give the set {α ∈ Ψ | α|aC = 0} (=: Ψ0), and determine the Dynkin diagram
ofR by investigating {α|aC | α ∈ Ψ\Ψ0} (=: Ψ). In fact, we calculate (α−σ(α))/2
as α|aC for each α ∈ Ψ .
(Step 3) We determine {λ ∈ Ψ | λ|p∩a = 0} (=: Ψ0) by investigating {α ∈ Ψ | α|ap = 0}.
In fact, for each λ = (α − σ(α))/2 (α ∈ Ψ \ Ψ0), we determine whether or not
α|ap = 0 holds, that is, α is a black circle in S(g, k). Then the elements in Ψ0 are
black circles in S(R, θ, a).
(Step 4) For any λ1, λ2 ∈ Ψ \ Ψ0, λ1 6= λ2, we determine whether or not λ1|p∩a = λ2|p∩a
holds by calculating λi − θ(λi)(i = 1, 2). In fact, we calculate (α − σ(α) −
θ(α) + σ(θ(α))/4 as α|aC − θ(α|aC) (α ∈ Ψ \ Ψ0). If λ1|p∩a = λ2|p∩a holds, then
λ1|p∩a, λ2|p∩a are joined with ↔.
By using Recipe A.1 we shall list up the Satake diagrams of (R, θ) associated with MSCSs
for all irreducible pseudo-Riemannian symmetric pairs. In Table 2, we give the list of the
irreducible pseudo-Riemannian symmetric pairs and their types of (R, θ) associated with
MSCSs. In Table 3, we describe the Satake diagrams of (R, θ).
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Table 2: The Type of (R, θ)
(i-a) g is classical and g is noncompact simple with no complex structure.
(g, h) = (su(n,m), su(i, j) + su(n− i,m− j) + so(2))
Type of (R, θ) rank s-rank Remarks
CI
min(i+ j,m+ n− (i+ j)) min(i,m− j) + min(j, n− i)
m+ n = 2(i+ j)
BI m+ n 6= 2(i+ j)
(g, h) = (so(n,m), so(i, j) + so(n− i,m− j))
Type of (R, θ) rank s-rank Remarks
DI
min(i+ j,m+ n− (i+ j)) min(i,m− j) + min(j, n− i)
m+ n = 2(i+ j)
BI m+ n 6= 2(i+ j)
(g, h) = (sp(n,m), sp(i, j) + sp(n− i,m− j))
Type of (R, θ) rank s-rank Remarks
CI
min(i+ j,m+ n− (i+ j)) min(i,m− j) + min(j, n− i)
m+ n = 2(i+ j)
BCI m+ n 6= 2(i+ j)
Symmetric pair (g, h) Type of (R, θ) rank s-rank Remarks
(sl(n,R), so(p, n− p)) AI n− 1 n− 1
(su(p, n− p), so(p, n− p)) AIII n− 1 min(p, n− p)
(sl(n,R), sl(p,R) + sl(n− p,R) +R)
CI
p p
n = 2p
BCI n > 2p
(sl(2n,R), sp(n,R)) AI n− 1 n− 1
(su∗(2n), so∗(2n)) AII 2n− 1 n− 1
(su(n, n), so∗(2n)) AIII 2n− 1 n
(sl(2n,R), sl(n,C) + so(2)) CI n n
(su∗(2n), sl(n,C) + so(2)) CIII n [n/2]
(su(n, n), sp(n,R)) AIII n− 1 [n/2]
(su(n, n), sl(n,C) +R) CI n n
(su∗(2n), sp(p, n− p)) AI n− 1 n− 1
(su(2p, 2(n− p)), sp(p, n− p)) AIII n− 1 min(p, n− p)
(su∗(2n), su∗(2p) + su∗(2(n− p)) +R)
CIII
2p p
n = 2p
BCIII n > 2p
(so∗(2n), su(p, n− p) + so(2))
CI
[n/2] [n/2]
n: even
BCI n: odd
(so(2p, 2(n− p)), su(p, n− p) + so(2))
CI
[n/2] min(p, n− p)
n: even
BCI n: odd
(so∗(2n), so∗(2p) + so∗(2(n− p)))
DIII
2p p
n = 2p
BI n > 2p
(so(n, n), so(n,C)) DI n n
(so∗(2n), so(n,C)) DIII n [n/2]
(so(n, n), sl(n,R) +R)
CI
[n/2] [n/2]
n: even
BCI n: odd
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Table 2: (continued)
Symmetric pair (g, h) Type of (R, θ) rank s-rank Remarks
(so∗(4n), su∗(2n) +R) CI n n
(sp(n,R), su(p, n− p) + so(2)) CI n n
(sp(p, n− p), su(p, n− p) + so(2)) CIII n min(p, n− p)
(sp(n,R), sp(p,R) + sp(n− p,R))
CI
p p
n = 2p
BI n > 2p
(sp(n,R), sl(n,R) +R) CI n n
(sp(n, n), sp(n,C)) CI n n
(sp(2n,R), sp(n,C)) CI n n
(sp(n, n), su∗(2n) +R) CIII 2n n
(i-b) g is classical and g is simple with a complex structure or the direct sum
of two noncompact simple Lie algebras with no complex structure.
Symmetric pair (g, h) Type of (R, θ) rank s-rank Remarks
(sl(n,C), sl(n,R)) AIII n− 1 [n/2]
(sl(n,R)2, sl(n,R)) AI n− 1 n− 1
(sl(n,C), so(n,C)) A+A 2(n− 1) n− 1
(sl(2n,C), su∗(2n)) AI 2n− 1 n
(su∗(2n)2, su∗(2n)) AII 2n− 1 n− 1
(sl(2n,C), sp(n,C)) A+A 2(n− 1) n− 1
(sl(n,C), su(p, n− p)) AI n− 1 n− 1
(su(p, n− p)2, su(p, n− p)) AIII n− 1 min(p, n− p)
(sl(n,C), sl(p,C) + sl(n− p,C) +C)
C+C
2p p
n = 2p
BC+BC n > 2p
(so(2n,C), so∗(2n)) DI n n
(so∗(2n)2, so∗(2n)) DIII n [n/2]
(so(2n,C), sl(n,C) +C)
C+C
2[n/2] [n/2]
n: even
BC+BC n: odd
(so(n,C), so(p, n− p))
DI
[n/2] [n/2]
n: even
BI n: odd
(so(p, n− p)2, so(p, n− p))
DI
[n/2] min(p, n− p)
n: even
BI n: odd
(so(n,C), so(p,C) + so(n− p,C))
D+D
2p p
n = 2p
B+B n > 2p
(sp(n,C), sp(n,R)) CI n n
(sp(n,R)2, sp(n,R)) CI n n
(sp(n,C), sl(n,C) +C) C+C 2n n
(sp(n,C), sp(p, n− p)) CI n n
(sp(p, n− p)2, sp(p, n− p)) CIII n min(p, n− p)
(sp(n,C), sp(p,C) + sp(n− p,C))
C+C
2p p
n = 2p
BC+BC n > 2p
2
0
K
.
B
A
B
A
Table 2: (continued)
(ii-a) g is exceptional and g is noncompact simple with no complex structure.
Symmetric pair (g, h)
Type of
rank s-rank
(R, θ)
(e6(6), sp(4)) EI 6 6
(e6(6), sp(4,R)) EI 6 6
(e6(6), sl(6,R) + sl(2,R)) FI 4 4
(e6(2), sp(4,R)) EII 6 4
(e6(6), sp(2, 2)) EI 6 6
(e6(6), so(5, 5) +R) BCI 2 2
(e6(−14) , sp(2, 2)) EIII 6 2
(e6(2), su(6) + su(2)) FI 4 4
(e6(2), su(3, 3) + sl(2,R)) FI 4 4
(e6(2), su(4, 2) + su(2)) FI 4 4
(e6(2), so(6, 4) + so(2)) BCI 2 2
(e6(−14) , su(4, 2) + su(2)) FIII 4 2
(e6(−14) , so(10) + so(2)) BCI 2 2
(e6(−14) , so
∗(10) + so(2)) BCI 2 2
(e6(−14) , su(5, 1) + sl(2,R)) FIII 4 2
(e6(2), so
∗(10) + so(2)) BCI 2 2
(e6(−14) , so(8, 2) + so(2)) BCI 2 2
(e6(6), f4(4)) AI 2 2
(e6(−26) , sp(3, 1)) EIV 6 2
(e6(6), su
∗(6) + su(2)) FI 4 4
(e6(2), sp(3, 1)) EII 6 4
(e6(2), f4(4)) AIII 2 1
(e6(−26) , su
∗(6) + su(2)) FII 6 1
Symmetric pair (g, h)
Type of
rank s-rank
(R, θ)
(e6(−26), f4) AI 2 2
(e6(−26), f4(−20)) AI 2 2
(e6(−26), so(9, 1) +R) BCIII 2 1
(e6(−14), f4(−20)) AIII 2 1
(e7(7), su(8)) EV 7 7
(e7(7), sl(8,R)) EV 7 7
(e7(7), su(4, 4)) EV 7 7
(e7(7), so(6, 6) + sl(2,R)) FI 4 4
(e7(−5), su(4, 4)) EVI 7 4
(e7(7), su
∗(8)) EV 7 7
(e7(7), e6(6) +R) CI 3 3
(e7(−25), su
∗(8)) EVII 7 3
(e7(−5), so(12) + su(2)) FI 4 4
(e7(−5), so
∗(12) + sl(2,R)) FI 4 4
(e7(−5), so(8, 4) + su(2)) FI 4 4
(e7(−25), e6 + so(2)) CI 3 3
(e7(−25), e6(−26) +R) CI 3 3
(e7(7), e6(2) + so(2)) CI 3 3
(e7(−25), su(6, 2)) EVII 7 3
(e7(7), so
∗(12) + su(2)) FI 4 4
(e7(−5), su(6, 2)) EVI 7 4
(e7(−5), e6(2) + so(2)) CI 7 2
(e7(−25), so
∗(12) + su(2)) FIII 4 2
Symmetric pair (g, h)
Type of
rank s-rank
(R, θ)
(e7(−25) , e6(−14) + so(2)) CI 3 3
(e7(−25) , so(10, 2) + sl(2,R)) FIII 4 2
(e7(−5), e6(−14) + so(2)) CI 3 2
(e8(8), so(16)) EVIII 8 8
(e8(8), so
∗(16)) EVIII 8 8
(e8(8), e7(7) + sl(2,R)) FI 4 4
(e8(−24) , so
∗(16)) EIX 8 4
(e8(8), so(8, 8)) EVIII 8 8
(e8(−24) , e7 + su(2)) FI 4 4
(e8(−24) , e7(−5) + su(2)) FI 4 4
(e8(−24) , so(12, 4)) EIX 8 4
(e8(8), e7(−5) + su(2)) FI 4 4
(e8(−24) , e7(−25) + sl(2,R)) FI 4 4
(f4(4), sp(3) + su(2)) FI 4 4
(f4(4), sp(3,R) + sl(2,R)) FI 4 4
(f4(4), sp(2, 1) + su(2)) FI 4 4
(f4(4), so(5, 4)) BCI 1 1
(f4(−20) , sp(2, 1) + su(2)) FII 4 1
(f4(−20) , so(9)) BCI 1 1
(f4(−20) , so(8, 1)) BCI 1 1
(g2(2) , su(2) + su(2)) G 2 2
(g2(2) , sl(2,R) + sl(2,R)) G 2 2
A
U
S
T
E
R
E
O
R
B
IT
S
F
O
R
S
-R
E
P
R
E
S
E
N
T
A
T
IO
N
S
2
1
Table 2: (continued)
(ii-b) g is exceptional and g is simple with a complex structure or the direct sum of two non-
compact simple Lie algebras with no complex structure.
Symmetric pair (g, h) Type of (R, θ) rank s-rank
(eC6 , e6(−78)) EI 6 6
(eC6 , e6(6)) EII 6 4
(e6(6) + e6(6), e6(6)) EI 6 6
(eC6 , sp(4,C)) EI+EI 12 6
(eC6 , e6(2)) EI 6 6
(e6(2) + e6(2), e6(2)) EII 6 4
(eC6 , sl(6,C) + sl(2,C)) FI+FI 8 4
(eC6 , e6(−14)) EI 6 6
(e6(−14) + e6(−14), e6(−14)) EIII 6 2
(eC6 , so(10,C) +C) BC+BC 4 2
(eC6 , e6(−26)) EII 6 4
(e6(−26) + e6(−26), e6(−26)) EIV 6 2
(eC6 , f
C
4 ) A+A 4 2
(eC7 , e7(−33)) EV 7 7
(eC7 , e7(7)) EV 7 7
(e7(7) + e7(7), e7(7)) EV 7 7
(eC7 , sl(8,C)) EV+EV 14 7
(eC7 , e7(−5)) EV 7 7
(e7(−5) + e7(−5), e7(−5)) EVI 7 4
(eC7 , so(12,C) + sl(2,C)) FI+FI 8 4
Symmetric pair (g, h) Type of (R, θ) rank s-rank
(eC7 , e7(−25)) FI 7 7
(e7(−25) + e7(−25), e7(−25)) EVII 7 3
(eC7 , e
C
6 +C) C+C 6 3
(eC8 , e8(−248)) EVIII 8 8
(eC8 , e8(8)) EVIII 8 8
(e8(8) + e8(8), e8(8)) EVIII 8 8
(eC8 , so(16,C)) EVIII+EVIII 16 8
(eC8 , e8(−24)) EVIII 8 8
(e8(−24) + e8(−24), e8(−24)) EIX 8 4
(eC8 , e
C
7 + sl(2,C)) FI+FI 8 4
(fC4 , f4(−52)) FI 4 4
(fC4 , f4(4)) FI 4 4
(f4(4) + f4(4), f4(4)) FI 4 4
(fC4 , sp(3,C) + sl(2,C)) FI+FI 8 4
(fC4 , f4(−20)) FI 4 4
(f4(−20) + f4(−20), f4(−20)) FII 4 1
(fC4 , so(9,C)) BC+BC 2 1
(gC2 , g2(−14)) G 2 2
(gC2 , g2(2)) G 2 2
(g2(2) + g2(2), g2(2)) G 2 2
(gC2 , sl(2,C) + sl(2,C)) G+G 4 2
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Table 3: The Satake diagram of (R, θ)
Type of
Satake diagram
(R, θ)
A+A
α1

α2
 
αl

   
DD

DD

DD

DD

B+B
α1

α2
 
αl
+3
   +3
DD

DD

DD

DD

BC+BC
α1

α2
 
αl
+3
   +3
DD

DD

DD

DD

C+C
α1

α2
 
αl
ks
   ks
DD

DD

DD

DD

D+D
α1

α2
 

⑧⑧⑧
αl
❄❄
❄
  

⑧⑧⑧

❄❄
❄
GG

GG

GG

WW

WW

AI α1

α2

αr−1

αr

AII α1
•
α2
 •
α2l

αr
•
AIII


α1

α2

αl
 ••
•
   •
HH

HH

HH

α1

α2

αl−1

  
αl

✶✶
✶✶
✌✌✌✌
GG

GG

GG

BI α1

α2

αl
 • •
αr
•+3
BCI α1

α2

αl
 • •
αr
•+3
Type of
Satake diagram
(R, θ)
BCII α1
 • •
αr
•+3
BCIII


α1
•
α2

α3
•
α2l
 • • •
αr
•+3
α1
•
α2
 •  •
α2l
+3
CI α1

α2

αl
 • •
αr
•ks
CII α1
 • •
αr
•ks
CIII


α1
•
α2

α3
•
α2l
 • • •
αr
•ks
α1
•
α2
 •  •
α2l
ks
DI


α1

αl−2

αl−1
αl
✡✡✡
✹✹
✹
α1

αl−1

αl
αl+1
✡✡✡
✹✹
✹
YY

α1
 
αl
 • •
•
•
✡✡✡✡✡
✹✹
✹✹
✹
DII α1
 • •
•
•
✡✡✡✡✡
✹✹
✹✹
✹
DIII


α1
•
α2
 •
αr−2

αr−1•
αr
✡✡✡✡
✹✹
✹
α1
•
α2
 •
αr−2

αr−1
αr
✡✡✡
✹✹
✹

XX
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Table 3: (continued)
Type of
Satake diagram
(R, θ)
EI+EI
    

    

EE

EE

EE

EE

EE

YY

EV+EV
     

     

EE

EE

EE

EE

EE

EE

YY

EVIII+EVIII
      

      

EE

EE

EE

EE

EE

EE

EE

YY

FI+FI
  +3 
  +3 
DD

DD

DD

DD

G+G
 ❴*4
 ❴*4
DD

DD

EI     

EII α6

α5

α4

α3

α1

α2

cc ::dd ::
EIII α6

α5• α4• α3• α1
α2

cc ::
Type of
Satake diagram
(R, θ)
EIV
α6
 • • • α1
•
EV      

EVI
α7
• α6 α5• α4 α3 α1
α2•
EVII
α7

α6

α1

α5
•
α4
•
α3
•
α2•
EVIII       

EIX
α8

α7

α6

α1

α5
•
α4
•
α3
•
α2•
FI   +3 
FII
+3
α4

α1
•
α2
•
α3
•
FIII α1
 +3
α4

α2
•
α3
•
G  ❴*4
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