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Abstract. Understanding sub-cellular protein localisation is an essential component
to analyse context specific protein function. Recent advances in quantitative mass-
spectrometry (MS) have led to high resolution mapping of thousands of proteins to sub-
cellular locations within the cell. Novel modelling considerations to capture the complex
nature of these data are thus necessary. We approach analysis of spatial proteomics data
in a non-parametric Bayesian framework, using mixtures of Gaussian process regression
models. The Gaussian process regression model accounts for correlation structure within
a sub-cellular niche, with each mixture component capturing the distinct correlation
structure observed within each niche. Proteins with a priori labelled locations motivate
using semi-supervised learning to inform the Gaussian process hyperparameters. We
moreover provide an efficient Hamiltonian-within-Gibbs sampler for our model. As in
other recent work, we reduce the computational burden associated with inversion of co-
variance matrices by exploiting the structure in the covariance matrix. A tensor decom-
position allows extended Trench and Durbin algorithms to be applied in order to reduce
the computational complexity of covariance matrix inversion and hence accelerate com-
putation. A stand-alone R-package implementing these methods using high-performance
C++ libraries is available at: https://github.com/ococrook/toeplitz
1 Introduction
For a protein to make appropriate interactions with binding partners and substrates,
it must localise to the correct sub-cellular compartment (Gibson, 2009). Furthermore,
there is mounting evidence implicating aberrant protein localisation in disease, including
cancer and obesity (Cody et al., 2013, De Matteis and Luini, 2011, Kau et al., 2004,
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Latorre et al., 2005, Laurila and Vihinen, 2009, Luheshi et al., 2008, Olkkonen and
Ikonen, 2006, Rodriguez et al., 2004, Shin et al., 2013, Siljee et al., 2018). Mapping
the sub-cellular location of proteins using high-resolution spatial proteomic approaches
are thus of high utility in the characterisation of therapeutic targets and in determining
pathobiological mechanisms (Cook and Cristea, 2019). To interrogate the sub-cellular
locations of thousands of proteins per experiment, recent advances in high-throughput
spatial proteomics (Christoforou et al., 2016, Geladaki et al., 2019, Mulvey et al., 2017),
followed by rigorous data analysis (Gatto et al., 2010) can be applied. The methodology
relies on the observation that organelles, macro-molecular complexes and, more generally,
sub-cellular niches are characterised by density-gradient profiles without the necessity
to create homogeneous preparations of major sub-cellular components (De Duve and
Beaufay, 1981).
Mass spectrometry(MS)-based spatial proteomics experiments begin with gentle ly-
sis of the cell in such a way that maintains the integrity of their organelles. A diverse
set of methods are available to separate cellular content, including equilibrium density
separation (Christoforou et al., 2016, Dunkley et al., 2006, 2004) and differential cen-
trifugation (Geladaki et al., 2019, Itzhak et al., 2016, Orre et al., 2019), amongst others
(Heard et al., 2015, Parsons et al., 2014). In the LOPIT (Dunkley et al., 2006, 2004,
Sadowski et al., 2006) and hyperLOPIT (Christoforou et al., 2016, Mulvey et al., 2017)
approaches, cell lysis is proceeded by the separation of sub-cellular components along
a continuous density gradient based on their buoyant density. Discrete fractions along
this gradient are then collected, and protein distributions revealing organelle specific
correlation profiles within the fractions are achieved using high accuracy MS.
Sophisticated data analysis methods for spatial proteomics have been developed
(Breckels et al., 2013, 2016a, Crook et al., 2018, Gatto et al., 2014a, 2019), along with
detailed work flows (Breckels et al., 2016b), which have benefited from significant con-
tributions to the R programming language (R Core Team, 2017) and the Bioconductor
project (Gentleman et al., 2004, Huber et al., 2015) through MS and proteomics packages
(Gatto et al., 2014b, Gatto and Lilley, 2012). Applications of such methods have led to
organelle-specific localisation information of proteins in many systems (Breckels et al.,
2013, Dunkley et al., 2006, Hall et al., 2009, Tan et al., 2009), including mouse pluripo-
tent stem cells (Christoforou et al., 2016) and cancer cell lines (Thul et al., 2017). MS
based spatial proteomics has gained in popularity in recent years with several recent ap-
plications across many different cell lines (Beltran et al., 2016, Christoforou et al., 2016,
Davies et al., 2018, Hirst et al., 2018, Itzhak et al., 2017, Jadot et al., 2017, Mendes et al.,
2017, Nightingale et al., 2019, Orre et al., 2019). This motivates the development of a
unified statistical framework for spatial proteomics. Furthermore, with the absence of a
mechanistic model for the data, quantifying uncertainty in systems biology applications
is of paramount importance and, as yet, such a model has not be applied to existing
datasets (Kirk et al., 2015).
The current goal of computational methods is to assign proteins with unknown lo-
calisation to known sub-cellular niches. It is important to note, however, that not all
proteins can be robustly assigned to single locations, since many proteins function in
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multiple cellular compartments, they may reside in uncharacterised organelles or they
may translocate between multiple locations all leading to uncertainty in assignments.
Recently, Crook et al. (2018) demonstrated the importance of uncertainty quantification
in spatial proteomics analysis. This study developed a generative model of these data
and computed posterior distributions of protein localisation probabilities demonstrating
the variety of reasons for uncertain protein localisation. This study, however, failed to
model known features of the biochemical fractionation process. Sub-cellular niches are
not purified in a single fraction along the density-gradient but have distinct quantitative
profiles reflective of their biophysical properties. Since the exact quantitative profiles
depends heavily on experimental design, the functions describing these profiles are un-
known. This motivates a non-parametric Bayesian approach to analysing these data in
order to infer the unknown functions and quantify the uncertainty in these functions.
We assume each quantitative protein profile can be described by some unknown
function, with the uncertainty in this function captured using a Gaussian process (GP)
prior. Each sub-cellular niche is described by distinct density-gradient profiles, which
display a non-linear structure with no particular parametric assumption being suitable.
The contrasting density-gradient profiles are captured as components in a mixture of
Gaussian process regression models. Gaussian process regression models have been ap-
plied extensively and we refer to Rasmussen (2004) and Rasmussen and Williams (2006)
for the general theory. In molecular biology and functional genomics the focus of many
applications has been on expression time-series data, where sophisticated models have
been developed (Cooke et al., 2011, Hensman et al., 2013, Kalaitzis and Lawrence, 2011,
Kirk et al., 2012, Kirk and Stumpf, 2009, Strauß et al., 2019). We remark that many of
these applications consider unsupervised clustering problems. In contrast, here we have
(partially) labelled data (proteins with location known prior to our experiments) and so
we may consider semi-supervised approaches. We explore inference of GP hyperparame-
ters in two ways: firstly, an empirical Bayes approach in which the hyperparameters are
optimised by maximising a marginal likelihood; secondly, by placing priors over these GP
hyperparameters and performing fully Bayesian inference using labelled and unlabelled
data.
A number of computational aspects need to be considered if inference is to be applied
to spatial proteomics data. The first is that correlation in the GP hyperparameters can
lead to slow exploration of the posterior, thus we use Hamiltonian evolutions to propose
global moves through our probability space (Duane et al., 1987) avoiding random walk
nature evident in traditional symmetric random walk proposals (Beskos et al., 2013,
Metropolis et al., 1953). Hamiltonian Monte-Carlo (HMC) has been explored previously
for hyperparameter inference in GP regression (Williams and Rasmussen, 1996), and here
we show that HMC can be up to an order of magnitude more efficient than a Metropolis-
Hastings approach. Furthermore, a particular costly computation in our model is the
computation of the marginal likelihood (and its gradient) associated with each mixture
component, which involves the inversion of a large covariance matrix - even storage of
such matrix can be challenging. We demonstrate that a tensor decomposition of the
covariance matrix allows application of fast matrix algorithms for covariance inversion
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and low memory storage (Zhang et al., 2005).
2 Methods
2.1 Model specification
In our experiment, we make discrete observations along a continuous density-gradient,
xi = [xi(t1), ..., xi(tD)], where xi(tj) indicates the measurement of protein i at fraction
tj along the gradient. We assume that protein intensity xi varies smoothly with the
distance along the density-gradient. We further assume observations are equally spaced.
Thus, the regression model for each protein is
xi(tj) = µi(tj) + ij , (1)
where µi is an unknown deterministic function of space and ij a noise variable. We
assume that ij ∼iid N (0, σ2i ), for simplicity and remark that more elaborate noise mod-
els could be chosen but at additional computational cost and greater model complexity.
Proteins are grouped together according to their sub-cellular localisation, with all pro-
teins associated with sub-cellular niche k = 1, ...,K sharing the same regression model;
that is, µi = µk and σi = σk. For clarity, we refer to sub-cellular structures, whether that
be organelles, vesicles or large multi-protein complexes, as components. Thus proteins
associated with component k can be modelled as i.i.d draws from a multivariate Gaus-
sian random variable with mean vector µk = [µk(t1), ..., µk(tD)] and covariance matrix
σ2kID. To perform inference for unknown µk, as is typical for spatial correlated data
(Gelfand et al., 2005, Steel and Fuentes, 2010), we specify a Gaussian Process prior for
each µk
µk ∼ GP (mk(t), Ck(t, t′)). (2)
Each component is thus captured by a Gaussian process regression model and the full
complement of proteins as a finite mixture of Gaussian process regression models.
2.2 Finite mixture models
This section provides a brief review of finite mixture models (see, for example (Fraley
and Raftery, 2007, Lavine and West, 1992) for more details) . Finite mixture models
are of the form,
p(x|pi,θ) =
K∑
k=1
pikF (x|θk), (3)
where K is the number of mixture components, pik are the mixture proportions, and
F (x|θk) are the component densities. We assume each component density to have the
same parametric form, but with component specific parameters, θk. We denote the
prior for these unknown component parameters by G0(θ). We suppose that we have
a collection of n data points, X = {x1, . . . ,xn} that we seek to model using Equa-
tion (3). We associate with each of these data points a component indicator variable,
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zi ∈ {1, . . . ,K}, which indicates which component generated observation xi. Given the
mixing proportions, the joint prior distribution of these indicators is multinomial with
parameter vector pi = [pi1, . . . , piK ],
P (z1, . . . , zn|pi) =
K∏
k=1
pinkk , (4)
where nk is the number of data points xi for which zi = k. If we assign the mixture
proportions a symmetric Dirichlet prior with concentration parameter α/K, then we
may marginalise the pik in order to yield the following joint distribution for the indicators
(Murphy, 2012),
P (z1, . . . , zn|α) = Γ(α)
Γ(n+ α)
K∏
i=1
Γ(ni + α/K)
Γ(α/K)
. (5)
For Gibbs sampling, we require the conditional priors for a single indicator, zi, given all
of the others, z−i. These are given by (Murphy, 2012),
P (zi = k|z−i, α) = n−i,k + α/K
N − 1 + α , (6)
where n−i,k is the number of observations, excluding xi, that are associated with compo-
nent k. If we are given the parameters, θk, associated with each of the components then
we may combine the above conditional priors with the likelihoods, F (xi|θk), in order to
obtain the conditional posterior:
P (zi = k|z−i) ∝ n−i,k + α/K
N − 1 + α F (xi|θk). (7)
An alternative to integrating out the mixture proportions is to sample them directly
from the posterior, which leads to increased posterior variance (Casella and Robert,
1996, Gelfand and Smith, 1990) but can be computational advantageous. Conjugacy of
the Dirichlet prior and multinomial likelihood means that the posterior distribution of
the mixing proportions is also Dirichlet,
pi|z1, ..., zn, α ∼ Dir(α/K + n1, ..., α/K + nK). (8)
In this situation the conditional posterior becomes
P (zi = k|pi) ∝ pikF (xi|θk). (9)
2.3 Gaussian Process priors
A Gaussian Process (GP) is a continuous stochastic process such that any finite col-
lection of these random variables is jointly Gaussian. A Gaussian Process prior is
uniquely specified by a mean function m and covariance function C, which determine
the mean vectors and covariance matrices of the associated multivariate Gaussian dis-
tributions. To elaborate, assuming a GP prior for µk means that for indices t1, ..., tD,
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the joint prior of µk = [µk(t1), ..., µk(tD)]
T , is multivariate Gaussian with mean vector
mk = [mk(t1), ...,mk(tD)] and covariance matrix Ck(i, j) = Ck(ti, tj). Given no prior
belief about symmetry or periodicity in our deterministic function, we assume our GP
is centred with squared exponential covariance function
Ck(ti, tj) = a
2
k exp
(
−‖ti − tj‖
2
2
lk
)
. (10)
2.4 Marginalising the unknown function
Having adopted a GP prior with component specific parameters ak and lk for each
unknown function µk, we let observations associated with component k be denoted by
Xk = {x1, ..., xnk}. Our model tells us that
Xk|µk, σk ∼ N (µk, σ2kID). (11)
Then, we can write this as
Xk(t1), ..., Xk(tD)|µk, σk ∼
N (µk(t1), ..., µk(tD), ..., µk(t1), ..., µk(tD), σ2kInkD),
(12)
where µk(t1), ..., µk(tD) is repeated nk times. Our GP prior tell us
µk(t1), ..., µk(tD), ..., µk(t1), ..., µk(tD)|ak, lk ∼ N (0, Ck), (13)
where Ck is an nkD× nkD matrix. This matrix is organised into nk × nk square blocks
each of size D. The (i, j)th block of Ck being Ak, where Ak is the covariance function
for the kth component evaluated at τ = {t1, ..., tD}.
Ck =

Ak Ak . . . Ak
Ak Ak . . . Ak
...
...
. . .
...
Ak Ak . . . Ak
 . (14)
Letting θk =
{
ak, lk, σ
2
k
}
, we can then marginalise fk to obtain,
Xk(t1), ..., Xk(tD)|θk ∼ N (0, Ck + σ2kInkD), (15)
thus avoiding inference of µk. Let Xk(τ) denote the vector of length nk × D equal to
(x1(t1), ..., x1(tD), . . . , xnk(t1), ..., xnk(tD)). Then we may rewrite equation 7 by marginal-
ising µk to obtain:
P (zi = k|z−i) ∝ n−i,k + α/K
K − 1 + α
∫
p(xi|µk)p(µk|θk, X−i,k(τ)) dµk, (16)
where X−i,k(τ) is equal to Xk(τ) with observation i removed.
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2.5 Tensor decomposition of the covariance matrix for fast inference
Our covariance matrix has a particularly simple structure allowing us to exploit extended
Trench and Durbin algorithms for fast matrix computations (Zhang et al., 2005). Recall
we are interested in the inversion of matrices of the following form
C =

A+ σ2ID A . . . A
A A+ σ2ID . . . A
...
...
. . .
...
A A . . . A+ σ2ID
 . (17)
Note that A is a positive symmetric matrix of size D×D and furthermore it is Toeplitz
(constant diagonal and perisymmetric). Let Jn denote an n × n matrix of ones. It is
clear that we can write C in the following form:
C = σ2InD +B, (18)
where
B = Jn ⊗A, (19)
and ⊗ denotes the Kronecker (tensor) product. Let us write
Q = (ID + σ
−2nA), (20)
which is a D×D Toeplitz matrix, for which the inverse and determinant can be inverted
in O(D2) operations (Durbin, 1960, Trench, 1964). If we denote the inverse of Q by Z
it follows (see supplementary for full derivation) that:
C−1 = σ−2InD − σ−4JTn ⊗ (ZA)
= σ−2InD − 1
nσ2
JTn ⊗ (I − Z)
(21)
and
det(C) = (σ2)nD det(ID + σ
−2nA). (22)
Thus, the inversion of C requires only the inversion of a D × D matrix, which can be
performed in O(D2) computations, this should be compared with a na¨ıve inversion of C
requiring O((nD)3) computations, which represents significant savings. The determinant
can also be obtained in O(D2) operations (Zhang et al., 2005). The method of Zhang
et al. (2005) can be seen as a special case of our situation where n = 1. Step by
step algorithms for computing this inverse and determinant can also be found in the
supplementary materials. We note that Strauß et al. (2019) also exploit the block matrix
structure of the covariance matrix efficiently, using a more general approach to compute
block matrix inversions and determinants that works also in the case of hierarchical GP
models, for which Hensman et al. (2013) had found an alternative way of performing
efficient likelihood computations.
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2.6 Sampling the underlying function
Whilst it is often mathematically convenient to marginalise the unknown function µk
from a computational perspective it is not always advantageous to do so. To be pre-
cise, marginalising µk induces dependencies among the observations; that is, we cannot
exploit the conditional independence structure given the underlying function µk. After
marginalising, Gibbs moves must be made sequentially for each protein in turn and this
can slow down computation.
The alternative approach is to sample the underlying function and exploit conditional
independence. Once a sample is obtained from the GP posterior on µk, conditional
independence allows us to compute the likelihood for all proteins at once, exploiting
vectorisation. If there are a particularly large number of observation in each component
it is also possible to parallelize computation over the components k = 1, ...,K.
2.7 Modelling outliers
Crook et al. (2018) demonstrated that many proteins are not captured well by any known
sub-cellular component. This could be because of yet undiscovered biological novelty,
technical variation or a manifestation of some proteins residing in multiple localisations.
Modelling outliers in mixture models can be challenging (Cooke et al., 2011, Coretto
and Hennig, 2016, Hennig, 2004). Here, we take the approach of Crook et al. (2018).
Briefly, we introduce a further binary latent variable φ so that for each protein xi we
have a φi indicating whether xi is modelled by one of the known components or an
outlier component. The augmented model becomes the following
p(xi|pi,θ) =
K∑
k=1
pikF (xi|θk)φiG(xi|Φ)1−φi , (23)
where G is density of the outlier component. In our case, we specify G as the density of a
multivariate T distribution with degrees of freedom κ = 4, mean M and scale matrix V .
M is taken as the empirical global mean of the data and the scale matrix V as half the
empirical covariance of the data. These choices are motivated by considering a Gaussian
component with the same mean and covariance but with heavier tails to better capture
dispersed proteins. We remark that other choices of G and parameters may be suitable
and can be tailored to the application at hand. In typical Bayesian fashion, we specify a
prior for φ as p0(φi = 0) = , where  ∼ B(u, v). All hyperparameter choices are stated
in the appendix.
2.8 Gaussian process hyperparameter inference
2.8.1 Supervised approach: optimising the hyperparameters
Inference of the hyperparameters θk can be dealt with in several ways. The first is
to learn them using only the labelled data (i.e. data that pertains to proteins with
well documented sub-cellular locations). Using the labelled data for each component
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constitutes maximise the marginal likelihood of the hyperparameters with respect to the
data. These hyperparameters are then fixed throughout the inference of the unlabelled
data. The marginal likelihood can be obtained quickly by recalling that
Xk(t1), ..., Xk(tD)|θk ∼ N(0, Ck + σ2kInkD). (24)
Thus the log marginal likelihood is given by
log p(Xk|τ,θk)
= −1
2
Xk(τ)
(
Ck + σ
2
kInkD
)−1
Xk(τ)
T − 1
2
log|Ck + σ2kInkD| −
nkD
2
log 2pi.
(25)
For convenience of notation set Cˆk = Ck + σ
2
kInkD. To maximise the marginal likeli-
hood given equation 25, we find the partial derivatives with respect to the parameters
(Rasmussen, 2004). Hence, we can use a gradient based optimisation procedure. Posi-
tivity constraints on a2k, lk, σ
2
k are dealt with by re-parametrisation and so, dropping the
dependence on k for notational convenience, and abusing notation, we set l = exp(θ1),
a2 = exp(2θ2) and σ
2 = exp(2θ3).
Application of the quasi-Newton L-BFGS algorithm (Liu and Nocedal, 1989) for nu-
merical optimisation of the marginal likelihood with respect to the hyperparameters is
now straightforward. The L-BFGS can only find a local optimum and so we initialise
over a grid of values. We terminate the algorithm when successive iterations of the
gradient are less than 10−8. We make extensive use of high performance R packages
to interface with C++ (Eddelbuettel and Francois, 2011, Eddelbuettel and Sanderson,
2014).
2.8.2 Semi-supervised hyperparameter inference
The advantage of adopting a Bayesian approach to hyperparameter inference is that
we can quantify uncertainty in these hyperparameters. Uncertainty quantification in
GP hyperparameter inference is important, since different hyperparameters can have a
strong effect on the GP posterior (Rasmussen, 2004). Furthermore, we consider a semi-
supervised approach to hyperparameter inference. By a semi-supervised approach we
mean that a posterior distribution for the hyperparameters can be inferred using both
the labelled and unlabelled data, rather than just the labelled data.
Consider at some iteration of our MCMC algorithm the data associated to the kth
component Xk. We can partition this data into the unlabelled (U) and labelled data
(L); in particular, Xk =
[
X
(L)
k , X
(U)
k
]
. To clarify, the indicators zi are known for X
(L)
k
prior to any inference, whilst allocations zi for X
(U)
k are sampled at each iteration of
our MCMC algorithm. If we believe our labelled data X
(L)
k are true representatives of
the distribution of that component, it is computationally advantageous just to consider
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the labelled data when performing hyperparameter inference. However, there could be
a sampling bias in the labelled data and so the labelled data alone is insufficient to
explain the variability in the data. A semi-supervised approach allows the posterior dis-
tribution of the hyperparamters to reflect the uncertainty in the component allocations
zi and therefore improve our abilities to predict allocations and quantify uncertainty in
allocations.
2.8.3 Semi-Supervised approach: hyperparameter inference using MH
In a Bayesian framework, we treat the hyperparameters as random variables and place
hyperpriors overs them. Positivity constraints motivate working with the log of the
hyperparameters and using, for example, standard normal priors (Neal, 1997). Unfortu-
nately loss of conjugacy between the prior on the hyperparameters G0(θ) and the likeli-
hood F (x|θ) is unavoidable, and hence we use a Metropolis-Hastings step or Hamiltonian
Monte-Carlo step for inference. The Metropolis-Hastings sampler can be summarised as
follows:
Metropolis-Hastings algorithm with random walk proposals: Suppose θt is the most
recently sampled value. Sample a value ξ ∼ N(0, 1), setting θt+1 = θt + ξ and compute
the Metropolis ratio
Λ =
p(θt+1|Xk(τ))
p(θt|Xk(τ)) =
p(Xk(τ)|θt+1)p0(θt+1)
p(Xk(τ)|θt)p0(θt) . (26)
This ratio can be computed in log form using equation 25. Then sample a uniform
random number u ∼ U [0, 1] if log(Λ) ≥ log(u) set θt+1 = θt + ξ, otherwise θt+1 = θt.
2.8.4 Semi-Supervised approach: hyperparamter inference using HMC
To avoid the random walk nature of the MH sampler, we also consider a Hamiltonian
Monte-Carlo approach, which exploits the geometry of the space to provide more effi-
cient proposals (Duane et al., 1987, Girolami and Calderhead, 2011, Horowitz, 1991, Neal
et al., 2011). In short, Hamiltonian Monte-Carlo allows us to construct Hamiltonian evo-
lutions H(x,p) such that the resulting dynamics efficiently explore a target distribution
p(x). We augment our probability distribution with an auxiliary momentum component
p. An MCMC algorithm can then be constructed to sample from the required distribu-
tion, where proposals are made using Hamiltonian evolutions. Full details in the case of
the hyperparameters of a Gaussian process are discussed in the supplement. In previous
sections, we saw we can exploit a tensor decomposition to accelerate computation of the
likelihood and similar formulae are available to accelerate computation of the gradient
for use in L-BFGS and Hamiltonian Monte Carlo. These formulae can be found in the
supplement.
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2.8.5 An overview of the MCMC algorithm for posterior Bayesian compu-
tation
In our model G0(θ) and F (x|θ) are non-conjugate, which means the integral in equation
16 cannot be obtained analytically. A Gibbs sampling scheme with either an additional
Metropolos-Hastings or Hamiltonian Monte Carlo update is used. Each iteration of
the MCMC algorithm includes a sampled value for the component indicators, outlier
components and current values of the hyperparameters. We also keep track of associated
posterior probabilities and marginal likelihoods as appropriate. Furthermore, we can
sample the hyperparameters every T iterations of the MCMC algorithm to accelerate
computations.
2.9 Summarising uncertainty in posterior localisation probabilities
Summarising uncertainty quantified by Bayesian analysis in an interpretable way can be
challenging. As always, we can summarise uncertainty using credible intervals or regions
(Gelman et al., 1995). One particularly challenging quantity of interest to summarise is
the uncertainty in posterior allocations. Whilst, each individual allocation of a protein
to a sub-cellular niche can be summarised by a credible interval it is not clear what is
the best way to summarise the posterior over all possible localisations for each individ-
ual protein. As in previous work (Crook et al., 2018), we propose to summarise this
uncertainty in an information-theoretic approach by computing the Shannon entropy of
the localisation probabilities (Shannon, 1948) at each iteration of the MCMC algorithm{
H
(t)
ik = −
K∑
k=1
p
(t)
ik log p
(t)
ik
}T
t=1
, (27)
where p
(t)
ik is the probability that protein i belong to component k at iteration t. We can
then summarise this by a Monte-Carlo average:
Hik ≈ 1
T
T∑
t=1
H
(t)
ik . (28)
We note that, larger values of a Shannon entropy correspond to greater uncertainty in
allocations.
3 Results
3.1 Case Study I: Drosophila melanogaster embryos
3.1.1 Application
The first case study is the Drosophila melanogaster (common fruit fly) embryos (Tan
et al., 2009), in which we compare the supervised and semi-supervised approaches for up-
dating the model hyperparameters. In particular, we explore the effect on the component
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specific noise term σ2, by adopting different inference approaches. For each sub-cellular
niche, we learn the hyperparameters by either maximising their marginal likelihood or
sampling from their posterior using MCMC. The posterior distribution for the hyper-
parameters can either be found solely using the labelled data for each component or by
making use of labelled and unlabelled data.
Figure 1 demonstrates several phenomena. Reassuringly, the estimates of the noise
parameters σ2k for k = 1, ...,K obtained by using the L-BFGS algorithm to maximise
the marginal likelihood coincide with the posterior distributions of the noise parameters,
inferred using only the labelled data for each component. However, when we perform
inference in a semi-supervised way, by using both the labelled and unlabelled data to
make inferences, we make several important observations.
Firstly, in many cases, the posterior using both the labelled and unlabelled data is
shifted right towards 0. Recalling that we are working with the log of the hyperparam-
eters, this indicates that the noise parameters is smaller when solely using the labelled
data. This is likely a manifestation of experimental bias, since it is reasonable to believe
that proteins with known prior locations are those which have less variable localisa-
tions and are therefore easier to experimentally validate. A semi-supervised approach
is able to overcome these issues, by adapting to proteins in a dense region of space. In
some cases the shift is pronounced, with posteriors of the parameters using labelled and
unlabelled data found in the tails of the posterior only using the labelled distribution.
Furthermore, we notice shrinkage in the posterior distribution of the noise parameter in
the semi-supervised setting. The reduction in variance reduces our uncertainty about
the underlying true value of σ2k for k = 1, ...,K. This variance reduction is observed in
most cases even when these is little difference in the mean of the posteriors.
The primary goal of spatial proteomics is to predict the localisation of unknown
proteins from data. Our modelling approach allows the allocation probability of each
protein to each component to be used to predict the localisation of unknown proteins.
Proteins may reside in multiple locations and some sub-cellular niches are challenging to
separate because of confounding biochemical properties, leading to uncertainty in a pro-
teins localisation. Thus adopting a Bayesian approach and quantifying this uncertainty
is of great importance. Our methods allow point-estimates as well as interval estimates
to be obtained for the posterior localisation probabilities. Figure 2 demonstrates the
results of applying our method. Each protein in this PCA plot is scaled according to
mean of the Monte-Carlo samples from the posterior localisation probability.
Further visualisation of the model and data are possible. We plot two representative
example of gradient-density profiles for two components the endoplasmic reticulum (ER)
and the nucleus, in figure 3. We plot both the labelled proteins, in colour, which were
assigned to each component before our analysis. In grey, for both components, we plot
the unlabelled proteins which have been allocated to these components probabilistically.
We observe that they have the same gradient-density shape as the labelled proteins
- in line with our beliefs about the underlying biology: that proteins from the same
components should co-fractionate and therefore have similar density gradient profiles.
In addition, we overlay the posterior predictive distribution for these components and
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observe they represent the data well.
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Figure 1: Posterior distributions for the log noise parameter σ2 on the Drosophila data.
In general, we observe a shift towards 0, indicating that the labelled data underestimates
the value of the noise term for each component. We also observe increased posterior
shrinkage for many components with the variance of the noise parameters reduced in
the semi-supervised setting.
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Figure 2: A pca plot for the Drosophila data where points, representing proteins, are
coloured by the component of greatest probability. The pointer for each protein is scaled
according to membership probability with larger/smaller points indicating greater/lower
allocation probabilities.
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Figure 3: A plot of the gradient-density profiles for the ER and Nucleus with labelled
proteins in colour and protein probabilistically assigned to those components in grey.
The profiles of the assigned proteins closely match the profiles of the components. The
predictive posterior of these components is also overlayed
14
3.1.2 Sensitivity analysis for hyper-prior specification
We use the Drosophila melanogaster dataset to test for sensitivity of the hyper-prior spec-
ification. To test for sensitivity, we see if predictive performance is affected by changes
in the choice of hyper-prior. The following cross-validation schema assesses whether pre-
dictive performance is affected by choice of hyper-prior. We split the labelled data for
each experiment into class-stratified training (80%) and test (20%) partitions, with the
separation formed at random. The true classes of the test profiles are withheld from the
classifier, whilst MCMC is performed. This 80/20 data stratification is performed 100
times in order produce a distribution of scores. We compare the ability of the methods
to probabilistically infer the true classes using the quadratic loss, also referred to as
the Brier score (Gneiting and Raftery, 2007). Thus a distribution of quadratic losses
is obtained for each method, with the preferred method minimising the quadratic loss.
Each method is run for 10, 000 MCMC iterations with 1000 iterations for burn-in. We
vary the mean of the standard normal hyper-prior for each hyperparameter in turn for
a grid of values m˜ = (0,−1,−2,−3,−4), keeping the hyper-prior for the other variable
held the same as a standard normal distribution. The results are displayed in figure 4.
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Figure 4: Boxplots of quadratic losses to asses the sensitivity of semi-supervised hyper-
parameter inference to hyper-prior choices.
We observe only minor sensitivity to the choice of hyper-prior, with no significant
difference in performance noted (KS test, threshold = 0.01). Sensitivity analysis for
hyperparameters of GPs is vital, since these hyperparameters have a strong effect on
the posterior of the GP (Rasmussen, 2004). The observed lack of sensitivity in our
case is advantageous, since prior information can be included without fear of over fit-
ting. However, practitioners should always take care when specifying priors, especially
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for variance/covariance parameters as many authors have noted sensitivity of Bayesian
models to these parameters (Gelman et al., 1995, 2006, Lunn et al., 2000, Schuurman
et al., 2016, Wang and Dunson, 2011)
3.2 Case Study II: mouse pluripotent embryonic stems cells
3.2.1 Application
Our main case study is the mouse pluripotent E14TG2a stem cell dataset of Christoforou
et al. (2016). This dataset contains 5032 quantitative protein profiles, and resolves 14
sub-cellular niches. We first plot the density-gradient profiles of the marker proteins for
each sub-cellular niche in figure 5. We fit a Gaussian process prior regression model
for each sub-cellular niche with the hyperparameters found by maximising the marginal
likelihood. A table of unconstrained log hyperparameter values found by maximising the
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Figure 5: Quantitative profiles of protein markers for each sub-cellular niche. A GP
prior regression model is fitted to these data and the predictive distribution is displayed.
We observe distinct distributions for each sub-cellular niche generated by the unique
density-gradient properties of each sub-cellular niche.
marginal likelihood is found in the supplement. Alternatively, placing standard normal
priors on each of the log hyperparameters and using a Metropolis-Hastings update we
can infer the distributions over these hyperparameters. We perform 20, 000 iterations
for each sub cellular niche and discard 15, 000 iterations for burn-in and proceed to thin
the remaining samples by 20. We summarise the Monte-Carlo sample by the expected
value as well as the 95% equi-tailed credible interval, which can also be found in the
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supplement.
We go further to predict proteins with unknown localisation to annotated components
using our proposed mixture of GP regression models. As before, we adopt a semi-
supervised approach to hyperparameter inference. Again we place standard normal
hyper-priors on the log of the hyperparameters. We run our MCMC algorithm for
20, 000 iterations with half taken as burnin and thin by 5, as well as using HMC to
update the hyperparameters. The PCA plot in figure 6 visualises our results. Each
pointer represent a single protein and is scaled either to the probability of membership
to the coloured component (left) or scaled with the Shannon entropy (right). In these
plots we observe regions of high-probability and confidence to each organelle, as well as
obtaining a global view of uncertainty. In this example, we observe regions of uncertainty,
as measured by the Shannon entropy, concentrating where components overlap. We also
observe uncertainty in regions where there is no dominant component. This Bayesian
analysis provides a wealth of information on the global patterns of protein localisation
in mouse pluripotent embryonic stem cells.
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Figure 6: A pca plot for the mouse pluripotent embryonic stem cell data where points,
representing proteins, are coloured by the component of greatest probability. The pointer
for each protein is scaled with membership probability (left). The pointer for each protein
is scaled with the Monte-Carlo averaged Shannon Entropy.
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Table 1: A table summarising the difference in performance between Metropolis-Hastings
and Hamiltonian Monte Carlo at sampling the hyperparameters of a GP for several
different organelles. For each organelle and for each method we report the acceptance
rate and the time-normalised effective sample size. It is clear that HMC outperforms
MH according to this metric.
Component Method Iterations Acceptance Length-scale Amplitude Noise
rate
Cytosol MH 50,000 0.240 523 659 9375
HMC 500 0.716 35348 54730 134485
Ribosome 40S MH 50,000 0.297 259 582 10756
HMC 500 0.742 14114 44662 27758
Lysosome MH 50,000 0.273 403 821 10385
HMC 500 0.710 28558 40955 543828
Proteosome MH 50,000 0.267 408 712 10410
HMC 500 0.800 16243 27186 55923
Actin MH 50,000 0.409 436 1129 10841
HMC 500 0.598 5750 479 6342
3.3 Assessing predictive performance
We compare the predictive performance of the methods proposed here, as well as against
the fully Bayesian TAGM model of Crook et al. (2018), where sub-cellular niches are
described by multivariate Gaussian distributions rather than GPs. The following cross-
validation schema is used to compare the classifiers. We split the labelled data for
each experiment into class-stratified training (80%) and test (20%) partitions, with the
separation formed at random. The true classes of the test profiles are withheld from the
classifier, whilst MCMC is performed. This 80/20 data stratification is performed 100
times in order produce a distribution of scores. We compare the ability of the methods
to probabilistically infer the true classes using the quadratic loss, also referred to as
the Brier score (Gneiting and Raftery, 2007). Thus a distribution of quadratic losses
is obtained for each method, with the preferred method minimising the quadratic loss.
Each method is run for 10, 000 MCMC iterations with 1000 iterations for burn-in. For
fair comparison we held priors the same across all datasets. Prior specifications are
stated in the supplement.
We compare across 5 different spatial proteomics datasets across three different or-
ganisms. The datasets we compare our methods on are Drosophila melanogaster embryos
from Tan et al. (2009), the mouse pluripotent embroyonic stem cell dataset of Christo-
forou et al. (2016), the HeLa cell line dataset of Itzhak et al. (2016), the mouse primary
neuron dataset of Itzhak et al. (2017) and finally a CRISPR-CAS9 knock-out coupled
to spatial proteomics analysis dataset (AP5Z1-KO1) of Hirst et al. (2018). The results
are found in figure 7.
We see that our in four out five datasets there is an improvement of the GP models
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Figure 7: Boxplots of quadratic losses comparing predictive performance of the TAGM
against the two semi-supervised Gaussian process models described here, where either
an empirical Bayes (EB) approach or fully Bayesian (FB) approach is used for hyperpa-
rameter inference.
over the TAGM model (Kolmogorov-Smirnov (KS) two-sample test p < 0.0001 ), because
the GP model is provided with more explicit correlation structure of the data. The
empirical Bayes slightly method outperforms the fully Bayesian approach in three of the
data sets ((KS) two-sample test p < 0.01 ). These are the mouse pluripotent embryonic
stem cell dataset, the HeLa data set of Itzhak et al. (2016) and the HeLA AP5Z1 knock-
out dataset of Hirst et al. (2018). We observe, the TAGM model outperforms the GP
methods in the Itzhak et al. (2016) dataset. The authors of this study used differential
centrifugation to separate cellular content and curated a “large protein complex” class.
This class could contain multiple sub-cellular structures such as ribosomes, as well as
cytosolic and nuclear proteins. In any case, our modelling assumptions are violated in
both models and this is issue is exacerbated by parametrising the covariance structure.
One solution to this would be to model this mixture of large protein complexes as its own
class. However, as this class contains a quite diverse set of sub-cellular compartments,
it is difficult to predict behaviour. This class could be itself a mixture of GPs, however
the number of components of the class would be unknown and this would have to be
carefully modelled, perhaps using reversible jump methods (Richardson and Green, 1997)
or Dirichlet process approaches (Escobar and West, 1995).
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4 Discussion
This article presents semi-supervised non-parametric Bayesian methods to model spatial
proteomics data. Sub-cellular niches display unique signatures along a density-gradient
and we exploit this information to construct GP regression models for each niche. The
full complement of sub-cellular proteins in then described as mixture of GP regression
models, with outliers captured by an additional component in our mixture. This provides
cell biologist with a fully Bayesian method to analyse spatial proteomics data in the
non-parametric framework that more closely reflects the biochemical process used to
generate the data. This greatly increases model interpretation and allows us to make
more biological sound inferences from our model.
We compared the proposed semi-supervised models to the state-of-the-art model
on 5 different spatial proteomics datasets. Modelling the correlation structure along
the density-gradient leads to competitive predictive performance over state-of-the-art
models. Empirical Bayes procedures perform either equally well or better than the
fully Bayesian approach, at the loss of uncertainty quantification in the hyperparam-
eters. Though this performance improvement should not be over interpreted, since
cross-validation assessment is only performed on the labelled data and will not reflect
any biased sampling mechanisms that could be at play.
To accelerate computation in our model, we note that the structure of our covariance
matrix admits a tensor decomposition, which can be exploited so that fast algorithms for
matrix inversion of toeplitz matrices can be employed. These decomposition can then
be used to derive formulae for fast computation of the likelihood and gradient of a GP.
A stand-alone R-package implementing these methods using high-performance C++
libraries is available at https://github.com/ococrook/toeplitz. These algorithms
and associate formulae are useful to those outside the spatial proteomics community to
anyone using GPs with equally spaced observations, even in the unsupervised case.
We demonstrated that in the presence of labelled data there are two approach to
hyperparameter inference. This first is to use empirical-Bayes to optimise the hyper-
parameters; the other a fully-Bayesian approach, taking into account the uncertainty
in these hyperparameters. We propose to use HMC to update these hyperparameters,
since highly correlated hyperparameters can induce high autocorrelation and exacerbate
issues with random-walk MH updates. We demonstrate that, in the situation presented
here, HMC updates can be up to an order of magnitude more efficient than MH updates.
We further explored the sensitivity of our model to hyper-prior specification, which gives
practitioners good default choices.
In two case-studies, we highlighted the value of taking a semi-supervised approach
to hyperparameter inference, allowing us to explore the uncertainty in our hyperparam-
eters. In a fully Bayesian approach the uncertainty in the hyperparamters is reflected in
the uncertainty of the localisation of proteins to components. Quantifying uncertainty
provide cell biologists with a wealth of information to make quantifiable inference about
protein sub-cellular localisation.
We plan to disseminate our method via the Bioconductor project (Gentleman et al.,
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2004, Huber et al., 2015) and include our code in pRoloc package (Gatto et al., 2014b).
The pRoloc package includes methods for visualisation, processing data and disseminat-
ing code in a unified framework. All spatial proteomics data used here is freely available
within the Bioconductor package pRolocdata (Gatto et al., 2018).
One potential source of uncertainty in protein localisation is that they can be res-
idents of multiple sub-cellular compartments. We believe that by proposing a model
which more closely reflects the underlying biochemical rationale for the experiment we
can facilitate models which can infer proteins with multiple locations with greater con-
fidence. This is the subject of further work.
5 Supplementary
5.1 GP Prior, posteriors and predictive distributions
Denoting our unknown regression function µk, we let observations associated with com-
ponent k be denoted by Xk = {x1, ..., xnk}. Our model tells us that
Xk|µk, σk ∼ N (µk, σ2kID), (29)
where
µk|ak, lk ∼ GP (0, Ck). (30)
The posterior distribution follows from normal theory:
µk|Xk, σk ∼ GP (µ˜k, C˜k), (31)
where
µ˜k(t) = Ck(t, τ)(Ck(τ, τ) + σ
2
kInkD)
−1Xk(τ) (32)
C˜k(t, t
′) = Ck(t, t′)− Ck(t, τ)(Ck(τ, τ) + σ2kInkD)−1Ck(τ, t′). (33)
The mean and covariance functions for the posterior predictive distribution are given
by:
µ˜k(t∗) = Ck(t∗, τ)(Ck(τ, τ) + σ2kInkD)
−1Xk(τ) (34)
C˜k(t∗, t∗) = Ck(t∗, t∗) + σ2k − Ck(t∗, τ)(Ck(τ, τ) + σ2kInkD)−1Ck(τ, t∗). (35)
5.2 Derivation of tensor-Toeplitz decomposition inverse
Let Jn denote a n× n matrix of ones. Recall that we can write C in the following form:
C = σ2InD +B, (36)
where
B = Jn ⊗A, (37)
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and we have denoted ⊗ as the Kronecker (tensor) product. Let en denote a column
vector of ones of length n. It is easy to see that Jn = ene
T
n . Trivially, we can write
A = IDA and this leads to the following factorisation
B =
(
ene
T
n
)⊗ (IDA).
=(en ⊗ ID)(eTn ⊗A),
(38)
where the second equality follows from the mixed-product property of the Kronecker
product. Observing that en ⊗ ID is a matrix of size nD ×D, and eTn ⊗ A is matrix of
size D × nD. We thus arrive at the following factorisation:
C = σ2InD + (en ⊗ ID)ID(eTn ⊗A), (39)
which is in the following form
C = M + URV
M = σ2InD, U = (en ⊗ ID),
R = ID, V = e
T
n ⊗A.
(40)
Matrices of this form have a simple formula for their inverse (Woodbury Identity):
(M + URV )−1 = M−1 −M−1U(R−1 + VM−1U)−1VM−1. (41)
In our case R is trivially its own inverse and the inverse of M requires only a single
computation. Thus the only challenge is to invert (R−1 + VM−1U). However, consider
the following computations
R−1 + VM−1U = ID + (eTn ⊗A)(σ−2InD)(en ⊗ ID)
= ID + σ
−2(eTnen)⊗ (AID)
= ID + σ
−2n⊗A
= ID + σ
−2nA
(42)
Recall that A is a D×D Toeplitz matrix and so it is easy to see that R−1 + VM−1U is
also Toeplitz and efficient algorithms exist for inverting them. Denote this inverse by Z
and so
(M + URV )−1 = σ−2InD − σ−4(en ⊗ ID)(Z)(eTn ⊗A).
= σ−2InD − σ−4(en ⊗ ID)(eTn ⊗ ZA)
= σ−2InD − σ−4(eneTn )⊗ (ZA)
= σ−2InD − σ−4Jn ⊗ (ZA)
= σ−2InD − 1
nσ2
Jn ⊗ (I − Z)
(43)
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where the last follows from the following computations, denoting Z−1 = Q
Q = ID + σ
−2nA
Q− σ−2nA = ID
Q−1Q− σ−2nQ−1A = Q−1
ID − σ−2nQ−1A = Q−1
ID − Z = σ−2nZA
ZA =
(ID − Z)σ2
n
(44)
Thus the inversion of C requires only the inversion of a D × D matrix, which can be
performed in O(D2) computations, this should be compared with a na¨ıve inversion of C
requiring O((nD)3) computations, which represents significant savings. We also need the
determinant of C and the calculation is straightforward using an elementary determinant
lemma.
det(C) = det(M + URV )
= det(R−1 + VM−1U) det(R) det(M)
= det(ID + ((e
T
n ⊗A)(σ−2InD)(en ⊗ ID))) det(M)
= (σ2)nD det(ID + σ
−2nA)
(45)
As before the term in the determinant is Toeplitz and efficient algorithm exists for
calculating this determinant.
5.3 Matrix algorithms
We state here the require algorithm to invert the covariance matrix C = σ2InD +Jn⊗A
for a Toeplitz matrix A. The algorithms are a minor modification of the algorithms
found in Zhang et al. (2005) to handle the Tensor product.
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Algorithm 1 Tensor extended Trench algorithm
1: procedure Trench(C = σ2InD + Jn ⊗A) . C−1 and log detC, for Toeplitz A
2: Q← ID + σ−2nA
3: q ← QT1,:
4: Input q to algorithm 2, returning v ∈ RD and l ∈ RD
5: Q¯(1, 1 : D)← v(D : 1)
6: Q¯(1 : D, 1)← v(D : 1)
7: Q¯(D, 1 : D)← v(1 : D)
8: Q¯(1 : D,D)← v(1 : D)
9: for i = 2 : b(D − 1)/2c+ 1 do
10: for j = i : N − i+ 1 do
11: Q¯(i, j)← Q¯(i− 1, j − 1) + v(D+1−j)v(D+1−i)−v(i−1)v(j−1)v(D)
12: Q¯(j, i)← Q¯(i, j)
13: Q¯(N − i+ 1, N − j + 1)← Q¯(i, j)
14: Q¯(N − j + 1, N − i+ 1)← Q¯(i, j)
15: end for
16: end for
17: Z ← Q¯
18: C−1 = σ−2InD − 1nσ2JTn ⊗ (I − Z)
19: log detC ← nD log(σ2) + l
20: end procedure
Algorithm 2 Vector-Inverse and log-determinant algorithm
1: procedure Vector-Inverse(q) . v and l as required by algorithm 1
2: ξ ← q(2:D)q(1)
3: Input D − 1 and ξ to algorithm 3, returning z ∈ RD−1 and l ∈ RD
4: l← l +D log q(1)
5: v(D)← 1
(1+ξT z)q(1)
6: v(1 : D − 1)← v(D)z(D − 1 : 1)
7: end procedure
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Algorithm 3 extended Durbin’s algorithm
1: procedure Durbin(m, ξ) . z and l as required by algorithm 1
2: z(1)← −ξ(1)
3: β ← α← 1
4: l← 0
5: for i = 1 : m− 1 do
6: β ← (1− α2)β
7: l = l + log β
8: α← ξ(i+1)+ξ(i:1)T z(1:i)β
9: z(1 : i)← z(1 : i) + αz(i : 1)
10: z(i+ 1)← α
11: end for
12: β ← (1− α2)β
13: l← l + log β
14: end procedure
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5.4 Derivative of the marginal likelihood
The derivatives of the marginal likelihood given in equation 25 are given by (Rasmussen,
2004)
∂
∂θj
log {p(Xk|τ,θk)} = 1
2
Xk(τ)
T Cˆ−1k
(
∂Cˆk
∂θj
)
Cˆ−1k Xk(τ)−
1
2
tr
{
Cˆ−1k
(
∂Cˆk
∂θj
)}
. (46)
The partial derivatives of the covariance functions can obtained in a straightforward
manner and once evaluated at observations can be structured into blocks just as in
equation 17. Letting Aˆk be the diagonal blocks of the covariance matrix in equation 17.
The corresponding diagonal blocks of derivative are given in equation 47. Blocks not on
the diagonal are similar and do not include the derivative with respect to θ3.[
∂Aˆk
∂θ1
]
rs
=a exp
{(
−(tr − ts)
2
eθ1
)}(
(tr − ts)2
eθ1
)
[
∂Aˆk
∂θ2
]
rs
=2e2θ2 exp
(
−(tr − ts)
2
l
)
[
∂Aˆk
∂θ3
]
rs
=2e2θ3δrs.
(47)
5.5 Tensor decompositions for derivatives of the marginal likelihood
In this appendix we derive formulae for the derivative of the marginal likelihood exploit-
ing the block structure of our matrices. We first make some preliminary manipulations.
We set the following notation ∂θj =
∂
∂θj
. First we note that
Cˆ−1k (∂θj Cˆk)Cˆ
−1
k = −∂θj Cˆ−1k . (48)
We recall the following
Cˆ−1k = σ
−2InD − σ−4Jn ⊗ (ZA), (49)
and hence the following is true
∂θj Cˆ
−1
k = ∂θj (σ
−2InD)− ∂θj
{
σ−4Jn ⊗ (ZA)
}
. (50)
We then note that ∂θjJn = 0 and so the following algebraic manipulations hold
∂θj {Jn ⊗ (ZA)} =∂θjJn ⊗ (ZA) + Jn ⊗ ∂θj (ZA)
= Jn ⊗ (∂θjZ ·A+ Z · ∂θjA).
(51)
We recall that
Z = (ID + σ
−2nA)−1 = Q−1 (52)
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and so
∂θjZ = −Q−1(∂θjQ)Q−1. (53)
It is obvious that
∂θjQ = ∂θj (σ
−2nA), (54)
and so
∂θjZ = −Z∂θj (σ−2nA)Z. (55)
Whence it follows that
∂θj Cˆ
−1
k = ∂θj (σ
−2InD)−∂θj (σ−4)Jn⊗(ZA)−σ−4
{−Z∂θj (σ−2nA)ZA+ Z∂θjA} . (56)
Recall that
∂θ1Ars = ArsSrs
∂θ2Ars = 2Ars
(57)
where Srs =
(tr−ts)2
l . We now derive formulae for the derivatives of the marginal like-
lihood and we denote A  B has the Hadamard (element-wise) product of matrices A
and B.
Proposition 1. The derivative of the marginal likelihood in 46 with respect to θ1 is
given by
∂θ1 log {p(X|τ,θ)} = 1
2
X(τ)Tσ−4Jn ⊗ (ZASZ)X(τ)− 1
2
tr
(
Cˆ−1k ∂θ1Cˆk
)
, (58)
where
tr
(
Cˆ−1k ∂θ1Cˆk
)
= σ−2n
∑
i
(AS)i,i − σ−2n
∑
i,j
{(ID − Z) (AS)}ij . (59)
Proof. We observe the following manipulations, which follow from our preliminary ma-
nipulations
∂θ1Cˆ
−1
k = σ
−4(−Z(σ−2n∂θ1A)ZA+ Z∂θ1A)
= −σ−4Jn ⊗
{
(Z∂θ1A)(−σ−2nZA+ ID)
}
= −σ−4Jn ⊗ {Z(∂θ1A)Z}
= −σ−4Jn ⊗ (ZASZ),
(60)
where the third line follows from the second because
Q = ID + σ
−2nA
Q− σ−2nA = ID
Q−1Q− σ−2nQ−1A = Q−1
ID − σ−2nQ−1A = Q−1.
(61)
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For the trace term, recall that the trace of a product of two matrices is the sum of the
Hadamard product of those two matrices. That is
tr
(
Cˆ−1k ∂θj Cˆk
)
=
∑
i,j
(
Cˆ−1k  ∂θj Cˆk
)
i,j
. (62)
Applying the mixed product property, we see that the following manipulations hold
Cˆ−1k  ∂θ1Cˆk =
{
σ−2InD − σ−4Jn ⊗ (ZA)
} {Jn ⊗ (AS)}
= σ−2InD  {Jn ⊗ (AS)} − σ−4 {Jn ⊗ (ZA)}  {Jn ⊗ (AS)}
= σ−2InDdiag(AS,AS, . . . , AS)− σ−4 [Jn ⊗ {(ZA) (AS)}] .
(63)
Hence,
tr
(
Cˆ−1k ∂θ1Cˆk
)
= σ−2n
∑
i
(AS)i,i − σ−4n2
∑
i,j
{(ZA) (AS)}ij . (64)
Thus the derivative of the log marginal likelihood is
∂θ1 log {p(X|τ,θ)} = 1
2
X(τ)Tσ−4Jn ⊗ (ZASZ)X(τ)− 1
2
tr
(
Cˆ−1k ∂θ1Cˆk
)
(65)
Then we can substitute ZA = (I − Z)σ2n to obtain the required result.
Proposition 2. The derivative of the marginal likelihood in 46 with respect to θ2 is
given by
∂θ2 log {p(X|τ,θ)} = 1
2
X(τ)Tσ−4Jn ⊗ (2ZAZ)X(τ)− 1
2
tr
(
Cˆ−1k ∂θ2Cˆk
)
(66)
where
tr
(
Cˆ−1k ∂θ2Cˆk
)
= 2σ−2n
∑
i
(A)i,i − σ−2n
∑
i,j
{(I − Z) (2A)}ij . (67)
Proof. As in the previous proposition we observe:
∂θ2Cˆ
−1
k = σ
−4(−Z(σ−2n∂θ1A)ZA+ Z∂θ2A)
= −σ−4Jn ⊗
{
(Z∂θ2A)(−σ−2nZA+ I)
}
= −σ−4Jn ⊗ {Z(∂θ2A)Z}
= −σ−4Jn ⊗ (2ZAZ).
(68)
For the trace term, as for θ1 we proceed as follows
Cˆ−1k  ∂θ2Cˆk =
{
σ−2InD − σ−4Jn ⊗ (ZA)
} {Jn ⊗ (2A)}
= σ−2InD  {Jn ⊗ (2A)} − σ−4 {Jn ⊗ (ZA)}  {Jn ⊗ (2A)}
= 2σ−2InDdiag(A,A, . . . , A)− σ−4 [Jn ⊗ {(ZA) (2A)}] .
(69)
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Hence,
tr
(
Cˆ−1k ∂θ2Cˆk
)
= 2σ−2n
∑
i
(A)i,i − σ−4n2
∑
i,j
{(ZA) (2A)}ij . (70)
Thus the derivative of the log marginal likelihood is
∂θ2 log {p(X|τ,θ)} = 1
2
X(τ)Tσ−4Jn ⊗ (2ZAZ)X(τ)− 1
2
tr
(
Cˆ−1k ∂θ2Cˆk
)
(71)
Then we can substitute ZA = (I − Z)σ2n to obtain the required result.
Proposition 3. The derivative of the marginal likelihood in 46 with respect to θ1 is
given by
∂θ3 log {p(X|τ,θ)} = σ−2‖X(τ)‖22 +X(τ)TJn ⊗
{
(Z2 − I)
σ2n
}
X(τ)− 1
2
tr
(
Cˆ−1k ∂θ3Cˆk
)
,
(72)
where
tr(Cˆ−1k ∂θ3Cˆk) = 2nD − 2
∑
i
(I − Z)ii. (73)
Proof. We note that ∂θ3Cˆk = 2σ
2InD is a scalar multiple of the identity matrix and
thus commutes. Hence, we need only compute Cˆ−1k Cˆ
−1
k and the trace term. Note the
following algebraic manipulations:
Cˆ−1k Cˆ
−1
k =
{
σ−2InD − σ−4Jn ⊗ (ZA)
}{
σ−2InD − σ−4Jn ⊗ (ZA)
}
= σ−4InD − 2σ−6Jn ⊗ (ZA) + σ−8(JnJn)⊗ (ZAZA)
= σ−4InD − 2σ−6Jn ⊗ (ZA) + nσ−8(Jn)⊗ (ZAZA)
= σ−4InD + Jn ⊗ (−2σ−6ZA+ nσ−8ZAZA)
= σ−4InD + Jn ⊗
{
σ−6(−2ID + nσ−2ZA)ZA
}
= σ−4InD + Jn ⊗
{
σ−6(−2ID + ID − Z)ZA
}
= σ−4InD + Jn ⊗
{−σ−6(ID + Z)ZA}
= σ−4InD + Jn ⊗
{−σ−4(ID − Z2)/n} .
(74)
The compute the trace we note that the following follows directly from the tensor de-
composition of Cˆ−1k :
tr(Cˆ−1k ) = nDσ
−2 − σ−4n
∑
i
(ZA)ii = nDσ
−2 − σ−2
∑
i
(I − Z)ii. (75)
Substituting the formulae shows the desired result it now clear.
In practice, we never need to compute or even store the full nD×nD inverse matrix
C−1, since we can only need to keep track of summaries of the data matrix rather than
the full data matrix itself. This is demonstrated in the following proposition.
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Proposition 4. Let
X =

x11 x12 x13 . . . x1n
x21 x22 x23 . . . x2n
...
...
...
. . .
...
xD1 xD2 xD3 . . . xDn
 ,
be a D×n matrix. Let Yi =
∑
j Xi,j be the sum of the i
th row of X and written concisely
Y = Xen, where en is a n × 1 vector of ones. We write Jn to be the n × n matrix of
ones. Let R be any D ×D matrix. Then the following holds
vec(X)T (Jn ⊗R)vec(X) = Y RY, (76)
where vec(X) denotes the vectorisation of X; that is, the Dn × 1 vector formed by
stacking columns of X.
Proof. Firstly, observe the following standard algebraic manipulations
(Jn ⊗R)vec(X) = vec(RXJn)
= vec(RXene
T
n )
= vec(RY eTn )
= (en ⊗R)vec(Y )
= (en ⊗R)Y.
(77)
Thus, using the above, it follows that
vec(X)T (Jn ⊗R)vec(X) = vec(X)T (en ⊗R)Y
= vec(RTXen)
TY
= vec(RTY )TY
= (RTY )TY
= Y TRY,
(78)
as required.
5.6 Hamiltonian Monte-Carlo for GP hyperparameters
The Hamiltonian can be decomposed into potential and kinetic energiesH(x,p) = U(x)+K(p).
The canonical distribution is then given by:
p(x,p) ∝ exp(−H(x,p)) ∝ p(x)p(p). (79)
The distribution of momentum component is chosen as a Gaussian distribution with
diagonal covariance matrix M = diag(m1, ...,mr) and thus the distribution and kinetic
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energies are given by
p(p) = N(0,M)
K(p) =
pM−1pT
2
∇K = M−1p.
(80)
It is easy to see from the canonical distribution that U(x) = − log(p(x)) is the required
choice for the potential. In practice, we need to simulate from Hamiltonian dynamics.
Hamilton’s equations are given by a coupled system:
dp
dt
= −∇xH(x,p)
dx
dt
= ∇pH(x,p).
(81)
Such a system is called symplectic and thus a numerical schema which is a symplectic
integrator is required to simulate the required dynamics (Neal et al., 2011). The leapfrog
algorithm is the standard choice (MacKay, 2003). This algorithm does not exactly
conserve energy and so a Metropolis accept/reject step is required is remove the induced
bias (Beskos et al., 2013). An MCMC algorithm can then be constructed to sample
from the required distribution, where proposals are made using Hamiltonian evolutions.
Recall, we are required to simulate the Hamiltonian evolutions. To simulate an evolution
over time T , take L steps of size δ such that Lδ ≥ T . One step of the leapfrog algorithm
of size δ for Hamilton’s dynamics starting at time t is given by the following
p(t+ δ/2) = p(t)− δ
2
∇Ux(t)
x(t+ δ) = x(t) + δ∇Kp(t+ δ/2)
p(t+ δ) = p(t+ δ/2)− δ
2
∇Ux(t+ δ)
(82)
We can now summarise the HMC algorithm to sample n samples from a target distri-
bution p(x).
1. Set t = 0
2. Sample a position value from the prior x0 ∼ p0
3. Do until t = n
(a) Set t = t+ 1
(b) Sample an initial momentum variable p0 ∼ p(p)
(c) Set x0 = xt−1
(d) Run algorithm 82 for L step of size δ and obtain proposal states x∗ and p∗
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(e) Compute the Metropolis ratio
Λ = exp(−(U(x∗) +K(p∗)) + (U(x0) +K(p0))) (83)
(f) Sample u ∼ U [0, 1] if Λ > u set xt = x∗, else xt = xt−1
We can now specify the details for sampling the hyperparameters of a Gaussian Process
with standard normal hyperpriors. Using a squared exponential covariance function and
re-parametrising, as before, we first specify our target distribution p(x) = p(θ|X(τ)) ∝ p(X(τ)|θ)p0(θ).
Now considering
U(x) = − log(p(x)) = − log(p(X(τ)|θ))− log(p0(θ)) + constant, (84)
the first term can be computed by marginalising and is recognised as the marginal
likelihood given in equation 25. Recalling that we have a standard normal prior the
negative log prior and its gradient is given by is given by
− log(p0(θ)) = 3
2
log((2pi)) +
θθT
2
∇(− log(p0(θ))) = θ
(85)
where θ = (θ1, θ2, θ3). Hence, we can write down the gradient of the potential energy
using the above and equation 46. We further reintroduce the dependence on k,
∇U(x) = ∇(− log(p(x))) =1
2
tr
((
Cˆ−1k − ααT
)
∇Cˆk
)
+ x
α = Cˆ−1k Xk(τ)
(86)
We recall that ∇Cˆk can be computed from equation 47. Thus we have everything we
need to simulate Hamiltonian dynamics to explore our target distribution. In practice,
we make a few standard adaptations to the above algorithm as detailed in (Neal et al.,
2011). We sample δ from a uniform distribution on U [a, b], as well as using a partial
momentum refreshment with parameter α. More specifically, given p from the previous
iteration of the HMC algorithm and a sample n ∼ p0(p) set p′ as
p′ = αp+ (1− α2)1/2n. (87)
5.7 Assessing Convergence
To assess convergence of our MCMC algorithms we visualise trace plots of our chains. In
addition, we run two chains in parallel and we look at the potential scale reduction fac-
tors (the Rˆ statistic) and their upper 95% confidence limits (Brooks and Gelman, 1998,
Gelman and Rubin, 1992) using the coda R package (Plummer et al., 2006). We note
that values of the Rˆ statistics far from 1 indicate non-convergence. For the Drosophila
example we run our a Hamiltonian-within-Gibbs sampler for 20, 000 iterations, perform-
ing a Hamiltonian Monte Carlo move to update the hyperparameters every 50 iterations.
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We monitor the hyperparameters of the GPs carefully, since correlations can lead to slow
exploration. As a representative example, we plot, in figure 8, the two parallel chains
for the length-scale of GP associated to the ER. We see that mixing is rapidly achieved
and that the upper 95% confidence limit of Rˆ ≈ 1, indicating convergence. We contrast
this with using a Metropolis-within-Gibbs sampler, in which we perform and Metropolis-
Hastings move every 10 iterations. We see from figure 9 the random walk nature of the
parameters. In this case the upper 95% confidence limit of Rˆ ≈ 1.05, thus our chain has
most likely converged but exploration of the probability space is clearly slow. We also
asses convergence using parallel chains in the set-up of section 3.2. We monitor  the
mixing weight of the outlier component, as an example, which can be seen in figure 10.
The upper 95% confidence limit of Rˆ ≈ 1.01, indicating convergence.
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Figure 8: Two parallel chains for the length-scale of the Gaussian process regression
model associated to the endoplasmic reticulum, using a Hamiltonian-within-Gibbs sam-
pler
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Figure 9: Two parallel chains for the length-scale of the Gaussian process regression
model associated to the endoplasmic reticulum, using a Metropolis-within-Gibbs sampler
0 500 1000 1500 2000
0.
17
0.
18
0.
19
0.
20
assessing convergence using parallel chains
sample
ep
si
lo
n
Figure 10: Two parallel chains for , the weight of the outlier component in the mixture
model
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Table 2: A table of log hyperparameters for a GP found by optimising the marginal
likelihood using L-BFGS
Sub-cellular niche Length-scale Amplitude Noise
40S Ribosome 0.81 -2.45 -4.23
60S Ribosome 0.61 -2.90 -4.28
Actin cytoskeleton 0.44 -2.67 -3.77
Cytosol 0.80 -2.17 -3.66
ER/Golgi apparatus 0.96 -2.60 -3.82
Endosome 0.48 -2.48 -3.49
Extracellular matrix 0.53 -2.74 -4.06
Lysosome 0.64 -2.43 -4.03
Mitochondrion 0.55 -2.26 -3.77
Nucleus - Chromatin 0.46 -2.23 -3.71
Nucleus - Non-chromatin 0.23 -2.25 -3.47
Peroxisome 0.78 -2.40 -3.78
Plasma membrane 0.28 -2.41 -3.92
Proteasome 0.70 -2.01 -4.16
5.8 Tables of hyperparameters
Tables of hyperparameters and hyperparameter distributions for the mouse pluripotent
stem cell data.
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Table 3: A table of log GP hyperparameters with 95% equi-tailed credible intervals
summarised from samples produced using HMC
Length-scale Amplitude Noise
40S Ribosome 0.54 [−0.64, 1.08] −2.39 [−2.74,−2.01] −4.23 [−4.29,−4.17]
60S Ribosome 0.51 [−0.20, 0.93] −2.77 [−3.18,−2.31] −4.28 [−4.31,−4.23]
Actin cytoskeleton 0.33 [−0.52, 0.81] −2.55 [−2.89,−2.20] −3.76 [−3.84,−3.68]
Cytosol 0.69 [−0.01, 1.11] −2.04 [−2.43,−1.60] −3.66 [−3.70,−3.61]
ER/Golgi apparatus 0.89 [0.29, 1.37] −2.53 [−2.90,−1.89] −3.82 [−3.85,−3.79]
Endosome 0.39 [−0.24, 0.84] −2.37 [−2.68,−1.92] −3.48 [−3.58,−3.39]
Extracellular matrix 0.37[−0.32, 0.92] −2.65[−2.97,−2.24] −4.05 [−4.14,−3.96]
Lysosome 0.54 [−0.31, 0.94] −2.36 [−2.69,−2.00] −4.03 [−4.09,−3.98]
Mitochondrion 0.53 [0.12, 0.95] −2.12 [−2.38,−1.80] −3.77 [−3.78,−3.75]
Nucleus - Chromatin 0.46 [0.05, 0.86] −2.14 [−2.45,−1.81] −3.71 [−3.75,−3.68]
Nucleus - Non-chromatin 0.05 [−1.19, 0.69] −2.09 [−2.48,−1.71] −3.47 [−3.50,−3.44]
Peroxisome 0.75 [0.28, 1.17] −2.31 [−2.62,−1.92] −3.78 [−3.85,−.3.69]
Plasma membrane 0.02 [−1.03, 0.67] −2.32 [−2.65,−1.91] −3.91 [−3.95,−3.86]
Proteasome 0.59 [0.16.0.97] −1.94 [−2.26,−1.52] −4.15 [−4.21,−4.10]
5.9 Prior Specifications
The priors for the comparison between classifiers in section 3.3 are as follows. The
normal-inverse-Wishart prior for the multivariate Gaussian distributions was the follow-
ing: the mean was set as the empirical mean of whole data, the shrinkage was set to
0.01, the degrees of freedom was set to be the number of variables plus 2, the scale
matrix was set to the identity matrix. For the GP we placed standard normal prior on
each log hyperparameter. For all methods the Beta prior for the outlier component prior
weight was set to be B(2, 10) and the mixing proportions for each component was given
symmetric Dirichlet prior with α = 1.
36
References
Beltran, P. M. J., Mathias, R. A., and Cristea, I. M. (2016). A portrait of the human
organelle proteome in space and time during cytomegalovirus infection. Cell systems,
3(4):361–373. Referred to on page 2.
Beskos, A., Pillai, N., Roberts, G., Sanz-Serna, J.-M., and Stuart, A. (2013). Optimal
tuning of the hybrid monte carlo algorithm. Bernoulli, 19(5A):1501–1534. Referred
to on pages 3 and 31.
Breckels, L. M., Gatto, L., Christoforou, A., Groen, A. J., Lilley, K. S., and Trotter,
M. W. (2013). The effect of organelle discovery upon sub-cellular protein localisation.
Journal of proteomics, 88:129–140. Referred to on page 2.
Breckels, L. M., Holden, S. B., Wojnar, D., Mulvey, C. M., Christoforou, A., Groen, A.,
Trotter, M. W., Kohlbacher, O., Lilley, K. S., and Gatto, L. (2016a). Learning from
heterogeneous data sources: an application in spatial proteomics. PLoS computational
biology, 12(5):e1004920. Referred to on page 2.
Breckels, L. M., Mulvey, C. M., Lilley, K. S., and Gatto, L. (2016b). A bioconductor
workflow for processing and analysing spatial proteomics data. F1000Research, 5.
Referred to on page 2.
Brooks, S. P. and Gelman, A. (1998). General methods for monitoring convergence of
iterative simulations. Journal of computational and graphical statistics, 7(4):434–455.
Referred to on page 32.
Casella, G. and Robert, C. P. (1996). Rao-blackwellisation of sampling schemes.
Biometrika, 83(1):81–94. Referred to on page 5.
Christoforou, A., Mulvey, C. M., Breckels, L. M., Geladaki, A., Hurrell, T., Hayward,
P. C., Naake, T., Gatto, L., Viner, R., Arias, A. M., et al. (2016). A draft map of
the mouse pluripotent stem cell spatial proteome. Nature communications, 7:9992.
Referred to on pages 2, 16, and 18.
Cody, N. A., Iampietro, C., and Le´cuyer, E. (2013). The many functions of mrna
localization during normal development and disease: from pillar to post. Wiley In-
terdisciplinary Reviews: Developmental Biology, 2(6):781–796. Referred to on page
1.
Cook, K. C. and Cristea, I. M. (2019). Location is everything: protein translocations as
a viral infection strategy. Current opinion in chemical biology, 48:34–43. Referred to
on page 2.
Cooke, E. J., Savage, R. S., Kirk, P. D., Darkins, R., and Wild, D. L. (2011). Bayesian
hierarchical clustering for microarray time series data with replicates and outlier mea-
surements. BMC bioinformatics, 12(1):399. Referred to on pages 3 and 8.
37
Coretto, P. and Hennig, C. (2016). Robust improper maximum likelihood: tuning,
computation, and a comparison with other methods for robust gaussian clustering.
Journal of the American Statistical Association, 111(516):1648–1659. Referred to on
page 8.
Crook, O. M., Mulvey, C. M., Kirk, P. D. W., Lilley, K. S., and Gatto, L. (2018). A
bayesian mixture modelling approach for spatial proteomics. PLOS Computational
Biology, 14(11):1–29. Referred to on pages 2, 3, 8, 11, and 18.
Davies, A. K., Itzhak, D. N., Edgar, J. R., Archuleta, T. L., Hirst, J., Jackson, L. P.,
Robinson, M. S., and Borner, G. H. (2018). Ap-4 vesicles contribute to spatial control
of autophagy via rusc-dependent peripheral delivery of atg9a. Nature Communica-
tions, 9:3958. Referred to on page 2.
De Duve, C. and Beaufay, H. (1981). A short history of tissue fractionation. The Journal
of cell biology, 91(3):293. Referred to on page 2.
De Matteis, M. A. and Luini, A. (2011). Mendelian disorders of membrane trafficking.
New England Journal of Medicine, 365(10):927–938. Referred to on page 1.
Duane, S., Kennedy, A. D., Pendleton, B. J., and Roweth, D. (1987). Hybrid monte
carlo. Physics letters B, 195(2):216–222. Referred to on pages 3 and 10.
Dunkley, T. P., Hester, S., Shadforth, I. P., Runions, J., Weimar, T., Hanton, S. L.,
Griffin, J. L., Bessant, C., Brandizzi, F., Hawes, C., et al. (2006). Mapping the
arabidopsis organelle proteome. Proceedings of the National Academy of Sciences,
103(17):6518–6523. Referred to on page 2.
Dunkley, T. P., Watson, R., Griffin, J. L., Dupree, P., and Lilley, K. S. (2004). Localiza-
tion of organelle proteins by isotope tagging (lopit). Molecular & Cellular Proteomics,
3(11):1128–1134. Referred to on page 2.
Durbin, J. (1960). The fitting of time-series models. Revue de l’Institut International de
Statistique, pages 233–244. Referred to on page 7.
Eddelbuettel, D. and Francois, R. (2011). Rcpp: Seamless r and c++ integration.
Journal of Statistical Software, Articles, 40(8):1–18. Referred to on page 9.
Eddelbuettel, D. and Sanderson, C. (2014). Rcpparmadillo: Accelerating r with high-
performance c++ linear algebra. Comput. Stat. Data Anal., 71:1054–1063. Referred
to on page 9.
Escobar, M. D. and West, M. (1995). Bayesian density estimation and inference using
mixtures. Journal of the american statistical association, 90(430):577–588. Referred
to on page 19.
Fraley, C. and Raftery, A. E. (2007). Bayesian regularization for normal mixture estima-
tion and model-based clustering. Journal of Classification, 24(2):155–181. Referred
to on page 4.
38
Gatto, L., Breckels, L. M., Burger, T., Nightingale, D. J., Groen, A. J., Campbell, C.,
Mulvey, C. M., Christoforou, A., Ferro, M., and Lilley, K. S. (2014a). A foundation
for reliable spatial proteomics data analysis. Molecular & Cellular Proteomics, pages
mcp–M113. Referred to on page 2.
Gatto, L., Breckels, L. M., and Lilley, K. S. (2019). Assessing sub-cellular resolution
in spatial proteomics experiments. Current Opinion in Chemical Biology, 48:123–149.
Referred to on page 2.
Gatto, L., Breckels, L. M., Wieczorek, S., Burger, T., and Lilley, K. S. (2014b). Mass-
spectrometry based spatial proteomics data analysis using proloc and prolocdata.
Bioinformatics. Referred to on pages 2 and 21.
Gatto, L., Crook, O. M., and Breckels, L. M. (2018). pRolocdata: Data accompanying
the pRoloc package. R package version 1.19.1. Referred to on page 21.
Gatto, L. and Lilley, K. (2012). Msnbase - an r/bioconductor package for isobaric tagged
mass spectrometry data visualization, processing and quantitation. Bioinformatics,
28:288–289. Referred to on page 2.
Gatto, L., Vizca´ıno, J. A., Hermjakob, H., Huber, W., and Lilley, K. S. (2010). Or-
ganelle proteomics experimental designs and analysis. Proteomics, 10(22):3957–3969.
Referred to on page 2.
Geladaki, A., Britovsek, N. K., Breckels, L. M., Smith, T. S. O. L. V., Mulvey, C. M.,
Crook, O. M., Gatto, L., and Lilley, K. S. (2019). Combining lopit with differential
ultracentrifugation for high-resolution spatial proteomics. Nature Communications,
10:331. Referred to on page 2.
Gelfand, A. E., Kottas, A., and MacEachern, S. N. (2005). Bayesian nonparametric
spatial modeling with dirichlet process mixing. Journal of the American Statistical
Association, 100(471):1021–1035. Referred to on page 4.
Gelfand, A. E. and Smith, A. F. (1990). Sampling-based approaches to calculating
marginal densities. Journal of the American statistical association, 85(410):398–409.
Referred to on page 5.
Gelman, A., Carlin, J. B., Stern, H. S., and Rubin, D. B. (1995). Bayesian Data Analysis.
Chapman & Hall, London. Referred to on pages 11 and 16.
Gelman, A. et al. (2006). Prior distributions for variance parameters in hierarchical
models (comment on article by browne and draper). Bayesian analysis, 1(3):515–534.
Referred to on page 16.
Gelman, A. and Rubin, D. B. (1992). Inference from iterative simulation using multiple
sequences. Statistical science, pages 457–472. Referred to on page 32.
39
Gentleman, R. C., Carey, V. J., Bates, D. M., Bolstad, B., Dettling, M., Dudoit, S., Ellis,
B., Gautier, L., Ge, Y., Gentry, J., et al. (2004). Bioconductor: open software de-
velopment for computational biology and bioinformatics. Genome biology, 5(10):R80.
Referred to on pages 2 and 20.
Gibson, T. J. (2009). Cell regulation: determined to signal discrete cooperation. Trends
in biochemical sciences, 34(10):471–482. Referred to on page 1.
Girolami, M. and Calderhead, B. (2011). Riemann manifold langevin and hamiltonian
monte carlo methods. Journal of the Royal Statistical Society: Series B (Statistical
Methodology), 73(2):123–214. Referred to on page 10.
Gneiting, T. and Raftery, A. E. (2007). Strictly proper scoring rules, prediction, and es-
timation. Journal of the American Statistical Association, 102(477):359–378. Referred
to on pages 15 and 18.
Hall, S. L., Hester, S., Griffin, J. L., Lilley, K. S., and Jackson, A. P. (2009). The
organelle proteome of the dt40 lymphocyte cell line. Molecular & Cellular Proteomics,
8(6):1295–1305. Referred to on page 2.
Heard, W., Sklena´rˇ, J., Tome, D. F., Robatzek, S., and Jones, A. M. (2015). Identifica-
tion of regulatory and cargo proteins of endosomal and secretory pathways in arabidop-
sis thaliana by proteomic dissection. Molecular & Cellular Proteomics, 14(7):1796–
1813. Referred to on page 2.
Hennig, C. (2004). Breakdown points for maximum likelihood estimators of location-
scale mixtures. Annals of Statistics, pages 1313–1340. Referred to on page 8.
Hensman, J., Lawrence, N. D., and Rattray, M. (2013). Hierarchical bayesian modelling
of gene expression time series across irregularly sampled replicates and clusters. BMC
bioinformatics, 14(1):252. Referred to on pages 3 and 7.
Hirst, J., Itzhak, D. N., Antrobus, R., Borner, G. H., and Robinson, M. S. (2018). Role
of the ap-5 adaptor protein complex in late endosome-to-golgi retrieval. PLoS biology,
16(1):e2004411. Referred to on pages 2, 18, and 19.
Horowitz, A. M. (1991). A generalized guided monte carlo algorithm. Physics Letters
B, 268(2):247–252. Referred to on page 10.
Huber, W., Carey, V. J., Gentleman, R., Anders, S., Carlson, M., Carvalho, B. S., Bravo,
H. C., Davis, S., Gatto, L., Girke, T., et al. (2015). Orchestrating high-throughput
genomic analysis with bioconductor. Nature methods, 12(2):115. Referred to on pages
2 and 21.
Itzhak, D. N., Davies, C., Tyanova, S., Mishra, A., Williamson, J., Antrobus, R., Cox,
J., Weekes, M. P., and Borner, G. H. (2017). A mass spectrometry-based approach
for mapping protein subcellular localization reveals the spatial proteome of mouse
primary neurons. Cell reports, 20(11):2706–2718. Referred to on pages 2 and 18.
40
Itzhak, D. N., Tyanova, S., Cox, J., and Borner, G. H. (2016). Global, quantitative and
dynamic mapping of protein subcellular localization. Elife, 5:e16950. Referred to on
pages 2, 18, and 19.
Jadot, M., Boonen, M., Thirion, J., Wang, N., Xing, J., Zhao, C., Tannous, A., Qian, M.,
Zheng, H., Everett, J. K., et al. (2017). Accounting for protein subcellular localization:
A compartmental map of the rat liver proteome. Molecular & Cellular Proteomics,
16(2):194–212. Referred to on page 2.
Kalaitzis, A. A. and Lawrence, N. D. (2011). A simple approach to ranking differentially
expressed gene expression time courses through gaussian process regression. BMC
bioinformatics, 12(1):180. Referred to on page 3.
Kau, T. R., Way, J. C., and Silver, P. A. (2004). Nuclear transport and cancer: from
mechanism to intervention. Nature Reviews Cancer, 4(2):106–117. Referred to on
page 1.
Kirk, P., Babtie, A., and Stumpf, M. (2015). Systems biology (un) certainties. Science,
350(6259):386–388. Referred to on page 2.
Kirk, P., Griffin, J. E., Savage, R. S., Ghahramani, Z., and Wild, D. L. (2012). Bayesian
correlated clustering to integrate multiple datasets. Bioinformatics, 28(24):3290–3297.
Referred to on page 3.
Kirk, P. D. and Stumpf, M. P. (2009). Gaussian process regression bootstrapping:
exploring the effects of uncertainty in time course data. Bioinformatics, 25(10):1300–
1306. Referred to on page 3.
Latorre, I. J., Roh, M. H., Frese, K. K., Weiss, R. S., Margolis, B., and Javier, R. T.
(2005). Viral oncoprotein-induced mislocalization of select pdz proteins disrupts
tight junctions and causes polarity defects in epithelial cells. Journal of cell science,
118(18):4283–4293. Referred to on page 2.
Laurila, K. and Vihinen, M. (2009). Prediction of disease-related mutations affecting
protein localization. BMC genomics, 10(1):122. Referred to on page 2.
Lavine, M. and West, M. (1992). A bayesian method for classification and discrimination.
Canadian Journal of Statistics, 20(4):451–461. Referred to on page 4.
Liu, D. C. and Nocedal, J. (1989). On the limited memory bfgs method for large scale
optimization. Mathematical programming, 45(1-3):503–528. Referred to on page 9.
Luheshi, L. M., Crowther, D. C., and Dobson, C. M. (2008). Protein misfolding and
disease: from the test tube to the organism. Current opinion in chemical biology,
12(1):25–31. Referred to on page 2.
Lunn, D. J., Thomas, A., Best, N., and Spiegelhalter, D. (2000). Winbugs-a bayesian
modelling framework: concepts, structure, and extensibility. Statistics and computing,
10(4):325–337. Referred to on page 16.
41
MacKay, D. J. (2003). Information theory, inference and learning algorithms. Cambridge
university press. Referred to on page 31.
Mendes, M., Pelez-Garca, A., Lpez-Lucendo, M., Bartolom, R. A., Calvio, E., Barderas,
R., and Casal, J. I. (2017). Mapping the spatial proteome of metastatic cells in
colorectal cancer. proteomics, 17(19). 1700094. Referred to on page 2.
Metropolis, N., Rosenbluth, A. W., Rosenbluth, M. N., Teller, A. H., and Teller, E.
(1953). Equation of state calculations by fast computing machines. The journal of
chemical physics, 21(6):1087–1092. Referred to on page 3.
Mulvey, C. M., Breckels, L. M., Geladaki, A., Britovsˇek, N. K., Nightingale, D. J.,
Christoforou, A., Elzek, M., Deery, M. J., Gatto, L., and Lilley, K. S. (2017). Using
hyperLOPIT to perform high-resolution mapping of the spatial proteome. Nature
Protocols, 12(6):1110–1135. Referred to on page 2.
Murphy, K. P. (2012). Machine learning: a probabilistic perspective. The MIT Press.
Referred to on page 5.
Neal, R. M. (1997). Monte carlo implementation of gaussian process models for bayesian
regression and classification. arXiv preprint physics/9701026. Referred to on page
10.
Neal, R. M. et al. (2011). Mcmc using hamiltonian dynamics. Handbook of Markov
Chain Monte Carlo, 2(11). Referred to on pages 10, 31, and 32.
Nightingale, D. J., Geladaki, A., Breckels, L. M., Oliver, S. G., and Lilley, K. S. (2019).
The subcellular organisation of saccharomyces cerevisiae. Current opinion in chemical
biology, 48:86–95. Referred to on page 2.
Olkkonen, V. M. and Ikonen, E. (2006). When intracellular logistics fails-genetic defects
in membrane trafficking. Journal of cell science, 119(24):5031–5045. Referred to on
page 2.
Orre, L. M., Vesterlund, M., Pan, Y., Arslan, T., Zhu, Y., Woodbridge, A. F., Frings,
O., Fredlund, E., and Lehti, J. (2019). Subcellbarcode: Proteome-wide mapping of
protein localization and relocalization. Molecular Cell, 73(1):166 – 182.e7. Referred
to on page 2.
Parsons, H., Ferna´ndez-Nin˜o, S., and Heazlewood, J. (2014). Separation of the plant
golgi apparatus and endoplasmic reticulum by free-flow electrophoresis. Methods in
molecular biology (Clifton, NJ), 1072:527. Referred to on page 2.
Plummer, M., Best, N., Cowles, K., and Vines, K. (2006). Coda: Convergence diagnosis
and output analysis for mcmc. R News, 6(1):7–11. Referred to on page 32.
R Core Team (2017). R: A Language and Environment for Statistical Computing. R
Foundation for Statistical Computing, Vienna, Austria. Referred to on page 2.
42
Rasmussen, C. E. (2004). Gaussian processes in machine learning. In Advanced lectures
on machine learning, pages 63–71. Springer. Referred to on pages 3, 9, 15, and 26.
Rasmussen, C. E. and Williams, C. K. (2006). Gaussian processes for machine learning.
MIT Press. Referred to on page 3.
Richardson, S. and Green, P. J. (1997). On bayesian analysis of mixtures with an
unknown number of components (with discussion). Journal of the Royal Statistical
Society: series B (statistical methodology), 59(4):731–792. Referred to on page 19.
Rodriguez, J. A., Au, W. W., and Henderson, B. R. (2004). Cytoplasmic mislocalization
of brca1 caused by cancer-associated mutations in the brct domain. Experimental cell
research, 293(1):14–21. Referred to on page 2.
Sadowski, P. G., Dunkley, T. P., Shadforth, I. P., Dupree, P., Bessant, C., Griffin,
J. L., and Lilley, K. S. (2006). Quantitative proteomic approach to study subcellular
localization of membrane proteins. Nature protocols, 1(4):1778–1789. Referred to on
page 2.
Schuurman, N., Grasman, R., and Hamaker, E. (2016). A comparison of inverse-wishart
prior specifications for covariance matrices in multilevel autoregressive models. Mul-
tivariate Behavioral Research, 51(2-3):185–206. Referred to on page 16.
Shannon, C. E. (1948). A mathematical theory of communication. The Bell System
Technical Journal, 27(3):379–423. Referred to on page 11.
Shin, S. J., Smith, J. A., Rezniczek, G. A., Pan, S., Chen, R., Brentnall, T. A., Wiche, G.,
and Kelly, K. A. (2013). Unexpected gain of function for the scaffolding protein plectin
due to mislocalization in pancreatic cancer. Proceedings of the National Academy of
Sciences, 110(48):19414–19419. Referred to on page 2.
Siljee, J. E., Wang, Y., Bernard, A. A., Ersoy, B. A., Zhang, S., Marley, A., Von Zastrow,
M., Reiter, J. F., and Vaisse, C. (2018). Subcellular localization of mc4r with adcy3
at neuronal primary cilia underlies a common pathway for genetic predisposition to
obesity. Nat Genet. Referred to on page 2.
Steel, M. F. and Fuentes, M. (2010). Non-gaussian and nonparametric models for con-
tinuous spatial data. CRC press. Referred to on page 4.
Strauß, M. E., Kirk, P. D., Reid, J. E., and Wernisch, L. (2019). GPseudoClust: decon-
volution of shared pseudo-trajectories at single-cell resolution. bioRxiv, page 567115.
Referred to on pages 3 and 7.
Tan, D. J., Dvinge, H., Christoforou, A., Bertone, P., Martinez Arias, A., and Lilley, K. S.
(2009). Mapping organelle proteins and protein complexes in drosophila melanogaster.
Journal of proteome research, 8(6):2667–2678. Referred to on pages 2, 11, and 18.
43
Thul, P. J., A˚kesson, L., Wiking, M., Mahdessian, D., Geladaki, A., Ait Blal, H., Alm,
T., Asplund, A., Bjo¨rk, L., Breckels, L. M., Ba¨ckstro¨m, A., Danielsson, F., Fagerberg,
L., Fall, J., Gatto, L., Gnann, C., Hober, S., Hjelmare, M., Johansson, F., Lee, S.,
Lindskog, C., Mulder, J., Mulvey, C. M., Nilsson, P., Oksvold, P., Rockberg, J.,
Schutten, R., Schwenk, J. M., Sivertsson, A˚., Sjo¨stedt, E., Skogs, M., Stadler, C.,
Sullivan, D. P., Tegel, H., Winsnes, C., Zhang, C., Zwahlen, M., Mardinoglu, A.,
Ponte´n, F., von Feilitzen, K., Lilley, K. S., Uhle´n, M., and Lundberg, E. (2017). A
subcellular map of the human proteome. Science. Referred to on page 2.
Trench, W. F. (1964). An algorithm for the inversion of finite toeplitz matrices. Journal
of the Society for Industrial and Applied Mathematics, 12(3):515–522. Referred to on
page 7.
Wang, L. and Dunson, D. B. (2011). Fast bayesian inference in dirichlet process mixture
models. Journal of Computational and Graphical Statistics, 20(1):196–216. Referred
to on page 16.
Williams, C. K. and Rasmussen, C. E. (1996). Gaussian processes for regression. In
Advances in neural information processing systems, pages 514–520. Referred to on
page 3.
Zhang, Y., Leithead, W. E., and Leith, D. J. (2005). Time-series gaussian process
regression based on toeplitz computation of o (n 2) operations and o (n)-level storage.
In Decision and Control, 2005 and 2005 European Control Conference. CDC-ECC’05.
44th IEEE Conference on, pages 3711–3716. IEEE. Referred to on pages 4, 7, and 23.
44
