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В даній статті надана фор-
мальна модель семантичного пошу-
ку в спеціалізованій електронній 
бібліотеці. Надана схема побудо-
ви онтології. Сформульовано леми 
для функцій інтерпретації термів і 
концепцій
Ключові слова: семантичний 
пошук, пошук інформації, онтології
В данной статье представлена 
формальная модель семантического 
поиска в специализированной элек-
тронной библиотеке. Представлена 
схема построения онтологии. 
Сформулированы леммы для функций 
интерпретации термов и концепций
Ключевые слова: семантический 
поиск, поиск информации, онтологии
This article presents a formal model 
of semantic search in a specialized elec-
tronic library. A scheme for constructing 
an ontology is presented. The lemmas for 
the functions of interpretation of terms 
and concepts are formed
Key words: semantic search, 
information retrieval, ontology
Введение
Развитие индустрии систем электронного доку-
ментооборота, сопровождающееся ростом массивов 
обрабатываемых полнотекстовых документов, требует 
новых средств организации доступа к информации, 
многие из которых следует отнести к разряду систем 
искусственного интеллекта - систем обработки зна-
ний. Основной задачей, возникающей при работе с 
полнотекстовыми базами данных, является задача 
поиска документов по их содержанию. Однако, став-
шие традиционными средства контекстного поиска по 
вхождению слов в документ, представленные, в част-
ности, поисковыми машинами в интернет, зачастую 
не обеспечивают адекватного выбора информации по 
запросу пользователя.
Первые информационно-поисковые системы 
(ИПС) появились более тридцати лет назад и с тех 
произошли существенные изменения, как в поиско-
вых алгоритмах, так и в техническом оснащении. В 
настоящее время в поисковых системах используется 
релевантная модель оценки соответствия исследуе-
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мого документа поисковому запросу.Одно из перспек-
тивных направлений развития информационно-поис-
ковых систем - построение моделей «семантического», 
т.е. «смыслового» поиска - поиска ресурсов, наиболее 
релевантных запросу, а не просто содержащие слова 
из запроса [1]. В 1999-2002 годах, как зарубежными, 
так и российскими учеными было предложено исполь-
зовать в модели семантического поиска онтологии 
предметных областей [2-4]. Последние несколько лет в 
работах [5-9] рассматриваются различные методы для 
автоматического формирования онтологий, для чего 
используется лексический и синтаксический анализ 
документов. 
Однако вопрос автоматического построения он-
тологий остается актуальным, так как релевантность 
полученных онтологий достаточно низкая.
Целью статьи является построение новой расши-
ренной модели онтологии предметной области, в кото-
рой определены формальные функции интерпретации 
концепций и терминов; построение математической 
модели семантического поиска использующей расши-
ренные функции интерпретации онтологии предмет-
ной области; разработка нового метода автоматическо-
го построения онтологии на основе информационных 
библиографических коллекций, распределенных в 
сети Интернет.
2. Формальные модели онтологий
Классическая модель онтологии [10] определяется 
как множество 
О =<C, R, F >,
где С – конечное множество понятий предметной 
области;
R – конечное множество отношений между поня-
тиями;
F – конечное множество функций интерпретации.
К заданным множествам предъявляются следую-
щие требования:
С – непустое и конечное множество;
R и F –  конечные множества.
Свойства онтологии:
1. если R = 0 и F = 0, то онтология трансформиру-
ется в простой словарь. Например, набор тер-
минов, используемый в той или иной предмет-
ной области, без объяснений значений данных 
терминов. Простым словарем является любой 
орфографический словарь;
2. если R = 0 и F ≠ 0, то онтология преобразует-
ся в пассивный словарь (тезаурус). Например, 
толковый словарь — интерпретирование, уточ-
нение, объяснение значения одних терминов на 
основе других, имеющихся в словаре;
3. если R ≠ 0 и F = 0, то онтология является про-
стой таксономией. 
Таксономия - иерархически выстроенная система 
целей и результатов от простой к сложной системе. 
Математически таксономией является древообразная 
структура классификаций определенного набора объ-
ектов. Например, используемые в библиографии клас-
сификационные системы, которые задают отношения 
иерархии между понятиями. При этом не приводится 
интерпретации понятий.
Для решения конкретных задач в дальнейшем были 
введены и более сложные модели онтологий.
В работе [11] модель концептуализации предмет-
ной области определяется как множество 
О =< U, R, F, L >,
 где U – множество классов; 
R – множество отношений; 
F – множество функций;
L – множество констант.
Основное отличие от классической модели - мно-
жество понятий разделено на два разных множества: 
U (названное авторами классами) и L (константы). 
Это дало возможность уточнять понятия предметной 
области терминами из словаря, не являющимися сущ-
ностями, но семантически связанными с ними. 
В работе [12] вводится ещё одна модель онтологии: 
О =< L, С, F, H, Root >, 
где L – словарь (набор терминов);
С – набор понятий (концепций);
F – функция интерпретации F(L) → C. Отношение 
набора терминов к набору понятий, к которым они от-
носятся; 
H – таксономия. Концепции связаны направлен-
ным, нециклическим, рефлексивным отношением Н; 
Root – главная концепция.
Множество отношений R, на которое не было на-
ложено никаких ограничений, заменяется на строго 
ограниченное множество Н, допускающее только ие-
рархические связи между концепциями. Это огра-
ничение влечет за собой появление параметра Root, 
который обеспечивает онтологическому дереву хоть 
один «корень».
Данная модель может быть с успехом применена 
для классификации документов, но для задачи семан-
тического поиска необходимо определение функции 
интерпретации концепций Fc(C) → L, необходимой 
для операции расширения запроса семантически свя-
занными терминами, определенными для данной кон-
цепции.
3. Модель онтологии, специализированной для задач 
полнотекстового поиска 
Формально определим онтологию как кортеж 
О =< L, С, Fi, Fc, Rh >, 
где L – словарь терминов предметной области, 
L = {(wi, xi)}i=1,n; 
wi – термин, возможно более одного слова; 
xi – вес термина в словаре;
С – набор понятий (концепций), С= {сi}i=1,n;
Fi(L)→C – функция интерпретации терминов, со-
поставляет набору терминов из словаря подмножество 
концепций;
Fc – функция интерпретации концепций, Fc(Ci)→ 
L, сопоставляет концепции набор терминов из словаря; 
Rh – отношения иерархии между концепциями.
4. Функция интерпретации терминов
В качестве функции интерпретации определим 




u – поисковый запрос, состоящий из одного или 
нескольких слов;
 w L⊂ –один термин из словаря.
Запрос и представим в виде множества терминов 
из словаря L, построенных на основе слов из запроса u:
Назовем априорной вероятностью вероятность со-
бытия А – выбор концепции из множества С для за-
проса u. 
Определим пространство гипотез. Событием В 
определим как термин w L⊂  присутствует в запросе u. 
Применим формулу полной вероятности [57]
где Р(А | Bi) – вероятность того, что будет выбрана 
концепция ci, если термин wi входит в запрос u.
Введем разбиение априорного события А как вы-
бор одной из концепций ci из множества С и, применив 
формулу Бaйeca, получим
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В нашей модели онтологии свойства концепции 
(родительская и подчиненные концепции, количество 
терминов, относящихся к концепции, и другие) никак 
не влияют на вероятность ее выбора. Вероятность вы-
бора концепции зависит только от терминов, следова-
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Оценим P(B|Ai) – вероятность того, что если будет 
выбрана концепция сi, то в ней будут термины из за-
проса u. Эта величина известна из модели нашей онто-
логии и имеет значение xw
i  - вес данного термина в 
словаре.
Оценим вероятность P(Bi), т.е. вероятность того, 












– отношение количества вхож
дений термина w к общей сумме вхождений всех тер-
минов из запроса в словарь.
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Функция интерпретации терминов принимает вид:
Определение. Назовем запрос и корректным, если 
существует хотя бы одно w, такое что w u w LÎ ∩ Î .
Лемма 1. Для любого корректного непустого запро-
са u множество Fi(u) не пусто, т.е. будет найдена хотя бы 
одна концепция, соответствующая запросу.
Доказательство: u wi i
n= { } =1 , существует jє[1,n], где 
w Lj Î ,  следовательно, для wj выполняются сле-

















И по определению функции интерпретации (5), 
есть хоть одно сi, для которого выполняется P(cі | u) > 0.
5. Функция интерпретации концепций
Определим функцию интерпретации как множе-
ство терминов, относящихся к данной концепции с 
весом большим, чем средний вес всех терминов для 
данной концепции. Функцию интерпретации концеп-
ций определим как
F c w x
x
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где Li – множество всех терминов из L, соответ-
ствующие концепции сi.
Лемма 2. Для любой концепции ciєС, множество 
Fc(ci) не пусто, т.е. найдется хотя бы один термин, 
уточняющий данную концепцию. 




k( ,... ) ... ,1 1≥
+ из чего следует, что существует
хотя бы одно xj, которое больше либо равно среднему 
арифметическому. Т.е. множество Fc(ci) состоит хотя 
бы из одного элемента.
6. Математическая модель поисковой системы
Существует два варианта обработки поискового 
запроса:
1. u = ci – поисковый запрос совпадает с названи-
ем какой-либо концепции в онтологииwi
2. i iw L,w uÍ Î – поисковый запрос или его часть 
совпадает с подмножеством словаря онтоло-
гии. 
В первом случае, расширяем поисковый запрос, 
применяя функцию интерпретации концепций, т.е. до-
полняя запрос терминами из найденной концепции 
U u F cc i=  ( ) .
Во втором случае, применяем функцию интерпре-
тации терминов, получая множество наиболее реле-
вантных концепций. К полученным концепциям при-
меняем функцию интерпретации терминов, дополняя 
запрос терминами, уточняющими данную концепцию. 
Расширяем запрос, применяя функцию интерпрета-
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расширения запроса сводится к заданию наиболее 
релевантных прямой и обратных функций интерпре-
тации.
Теорема. Если u – корректно, то U \ u ≠ 0, т.е. и до-
полняется не пустым множеством.
Доказательство: рассмотрим случай, когда u = Ci. 
По лемме 2 множество Fс(сі) не пусто и следовательно 
множество U \ u также не пусто.
Рассмотрим случай, когда i iw L,w uÍ Î . По лемме 
1 и 2 множество Fc(Fi(u)) ≠ 0 и, следовательно, множе-
ство U \ и  ≠  О . 
7. Математическая модель библиографических баз 
данных
Существует два варианта обработки поискового запроса:
1.  u = ci – поисковый запрос совпадает с названи-
ем какой-либо концепции в онтологии
2. i iw L,w uÍ Î  – поисковый запрос или его часть 
совпадает с подмножеством словаря онтоло-
гии. 
В первом случае, расширяем поисковый запрос, 
применяя функцию интерпретации концепций, т.е. до-
полняя запрос терминами из найденной концепции 
U u F cc i=  ( ) .
Во втором случае, применяем функцию интерпре-
тации терминов, получая множество наиболее реле-
вантных концепций. К полученным концепциям при-
меняем функцию интерпретации терминов, дополняя 
запрос терминами, уточняющими данную концепцию. 
Расширяем запрос, применяя функцию интерпрета-







 ( ( ( )) . В результате алгоритм
расширения запроса сводится к заданию наиболее 
релевантных прямой и обратных функций интерпре-
тации.
Теорема. Если u – корректно, то U \ u ≠ 0, т.е. и до-
полняется не пустым множеством.
Доказательство: рассмотрим случай, когда u = Ci. 
По лемме 2 множество Fс(сі) не пусто и следовательно 
множество U \ u также не пусто.
Рассмотрим случай, когда wi Í L, wi Î u. По лемме 
1 и 2 множество Fc(Fi(u)) ≠ 0 и, следовательно, множе-
ство U \ и ≠  О.
8. Метод построения онтологии
Для преобразования кортежа G в кортеж О (онто-
логию), нам необходимо построить отображение Rc:  
С → С, где L={(wi, xi)}і=1,n.
Определим отношение Rbc, выбрав множество би-
блиографических записей, соответствующих конкрет-
ной концепции:
.
Данное отношение означает, что для каждой библи-
ографической записи и отнесенной к ней концепции 
существует свой набор терминов. Свернув множество 
отношений Rbc по всем библиографическим записям, 
получим
Так как термины в разных записях могут повто-
ряться, то введем коэффициент повторения
Чем больше экспертов определили данный термин 
для соответствующего кода УДК, тем выше его вес хi.
Итак, мы получили отображение
То eсть Rc: C ® L, что соответствует функции ин-
терпретации концепций в нашей модели онтологии. 
Сам метод можно представить в виде схемы на рис. 1.
Рис. 1. Схема функции интерпретации концепций в модели 
онтологии
Выводы
В данной статье была рассмотрена формальная 
модель онтологии специализированной для полнотек-
стового поиска. На основе проведенных исследований 
были получены леммы для функций интерпретации 
термов и концепций.
К основным результатам следует отнести следую-
щее: 
разработана математическая модель семантиче-
ского поиска, использующая онтологию предметной 
области, доказано существование непустого решения 
– семантической интерпретации запроса пользовате-
ля к ИПС;
разработана математическая модель онтологии, 
ориентированной на задачи информационного поиска, 
определены и математически обоснованы формальные 
функции интерпретации концепций и терминов;
предложен метод для автоматического создания 
онтологии на основе распределенных информацион-
ных библиографических коллекций, имеющихся в 
сети Интернет. 
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