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T HE economic success of an aircraft is highly dependent on its aerodynamic performance, with drag being one of the most important aspects of performance because it is related to fuel efficiency. For example, for a typical commercial airliner, one drag count is equivalent to a payload of 91 kg [1] , and so it is crucial to be able to quantify and break down the aerodynamic drag produced by an aircraft. Far-field drag-prediction and decomposition methods are powerful tools that allow the decomposition of the drag into its physical components, such as wave, viscous, and induced drag. Today, this drag breakdown is an important tool for the aerodynamicist who wishes to gain a better understanding of flow characteristics and to optimize external aerodynamic configurations. Furthermore, these methods also remove the spurious drag inherent to all computational fluid dynamics (CFD) solutions caused by numerical and truncation errors and by the artificial dissipation added by most solvers, which increases the accuracy of the computed drag coefficient.
Actually, far-field drag-prediction and decomposition methods are used by the major aerospace industries, such as Bombardier Aerospace [2] and Airbus [3] , for optimization processes. The Boeing company also showed a strong interest in the last Drag Prediction Workshop held in Chicago. Most of the time, industrials are using the far-field method derived from the work of Destarac [5] . However, this far-field drag-prediction and decomposition method is solely intended for steady flows. In a recent work, Marongiu and Tognaccini [6] proposed a far-field method to analyze the aerodynamic forces acting on an airfoil in a subsonic unsteady flow. Their method allows for the decomposition of the aerodynamic force into two parts: one associated with the bound vorticity and the other to the free vorticity in the wake. Although powerful, this method is a significant departure from the regular Destarac far-field approach commonly used, which allows for a physical decomposition of drag in terms of viscous, induced, and wave drag. In the present work, we intend to stay close to the more common far-field approach to allow for the same physical decomposition, with the addition of a new term to take into account the unsteadiness of the flow. In view of the increasing popularity of this far-field method for steady flows, a generalization to unsteady cases should be well received by practicioners, as a far-field drag-prediction and decomposition method relevant to unsteady flows is clearly needed in a number of research areas. This decomposition method could be very useful in emerging research fields, for example, to help explain the drag produced by a flapping-wing drone [7] or the drag associated with the contrarotating open rotor [8] , a new type of propulsion system where all of the aerodynamic analysis involves unsteady flow. For wellestablished research fields, this type of decomposition could be extremely useful. For example, this method could be interesting for flap and slat optimization.
This paper presents a generalization of the far-field drag-prediction and decomposition method to unsteady flows. The development of the theory is divided into three major topics. First, a general farfield formulation is derived, which leads to computation of the total drag. This far-field formulation takes into account the unsteady term arising in the momentum equation and takes into account the possibility of moving/rotating frame coordinates. Second, the total drag computed with the far-field formulation is itself decomposed into two parts, one caused by irreversible processes and the other by reversible ones (from a thermodynamic point of view). It should be noted that this decomposition process is different from the one currently used. As we shall see later, it is based on a continuous function, whereas the currently used process may contain discontinuities. Third, the drag caused by reversible processes is also decomposed into two parts, one of them independent of time, and the other caused by the unsteady fluctuations of the flow. Finally, this paper presents results and validation on three test cases. The first test case concerns an airfoil evolving in an inertial reference frame and subject to a change in its boundary conditions, and it was designed specifically to test a static control volume. The second and third test cases concern an oscillating airfoil in a viscous flow with a reduced frequency κ of 0.04 and 0.1, respectively.
We first present a literature review, which provides an overview of the state of the art in drag-prediction and decomposition methods, including the currently used far-field method, designed by Destarac and van der Vooren [9] , which applies to steady flows.
II. State of the Art
There are two principal approaches to compute the drag from a CFD solution. The first approach is the classical one, and it is called the near-field method. It involves integrating the mechanical forces acting on a geometry, namely the pressure and viscous forces. The near-field drag is computed as follows:
In this equation, S A represents the surface of the body. This type of decomposition naturally offers a mechanical decomposition, in terms of friction and pressure drag. It is of less interest to the aerodynamicist, owing to the type of decomposition it offers and the fact that the accuracy of the computed drag coefficient is highly dependent on the mesh size, with the spurious drag being implicitly contained in the computed value. The second approach, called the far-field method, is based on the law of conservation of momentum. Considering an arbitrary volume, as shown in Fig. 1 , summing up the forces acting in the flow direction along the boundaries of the control volume leads to the definition of the far-field drag (which is relevant to steady flow):
This equation is the general form of the far-field drag equation. Destarac and van der Vooren [9] proposed to decompose the drag into two parts, one caused by the presence of irreversibility, such as wave and viscous drag, and one caused by reversible processes, such as induced drag. At the heart of this decomposition is the decomposition of the axial velocity defect in these two parts. Using thermodynamic relations, they showed that the axial velocity defect is computed as follows:
It has been shown by Meheut [10] that Eq. (3) is not continuous over the domain and presents discontinuities whenever the total pressure is less than the undisturbed static pressure. A continuous function has been proposed by Gariépy and Trépanier [11] for steady-state flows and will be adapted for unsteady flows, as described in Sec. III.B.2. It is convenient to introduce the notation of Destarac and van der Vooren [9] here, by defining the vector f as follows:
Considering a flow without induced drag, if the control volume extends to infinity, then it holds that p p ∞ on S T ∪ S ∞ and that u − u ∞ δ u. Defining the vector f vw as follows:
it is now possible to compute the irreversible drag (i.e., the wave and viscous drag) as follows:
The divergence theorem can then be applied to Eq. (6) to convert it to a volumetric one:
In this equation, V represents the entire computational domain. An analysis of the axial velocity defect formulation [Eq. (3)] shows that its value is zero whenever the entropy variation is zero. According to this fact, it is possible to restrict the volumetric integration to the physical zone of drag production, which corresponds to the zones where there is entropy production, namely the viscous and shock zones. Thus, for a steady-flow CFD solution, the viscous and wave drag can be computed as follows: Theoretically, outside these zones of entropy production, we can suppose that the flow is isentropic. However, this is not necessarily the case with CFD results because truncation and numerical errors as well as the addition of artificial dissipation may create false entropy. As a result, the integration of Eq. (7) over an isentropic zone may be nonzero, leading to the definition of spurious drag, which is computed as follows:
The spurious drag volume is naturally defined as the complement of the viscous and wave volume: V sp V v ∪ V w 0 . Although it is well known that spurious drag can even be found in the physical zones of drag production, as pointed out by Yamazaki et al. [12] , the larger contribution to the spurious drag comes from the nose of an aircraft and from the leading edge of the wing and stabilizer, with all of these regions being theoretically isentropic.
Finally, defining the vector f f − f vw , it is possible to show that induced drag can be computed as follows [13] :
The viscous and shock volumes can be defined using various sensors [9] . The induced drag volume, as shown by Laurendeau and Boudreau [14] , can be defined by selecting all the cells below a certain distance from the aircraft.
III. Theory
The first step in the development of the unsteady far-field dragprediction and decomposition method is the development of a general far-field formulation. This development is based on the books authored by White [15] , Warsi [16] , and Anderson [17] .
A. General Far-Field Formulation
Consider an arbitrary control volume that can rotate and translate, as depicted schematically in Fig. 2 . Summing up the forces in the flow direction, considering the time rate of change of momentum due to unsteady flow fluctuations and the added inertial acceleration due to the motion of the reference frame, leads to the following equation:
In the latter equation, u is the x-velocity component relative to a noninertial coordinate system, and V r is the relative velocity given by V r V − V s , where V s is the control volume velocity. Furthermore, the relative acceleration a x is computed as follows:
The vector r represents the position of a cell in the noninertial coordinate frame, while the vector R represents the position of the noninertial moving coordinate frame with respect to an inertial coordinate frame. From left to right, the terms represent the acceleration of the noninertial frame coordinates, the angular acceleration, the Coriolis acceleration, and the centripetal acceleration. Consider now a moving control volume with an enclosed body, as depicted schematically in Fig. 1 , where its boundaries are extended toward infinity. Indeed, the flow can be considered nonperturbated on the lateral and upstream boundaries S ∞ (i.e., u u ∞ and p p ∞ ). Then, Eq. (12) can be rewritten as follows:
The right-hand side of this equation is the near-field approach, as described by Eq. (1). It is important to note that the near-field drag is time-and mesh-motion-independent. Friction and pressure drag can be defined as follows:
The left-hand side of Eq. (14) represents the general far-field formulation, and the total far-field drag is computed as follows:
The equality between the near-field and the far-field drag is important and plays a role in the drag decomposition.
B. Thermodynamic Decomposition of the Drag
The first decomposition is a thermodynamic one, and it consists of the separation of the drag produced by reversible processes from the drag produced by irreversible processes, with the latter being associated with the production of entropy. This type of thermodynamic decomposition was proposed for steady flows by Destarac [5] in the VKI Lectures of 2003. To achieve this decomposition, he decomposes the axial velocity defect (AVD) u-u ∞ into two parts: one caused by reversible processes and the other by irreversible processes. However, the AVD caused by irreversible processes is a discontinuous function, with the discontinuities appearing whenever the total pressure is less than the undisturbed static pressure [10] . For GARIEPY, TREPANIER, AND MALOUIN steady flow, this condition generally occurs when the boundary layer separates from the body. For most cases, the computed drag coefficient is not affected. However, in the development of a dragdecomposition method relevant to unsteady flows, this situation may arise a lot more frequently, and in that case a new decomposition of the AVD would be required. But, to develop a new formulation for the AVD, two topics of interest must first be discussed: 1) Unlike the Destarac far-field drag-decomposition method for a steady flow, the method for addressing an unsteady flow must take into account the fact that part of the pressure variation on the Trefftz plane may be caused by irreversible processes, owing to the unsteadiness of the flow. In a parametric study, the authors [11] showed that the presence and intensity of a shock wave, as well as its viscosity, do not have any impact on the pressure variation over a Trefftz plane. In fact, only the presence of wake vortices influences the pressure variation on this plane, and the extent of this influence is directly linked to the strength of these vortices. This conclusion will be required in the decomposition of the AVD in a subsequent section.
2) The stagnation enthalpy variation over the entire control volume for an unsteady flow, as opposed to a steady flow, cannot be neglected due to the unsteady fluctuations. This topic is covered in the next section.
Stagnation Enthalpy Variation
Stagnation enthalpy variation can be nonzero for a transient flow, even for a nonmotorized case. This means that great care must be taken in handling this variation. In this section, we show that the total enthalpy variation on the Trefftz plane must be caused by reversible processes only. To do so, we first consider the entropy equation:
Outside the shock and viscous volume, the flow can be assumed to be inviscid. This assumption, as discussed by Destarac [5] , is certainly valid in CFD. Furthermore, by definition, the Trefftz plane is located perpendicular to the wake outside the viscous zone, and so it is possible to discard the deviatoric stress tensor from the latter equation. Taking the scalar product of Eq. (18) with the velocity vector leads to
If we consider an isentropic flow, the total derivative of entropy can be expressed as follows:
Substituting the latter equation in Eq. (19) leads to
Using the second form of the Gibbs equation, the latter equation can be rewritten as follows:
In compact form, we have
We arrived at this equation by assuming an isentropic flow along a streamline, and so the right-hand side of Eq. (23) can be associated with a reversible process. Moreover, the energy equation can be expressed as follows:
A comparison between Eqs. (23) and (24) shows 1) that −∂q i ∕∂x i is associated with an irreversible process along a streamline and represents the production of entropy caused by a heat flux; and 2) that ∂∕∂x j τ ij u i is associated with an irreversible process along a streamline and represents the dissipative effect related to the shear stress.
The deviatoric stress tensor is noncontributory over the Trefftz plane, and this shows that the dissipative effect can be neglected on the Trefftz plane. Furthermore, except for the motorized case, the boundaries of the domain are adiabatic, and the Trefftz plane can itself be considered as a boundary. Therefore, if there is a variation in total enthalpy on the Trefftz plane, it must be solely caused by reversible processes. Furthermore, the variation of stagnation enthalpy is time derivative dependent.
Axial-Velocity-Defect Decomposition
The main objective of this section is to separate the part of the AVD caused by irreversible processes from the part caused by reversible processes. To do this, the AVD must be expressed with its thermodynamic relations. Consider a streamline going from the inlet through the control volume. The variation in stagnation enthalpy from the inlet to an arbitrary point on the streamline is written as follows:
Rearranging this equation, we can express the axial velocity as follows:
Assuming that the flow is isentropic along the streamline, this equation can be rewritten as a function of the AVD, as follows:
In the previous section, we showed that the stagnation enthalpy variation and the pressure variation on the Trefftz plane were solely caused by reversible processes. Thus, the AVD computed with the latter equation is the part of the AVD caused by reversible processes. Furthermore, as opposed to the Destarac and van der Vooren [9] formulation of the AVD, this formulation is continuous over the control volume, owing the quantity under the square roots being of the same order as the square of the velocity [10] . Moreover, the part of the AVD caused by irreversible processes can be computed by withdrawing Δu from the total axial velocity defect, as follows:
where Δu u − u ∞ . We recall that the far-field drag is computed as follows:
It is convenient to introduce the notation of Destarac and van der Vooren [9] by defining the vector f as follows:
Now, the far-field drag can be expressed as follows:
The pressure variation, as discussed earlier, is caused by reversible processes. As shown by Destarac [18] , it is possible to locate the Trefftz plane outside the viscous wake, so that the contribution of the stress tensor on this plane can be neglected. As a result, the drag caused by irreversible processes can be computed as follows:
where f vw can be defined as follows:
If the lateral and upstream boundaries are pushed toward infinity, then the flow is nonperturbated on these boundaries, and the vector f vw on them is zero. Thus, the irreversible drag can also be computed as follows:
The divergence theorem can now be used to convert the latter integral into a volumetric one:
In this equation, V represents the computational domain. It can be easily shown that Δ u, and consequently f vw , are theoretically zero when the flow is isentropic. Thus, it is possible to restrict the volumetric integral only in the zones where there is theoretically a production of entropy (i.e., the viscous V v and shock V w zones). This allows the physical decomposition of irreversible drag to be decomposed as follows:
Outside these zones, the previous two equations must equal zero because the flow there is supposed to be isentropic. However, as shown by Destarac and van der Vooren [9] , this is numerically not the case, due to the presence of spurious drag caused by spurious entropy, which is itself caused by numerical and truncation errors, and by the addition of artificial dissipation. Thus, by defining the spurious volume as V sp V − V v ∪ V w , it is possible to compute the spurious drag as follows:
From a numerical point of view, the viscous and wave volume can be selected with sensors. Careful attention must be paid to the shock sensor because the shock wave can move on the body, owing to the unsteadiness of the flow. To account for this possibility, the sensor developed by Lovely and Haimes [19] can be used. This sensor selects all the cells that respect the following criterion:
This sensor must be used with a threshold on the pressure gradient to eliminate noise and to accurately position the shock wave. The viscous volume, which includes the boundary layer and the viscous wake, can be constructed by selecting all the cells that respect the following criterion defined by Tognaccini [20] :
The next section addresses the drag due to unsteady fluctuations as well as reversible drag.
C. Drag Due to Unsteady Fluctuations
Before breaking up the drag produced by reversible processes, we analyze the turbomachinery paradox to understand exactly what results we should expect. According to this paradox, for a twodimensional nonviscous steady flow passing through a rotor blade of a turbine, no work can be produced due to the fact that the variation in the stagnation enthalpy between the inlet and the outlet is zero. This paradox can be solved by understanding that the flow must be unsteady, which creates a stagnation enthalpy variation between the inlet and the outlet. Moreover, if work is produced, this means that there is a resultant force at play. This force is created by the unsteady fluctuations of the flow, which means that the axial component (in the direction of the undisturbed static flow) of the resultant force is either drag or thrust. Thus, any unsteady flow around a body can create a drag force, even if this flow is nonviscous, two-dimensional, and incompressible. In conclusion, we expect that part of the reversible drag is caused by unsteady fluctuations in the flow.
A careful examination of the AVD caused by reversible processes [Eq. (27)] shows that only the stagnation enthalpy variation can be responsible of the production of drag due to the unsteady fluctuations because it is the only quantity that is time derivative dependent. § Consequently, it is possible to compute the AVD caused by reversible processes independently of the time derivative by assuming a steady flow:
Moreover, the AVD caused by unsteady fluctuations can be computed as follows:
To compute the drag caused by unsteady fluctuations, all of the terms that are time derivative dependent must be taken into account. Thus, this drag must be computed as follows: Following exactly the same development as for the irreversible drag, it is possible to convert the first integral of Eq. (43), using the divergence theorem, into a volumetric one, as follows:
The induced drag can be computed as the remaining part of the farfield drag:
Using Eqs. (30), (33), and (44), the induced drag can be expressed as follows:
It is convenient to introduce the vector f , which can be defined as follows:
By substituting Eq. (48) for Eq. (47), another form of the induced drag can be obtained as follows:
The second integral represents the negative value of the near-field drag, and the third integral is zero, based on the hypothesis with respect to the upstream and lateral boundaries stated in Sec. III.A. Thus, using the divergence theorem on the first integral, we can compute the induced drag as follows:
In summary, the far-field drag, computed by Eq. (29), can be decomposed as follows:
IV. Validation and Results
In this section, we present the results and validation of the far-field drag-prediction method for two test cases. The first is a NACA 0012 airfoil evolving in an inertial frame, with a transient boundary condition on the Mach number. The second and third test cases concerns a NACA 0012 oscillating airfoil with a reduced frequency of 0.04 and 0.1, respectively, oscillating from −0.5 to 0.5 deg angle of attack for the second test case, and from −5 to 5 deg angle of attack for the third test case. Both are evolving in a viscous flow with a Reynolds number of 9 × 10 6 .
A. Grids and Algorithms
Algorithms
The commercial solver Fluent, version 13.0.0, was used for all the computations and was run on a 64-bit Linux computer, with up to 12 processors for the fine grids. As well, the density-based solver with a Roe Flux-Difference Splitting implicit scheme was selected (secondorder upwind resolution) with the Green-Gauss cell-center reconstruction gradient algorithm. For the first test case, the transient formulation was second-order implicit, but it was first-order implicit for the oscillating airfoil. The time step was set to 5 × 10 −4 s. The Spalart-Allmaras turbulence model was selected, with 4% of the turbulence intensity at far field. Boundary conditions were set to pressure at far field.
Grids
For the first and second test cases, three grids were used, while only one grid has been used for the third test case. The coarse, medium, and fine grids had 21,420, 80,910, and 323,640 nodes, respectively, with a refinement scale factor (h −1 ) ranging from 2 to 1∕2, with 1 corresponding to the medium grid. The medium grid had 260 nodes on the airfoil, 176 in the cross-stream direction (y), and 75 in the downstream (x) direction. For all computations, y was less than 1. The grids were C-mesh type, extending to 25 chords in the upstream direction, as shown in Fig. 3 . These grids had been tested in a steady flow at a Mach number of 0.7 with a zero lift coefficient and a Reynolds number of 9 × 10 6 . Figure 4 shows a grid-convergence study. The first curve Cd total represents the drag coefficient ¶ computed with the general far-field method, i.e., Eq. (29), while the horizontal line represents the experimental value of Harris [21] . Grid convergence is excellent. Furthermore, the Richardson extrapolation gives the same computed drag coefficient as the experimental one. Moreover, spurious drag is less than three drag counts for the coarse grid and less than one drag count for the finest one.
B. Inertial Reference Frame Test Case
The first test case is a NACA 0012 airfoil, initially at a Mach number of 0.8, placed in a fixed reference frame with a transient boundary condition on the Mach number, varying from M 0.8 to M 0.85 in 1 s. The angle of attack is 0 deg and the Reynolds number, based on the chord, is 9 million at time zero. However, the Reynolds number increases with time according to the Mach number. This test case is not physical, but it has been chosen because the flow is unsteady while the mesh remains static. The static mesh induces the relative acceleration terms [Eq. (13) ] to be theoretically zero. Figure 5 presents the absolute value of the difference between the computed near-field drag coefficient, on the right-hand side of Eq. (14), and the computed far-field drag coefficient [Eq. (29)] against time. As expected, the absolute difference is minimal, less than 1 drag count for the medium and fine grids. Figure 6 shows the drag decomposition on the fine grid. The curve labeled Cd total represents the sum of the viscous, wave, and unsteady drags. The curves Cd ff , Cd wave , Cd viscous , and Cd uns are computed with Eqs. (29), (36), (37), and (45), respectively. Because this fine grid is known to produce less than one drag count (see Fig. 4 ), the computed far-field drag coefficient must be almost equal to the computed total drag. This behavior is shown in Fig. 6 , where the two curves are almost perfectly superimposed. This drag decomposition shows that the wave drag increases at the same rate as the total drag, while the viscous drag increases much more slowly. The drag due to unsteady fluctuations varies from 0 to 12 drag counts. This maximum variation of 12 drag counts represents 2.3% of the total drag. Further analysis shows that there is an inflection point on all curves at t 1 s. This phenomenon occurs because the Mach number stays constant, at M 0.85, for t ≥ 1 s. Past this point (t 1 s), the slope of every curve decreases drastically, but without being zero, owing to the time delay that occurs before the information about the boundary conditions propagates into the entire computational domain. If the simulation had lasted longer, every curve would have stabilized to a constant value. Figure 6 also shows Harris's [21] experimental value for a Mach number of 0.8, which agrees well with the results. Figures 7-9 show the wave, viscous, and drag, respectively, due to unsteady fluctuations computed with the various grids against time.
Analysis of these three figures shows that the noise diminishes with the refinement of the grid. Most of this noise is explained by the sensors, which do not select the same number of cells between each time step. Figure 7 shows that the wave drag is slightly affected by spurious drag and so is almost independent of the mesh size. Furthermore, the curves relative to the medium and fine grids can be almost perfectly superimposed. Figure 8 shows that the viscous drag is affected by spurious drag and that it is mesh dependent. However, the figure also shows that there is more spurious drag in the coarse grid. The medium and fine grids show a difference of less than one drag count between their computed values. Figure 9 shows two phenomena. The first is that the drag due to unsteady fluctuations is mesh-dependent. Indeed, without considering noise, the curves are almost perfectly superimposed, showing a difference of less than one drag count between the coarse and the medium grids. The second is the presence of noise, which diminishes with the refinement of the mesh. This noise is dependent on the time step selected, which was a little too high in this case. However, reduction of the time step was not an option, due to the increase of the computational time that it would have cost. Moreover, apart from its effect on the coarse grid, noise does not cause a variation of more than one drag count. In fact, it has almost no effect on the computed drag coefficient. Finally, Fig. 9 shows that the drag caused by unsteady fluctuations tends rapidly toward zero past t 1 s, owing to the fact that the flow has returned to a steady state. The second test case is a NACA 0012 airfoil oscillating from −0.5 to 0.5 deg with a Mach number of 0.5 for a reduced frequency of 0.04. The Reynolds number, based on the chord, is 9 million. This test case was selected because the reference frame is noninertial, which results in a contribution from the relative acceleration terms [Eq. (13)] and consequently a nonnegligible contribution of the unsteady drag. Figure 10 shows the computed far-field drag coefficient and the near-field drag coefficient, i.e., on the right-hand side of Eq. (14), against time, for one cycle, and on the medium grid. Furthermore, the top axis represents the angle of attack in degrees. The two curves can be superimposed almost perfectly, confirming the theoretical equality between the far-field and near-field analyses. Moreover, as we can see, the drag increases from 0 to 0.5 deg and then decreases until 0 deg is reached before increasing again until −0.5 deg is reached. This fact explains the two camel humps observed on a cycle. Figure 11 shows the computed far-field drag coefficient [Eq. (29)] against time and against the angle of attack (top axis) for the three grids. The computed far-field drag coefficient is slightly meshdependent, owing to the small difference of less than two (2%) drag counts between the coarse and fine grids. Good convergence is also observed because the gap between the curves decreases as the mesh is refined. Figure 12 shows the drag decomposition on the fine grid for the oscillating airfoil. The corrected far-field drag coefficient [Eq. (29) Analysis of this figure shows that the viscous drag is constant and that the variation in the total drag coefficient is solely due to the unsteadiness of the flow for this case. The small perturbation caused by the oscillations ** is not enough to affect the viscous drag coefficient. However, the oscillating airfoil produces work on the flow. The mechanism of production of this work is the compression/expansion of the streamlines caused by the oscillating movement of the airfoil, which modifies the pressure field on the airfoil. This pressure variation is time-dependent, and so the time derivative of the pressure, ∂p ∂t , is nonzero. But, as shown by Eq. (23), this means that the stagnation enthalpy variation is nonzero along a streamline, which caused the production of the work. Confirmation that this mechanism is operating can also be observed in Fig. 13 , which presents the mechanical near-field decomposition of the drag in terms of its viscous and pressure components. The total and viscous drag, the right-hand side of Eqs. (14) and (16), respectively, belong to the left axis, and the pressure drag [Eq. (15)] belongs to the right-hand one. As observed, viscous drag is constant, but pressure drag, which is related to the pressure field over the airfoil, varies with time. Figure 14 shows the viscous drag against time on the left axis and the drag due to unsteady fluctuations against time on the right axis, both of them computed on the coarse, medium, and fine grids. Analysis of the viscous drag curves reveals a mesh dependency, the computed value of which decreases as the mesh is refined. Analysis of the drag caused by unsteady fluctuations also shows a mesh dependency; however, this time, the drag increases with mesh refinement. There are two reasons for this behavior. First, the solver used for the simulation did not permit the use of a second-order discretization scheme for a moving mesh. Second, because the timestep is intrinsically linked to the cell size, refining the mesh makes it possible to achieve a better capture of the flow features. The third and final validation test case involves a NACA 0012 airfoil oscillating from −5 to 5 deg with a reduced frequency of 0.1. The flow is characterized by a Mach number of 0.3 and a Reynolds number of 6.6 million. This test case was run on the medium grid described earlier. It is expected that the contribution of the unsteady drag will be higher than that computed on the second test case, owing to the higher reduced frequency. Figure 15 shows the near-field and far-field drag against time (on the lower axis) and the angle of attack (upper axis) for one cycle. These drags are computed with Eqs. (1) and (29), respectively. The two characteristic camel humps are visible in this figure, showing that drag increases when the angle of attack increases from 0 to 5 deg and when the angle of attack decreases from 0 to −5 deg. The maximum drag value is, as expected, found when the angle of attack is 5 or −5 deg, and its lowest value is at 0 deg. The two curves coincide almost perfectly, except at 0 deg angle of attack, where a difference of 2% is observed. However, this difference is acceptable, owing to the fact that the implementation of the far-field drag checks the difference between the near-field and the far-field drag and changes the integration volume of the far-field drag when this difference is higher than a fixed threshold. To save computational time, this threshold has been fixed to 3% for this test case. Figure 16 shows the viscous and unsteady drag against time (on the lower axis) and the angle of attack (upper axis) for one cycle. The viscous drag is computed with Eq. (36), while the unsteady drag is computed with Eq. (45). Unlike the previous test case (κ 0.04), in this one, the viscous drag now varies with time. To understand this variation, we recall that the viscous far-field drag, for a steady-state flow without induced drag, is equal to the difference between the near-field drag and the spurious drag: (16), (15) , and (38), respectively. This is the main reason why the viscous far-field drag is sometimes referred to as the viscous-pressure drag [18] and is the terminology used until the end of this section. As shown in Fig. 17 , the near-field viscous drag [Eq. (16) ] is constant and independent of time and the angle of attack, which means that the variation of the far-field viscous-pressure drag is caused by the pressure variation on the airfoil and explains the oscillation of the farfield viscous-pressure drag observed in Fig. 16 . Furthermore, this oscillation is mainly caused by the angle of attack variation and is only just independent of the time/angular velocity. To illustrate this behavior, the far-field viscous-pressure drag has been compared to the far-field viscous-pressure drag computed on a static airfoil at different angles of attack (steady-state flow), as shown in Fig. 18 . As expected, these behaviors are similar but not identical, which proves that there is a slight dependence of the far-field viscous-pressure drag on the time/angular velocity and explains why the viscous-pressure drag curve is shifted to the left in Figs. 16 and 18 . Figure 18 also illustrates the validity of the drag decomposition presented, owing to the fact that the viscous-pressure drag must be of the same order as the viscous-pressure drag computed in steady-state flow, which is the case here. Figure 16 also shows that the drag due to unsteady fluctuations behaves the same way as the total drag, reaching a maximum value at the highest and lowest angles of attack. Moreover, we can observe that the unsteady drag reaches a negative value at a 0 deg angle of attack. This negative value can be considered as thrust, which can be explained by the small depression induced by the airfoil motion at its leading edge. Comparison of Figs. 12 and 16 shows that the drag due to unsteady fluctuations increases in amplitude when the reduced frequency is increased. This comparison also shows that the drag due to unsteady fluctuations can be negative when the reduced frequency is increased, thereby increasing the thrust generation, as expected. Further analysis could be performed in future research to illustrate how our far-field method for unsteady flows could be used to better understand the mechanism of thrust production.
V. Conclusions
Drag-prediction and decomposition methods are powerful tools that allow the aerodynamicist to increase the accuracy of the computed drag coefficient from computational-fluid-dynamics results. However, until now, the commonly used far-field method has been intended solely for steady flows. The main objective of this paper was to generalize this method to unsteady flows. The first step in the decomposition of the drag in an unsteady flow was to derive a general far-field equation, relevant to unsteady flow, that can compute the total drag. This formulation is different from the steady far-field formulation in two respects: first, the appearance of an unsteady term, the time derivative of momentum, and second, another unsteady term, the relative acceleration, to account for a possible moving/ rotating mesh. The first part of the decomposition involved splitting the drag into two parts: the drag caused by irreversible processes, and the drag caused by reversible processes. In performing this separation, we found that the stagnation enthalpy variation, when analyzed on the entire control volume, was caused only by the unsteady fluctuations, which are related to the unsteadiness of the flow. Furthermore, this variation occurs in an isentropic manner. The second part of the decomposition involved separating the irreversible drag, using the Gauss theorem, into three parts: viscous, wave, and spurious drag. The third part of the decomposition involved breaking down the reversible drag into two parts: one part caused by the wake vortices, the induced drag, and the other caused by the unsteady fluctuations of the flow. For the oscillating airfoil, we showed that work is produced by the compression/expansion of the flow caused by the oscillations of the airfoil, which resulting by a change in the pressure field over the airfoil.
Our results show that the general far-field formulation has been soundly derived and that both new terms (the time derivative of the momentum and the relative acceleration term) must be taken into account to ensure an exact balance between the near-field and the far-field approaches. Moreover, the results of the first test case, concerning a NACA 0012 airfoil in a viscous transonic flow and subjected to unsteady boundary conditions, show that the relative acceleration term must be zero when the mesh is static, as predicted by the theory. They also show the validity of the drag decomposition and the existence of a type of drag caused by unsteady fluctuations. The results of the second and third test cases, an oscillating NACA 0012 airfoil in a viscous flow with a reduced frequency of 0.04 for the second one and 0.1 for the third one, show that the relative acceleration term is nonzero when the mesh is rotating. The second and third test cases show that the viscous drag was almost insensitive to the oscillation and that the major oscillation in the near-field coefficient was caused by the oscillation of the unsteady drag.
