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Simple setting for white noise calculus
using Bargmann space
Yoshitaka YOKOI
\S 1. Not at \ddagger ons
Let $E_{0}$ be a real separable Hilbert space with $dimE_{0}$ $=\infty$
and $($ . , $\cdot$ $)_{0}$ be its inner product. Let $D$ be a densely defined
$-1$
selfadjoint operator of $E_{0}$ such that $D\rangle$ 1 and $D$ is of




$\{(\lambda_{j}, \zeta_{j})\}_{j=0}^{\infty}$ $wi$ th $D$ $\zeta_{j}$ $=$ $\lambda_{j}\zeta_{j}$ $(j = 0, 1, 2, \cdots)$
satisfies
1 \rangle $\lambda_{j}$ $\geq$ $\lambda_{j+1}$ $(j = 0, 1, )$
and that $\{\zeta_{j} ; j = 0, 1 , 2, \}$ $is$ an orthonormal bas is $ofE_{0}$ .
The following constants $t_{o}$ , $s_{o}$ , and $p_{0}$ will appear frequently;
$t_{o}$ $=$ $-log2/2log\lambda_{0}$ , $i$ . $e$ . , 1/2 $=$ $\lambda_{0}^{2C_{O}}$ ,
$s_{o}$ $=$ $\inf\{s; \sum_{j=0}^{\infty} \lambda_{j}^{2s} \langle \infty\}$ ,
$P_{0}$ $= \max$ $(t_{o} , s_{o})$ .
Since $||D^{-1}||_{HS}^{2}$ $=$ $\sum_{j=0}^{\infty}$ $\lambda_{j}^{2}$ \langle $\infty is$ $f$ inite , $s_{o}$ $is$ in $[0, 1]$ .
For any real number $p$ \rangle $0$ write $E_{p}=$ the domain of $D^{p}$ and
define the inner product $(x, y)_{p}$ for $x$ , $y$ $\in E_{\rho}$ by
$(x, y)_{p}=$ $(D^{p_{X}}, D^{p}y)_{0}$ .
Then $(E_{p}, (\cdot, )_{p})$ $is$ a Hilbert space. I $f0$ $\leq$ $q$ \langle $p$ , then $E_{p}$ $\subset$
$E_{q}$ . Every $E_{p}$ cont2 ins $\zeta_{j}’ s$ , and so $E\equiv$ $\bigcap_{p\rangle 0}$ $E_{p}$ is not empty.
Set $||\xi||p$ $=$ $\sqrt{}\overline{(\xi,\xi.)_{p}}$ for $\xi$ $\in$ $E$ . The svs $t$ em $of$ no rms I II $\xi$ II $p^{;}$ $\rho$ $\geq$
$0\}$ is compatible. Since $D^{-1}$ is of Hilbert-Schmidt type, the
space $E$ equipped with the projective limit topology of
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$\{(E_{\rho}, ||\cdot||_{\rho}) ; \rho \rangle 0\}$ is a nuclear space. We can easily see that
$D^{p}(E_{p})$ $=E_{0}$ for $p$ \rangle $0$ . For $\rho$ \rangle $0$ , let $E_{-\rho}$ be the complet ion $of$
$E_{0}$ wi th respect $to$ the norm $||\cdot||_{-p}$ $\equiv$ $||D^{-\rho}\cdot||_{0}$ . Clearly, $if$ $0$ $\leq$ $q$
\langle $p$ , then $E_{0}$ $\subset$ $E_{-q}$ $\subset$ $E_{-\rho}$ . Let $E^{*}$ $=$ $\cup p\rangle$ $0$ $E_{-p}$ and let it be
equipped with the inductive limit topology of { $(E_{-\rho}, ||\cdot||_{-p})$ ; $\rho$ \rangle
$0\}$ . We have $E$ $\subset$ $E_{0}$ $\subset$ $E^{\sim}$ Once the increasing family
$\{E_{\rho} ; \rho \in \mathbb{R}\}$ of Hilbert spaces is set, the operator $D^{q}$ $(q\in \mathbb{R})$
acts naturally and isometrically as:
$D^{q}$ : $E_{\rho}arrow E_{\rho-q}$ (surj ect ive) $(\rho \in \mathbb{R})$ ,
and so it acts continuously on $E^{*}$ with respect to the inductive
limit topology. We can naturally identify the dual space of $E_{\rho}$
with $E_{-\rho}$ $(p\in \mathbb{R})$ .
Let $H_{p}$ be the complexi $fi$ cat $i$ on $ofE_{p}$ , $i$ . $e$ . , $H_{\rho}$ $=$ $E_{p}+\sqrt{}\overline{-1}E_{p}$ .
Then $D^{q}$ extends to an isometry from $H_{\rho}$ onto $H_{p-q}$ naturally by
set $t$ ing
$D^{q}$ ( $x+$ $\sqrt{}$= y) $=D^{q_{X}}+$ $\sqrt{}=$ $D^{q}y$ for $x$ , $y$ $\in E_{p}$ ( $\rho,$ $q\in$ R).
Accordingly the real spaces $E$ and $E^{\sim}$ also have their
complexifications $H$ and $H^{\sim}$ , respectively. The letters $ur$ and $z$
are often used for elements of $H^{\sim}$ or $H$ and letters $x$ and $y$ for
$-p$
ones $ofE^{\sim}$ or $E$ where $p\geq$ $0$ . Like in the real case, the
$-p$
operator $D^{q}$ acts as an isometry from $H_{p}$ onto $H_{p-q}$ . Hence $D^{q}$
acts on $H^{\sim}$ continuously. Obviously we see that
$\langle D^{q}ur, \zeta\rangle$ $=$ $\langle\psi D^{q}\zeta\rangle$
holds for any $ur\in H^{\sim}$ and any $\zeta$ $\in H$ . Where $\langle$ . , $\rangle$ is the
canonical bilinear form. That is, suppose that $X$ is a locally
convex topological vector space and $X^{\sim}$ the dual of $X$ . Then the
value of $x^{\sim}$ at $x$ defined by each pair $(x, x^{\sim})$ $\in X\cross X^{\sim}$ is always
denoted by $<x^{\sim}$ , $x\rangle$ . Thi $s$ is linear in both argument $sx$ and $x^{\sim}$ .
Denote by $?(X^{\sim})$ the space of all polynomials in { $\langle x^{\sim}, x\rangle$ ; $x$
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$\in X\}$ over $\mathbb{C}$ ; that is,
9 (X”) $=$ {any $f$ ini te sum $ofc\Pi j\langle x^{\sim}$ , $x_{j}\rangle$ ; $x_{j}$ $\in$ X. $c$ $\in \mathbb{C}$ }.
If $X$ is a nuclear space or Hilbert space over IR or $\mathbb{C}$ , then
$\hat{\otimes}n$
the $n$ -fold symmetric tensor product of $X$ is denoted by X. If
$x_{1}$ , $x_{2}$ , $\cdot$ . . , $x_{n}$ $\in X$ , t hen $\otimes_{j=1}^{n}\wedge$ $x_{j}$ is the symmetrizat ion of
$x_{1}\emptyset x_{2}$
. .
$\otimes x_{n}$ . In particular the $n$ -fold tensor product of $x$ is
$\otimes n\wedge$
denoted by $x$
The following notations on infinite-dimensional indices of
nonnegative integers will be used.
$\parallel=$ {all sequences of nonnegative integers}.
$\parallel_{0}$
$=$ {In $=($ $n_{0}$ , $n_{1}$ , $n_{2}$ , $\cdots$ ) ; $\mathbb{I}t$ $\in\parallel$ , $n_{j}$ $=$ $0$ for almos $t$ all $j$ }.
For $m$ , Ik $\in\parallel_{0}$ , wri te rt $\geq$ Ik $if$ and only $ifn_{j}$ $\geq K_{j}$ $(j \geq 0)$ . For
$m$ , Ik $\in\parallel_{0}$ and a nonnegative integer $p$ , define
$pm$ $=$ $(pn_{0}, pn_{1} , \rho n_{2} , \cdots)$ , $|$ $=$ $n_{0}$ $+$ $n_{1}$ $+$ $n_{2}$ $+$ $\cdot$ . . ,
$m\wedge \mathbb{I}e=$
$(n_{0}\wedge K_{0}, n_{1}\wedge K_{1} , n_{2}\wedge K_{2} , \cdots)$ ,
$m!$ $=$
$\Pi j$ $n_{j}$ ! and $(\begin{array}{l}m\mathbb{I}\sigma\end{array})$ $=$ $\Pi j$ $(\begin{array}{l}n_{j}K_{j}\end{array})$ .
For $r$ $\in$ IR and $m$ $\in\parallel_{0}$ with 1 $m|=$ $n$ , the symbols $\lambda^{rm}$ ,
$’\otimes m\wedge$
$h_{m}$ and





















$(2^{n}m!)^{-1/2}\Pi j^{H}n_{j}(\langle x, \zeta_{j}\rangle/\sqrt{2})$ for $x\in E^{\sim}$ , (1. 2)
where $\{(\lambda_{j}, \zeta_{j})\}_{j=0}^{\infty}$ $is$ the $ei$ gen sys\dagger em $ofD$ and $H_{n}(u)$ $is$ the$-1$
Hermite polynomial of $n$ degrees defined by
$H_{n}(u)$ $=$
$(-1)^{n}\exp[u^{2}]$ $(d/du)^{n}\exp[-u^{2}]$ .
$\mathscr{R}$ is the smallest $\sigma$ -algebra containing all cylindrical sets
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of $E^{\sim}$ . Here, cylindrical sets of $E^{\sim}$ are subsets of $E^{\sim}$ of the
form:
$\{x\in E^{\sim} ; (\langle x, \xi_{1}\rangle, \cdots, \langle x, \xi_{n}\rangle) \in B_{n}\}$
where $n$ is any integer $\geq$ 1, $B_{n}$ is any $n$ -dimensional Borel set,
and $\xi_{1}$ , , $\xi_{n}$ are any element $s$ of $E$ .
\S 2. The space of white noise funct ionals $(L^{2})$ , the Bargmann
space $(\mathfrak{F}_{0})$ over a nuclear space, and Gauss transform $G$
The functional $C(\xi)$ $=$ $\exp[-\frac{1}{2}||\xi||_{0}^{2}]$ of $\xi$ is positive
definite and continuous on the nuclear space $E$ . By
Bochner-Minlos’ theorem there exists a unique Gaussian
probability measure $\mu$ in the measurable space $(E^{\sim}, \% )$ such that
$\int_{E^{\sim}}$ $\exp[\sqrt{-1}\langle x, \xi\rangle]$ $d\mu(x)$ $=C(\xi)$ ,
(Minlos [M]). Since $D^{-s}$ for $s$ \rangle $s_{o}$ is of Hilbert-Schmidt type,
$\mu(E_{-s})$ $=$ 1 holds. Hence, when a functional is defined on $E_{-s}$
for $s$ \rangle $s_{o}$ , then we may cons ider that it is given $\mu-a$ . $e$ . on $E^{\sim}$ .
2 $*$The space $L$ ( $E$ , $\mathscr{R}$ , $\mu\rangle$ is called the space of white noise
funct ionals and denot ed by $(L^{2})$ (Hida [H1], [H2]). Then $g(E^{\sim} )$ ,
the space of all polynomials in $\{\langle x, \xi\rangle ; \xi \in E\}$ over $\mathbb{C}$ , is dense
in $(L^{2})$ . $\{h_{m} ; m \in\parallel_{0}\}$ is a complete orthonormal system 01 $(L^{2})$ .
From now on let CONS stand for complete orthonormal system.
Let us consider the product measure t) $=$ $\mu$ $\cross$ $\mu$ in the space
$H^{\sim}$ $=E^{\sim}$
$+$ $v$: Then the system $\{z^{m} ; m \in\parallel_{0}\}$ $of$ (1. 1) $is$
2 $\sim$orthonormal in the space $L$ $(H , t))$ . A Bargmann space $(\mathfrak{F}_{0})$ is
2 $\sim$the closure of $g(H^{\sim})$ in $L$ $(H , t))$ , where $g(H^{*})$ is the space of
all polynomials in $\{\langle z, \xi\rangle ; \xi \in H\}$ over C. It is well-known
that the space of all entire functions, $\mathfrak{F}(\mathbb{C}^{n})$ , which are defined
on $\mathbb{C}^{n}$ and square integrable with respect to
$dg(z)$ $=$ $(2’\tau)^{-n}\exp[-(z\overline{z})/2]$ $(\sqrt{-1}/2)^{n}dzd\overline{z}$
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is closed in $L^{2}$ $(\mathbb{C}^{n}, dg(z))$ , (see Bargmann [B1]). $(\mathfrak{F}_{0})$ is an
analogue of $\mathfrak{F}(\mathbb{C}^{n})$ in passing from $\mathbb{C}^{n}$ to the infinite dimensional
space $H^{\sim}$ . But the element of $(\mathfrak{F}_{0})$ is in general not analytic in
$H^{\sim}$ . Nevertheless $(\mathfrak{F}_{0})$ is isometrically isomorhic to a normed
space consisting of specific analytic functionals in $H_{0}$ (see






$(\mathfrak{F}’ )$ , we can see this situation more clearly.
The construction of the nuclear rigging and the problem of
analytic functionals will be discussed in detail in \S 3, (see
also Berezansky and Kondrat’ev [B-K]).
Now let us dicuss the map $G$ from $\varphi$ $(E^{\sim} )$ onto $?(H^{\sim})$ defined
as follows: every $\varphi(x)$ $\in g(E^{\sim})$ can be naturally and analytically
extended to $\varphi(z)$ $\in\varphi(H^{\sim})$ replacing $\langle x, \xi\rangle$ by $\langle z, \xi\rangle$ . We can
define a map $G$ on ? $(E^{\sim})$ by
$G\varphi(\iota r)$ $= \int_{E^{\sim}}\varphi(x+\iota r/\sqrt{2})$ $d\mu(x)$ for $\varphi\in\varphi(E^{\sim})$ . (2. 1)
Then obviously, $G\varphi$ belongs to $\mathscr{P}(H^{\sim})$ . Its inverse map $G^{-1}$ is
given by
$G^{-1}f(x)$ $= \int_{\text{ }}f(\Gamma 2 (x+ \sqrt{-1}y) )d\mu(y)$ for $f\in\varphi(H^{\sim})$ . (2. 2)
Actually, we can see that
$Gh_{m}$ $=$
$z^{m}$ and $G^{-1}z^{m}$ $=$ $h_{m}$ . (2. 3)
Since $\{h_{m} ; m \in\parallel_{0}\}$ and $\{z_{m} ; m \in\parallel_{0}\}$ are CONS’ in $(L^{2})$ and $(\mathfrak{F}_{0})$




$||\varphi||2(L)$ (2. 4)for $\varphi$ $\in$ $(L^{2})$ .
The map $G$ given by (2. 1) is often called Gauss $t$ rans form
([B&K] , [H2], [K2]) , so we also call this isometric isomorphism
$G:?(E^{\sim})$ $arrow g(H^{\sim})$ or its extension from $(L^{2})$ onto $(\mathfrak{F}_{0})$ Gauss
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transform. The integral expression (2. 1) of $G$ (resp. (2. 2) of
$G^{-1})$ is not valid on $(L^{2})$ (resp. on $(\mathfrak{F}_{0})$ ). But we will show in
a forthcoming paper that these expressions can extend to the
ones between much wider spaces than $\mathscr{P}$ $(E^{\sim} )$ and $\varphi(H^{\sim} )$ .
\S 3. The Gel ’ $f$ and $tr$ \ddagger plet $(\mathfrak{F})$ $\subset$ $(\mathfrak{F}_{0^{1}})$ $\subset$ $(\mathfrak{F}’)$ $r$ I gged by $t$ he
operator $\Lambda(D^{\rho})$
Let $D$ be the self-adjoint operator of $H_{0}$ introduced in \S 1.
Since $D^{p}$ act on $H^{*}$ naturally and continuously, we can define
operators $\Lambda(D^{\rho})$ on $\varphi(H^{\sim})$ by
$\Lambda(D^{p})f(z)$ $=f(D^{p}z)$ for $f\in\varphi(H^{\sim})$ , (3. 1)
where $z$ $\in H^{\sim}$ and $p\in \mathbb{R}$ . Let $f(z)$ $=\Pi^{n}j=1$ $<z$ , $\xi_{j}\rangle$ $\in\varphi(H^{\sim})$ . Then,
by the relation
$A(D^{p})f(z)$ $=$ $\Pi^{n}j=1$ $\langle D^{p_{Z}}, \xi_{j}\rangle$ $=$ $\Pi^{n}j=1$ $\langle z, D^{p}\xi_{j}\rangle$
we see that {( $\lambda^{-pm}$ , $z^{m}$ ) ; III $\in\parallel_{0}$ } is an ei gen sys tem of $\Lambda(D^{p})$ :
$\Lambda(D^{p})z^{m}(z)$ $=$ $(\Pi j$ $\lambda_{j}^{-pn}j)$ $z^{m}(z)$ $=$ $\lambda^{-\rho m}z^{m}(z)$ . (3. 2)
As is easily seen, $\varphi(H^{*})$ is a pre-Hilbert space with the inner
produc $t$
$(\Lambda(D^{\rho})f, \Lambda(D^{p})g)_{(\mathfrak{F}_{0})}$ $= \int_{H^{\sim}}$ $(\Lambda(D^{p})f(z))\Lambda(D^{p})g(z)$ $d\iota$) $(z)$ . (3. 3)
We will denote its completion by $(\mathfrak{F}_{p})$ and the inner product by
As well as in the case of $D^{q}$( $f$ , g)
$(\mathfrak{F}_{p})$
. ’ we can see that the
oprator $\Lambda(D^{q})$ is an isometry from the Hilbert space $(\mathfrak{F}_{p})$ onto
the Hilbrt space $(\mathfrak{F} )$ . We can easily see the following:
$p-q$
PROPOS ITION 3. 1. For any $\rho\in \mathbb{R}$ , $\{\lambda^{pm}z^{m} ; m \in\parallel_{0}\}$ is $a$ CONS









$\lambda^{-2pm}|c_{m}|^{2}$ \langle $\infty$ . (3. 5)




$(\mathfrak{F}_{p-q})$ . (3. 6)
By the proposition, we can identify $(\mathfrak{F} )$ with the dual
$-p$










$-1$Since $D$ is of Hilbert-Schmidt type, it follows that for any $\rho$
$\in$ IR and for any $s$ $\succ$ $s_{o}$
$\sum_{m\in\parallel_{0}}$ $||\lambda^{(\rho+s)m_{Z}m_{||}2}(\mathfrak{F}_{\rho})$ $=\Pi J$ $(1 \lambda_{j}^{2s})^{-1}$ \langle
$\infty$ . (3. 7)
This shows that the canonical injection from $(\mathfrak{F}_{p+s})$ into $(\mathfrak{F}_{\rho})$ is
also of Hilbert-Schmidt type. If we write
$(\mathfrak{F})$ $=$ $n^{\infty}p=0$ $(\mathfrak{F}_{p})$ and $(\mathfrak{F}’)$ $=$ $\cup\infty p=0$ $(\mathfrak{F}_{-p})$ , (3. 8)
then the dual space of $(\mathfrak{F})$ is $(\mathfrak{F}’ )$ . Thus we obtain a Gel’ fand
triplet $(\mathfrak{F})$ $\subset$ $(\mathfrak{F}_{0})$ $\subset$ $(\mathfrak{F}’ )$ . The following is known: the triplet
of this type has a “holomorphic realization” given by analytic
functionals of at most order 2 (ref. [B-K], [K2]). Within our
setting let us reform this .as:
PROPOSI T ION 3. 2. For any $p$ $\in IR$ , $f\in$ $(\mathfrak{F}_{\rho})$ $wi$ th the
express $i$ on (3. 4) ,
$\sum_{m\in\parallel_{0}}$
$c_{m}z^{m}(z)$ (3. 9)
converges absolutely and uniformly to a functional $\tilde{f}(z)$ on any
bounded se $t$ of $H_{-p}$ . The $limit$ func $tional$ $\tilde{f}(z)$ sat $isfi$ es
$|\tilde{f}(z)|$ $\leq$ $\exp[\frac{1}{4}||z||_{-\rho}^{2}]$ II
$f_{(\mathfrak{F}_{p})}^{II}$ for any $z$ $\in H_{-\rho}$ . (3. 10)
Fur ther $\tilde{f}(z)$ $is$ not on $lyconti$ nuous $but$ $analytic$ $inH$ $in$ the
$-p$
sense of [H-P] (E. Hille & R. S. Phillips).
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PROOF. By Schwarz’ inequality and (1. 1), we have that





$= \sum_{n=0}^{\infty}\sum_{|m|=n}$ $|c_{m}\langle z^{\hat{\otimes}n}, (2^{n}m!)^{-1/2}\zeta^{\hat{\Phi}m}\rangle|$
$= \sum_{n=0}^{\infty}$ $(2^{n}n!)^{-1/2} \sum_{[m|=n}$ $|c_{m}|$




Therefore the series converges to a continuous functional $f$ on
$H$ absolutely and uniformly on any bounded set of $H$ and $\tilde{f}$
$-p$ $-p$
satisfies (3. 9). The finite sums of the right hand side of
(3. 4) are functionals analytic and locally uniformly bounded in
$H$ in the sense of [H-P]. Applying Theorem 3. 18. 1 of [H-P],
$-p$
we have the analyticity of $\tilde{f}$ in $H$
$-p$ $0$
PROPOSI TION 3. 3. If $\rho$ \rangle $s_{o}$ and $f\in$ $(\mathfrak{F}_{\rho})$ , then the
functional $\tilde{f}$ in PROPOSITION 3. 2 is a unique continuous version
of $f$ $inH$ ; that $is\tilde{f}(z)$ $=f(z)$ $holds$ for $v-a$ . $e$ . $z$ $\in H^{\sim}$ .$-p$
Besi des if $p$ \rangle $q$ $+$ $s_{o}$ , then $\tilde{f}(D^{q}z)$ coinc $i$ des $uri$ th the cont inuous
version of $\Lambda(D^{q})f(z)$ in $H$ $-\rho+q$
PROOF. $f$ , as the $L^{2}$ -limit of (3. 4), is v-a. e. defined and
square-integrable in $H^{*}$ . Since $t$) $(H_{-p})$ $=$ 1 for $\rho$ \rangle $s_{o}$ , $\tilde{f}$ is
equal to $f$ $t$) $-a$ . $e$ . in $H^{\sim}$ . Since every non void open set in $H$
$-p$
has strictly positive $v$ -measure, the continuous version of $f$ is
uniquely given in $H$ If $p$ \rangle $s_{o}$ $+$ $q$ and $z$ $\in H$ then $D^{q}z$ $\in$
$-p$ $-p+q$








converges uniformly on any bounded set in $H$ Thus we have
$-p+q$
the last assertion.
For $p$ \langle $s_{0}$ and $f\in$ $(\mathfrak{F}_{p})$ , the funct $i$ onal $\tilde{f}$ analyt ic in $H_{-\rho}$
does not mean a version in the sense of $\downarrow$) $-a$ . $e$ . because of $\iota$) $(H )$
$-p$
$=$ $0$ . However, the version $\tilde{f}$ recovers $f$ by means of Taylor
$c$ oe $ff$ ic $i$ ent $s$ (re $f$ . [B-K] , [K2]).
I $ff\in$ $(\mathfrak{F})$ , then $\tilde{f}(z)$ can be defined on $H$ for any $p$ \rangle $0$
$-p$
and so $\tilde{f}(z)$ is defined in $H^{\sim}$ . Moreover, if $p$ \rangle $q$ , then the
continuity of $\tilde{f}(z)$ in $H$ implies the one in $H$ It follows
$-\rho$ $-q$
from this that $\tilde{f}(z)$ is continuous in $z$ $\in H^{\sim}$ with the inductive
limit topology of $H^{\sim}$ $=$ $1_{\frac{im}{}}H_{-p}$ . But we omit the proof. Besides
we can say that $f(z)$ is not merely entire of at most order 2 on
any $H$ $(p \rangle 0)$ but also of minimal type, as we see in the
$-p$
following as a corollary of PROPOS ITION 3. 2 (ref. [B-K], [K2]).
COROLLARY 3. 1. $Iff\in$ $(\mathfrak{F})$ , then for any $\rho$ \rangle $0$ , any $K$ \rangle $0$ ,
and for any $z$ $\in H$ we have$-p$
$|f(z)|$ $\leq$ II $f11_{(\mathfrak{F}_{p+K})}$ $\exp[\frac{1}{4}\lambda_{0}^{2K}||z||_{-\rho}^{2}]$ . (3. 10)
PROOF. Let $z$ $\in H$ Then this is clear from (3. 10) and
$-p$
$||z||_{-(p+K)}^{2}$ $\leq$ $\lambda_{0}^{2K}$ $||z||_{-p}^{2}$ .
$0$
\S 4. The triplet $(\varphi)$ $\subset$ $(L^{2})$ $\subset$ $(\Psi’ )$ derived by Gauss transform
$f$ rom $t$ he $tr$ Iplet $(\mathfrak{F})$ $\subset$ $(\mathfrak{F}_{0})$ $\subset$ $(\mathfrak{F}’)$
In this section, we begin by reconsidering $G$ as a map from
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$\mathscr{P}$
$(E^{*} )$ onto $?(H^{\sim})$ . Next, we de fine operators { $\Gamma(D^{p})$ $\equiv G^{-1}\Lambda(D^{p})G$ ;
$p\in \mathbb{R}\}$ which act on $\varphi$ $(E^{*} )$ . Using these operators we construct








$(\varphi’ )$ . (4. 1)









$-1$by the extended $G$
Let us define the operator $\Gamma(D^{p})$ from $\varphi(E^{\sim})$ onto itself. $G$
is an isometry from op $(E^{\sim} )$ onto $\varphi(H^{\sim})$ :
(? $(E^{\sim})$ , $||\cdot||_{(L^{2})}$ ) $arrow^{isom^{G}etric}$ $(\Psi(H^{\sim}),$ $||$ . $||_{(\mathfrak{F}_{0})})$ ; (4. 2)
$\Lambda(D^{p})$ maps $\varphi(H^{\sim} )$ onto $\varphi(H^{\sim})$ . Therefore we can define $\Gamma(D^{p})$ for
each $p\in \mathbb{R}$ by setting
$\ulcorner(D^{p})\varphi$ $=G^{-1}\Lambda(D^{p})G\varphi$ for $\varphi$ $\in \mathscr{S}(E^{\sim})$ . (4. 3)
Then, it is easy to see that $\mathscr{P}(E^{*})$ is a pre-Hilbert space with
the inner product
( $\Gamma(D^{p})\varphi$ , $\Gamma(D^{p})\psi$ )
$(L^{2})$
$= \int_{E^{\sim}}$ $(\Gamma(D^{p})\varphi(x))\ulcorner(D^{p})\psi(x)$ $d\mu(x)$ . (4. 4)
Let us denote its completion by $(\varphi_{\rho})$ and the inner product by
We evidently see that $(\varphi_{0})$ $=$ $(L^{2})$ .
$(\varphi, \psi)(\varphi_{\rho})$
. Corresponding
to the eigen system of $\Lambda(D^{p})$ , $\ulcorner(D^{p})$ has the eigen system:
$I^{\backslash }(D^{\rho})h_{m}(x)$ $=$ $(\Pi j$ $\lambda_{j}^{-pn}j)h_{\Gamma 1}(x)$ $=$ $\lambda^{-p\pi)}h_{m}(x)$ . (4. 5)
Thi $s$ follows from (2. 3) and (3. 2) :
$=$
$z^{m}$ , $G^{-1}z^{m}$ $=h$$Gh_{m}$
$m$
and
A $(D^{p})z^{m}(z)$ $=$ $(\Pi j$ $\lambda_{j}^{-pn}j)$ $z^{m}(z)$ $=$ $\lambda^{-pm}z^{m}(z )$ .
The system $\{h_{m} ; m \in\parallel_{0}\}$ is a CONS of $(L^{2})$ , so we can easily see
the following.
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PROPOS ITION 4. 1. For any $p\in \mathbb{R}$ , $\{\lambda^{pm}h_{m} ; m \in\parallel_{0}\}$ $is$ $a$ CONS
of $(\varphi_{\rho})$ . And hence any $\varphi$ $\in$ $(\varphi_{p})$ can be expressed in the form
$\varphi$
$= \sum_{m\in\parallel_{0}}$ $c_{m}h_{m}$ (4. 6)




$\lambda^{-2pm}|c_{m}|^{2}$ \langle $\infty$ . (4. 7)
Furthermore, for any $p$ and $q$ $\in \mathbb{R}$ , $\Gamma(D^{q})$ can extend its domain to
$(\varphi_{p})$ as an isome try from $(\Psi_{\rho})$ to $(\Psi_{p-q})$ satisfying that for $\varphi$ $\in$




$(\varphi_{\rho-q})$ . (4. 8)
By the proposition above we can identify the dual space of
$(\varphi_{p})$ wi th $(\Psi_{-p})$ for $p\in \mathbb{R}$ . In fac $t$ , the bilinear form, $\langle\Psi, \psi\rangle$ ,
of $(\psi, \Psi)$ $\in$ $(\varphi_{p})\cross(\varphi-p)$ is realized by
$\langle\Psi, \psi\rangle$ $= \int_{E^{\sim}}$ $(\ulcorner(D^{-p})\Psi(x))\ulcorner(D^{p})\psi(x)$ $d\mu(x)$ . (4. 9)
Let us write
$(\varphi)$ $=$ $\cap\infty p=0$ $(\varphi_{p})$ and $(\varphi’)$ $=$ $\cup\infty p=0$ $(\varphi_{-p})$ . (4. 10)
From (3. 7) $it$ follows that, for any $p\in \mathbb{R}$ and any $s$ \rangle $s_{o}$ ,
$\sum_{m\in\parallel_{00}}$ $||\lambda^{(p+s)m}h_{m}||_{(\varphi_{p})}^{2}$
$=$
$\Pi j$ $(1 \lambda_{j}^{2s})^{-1}$
$\langle$ $\infty$ .








$\subset$ $(\varphi’)$ , $p$ \rangle $0$ . (4. 11)
Clearly $(\varphi$ ’ $)$ is a dual space of $(\Psi)$ . We call (Y) the space of
test white noise functionals and $(\varphi$ ’ $)$ the space of generalized
white noise functionals, as usual.







$-1$ $-1$Therefore $G$ can extend uniquely to an isometric operator $G_{\rho}$
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$-1$from $(\mathfrak{F}_{p})$ onto $(\varphi_{p})$ . The extensions $\{G_{p} ; p \in \mathbb{R}\}$ are consistent.
$-1$ $-1$That is, if $p$ \langle $q$ , then $G_{p}$ coincides with $G_{q}$ on $(\mathfrak{F}_{q})$ . So we
have a unique continuous extension from $(\mathfrak{F}$ ’ $)$ onto $(\varphi’ )$ , which we
$-1$
denote by the same symbol $G$ . It satisfies that for any $f$ , $g\in$
$(\mathfrak{F}_{p})$ and any $p\in \mathbb{R}$
$-1$ $-1$




Moreover, we can easily see that for $F\in$ $(\mathfrak{F}_{-p})$ and $f\in$ $(\mathfrak{F}_{p})$
$-1$ $-1$
$\langle G F, G f\rangle$ $=$ $\langle F, f\rangle$ . (4. 13)
The above nuclear rigging is the same as the usual rigging
of white noise calculus, as we see in the following. Let us put
for $n$ $=$ $0$ , 1, 2,
$\varphi_{n}(E^{*})$ $=$ { $\varphi$ ; $\varphi\in g(E^{\sim})$ , the degree $of\varphi\leq n$ },
$\overline{\varphi}_{n}$
$=$




$\overline{\mathscr{P}}_{(n-1}$ ) $(n \geq 1)$ , and $0$
$=$ $\mathbb{C}$ ,
where $\varphi_{0}(E^{\sim})$ $=\overline{g}_{0}$ $=\mathbb{C}$ . Then $\langle x , f_{n}\rangle$ is well-defined as an
$\emptyset n\wedge$
element of $i7_{n}$ for any $f_{n}$ $\in H_{0}^{\hat{\Phi}n}$ and { $h_{m}$ ; $m$ $\in\parallel_{0}$ and $[m[$ $=n$ } is
an orthonormal basis of $\mathfrak{X}_{n}$ for each $n$ $\geq$ $0$ . It is well-known
that $(L^{2})$ has Wiener-It\^o decomposition
$(L^{2})$
$= \sum_{n=0}^{\infty}\oplus\ovalbox{\tt\small REJECT}_{n}$ ,
Let us put
$F_{n}(H)$ $=$ {any $f$ inite sum of $\hat{\Phi}^{n}j=1^{\xi}j^{;}$ $\xi_{j}$ $\in H$ $(1$ $\leq j$ $\leq n)$ },
$Z_{n}$
$=$ {any linear combination of $\zeta^{\otimes m}/\sqrt{m!};\wedge$ $|m$ } $=$ $n$ },
$\Phi(H)$ $=$ { $(f_{n})_{n=0}^{\infty}$ ; $f_{n}$ $=$ $0$ for almos $t$ all $n$ $\geq$ $0$ and $f_{n}$ $\in F_{n}(H)$ },
and
$\Phi=$ { $(f_{n})_{n=0}^{\infty}$ ; $f_{n}$ $=$ $0$ for almost all $n$ $\geq$ $0$ and $f_{n}\in Z_{n}$ }.
Clearly $\Phi\subset\Phi(H)$ and $\Phi$ $is$ dense in $\Phi_{0}$ . Le $t$ $\Phi_{p}$ $(p\in \mathbb{R})$ be the
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$\otimes n\wedge$
Fock space defined as a direct sum of Hilbert spaces $H_{p}$ with
weight $s$ $\sqrt{}\overline{n}$! $(n \geq 0)$ . That $is$ ,
$\Phi_{p}=\sum_{n=0}^{\infty}$ $\oplus\sqrt{n!}H_{p}^{\wedge}\otimes n$ .
Then it is easy to see that the Fock space $\Phi_{p}$ $(\rho \in \mathbb{R})$ coincides
with the completion of $\Phi(H)$ by the inner product
$( arrow f, arrow g)_{\Phi_{\rho^{=}}}\sum_{n=0}^{\infty}n!(f_{n}, g_{n})_{H_{p}^{\otimes}}^{\sim}n$
$=$ $\sum_{n=0}^{\infty}n$ ! ( $(D^{p})^{\otimes n}f_{n}$ , $(D^{p})^{\otimes n}g_{n}$ ) $n$ (4. 14)
where $farrow=$ $(f_{n})_{n=0}^{\infty}$ and $arrow^{g}=$ $(g_{n})_{n=0}^{\infty}$ $\in\Phi(H)$ .
The Segal isomorphism $I_{s}$ from $\Phi_{0}$ to $(L^{2})$ is defined by
$I_{s}((f_{n})_{n=0}^{\infty})$ $= \sum_{n=0}^{\infty}$ : $\langle x^{\wedge}\otimes n f_{n}\rangle$ ; , (4. 15)
$\otimes n\wedge$ $\otimes n\wedge$
where $:\langle x , f_{n}\rangle$ : denotes the orthogonal projection of $\langle x , f_{n}\rangle$
$\otimes n\wedge$
to the space $\chi_{n}$ for each $f_{n}$ $\in H_{0}$ . Let us assure ourselves that
$I_{s}$ is well-defined. First we note that the right hand side of
(4. 15) $is$ a $f$ inite sum $iffarrow=$ $(f_{n})_{n=0}^{\infty}$ $is$ an element $of\Phi or$
$\Phi(H)$ . I $f$ we apply the formula
$(2u)^{n}$ $= \sum_{2K\leq n}$ $(\begin{array}{l}n2K\end{array})$ $\frac{(2KI!}{K!}H_{n-2K}(u)$
to \langle $x^{\hat{\otimes}n}$ , $\zeta^{\hat{\Phi}m}$ / $\sqrt{}$] \rangle , then we have
$\langle x^{\hat{\otimes}n}, \zeta^{\hat{\otimes}m}/\sqrt{m!}\rangle$
$= \sum_{2\#\sigma\leq m}$ $(\begin{array}{l}m2\mathbb{I}\sigma\end{array})\frac{(2\mathbb{I}c)!}{\mathbb{I}\sigma!}2^{-K}((m-2\mathbb{I}e)!/m!)^{1/2}h_{m-2\mathbb{I}\sigma}(x)$ .
But $\{h_{m} ; |m| = n\}$ $is$ an orthonormal bas $is$ of $\chi_{n}$ for each $n$ $\geq$ $0$
and these bases are mutually orthogonal for different $n$ $\geq$ $0$ ;
hence we have
$;\langle x^{\hat{\otimes}n}, \zeta^{\otimes m}/\sqrt{m!}\rangle$ ;
$\wedge$
$=h_{m}(x)$ $(m\in\parallel_{0})$ ,
$i$ . $e$ . , $I_{s}$ ( $(0, \cdot, 0, \zeta^{\hat{\Phi}m}/\sqrt{m}!, 0, \cdots)$ ) $=h_{m}$ . (4. 16)
In addition we have
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This means that $I_{s}$ can be well-defined as an isometry from $\Phi_{0}$ to
$(L^{2})$ .
PROPOSITION 4. 2. For $p$ $\in \mathbb{R}$ , the Hilbert space $(\varphi_{\rho})$
$coinci$ des $\iota ri$ th the comp $leti$ on of $\{I_{s} (arrow^{f} ) ; arrow^{f} \in \Phi(H)\}$ by the
inner product
$(I_{S}(arrow f), I_{S}(arrow g))p\equiv$ $(arrow f, arrow g)_{\Phi_{p}}$ . (4. 18)
PROOF. By PROPOSITION 4. 1, the set
? $\equiv$ { $\sum_{m\in J}c_{m}h_{m}$ ; $J$ (fini te subset) $\subset\parallel_{0}$ , $c_{m}\in \mathbb{C}$ }
Since { $\lambda^{pm}(n!/m$ !, $1/2_{\zeta^{\otimes}}^{\wedge}m$$is$ dense in $(\varphi_{p})$ . ’ ; $|m|$ $=$ $n$ } $is$ a CONS
of $H_{\rho}^{\wedge}\otimes n$ for each $n$ $\geq$ $0$ , the set $\{I_{s}(farrow) ; farrow\in \Phi\}$ is dense in the
completion of $\{I_{s}(farrow) ; arrow^{f}\in F(H)\}$ completed by (4. 17). Further
by (4. 16) we have $I_{s}(\Phi)$ $=\varphi$ . Therefore the assertion is true.
$\square$
COROLLARY 4. 1. If $\rho\geq$ $0$ and $farrow\in$ $\Phi_{p}$ , then $I_{s}(farrow)$ $is$
defined as an element of $(L^{2})$ . Hence the space $(\varphi_{p})$ coincides
$rri$ th the $tot$ a $lity$ of $\{I_{s} (farrow ); arrow^{f}\in\Phi_{p})\}$ .
PROOF. Thi $s$ $is$ clear $f$ rom $\Phi_{p}\subset$ $\Phi_{0}$ for $p$ $\geq$ $0$ .
$0$
In the following we consider several properties of white
noise functionals. We will see that our setting makes the
computations easy and helps us obtain the sharper inequalities.
THEOREM 4. 1. Le $t$ $\rho$ \rangle $\rho_{0}$ . For any $\varphi$ $\in$ $(\varphi_{p})$ $wi$ th the
express $i$ on (4. 6), the func $tional$ of $z$ $\in$ $H$ $-p$
$\sum_{m\in\parallel_{0}}$ $c_{m}h_{m}(z)$ (4. 19)
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converges absolutely and uniformly to a functional $\tilde{\varphi}(z)$ on any
bounded set of H The limit functional $\tilde{\varphi}(z)$ is continuous on$-p$
$H$
$p$
( $is$ $called$ $t$ $e$ cont inuous cont $i$ nuat $i$ on of $\varphi$ $inH_{-p}$ ) and
sat $isfi$ es , for any $z$ $=$ $x+$ $\sqrt{}\overline{-1}y$ $\in H_{-p}$ $(x, y \in E_{-p})$ ,
$|\tilde{\varphi}(z)|$




where $rx_{p}$ $=$ $\Pi^{\infty}j=0$ $(1 \lambda_{j}^{2p})^{-1/2}$ . Therefore $\tilde{\varphi}(z)$ is anolytic in
$H$ $in$ the sense of [H-P] (E. $Hille$ & R. S. $Philli$ ps).
$-p$
PROOF. Let $p$ \rangle $p_{0}$ and $\varphi\in$ $(\varphi_{p})$ which has the expression
$\varphi=\sum_{m\in\parallel_{0}}c_{m}h_{m}$ with $\sum_{m\in\parallel_{0}}$ $\lambda_{j}^{-2\rho m}[c_{m}|^{2}$ $\langle$ $\infty$ .
By Schwartz’ inequality and Mehler’s formula: for $|s|$ \langle 1
$\sum_{n=0}^{\infty}$ $s^{n}(2^{n}n!)^{-1}$ $H_{n}(u)H_{n}(v)$
$=$ $(1-s^{2})^{-1/2}\exp[(1-s^{2})^{-1}\{2suv-s^{2}(u^{2}+v^{2})\},$ (4. 21)
we have
$| \sum_{m\in\parallel_{0}}$ $c_{m}h_{m}(z)|$
$\leq$ ( $\sum_{m\in\parallel_{0}}$ $\lambda^{-2\rho m}|c_{m}|^{2}$ ) $1/2$ $( \sum_{m\in\parallel_{0}}$ $\lambda^{2pm}|h_{m}(z)|^{2})1/2$
$||\varphi\{|(\varphi_{p})$
$( \sum_{m\in\parallel_{0}}$ $\lambda^{2pm}\text{ _{}m}(z)h_{m}(\overline{z}))1/2$
$=$
$|| \varphi||_{(\varphi_{p})}(\Pi j\sum_{n=0}^{\infty}$
$\lambda_{j}^{2pn}(2^{n}n!)^{-1}H_{n}(\frac{\langle z,\zeta_{j}\rangle}{\Gamma 2}I^{H_{n}}(\frac{\langle\overline{z},\zeta_{j}\rangle}{\Gamma 2}I)1/2$
$|| \varphi||\sqrt{cx_{2}}(\Psi_{\rho})p\exp[\frac{1}{2}\sum_{j=0^{\{}}^{\infty}rightarrow^{1+\lambda_{j}^{2p}\lambda^{2_{.}p}} |\langle x, \zeta_{j}\rangle|^{2} +rightarrow^{1-\lambda_{j}^{2p}\lambda^{2_{.}p}} |\langle y, \zeta_{j}\rangle|^{2}\}]$ .
I $f0$ \langle $u$ \langle 1/2 , then $u/(1-u)$ \langle $2u$ . So we have, put $t$ ing $u$ $=$ $\lambda_{j}^{2p}$ ,
$| \sum_{m\in\parallel_{0}}c_{m}h_{\mathbb{I}I}(z)|$
$\leq$
$||\varphi||\sqrt{(\chi}(\Psi_{p})2p\exp$ [ II $z||_{-p}^{2}$ ], (4. 22)
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and (4. 19) converges absolutely and uniformly to a functional
$\tilde{\varphi}(x)$ on any bounded set of $H$ This inequality gives the$-p$
locally uniformly boundedness of every finite sum of (4. 19) and
it follows from this that $\tilde{\varphi}(z)$ is analytic in $H$ (in the sense$-p$
of [H-P]).
$0$
COROLLARY 4. 2. Espec $i$ a $lly$ , $ifx\in E_{-p}$ and $\varphi\in$ $(\varphi_{p})$ for $p$
$\rangle$
$s_{o}$ , then $ure$ have
$\lambda^{2.p}$
$|\tilde{\varphi}(x)|$ $\leq$




and $\varphi(x)$ $=$ gb $(x)$ $\mu-a$ . $e$ . $x\in E^{\sim}$ . ( $\tilde{\varphi}(x)$ $is$ $called$ a $conti$ nuous
vers $i$ on of $\varphi$ . )
PROOF. Let $y$ $=$ $0$ in (4. 20). Then for $p$ \rangle $s_{o}$ we can see
that our assertion is true.
$0$
\S 5. Ot her properties of two triplets
THEOREM 5. 1 Let $0$ $\leq q$ \langle $p-p_{0}$ . Then the funct ionol
$\exp[\frac{1}{2}||x||_{-p}^{2}]$ defined in $E_{-p}$ belongs to $(\varphi_{q})$ . Actual $ly$ , the
$(\varphi_{q})$ -norm is evaluated as
$||\exp$ [ $\frac{1}{2}||$ . il $2-\rho$ ] $||(\varphi_{q})$ $=$ $\Pi\dot{J}($ $(1 - \lambda_{j}^{2p})^{2}$ $-$ $\lambda_{j}^{4(p-q)})^{-1/4}$ .
PROOF. By a direct computation we can see that if $p$ \rangle $p_{0}$ ,
then the functional $\exp[\frac{1}{2}|[x||_{-p}^{2}]$ belongs to $(L^{2})$ $=$ $(\Psi_{0})$ . So it
is expanded into a Fourier series. Let us compute the Fourier
coefficients
$c_{m}$ $= \int_{E^{\sim}}$
$\exp[\frac{1}{2}||x||_{-p}^{2}]$ $h_{m}(x)$ $d\mu(x)$ (5. 1)
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with respect to the CONS $\{h_{m}(x); m\in\parallel_{0}\}$ of $(L^{2})$ . To get the
values $c$ if we note the equality
$m$
$\exp[\frac{1}{2}||x||_{-p}^{2}]$ $=$ $\Pi^{\infty}j=0$ $\exp[\frac{1}{2}\lambda_{j}^{2p}\langle x, \zeta_{j}\rangle 2]$
and independentness of $\langle x, \zeta_{j}\rangle$ $s$ , we have only to calculate the
integrals
$\int_{E^{\sim}}$ $\exp[\frac{1}{2}\lambda_{j}^{2p}\langle x, \zeta_{j}\rangle 2]$ $H_{n}$ $(\langle x, \zeta_{j}\rangle/\sqrt{}\overline{2})$ $d\mu(x)$ .
But if $n$ is odd, then the integral is equal to zero and if $n$ is
even, say $n$ $=$ $2K$ , then it is equal to
$(1- \lambda_{j}^{2p})^{-1/2}\frac{n}{K}!$
.
$(\lambda_{j}^{2\rho}/$ $(1 - \lambda_{j}^{2p}))^{K}$ .





$(2^{n} m!)^{-1/2}\frac{m}{Ik}!\Pi j(\lambda_{j}^{2p}/$ $(1 - \lambda_{j}^{2\rho}))$
$J$











$\Pi j$ ( $\lambda_{j}^{4(p-q)}/$ $(1 \lambda_{j}^{2p})^{2}$ ) $J$ .
(5. 2)
If we recall the definition of the constant $p_{0}$ and the formula
$2^{-2K}$
$(\begin{array}{l}2KK\end{array})$ $=$ $(-1)^{K}$ $(^{-12}\acute{K})$
(5. 2) $is$ followed by
$2K$ .
$\sigma_{\rho}^{2}\sum_{\mathbb{I}\sigma\in\parallel_{0}}\Pi j(\begin{array}{l}-1/2k_{j}\end{array})$
$(-\lambda_{j}^{2(p-q)}/$ $(1 \lambda_{j}^{2p})$ ) $J$ .
But $0$ $\leq q$ \langle $p-$ $p_{0}$ implies that $\lambda_{j}^{2(p-q)}/(1-\lambda_{j}^{2p})$ \langle 1 and so this
infinite sum of the finite product is equal to
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$cx_{p}^{2}\Pi j\sum_{K=0}^{\infty}$ $(^{-1}\kappa^{/2})(-\lambda_{j}^{2(p-q)}/$ $(1 \lambda_{j}^{2p}))$
$2K$
$=(x_{p}^{2}\Pi j$ $(1$ $\lambda_{j}^{4(p-q)}/(1 \lambda_{j}^{2p})^{2})^{-1/2}$
$=$
$\Pi j$ ( $(1 - \lambda_{j}^{2\rho})^{2}$ $-$ $\lambda_{j}^{4(\rho-q)}$ ) $<$ $\infty$ . $0$











is given in LEMMA 5. 1. Hence $(\mathfrak{F})$ is an algebra.
PROOF. First we note that for $ml$ $m$ $\in$ $\parallel_{0}$
$(\begin{array}{l}m+mm\end{array})$ $\leq$
$2^{|\mathbb{I}\ddagger 1|+|m|}$ and $z^{mt}(z)\cdot z^{m}(z)$ $(\begin{array}{l}m+mm\cdot\end{array})1/2z^{m+m}(z)$ .
Let $c_{m}$ $=$ $(f, z^{m})(\mathfrak{F}_{0})$ and $d_{m}$ $=$ $(g, z^{m})(\mathfrak{F}_{0})$ . Then we have
$\tilde{f}(z)$
$= \sum_{m\in\parallel_{0}}c_{m}z^{m}(z)$ and $\tilde{g}(z)$ $= \sum_{m\in\parallel_{0}}d_{m}z^{m}(z)$ .
By PROPOSITION 3. 1 these two series are absolutely convergent




and so, using the triangle inequality and Schwarz’ one,
$||f\cdot g||_{(\mathfrak{F}_{s})}$
$\leq\sum_{\mathbb{I}n,m\in\parallel_{0}}|c_{m}||d_{m}|2^{(}[m[+[m|)/2_{\lambda}-s(m+m)$










Let us mention the fact that $(\varphi)$ is an algebra. How to
conclude this result was shown in [Ku-T2]. But our setting
described above makes some computations a little bit simple. A
rewritten form of this theorem within our framework is:
PROPOSITION 5. 1 Let $s_{o}$ \langle $s$ and $2p_{0}$ \langle $\rho$ . $If$ the
functionals $\varphi$ and $\psi$ are in $(\varphi_{s+p})$ , then $\varphi\cdot\psi$ belongs to $(\mathscr{S}_{S})$ and
$||\varphi\cdot\psi||_{(\Psi_{s})}$ $\leq\beta_{S}\kappa_{p}$ $||\varphi||_{(\varphi_{S+p})}$ $||\psi||_{(\varphi_{S+p})}$
$u$ here $\beta_{S}$ $=$ $\Pi j(1-\lambda_{j}^{4s}/4$ $,$ $-1/2$ a $ndic_{p}=\Pi j(1-4\lambda_{j}^{2p})^{-1}$ .
PROOF. Let $\varphi$ , $\psi\in$ $(\varphi )$ . Suppose that $\varphi$ and $\psi$ have the
$s+\rho$
expans ions as element $s$ of $(\varphi_{S})$ :
$\varphi$
$=$




wi th $\sum_{m\in\parallel_{0}}\lambda^{-2sm}\{d_{m}|^{2}$ $\langle\infty$ .
The absolute convergence for $x\in E_{-s}$ of the serieses
$\tilde{\varphi}(x)$ $=$
$\sum_{m\in\parallel_{0}}c_{m}h_{m}(x)$ and $\phi(x)$ $=$ $\sum_{m\in\parallel_{0}}d_{m}\text{ _{}m}(x)$







$\leq\sum_{m,m\in\parallel_{0}}\lambda^{-(s+p)}(m+m)|c$ $d_{m}|||\lambda^{sm}h_{\text{ }}\lambda^{sm}$ $m^{||}(\Psi_{s})^{\lambda^{p(m+m)}}$
But if we apply the formula
$H_{m}(u)H_{n}(u)$ $= \sum_{K=0}^{m\wedge n}$
$2^{K}K$ ! $(\begin{array}{l}mk\end{array})(\begin{array}{l}nk\end{array})H_{m+n-2K}(u)$ ,
the fact that $\{(\lambda^{-sm}, h_{m}) ; m \in\parallel_{0}\}$ is an eigen system of $\Lambda(D^{S})$ ,
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and
the inequality $(\begin{array}{l}mk\end{array})$ $\leq$ $2^{m}$





$= \sum_{\#\sigma\leq m\wedge m}$ $(\begin{array}{l}mIk\end{array})(\begin{array}{l}mk\end{array})(\begin{array}{l}m+m-2km-\mathbb{I}t\end{array})\lambda^{4sk}\leq$ $\beta_{S}^{2}4^{m+m}$ .











From this proposition we can easily conclude that $(\varphi)$ is an
algebra ( $cf$ . [L], [Y]).
References
[B1] V. Bargmann, On a Hilbert Space of Analytic Functions and
an Associated Integral Transform Part I. Comm. Pure and
$A\rho\rho l$ . Ma th. , Vol. 14(1961), 187-214.
[B2] V. Bargmann, On a Hilbert Space of Analytic Functions and
an Associated Integral Transform – Part I. A Family of
Related Function Spaces Application to Distribution Theory,
Comm. Pure and Appl. Math. , Vol. 20 (1967), 1-101.
[B3] V. Bargmann, Remarks on a Hilbert Space of Analytic
Functions, Proc. Nat. Acad. Sci. USA, 48(1961), 199-204.
[B-K] Yu. M. Berezansky, Yu. G. Kondrat’ev, “Spectral Methods in
Infinite-dimensional Analysis“, Naukova Dumka, Kiev, 1988
[G-S] I. M. Gel’ fand and G. E. Shilov, “Generalized Functions“ ,
Vol. 2, Academic Press, New $York/London$ , 1964.
222
[Gu] A. Guichardet, $\uparrow Symmetric$ Hilbert Spaces and Related
Topics“ , Lecture Notes in Math. , 261, 1972, Springer
[H1] T. Hida, “Analysis of Generalized Browni an Functionals”,
Carleton Math. Lecture Notes, No. 13, 2nd Ed. , 1975.
[H2] T. Hida, $\dagger Brownian$ Motion” , Appl. Math. , 11, Springer .
1980.
$[ H]$ E. Hille, A Class of Reciprocal Functions, Annal. Math. ,
(2) 27 (1926), 427-464.
[H-P] E. Hille & R. S. Phillips, “Functional Analysis and
$Semi-Groups\uparrow t$ , American Mathematical Society, 1957.
[ I] K. It\^o, Multiple Wiener Integral, J. Math. Japan, Vol. 3,
No. 1. May, 1951.
[K1] Yu. G. Kondrat’ev, Nuclear Spaces of Entire Functions in
Problems of Infinite-dimensional Analysis, Soviet Math.
$DoKl$ . , Vol. 22 (1980), No. 2, 588-592.
[K2] Yu. G. Kondrat’ev, Spaces of Entire Functions of an
infinite Number of Variables, Connected with the Rigging of
a Fock Space, Selecta Mathemat $ica$ Soviet $ica$ , Vol. 10(1991) ,
No 2, 165-180.
[K-S1] Ju. G. Kondrat’ev and Ju. S. Samoilenko, An Integral
Representation for Generalized Positive Definite Kernels in
Infinitely Many Variables, Soviet Math. Dokl. , Vol. 17
(1976), No. 2, 517-521.
[K-S2] Yu. G. Kondrat’ev and Yu. S. Samoylenko, The spaces of
Trial and Generalized Functions of Infinite Number of
Variables, Reports on Mathematical Physics, Vol. 14(1978),
No 3, 325-350.
[Ku] I. Kubo, It\^o Formula for Generalized Brownian Functionals,
Lecture Notes in Control and Informat ion Science, 49(1983) ,
156-166, Springer.
[Ku-Tl] I. Kubo and S. Takenaka, Calculus on Gaussian White
223
Noise I Proc. $Ja\rho$ . Acad. $56A(1980)$ , $376-3SO$ .
[Ku-T2] I. Kubo and S. Takenaka, Calculus on Gaussian White
Noi se I, $ibid$ . , $56A$ (1980), 411-416.
[Ku-T3] I. Kubo and S. Takenaka, Calculus on Gaussian White
No $i$ se $m$ , $ibid$ . , $S7A(1981)$ , 433-437.
[Ku-T4] I. Kubo and S. Takenaka, Calculus on Gaussian White
Noise IV, $ibid$ . , $S8A,$ $(1982)$ , 186-189.
[Ku-Y] I. Kubo and Y. Yokoi, A Remark on the Space of Testing
Random Variables in the White Noise Calculus, Nagoya Math.
J. , Vol. 11S (1989), 139-149.
[K-P-S] H-H. Kuo, J. Potthoff and L. Streit, A Characterization
of White Noise Test Functionals, Nagoya Math. J. , Vol. 121
(1991), 185-194.
$[ L]$ Yu. J. Lee, Analytic Version of Test Functionals, Fourier
Transform and a Characterization of Measures in White Noise
Calculus, J. Func $t$ . $Anal$ . , Vol. 100, 2 (1991), 359-380.
$[ M]$ R. A. Minlos, Generalized Random Processes and Their
Extension to a Measure, Selected Transl. in Math. Stat. &
Prob. , Vol. 3 (1962), 291-313.
[P-S] J. Potthoff and L. Streit, A Characterization of Hida
Di $st$ ribut ions, $BiBoS$ Prepr int, No. 406 (1989).
$[ R]$ A. P. Robertson & W. Robertson, “Topological Vector Spaces”,
Cambridge Tracts in Math. & Math. Phys. , No. 53, 1964.
[Se] I. E. Segal, Tensor Algebra over Hilbert Spaces, Trans.
Amer. Ma th. Soc. , Vol. 81 , 1956, 106-134.
[Sh] I. Shigekawa, It\^o-Wiener expansions of holomorphic
functions on the complex Wiener space, Stochast $ic$ Analysis,
459-473, Academic Press, Boston, MA, 1991.
$[ Y]$ Y. Yokoi, Positive generalized white noise functionals,
$Hi$ rosh $ima$ Math. J. , Vol. 20 (1990) , No. 1, 137-157.
