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Abstract
The solar dipole moment at activity minimum is a good predictor of the
strength of the subsequent solar cycle. Through a systematic analysis using
a state-of-the-art 2×2D solar dynamo model, we found that bipolar magnetic
regions (BMR) with atypical characteristics can modify the strength of the
next cycle via their impact on the buildup of the dipole moment as a sunspot
cycle unfolds. In addition to summarizing these results, we present further
effects of such “rogue” BMRs. These have the ability to generate hemispheric
asymmetry in the subsequent sunspot cycle, since they modify the polar cap
flux asymmetry of the ongoing cycle. We found strong correlation between
the polar cap flux asymmetry of cycle i and the total pseudo sunspot number
asymmetry of cycle i + 1. Good correlation also appears in the case of the
time lag of the hemispheres of cycle i+ 1.
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1. Introduction: Prediction of Hemispheric Asymmetry
It is well known, starting already with the researches of Rudolf Wolf in the
nineteenth century, that the sunspot cycle is not strictly periodic. Significant
cycle-to-cycle variability is observed in both the amplitude and duration of
the cycle. The hemispheric asymmetry in sunspot coverage was already no-
ticed by Waldmeier (1955), who also pointed out that such asymmetry could
be sustained for several years. Babcock (1959) reported that this asymmetry
appears in the case of the polar field reversal as well. Based on observational
data for cycles 12-23, Norton and Gallagher (2010) analyzed the asymmetry
and proposed 20% as upper limit of sunspot area asymmetry. Regarding the
phase lag asymmetry for the same period of time, McIntosh et al. (2013)
found a roughly four cycles long periodicity. Zolotova et al. (2010) investi-
gated the phase difference of sunspot cycles in the hemispheres for a longer
duration, back to the Maunder Minimum and found secular variation. On
the other hand, this periodicity appears only in the sign of the phase lag
but not in its magnitude (Norton et al., 2014). Hathaway and Upton (2016)
predicted the hemispheric asymmetry of cycle 25 by extrapolating the polar
fields of cycle 24 using their Advective Flux Transport model. According to
their results, the Southern hemisphere should dominate the North. However,
from a purely statistical point of view, the available polar field data (eg.
Mun˜oz-Jaramillo et al. 2012) is insufficient to infer a significant correlation
from past cycles.
Belucz and Dikpati (2013) investigated the hemispheric asymmetry gener-
ated in a 2D flux transport dynamo model by inserting a second meridional
circulation cell on the southern hemisphere with different amplitude, lati-
tude and depth. They found significant hemispheric asymmetry depending
the properties of the second cell. Using the same model, Shetye et al. (2015)
focused on the effects of the meridional inflow towards the activity belts. Ac-
cording to their results, the intense inflow in one hemisphere leads to stronger
toroidal fields and this asymmetry is sustained for more than one cycle.
Karak and Miesch (2017), using their 3D surface flux transport and Babcock-
Leighton solar dynamo model (Miesch and Dikpati 2014; Miesch and Tewelde-
birhan 2016), investigated the influence of the tilt angle distribution by
adding random scatter on Joy’s law and a tilt-angle saturation was also
added to the model (on this point see also Lemerle and Charbonneau 2017).
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The SpotMaker algorithm they use places new BMRs in each hemispheres,
with a set time delay in order to avoid artificially imposing hemispheric sym-
metry. One of their results is the hemispheric asymmetry appearing in the
polar fluxes was only weakly correlated to the toroidal flux of the subsequent
cycle. Due to the strong diffusive coupling between the hemispheres in the
model, the asymmetry reduces quickly.
In the present paper we extend the work of (Nagy et al., 2017) on the hemi-
spheric asymmetry triggered by rogue BMRs. We present a detailed analysis
of how rogue BMRs affect the hemispheric asymmetry of the polar cap flux,
including prediction of the asymmetry level of the subsequent cycle based on
the polar field asymmetry. We also investigate whether the asymmetry in
the model shows periodicity or temporal persistence in its characterizing pa-
rameters. Following (Nagy et al., 2017), our analysis is based on simulations
carried out using the recent 2 × 2D dynamo model of Lemerle et al. 2015;
Lemerle and Charbonneau 2017.
2. Rogue BMRs in the 2× 2D Dynamo Model
The Lemerle and Charbonneau (2017) solar cycle model invokes differen-
tial rotation shear and the regeneration of the solar dipole via surface decay
of active regions (the so-called Babcock-Leighton mechanism) as its primary
inductive mechanisms. This mean-field-like kinematic model couples a 2D
surface flux transport module (SFT) with a 2D axisymmetric flux transport
dynamo (FTD). The SFT component provides the azimutally averaged ra-
dial field serving as the upper boundary condition for the FTD simulation,
while the FTD module drives the SFT through the emergence of new bipolar
magnetic region (BMR). This step is based on a semi-empirical emergence
function that sets the probability of a BMR emerging (radially) as a function
of toroidal magnetic field Bt at the bottom of the convective zone in the FTD
module. Motivated by the modelling of the destabilization and buoyant rise
of thin magnetic flux ropes initially located immediately beneath the base
of the solar convection zone (see, e.g., Fan, 2009, and references therein), a
lower threshold on Bt is introduced, below which the emergence probabil-
ity vanishes. The presence of a threshold implies that the dynamo is not
self-excited, as the internal magnetic field must remain above threshold for
regeneration of the surface dipole to take place. Above this threshold, the
proportionality constant K between emergence probability and B1.5t acts as
the dynamo number for the model, since it effectively sets the mean surface
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dipole growth rate for a given internal toroidal field strength. Properties
of the new BMR — emergence latitude, longitude, flux, angular separation,
tilt — are randomly drawn from distribution functions for these quantities
built from observed statistics of solar active regions during solar cycle 21, as
described in Appendix A of Lemerle et al. 2015.
Because the model is kinematic and includes a steady quadrupole-like
meridional flow in the FTD module, the only physical mechanism available
to couple the two hemispheres is diffusive transport, operating in both the
SFT and FTD modules.
The only amplitude-limiting nonlinearity included in the model is a reduc-
tion of the average BMR tilt angle α as a function of the deep-seated toroidal
field strength Bt, parametrized according to the following ad hoc algebraic
formula:
αq =
α(θ)
1 + (Bt/Bq)2
, (1)
where Bq is the quenching field amplitude, and α is the reference tilt variation
with latitude, i.e., Joy’s law (McClintock and Norton, 2013). Lacking any
reliable information on the manner in which the emerging flux ropes produc-
ing BMRs disconnect from the underlying toroidal magnetic flux system, we
do not implement any flux reduction in the FTD module when emergences
are introduced in the SFT module.
The main advantages of the 2×2D model are its high numerical efficiency
and the fact that it is calibrated to follow accurately the statistical proper-
ties of the real Sun. The complete latitude–longitude representation of the
simulated solar surface in the SFT component further makes it possible to
achieve high spatial resolution and account for the effect of individual active
region emergences.
The reference solar cycle solution presented in Lemerle and Charbonneau
(2017) is defined by 11 adjustable parameters, for which optimal values were
obtained via a formal optimization by a genetic algorithm. The algorithm was
designed to minimize the differences between the spatiotemporal distribution
of emergences produced by the model, and the observed sunspot butterfly
diagram during cycle 21.
Figure 1 shows a portion of the reference dynamo solutions used for the
analyses presented in what follows. The solid lines on the top and middle
panels show time series of hemispheric pseudo-sunspot number and polar cap
flux, which is calculated here as the surface integral of the radial magnetic
field over a latitudinal extent of 20◦ from the poles. The bottom panel shows
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the corresponding time-latitude “butterfly” diagram for the spatial density
of emerging BMRs, encoded as a grayscale. The red dot indicates the time
and latitude at which a large “rogue” BMR emerged in this simulation, its
properties being listed in the first row of Table 1. Artificially removing this
single BMR from the simulation leads to a markedly different subsequent
evolution of the dynamo solution, as shown by the dashed time series on
panels (a) and (b) of Figure 1.
The reference solution plotted on Figure 1 is the same as adopted in the
numerical experiments of Nagy et al. (2017) where the impact of individual
“rogue” BMRs were analyzed. These peculiar active regions were identified
based on their contribution to the global dipole moment defined as follows:
δDBMR ≈ F d sinα sin θ, (2)
where F is magnetic flux, d is the angular separation of the two polarities,
α is the tilt angle, θ is the colatitude. According to this expression, BMRs
with high flux content, tilt angle and angular separation, close to the equator
influence the most the building up dipole moment, and therefore the strength
of the subsequent cycle as suggested by Jiang et al. (2015) as an explanation
for the low amplitude of Cycle 24.
Nagy et al. (2017) carried out several numerical experiments aiming to
study how the parameters of BMRs affect the next, or even the ongoing cycle.
A selected “test” BMR with specified properties (F , d, etc.) was inserted
manually into simulations while the parameters of the active region were
varied separately during each experimental series. The test-BMR emerged
spontaneously during the reference simulation with parameters listed in the
second row of Table 1. The experiments were performed for three cycles with
average, below average and above average amplitudes, respectively. In each
case two series of experiments were carried out with Hale (anti-Hale) test-
BMR in order to increase (decrease) the dipole moment of the examined cycle.
The characteristics of the test-BMR – emergence time and latitude, flux, tilt
angle and angular separation – were changed one by one in order to map
the impact of each property on the subsequent simulated cycle. The results
of these experiments are summarized in Figure 2. By jointly varying the
flux, tilt angle or separation of the test-BMR, similar results were obtained
for the amplitude of the upcoming cycle. This is because these quantities
have a combined effect in the form of Equation (2). The impact of the
emergence latitude is also shown in Figure 2 (red curve, top axis). The
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Figure 1: A short segment of the reference dynamo solution used for the analyses discussed
in the present paper. Panel (a) shows the pseudo sunspot number time series separately
for the hemispheres. The solid lines shows the reference simulation run. On panel (b)
hemispheric time series of the polar cap flux are plotted, in red and blue for the Northern
and Southern hemispheres, respectively. On both of these panels dashed lines pertain to
a experiment in which a single large “rogue” BMR was removed from the simulation at
the time indicated by the vertical black dashed line. Panel (c) shows the pseudo-sunspot
butterfly diagram of the reference simulation plotted as solid lines in panels (a) and (b).
The gray scale encodes the density of emerging BMRs, and the red dot indicates the
position of the rogue BMR removed from the simulation to yield the dashed time series
in (a) and (b). 6
Figure 2: Average effect of varying the
properties of a BMR (2nd data row of
Table 1), inserted in the simulations at
cycle maximum, on the amplitude of the
subsequent cycle. Variations in BMR
flux (green), tilt angle (blue) and po-
larity separation (orange) are converted
to the contribution to the dipole mo-
ment according to Equation (2), while
the varying colatitudes (red) are shown
on the top axis (adapted from Figure 11
in Nagy et al. 2017).
Table 1: Parameters of active regions discussed in the paper. Colatitudes θlead and θtrail
are the latitudinal positions of leading and trailing polarities; F is the flux of the trailing
polarity (Ftrail = −Flead); α is the tilt angle and d is the angular separation of leading
and trailing polarities. δDBMR, the contribution of the BMR to the global dipole mo-
ment, is defined according to Equation (2). J/H indicates whether the active region is
(anti-)Joy/(anti-)Hale. In the case of the second row a J/H (J/a-H) test-BMR increases
(decreases) the dipole moment during the experiments detailed in Section 5 of (Nagy et al.,
2017).
θlead θtrail F [10
23 Mx] α d δDBMR[10
23 Mx] J/H
112◦ 118.6◦ 4.39 −11.08◦ 34.08◦ −0.5124 J/H
89.5◦ 82.1◦ –1.39 13.98◦ 30.97◦ –0.1810 J/H
J/a-H
effect of the BMR decreases as a function of the emergence latitude, but is
still significant 20◦ away from the Equator. The emergence epoch is also an
important factor; the strongest impact on the subsequent cycle is expected
when the test-BMR appears at cycle maximum, and diminishes gradually as
the rogue BMR is forced to emerge later and later in the descending phase
of the cycle. When the emergence occurs during the rising phase of the
perturbed cycle, it modifies the ongoing cycle as well.
3. Hemispheric Asymmetry due to Rogue BMRs
As proposed by Hathaway and Upton (2016) in the context of variation
in the surface meridional flow, the hemispheric asymmetry of a solar cycle
originates from the polar cap flux asymmetry during the preceding cycle.
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Nagy et al. (2017) analyzed whether the polar cap flux asymmetry is a good
indicator of the upcoming simulated cycle’s asymmetry in the 2× 2D model.
Comparison of the solid and dashed lines on Figure 1(a) and (b) indicates
that a single, large BMR with unusual characteristics can have a large and
persistent impact on hemispheric asymmetry in the resulting dynamo solu-
tion. The top panel on Figure 3 shows a synoptic magnetogram extracted
from a simulation in which the rogue BMR listed in the first row of Table
1 was inserted at simulation time t = 1992.72, one cycle before the strongly
asymmetric cycle that we will discuss in the next section. This snapshot is
extracted six months after emergence of the rogue BMR. This is an anti-Hale
BMR, with polarity ordering opposite to that which should characterize its
hemisphere, so that the emergence impedes the build up of the Southern
polar fields. The poleward surge of positive polarity (red) can be seen quite
clearly. For comparison, the bottom panel shows a second synoptic magne-
togram, extracted at the same time in a parent simulation without artificial
insertion of the rogue BMR. Comparing the two snapshots reveals how the
positive trailing flux of the decaying rogue has strongly altered the pattern of
magnetic flux transport to the Southern polar regions. This pattern is qual-
itatively similar to that highlighted by Upton and Hathaway (2018), with
the large active region AR12192 emerging in October 2014 and producing a
poleward stream of positive magnetic polarity which weakened the buildup
of the southern polar cap negative magnetic field.
Figure 4 offers another example of this effect, for a different rogue event
and now in the form of time-latitude maps of the zonally-averaged surface
radial magnetic field component. The top panel corresponds to the reference
solution, while the bottom panel shows the magnetogram resulting from the
artificial removal of a single large BMR at the time indicated by the vertical
dashed line. Note in particular how the reversal of the polar field occurs al-
most simultaneously in both hemispheres when the rogue BMR is removed,
while in the original reference solution the southern polar cap reverses po-
larity some two years prior to the northern hemisphere.
Note that here the polar cap flux peaks 2–3 years prior to SSN minimum,
while in the case of the sun this peak usually occurs somewhat closer to cycle
minimum. However, in our model as in the sun, the peak polar cap flux does
turn out to be a good predictor of the SSN amplitude of the subsequent cycle,
so we retain it as a measure of cycle dipole strenth in all analyses that follow.
To quantify the level of asymmetry, the normalized asymmetry of the
peak polar cap flux (∆Φ) produced during the cycles is compared to two
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Figure 3: On the top we plot the synoptic magnetogram of the rogue BMR listed in the
first row of Table 1 at central longitude φ ∼ 360◦ and simulation time t = 1992.72, six
months after the time of emergence (see the corresponding time series in Figure 1 and
4). The bottom panel shows the magnetic field distribution without the emergence of this
active region at the same epoch. Here (and on Fig. 4 following), the color scale is strongly
saturated to make the weaker magnetic fields visible.
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Figure 4: The top panel shows a synoptic magnetogram of the surface radial magnetic field
component in the reference solution of Figure 1. The bottom panel shows the synoptic
magnetogram resulting from removal of the rogue BMR at the time indicated by the
vertical dashed line, corresponding to the dashed time series on panels (a) and (b) of
Figure 1.
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asymmetry measures characterizing the subsequent cycles. These measures
are the asymmetry of the total number of emergences in each hemisphere
(∆SSN), and the time delay between the epochs when the new cycle BMRs
first start to emerge in the North and the South (∆T ).
The asymmetry of the polar cap flux at a given cycle is defined as follows:
∆Φ =
|ΦN,max| − |ΦS,max|
(|ΦN,max|+ |ΦS,max|)/2 , (3)
where ΦN,max (ΦS,max) is the northern (southern) polar cap flux maximum.
The asymmetry of the activity level is defined similarly, but in terms of the
pseudo-sunspot number constructed from the model output:
∆SSN =
ΣSSNN − ΣSSNS
(ΣSSNN + ΣSSNS)/2
, (4)
where ΣSSNN (ΣSSNS) is the total number of emergences in the northern
(southern) hemisphere. Finally, the time lag between the hemispheres is
defined as:
∆T =
tN − tS
(TN + TS)/2
, (5)
where tN (tS) is the beginning epoch of the cycle, while TN (TS) is the duration
of the cycle on the North (South).
Upon calculating these asymmetry measures for 540 simulated cycles,
Nagy et al. (2017) found strong anticorrelations between the polar cap flux
asymmetry of cycle i and time delay, ∆T (r = −0.7174) during cycle i + 1.
In the case of asymmetry in number of emergences of cycle i + 1, ∆SSN the
correlation coefficient is r = 0.7430 as it is shown in Figure 5. This result
shows that in the model the asymmetry of a cycle can be predicted via the
asymmetry of the polar cap flux built up during the previous cycle.
In order to assess the persistence of hemispheric asymetry, we separate
the simulated cycles in two groups according to hemispheric dominance, as
measured by the quantity ∆SSN introduced above. For each group, we then
construct the histograms of ∆SSN values characterising the cycle following
each member of the groups. The resulting histograms are plotted in Figure
6. Both are very well fit with Gaussian centered on ∆SSN = 0, with deviation
from zero at the 10−2 level and standard deviation ∼ 0.4. This indicates that
the probability of finding a given hemispheric dominance in cycle n + 1 is
independent of hemispheric dominance in cycle n, and thus that hemispheric
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Figure 5: Two-dimensional histograms of the asymmetry of the hemispheric total
pseudo-SSN (left) and the time lag between North and South (right) in pseudo-
solar cycle i against the polar cap flux asymmetry during the previous cycle for
540 simulated cycles. Some outlier data have been removed. The number of cases
(cycles) in each bin are indicated by the colour codes. The correlation coefficient
is r∆SSN = 0.7430 and r∆T = −0.7174, respectively (adapted from Figure 6 in
Nagy et al. 2017).
Figure 6: Strength asymmetry histograms of cycles following a North (South) dominated
cycle on the left (right) panel. The histograms show the distribution of asymmetry pa-
rameters for all cycles following a Northern-dominated cycle (left) or Southern-dominated
cycle (right). The distributions are approximately Gaussian, with means and standard
deviations are respectively 0.012 and 0.36 in the left panel, and −0.008 and 0.41 for the
right panel. This indicates that hemispheric dominance shows no significant persistence
from one cycle to the next, at least in the (optimal) parameter regime of this simulation
run.
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dominance is determined by processes operating on inter-cycle timescales.
We repeated this exercise, this time constructing the distribution of asymetry
parameters two cycles in the future instead of one, in order to possibly detect
persistence of hemispheric asymmetry associated with one magnetic polarity
dominating over the other for a few subsequent cycles, a features sometimes
observed in the Lemerle and Charbonneau (2017) dynamo solutions. Once
again the mean of the distribution are very close to zero, with standard
deviations ∼ 0.4, indicating that hemispheric asymmetry does not persist
beyond one cycle in this model.
Based on their numerical experiments, Nagy et al. (2017) identified an-
other interesting effect triggered by the emergence of a rogue BMRs. After
such emergences in one cycle, the next cycle tends to be strongly asymmet-
ric. This phenomenon was analyzed using a new test-BMR described in the
first line of Table 1, emerged on the southern hemisphere at cycle maximum,
indicated by the vertical dashed line in Figure 7. According to the previous
results, the AR’s impact on the upcoming cycle is the strongest at this epoch.
On the other hand, the original position of the BMR is a bit far from the
Equator. For this reason, during the experimental runs the test region was
replaced to emerge closer, about 15◦ far from the equator, within the region
where significant effect was observed during the first experimental series. At
this position the active region’s flux was decreased from about 4 · 1023 Mx
down to 2.19 · 1023 Mx. The black solid line in the top panel of Figure 7
shows the reference case when the BMR emerged at the original position,
while black dashed line shows the case when the BMR was removed from the
simulation. The coloured dashed lines show how the asymmetry changed for
various values of the test-BMR’s flux, as color-coded. One can see that the
asymmetry is changing according to the flux of the test region. There are
slight changes in the amplitude of the northern hemisphere as well due to the
diffusive hemispheric coupling in the model. The bottom panel of Figure 7
shows that the hemispheric asymmetry already appears in the form of polar
cap flux asymmetry during the cycle within which the test-BMR emerges.
The correlation between the polar cap flux asymmetry triggered by the
test-BMR and the asymmetry parameters of the subsequent cycle is plotted
in Figure 8. Besides the results for both hemispheres of the reference cycle, we
plot results for five more cycles that were studied using the same test-BMR
emerging 15◦ far from the equator at cycle maximum. When the BMR is
inserted in the northern hemisphere, its tilt and polarity are set to obey Joy’s
and Hale’s law. Considering all the six experimental runs, the correlation
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Figure 7: The top panel shows how a test-BMR can modify the amplitude of the sub-
sequent cycle, separately in each hemisphere. The properties of this region are listed in
the first row in Table 1. Black solid curves indicate the reference solution, with a “rogue”
BMR emerging 25◦ away from the Equator, at the time indicated by the vertical dashed
line. The black dashed curves refer to a modified simulation in which this “rogue” BMR
is removed. Colored curves indicate the results with test-BMRs with different flux, 15◦
far from the Equator, as labeled. On the bottom panel the polar cap flux is shown. Solid
and dot-dashed lines indicates the southern polar cap flux while dashed lines correspond
to the northern polar cap flux.
coefficient between the polar cap flux asymmetry during the perturbed cycle
(∆Φ,i−1) and the asymmetry of the number of emerged BMRs during the next
cycle (∆SSN,i) is 0.8431. In the case of the time lag between the hemispheres
(∆T,i) this correlation is −0.8029.
Diffusive transport is the only cross-equatorial coupling mechanism oper-
ating in the Lemerle and Charbonneau (2017) dynamo model used to carry
out the various experiments described above. The leading member of a BMR
emerging 15◦ from the equator will diffuse to the equator on a timescale
14
Figure 8: Correlation plots between the asymmetry of the hemispheric total
pseudo-SSN (left) and the time lag between North and South (right) in pseudo-
solar cycle i against the polar cap flux asymmetry during the previous cycle. Col-
ored markers correspond to the example shown in Figure 7 and also for the ex-
perimental series for the northern hemisphere (red markers). Gray markers show
the same series for five more cycles in the same simulation. The correlation coef-
ficients are 0.9463 and −0.9158, respectively, and 0.8431 and −0.8029 when using
data from the combined six experiments.
τ = (piR/12)2/ηR ' 2 yr for the surface diffusivity value ηR = 6 · 1012 cm2 s−1
used in the SFT module. On the other hand, the internal toroidal field at
15 degrees will diffuse to the equator on a timescale controlled by the inter-
nal magnetic diffusivity ηt = 10
12 cm2 s−1 of the FTD module, leading to a
timescale τ ' 12 yr. The first timescale indicates that a rogue BMR emerg-
ing close to the equator can induce a polar cap asymmetry in the ongoing
cycle, in agreement with the experimental results displayed on Fig. 8; while
the second timescale reveals that this asymmetry, once it has built up in the
internal toroidal field, can persist over a full cycle before being diffusively
balanced. Periodicity in hemispheric asymmetry cannot be driven or sus-
tained by such diffusive coupling alone, and indeed is not observed in our
dynamo simulations. Dynamical backreaction on large-scale flows, namely
meridional circulation and differential rotation would be the most likely can-
didate mechanism that could lead to such behavior.
15
4. Conclusion
The hemispheric asymmetry triggered by rogue active regions was studied
using simulated data of the 2 × 2D solar dynamo model. The flux of a
selected test-BMR was changed while its position was fixed to 15◦ far from
the Equator either on the northern or southern hemispheres. The emergence
epoch was the cycle maximum, while the polarity was set to increase the
building up dipole moment. Experimental series were carried out in the case
of six simulated cycles of varying amplitudes.
In contrast to the results of Karak and Miesch (2017) we found strong
correlation between the hemispheric asymmetry of the polar cap flux of cycle
i and the asymmetry of hemispheric activity levels during the subsequent
cycle i + 1. The time lag between the hemispheric lag in the onset of cycle
i + 1 is also strongly correlated to the asymmetry of the polar cap flux of
the preceding cycle. These results can be understood in terms of diffusive
coupling of the magnetic field across the equatorial plane.
Our results thus demonstrate that the polar cap flux asymmetry at the
end of a cycle can be determined by a single peculiar active region, emerging
relatively close to the equator. This offers an alternate scenario to that
suggested by Hathaway and Upton (2016), based on hemispheric variations in
the surface meridional flow, which, in our kinematic dynamo model, remains
strictly constant. In view of the relatively strong hemispheric asymmetry
observed in cycle 24, the unfolding of cycle 25 may allow to discriminate
between these two scenarios.
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