Lezioni del modulo riguardo a introduzione generale sui sistemi d'acquisizione dati. by Antonioli, Pietro
Introduzione	al	bus	VME
standard,	generalità,	esempi	di	acquisizione	dati	
• standard	“diffuso”:	facile	che	capiti	esperienza	in	laboratorio	(specie	durante	tesi)	se	non	a	esperimento	in	cui	andrà	utilizzato
• provvedere	concetti	e	“vocabolario”
• esempi	in	C	e	su	sistema	operativo	Linux/Unix	(complementare	a	modulo	su	LabView)	di	acquisizione	dati
Argomenti	trattati:
- generalità	/	storia
- meccanica	/	backplane
- segnali	/	protocollo
- connessione	a	PC:	adapters	e	SBC
- memory	mapping	e	read/write	I/O	su	device	(esempi	in	C)
[	- minivisita	laboratorio	]
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VME:	generalità	/	storia
• VME	à Versa	Module	Europa
• bus	industriale	asincrono	introdotto	anni	’80	per	
opera	di	alcune	compagnie	(Motorola,	Mostek	e	altre)	
• nome	frutto	di	“mediazione”	VERSA	bus	su	formato	EUROCARD
• VITA:	VMEbus	Int.	Trade	Ass.	http://www.vita.comà definisce	standards
• in	fisica	alte	energie	adottato	come	“successore”	del	CAMAC.	La	comunità	
dei	fisici	ha	formato	la	VIPA	(VME	International	Physics	Association)		[uno	
standard	“autarchico”	sviluppato	nella	sola	comunità	fisici	(FASTBUS)	non	sopravvive	(segnali	
ECL,	costoso,	non	diffuso,	poco	flessibile)]
• molti	moduli	presenti	per	applicazioni	in	fisica:
– sviluppati	da	università	/	enti	di	ricerca
– produttori	commerciali	per	moduli	fisica:
• http:///www.caen.it
• http://www.struck.de
• http://www.wiener-d.com/sc/modules/vme--modules/
• standard	diffuso	anche	per	applicazioni	in	telecomunicazioni,	avionica,	difesa	
(“rugged”	version)	compresi	CPU	(“Single	Board	Computer”)	che	agiscono	
come	master	del	bus:	http://www.gomaelettronica.it/it/prodotti/schede-e-
moduli/vmebus-e-vme64x
Standard Anno
VME 1987
VME64 1995
VME64x 1998
VME320 1999
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VME	generalità	(II)
• bus	che	permette	l’uso	di	più	master	(“iniziatori	di	cicli	di	trasmissione	
dati”)	à arbitraggio
• CPU	normalmente	identificate	con	master	ma	anche	schede	adapter	o	
schede	“master/slave”
• a	differenza	del	PCI	si	tratta	di	un	bus	asincrono	con	protocollo	tra	
master/slave
• linee	di	interrupt	per	richiedere	da	parte	di	slave	attenzione	da	parte	
del/dei	master	(“activation	time”:	tempi	di	risposta	del	master	potranno	
essere	influenzati	da	sistema	operativo	impiegato	se	la	scheda	master	è	
una	CPU	con	s.o.)
Le	specifiche	del	bus	coprono:
- formato	schede
- connettori
- livelli	elettrici	utilizzati
- protocollo	trasferimento	dati
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Meccanica	e	formati
https://ph-dep-ese.web.cern.ch/ph-dep-ese/crates/crates_technical.html
vista	frontale
backplane
(i	connettori	sono	diversi
tra	VME	e	VME64X)
vista	posteriore
crate	19”
3U/6U/9U	:	ogni	3U	una	fila	connettori	backplane
3U	poco	diffuso	in	applicazioni	fisica
alimentatore
“back”
rear	panel	su	cui	è	possibile
definire	connessioni	aggiuntive
“user	pins”
1U=1	unità	rack	1.75”- 44.45	mm
4
3U
6Ux9U....
P1
P1
P2
P3
sistemi	misti
varietà	connettori
connettori	addizionali	(P0)
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connettore	“standard”:
3	file	di	pin:	A	B	C
connettore	VME64X:	5	file	di	pin:	Z	A	B	C	D
Alimentazioni:	+/- 12V,	5V	(+	3.3V	VME64X)	
Linee	di	indirizzamento Axx:	31	pin
Address	Strobe:	1	pin
Address	modifier	(AMx):	6	pin
Dati:	32	pin	(16	pin	sul	P1)
Data	strobe:	3	pin
Data	ACK:	1	pin
7	linee	di	interrupt (IRQx)	+	3	di	ACK
Arbitraggio	bus:	15	pin 6
- le	linee	di	indirizzamento	per	indirizzi	da	24	a	32
bit	sono	sul	P2
- le	linee	dati	da	16	a	32	bit	sono	sul	P2
- UD:	“user	data”	pin	non	connessi	per	uso	custom
(uso	cavo	flat	sul	rear	panel).	Gia’	il	VME	provvede	64	pin
definibili	dall’utente	à importante	per	sviluppo	schede
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Architettura	VME:	visione	funzionale	del	backplane
*	segnali	attivi	bassi
segnali	TTL:	Low=	0.	– 0.6V		;	High:	2.4	– 5V
(i	segnali	rimangono	“alti”	quando	non	sono	pilotati,	per	questo	motivo	i	segnali	di	
controllo	sono	attivi	bassi	[True=0])	
definisce	arbitraggio
bus	in	presenza	di	piu’	master:
Priority	(PRI)	o	round-robin	(RR)	o	SGL
segnali	di	servizio	come	asserzione
reset	generale	e/o	condizione	di	failure
8
Ancora	su	arbitraggio
- la	presenza	di	più	master	può	essere	complicata	da	gestire	e	può	comportare	ritardi	
nelle	letture
- nei	sistemi	in	laboratorio	per	lo	più	logica	“single	master”
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Indirizzamento	bus
Il	VME	supporta	molti	differenti	Address	Modifier:	informazione	a	6	bit	(specificata	sui	pin	
AMx)	che	indicano	formato	dati	e	tipo	di	trasferimento.
AMx	determina:
• Lunghezza	indirizzamento:	(16,	24	o	32	pin)
• Seleziona	se	il	ciclo	read/write	e’	di	tipo:
• single	cycle	(“data	mode”)
• sequenziale	(“block	mode”)
• Permessi:	(supervisory	e	normale:	differenza	relitto	della	prima	implementazione	
su	Motorola	68k,	di	fatto	raramente	usato)
Le	schede	“slave”	di	solito	implementano	solo	qualche	AMs
Attenzione:	l’AM	non	specifica	la	size	dei	dati	(16/32	bit).	Per	questo	viene	utilizzato
segnale	di	LWORD
Si	parla	comunemente	di:
A24D16
A32D16
A24D32	ecc.	
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Indirizzamento	bus	/	schede	e	indirizzo	geografico
• Un	indirizzo	a	24	bit	può	essere	(per	esempio):	0x800000	o	
0x540000	(gli	8	MSB	della	parola	a	32	bit	sono	ignorati).	
Questo	e’	detto	Base	Address
• Un	indirizzo	a	32	bit	può	essere	(per	esempio):	0x10000000	o	
0x34000000	(tutti	e	32	i	bit	sono	usati	per	“matchare”	
l’indirizzo)
• Per	chi	è	abituato	al	CAMAC	è	importante	comprendere	che	la	
scheda	risponde	a	un	dato	indirizzo	sulla	base	di	come	è	stata	
configurata,	non	sulla	base	di	“dove”	si	trova	nel	crate
• La	maggior	parte	delle	schede	VME	hanno	rotary	switches	o	
jumpers	per	assegnare	loro	l’indirizzo	a	cui	risponderanno	sul	
bus
• Quando	si	“configura”	un	crate	VME	occorre	inserire	le	schede	
e	configurarne	gli	indirizzi.		Attenzione	a	non	creare	conflitti	(=	
2	schede	reagiscono	allo	stesso	indirizzo)!
• Il	VME64	ha	introdotto	un	sistema	di	indirizzamento	“sensibile	
allo	slot”	in	cui	la	scheda	è	inserita	(GEO	ADDRESSING)
• Il	GEO	addressing	configura
risposta	su	5	bit	(per	esempio	
in	A24	0xGG00000	dove	GG	=	1...,21)
• Sono	utilizzati	AM	specifici	per	dire	alla	scheda
di	rispondere	con	il	GEO	addressing	
(AM=0x2F=	A24	in	GEO	addressing)	
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Indirizzamento	bus	/	schede	e	indirizzo	geografico	(II)
L’indirizzamento	geografico	può	essere	molto	comodo	per	crate	equipaggiati	con	schede
simili	/	in	esperimento	con	molti	canali	(identificazione	slot	fisico	– indirizzo)
Fissato	l’indirizzo	la	scheda	è	letta/configurata	leggendo	ai	sub-address	“sotto”	il	proprio	
indirizzo	principale.
Es.	CAEN	V775	TDC	modules
à istruzioni	per	configurazione
indirizzo	scheda
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Es.	CAEN	V775	TDC	modules
à registri	scheda
à si	troveranno	a:
(Base	Address)+Address
Scheda	in	slot	8	in	GeoAddress
Una	lettura	a	0x081000
con	AM=0x2F	ci	darà	Firmware
Revision
Registri	controllo	D16
Dati	a	D32/D64
N.b.:	D64	è	altra	estensione	del	VME64
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Ordering	dei	segnali	e	cicli	VME
- Bus	asincrono,	il	VME	non	ha	clock
- E’	a	disposizione	degli	implementatori	un	clock	a	16	MHz	(SYSCLK)	come	‘common	
utility’:	ma	il	fronte	del	clock	non	e’	in	alcun	modo	correlato	con	i	cicli	su	bus
- Ciascuna	operazione	è	una	sequenza	di	step
- Una	transizione	tra	uno	step	e	l’altro	è	marcato	da	fronte	segnale	(raising/failing	edge)	di	
un	segnale	di	controllo
[	nella	maggiore	parte	delle	operazioni	l’inizio	avviene	con	la	transizione	1	à 0	del	
segnale	di	Address	Strobe	[AS]	]
- Principali	operazioni:
Read:	il	master	legge	dati	da	scheda	slave
Write:	il	master	scrive	dati	nella	scheda	slave
Interrupt:	una	scheda	slave	richiede	di	essere	letta	dalla	scheda	master
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Interrupt:	generalità
• Il	bus	VME	fornisce	7	livelli	di	interrupt	(linee	bus	IRQ1-7)	per	ordinarne	la	
priorità.	IRQ7	con	più	alta	priorità.
• Ogni	scheda	“interrupter”	(tipicamente	una	slave)	può	usare	qualunque	livello
• Per	ogni	livello	(che	può	essere	generato	dal	sistema)	deve	essere	definito	un	
“interrupt	handler”	separato
• L’interrupt	handler	usa	un	ciclo	speciale	di	lettura	(IACK)	per	ottenere	dalla	scheda	
che	genera	l’interruzione	un	“interrupt	vector”	(codice	a	8	bit).	L’interrupt	vector	
deve	essere	unico	all’interno	del	crate	e	identifica	univocamente	la	scheda.
• Ci	sono	due	tipi	di	interruzioni:
• ROAK:	l’esecuzione	del	ciclo	IACK	pilota	deasserzione	interrupt
• RORA:	l’interrupt	viene	cancellato	solo	con	l’accesso	a	un	registro	(R	o	W	
cycle)	della	scheda	
• Un	interrupt	viene	“servito”	dall’hardware	in	pochi	µs	(basta	che	il	bus	sia	libero).	
Ma	ci	possono	essere	ritardi	maggiori	a	seconda	del	software/stato	CPU
• Se	due	interrupt	sono	attivi	simultaneamente	e	sullo	stesso	livello	viene	servito	
prima	quello	più	vicino	a	slot	1	(IACK	daisy	chain	“ghirlanda	di	margherite...”)
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Ciclo	di	Interrupt	Acknowledge	
- e’	simile	a	un	normale	ciclo	di	lettura
- nei	dati	e’	trasmesso	il	vettore
- l’AM	è	ignorato
- i	bit	degli	indirizzi	1à3	sono	utilizzati	per	indicare	quale	livello	è	servito	
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IACKIO:	daisy	chain
• ciascun	slot	ha	due	pin:	IACKIN	e	IACKOUT
• Il	pin	IACKOUT	dello	slot	N	è	connesso	al	pin	IACKIN	dello	slot	N+1
• Schede	che	non	provvedono	interruzioni	passano	lo	IACKIN	al	pin	IACKOUT
– dispositivi	che	interrompono	no!
– le	slot	vuote	devono	avere	i	pin	IACKIN/IACKOUT	cortocircuitati	
(backplane	vecchi)
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Interrupt:	un	esempio
• I	livelli	più	alti	sono	serviti	prima
• Quando	due	interruzioni	hanno	stesso	livello:
– priorità	a	chi	riceve	per	primo	lo	IACKIN
Tutti	e	4	le	schede	asseriscono	l’interrupt.
In	quale	ordine	saranno	servite?
Slot	4
Slot	5
Slot	2
Slot	6
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Ciclo	di	lettura
1)	l’asserzione	del	DTACK	da	parte	scheda	SLAVE	“certifica”	dati	che	possono
essere	letti	sul	bus	dati
2)	la	scheda	SLAVE	viene	“interpellata”	da:	1)	asserzione	di	un	“suo”	indirizzo	2)	asserzione	
del	DS	da	parte	del	master
Non	mostrato	nella	figura:	asserzione	segnale	WRITE	a	falso	(1)	da	parte	del	master	
Lo	slave	comprende	dalla	linea	WRITE	cosa	fare.	Lo	slave	asserisce	il	DTACK	solo	
**dopo**	avere	messo	i	dati	sul	bus.	Solo	dopo	asserzione	DTACK	il	master	può	
rilasciare	l’AS.
Quando	il	master	ha	terminato	di	leggere	i	dati	rilascia	il	DS.	Lo	slave	riconosce
che	il	ciclo	è	terminato	rilasciando	il	DTACK.	A	questo	punto	il	ciclo	e’	terminato.
La	combinazione	dei	segnali	DS0/DS1/LWORD/A01	determina	i	byte	letti	(normalmente
D16/D32)	
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VME	displays
- strumenti	utili	di	“debug”
- commento	sui	tempi	trasferimento
32	bit/187	ns	~	4	B/200	ns	
à 4	107/2	=	20	MB/s	
20
Ciclo	di	scrittura		[scrittura	ad	un	singolo	indirizzo]
1)	l’asserzione	del	DTACK	da	parte	scheda	SLAVE	“certifica”	dati	che	possono
essere	letti	sul	bus	dati
2)	la	scheda	SLAVE	viene	“interpellata”	da:	1)	asserzione	di	un	“suo”	indirizzo	2)	asserzione	
del	DS	da	parte	del	master
Non	mostrato	nella	figura	asserzione	segnale	WRITE	a	true	(0)	da	parte	del	master,	
asserzione	Addr/AM,	i	dati	vengono	asseriti	,	il	DS*	e	da	ultimo l’AS*
Lo	slave	capisce	dalla	linea	WRITE	cosa	fare.	Lo	slave	asserisce	il	DTACK	quando	ha	
letto	i	dati	sul	bus.	Solo	dopo	asserzione	DTACK	il	master	può	rilasciare	l’AS	(e	indirizzi)
Il	master	rilascia	il	DS	(e	i	dati).	Lo	slave	riconosce
che	il	ciclo	è	terminato	rilasciando	il	DTACK.	A	questo	punto	il	ciclo	e’	terminato.
La	combinazione	dei	segnali	DS0/DS1/LWORD/A01	determina	i	byte	scritti	(normalmente
D16/D32)	
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Block	transfer:	BLT
L’idea	di	base	è	di	utilizzare	il	ciclo	singolo	ma	ridurre	i	tempi	di	‘handshake’	iniziali	e	
finali	per	una	singola	parola.
Il	Master	mantiene	il	segnale	di	AS	e	l’alternanza	di	DS	e	DTACK	fa	transitare	i	dati	
(pacchetto	max	di	256	W)
E’	possibile	“velocizzare”	il	VME	non	lavorando	sul	riconosciamento	dei	4	fronti	
(DS/DTACK	in	discesa	(i	segnali	di	controllo	sono	attivi	bassi))	ma	utilizzando	anche	il	
fronte	da	0	a	1	(“Double	Edge”	VME	à 2eVME)
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Dal	VME64x	al	2eVME
La	chiusura	del	ciclo	
viene	interpretata	
come	nuova	richiesta
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Dal	2eVME	al	2eSST
E’	solo	il	DTACK	a	segnalare	
di	leggere	il	dato	e..	non	
“aspetta”	il	master.
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Altri	cicli/segnali	per	velocizzare	trasmissione	dati	e	bandwidth
• oltre	al	BLT,	il	MBLT	(multiplexed	BLT)	usa	i	32	bit	degli	indirizzi	per	trasferire	
parole	a	64	bit	(o	due	parole	da	32	bit	durante	un	solo	ciclo):	D64	(si	parla	
quindi	anche	di	BLT32	e	MBLT64)
• CBLT:	chained	BLT:	legge	i	dati	(appartenenti	ad	un	singolo	evento)	da	una	
scheda	e	– in	successione	– dalla	scheda	contigua	(utilizza	segnali	IACKIN-
IACKOUT	come	token	readout	attraverso	le	schede).	E’	trasparente	alla	
scheda	master	(e	l’addressing	delle	schede	contigue	va	opportunamente	
configurato)
• i	cicli	BLT	(se	ci	sono	meno	di	256	W	da	trasferire)	vengono	spesso	
“interrotti”	da	schede	slave	con	asserzione	del	segnale	di	BERR.	Cicli	MBLT	
hanno	size	2048	W	
• il	segnale	di	BERR	è	un	segnale	generale	che	permette	di	resettare	lo	stato	
del	bus	a	una	situazione	di	attesa	di	un	nuovo	ciclo	(slave	incapace	di	
eseguire	un	trasferimento	richiesto	o	master	non	ha	ottenuto	risposta	da	
slave	indirizzato	(timeout	16-25	µs))	
Standard Bandwidth	(BLT)
VME	(D32) 40 MB/s
VME64	(D64) 80 MB/s
VME64x	(2eVME) 160 MB/s
VME320	(2eSST) 320 MB/s
Essendo	un	bus	asincrono	non	c’è	un	transfer	rate	fisso
Single	cycle:	performance	tipica	1	µs	à D32	=	4	MB/s
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La	connessione	al	PC	(I):	Single	Board	Computers
• sono	disponibili	commercialmente	molte	schede	che	implementano	in	uno	slot	
VME	una	CPU	– dotata	di	sistema	operativo
• schede	con	CPU	diverse	(PowerPC,	Intel)	ormai	molto	diffuse	con	s.o.	Linux
• ci	sono	varianti	di	Linux	o	versioni	commerciali	con	s.o.	real	time	(LynxOS,	QNX)
• il	power	on/off	del	crate	comporta	il	boot/shutdown	della	CPU
• poiché	le	CPU	commerciali	hanno	implementato	accesso	al	bus	PCI	le	schede	
SBC	hanno	on	board	chip	dedicati	che	agiscono	da	bridge	tra	il	bus	PCI	(interno	
alla	CPU)	e	al	bus	VME	(accedibile	sui	connettori	P1/P2)
Motorola	MVME2700
consolle video eth0
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Il	cuore	dell’accesso	al	VME
è	il	chip	Universe	II
e’	possibile	pilotare
pin	specifici	di	I/O	sul	P2
interfaccia	SCSI:
disco	esterno	che	può
essere	connesso	attraverso	P2
Nota:	MVME2700	ormai	“obsoleta”	
ma	idee	di	base	per	SBC	valide
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Chip	Universe	II
33/66	PCI	– 64	bit	VME	bus
Transfer	rate:	60-70	MB/s
“Write	posting”
Puo’	agire	sia	da	MASTER
che	da	SLAVE	VME
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Accesso	al	VME:	esempi
• la	gestione	della	programmazione	del	chip	Universe	è	demandata	al	driver	del	sistema	operativo,	caricato	
durante	il	boot
• l’utente	ha	a	disposizione	una	libreria	con	delle	API	per	facilitare	l’accesso	alle	funzionalità	del	driver
• l’aspetto	più	importante	è	che	è	possibile	predefinire	con	questo	chip	delle	finestre	di	memorie	nello	user	
space	che	corrispondono	all’esecuzione	di	cicli	VME	sul	bus	(“VME	memory	mapping”)	
• la	definizione	di	una	data	VME	Window	comporta	il	suo	indirizzamento,	il	data	size,	l’address	modifier	ecc.
• ottenuto	un	puntatore	valido	a	una	VME	Window	è	possibile	(tipicamente	usando	linguaggio	C)	programmi	di	
lettura/scrittura	verso	il	VME
• un	segnale	di	BERR	viene	riportato	all’utente	del	sistema	operativo	come	un	segnale	inviato	dal	sistema	
operativo	al	programma	chiamante	(tipicamente	SIGBUS)
Universe	II	driver
Universe	II	Library
VME	Module	Library
User	main	program
Questa	modalità	di	“stratificare”	l’accesso
al	VME	è	molto	comoda	per	permettere	di	
sviluppare	software	“portabile”	da	un	sistema
all’altro.
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Datasheet	di	una
scheda	VME	che
utilizzeremo	in	qualche
esempio
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Programma	che	accede	a	scheda	Struck	SIS3809	(generatore	IRQ	VME	via	front	panel	input)
API	della	libreria	del	Modulo	VME
unica	libreria	di	sistema	da	includere
• comporta	apertura	driver	verso	il	VME
• Inizializzazione	scheda.	L’uso	di	una	libreria	per	modulo	strutturata	per	funzioni
(_init,	_pulse,	ecc.)	si	presta	anche	a	implementazione	C++	(con	una	classe	per	
una	certa	scheda	VME	e	i	metodi	dell’oggetto	corrispondenti	alle	funzioni)
• chiusura	driver
• qualche	operazione	che	per	ora	non	ci	interessa....
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Dal	manuale:
- registri	VME	definiti
relativi	al	base	address
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interfaccia	a	layer	2	
i	soli	#include	necessari	(a	parte	I/O)	sono	quelli	
dovuti	all’accesso	alla	libreria	UVME		
file	di	header	in	cui	definiamo	registri	scheda	simbolicamente	
definizione	interfaccia	a	layer	3	(usata	anche	dal	main	program)
variabili	comuni	nella	libreria	(poche	e	corrispondenti	a
registri	frequentemente	usati	e	alla	struttura	dati	che
mappa	la	VME	Window)
sis3809api.h
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definizione	registri	(vedi	manuale)
simboli	di	una	qualche	utilità	per	manipolazione	bit	registri	(status)
simboli	di	una	qualche	utilità	per	manipolazione	bit	registri	(control)
simboli	per	gestione	registro	IRQ
indirizzo	e	size	della	VMEWindow
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accesso	al	driver
prima	controlla	se	la	VME	Window	(unicamente	
identificata	dal	nome)	esiste	già
configurazione	e	creazione	VME	Window	se	necessario
all’indirizzo	VME	0x300000	(SIS3809_BASE)
• in	FlipFlop.virtual	abbiamo	ora	un	indirizzo	della	
memoria	(accessibile	allo	user	program)	che	
corrisponde	all’indirizzo	VME	0x300000
• definiamo	quindi	dei	registri	attraverso	l’assegnazione	
di	puntatori
questa	istruzione	corrisponde
all’esecuzione	di	un	ciclo	di	scrittura
sul	bus	VME	verso	la	scheda	slave
all’indirizzo	0x300060
questa	istruzione	corrisponde
all’esecuzione	di	un	ciclo	di	lettura
sul	bus	VME	dalla	scheda	slave
all’indirizzo	0x300004
configurazione	scheda
meccanismo	di	associazione	tra	iRQ	
VME	e	segnale	di	wait	asincrono	
provveduto	dalla	libreria	(tramite	
“semafori”	UNIX) 35
VME	e	CAMAC:	un	altro	esempio	di	memory	mapping
nel	CAMAC	per	indirizzamento	dati	c’e’	organizzazione	gerarchica	(comunicazione	tra	
piu’	crate)	per	Branch,	Crate,	Stazione	(N),	Sud-Address	(A)	e	Funzione	(F)	[BCNAF]
per	utilizzare	vecchi	moduli	realizzate	interfacce	VME/CAMAC
es.:	CES	CBD	8210
BCNAF	mappato	come	indirizzamento	sul	VME
- da	una	singola	CPU	VME	indirizzabili	fino	a	56	crate	CAMAC!
- vediamo	implementazione	sempre	con	libreria	UVME	definendo	le	chiamate	utilizzate	in
vecchi	sistemi	CAMAC	(cdset,	cssa,	ecc.)
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Questo	era	un	meccanismo	di	mapping	con	un	adapter	PCI/VME	e	driver/Libreria	per
Linux.	Concentrando	le	specificità	del	sistema	operativo	in	un	solo	punto
tutto	il	resto	è	riutilizzabile
il	“vecchio”	CAMAC	prevede	trasferimenti	a	16/24	bit...
mapping	che	abbiamo	già	avuto	modo	di	osservare
handler	(UNIX)	di	un	bus	error	(BERR	
VME)	riportato	come	SIGBUS
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Usuale	routine	di	“indirizzamento”	CAMAC:
dato	Branch,	Crate,	Stazione,	Sub-Addres
si	ottiene	un	“indirizzo”	da	usare	[	a	cui
andrà	aggiunta	la	funzione	]	
Avendo	definito:
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Questa	routine	(posto	che	la	VME	Window	/camac sia	
stata	correttamente	mappata	e	il	valore	ext calcolato)	
provvederà	quindi	alla	esecuzione	dei	cicli	
PCI/VME/CAMAC	per	trasferimento	dati!
esecuzione	ciclo	ma	no	R/W
in	caso	di	BERR	(o	failure	CAMAC)	l’ultimo	indirizzo
è	annotato
lo	status	della	transazione	CAMAC	è	letto
dal	registro	di	stato	del	CBD	(cioè	da	un	registro	VME)
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Esempio	di	programma	molto	semplice	per	
accedere	a	un	modulo	CAMAC
Non	ci	interessano	i	dettagli	ma	come	la	
complessità	del	trasferimento	dati	è	
“hidden”	all’utente.
Sono	visibili	le	sole	chiamate	“standard”
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Ottimizzazione	del	memory	mapping	per	minimizzare	tempi	di	accesso
(limitare	overhead	CPU/velocità	trasferimento	determinata	da	HW)
encoding	diretto	della	locazione	di	memoria	a	cui
effettuare	l’accesso
In	fase	di	inizializzazione
memorizzazione	puntatori
che	saranno	utilizzati	durante
lettura
Loop	di	lettura	dell’elettronica
puntatore	già	
annotato
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pnt	à puntatore	a	buffer	dati	dell’evento
in	cui	si	sta	scrivendo
la	lettura	del	VME/CAMAC	appare	solo	come	
accessi	in	memoria!
lettura	modulo	CAMAC	che	prevede	un	F8
e	test	Q	per	vedere	se	ci	sono	dati,	poi	65	F2	read
lettura	modulo	CAMAC	che	prevede	un	max	di	256	F0
da	una	FIFO	(tre	word	per	volta)
NB:	le	routine	ottimizzate	di	lettura	vanno	
utilizzate	con	moderazione	(tipicamente	sono	di	
non	facile	leggibilità,	debug,	non	riutilizzabili	
facilmente)	à per	DAQ	finalizzata	e	quando	
riduzione	readout	time	è	imperativa
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La	connessione	al	PC	(II):	Adapter	PCI-VME:	bridge
• E’	diverso	il	concetto:	una	scheda	PCI	nel	PC,	un	“link”	(tipicamente	su	fibra	ottica	
ma	anche	cavi	“custom”	o	SCSI)	e	una	scheda	VME
• Ne	esistono	vari	tipi	di	produttori	diversi:	CAEN,	Struck,	Bit3/SBS	(ora	non	più	
prodotti),	Solflower	(che	utilizza	cavi	Ethernet)
• Esistono	anche	versioni	con	adattatori	USB	(più	lenti):	CAEN	V1718
• A	seconda	dell’equipaggiamento	su	scheda	VME	viene	fornita	la	possibilità	di	
memory	mapping	(tipicamente	se	viene	utilizzato	un	chip	Tundra	come	lo	Universe	
II	discusso	prima	per	implementazione	su	CPU)
Approfondiamo	con	esempi	uso	CAEN	V2718	(e	V1718)	perché	sono	di	
uso	molto	comune	in	lab.	INFN/CERN	ecc.	ma	illustriamo	prima	alcune	
caratteristiche	di	altre	schede	commerciali.
- Transfer	rate	(sustained)	ha	performance	simili	a	quanto
si	ottiene	con	CPU	in	BLT	(60-80	MB/s)
- A	seconda	della	dotazione	hardware	però	single	cycles	possono	
essere	molto	lenti	per	latenze	introdotte	da	
serializzazione/deserializzazione	e	protocollo	del	bus	sul	link	(USB	o	
opt	link)
- cavo	USB	limitato	a	5	m,	così	come	cavi	più	corti	paralleli	(SBS)
- optical	link	O(500	m)	à possibilità	di	remotizzazione	crate	
interessante	per	aree	esposte	a	radiazione
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- uso	cavi	rete
- Universe	II	àmemory	mapping
- scheda	su	PC	permette	di	espandere	sia	il	
bus	VME	che	il	bus	PCI	(ambiente	“misto”)
- limitazione	a	12	m
- data	rate	fino	a	2.5	Gbps	à 300	MB/s	ma
max	BLT	(sul	VME)	a	70	MB/s
- scheda	relativamente	“vuota”	(la	CPU	e’	fuori...)
- “low	cost”	à il	PC	può	essere	rinnovato.	SBC	più	costose
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Interfaccia	“Unix”
post	caricamento	driver	il	VME	e’	visto	attraverso	questi	devices:	 user	program	mapping:
1 2
• sistema	molto	diverso,	ma	programmi	ben	scritti	possono	essere	quindi	
molto	portabili	se	parte	“diversa”	mantenuta	a	livello	di	“libreria”	
(specificità	solo	nel	come	ottenere	puntatore	valido	da	s.o.)
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- non	supporta	memory	mapping	/	implementazione	con	due	FIFO	di	“bridge”	+	FPGA	
(obsolescenza	chip	Universe	II)
- link	ottico	simile	a	quello	CAEN	ma	possibilità	opzionale	di	carta	“piggy-back”
- VME	sequencer	à supera	limitazioni	ser/des	dovute	a	implementazione	link
- utile	per	riduzioni	activation/readout	time
- versione	più	recente	offre	simultaneamente	versione	Ethernet	e	optical	link	verso	PCIe
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• altra	scheda	“relativamente”	vuota:	
funzionalità	implementate	in	FPGA
• no	memory	mapping
• front	panel	implementa	
VME	display	(utile	durante	
debug!)	e	monitoraggio	
segnali	bus	
(DS/AS/DTACK/BERR)	+	2	
input
• trasferimento	70-80	MB/s
• possibilità	operare	fino	a	8	
crates	in	daisy	chain	da	un	
singolo	link	PCI
47
Software	per	adapter	CAEN
custom		data	types
CAENVMElib	API
Dopo	caricamento	driver
crate	come	devices
accesso	ai	4	link	via	PCI
la	libreria	esegue	system
calls	ioctl	sui	devices
(complessità	nascosta	a	utente)
libreria	“privata”	(compatibilita’	con	vecchie	interfacce)
A2818/A3818	driver
CAENVME	Library
VME	Module	Library
User	main	program
VME	Common	Library
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- no	memory	mapping:	accessi	sempre	“mediati”	dal	driver	(come	quando	si	effetua	
read/write	su	disco)	e	come	argomenti	occorre	definire	tipologia	di	transazione	(AM,	DW)
- l’indirizzo	e’	“assoluto”	sta	quindi	all’utente	calcolarsi	(base	address)+(offset	registro)
tipo	di	link	USB/Opt.. #	di	link	(0-3)
x	nr.	schede	nella	motherboard
#	crate	in	daisy	chain argomento	di	ritorno,	puntatore
a	“handle”	(come	FILE	handle)	
che	verrà	poi	utilizzato	per	tutte	
le	operazioni	seguenti
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esempi	di	routine	per	semplificare
accesso	(e	rendere	riutilizzabile
codice)
lettura/scrittura	D16/D32
BLT
MBLT
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unico	include...
manca	chiusura	device.	Ci	pensa	il	s.o.,	però...
Programma	semplice
che	fa	scan	schede	presenti
su	un	crate,	riconoscendole
in	base	a	dati	su	registro	0x26
• in	questo	esempio	scheda	a	slot	2	è	a	0x20000000,	scheda	a	slot	3	a	0x30000000,	ecc.
• con	memory	mapping	avremmo	avuto	problema	a	mappare	“tutto”	il	VME	(da	
0x00000000	a	0xF0000000	in	A32)
Complessità	di	accesso	locazioni	memorie	
“remote”nascosta.
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Gestione	interrupt
- Esempio	di	acquisizione	in	interrupt
in	questo	caso	non	richiediamo	il	vettore	
perché	in	questaimplementazione	solo	una	
scheda	interrupter	è	presente
• interruzioni	passate	dal	VME	al	PCI	(5	µs)
• linee	di	interrupt	abilitate	via	CAENVME_IRQEnable(int32_t handle,uint32_t mask)
• processo	in	attesa	via	CAENVME_Wait(int32_t handle,uint32_t timeout)
• il	vettore	può	essere	letto	con	ciclo	IACK	(CAENVME_IACKCycle)
• il	programma	(o	thread)	rimane	in	attesa	rilasciando	risorse	CPU
• timeout	da	ottimizzare	secondo	tempo	medio	atteso	e	per	evitare	attesa	infinita
se	non	si	è	verificato	timeout	dati	sono	“pronti”
per	essere	letti
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commento	su	pthread
à next
Processi	concorrenti	/	data	acquisition
Non	coperto	in	queste	lezioni	ma	rilevante	per	software	DAQ/Slow	Control:
• UNIX	interprocesses	communication	(IPCS):	pipes,	shared	memories,	message	
queues,	semaphores
• pthreads	programming	vs	interprocesses	communication
• producer/consumer	problem
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http://beej.us/guide/bgipc/output/print/bgipc_A4_2.pdf
http://shop.oreilly.com/product/9781565921153.do
http://www.uio.no/studier/emner/matnat/fys/FYS4220/h11/undervisningsmateriale/forelesninger-rt/2011-2_POSIX_Threads_Programming.pdf
lettura	dati	dal	VME/PCI/LabView.... zona	memoria	condivisa
programma	che	scrive	dati	su	disco
programma	che	analizza	dati	e	produce	istogrammi,	...
- multiple	producers/consumers
- race	conditions	e	deadlocks
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Futuro	per	fisica	alte	energie/nucleare:	ATCA?
- tendenza	a	uso	link	ottici	veloci	anche	per	singole	schede	(vedi	lez.	precedente	con	accenno	su	digitizers)
- come	bus	industriale	ATCA	(Advanced	Telecom	Computing	Architecture)	e	µTCA	sono	buoni	candidati	in	ambito	fisica	nucleare/alte	
energie	per	elevata	capacità	di	trasmissione	dati	con	link	seriali	veloci	(1-12	Gb/s)	punto-punto
- high	availability	e	alto	throughput	(fino	a	2	Tb/s	in	“full	mesh”)	
- www.picmg.org
da	crate	e	slot	“passivi”	a	sistema	
integrato	con	intelligenza	distribuita
