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Abstract
In the context of dark energy solutions, we consider a Friedmann-Robertson-Walker space-
time filled with a non-interacting mixture of dust and a viscous fluid, whose bulk viscosity
is governed by the nonlinear model proposed in [15]. Through a phase space analysis of the
equivalent dynamical system, existence and stability of critical solutions are established and the
respective scale factors are computed. The results point towards the possibility of describing
the current accelerated expansion of the Universe by means of the abovementioned nonlinear
model for viscosity.
PACS numbers: 98.80.-k, 95.36.+x
Introduction
The discovery [1, 2] and confirmation of the present accelerated expansion of our Universe has
opened up one of the main modern challenges in theoretical cosmology together with the early
inflationary mechanism: the identification of the energy content responsible for such behaviour
[3]. In fact, assuming the validity of Einstein’s theory of gravitation at supergalactic scales (i.e.,
disregarding here modifications in the geometric sector), an accelerated expansion can be obtained
through a variety of energy-momentum tensor choices, among which we recall the introduction
of scalar fields with suitable potentials, such as quintessence [4] or phantom fields [5]. However,
these kinds of models are often subject to severe fine tuning problems and, even though the fine
tuning argument in itself is not sufficient to rule out such possibilities, some kind of justification
is expected to be provided from particle physics. Another approach which allows one to obtain an
accelerated expansion consists of modifying the simple barotropic equation of state (EoS) of the
fluid in favour of more exotic forms, such as the Chaplygin gas model [6] and its generalizations [7].
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For a recent review of the efforts aimed at resolving this dark energy problem, see [8] and references
therein.
In this work we focus on another kind of approach which, to some extent, tends to minimize the
appeal to exotic forms of matter: the introduction of dissipative processes through the modeling of
viscous effects in ordinary fluids. Such an approach has already been shown to be able to produce
accelerated growth of the scale factor in the context of Israel-Stewart’s linear causal theory [9, 10],
its truncated causal form or the non-causal Eckart theory (see [11] and references therein). On the
other hand, some authors (such as [12]) pointed out that the linear theory is not able to produce a
cosmic evolution in accordance with observations. The main problem with the linear Israel-Stewart
theory is that it relies on the assumption of small deviations from thermodynamical equilibrium,
an assumption that is not always expected to hold, in particular when accelerated expansion takes
place and we are dealing with dark energy. For this reason, several authors have tried to extend
the theory of viscosity away from equilibrium [13, 14], introducing for example nonlinear effects in
the dynamics of the viscous pressure Π. In the following we take into account the nonlinear model
proposed in [15] and study the phase space of the theory in FRW spacetime in the presence of
both dust and a generic viscous fluid governed by an equation of state (EoS) parameter γ. Both
local (critical points and their stability) and global features (characteristic trajectories and basins
of attraction) are analyzed. Such a model has been studied also in [16], where it has been shown
that the presence of a single viscous fluid can lead to a stable accelerated expansion.
1 Relevant equations
Given the Friedmann-Robertson-Walker (FRW) metric
ds2 = −dt2 + a2(t) (dr2 + r2 dΩ2) ,
the expansion scalar is defined as θ = 3a˙/a. We let 8piG = 1. We consider the universe to be
filled with a non-interacting mixture of dust, with energy density ρd (pd = 0), and a viscous fluid
with energy density ρv and pressure pv = pv(ρv). Then, from Einstein’s field equations (EFEs), we
obtain the Raychaudhuri equation
θ˙ = −1
3
θ2 − 1
2
(ρd + ρv + 3pv + 3Π) , (1.1)
and the Friedmann constraint equation
ρd + ρv − 1
3
θ2 = 0 (1.2)
Conservation of energy-momentum provides the other relevant evolution equations,
ρ˙v = −θ (ρv + pv + Π)
ρ˙d = −θ ρd .
(1.3a)
(1.3b)
We consider a barotropic EoS for the viscous fluid:
pv = (γ − 1) ρv (1.4)
2
Using the EoS eq.(1.4) and the constraint eq.(1.2), eq.(1.1) and eq.(1.3a) become θ˙ = −
1
2
θ2 − 3
2
[
(γ − 1) ρv + Π
]
ρ˙v = −θ (γ ρv + Π)
(1.5a)
(1.5b)
With regard to the evolution of the viscous pressure variable Π, we make reference to the nonlinear
model proposed in [15]:
τ Π˙ = −ζ θ −Π
(
1 + Π
τ∗
ζ
)−1
− 1
2
Π τ
[
θ +
τ˙
τ
− ζ˙
ζ
− T˙
T
]
(1.6)
This equation1 has been derived by assuming a nonlinear relationship between the thermodynamic
“force”χ and the thermodynamic “flux” Π of the form
Π = − ζ χ
1 + τ∗ χ
where ζ is the bulk viscosity and τ∗ is the characteristic time for nonlinear effects (the linear
Israel-Stewart theory is recovered for τ∗ = 0).
The quantities τ and T in eq.(1.6) are the linear relaxational time and the local equilibrium temper-
ature, respectively. The quantity in round brackets is strictly positive in order to ensure positivity
and non-divergence of the entropy production rate. We will consider the following relations for the
parameters involved (see [15]):
• bulk viscosity: ζ = ζ0 θ, with ζ0 > 0
• linear relaxational time: τ = ζ/(γ v2 ρv)
• nonlinear characteristic time: τ∗ = k2 τ
• temperature (barotropic fluid): T = T0 ρ(γ−1)/γ , from the integrability condition of the Gibbs
relation
Here v is the dissipative contribution to the speed of sound V , whose complete expression is
V 2 = c2s + v
2. From the condition V 2 ≤ 1 and from the definition of adiabatic sound speed
c2s ≡ δp/δρ = γ − 1, we have the bound
v2 ≤ 2− γ, with 1 ≤ γ ≤ 2 (1.7)
The explicit form of the evolution equation is then given by
Π˙ = −γ v2 ρv θ − γ v
2
ζ0
Π ρv
θ
(
1 +
k2
γ v2
Π
ρv
)−1
− 1
2
Π
[
θ −
(
2γ − 1
γ
)
ρ˙v
ρv
]
(1.8)
1We refer to [15] for more details on the derivation and motivations.
3
2 Dynamical system
In order to reduce the dynamical equations to an autonomous system, we define the expansion-
normalized variables Ω = 3ρv/θ
2 and Π˜ = 3Π/θ2, together with the new time variable dt/dτ = 3/θ,
whose associated derivative will be denoted by a prime. The system eq.(1.5) in terms of the
normalized variables is
θ′
θ
= −3
2
[
1 + (γ − 1) Ω + Π˜
]
3ρ′v
θ2
= −3
(
γ Ω + Π˜
)
.
(2.9a)
(2.9b)
From the definition of Ω, we obtain
Ω′ =
3 ρ′v
θ2
− 2 Ω θ
′
θ
. (2.10)
Substituting eqs.(2.9) in this last equation, we get the evolution equation for Ω
Ω′ = 3 (Ω− 1)
[
(γ − 1) Ω + Π˜
]
(2.11)
We now introduce the evolution equation for Π˜. Differentiating Π˜ with respect to τ and making
use of eq.(2.9a), we get
Π˜′ =− 3γ v2 Ω
1 + Π˜
3 ζ0
(
1 +
k2
γ v2
Π˜
Ω
)−1− 3 Π˜2
Ω
[
2γ − 1
2γ
− Ω
]
+
− 3 Π˜(γ − 1) (1− Ω) (2.12)
Thus the dynamical system is described by eqs.(2.11) and (2.12). The search for critical points
amounts to looking for values {Ωc , Π˜c} which solve the system Ω′ = Π˜′ = 0.
3 Phase space analysis
First of all, we stress that positivity of entropy production rate requires a restriction of the phase
space to the region
Π˜ > −γ v
2
k2
Ω (3.13)
Note that if k2  v2, this condition narrows the possible negative values of Π˜ toward zero. For finite
k, in the limit v → 0, only positive values of bulk pressure are allowed. On the contrary, for k2  v2
the bounds on bulk pressure are less restrictive. A good tradeoff would be to consider k2 . v2,
which, through the fact that v2 ≤ 2− γ and the definition τ∗ = k2 τ , means that the characteristic
time for nonlinear effects τ∗ does not exceed the characteristic time for linear relaxational effects
τ .
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Important quantities in the characterization of critical points will be the deceleration parameter
q = −1 − θ′/θ and the effective EoS parameter γeff = −2θ′/3θ, which are given respectively
by
q =
1
2
[
1 + 3(γ − 1) Ω + 3Π˜
]
(3.14)
γeff = 1 + (γ − 1) Ω + Π˜ (3.15)
The region of the phase space where accelerated expansion occurs is found by imposing q < 0 in
eq.(3.14):
Π˜ < −1
3
− (γ − 1)Ω
In this region the effective EoS parameter γeff < 2/3. Comparing eq.(3.13) and eq.(3.14) for q < 0,
one finds that accelerated expansion is possible in the physical phase space only if
v2
k2
>
1 + 3 Ω (γ − 1)
3 γ Ω
(3.16)
Considering eq.(2.11), letting Ω′ = 0, we identify two conditions:{
Ωc = 1
(γ − 1) Ωc + Π˜c = 0
(3.17a)
(3.17b)
In order to locate the critical points one has to substitute these conditions into the equation Π˜′ = 0.
We will carry out the analysis specifying the character of the viscous fluid through the choice of γ.
Moreover, given the considerations above, from now on we will set 0 < k2 = v2 ≤ 2− γ. We note
that this choice excludes the case of stiff matter (γ = 2) from the analysis, because the bound on
the dissipative speed of sound would give v2 = 0.
3.1 Dust: γ = 1
The first condition Ωc = 1 identifies an invariant set, in which equation Π˜
′ = 0 is given by
3
2
Π˜3c +
3
2
Π˜2c −
v2
ζ0
(1 + 3 ζ0) Π˜c − 3v2 = 0
In the range of parameters considered, this cubic equation has 3 real roots and only one of them
is positive. Furthermore, it can be shown that the most negative root lies always in the region of
negative entropy production rate, so that we are concerned only with the other two roots Π˜+ and
Π˜−, where ± specifies their sign. The system has thus 2 critical points in the invariant set Ωc = 1
and we call them P+d and P
−
d . Given the dynamical system in the general form
Ω′ = f
(
Ω, Π˜
)
Π˜′ = g
(
Ω, Π˜
) (3.18a)
(3.18b)
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the stability of the critical points is analyzed through the eigenvalues of the matrix
A =
(
∂f
∂Ω
∂f
∂Π˜
∂g
∂Ω
∂g
∂Π˜
)
|P±d
(3.19)
If both eigenvalues have negative (respectively positive) real part then the point is a source (re-
spectively a sink). A saddle point is found if the real parts of the eigenvalues have opposite signs.
We find that ∂Π˜f |P±d ≡ 0, so that the eigenvalues are given by
λ1 ≡ ∂f
∂Ω
|P±d = 3Π˜
± (3.20)
λ2 ≡ ∂g
∂Π˜
|P±d = 3Π˜
± − v
2
ζ0 (1 + Π˜±)2
(3.21)
For the point P+d , given that Π˜
+ > 0, the sign of both eigenvalues is always positive, so it is a
source point. As regards P−d , instead the sign of the eigenvalues is negative, thus identifying a
stable sink.
Considering now the condition eq.(3.17b), which in the case of dust simplifies to Π˜c = 0, it has to
be noted that it is not an invariant set, but it represents a line of points in the phase space where
the flow is “momentarily at rest” in the Ω direction (a set of turning points). We can find a critical
point on this line by imposing also the requirement Π˜′ = 0, whose solution is Ωc = 0. However, the
stability analysis for the point P 0d = {0, 0} is hampered by its location, i.e., it lies on the entropy
production rate divergence line, where the system is not well defined. In order to have an idea
of the behaviour around this point, we resort to numerical plots. The global situation is depicted
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Figure 1: Phase plane evolution of the system with γ = 1 (dust) and ζ0 = 1. (a) v
2 = k2 = 1, (b)
v2 = k2 = 1/25. Red flow: invariant set Ω = 1. White region: negativity of entropy production
rate. Green region: accelelerated expansion. Dashed plot: the line Π˜ = 0.
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in Fig. 1: the green trajectory is a representative flow going from P+d towards P
−
d , while the red
trajectory is the invariant set Ω = 1. The white region has been cut out from the analysis because
it corresponds to models with negative entropy production rate, whereas on its boundary, the rate
diverges. Note that this boundary is repulsive, in the sense that no trajectory in its neighbourhood
is attracted towards it: this feature keeps the models safe from divergences in entropy production
rate. In the green region q < 0, so the expansion is accelerated. As can be seen, the point P 0d
turns out to be a saddle, while P−d is the global attractor for every choice of initial conditions in
the physical region and it describes a cosmological expanding model dominated by viscous matter.
In the portrait on the left, the choice of the parameters leads to an accelerated expansion, while in
the portrait on the right the stable point lies in the deceleration region. In Table 1 a summary of
the stability analysis is presented.
Point: P 0d P
+
d P
−
d
Character: saddle source sink
Table 1: Stability of critical points for γ = 1.
3.2 Radiation: γ = 4/3
Just like before, we start imposing the condition eq.(3.17a) in equation Π˜′ = 0, obtaining the third
order equation
27
32
Π˜3c +
9
8
Π˜2c −
v2
ζ0
(
4
3
+ 3 ζ0
)
Π˜c − 4v2 = 0
Among the three real roots, we again retain only the two that lie in the physical phase space. Hence
we find two critical points, P+r = {1, Π˜+c } and P−r = {1, Π˜−c }, where Π˜+c (resp. Π˜−c ) is the positive
(resp. negative) root.
Imposing in Π˜′ = 0 the second condition eq.(3.17b), which now reads Π˜c = −Ωc/3, we find the
critical point P 0r = {0, 0} and another critical point
P ∗r =
{
27 ζ0
4 v2
(
v2 − 1
32
)
, − 9 ζ0
4 v2
(
v2 − 1
32
)}
(3.22)
whose presence and influence in the physical phase space is subject to the condition Ω∗c ≤ 1, that
is {
∀ v > 0 if 0 < ζ0 < ζ¯0
0 < v ≤ v¯ if ζ0 > ζ¯0
(3.23a)
(3.23b)
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where v¯ ≡
√
ζ0
32
(
ζ0 − ζ¯0
) and ζ¯0 ≡ 4/27
The dynamics and stability properties in the phase space are similar to the case of dust only when
P ∗r is not present, but an important difference arises when considering the stability of the critical
point P−r in conjunction with the appearance of P ∗r .
Let us analyze the stability properties in more detail. As in the previous case, we defer the
qualitative stability analysis of P 0r to the numerical plot Fig. 2: this critical point is a saddle. For
the points P±r , the eigenvalues of the stability matrix eq.(3.19) are
1 + 3 Π˜±c ,
9 Π˜±c
4
− 64 v
2
3 ζ0 (4 + 3 Π˜
±
c )2
(3.24)
The critical point P+r is always a source. Critical point P
−
r turns out to be a sink for Π˜
−
c < −1/3,
which occurs outside the domain of parameters given by (3.23), i.e., when P ∗r is absent; if instead
the parameters satisfy conditions (3.23), then P−r is a saddle and the “newly born” critical point
P ∗r turns out to be a sink, having eigenvalues
−
4
(
1 + 64 v2
)±√16 v2 (5− 64 v2)2 + 81 (1− 32 v2)2 ζ0
32
which are both real and negative in the ranges given by (3.23). A summary of the stability properties
is given in Table 2.
Point: P 0r P
+
r P
−
r P
∗
r
Character:
if (3.23) hold saddle source saddle sink
if (3.23) do not hold saddle source sink (n/a)
Table 2: Stability of critical points for γ = 4/3.
The dynamical system is plotted in Fig. 2 for three representative sets of values of the parameters.
In Fig. 2(a) the global attractor P−r represents an accelerated expanding model dominated by
viscous radiation. In Fig. 2(b) the point P−r ≡ P ∗r is again the global attractor, but the model is
decelerating. Fig. 2(c) displays the peculiarity with respect to the dust model: the point P−r is
now an unstable saddle and the point P ∗r , located along the (dashed) line Π˜ = −Ω/3, is the new
global attractor. This point represents a decelerated expanding model with contributions coming
both from viscous radiation and non-viscous dust.
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Figure 2: Phase plane evolution of the system with γ = 4/3 (radiation) and: (a) v =
√
2/3, ζ0 = 1,
(b) v = v¯, ζ0 = ζ¯0 + 1/10, (c) v = v¯ − 1/10, ζ0 = ζ¯0 + 1/25. Red flow: invariant set Ω = 1. White
region: negativity of entropy production rate. Green region: accelelerated expansion. Dashed plot:
the line Π˜ = −Ω/3.
4 Scale factors
Some general considerations on the form of the scale factors corresponding to the critical points
can be made by integrating the cosmic-time version of eq.(2.9a), i.e.
θ˙ = −1
2
[
1 + (γ − 1) Ω + Π˜
]
θ , (4.25)
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and then solving θ ≡ 3 a˙/a for a(t). Power law scale factors are obtained whenever 1+(γ−1) Ω+Π˜ 6=
0, because then θ˙ 6= 0. In this case the result corresponding to a generic critical point is
a(t) = a0 (t− t0)
2
3[1+(γ−1) Ωc+Π˜c] (4.26)
It is easy to show that the choice k2 = v2 made in the previous sections prevents the occurence of
models with exponential scale factors. In order for the exponentially expanding models (identified
by the condition 1 + (γ − 1) Ω + Π˜ = 0 in eq.(4.25)) to be present in the physical region of phase
space (bounded by eq.(3.13)), the following inequality must hold:
(1− γ) Ω− 1 > −γ v
2
k2
Ω ,
For v2 = k2 the inequality does not hold in the physical phase space. On the other hand, only if
we let v2 > k2, can the inequality be satisfied (consistently with the analysis leading to eq.(39) in
[15]), specifically in the phase-space region(
1− γ
(
1− v
2
k2
))−1
< Ω ≤ 1 ∧ −γ < Π < 2
3
− γ
Moreover in this case, from eq.(4.26), it is clear that for 1 + (γ − 1) Ω + Π˜ < 0, i.e., below the
“exponential behaviour” line, we can find cosmological contracting models. In Fig. 3 a qualitative
representation of the situation is plotted.
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Figure 3: Qualitative phase space portrait for (a) v2 = k2 and (b) v2 > k2. The physical phase
space is above the thick line. Green region: accelerated expansion. Dashed line: exponential
behaviour. Red region: contracting models.
Finally, if we let instead v2 < k2, the possibility of having accelerated expansion will narrow down,
disappearing from the physical phase space when v2 < γ−2/3γ k
2.
With regard to the critical points analyzed in the previous section, in Table 3 are listed the respective
polynomial scale factors. The presence of the viscous pressure affects the power law by slowing
down the dynamics in P+ and accelerating it in P− with respect to the pure non-viscous fluid case.
The behaviour in the points P 0 and P ∗ (actually on the whole line (γ − 1) Ω + Π˜ = 0, dashed in
Figs. 1 and 2) is always dust-like.
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Point: P 0 P+ P− P ∗
γ = 1 a0 (t− t0)2/3 a0 (t− t0)
2
3(1+Π˜+c ) a0 (t− t0)
2
3(1+Π˜−c ) (n/a)
γ = 4/3 a0 (t− t0)2/3 a0 (t− t0)
2
4/3+Π˜+c a0 (t− t0)
2
4/3+Π˜−c a0 (t− t0)2/3
Table 3: Scale factors corresponding to the critical points for 1 + (γ − 1) Ωc + Π˜c 6= 0 (polynomial
behaviour).
5 Discussion
From the analysis carried out, it is clear that stable solutions exist for non-interacting two-fluids
models in the presence of nonlinear bulk viscous effects and that some of these solutions display
an accelerated expansion. If the viscous fluid is of dust type it will ultimately dominate the non-
viscous component; if the viscous fluid is of radiation type, its dominance upon the non-viscous
dust depends on the parameters involved.
From observations, the current value of the deceleration parameter is around q0 ' −0.5 [17, 18].
For both fluid choices, the model identified by the stable critical point P−i (i = d, r) is able to
sustain an accelerated expansion with −1 < q < 0 whenever γ − 23 < |Π˜c| < γ, having Ωc = 1.
The accelerated future attractor model in this case has an effective EoS parameter in the range
0 < γeff |c < 2/3 .
We highlight the fact that, in the case of viscous radiation, a trajectory in the phase space starting
from a neighbourhood of P+r with appropriate initial conditions can pass through the following
stages: i) a radiation-dominated era (source P+r ), ii) a matter-dominated transient era (saddle P
0
r ),
where structure formation can occur and iii) a final, everlasting era characterized by accelerated
(either polynomial or exponential) expansion for a non-zero-measure set of parameters (sink P−r ).
This is in contrast to the findings of [12] in which Eckart theory was used, and where it was found
that radiation and matter solutions were not stable solutions.
The kind of evolution that we have found shares similarities with the current accepted model for
cosmic evolution. Apart from the similarities, we stress that, at this level, the model a) does not
include an explanation for primordial inflation and b) obviously shares with ΛCDM the ignorance
about the future behaviour of the Universe, in the sense that in both models the accelerating phase
(if present) lasts forever; the everlasting acceleration, in turn, is impossible to disprove without
knowing a priori the exact matter-energy content. In fact, it has to be kept in mind that such type
of analysis is always phenomenological in nature.
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