In this paper we present a new evolutionary method for complex-process optimization. It is partially based on principles of the scatter search methodology, but it makes use of innovative strategies to be more effective in the context of complex-process optimization using a small number of tuning parameters. In particular, we introduce a new combination method based on path relinking, which considers a broader area around the population members than previous combination methods. We also use a population-update method which improves the balance between intensification and diversification. New strategies to intensify the search and to escape from suboptimal solutions are also presented. The application of the proposed evolutionary algorithm to different sets of both state-of-the-art continuous global optimization and complex-process optimization problems reveals that it is robust and efficient for the type of problems intended to solve, outperforming the results obtained with other methods found in the literature.
Introduction
subject to f (ẏ, y, x) = 0 (2) y(t 0 ) = y 0 (3) h(y, x) = 0 (4) g(y, x) ≤ 0 (5)
where x is the vector of decision variables; C is the cost (objective function)
• A new combination method based on wide hyper-rectangles.
45
• An aggressive population update for a quick convergence.
46
• A search intensification strategy called the "go-beyond".
On the other hand, our algorithm does not incorporate an improvement or 48 local search method, as it is customary in scatter search and other popula- algorithms) and using less tuning parameters.
66
To illustrate how the algorithm works, during the following sections we will 
Building the initial population

72
In this subsection we follow the standard SS design generating an initial according to their function values (the best one first), the initial selection is thus, in our implementation, we restrict the combinations to pairs of solutions.
93
The combination method is a key element in many optimization algorithms.
94
In evolutionary algorithms, this combination method is represented by the cross- Figure 1(b) ).
115
The areas containing high quality solutions should be more deeply explored 116 with respect to other areas. We therefore use the relative quality of every pair 
Let us consider a solution, x i , to be combined with the rest of solutions in
Two new points within the search 126 space are defined:
where
and
The new solution, x new , will be created in the hyper-rectangle defined by c 1
130
and c 2 :
where r is a vector of dimension nvar with all its components being uni- 
135
"Bad" population members will generate new solutions close to "good" pop-
136
ulation members with higher probability whereas the latter will generate new 137 solutions far from the former with higher probability. The higher the difference
138
of quality between solutions, the higher the bias (β) is introduced. Figure 2 (a)
139
shows the hyper-rectangles generated by the best solution in the population. case, they are generated to create solutions close to high quality solutions with 145 increasing probability according to their quality.
146
Although the incorporation of a memory structure is quite common in scat- 
Population update
158
The most used strategies to update the population in evolutionary algo- other hand, (µ, λ) strategies do not present this effect, but they may need a 167 much higher number of function evaluations to achieve the optimal solutions.
168
Here we propose a (1 + 1) strategy applied to every population member, similar 169 to that used in other evolutionary algorithms [22] , which turns to be a good Function to be optimized Population members Solution generated in iteration i Solution generated in iteration i+1 
Exploiting promising directions: the go beyond strategy 187
We have implemented an advanced strategy to enhance the search intensi- member is replaced, its n stuck (i) value is reset to zero.
231
Algorithm 2 summarizes in pseudo-code how our algorithm works.
232
Algorithm 2 Pseudo code of our algorithm for testing optimization software [18, 23] . In this instance we will select a 238 value for nchange (i.e., the number of consecutive iterations that a population 239 member has not being updated before replacing it by a random solution). In the 240 second set of experiments we will consider the set of 24 "never solved" functions Table 3 .
251
The number of population members depends on the problem size in our 
where x is a heuristic solution and x * is the optimal solution. We say that a 264 heuristic solution is satisfactory if:
We set ε = 0.001. For each test function we performed 25 independent runs 266 with a limit of 50000 function evaluations. We tested values of nchange from 1 267 to 50 and computed the following indexes:
268
• Number of different problems solved.
269
• Number of total problems solved (regarding the 25 runs per problem).
270
• Number of different solved problems in an independent run (and its fre- 
Rastrigin (10) According to the results in Figure 5 we can conclude that the replacement 277 described in Section 2.5 helps to obtain better results. However, it is not obvious 
CEC'2005 problems
291
In this experiment we will consider some of the functions used as bench- Table 3 . Table 4 reports the sorted average of the minimum optimality gap (i.e., the 305 gap of the best run out of 25) across the 24 instances.
306
In this second set of experiments, our algorithm achieves a value very close 307 to L-CMA-ES (which is in the first place) for N = 10, and the best value for 308 N = 30. These results reveal that our method is competitive for solving difficult 309 problems. tion, outperforming other state-of-the-art methods [20] .
329
The problems considered in this set of experiments contain additional con-330 straints apart from bound constraints in the decision variables. To handle them,
331
we have modified the objective functions using a static penalty term. The ob-
332
jective function evaluated by the tested algorithms has the following form:
where x is the vector of decision variables being evaluated, C(x) is the orig-
334
inal objective function value (Eq. 1), h is the set of equality constraints (Eq. 4)
335
and g is the set of inequality constraints (Eq. 5). w is a penalization parameter 336 selected by the user, which is constant during the optimization procedure (and 337 usually has a high positive value). We use the L − ∞ norm of the constraints 338 set to penalize the original objective function.
339
We have performed 10 independent runs for each instance and the best and 
Integrated design and control of a wastewater treatment plant
342
This case study represents a configuration of a real wastewater treatment 343 plant placed in Manresa (Spain), as described by Moles et al. [37] .
344
The overall model consists of 33 DAEs (14 of them are ODEs) and the The minimization is subject to several sets of constraints:
349
• The 33 model DAEs (system dynamics), acting as differential-algebraic 350 equality constraints.
351
• 32 inequality constraints which impose limits on some process magnitudes.
352
• An additional set of 120 double inequality constraints on the state vari-353 ables.
354
To prove the inefficiency of local search methods for solving this problem we 355 have applied a multistart procedure (using 100 different initial points) using a
356
SQP method. The histogram of the local solutions found is shown in Figure   357 6. Only solutions with function values lower than 10000 are plotted in the
358
histogram.
359
The histogram shows the practical non-convexity of the problem and the This case study deals with the optimization of a bioproduct drying process, 
373
The models is described by a systems of partial differential equations (PDE's)
374
which is transformed to a system of ODE's using a collocation method [39] . The 375 number of decision variables for this problem is 40. Like in the previous example,
376
we have applied a multistart procedure (using 100 different initial points) using 377 a SQP method. The histogram of the local solutions found is shown in Figure   378 7. Only values corresponding to feasible solutions are presented.
379
Again, the histogram shows the practical non-convexity of the problem and 380 the best value reported by the multistart is very far from the best known solution 381 for this problem.
382 Table 6 shows the results obtained by each algorithm in a budget of 200,000 383 function evaluations.
384
In this example our algorithm obtains the best results regarding both best 385 and mean values along the 10 runs performed (note that this is a maximization 386 problem). We have developed an evolutionary method for optimization of complex-
389
process models which makes use of some elements of the scatter search and path 390 relinking metaheuristics. However, our method incorporates several innovative 391 mechanisms and strategies that constitute a different evolutionary design.
392
We have applied the proposed methodology over different sets of nonlinear 
