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A factor mixture model (FMM) is a hybrid of latent class analysis and factor 
analysis modeling techniques. It can be used to investigate group differences in the 
absence of known class membership. The current study investigates the relation 
between FMMs and mixture item response theory (IRT) models. A formal proof of 
the mathematical equivalence between mixture graded-response models and FMMs 
with ordered categorical outcomes is presented and conversion formulas between the 
parameters of the two types of models are provided. More importantly, the current 
study conducts a Monte Carlo simulation study to compare Bayesian estimation with 
three different priors and maximum likelihood (ML) approach in fitting FMMs. 
Parameter recovery and classification accuracy are evaluated and compared. Besides 
the estimation method, the sample size, the number of outcome indicators, and the 
 
 
magnitude of factor loadings are manipulated in the simulation. It is found that in 
general that ML and Bayesian estimation with weakly informative priors perform 
well with a small sample size, and that all estimation methods perform well with a 
large sample size. The results of this simulation also have implications for mixture 
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Chapter 1: Introduction 
 
 
This chapter gives an introduction to latent variable factor mixture modeling, 
followed by contributions of this dissertation study and summary of the next chapters. 
 
1.1 General Introduction to Latent Variable Factor Mixture Modeling 
Latent variable (LV) modeling techniques have come to be widely used, 
especially in psychometrics and the behavioral sciences. To make inferences 
regarding a LV, observed outcome variables are usually used as imperfect and 
indirect observations of the LV. Both LVs and observed variables can be continuous 
or categorical.  
The populations investigated in the social sciences are often heterogeneous, 
containing subgroups that may be known or unknown to the researchers. When group 
membership is known, such as those of gender, race, or a manipulated factor in an 
experimental design, multigroup latent variable modeling techniques may be used. 
For the examples of techniques that are able to address research questions on 
population differences in a latent variable system with known class membership such 
as multiple indicator multiple cause modeling and structured means modeling, see 
Hancock (2004) and Hancock, Lawrence, and Nevitt (2000). However, group 
membership is not always known beforehand and must be inferred from the data. In 
this situation, such groups are often referred to as latent classes because they cannot 
be directly observed, and special techniques for the analysis of unobserved 
heterogeneity in a population need to be used.  
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Latent class analysis (LCA) is popular among those techniques that can 
analyze unobserved population heterogeneity as reflected in distinct patterns of 
responses to measured items. However, traditional LCA can be problematic when 
subjects don’t behave homogeneously within their estimated latent class or when 
subjects do not have the same conditional item probability within a class. On the 
other hand, factor analysis (FA)  techniques can be used to investigate m unobserved 
continuous latent constructs that are believed to have causal influence on the v 
observed variables and account for the covariance among the v measured variables 
(where m   v) by seeing if the measured variables or items group together on 
continuous latent factors (Gorsuch, 1983). Both LCA and FA are approaches to 
explore or test hypotheses about the latent structures among the observed indictors 
(McCutcheon, 1987). However, LCA provides classification of subjects by 
identifying categorical latent variable(s) from a set of observed outcomes (Green, 
1951, 1952), whereas FA characterizes one or more continuous or dimensional latent 
constructs from a group of observed indicators (Lazarsfeld & Henry, 1968). 
By incorporating FA into LCA, the limitations of the two modeling techniques 
discussed above can be addressed. The combination of the two models is often called 
a factor mixture model (FMM; Muthén, 2006). An FMM has one or multiple 
categorical latent variables and one or more continuous latent variables. The single 
categorical latent variable is used to model latent class membership. Within each 
class, an FA model is specified by imposing a mean vector and covariance matrix of 
the observed variables (Lubke & Muthén, 2005).  
3 
 
In the behavioral sciences, observed response variables are often 
noncontinuous, possibly being dichotomous, ordinal, counts, or durations. The current 
study focuses on dichotomous and polytomous observed outcomes that are very 
common in the social sciences, particularly in testing and assessment.  
When outcome variables are ordered and categorical, FA models are 
mathematically equivalent to grade response item response theory (IRT) models (see, 
e.g., Kamata & Bauer, 2008; Takane & Deleeuw, 1987); hence, one would assume 
FMMs to be mathematically equivalent to mixtures of IRT models (see, e.g., Clark et 
al., 2010; Masyn & Henderson, 2010; Muthén & Asparouhov, 2006). Mixture IRT 
models use a hybrid of the latent class model and IRT model and also have a single 
categorical latent variable and one or more continuous latent trait or factor variables 
(Dayton & Macready, 2007; Mislevy & Verhelst, 1990; Rost, 1990; von Davier & 
Rost, 2006). Mixture IRT provides an alternative approach for modeling categorical 
outcomes in the presence of unknown population heterogeneity, and within each 
latent class an IRT model is directly expressed in the form of a conditional probability 
of obtaining a score on the observed measure given the person’s location usually on a 
unidimensional latent trait space (Millsap & Yun-Tein, 2004) and item parameters. 
The categorical latent variable plays the same role as the one in an FMM in modeling 
the unknown population heterogeneity, and within each subpopulation or class the 
same IRT model is assumed to hold (Hou & Hancock, 2010). 
The popularity of FMMs is increasing mainly because they offer a way of 
investigating group differences in the absence of known class membership. FMMs 
have been suggested for detecting population heterogeneity in the behavioral sciences 
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and related areas, such as psychopathology, alcohol dependence, genetics, attention-
deficit or hyperactivity disorder, twin heritability, aggressive behavior, social 
desirability, and bias of test items (Gagné, 2006; Kim & Muthén, 2009; Leite & 
Cooper, 2010; Lubke & Muthén, 2005; Lubke et al., 2007; Mann, 2009; McLachlan, 
Do, & Ambroise, 2004; Muthén, 2006; Muthén, Asparouhov, & Rebollo, 2006). 
Meanwhile, mixture IRT models have found their applications in educational 
measurement such as detecting latent groups that use different strategies to solve test 
items, modeling test speededness, helping maintain scale stability in the presence of 
test speededness, and detecting differential functioning in items and testlets (Bolt, 
Cohen, & Wollack, 2001, 2002; Cohen & Bolt, 2005; Cohen, Gregg, & Deng, 2005; 
Dai, 2009; Jiao et al., 2010; Mislevy & Verhelst, 1990; Samuelsen, 2005). 
 
 
1.2 Contributions of this Dissertation  
Based on the mathematical equivalence between FA with ordered categorical 
outcomes and IRT including 2PL and IRT Graded Response models (Kamata & 
Bauer, 2008; Muthén & Asparouhov, 2002; Takane & Deleeuw, 1987), both the 
FMMs and mixture IRT models, which cover the same types of categorical data, are 
assumed to be mathematically equivalent, as has been alluded to by several 
researchers (Clark et al., 2010; Masyn & Henderson, 2010; Muthén & Asparouhov, 
2006). In the current study a formal proof of the mathematical equivalence of the 
FMMs and IRT Graded Response models is presented and conversion formulas 
between the parameters of the two types of models are provided for the conditions of 
multiple latent factors or traits and polytomous ordinal outcomes, of which the 
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unidimensional model with binary outcomes is a special case. It is hoped that this 
study provides a generic framework for factor mixture and mixture 2PL and mixture 
Graded Response modelers, and that this study promotes diffusion of the techniques 
in the social sciences. 
More importantly, researchers who use FMMs or mixture IRT models have 
access to two estimation options: Bayesian and maximum likelihood (ML). Bayesian 
and ML analyses of the same data can yield different estimates (Browne & Draper, 
2006), and the FMM or mixture IRT practitioners may wonder which estimates 
should be reported. In addition, Markov chain Monte Carlo (MCMC) is popular 
among mixture IRT modelers using WinBUGS (Spiegelhalter, Thomas, & Best, 
2000), whereras marginal ML is predominantly used among FMM modelers using 
Mplus (Muthén & Muthén, 2010). 
In the current study, we use a Monte Carlo simulation to compare Bayesian 
and ML approaches for fitting FMMs. The results of this simulation may also apply 
to and have implications for mixture IRT modeling based on the relation between 
FMMs and mixture IRT models. The likelihood approach examined in this study is 
the widely-used Marginal ML with the Expectation-Maximization (EM) algorithm, 
whereas the Bayesian method in this study uses the MCMC algorithm with Gibbs 
sampling and several sets of prior distributions.  
Although there has been some research comparing ML and Bayesian 
approaches for the analysis of latent variable models (e.g., Browne & Draper, 2006), 
in the area of mixture modeling comparisons of the two estimation methods have just 
begun. Mixture IRT modeling is often done using WinBUGS (Spiegelhalter, Thomas, 
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& Best, 2000) with a Bayesian approach (e.g. Cohen & Bolt, 2005) and researchers 
usually choose diffuse priors, though for some models informative priors need to be 
used to achieve convergence. For factor mixture modeling, there was no software 
available for researchers and practitioners to fit models via Bayesian estimation until 
the recent release of Mplus 6 (Muthén & Muthén, 1998-2010). There has been a lack 
of research that compares the ML and Bayes estimation approaches in mixture 
modeling framework and explores the influence of priors on the estimates of FMMs. 
This dissertation will use simulation methods to examine the relative performance of 
Bayesian and ML estimation methods. Specifically, this simulation study is designed 
to answer the following questions:  
(1) As sample size increases, which estimation method provides better 
parameter recovery and classification accuracy in fitting FMMs?  
(2) As sample size increases, which prior performs better in fitting FMMs in 
Bayesian estimation with respect to parameter recovery and classification? As sample 
size increases, is the effect of the priors on Bayesian estimation negligible, rendering 
it comparable to ML in terms of parameter recovery and classification? 
(3) As the magnitude of loadings increases, do the parameter recovery and 
classification improve in either or both estimation methods?  
(4) As the magnitude of loadings increases, which prior performs best in 
fitting FMMs in Bayesian estimation in terms of the parameter recovery and 
classification? 
(5) As the number of binary indicators increases, do the parameter recovery 
and classification improve in either or both estimation methods?  
7 
 
(6) As the number of binary indicators increases, which prior performs best in 
fitting FMMs in Bayesian estimation in terms of the parameter recovery and 
classification? 
 
1.3 Brief Summary of the Following Chapters 
The second chapter presents a review of literature for the FMMs with two 
estimation methods, including choice of priors in Bayesian estimation. This chapter 
also provides a formal proof of the mathematical equivalence between the FMMs and 
mixture IRT Graded Response  models. Chapter 3 proposes a systematic simulation 
design to compare the performance of the two estimation methods in recovering the 
underlying latent structure in the factor mixture models. Chapter 4 provides the 
results of the simulation study. Finally, Chapter 5 is a discussion of the findings and 
limitations of the current study followed by the description of potential future 





Chapter 2: Theoretical Background 
 
This chapter details the theoretical background of the current study, which 
includes the theoretical background of FMMs, the mathematical relation between 
FMMs and mixture IRT models, estimation methods, issues in fitting FMMs and 
mixture IRT models and available software packages. 
 
2.1 Theoretical Background for FMMs 
2.1.1 Latent Class Analysis/Finite Mixture Modeling 
Latent class analysis (LCA), also known as finite mixture modeling, was first 
developed by Lazarsfeld and Henry (1968), and it is aimed at identifying unobserved 
subgroups of a heterogeneous population. The observed response in LCA can be 
categorical, continuous, a count, or censored data. The latent variable is often 
categorical, representing membership in the subgroups or latent classes.  
Conditional item probabilities and class probabilities are the two important 
model parameters in an LCA with binary outcomes. Consider such a LCA model with 
latent class variable c with K classes (c = k; k = 1, …, K ) and the vector-valued 









The joint probability of any specified response vector  ixX  across all of the items 

























Each subject may have nonzero probability values for many classes. There are 
different ways of classifying respondents. Taking class probabilities as an example, if 
the probability of being in a class is the highest among the nonzero probability values, 
a subject is assigned to that class and then assumed to be in only that class. 







 = 1 for k = 1,…, K classes. In addition, the correlation among the responses is 
assumed to be accounted only by the latent class variable and that subjects are 
assumed to behave homogenously within their estimated latent class. The first 
assumption often results in adding more unnecessary latent classes that only account 
for residual correlations between a small number of items (Clark, 2010). This second 
assumption is often problematic when subjects have continuous or dimensional latent 
constructs within a class (Muthén & Asparouhov, 2006).  
 
 
2.1.2 Factor Analysis 
Factor analysis (FA) is a widely used modeling technique, which can be used 
to explore the relationship between latent and observed variables in exploratory FA or 
test hypotheses about the particular latent structures among the observed indictors in 
confirmatory FA. Specifically, it investigates m unobserved latent constructs that are 
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believed to have causal influence on v observed variables and account for the 
covariance among v measured items responses (where m   v ) by seeing if items 
group together on the continuous latent constructs called factors (Gorsuch, 1983). The 
general forms of FA with continuous and categorical outcome variables are given 
below (for more detail see Brown, 2006; J  reskog, 1969). A general factor analysis 
model with v continuous outcomes can be expressed as 
εΛξY  , (2-4)
 
where Y is the v × 1 vector of observed outcomes only if the observed variables are 
continuous, otherwise Y is assumed to be a continuous underlying latent response 
(see details in the next paragraph); Λ is a v × m matrix of loadings λ, m is the number 
of factors; ξ  is a m × 1 factor score vector; and ε  is a v × 1 residual vector. The 
residuals are typically assumed to be independently normally distributed. 
In an FA with ordered categorical outcomes, it is assumed that there is a 
continuous underlying latent response Y , which is a combination of the common 
factor and item-specific residual. Taking dichotomous outcomes as an example, the 
categorization of Y into observed dichotomous variable X can be expressed as the 


















where τ is the threshold for item i. This threshold model describes the nonlinear 




2.1.3 FMMs with Continuous Outcomes 
FMM is a hybrid of LCA and FA models (Muthén, 2006) and has one or more 
categorical latent variables and multiple continuous latent variables. The categorical 
latent variables are used to model latent class membership. Within each class, an FA 
model is specified by imposing a mean vector and covariance matrix of the observed 
variables (Lubke & Muthén, 2005).  
A general FMM with continuous outcomes  iksyY  for person s (s = 1,…, 
S) can be formulated as: 
ksksik εξΛY   , (2-6) 
where for each item within each class, Y is the v × 1 vector of observed outcomes 
only if the observed variables are continuous, otherwise Y is assumed to be a v × 1 
vector of continuous underlying latent response (see the discussion in factor mixture 
models with categorical outcomes); 
ikΛ is a v × m matrix of loadings, m is the number 
of factors; ksξ  is a m × 1 factor score vector; and ksε  is a v × 1 residual vector. The 
residuals are typically assumed to be independently normally distributed, although a 
logistic distribution can also be considered. In addition, it is often assumed according 
to the factor model that observed outcome variables Y within each mixture 
component follow a class-specific multivariate normal distribution with mean vector 
kμ and covariance matrix kΣ , with kikk αΛμ   and kikkikk ΨΛΘΛΣ  , where kα  is 
the vector of factor means, kΘ is the factor covariance matrix, and kΨ  is residual 
variance matrix. kΨ  can be assumed to be diagonal (i.e., reflecting local 





2.1.4 FMMs with Dichotomous Outcomes 
In the FMM with an ordered categorical outcome variable, it is assumed that 
there is a continuous underlying latent response  iksyY  for person s. The 
categorization of Y into observed dichotomous variable X can be expressed as the 
















where ik  is the threshold for item i in class k. In the (2-7), the observed dichotomous 
outcomes X are related to the unobserved Y through threshold ik . For the description 
of the FMMs with polytomous outcome variables, see the next section on the relation 
between FMMs and mixture IRT models.    
 
2.2 Relationship between FMMs and Mixture IRT Models  
Based on the mathematical equivalence between FA with ordered categorical 
outcomes and IRT including 2PL and Graded Response models (Kamata & Bauer, 
2008; Muthén & Asparouhov, 2002; Takane & Deleeuw, 1987), both these FMMs 
and mixture IRT models, which cover the same types of categorical data, are often 
assumed to be mathematically equivalent, as has been alluded to by several 
researchers (Clark, 2010; Masyn & Henderson, 2010; Muthén & Asparouhov, 2006). 
In this section, a formal proof of mathematical equivalence of multidimensional 
FMMs with polytomous outcome variables and multidimensional mixture grade-
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response IRT models with polytomous outcome variables is provided, followed by 
the transformation formulas between the model parameters. The model with binary 
outcomes is a special case of the one with polytomous outcome. It is hoped that this 
study provides a generic framework for both types of models. 
Suppose a random vector of response pattern to v ordered categorical items is 
X = (X1, …, Xv)  and each Xi has j categories, where j = 1, …., vi and i = 1, …,v, then 
the j-th element of Xi ' = (xi(1),…,        is defined as  
       
                                         
                                                              
  (2-8) 








In an FMM with polytomous outcomes, the marginal probability of X is 
expressed as  
 R ss dyyhXP ,)()(X
 (2-9)
 
where ksksik εξΛY  (2-6) as shown before. It is assumed that ),(iid~ I0ξ MVNks   
and ),(iid~ kψ0ε MVNks  , where kψ is assumed to be diagonal, and ksξ and ksε are 
independent of each other. Therefore, the marginal distribution of Y is
 
),(iid~ ikik kψΛΛ0Y MVN  
(2-10) 
And the conditional distribution of Y given ξ is 




In addition, in equation (2-9), R is the multidimensional region of integration. 
R is defined as the direct product of intervals Ri (i = 1, …,v), where ),( )()1( jijiiR    
if       = 1. Note that )( ji is the category boundary between the (j-1)th and jth 
categories; )0(i and )( ivi .  
In FMMs, the joint distribution of latent class variable c and the vector-valued 
response Y can be built as the product of the marginal distribution of c and Y given 
class K:  
)|()(),( Kcfcfcf  YY , (2-12) 
where )(f is a probability distribution and K is the number of mixture components. 
Because k  
indicates the proportion of the mixture component / class k, the model 











(Lubke & Neale, 2008; Lubke & Spies, 2008). Therefore, Equation (2-9) can be 
rewritten as  
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Because of (2-11) and the definition of R, Equation (2-14) can be further 
written as  

































































The graded-response model was proposed by Samejima (1969): the normal 
ogive model and the logistic model for graded response data (i.e. ordered categorical 
outcomes), which specifies the probability of a respondent of a given ability receiving 
a rating score 0,…,M. The mixture graded-response model with ordered categorical 
outcomes can be written as  





The marginal probability of X = X in the normal-ogive mixture IRT model for 
graded response can be specified as  














k X  (2-17)
 
Based on local independence, (2-18) is further derived from Equation (2-16) 
and (2-17), 
























Let Φ be the standard normal cumulative distribution function,  ),,0(~ INksξ










)).b(a( ijkksik   (2-19) 
 Therefore, 
)X(P X












































































    
   
     
                                                                (2-21) 
     
    
   
.                                                                (2-22) 
In summary, the item discrimination parameter is equal to the value of the 
factor loading parameters divided by the residual variance, and item difficulty 
parameters are associated with both factor loading and threshold parameters.  Please 
note that discrimination parameters are always constrained positive in IRT, but 
corresponding loading parameters can be negative in factor analysis. The current 
proof assumes an ability testing context where all loadings are in one direction so that 





2.3 Estimation Methods for FMMs/mixture IRT Models 
There are currently two estimation methods for fitting FMMs and three for 
fitting mixture IRT models. For FMMs, one estimation method is a classic frequentist 
approach, ML (marginal ML to be exact), and the other is Bayesian inference. ML is 
widely used in the social sciences, whereas Bayesian methods’ popularity is growing 
with the use of the computational algorithm MCMC and the development of various 
sampling methods such as the Gibbs sampler (Geman & Geman, 1984) and the 
Metropolis-Hastings algorithm (Hastings, 1970). For mixture IRT models, besides 
marginal ML and Bayesian estimation discussed above, conditional ML is an 
alternative method for mixed Rasch models.   
 
2.3.1 ML Estimation 
ML estimation is the most popular method for estimating model parameters in 
the frequentist approach. In a frequentist approach, the first step is to hypothesize a 
statistical model to describe the data and to determine a probability distribution to 
model the response distribution. Suppose            are independent observations 
of a random variable Y; the joint probability of the vector Y given a set of model 
parameter θ is expressed as  
).|yPr()|yPr()|yPr()|Pr( s21 Y  
(2-22) 
Because we are interested in estimating the model parameters given the 
observed variable, we rewrite (2-23) and get a likelihood function as follows: 
                         
 




where       on the right hand side represents the probability distribution that is 
believed to generate the observed data (Lynch, 2007). To construct a likelihood 
function, an appropriate probability distribution       needs to be determined.  
In factor mixture modeling, if we assume that k indicates the proportion of a 
mixture component, and that Y within each mixture component follows a class-
specific multivariate normal distribution with mean vector kμ and covariance matrix




























After establishing the likelihood function, the second step in ML estimation is 
to estimate model parameters given the observed data in the above likelihood 
function. By finding the parameter values to maximize the probability function, ML 
estimation obtains the values of model parameters that produce the distribution most 
likely to have resulted in the observed variables (i.e., that make the observed data 
most likely to have occurred). In ML estimation, instead of directly using the 
likelihood function, the logarithm of the likelihood function is usually applied 
because first, the log-likelihood is more convenient to work with by converting the 
repeated multiplication to repeated addition, and second, both functions reach 
maxima at the same point (Lynch, 2007). The log-likelihood function for a FMM can 










































Because both latent factor and latent class memberships are unobserved, there 
is no closed form solution for the parameter estimates. The expectation-maximization 
(EM) algorithm (Dempster, Laird, & Rubin, 1977) or some modification of EM is 
often used to obtain ML estimates (McLachlan & Krishnan, 2008). In this study, the 
statistical analysis via ML estimation with the EM algorithm with Quasi-Newton and 
Fisher Scoring acceleration is carried out in Mplus 6.1. EM algorithm can be used for 
finding ML parameter estimates in the presence of missing data.  Specifically, the EM 
algorithm is used for finding estimates for unobserved latent variables and class 
membership in FMM estimation (Mann, 2009; Yung, 1997).  The EM algorithm is an 
iterative procedure which alternates between an expectation (E) step and a 
maximization (M) step.  In the E step, the expectation of the log-likelihood is 
computed using the initial or current estimates for the latent variables and latent class 
membership. In the M step, parameter estimates are calculated by maximizing the 
expected log-likelihood obtained in the E step. These parameter estimates are then 
used to determine the estimates for the latent variables and class membership in the 
next E step (Yung, 1997). Because the EM algorithm with a large amount of the 
missing data converges at an extremely slow rate, quasi-Newton and Fisher scoring 
algorithm are recommended and used (Lange, 1995; McLachlan & Krishnan, 2008; 
Muthén & Muthén, 2010; 1998-2010) ) to accelerate convergence.   
 
 
2.3.2 Bayesian Inference 
Bayesian analysis has gained popularity with the use of the MCMC algorithm. 
In the Bayesian approach, a parameter is considered as a random variable instead of a 
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constant. The process of Bayesian inference is to first represent prior uncertainty 
about a parameter with a probability distribution and then to produce a posterior 
probability distribution with the current data in order to update and lessen the 
uncertainty about the parameter (Lee, 2007; Lynch, 2007). 
In Bayesian inference, all knowledge and uncertainty about the unknown 
estimates are measured by probabilities. Consider the probabilities of events A and B, 
P(A) and P(B). The joint event A and B can be expressed in terms of conditional and 
marginal probabilities: 
P(A, B) = P(A|B) P(B) = P(B|A) P(A). (2-26) 














where P(prior|data) is referred to as a posterior distribution. P(data|prior) is the 
sampling distribution or likelihood of the data given the prior. The density 
P(prior|data) is the probability belief on prior after seeing the data. The factor 
P(data) does not depend on the prior so it does not need updating when iteratively 
finding the posterior and it can be considered to be a constant. Therefore, the 
posterior distribution can be rewritten as  
Posterior   Likelihood   Prior. (2-29) 
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After observing new data from a study, knowledge of a prior is updated through 
Bayes’ theorem. Figure 2-1 is an example that shows the relation among prior, 
likelihood and posterior distributions in Bayes’ theorem.  




The posterior distribution is possible to be analytically derived for models 
with closed forms. For complex statistical models without closed forms like FMMs, 
MCMC algorithms (Gamerman, 1997) have been widely used in which Monte Carlo 
means the random simulation process and Markov Chain refers to making random 
draws of parameter values from the posterior distribution given the previous set 
(Lynch, 2007). That is, the MCMC simulates samples from the posterior distribution 
and then makes inferences based on these posterior samples (Yuan & MacKinnon, 
2009). Gibbs sampling is the most basic and widely used MCMC algorithm. It 
updates parameter values based on their conditional distributions. In other words, it 
samples a set of new parameter values at iteration q from the conditional distribution 













parameters at iteration q (q = 1,…,Q), the updated value of the parameter vector is 
obtained from the following iterative steps of Gibbs sampling: 
1. Set starting values to the parameter vector when q = 0. 
2. Let q = q+1. 































w θθθθ  





After step w in iteration q, the loop from step 2 to step w is repeated for iteration q+1. 
This iterative process should not stop until convergence is achieved, which produces 
a Markov chain of parameter values drawn from the posteriors. Such iterations are 
referred to as a chain. Different starting values and random seeds when making 
random draws should be used in different chains. Usually two or more chains are 
used in Bayesian estimation (Lynch, 2007; Muthén & Asparouhov, 2010).  
The estimates of model parameters in an FMM can be obtained through the Q 
iterations. For example, the point estimate of the threshold ik  





































2.3.2.1 Priors for Factor Mixture Analysis with Ordered Categorical Indicators 
Categorical outcome variables provide relatively less information than 
continuous outcomes. When both the sample size and the number of indicators are 
small, the data will contribute limited information and the prior will play an important 
role in Bayesian estimation. 
A prior can be noninformative, weakly informative, or informative. A 
noninformative prior, also called a diffuse or flat prior, has a large variance, which 
shows large uncertainty of the parameter value and is used when researchers have 
little prior information on the parameters of interest, or when they prefer that the 
inference is not affected by information outside of the study (Gelman et al., 2008; 
Muthén & Asparouhov, 2010). There is a great deal of literature on noninformative 
and default prior distributions (e.g., Kass & Wasserman, 1996; Yang & Berger, 
1994). The noninformative normally distributed priors for loadings, or a log-normal 
prior, or more complicated priors are found in many studies (Asparouhov & Muthén, 
2010b; Fox & Glas, 2001; Lee et al., 2010; Patz & Junker, 1999; Segawa et al., 2008; 
Song et al., 2009).  
In contrast, an informative prior has a small variance, which reflects confident 
prior beliefs of a parameter and can be used when prior knowledge is available 
(Brown & Draper, 2006). Relatively speaking, the more informative the prior is, the 
less influence the likelihood has on the posterior distribution. The current study 
focuses on the priors between the noninformative and informative priors, called 
weakly informative priors, based on the characteristics of the probit regression used in 
fitting the FMMs with categorical outcomes. 
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Weakly informative priors were suggested by Gelman and his colleagues 
(2008) for logistic and probit regressions. As they pointed out, a weakly informative 
prior would be more appropriate for default use in a wide range of applications in 
logistic and probit regression because a relatively small change in the logit or probit 
scale corresponds to a relatively large change in probability. For example, a change of 
5 units on the logistic scale means the change of 50% on the probability scale, and a 
change of 5 units on the probit scale indicates a change of 99% on the probability 
scale. Weakly informative normally-distributed priors were found to work well in 
Bayesian estimation in their study, though the preference is the t distribution and the 
Cauchy priors. Such priors as N (0, 1), N(0, 5), and N(0, 20) are also recommended 
and used for threshold and loading parameters on the logit scale by Asparouhov and 
Muthén (2010b) in their simulation study on factor analysis with binary indicators. It 
is also suggested that using completely noninformative priors for parameters on the 
probit scale may induce skewed priors on probability scale.  
 
 
2.4 Issues in Fitting FMMs/Mixture IRT Models  
2.4.1 Model Identification 
Like FA models, FMMs also have the problem of indeterminacy. In order to 
identify the model, one needs to assign a metric and an origin for the factors (Mann, 
2009). The metric can be given by fixing a factor loading to unity or factor variances 
to unity in each class. There are two ways to assign an origin for the factors. One is to 
set the factor means in each class to zero, and the other is to set the factor mean of 
one class to zero and constrain the thresholds associated with the referent indicators 
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to be equal across classes (Mann, 2009; Muthén, 2008; Yung, 1997). In the current 
study, the factor means and factor variances are set to zero and unity, respectively, for 
giving the origin and metric of the factor. All thresholds and loadings across classes 
are estimated. From an IRT perspective, a similar parameterization is often applied 
for identification purposes. For example, in the 2PL-IRT model, the model can be 
identified by adding two types of constraints. One is to fix the origin and metric of the 
latent trait, which is usually done by setting the mean and variance of the latent trait 
to be zero and one, respectively. The other is to impose constraints on the item 
parameters such as assuming ii a  = 1 and 0 ii b (where ia and ib are item 
discrimination and difficulty parameters) or setting one discrimination parameter to 




2.4.2 Confirmatory or Exploratory 
FMM can take two possible factor measurement structures: confirmatory or 
exploratory. Because the current study is not aimed at exploring the structure of the 
data, a confirmatory structure is assumed, which means that information such as the 
number of factors and the relation between the factors and items are the prior 





2.4.3.1 Local Maximum Solutions 
The issue of local maxima has been long known in the method of ML 
(Goodman, 1974), which finds the solutions by maximizing the log-likelihood 
function discussed above. The ML algorithm terminates whenever a small change of 
model parameter estimates decreases the log-likelihood. This aspect of ML makes 
terminations possible at the global maximum or at a local optimal solution. To avoid 
local maxima, multiple sets of starting values are important to use in fitting FMMs 
(Vermunt & Magidson, 2005). It is recommended that the highest log-likelihood 
value should be replicated in at least two final stage solutions, indicating that a good 
solution is obtained (Muthén & Muthén, 1998-2010), though we can never know for 




Failure to converge to a stable solution is often an issue in mixture modeling 
in both ML and Bayesian estimation. A binary outcome makes convergence difficult, 
perhaps due to too little information (Muthén, 2010). In mixture modeling via ML 
estimation, convergence is determined not only by the derivatives of the log-
likelihood but also by the absolute and relative changes in the log-likelihood and the 
changes in the class counts (Muthén & Muthén, 2010). Convergence sometimes can 
be reached by increasing the number of iterations if the program stops before 
convergence due to the specified limited number of iterations or by using the 
preliminary parameter estimates as starting values. The model needs to be modified if 
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new starting values do not help. When an FMM achieves convergence, the solutions 
may still yield a local maxima. Therefore, it is important to use multiple sets of 
starting values during maximization to avoid local maxima and increase the chance of 
obtaining the best solution with the largest log-likelihood in confirmatory FMMs 
(Vermunt & Magidson, 2005). In Mplus, when the model doesn’t converge in ML, 
the program will give a message indicating the program didn’t stop normally. By 
requesting Tech 8, one can check if the highest log-likelihood value is replicated in at 
least two final stage solutions and provide the evidence that the model is converged to 
the global maximum solutions.  
According to McLachlan and Peel (2000), the frequent occurrence of 
nonconvergence or convergence to local maxima can be due to the unbounded 
likelihood function in ML estimation. Class-varying loadings often yield instability, 
which leads to nonconvergence or local solution in FMMs with categorical outcomes. 
This phenomenon has been observed in many simulation studies for FMMs using ML 
estimation (Mann, 2009). Gagné (2004) found that nonconvergence is more likely in 
less restrictive FMMs in which loadings and thresholds are allowed to vary across 
classes. Lubke and Muthén (2007) found that when factor loadings vary across 
classes with indistinct class separation in terms of means, the models tend to be 
unstable and convergence rates may be poor. Hou and Hancock (2010) generated data 
from an IRT perspective and found relatively higher nonconvergence rates when item 
discrimination parameters varying across classes. With real data, the class-invariant 
loadings are often sufficient and used in behavioral science and educational 
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measurement (Clark, 2010; Jiao et al., 2010a, 2010b; Muthén, 2006; Muthén & 
Asparouhov, 2006).  
Nonconvergence is also an issue for FMMs via Bayesian inference. To 
identify nonconvergence, it is recommended in Mplus to check whether the 
Proportional Scale Reduction (PSR) factor is close enough to 1 for each parameter 
(Asparouhov & Muthén, 2010b; Gelman et al., 2004; Gelman & Rubin, 1992). A 
value of 1.1 or less for all parameters indicates that the model converges (Gelman et 
al., 2004). As mentioned above, the iterative process produces a Markov chain of 
values drawn from the posteriors which are referred to as a chain. To judge 
convergence, the PSR compares the parameter variation within a chain to that across 
chains to make sure that the different chains do not converge to different values. 
Because it is possible that the PSR value may go up after a number of iterations, in 
order to gain further evidence of convergence, a longer chain is recommended 
(Asparouhov & Muthén, 2010a), especially for complex models like FMMs.  
 
2.4.3.3 Label Switching 
Arbitrary switching or assignment of class labels in mixture modeling is a 
wellknown issue and big problem in simulation study because the estimates cannot be 
meaningfully aggregated. There are several strategies to avoid the label switching 
issue. We followed the strategy for mixture modeling suggested by Asparouhov and 
Muthén (2010a) by introducing parameter constraints (inequalities) among the model 
parameters to constrain the classes, which does not mean the model is constrained but 
merely prevents the flipping of the labels across classes. Label switching often 
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happens when the classes are less distinguished, for example, if the classes are not 
well separated in terms of the mean, or if the parameters of the models of the classes 
are not so different. Also, it is more likely to happen when the sample size is small. In 
summary, label switching tends to happen when the sample size is small and/or the 
model parameters are not well distinguished across classes. Nylund et al. (2007) 
avoided label switching in their simulation study by specifying starting values equal 
to parameter generating values. This should be an alternative strategy for label 
switching in simulation studies.        
 
2.5 Software Packages 
There are three software packages that can handle factor mixture modeling or 
mixture IRT modeling with categorical outcomes. Mplus 6 (Muthén & Muthén, 2010) 
is the only one that can handle FMMs via both ML and Bayesian estimation methods. 
Both probit and logit links are available in ML estimation. Only the probit link is 
available in Mplus 6.1 when fitting FMMs via Bayesian estimation. The mdltm 
software (von Davier, 2005) can conduct mixture 1 Parameter Logistic (1PL) and 2 
Parameter Logistic (2PL) IRT modeling via marginal ML estimation. And WinBUGS 
software (Spiegelhalter, et al, 2000) can handle mixture 1PL, 2PL and 3 Parameter 
Logistic IRT modeling via Bayesian inference. WINMIRA 2001 (von Davier, 2001) 





Chapter 3: Method 
 
The main purpose of the simulation in the dissertation is to compare the two 
estimation methods (ML and Bayesian) in fitting the FMMs. This is investigated by 
comparing the performance of FMMs through the two estimation approaches in a 
Monte Carlo simulation where the sample data with known population parameters are 
generated. In this chapter, the descriptions of both data generating and data analysis 
models are provided along with the explanations of the manipulated and constant 
factors in the simulation study, followed by descriptions of varied simulation 
conditions and the criteria for evaluating the results. Because the goal of the study is 
not to explore the structure of the data, confirmatory analyses are conducted when we 
analyze the generated data. The number of factors and latent classes, the relation 
between the factors and items, and whether model parameters are class-specific are 
considered as the prior knowledge before the analyses. All the datasets are generated 
and analyzed in Mplus 6.1 (Muthén & Muthén, 2010) and SAS 9.0. 
 
 
3.1 Data Generating Models 
Figure 3-1 illustrates the general FMMs considered in the data generating in 
this study. The letter c stands for the categorical latent class variable with K classes. 
The letter f represents the continuous latent factor. The binary indicators are 
represented by the boxes Item1 to Itemv , where v is the number of items with binary 
outcomes. The arrows from the latent class variable c only point to the items 
indicating that the distinction of latent groups only depends on the perspective of item 
thresholds or difficulties. The arrows from the factor to the items indicate that the 
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factor is indicated by the these binary variables. The arrow pointing to the factor f 
indicates the variance of the factor may be modeled. In summary, the factor loadings 
are class-invariant whereas the item thresholds are noninvariant across classes in the 
data generating models. In practice, the class-invariant loadings are widely used in 
behavioral science and educational measurement (Clark, 2010; Jiao, et al., 2010a, 
2010b; Muthén, 2006; Muthén & Asparouhov, 2006). The factor means and 
covariance matrices can be class-invariant or noninvariant, depending on the previous 
knowledge or theory. However, when distributions of latent factors are different 
across classes, the difference between discrepancies in item difficulties across latent 
classes might be confounded with the difference between the latent factors 
(Kelderman & Macready, 1990). In the current study, the distribution of the factor is 
not varying across classes in the generated models. 





Binary outcomes are generated in the study, which is quite common in the 
behavioral sciences and measurement. Binary outcomes provide limited information 
in estimation compared with continuous variables (Asparouhov & Muthén, 2010b). 
Unknown class membership makes the estimation more difficult. For each simulation 




 f   c 
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estimating FMM with binary outcomes, especially when 50 random starts values are 
required for each replication. The similar number of replications and random starts 
are often found in other simulations on mixture modeling, especially with categorical 
outcomes that reasonably well served the purposes of those simulations (Dai, 2009; 
Jiao, et al., 2010a, 2010b, Li et al., 2009; Lubke, 2006).          
Some conditions in the simulation are kept constant, given that it is not 
feasible to investigate all possibilities in a reasonable time frame. In the current study, 
16 binary datasets were generated under different unidimensional factor mixture 
models with two latent classes of equal class proportions. Then 16 confirmatory data 
analysis models are fitted via different estimation methods (i.e., ML and Bayesian 
with 3 sets of priors), resulting in 64 investigated conditions in total.  
The latent traits of the individuals are normally distributed with a mean of 
zero and variance of one in both latent classes, because the current study is designed 
to investigate the performance of ML and Bayesian methods in recovering the factor 
loadings and threshold parameters across classes. Without separation in mean 
structure across classes, the difference between discrepancies in item parameters 
across latent classes would not confound with the difference between the latent 
factors. This study can provide useful information for the studies such as DIF, 
measurement invariance and detecting latent groups who use different strategies to 
solve test items in the presence of an invariant mean structure of latent factors.  In 
addition, this specification tends to make the convergence in the model estimation 
more difficult than one in which the means of latent groups are distinctly separated 
(Dai, 2009). In other words, it is expected that the convergence in the estimation 
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would take less time with higher convergence rate if there is larger mean separation 
as well as distinct item parameters across classes than the simulation conditions in the 
current study.  
 
 
3.1.1 Manipulated Factors in the Simulation Study 
The most important factor manipulated in the study is the estimation method. 
Both ML and Bayesian inference are employed to fit the FMMs. In Bayes runs, we 
use three different normally distributed, weakly informative priors for loading and 
threshold parameters in fitting FMMs given that the model estimates are on the probit 
scale. Normally distributed priors are widely used for loadings and threshold 
parameters in the literature, and they do a reasonable job in providing the accurate 
and stable estimates. Noninformative priors are conventionally employed in the vast 
of literature on Bayesian inference. However, weakly informative priors are 
recommended and used by Gelman et al. (2008a) and Asparouhov and Muthén 
(2010b) for logistic or probit regression with binary outcomes. For detailed reviews 
of the priors used for Bayesian estimation, see the previous chapter. The threshold 
parameters are usually within the range of   2, which correspond to the item 
difficulty parameters of range of   2.5 given the investigated factor loadings of 0.8 
and 0.4 in the current study.  The loading of 0.8 is a relative high loading for FMMs 
with categorical outcomes. In the current study, the priors of N(0,10
5
), N(0, 5), and N 
(0, 1) are chosen to represent noninformative and weakly informative priors for the 
model parameters. Table 3-1 shows the priors’ variance and their 90% and 95% 
limits.   
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Table 3-1. Priors for loadings and thresholds and corresponding 90% & 95% limits 
 
Variance 90% limits 95% limits 
1  1.64  1.96 
5  3.68  4.38 
10
5
  ∞  ∞ 
 
Another manipulated factor is the number of indicators within each class. 
Some researchers believe that with a larger number of indicators, more information 
can be used in the estimation procedure, resulting in less biased estimates. For 
example, Marsh et al. (1998) and Gagné and Hancock (2006) found that parameter 
estimates were less biased via ML estimation as the number of indicators per factor 
increased with sample size held constant. Li et al. (2009) found that the estimates 
were less biased as test length increased for mixture 2PL IRT models via Bayesian 
estimation. On the other hand, Asparouhov and Muthén (2010b) pointed out that 
having a large number of indicators is more challenging than one would expect in 
MCMC and good estimates need a large sample size when the number of indicators is 
large (Asparouhov & Muthén, 2010b). The values such as 8, 10, 15, 30, and 36 for 
the number of indicators per factor have been applied in various FMMs and mixture 
IRT simulation studies (Dai, 2009; Jiao & von Davior, 2010; Li et al., 2009; Mann, 
2009; Nylund et al., 2007). In this study, we evaluate the impact of the number of 
indicators on the estimates by simulating a medium number of indicators (the number 
of items is 30) and a small number of indicators (the number of items is 8) for the one 
factor in testing context.   
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The third manipulated factor is the sample size. Four different sample sizes 
are chosen in the study in the hope of finding the trend of the changes in estimation 
accuracy as the sample size increases. As seen in the last chapter, in the Bayesian 
framework various noninformative priors are used for the loadings and threshold; 
however, in most studies the sample sizes were large and the effect of the priors on 
estimation was very small. Relatively small sample sizes were not studied. Muthén 
and Asparouhov (2010) explored the conditions with a small sample size of 50 to 500 
for factor analysis modeling with binary outcomes in Bayesian analysis. Sample sizes 
of 200, 500, and 1000 were used in a Monte Carlo simulation for a similar FMM with 
binary data in ML estimation (Nylund et al., 2007). Sample sizes of 1,000 and 5,000 
were used in mixture 1PL mixture model in ML and Bayesian runs, respectively (Dai, 
2009; Jiao, 2010a, 2010b), and sample sizes of 600 and 1,200 were used in Li’s paper 
(Li et al., 2009) for 2-PL mixture IRT model via Bayesian estimation. In this study, a 
pilot study showed that a sample size of 500 is sufficient for successful convergence 
when the number of indicators is 8. Therefore, we use a sample size of 500 as the 
starting point, and sample sizes of 1,000, 2,000, and 5,000 are also investigated. We 
also hope that at least a range of sample sizes can be found at which there is not much 
difference between ML and Bayesian estimation performance in fitting FMMs. 
The impact of the magnitude of loadings on parameter recovery and 
classification is also investigated in the current study. Previous research showed that 
increases in loading magnitude usually tend to yield less biased model parameter 
estimates for confirmatory FA models with ML estimation (Gagné & Hancock, 
2006). In the current study, the values of 0.8 and 0.4 are used to represent different 
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magnitudes of loadings in the factor models, which correspond to the values of 0.8 
and 0.4 item discrimination parameters in mixture 2PL IRT models when residual 
variances are fixed at 1 by Mplus. The threshold parameters in FMMs are chosen at 
the values of  0.5. Recall the Equation (2-22), thus the corresponding values of the 
item difficulty parameters are  1.25 and   0.63 in mixture 2PL IRT models.  
Table 3-2. Simulation conditions  
Condition Sample size Estimation method # of items Magnitude 
of loadings 
1 500 ML 8 .8 
2 500 Bayes prior ~N(0,1) 8 .8 
3 500 Bayes prior~N(0,5) 8 .8 
4 500 Bayes prior~N(0,10
5
) 8 .8 
5 1000 ML 8 .8 
6 1000 Bayes prior~N(0,1) 8 .8 
7 1000 Bayes prior~N(0,5) 8 .8 
8 1000 Bayes prior~N(0, 10
5
) 8 .8 
9 2000 ML 8 .8 
10 2000 Bayes prior~N(0,1) 8 .8 
11 2000 Bayes prior~N(0,5) 8 .8 
12 2000 Bayes prior~N(0, 10
5
) 8 .8 
13 5000 ML 8 .8 
14 5000 Bayes prior~N(0,1) 8 .8 
15 5000 Bayes prior~N(0,5) 8 .8 
16 5000 Bayes prior~N(0, 10
5
) 8 .8 
17 500 ML 8 .4 
18 500 Bayes prior ~N(0,1) 8 .4 
19 500 Bayes prior~N(0,5) 8 .4 
20 500 Bayes prior~N(0, 10
5
) 8 .4 
21 1000 ML 8 .4 
22 1000 Bayes prior~N(0,1) 8 .4 
23 1000 Bayes prior~N(0,5) 8 .4 
24 1000 Bayes prior~N(0, 10
5
) 8 .4 
25 2000 ML 8 .4 
26 2000 Bayes prior~N(0,1) 8 .4 
27 2000 Bayes prior~N(0,5) 8 .4 
28 2000 Bayes prior~N(0, 10
5
) 8 .4 
29 5000 ML 8 .4 
30 5000 Bayes prior~N(0,1) 8 .4 
31 5000 Bayes prior~N(0,5) 8 .4 
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32 5000 Bayes prior~N(0, 10
5
) 8 .4 
33 500 ML 30 .8 
34 500 Bayes prior~N(0,1) 30 .8 
35 500 Bayes prior~N(0,5) 30 .8 
36 500 Bayes prior~N(0, 10
5
) 30 .8 
37 1000 ML 30 .8 
38 1000 Bayes prior~N(0,1) 30 .8 
39 1000 Bayes prior~N(0,5) 30 .8 
40 1000 Bayes prior~N(0, 10
5
) 30 .8 
41 2000 ML 30 .8 
42 2000 Bayes prior~N(0,1) 30 .8 
43 2000 Bayes prior~N(0,5) 30 .8 
44 2000 Bayes prior~N(0, 10
5
) 30 .8 
45 5000 ML 30 .8 
46 5000 Bayes prior~N(0,1) 30 .8 
47 5000 Bayes prior~N(0,5) 30 .8 
48 5000 Bayes prior~N(0, 10
5
) 30 .8 
49 500 ML 30 .4 
50 500 Bayes prior~N(0,1) 30 .4 
51 500 Bayes prior~N(0,5) 30 .4 
52 500 Bayes prior~N(0, 10
5
) 30 .4 
53 1000 ML 30 .4 
54 1000 Bayes prior~N(0,1) 30 .4 
55 1000 Bayes prior~N(0,5) 30 .4 
56 1000 Bayes prior~N(0, 10
5
) 30 .4 
57 2000 ML 30 .4 
58 2000 Bayes prior~N(0,1) 30 .4 
59 2000 Bayes prior~N(0,5) 30 .4 
60 2000 Bayes prior~N(0, 10
5
) 30 .4 
61 5000 ML 30 .4 
62 5000 Bayes prior~N(0,1) 30 .4 
63 5000 Bayes prior~N(0,5) 30 .4 
64 5000 Bayes prior~N(0, 10
5
) 30 .4 
 
 
The five manipulated factors result in a total of 64 simulation conditions. 
Table 3-2 shows each combination of the manipulated factors. Table 3-3 summarizes 
the constant and manipulated factors in this study. Tables 3-4 to 3-7 are the model 
specifications for data generating when the number of items are eight and thirty 
across all the sample sizes.  
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Sample size 500, 1000, 2000, 5000 
Replication  25  
Number of items 8, 30 
Population number of classes 2 
Class proportion 50%:50% 
Estimation  ML, Bayes 
Priors for Bayes Loading and threshold : 3 different priors 









Class 1 Class 2 
Class size 50% 50% 
Factor variance 1 1 
Factor means 0 0 
Item    b) λ  (a)    b) λ (a) 
1 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
2 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
3 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
4 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
5 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
6 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
7 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 









Class 1 Class 2 
Class size 50% 50% 
Factor variance 1 1 
Factor means 0 0 
item    b) λ  (a)    b) λ (a) 
1 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
2 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
3 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
4 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
5 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
6 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
7 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 









Class 1 Class 2 
Class size 50% 50% 
Factor variance 1 1 
Factor means 0 0 
Item    b) λ  (a)    b) λ (a) 
1 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
2 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
3 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
4 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
5 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
6 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
7 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
8 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
9 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
10 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
11 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
12 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
13 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
14 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
15 .5 (.63) .8 (.8) -.5 (-.63) .8 (.8) 
16 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
17 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
18 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
19 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
20 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
21 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
22 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
23 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
24 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
25 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
26 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
27 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
28 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 
29 -.5 (-.63) .8 (.8) .5 (.63) .8 (.8) 














Class 1 Class 2 
Class size 50% 50% 
Factor variance 1 1 
Factor means 0 0 
Item    b) λ  (a)    b) λ (a) 
1 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
2 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
3 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
4 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
5 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
6 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
7 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
8 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
9 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
10 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
11 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
12 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
13 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
14 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
15 .5 (1.25) .4 (.4) -.5 (-1.25) .4 (.4) 
16 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
17 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
18 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
19 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
20 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
21 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
22 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
23 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
24 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
25 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
26 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
27 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
28 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 
29 -.5 (-1.25) .4 (.4) .5 (1.25) .4 (.4) 







3.2 Data Analysis Models 
Starting values which are equal to population values are also given to the 
estimated parameters as the basis for the perturbation tht is done in estimation. Given 
that the outcome variable is binary, which makes estimation relatively time-
consuming, fifty sets of random starts are applied with ten iterations for each set in 
ML estimation as the basis for the perturbation that is done in estimation, consistent 
with previous research (Lubke & Muthén, 2007; Lubke & Neale, 2006, 2008; Mann, 
2009).  
A total of 2,500 burn-in iterations are suggested for the 1PL and 2PL mixture 
model conditions by Gelman and Rubin (1992). Because it is observed that the PSR 
value may go up after q iterations (Muthén & Asparouhov, 2010) before achieving 
the stable PSR value, in the Bayesian runs of the current study 50,000 iterations with 
the first half as a burn-in phase are conservatively required to ensure real convergence 
in pilot study for 8 conditions with 30 items, though a much lower number of 
iterations were found in many previous studies (Dai, 2009; Gelman & Rubin, 1992; 
Li et al., 2009). It was found that 10,000 iterations is sufficient for model 
convergence in the pilot study, therefore, 10,000 iterations was finally used for all the 
conditions in the main study.  
A confirmatory structure is assumed in the study, in that the number of 
factors, the relation between the factor and items, and whether model parameters are 
class-specific or class-invariant are known before the analyses. In the analysis 
models, factor means are constrained to be equal across classes and set to zero for 
giving the origin of the factor (Clark, 2010; Mann, 2009; Muthén, 2008; Yung, 1997), 
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which means there is no mean separation across two classes in a real scenario. In 
addition, the factor variance is fixed to the true value of one for each class to provide 
a metric for the factor. All thresholds and loadings are free to be estimated except the 
constraint of equal loadings across classes.        
  
3.3 Evaluation of Estimation Outcomes 
The study compares the two estimation methods not only by providing 
theoretical backgrounds of the two estimation methods but more importantly by 
evaluating estimation outcomes that include the analyses of parameter recovery and 
classification accuracy.  
 
3.3.1 Parameter Recovery 
Bias, relative bias, and standard error (SE) are used in the recovery analysis 
for comparison.  
The bias of an estimator, as a measure of the accuracy of the parameter 
estimate, is the difference between an estimator's expected value and the true value of 
the parameter being estimated. For ML estimates, it can be expressed as  
                      . (3-1) 
And for Bayesian estimates, 
                            .  (3-2) 
The relative bias of an estimator is the value of bias divided by the true value 
of the parameter, and can be calculated as  
                
      
     
   (3-3) 
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And for Bayesian estimates 
                  
         
     
   
 (3-4) 
The standard error (SE) is a measure of the stability of estimation. Suppose n 
is the number of replications, SE for the ML estimator for model parameter   for each 
item is defined as 
      
 
   
             
 
   . (3-5) 
And for the Bayes estimator, SE for each item is defined as 
 
         
 
   
                   
 
   . (3-6) 
 
 
3.3.2 Classification Accuracy 
The estimated class memberships based on posterior class probabilities are 
compared to the population values. Classification accuracy is investigated in terms of 
both the average percentage of correct classification in each condition and scatterplots 






Chapter 4: Results 
 
The study compares the estimation methods not only by providing theoretical 
backgrounds of the two methods but more importantly by evaluating estimation 
outcomes that include the analyses of parameter recovery and classification accuracy.  
 
 
4.1 Parameter Recovery 
Bias, relative bias, and standard error (SE) are used in the recovery analysis 
for the comparison purposes. Bias and relative bias reflect the difference between the 
estimated and the true value of the parameters. SE measures the stability of the 
estimation. Appendix A Tables A-1 to A-3 show the averages of biases, relative 
biases and SEs of the model parameters estimates over the items in the total of 64 
investigated conditions. 
Figures 4-1 to 4-6 reflect the difference of the averages of biases and SEs over 
items among the estimation methods given different combination of three 
manipulated factors (i.e. the number of items, magnitude of loadings and sample 
size). These combinations are represented by 16 numbers in the horizontal axis in 
Figures 4-1 to 4-6, which are divided into 4 cohorts of sample sizes in Table 4-1. In 
each cohort the sample size orders from 500, 1000, 2000 to 5000. In these 6 figures, 
Bayes1 represents the Bayesian estimation with weakly informative prior of N(0, 1), 
Bayes2 the Bayesian estimation with weakly informative prior of N(0, 5),  and 






Table 4-1. Combination of manipulated factors 
Cohort number combination 
1 1~4 8 items & 0.8 loading 
2 5~8 8 items & 0.4 loading 
3 9~12 30 items & 0.8 loading 
4 13~16 30 items & 0.4 loading 
 






















Combinations of manipulated factors
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Combinations of manipulated factors
48 
 
Based on Figures 4-1 to 4-3, the general findings for the averages of biases of 
both loadings and thresholds are:  
(1) When the sample size increases, the bias decreases. The bias is large when 
sample size is small for each cohort. It is especially the case when the 
number of item is 8.   
(2) When number of items increases, the bias tends to decrease. The bias is 
large when the number of items is 8. It is especially the case when the 
sample size is 500 and 1000. 
(3) Estimation methods make differences in term of the bias for most 
conditions. Bayesian with noninformative priors generally yield larger 
bias than other estimation methods especially when the loading is 0.4 and 
the number of items is 8. When number of items is 30, the biases from 
different estimation methods are very close for threshold estimates. 
(4) Loading bias is more influenced by estimation methods than threshold bias 
is, especially for the conditions with 8 items. 
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Figure 4-4. SE of loading
 
 


















































Figure 4-6. SE of class 2 threshold 
 
 
Based on Figures 4-4 to 4-6, the general findings for the SE of loadings and 
thresholds over items are:  
(1) When sample size increases, the SE decreases. The SE is large when 
sample size is small for each cohort. Threshold SE is less influenced by 
sample size when the number of items is 30 than the ones with 8 items. 
(2) When number of items increases, the SE decreases. The SE is large when 
the number of items is 8. This is especially true when the sample size is 
500 and 1000. 
(3) Estimation methods make a difference in terms of SEs when the number of 
items is 8. Bayesian with noninformative priors generally yield bigger SEs 
than other estimation methods when the loading is 0.4. ML yields larger 
























Combinations of manipulated factors
51 
 
number of items is 30, the SEs from the different estimation methods are 
very close. 
(4) Loading SEs are more influenced by estimation methods than threshold 
SEs in Bayesian estimation, especially for the conditions with 8 items. A 
noninformative prior tends to produce the largest SE and a prior of N(0,1) 
the smallest SE in the cohort 2.  
 
In the following sections, the further comparisons among the estimation 
methods in terms of relative biases of loading and threshold estimates are discussed.   
 
4.1.1 Recovery of Loading Parameters 
Figures 4-7 to 4-10 give some examples of visual illustrations on how well the 
parameters are recovered by ML and Bayesian estimation methods in 4 different 
manipulated conditions. For the graphs of all other investigated conditions, see 
Appendix B.  
In all these figures, the solid blue curve represents the estimates from ML 
methods; the solid green curve represents the calibration from Bayesian methods with 
weakly priors of N(0, 1); the solid purple curve stands for the estimates from 
Bayesian methods with priors of N(0,5), and dotted red curve are the estimates from 
Bayesian with noninformative priors. The horizontal axis is item number, and the 
vertical axis is relative bias. Figures B-1 to B-8 depict the results from the conditions 
in which the number of items is 8, and Figures 4-7 to 4-10 and B-25 to B-28 display 
the results from the conditions in which the number of items is 30.  
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When sample size is relatively small (e.g., 500) and the number of item is 30, 
ML generally tends to yield less biased loading estimates than Bayesian estimation. 
As the sample size increases, the difference of relative bias between ML and 
Bayesian decreases; when the sample size is 5000, the differences in relative bias are 
hardly inspected visually. Among the Bayesian methods, the priors of N (0, 1) yield 
estimates with smaller relative biases than the priors of N(0,5) do, and the priors of 
N(0,5) yield smaller relative biases than the noninformative priors do. In addition, the 
larger the sample sizes are, the less biased the loading estimates are for both ML and 
Bayesian methods.  
When the number of items is 8, the performance differences among estimation 
methods are not as obvious as the ones with 30 items, which are shown in the 
Appendix B Figures B1 to B8. However, it is clear that as the sample size increases, 
the relative biases of loading parameters decrease with all the estimation methods.  
The magnitude of loadings affected the parameter estimates of loadings in two 
ways. First, in ML estimation, the sign of loading estimates flipped frequently with a 
true value of 0.4, which is not a problem for the conditions with a true value of 0.8. In 
other words, if the values of loading parameters are around or below medium such as 
0.4 in the current study, the flipping of the loading signs is very likely in ML. If one 
ignores the occurrence of it in simulations, ML bias for loading parameters would be 
inflated due to their sign flipping. However, in Bayesian estimation, the flipping 
never happened in the investigated conditions. Second, the magnitude of loadings 
appears to impact the relative biases of estimates for all the estimation methods with 
small sample size, though it seems not to make any estimation method superior. For 
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the conditions with 8 items, when sample size is as small as 500, the relative biases in 
the conditions with low magnitude of loadings tend to be larger than those with high 
magnitude of loadings (e.g., Appendix Figure B1 vs. B5). For the conditions with 30 
items, high magnitude of loadings tends to yield less biased estimates than low 
magnitude of loadings (e.g. Figure 4-9 vs. B-27). 
 
Figure 4-7. Relative bias of loading for each item when N = 500, loading = 0.8 and 
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Figure 4-8. Relative bias of loading for each item when N = 1000, loading = 0.8 and 
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Figure 4-9. Relative bias of loading for each item when N = 2000, loading = 0.8 and 
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Figure 4-10. Relative bias of loading for each item when N=5000, loading=0.8 and 
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Besides visual inspection for the performance difference among the estimation 
methods, four-way ANOVA (sample size * number of items * magnitude of loading * 
estimation method) on the averaged relative bias of loading parameters over items was 
conducted. All main and interaction effects were included in the following analyses 
and the follow-up tests were focused on the significant effects related to the estimation 
methods.  Three significant effects were found: a significant main effect of estimation 
methods, F(3, 1492) = 7.039, p < 0.01,   
 = 0.014; a significant main effect of sample 
sizes, F(3, 1492) = 10.722, p< 0.01,   
 = 0.021; and a significant interaction of 
estimation methods by sample sizes, F(9, 1492) = 2.675, p < 0.01,   
 = 0.016. In order 
to compare the different estimation methods, four one-way ANOVAs on the average 
relative bias across items at each level of sample size were conducted and results can 
be found in Table 4-2. 
 
Table 4-2 One-way ANOVAs for impact of estimation method on four levels of 
sample sizes on Relative Bias of Loadings 
Sample size F P   
   
500 F(3, 373) = 4.324 0.005 0.034 
1000 F(3, 382) = 2.777 0.041 0.021 
2000 F(3, 390) = 1.356 0.256 0.010 
5000 F(3, 394) = 0.188 0.904 0.001 
 
For sample size of 500, Tukey post-hoc comparison of the estimation methods 
indicates that the ML estimation method (M = -0.0083, 95% CI [-0.0321, 0.0154]) 
performed significantly better than the Bayesian method with noninformative priors 
(M = 0.0673, 95% CI [0.0187, 0.1159]), p = 0.002. The comparisons of other pairs of 
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estimation methods were not statistically significant at p < 0.05. For sample size of 
1000, Tukey post-hoc comparisons among the estimation methods didn’t show any 
significant result, though the ML method (M = -0.0207, 95% CI [-0.0522, 0.0108]) 
marginally non-significantly outperformed the Bayesian method with noninformative 
priors (M = 0.0119, 95% CI [0.0032, 0.0206]), p = 0.052. 
 
4.1.2 Recovery of Class 1 Threshold Parameters 
One can tell the performance difference among the different estimation 
methods from the following Figures 4-11 to 4-14 especially when sample size is 500 
and 1000. However, compared with loading parameters, the difference between ML 
and Bayesian recovery of thresholds parameters are much less influenced by the 
change of sample sizes, though as the sample size increases the relative biases of 
estimates greatly decreases and very close to each other among all the estimation 
methods. For the details, see Figures 4-11 to 4-14, Appendix B Figures B9 to B16, 
and B29 to B32. 
The relative biases are generally larger in the conditions with 8 items than the 
ones in the conditions with 30 items, especially when sample size is small such as 500 
and 1000 (e.g., Figures 4-12 vs. Appendix B Figure B10). With 30 items, the 
performance difference among the estimation methods is very small. 
It is also found in the graphs that the magnitude of loadings affected the 
parameter estimates in some conditions. When sample size and number of item are 
small, say, 500 and 8 respectively, the relative biases in the conditions with low 
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magnitude of loadings tend to be larger than those with high magnitude of loadings 
(e.g., Appendix B Figures B9 vs. B13). 
 
Figure 4-11. Relative bias of class 1 threshold for each item when N = 500, loading = 











1 6 11 16 21 26
























Figure 4-12. Relative bias of class 1 threshold for each item when N = 1000, loading 
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Figure 4-13. Relative bias of class 1 threshold for each item when N = 2000, loading 
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Figure 4-14. Relative bias of class 1 threshold for each item when N = 5000, loading 
= 0.8 and number of items = 30 
 
 
Four-way ANOVA (sample size * number of items * magnitude of loading * 
estimation method) on the averaged Relative Bias of class 1 threshold parameters 
over items was conducted. Estimation method has a non-significant main effect on 
the relative bias of the class 1 threshold, F(3, 1492) = 1.351, p > 0.05,   
 = 0.003. The 
sample size main effect is significant, F (1, 1492) = 3.548, p < 0.05,   
 = 0.007. The 
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0.01,   
 = 0.012. Since the focus of the study is the comparison of estimation 
methods, no further analyses were conducted given the non-significant main effect 
and interaction related to estimation methods.  
 
4.1.3 Recovery of Class 2 Threshold Parameters 
Figures 4-15 to 4-18, B17 to B24, and B33 to B36 in Appendix B are the 
visual illustrations of the performance comparison among the estimation methods in 
terms of the relative bias of Class 2 threshold parameters. The relative biases were 
comparable under most conditions among all the estimation methods. Similar with the 
results of Class 1 threshold parameters, the difference between ML and Bayesian 
recovery of thresholds parameters tends to be less influenced by sample sizes 
compared with recovery of loading parameters, although as the sample size increases 
the relative biases of estimates greatly decrease and very close to each other among 
all the estimation methods at sample size of 2000 and 5000.  
The relative biases are generally larger in the conditions with 8 items than the 
ones with 30 items, especially when sample size is small such as 500 and 1000 (e.g., 
Figure B-21 vs. B-29).  
The higher loading yields lower relative bias of the class 2 threshold 
parameter estimates in the conditions with 8 items and a sample size of 500 (e.g. 





Figure 4-15. Relative bias of class 2 threshold for each item when N = 500, loading = 
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Figure 4-16. Relative bias of class 2 threshold for each item when N = 1000, loading 
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Figure 4-17. Relative bias of class 2 threshold for each item when N = 2000, loading 
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Figure 4-18. Relative bias of class 2 threshold for each item when N = 5000, loading 
= 0.8 and number of items = 30 
 
 
Four-way ANOVA (sample size * number of items * magnitude of loading * 
estimation method) on the averaged Relative Bias of class 1 threshold parameters 
over items was conducted. Estimation method has a non-significant main effect on 
the relative bias of the class 2 threshold, F(3, 1492) = 1.424, p > 0.05,   
 = 0.003. The 
main effect of the number of items is significant, F(1, 1492) = 17.901, p < .01,   
 = 
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no further analyses were conducted given the non-significant main effect and 
interaction associated with estimation methods.  
 
4.2 Classification Accuracy 
The mixing proportion parameters are very well estimated in all the 
conditions. The average of mixing proportion estimates across replications in each 
condition are exactly the same with the population value of 50% when they are 
rounded to two digits numbers.  
The estimated class memberships based on class probabilities are compared to 
the population values in terms of average percentage of correct classification in each 
condition. Table 4-3 shows the average percentage of classification accuracy for each 
condition. The difference between all estimation methods in terms of percentage of 
correct classification is less than 1% for most conditions. For the conditions with 8 
items, the sample size of 500 and 1000, and the magnitude of loading 0.4, the 
difference between all estimation methods in terms of the percentage is less than 5%.  
Recall that Table 4-1 represents 16 different combinations of manipulated conditions 
in the simulation.  Figure 4-19 show that estimation methods almost result in the 
almost same percentage of correct classification except when there are low loading, 




Figure 4-19. Percentage of correct classification 
 









500 0.8111 0.8170 0.8157 0.8148 
1000 0.8134 0.8191 0.8204 0.8205 
2000 0.8204 0.8235 0.8235 0.8239 
5000 0.8235 0.8232 0.8235 0.8231 
0.4 
500 0.8211 0.8469 0.8010 0.8278 
1000 0.8412 0.8487 0.8337 0.8342 
2000 0.8519 0.8530 0.8530 0.8529 
5000 0.8530 0.8536 0.8530 0.8536 
30 
0.8 
500 0.9656 0.9665 0.9658 0.9661 
1000 0.9655 0.9656 0.9654 0.9653 
2000 0.9647 0.9643 0.9641 0.9640 
5000 0.9646 0.9644 0.9643 0.9642 
0.4 
500 0.9829 0.9825 0.9826 0.9828 
1000 0.9825 0.9822 0.9822 0.9823 
2000 0.9825 0.9823 0.9823 0.9823 



































Four-way ANOVA (sample size * number of items * magnitude of loading * 
estimation method) on the ARCSIN square root of proportion of correct classification 
(Radian) was conducted and four significant effects were found: a significant main 
effect of the magnitude of loadings, F(1, 1492) = 610.859, p < 0 .01,   
 = 0.290; a 
significant main effect of the sample sizes, F(3, 1492) = 3.493, p < 0 .05,   
 = 0.007; a 
significant interaction of the magnitude of loadings by the number of items, F(1, 
1492) = 34.883, p< 0.01,   
 = 0.023; and a significant interaction of the sample size 
by the number of items, F(3, 1492) = 13.209, p< 0.01,   
 = 0.026. The estimation 
methods do not have any significant effect on the classification accuracy, F(3, 1492) 
= .566, p< 0.05,   
 = 0.001.  
Classification accuracy is also investigated by inspecting scatter-plots of the 
estimated class probabilities in select conditions. As representatives of all 
investigated conditions, eight conditions with 30 items are selected with sample sizes 
of 500 and 5000, loadings 0.4 and 0.8 using ML and Bayesian estimation with 
noninformative priors. Figure 4-20 contains the scatter plots of the class probabilities 
of belonging to the correct latent classes. It can be seen that ML and Bayesian 
perform slightly differently to some degree with different sample sizes. The points in 
the scatterplots falling around 0.5 in probability scale indicate difficulty in 
distinguishing between the latent classes, and points at extreme values of 0 and 1 
indicate perfect certainty in classifying individuals.  Figure 4-20 shows that when 
sample size is small, probability estimates are more distinguishable around 
probability of 0.5 in ML than those in Bayesian methods. When sample size increases 
to 5000, Bayesian estimation shows more spread-out pattern (i.e. more certainty) 
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around probability of 0.5 but is a bit less successful in moving estimates around the 
ideal probability values of 0 and 1 compared with ML methods.   
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4.3 Convergence Rates 
Convergence rates for each investigated conditions are reported in the Table 
4-4. The lower convergence rates occurred in the conditions with small number of 
indicators and low magnitude of factor loadings. In general, larger number of 
indicators, higher magnitude of loadings, and larger sample size result in higher 
convergence rate. Given the same data set, Bayesian methods tend to have lower 
convergence rates than ML estimation method when there are a small number of 
indicators.  
 









500 100 92 100 96 
1000 100 84 92 88 
2000 100 96 96 96 
5000 100 100 96 100 
0.4 
500 100 64 84 72 
1000 100 92 92 96 
2000 100 96 96 96 
5000 100 100 96 100 
30 
0.8 
500 100 100 100 100 
1000 100 100 100 100 
2000 100 100 100 100 
5000 100 100 100 100 
0.4 
500 100 100 100 100 
1000 100 100 100 100 
2000 100 100 100 100 




Chapter 5: Conclusion and Discussion 
 
 
The current study investigates the relation between FMMs and mixture item 
response theory (IRT) models. The mathematical equivalence between the IRT 
Graded Response models and FMM with ordered categorical outcomes are proved 
and presented, and conversion formulas between the parameters of FMMs and 
mixture graded-response IRT models in probit format are provided. It is found that 
item discrimination parameter is equal to the value of factor loading parameters 
divided by residual variance, and item difficulty parameters are associated with both 
factor loading and threshold parameters.   
In addition, Bayesian and Maximum Likelihood approaches are compared in 
terms of parameter recovery and classification accuracy. The comparison is based on 
a Monte Carlo simulation. The data were generated under FMMs and the 
confirmatory analyses were conducted. Besides estimation methods which include 
ML and Bayesian with weakly informative and noninformative priors, three other 
factors were manipulated in the simulation: sample size, number of outcome 
indicators, and magnitude of factor loadings. There are four levels of the sample size 
(500, 1000, 2000 and 5000), two levels of the magnitude of factor loading (0.4 and 
0.8), and two levels of the number of items (8 and 30).  
 
5.1 Summary of the Simulation Results  
ML and Bayesian estimation methods perform differently in some 
investigated conditions with respect to recovering item parameters and classifying 
respondents in the manipulated conditions of different combinations of sample size, 
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the number of items and magnitude of factor loadings. In general, for the investigated 
conditions, ML and Bayesian with weakly informative priors perform well with small 
sample size, and that all estimation methods perform well with large sample size. The 
detailed findings on comparison of the estimation methods are as follows: 
(1) Estimation methods perform significantly differently with the different 
sample sizes for loading parameter estimates, though the effect size index 
indicates it is a small effect. When the sample size is small, the ML tends 
to have less-biased estimates than the Bayesian method using 
noninformative prior. As the sample size increases, the superiority of the 
ML over the Bayesian method decreases.  The estimation methods have no 
significant impact on the estimates of threshold parameters.  
(2) When the sample size is small, though the Bayesian estimations with two 
weakly informative priors do not perform significantly differently from 
each other, more informative prior is helpful to some degree in reducing 
the relative bias of the loading estimate. However, the threshold 
parameters and classification accuracy is not associated with how 
informative the prior is in Bayesian estimation as much as loading 
parameter does.  
 (3) When sample size is small, though Bayesian methods with weakly 
informative priors don’t yield significantly lower relative bias than 
Bayesian with noninformative prior, weakly informative priors help 
reduce the relative bias to some degree for loading parameters.  Threshold 
parameter recovery and classification accuracy are not associated with 
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whether Bayesian prior is informative or noninformative as much as 
loading parameter does. 
(4) As sample size increases, the effect of the priors on Bayesian estimation 
tends to be negligible, rendering it comparable to ML in terms of the 
relative bias of parameter estimates. The relative bias of the estimates 
from all estimation methods are very close to each other when sample size 
is large. 
(5) Magnitude of loadings does not have significant impact on relative bias of 
estimates and percentage of correct classification.  Estimation methods 
and magnitude of loadings do not interact each other. The change of 
magnitude of loading does not make estimation methods perform 
differently from each other. 
(6) Though the number of indicators has a significant effect on the relative 
bias and percentage of correct classification, there is no significant 
interaction effect between the number of binary indicators and estimation 
methods.  In other words, the estimation method has no impacts on the 
relative bias of the estimates and percentage of correct classification when 
the number of indicators changes. 
(7) The estimates are influenced by the estimation method with respect to the 
stability of the estimates when there are a small number of indicators.  
Specifically, with high magnitude of loadings the estimates from ML 
methods are less stable with a small number of indicators than Bayesian 
methods; with low magnitude of loadings, the estimates from most 
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informative priors are most stable, followed by ML estimates, and 
Bayesian estimates with noninformative priors have the largest SEs. As 
the number of indicators increasing, there are no differences among the 
estimation methods with respect to the stability of the estimates. 
(8) Classification accuracy is not associated with the estimation method under 
the investigated conditions.  
 
It is also found that there are some factors which do not have interaction 
effects with estimation methods but influence the relative bias and classification 
accuracy. First, the sample size and the number of items have effects on threshold 
parameter estimation. Second, the magnitude of loadings which interacts with the 
number of items has large effect on percentage of correct classification. Third, the 
sample size interacting with the number of items has significant effect on percentage 
of correct classification. 
Flipping of the loading sign in ML often happens when the magnitude of 
loading is low. The flipping never happened in Bayesian estimation in the 
investigated conditions considered in this study. In a simulation study, ignoring it 
may result in exaggeration of ML biases of loading parameters when aggregating 
estimates across replications. Comparing aggregated results of ML with Bayesian 




5.2 Limitation, Recommendations and Future Study 
The current simulation study was limited to the mixture latent classes with 
equal mean structure, which is sometimes the case when studying the DIF. More 
often, latent groups display different latent trait distributions, thus conditions in which 
latent classes have different mean structure would be worth investigating.    
Some population values of the model parameters are chosen at extreme cases 
in the current study. For example, mixing proportion is 50% to 50%. The threshold 
parameters are very neatly varying across classes. The manner latent classes vary is 
sometimes more complicated with real data than the simulated conditions in the 
current study.  Different mixing proportion and pattern of invariant or non-invariant 
thresholds and loadings (or item discrimination and difficulty parameters) across 
classes are also possible investigated factors in the future study.  In addition, the 
starting values in the simulation are set to the population values, which may lead to 
better solutions than what researchers typically find in practice.  
In the current study, Bayesian estimations yield different convergence rates 
from ML method, and Bayesian methods with different priors also lead to different 
convergence rates. The convergence has often been a challenge for mixture modeling. 
It is interesting to investigate further how the convergence is influenced by possible 
factors. Increasing the number of iterations may improve the convergence rate of 
Bayesian methods in some conditions. Further, well-chosen priors may help 
convergence in Bayesian estimation. A more systematically-designed simulation may 
be worth conducting on how factors such as priors impact on the convergence rate.     
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Sign flipping of loading parameters in FMMs are controlled in the current 
study by constraining the values to be positive. By investigating one out of 64 
manipulated conditions, it was found that this constraint on loading parameters did 
not have any impact on the estimates of threshold parameters.  It would be 
meaningful to study whether controlling loading sign flipping has any impact on the 
estimates of latent abilities and other item parameters in various simulation 
conditions.   
It is found that besides estimation methods some factors including interaction 
of the factors may have impact on parameter estimates and individual classification. 
Those are important to study in detail for the practitioners in the future study. 
Finally, based on the result from the current simulation it is recommended for 
FMM or mixture IRT modelers that  
(1) Simulation study should always be conducted before applying specific 
factor mixture or mixture IRT models.  
(2) If sample size is small, ML or Bayesian with weakly informative priors 
methods is strongly recommended.  
(3) Weakly informative priors generally perform better than noninformative 
priors, thus are recommended in the FMMs or Mixture IRT modeling with 
binary outcomes even though when we don’t have prior knowledge of the 
values of model parameters, given the special characteristics of the probit 
and logit regression. 
(4) When sample size is large enough such as 5000, both ML and Bayesian 
methods perform well in parameter recovery and classification. 
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(5) In simulations, the flipping of the loading signs need to be controlled in 
ML estimation. Otherwise, ML bias for loading parameters would be 
overinflated. It is less likely to happen in Bayesian estimation.  
(6) With low loading/discrimination and small sample size, FMM/Mixture 
IRT not recommended. 
(7)  For both ML and Bayesian methods, larger number of indicators, higher 
magnitude of loadings, and larger sample size result in higher convergence 
rates. To deal with non-convergence for a given set of data, if a change of 
convergence criterion is not feasible, one may increase the number of 
iterations, or try different starting values. If both do not work, the model 







Table A-1 Bias, Relative Bias and Standard Error of Loading Estimates 








bias SE Bias 
relative 
bias SE bias 
relative 












0.8 500 0.0040 0.0050 0.0666 0.0054 0.0067 0.0610 0.0197 0.0246 0.0626 0.0276 0.0345 0.0631 
  1000 -0.0127 -0.0158 0.0612 -0.0034 -0.0042 0.0491 0.0049 0.0062 0.0483 0.0071 0.0088 0.0465 
  2000 -0.0041 -0.0051 0.0366 -0.0016 -0.0020 0.0288 0.0011 0.0013 0.0294 0.0020 0.0025 0.0282 
  5000 0.0000 0.0000 0.0202 -0.0011 -0.0013 0.0194 0.0011 0.0013 0.0294 0.0004 0.0006 0.0194 
0.4 500 -0.0164 -0.0410 0.0838 0.0082 0.0204 0.0644 -0.0016 -0.0040 0.1104 0.0690 0.1724 0.2451 
  1000 -0.0248 -0.0423 0.0704 -0.0037 -0.0246 0.0486 -0.0005 -0.0013 0.0492 0.0000 -0.0001 0.0494 
  2000 -0.0045 -0.0112 0.0333 -0.0060 -0.0151 0.0294 -0.0033 -0.0083 0.0293 -0.0031 -0.0076 0.0292 










0.8 500 0.0025 0.0031 0.0171 0.0130 0.0163 0.0172 0.0341 0.0426 0.0179 0.0398 0.0498 0.0181 
  1000 0.0000 0.0000 0.0117 0.0059 0.0074 0.0117 0.0158 0.0198 0.0119 0.0184 0.0230 0.0120 
  2000 -0.0041 -0.0051 0.0084 -0.0029 -0.0036 0.0084 0.0015 0.0019 0.0085 0.0029 0.0037 0.0085 
  5000 0.0000 0.0000 0.0052 0.0011 0.0014 0.0052 0.0027 0.0034 0.0052 0.0033 0.0041 0.0053 
0.4 500 -0.0002 -0.0004 0.0153 0.0107 0.0267 0.0157 0.0151 0.0378 0.0159 0.0163 0.0407 0.0160 
  1000 -0.0020 -0.0049 0.0105 0.0035 0.0087 0.0107 0.0055 0.0138 0.0107 0.0060 0.0150 0.0107 
  2000 -0.0038 -0.0095 0.0076 -0.0017 -0.0043 0.0076 -0.0008 -0.0020 0.0077 -0.0005 -0.0014 0.0077 
  5000 -0.0005 -0.0014 0.0048 0.0004 0.0010 0.0048 0.0008 0.0020 0.0048 0.0009 0.0023 0.0048 
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Table A-2 Bias, Relative Bias and Standard Error of Class 1 Threshold Estimates 
  








bias SE Bias 
relative 
bias SE bias 
relative 












0.8 500 0.0071 0.0197 0.0776 0.0138 0.0046 0.0651 0.0028 0.0136 0.0665 0.0129 0.0247 0.0682 
  1000 -0.0298 -0.0391 0.0730 -0.0142 -0.0296 0.0536 -0.0190 -0.0217 0.0549 -0.0148 -0.0323 0.0496 
  2000 -0.0082 -0.0120 0.0457 0.0215 -0.0155 0.0353 0.0163 -0.0095 0.0359 0.0206 -0.0075 0.0343 
  5000 0.0066 0.0010 0.0260 0.0009 -0.0017 0.0244 0.0163 -0.0095 0.0359 0.0010 0.0002 0.0245 
0.4 500 -0.0097 -0.0419 0.0826 -0.0211 0.0102 0.0508 0.0078 -0.0345 0.0787 -0.0426 0.0989 0.1391 
  1000 0.0140 -0.0367 0.0518 0.0025 -0.0532 0.0450 0.0013 -0.0314 0.0453 -0.0016 -0.0287 0.0450 
  2000 -0.0006 -0.0038 0.0304 0.0050 -0.0176 0.0272 0.0079 -0.0091 0.0272 0.0079 -0.0083 0.0272 










0.8 500 0.0094 -0.0078 0.0044 0.0064 -0.0153 0.0044 0.0066 -0.0056 0.0045 0.0065 -0.0032 0.0045 
  1000 0.0024 0.0004 0.0036 -0.0005 -0.0020 0.0036 -0.0004 0.0027 0.0036 -0.0006 0.0038 0.0037 
  2000 0.0030 0.0037 0.0031 0.0044 0.0012 0.0031 0.0045 0.0034 0.0031 0.0044 0.0041 0.0031 
  5000 -0.0028 0.0019 0.0024 -0.0024 0.0012 0.0024 -0.0025 0.0020 0.0024 -0.0025 0.0023 0.0024 
0.4 500 0.0134 -0.0086 0.0041 0.0119 -0.0136 0.0042 0.0121 -0.0070 0.0042 0.0121 -0.0053 0.0042 
  1000 0.0044 -0.0031 0.0034 0.0036 -0.0047 0.0034 0.0037 -0.0013 0.0035 0.0037 -0.0006 0.0035 
  2000 0.0010 0.0032 0.0029 0.0012 0.0017 0.0029 0.0013 0.0033 0.0029 0.0013 0.0038 0.0029 
  5000 -0.0014 0.0026 0.0023 -0.0014 0.0021 0.0023 -0.0014 0.0028 0.0023 -0.0014 0.0029 0.0023 
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bias SE Bias 
relative 
bias SE bias 
relative 












0.8 500 0.0346 -0.0038 0.0802 0.0189 -0.0328 0.0656 0.0383 -0.0073 0.0692 0.0279 0.0041 0.0667 
  1000 0.0520 -0.0195 0.0671 0.0334 -0.0132 0.0515 0.0387 -0.0077 0.0496 0.0377 0.0006 0.0501 
  2000 0.0170 -0.0092 0.0453 -0.0148 -0.0134 0.0321 -0.0080 -0.0102 0.0330 -0.0122 -0.0098 0.0311 
  5000 -0.0044 -0.0024 0.0248 0.0015 -0.0078 0.0231 -0.0080 -0.0102 0.0330 0.0014 -0.0061 0.0231 
0.4 500 0.0390 -0.0604 0.0710 0.0450 -0.0215 0.0498 0.0070 -0.0571 0.0822 0.0543 0.0244 0.1280 
  1000 -0.0105 -0.0006 0.0518 0.0090 -0.0097 0.0373 0.0101 -0.0010 0.0377 0.0152 -0.0006 0.0385 
  2000 0.0084 -0.0160 0.0263 0.0031 -0.0310 0.0243 0.0033 -0.0171 0.0242 0.0032 -0.0166 0.0242 










0.8 500 0.0019 0.0117 0.0022 -0.0016 0.0047 0.0022 -0.0021 0.0143 0.0022 -0.0021 0.0169 0.0022 
  1000 0.0023 0.0072 0.0020 0.0033 0.0026 0.0020 0.0033 0.0072 0.0020 0.0034 0.0084 0.0020 
  2000 -0.0009 0.0047 0.0018 -0.0006 0.0025 0.0018 -0.0006 0.0048 0.0018 -0.0006 0.0055 0.0018 
  5000 -0.0032 0.0002 0.0016 -0.0041 -0.0003 0.0016 -0.0041 0.0004 0.0016 -0.0041 0.0007 0.0016 
0.4 500 -0.0004 0.0109 0.0021 -0.0013 0.0064 0.0022 -0.0013 0.0134 0.0022 -0.0013 0.0152 0.0022 
  1000 0.0001 0.0021 0.0019 0.0001 -0.0011 0.0020 0.0001 0.0022 0.0020 0.0001 0.0030 0.0020 
  2000 -0.0015 0.0014 0.0018 -0.0013 -0.0002 0.0018 -0.0013 0.0015 0.0018 -0.0013 0.0019 0.0018 




Figure B-1. Relative bias of loading for each item when N = 500, loading = 0.8 and number of items = 8
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Figure B-2. Relative bias of loading for each item when N = 1000, loading = 0.8 and number of items = 8 
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Figure B-3. Relative bias of loading for each item when N = 2000, loading= 0.8 and number of items = 8 
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Figure B-4. Relative bias of loading for each item when N = 5000, loading = 0.8 and number of items = 8 
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Figure B-5. Relative bias of loading for each item when N = 500, loading = 0.4 and number of items = 8 
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Figure B-6. Relative bias of loading for each item when N = 1000, loading = 0.4 and number of items = 8 
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Figure B-7. Relative bias of loading for each item when N = 2000, loading = 0.4 and number of items = 8 
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Figure B-8. Relative bias of loading for each item when N = 5000, loading = 0.4 and number of items = 8 
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Figure B-19. Relative bias of class 2 threshold for each item when N = 2000, loading = 0.8 and number of items = 8   
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Figure B-31. Relative bias of class 1 threshold for each item when N = 2000, loading = 0.4 and number of items = 30 
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Figure B-33. Relative bias of class 2 threshold for each item when N = 500, loading = 0.4 and number of items = 30 
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