In this paper we derive the exact analytical expressions for the information and covariance matrices of the multivariate Burr and related distributions. These distributions arise as tractable parametric models in reliability, actuarial science, economics, finance and telecommunications. We show that all the calculations can be obtained from one main moment multi dimensional integral whose expression is obtained through some particular change of variables.
Multivariate Pareto and Burr distributions
As discussed in Arnold [2] Chapter 3, a hierarchy of Pareto distribution is established by starting with the classical Pareto (I) distribution and subsequently introducing additional parameters related to location, scale, shape and inequality (Gini index). Such an approach leads to a very general family of distributions, called the Pareto (IV) family, with the cumulative distribution function
where −∞ < µ < +∞ is the location parameter, θ > 0 is the scale parameter, γ > 0 is the inequality parameter and α > 0 is the shape parameter which characterizes the tail of the distribution. We note this distribution by Pareto (IV) (µ, θ, γ, α). Parameter γ is called the inequality parameter because of its interpretation in the economics context. That is, if we choose α = 1 and µ = 0 in expression (1), the parameter (γ ≤ 1) is precisely the Gini index of inequality. For the Pareto (IV) (µ, θ, γ, α) distribution, we have the density function
The density of the n-dimensional Pareto (IV) distribution is
where
One of the main properties of this distribution is that, the joint density of any subset of the components of a Pareto random vector is again of the form (3) [2] .
The n-dimensional Burr distribution has the density
We note that the multivariate Burr distribution is equivalent to the multivariate Pareto distribution with
Suppose X is a random vector with the probability density function f Θ (.) where Θ = (θ 1 , θ 2 , ..., θ K ). The information matrix I(Θ) is the K × K matrix with elements
For the multivariate Pareto (IV), we have Θ = (µ 1 , ..., µ n , θ 1 , ..., θ n , γ 1 , ..., γ n , α). In order to make the multivariate Pareto (IV) distribution a regular family (in terms of maximum likelihood estimation), we assume that µ is known and, without loss of generality, equal to 0. In this case information matrix is (2n + 1) × (2n + 1). Thus, further treatment is based on the following multivariate density function
The log-density is:
Derivation of these expressions are based on the following strategy: first, we derive an analytical expression for the following integral
and then, we show that all the other expressions can be found easily from it. We consider this derivation as one of the main contributions of this work. This derivation is given in the Appendix B. The result is the following:
where Γ is the usual Gamma function,
and integers n, m ≥ 0 (Abramowitz and Stegun [1] ). Specifically, we use digamma Ψ(z) = Ψ (.) (z), trigamma Ψ ′ (z) and Ψ r l r k (z) functions. To confirm the regularity of ln f n (x) and evaluation the expected Fisher information matrix, we take expectations of first and second order partial derivatives of (7) . All the other expressions can be derived from this main result. Taking of derivative with respect to α, from the both sides of the relation
From relation (9), for a pair of (l, k) we have
and
From relation (11) , at r k = 0 we obtain
and evaluating this expectation at r l = 1, we obtain
Writing the expression of the expectation
The expected Fisher information matrix
Main strategy is again based d on the integral (9) which is presented in the Appendix B.
However, derivation of the following expressions can be obtained mecanically but after some tedious algebraic simplifications :
Thus the information matrix, I MP(IV) (Θ), for the multivariate Pareto (IV) (0, θ, γ, α) distribution is
4 Special Cases 
Pareto (III) (0, θ, γ) distribution
This is a special case of Pareto (IV) with α = 1. Therefore, last row and last column of I MP(IV) (Θ) vanish (these represent information about parameter α) and we obtain
where we have to substitute α = 1 in all the remaining expressions.
Pareto (II) (0, θ, α) distribution
This is a special case of Pareto (IV) with γ = 1. Therefore I(θ l , γ k ), I(γ l , γ k ) and I(γ l , α)
in I MP(IV) (Θ) vanish and we obtain
where we have to substitute γ = 1 in all the remaining expressions.
Conclusion
In this paper we obtained the exact form of Fisher information and covariance matrix for multivariate Pareto (IV) distribution. We showed that all the calculations can be obtained from one main moment multi dimensional integral which has been considered and whose expression is obtained through some particular change of variables. A short method of obtaining some of the expectations as a function of α is used. To confirm the regularity of the ln f n (x), we showed that the expectations of the score functions are equal to 0.
Information matrices of multivariate Burr, Pareto (III) and Pareto (II) distributions are derived as special cases of multivariate Pareto (IV) distribution.
A Expressions of the derivatives
In this Appendix, we give detailed expressions of all the first and second derivatives of ln f n (x) which are needed for obtaining the expression of the information matrix:
B Expression of the main integral
This Appendix gives one of the main results of this paper which is the derivation of the expression of the following integral
where, f n (x) is the multivariate Pareto (IV) density function (3). This derivation is done in the following steps:
First consider the following one dimensional integral:
we obtain: .
Continuing this method, finally, we obtain the general expression:
r i < α, r i > −1.
We may note that to simplify the lecture of the paper we did not give all the details of these calculations.
