Optimal prediction methods compensate for a lack of resolution in the numerical solution of complex problems through the use of prior statistical information. We point out a relation between optimal prediction and the statistical mechanics of irreversible processes, and use a version of the Mori-Zwanzig formalism to produce a higher-order optimal prediction method.
Introduction
Many problems in science and engineering are described by nonlinear equations whose solutions are too complicated to be properly resolved. The problem of predicting the evolution of systems that are not well resolved has been 1 addressed by the present authors and others in 1, 2, 3, 4] . Nothing can be predicted without some knowledge about the unresolved (\subgrid") degrees of freedom. In the optimal prediction methods of 1, 2, 3, 4] it is assumed that one possesses, as one often does, prior statistical information about the system in the form of an invariant measure; what is sought is a mean solution with respect to this prior measure, compatible with the information initially at hand as well as with the limitations on the computing power one can bring to bear.
In principle, nding the mean solution requires the solution of a Liouville equation: an equation for a probability measure on the space of solutions. To solve the Liouville equation is in general even harder than to solve the original problem. In optimal prediction methods one calculates means with respect to the invariant measure conditioned by the available data. This approximation yields a reduced set of equations for a system of "collective variables". A rigorous analysis can be found in 5] .
The simplest version of this idea, rst-order optimal prediction, generates an approximating system of ordinary di erential equations and works well for a time that depends on the number of collective variables and on the temperature, i.e., the variance of the initial data. Even though this approximation is optimal, in a sense explained below, it eventually exhibits errors, because the in uence of partial initial data on the distribution of the solutions weakens in time if the system is ergodic, and this loss of information is not captured in full, see 4] .
The present paper is a step towards higher-order optimal prediction methods that are accurate for longer times. We point out a relation between underresolved computation and nonequilibrium statistical mechanics; this relation suggests that methods used in the latter are applicable also to the former. Of particular interest is the work of Mori 6] and Zwanzig 7] (see also 8]) which relates the evolution of macroscopic variables to microscopic dynamics. The Mori-Zwanzig theory gives rise to a generalized Langevin equation for a set of collective variables; if one observes the evolution of a system through a projection on a subset of its degrees of freedom, the evolution of the selected variables can be viewed as the sum of a deterministic part and a random, \noisy" part; the randomness re ects one's ignorance of unresolved degrees of freedom. This theory has been known for decades in the context of transport theory, but its relevance to underresolved di erential equations is a novel idea.
The standard Mori-Zwanzig theory has been given a nonlinear generalization by Zwanzig 7] . First-order optimal prediction coincides with Zwanzig's generalization when random and non-Markovian \memory" e ects are small. Zwanzig's equation is an identity, and allows, at least in principle, a better assessment of the errors in various approximations.
In Section 2 we derive the generalized Langevin equation and compare it with rst-order optimal prediction. Our derivation is more general than Zwanzig's and not limited to Hamiltonian dynamics. In Section 3 we apply the theory to the nonlinear Schr odinger equation that was studied in 2, 4], and derive expressions for the noise and the memory kernel by perturbative methods. We show that the inclusion of memory e ects predicts the loss of information in long time numerical integrations. The analogy between irreversible statistical mechanics and underresolved computation is the main contribution of the present paper.
Phase variables and the Mori-Zwanzig formalism
Consider a problem of the form du dt = R(u); (2.1) where R and u are n-dimensional vectors (n may be in nite), with components R i and u i , and t is the time. When n is nite (2.1) is a system of ordinary di erential equations. with respect to time and use of the identity R('(u; t)) = r u '(u; t) R(u)
where L, the Liouvillian, is the linear di erential operator L = P i R i (u) @ @u i . Thus the phase variable S t A can be calculated in either of two ways: (i) for each u integrate the equations of motion d dt '(u; t) = R('(u; t)) with initial condition '(u; 0) = u up to time t and evaluate the phase variable A at the point '(u; t); or (ii) solve the equation One can check, from the equivalence of the ways of updating S t A, that S t (AB) = (S t A)(S t B), that S t f(A) = f(S t A), and that S t commutes with the Liouvillian, S t L = LS t , where the equality has to be interpreted by considering how each side acts on phase variables.
Suppose that the initial data u are drawn from a probability distribution 0 ; each initial datum gives rise to a solution of equation (2.1) In this setting, u and A(u) can be viewed as random variables.
We now prepare the tools for following a small number of phase variables without calculating the rest. A key quantity is the conditional expectation E BjA], where both A and B are phase variables; it satis es:
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The rst term on the right hand side, E LAjA], is the projection of the rate of change of A onto the span of functions of A; we denote it by R(A). Thus, the rst term is
S t R(A) = R(S t A):
To understand the second term, consider an evolution operator, S t ? , for an arbitrary phase variable, F, which is de ned by the following equation: shows that rst order optimal prediction is obtained from the generalized Langevin equation by dropping the second and third terms; conditions under which this is legitimate are discussed in 1, 2, 3, 4, 5]. Formula (2.3) in the previous section guarantees that no Markovian approximation of S t A by a system of m equations can be more accurate, in the mean square sense, than rst order optimal prediction.
Consider the special case in which we follow the rst m components of u, that is, A(u) = P m u, m < n, where P m extracts the rst m components of u: P m u = (u 1 ; : : :; u m ) T . Thus, we have LA(u) = P m R(u) and S t A(u) = P m '(u; t). In this case the function R(v) reduces to R(P m u) = E P m R(u)jP m u]; @p i e ?H dp m+1 dp n dq m+1 dq n R e ?H dp m+1 dp n dq m+1 dq n = @ @P i H(Q; P); where H(Q; P) = ? log Z e ?H dp m+1 dp n dq m+1 dq n is the reduced, or renormalized, Hamiltonian. Similarly,
The reduced Hamiltonian H is minus the logarithm of the weighted phase space volume constrained by the known values of the Q and P. Examples of rst-order optimal prediction have been presented in 2, 3, 4]. They yields good results for short times and/or m not too small and/or for systems at low temperature. However, in problems that are so severely underresolved that m components of a solution vector describe the solution poorly, rst-order optimal prediction does not yield an accurate estimate of the mean solution at high temperature and long times; the subsequent terms in equation (2.7) must be taken into account. In the following section we show that by taking memory into account one can indeed represent a mean solution accurately and in particular observe the irreversible loss of information that occurs in underresolved approximations. The operator L which governs the evolution of phase variables is given by We choose as invariant measure the canonical measure whose density is proportional to: f 0 (u) = e ?H(u)=T ;
where T, the temperature, speci es the variance of the samples u. We now show that the memory term is capable of reproducing the decay that rst order optimal prediction misses. To do so, we apply the scheme (4.11) One should note the various sources of error in this approximation, in particular the approximate evaluation of the Markovian term, which is not likely to be accurate when m = 0, and the use of a perturbation series which is not likely to be accurate for long times.
The memory kernels 0 (t) and 0 (t) have in nite support in time and exhibit recurrent behavior. We truncate these kernels at time t = 0:9, chosen so as to produce a reasonable decay; this is consistent with our limited objectives. We will show in later work that when the number of collective variables is larger, a truncation of the memory is harmless.
In Figure 1 we compare the true mean of u 0 computed by a Monte-Carlo method, the mean of u 0 as computed by rst-order optimal prediction, and the mean of u 0 as computed from equation (4.11) and a truncated kernel K. As expected, and in agreement with the results in 4], rst order optimal prediction eventually fails to capture the relaxation of the means towards their equilibrium values. The inclusion of memory is crucial for capturing this relaxation.
Discussion
First-order optimal prediction, as presented in earlier publications, loses accuracy in time; it loses accuracy more rapidly when the number of collective variables is small or when the uncertainty in the initial data, as measured by the temperature, is large; we have shown that the loss of accuracy is less severe than in numerical schemes that make no use of information contained in a prior invariant measure.
In the present paper we have shown that the loss of accuracy in time is analogous to the loss of information in irreversible statistical mechanics: The measure conditioned by the partial initial data converges, in an ergodic system, to the invariant measure, which represents thermal equilibrium. First order optimal prediction takes this e ect into account only to the extent possible by the limited number of degrees of freedom that it retains. A formalism of Mori-Zwanzig type shows that the decay is represented by a nonMarkovian term; an inclusion of this term produces mean results that can be faithful to the true means for longer times even in severely underresolved situations.
The generalized Langevin equation (2.7) shows that the path to higher accuracy in optimal prediction for underresolved problems lies in a more faithful representation of the initial statistics. In the present paper we have included these higher statistics through a Mori-Zwanzig formalism and a solutions which was propagated from a sampled initial ensemble, conditioned only by the value of u 0 . The solid line was obtained by integrating the integro-di erential equation (4.11) with 0 (t) and 0 (t) truncated at t = 0:9. Finally, the dotted line was obtained by integrating the rst-order optimal prediction equations ( 0 (t) = 0 (t) = 0 in (4.11)). perturbation scheme, which is too laborious for general use but drives our point home. Practical schemes for higher-order optimal prediction, based on a sampling strategy, will be presented in subsequent work.
