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1. INTRODUCTION 
In the real system of differential equations 
x’ = F(t, x) (1.1) 
let x and F be n-vectors, with F periodic in t with period T. Let (1.1) have the 
periodic solution x = p(t) also with period T. Here T need not be the least 
period of either F or p, but let us assume that it is the least common period 
of F and p. 
Let us suppose further that p(t) is asymptotically stable with domain of 
attraction D. By this we mean that if x(t) is any solution of (1.1) for which 
x(l,) lies in D for some time t, , then x(t) lies in D for all later t, and moreover 
Naturally the entire orbit of p(t) lies in D, and the only periodic solution of 
(1.1) whose orbit lies in D is p(t). 
A particular and important case of a domain of attraction occurs when F 
is independent of t and in addition p(t) is a constant, asymptotically stable, 
solution. In this case any solution which originates in D at t = 0 lies in D 
for all positive time and 
ppm I x(f) -p I = 0, 
where p is the constant value of p(t). 
The above definition of domain of attraction is more restrictive than one 
which would specify the value of x(t) at t = 0. In this case we would say that 
a point x0 lies in the domain of attraction of p(t) if the solution x(t) which 
is at x0 at t = 0 converges to p(t) as I - + co. The set of such x0 certainly 
contains the domain D as defined above. 
Local stability of periodic solutions of weakly nonlinear systems is well 
1 Present address: Division of Applied Mathematics, Brown University, Provi- 
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understood. This study is concerned with the domains of attraction in the 
large of periodic solutions of weakly nonlinear systems. First a theorem is 
established which relates the domains of attraction of periodic solutions of 
weakly nonlinear nonautonomous systems to the domains of attraction of 
constant solutions of the associated averaged system [I]. In the nonautono- 
mous system a parameter must be chosen small, depending on the approxima- 
tion used for the domain of attraction of the constant solution of the averaged 
equation. 
To obtain the domain of attraction of a constant solution of the averaged 
system, Liapunov’s direct method is used in conjunction with certain results 
of LaSalle [2]. It is shown that the approximation given by LaSalle’s result 
for the domain of attraction of the constant solution of the averaged system 
also will serve to approximate the domain of attraction of the periodic 
solution of the nonautonomous system. 
A method of obtaining the Liapunov function for a fairly general weakly 
nonlinear second-order system is given. By using this method and the above- 
mentioned theorems, explicit expressions for approximations to the domains 
of attraction of stable periodic solutions of Duffing’s equation are obtained. 
2. SOME THEOREMS ON DOMAINS OF ATTRACTION 
In the present section we obtain a theorem relating the domain of attraction 
of a periodic solution of the equation 
x’ = cf(t, x) 
to the domain of attraction of a corresponding constant solution of the aver- 
aged equation 
x’ = dJ(x), (2.2) 
wherejO is the mean value with respect to t of the periodic functionf(t, x): 
In (2.1) we assume E to be small and positive, and also assumef(t, X) to be 
periodic of period T in t. 
The result we obtain results from combining two theorems of Bogoljubov 
and Mitropolskii [I]. These theorems are stated for a more general case than 
we are considering here, in that Bogoljubov and Mitropolskii considered 
cases in whichf(t, X) is assumed merely to be almost periodic, and the solution 
of the averaged equation (2.2) is not necessarily constant. For reference we 
shall state here the two theorems [I], adapted so thatf(t, X) is periodic and 
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the solution of the averaged equation under consideration is an asymptotically 
stable constant solution. 
In the first theorem no assumption is made about periodicity off(t, x). 
THEOREM A ([I] Section 26). In the differential equation (2.1) let f(t, x) 
have the following properties in some domain D. 
(a) There exist constants M and K such that for all x, x1 , x2 in D and all 
t 3 0 we have 
lf(t,x)I GM, I f(tt 4 -f(t, x2) I d K I Xl - x2 I ; 
(b) The limit 
fo(x) = &a ; j;f(t, 4 dt 
exists uniformly for x in D. 
Let f(t) be a solution of the equation (2.2) which lies in D together with its 
p-neighborhood for all t > 0, where p can be arbitrarily small. Let r] > 0, arbitrar- 
ily small, and L > 0 arbitrarily large, be given. Then we can find E,, > 0 such 
that ifx(t) is that solution of (2.1) with x(0) = f(O), 
I x(t) - 5(t) I -=c ?1 
for 0 < t < L/E, provided that 0 < E < co . 
Remark. It is shown in the course of the proof of Theorem A that 
I 44 - s(t) I < P on the same time interval. 
The next theorem is an adaptation of the original from [1] to the case that 
f(t, x) is periodic of period T and that the constant solution &, is asymptotic- 
ally stable. 
THEOREM B ([I] Section 29). Let the averaged equation (2.2) have the 
constant solution &, . Let the real parts of the eigenvalues of the matrix fO’(&J be 
all negative. Let f(t, x) be periodic in some p-neighborhood of &, with period T 
independent of x. In this same p-neighborhood, let f(t, x) and its first partial 
derivatives with respect to x be bounded and uniformly continuous for all t. 
Then there exist positive numbers E’ and o,, , (a0 < p) such that for all E. 
0 < E < E’ we have: 
1. Equation (2.1) has a unique solution p(t) of period T with 
I p(t) - Eo I -=c 00 
for all t. 
2. l&y p(t) = to 
uniformly in t. 
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3. For any solution of (2.1) which at any time to satisfies 
I x - to I < go > 
we can$nd positive constants C and y  such that 
1 x(t) -p(t) 1 < Cedwftetu). 
The idea of the theorem we shall establish is that if to in Theorem B has 
a large domain of attraction, the periodic solution p(t) should have essentially 
the same domain of attraction for small E. Suppose f(t) is a solution of the 
averaged equation which tends to [,, . Then a solution of (2.1) starting at the 
same point as t(t) will remain arbitrarily close to t(t) for an arbitrarily long 
time provided the E is small by Theorem A. But by Theorem B if x(t) ever 
gets sufficiently close to 5, , then x(t) will converge to p(t). This will be 
the case since ((1) converges to to and x(t) remains close to f(t). These ideas 
are made precise in the following theorem. 
THEOREM 1. In the di#erential equation (2.1) let E be real andpositive and let 
f(t, x) be a real n-vector function of the n-vector x and the time t. Let f(t, x) 
have period T in t. Let there exist a closed bounded domain D, such that for all t 
and all x, x1 , x2 in D, we can find constants M and K such that 1 f  (t, x) 1 < M; 
If(t, x1) -f(t, x2) I < K I x1 - xz I . 
Let fo(x) be the mean value off (t, x) with respect to t, and let to be such that 
fo(to) = 0, and all the eigenvahes of the matrix fi(fo) have negative real parts, 
so that x = to is an asymptotically stable constant solution of the averaged 
equation (2.2). Let Do be the domain of attraction of 6, . Let C be a closed subset 
of D, n Do , and let D be an open subset of C with the property that no solution 
of (2.2), which is in D at t = 0, meets the boundary of Cfor t > 0. 
Then we can find l ,, > 0 and u. > 0 such that for 0 < r < e0 the equation 
(2.1) has a unique, asymptotically stable, periodic solution such that 
I p(t) - Eo I < go > lim p(t) = lo; 
wo+ 
and a further number <I < e. such that af 0 < E < Ed , any solution of (2.1) 
which originates in D converges to p(t); that is for such E, D is included in the 
domain of attraction of p(t). 
Proof. The existence of E* and m. follow from Theorem B. The p-neigh- 
borhood of to can be taken as any spherical neighborhood contained in D. 
Theorem B also gives the existence of p(t), its boundedness, and its uniform 
convergence to to provided that E < co. 
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Now let x,, be any point of D. Let t(t) be the solution of the averaged 
equation (2.2) which originates at x0 , and let x(t) be the solution of (2.1) 
which originates at x0 . Let L be such that the solution 
of the equation 
satisfies 
Then 
I E(t) - 50 I < $7 t>L 2r . 
Now use Theorem A to find <I < l a such that 
for 0 < t <L/E. Here we use for p the minimum distance of t(t) from the 
‘rem A. Thus if E < <I , boundary of C, and C plays the role of D in Theo 
and t lies between L/2< and L/E, we have 
I x(t) - t-(t) I < 7, I w - 50 
so that at such times 
I x(t) - 50 I < uo . 
I<$-, 
But by conclusion 3 of Theorem B this implies that x(t) converges to p(t). 
This completes the proof. 
To apply Theorem 1 it is necessary to determine a suitable bounded closed 
domain C and its open subset D. Both of these are found from the autono- 
mous system (2.2), but they must also be subsets of the domain D, in which 
the functionf(t, x) from (2.1) is bounded and Lipschitzian. In certain cases, 
where D, is large, it is possible to find suitable C and D by using certain 
results of LaSalle. 
LaSaIle [2] has obtained results on domains of attraction of stable equili- 
brium solutions of autonomous systems by means of Liapunov functions. 
Consider an autonomous vector system 
x’ =F(x) (F(O) = 0) (2.4) 
where F(x) is everywhere continuous and piecewise smooth. Then LaSalle 
has proved the following theorem. 
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THEOREM C (LaSalle 121, page 59). Let V(x) be a scalar function with 
continuous first partial derivatives. Let Sz, denote the region where V(x) < 8. 
Assume that Q, is bounded and that within J2,, V(x) > 0 for all x # 0. Further 
let V(x) <Oforallx #OinQt. Then the origin is asymptotically stable, and 
above all, every solution in Qt tends to the origin as t + + a~. 
Here p(x) is the time derivative of the function V along solution curves 
of (2.31, and so is given by 
p(x) = grad V(x) *F(x). 
It should be remarked that Y could be negative definite and v  positive 
definite in Sz, . Q;2, would then have a slightly different definition. 
We now apply Theorem C to the construction of the domains C and D 
of Theorem 1. 
THEOREM 2. Let f(t, x) in (2.1) satisfy the hypotheses of Theorem 1. With 
respect to the solution 5, of the averaged equation (2.2) let there exist a Liapunov 
function V(x) and a suitable bounded domain 9, = {x 1 V(x) < /}>, containing 
&, such that V(t,) = 0; V(&,) = 0; V > 0 and V < 0 for all x # t,, 
in Qt . Further let the bounded closed domain D, of Theorem I be such that 
G’tCD,. 
Then in Theorem 1 we may take for C the closed domain 
at-, = ix I VW < 8 - 4, 
where 7 is an arbitrary real number satisfying 0 < 17 < 8, and for D the open 
domain 
ii+-, = (x I V(x) <e - q}. 
Proof. I f  D, is the domain of attraction of the asymptotically stable 
constant solution &, of (2.2), then by Theorem C (taken with respect to &) 
the set Q, is contained in D, . Let q be an arbitrary real number satisfying 
0 < 7 < 8. Then for such 7 
and since 52, C D, , ot, is a closed subset of the intersection D, n D, . 
No solution of (2.2) originating in Qe-, reaches the boundary of 0,-B 
(where V(x) = 8 - 7) for positive t. Along such a solution V(x) is non- 
increasing and its value at t = 0 is less than 8 - 7. Therefore V(x) < C - 71 
for al1 positive t, so the solution never reaches the boundary of Qt, . 
This completes the proof. 
P5/2/2-4 
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COROLLARY. Every point of ~2, = {x 1 V(x) <L} is in the domain of 
attraction of the solution p(t) of Theorem 1. 
Proof. Theorem 2 shows that any solution originating in fit-,, for any 17 
(0 < 7 </), converges to p(t); but every point of Q, is contained in some 
hi . 
Theorems 1 and 2 and the corollary show that the domain D = Qt found 
as an approximation to the domain of attraction of the constant solution &, 
is also an approximation for small E to the domain of attraction of the related 
periodic solution of (2.1). In the following sections we consider the construction 
of the domain D = !2p. 
3. ESTIMATION OFTHE DOMAIN D 
We now consider some special cases in which the Liapunov function V(x) 
of Theorem C can be readily found. In the case of Duffing’s equation (Sec- 
tion 4) it turns out that an actual integral of a related undamped equation is a 
suitable Liapunov function for the damped system. Explicit results are given 
in Section 4. We first apply the idea of using an integral of a related equation 
as Liapunov function to a more general equation. 
Let us study the real second-order system 
X” + x = l f(wt, x, x’) (3.1) 
where w depends on E and is such that w2 = I + “Y(E) where y  is continuous 
at E = 0 and f(wt, X, X’) is continuous in X and x’. I f  we set 
X = A cos wt - B sin wt, X’ = - WA sin wt - WB cos wt 
in (3.1), we obtain for the new variables A and B the system 
A’ = - ‘?t$ (A cos wt sin wt - B sir? wt) 
- +rcwt, A cos wt - B sin wt, - WA sin wt - WB cos wt); 
B’ = - + (A co9 wt - B sin wt cos wt) 
- =f(wt, A cos wt - B sin wt, - Aw sin wt - BW cos wt). 
(3.2) 
We now form the averaged system from (3.2). In doing this we use a new 
time unit, 
et 
7=-, 
2w 
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which we immediately denote by 2 again. Also the dependent variables in the 
averaged system will be written x and y in place of A and B. The result is: 
x‘ = yy - Bl(X, Y) 
y’ = - yx - ‘yl(X, y), (3.3) 
where (or and j3r are the Fourier coefficients of 
F(4) =f($, x cOs$ - y sin4, - wx sin+ - wy cos+) 
in the Fourier series 
g a,(x, y) + a&, y) cos # + /4(x, Y> sin 9 ... 
It will turn out that we shall have much use for the Fourier coefficients a1 
and /3x and their partial derivatives. 
We now seek constant solutions of the averaged system (3.3). To do this 
we solve the system of equations 
YX = - %(X, Y), YY = Bl(X, Y> (3.4) 
for x and y. Let (x,, , y,J be such a solution and introduce the new variables 
f = x - x0, v = y - y. . The system (3.3) becomes 
5’ = dY0 + 77) - r5dxo + 6% Yo + 7)) 
7’ = - Y(Xo + E) - +o + 5, Yo + 7). (3.5) 
Now the system (3.5) is very nearly Hamiltonian. In fact it would be if 
However, on computing this quantity, using the definitions of (pi and & 
as Fourier coefficients, we find that actually 
aa 1 / a/31 - = - 2wS(x, y), ay ax 
where 
qx, Y) = $- J;fx+$, x cos+ - y sin 4, - wx sin 4 - wy cos 4) d$. 
Note that if in (3.l)fis independent of x’, so that there is no damping in the 
equation, the system (3.5) is indeed Hamiltonian. We still introduce the func- 
tion V(f, 7) which would be the Hamiltonian if 6(x, y) = 0. 
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We set 
;- + c” [B&o + E, yo + 4 + /%(xo 9 yo + 41 dn. (3.6) 
JO 
It can be verified that (3.5) becomes 
E’= -z+w jSs(xo+u,yo++~ 
0 
av 
?I'=p-., o 
s 
'6(x, + 5, yo + 4 dv. 
In the case when 6(x, y) # 0 we expect to use V(t, 7) as a Liapunov 
function. Hence we need to compute its time derivative: 
which can be written as: 
m 7) = OJ x av jFs(xo+u,yo++u+~~ j~~(xo+t,~o+v)d~~ 
0 (3.7) 
For V to be a satisfactory Liapunov function, V and p should be definite 
in the neighborhood of 4 = 77 = 0 and should be oppositely definite if there 
is to be stability. I f  we compute the partial derivatives of V and of v  through 
the second order at 5 = 7 = 0, using the fact that x0 and y. are solutions 
of the system (3.4) we find that at 5 = 7 = 0: 
v,, =-:[~(So.Yo) -~(Xo,Yo$ v,, = - Y + $f (x0, Yob 
v,, = 2wGo ,Yo) V& 3,, = 24x0 7 Yo) Vf,,i 
pq, = 24x0 7 Yo) v,, . (3.8) 
The above results show that V and P are definite in the neighborhood of 
,$ = 7 = 0 if and only if at (x0 , yo) 
i 
a al 
y+ ax ---I(
a@, 
y- ay %I ( 
-$ --- aa, 2 > o ax ay 1 (3.9) 
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and V and P are of opposite sign in the neighborhood of 4 = 7 = 0 if and 
only if 6(x,, y,,) < 0. The above inequality (3.9) determines a real range of y  
which is excluded if there is to be definiteness for V and r. I f  y  lies at or 
between the values 
% 3% --- 
ay ax f [(S + zjy + (3 - 2p)2]1'2 
2 
(3 1o) 
there is no definiteness, but if y  lies outside this interval, there is definiteness. 
To apply Theorem C in this case, let us assume that in the vicinity of 
6 = 17 = 0, V is positive definite and d is negative definite. To find a domain 
of attraction, we would draw the region containing 5 = r) = 0 within which 
v  < 0, assuming this region is bounded. If  the region is unbounded, take 
some bounded subset of it. Then consider for increasing G the family of 
regions Q, in which V < e, and take the largest of them which is contained 
in the region where p < 0. 
Because our function V(f, q) as given by (3.6) is in a very general form, it 
is not possible to pursue the construction of domains of attraction further 
in the general case of (3.1). In the next section we study a specific example 
in which the complete construction can be accomplished. 
4. DUFFING'S EQUATION 
In this section we study Duffing’s equation 
un + u = ,(cos wt - cd - hU3), (4-I) 
which is (3.1) with 
f(wt, u, u’) = cos wt - cd - hU3. 
If  we make the same substitutions as in Section 3 and in addition set 6 = WC, 
p = 3h/4, we find that the system (3.3) becomes 
x’ = yy  - 6x - /3y(x2 + y2) 
y’ = -yx - sy +/3x(x” +y2) - 1. (4.2) 
If  (x0 , yO) is an equilibrium point of the averaged system (4.2), and if we 
set x=xo+[,y=yO+f, x,=acost9,y,=asin8, [=pcos(0+#), 
7 = p sin (0 + $J), we obtain for Z’ and d the expressions 
v  - b2P2 
2 i 
1 + 2 co9 if5 - y  T) + Pap” cm 1cr + 7 . 
v  = - qwp2 (1 + 2 COG IJ - &) - 3s&zp3 cos I) - q?p4. 
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On examination of (4.3) and (4.4) we see that V and v will be definite near 
the equilibrium point provided that 
Y<l or 
Paa” 
-E > 3. 
Pa2 
(4.5) 
Moreover in case they are definite, they are oppositely definite provided that 
6 > 0. Thus we can establish local asymptotic stability of any equilibrium 
point of (4.2) provided that 6 > 0 and one of the inequalities (4.5) holds. 
Let us now study the equilibrium points (x0 , ~~‘0) of (4.2) and determine 
under what conditions we can have equilibrium points for which one of the 
inequalities (4.5) holds. If we set 
in the system 
x0 = a cos 13, y. = a sin 0 
wo - 8x0 - IsYo(Xo2 + Yo2) = 0 
- PO - SYO + isx,(xo2 + ro3 = 1 
and eliminate 0, we find for a the equation 
a2(S2 + (7 - /3a2)2) = 1. (4.6) 
For simplicity we treat the case that /3 is positive. The case with 6 negative 
is similar. Equation (4.6) is a cubic in a2, so that if we replace a2 by w, we 
have the equation 
w(S2 + (y - SW)“) = 1. (4-7) 
The qualitative character of Eq. (4.7) varies with S2. If S2 > $,92/3 = Srs, 
then there is exactly one value of w for each value of y. On the other hand, if 
o<P<~p , 3 2/3 for some values of y there are three values of w which 
satisfy (4.7). When there is only one value of w for each y, the stability 
question for (4.2) is very simple. In this case there is only one equilibrium 
point (corresponding to this value of w), and since, by Bendixson’s Theorem, 
there are no periodic solutions in the entire xy plane, it is easy to show that 
for S > 0 the equilibrium point is globally asymptotically stable. We are 
more interested in the case that there are three equilibrium points. In this 
case, again provided that 6 > 0, two of the three will be asymptotically 
stable while the third will be unstable. We hope to obtain information about 
the domains of attraction of the two stable equilibrium points. 
A sketch of the graph of (4.7) is shown in Fig. 1. The case is shown for 
which there are three values of w for a range of y. It is clear from Fig. 1 that 
there will be three equilibrium points for y1 < y < y2 , with coalescence at 
the end points. The equilibrium points corresponding to points on the arc 
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PIP, of the curve will be unstable; the others will be stable. Again if y  < y1 
or if y  > ya , there will be but one equilibrium point, and it will be globally 
asymptotically stable when S > 0. 
w(a’+[r-pw]‘) = I /ho $ 
-$/ 
W 
--~ ~-- p4(y4 ,WJ w,p -- 
0 Y 
FIG. 1. 
However, we can not use our Liapunov function V as given by (4.3) unless 
conditions (4.5) are satisfied. These will be satisfied only on the arc to the 
left of P4 and on the arc to the right of P, . Thus the order which exists among 
Yl 7 Y2 9 Y3, and y4 will be of importance. 
3 For O<S2<zfl 2/3 it is not hard to establish what is clear from the 
diagram that y4 < y2 , yi < y2 , and yi < y3 . As S2 approaches 0, P2 and P, 
recede to infinity, and P, and P, come together. When S2 = $p213, P, and P2 
are together. It can further be shown that 
Y3 = Y4 
Yl = Y4 
Y2 = Y3 
when 62 = S,2 = 21/33-2/3,fj2'3 N &-J($Z/3 
when 62 = a,2 = 2-2/3p2/3 N <63Q!j2/3 
when 62 = a22 = 9 . 2-2/35-4/3fj262/3 rz! ,&j@3/3. 
Therefore we can say the following: 
0 < s2 < s,2 Yl < Y3 < Y4 < Y2 
s,2 < 62 < s,2 Yl < Y4 =c Y3 -=c Y2 
s32 < 62 < s,2 Y4 < K < K < Y2 
s,2 < 62 < s,2 Y4<Yl<YZ<Y3. 
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The Liapunov function is available for the upper equilibrium point for all 
y  < y4 and for the lower equilibrium point for all y  > ~a and it is seen from 
the above inequalities that it is available for both upper and lower equilib- 
rium points simultaneously when 0 < S2 < a42 N .606/32f3. 
Let us now return to the Liapunov function (4.3) and its time derivative 
(4.4). We consider first the case that r/(/3a2) < 1, which will correspond to 
points in Fig. 1 to the left of line OP, . Since I’ can be written 
we see that in this case, V is positive definite globally. I f  in addition r/(/3a2) < $, 
p is also definite globally. Then by using the theorem of Barbasin and 
Krasovskii [3], the equilibrium point is globally stable. 
If  3 < r/@a2) < 1, p is not globally definite. There is a definite closed 
curve within which it has sign different from its sign in the neighborhood of 
the origin. However, we may not conclude that the domain of attraction of 
the equilibrium point is the entire exterior of this closed curve. Rather we 
have to choose the largest /for which the region Qp (I’ < /) lies in the exterior 
of the curve P = 0. 
The curve P = 0 has the equation 
p2 + 3ap cos * + 2a2 cos2 * + a2 
( 
1 - J-- = 
/Ia2 O’ 1 (4.9) 
We seek the points on this curve for which I’ is minimum. They are found 
to occur when 
p=3a 1-x ( Pa2 1 
112 112 
, cos$=--2 l-2 
( Pa2 > 
(4.10) 
with the corresponding minimum value of V being 
v, = ye (1 - 2ij2. 
Therefore, if we take the interior of the curve V = V,, , we have a region 
within which V is positive definite and P is negative definite, and thus this 
region is definitely included in the domain of attraction of the equilibrium 
point. 
(The points on the curve p = 0 with # = 180°, at which grad V = 0, 
give except in limiting cases, larger values of V than V, so that they do not 
lie within the domain of attraction which has been found.) 
Let us now turn to the case that r@z2) > 3. Here V is negative definite 
near the origin, but is ultimately positive as p becomes infinite. Both V = 0 
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and V = 0 determine closed curves surrounding the origin, and the curve 
p = 0 lies interior to the curve V = 0. We thus again have to find the largest 
region 52,) where this time 52, is determined by V > - 8, which lies inside 
the curve p = 0. In this case the maximum value of V on the curve p = 0 
occurs at # = 0, 
I 
112 
, 
and the minimum value of V is 
+ 4 (+ - $)3’2] < 0. (4.12) 
Hence for the estimate of the domain of attraction we take the interior of the 
curve V = V, , where V is negative definite and p is positive definite. 
FIG. 2. 
In Fig. 2 is shown the (x, y) phase plane when 13 = 1, y  = 3 and 6 = 0.1. 
In this case the coordinates of the stable critical points A and B are, respec- 
tively, 1.844, - 0.352 and - 0.347, - 0.012; those of the unstable critical 
point C are - 1.517, - 0.236. The expression for the Liapunov function 
(4.8) for the critical point A takes the form: 
v = ip”(p + 3.754 cos *y + 0.262p2, 
and for the critical point B takes the form: 
V = tp”(p + 0.694 cos 4)” - 1.440~~. 
The boundaries of the domains of attraction of the critical points A and B 
172 LOUD AND SETHNA 
are shown by dashed lines on Fig. 2. The value of V,, for the boundary of the 
domain of attraction of A is obtained from (4.11) and is 1.848 and the value 
of V,, for the boundary of the domain of attraction of B is obtained from 
(4.12) and is - 0.782. All the numbers given here have been rounded off 
at the third decimal place. The figure also shows, for comparison, separa- 
trices converging to and emanating from the unstable critical point C as 
obtained from an analogue type computer. The theoretical results can be 
regarded as quite satisfactory in this specific case. 
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