We describe an efficient implementation of a polarizable mixed Hamiltonian model of electronic structure that combines Hartree-Fock, Kohn-Sham, or multiconfiguration quantum-chemical wave functions with a polarizable and flexible molecular mechanics potential of water, and that is applicable to micro-solvated electronic excited states. We adopt a direct algorithm for the calculation of the polarization response of the solvent subsystem. The strategy facilitates the calculation of the energy of the system and of the forces with respect to the solute coordinates and the solvent coordinates, including for excited states. This capability opens the way to the determination of optimized, transition structures, force constants, and intrinsic reaction pathways for the solute-solvent system, and to molecular dynamics calculations to account for finite temperature effects. As an illustration we characterize the structure and energy of micro-solvated formaldehyde H 2 CO in its ground state and in its 1 (*←n) excited state. A novel perpendicular structure is found to be the lowest energy conformation of the H 2 CO 1 (*←n):H 2 O complex. The all-quantum-chemical results and the mixed Hamiltonian results, with or without solvent polarizability, are in semiquantitative agreement. We comment on the choice of Lennard-Jones parameters associated with a solute excited state. Lennard-Jones parameters that yield good ground state structures and energies with the mixed Hamiltonian model, are found to be too soft for the micro-solvated excited state H 2 CO in the adiabatic ͑equilibrium micro-solvation͒ regime.
I. INTRODUCTION

A. Continuum and molecular solvation models
Much effort is directed towards extending the array of electronic structure methods from the gas phase to the condensed phase. [1] [2] [3] [4] Modeling of solvation can be broadly categorized along two types of models, the continuum models 1, 2 and the discrete models, 3, 4 with both types continuing to present challenges.
Early computational implementations of solvation effects used the dielectric continuum representation of the solvent, starting with Onsager's spherical cavity model in the context of semiempirical and ab initio wave functions. 5, 6 Most recent continuum models involve a description of the solute residing inside a molecule-shaped cavity embedded in a dielectric continuum. 1, [7] [8] [9] The electron density and nuclei of the solute polarize the continuum and induce partial charges on the cavity boundary. See Refs. 1 and 2 and references therein as excellent reviews of various modern continuum models and as a comprehensive source of information. A large body of calculated chemical data is already available from the use of these approaches. The continuum models have been found successful and practical for many types of molecular systems. Generally the cavity is constructed from interlocked spheres of given radii 1, 9 or as a solute iso-density surface. [10] [11] [12] It is fair to say that the results are sensitive to the choice of the atomic radii or of the isodensity contour values, in particular for ionic solutes. This issue remains an area of active research 13, 14 in particular to try to account for the detailed interaction and structure of the important ͑first͒ hydration shells around the solute in cases of strong solute-solvent interaction. To date, most continuum models have been used to describe equilibrium solvation, although methods to deal with nonequilibrium solvation and the fast electronic response of the solvent have progressively been developed 1, 2, [15] [16] [17] [18] and practical formulations are available. Although continuum models have also been applied with satisfactory results to describe the solvation effects in transition state structures involving bond breaking and bond formation in several cases, 2, [19] [20] [21] the selection of atomic radii for transition states is likely to remain an even more acute issue than for equilibrium structures. 21 Discrete solvation models continue to be developed and are used increasingly. 3, 4, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] Among these models the most natural model is the all-quantum-mechanical ͑QM͒ model of micro-solvation where water molecules are explicitly included in the quantum chemical description of the system. Such a model is well adapted to the description of the detailed structure of the solute-solvent interface near equilibrium and along reaction pathways. However the approach is strongly limited by the computational expense of the quantum-chemical level of theory and is restricted to small numbers of water molecules. 41 The most powerful incarnation of this approach is actually found in the application to solvation problems [42] [43] [44] of the Car-Parrinello ab initio molecular dynamics approach based on plane-wave densityfunctional theory 45 ͑DFT͒. Alternative approaches, denoted QM/MM, involve the representation of the solvent molecules by means of classical molecular mechanics ͑MM͒ models for solvent-solvent interactions and of mixed quantum-classical models for solute-solvent interactions. See Refs. 3, 4, and 22-39 for early and recent accounts of mixed Hamiltonian methodologies and applications. The solvent-solvent MM/MM and solute-solvent QM/MM interactions are traditionally broken down into electrostatic and van der Waals contributions. The description of the electrostatic interactions varies in sophistication between different models, but in general there are semiquantitatively accurate parameterizations of these intereactions in the many published MM/MM potentials. In QM/MM models the electrostatic representation of the electron-nuclei interaction with the MM solvent molecules is either done exactly, or accurately through distributed multipolar expansions. In some cases the solute-solvent interaction is accounted for by means of a mean potential from the solvent. [30] [31] [32] The van der Waals interactions describe the repulsion and the attractive dispersion interactions of the solute-solvent fragments as they come in proximity. The quality of the total QM/MM interactions requires a balanced description between the electrostatic and van der Waals interactions. Molecular mechanics MM potentials have been developed and used with success for many years to predict free energies of solvation and structures of macromolecules.
In most QM/MM models the interaction between the solute and the solvent molecules uses a dual description of the solute. The electrostatic interaction is described as the interaction between the electron density and the nuclei of the QM solute with the effective charges ͑and possibly the induced dipoles when using polarizable MM potentials͒ of the classical MM solvent model. The electron density is determined by means of a quantum chemical method, most often the Hartree-Fock or the Kohn-Sham wave function. The van der Waals interactions between the solute and the solvent molecules are calculated through a classical representation of the solute with a Lennard-Jones ͑LJ͒ potential function similar to the one used for solvent-solvent interaction. This dual representation of the solute, quantum for electrostatics and classical for the van der Waals interactions, is a possible source of inconsistencies of course. To make up for these inconsistencies the LJ parameters of the ''pseudo'' solute are sometimes adjusted. 33 To the best of our knowledge no LJ parameters have been proposed for excited-state solutes, although it is anticipated that the LJ diameter for excited states should be larger than for ground states, owing to the more diffuse nature of excited states.
In recent years classical force fields have been enhanced with the capability of describing the electronic polarization of the solvent by means of polarizable intermolecular potentials. Models with polarizable potentials [46] [47] have been shown to give an improved description of liquids and of solute-solvent interactions. The ability to treat solvent polarization is also critical to describe non-adiabatic processes in solution, such as electronic excitation, electron transfer, and charge transfer processes. For these processes the electronic response of the solvent is much faster than its orientational ͑inertial͒ response, so that it is important that electronic solvent polarization be accounted for. With this in mind a few hybrid models have been developed that include solvent polarization. [36] [37] [38] [39] [40] Note that the effective fragment potential ͑EFP͒ model 40 includes an electronic polarization of the solvent molecules as a result of the form of the molecular EFP of the solvent. Relatively few molecular EFP's exist due to a certain complexity of their development. Among the QM/MM implementations the polarizable models are much less widely used, presumably owing to the current implementations ͑cumbersome integral expansions in the direct reaction field implementation, 27 and dual MM and QM selfconsistency algorithm 36 -38 ͒.
B. An enhanced molecular model for micro-solvated excited states
We report here on a new, efficient implementation of a QM/MM-pol model in which the MM potential may include a polarization term. The formalism for the energy and gradient calculations of this hybrid QM/MM-pol model has been presented before by others. 27,29,36 -38 Our contribution is a much simpler, more efficient, and more practical implementation of the QM/MM-pol model than reported heretofore. Additionally we extend the formalism and implementation to the calculation of excited states using the multiconfigurational Hartree-Fock ͑MCSCF͒ level of theory for the solute and to the calculation of the energy gradients, with respect to both the solute and the solvent. Note that gradient expressions have been reported for QM/MM and QM/MM-pol models 29, 36, 37 for ground-state solutes. Here we extend the formalism to the QM/MM-pol model for excited states and the forces acting on either the QM or the MM subsystem. The ability to calculate the QM and MM forces opens up the whole array of automatic tasks that make use of analytic gradients, such as determination of minimum energy and transition states structures, determination of intrinsic reaction coordinate pathways, as well as finite temperature molecular dynamics approaches for solvated systems.
One additional characteristic feature of the model used in the present work lies in the treatment of the vibrational motion of the solvent MM molecules. In most cases reported to date, QM/MM calculations assume rigid solvent molecules: The rigidity constraint is not an issue in Monte Carlo treatments of the solvent. In molecular-dynamics simulations, specifically designed algorithms must be used to maintain the rigid solvent structure. In contrast, in the present work we follow the approach of Lie and Clementi 48 and superimpose an intramolecular vibrational potential to the MM intermolecular potential. Thus the solvent molecules have the ability to distort. We denote this model QM/MMpol-vib to reflect that the MM subsystem is represented by a polarizable potential and the solvent water molecules are not constrained to be rigid. From a model point of view this approach permits one to include the effects of solvent vibrations. From an algorithmic point of view the approach has the advantage that the molecular-dynamics equations are simpler and it is easier to deal with the forces acting on the solvent molecules. In a brief preliminary account 49 we reported the application of this model to the characterization of the structure of cyclic water clusters up to pentamers using the Hartree-Fock level of theory for the QM subsystem. In that work we systematically replaced one QM water molecule at a time in a cluster with one MM molecule, and the mixed cluster was re-optimized. We found that the mixed cluster structures and energies reproduced well some of the finer details of the structures and energies of the all-QM clusters. One of the elements that we carefully watched was whether the distortions observed in the flexible MM molecules in the mixed clusters when using the QM/MM-pol-vib model reflected the structural features of the all-QM clusters. This was indeed the case. In the present work we essentially extend this earlier analysis to the structure of a solvated electronically excited solute.
We recently reported 50,51 a study of an S N 2 type II reaction, the hydrolysis of chloromethane, carried out by means of ab initio molecular-dynamics using HF/6-31G* energies and forces. The model system included several ''solvent'' water molecules treated at the QM level of theory in addition to the ''active'' water molecule that participated in the hydrolysis. It was found that in the transition state region of the reaction the solvent molecules adopt a networklike arrangement in solvating the active system. Furthermore it was observed that these solvent molecules are involved in processes of proton relays with nearly concerted proton transfers among the solvent molecules. These solvent molecules play an active role in the reaction and need to be treated at the quantum level of theory. Numerous other examples of the reactive role of solvent molecules in micro-solvated systems are being reported. [41] [42] [43] [44] However, beyond the quantum treatment needed for these few solvent molecules, the boundary between the QM subsystem and the MM subsystem need to be accurately represented. The present paper addresses again this very issue, but specifically with regards to excited states.
Our early experience with optimizing QM/MM clusters and carrying out molecular-dynamics simulations of these clusters indicated that the classical MM water molecules not belonging to the inner solvation shells show a tendency to drift away. Thompson and Schenter 36 reported a similar experience and suggested superimposing a soft quadratic potential to prevent drifting. In the present work we describe a scheme whereby the solute-solvent cluster is enclosed in a spherical cavity whose wall interact with either the solute or the solvent molecules by means of a repulsive LJ potential. The global model is, therefore, labeled QM/MM-pol-vib/ CAV. In the present implementation the outside of the spherical cavity is vacuum. In future reports we will describe a simple extension of the present model in which a dielectric continuum lies outside the cavity. As an illustration of the present development, we initiated a QM/MM-pol-vib/CAV study of the relaxation dynamics of ''aqueous'' formaldehyde following a 1 (*←n) excitation as a prototype of carbonyl excitation dynamics. 52 This project brings up three stringent aspects of the solutesolvent description: ͑1͒ An accurate representation of the solute-water structures and energetics for the H 2 CO( 1 A 2 ):H 2 O system; ͑2͒ a satisfactory representation of the solute in an ''aqueous'' environment ͑i.e., a larger set of H 2 O molecules͒; and ͑3͒ a statistical treatment of the solvent molecular environment ͑i.e., configuration sampling via a Monte Carlo or molecular-dynamics treatment, still in the context of high-level QM mixed with MM͒. In this and subsequent papers we systematically investigate these issues. In the present paper we investigate the ability of the new mixed Hamiltonian model to describe accurately the interaction of an electronically excited solute with a water molecule. In a companion paper 53 we report an investigation of the excitation blue shift in micro-solvated and aqueous formaldehyde. A computationally efficient statistical treatment of the solvation effects will be presented in a forthcoming publication. 54 The present paper focuses solely on the structure and energetics of the complex H 2 CO( 1 A 2 ):H 2 O between electronically excited formaldehyde and one water molecule. The QM level of theory is of a multiconfiguration type used in conjunction with a medium-size and an extended basis set. We find that the mixed models QM/MM with a nonpolarizable potential and a polarizable potential of water are both in semiquantitative agreement with the results of all quantummechanical calculations. No significant differences are observed when using a polarizable MM potential or a nonpolarizable MM potential for the solvent water. This finding is in accord with the results from Bader et al. 55 obtained with all-MM models. We include also in this paper a preliminary quantitative assessment of the generally anticipated inaccuracies associated with using, for excited-state calculations, LJ parameters defined for ground-state systems. 55 We find that ''ground state'' LJ parameters lead to an underestimation of the van der Waals repulsion in the excited state in the adiabatic equilibrium regime. Preliminary results indicate that slightly larger values ͑by ϳ5%͒ of the LJ diameter would yield improved agreement with all-QM interaction potentials.
The paper is organized as follows: In Sec. II we give on overview of the QM/MM-pol-vib/CAV implementation with the detailed equations given in Appendices A and B. In Sec. III we present and discuss the results concerning the prototypical system, electronically excited formaldehyde H 2 CO( 1 A 2 ):H 2 O micro-solvated by one water molecule. We summarize the present research in Sec. IV.
II. ENERGY AND GRADIENTS IN THE QMÕMM-pol-vibÕCAV MODEL OF ELECTRONIC STRUCTURE: OVERVIEW
The molecular interactions that are included in the QM/ MM-pol-vib/CAV model are depicted in Fig. 1 . The manyelectron state of the quantum subsystem ͑QM͒ is characterized by a Hamiltonian operator which includes the electrostatic potential due to the effective point charges assigned to the atomic centers of the MM subsystem, and to the effective induces dipoles also assigned to the MM atomic centers when atomic ͑isotropic͒ polarizability tensors are a part of the MM interaction potentials. In turn the induced point dipoles are determined from the electric field at the position of the polarizability tensors. There are several contributions to the electric field at any MM atomic position, one from the QM nuclei and the QM electron density, one from the effective charges from the other MM fragments, and one from the induced point dipoles at the other MM fragment positions. There is also a contribution arising from the self-interaction energy term ͑see below͒. A breakdown of the energy contributions is shown in Fig. 2 for various levels of approximation of the QM/MM solvation models. Detailed formulas and equations for the various operators and their integrals over Gaussian basis functions are given in Appendices A and B.
In keeping closely with the above description, Thompson and Schenter 36, 37 and Gao 38 adopted a strategy based on a dual self-consistency of the QM wave function and the MM polarizable response. Their strategy is depicted in Fig. 3. An initial guess to the set of MM induced dipoles is derived and the resulting electrostatic potential is included into the one-electron Hamiltonian of the QM subsystem. The QM wave function is then solved to self-consistency, at which point new MM induced dipoles are generated from the converged QM wave function, and the QM wave function is calculated to self-consistency anew. The process is repeated till both the QM electron distribution and the MM response are together self-consistent. Both of these research groups report that convergence is attained within three or four iterations of the (QMϩMM) dual self-consistency.
Our improved implementation is depicted in Fig. 4 . We calculate the MM induced dipoles every few iterations ͑one or two or three͒ of the QM self-consistency solution using the current QM electronic wave function. We include the electrostatic potential from the effective charges and from the updated dipoles into the one-electron QM Hamiltonian. We use the modified Hamiltonian in the determination of the improved electron density that yields a new set of MM induced dipoles. In effect we remove the explicit MM selfconsistency and converge the QM and the MM ''wave functions'' simultaneously. In practice we find that updating the induced dipoles during the QM self-consistent field ͑SCF͒ process does not slow down the QM convergence, compared to what the convergence would be with fixed induced dipoles or in the gas phase for that matter.
An extension of the QM/MM-pol model, of which we have given a preliminary account, 49 is denoted QM/MM-polvib in which an intramolecular vibrational potential 48 is added to the MM/MM and QM/MM interaction potential. In addition to providing a more realistic model of the solvent water molecules, for example, the nonrigid treatment of the solvent molecules leads to computational simplifications in showed that such a treatment gives an accurate account of the solvation structure, as exemplified by the red shift in the frequency of the OH bond involved in hydrogen bonding.
An extension of the QM/MM-pol-vib model is a new model denoted QM/MM-pol-vib/CAV in which the total system is surrounded by a sphere which interacts with the total QMϩMM system through a repulsive potential. As reported by Thompson 37 and observed by us as well, the MM water molecules have the tendency to drift away from the QM/MM system unless confined through a repulsive potential. Note that in the present model the sphere is not embedded in a dielectric continuum as could be done to mimic long-range solvent effects. We would label such a model QM/MM-polvib/CONT. Development of such a model is in progress and will be reported in future accounts.
Another feature of our implementation lies in that we take advantage of a property of the MM polarization response. The MM induced dipoles minimize the energy of the total system with respect to changes in the induced dipoles ͑see Appendix A͒. This property leads to a significant simplication in the calculation of the energy gradients with respects to the Cartesian coordinates of both the QM and MM subsystems. 56 We carried out the above implementation for closed-shell and open-shell HF and KS wave functions as well as MCSCF wave functions. In the latter case the formalism applies to ground or excited states MC wave functions, as derived and illustrated below, with the sole difference between them coming from the calculation of the one-particle and two-particle density matrices of the QM wave function corresponding to either the ground state or to the excited state. The availability of analytic gradients permits the efficient determination of equilibrium and transition structures in equilibrium solvation as well as the ability to carry out classical molecular-dynamics calculations. The method has been implemented in the HONDO-2001 code.
57 Figure 4 depicts the structure of the program, how it is linked to the traditional drivers for geometry optimization, force constant calculation, saddle point determination, and also an ab initio molecular-dynamics driver 58 and a Monte Carlo solvent configuration generator. To illustrate the method and its implementation we report structures, energies, and vibrational frequencies of a hydrogen-bonded complex between the formaldehyde molecule in its singlet 1 (*←n) excited state and a water molecule. These calculations are a part of a larger project aiming at characterizing the relaxation dynamics of formaldehyde in aqueous phase after vertical absorption, using an accurate QM level of theory mixed with a MM representation of the aqueous medium. The complex is denoted H 2 CO( 1 A 2 ):1w to indicate that the formaldehyde moiety is in an excited state that has parentage in the H 2 CO( 1 A 2 ) state of formaldehyde in the gas phase. The short-hand notation H 2 CO:1w is applied at times. We used two basis sets, the 6-31G* basis set 59 and the cc-pVTZ ͑denoted vtz͒ basis set of Dunning. 60 For MM water potentials we used the nonpolarizable tip3p potential of Jorgensen 61 and the polarizable pol1 potential of Dang. 46 The water vibrational potential was the one from Bartlett et al. 62 The QM wave function was a multiconfiguration wave function of the complete active space ͑CAS͒ type 63 QM/MM calculations we used the LJ parameters suggested by Freindorf and Gao 33 for formaldehyde, even though the suggested parameters were determined on the basis of ground state calculations for a variety of ''solute:1w'' systems. We comment below on the validity of these ''groundstate'' LJ parameters for excited-state calculations. For completeness the LJ parameters are gathered in Table I . For comparison purposes we calculated also all-QM wave functions denoted CAS( 1 A 2 )/6-31G*:6-31G* and CAS( 1 A 2 )/vtz:vtz with the water molecule treated quantum mechanically and its 10 electrons occupying five molecular orbitals that are essentially localized on water. A picture of the complex is shown in Fig. 5 and the calculated structural, energetic, and vibrational data are given in Tables II and III. The most notable feature of the H 2 CO( 1 A 2 ):H 2 O complex is that it has a perpendicular conformation, with the water molecule residing in the plane bisecting the formaldehyde molecule and containing the C-O bond. The water molecule acts as a hydrogen-bond donor. The three levels of theory yield structures of the H 2 CO( 1 A 2 ) moiety that are very similar, a C-O bond length of ϳ1.361 Å and an outof-plane angle ␦(OC-H 2 )ϳ38.4 degrees, which are very close to the isolated molecule values ͑1.359 Å and 38.7 deg.͒. The OH bond of water that is involved in the hydrogen-bond is slightly elongated in all three models, the elongations in the QM/MM͑-pol͒ calculations being very similar to the elongation in the all-QM calculation. This finding is consistent with our earlier report on mixed QM/MM water clusters.
The harmonic frequencies of the complexes are given in Table III . The modes can be assigned a type depending on whether they involve mostly the water moiety, the formaldehyde moiety, or whether they are intermolecular modes. The modes assigned to the H 2 CO moiety have frequencies close to those of an isolated H 2 CO( 1 A 2 ). The modes assigned to the water moiety are different for the CAS:tip and CAS:pol models compared to the all-QM model. This is a reflection of the different vibrational force field of the water molecules in the complex, the Hartree-Fock force field in the all-QM calculation vs the highly accurate configuration interaction ͑CI͒-derived force field in the QM/MM͑-pol͒ calculations. The inter-molecular modes are those most relevant to the description of the complex. There is overall very good agreement between all the models. The largest frequency mode among those at ϳ390 cm Ϫ1 corresponds to the hydrogen bond stretching mode with the CAS/tip description being slightly stiffer than the CAS/pol and the all-QM descriptions, this in spite of the hydrogen bond lengths showing a large disparity.
The hydrogen bond energies (E HB ) obtained with the 3 levels of theory are in semiquantitative agreement, 2.1, 2.7, and 2.4 kcal/mol for the CAS( 1 A 2 )/6-31G*:6-31G*, CAS( 1 A 2 )/6-31G*:tip3p, and CAS( 1 A 2 )/6-31G*/6-31G*: pol1 respectively, and nearly the same with the vtz basis set. The all-QM values of E HB listed in the table were corrected for basis set superposition error. 64 The hydrogen-bond length R(H¯O), the hydrogenbond angles ␣(H¯O-C) and ␣(O-H¯O), and the hydrogen-bond torsion angle (O-H¯O-C) are the most relevant geometrical parameters in assessing the accuracy of the models. The accord between the all-QM and mixed QM/MM models is semi-quantitative. The most interesting parameter is the hydrogen-bond length R(H¯O) for which there are significant structural differences between all three models, albeit the binding energies are very similar. This distance is a reflection of the proper balance, or lack of such, between the electrostatic contribution to the bond energy and the long-range repulsion-attraction of the LJ term that enters the QM/MM-pol-vib model. The model uses an ad hoc LJ ͑6-12͒ potential between the QM subsystem and the MM subsystem. For the MM subsystem we used the tip3p and pol1 LJ parameters while for the QM subsystem we use the modified LJ parameters suggested by Friendorf and Gao. 33 These later parameters were determined on the basis of a number of solute-water structures in their ground states. It is generally recognized that the LJ parameters for an excited state solute-water system should be different, albeit we are not aware of published values for excited states. Bader et al. 55 argued that larger values of the LJ parameters for the solute would be appropriate, considering the larger size of the orbitals and polarizability of the formaldehyde excited state compared to its ground state. ͑However, these authors followed Levy et al. 52 in using the same LJ parameters for the excited state as for the ground state.͒ In the present work we also used the same ''ground-state'' parameters. An all-QM calculation of the same type for ground-state formaldehyde CAS( 1 A 1 )/6-31G*:6-31G* yielded a R(H¯O) ϳ2.112 Å, and CAS( 1 A 1 )/6-31G*:tip3p and CAS( 1 A 1 )/6-31G*:pol1 values of ϳ2.097 and ϳ2.098 Å, respectively ͑see companion paper 53 ͒. For the ground state the discrepancy between the all-QM and the QM/MM models amounts to ϳ0.02 Å. The discrepancy of 0.10 and 0.07 Å for the QM:tip3p and QM:pol1 models with the O¯H bond shorter than for the all-QM structure, is much larger for the excited state than for the ground state. The same conclusions hold for the calculations using the vtz basis set. Thus it appears indeed that the LJ parameters for electronically excited formaldehyde need to be larger than for ground-state formaldehyde, presumably to increase the repulsion interaction between solute and water. That this may be the case is further supported by the pol1 results. It can be seen from Table I that the LJ parameters are essentially the same for pol1 as for tip3p while the partial charges are smaller in pol1 than in tip3p. The fact that the H¯O distance in the CAS( 1 A 1 )/6-31G*:pol1 complex is longer than in the CAS( 1 A 1 )/6-31G*:tip3p complex while the LJ energy contribution is nearly the same, suggests that the electrostatic contribution to the binding energy is less with pol1 than with tip3p, in accord with the reduced partial charges, even though the atomic polarizabilities contribute also to the electrostatic interaction binding energy. The fact remains that the solute-water attraction is too strong and that a stronger repulsion is needed to obtain better agreement between the QM/MM models and the all-QM data.
In support for this finding we obtained the optimized structures for the H 2 CO( 1 A 2 ):H 2 O complex with modified LJ parameters for the oxygen atom of formaldehyde. In this preliminary investigation we selected to modify the LJ parameters for the carbonyl oxygen only because changes in the oxygen parameters are likely to have the largest effects on the QM/MM͑-pol͒ structure of the complex, in particular on the hydrogen-bond length. There are differences in angles as well between the all-QM and the QM/MM͑-pol͒ structures. Adjusting all the parameters would be needed to obtain close agreement, along the lines of the work of Freindorf and Gao. 33 A full investigation is beyond the scope of this work albeit it is in progress. More specifically we increased the value of (O) by 5% and 10%, while holding (O) constant as well as the LJ parameters for C. The parameters for H 2 O were not changed. The results are displayed in Table IV . It can be seen that the 5% increase yields a O¯H bond length in very good accord with the all-QM structure. A proper description of the low-energy structure of H 2 CO( 1 A 2 ):H 2 O is an encouraging reflection of the ability of the model to describe well equilibrium solvation effects, including fluorescence. A second critically important criterion for the choice of proper LJ parameters for excited states lies in the ability to quantitatively describe the slope of the excited potential energy surface in the Franck-Condon region from the ground state. This attribute corresponds to the nonequilibrium regime of solvation. The present results indicate that the polarizable character of the pol1 potential makes only a small contribution to the hydrogen bond description in so far as equilibrium ''solvation'' is concerned. A more extended investigation of the determination of proper LJ parameters for nonequilibrium solvation, and of the effect of polarizability in nonequilibrium solvation will be presented in a future report. 65 
IV. SUMMARY
In this paper we have presented a detailed description of an efficient implementation of a QM/MM-pol-vib/CAV model of micro-solvation with which we can calculate the energy and the forces of a QM subsystem embedded in an MM subsystem. The model includes a polarizable representation of the MM subsystem, and is equally applicable to the ground state or excited state of the QM subsystem. We carry out the implementation for the HF, DFT, and MCSCF levels of QM theory. The availability of analytic gradients for both the QM susbsystem and the MM subsystem makes it possible to apply efficient methods for the determination of equilibrium and transition structures, force constants, reaction pathways, and finite temperature dynamics trajectories.
We illustrated the capabilities of the method with a characterization of the structure and energy for the electronically excited formaldehyde-water system. We found that the all-QM and QM/MM structures and energies are in semiquantitative agreement. We found that the LJ parameters in the QM/MM models used for the ground state give rise to too short hydrogen-bond lengths for the excited state. A preliminary study of LJ parameters for the excited state of formaldehyde suggests that the LJ diameter ought to be increased by ϳ5% for improved agreement between all-QM and QM/MM structures. An initial investigation of the solvation effects on the vertical absorption energy of formaldehyde as a prototypical carbonyl system is presented in a companion paper. 53 A full QM/MM-pol characterization of the dynamics of relaxation of excited formaldehyde will be forth coming. 
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APPENDIX A: QMÕMM-pol-vibÕCAV ENERGY
The total energy of a system in the QM/MM-pol-vib/ CAV model has the form E QM/MM ϭE qm ϩE qm/mm ϩE mm/mm ϩE pol ϩE vib ϩE (qmϩmm)/cav . ͑A1͒
E qm includes to the traditional QM energy of the QM subsystem including the electrostatic interaction energy of the QM subsystem with the MM effective charges and dipoles. E qm-mm refers to the LJ repulsion-dispersion interaction between the QM subsystem and the MM subsystem. E mm/mm refers to the electrostatic and LJ repulsion-dispersion interaction amongst the MM fragments. E pol is the polarization energy limited to the MM induced dipoles among them- The first value is for the H atom involved in the hydrogen bond.
selves. E vib is the vibrational energy of the water solvent molecules arising from the nonrigid representation of the MM molecules. Finally E ͑qmϩmm͒/cav includes the LJ repulsive interaction between the QM and MM subsystems and the cavity wall. The various terms are defined and written out below.
The E qm term
E qm is the electrostatic interaction energy of the QM subsystem in the presence of the effective charges and of the induced dipoles of the MM subsystem. As such E qm includes the electron-electron and the electron-nuclei energy terms within the QM subsystem, along with the interaction between the nuclei and the electron density with the MM effective charges and the interaction between the nuclei and the electron density with the MM effective dipoles. The potential acting on the electron density due to both the MM effective charges and the MM induced dipoles is included in the one-electron Hamiltonian operator for the QM subsystem. In what follows we give the equations for the most general case of a multiconfiguration self-consistent-field ͑MCSCF͒ wave function. Simplifying expressions for Hartree-Fock ͑HF͒ and Kohn-Sham ͑KS͒ wave functions are provided at the end of this section.
The QM wave function ⌿ S has the form of a linear combination of configuration state functions or equivalently in terms of Slater determinants ͕⌽ I ͖, with superscript ''S'' denoting the ''state,'' i.e., the ground state or an excited state
with ⌽ I constructed from molecular orbitals i expanded in terms of basis functions
The CЈs are a solution of the configuration interaction secular equation, either for the ground state or an excited state
E takes the form
␥ i j and ⌫ i jkl are the one-and two-particle density matrix elements for state S, with
The ground state corresponds to the lowest eigenstate of the CI matrix ͓Eq. ͑A4͔͒. Higher energy eigenstates are the excited states. If ''a'' and ''b'' denote any doubly occupied orbital, ''i'' any variably occupied orbital, ''x'' any unoccupied orbital, and ''p,'' ''q,'' ''r,'' and ''s'' any type of orbital, we have
͑A10͒
⌫Ј pqrs is nonzero only when all four orbitals are of the variably occupied orbital type ͑also called valence orbitals͒. In deriving the self-consistency equations for the MCSCF energy, we define the Fock operators and Lagrangian operators as follows:
We have ri ϭ2͑F ri
with F core and F val given by
We transform the particle density matrix elements to the AO basis following:
This leads to the energy expression
The Fock operators of Eqs. ͑A11͒, ͑A15͒, and ͑A16͒ play an important role in the various MCSCF convergence algorithms. 63 
HF and KS cases
In the case of an HF wave function, Eq. ͑A15͒ takes the forms
P is the total density matrix element. The HF SCF equations for the molecular orbital coefficients c have the form:
FcϭSc, ͑A23͒
where S is the overlap matrix, S ϭ(͉), and represents the orbital eigenvalues. It follows that
In the case of a KS wave function, we have
͑A26͒
In Eq. ͑A26͒ F XC is the matrix of the Exchange-Correlation functional. 66 It follows in the HF case that:
Solvation of the QM subsystem by the MM subsystem is reflected in the definition of the one-electron Hamiltonian h(1) that appears throughout Eqs. ͑A1͒-͑A27͒. In the simple form of the QM/MM model a one-electron potential operator due to the MM effective charges ͑efc͒, labeled Q s where the subscript s represents the MM atoms, is added to the usual kinetic energy and nuclear attraction operators. In the QM/ MM-pol model, ͑isotropic͒ polarizabilities ␣ s are assigned to selected MM centers ͑often the MM atoms͒, and the electric field due to the QM subsystem as well as the other MM fragments induces point dipoles denoted D s ͑efd͒. The kinetic energy and potential operators have the form
''Nuc'' and ''Nsol'' throughout represent the number of atoms in the QM subsystem and in the MM subsystem, respectively. The minus sign in Eqs. ͑A29͒-͑A31͒ arises from the charge of the electron. Thus we have
and
͑A34͒
It is convenient to define several energy terms involving the interaction of the electron density
These energy terms are in fact included in the electronic energy expression of Eq. ͑A21͒. We use Gaussian basis functions as the Јs and evaluate the one-electron integrals in Eq. ͑A34͒ by means of the generalized Rys numerical quadrature method 67 that was devised for the calculation of electrostatic potential, field, and field gradients, as well as their derivatives with respect to the QM atomic centers and the MM atomic centers for the calculation of the forces acting on the QM and MM subsystems. The generalization of the quadrature relies on a general Gaussian transform for the 1/r operator and its derivatives, shown in Appendix C. The generalization is systematic and its implementation in a computer code follows very much the simpler subroutine for the calculation of the nuclear attraction integrals of Eq. ͑A35͒. Compared to the approach adopted by others 27, 36, 37 in their earlier implementation of the QM/MM-pol method, the generalized Rys quadrature avoids the numerical inaccuracies otherwise associated with integral expansions and representations of point dipoles by finite dipoles, and more importantly, it also provides accurate energy derivatives.
The contributions to the interaction energy of the QM nuclei among themselves and of the QM nuclei with the MM charges and dipoles are
Finally we have
. ͑A44͒
The E qmÕmm term
E qm/mm refers only to the van der Waals repulsion term between the ''pseudo'' QM subsystem and the MM subsystem ͑the electrostatic interaction terms are included in E qm above͒. In its present form this term is only an ad hoc expression of the exchange repulsion and dispersion between the QM and MM subsystems. It is given by
.
͑A47͒
In Eqs. ͑A45͒-͑A47͒, the s 's ͓not to be confused with the orbital energies of Eq. ͑A22͔͒ and s 's are the usual LJ parameters that comprise the classical potential for the MM subsystem, the A 's and A 's are the LJ parameters of the classical potential for the ''pseudo'' QM subsystem. The summations run over the quantum atoms A and all the solvent atoms S. The LJ parameters for the QM subsystem can be taken directly from tabulated classical potentials. Freinforf and Gao 33 suggested slight adjustments to such parameters to match better the structure and energy results for selected systems obtained at the ab initio HF/6-31G* level of theory.
The E mmÕmm term
The energy of the MM subsystem E mm/mm contains the usual electrostatic interaction between the effective charges of the MM atoms and also a van der Waals repulsion term
The summations in Eqs. ͑A49͒-͑A50͒ are indexed with the condition S T to indicate that they run over all the solvent atoms S and T with the restriction that S and T belong to different residues, i.e., water molecules.
The E pol term
The polarization energy E pol here refers to energy terms involving the MM subsystem only. Terms involving the MM polarization interactions with the QM subsystem are already included in E qm . The induced dipoles are determined by the response equations of the system to minimize the total energy of the QM/MM system. The electric field at the position of the polarizability tensors is separated into a static field and a dynamic field. The static field is due to the electron density and nuclei of the QM subsystem and to the effective charges of the MM subsystem. The dynamic field acting on a given induced dipole is due to the other induced dipoles. Thus the induced dipoles depend on the induced dipoles themselves. The response equations are thus iterative in nature. The polarization energy includes also a self-interaction energy term, the energy required to assemble the set of dipoles
where ␣ T is the magnitude of the isotropic polarizability tensor assigned to center T. In the end we have
. ͑A56͒
The polarization response equations
The polarization response equations yield the induced dipoles at the polarization centers S of the MM subsystem. These centers are assigned a polarizability tensor, isotropic in the present case, and denoted ␣ S , already seen in Eq. ͑A55͒. Assuming linear response, the induced dipole D S at center S is related to the polarizability ␣ S and to the electric field F S at center S
We write the field F S as
F atm is the field from the QM nuclei, F elec is the field from the QM electron density, F efc is the field from the MM effective charges, and F efd is the field from the MM ''other'' induced dipoles. Expressions for the various terms are
͑A66͒
Atomic integrals of the field operator in Eq. ͑A63͒ and the total field in Eq. ͑A64͒ can be conveniently evaluated for Gaussian basis functions of any angular momentum by means of a Gaussian transform of the field operator ٌ(1/r) as written in Eq. ͑A62͒. See Appendix C. The equations, given in Eq. ͑A57͒, for all the S solvent centers are solved iteratively to self consistency. Initial values of D S are obtained by using F S ϭF S stat . The current values of D S are then substituted into Eq. ͑A66͒, yielding F efd of Eq. ͑A59͒ and F S of Eq. ͑A60͒, with the new values of the field going into Eq. ͑A57͒ to give an updated set of induced dipoles D S .
At this point it is convenient to gather all the energy terms that involve the MM induced dipoles. We denote E ind dip a quantity made up of these terms. Note that all of them are already accounted for in E qm and in E pol :
We substitute in Eq. ͑A67͒ the expressions for all five terms, as written in Eqs. ͑A31͒, ͑A37͒, ͑A40͒, ͑A43͒, ͑A53͒, ͑A54͒, and ͑A55͒. We write the conditions for E ind dip to be a minimum with respect to variations in the induced dipoles D S . We obtain a set of equations
͑A68͒
They have the form
These equations are identical to the linear response equations in the form of Eq. ͑A57͒. In other words the response equations yield induced dipoles that correspond to a minimum of the total QM/MM energy. This is an important property of the D S that greatly simplifies the calculation of the gradients of the total QM/MM energy with respect to the QM Cartesian coordinates and the MM Cartesian Coordinates. 56 
The E vib term
Finally we include a vibrational energy term for all MM water molecules. The MM water molecules are not constrained to maintain the experimental water geometry. They are allowed to adopt distorted geometries. The vibrational energy of each molecule is calculated from the quartic force field potential of Bartlett et al., 62 denoted E vib (w)
In Eq. ͑A70͒ w denotes the water solvent molecules, N wat is the number of these water molecules. The separation of E mm/mm and E vib implies an approximation. The partial charges and the LJ parameters that form the tip3p, pol1, and pol2 potentials, 46, 47, 61 for example, were derived on the basis of rigid water molecules. We take the same parameters with distorted water molecules. As long as the distortions stay small compared to the intermolecular distances the approximation should be satisfactory. That this is the case is borne out by the optimized structures of hybrid water clusters 49 where bond lengths and bond angle distortions are in qualitative accord with the quantum dimers for example. Earlier, Lie and Clementi 48 used this approach successfully.
The E "qm¿mm…Õcav term
This term is an ad hoc repulsive potential whose purpose is to prevent the QM and MM molecules from drifting away during a molecular dynamics simulation. We accomplish this by surrounding the QM/MM system by a ''soft'' sphere of radius R sph , centered at a given point taken as the origin of the frame. In the spirit of the LJ 6-12 potentials commonly used to represent the repulsive interaction between the QM and MM subsystems as in Eqs. ͑A45͒-͑A47͒ or between the MM molecules as in Eqs. ͑A50͒-͑A52͒ we assign a cav parameter and a cav parameter to the sphere. In the present work we used the LJ parameters for the oxygen atom in the tip3p potential of water. Using the properties of the LJ expression, the thickness of the spherical wall is given by R wall ϭ cav ϫ2 1/6 .
͑A71͒
The radius of the cavity is R cav ϭR sph ϩR wall . ͑A72͒
We denote I any atom A of the QM subsystem or S of the MM subsystem, R I its distance to the center of the spherical cavity, and R Icav its distance to the wall of the cavity. We have R Icav ϭR cav ϪR I .
͑A73͒
We define some LJ quantities, including the distance to the cavity wall that corresponds to the minimum in the LJ interaction 
͑A79͒
In other words for any atom inside the sphere, if its distance to the hard wall of the cavity is larger than some LJ minimum energy distance, then its interaction with the sphere is set to zero. If this distance is larger than the LJ minimum energy distance, then this atom feels the repulsive part of the LJ potential. Where Eq. ͑A81͒ differs from a traditional ''gas-phase'' gradient expression is in the first term on the right-hand side that involves derivatives of the one-electron integrals 
APPENDIX B: QMÕMM-pol-vibÕCAV GRADIENTS
͑A83͒
When q is an MM coordinate the first term and the last term in Eq. ͑A83͒ are identically zero. The four operators given in Eqs. ͑A27͒-͑A30͒ contribute to ‫‪q‬ץ/ץ‬ (͉h͉). V atm of Eqs. ͑A28͒, ͑A34͒ and V efc of Eqs. ͑A29͒ and ͑A35͒ involve the same type of integrals. Note that V atm contributes to the gradient for the QM susbsystem only, while V efc contributes to the MM gradient as well as to the QM gradient through the derivatives of the basis functions and . V efd of Eqs. ͑A30͒ and ͑A36͒ involve somewhat more complex integrals and derivatives, all of which can be handled in a systematic fashion through the use of the generalized Rys quadrature approach outlined in Appendix C and presented in detail in Ref.
͑A43͒. V
efd contributes also to the QM gradient and to the MM gradient.
The derivatives of E atm/atm , E atm/efc
, and E atm/efd that come into play as a result of Eq. ͑A44͒, are straightforwardly evaluated. Similarly for E qm/mm ϵE qm/mm vdW and for the various terms that form E mm/mm according to Eqs. ͑48͒ and ͑56͒. The derivatives of the vibrational energy term E vib of Eq. ͑70͒ and of E (qmϩmm)/cav are also straightforward to handle.
It is good to remember here again that a great simplification has come into the gradient derivation owing to the fact that the MM induced dipoles D S minimize the energy of the total QM/MM system. 56 As a result there was not need to be concerned with the explicit differentiation of the energy with respect to the induced dipoles. 
APPENDIX C: GENERALIZED Rys QUADRATURE FOR FIELD AND FIELD GRADIENT INTEGRALS AND THEIR DERIVATIVES
du. ͑A88͒
Subroutines for the calculations of these and other operators could be found in programs such as HONDO 57 and GAMESS 68 for some time. Systematic extensions for the calculation of their derivatives with respect to center S are given by Dupuis.
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