The phenomenon of the acceleration of the (perturbing) electrons by the ion field (AEIF) significantly reduces Stark widths and shifts in plasmas of relatively high densities and/or relatively low temperature. Our previous analytical calculations of the AEIF were based on the dynamical treatment: the starting point was the ion-microfield-caused changes of the trajectories and velocities of individual perturbing electrons. In the current paper, we employ a statistical approach: the starting point is the electron velocity distribution function modified by the ion microfield. The latter had been calculated by Romanovsky and Ebeling in the multiparticle description of the ion microfield. The result shows again the reduction of the electron Stark broadening. Thus two totally different analytical approaches (dynamical and statistical) agree with each other and therefore disprove the corresponding recent fully-numerical simulations by Stambulchik et al. that claimed an increase of the electron Stark broadening.
Introduction
The phenomenon of the acceleration of the (perturbing) electrons by the ion field (AEIF) significantly reduces Stark widths and shifts in plasmas of relatively high densities and/or relatively low temperature. This phenomenon was first described analytically in the binary approach in paper [1] with subsequent analytical improvements in paper [2] . Then it was also described analytically in the multiparticle approach in book [3] and paper [4] . The essence of this phenomenon is the following.
Due to the presence of the ion field, perturbing electrons are passing by the radiator at higher velocities than it would be at the absence of the ion field. The increase of the electron velocities translates into a decrease of the electron broadening (i.e., a decrease of Stark widths and shifts). The narrowing (and shift-reducing) phenomenon caused by the AEIF is the realization of a direct coupling between electrons and ions. It affects the spectral line shape in addition to the effect of the indirect coupling between the electron and ion broadenings (see, e.g., [3] ). The latter coupling is indirect because it is carried out via the radiating atom which acts as an intermediary, this being manifested by the fact that the coupling parameter depends on the quantum numbers of the atomic states (as well as on the parameters of the electron and ion microfields). In distinction to this, the coupling parameter in the narrowing phenomenon does not depend on the atomic quantum numbers. It should be emphasized that in the conventional theory [5] there was no coupling of any kind between the electrons and ions.
The analytically described direct and indirect couplings of the electron and ion microfields combined with the analytical description of the ion dynamics constituted a highly advanced theory of the Stark broadening [3, 4] . A code based on this analytical theory eliminated significant discrepancies between variety of benchmark experiments and previous theories and/or simulations [3, 4] . However, there are two different schools of thought on what should be the ultimate test of various theories. One school of thought considers the comparison with benchmark experiments as the ultimate test of the theory. For spectral line shapes in plasmas, benchmark experiments are those, where plasma parameters are determined independently of the spectral line shape theory to be tested.
Another school of thought insists that the ultimate test of a particular theory is the comparison with results of a code based on fully-numerical simulations starting from the "scratch" rather than from some analytical advance.
Within this school of thought, there have been recently conducted fully numerical simulations trying to "mimic" the phenomenon of AEIF [6] . Based on their fully-numerical simulations conducted for the H α line at just one value of the electron density N e and just one value of the temperature T, the authors of [6] claimed that the AEIF leads to an increase of the electron-caused Stark width rather than to its decrease.
It should be emphasized that those simulations [6] had lots of limitations. The primary limitation was their employment of the binary version of the AEIF. Thus, their results have no bearing on the analytical results for the AEIF obtained in the multiparticle approach [3, 4] . Nevertheless, the controversial results of simulation from [6] for the binary version of the AEIF required a resolution.
In the current paper we resolve this issue as follows. Our previous analytical calculations of the AEIF [1] [2] [3] [4] were based on the dynamical treatment of the perturbing electrons. In other words, in [1] [2] [3] [4] we calculated analytically how the ion microfield changes the trajectories and velocities of the individual perturbing electrons and then averaged their contribution to the broadening over the ensemble of electrons. In the current paper, instead of the dynamical treatment we employ a statistical approach. Namely, we start from the electron velocity distribution function modified by the presence of the ion microfield-this modified electron velocity distribution function had been calculated (for a different purpose) by Romanovsky and Ebeling in the multiparticle description of the ion microfield [7] . With the help of the modified electron velocity distribution function from [7] , we then calculate the Stark broadening by electrons within the framework of the conventional theory usually assigned to Griem [5] (who is one of the coauthors of [6] ). The result shows that the electron Stark broadening decreases.
Thus two totally different analytical approaches (dynamical and statistical) agree with each other (by predicting a decrease of the electron Stark broadening) and therefore disprove the fully-numerical simulations from [6] (that claimed an increase of the electron Stark broadening). In conclusion we briefly discuss possible reasons for the failure of the fully-numerical simulations from [6] .
Analytical Calculations
Romanovsky and Ebeling [7] considered the instantaneous state of a plasma as a set as "domains" (the size of the domains being of the order of the Debye radius) with different constant values of the ion microfield F. The latter was treated in the multiparticle description. The characteristic time of the domain structure changes is of the order of the inverse plasma frequency. By applying the statistical approach, Romanovsky and Ebeling derived the following (unnormalized) velocity distribution function of the plasma electrons affected by the ion microfield
where the superscript "u" stands for "un-normalized", v T = (2T e /m) 1/2 is the mean thermal velocity of the electrons, and v F is the scaled (to the dimension of velocity) characteristic ion microfield defined as follows:
Here e, m, and T e are the electron charge, mass, and temperature, respectively; N i and T i are ion density and temperature, respectively; the quantity
is the characteristic Holtsmark microfield. ( The authors of [7] 
Here subscript "small" stands for a relatively small ion density/field. After calculating the integral in (4) analytically and then normalizing the corresponding distribution function (also analytically), we obtain the following normalized velocity distribution function:
Here Γ(z) is the gamma-function, F(a, c; z) is the confluent hypergeometric function. At the stage preceding the averaging over velocities, the electron impact broadening operator in the dipole approximation has the following form (in accordance to the conventional theory [5] ):
where K is a well-known operator that practically does not depend on velocity (see, e.g., [8] )
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By calculating the integral in (8) analytically, we obtained
From (9) it is clearly seen that as the parameter v E /v T (representing the scaled dimensionless ion density/field) increases from zero, the electron impact broadening decreases. Just this result alone disproves the claim by the authors of [6] 
Here subscript "large" stands for a relatively large ion density/field. After calculating the integral in (10) analytically and then normalizing the corresponding distribution function (also analytically), we obtain the normalized velocity distribution function f large (v). The expression for f large (v) is rather bulky, and we omit it (since it is only an intermediate result). Then by using f large (v), we perform the usual averaging over velocities
By calculating the integral in (11) analytically, we obtained the following relatively simple result:
To better visualize our results, we define in a natural way the electron broadening reducing factor Figure 1 shows the dependence of the electron broadening reducing factor R on the parameter X = v E /v T representing the scaled dimensionless ion density/field. It is seen that the new statistical approach used in this paper confirms that the effect of the ion microfield on the electron broadening is the reduction of the electron Stark widths and shifts.
Conclusions
We performed analytical calculations of the phenomenon of AEIF based on the new statistical multiparticle approach originating from Romanovsky-Ebeling's paper [7] . We showed that the results are in agreement with the previous analytical results obtained by a different (dynamical rather than statistical) approach employed in [1] [2] [3] [4] . Both approaches demonstrated a decrease of the electron Stark broadening. This is a clear indication that the results of fully-numerical simulations [6] claiming an increase of the electron Stark broadening are incorrect. The failure of the fully-numerical simulations from [6] could be due to quite general reasons. Complicated codes (such as the one from [6] ) require adequate verification and adequate validation [9] . The verification is the determination that the code solves the chosen model correctly. Validation is the determination that the model itself captures the essential physical phenomena with adequate fidelity. Post and Votta [9] noted that without adequate verification and validation, computational results are not credible.
Complicated codes are a collection of individual blocks or components. Even if the individual blocks are relatively accurate, the entire code may be not. In another publication [10] Post and Votta emphasized that since a computational simulation is only a model of nature, not nature itself, there is no assurance that a collection of accurate individual components will capture the emergent effects.
There are numerous failures of complicated large-scale codes/simulations (see, e.g., [9] ). In the area of plasma fusion-the area for which spectral line shapes serve as diagnostics-examples are the following [9] . By stretching boundary conditions far beyond what could be scientifically justified, computer simulations were able to "reproduce" the exciting but wrong experimental discovery of sonoluminescent fusion. With regard to the International Thermonuclear Experimental Reactor (ITER), preliminary computational predictions in 1996 of inadequate performance by the proposed facility were wrongly characterized as definitive. Those predictions contributed to the 1998 US withdrawal from that important and promising international undertaking.
So, the failure of the fully-numerical simulations from [6] probably resulted from inadequate verification and/or inadequate validation. By the way, the authors of [6] admit that their simulations failed to reproduce straightforward analytical calculations from [11] concerning the breakdown of the so-called "line space concept," while they did not find any intrinsic deficiency of those analytical calculations. (The line space concept limits the lineshape calculations to the direct product of the two manifolds, corresponding to the upper and lower principal quantum numbers involved in the radiative transition.) This failure of the authors of [6] should have warned them about seemingly inadequate verification and/or inadequate validation of their code.
The last but not least: other codes (developed by Alexiou, who is one of the coauthors of [6] ), that are similar in nature to the one from [6] , fail to agree with the benchmark experiments by about 30%-as described in detail in [3] . This discrepancy with the benchmark experiments is by one order of magnitude higher than the estimate of the code inaccuracy provided in [6] , so that the latter seems to be significantly underestimated.
