We use matrix analysis to study a cycle plus random, uniform shortcuts-the classic small world model. 7
Introduction
We consider a class of graphs where there is an underlying connectivity pattern on top of which 26 extra links have been added at random. Such partially random graphs, which lie between the two 27 classical areas of deterministic and random graph theory, have attracted interest in a number of 28 application areas within computer science [1, 4, 5, [10] [11] [12] , the social sciences [19] , bioinformatics 29 [7,14,18] and chemistry [6] . From a theoretical perspective, fascinating results have been proved, 30 or conjectured through simulations, concerning the decrease of the expected pathlength as a 31 function of the amount of disorder added, and the ability of navigational algorithms to find the 32 short paths [2, 12, 15, 16, 21] . 33 Much of the work in this area makes reference to the small world experiments of the psy- is more amenable to analysis. Here, random links are superimposed rather than existing links 50 being rewired. They gave a semi-heuristic mean-field derivation of an expression for the expected 51 pathlength of a large network in the limit of either a large or small number of shortcuts. Barbour 52 and Reinert [2] subsequently gave a fully rigorous treatment. 53 Kleinberg [12] , see also [11] , recognized that in addition to the existence of short paths in 54 Milgram's experiment there is a second surprising discovery: the participants, using only local 55 knowledge about their own acquaintances, were able to construct short paths. This leads to a (ii) the location of the target,
62
(iii) its own random edges,
63
(iv) the random edges of each node that has previously come into contact with the message. 64 The measure of success of an algorithm was the expected delivery time to a randomly chosen lattice distance and, in addition, has "random" directed edges to q other nodes, for some fixed q.
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102
These extra links are constructed from q independent trials where the probability of connecting 
Markov chain formulation
117
The expected value of the greedy pathlength between a pair of nodes in the ring network 118 described above can be calculated using a Markov chain approach. Without loss of generality, 119 we consider starting at node j and navigating towards node 0 using the greedy algorithm. This • if an extra link exists it is given by an edge that is equally likely to meet up with any node in 132 the ring,
133
• the greedy algorithm will use an extra link only if it decreases the distance to node 0 by more 134 than one, otherwise it will use the nearest neighbor edge to decrease the distance by one.
135
Putting this together we find that if the Markov chain at time level n has the value X n = i for 136 some i 2 then
with probability 1 − (2i − 3)p/N, j, for 1 j i − 2, with probability 2p/N, 0, with probabilityp/N. Here, the event X n+1 = j for 1 j i − 2 arises if there is a shortcut to either of the two 138 nodes that are a distance j from the target node 0; hence the appropriate probability is 2p/N. To 139 complete the specification, we note that if X n = 1 or X n = 0 then X n+1 = 0 with probability 1.
140
The transition matrix P ∈ R M×M , which has general entry p ij := P(X n+1 = j , given X n = i), 
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Now let h j be the hitting time for state 0, starting from state j ; that is h j (ω) := inf{n 0 :
143 X n (ω) = 0, given X 0 = j }, and let z j be the corresponding mean hitting time for state j , 144
In general, z j is the expected value of the greedy pathlength between nodes {j, N − j } and 0. 145 We are interested in the average over all nodes i ∈ {0, 1, . . . , N − 1} of the greedy pathlength 146 between node i and 0; that is 147 matrix. In our case, the system is
where e := [1, 1, . . . , 1] T ∈ R M−1 . This system may be re-written in the form 
The essence of our analysis is to observe that the system (2.5) has the form of a finite difference 
and we may reasonably hope that 
and the average mean hitting time z ave in (2.3) satisfies
Here, erf(y) := 
The solid line in the upper plot of Fig. 3 .1 shows the leading term in this expression as a function 182 of K. On the same picture, the circles denote the corresponding expected value for the traditional 183 pathlength (that is, the length of the shortest path between a randomly selected a pair of nodes).
184
Because an analytical formula for this quantity is not known, data was computed via simulation.
185
We fixed N = 3000 and used p = 10 α , with 40 equally spaced α values between −5 and 0.
186
For each p we generated 500 instances of a random graph and averaged the pathlength from 
Proofs
206
The following subsections give proofs of Theorems 3.2 and 3.1. 
Proof of Theorem 3.2 212
It is convenient to letp = 2p and consider the system (2.4) withp replaced byp; that is
We show later that, sincep =p − p 2 /N, (4.1) and (2.4) have solutions that are sufficiently close. 214 We let z(x) denote the solution to the ODE
Note that this equation can be derived by differentiating (2.6), setting N x = 2 and neglecting 216 small terms. For convenience our notation does not reflect the dependence of z(x) upon N , but in 217 the subsequent analysis it is crucial to take account of the fact that z(x), and its derivatives, grow 218 with N .
219
Eq. (4.2) can be solved via an integrating factor to yield the following expressions:
We also note for later use that
Now we make a precise connection between the linear system (2.4) and a numerical method 222 applied to (4.2).
223
Lemma 4.1. Let the sequences y
and y
be defined by x = 2/N and 224 y [1] j =y [1] j −1 + xy
for j 1, with y j −1 = y [1] j − 228 y [1] j −1 / x from (4.9) into (4.10) gives 229 y [1] j +1 − 2y
and subtracting row j of (4.1) from row j + 1 gives the same recurrence forz j .
230
Now, for z(x) in (4.2), we let
and e
[2]
where x j := j x with x = 2/N . Here, e [1] j and e j =e [1] j −1 + xe 
Proof. Taking Taylor series expansions, using (4.2), we have
(4.14)
Subtracting (4.9) and (4.10) from (4.13) and (4.14), respectively, gives the result.
237
Our task is to show that max 0 j M−1 |e by the errors, and we see that (4.12) involves only e
j . Our approach is therefore to use (4.12) 239 to get an estimate for
j that can be inserted into (4.11). The result relies on subtle 240 cancellation and we found it necessary to retain asymptotic estimates, rather than bounds, as far 241 as possible.
242
To motivate the subsequent analysis, note from (4. 
Proof. Since e 
which simplifies to
Hence, 
After some asymptotic expansion and manipulation, this simplifies to N) 2 ). So, from (4.12) and (4.16), for n
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and hence 
Proof. From (4.11) and Lemma 4.4 we have, using e
Further, (4.7) implies that
and the result follows. 
Using the expression (4.5) for the integral leads us to the result (3.4) in Theorem 3.2. 3. To show that a rigorous continuum limit for the set of mean hitting times can be established 300 via a convergence analysis for a finite-difference method.
301
Regarding item 1, we emphasize that the greedy pathlength is implicit in the work of Kleinberg
302
[12] and has a natural interpretation as the free packet delay for a simple routing algorithm, [5] .
303
Regarding items 2 and 3, we mention that the author has used a similar Markov chain approach 304 to study mean hitting times for a random walk on a partially random graph [9] . In that case, the underlying Brownian motion gives rise to a diffusion term and the continuum limit is a singly 306 perturbed boundary value problem, in contrast to the initial value problem encountered here.
307
The key new insight from this work is encapsulated in Fig. 3 final manuscript has also benefited from the attention of an extremely careful referee.
318
