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Abstract
An antimatroid is a family of sets such that it contains an empty set, and it is accessible and
closed under union of sets. An antimatroid is an ‘antipodal’ concept of matroid.
We shall show that an antimatroid is derived from shelling of a poset if and only if it does
not contain a minor isomorphic to S7 where S7 is the smallest semimodular lattice that is not
modular. It is also shown that an antimatroid is a node-search antimatroid of a rooted digraph
if and only if it does not contain a minor isomorphic to D5 where D5 is a lattice consisting of
4ve elements ∅; {x}; {y}; {x; y} and {x; y; z}. Furthermore, it is shown that an antimatroid is a
node-search antimatroid of a rooted undirected graph if and only if it does not contain D5 nor
S10 as a minor: S10 is a locally free lattice consisting of 10 elements.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let E denote a non-empty 4nite set, and F a family of subsets of E. F is called an
antimatroid if it satis4es:
(A1) ∅∈ F,
(A2) if X ∈ F and X = ∅, then X \ e∈ F for some e∈X , and
(A3) if X; Y ∈ F and X * Y , then Y ∪ e∈ F for some e∈X \ Y .
E-mail address: nakamura@klee.c.u-tokyo.ac.jp (M. Nakamura).
0166-218X/03/$ - see front matter ? 2003 Elsevier B.V. All rights reserved.
PII: S0166 -218X(02)00581 -4
488 M. Nakamura /Discrete Applied Mathematics 129 (2003) 487–498
The sets in F are called feasible sets. For X ∈ F and e∈X , if X \ e is feasible, e is
called a foot of X . An antimatroid further satis4es the properties below:
(A2′) for any X; Y ∈ F such that X ⊆ Y and X = Y , there exists e∈Y \ X such that
Y \ e∈ F, and
(A3′) if X; Y ∈ F then X ∪ Y ∈ F.
An antimatroid constitutes a lattice with respect to inclusion relation, and the class
of lattices of antimatroids is known to be equal to the class of locally free lattices. In
an antimatroid, a lattice-theoretic join equals to set union.
A feasible set X ∈ F is called a path set if X = ∅ and it has a unique foot. In other
words, a path set is a join-irreducible element of the lattice F, i.e. a non-empty feasible
set X is a path set if and only if X = Y ∪ Z for Y; Z ∈ F implies either X = Y or Z .
Let X be a feasible set of F. Then from (A2), there exists a chain of feasible sets
∅ = X0 ⊂ X1 ⊂ · · · ⊂ Xm = X (m = |X |) such that |Xi| = i (i = 0; 1; : : : ; m). We write
xi=Xi \Xi−1, and we shall call the sequence x1x2 · · · xm a feasible ordering of X . And
we denote the set of all the feasible ordering of feasible sets by L(F).
Take a feasible set A∈ F. Then F|A = {X ⊆ A :X ∈ F} is an antimatroid on A,
which we call a restriction, and F=A= {X − A :X ∈ F; A ⊆ X }= {X \ A :X ∈ F} is an
antimatroid on E \ A, which we call a contraction. And for A; B∈ F with A ⊆ B,
(F|B)=A= {X − A :X ∈ F; A ⊆ X ⊆ B} (1)
is called a minor of F.
An antimatroid was 4rst studied as a convex geometry by Jamison [11], Edelman
[4], Edelman and Jamison [7], etc. See also [3,9,12]. A convex geometry is a com-
binatorial abstraction of convexity, and equal to the collection of the complements
of feasible sets of an antimatroid. A convex geometry has a closure satisfying the
anti-exchange property, which is an antipodal of Steinitz exchange property of ma-
troids. Antimatroids arise from ‘shelling’ and ‘search’ on a variety of combinatorial
objects such as poset-shelling, double-shelling of posets, node- or edge-shelling of trees,
simplicial-shelling of triangulated graphs, node- or line-search of directed or undirected
graphs, and so on. There are also a number of antimatroid classes of lattice-theoretic
origin (Edelman [4,6], Edelman and Klinsberg [8], Greene and Kleitman [10], Polat
[15], etc.)
In the theory of greedoids, Schmidt [16] has established an excluded-minor char-
acterization of undirected branching greedoids. In contrast with this, it seems that
very little is known about the excluded-minor characterization for subclasses of an-
timatroids. Poset-shelling antimatroid and node- or line-search antimatroid on graphs
are closed under minors, and we can hope for excluded-minor characterizations for
these classes. On the other hand, the majority of antimatroids are unfortunately not
closed under minor, for instance, double-shelling of posets, node- or edge-shelling of
trees, simplicial-shelling of triangulated graphs, convex-shelling of point con4gurations
in aJne space, convex geometries derived from acyclic-oriented matroids [2,5] and
so on.
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Fig. 1. S7 and D5.
In this paper we shall present excluded-minor characterizations of poset-shelling
antimatroids, node-search antimatroids on digraphs and undirected graphs. The case of
line-search antimatroids is studied further in [14].
2. Poset-shelling antimatroid
Let P = (E;6) be a poset. [x; y] denotes the interval {z ∈E : x6 z6y}. For two
elements x; y with x 6 y and x = y, if x6 z6y necessarily implies x = z or z = y,
we say that x is covered by y or y is a cover of x, and write it as x ≺ y. A set A ⊆ E
is an ideal of P if x∈A and y6 x necessarily imply y∈A.
Let L be a lattice, and K a sublattice of L. K is called an order-preserving sublattice
if x ≺ y in K implies x ≺ y in L. For x∈L, let y1; : : : ; yk be the elements which
cover x, and let x+ = y1 ∨ · · · ∨ yk . If every interval [x; x+] is a Boolean algebra, then
L is called locally free (or join-distributive). And it is known that a 4nite lattice L
is isomorphic to the lattice of an antimatroid if and only if it is locally free [13,17].
Hence, the class of antimatroids and the class of locally free lattices are equivalent.
The family of all the ideals of a 4nite poset forms a distributive lattice, in partic-
ular, a locally free lattice, and so is an antimatroid, which we call a poset-shelling
antimatroid.
We introduce here two special antimatroids S7 and D5 of Fig. 1 which play a key
role in the succeeding arguments. S7 is given as a family {∅, {x}, {y}, {x; y}, {x; z},
{y; z}, {x; y; z}}, and D5 as a family {∅; {x}; {y}; {x; y}; {x; y; z}}. S7 is the smallest
non-modular semimodular lattice, while D5 is a simple example of distributive lattice.
For other terminology of lattice theory, we refer to [1,17].
In order to describe an excluded-minor characterization of poset-shelling antimatroid,
we quote two lattice-theoretic results from [17].
Lemma 2.1 (Stern [17, Theorem 7.2.30]). Let L be a 4nite lattice. Then L is locally
free if and only if L is semimodular and every modular sublattice is distributive.
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Lemma 2.2 (Stern [17, Theorem 3.1.10]). Let L be a 4nite semimodular lattice. Then
L is modular if and only if L does not contains an order-preserving sublattice
isomorphic to S7.
From the two lemmas, we have
Proposition 2.1. Let L be a 4nite locally free lattice. Then the following are
equivalent:
(1) L is distributive.
(2) L is modular.
(3) L does not contain an order-preserving sublattice isomorphic to S7.
(4) L does not contain an interval isomorphic to S7.
Proof. By Lemma 2.1, (1) and (2) are equivalent. By Lemma 2.2, (2) and (3)
are equivalent. (3) ⇒ (4) is obvious. To see (4) ⇒ (3), suppose L contains an
order-preserving sublattice H isomorphic to S7. Let p; q be the minimum and the
maximum of H , and x1; x2; y1; y2; y3 be the other elements of H such that rank(x1) =
rank(x2)=rank(p)+1; rank(y1)=rank(y2)=rank(y3)=rank(p)+2, x1 ≺ y1; x2 ≺ y3,
x2  y1, x1  y2 and x1 ∨ x2 = y2. H ⊆ [p; q] is obvious. If the interval [p; q] is
equal to H , the proof is done. Otherwise, suppose there exists an element z in [p; q]
not contained in H . Clearly, rank(z) = rank(p) + 1 or rank(p) + 2. In the 4rst case, z
covers p and H must be a Boolean algebra on three-element set, which contradicts the
assumption. Hence, only the case of rank(z)=rank(p)+2 possibly occurs. In this case
z covers either x1 or x2. If z covers x1, then H contains an order-preserving sublattice
composed of {x1; y1; y2; z; q}. Then the interval [x1; q] in L is not a locally free lattice,
which is a contradiction since every interval of a locally free lattice is again locally
free. The other case also leads to a contradiction.
We can restate Proposition 2.1 in terms of antimatroid as
Theorem 2.1. An antimatroid is a poset-shelling antimatroid if and only if it does
not contain a minor isomorphic to S7.
Proof. By BirkhoN’s representation theory for distributive lattices [1], it is well known
that a 4nite lattice is distributive if and only if it is isomorphic to the lattice of ideals
of a 4nite poset. By Proposition 2.1, the lattice of an antimatroid is distributive if and
only if it does not contain a minor isomorphic to S7. Hence the assertion follows.
3. Node-search antimatroids of digraphs
A digraph G is a pair (V; A) where V is a 4nite set called a node set, and A is a
collection of ordered pairs of distinct elements of V , i.e. A ⊆ {(u; v) : u; v∈V; u = v},
called an edge set. We shall write uv instead of (u; v) for simplicity. For an edge uv; u
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is called the tail and v is called the head. A path P is a sequence of nodes v1v2 · · · vk
such that vivi+1 ∈A for i=1; : : : ; k−1. A path is called elementary if it does not contain
a node repeatedly. An edge vivj ∈A with 16 i¡ i+1¡j6 k is called a short-cut of
the path P, and we shall call an elementary path without a short-cut a straight path.
A digraph G = (V ∪ {r}; A) which has a distinguished node r (∈ V ) is called a
rooted digraph (or r-digraph), and r is called its root. A node v is called an atom if
rv∈A. A path which starts from the root is called a rooted path (or r-path). For an
r-path P = rv1 · · · vk , we put P˙ = {v1; : : : ; vk}. Hereafter, we assume that in a rooted
digraph, every node can be reached from the root by an r-path. A rooted undirected
graph and a rooted path of an undirected graph are de4ned analogously.
A node-search of a rooted digraph G = (V ∪ {r}; A) proceeds as: First let S = {r}.
Take a node v not in S for which there exists a node u in S such that uv∈A, and set
S ← S ∪ {v}. We repeat this procedure until S will be the entire set of nodes. The
family of the underlying sets of all the selecting sequences constitutes an antimatroid
on V , which we call a node-search antimatroid denoted by N(G). Equivalently, a
node-search antimatroid of G can be de4ned as
N(G) = {X ⊆ V |There exists a rooted directed tree
whose node set is X ∪ r}; or equivalently; (2)
N(G) =

X ⊆ V |X =
m⋃
j=1
P˙j; P1; : : : ; Pm are straight r-paths of G

 : (3)
A node-search antimatroid of a rooted undirected graph is analogously de4ned. Let
us denote the class of all the node-search antimatroids of rooted digraphs by ND.
In a rooted digraph G, an edge is called redundant if there does not exist a straight
r-path containing it, and G is called non-redundant if it has no redundant edge. Actu-
ally, a redundant edge plays no role in de4ning a node-search antimatroid. As is easily
seen, in a non-redundant rooted digraph, there is no in-edge to the root and every atom
has a unique in-edge which comes from the root. If we delete all the redundant edges
of G so as to obtain G′, then N(G′) = N(G) and G′ is minimal with respect this
property.
Let G=(V∪{r}; A) be a rooted digraph, and F=N(G) be the node-search antimatroid.
Take X; Y ∈ F with X ⊆ Y . Delete nodes in V \ Y from G together with the edges
adjacent to them, and shrink the node set X ∪ {r} to a new root r′. And delete all
the redundant edges in it. We shall call the resultant rooted digraph an r-minor of
G, and denote it by G[X; Y ]. By de4nition, an r-minor is a non-redundant r-digraph.
Obviously, the node-search antimatroid of G[X; Y ] is isomorphic to the minor (F|Y )=X .
In particular the class ND of node-search antimatroids of rooted digraphs is closed under
taking a minor. Furthermore, suppose G′ to be another rooted digraph and F′ to be its
node-search antimatroid. Then F contains a minor isomorphic to F′ if and only if there
is an r-minor graph of G that is isomorphic to G′.
Now we shall investigate the excluded-minor characterization of ND. It is easy to
check that D5 of Fig. 1 cannot be realized as a node-search antimatroid of an r-digraph,
i.e. D5 is not in ND. Since the class ND is closed under taking minors, containing no
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minor isomorphic to D5 is a obvious necessary condition for an antimatroid to belong to
ND. And we shall call an antimatroid D5-free if it does not contain a minor isomorphic
to D5. We shall show that this condition is also suJcient, i.e. a D5-free antimatroid is
realized as a node-search antimatroid of a rooted digraph.
We 4rst state three lemmas for the proof of Theorem 3.1.
Lemma 3.1. Suppose that F is a D5-free antimatroid. Let X be a path set of F and
e be the unique foot of X . Then if X \ e is non-empty, X \ e is again a path set of F.
Hence a path set X has a unique feasible ordering of elements, say x1x2 · · · xk ∈L(F),
and every subset {x1; : : : ; xi} (i = 1; : : : ; k) is a path set of F.
Proof. Suppose contrarily that X ′=X \e has two distinct foots a; b∈X ′. Let Y1=X ′\a,
Y2 = X ′ \ b and Z = Y1 ∧ Y2 =
⋃ {W ∈ F :W ⊆ Y1; Y2} where ∧ is the lattice-theoretic
meet in F. We use induction on r = |X ′| − |Z | (¿ 2) to show that the interval [Z; X ]
includes an interval isomorphic to D5. In case that r = 2, Z is equal to X \ {a; b}. If
the number of feasible sets Y such that Z ⊂ Y ⊂ X ′ is three or more, it contradicts
the fact that F is an locally free lattice. Hence the cardinality of [Z; X ′] is four, and
the interval [Z; X ] is isomorphic to D5.
Suppose r¿ 3. Let [Z] be a feasible ordering of Z . Then we have feasible orderings
[Y1]; [Y2] of Y1 and Y2 such that
[Y1] = [Z]a1a2 · · · ar−1 ∈L(F); [Y2] = [Z]b1b2 · · · br−1 ∈L(F):
By de4nition, Z ∪ {a1}∈ F. And if Z ∪ {a1} ⊆ Y2, then we have Z ∪ {a1} ⊆ Y1; Y2
and Z ∪ {a1} ⊆ Y1 ∧ Y2 = Z , which is a contradiction. Hence Z ∪ {a1} * Y2. On the
other hand, we have Z ∪ {a1} ⊆ X ′ = Y2 ∪ {b}. Hence a1 = b holds. Since Z ∪ b∈ F
and Z ∪ {b1; : : : ; br−2}∈ F, it follows from (A3) that Y ′2 = Z ∪ {b; b1; : : : ; br−2}∈ F. If
br−1 = a, then [X ′ \ {a; b}; X ] is isomorphic to D5 and the proof is done. If br−1 = a,
we put Z ′=Y1∧Y ′2. Then we have |Z ′|¿ |Z |+1 and |X ′|−|Z ′|6 |X ′|−|Z |−16 r−1.
Hence by induction hypothesis, there exists an interval in [Z ′; X ] which is isomorphic
to D5. This completes the proof.
Let F be an antimatroid on V , and suppose it does not contain D5 as a minor. Then
associated with F, we can de4ne uniquely a rooted digraph G[F] as follows: The node
set of G[F] is V ∪{r}, and for each path set X of F with the unique feasible ordering
v1v2 · · · vk ∈L(F), we put an edge rv1 and an edge vivi+1 for i = 1; : : : ; k − 1 to G[F].
For instance, the antimatroid S10 of Fig. 2 contains no minor isomorphic to D5.
It has two maximal path sets {a; c; d} and {b; d} with their unique feasible ordering
acd and bd. This de4nes a graph G[S10] = G4 of Fig. 2. In this case, you can easily
check that the original antimatroid is equal to the node-search antimatroid of G4, i.e.
N(G[S10]) = S10. In the next lemma, we shall show that this is always the case for
D5-free antimatroids.
Lemma 3.2. Suppose F to be a D5-free antimatroid. Let X = {x1; : : : ; xk}, Y =
{y1; : : : ; ym} (k; m¿ 1) and Z = {z1; : : : ; zn}(n¿ 2) be disjoint sets of the underlying
set. Suppose Y ∪ Z is a path set of F such that y1 · · ·ymz1 · · · zn is its unique feasible
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Fig. 2. Digraph G4 and node-search antimatroid S10.
ordering, and X ∪ {z1; : : : ; zn−1} is a feasible set of F such that x1 · · · xkz1 · · · zn−1 is
a feasible ordering. Then X ∪ Z = {x1; : : : ; xk ; z1; : : : ; zn} is a feasible set of F.
Proof. We 4rst show the case that m= 1.
We put &(0; i; j) = {x1; : : : ; xi} ∪ {z1; : : : ; zj} and &(1; i; j) = {y1} ∪ {x1; : : : ; xi} ∪
{z1; : : : ; zj} for i=0; 1; : : : ; k and j=0; 1; : : : ; n. Let '= zn, and we shall show X ∪ Z =
&(0; k; n)∈ F by induction on n.
We shall 4rst prove the case of n=2, i.e. &(0; k; 1)∪'=&(0; k; 2)={x1; : : : ; xk ; z1; z2}∈F.
Then the height of interval [&(0; k; 0); &(1; k; 2)] is three, and it contains &(0; k; 1);
&(1; k; 0) and &(1; k; 1). Since F does not contain D5 as a minor, at least one of the
following holds:
(1) &(0; k; 1) ∪ '∈ F,
(2) &(1; k; 0) ∪ '∈ F.
In the 4rst case, we have &(0; k; 2)=&(0; k; 1)∪'∈ F and the proof is done. Otherwise,
we have &(1; k; 0) ∪ '∈ F. We consider next the interval [&(0; k − 1; 0); &(1; k; 0) ∪ '],
which contains &(0; k; 0); &(1; k−1; 0); &(1; k; 0). By the same argument, we have either
(1) &(0; k; 0) ∪ '∈ F or
(2) &(1; k − 1; 0) ∪ '∈ F.
In the 4rst case, we have (&(0; k; 0) ∪ ') ∪ &(0; k; 1) = &(0; k; 1) ∪ ' = &(0; k; 2)∈ F
and the proof is done. In the second case, applying the same argument to the interval
[&(0; k − 2; 0); &(1; k − 1; 0) ∪ '], we conclude either
(1) &(0; k − 1; 0) ∪ '∈ F or
(2) &(1; k − 2; 0) ∪ '∈ F
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holds. If (1) holds, we have (&(0; k − 1; 0) ∪ ') ∪ &(0; k; 1) = &(0; k; 2)∈ F and the
proof is done. Otherwise, we can repeat this argument until 4nally we have either
&(0; 1; 1) ∪ '∈ F or &(1; 0; 0) ∪ '∈ F. In the 4rst case, we have (&(0; 1; 0) ∪ ') ∪
&(0; k; 1) = &(0; k; 2)∈ F and the proof is done. In the latter case, we have &(1; 0; 0) ∪
'= {y1; z2}∈ F. On the other hand, {y1; z1}∈ F holds from the assumption. Hence we
have {y1; z1; z2}= {y1; z1} ∪ {y1; z2}, which contradicts the assumption that {y1; z1; z2}
is a path set. Hence the proof for n= 2 is completed.
Next we shall prove the general case for n¿ 3. Suppose contrarily &(0; k; n) ∈ F.
The interval [&(0; k; n − 2); &(1; k; n)] must not be isomorphic to D5, and we have
either
(1) &(0; k; n− 1) ∪ '∈ F or
(2) &(1; k; n− 2) ∪ '∈ F.
In the 4rst case, we have &(0; k; n)= &(0; k; n− 1)∪ '∈ F, a contradiction. So we have
&(0; k; n− 2)∪ '∈ F. Next considering the interval [&(0; k; n− 3); &(0; k; n− 2)∪ '], we
have either
(1) &(0; k; n− 2) ∪ '∈ F or
(2) &(1; k; n− 3) ∪ '∈ F.
Case (1) leads to &(0; k; n)∈ F, a contradiction. Hence (2) holds and we can repeat
this argument until we 4nally have &(1; k; 0) ∪ '∈ F.
Next we consider the interval [&(0; k − 1; 0); &(1; k; 0) ∪ '] and
(1) &(0; k; 0) ∪ '∈ F or
(2) &(1; k − 1; 0) ∪ '∈ F.
In case of (1), we have (&(0; k; 0)∪')∪&(0; k; n−1)=&(0; k; n−1)∪'=&(0; k; n)∈ F,
a contradiction. Hence (2) holds. We can repeat the similar argument until we have
&(1; 0; 0)∪'={y1; yn}∈ F. This implies Y={y1; yn}∪{y1; : : : ; yn−1}, which contradicts
the assumption that Y is a path set. Hence we have completed the proof for the case
of m= 1.
We shall prove the general case for m¿ 2 by induction on m. Let F′ = F={y1}
and Y ′ = {y2; : : : ; ym}. Then Y ′ ∪ Z is a path set of F′, and X ∪ {z1; : : : ; zn−1} is a
feasible set of F′. And X , Y ′ and Z satisfy the assumption of the lemma for F′. By
the induction hypothesis, we have Y ′ ∪ Z ∈ F′. This implies Y ∪ Z = Y ′ ∪ Z ∪ {y1}∈ F,
and the induction step on m is completed.
This completes the proof of the lemma.
Lemma 3.3. Suppose F to be a D5-free antimatroid. Let G[F] be the rooted di-
graph de4ned from the family of all the path sets of F, and ND(G[F]) denote the
node-search antimatroid of the digraph G[F]. Then
ND(G[F]) = F:
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Proof. Take a feasible set A∈ F such that A = ∅. Clearly A is a union of join-irreducible
elements, i.e. path sets of F, say A1; : : : ; Am and A=
⋃m
i=1 Ai. By de4nition, each path
set Ai corresponds to a straight r-path of G[F] and so is a feasible set of ND(G[F]).
Hence A is a feasible set of ND(G[F]), and we have F ⊆ ND(G[F]).
Conversely, we shall show ND(G[F]) ⊆ F. Any feasible set of ND(G[F]) is a join
of vertex sets of straight r-paths of G[F]. Hence, it is suJcient to show that for any
straight r-path P = rx1 · · · xk in G[F], X = {x1; : : : ; xk} is a feasible set of F.
Suppose P to be a minimal straight r-path of G[F] for which the assertion fails to
hold. Then Xj = {x1; : : : ; xj} is a feasible set of F for j = 1; : : : ; k − 1. Since xk−1xk
is an edge of G[F], there exists a path set Y = {y1; : : : ; ym} with y1 · · ·ym ∈L(F)
such that xk−1 = ym−1 and xk = ym. If X = Y , there is nothing to prove. Suppose
X = Y . There exists an index n (¿ 2) such that xk−j+1 = ym−j+1 for j = 1; : : : ; n and
xk−n = ym−n. Now we set zj = xk−n+j = ym−n+j for j = 1; : : : ; n, Xk−n = {x1; : : : ; xk−n}
and Ym−n={y1; : : : ; ym−n}. If Xk−n∩Ym−n=∅, then Lemma 3.2 can be directly applied
to show that Xk−n ∪ {z1; : : : ; zn} = {x1; : : : ; xk} is a feasible set of F. Otherwise let xq
be a common element of Xk−n and Ym−n such that q is maximum, and we consider
a minor F′ = F=Xq where Xq = {x1; : : : ; xq}. Then G[F′] is an r-minor obtained from
G[F] by shrinking Xq to the root. Let t be the index such that yt = xq (16 t ¡m− s),
and p be the maximum index of yp (t ¡p¡m − s) such that xiyp ∈E(G[F]) for
some i (16 i6 q). Such p always exists since xqyt+1 = ytyt+1 ∈E(G[F]). Then Y ′ =
{yp; : : : ; ym} is a path set of F′ with the unique feasible ordering yp · · ·ym ∈L(F′).
By de4nition, X ′ = {xq+1; : : : ; xk−1} is a feasible set of F′. Obviously, F′ does not
contain D5 as a minor. Hence applying Lemma 3.2 to X ′; Y ′; Z and F′, we have X ′ =
{xq+1; : : : ; xk}∈ F′ = F=Xq. Hence {x1; : : : ; xk} = Xq ∪ {xq+1; : : : ; xk}∈ F follows. This
completes the proof of Lemma 3.3.
From Lemma 3.3, it readily follows that
Theorem 3.1. An antimatroid is a node-search antimatroid of a rooted digraph if and
only if it does not contain D5 as a minor.
Proof. Necessity is obvious since D5 is not a node-search antimatroid of an r-digraph.
Conversely, if F has no minor isomorphic to D5, then by Lemma 3.3, we have
ND(G[F]) = F and in particular F belongs to ND.
A rooted directed graph is a rooted directed tree if the underlying graph is a tree
and every node is reachable from the root. A rooted directed tree is a special case
of both rooted digraphs and posets. Hence combining Theorems 2.1 and 3.1, we
have
Corollary 3.1. An antimatroid is a node-search antimatroid of a rooted directed tree
if and only if it does neither contain a minor isomorphic to D5 nor S7.
Proof. Necessity is obvious. To prove suJciency, suppose an antimatroid F does not
contain D5 or S7 as a minor. By Theorem 3.1, F is a node-search antimatroid of a
496 M. Nakamura /Discrete Applied Mathematics 129 (2003) 487–498
non-redundant r-digraph G = (V ∪ r; A). We shall show G is a rooted directed tree.
Suppose contrarily G has a vertex z whose indegree is more than one. And suppose
x; y to be two distinct nodes with xz ∈A and yz ∈A. Since G is non-redundant, x = r
and y = r. By de4nition, there exists an r-path rx1 · · · xk with xk=x; k¿ 1 and another
r-path ry1 · · ·ym with ym = y;m¿ 1. Let X = {x1; : : : ; xk−1} and Y = {y1; : : : ; ym−1}.
Then by de4nition of node-search, A= X ∪ Y ∈ F and B= X ∪ Y ∪ {x; y; z}. Then the
r-minor G[A; B] is an r-digraph with node set {r; x; y; z} and edge set {rx; ry; xz; xy}.
Then the node-search antimatroid of G[A; B] is isomorphic to S7. Thus, F contains a
minor isomorphic to S7. This is a contradiction.
4. Node-search antimatroids of undirected graphs
Next we shall investigate the class of node-search antimatroids of rooted undirected
graphs, which we shall denote by NU . A node-search antimatroid of an undirected
graph is a special case of digraphs. Actually, if we are given a rooted undirected graph,
replacing each undirected edge with a pair of directed edges of reverse directions gives
a rooted digraph whose node-search antimatroid is the same with that of the undirected
one. Hence NU is a subclass of ND.
Now let us consider a rooted digraph G4=(V4∪r; A) of 4ve vertices and 4ve edges in
Fig. 2, and let S10 ∈ND be the node-search antimatroid of digraph G4. It is a routine to
check that S10 cannot be realized as a node-search antimatroid of an undirected graph,
and is minimal with respect to this property. Hence S10 is a forbidden minor of NU .
Lemma 4.1. Let F be a D5-free antimatroid, and G = G[F] be an r-digraph de-
4ned from the path sets of F. Let GU be the underlying undirected graph of G,
and FU the node-search antimatroid of undirected graph GU . Then the following are
equivalent:
(1) FU = F,
(2) F does not contain S10 as a minor, and
(3) G[F] does not contain G4 as an r-minor graph.
Proof. (1) ⇒ (2) and (2) ⇒ (3) are obvious. We shall show that (3) implies (1).
F ⊆ FU is obvious from the de4nition. We shall show the opposite inclusion FU ⊆ F.
Take any undirected straight path NU = ra1 · · · an (n¿ 1) in GU without a short-cut.
Then we are to show that A={a1; a2; : : : ; an} is a feasible set of F. If each ai−1ai is an
edge of G for i= 1; : : : ; n, then ra1 · · · an is a directed path of G and since F=N(G),
A = {a1; a2; : : : ; an}∈ F is obvious. Otherwise, let k be the smallest index such that
ak−1ak ∈ E(G) (16 k6 n), and P be the directed path ra1 · · · ak of G. Since G is
non-redundant, we have k¿ 3. Since {ak−1; ak} is an undirected edge of GU , G has
a directed edge akak−1 and so there must exist a path set B = {b1; : : : ; bm} of F with
the unique feasible ordering b1 · · · bm such that bm−1 = ak and bm = ak−1. If the size
m of B is two, then the edge rb1 is a short-cut of PU , a contradiction. Hence we have
m¿ 3.
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Let X = {a1; : : : ; ak−3} ∪ {b1; : : : ; bm−3} and Y = A ∪ B. The X; Y ∈ F. Let G[X; Y ]
denote the associated r-minor graph of G. Since the path Q = rb1b2 · · · bm is free
of short-cuts, we have bm−2 = ak−2. Hence, the set of nodes of G[X; Y ] consists
of r; ak−2; ak−1(=bm); bm−1(=ak) and bm−2. By de4nition of r-minor, there is no
in-edge to ak−2 or bm−2 in G[X; Y ]. Since P and Q do not have short-cuts, the edges
rbm−1; rak−1 and bm−2bm do not exist in G[X; Y ]. And G[X; Y ] does not have an edge
ak−2ak since the undirected path NU has no short-cut.
Hence, the edge set of G[X; Y ] consists of rak−2; ak−2ak−1; rbm−2; bm−2bm−1 and
bm−1ak−1, and G[X; Y ] is shown to be isomorphic to G4, which is a contradiction.
This completes the proof.
Now we have
Theorem 4.1. An antimatroid is a node-search antimatroid of a rooted undirected
graph if and only if it does neither contain a minor isomorphic to D5 nor S10.
Proof. The necessity is obvious. We show the suJciency. Let F be an antimatroid, and
suppose it does not contain D5 nor S10 as a minor. By Theorem 3.1, F is a node-search
antimatroid of a rooted digraph G=G[F]. From Lemma 4.1, the undirected graph GU
arisen from G gives rise to a node-search antimatroid which equals to F. Hence F is
a node-search antimatroid of an undirected rooted graph.
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