Abstract. The stream cipher Py designed by Biham and Seberry is a submission to the ECRYPT stream cipher competition. The cipher is based on two large arrays (one is 256 bytes and the other is 1040 bytes) and it is designed for high speed software applications (Py is more than 2.5 times faster than the RC4 on Pentium III). The paper shows a statistical bias in the distribution of its output-words at the 1st and 3rd rounds. Exploiting this weakness, a distinguisher with advantage greater than 50% is constructed that requires 2 84.7 randomly chosen key/IV's and the first 24 output bytes for each key. The running time and the data required by the distinguisher are t ini · 2 84.7 and 2 89.2 respectively (tini denotes the running time of the key/IV setup). We further show that the data requirement can be reduced by a factor of about 3 with a distinguisher that considers outputs of later rounds. In such case the running time is reduced to tr ·2 84.7 (tr denotes the time for a single round of Py). The Py specification allows a 256-bit key and a keystream of 2 64 bytes per key/IV. As an ideally secure stream cipher with the above specifications should be able to resist the attacks described before, our results constitute an academic break of Py. In addition we have identified several biases among pairs of bits; it seems possible to combine all the biases to build more efficient distinguishers.
Introduction
The cipher Py, designed by Biham and Seberry [3] , was submitted to the ECRYPT project [7] as a candidate for Profile 1 which covers software based stream ciphers suitable for high-speed applications. In the last couple of years a growing interest has been noticed among cryptographers to design fast and secure stream ciphers because of weaknesses being found in many de facto standards such as RC4 and also due to the failure of the NESSIE project [12] to find a stream cipher that met its very stringent security requirements. The current stream cipher, namely Py, is one of the attempts in this direction.
Py is the most recent addition to the class of stream ciphers whose design principles are motivated by that of RC4 (see [9, 10, [13] [14] [15] ). Like RC4, Py also uses the technique of random shuffle to update the internal state. In addition, Py uses a new technique of rotating all array elements in every round with a minimal running time. The high performance (it is 2.5 times faster than the RC4 on Pentium III) and its apparent security make this cipher very attractive for selection to the Profile 1 of the ECRYPT project.
This paper identifies several biased pairs of output bits of Py at rounds t and t + 2 (where t > 0). The weaknesses originate from the non-uniformity of the distributions of carry bits in modular addition used in Py. Using those biases, we have constructed a class of distinguishers. We show that the best of them works successfully with 2 84.7 randomly chosen key/IV's, the first 24 bytes for each key (i.e., a total of 2 89.2 bytes) and running time t ini · 2 84.7 where t ini is the running time of the key/IV setup of Py. We also show that a simple adjustment to the above distinguisher reduces the number of key/IV's, the data complexity and the running time to 2 28.7 , a total of 2 87.7 bytes and t r · 2 84.7 respectively, where t r is the running time of a single round of Py. Note that the allowable key-size and keystream length of Py are 256 bits and 2 64 bytes respectively. Therefore, these results imply that -even if our attack has a larger total complexity -Py fails to provide the security level expected from an ideal stream cipher with the parameter sizes of Py. Therefore, we believe that our results present a theoretical break of the cipher; see Sect. 9 for an elaborate discussion on this issue. It is important to note that the weaknesses of Py which are described in this paper, still cannot be implemented in practice in view of the its high time complexity. However, the individual distinguishers open the possibility to combine them in order to generate more efficient distinguishers.
Description of Py
Py is a synchronous stream cipher which normally uses a 32-byte key (however, the key can be of any size from 1 byte to 256 bytes) and a 16-byte initial value or IV (IV can also be of any size from 1 byte to 64 bytes). The allowable keystream length per key/IV is 2 64 bytes. Py works in three phases -a key setup algorithm, an IV setup algorithm and a round function which generates two output-words (each output-word is 4 bytes long). The internal state of Py contains two S-boxes Y , P and a variable s. Y contains 260 elements each of which is 32 bits long. The elements of Y are indexed by [-3, -2,..., 256]. P is a permutation of the elements of {0, ..., 255}. The main feature of the stream cipher Py is that the S-boxes are updated like 'rolling arrays' [3] . The technique of 'rolling arrays' means that, in each round of Py, (i) one or two elements of the S-boxes are updated (line 1 and 7 of Algorithm 1) and (ii) all the elements are cyclically rotated by one position toward the left (line 2 and 8 of Algorithm 1). In our analysis, we have assumed that, after the key/IV setup, Y , P and the variable s are uniformly distributed and independent. Under this assumption we analyzed the round function of Py (or Pseudorandom Bit Generation Algorithm) which is described in Algorithm 1. See [3] for a detailed description of the key/IV setup algorithms.
The 
Notation and Convention
As Py uses different types of internal and external states (e.g. integer arrays, 32-bit integer) and they are updated every round, it is important to denote all the states and rounds in a simple but consistent way. In every round of Py, the S-box P and the variable s are updated before the output generation (see Algorithm 1). The other S-box, namely Y , is updated after the output generation.
1. In the beginning of any round i, the components of the internal state are denoted by 
Assumption
We assume that the key setup and the IV setup algorithms of Py are perfect, i.e., after the execution of them, the permutation P , the elements of Y and the s are uniformly distributed and independent. When we are interested in the analysis of the mixing of bits of the internal state by the PRBG, the above assumption is reasonable, particularly when it is difficult to derive any relation between inputs and outputs of the key/IV setup algorithm. Apart from that the assumption is in agreement with a claim made in Sect. 6.4 of [3] that the key/IV setup leaks no statistical information on the internal state.
Motivational Observation
Our main observation is that, if certain conditions on the elements of the S-box P are satisfied then the least significant bit (lsb) of the 1st output-word at the 1st round is equal to the lsb of the 2nd output-word at the 3rd round.
if the following six conditions on the elements of the S-box P are simultaneously satisfied. 
• Condition 1 (i.e., P 2 [116] ≡ −18(mod 32)) reduces (3) to
• Condition 2 (i.e., P 3 [116] ≡ 7(mod 32)) together with Condition 1 implies
• Condition 3 and 4 (that is, P 
From (1), (2), (4) we get:
In Fig. 1 , conditions 5 and 6 are described. According to the figure,
Applying (7) and (8) in (5) and (6) we get,
This completes the proof.
Bias in the Distribution of the 1st and the 3rd Outputs
In this section, we shall compute . Now we observe that Algorithm 1 ensures that all the above elements occupy unique indices in round 1. We calculate the probabilities step by step using Bayes' rule under the assumption described in Sect. 2.2.
Under the assumption of randomness and uniformity of the distributions of the S-box elements and of s after the key/IV setup, if any of the six events -described in Theorem 1 -does not occur then
We denote the event
Note that, if Py had been an ideal PRBG then the above probability would have been exactly 
The Distinguisher
A distinguisher is an algorithm which distinguishes a stream of bits from a perfectly random stream of bits, that is, a stream of bits that has been chosen according to the uniform distribution. There are several ways a cryptanalyst may try to distinguish between a string, generated by an insecure pseudorandom bit generator, and one from a perfectly random source. In one case, she selects a single key/IV randomly and produce keystream, seeded by the chosen key/IV, long enough to distinguish it from random with high success probability. This attack scenario is rather common and such distinguisher is called a regular distinguisher. In a different scenario, to build a distinguisher, the adversary may use many randomly chosen key/IV's rather than a single key and a few specified bytes from each of the keystreams generated by those key/IV's. The distinguisher, so constructed, is called a prefix distinguisher. A bias present in the output at time t in a single stream may hardly be detected by a regular distinguisher but a prefix distinguisher can easily discover the anomaly with a few bytes. This fact was nicely demonstrated by Mantin and Shamir [11] to detect a strong bias toward zero in the second output byte of RC4. In addition to that, there exist hybrid distinguishers that may fall between the above two extreme cases, that is, the adversary may use many key/IV's and for each key/IV she collects long keystream. The idea of constructing distinguishers using many randomly chosen key/IV's has been a well studied subject. Goldreich has shown that a distribution which is computationally indistinguishable from the uniform distribution based on a single sample is also computationally indistinguishable from the uniform distribution based on multiple samples [8] .
The distinguishers that we construct in this section and Sect. 6, using the bias described in Sect. 4, are prefix distinguishers. In Sect. 7, we build a regular distinguisher ; however, the number of outputs needed for this distinguisher exceeds the allowable keystream length per key/IV. In Section 8, we propose a hybrid distinguisher mainly to reduce the time cost of our prefix distinguisher.
Algorithm 2 A Distinguisher separating Py from Random
Input: An n-bit sequence (z1, z2, z3, · · · , zn) Output: Whether the sequence is random or generated by Py 1: Compute LLR = P i log(
); 2: If LLR ≥ 0 then return 1 (i.e., "The sequence is from Py") else 0 (i.e., "The sequence is random");
Algorithm 2. The prefix distinguisher that separates Py from random is described in Algorithm 2. The input to the algorithm is a realization of the sequence of binary random variables (z 1 , z 2 , z 3 , · · · , z n ). The adversary first generates n key/IV pairs X 1 , X 2 , X 3 , · · · , X n randomly and then computes 
P1 [zi] ) be denoted by F, Z and LLR respectively. Now we will compute the advantage of F (the advantage of this distinguisher has been independently calculated by Paul Crowley [5] ). The advantage of a distinguishera measure indicating the efficiency of an algorithm to distinguish a distribution from another -is given by the following formula [1] :
Following the results in [1] , it can be shown that for large n,
where Φ is the standard normal distribution function expressed as,
If the two distributions D 0 and D 1 are close (i.e.,
The above equations suggest that, for a given n, using the known distributions D 0 and D 1 , the advantage of Algorithm 2 can be computed from (10) . Some simple calculations show that, if
, then, to ensure the advantage of the distinguisher to be greater than 0.5, the required number of samples is
In the present case
2 42.9 (see Sect. 4). Therefore, from (11), n = 0.4624 · (2 42.9 ) 2 = 2 84.7 samples (i.e., as many randomly chosen key/IV's) can distinguish Py from random with an advantage that exceeds 0.5. The time cost to build this distinguisher is t ini · 2 84.7 where t ini is the running time of the key/IV setup of Py. Note that, for each key/IV, we collect the first 24 bytes of the keystream. Therefore, the number of bytes required to establish the distinguisher is 2 84.7 · 24 = 2 89.2 .
Biases among other Pairs of Bits and Distinguishers
In Sect. 4, we have showed a bias in (O 1,1(0) , O 2,3(0) ). In this section, we show that the bias is present in (O 1,1(i) , O 2,3(i) ), where 0 ≤ i ≤ 31; however, the bias gradually reduces as i increases. From (1) and (2), we get:
where 0 ≤ i ≤ 31 and c 1 , c 3 are the carry terms in (1) and (2) 
which implies that
where the carries c 1(i) and c 3(i) can be calculated from the following recursive relations (note that c 1(0) = c 3(0) = 0),
where (14) and (15).
Note that the variables G, H, S are uniformly distributed and independent. The truth table for (17) is shown in Table 1 . From Table 1 , using Bayes' rule, we Table 1 . Truth table for (17). The last column in each row indicates the probability of the occurrence of that row
obtain the following recursion to compute p i ,
We already know that p 0 = 1 (i.e.,
. Therefore, solving the above recurrence relation, finally we get
4. Computing X i : it is proved in Appendix A.1 that
General Expression. Using the above results, recalling (16), we find,
where i ∈ [0, 24] ∪ [26, 31]. It can also be shown that
From (19), one may see that
] attains the maximum value if i = 0. Our distinguisher, described in Sect. 4 and 5, exploits the case if i = 0. Equation (19) suggests that many distinguishers can be generated us- 0) ), however, the amount of bias decreases as i increases (i.e., we get the most effective distinguisher if i = 0). For example, if i = 1,
For the above case, taking the 1st bits of O 1,1 and O 2,3 , the number of samples (i.e., the number of key/IV's) required to establish a distinguisher with advantage exceeding 0.5 is 2 86.7 (see (11)). Similarly, if we consider i = 2 then the number of required samples is 2 88.7 .
Generalizing the Bias at Rounds t and t + 2: A Distinguisher Using a Single Keystream
Under assumptions similar to those in Sect. 2.2, the results of Sect. 3 and Sect. 4 are valid even if we consider any rounds t and t + 2 (t > 0) instead of just rounds 1 and 3. In other words, instead of (O 1,1(0) , O 2,3(0) ), one can show that the bias exists even in the distribution of (O 1,t(i) , O 2,(t+2)(i) ). Now, we state a theorem which is the generalized version of Theorem 1. Using the above theorem and the techniques used before, it is easy to show that (see (9) )
The fact that the above probability is valid, ∀ t > 0, allows us to generate a regular distinguisher with the number of rounds 2 84.7 of a single keystream (see Sect. 5 for a definition of a regular distinguisher ). This means that 2 84.7 × 2 3 = 2 87.7 bytes of a single stream generated by a randomly chosen key/IV are sufficient to distinguish Py from random with success probability greater than 0.5. The work-load here is also comparable to 2 87.7 . However, this attack is rendered ineffective because the amount of required bytes falls outside the allowable keystream length of 2 64 bytes.
A More Efficient Hybrid Distinguisher
The results of Sect. 5 and Sect. 7 lead us in a natural way to build a hybrid distinguisher by making a trade-off between the number of key/IV's and output bytes per key/IV. It is apparent from the previous discussion that, to realize our distinguisher, we need 2 84.7 pairs of internal states (recall that the internal state of Py consists of the arrays P , Y and a 32-bit integer s) with each pair being separated by one round. Then, under the assumption that the first state of each pair is randomly generated, those pairs can be used to build a distinguisher. As the allowable number of rounds per key/IV is 2 64−8 = 2 56 , the number of required key/IV's is 2 84.7−56 = 2 28.7 to construct this hybrid distinguisher. The main difference between the prefix distinguisher in Sect. 5 and this hybrid distinguisher is that the running time to build this hybrid distinguisher is much smaller, as it requires the key/IV setup to run only for 2 28.7 times compared to 2 84.7 times for the previous prefix distinguisher. Therefore, the time and the data complexity of this distinguisher are t r · 2 84.7 and 2 87.7 bytes respectively, where t r is the running time of a single round of Py. Furthermore, this hybrid distinguisher does not breach the cipher specifications.
Do Our Distinguishers Break the Cipher Py?
The subject of what constitutes a break of a practical stream cipher or a PRBG is a highly contentious issue even if the area is quite well developed in theory. Theoretically, a cryptographically strong pseudorandom bit generator (CSPRBG) is an algorithm A that, on being given a random seed k as input, generates a sequence of pseudo-random bits a 1 , a 2 , a 3 , · · · . The function A possesses the following properties (see Blum and Micali [4] ):
1. Each bit a i can be produced in time polynomial in the length of seed k. 2. Given the algorithm A and the first s output bits generated by an unknown seed k, it is computationally infeasible to predict the s + 1st bit with biased probability. The s is polynomial in the length of the seed k.
The major problem in fitting the analyses of practical stream ciphers into the above framework is that, most of the ciphers work with fixed sized keys and keystream bits (e.g. Py allows 256-bit key and 2 64 bytes of keystream per key/IV pair). Such constraints make the asymptotic analyses of practical stream ciphers impossible. For a practical PRBG with a fixed sized key (such as Py), given the first s output bits generated by an unknown key/IV, the s + 1st bit can be predicted with a high probability with running time bounded above by a trivial exhaustive search. As there is no non-trivial upper bound on the running time of a distinguishing attack on a stream cipher (or PRBG) with a fixed sized key, any legal distinguishing attack with running time less than exhaustive search constitutes an academic break of the cipher.
1 Therefore, our attacks from Sect. 5, Sect. 6 and Sect. 8 imply a theoretical break of Py. However, it should be noted that each of the attacks presented in the paper requires a workload larger than 2 85 and therefore, poses no practical threats to the cipher.
Do our distinguishing attacks on Py violate the designers' claims?
The stream cipher Py is claimed by the designers to have up to 256-bit security (see Appendix A of [3] ). In the authors' words, "The security claims are for keys up to 256 bits (32 bytes) and IVs up to 128 bits (16 bytes)". 256-bit is also the category of security level under which Py is included in the ECRYPT project [6] . According to the discussion on the definition of n-bit security of a perfectly secure stream cipher, it is clear that this claim is compromised by our attacks. However, in Sect. 6.1 of [3] , the authors claim,"There are no distinguishing attacks that succeed given less than 2 64 bytes of key stream with a complexity less than of exhaustive search." It is understood from [2] , that those 2 64 bytes, as mentioned in the claim, may be generated by many keys rather than a single key. Under this interpretation, our attacks do not violate this claim, since our best attack requires 2 87.7 bytes of output. As a result we conclude that two claims, mentioned above, contradict each other with respect to the attacks mentioned in this paper. At this point, we leave it to the reader to decide on the implications of our distinguishers.
Future Work
One could try to combine the individual biases of the pairs of bits presented here to develop a more sophisticated distinguisher with fewer output bytes. Paul Crowley has reduced the time and output bytes of our distinguisher to 2 72 each, by analyzing the observation in Sect. 3 using a Hidden Markov Model [5] . A plausible strategy consists of identifying many more correlations between internal and external states of Py in order to reduce the time and data complexity of the distinguisher.
The paper presented several weaknesses of the stream cipher Py. We discovered a class of distinguishers for the cipher, the best of which works with 2 87.7 bytes and comparable time. We also showed that the output stream of Py with a recommended keystream length of 2 64 bytes, contains biases at different points -this fact can be exploited to build more effective distinguishers. These results break the cipher Py academically. However, the data complexity for the best distinguishing attack falls well beyond the time complexity what is feasible today. Therefore, these weaknesses pose no practical threat to the security of the cipher at this moment. However, the shortened version of Py, known as Py6, may contain more serious weaknesses than the ones described here, but the complete description of Py6 has not been provided in [3] .
of the other bits involved in the equation. Also observe that the s is uniformly
