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Requiring covariance of Maxwell’s equations without a priori imposing charge invariance allows
for both spin-1 and spin-1/2 transformations of the complete Maxwell field and current. The spin-1/2
case yields new transformation rules, with new invariants, for all traditional Maxwell field and source
quantities. The accompanying spin-1/2 representations of the Lorentz group employ the Minkowski
metric, and consequently the primary spin-1/2 Maxwell invariants are also spin-1 invariants; for
example, Φ2 −A2, E2 −B2+2iE ·B− (∂0Φ+∇·A)
2. The associated Maxwell Lagrangian density
is also the same for both spin-1 and spin-1/2 fields. However, in the spin-1/2 case, standard field
and source quantities are complex and both charge and gauge invariance are lost. Requiring the
potentials to satisfy the Klein-Gordon equation equates the Maxwell and field-potential equations
with two Dirac equations of the Klein-Gordon mass, and thus one complex Klein-Gordon Maxwell
field describes either two real vector fields or two Dirac fields, all of the same mass.
PACS numbers: 03.50.De, 03.65.Pm, 12.20.-m, 11.30.Pb
I. INTRODUCTION
The standard Lorentz transformation properties of the
Maxwell field derive from more than simply covariance of
Maxwell’s equations. The usual vector or tensor proper-
ties of the field include an additional requirement, gen-
erally fixing the transformation rule of the source terms
[1, 2]. Traditionally, this requirement is filled by impos-
ing invariance on electric charge [2, 3]. Charge invari-
ance forces the charge density to transform as the top
component of a four-vector, leading to the usual trans-
formation properties for the remaining field and source
terms [2]. But the additional constraint may take other
forms. Among these are explicit covariance of the source-
free Maxwell equations (required by Einstein [4]), impos-
ing an invariant gauge-fixing condition Γ = ∂0Φ +∇·A
[5], equating the charge-density current with the Dirac
probability-density current [6], and simultaneous charge
invariance and covariance of the Lorentz four-force [3].
Each of these requirements in conjunction with Maxwell
equation covariance leads to the expected transforma-
tion properties of the Maxwell field. However, a priori
imposing such constraints on Lorentz transformations of
Maxwell’s equations is a restricted case of the more gen-
eral requirement of their covariance. In the general case,
we may allow the Maxwell variables to transform in any
manner leaving the equations as a whole covariant, and
then determine the specific transformation properties of
the various field and source terms. Our interest here is in
the possibility that the general case may allow alternate
transform rules for the Maxwell variables.
Indeed, there is some evidence in the literature to sup-
port this interest. Previous authors have found that
specialized or restricted forms of Maxwell’s equations
describe spin-1/2 fields [7–18], and in one instance a
∗Electronic address: armour_r@mercer.edu
four-vector combined electric and magnetic field [16].
Both observations are a result of efforts to describe the
Dirac field in electromagnetic (EM) terms [7–26]. Dar-
win [7] alluded to the first possibility in 1928, not long
after the Dirac equation debuted, noting that it was
equivalent to a massive form of Maxwell’s equations
with gradient-constrained electric and magnetic currents
jαelec = ∂
αf, jαmag = ∂
αh. A series of authors have since
rediscovered similar Maxwell-Dirac equation correlations
[9–22], primarily illustrating spin-1/2 Maxwell-like fields,
but among these are Darwin-constrained Maxwell equa-
tions with multiple transformation properties.
In one such approach, Sallhofer [10–13] describes a di-
rect correspondence between the Dirac equation and the
source-free Maxwell equations in a medium of potential-
and mass-dependent electromagnetic permittivity and
permeability (a la Madelung [8]). The correspondence
gives 1/2-angle factors to solutions of the source-free
Maxwell equations allowing for an electromagnetic-like
description of a spin-1/2 matter wave. “Electrodynamic
particle fields with half-integer spin are represented ... as
a standing [EM] wave with a cancelling counter-wave”
[11], rather like a dipole, and thus do not appear elec-
tromagnetic from the outside [12]. But the associated
Maxwell-Dirac relationship is not Lorentz covariant, leav-
ing unaddressed the question of spin-1/2 transformation
properties of the Maxwell field itself.
However, in a Lagrangian study of the Darwin-Maxwell
equations, potentials and magnetic current included,
Ljolje [9, 22] finds that “The [massless] Dirac equation or
equivalent [massless Darwin-Maxwell] equations ... [each]
describe two different physical fields: a bispinor field, and
a field composed of a second order tensor field and one
scalar and one pseudoscalar field” [9]. The associated
Lagrangian density is invariant under both spin-1 and
spin-1/2 (Dirac spinor) transformations in both massless
and massive cases. From the Maxwell perspective, the
formalism is restricted primarily by the Darwin gradient-
constrained sources, but Ljolje gives a thorough account
2of the equivalence of these special-source Maxwell equa-
tions and the Dirac equation, illustrating a fermionic
Maxwell-like field. Several related investigations also de-
scribe spin-1/2, or Darwin-based, Maxwell-like fields (see
especially Papini [17]) [18–21], while many others have
explored similar Dirac- or fermion-like Maxwell equations
[1, 27–67], a number of which we will refer to in progress
below [27, 68].
Simulik and Krivsky [14–16] have since solved the
Lorentz covariance problem of the Sallhofer model by
including these same gradient-constrained electric and
magnetic currents, yielding the massless Darwin and
Dirac equations. Mass appears as a property of the EM
medium, as before. Called the “maximally symmetric”
Maxwell equations, a real Maxwell field is written with
four complex components (E − iB, f − ih) ≡ ψMS , the
gradient of the fourth returns the electric and magnetic
currents, giving the Darwin sources (no potentials in-
cluded). In the massless case, the authors have explicitly
demonstrated covariance of this form of Maxwell’s equa-
tions while ψMS transforms under the Dirac representa-
tion of the Lorentz group (1/2, 0)⊕(0, 1/2), the expected
tensor-scalar representation (1, 0) ⊕ (0, 0) [16], and the
vector representation (1/2, 1/2).1 In fact, though unmen-
tioned by the authors, this specialized form of Maxwell’s
equations, like their equivalent massless Dirac equation,
transforms covariantly under any four-dimensional rep-
resentation of the Lorentz group (see beginning of Sec.
III below). However, the significance of its specialized
sources is not clear (see Gersten, Refs. [14, 33]), obscur-
ing comparison with the standard Maxwell field.
The importance of the above investigations for our pur-
poses is not in their electromagnetic-like descriptions of
the Dirac field, which invariably require a constrained
form of Maxwell’s equations [66], but in their demonstra-
tion of Maxwell-like fields with spin-1/2 transformation
properties. Here, we will find that a more significant spin-
1/2 Lorentz transformation property is characteristic of
the complete Maxwell field without constraints .
We begin by revisiting the Maxwell and field-potential
equations in a familiar matrix form, obtained by factor-
ing a simple 4-d wave equation. We then readdress the
now century-old problem of Maxwell-equation covariance
[4, 69], allowing charge, the gauge-fixing condition, and
charge-density current to transform without additional
requirements. Covariance of Maxwell’s equations then
naturally returns two transformation rules for the full
1 In a separate approach, Esposito [46] and T. Ivezic [Found. Phys.
33, 1339 (2003) (hep-th/0302188); physics/0311043; and ref-
erences therein] define “auxiliary” electric and magnetic four-
vectors from the electromagnetic field tensor, its dual, and the
four-velocity, Eα = Fαβvβ/c and B
α = F˜αβvβ/c. This leads
to manifestly-covariant, though non-Maxwellian, definitions of
electric and magnetic fields. But the transformation properties
of the field tensors, whose elements are the standard electric and
magnetic field components, are unchanged. Hence this formalism
redescribes the traditional tensor Maxwell field.
Maxwell field, the expected spin-1 rule and a new spin-
1/2 transformation of all Maxwell variables.
The resulting spin-1/2 Maxwell field differs signifi-
cantly from its previously known vector and spinor forms.
First, it is the complete field and current, not a re-
stricted or partial form. Second, its spin-1/2 transfor-
mation employs the (1/2, 0) ⊕ (1/2, 0) and its conju-
gate (0, 1/2) ⊕ (0, 1/2) representations of the Lorentz
group, not the Dirac representation, the first transform-
ing the potentials and sources, and the second the fields.
Surprisingly, the natural basis for these two representa-
tions is Minkowskian, with group elements R satisfying
the orthogonality condition RT gR = g where g is the
Minkowski metric. That is, the Minkowski metric accom-
panies the Maxwell invariance relations under both spin-
1 and spin-1/2 transformations, serving as both four-
vector and four-spinor metrics. As a result, the primary
spin-1/2 Maxwell invariants are also spin-1 invariants,
e.g., Φ2−A2, B2−2iE·B−E2+(∂0Φ+∇·A)2. However,
spin-1/2 field and source terms are generally complex and
neither charge nor the four-divergence of the potentials
remain invariant. Separating these terms into real and
imaginary parts gives standard real electric and mag-
netic charge-density currents and a corresponding real
Maxwell field in all frames. Third, like the field equa-
tions themselves, the Lagrangian densities for the spin-
1/2 and spin-1 Maxwell fields are identical. That is, the
Lagrangian density for the complete Maxwell equations
in the matrix form employed here is a scalar under both
spin-1 and spin-1/2 transformations of the Maxwell vari-
ables. Introducing a Proca mass term in the Lagrangian
density returns the Proca-Maxwell equations which are
also covariant under both spin-1 and spin-1/2 Lorentz
transformations.
Finally, the correspondence between the Maxwell and
Dirac equations takes a natural form, similar to that of
Ljolje [9]. Requiring the EM potentials to satisfy the
Klein-Gordon equation, as if to describe a massive vector
boson, equates the Maxwell and field-potential equations
with two Dirac equations of identical mass. The resulting
Maxwell-Dirac equation correspondence is thus one-to-
two; or equivalently, one complex Klein-Gordon Maxwell
field can be understood as either two real vector fields or
two complex Dirac fields.
Our work is arranged as follows: Sec. II, Matrix
Maxwell Equations; III, Spin-1/2 and Spin-1 Transfor-
mations of the Maxwell Variables; IV, The Minkowski
Spinor; V, Spin-1/2 Electromagnetic Invariants; VI, Dual
Spin-1/2–Spin-1 Maxwell and Proca Lagrangian Densi-
ties; VII, Loss of Gauge Invariance, Charge Invariance,
and the Lorentz Four-Force in the Spin-1/2 Case; VIII,
Equivalence of the Klein-Gordon Maxwell and Two Dirac
Equations; IX, Conclusion; Appendices, A: Covariance
of Maxwell’s Equations; B: Index Notation; C: Spin-1/2
and Spin-1 Minkowski-Basis Eigenvectors.
3II. THE MATRIX MAXWELL EQUATIONS
Expanding on the work of Moses [39–41], we begin
with2
∂α∂
αA = Y (1)
and factor the d’Alembertian operator via
∂α∂
αA = (µα∂α)(µβ∂β)A = Y. (2)
Equation (2) separates into two first-order equations
µα∂αA = C (3a)
µβ∂βC = Y, (3b)
where A, C, and Y remain to be interpreted. The
matrices µα must satisfy (µα)2 = 1, µ0µj = µjµ0,
µjµk = −µkµj , j, k, l = 1-3. To allow for the possi-
bility that A may transform as a four-vector, we ask that
it have four components. A convenient hermitian repre-
sentation for the µα is then [39–41]
µ0 =
 1 0 0 00 1 0 00 0 1 0
0 0 0 1
 = 1, µ1 =
 0 −1 0 0−1 0 0 00 0 0 −i
0 0 i 0
 ,
(4)
µ2 =
 0 0 −1 00 0 0 i−1 0 0 0
0 −i 0 0
 , µ3 =
 0 0 0 −10 0 −i 00 i 0 0
−1 0 0 0
 .
The µj of (4) relate to the vector rotation and boost
generators3 J j and Kj via µj = −µj = J j − iKj and
satisfy detµj = 1, trµj = 0, µjµk = iεjklµ
l + δjk1,
j, k, l = 1-3. They may be reduced to a block-diagonal
composition of the Pauli matrices4 σj by applying the
unitary transformation (U−1 = U †)
U≡ 1
2
 1 −1 i −11 −1 −i 1i i 1 −i
−i −i 1 −i
, Σj≡UµjU †= ( σj 00 σj
)
,
(5)
j = 1, 2, 3. We will refer to Eqs. (4) and (5) as the Ru¨mer
matrices in the Minkowski and Pauli bases respectively.
2 Greek indices are 0-3, x0 = ct, c = 1, tr (gαβ) = −2.
3 (J j)kl = −iǫjkl, all other (J
j)αβ = 0. (K
j)0j = −i = (K
j)j0,
all other (Kj )αβ = 0, see L. H. Ryder, Quantum Field Theory
(Cambridge University Press, Cambridge, 1996), p. 37; Ref. [79].
4 σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
In the Minkowski basis, we identify
A =
 ΦAxAy
Az
 , C =
 ΓCxCy
Cz
 =
 Γ−Ex − iBx−Ey − iBy
−Ez − iBz
 ,
(6)
Y =

Υ
Yx
Yy
Yz
 =

ρ+ ∂0Γ
Jx − ∂xΓ
Jy − ∂yΓ
Jz − ∂zΓ
 .
For A real, employing (4) to write out (3a) and (3b) yields
the gauge-fixing and field-potential (Gauss-Kirchhoff) re-
lations (3a) [70] and Maxwell’s equations (3b) respec-
tively5
∂0Φ +∇ ·A = Γ,
∇×A = B, −∇Φ− ∂0A = E,
}
(7a)
∇ ·E = ρ, ∇×B− ∂0E = J,
∇ ·B = 0, ∇×E+ ∂0B = 0.
}
(7b)
For A complex, the situation is slightly more involved.
We may independently define B ≡ ∇×A and E ≡
−∇Φ− ∂0A, under which Eqs. (7) remain valid as they
are. E and B are then also complex and no longer the
real and imaginary parts of C [71]. However, for complex
A, let us define alternate electric and magnetic fields as
the real and imaginary parts of C and equate real and
imaginary parts of Eqs. (3). In shorthand notation, let(
Φ
A
)
=
(
φ+ iθ
a+ ib
)
,
(
Γ
C
)
=
(
γ + iδ
−E − iB
)
,
(
ρ
J
)
=
(
ǫ+ iβ
j+ im
)
, (8)
where φ, θ, a, b, γ, δ, E, B, ε, β, j,m are real. Equations
(3a) and (3b) respectively then become
∂0φ+∇ · a = γ, ∂0θ +∇ · b = δ,
∇× a−∇θ − ∂0b = B,
−∇× b−∇φ− ∂0a = E ,
 (9a)
∇ · E = ε, ∇×B − ∂0E = j,
∇ · B = β, ∇×E + ∂0B = −m.
}
(9b)
This is the standard magnetic charge-density current
form of Maxwell’s equations [72–74]. As usual, if the
ratio of electric to magnetic charge is the same for all
sources, this form may be returned to the electric-source-
only Maxwell equations (7) by a duality transformation
5 Bold Roman fonts indicate the “spatial” (1-3) portions of a given
quantity, e.g., A = (Ax, Ay, Az), however, these need not trans-
form as either a three-vector or as the spatial portions of a four-
vector, as we will see below.
4[73]. Duality transformations here are simply phase rota-
tions, eiλ applied to A, C, and Y. Thus, if a phase angle
λ exists such that ρ and J, or equivalently Φ and A, can
be made real, then Eqs. (9) are the traditional Maxwell
equations (7) under phase rotation.
Operating on (3b) with µα∂α yields the charge conser-
vation and electromagnetic wave equations
∂0ρ+∇ · J = 0, (10a)
∂α∂α(E+ iB) =∇ρ+ ∂0J− i∇× J (10b)
for ρ, J, E, and B real or complex.
From here forward, we assume Eqs. (3) are in four-
dimensional form and take these to be our fundamental
expression of the Maxwell, Gauss-Kirchhoff, and gauge-
fixing equations [75].
III. SPIN-1/2 AND SPIN-1
TRANSFORMATIONS OF THE MAXWELL
VARIABLES
A and Y may transform together under any four-
dimensional representation of the Lorentz group and
leave Eq. (1) alone covariant. But restricting our at-
tention to (1) comes at the expense of identifying and
transforming the field equations proper (3b). Similarly,
setting Y = 0 (gradient-constrained sources) allows C
to transform under any four-dimensional representation
of the Lorentz group and leave Eq. (3b) alone covari-
ant. The constrained-source equations of Simulik and
Krivsky [14–16], and the massless equations of Darwin
[7], Madelung [8], Ljolje [9], and Bruce [18], correspond
to writing (3b) by itself under this Y = 0 condition (in
a Dirac matrix form) and treating C as a Dirac spinor.
Requiring Γ = 0 in all frames returns Moses’s Maxwell
equations [39–41], forces the Lorentz gauge, and equates
Y with the current (ρ,J), guaranteeing that the Maxwell
variables will transform under their usual spin-1 rules
[39]. With both Y = 0 and Γ = 0 in all frames (i.e., the
Lorentz gauge and no sources), Eq. (3b) alone reduces
to Maxwell’s equations in a photon wave-equation form,
again spin-1, often pared to a 3 × 3 equation only (see
[27] and [71]). But to find their general Lorentz trans-
formation properties, we will impose covariance on Eqs.
(3) without restrictions on A, C and Y.
Transforming coordinates as usual between frames K
and K ′ via x′β = ℓβαxα [76], with gαβdxαdxβ = dxβdxβ
and thus ℓβσℓβ
α = δασ, we require in K
′
µ′α∂′αA′(x′) = C′(x′) (11a)
µ′β∂′βC′(x′) = Y′(x′), (11b)
where we take µ′α = µα. From (1), A and Y must trans-
form under the same rule, so we seek transformation ma-
trices R and S satisfying
A′(x′) = R(ℓ)A(x), Y′(x′) = R(ℓ)Y(x),
C′(x′) = S(ℓ)C(x). (12)
As we show in Appendix A, Eqs. (11) and (12) have two
solutions for R and S. The first is
R(ϕ, ζ) = exp
[
i(ϕ+ iζ) ·
µ
2
]
≡ R(ϕ, ζ) (13a)
S(ϕ, ζ) = exp
[
i(ϕ− iζ) · µ
2
]
≡ S(ϕ, ζ), (13b)
and the second
R(ϕ, ζ) = exp[i(ϕ · J + ζ · K)] (14a)
= R(ϕ, ζ)R∗(ϕ, ζ) ≡ L(ϕ, ζ),
S(ϕ, ζ) = exp[i(ϕ− iζ) · J ] (14b)
= S(ϕ, ζ)R∗(ϕ, ζ) ≡M(ϕ, ζ)
(* = complex conjugate), where ϕ and ζ are the usual
rotation and boost parameters respectively. Note that
covariance of Maxwell’s equations (3b) alone, or similarly
(3a) alone, also leads to solutions (13) and (14) forR and
S. We provide the improper transformations of A, C, and
Y at the end of Appendix A.
J and K of (14) are the vector rotation and boost
generators composing matrices (4), and thus L corre-
sponds to the (1/2, 1/2) representation of the Lorentz
group (L = [ℓαβ ]) and M the scalar-tensor (0, 0)⊕ (0, 1)
representation [76]. Equations (14) together thus return
the expected spin-1 transformation of the Maxwell vari-
ables.
To understand the transformation (13), consider the
µj in the Pauli basis, as the Σj of Eq. (5). We will mark
objects in this basis with a dot underneath. Applying
the unitary transformation (5), R and S become
R. (ϕ, ζ) = exp
[
i(ϕ+ iζ) ·
Σ
2
]
(under-dot=Pauli basis)
S. (ϕ, ζ) = exp
[
i(ϕ− iζ) · Σ
2
]
= R.
−1†(ϕ, ζ), (15)
and thus the top two and bottom two components of
A. = UA and Y. = UY transform separately as (1/2, 0)
two-spinors, while those of C. = UC transform as (0, 1/2)
two-spinors [76]. R and R. are thus equivalent members
of the (1/2, 0) ⊕ (1/2, 0) representation of the Lorentz
group, while S and S. belong to their conjugate (0, 1/2)⊕
(0, 1/2) representation. R and S thus perform a spin-1/2
transformation of A, C, and Y and consequently of the
Maxwell field and current. (See Appendix A.)
Since R and S are complex, even if the spin-1/2 A,
E, B, ρ, and J are real in one frame, or a duality trans-
formation will eliminate their imaginary parts in that
frame, they will remain complex in other frames. Inter-
preting spin-1/2 field and source terms as real quantities
in all frames therefore requires the Dirac magnetic cur-
rent form of Maxwell’s equations (9).
IV. THE MINKOWSKI SPINOR
Before examining the spin-1/2 Maxwell invariants, we
require a brief investigation of the properties of R and
5TABLE I: Index notation for vector-like representations of the Lorentz group, RT gR = ST gS = LT gL = MT gM = g.
Lorentz Group Representation Group Element Alphabetic Index Numeric Index
(1/2, 0)⊕ (1/2, 0) R (R. ) a, b, c, ..., 0, 1, 2, 3
(0, 1/2) ⊕ (0, 1/2) S (S. ), R
∗ (R.
∗) a˙, b˙, c˙, ..., 0˙ , 1˙ , 2˙ , 3˙
(1/2, 1/2) L (L. ) α, β, γ, ..., 0, 1, 2, 3
(0, 0)⊕ (0, 1) M (M. ) αˆ, βˆ, γˆ, ..., 0ˆ, 1ˆ, 2ˆ, 3ˆ
Undefined transformation properties — α˜, β˜, γ˜, ..., 0˜, 1˜, 2˜, 3˜
S . For representations of the Lorentz group over a com-
plex domain, two types of invariant norms may result
[77, 78]. The first involves a vector and its complex con-
jugate and the second the simple inner product without
complex conjugation. The first implies R†κR = κ, where
κ is the metric. But as in the (1/2, 0) representation, κ
has no nonzero solution for R ∈ (1/2, 0) ⊕ (1/2, 0) [nor
for S ∈ (0, 1/2) ⊕ (0, 1/2)].6 We thus look for a norm-
squared of the second type and therefore a solution to
RTκR = κ.
In the Pauli basis, such complex norms-squared may
be formed by dotting each top and bottom two-spinor
with itself, or each with the other, using the two-spinor
metric σ2. However, taking our spinor components to be
classical commuting functions, as opposed to Grassmann
variables, only dotting top and bottom two-spinors with
each other will return a nonzero squared-magnitude. Let
Z. = col(χ. , ξ.) represent a classical 4-spinor transforming
via R. , with χ. and ξ. its top and bottom two-spinor seg-
ments respectively. In general, a nonzero complex norm-
squared results from the metric
g. ≡
(
0 −σ2
σ2 0
)
(16)
and inner product
Z.
T g.Z. = ξ.
Tσ2χ. − χ. Tσ2ξ. = 2ξ.
Tσ2χ. (17)
(similarly for S. ). In fact, (1/2, 0)⊕(1/2, 0) and (0, 1/2)⊕
(0, 1/2) are the only spin-1/2 representations of the Lor-
entz group for which 4-spinor squared-magnitudes of
the type ψTκψ, for ψ classical, may be nonzero. This
is because the only other 4-spinor representations are
(1/2, 0)⊕ (0, 1/2) and its conjugate, both of which form
such contractions by dotting each top and bottom two-
spinor with itself, e.g. ψTΣ2ψ, which is zero for clas-
sical ψ. Instead, the only nonzero classical Dirac spinor
norm-squared is of the first type, ψ†γ0ψ.7 However, with
anticommuting Grassmann components, Z.
T g.Z. = 0 while
6 From Appendix A, considering small rotations and boosts sep-
arately, R†RκRR = κ implies κµ
j = µjκ, while R†BκRB = κ
implies κµj = −µjκ, hence κ = 0.
7 Equations (47) below.
Z.
TΣ2Z. , ψ
TΣ2ψ, and ψ†γ0ψ are nonzero. R and S with
the metric g. thus describe 4-spinors with commuting vari-
ables and simple norms-squared. They are the lowest
dimensional representations of the Lorentz group with
nonzero spinor norms of this type.
The metric (16) has a further remarkable property. In
the Minkowski basis, g. is the Minkowski metric
g = UT g.U =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (18)
The invariant (17) thus takes the vector-like form Z.
T g.Z. =
ZT gZ. We can obtain the same result from the Minkowski
basis directly. Letting i(ϕ+ iζ) · µ/2 ≡ π, we have [79]
gRT g = egπ
T g, (19)
and employing the relation gµjT g = −µj , j = 1, 2, 3, we
find gπT g = −π and thus
RT gR = g. (20)
Similarly ST gS = g = MT gM = LT gL, or equivalently
R.
T g.R. = S.
T g.S. = M.
T g.M. = L.
T g.L. = g. . (21)
Invariant inner products formed in the (1/2, 0)⊕ (1/2, 0)
or (0, 1/2)⊕(0, 1/2) representations of the Lorentz group,
like those of (1/2, 1/2), (0, 0) ⊕ (0, 1) and its conjugate
[80], thus take the Minkowski form
XT gZ = X.
T g. Z. , (22)
where X and Z, or X. = UX and Z. = UZ, transform
together under any one of these representations.
Accordingly, we introduce new notation for vector-like
representations of the Lorentz group, those which form
invariants with the Minkowski metric. Let X be a column
vector transforming via any Lorentz group representation
V satisfying VT gV = g. Thus V may belong to any one of
the representations (1/2, 0)⊕ (1/2, 0), (0, 1/2)⊕ (0, 1/2),
(1/2, 1/2), (0, 0)⊕(0, 1), or (0, 0)⊕(1, 0), designated here
by R, S (R∗), L, M , M∗ respectively [81]. Now define
the Riemannian conjugate
X ≡ (gX)T = XT g. (23)
6X is thus a four-component row of the covariant compo-
nents of X. This notation does not distinguish between
vector-like Lorentz group representations V. To distin-
guish between these representations we will employ in-
dex notation using alphabetic and numeric indices with
different fonts, each indicating a separate representation
of the Lorentz group. Our index notation is summarized
in Table I and further described in Appendix B.
A four-component spinor Z transforming via R, with
components Za, a = 0 -3 , and its covariant counter-
part gZ, transforming via (RT )−1, with components
Za = gabZ
b (gab = gαβ), satisfy
Z ′a = Rab Zb, Z ′a = Rab Zb ,
Z
′
Z′ = Z ′aZ ′a = RabRacZbZc = ZbZb = ZZ, (24)
where RabRa
c = δb
c (= 1 for b = c, 0 for b 6= c). Z∗, with
components Za∗ ≡ Z a˙ (a-dot), transforms via R∗. Its
covariant counterpart gZ∗, with components Za˙ = ga˙b˙Z b˙
[ga˙b˙ ≡ g∗ab = gab], thus transforms via S = (R†)−1 [see
(A10)]. That is
gZ′∗ = (R†)−1(gZ∗) = S(gZ∗),
with Z ′a˙ = Ra˙b˙ Z
b˙ and Z ′a˙ = Ra˙
b˙ Zb˙ (25)
[Ra˙b˙ = (R
a
b)
∗], and thus
Z
′∗
Z′∗ = Z ′a˙Z ′a˙ = Ra˙b˙Ra˙c˙Z b˙Zc˙ = Z b˙Zb˙ = Z
∗
Z∗, (26)
where Ra˙b˙Ra˙
c˙ = δb˙
c˙ (= δb
c) [82]. We will refer to
four-component objects transforming under the (1/2, 0)⊕
(1/2, 0) and (0, 1/2)⊕(0, 1/2) representations of the Lor-
entz group as Minkowski spinors , or as simply four-
spinors , due to their use of the Minkowski metric and
direct analogy with four-vectors.
V. SPIN-1/2 MAXWELL INVARIANTS
Under spin-1/2 transformation, A and Y have con-
travariant Minkowski spinor components Aa = (Φ,A)
and Y a = (Υ,Y), while those of C are covariant compo-
nents of a (0, 1/2)⊕ (0, 1/2) Minkowski spinor and thus
designated Ca˙ = (C0˙ , C1˙ , C2˙ , C3˙ ) = (Γ, Cx, Cy, Cz). We
may now form the primary invariant inner products of
A, C, and Y in the spin-1/2 case. They are
AaAa = AA = Φ
2 −A2, (27a)
C a˙Ca˙ = CC = Γ
2 −E2 +B2 − 2iE ·B, (27b)
Y aYa = YY = (ρ+ ∂0Γ)
2 − (J−∇Γ)2, (27c)
AaYa = AY = Φ(ρ+ ∂0Γ)−A·(J−∇Γ). (27d)
Clearly, each of these inner products is also an invariant
of the spin-1 Maxwell field . That is, AA, CC, YY, and
AY are each invariant under both spin-1 and spin-1/2
transformations of the Maxwell field and current.
If we include the complex conjugates of A, C, and Y,
then any contravariant-covariant combination, summed
over like indices a = 0 -3 or a˙ = 0˙ -3˙ , will also be invari-
ant. For example
Aa˙Ca˙ = A
†C = Φ∗Γ−A∗ · (E+ iB), (28a)
Y a˙Ca˙ = Y
†C = Υ∗Γ−Y∗ · (E+ iB), (28b)
CaAa = C
†A = (Aa˙Ca˙)∗, (28c)
CaYa = C
†Y = (Y a˙Ca˙)∗ (28d)
are all spin-1/2 Maxwell invariants. However, these have
no spin-1 counterparts stemming from the fact that S =
R−1† does not hold for L and M of Eqs. (14).
Finally, we may construct four-vectors and quadri-
vectors [(0, 0) ⊕ (0, 1)] out of Minkowski spinors. For
example, the spin-1/2 A, C, and Y combine to form con-
travariant four-vectors A†µαA, C†µαC, Y†µαY, A†µαY,
and quadri-vectors A†µαC and Y†µαC, with similar re-
sults for any like-transforming four-spinors.
VI. DUAL SPIN-1/2–SPIN-1 MAXWELL AND
PROCA LAGRANGIAN DENSITIES
A Lagrangian density for Maxwell equations similar
to our (3b) has eluded previous attempts at its discov-
ery [33, 49, 83]. Giannetto [45] has written a simple
Lagrangian density equivalent to describing (3b) alone
without sources and under the Lorentz condition (Y =
Γ = 0). In a related six-component formalism, Drum-
mond [55] has discussed a duality-invariant Lagrangian
density for the source-free Maxwell field, as have Abreu
and Hott [50, 53]. Sources included, Gersten [33, 83]
has described “pseudo-Lagrangians” for Maxwell wave
equations similar to (3b), while Ljolje [9] provides an ex-
tensive Lagrangian description of the constrained-source
Maxwell equations of Darwin, derived from a dual spin-
1–spin-1/2 (Dirac spinor) Lagrangian density. (See also
[1] and [16].) But in related four-component and simi-
lar three-component matrix forms of Maxwell’s equations
proper, with sources, to quote Jena et al. [49], “In nei-
ther of these two approaches do the equations seem to
follow from an Euler-Lagrange variational principle.”
The problem is finding an appropriate Lagrangian den-
sity for equations like (3b) alone. By itself, (3b) and its
hermitian conjugate result from varying C† and C in the
Lagrangian density
LC = γC[C†µα∂αC− 2C†Y− (∂αC†µα)C+2Y†C], (29)
where γC is a constant with units of length.
8 A similar
Lagrangian can be written for (3a) alone. However, LC
8 LC is analogous to the Lagrangian density for the generalized
spinor Maxwell equations of Sachs and Schwebel, see M. Sachs,
General Relativity and Matter , Ref. [1], p. 115. The factor γC
does not affect the field equations themselves, but without it, LC
7is invariant only in the spin-1/2 case [see Eqs. (28)].
Nor can LC be summed with its counterpart for Eq. (3a)
to return both Eqs. (3) under variation. Instead, a La-
grangian density for either Eqs. (3b) or (3a), allowing
spin-1 transformations of the Maxwell field and current,
requires a description of both these equations simultane-
ously.9 For this purpose we also require the Riemannian
conjugates of Eqs. (3). These are
∂αAµα = C (30a)
∂βCµβ = Y. (30b)
We now introduce the Lagrangian density
L = 1
2
[Cµβ∂βA−Aµα∂αC + 2AY − CC (31)
+ (∂αAµα)C− (∂βCµβ)A + 2YA− CC],
where the terms on the second line are the Riemannian
conjugates of those on the first. Varying L with respect
to the dynamic field variables A, C, A, and C yields Eqs.
(3) and their counterparts (30). From Eqs. (3), (27), and
(30), L is a scalar function under both spin-1 and spin-
1/2 Lorentz transformations of its field components .
Adding a Proca mass term −m2AA to the Lagrangian
density (31) gives
L −m2AA ≡ LP (32)
and leads to the Proca Maxwell equations
µα∂αA = C, (33a)
µβ∂βC = Y −m2A, (33b)
and their Riemannian conjugate. As in the Maxwell
case, the Proca Lagrangian density LP and its associated
equations of motion remain covariant under both spin-1
and spin-1/2 transformations (13) and (14) of their field
terms. From the four-divergence of (33b), we find, as
usual (see Ryder,3 p. 67),
∂0ρ+∇ · J = m
2(∂0Φ +∇ ·A), (34)
and thus for m 6= 0 charge is conserved only under the
Lorentz condition ∂0Φ + ∇ · A = 0. However, unlike
the vector field, where the Lorentz condition ∂βA
β = 0
is invariant and the continuity equation would thus hold
for all inertial observers, ∂βA
b = 0 is not invariant and
and its derived conservation laws will be dimensionally incorrect.
In the Sachs formalism, the analogous constant (gM , also with
units of length) appears explicitly in equations coupling matter
and electrodynamics. See related comments by Sachs.
9 The Schwinger Lagrangian for the tensor Maxwell field also re-
turns both the Maxwell and Gauss-Kirchhoff equations (3) (with-
out the gauge-fixing equation). See J. Schwinger et al., Classical
Electrodynamics (Perseus, Reading, Mass., 1998), Sec. 9.2; J.
Schwinger, Phys. Rev. 91, 713 (1953); also Ref. [77], p. 103.
consequently there are no circumstances where charge
is conserved in all frames for the spin-1/2 Proca field.
(This is not true for the spin-1/2 Maxwell field, see Eq.
(40) below.) We will discuss further consequences of the
Lagrangian formalism in a later analysis.
VII. LOSS OF GAUGE INVARIANCE, CHARGE
INVARIANCE, AND LORENTZ FOUR-FORCE IN
THE SPIN-1/2 CASE
Clearly, within a single frame, E and B are invariant
under a gauge transformation regardless of the Lorentz
transformation properties of the potentials (Φ,A). This
can easily be seen by letting (Φ,A) → (Φ − ∂0Λ,A +
∇Λ) ≡ (ΦΛ,AΛ) in Eqs. (3), after which E and B re-
main unaffected in the usual manner. But in the spin-1/2
case, the loss of invariance of the four-divergence of the
potentials ∂βA
b rules out an invariant gauge-fixing condi-
tion, and as may thus be surmised, problems arise when
we apply a spin-1/2 Lorentz transformation to the gauge
transformed potentials (ΦΛ,AΛ).
In frame K, let AΛ ≡ A − ∂Λ, with ∂ ≡ col(∂0,−∂x,
−∂y,−∂z), and let R stand for any Lorentz group repre-
sentation transforming AΛ from K to K
′ giving
A′Λ = RAΛ = RA−R(∂Λ) = A′ −R(∂Λ). (35)
The term R(∂Λ) is a gauge transformation in K ′ only if
there exists a function Λ′ such that
∂′Λ′ = R(∂Λ). (36)
In the vector case, R = L and (36) is solved for Λ a scalar
function. But for R = R, a solution for Λ′ exists only if
Λ is at most a linear function of the coordinates.10 Yet
even with this restriction, Λ is still a different function in
every frame (not a scalar function).
However, if we seek changes in A that leave E and B
unaltered, then significant freedom remains in the spin-
1/2 potentials. Defining G ≡ col(γ,G) and requiring
µα∂αG ≡ 0, (37)
the substitution
A→ AG ≡ A+G = (Φ + γ,A+G) (38)
leaves C and thus E and B unchanged in all frames for
both spinor and vector fields. Note that G satisfies the
Lorentz condition ∂βG
b = 0 in all frames. This is a spe-
cial pseudo-invariant, formed between G and the partial-
derivative operator only (see Appendix B). But again,
10 WithRR∗∂Λ′(x′)=R[∂Λ(x)], we have∂Λ′[x′(x)]=R∗
−1
[∂Λ(x)].
Writing out the second equation and cross differentiating the
components of ∂Λ′, then relating the various R∗
−1
αβ using Eqs.
(A7), leads to the condition ∂α∂βΛ = 0, α, β = 0-3.
8(38) is not a gauge transformation and thus does not
(generally) leave E and B unchanged.
As could be expected, charge-invariance is also lost in
the spin-1/2 case. The volume integral of ρ when Y and
C transform as four-spinors is
q1/2 ≡
∫
ρ d3x =
∫
(Y 0 − ∂0C
0˙
)d3x, (39)
which is clearly not a scalar since Y 0 − ∂0C
0˙
is not the
top component of a four-vector. Instead, q1/2 has no
well-defined transformation property. However, the con-
tinuity equation (10a) remains in effect. That is,
∂αJ
α˜ = 0 for J α˜ = Y a − ∂αC
0˙
, (40)
and thus q1/2 is still conserved in each frame, even though
it is not invariant.
Covariance of the Lorentz four-force is also lost under
spin-1/2 rules. The Lorentz four-force would appear as
dpα/dτ → q1/2[∂α(uβAb)− dAa/dτ ], (41)
where τ is proper time and uβ the four-velocity [84]. The
left side of (41) transforms as a four-vector while the right
side does not transform as any one type of object. Indeed,
any attempt to describe a covariant Lorentz force on an
hypothetical spin-1/2 charge faces the formidable hurdle
that q1/2 has an undefined transformation property. This
problem, and others in this section, stem from the fact
that Aa and J α˜ do not transform with the same rule as
the coordinates, destroying the usual symmetry between
spacetime and the Maxwell variables so important in the
spin-1 case. We will discuss an interesting resolution to
these problems in our concluding remarks.
VIII. EQUIVALENCE OF THE KLEIN-GORDON
MAXWELL AND TWO DIRAC EQUATIONS
Finally, consider Maxwell’s equations under the condi-
tion that A satisfies the Klein-Gordon equation, as if to
describe a massive vector boson [85]. This condition can
be introduced by setting Y = −m2A/2 in the Lagrangian
density (31) or setting Y = 0 in the Proca Lagrangian
(32), the resulting Lagrangian density is the same in ei-
ther case. Letting C ≡ −imF, with m constant, the
corresponding equations of motion are [44, 64]
µα∂αA = −imF (42a)
µβ∂βF = −imA, (42b)
where ∂α∂αA = −m2A. These equations possess the
same dual spin-1/2–spin-1 Lorentz transformation prop-
erty as Eqs. (3) and (33). Equations (42) are equivalent
to a single eight-component or two four-component Dirac
equations of mass m. With
Ω(x) ≡
(
A(x)
F(x)
)
and λα ≡
(
0 µα
µα 0
)
(43)
(0 is the 4× 4 zero matrix), Eqs. (42) become
λα∂αΩ(x) = −imΩ(x), (44)
where λαλβ + λβλα = 2gαβ [86]. Equation (44) may be
reduced via
W ≡ V U8, V ≡

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 , U8 ≡
(
U 0
0 U
)
(45)
(W−1 = W †, U of Eq. (5), 1 and 0 are the 2 × 2 unit
and zero matrices) [87]. Applying W to (44), with
WΩ(x) ≡
(
ψ(x)
η(x)
)
, (46)
and separating into block diagonal parts returns [9]
γµ∂µψ(x) = −imψ(x) (47a)
γµ∂µη(x) = −imη(x), (47b)
where the γµ are the Dirac matrices.11 The Klein-Gordon
Maxwell (KGM) equations (42) and Dirac equations (47)
are thus equivalent and may each describe either two real
vector fields, corresponding to real and imaginary parts
of A, or two Dirac fields, represented by ψ and η of (47),
all of the same mass.
IX. CONCLUSION
Surprisingly, the Maxwell, Gauss-Kirchhoff, and
gauge-fixing equations are indeed covariant under spin-
1/2 Lorentz transformations of the Maxwell variables.
Though we have begun its analysis here, much work re-
mains to complete a description of the spin-1/2 case. We
might expect that a well-transforming conserved current
would be fundamental to this description. But while
J α˜ = (ρ,J) is indeed conserved, it has no well-defined
transformation rule, transforming with the four-gradient
of Γ as part of the four-spinor Y a. Y is composed
of the traditional Maxwell input variables, the current
and gauge-fixing function (the four-gradient of the lat-
ter). But under spin-1/2 rules, we are not at liberty
simply choose the Lorentz gauge and equate Y a with
(ρ,J) since gauge transformations of the spin-1/2 Max-
well field are not Lorentz invariant. Moreover, charge
in the spin-1/2 case also has no well-defined transforma-
tion rule. We may still treat the spin-1/2 Maxwell field
within each frame as being generated by the conserved
charge-density current in that frame, but as this is not a
11 γ0 =
(
0 1
1 0
)
, γi =
(
0 σi
−σi 0
)
, i = 1, 2, 3.
9covariant treatment the more appropriate interpretation
would evidently be that the spin-1/2 Maxwell field has
no traditional source in the Maxwell sense and that the
input variables Y effectively separate into sources and
gauge-fixing functions only in the spin-1 case.
Despite the obvious differences between the spin-1
and spin-1/2 Maxwell fields, their most striking fea-
tures are their similarities. In their form presented here,
they share exactly the same Lagrangian density, exactly
the same field equations, adding a Proca mass term
leaves the transformation properties of both fields un-
changed, they share invariant inner products AA, CC,
YY, AY, and, as these invariants imply, they share the
Minkowski metric. This last fact, a consequence of the
Minkowski metric’s association with the (1/2, 0)⊕(1/2, 0)
and (0, 1/2) ⊕ (0, 1/2) representations of the Lorentz
group [Eqs. (20) and (21)], is suggestive of a deeper con-
nection between spacetime and the Maxwell equations.
Clearly, any coordinate transformation forming invari-
ants with the Minkowski metric leaves invariant the in-
terval (x0)2−(x1)2−(x2)2−(x3)2. In an effort to find all
coordinate and field transformations that leave Maxwell’s
equations covariant, consider then a transformation of co-
ordinates under four-spinor rules — a complex fermionic
spacetime (reminiscent of fermionic coordinates in super-
symmetry). In such a space, the four-divergence of the
spin-1/2 potentials ∂bA
b would again be invariant, allow-
ing gauge transformations of the spin-1/2 Maxwell field;
the charge-density current would independently trans-
form as a four-spinor Jb, just as it transforms as a four-
vector Jβ in a four-vector space; the spin-1/2 charge q1/2
(39) would thus be invariant too, and consequently the
Lorentz four-force (41) would regain covariance. Though
we have only begun to explore the spin-1/2 Maxwell field
in a four-vector space, the fact that four-spinor coordi-
nates may lead to a covariant spin-1/2 form of electro-
dynamics, analogous to vector electrodynamics, suggests
a broader investigation into a Minkowski-spinor form of
spacetime.
Further, the fact that the Maxwell field is covariant
under both spin-1 and spin-1/2 transformations suggests
that other traditionally-spin-1 quantities may also have
fermionic properties, especially since spin-1/2 invariants
may involve the Minkowski metric. We might imagine
the other gauge vector fields to be candidates for such
quantities, however their built-in necessity for gauge in-
teractions appears to preclude their spin-1/2 transfor-
mation. But if not these, perhaps generalizations of
the dual-transforming Lagrangian density (31) will un-
cover such fields. The importance of such a search lies in
the possibility of a wider fermion-boson field equivalence,
beyond the spinor-vector–Maxwell and Dirac-KGM ver-
sions discussed above. That is, by describing both vec-
tor and spinor fields, the Maxwell equations (3) and La-
grangian density (31) describe a type of unified spinor-
vector field. If further such fermion-boson–equivalent
fields exist, then supersymmetry may not be the only
type of fermion-boson unification consistent with Lorentz
transformations. This type of unification need not con-
flict with a supersymmetry-extended Standard Model,
but it may offer an alternate approach to connecting
fermion and boson fields, perhaps one capable of work-
ing within the Standard Model framework.12 A wider
search for fields, or compositions of fields, with multiple
transformation properties would thus seem warranted.
Finally, the original motivation for this study was not
the Maxwell equations themselves, but an exploration
of the hypothesis that matter may be understood as an
electromagnetic phenomenon. Similar hypotheses have
surfaced at various points in physics history with elec-
tromagnetic descriptions of the electron mass [88], EM-
like descriptions of the Dirac field [89], and recently
with analogies between the vacuum and superconducting
media in quantum field theory of gauge vector bosons
[90]. We note here that with the KGM–2-Dirac equation
equivalence, a substantial portion of the matter spectrum
may have as its foundation either spin-1 or spin-1/2 EM-
like waves. The natural inference, not unlike that drawn
from superconductor models of the vacuum, is that a
unified description of matter and electromagnetic phe-
nomena may be pursued under the hypothesis that mat-
ter waves are essentially a form of light traveling in a
diverse electromagnetic-like medium. Further develop-
ment of this hypothesis will require placing the spin-1/2
Maxwell field in a quantum-mechanical context, a task
that remains to be completed.
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APPENDIX A: COVARIANCE OF THE
MAXWELL EQUATIONS
Inserting the inverses of (12) into (3b) and comparing
with (11b) we find [76]
R(ℓ)µσS−1(ℓ)ℓβσ = µ′β = µβ . (A1)
Beginning with the infinitesimal case ℓβα = δ
β
α +∆ζ
β
α
we employ the expansions
R = 1+ i
2
ραβ∆ζ
αβ and S = 1+ i
2
σαβ∆ζ
αβ , (A2)
where the ∆ζjk = −ǫjkl∆ϕl parameterize rotations and
the ∆ζ0j = −∆ζj0 = −∆ζj parameterize boosts, with
∆ϕl the infinitesimal rotation angle and ∆ζj the in-
finitesimal boost angle, j, k, l = 1-3. From (A1), we may
also write µαℓβα = R−1(ℓ)µβS(ℓ), and inserting R−1
and S gives
µαℓβα = (δ
β
α +∆ζ
β
α)µ
α = µβ +∆ζβαµ
α (A3)
= [1− iργν∆ζγν/2]µβ[1+ iσγν∆ζγν/2]
≈ µβ + iµβσγν∆ζγν/2− iργν∆ζγνµβ/2.
Then, from ∆ζαβ = −∆ζβα and manipulation of indices,
∆ζβαµ
α =
1
2
∆ζγν(δβγµν − δβνµγ). (A4)
Combining (A4) with (A3) yields
µβσγν − ργνµβ = i(δβνµγ − δβγµν). (A5)
Equations (A5) have two sets of solutions for the gen-
erators ργν and σγν . The first is
ρ(1/2)γν =
i
4
[µγ , µν ]− i
2
(δ0γµ
ν − δ0νµγ),
σ(1/2)γν =
i
4
[µγ , µν ] +
i
2
(δ0γµ
ν − δ0νµγ), (A6)
or explicitly ρ
(1/2)
00 = σ
(1/2)
00 = 1,
ρ
(1/2)
0j = −ρ(1/2)j0 = −σ(1/2)0j = σ(1/2)j0 = −
i
2
µj ,
ρ
(1/2)
jk = σ
(1/2)
jk = −
1
2
εjklµ
l, (A7)
j, k, l = 1-3. The second is
ρ
(1)
00 = σ
(1)
00 = 1, ρ
(1)
jk = σ
(1)
jk = −εjklJ l,
ρ
(1)
0j = −ρ(1)j0 = −Kj , σ(1)0j = −σ(1)j0 = iJ j . (A8)
For a finite Lorentz transformation, R and S are
R(ραβ) = exp
(
i
2
ραβζ
αβ
)
, S(σαβ) = exp
(
i
2
σαβζ
αβ
)
.
(A9)
With the generators (A6), R and S become R and S
of Eqs. (13), while the generators (A8) return L and
M of Eqs. (14). In the standard (j(+), j(−)) notation
for representations of the Lorentz group [76], the ρ
(1)
γν
generate the (1/2, 1/2) representation and the σ
(1)
γν the
(0, 0) ⊕ (0, 1) representation, while the ρ(1/2)γν generate
(1/2, 0)⊕ (1/2, 0) and the σ(1/2)γν its conjugate (0, 1/2)⊕
(0, 1/2).
For spatial rotations, R ≡ RR = S ≡ SR are sepa-
rately equal and unitary for either transformation (13)
or (14). For pure boosts, R ≡ RB and S ≡ SB, we find
RB = R†B and SB = S†B, again for either transformation
(13) or (14) separately. However, the spin-1/2 case yields
the additional relationship SB = (RB)
−1, and therefore
S = (R†)−1 = R−1†. (A10)
Noting that the µj are traceless, the exponents of
R and S in (13) are also traceless and thus detR =
exp{tr [i(ϕ + iζ) · µ/2]} = +1 = detS, as appropri-
ate for proper Lorentz transformations. Under improper
transformations, R and S have the following forms, par-
tially found by Moses [39], where ()∗ is the complex-
conjugation operator,
Space inversion: x′α = xα, R = S = g()∗
Time inversion: x′α = −xα, R = −S = g()∗
Spacetime inversion: x′α = −xα, R = −S = 1.
(A11)
APPENDIX B: INDEX NOTATION
We employ separate index notation for four of the five
vector-like representations of the Lorentz group [(0, 0)⊕
(1, 0) excepted], as listed in Table I, p. 5. In this nota-
tion, we maintain the summation convention over both
identical and alphabetically analogous indices. For exam-
ple, a term containing indices ν, n, and n˙ is summed over
ν = n = n˙ = 0-3 = 0 -3 = 0˙ -3˙ , or one containing α and α˜
is summed over α = α˜ = 0-3 = 0˜-3˜. Invariant quantities
are thus formed by summation over indices of the same
type, e.g., xβxβ , C
νˆCνˆ , A
aAa, or Y
a˙Ca˙ (Greek-tilde in-
dices obviously excepted). Summations of the type xαAa˙,
AaC
a˙, or in particular ∂βA
b = C
0˙
= Γ, then generally
form non-invariant quantities and thus do not “contract
out”. (Note the apparent exceptions of ∂βG
b and ∂αJ
α˜
in Sec. VII, which are both invariant. However, Gb and
J α˜ form vector-like scalars only with the partial deriva-
tive operator, not under contraction with an arbitrary
vector.) Finally, in an equation with mixed indices on
separate terms, such as X µ˜ = Am + Bµ, alphabetically
analogous indices like µ˜, m, and µ will be understood to
take the same values µ˜ = m = µ = 0˜-3˜ = 0 -3 = 0-3. We
assume the following correspondence between Latin and
Greek indices: aα, bβ, cχ, dδ, eǫ, fφ, gγ, hη, iι, kκ, lλ,
mµ, nν, pπ, rρ, sσ, tτ , uυ, wω, xξ, yψ, zζ.
11
APPENDIX C: SPIN-1/2 AND SPIN-1
MINKOWSKI-BASIS EIGENVECTORS
We present here the Minkowski basis eigenvectors for
both spin-1 and spin-1/2 fields (compare Ref. [40]). In
the familiar vector case, the spin matrices associated with
L and M are Jx, Jy, Jz , and J ≡ xˆJx + yˆJy + zˆJz.
Jz and J 2 have simultaneous spin eigenvalues s = 0, 1
and ms = −1, 0,+1, with eigenfunctions ǫX satisfying
Jz ǫX = ms ǫX and J 2 ǫX = s(s + 1) ǫX where the
left index ǫ numbers the eigenfunctions. Defining rais-
ing and lowering operators J± ≡ Jx±iJy, the ǫX re-
solve into four orthogonal basis vectors ǫd, ǫ = 0-3: 0d =
col(1, 0, 0, 0), 1d = col 1√
2
(0, 1,−i, 0), 2d = col(0, 0, 0, 1),
and 3d = col 1√
2
(0,−1,−i, 0). 0d represents s = ms = 0
while 1,2,3d are s = 1 with ms = −1, 0,+1 respectively.
In the analogous spin-1/2 formalism, the spin matrices
are sx ≡ µ1/2, sy ≡ µ2/2, sz ≡ µ3/2, and
s ≡ 1
2
(xˆµ1 + yˆµ2 + zˆµ3) = µ, (C1)
where [sj , sk] = iεjkls
l. sz and s
2 have simultaneous
eigenfunctions ǫZ satisfying
sz
ǫZ = ms
ǫZ = ±1
2
ǫZ and s2 ǫZ = s(s+ 1) ǫZ =
3
4
ǫZ
(C2)
so that s = 1/2 and ms = ±1/2. Defining s± ≡ sx ±
isy = (µ
1±iµ2)/2, the ǫZ resolve into four orthogonal
basis spinors ǫb, ǫ = 0-3, grouping into two pairs, even
0b = (0d + 2d)/
√
2 = ↓even, 2b = 3d = ↑even, and odd
1b = − 1d = ↓odd, 3b = (0d − 2d)/
√
2 = ↑odd satisfying
γb† ǫb = δγǫ,
∑3
ǫ=0
ǫba
∗ ǫbb = δab, and ǫba ǫba = 0 (no
sum over ǫ). The ǫd and the ǫb are related by a real
linear transformation, neither are intrinsically spin 1 or
spin 1/2.
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