We show that the sausage conjecture of L aszl o Fejes T oth on nite sphere packings is true in dimension 42 and above.
Introduction
Throughout this paper E d denotes the d-dimensional Euclidean space equipped with the Euclidean norm j j and the scalar product h ; i. B d denotes the d-dimensional unit ball with boundary S d?1 and conv P (lin P) denotes the convex (linear) hull of a set P E d . The interior of P is denoted by intP and the volume of P with respect to the a ne hull of P is denoted by V (P ). The spherical volume is denoted by V ? ( ). Further, let d = V (B d ) .
C E d is called a packing arrangement or simply a packing (of spheres), if for every pair x; y 2 C, x 6 = y, we have int(x + B d ) \ int(y + B d ) = ; or equivalently jx ? yj 2. Finally, we denote for a nite set S by #S its cardinality.
For in nite packings of spheres (and more generally convex bodies) there is an old and well known concept of the density of such packings which has led to an extensive theory (see e.g. GL87] , CS93], FK93] ). As usual we denote by d the density of a densest in nite packing of spheres in E d .
In contrast to this, the theory of nite packings of spheres is much younger. First results for nite packings have been obtained by Rogers Rog51] for general convex bodies and by Groemer Gro60] for spheres. They measured the size of a packing C by V (conv C) and some additional summands measuring the size of the boundary of conv C. De ning the density of a nite packing as the quotient of its size and its cardinality their results showed that by taking limits with respect to the cardinality one obtains the density of the densest in nite packing. For a more detailed survey of nite packings in E 2 and nite packing in general see GW93] .
Part of this paper was written while the rst author was visiting the Technical University of Berlin. The stay in Berlin and the work of the second author was supported by the Gerhard Hess Forschungsf orderpreis of the German Science association awarded to G unter M. Ziegler (Zi 475/1-1). The paper contains some material of the Habilitationsschrift of the second author. The following observation by L. Fejes T oth Fej75] indicated that for higher dimensions the theory for nite packings and in nite packings should be quite different: For a nite packing C E d he de ned its density (C) by Thus L. Fejes T oth's observation poses two problems: The rst one is to prove or disprove the sausage conjecture. The second, slightly less obvious one, is to nd a common approach to the density of nite and in nite packings. To begin with, the rst problem was studied by various authors though the results were rather weak in that either n had to be small compared to d or strong additional assumptions for the packing C had to be made. For a survey on these results see again GW93].
In fact it turned out that the recent study of the second problem was fruitful as well for the solution of the rst problem. A certain solution for the second problem was given by Betke, Henk & Wills in BHW94] . There a parametric density (C; ) of a packing C and a positive parameter was introduced by
such that Fejes T oth's de nition corresponds to the special parameter = 1. Consequently, a maximal parametric nite packing density was de ned by (d; n; ) = maxf (C; ) : C E d is packing with #C = ng: Then it was shown that lim n!1 (d; n; ) = d for all 2, and that (d; n; ) = (S d n ) provided that < 2= p 3 and d is greater than some constant depending on . In BHW95] this was improved in that 2= p 3 could be replaced by p 2. It was further shown that (d; n; ) = (S d n ) if (d; n; 1 ) = (S d n ) and 1 . This proved that asymptotically (with respect to d) a stronger result than the sausage conjecture holds and it is most interesting to prove the sausage conjecture in low dimensions. A rst step in verifying the sausage conjecture was done in BHW94]: The sausage conjecture holds for all d 13:387.
Here we optimize the methods developed in BHW94], BHW95] for the special parameter 1 and introduce some new ideas for the study of this special parameter to prove Theorem. The sausage conjecture holds for all dimensions d 42.
As the proof of the Theorem is somewhat intricate we proceed as follows: In the second section we rst introduce some quantities to measure the size of a packing. After this we state a number of results for these quantities from which we derive our Theorem. We close the section by a discussion of the limits of our approach.
In the last three sections we prove the results stated in section 2. More specifically, in section 3 and 4 we study sections of the Dirichlet-Vorono cell of a xed point of the packing with certain planes, while in the last section we examine the case that the local deviation of the packing from a sausage is not too large. 
(2.2) Obviously, we have Hence for the proof of (2.3) we have to identify at most two points of C which can be compared to the ends of the sausage. This is done with the help of the following angle i associated to the point x i
De nition 2.1 For i = 1; : : : ; n let y j;i = (x j ?x i )=jx j ?x i j, 1 j n, j 6 = i, and i = max n arccos(jhy k;i ; y l;i ij) : 1 k; l n o ; where arccos( ) is chosen in 0; =2].
We say that a point x i is an endpoint of the packing C if i < =3 and hy k;i ; y l;i i 0 for 1 k; l n. Observe that a packing has at most two endpoints. Otherwise, if there were three endpoints they would form a triangle such that the sum of its angles is less than . From now on we keep the packing C and a point x i , say x n , xed. Further, we assume without loss of generality x n = 0. For abbreviation we write H; D; ; y k instead of H n (C); D(H n (C)); n ; y k;n .
Unfortunately, it can happen that < =3 and for the points y k ; y l with arccos(jhy k ; y l ij) = we have hy k ; y l i 0, but the point 0 is no endpoint. To identify in this case points in C which correspond to the \neighbours" in the sausage 
First, assume =4. Then by lemma 2.1, lemma 2.3, lemma 2.4, lemma 2.5 and (2.7): 
=3.
Here we distinguish two cases depending on the angle . a) .
For d 42 and
we nd by lemma 2.6, lemma 2.7 and (2.7) .
In this case V (D) > 2 d?1 , d 42, follows immediately from lemma 2.8.
As the rst case ( < =3; hy 1 ; y 2 i > 0) can occur at most twice the proof is nished.
We close this section with a short discussion of our method. Since we use a lo- It is in principle no problem to improve several arguments in our reasoning. However, as far as we can see such an improvement would make the proof disproportionately more technical. The dimension 42 may be considered as a compromise between a \good" dimension and complexity of the proof. 
Remark: The notation R dx means integration in a space of appropriate dimension. In order to formulate our generalization we need some elementary notation from the theory of convex polytopes (cf. Gr u67]). For a non-empty n-dimensional face F of a p-dimensional polytope P E d the normal cone N(P; F) is the cone generated by all vectors v 2 E d with the property that there exists a 2 R 0 with F = P \ fx 2 E d : hv; xi = g and hv; xi for all x 2 P. The dimension of the normal cone is d ? n. In particular, F + N(P; F) is the set of all points x 2 E d such that the nearest point of x with respect to P belongs to F. The ratio of the spherical volume of N(P; F) \ S d?1 to V ? (S d?n ) is called the external angle of F and is denoted by (P; F).
Moreover we de ne some functions which will be used in the forthcoming estimates:
De nition 3. The purpose of this section is to prove: Clearly, it su ces to prove (3.3) for the sets M S ; K S . Based on lemma 3.1, (3.4) and the de nition of the set Q(d; l; m; jwj) we obtain analogously to the proof of theorem 1.1 in BHW95] for each k 2 Q(d; l; m; jwj): Proof. For F = P 2 we have (P 2 ; F) = 1 and N(P 2 ; F) = L ? . By the de nition of D 2 (P 2 ) and the normal cones we get
On account of corollary 3.1 this implies the lower bound for V (D 2 (P 2 )). For the bound of V (D 1 (P 2 )) we note that conv f0; y i g + (N(P 2 ; conv f0; 2y i g) \ B d ) \ H D 1 (P 2 ) and (P 2 ; conv f0; 2y i g) = 1=2 for i = 1; 2.
Next we collect some numerical results involving the function q(d; l; m; r) which will be used in the course of our investigations. Therefore we de ne
De nition 3.2 Let h = 0:74740141. In the next section we shall apply corollary 3.1 to the set P 3 .
3-dimensional sections
In order to simplify the analysis we assign the following coordinates to the vectors y 1 ; y 2 ; y 3 de ned by de nition 2.2 and de nition 2. In what follows we study some geometric quantities of P 3 . Let f i;j denotes the angle between y i and y j , 1 i < j 3. Then f 1;2 = ; f 1;3 = arccos(cos( ) cos( )) and f 2;3 = arccos(cos( ) cos( ? )): For > 0 let u i;j 2 lin fy 1 ; y 2 ; y 3 g, 1 i < j 3, be the outward unit normal vector of the 2-face F i;j = conv f0; 2y i ; 2y j g \ H of P 3 : u 1;2 = (0; 0; ?1; (42) we are only interested in points rw with a \height" in direction z not less than 1.
Hence we set r ;z = maxfr 2 R 0 : h(r; w ; z) 1; r 1g:
With this notation we get In general we can not assume that conv f0; w g+z H, i.e. r ;z = 1, because there might be a hyperplane M j = fx 2 E d : hx j ; xi = jx j j 2 =2g, which separates a part of the set conv f0; w g + z from H, i.e. hx j ; rw + zi > jx j j 2 2 ; r > r ;z : But beside this negative in uence, such a perturbing point x j has also a positive Proof of proposition 5.1. Instead of w we write w for short. For the proof we replace the Dirichlet-Vorono cell H by the \smaller" set H s H given by H s = fx 2 E d : hx; y j i 1; 1 j n ? 1g
and de ne analogously to h(r; w ; z), r ;z :
h s (r) = maxfh 2 R 0 : rw + hz 2 H s \ (conv (C) + B d )g; r s = maxfr 2 R 0 : h s (r) 1; r 1g:
As h s (r) h(r; w; z) and r s r ;z it su ces to show As (2= )z = 2 int(H s ) it follows 2= 1= sin( ).
In particular (5.6) and (5.5) imply > 0 and we may write r s = 2 ? jwj :
(5.8)
Now we study the positive e ects of such a perturbing point u. For r 2 0; 1] let h 0 (r) = maxfh 2 R 0 : rw + hz 2 conv f0; ug + B d g:
The function h 0 (r) can easily be determined by the equality rw + h 0 (r)z ? hrw + h 0 (r)z; u=2i 2 u 2 = 1; which says that the point given by the orthogonal projection of rw + h 0 (r)z onto the hyperplane with normal vector u has unit length. We obtain with (5. Hence we have e S 1 S 1 , e S 2 S 2 and e T( ) T( ). So the sets S 1 ; S 2 ; T( ) becomes \minimal" (with respect to inclusion) for parameters ; 0 which satisfy 2 + 2 = 4 and minf2 sin( ); 2 cos( )g (cf. (5.11) (5.18) Figure 1 shows a plot of the functions log 2 (g 3 ( =4; ; 42)) for 2 0; p 2] and log 2 (g 3 ( ; ; 42)) for 2 0; 2 cos( )]. The plots were generated by the program To show this we can proceed as in the proof of proposition 5. 
