H umans have diverse needs for forests, and many factors influence the ability of forests to provide these needs or services. The great challenge facing forest ecosystem scientists and managers is to address the need for multiple ecosystem services over relatively large spatial and temporal scales-whole national forests, for example, over 50-to 100-year time frames. This challenge is becoming ever more acute as the human population swells, increasing the number and intensity of influences on forest ecosystems (e.g., climate change, air pollution).
In this article, we present a new conceptual model for forest ecosystem research, using the Hubbard Brook Ecosystem Study (HBES) as an example and test case. Our objectives are to present a model that allows for (a) a systematic classification of the factors that control ecosystem structure and function, with a basis for evaluation and prediction of what factors are important at different times in specific places; (b) a flexible definition of ecosystem structure and function that fosters analysis of linkages between specific controlling factors and specific ecosystem services; and (c) a focus on ecosystem services that helps to articulate the key research questions needed to meet specific management objectives.
Based at the Hubbard Brook Experimental Forest (HBEF), a 3160-hectare (ha) US Department of Agriculture Forest Service reserve located in the White Mountain National Forest in New Hampshire, HBES has been dedicated to the long-term study of forest and associated aquatic ecosystems since the early 1960s (see www.hubbardbrook.org) . Much of the research program has focused on the mass-balance approach, analyzing inputs, outputs, and internal fluxes of water and elements in small (10 to 80 ha) forested watersheds (Bormann and Likens 1967 , 1979 , Likens and Bormann 1995 . HBES has long been guided by a strong conceptual model (figure 1) that focuses on element fluxes among atmosphere, vegetation, soil, and stream. This model, first presented in 1967 (Bormann and Likens 1967) , has been used to develop, guide, and summarize the many aspects of the HBES research program. It has also been used extensively to address difficult questions at the ecosystem scale (e.g., weathering; Likens and Bormann 1995) .
Several factors have motivated us to search for a new conceptual model for HBES. Although the current model is an excellent integrative tool for biogeochemical, massbalance-based studies, this framework is less explicit and comprehensive for other aspects of ecosystem structure, function, and development, such as biodiversity and trophic dynamics. As societal and scientific interest in the full range of ecosystem functions, processes, and services has grown, we have felt a need to develop a conceptual model that can be applied to a broader scope of ecosystem analysis.
Changes within the field of biogeochemistry also motivated us to develop a new conceptual model. Long-term observations of input-output budgets of water and chemical elements in the Hubbard Brook watersheds have stimulated greater interest in understanding the dynamics of biogeochemistry and energy flow within the watershed ecosystem (Likens 1992) . Although the current model is excellent for conceptualizing inputs, dominant internal fluxes, and outputs, it is less effective for conceptualizing more complex relationships among ecosystem components, such as the effects of birds on net primary production through their predation on insects (Holmes 1990 , Strong et al. 2000 .
In addition to growing interest in internal ecoystem dynamics, the scope of biogeochemically oriented mass-balance studies has increased greatly over the last 30 years. Although our initial studies focused on clear-cutting and interactions between the atmosphere and ecosystems, we now address a much wider range of ecosystem perturbations-for example, canopy change caused by ice storms, changes in snowpack induced by global warming, calcium depletion caused by acid deposition, and fluctuations of large (moose) and small (canopy arthropods, zebra mussels) herbivores. We need a conceptual model that can be applied to this broad range of perturbations in a common context. To borrow a phrase from the historic Farley Post Office building in New York City (and Herodotus), we need a model that is deterred by "neither snow nor rain nor heat nor gloom of night." Our new conceptual model for HBES (figure 2) has three main components: (1) controllers, (2) ecosystem pattern and process, and (3) ecosystem functions and services. "Controllers" are the factors that drive ecosystem pattern and process; they are split into two groups, state factors and variable-stochastic factors. "Ecosystem pattern and process" encompasses "all the organisms that function together in a given area interacting with the physical environment so that a flow of energy leads to clearly defined biotic structures and cycling of materials between living and nonliving parts" (Odum 1983 ). The traditional HBES conceptual model was one way of envisioning this component of the new model. The concept of ecosystem functions and services refers to aspects of ecosystems that are valued by humans. These functions and services range from the supply of clean water to the support of aesthetically pleasing plants and animals, from the production of gases that influence the chemistry and physics of the atmosphere to the sequestration of carbon and nitrogen. In the sections below, we describe the components of our new model in detail. While we recognize that there is some inevitable overlap between the ecological features that constitute each of these major components, we hope to demonstrate the usefulness of our model by showing how it can be applied to some current research questions in HBES. Finally, we present an approach to using the new model quantitatively by linking it to the existing PnET family of simulation models (Aber and Driscoll 1997) .
Controllers of ecosystem pattern and process
The idea that state factors control ecosystem patterns and processes is taken from the field of soil science, which has long been guided by the "five factors of soil formation" conceptual model of spatial patterns in soil development (Jenny [1941] 1994, Amundson and Jenny 1997) . These five factors (table 1) effectively explain and predict spatial patterns of soil properties (e.g., the occurrence of Mollisols in grasslands and steppes in North America, South America, and Eurasia) and can be adapted easily as a conceptual guide to the analysis of terrestrial ecosystems (Jenny 1961 , Matson et al. 1989 , Amundson and Jenny 1997 . Huggett (1995) proposed a similar framework using the biosphere, troposphere, atmosphere, pedosphere, and hydrosphere as state factors that make up a geoecosystem, which can be viewed as a hierarchy of spatial systems.
Consideration of the five state factors allows us to predict an expected state for an ecosystem. Put another way, state factors can be defined as the variables that determine the state of the ecosystem at a given time. More generally, given information on climate, parent material, topography, time (since parent material formation, i.e., primary ecosystem development), and biota (the comprehensive set of organisms that could occur in a given location), it is possible to make predictions about the structure and function of terrestrial ecosystems at a given location. Numerous studies have evaluated the influence of these state factors in controlling soil and ecosystem properties, although the state factor model is rarely invoked in these studies (Amundson and Jenny 1997, Schuur et al. 2001 The need to articulate a set of variable-stochastic factors that control ecosystem pattern and process arises because researchers frequently do not observe the expected state of ecosystems. The mechanism or mechanisms for this deviation from the expected state of ecosystems have long been a source of debate in ecology, ranging from the "Clements versus Gleason" debate about self-organizing versus individualistic concepts of ecosystem development in the 1920s to the current debate about "balance of nature" versus "flux of nature" views of ecosystems (Pickett et al. 1992 , O'Neill 2001 . These debates, which arise from the great observed variation in ecosystem structure and function, address the utility of predicting an expected climax condition or equilibrium state for ecosystems. To resolve these debates, we suggest that it is useful to predict an expected state for an ecosystem, to consider and define the specific factors that cause an ecosystem to deviate from this expected state, and to use this process of definition to guide research and management programs.
The set of variable-stochastic factors is large (see table 1 ). Some of these factors are inherently "natural" (e.g., hurricanes, herbivore oscillations), while others are inherently humaninduced or accelerated by humans (e.g., air pollution, clearcutting). In many cases, these factors could be considered to be an inherent part of the ecosystem (e.g., fire in grasslands, drought, ice storms). However, we define any factor that does not fall into the set of state factors as "variable-stochastic." This approach allows us to identify factors that can influence specific aspects of ecosystem structure and function and then pose hypotheses about how this influence is expressed, a clear benefit to guiding a research program. Identifying separate factors in this way also fosters integration and comparison: For example, how important is fire, compared with herbivore dynamics, as a regulator of nitrogen loss? Time since disturbance (e.g., clear-cutting or fire) is a component of many of the variable-stochastic factors and must be distinguished from time as a state factor, which refers to time since deposition of parent material (i.e., the initiation of primary ecosystem development).
The distinction between state and variable-stochastic factors allows researchers to ask questions about the ability to predict when or where certain factors will be important. It would be much easier to manage forests for multiple services over large temporal and spatial scales if managers could predict when specific systems would be more or less vulnerable to specific factors. For example, in the northern hardwood forests at HBEF, we are asking whether we should really pay attention to increases in the populations of large herbivores (moose, deer) after forest cutting, because their preferential grazing can completely alter the trajectory of plant succession in the recovering ecosystem. A major goal of our long-term research is to develop theory, empirical data, and models about where and when certain kinds of factors are likely to be important. Distinguishing between state and variablestochastic factors will be a great aid to this research.
Ecosystem pattern and process
It is difficult to define an ecosystem. Since Tansley (1935) first coined the term, there has been much debate about the components, size, and functions of an ecosystem , O'Neill 2001 , Pickett and Cadenasso 2002 . The definition provided by Odum (1983) is the most comprehensive: An ecosystem is "any unit that includes all the organisms that function together (the biotic community) in a given area interacting with the physical environment so that a flow of energy leads to clearly defined biotic structures and cycling of materials between living and nonliving parts."While this definition is suitably comprehensive, it is very general; it provides little guidance for defining the essential nature of an ecosystem. This lack of guidance leads to disciplinary chauvinism. For example, physically oriented scientists might describe an ecosystem primarily in terms of water-the balance between precipitation and evapotranspiration or the partitioning of precipitation into surface runoff versus groundwater flow paths. In contrast, a biologist might describe an ecosystem in terms of the dominant vegetation or wildlife habitat.
It would be difficult, and not particularly useful, to produce one comprehensive "ecosystem box" for our model. Rather, the box can be reconstituted with a particular set of quantitative or conceptual patterns and processes that are suitable for addressing the specific question being posed about the relationships between controllers and functions or services. The traditional Hubbard Brook biogeochemistry (figure 1) and population dynamics (Holmes 1990) models are examples of different ways that the box could be filled. The contents of the box can vary in time, as changes in controlling factors can move the ecosystem into an alternate state (stable or not) (Holling 1973 a. This set of organisms should be distinguished from the set of organisms that are actually observed in a place, which is a state variable within the ecosystem box, not a state factor (controller). (Likens 1992) , and indeed, the spatial scale of our ecosystem box will vary on a question-by-question basis (see examples below). Thus, we see our conceptual model as dynamicchanging with time, need, and new information.
Ecosystem functions and services
The concept of ecosystem services has developed rapidly over the last several years (Daily et al. 1997) . The idea that scientists and managers can quantify the aspects of ecosystems that benefit humans has broad appeal to those who are interested in merging the social and ecological sciences, providing a monetary basis for conservation, and reconciling conflicts in ecosystem management to achieve diverse goals (Carpenter and Turner 2000) . This concept is based on a frank recognition that Earth is affected by humans (e.g., Noble and Dirzo 1997, Wilson and Carpenter 1999) and that humans have only a limited capacity for objective assessment of ecosystem function; there is no way that we can observe ecosystems without considering the attributes that benefit us.
The set of ecosystem services under consideration should be broad, ranging from biogeochemical functions to biodiversity (box 1). Ecosystem ecology, including the work of HBES, has traditionally focused on biogeochemistry and energy flux, including the flow of energy though food chains, water yield, water quality, carbon storage, and trace gas fluxes. A major challenge is to expand the scope of our analysis to include ecosystem functions that are perhaps less readily quantified but are of great interest to the public, such as aesthetic appreciation of biodiversity and landscape characteristics.
Including ecosystem services in our conceptual model can help connect research with environmental management and policy-an undertaking that may be the greatest challenge now facing environmental scientists (Walters 1998) . A focus on ecosystem services allows researchers and managers to lay out the full range of ecosystem processes of interest to humans, thereby helping to identify and include stakeholders with different interests. They can then identify key research questions that are necessary to develop management and policy to achieve specific objectives. The model can also be useful for articulating the value of research and providing a mechanism for linking specific topics identified by scientists (invasive species of earthworms) with specific ecosystem services of interest to managers (water quality). Finally, the model allows researchers and managers to evaluate multiple factors in a comprehensive context: For example, how important to water quality are invasive earthworms compared with acid rain?
Examples from current research of the Hubbard Brook Ecosystem Study
In this section, we show how different research activities of the Hubbard Brook Ecosystem Study fit into our new conceptual model. Our objective is to show how the model helps to identify diverse drivers of ecosystem pattern and process that influence a full set of ecosystem functions and services.
Depletion of available calcium from soil by acidic deposition. Concern about long-term depletion of calcium in soil and vegetation by acidic deposition led to the initiation of a watershed-scale calcium addition experiment at HBEF in 1999. We treated an 11.8-ha watershed (Watershed 1) with a calcium silicate mineral (wollastonite) to restore the calcium that we estimate was leached from the ecosystem by 50 years of acidic deposition. Our objective in using wollastonite was to add a calcium source that mimics the natural weathering process as closely as possible, but at a faster rate. The 1999 addition was designed to increase the base saturation of the watershed soils from approximately 10 percent to 19 percent (the condition before acid rain), altering a variable-stochastic factor that we suggest has caused the northern hardwood forest and aquatic ecosystems at HBEF to deviate from their expected state in many ways. In 10 years, we may make a second addition to raise the base saturation to 25 percent, altering an inherent state factor (parent material).
Concern about soil calcium depletion at HBEF arose from our long-term studies that have shown marked changes in the acid-base status of soil and drainage waters over the last 30 years, resulting from changes in atmospheric deposition . Decreases in atmospheric deposition of sulfate (SO 4 2 -), coinciding with decreases in sulfur dioxide emissions in the eastern United States, have resulted in marked decreases in stream water concentrations of SO 4 2 - . Despite these reductions, there have been only very limited increases in stream pH. Rather, we have observed near-equivalent decreases in the sum of base cation concentrations in stream water. Budget calculations suggest that atmospheric inputs of strong acids to HBEF have resulted in marked depletion of labile pools of calcium from the forest ecosystem . From a more fundamental, state factor perspective, pH and base saturation are important components of the parent material state factor, components that have a strong influence on the structure and function of ecosystems through their effects on microbial processes, on abiotic reactions in soil and water, on the bioavailability of nutrients and toxic substances, and on the distribution and abundance of biological species (Reuss and Johnson 1986, Driscoll et al. 2001) . In turn, biogeochemical processes influence pH through the transfer of major ionic solutes (Reuss and Johnson 1986) . In forest ecosystems, these element transfers include atmospheric deposition, mineral weathering, soil chemical processes (e.g., cation exchange, secondary mineral formation, anion adsorption), mineralization of soil organic matter, microbial transformations involving ionic solutes, uptake of ionic nutrients by vegetation, and gaseous and drainage losses of major elements.
Our calcium addition study is designed to address both inherent state factor and variable-stochastic factor controls over the pattern and process of the northern hardwood forest and aquatic ecosystems at HBEF (table 1). Our evaluation of these controls will be comprehensive, including a key set of ecosystem elements and a full suite of ecosystem services, from water quality to trace gas fluxes to biodiversity (box 1). Our new conceptual model is useful as a guide for this extremely long-term (50-year) research. First, it provides perspective for the treatments that we apply, fostering recognition that we are evaluating a human-driven variablestochastic factor (acid rain) in the context of an inherent state factor (base saturation). Second, it encourages us to define a specific, yet diverse, set of ecosystem elements that are affected by these controllers, ranging from obvious changes in soil chemistry to more subtle possible changes, such as changes in water yield and quality that may emerge if ecosystem productivity changes in response to the calcium addition. We can define our ecosystem box at several scales, from the whole watershed ecosystem to specific elevation and vegetation zones that might respond differently within the watershed (Johnson et al. 2000) . Finally, it allows for a complete accounting and comparison of what may be complex and contradictory effects on ecosystem services-for example, the calcium addition may restore or increase the diversity of spring ephemeral communities but decrease water quality. Ultimately, our conceptual model, and the comprehensive synthesis and integration that it fosters, may be extremely useful as managers and policymakers consider possible ways to address acid rain and its effects on forest ecosystems.
Soil freezing events. Analysis of the indirect effects of climate change on ecosystem processes is a critical challenge in environmental biogeochemistry. Snow depth is an important regulator of nitrogen cycling in ecosystems (Mitchell et al. 1996 , Williams et al. 1996 and is highly responsive to changes in climate (Cooley 1990) . A lack of snow during winter leads to increases in soil freezing, which have a marked influence on patterns of nitrogen cycling and loss through their effects on root and microbial processes (Groffman et al. 2001) .
Soil freezing has been relatively rare throughout the period of long-term research at HBEF, because a deep snowpack normally develops and insulates the soil from frigid winter temperatures. Observations of periodic freezing, and ideas about the effects of freezing on nitrogen cycling Bormann 1995, Mitchell et al. 1996) , led to the initiation of a snow manipulation experiment in 1997. In this ongoing experiment, snow is removed by shoveling from a series of 10-meter x 10-meter plots through January to simulate the late development of snowpack, which may occur in a warmer climate. The plots are instrumented to allow for quantification of treatment responses in soil solution chemistry, fine root production and mortality, soil-to-atmosphere trace gas fluxes, and nitrogen mineralization and nitrification.
In the mild winters of 1997-1998 and 1998-1999 , our snow manipulation induced mild soil freezing. This change had significant effects on nutrient outputs from the northern hardwood forest, but it did not modify nutrient inputs or dramatically affect system hydrology or vegetation. Rather, its effects were manifested through subtle changes in fine root dynamics and root-microbial interactions (Groffman et al. 2001) . In addition to water quality, ecosystem services related to atmospheric chemistry, water quantity, and soil carbon storage were affected by changes in snow depth and soil freezing. The links between freezing effects and these services are being analyzed quantitatively with mechanistic simulation models that function as tools for synthesis, integration, and extrapolation of results from the field manipulation experiment (see the discussion of PnET models below). For these analyses, instead of filling the ecosystem box with the pools and fluxes of the traditional HBES conceptual model, we are using a more detailed model that focuses on the subtle changes affected by freezing, such as root mortality and root-microbial interactions.
Our new conceptual model, as applied in the snow manipulation project, is useful for linking research with management and policy in two ways. From the management and policy side, if we ask,"What are the factors likely to influence water quality over the long term?" we can look at our list of variablestochastic factors and suggest that the effects of climate change on soil freezing are likely to be important. From the research side, investigators interested in exploring the importance of soil freezing events can recognize the potential utility of their research by considering the full list of ecosystem services that are of interest to the management and policy communities.
The snow manipulation study raises interesting questions about the distinction between state factors and variablestochastic factors in our conceptual model. Certainly, climate is a state factor, and freezing frequency is a feature of climate. We maintain, however, that the climate state factor represents the long-term mean climate for an ecosystem. Long-term change in temperature and precipitation patterns should be viewed as a state factor change, similar to the change created by raising the base saturation of HBEF soils above their level before the advent of acidic deposition. However, extreme climate events (e.g., hurricanes, soil freezing) that cause the ecosystem to deviate from its mean or expected state should be viewed as variable-stochastic factors. This distinction is consistent with that made between endogenous and exogenous drivers by Bormann and Likens (1979) , according to which a tree falling down as part of autogenic ecosystem development processes is an endogenous driver, whereas trees knocked over by windthrow or destroyed by fire (forces external to the autogenic development process) are exogenous drivers. The distinction between state factors and variablestochastic factors prompts researchers to ask questions and test hypotheses about specific, often subtle factors and to evaluate their importance relative to more obvious factors.
Diversity and abundance of insectivorous bird species. Longterm investigations have shown that the species composition of the bird community and the abundances of individual bird species have changed markedly within the unfragmented and relatively undisturbed forest ecosystem at Hubbard Brook. For instance, in the 30-year period between 1969 and 1998, 12 of the 24 regularly occurring species decreased significantly in abundance (4 to local extinction), 3 increased significantly, and 9 remained relatively constant in abundance (Holmes and Sherry 2001) . The most important factor affecting these patterns has been temporal change in forest vegetation structure, resulting from natural forest succession and from local disturbances (e.g., pathogens such as Nectria coccinea, which causes beech bark disease, and storm damage caused by high winds or heavy icing during winter). Both succession and disturbance have resulted in changes in canopy structure, which affects the suitability of the site for different bird species (Holmes and Sherry 2001) .
Another important factor affecting bird abundances at Hubbard Brook is food availability, which varies from year to year and is particularly influenced by outbreaks of the defoliating Lepidoptera larvae (Holmes et al. 1986 , 1991 , Holmes and Sherry 2001 , which serve as prey for birds. Food abundance affects bird reproductive success and recruitment , Sillett et al. 2000 , a finding that has been confirmed by experimental food manipulations (Rodenhouse and Holmes 1992) . Recent evidence suggests that climatic variation may be an important factor influencing food (Lepidoptera) availability at Hubbard Brook, which in turn affects the annual productivity and survival of bird populations (Sillett et al. 2000) .
These results illustrate how changes in forest composition via succession (a state factor), along with disturbance, insect outbreaks, and global climate events (variablestochastic factors), affect bird species abundance and diversity within a forest ecosystem and hence influence the temporal and spatial impacts of these organisms on ecosystem processes (e.g., as consumers of herbivorous insects; Holmes et al. 1979 , Holmes 1990 , Strong et al. 2000 . The new conceptual model thus provides a framework for evaluating the causes and consequences of the structure and dynamics of heterotroph populations and of the role of those populations in ecosystem processes.
Conceptual and quantitative models
There is a great need for quantitative approaches in environmental science (Canham et al. 2003) . The ultimate test of the value of our new conceptual model may well be its ability to foster quantitative integration and synthesis of our results into mechanistic simulation models. Development of these models is critically important for prediction and for the interaction of science with policy and management.
Modeling has long been important in HBES. Hydrologic modeling was a fundamental component of the early work at HBEF, which focused on the effects of forest management on water yield (Federer 1979 , Hornbeck et al. 1997 . Later, hydrologic modeling served as a critical integrator in the massbalance studies that were guided by the traditional HBES conceptual model. The JABOWA family of forest gapdevelopment models originated at Hubbard Brook (Botkin et al. 1972) . There is now a strong focus on using modeling to integrate across disciplines, both in HBES and in ecology in general (Canham et al. 2003 ).
The PnET model (PnET-CN; Aber and Driscoll 1997), a simple, generalized, and well-validated model of monthly carbon, water, and nutrient balances, provides estimates of forest net primary productivity, nutrient uptake by vegetation, and water balances. We have recently coupled PnET with a soil column model that simulates abiotic soil processes such as cation exchange, weathering, adsorption, and solution speciation. The result is a comprehensive forest-soil-water model, PnET-BGC, designed to simulate element cycling in forest and interconnected aquatic ecosystems (figure 3; Gbondo-Tugbawa et al. 2001) . The PnET models have been used extensively at Hubbard Brook to investigate the effects of disturbance (e.g., cutting, climatic disturbance, air pollution) on forest and aquatic resources Driscoll 1997, Gbondo-Tugbawa et al. 2001 ) and the effects of climatic variation, atmospheric pollution, and physical and biotic disturbances on nitrate losses and to predict the past and current effects of carbon dioxide, nitrogen deposition, ozone, and land use on net primary production and net ecosystem production .
The PnET models can readily serve as a platform for integration and quantification of our new conceptual model for HBES. Different components of the model can be amplified and altered to evaluate variation in both state and variablestochastic factors. This alteration is consistent with our flexible, question-driven approach to defining the ecosystem. A quantitative, well-validated model like PnET guides us from a conceptual discussion of different factors to a more realistic evaluation of their importance. The model can be extremely useful for designing and synthesizing complex experiments involving ecosystem manipulation.
We are modifying the PnET models to address the effects of snow depth on soil freezing and nutrient loss in forests at HBEF. Much of the analysis in the ongoing project on snow and freezing (described above) has focused on responses in the soil solution. Previous work suggested that nutrient uptake (figure 3, process 28) was reduced, resulting in an increase in drainage losses (figure 3, process 31), and that, surprisingly, mineralization (figure 3, process 27) was not altered. New work is addressing the mechanisms underlying the changes in nutrient uptake, which will require modifications to several root-related compartments and flow paths in the model. The new research will also address the effects of freezing on nutrient release from organic matter and litter, which will require modifications to the compartments and flow 
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Conclusions
Our new conceptual model provides several specific benefits to HBES that should also be applicable to many other ecosystem studies. First, making a distinction between state factors and variable-stochastic factors resolves an old conceptual debate about the existence and utility of predicting an expected state for ecosystems. More practically, it motivates the production of a comprehensive list of factors that might be important controllers of ecosystem structure and function over large spatial and temporal scales. Second, we are proposing a new, flexible approach to defining what goes into the ecosystem box at the center of our conceptual diagram (figure 2). Spatial flexibility has long been a hallmark of the ecosystem approach, allowing investigators to define a wide range of spatial boundaries for ecosystem studies. Here we suggest that we can assemble the components of an ecosystem in a variable way, depending on the question being addressed. This should be a useful tool for linking specific drivers with specific services. Finally, assembling a comprehensive list of ecosystem services enhances the interactions of research with policy and management in two ways: It allows managers to identify key factors that might influence services of interest, and it allows researchers to articulate the value of their basic science questions about how ecosystems work. The true test of a new conceptual model is whether it broadens scientific thinking about ecosystems and improves the science in the field. A new graduate student, starting work at HBEF with an interest in the snow-freeze project, recently studied the model, with its extensive lists of variablestochastic factors and ecosystem services, and began to wonder about interactions between moose and snow. Snow influences the ability of moose to browse on saplings, and preferential browsing on hardwood saplings is a key mechanism by which moose influence the trajectory of plant succession. The student is going on to address the ways that the human aesthetic desire for moose in the landscape will interact with climate change, which influences snow depth and the vigor of the deciduous species favored by moose browsing-the kind of complex question that is on the frontier of ecosystem science and management. To the extent that the new model helps to motivate the development of complex questions like this, it is a success.
