The interaction of a gas particle with a metal-oxide based gas sensor changes the sensor irreversibly. The compounded changes, referred to as sensor drift, are unstable, but adaptive algorithms can sustain the accuracy of odor sensor systems. Here we focus on extending the lifetime of sensor systems without additional data acquisition by transfering knowledge from one time window to a subsequent one after drift has occurred. To support generalization across sensor states, we introduce a context-based neural network model which forms a latent representation of sensor state. We tested our models to classify samples taken from unseen subsequent time windows and discovered favorable accuracy compared to drift-naive and ensemble methods on a gas sensor array drift dataset. By reducing the effect that sensor drift has on classification accuracy, context-based models may extend the effective lifetime of gas identification systems in practical settings.
I. INTRODUCTION
Sensor drift, defined as changes in the response properties of sensors over time, is an obstacle to the sustained accuracy of applied odor identification systems, attracting efforts to overcome it [1] . Once a sensor has been modified, one option to maintain classification performance is to recalibrate the system with new odor samples. Acquiring labeled samples is costly because it requires a skilled operator and controlled experimental conditions. Recalibrating a model with unlabeled examples, called unsupervised learning, is a promising alternative. Besides recalibration to adapt to sensor drift, a gas classifier may retain accuracy by being robust to variation. This paper focuses on extending the lifetime of sensor systems without recalibration, benchmarked by the task of generalization to unseen data recorded after sensor contamination.
The setting is a labeled dataset specifically created to demonstrate sensor drift over a period of 36 months [2] . The data is partitioned into 10 sequential classification periods, referred to as batches (Fig 1a) . For each sample, there are features extracted from the responses of 16 metal-oxide based gas sensors; 8 features are calculated for each sensor, resulting in a 128-dimensional feature vector for each odor sample. The features preprocessed from the timeforms are the raw and normalized steadystate features and the exponential moving average of the increasing and decaying transients taken at three different alpha values. Six gases were presented -ammonia, acetaldehyde, acetone, ethylene, ethanol, and toluenein arbitrary order and at variable concentrations. Sensor variability was amplified by time delays and chemical interferents presented to the sensors between batches. The dataset exemplifies sensor variance due to contamination and variable odor concentration in a controlled setting.
Industrial applications face even broader contributions to sensor variability than covered in this setting. In addition to sensor drift, which is variance due to physical modification of the sensing device, sensor variance can arise from environmental dynamics of temperature, hu-midity, and ambient chemicals or to variability in the chemical makeup of targets oderants, sources collectively referred to as concept drift [3] . Neither does this paper cover the learning of new odor assocations, part of the hard problem of unconstrained olfaction [4] . Instead, the sensor drift dataset offers a controlled testbed for sensor drift mitigation algorithms.
In this paper we follow up on previous work using ensemble methods [2] to perform generalization on this dataset. We also extend the commonly used tools of feedforward artificial neural networks (ANNs) in chemical sensor tasks [5] . Our novel method, which we call context-based learning, takes advantage of the sequential structure between batches of data in order to predict odor class accurately in the next step of the sequence. Our model has two parts: (1) a recurrent context layer, which encodes classification-relevant properties of previously seen data, and (2) a feedforward layer, which integrates the context with the current odor stimulus to generate an odor class prediction.
II. METHODS

A. Data preprocessing
We apply two modifications to the gas sensor array drift dataset [2] , which are described below. A portion of the data with its 10-batch format is illustrated (Fig 1ab) . All of the models included in this paper are constructed using our modified gas sensor array drift dataset.
The first preprocessing step is to remove all samples taken for gas 6, toluene, from the dataset. Toluene samples are absent from batches 3, 4, and 5, and this would complicate the context model. The context layer constructs its representation of the current sensor state after seeing samples of data from each odor class, so a missing gas 6 is incompatible with our architecture described. The restriction could be lifted if an unsupervised architecture is used (see Future Work).
Second, we take z-scores of features, so that all values corresponding to any given feature dimension (of the 128 total) have zero mean and variance equal to one. 
B. Linear discriminant analysis
To illustrate the phenemenon of sensor drift, we include linear classifiers which are fitted to data using linear discriminant analysis (LDA) [3] . Two classifiers trained in batches 4 and 7 (Fig 1c) accurately separate the data within their batch. Performance on nearby batches is high but falls off with increasing temporal separation, revealing a sequential pattern to the sensor drift in which data becomes more dissimilar over time.
The second test introduces a train-test pattern used throughout the paper. For each batch T , a unique LDA classifier is trained using all data from batches up to but not including T . The results (Fig 1d) illustrate that bathto-batch sensor drift degrades the accuracy of a linear classifier.
C. Support vector machines
Some of the benchmark models use support vector machines (SVMs) with one-vs-one comparisons between all classes. SVM classifiers operate by projecting the data into a higher dimensional space using a kernel function and then finding a linear separator in that space which gives the largest distance between the two classes being compared. Our code makes use of the Scikit-learn Python library [6] , which implements its SVM classifiers using LibSVM [7] . Our SVMs are configured to use a radial basis function (RBF) as a kernel. Hyperparameters C and γ were determined using 10-fold crossvalidation over the range C ∈ {2 −5 , 2 −4 , 2 −3 , . . . , 2 11 } and γ ∈ {2 −10 , 2 −9 , 2 −8 , . . . , 2 6 }.
D. Ensemble classifiers
We reproduce weighted ensemble SVM classifiers [2] using our modified dataset. We also implement ensembles of neural networks analogously. In either case, the ensemble is constructed by first training single-batch classifiers on each batch from 1 through T − 1. Then, each model is assigned a weight equal to its classification accuracy on batch T − 1, under the presumption that batch T will be the most similar to its immediately preceding batch. Finally, to classify instances from batch T , a weighted voting procedure is used. This amounts to taking the weighted sum of each classifier's class scores. 
E. Artificial neural networks
The neural network code in our experiments relies on the PyTorch computing library [8] , which implements automatic differentiation, enabling a neural network architecture to have an automatically computed gradient.
In the classification task, the networks are evaluated based on the similarity of their class label prediction given the target odor features to the true label (1) (2) (3) (4) (5) . The output layer of the neural networks is a 5-dimensional vector of class scores. The value in each of component is the network's confidence in that odor class label. The predicted class scores and true odor class are combined using the cross-entropy loss function, which is the network training signal. Ifŷ is a 5-dimensional vector representing the unnormalized model scores assigned to each class, such thatŷ i represents the score the model assigned to class i, and c is the identity of the true class label, then the loss function is given:
All neural networks are trained using using stochastic gradient descent with momentum [9] on the loss function L. The learning rate is set to 10 −3 and the momentum factor to 0.9. No minibatching is used; instead, samples are drawn one-by-one from the training set and backpropagated through. All networks are trained for 500 epochs with a weight decay factor of 10 −5 , which prevents overfitting the model to the training data at the expense of generalization accuracy [5] . The weights of each layer are initialized to a Gaussian distribution with mean zero and variance equal to the reciprocal of the number of units in the layer. Since the initialization introduces stochasticity to training, we run each neural network experiment for three trials.
The feedforward model
The feedforward model (Fig 2a) processes odor features to compute a class prediction without explicitly handling sensor drift. The 128-dimensional feature vector, x, is the input to a 50-unit skill layer, s, which is connected to a 20-unit decision-making layer, d, which contains a linear readout of the class scores. The model makes the faulty assumption that the training and testing sets are identically distributed, when in fact, due to sensor drift, the training and testing sets are sampled from different distributions.
The feedforward model is given as follows, where W xs is a 50 × 128 hidden weight matrix; W sd is a 20 × 50 hidden weight matrix; and W dy is a 20×5 output matrix; b s , b d , and b y are bias vectors of dimensions 50, 20, and 5, respectively; and ReLU is the rectified linear activation function (ReLU(x) i = max(0, x i )):
The context model
The context model (Fig 4a) takes advantage of the sequential structure of sensor drift. Before classifying a target sample, a context layer processes a sequence of labeled context samples from the immediately preceding batches to generate a representation of the current sensor state, which we call the context vector. For evaluation, we train a unique context model for every batch T , 3 ≤ T ≤ 10, so that the network sees batches 1 through T − 1 during training and is evaluated on its generalization accuracy on batch T . The context-based architecture consists of a recurrent context layer, a feedforward skill layer, and an integrating feedforward decision layer.
The context samples are processed in a recurrent neural network. We use long short-term memory (LSTM) [10] , a standard architecture in deep learning for its ability to learn long-range temporal associations. LSTMs regulate the flow of information through their memory via masking vectors called gates. There two components of LSTM memory: the cell state c t , which is internal to the LSTM, and the output or "hidden" state h t , which at the end of sequence processing is exposed to the rest of the neural network.
During training, context sequences are randomly chosen from the available batches. The algorithm selects an unlabeled training sample, which is in batch p, p ∈ {1, 2, 3, . . . , T − 1} for the network to classify. The final batch of the context sequence is p − 1, and the start batch, s, is sampled uniformly among values 1, . . . , p − 1. For each batch in the context sequence, the algorithm samples k instances of each odor class. During testing on batch T , all batches 1 through T − 1 are used to generate the context vector; i.e., s = 1. We denote that x t,z,j c is a feature vector from batch t of class z, and it is the jth such vector sampled. Then, the concatenation of all context samples from batch t into a single vector is named x t,:,:
c . The LSTM iteratively constructs the cell and hidden states:
The LSTM defines a series of transformations. The forget gate f regulates the erasure of information, the input gate i controls the flow of information from the input to the cell state, and the output gate o controls the flow of information from the internal cell state c to the output state h. Our LSTM has 10 units, meaning that the vectors c t and h t are 10 dimensions each. Note that the context samples are ordered by their class labels, so the context samples are effectively labeled and processed by corresponding parts of the weight matrices. The LSTM equations are given:
Where σ is the sigmoid function, ranging from 0 to 1 and given σ(x) i = exp(x i )/(exp(x i )+1), and represents the Hadamard product. The output of the LSTM, h p−1 , is integrated with the unlabeled target sample x. First, the unknown sample is processed in a 50-unit skill layer. Then, the 50dimensional representation of x and the 10-dimensional context vector are combined in a 20-unit decision-making layer which computes a linear readout of the class scores. The process is as follows:
Weight sharing
Recall the sampling procedure acquires k instances per class per batch of context. To reduce the number of parameters in our model ( Table 2) , we implemented weight sharing so that the same weight matrix processes all k instances. By linearity, for any matrix W i * : 1 
III. EXPERIMENTS
A. The feedforward model
We evaluate the generalization performance of feedforward artificial neural networks. We train neural networks on batches 4 and 7 and evaluate then on all batches ( Fig  2b) . Similar to the LDA results, the network performance degrades with the time gap between training and testing.
For each batch T from 1 to 10, we train a neural network using batches 1 through T − 1. Then, we evaluate the network's performance on batch T (Fig 2c; Table 1 , NoContext). The results demonstrate that, given enough data, feedforward neural networks exhibit modest generalization performance on unseen data despite sensor drift.
B. Ensemble models
Our second strategy is weighted ensemble methods previously reported with SVMs [2] . For each batch, from 1 to T −1, we train three trials of neural network ensembles ( Table 1 , ANN Ensemble), and we train SVM ensembles using our 5-gas dataset ( Table 1 , SVM Ensemble). The generalization accuracies on the unseen batch T are reported.
The neural network ensemble and SVM ensembles have comparable performance (Fig 3) , so we have replicated the success of previous work with ensembles and extended it to neural newtork ensemble models.
C. Context Model
We finally present results from the context model ( Fig  4a) . A unique context model was trained for each batch T ≥ 3 using batches 1 through T − 1 for training.
The performance of the context model ( Fig 4b; Table 1 , Context) and the context model with weight sharing ( Fig  4c; Table 1 , ContextShare) are reported for each batch T . Of all models evaluated, models, the context-based neural network attains the highest average generalization accuracy. It scores an average generalization accuracy of 
IV. DISCUSSION
Using a gas sensor array drift dataset, we evaluate gas classifiers on their ability to generalize to unseen future data. We train feedforward neural networks, ensembles of SVMs, ensembles of neural networks, and a context-based neural network on the 5-gas odor classification task. We evaluate all models on the unseen batch subsequent to the training window. The setting is modeled on the real-world situation of having a corpus of data from previous months and then being tasked to operate on data obtained from the current unknown sensor state.
The context-based network we introduce works by extracting features from preceding sensor samples in order to estimate task-relevant sensor state. The context-based model attains the highest mean generalization accuracy in our testing. The results demonstrate that context is useful for data processing tasks. In deep learning, our method is implemented with relatively low number of layers and few hidden units per layer (Table 2 ). It is trainable in a number of hours on a consumer-grade CPU. By reducing the effect that sensor drift has on classification accuracy, context models may extend the effective lifetime of gas identification systems in practical settings.
V. FUTURE WORK
The context-based network we outline relies on labeled data, so that odor samples for a given class are processed by the appropriate part of the context layer weights. However, the algorithm is extendable to unlabeled data, simply by inputting unordered data samples to the context layer. It would be more difficult for the layer to learn sensor drift associations, since it is then faced with both variation due to drift and variation due to odor class.
The problem may be amelioerated with semi-supervised learning techniques such as self-labeled samples. If the network is made to handle unlabeled data, then it would not require instances of every class in every batch. So, the context model could be applied to the full 6-gas sensor drift dataset.
