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a b s t r a c t
In this article, we consider a continuous review perishable inventory system with a
finite number of homogeneous sources of demands. The maximum storage capacity is
S. The life time of each items is assumed to be exponential. The operating policy is
(s, S) policy, that is, whenever the inventory level drops to s, an order for Q(= S − s)
items is placed. The ordered items are received after a random time which is distributed
as exponential. We assume that demands occurring during the stock-out period enter
into the orbit. These orbiting demands send out signal to compete for their demand
which is distributed as exponential. The joint probability distribution of the inventory
level and the number of demands in the orbit are obtained in the steady state
case. Various system performance measures are derived and the results are illustrated
numerically.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The analysis of perishable inventory systems has been the theme of many articles due to its potential applications
in sectors like food, chemicals, pharmaceuticals, photography and blood bank management. The often quoted review
articles [17,18] and the recent review articles [19,12] provide excellent summaries of many of these modelling efforts.
Most of these models deal with either the periodic review systems with fixed life times or continuous review systems with
instantaneous supply of reorders.
In the case of continuous review perishable inventory models with random life times for the items, most of the models
assume instantaneous supply of order [15,16,13]. The assumption of positive lead times further increases the complexity of
the analysis of these models and hence there are only a limited number of papers dealing with positive lead times. Moreover
they are mostly devoted to the systems with base stock policy [14] or fixed reorder level [10]. In all these models, authors
assumed that the demands that occurred during stock-out is either backlogged or lost and the number of sources that
generate demands are infinite.
In this paper we relax these assumptions. We assume that the demands that occurred during stock-out enters into the
orbit and retry for their demands after a random time. The concept of retrial demands in inventory was introduced in [6]
and only few papers [21,20] have appeared in this area. However, considerable interest is shown in the study of Queueing
models with retrial customers [8,3–5,11].
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We will focus on the case in which the population under study is finite so each individual customer generates his own
flow of primary demands. For the analysis of finite source retrial queue in continuous time, the interested reader is referred
to [8,2,9,1,7] references therein.
The rest of the paper is organized as follows. In Section 2, we describe the mathematical model. The steady-state analysis
of the model is presented in Section 3 and some key system performance measures are derived in Section 4. In Section 5,
we calculate the total expected cost rate and in the final section, the results are illustrated numerically.
2. Model description
Consider an inventory system with a maximum stock of S units and the demands originated from a finite population
of sources N. Each source is either free or in the orbit at any time. The demand occurrence times form an output
stream which is assumed to be the so called quasirandom output; that is, the probability that any particular source
generates a request for demand in any interval (t, t + dt) is αdt + o(dt) as dt → 0 if the source is idle at time t
and zero if the source is in orbit at time t, independently of the behaviour of any other sources. The life time of each
item is exponential with rate γ(>0). As and when the on-hand inventory level drops to a prefixed level s(≥0), an order
for Q(= S − s > s) units is placed. The lead time distribution is exponential with parameter µ(>0). The demands
occurring during stock-out periods enter into an orbit. These orbiting demands compete for their demands according to
an exponentially distribution with parameter θ(>0). We consider the constant retrial policy, that is, the probability of a
repeated attempt is independent of the number of demands in the orbit. We also assume that the inter demand times
between primary demands, lead times, life time of each items and retrial demand times are mutually independent random
variables.
Notations:
• [A]i,j: element/submatrix at ith row, jth column of the matrix A.
• 0: zero vector.
• I: identity matrix.
• eT = (1, 1, . . . , 1).
3. Analysis
Let L(t) denote the inventory level and X(t) denote the number of demands in the orbit at time t. From the assumptions
made on the input and output processes, it may be verified that the stochastic process {(L(t), X(t)), t ≥ 0} with state space
E = {0, 1, . . . , S} × {0, 1, . . . ,N} is a Markov process. The transition of the process from the state (i, k)(L(t) = i, X(t) = k) to
the state (j, l)(L(t + dt) = j, X(t + dt) = l) is denoted by
(p((i, k), (j, l))),
and can be obtained using the following arguments :
• A transition from state (i, k) to state (i−1, k) takes place when any one of the ‘i’ items perishes for which the rate is iγ or
when a primary demand from any one of the (N − k) sources occurs for which the rate is (N − k)α. Hence, the intensity
of this transition is iγ + (N − k)α, where i = 1, 2, . . . S, k = 0, 1, . . . ,N.
• A retrial demand takes the state of the process from (i, k) to (i− 1, k− 1) and the intensity of this transition is θ, where
i = 1, 2, . . . , S, k = 1, 2, . . . ,N.
• When the inventory level is zero, any arriving primary demand enters into the orbit. Thus a transition takes place from
(0, k) to (0, k+ 1) with intensity of transition (N − k)α, k = 0, 1, . . . ,N − 1.
• A transition from (i, k) to (i + Q, k), for i = 0, 1, 2, . . . , s; k = 0, 1, . . . ,N will take place with the intensity of transition
µwhen a replenishment for Q items occurs.
• For other transitions from (i, k) to (j, l), except (j, l) 6= (i, k) the rate is zero.
• To obtain the intensity of passage, p((i, k), (i, k)) of state (i, k) we note that the entries in any row of this matrix add to
zero. Hence the diagonal entry is equal to the negative of the sum of the other entries in that row. More explicitly
p((i, k), (i, k)) = −∑
j
∑
l
(j,l)6=(i,k)
p((i, k), (j, l)).
Hence we have
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p((i, k), (j, l)) =

(N − k)α+ iγ, l = k, k = 0, 1, . . . ,N − 1,
j = i− 1, i = 1, 2, . . . , S,
iγ, l = k, k = N,
j = i− 1, i = 1, 2, . . . , S,
θ, l = k− 1, k = 1, 2, . . . ,N,
j = i− 1, i = 1, 2, . . . , S,
(N − k)α, l = k+ 1, k = 0, 1, . . . ,N − 1,
j = i, i = 0,
µ, l = k, k = 0, 1, . . . ,N,
j = i+ Q, i = 0, 1, . . . , s,
−((N − k)α+ µ), l = k, k = 0, 1, . . . ,N − 1,
j = i, i = 0,
−µ, l = k, k = N,
j = i, i = 0,
−((N − k)α+ iγ + µ), l = k, k = 0,
j = i, i = 1, 2, . . . , s,
−((N − k)α+ iγ + µ+ θ), l = k, k = 1, 2, . . . ,N − 1,
j = i, i = 1, 2, . . . , s,
−(iγ + µ+ θ), l = k, k = N,
j = i, i = 1, 2, . . . , s,
−((N − k)α+ iγ), l = k, k = 0,
j = i, i = s+ 1, s+ 2, . . . , S,
−((N − k)α+ iγ + θ), l = k, k = 1, 2, . . . ,N − 1,
j = i, i = s+ 1, s+ 2, . . . , S,
−(iγ + θ), l = k, k = N,
j = i, i = s+ 1, s+ 2, . . . , S,
0, Otherwise.
By ordering the set of states of E as lexicographically, the infinitesimal generator
P = ((p((i, k), (j, l)))), (i, k), (j, l) ∈ E,
can be conveniently expressed in a block partitioned matrix with entries
[P]ij =

Bi, j = i− 1, i = 1, 2, . . . , S,
C, j = i+ Q, i = 0, 1, . . . , s,
Ai, j = i i = 0, 1, . . . , S,
0, otherwise
where
For i = 1, 2, . . . , S,
[Bi]kl =

iγ + (N − k)α, l = k, k = 0, 1, . . . ,N − 1,
iγ, l = k, k = N,
θ, l = k− 1, k = 1, 2, . . . ,N,
0, Otherwise.
[C]kl =
{
µ, l = k, k = 0, 1, . . . ,N,
0, Otherwise.
For i = 0,
[Ai]kl =

(N − k)α, l = k+ 1, k = 0, 1, . . . ,N − 1,
− ((N − k)α+ µ) , l = k, k = 0, 1, . . . ,N − 1,
−µ, l = k, k = N,
0, Otherwise.
For i = 1, 2, . . . , s,
[Ai]kl =

− ((N − k)α+ µ+ iγ) , l = k, k = 0,
− ((N − k)α+ µ+ iγ + θ) , l = k, k = 1, 2, . . . ,N − 1,
− (µ+ iγ + θ) , l = k, k = N,
0, Otherwise.
For i = s+ 1, s+ 2, . . . , S,
[Ai]kl =

− ((N − k)α+ iγ) , l = k, k = 0,
− ((N − k)α+ iγ + θ) , l = k, k = 1, 2, . . . ,N − 1,
− (iγ + θ) , l = k, k = N,
0, Otherwise.
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It may be noted that all the sub-matrices are square matrices of size N + 1.
3.1. Steady state analysis
It can be seen from the structure of A that the homogeneous Markov Process {(L(t), X(t)), t ≥ 0} on the finite state space
E is irreducible. Hence the limiting distribution
pi(i,k) = lim
t→∞ Pr [L(t) = i, X(t) = k|L(0), X(0)] ,
exists. Let
pi(i) = (pi(i,0),pi(i,1), . . . ,pi(i,N)), i = 0, 1, . . . , S
and
Π = (pi(0),pi(1), . . . ,pi(S)).
Then the vector of limiting probabilities Π satisfies
ΠP = 0 and Πe = 1. (1)
The first equation of the above yields the following set of equations :
pi(i+1)Bi+1 + pi(i)Ai = 0, i = 0, 1, . . . ,Q − 1, (2)
pi(i+1)Bi+1 + pi(i)Ai + pi(i−Q)C = 0, i = Q, (3)
pi(i+1)Bi+1 + pi(i)Ai + pi(i−Q)C = 0, i = Q + 1,Q + 2 . . . , S− 1, (4)
pi(i)Ai + pi(i−Q)C = 0, i = S. (5)
The equations (except (3)) can be recursively solved to get
pi(i) = pi(Q)Ωi, i = 0, 1, . . . , S,
where
Ωi =

(−1)Q−iBQA−1Q−1BQ−1 · · · Bi+1A−1i , i = 0, 1, . . . ,Q − 1,
I, i = Q,
(−1)2Q−i+1
S−i∑
j=0
[(
BQA
−1
Q−1BQ−1 · · · Bs+1−jA−1s−j
)
CA−1S−j
(
BS−jA−1S−j−1BS−j−1 · · · Bi+1A−1i
)]
, i = Q + 1, . . . , S,
and pi(Q) can be obtained by solving
pi(Q)
[
(−1)Q
s−1∑
j=0
[(
BQA
−1
Q−1BQ−1 · · · Bs+1−jA−1s−j
)
CA−1S−j ×
(
BS−jA−1S−j−1BS−j−1 · · · BQ+2A−1Q+1
)]
BQ+1 + AQ
+ (−1)QBQA−1Q−1BQ−1 · · · B1A−10 C
]
= 0,
and
pi(Q)
[
Q−1∑
i=0
(
(−1)Q−iBQA−1Q−1BQ−1 · · · Bi+1A−1i
)
+ I +
S∑
i=Q+1
(
(−1)2Q−i+1
S−i∑
j=0
[(
BQA
−1
Q−1BQ−1 · · · Bs+1−jA−1s−j
)
CA−1S−j
×
(
BS−jA−1S−j−1BS−j−1 · · · Bi+1A−1i
)] )]
e = 1.
4. System performance measures
In this section, we derive some system performance measures in the steady-state case.
4.1. Expected inventory level
Let ηI denote the expected inventory level in the steady-state. Then ηI is given by
ηI =
S∑
i=1
N∑
k=0
ipi(i,k). (6)
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4.2. Expected reorder level
Let ηR denote the expected reorder level in the steady-state which is given by
ηR =
N∑
k=0
(s+ 1)γpi(s+1,k) +
N−1∑
k=0
(N − k)αpi(s+1.k) +
N∑
k=1
θpi(s+1,k). (7)
4.3. Expected perishable rate
Let ηP denote the expected perishable rate in the steady-state. This is given by
ηP =
S∑
i=1
N∑
k=0
iγpi(i,k). (8)
4.4. Expected number of customers in the orbit
Let ηO denoted the expected number of customers in the orbit which is given by
ηO =
S∑
i=0
N∑
k=1
kpi(i,k). (9)
4.5. The blocking probability
The probability that a customer is blocked is given by ηB which is given by
ηB =
N−1∑
k=0
pi(0,k) (10)
4.6. The overall rate of retrials
The overall rate of of trials at which the orbiting customers request his demand is given by
ηOR = θ
S∑
i=0
N∑
k=1
pi(i,k) (11)
4.7. The successful rate of retrials
The rate at which the orbiting customers successfully receive his demands is given by
ηSR = θ
S∑
i=1
N∑
k=1
pi(i,k) (12)
4.8. Fraction of successful rate of retrials
The fraction of successful rate of retrials is given by
ηFR = ηSR
ηOR
(13)
5. Total expected cost rate
The long-run expected cost rate for this model is defined to be
C(S, s) = chηI + csηR + cpηp + cwηO (14)
where
ch: The inventory carrying cost/unit/unit time.
cs: The setup cost/order.
cp: The cost/unit failure.
cw: Back ordering cost of a demand in the orbit/unit time.
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Table 1
Effect of deviating from optimal values on the average cost rate N = 10,α = 5, γ = 0.7,µ = 5, θ = 3, ch = 0.5, cw = 15, cs = 25, cp = 2, C∗ = 117.49819
S s
12 13 14 15 16 17 18
61 1.0054 1.0024 1.0008 1.0006 1.0017 1.0042 1.0078
62 1.0056 1.0024 1.0006 1.0002 1.0011 1.0032 1.0066
63 1.0060 1.0026 1.0006 1.0000 1.0007 1.0026 1.0057
64 1.0066 1.0030 1.0008 1.0000 1.0005 1.0022 1.0051
65 1.0073 1.0036 1.0013 1.0003 1.0006 1.0021 1.0047
66 1.0082 1.0043 1.0019 1.0007 1.0008 1.0021 1.0045
Table 2
Effect of cs and cw on the optimal cost rate N = 10,α = 5, γ = 0.7,µ = 5, θ = 3, ch = 0.5, cp = 2
cs cw
10 11 12 13 14 15
26 51 9 54 10 56 11 60 13 62 14 64 15
104.6794 108.0102 111.0431 113.7932 116.3337 118.6963
28 51 8 55 10 58 11 60 12 62 13 64 14
106.9002 110.2738 113.3198 116.1072 118.6788 121.0622
30 52 8 55 9 59 11 61 12 63 13 66 14
109.0667 112.4889 115.5580 118.3606 120.9482 123.3479
32 53 8 56 9 59 10 62 12 65 13 67 14
111.2019 114.6346 117.7532 120.5810 123.1817 125.5957
34 52 7 57 9 60 10 62 11 65 12 67 13
113.2650 116.7508 119.8809 122.7434 125.3757 127.8102
Substituting the values of η’s we get C(S, s) is
C(S, s) = ch
S∑
i=1
N∑
k=0
ipi(i,k) + cp
S∑
i=1
N∑
k=0
iγpi(i,k) + cw
S∑
i=0
N∑
k=1
kpi(i,k)
+ cs
(
N∑
k=0
(s+ 1)γpi(s+1,k) +
N−1∑
k=0
(N − k)αpi(s+1.k) +
N∑
k=1
θpi(s+1,k)
)
.
Since the computation of the pi’s are recursive, it is quite difficult to show the convexity of the total expected cost rate.
However we present the following numerical examples to demonstrate the computability of the results derived in our work
and to illustrate the effect of the parameters on the main performance characteristics.
6. Numerical examples
Although we have not established analytically, our experience with considerable numerical examples indicates the
function C(S, s), for fixed S, to be convex in s. in some cases it turned out to be an increasing function of s. Hence we adopted
simple numerical search procedure to determine the optimal values of s∗ and S∗.
The effect of deviating from S∗ and s∗ on the optimal cost rate is given in Table 1. Let C∗ denote the optimal cost rate. The
various values of C(S, s)/C∗ are tabulated. The optimal cost rate appears to be more sensitive to s∗ than to S∗.
In Table 2, the upper entries in each cell corresponding to S∗ and s∗ and the lower entry gives the optimal cost rate. This
table presents a numerical study to exhibit the sensitivity of the optimal values to variations in cs and cw. The optimal cost
rate increases not only with increase in cs but also with increase in cw. We notice that S∗ is a monotonic increasing function
of cs and cw and s∗ is monotonically decreasing function of cs and cw.
Table 3 gives the fraction of successful rate of retrials for various values of α,µ, θ and N. We notice the following from
the Table 3.
• As is to be expected, asα increases, the fraction ηFR, decreases for all values ofµ, θ and N. This can be explained intuitively
as follows. As α increases more primary customers than the orbiting customers are likely to received their demanded
units.
• When the lead time, µ, increases, ηFR increases for all values of α, θ and N.
• As θ increases, ηFR decreases for all values of α,µ and N.
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Table 3
Fraction of successful rate of retrials S = 25, s = 5, γ = 0.7
α µ θ N Value
10 12 14 16 18
5 3 3 0.7808 0.7815 0.7817 0.7817 0.7817
5 0.7199 0.7232 0.7241 0.7243 0.7243
7 0.6719 0.6786 0.6810 0.6816 0.6818
6 3 0.8713 0.8733 0.8738 0.8740 0.8740
5 0.8234 0.8295 0.8320 0.8328 0.8331
7 0.7821 0.7924 0.7976 0.7998 0.8007
9 3 0.9046 0.9074 0.9084 0.9087 0.9088
5 0.8634 0.8705 0.8742 0.8758 0.8765
7 0.8264 0.8377 0.8443 0.8479 0.8497
10 3 3 0.7477 0.7477 0.7477 0.7477 0.7477
5 0.6860 0.6862 0.6862 0.6862 0.6862
7 0.6411 0.6417 0.6417 0.6418 0.6418
6 3 0.8567 0.8567 0.8567 0.8567 0.8567
5 0.8115 0.8120 0.8121 0.8121 0.8121
7 0.7757 0.7773 0.7776 0.7777 0.7777
9 3 0.8985 0.8987 0.8987 0.8987 0.8987
5 0.8626 0.8636 0.8638 0.8638 0.8638
7 0.8327 0.8352 0.8359 0.8360 0.8361
15 3 3 0.7227 0.7227 0.7227 0.7227 0.7227
5 0.6583 0.6583 0.6583 0.6583 0.6583
7 0.6125 0.6126 0.6126 0.6126 0.6126
6 3 0.8423 0.8423 0.8423 0.8423 0.8423
5 0.7946 0.7947 0.7947 0.7947 0.7947
7 0.7581 0.7584 0.7584 0.7584 0.7584
9 3 0.8895 0.8895 0.8895 0.8895 0.8895
5 0.8521 0.8522 0.8522 0.8522 0.8522
7 0.8223 0.8228 0.8228 0.8228 0.8228
Fig. 1. ηB versus α. S = 25, s = 5,N = 20, θ = 3, γ = 0.7.
The effect of the rate of generation of primary demands, α, on the blocking probability is showed in Fig. 1. We have
presented four curves which correspond to µ = 3, 5, 7, 9. We note that the blocking probability has looks like a concave
curve.
Figs. 2–4 shows that the effect of the rate of lead time, µ, on the long-run expected cost rate. In each figure, we have
presented four curves which correspond to α = 3, 4, 5, 6, θ = 3, 4, 5, 6 and γ = 0.4, 0.5, 0.6, 0.7. We have noted that the
long run expected cost rate has a minimum in each curves.
Finally, the effect of primary demand rate, α, on the long-run expected cost rate is presented in Figs. 5 and 6.
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Fig. 2. µ versus C(60, 12). S = 60, s = 12,N = 10, θ = 3, γ = 0.7, ch = 0.5, cw = 15, cp = 2, cs = 25.
Fig. 3. µ versus C(60, 12). S = 60, s = 12,N = 10,α = 5, γ = 0.7, ch = 0.5, cw = 15, cp = 2, cs = 25.
Fig. 4. µ versus C(60, 12). S = 60, s = 12,N = 10, θ = 4,α = 5, ch = 0.5, cw = 15, cp = 2, cs = 25.
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Fig. 5. α versus C(60, 25). S = 60, s = 25,N = 10,µ = 8, γ = 0.4, ch = 0.5, cw = 5, cp = 2, cs = 4.
Fig. 6. α versus C(60, 25). S = 60, s = 25,N = 10, θ = 3,µ = 8, ch = 0.5, cw = 5, cp = 2, cs = 4.
7. Concluding remarks
In this article, we analyzed a continuous review stochastic perishable inventory system with retrial demands and finite
population. The arrival of demands form a quasirandom distribution. The life time of each items, lead times of reorder and
the retrial demand time points form independent exponential distributions. The model is analyzed within the framework
of Markov processes. Joint probability distribution of inventory level and the number of customers in the orbit is obtained
in the steady state. Various system performance measures are derived and the long-run expected cost rate is calculated. By
assuming a suitable cost structure on the inventory system, we have presented extensive numerical illustrations to show
the effect of change of values for constants on the total expected cost rate.
It would be interesting to analyze the problem discussed in this article where the life time of items are constant. Naturally,
with the inclusion of constant life time of each items, the problem will be more challenging. Another important extension
could be made by relaxing the assumption of exponentially distributed leadtimes to a class of arbitrarily distributed
leadtimes using techniques from renewal theory and semi-regenerative processes. Once this is done, the general model
can be used to generate various special cases. For example, three different leadtime distributions one with coefficient of
variation greater than one, one with coefficient of variation less than one and another with coefficient of variation equal to
one (this model)can be compared. Cost analysis can then be carried out for (s,Q), (s, S) and lot-for-lot models using each
of the three different leadtime distributions to determine which policy is optimal for any given leadtime distribution. The
author is currently working on the above extensions, and these will be reported in future publications.
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