Persistent and/or recurring large-/synoptic-scale atmospheric flow patterns can cause severe weather events in surrounding areas. This study first classify the large-/synoptic-scale patterns in the ERA-Interim 500 hPa geopotential height over East Asia in extended winters of 1979/80−2013/14 and then assess their predictability on medium-range timescales for the extended winters of 2006/07−2013/14 and 1985/86−2013/14, using operational ensemble forecasts and ensemble reforecasts, respectively. The winter monsoon, western Pacific (WP), high and low pressure, and southerly flow (SF) patterns are detected as dominant patterns. Some transitions among these patterns occur more frequently, leading to preferred winter circuits of patterns. The occurrence of El Niño/La Niña can also significantly increase or decrease the frequency of patterns. Models have broadly similar biases in the transitions and frequencies of patterns, but some models show different biases with lead time. Verification of probabilistic flowpattern forecasts reveals that the forecasts made by state-of-the-art models are useful up to a lead time of 14 days on average, and that forecasts related to WP (SF) tend to show higher (lower) skills than the other forecasts. This suggests that models find it difficult to predict the movement of low pressure systems south of Japan.
Introduction
Many studies have conducted classifications of large-/synopticscale atmospheric circulation patterns to identify the characteristics of the dominant weather in a given region (e.g. Dawson and Palmer 2015; Ferranti et al. 2015; Kato et al. 2013; Wilson et al. 2013; Solman and Menéndez 2003; Yoshino 1969 ). Persistent and/ or recurring circulation patterns can cause severe weather events (e.g. heat waves, extreme cold, heavy rainfall/snowfall, and strong winds) in surrounding areas (e.g. Matsueda 2011; Cattiaux et al. 2010) . Therefore, the accurate simulation of the patterns is important in weather and climate prediction (e.g. Corti 1999; Dawson et al. 2012; Dawson and Palmer 2015; Ferranti et al. 2015 ).
An ensemble prediction system is a major component of numerical weather prediction (NWP) in operational weather centres, from short-range to seasonal timescales. Model integrations are conducted with slightly different initial and/or boundary conditions or different NWP models to estimate the uncertainty in a weather forecast. Many studies have investigated the predictability of atmospheric phenomena and have assessed model performance, especially on medium-range timescales (e.g. Halperin et al. 2013; Keller et al. 2011; Matsueda and Endo 2011; Matsueda 2009 Matsueda , 2011 Frame et al. 2013; Matsueda et al. 2006 Matsueda et al. , 2007 Matsueda and Tanaka 2008; Hamill 2012; Jung and Matsueda 2016; Matsueda and Nakazawa 2015) .
The aim of this study is first to classify large-/synoptic-scale atmospheric flow patterns over East Asia (20°N−60°N, 100°E− 170°E) in extended winters (November-March) from 1979/80 to 2013/14 and then to examine the forecast performance in predicting the flow patterns, by using medium-range ensemble forecasts and reforecast.
Methodology

Data
The European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis (ERA)-Interim data (Dee et al. 2011 ) are used to detect observed large-/synoptic-scale flow patterns and to produce composite maps. Daily gridded precipitation data provided by the Asian Precipitation-Highly Resolved Observational Data Integration Towards Evaluation of Water Resources project are also used (Yatagai et al. 2012) .
Two datasets from medium-range NWP are used in this study. The first consists of operational ensemble forecasts conducted by five leading NWP centres: the Canadian Meteorological Centre (CMC; Houtekamer et al. 2014a,b) , ECMWF (Buizza et al. 2007 ), the Japan Meteorological Agency (JMA; JMA 2013), the National Centers for Environmental Prediction (NCEP; Zhu et al. 2016) and the UK Met Office (UKMO; Bowler et al. 2008) . The dataset is available via the TIGGE data portal (Swinbank et al. 2015 ; see http://gpvjma.ccs.hpcc.jp/TIGGE/TIGGE_data_detail.pdf, for details of the ensemble systems).
The second dataset is the Global Ensemble Forecasting System (GEFS) reforecast produced by the National Oceanic and Atmospheric Administration (NOAA) with a fixed numerical model and data assimilation system that were in operation at NCEP in 2012 (Hamill et al. 2013) . The reforecast with an ensemble size of 11 is initialised at 0000 UTC every day in the period from December 1984 to the present. The use of the reforecast dataset allows estimation of the influence of upgrades of the operational NWP systems on forecast performance in the TIGGE dataset.
This study analyses the operational ensemble forecasts (the GEFS reforecasts) initialised at 1200 (0000) UTC, verified in the extended winters of 2006/07−2013/14 (1985/86−2013/14) . Note that CMC and NCEP do not include winter of 2006/07.
Clustering using the k-means method
A k-means clustering method (Jung et al. 2005 ) is applied to the leading 20 non-normalised Principal Components (PCs; the explained variance for both ERA-Interim and the GEFS analysis (a control reforecast at a lead time of +0 day), is 96.8%) of observed anomalies of 500 hPa geopotential height (Z500) over East Asia in the extended winters to identify the analysed large-/synoptic-scale flow patterns. The region is used at JMA as one of verification areas for their forecasts.
For the forecast data, non-normalised forecast PCs are calculated by projecting the forecast anomaly, defined as a departure from the observed climatology (ERA-interim or GEFS analysis), onto the first 20 observed empirical orthogonal functions. The cluster centroid closest to the forecast PC is then regarded as the forecast pattern.
Note that each calendar day in the forecasts and analyses is classified as a specific pattern.
Wintertime East Asian Flow Patterns and Their Predictability on Medium-Range Timescales
has a negative Z500 anomaly centred over the north of the Japanese islands with high (low) SLP to the west (east) of the region (Fig. 2a) . The WM brings cold air from the Eurasian continent to all the Japanese islands ( Fig. S1a ) and causes positive precipitation (snow) anomalies over the Sea of Japan side, including eastern Hokkaido (Fig. S2a) . The Western Pacific (WP, 17.4%) pattern has a positive Z500 anomaly centred over the Sea of Okhotsk and a negative anomaly centred off the east coast of the Japanese islands (Fig. 1b) . The SLP composite for WP (Fig. 2b ) is similar to that for WM (Fig. 2a) over the Japanese islands. However, the low pressure system in WP is shifted southward and there is a positive anomaly over the north of the region. Although both WM and WP cause low temperatures over the western part of the Japanese islands, WP causes high temperature around the island of Sakhalin ( Fig. S1b) , with a positive precipitation anomaly over eastern Hokkaido (Fig. S2b) . The High Pressure (HP, 21.9%; Fig. 1c ) and Low Pressure (LP, 14.8%; Fig. 1d ) patterns have east-west dipole geopotential anomalies with a western (eastern) centre of action over Northeast China (south of the Kamchatka Peninsula). HP has a high (low) SLP anomaly centred on the Japanese islands (east of the Kamchatka Peninsula) (Fig. 2c) , whereas LP has anomalies of opposite sign (Fig. 2d ). Also, their temperature and precipitation anomaly patterns have opposite signs (Figs. S1c, d and S2c, d).
Verification of probabilistic flow-pattern forecast
The forecast probability of occurrence of each flow pattern can be defined as the ratio of the number of ensemble members that predict each pattern to the ensemble size at each lead time. The multi-category probabilistic forecasts were verified using the Brier Skill ( Here, N and R indicate the numbers of forecast events and patterns, respectively, and p i r and o i r are the forecast (0−1) and observed (0 or 1) probabilities of pattern r, respectively. The BS measures the difference between the forecast probability of an event ( p i r ) and its occurrence (o i r ). The BSS indicates the improvement of the forecast relative to a reference forecast. The BSS has a maximum value of unity for a perfect forecast (i.e. BS = 0), and a positive value indicates that the forecast is more skilful than the reference forecast (i.e. BS < BS ref ). The reference forecast was produced by considering a Markov chain with the pattern at a lead time of +0 day and an observed transition matrix among patterns.
Results
Flow patterns and their composite maps
Figures 1 and 2 illustrate composites of Z500 anomalies and of sea-level pressure (SLP) with 850 hPa wind, respectively, for five flow patterns obtained from ERA-Interim (the significance of the cluster centroids based on Straus et al. (2007) is 98.4%; see Supplement 1). The winter monsoon (WM, frequency 24.4%) pattern is the most dominant in the extended winters (Fig. 1a) . It The SLP and precipitation anomalies in LP suggest a low pressure system travelling over the Sea of Japan and/or southeast of the Japanese islands (Figs. 2d and S2d). In the southerly flow (SF, 21.6%) pattern, there are positive Z500 anomalies over the Japanese islands (Fig. 1e) , with southerly wind anomalies along positive (negative) SLP anomalies located east (west) of the islands (Fig. 2e) . The southerly flow anomalies bring warm and humid air from lower latitudes, leading to positive precipitation anomalies over Kyushu, Shikoku, and the south coast of Honshu, the main Island in Japan (Figs. S1e and S2e). These anomaly patterns suggest low pressure systems travelling from far southwest to south of the Japanese islands. No significant trend in the frequency of the patterns is observed during the period analysed (Fig. S3) . Table 1 lists the frequencies of each flow pattern during El Niño, La Niña, and neutral months. Compared with the frequencies during the neutral months, the frequencies of HP and SF are significantly higher and WP lower during El Niño months, while the frequency of HP is significantly higher during La Niña months. No significant changes in the frequencies of WM and LP are seen during El Niño and La Niña months. El Niño/La Niña can affect winter weather around Japan, but the dominant pattern, WM, is less likely to be affected. Figure 3 shows a histogram of duration for each flow pattern. WP has the longest mean duration (4.0 days), followed by WM (3.4 days), HP (3.1 days), SF (2.8 days), and LP (2.3 days). The shape of the histogram for WP differs from those of the other patterns.
The LP pattern transits to another pattern in one or two days, suggesting that low pressure systems in LP travel eastward faster than those in SF.
Transition frequency of the flow pattern and preferred circuit
A transition probability matrix obtained from ERA-Interim is as follows: The diagonal (off-diagonal) components indicate the frequency of persistence of each pattern (the frequency of transition from a specific pattern to another pattern). As expected from the histogram of the durations (Fig. 3) , the highest persistence is for WP (0.76), whereas the lowest is for LP (0.56). (not shown). There are 8 (5) pseudo winter circuits starting from WP (WM) and ending in WM (WP), with mean length of 10.5 (12.6) days. In addition, the most frequent transition, SF → LP, followed by the transition LP → SF, is often repeated more than once continuously, indicating repeated propagation of low pressure systems from off the south of Japan to southeast Japan. Compared with transition matrices for weather regimes in other regions (e.g. Euro-Atlantic and Pacific regions, as in Matsueda and Palmer (in preparation)), whose off-diagonal components are 0.10 at most, the transition matrix and the circuits obtained here are quite unique. Figure 4 illustrates the predicted frequency of flow patterns as a function of lead time. Although the models largely perform well in simulating the frequencies of the patterns, there are some common and some different biases in the frequencies. Models simulate well the frequency of WM, over a range of lead times, except for NCEP (CMC), which has an increasing (decreasing) bias in the frequency of WM. The biases in the frequency of the patterns are attributed to biases in the transition frequency between the patterns for both analysis and predicted field of each model (Fig.  S4) . The increasing bias in the frequency of WM seen for NCEP is due mainly to biases in the transition from WM, WP, or HP to WM (Fig. S4a, b, c) , whereas the decreasing bias seen for CMC is due to biases in the transition from HP, LP, or SF to WM (Fig.  S4c, d , e). Both ECMWF and JMA simulated well the frequency of WP (Fig. 4b) . CMC (UKMO) has biases in the transition from WP to WP (from WM, WP, or LP to WP), leading to an increasing bias in the frequency of WP with lead time. The NCEP models, NCEP, GEFS and GEFS_TIGGE, show a decreasing bias in the frequency of WP with lead time, attributed to large biases in predicting the persistence of WP (Fig. S4b) . For HP (Fig. 4c) , the GEFS models show an increasing bias in the frequency with lead time, whereas the others predicted the frequency well. However, all the models tend to show larger biases in transition to HP. For LP (Fig. 4d) , ECMWF (GEFSs) shows an increasing (slightly decreasing) bias in the frequency with longer lead time, attributed mainly to the bias in transitions from WM, WP, and SF (LP) to LP. For most models, except CMC and UKMO, biases in the transition from HP, LP, and SF to SF result mainly in an increasing bias in the frequency of SF with lead time (Fig. 4e) . Figure 5 shows the BSS for probabilistic flow-pattern forecasts. The multi-category probabilistic forecasts are more useful than the reference forecast, at least up to a lead time of +14 days (Fig. 5a ). The probabilistic forecasts of each pattern show higher skill than the reference forecast, at least up to a lead time of +12 days. For all models, the probabilistic WP forecasts tend to show higher skills than any other flow-pattern forecasts, as seen in the BSSs at a lead time of +12 days, generally followed by the WM, LP/HP, and SF forecasts. The WP forecasts become comparable with the reference forecast at a lead time of +16 days, except for CMC with its increasing bias in the frequency of WP. The higher skill might be related to the fact that the mean duration for WP is the longest. On the other hand, the SF forecasts tend to show the lowest skill (Fig. 5f ). This suggests that models have problems predicting the movement of low pressure systems south of Japan. Similar results are obtained for BSS for the probabilistic forecasts initialised on each flow pattern (not shown). Of all the models, ECMWF shows the highest skills for all the patterns, especially for WP. The ECMWF's probabilistic WP forecast might be superior to the reference forecast, at least up to a lead time of +20 days (Fig. 5c ).
Predicted flow patterns in state-of-the-art models
Conclusions and remarks
We have shown that applying k-means clustering to Z500 can lead to a reasonable classification into dominant flow patterns in the extended winter over East Asia: winter monsoon, western Pacific, high and low pressures, and southerly patterns. The occurrences of El Niño/La Niña can significantly increase or decrease the occurrence frequencies of patterns, suggesting that a better El Niño/La Niña forecast can lead to a better forecast of winter weather around Japan.
Although classification of weather patterns over Japan is traditionally carried out for the SLP field (e.g. Kato et al. 2013; Yoshino 1969) , applying the k-means clustering to SLP cannot distinguish satisfactorily the weather patterns obtained here, especially WM and WP (not shown). El Niño does not influence the frequency of WM but can decrease the frequency of WP significantly. The k-means clustering used here can distinguish WM and WP, which cause partially similar warm/cold and/or wet/dry conditions, especially over the south of the Japanese islands, but should be classified as different dynamical patterns. Thus, applying the k-means cluster to Z500 rather than SLP is a good option for gaining a correct understanding of the relationship between Japanese weather and dynamical flow patterns and its reliable prediction on timescales longer than the extended range.
In addition, we assessed model performance in simulating the patterns. The results show that models have broadly similar biases in the transitions and the frequencies of patterns, and that there is flow-dependent predictability of the patterns. Verification of probabilistic flow-pattern forecasts reveals that the probabilistic forecasts made by state-of-the-art models are useful up to a lead time of 14 days on average, and that probabilistic forecasts related to WP (SF) tend to show higher (lower) skills than other forecasts.
It would also be interesting to assess the predictability of the winter circuits; however, the mean length of the circuits is 10−11 days on average and the circuits sometimes repeat continuously. Given that medium-range forecasts cannot always cover an entire circuit event whose length exceeds 15 days, the use of extendedrange ensemble forecasts available up to a lead time of 2 months, provided by a sub-seasonal to seasonal prediction project (Robertson et al. 2015) , would be useful to examine the predictabilities of the circuits. Endo and Harada (2008) and Ueda et al. (2015) suggested that tropical forcing could influence Japanese weather, and we have found that the Madden−Julian Oscillation (MJO) can affect the winter circuits including WP (this is the topic of a subsequent paper). This suggests that a better MJO forecast can lead to a better forecast of the winter circuits. An assessment of the relations of predictability between MJO and the circuits might provide useful knowledge to predict the forecast skill of the circuit in advance.
