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Abstract 
Thailand is located in an equatorial belt that receives abundant solar energy. In order to achieve the optimum 
utilization of solar energy available, it is necessary to evaluate the incident solar radiation over the region of interest. 
Solar radiation can be assessed by means of measurements or mathematical modeling. Accurate measurements, using 
sophisticated and costly equipment, is available and has indeed been used extensively to assess solar radiation. This 
paper concentrates on an alternative approach to assess global solar radiation (GSR) by using Artificial Neural 
Networks (ANNs) together with classical observed meteorological data. The model is applied to the region of 
Bangkok, Thailand, using meteorological data, along with solar radiation measurements, for the period 2001-2010 
from the Thai Meteorological Department (TMD). More precisely, three combinations of observed monthly mean 
meteorological data, i.e. maximum, minimum, and mean temperatures; relative humidity; rainfall amount; and 
sunshine hours were used with 3, 5 and 6 parameters as the model input for the ANN training to predict the solar 
radiation over the territory. A feed-forward back-propagation ANNs were trained based on three algorithms, i.e. the 
Quasi-Newton, the conjugate gradient with Polak-Ribiére updates and the Bayesian regularization. The root mean 
square error (RMSE) and the mean bias error (MBE) between the observed and the predicted solar radiations in 2011-
2012 were computed in order to investigate the performance of the ANNs. Results showed that, for monthly mean 
number of sunshine hours in the range of 3.58 to 9.55 hr/day, the monthly mean GSR above the atmosphere of 
Bangkok was in the range of 5.64 to 22.53 MJ/m2/day. The RMSE and the MBE were 0.0031 - 0.3632 and -0.0203 - 
0.003, respectively, thus indicating that the ANN modeling has sufficient performance to predict the monthly mean 
GSR over an area where classical meteorological data are measured. 
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1. Introduction 
The availability and variability of solar radiation at the earth’s surface is of great importance for 
various applications, such as the practical utilization of solar energy for electricity generation, domestic 
water heating, drying processes, estimation of crop productivity, environmental and agro-meteorological 
research as well as atmospheric physics research [1]. 
Thailand is located in an equatorial belt with the latitude between 5-20oN receiving abundant solar 
energy. In order to achieve the optimum utilization of solar energy available, it is necessary to evaluate 
the incident solar radiation over the region of interest. 
In general, three distinctive methodologies are used for the estimation of global solar radiation. The 
first method considers the complex radiative transfer models, which replicate physical processes. The 
physical interaction between solar radiation and the atmosphere, such as Rayleigh scattering, radiative 
absorption by atmospheric constituents and aerosol extinction are taken into consideration [2]. 
The second method applies empirical relationships between the extraterrestrial radiation and the 
sunshine hours using a modified Angstrom’s formula [3]. Furthermore, some regression models 
incorporating trigonometric functions have been proposed. However, the limitation imposed by linear 
regression models is that they will underperform when used to model nonlinear systems. Radiation data 
being time dependent have also been modeled using harmonic analyses [2]. 
The third method has more recently been developed and introduced during the last decade using 
Artificial Neural Networks (ANNs) [4-5]. ANN model is able to learn the key information patterns within 
a multidimensional information domain. It is particularly suitable to solve the problem of identification in 
the presence of noisy data. Using ANN has proven its efficiency as a prediction tool to predict factors 
through other input variables which have no specified relationship [6]. 
Meteorological and climatological variables are the most comprehensive and important factors for 
indicating the amount of incident solar radiation in a selected area [7]. Accurate measurements using 
sophisticated and costly equipment is only available in the 6 regional centers of the Thai Meteorological 
Department (TMD) in Thailand (Fig. 1) and has indeed been used extensively to assess solar radiation. 
However, the 57 synoptic stations and 33 agro-meteorological stations, where the classical meteorological 
elements, i.e., temperature, relative humidity, and rainfall amount were observed, were set up and widely 
spread throughout the territory of Thailand (Fig. 1). This pursues the use of alternative numerical 
techniques with the exploitation of other observed meteorological data to estimate the amount of global 
solar radiation (GSR) on the earth’s surface in the territory of Thailand where the direct solar radiation 
measurement is lacking. This paper concentrates on an alternative approach to assess the GSR by using 
the ANNs modeling together with classical observed meteorological data. 
1.1. Artificial neural networks 
ANNs are widely used in various fields, e.g., mathematics, engineering, meteorology, economics, etc. 
It is an information processing system which has the ability to learn, recall and generalize from the 
training of data sets. In order to perform predictions, ANNs need given examples instead of conventional 
equations. ANNs are modeled by using neurons resembling those of the human brain. A neuron, i.e. the 
fundamental processing element of an ANN, is shown in Fig. 2 [8]. In Fig. 2, k  is the number of input 
signals, iy is an input signal (for ki ,...,2,1 ), jiw  is the weight which represents the strength of the 
synapse connecting neuron i  to neuron j  and ju  is the output signal. A neuron is described as 
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Fig. 1. Geographical distribution of the regional center and the synoptic and agro-meteorological stations 
in Thailand. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Schematic diagram of a neuron (left) and multiple perceptron feed-forward back propagation 
neural network with 6 input meteorological parameters (right). 
 
 
  
 
 
 
 
   
 
 
Fig. 3. A multiple perceptron feed-forward back propagation neural network with 5 input meteorological 
parameters (left) and 3 input meteorological parameters (right). 
and  
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where )(M  is the activation function and jb  is the threshold value. The tangent sigmoid activation 
function is described as 
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where v  is the input of the activation function. 
 
ANN is used for the modeling of monthly mean daily global solar radiation (GSR) in Bangkok, 
Thailand. The ANN is trained using the meteorological data observed in 2001-2010, obtained from the 
TMD. The block diagram of the ANN model is shown in Fig. 2 (right). In this figure, the monthly mean 
input variables are the following 6 parameters: maximum, minimum, and mean temperature, relative 
humidity, rainfall amount, and the sunshine hours. Furthermore, the ANN was also modeled using 5 and 3 
input meteorological parameters as illustrated in Fig. 3. The output variable is the monthly mean GSR. 
Normally, the more number of hidden layers, such as 2-3 hidden layers, the better are the predicted results. 
However, it was revealed that a single hidden layer based on the standard back propagation algorithm 
using the simple Sigmoid as the activation function resulted in a very efficient model [6]. Consequently, 
three layers are employed in the model in this study, i.e. the input layer, the single hidden layer, and the 
output layer, while 6-9-1, 5-9-1, and 3-9-1 neurons are used in the layers, respectively. Tangent Sigmoid 
and linear activation functions are used in the hidden layer and in the output layer, respectively. The 
proposed ANNs model is implemented in MATLAB software package. 
1.2. Input and training 
The inputs of the ANNs were composed of 3 schemes, i.e. 3, 5 and 6 input meteorological parameters. 
For the 3 input meteorological parameters scheme, the input parameters consist of the mean temperature, 
the relative humidity, and the rainfall amount. For the 5 input meteorological parameters scheme, the 
meteorological input parameters consist of the maximum, minimum, and mean temperatures, the relative 
humidity, and the rainfall amount. For the 6 input parameters scheme, the additional meteorological 
parameter is the sunshine hours. The ANNs were trained based on a feed-forward back-propagation using 
3 different algorithms, i.e. the BFGS Quasi-Newton (BFG), the conjugate gradient with Polak-Ribiére 
updates (CGP) and the Bayesian regularizations (BR). The trainings were conducted using the observed 
monthly mean daily input meteorological parameters and GSR during the period of 2001-2010. 
1.3. ANN modeling performance 
Generally, some statistical indices are used to indicate the ANNs performance, e.g. the Root Mean 
Square Error (RMSE) [1, 2, 5, 6, 8, 9], the Mean Absolute Error (MAE) [1], the Mean Bias Error (MBE) 
[2, 6, 9], and the Mean Absolute Percentage Error (MAPE) [4, 7]. In order to investigate the performance 
of such ANN modeling, the RMSE and the MBE were computed and used as indices to evaluate the 
efficiency in this paper. The observed GSR in 2011-2012 is used to compare and to compute the RMSE 
and MBE. The extent of the error in the predictions was assessed using the RMSE where the MBE is used 
to describe how much the ANN under-estimate or overestimate the actual data. A low MBE is desired and 
the smaller the value of RMSE, the better is the ANN model’s performance. The RMSE and the MBE are 
defined as follows: 
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where iO  is the ith  observed data, iP  is the ith  predicted data and N  is the total number of data; and 
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2. Results and Discussion 
The difference between the observed and predicted monthly mean GSR for the period of 2011-2012 
over Bangkok, Thailand using Quasi-Newton, conjugate gradient with Polak-Ribiére updates, and 
Bayesian regularization training algorithms and 3, 5, and 6 different input meteorological parameters are 
shown in Figs. 4 - 6 respectively. For its part, Fig. 7-9 displays the comparison between the estimated 
monthly mean daily GSR from ANN with Quasi-Newton, conjugate gradient with Polak-Ribiére updates 
and Bayesian regularization training algorithms with 6, 5, and 3 input meteorological parameters and the 
observed monthly mean daily GSR in 2011 and in 2012. The monthly RMSE and the MBE for 3, 5, and 6 
input meteorological parameters ANN modeling with the three training algorithms are shown in Table 1. 
It was found from Table 1 that the monthly RMSE and MBE for the 3 input meteorological parameters 
with Quasi-Newton, conjugate gradient with Polak-Ribiére updates, and Bayesian regularization training 
algorithms was 0.1509, 0.0035, and 0.3222 and -0.0053, -0.0003, and -0.0032, respectively for 2011 
dataset while it was 0.6041, 0.0132, and 0.7942 and -0.0203, 0.0007, and 0.0033 respectively for 2012 
dataset. 
It can also be seen in Table 1 that the monthly RMSE and MBE for the 5 input meteorological 
parameters with Quasi-Newton, conjugate gradient with Polak-Ribiére updates, and Bayesian 
regularization training algorithms was 0.1925, 0.0035, and 0.8528 and -0.0082, -0.0004, and -0.0027, 
respectively for 2011 dataset while it was 0.7156, 0.0031, and 0.7518 and -0.0082, 0.0011, and 0.0024 
respectively for 2012 dataset. 
Finally, Table 1 indicates that the monthly RMSE and MBE for the 6 input parameters with Quasi-
Newton, conjugate gradient with Polak-Ribiére updates, and Bayesian regularization training algorithms 
was 0.0797, 0.0035, and 0.2807 and -0.0016, -0.0003, and -0.0031, respectively for 2011 dataset while it 
was 0.3924, 0.0031, and 0.7518 and 0.0126, 0.0011, and 0.0012 respectively for 2012 dataset. It is 
obvious that the average RMSE and MBE using conjugate gradient with Polak-Ribiére updates training 
algorithm is less than that of the other two algorithms. 
Furthermore, Fig. 8 illustrates the comparison of the observed versus predicted GSR with 3 different 
input meteorological parameters and conjugate gradient with Polak-Ribiére updates training algorithm. It 
was found that most of the predicted and observed GSR was well agreed. 
Previous research work showed that the RMSE of ANN modeling in the estimation of GSR was in the 
range of 6.28 - 10.15% [2], 2.534 - 2.548% [5], 1.50 - 8.31% [6], 3.58 - 6.90% [8], 0.867 - 2.508% [9], 
and 0.532 - 2.088% [10]. However, the different errors are generated from different factors, such as the 
number of input parameters, the number of trained data, and the number of hidden layer. 
It can be concluded that the conjugate gradient with Polak-Ribiére updates training algorithm is the 
best algorithm for predicting monthly mean daily GSR. Based on the average RMSE and MBE, it can be 
concluded that the conjugate gradient training algorithm is the best algorithm and is recommended for 
ANN modeling for the estimation of GSR. 
Moreover, although the 6 input meteorological parameters model seems to be the most efficient ANN 
model, however, the results did not differ significantly compared to 5 and 3 input meteorological 
parameters. Consequently, the 5 input meteorological parameters ANN model could be used in the 
estimation of monthly mean daily GSR in the area where the basic meteorological elements, i.e. 
minimum, mean, and maximum temperatures, relative humidity, and rainfall amount were observed. 
Nonetheless, the 3 input meteorological parameters ANN model could also be used as a guideline in the 
estimation of monthly mean GSR in the area where the classical meteorological data are observed. 
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Fig. 4. The difference between the observed and predicted monthly mean GSR for the period of 2011 
(left) and 2012 (right) over Bangkok, Thailand using 3 different training algorithms with 6 inputs. 
Fig. 5. The difference between the observed and predicted monthly mean GSR for the period of 2011 
(left) 2012 (right) over Bangkok, Thailand using the 3 different training algorithms with 5 inputs. 
 
Fig. 6. The difference between the observed and predicted monthly mean GSR for the period of 2011 
(left) 2012 (right) over Bangkok, Thailand using 3 different training algorithms with 3 inputs. 
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Fig. 7. The comparison between the observed and estimated monthly mean daily GSR from ANN model 
with Quasi-Newton training algorithms and 6, 5, and 3 input meteorological parameters in 2011 (left) and 
in 2012 (right). 
Fig. 8. The comparison between the observed and estimated monthly mean daily GSR from ANN model 
with conjugate gradient with Polak-Ribiére updates training algorithms and 6, 5, and 3 input 
meteorological parameters in 2011 (left) and in 2012 (right). 
Fig. 9. The comparison between the observed and estimated monthly mean daily GSR from ANN model 
with Bayesian regularization training algorithms and 6, 5, and 3 input meteorological parameters in 2011 
(left) and in 2012 (right). 
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Table 1. RMSE and MBE for 3 input meteorological parameters ANNs modeling with Quasi-Newton, 
conjugate gradient with Polak-Ribiére updates and Bayesian regularization training algorithms. 
 
Year Parameter Quasi-Newton 
Conjugate Gradient 
with Polak-Ribiére 
updates 
Bayesian 
Regularization 
MBE RMSE MBE RMSE MBE RMSE 
2011 
6 -0.0016 0.0797 -0.0003 0.0035 -0.0031 0.2807 
5 -0.0082 0.1925 -0.0004 0.0035 -0.0027 0.8528 
3 -0.0053 0.1509 -0.0003 0.0035 -0.0032 0.3222 
2012 
6 0.0126 0.3924 0.0011 0.0031 0.0012 0.7518 
5 -0.0082 0.7156 0.0011 0.0031 0.0024 0.8528 
3 -0.0203 0.6041 0.0007 0.0132 0.0033 0.7942 
 
3. Conclusions 
Artificial Neural Networks (ANNs) modeling was used to estimate the monthly mean global solar 
radiation (GSR). Three different ANNs modeling inputs, i.e. 3, 5, and 6 meteorological parameters, and 
three algorithms for ANNs training based on a feed-forward back-propagation approach, i.e. Quasi-
Newton, conjugate gradient with Polak-Ribiére updates, and the Bayesian regularization, were 
investigated in order to find the best characteristic and performance of ANNs modeling. The RMSE and 
the MBE between the observed and the predicted GSR were computed in order to investigate the 
performance of the ANNs modeling. It can be concluded that, for monthly mean number of sunshine 
hours in the range of 3.58 to 9.55 hr/day, the monthly mean GSR was in the range of 5.64 to 22.53 
MJ/m2/day. The conjugate gradient with Polak-Ribiére updates is the best training algorithm for 
predicting monthly mean daily GSR over the atmosphere of Bangkok, Thailand. The average RMSE and 
MBE for 6 input meteorological parameters were 0.0031 to 0.0035 and -0.0003 to 0.0011, respectively, 
thus indicating that the ANNs modeling has sufficient performance to predict the monthly mean daily 
GSR over an area where classical meteorological data and sunshine hours are measured. 
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