In the speech synthesis systems, the phoneme identity feature indicated as the pronunciation unit is influenced by external contexts like the neighboring words and phonemes. This paper proposes to encode such relatedness and parameterize the pronunciation of the phoneme identity feature as a continuous real-valued vector. The vector, composed by a phoneme embedded vector (PEV) and a word embedded vector (WEV), is applied to substitute the binary vector whose representation is one-hot. It is realized in the word embedding model with the joint training structure where the PEV and WEV are learned together. The effectiveness of the proposed technique was evaluated by comparing it with the binary vector in the bidirectional long short term memory recurrent neural network (BLSTM-RNN) based speech synthesis systems. Improvement on the quality of the synthesized speech has been achieved from the proposed system, which proves the effectiveness of replacing the binary vector with the continuous real-valued vector in describing the phoneme identity feature.
Introduction
Statistical parametric speech synthesis uses statistical models to learn the mapping function from the contextual features to the speech parameters [1] . The hidden Markov model (HMM) [2] and the neural network (NN) [3] are two of the most popular statistical models in speech synthesis systems. In the HMM-based speech synthesis system [2] , the speech parameters and duration of each HMM state are decided by the decision trees which are trained from the contextual features [4] . In the NN-based speech synthesis system [3] , such as deep neural network (DNN) [5] and bidirectional long short term memory recurrent neural network (BLSTM-RNN) [6] [7] [8] , the mapping function is trained directly from the contextual features to the speech parameters without the decision trees.
In these two synthesis methods, the contextual features include the phonetic information (phoneme identity feature) and the rest auxiliary information (part of speech, positional and prosodic features). Most of these contextual features are binary features suitable to construct the decision trees, whereas inappropriate to represent the input of the neural network. For phoneme identity feature, the consequence is that, the relatedness between two phonemes wouldn't be conveyed effectively supposing the phoneme identity feature is encoded as a binary vector with the one-hot representation in the input of the neural network. It is much more critical in natural language processing (NLP) where the dimension for one word is about tens of thousands. This problem has been alleviated with the putting forward of the word embedding model [9] [10] [11] [12] [13] . This model encodes a word as a realvalued low-dimensional vector based on the assumption that the semantic meanings of a word can be predicted from the external contexts with large-scale corpora. This assumption also works for the phonemes whose pronunciation is influenced by the neighboring words and phonemes. So this paper aims to study a continuous real-valued vector to parameterize the pronunciation of the phonemes. This vector will be used to substitute the binary vector of the phoneme identity feature in the input of the NN based speech synthesis systems.
The proposed vector is different from the vector space model (VSM) described in [14] [15] which is trained from the matrix of co-occurrence statistics and further decomposed by singular value. Our vector consists of the phoneme embedded vector (PEV) and word embedded vector (WEV) which encodes the phoneme and word as a continuous real-valued vector. These two types of embedded vector are learned under the joint training structure in the word embedding model [16] [17] . To testify the effectiveness of the proposed technique, we replace the binary vector with the proposed vector in the input of the BLSTM-RNN based speech synthesis systems to compare the performance of these two classes of vectors. The objective measure shows the root mean square error (RMSE) of the generated line spectral pair (LSP) is reduced by about 5% and the subjective listening test also indicates that the synthesized speech is preferred by about 30% for the continuous real-valued vector than the binary vector. Thus, the results demonstrate the outstanding representation ability of the proposed vector in describing the phoneme identity feature in the NN based speech synthesis.
Phoneme Identity Feature Parameterization
The word embedding is proposed to encode the semantic meaning of a word as a continuous real-valued vector in the NN based language model, while one of the problems is that the training process is too time consuming. So recently NLP researchers proposed a number of the word embedding models to train the word embedding directly, such as Global C&W
CBOW
CBOW is a simple neural network described in Fig. 1 . This network predicts the target word directly by the neighboring context words from a sliding window. The structure of this network keeps only an input layer and an output layer without the hidden layers and activation function. Therefore, the training of the CBOW is very efficient. 
Given a sentence with
ܰ training words ܵ = ‫ݔ{‬ ଵ , ‫ݔ‬ ଶ , ⋯ , ‫ݔ‬ ே } , the object of training the CBOW is to maximize the average log probability in Equation (1) .
(1) where K is the size of the sliding window for the neighboring context words. The formulation for the probability P(‫ݔ‬ ‫ݔ|‬ ି , ⋯ , ‫ݔ‬ ା ) is a softmax function described in Equation (2) .
where W is the word vocabulary, X ୧ is the WEV of the target word x ୧ , and X is the average of all neighboring context words in Equation (3) .
( 3 ) The gradient descent algorithm is used to learn the parameters of the neural network. From Equation (1-3) , the only unknown parameter is the WEV which can be updated according to the gradient of the objective function in Equation (1) with a learning rate λ in Equation (4) .
Joint Training for PEV and WEV
The word embedding is learned based on the assumption that the semantic meaning of a word is influenced by the neighboring contextual information and can be predicted by the neighboring context words under a large corpus. Similarly, according to the phonetics [19] , the phonemes, constituting the pronunciation of the word, are also influenced by the neighboring contextual information, such as words and phonemes. So we can believe that encoding the pronunciation of the phoneme as a continuous real-valued vector is accessible and impactful. In English, every word is composed of the phonemes. Differently, Mandarin is a monosyllabic language, where each character constitutes a single syllable. Each syllable consists of an optional initial (consonant), a final (vowel) and a lexical tone. So the trained unit for the pronunciation of the word is phoneme for English and initial or final for Mandarin. They are both named as phoneme embedded vector (PEV) in this paper.
It is difficult to train the PEV directly from the large corpus because the PEV takes a non-semantic meaning of a word. But it could be learned simultaneously with the WEV in a joint training structure described in [16] [17] . This structure is proposed to train the syllable embedded vector with the WEV for Mandarin where the target word is predicted by the context word and the composition syllables together. This paper replaces the composition syllables by the pronunciation initial and final, and predicts the target word by the context word and the pronunciation initial and final together. In this way, the PEV can be learned together with WEV. So the embedded vector for the context word x ୧ is changed from X ୧ to X ୧ ୬ୣ୵ in Equation (5). The update for the PEV is kept the same as WEV in Equation (4) .
where X ୧ ୬ୣ୵ is the composed embedded vector, X ୧ is the word embedded vector (WEV), P ୫ is the phoneme embedded vector (PEV), N ୧ is the number of initial and final for ith word. Word embedding has been proved to be helpful in describing the contextual features for the speech synthesis systems in [20] . It is used as an additional contextual feature for the BLSTM-RNN based speech synthesis system and the synthesized speech quality has been improved with the additional feature. This paper also adopts the word embedding in the speech synthesis systems, whereas the word embedding is utilized to describe the pronunciation of the phonemes with the PEV trained in Section 2.
Integration in the BLSTM-RNN based speech synthesis system
In the HMM and NN based speech synthesis systems, resulting from the influence of the surrounding context, the pronunciation of the word is represented as a number of phoneme identity features. The proposed BLSTM-RNN based speech synthesis system which integrated with the PEV and WEV for the pronunciation of the phonemes is described in Fig. 2 . The binary vector of the phoneme identity feature in the contextual feature is replaced by a combination of the PEV and WEV described in Equation (6) .
where PI , is the continuous real-valued vector for the phoneme identity feature, X ୧ is the WEV of ݅th word, P , is the PEV of the ݉ the phoneme in the ݅th word.
The remaining input contextual features include a binary vector for the part of speech (POS), a binary vector for the lexical tone and the numerical features for the numerical contexts, e.g., the number of syllables in the word or the position of the current frame in the current phoneme.
The mapping function from the input contextual features to the output features is trained sequence by sequence with the generative characteristic of the BLSTM-RNN. The output features include the logarithm of the fundamental frequency (LF0), voiced/unvoiced flag and line spectral pairs (LSP) [21] with first and second order difference. In the synthesis stage, the parameter generation algorithm [22] and the vocoding technique [23] were used to synthesis the speech.
Experiments and Discussion
To evaluate the proposed technique, a series of experiments have been carried out for the Mandarin language. Firstly, the word embedding after joint training with the phoneme embedded vector is compared with other training strategy. Then, the replacement from the binary vector with the one-hot representation to the PEV and WEV for the phoneme identity features was made for evaluation in the BLSTM-RNN based speech synthesis systems. After that, the PEV trained with the lexical tone for the tone language of Mandarin was compared by the generated voice with the PEV without the lexical tone.
The corpus used in the following experiments is about seven hours from a female talker speaking mandarin. The speech parameters include the LSP extracted from the STRAIGHT spectrum [24] and the logarithm of the fundamental frequency (LF0). The contextual features are represented as a vector for every frame with a dimension of 379 where 300 dimensions are used for the one-hot representation of the phoneme identity features. In the proposed BLSTM-RNN based speech synthesis system, the phoneme identity feature is represented with the continuous vector generated from the PEV with WEV in Equation (6) . So the dimension for training the PEV with the WEV is also set to 300 to keep the same dimension with the input contextual feature. Before taken into the network training, these two features are both normalized as a Gaussian distribution with zero mean and unity variance. The quality of the synthesized speech was verified in two ways. The first one is the objective measures, including the root mean square error (RMSE) between the generated and the original speech parameters and log spectral distance (LSD) [25] between the generated and the original waveforms. The other is a subjective measure in terms of the ABX preference scores [26] where subjects were asked to listen to two versions of synthesized speech and choose the preferred one according to quality and naturalness of the synthesized speech. The better one will get a preference score of "1" or no preference (N/P) score of "1". The final scores are calculated by the mean value of the scores given by the 20 listeners who are working in the speech technology areas.
Word Embedding with Different Training Strategy
We collected a large Mandarin corpus for embedding training. The corpus contains 240 million words and the vocabulary size is 238 thousand. The training tool provided in [17] is a joint training version of wrod2vec and is further adopted to train the embedding vectors in this paper. Three versions of word embedding have been trained for evaluation: word embedded vector (WEV) only, word embedded vector (WEV) with syllable embedded vector (SEV) and word embedded vector (WEV) with phoneme embedded vector (PEV). In Table 1 , the words with the five lowest distances from the word of "Beijing" are listed for these three versions of word embedding. The words listed are all the provincial capitals of China where the top two cities of "Tianjing" and "Shanghai" are both the municipalities as is "Beijing" in China. The results indicate that the word embedding has been learned successfully from the joint training structure with WEV and PEV. The PEV takes a non-semantic meaning of the word and direct comparison between the PEV for different phonemes cannot get a meaningful result. But the PEV together with the WEV is assumed to be able to describe the pronunciation of the word because the pronunciation is also influenced by the neighboring contexts. This assumption will be testified in the BLSTM-RNN based speech synthesis systems with the input of PEV and WEV.
Replacement from one-hot representation to the PEV and WEV
Two versions of the BLSTM-RNN based speech synthesis systems were trained. One takes the binary vector with the one-hot representation for the phoneme identity features as the input contextual feature. The other replaces the binary vector with the continuous real-valued vector composed by the PEV and WEV in the input contextual feature. After replacement, the dimension of the PEV and WEV is consistent with the binary vector with one-hot representation for the phoneme identity features. After training, two versions of synthesized speech were generated to be compared in the objective measures and the preference listening test. The experimental results are described in Table 2 and Table 3 .
Three types of objective measures are considered in Table 2 . All these measures show that the BLSTM-RNN based speech synthesis system with the input of the continuous realvalued vector generates a better trajectory of the speech parameters than the binary vector. The biggest improvement is the RMSE of LSP which has been reduced by about 5% from 1.113 to 1.053. The other two measures are also showing a small reduction.
The generated trajectory of the speech parameters was further compared in the subjective listening test. The ABX preference score is listed in Table 3 . About 39.3% of listeners preferred the speech synthesized with the input of the continuous real-valued vector whereas about 25.3% of listeners chose the better speech synthesized with input of the binary vector. The rest, about 35.4, were without preference for either version of the synthesized speech.
It can be concluded from the results of the objective measures and the subjective listening test, that the continuous real-valued vector composed by the PEV and WEV is a better substitution compared to the binary vector of the phoneme identity feature in the input contextual feature. 
Comparison between PEV and PEV with the tone
Mandarin is a tone language and there is a binary vector with a dimension of 5 to distinguish different tones of the Mandarin syllable in the input contextual feature. In the previous experiments, the phoneme embedded vector (PEV) was trained without the tone tag. In the following experiments, the PEV will be trained with the tone tag named as Tone-PEV. In the previous experiment, the number of the PEV is 60 and the number of the initial and final in Mandarin is also 60. In training the Tone-PEV, the number will be expanded to 300 with the tone tag while the dimension for the Tone-PEV is kept as the same. The experiment was carried out to compare these two versions of the PEV in the BLSTM-RNN based speech synthesis systems. The results of the comparison are described in Table 5 and Table 6 .
The objective measures demonstrate that the Tone-PEV is not as good as the PEV in the BLSTM-RNN based speech synthesis systems, especially for the RMSE of LF0 which has been increased from 0.132 to 0.164. The subjective listening tests also indicate that the generated voice for the PEV without the tone is more favored by about 60% than with the Tone-PEV. therefore, we can draw the conclusion that it is not appropriate to describe the tone information in the embedded vector. One possible reason for this is that the proposed realvalued vector is a combination with the PEV and WEV. But the WEV cannot be learned with one tone tag. So only considering the PEV with the tone tag is not enough to describe the tone information. 
Conclusion and Future Work
This paper proposes a method to encode the pronunciation of the phoneme identity feature as a continuous real-valued vector. It is realized by the combination of the phoneme embedded vector (PEV) and word embedded vector (WEV) which learned under the joint training structure in the word embedding model. This vector is utilized to replace the binary vector of the phoneme identity feature in the input of the bidirectional long short term memory recurrent neural network (BLSTM-RNN) based speech synthesis systems. Experiments were carried out to testify the effectiveness of the proposed technique and the results show that the quality of the synthesized speech has been improved by replacing the binary vector with the continuous real-valued vector. It is proved that the continuous real-valued vector is able to parameterize the pronunciation of the phoneme.
