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Application of machine learning to viscoplastic flow modeling
E. Muravleva,1 I. Oseledets,1 and D. Koroteev1
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(Dated: September 20, 2018)
We present a method to construct reduced-order models for duct flows of Bingham
media. Our method is based on proper orthogonal decomposition (POD) to find
a low-dimensional approximation to the velocity and artificial neural network to
approximate the coefficients of a given solution in the constructed POD basis. We
use well-established augmented Lagrangian method and finite-element discretization
in the “offline” stage. We show that the resulting approximation has a reasonable
accuracy, but the evaluation of the approximate solution several orders of magnitude
times faster.
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I. INTRODUCTION
Viscoplastic properties of materials play an important role for various technological pro-
cesses related to development of hydrocarbon reservoirs1. Examples of such processes are
hydraulic fracturing2–4 and flow diverters5,6. Real-time control in such processes is often
required, and it is impossible without fast solvers.
Viscoplastic flow modeling is often computationally expensive, see recent reviews7,8. In
this paper we apply reduced order modeling and machine learning techniques to approxi-
mate the results of numerical simulations of viscoplastic media. The idea is that the physical
system is described by a few number of input parameters (i.e. Bingham number), but the
numerical simulation is computationally expensive. Our goal is to compute the approxima-
tion to the solution by learning from the results of numerical simulations for different values
of parameters, describing the system.
The computation is split into two steps. At the first step (which is also called offline
stage) we conduct numerical simulation for different values of parameters and collect solu-
tions (so-called snapshots). This step is computationally expensive and is typically done
using high-performance computing. Based on the result of numerical simulation we com-
pute the approximant, which can be computed efficiently for any new value of parameters
in the online stage. Although this is a standard framework in the field of reduced order
modeling, application of these methods to numerical simulation of viscoplastic media faces
several challenges which we address. The main challenge is that the equations are nonlin-
ear, and even it is quite straightforward to reduce the dimensionality of the problem using
proper orthogonal decomposition (POD), it is not simple to construct the approximant that
is easy to evaluate for new parameter values. In order to solve this problem, we introduce an
additional approximant, which is based on artificial neural networks (ANN) and is learned
using standard backpropagation techniques. As an alternative to ANN other approximation
schemes for multivariate functions can be used. One of the promising approaches is the
proper generalized decomposition, which was succesfully applied to different computational
rheology problems9,10. The main difference with our approach is that the parametric de-
pendencies in the considered problems are typically smooth, whereas ANN can approximate
more general classes of functions, which are, for example, piecewise-smooth. To summarize,
main contributions of our paper are:
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• We propose a “black-box” approach to construct a reduced-order model for Bingham
fluid flow in a channel based on POD to compute a low-dimensional projection, and
ANN to approximate the coefficients of POD decomposition from the parameters.
• We show the accuracy of the proposed approximation for a single yield stress for
different domains.
• We show the accuracy of the proposed approximation for piecewise-constant yield
stress limit.
• Our method allows to achieve several orders of magnitude speedup for the considered
examples.
II. TEST PROBLEM
A. Governing equations
The constitutive relations of viscoplastic Bingham medium connect the stress tensor τ
to the rate-of-strain tensor γ˙ as follows:
γ˙ = 0, |τ | ≤ τs,
τ =
(
τs
|γ˙| + µ
)
γ˙, |τ | > τs,
where µ is the plastic viscosity, τs is the yield stress, u is the velocity vector, γ˙ =
1
2
(∇u+ (∇u)>), and the norms of the tensors γ and τ are defined by
|γ˙| =
√
γ˙ : γ˙, |τ | = √τ : τ .
As a test problem, we consider well-known Mosolov problem11–13. It describes an isothermal
steady laminar flow of an incompressible Bingham fluid in an infinitely long duct with
a cross-section Ω ⊂ R2 under the action of the pressure gradient. It is modeled by the
following equation
− µ∇2u− τs∇ ·
( ∇u
|∇u|
)
= ∇p, u∂Ω = 0, (1)
which follows from mass and momentum conservation laws. We consider the no-slip (Dirich-
let) boundary conditions. Here u is the axial velocity (u = (0, 0, u)), ∇p is a pressure drop,
∇u =
(
∂u
∂x
, ∂u
∂y
)
.
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After proper rescaling14 x̂ = x
L
, û = L
2∇p
µ
u, B = τs
L∇p , L is a characteristic length of
the cross-section, we can obtain the dimensionless form of the problem (1) with the Bingham
number B as a parameter:
−∇2û−B∇ ·
( ∇û
|∇û|
)
= 1, û∂Ω = 0. (2)
From now on we will use the form (2) and omit caps in the notation.
This problem has been solved numerically in many papers (both for steady14–20 and
unsteady21,22 cases). Wall slip boundary conditions were considered in23–25.
B. Numerical methodology
The solution of the Mosolov problem (2) can be found from the minimization of the
functional
J(u) =
∫ (
1
2
|∇u|2 +B|∇u| − u
)
dx→ min
u∈H10 (Ω)
(3)
One of the most widely-used approaches to solve (3) is the augmented Lagrangian method
(ALM)26, which has the following form. First, we introduce an additional variable q = ∇u
and consider constrained minimization problem
min
u,q=∇u
J(u,q), J(u,q) =
∫ (
1
2
|q|2 +B|q| − u
)
dx.
To deal with the constraint, the Lagrange multiplier λ is introduced, and also a penalty
term is added, thus leading to the augmented Lagrangian
Lr(u,q,λ) =
∫ (
1
2
|q|2 +B|q| − u
)
dx+
∫
λ · (q−∇u)dx+ r
2
∫
|q−∇u|2dx. (4)
The original minimization problem (3) is equivalent to finding a saddle point of the functional
(4)
max
λ
min
u,q
Lr(u,q,λ).
For finding the saddle point of (4) we use the ALG2 method26, which is an iterative al-
gorithm. At each iteration, given u(k),qk,λk we compute the next approximation u(k+1),
q(k+1), λ(k+1) by the following steps:
• (Update u) Solve
− r∇2u(k+1) = 1 +∇ · (λk − rqk). (5)
4
• (Update q)
q(k+1) =

0, if |λk + r∇u(k+1)| ≤ B,
λk+r∇u(k+1)
1+r
(
1− B∣∣∣∣λk+r∇u(k+1)∣∣∣∣
)
, otherwise.
(6)
• (Update λ)
λ(k+1) = λ(k) + r
(
q(k+1) −∇u(k+1)) . (7)
As an initial approximation, we choose q(0) = 0, λ(0) = 0. To implement (5), (6), (7)
numerically, we use weak formulations for each of these problems and finite element method
(FEM). We use FENICS package27 for the implementation, where only weak formulation of
the problem is necessary, and everything else (including unstructured mesh generation) is
done automatically. We used standard finite element spaces: for velocity we used piecewise-
linear functions, and for q and λ – piecewise-constant functions. Given the solver (which
consists of executing steps (5), (6), (7) until convergence), we can now focus on the main
problem considered in this paper: the construction of the reduced model.
III. CONSTRUCTION OF THE REDUCED MODEL
ALG2 algorithm is time consuming, since it typically requires many iterations, and on
each iteration a boundary value problem needs to be solved. We will refer to the ALG2
method as the full model. Our goal is to construct a reduced model which takes the same
input parameters as the input, and computes the approximation to the solution obtained
by the full model, but much faster. In order to construct the reduced order model we use a
standard procedure. We first run the full model for a certain set of input parameters in the
so-called offline stage, and then, using these results, construct the reduced order model that
is able to compute approximation to the solution for any other parameter B in the online
stage. In this paper we are focusing on the reduced order model for the computation of the
velocity u.
A. Dimensionality reduction
Let us describe the proposed approximation procedure more formally. The full model
can be considered as a computation of the mapping B → u(B), which maps from the
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space of parameters to the space of solutions u(B) ∈ RN , where N is the number of finite
elements used. Our approximation procedure consists in two steps. First, we construct a
low-dimensional subspace in RN that approximates u(B) for all B of interest. Specifically,
we look for the basis vectors u1, . . . , um of length N , where m N and organize them into
an N ×m matrix
U =
[
u1 . . . um
]
.
Then, for any B we approximate u(B) as
u(B) ≈ Uc(B), c(B) =
[
c1(B) . . . cm(B)
]
. (8)
where B → c(B) is a mapping from the parameter space to Rm. Representation (8) can be
also written as
u(B) ≈
m∑
k=1
ukck(B).
We need to solve two problems: construct the basis and compute coefficients for given B
in a fast way.
The construction of such low-dimensional basis is called linear dimensionality reduc-
tion28–30, and the representation (8) is called proper orthogonal decomposition (POD). POD
is defined by the matrix U . The columns of U are called POD modes. This matrix can
be computed by using singular value decomposition of the so-called snapshot matrix. To
construct this matrix, we select M > m values of parameters B1, . . . , BM , compute the
solutions using the full model u(B1) . . . u(BM) and put them as columns into an N ×M
snapshot matrix S. The POD modes are obtained as the first m left singular vectors of this
matrix. The number of modes m can be estimated from the decay of singular values of S.
However, the dimensionality reduction is not enough, since in the online stage the coef-
ficients c(B) have to be computed. Thus, the second step is the approximation of c(B) by
another function ĉ(B) which we will be able to evaluate in a fast way. If such approxima-
tion is given, the computation of (8) is done by first evaluating the vector ĉ(B) and then
computing the matrix-by-vector product Uĉ(B).
To compute ĉ(B) we can reuse the snapshots which were used for the construction of the
basis. Given u(B1), . . . , u(BM) and basis U we compute
c(Bk) = U
>u(Bk), k = 1, . . . ,M.
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Then we fix a set of mappings B → ĉ(B) and find the one that minimizes the mean squared
error:
M∑
k=1
‖c(Bk)− ĉ(Bk)‖2 → min, (9)
where ‖ · ‖ is the Euclidean norm of the vector. As an approximation class of mappings
ĉ(B), we will use artificial neural networks, which are very efficient for the approximation
of multivariate functions.
B. Approximation of coefficients using artificial neural network
A detailed introduction of artificial neural networks is out of the scope of this paper, and
can be found, for example, in31, but for the convenience we will provide basic definitions.
Artificial neural network is a parametrized mapping from the input to the output, given
as a superposition of simple functions. We use so-called deep feedforward fully-connected
networks, which are defined as follows. Given an input vector z of length n1, we introduce
a weight matrix W1 of size n2× n1, a bias vector b1 of length n2, select a nonlinear function
f that maps from R to R and compute
yi = f
(
bi +
n1∑
j=1
Wijzj
)
, i = 1, . . . , n2.
Function f is a function of one variable and is called activation function. Typical choice
for this function is a sigmoidal function, or so-called rectified linear unit (ReLU). For the
simplicity we will use notation
y = f(Wz + b),
for such transformation, meaning that f is applied elementwise to the vector Wz + b. This
is a non-linear mapping, and corresponds to a one-layer neural network. A deep neural
network is defined by taking a superposition of such transforms. We introduce matrices
Wk of size nk+1 × nk and vectors bk of length nk, k = 1, . . . , K. Using them, we define a
K-layer neural network transformation from an input vector z to an output vector y as
y1 = f(W1z + b1), y2 = f(W2y1 + b2), . . . , y = yK = f(WKyK−1 + bK).
The vectors yk, k = 1, . . . , K − 1 are outputs of hidden layers of a neural network. The
size of the vector yk is called the width of the k-th layer. It is also very important that
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neural networks provide universal approximation: with sufficient width of the layers a good
approximation can be obtained for any continious function32. In practice, however, we are
interested in smaller widths of the layers while maintaining the required accuracy. We first
fix the neural network structure, i.e. define the number of hidden layers and their widths,
and also select the function f . The weight matrices Wk and vectors bk, k = 1, . . . , K are
called parameters of a neural network model.
In our case the neural network takes B as an input, and outputs a vector of coeffi-
cients of length m. An example network structure is shown on Figure 1. Given the pairs
B
Hidden Hidden Hidden
Coefficients
Figure 1. Three-layer neural network with one-dimensional input, hidden layer widths 5, 5, 5 and
output of length 2.
(Bk, c(Bk)), k = 1, . . . ,M , we minimize the functional (9) with respect to the parameters of
the neural network. This is not a simple task, since it is a non-convex optimization prob-
lem. Fortunately, there are several standard methods for solving this optimization problem,
based on stochastic gradient methods31, which are implemented in modern machine learn-
ing packages, like Tensorflow33, and can be readily used. These methods have very good
performance in practice. Among them, ADAM optimizer34 is one of the most efficient and
we will use it.
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IV. NUMERICAL RESULTS
A. Single yield stress limit
As our first example, we consider a single-parameter case, namely, the parameter is the
Bingham number B. We examine several types of cross-sections: square, rectangle, triangle,
L-shaped domain. We randomly sample Bingham numbers from a uniform distribution
on [0, 1] to obtain snapshots. Note that for all these domains the critical yield stress is
smaller than 1, so for B > Bcrit the velocity is equal to 0, and snapshots, corresponding to
these parameters do not provide any additional information. Such behavior is automatically
captured by the proposed algorithm. For each domain, we collect the snapshot matrices,
compute first POD basis functions, and corresponding coefficients. Singular values of the
snapshot matrices decay very fast (see Figure 2), and m = 20 provides very high accuracy
of the approximation. The first basis functions for different domains are shown on Figure 3.
0 20 40 60 80 100 120
10 15
10 13
10 11
10 9
10 7
10 5
10 3
10 1
square
rectangle
ellipse
triangle
L-shape
Figure 2. Decay of singular values of the snapshot matrices for different domains. Horizontal axis
corresponds to the number of the singular value.
.
As we see, the singular values decay very fast, thus it is sufficient to leave at most m = 20
coefficients to get a good approximation. It is also interesting to look at the POD modes.
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The first 5 POD modes and corresponding singular values are shown in Figure 3. Note that
the first POD function has the structure “similar” to the typical flow pattern for each shape.
This is an interesting topic for further research.
(a)
(b)
(c)
(d)
(e)
Figure 3. First 5 POD basis functions for different domains
To construct a neural network approximation for the mapping from B to the first K
coefficients of the POD decomposition, we randomly split the dataset into test and train
parts (33% test and 67% train), and learn a corresponding mapping. As an architecture of
ANN we take 3 hidden layers with 60, 50, 40 hidden units, respectively and one output layer.
As an optimizer, ADAM optimizer34 was used with default parameters. The relative error
of approximation of coefficients on the test set for different domains is given in Table I.
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Domain Relative error
square 0.006686
triangle 0.005700
L-shape 0.008667
rectangle 0.005344
ellipse 0.003489
Table I. Relative error in the L2 norm for the approximation of the first K = 200 coefficients of
the POD decomposition (test set).
B. Non-homogenious yield stress limit
We consider the square case (Ω = [−1
2
, 1
2
]2), and a piecewise-constant yield stress limit.
This corresponds to the flow of different fluids with different yield stress limits. This type of
flows is rather common in practice: it includes such processes as lamination, coextrusion and
deposition. For the model problem we consider a two-parameter problem with piecewise-
constant B(x1, x2):
B(x1, x2) =
B1 x1 ≤ 0,B2 x1 > 0.
The parameters B1 and B2 vary from 0 to 0.8. For this problem we need to select more
snapshots than for a single stress limit to get similar accuracy. We also have to sample
two-dimensional points in the parameter space. To generate the POD basis, we compute
500 snapshots with B1 and B2 generated using Halton quasi-random sequence generator
35.
The decay of singular values of the snapshot matrix is shown on Figure 4, and several
first singular vectors are depicted on Figure 5. Then we split the dataset randomly into
training (67% points) and testing (33% points), and fit a fully connected ANN to map two
input parameters (B1 and B2) to the first 20 coefficients of the POD decomposition. As an
architecture of ANN we take 3 hidden layers with 60, 50, 40 hidden units, respectively and
one output layer.
As an optimizer we again use the Adam optimizer with default parameters. The relative
error for the approximation on the test set is 0.008.
The main benefit of using the reduced model is that computing the approximate solution
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Figure 4. Decay of singular values for two-parameter problem
.
Figure 5. First five POD basis functions
.
for new B1, B2 is very fast. The final model takes approximately 4 milliseconds to evaluate,
whereas the full FEM model takes 45 seconds. The comparison of two solutions is given on
Figure 6 for B1 = 0.25 and B2 = 0.05.
C. Flow rate vs pressure drop approximation
As an example of application of the reduced order model, we use it to compute the
dependence of the flow rate on the pressure drop. To do that, we need to solve (1) for fixed
12
Figure 6. Comparison of FEM and approximate solution
.
τs, µ and varying pressure drop. This is equivalent to the computation of the solution of (2)
with varying B. We can also compare the result computed from the approximant and the
solution obtained from the full model. On Figure 7 the results are shown for different cross-
sections and B = 0.1, and on Figure 8 the results are shown for the non-homogenius yield
stress case with different B1 and B2. The error behaviour is very similar to one-parameter
case, so we omit it here.
It can be seen that in all cases the flow rate is approximated by the reduced model very
accurately. The reduced order model is also much faster: the total computation time for
100 different pressure drops was 0.05 seconds for the reduced model, and 66 seconds for the
full model.
V. CONCLUSIONS AND FUTURE WORK
We have presented a general approach for the construction of reduced models of Bing-
ham fluid flows in the simplest possible case — duct flow. Although being model, these
flows share the main characteristics of more general cases. The proposed method is “easy
to implement”: all the steps are automatic (generation of snapshots and fitting a neural
network), but difficult to analyze: there is no guarantee that the approximated solution
will share important properties of the original solution, such as positivity. This requires a
separate study, as well as the application of the constructed reduced-order model to real-life
13
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Figure 7. Flow rate vs pressure drop (left), difference between reduced and full model (right) for
different cross-sections
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
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Flow rate vs pressure drop
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B1=0.1, B2=0.2
B1=0.2, B2=0.2
Figure 8. Flow rate vs pressure drop for non-homogenious case for different Bingham numbers
.
design problems.
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