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Abstract 
This report provides an overview and discussion of the past decade of academic evidence on 
the causal effects of resources in schooling on students’ outcomes. Early evidence lacked 
good strategies for estimating the effects of schools resources, leading many people to 
conclude that spending more on schools had no effect. More recent evidence using better 
research designs finds that resources do matter, but the range of estimates of the impacts is 
quite wide. The review devotes special attention to differences across the early years, primary 
and secondary phases. Theoretical work has indicated that interventions early in a child's life 
may be more productive than interventions later on. However, although there are more 
examples of good quality studies on primary schooling, the existing body of empirical work 
does not lead to a conclusive case in favour of early interventions. 
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Introduction, Background and Scope 
 
By 2009, Britain was well above the average amongst OECD countries in terms of the share 
of national income spent on primary and secondary schooling, spending about 4.5% of GDP 
compared to an OECD average of 4.0% and the EU average of 3.8% (OECD, 2012). At the 
same time, Britain’s performance in the OECD PISA international student assessment was 
broadly similar to the rest of Europe and the OECD as a whole (OECD, 2011)
1
. As Figure 1 
shows, real total public expenditure in England increased substantially in both the primary 
and secondary phases up to 2009, rising from around £13 billion in 2005 up to around £14.5 
billion in 2009 for each phase (all in 2005 prices). Prior to this period there were even more 
dramatic increases in public funding, with primary and secondary per-pupil spending 
increasing in real terms by over 47% in real terms between 2000 and 2007
2
. Since 2009, 
expenditure has levelled off but still stands at around £15 billion in each of the primary and 
secondary phases (expenditure on nursery education is considerably less, because coverage is 
not universal; see Figure 1 below). 
A key question then, especially in times of austerity in the wake of the ‘Great Recession’, 
is whether this is a good use of resources. A superficial look at academic results at the end of 
compulsory education suggests considerable payoff to expenditure increases over the decade, 
with the proportion achieving 5 or more A*-C GCSEs increasing from 49% in 2002 to 64% 
in 2008 (DfE figures
3
). Primary school performance has shown less improvement with the 
proportion reaching the target Level 4 grade rising by only 5% from 75-80% after 2002, and 
higher achievement at Level 5 staying roughly constant at around 30%. However, many 
commentators raise doubts over to what extent any gains in these national tests represents a 
genuine improvement in standards, given that UK students showed almost no change in 
performance in the OECD international student assessment (PISA) reading, science tests or 
maths tests between 2006 and 2009
4
. Businesses and universities also remain perennially 
disappointed in the capabilities of students leaving the educational system, and the public 
perception is of low standards despite the good league table results. 
A more nuanced consideration is to what extent the allocation of resources across the 
education phases is optimal in terms of benefits for student outcomes, and whether rather 
than increasing resources overall, a redistribution across the phases would generate benefits. 
According to OECD figures, spending per pupil is fairly well balanced across the primary 
and secondary phases ($US 9000 and $US 10000 respectively in 2009). Compared to other 
OECD countries, spending per pupil on primary education is high in Britain relative to 
spending other phases. We spend 10% more per pupil on secondary education than primary 
education, whereas the OECD average is 20%. We spend 25% less per pupil on nursery 
education than on primary education, compared to 11% less in other countries. The general 
                                                     
1
 In 2009, the UK was 1 point above the OECD average and 2 points above the western Europe average in 
Reading (494, 493, 492, respectively), 4 points below the OECD average and 8 points below the western Europe 
average in Maths (492, 496 and 500 respectively), and 13 points above the OECD average and 11 points above 
the western Europe average in Science (514, 501 and 503 respectively). Averaging across all the subjects, the 
UK was 1 point above the western Europe average and 3 points above the OECD average (500,497,499 
respectively). The standard deviation of scores across countries is 25.5.  
2
 http://www.education.gov.uk/researchandstatistics/statistics/allstatistics/a00196759/spending-per-pupil-in-
cash-terms  
3
 http://www.education.gov.uk/researchandstatistics/statistics/allstatistics/a00196904/gcse-attainment-by-
eligibility-for-free-school-mea  
4
 Reading scores were 3 points above the OECD average at 495 in 2006, and 1 point above the OECD average 
in 2009. Maths scores were 3 points below the OECD average at 495 in 2006, and 4 points below the OECD 
average at 492 in 2009. Science scores were 15 points above the OECD average at 515 in 2006 and 13 points 
above the OECD average in 2009. 
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patterns are illustrated in Figure 2, which plots nursery and secondary education expenditure 
per pupil against primary expenditure. Red labels show nursery spending, and the majority of 
labels below the 45 degree line indicate that countries spending less on nursery education (per 
pupil) than primary education. Blue labels show secondary spending, with the majority above 
the 45 degree line. Evidently there is considerable variety amongst countries in terms of 
expenditure policy across the phases. 
It is of course inappropriate to draw inferences about the impacts of expenditure or other 
policy variables by simply comparing changes in expenditure with changes in performance 
over time, or by simple comparisons across countries. Changes in student achievement within 
countries over time, and differences between countries arise through a myriad of other 
channels. Deeper research is needed. With these questions in mind, this report provides a 
summary of recent academic evidence on the causal effects of resources in schooling on 
students’ outcomes.5 The review and discussion makes special reference to the differences in 
effects at different phases of schooling from early years, through primary to secondary 
schooling.  
The survey looks at empirical work on the impact of additional resources on the outcomes 
of students, in terms of school achievements and qualifications. We also consider longer run 
outcomes, including continuation to higher education and subsequent labour market earnings, 
where evidence is available. By ‘educational resources’ we mean increases in general 
expenditure per student, or resource-based educational interventions and policy changes 
which explicitly involve additional resources, rather than changes in pedagogic methods. 
These resource-based interventions can involve additional spending on technology, 
infrastructure or other material resources. But usually, ‘resources’ are linked to staff costs 
either through employment or pay. In particular, general increases in expenditure per pupil 
are most commonly linked to reductions in pupil/teacher ratios or class sizes, so the survey 
will also describe the extensive literature on the effects of class-size reduction, which has 
been a fertile area for research. 
The evidence presented in the report is drawn mainly from the literature in economics and 
economics of education. Researchers in this field have an interest in the costs and benefits of 
education policy. Therefore, estimation of the impacts of spending on outcomes, both for 
students and the wider economy has been a natural focus of research attention. A natural take 
off point for a survey of recent evidence in this discipline is the debate featured in a special 
issue of the Economic Journal in 2003. The centrepiece of this issue was two articles, one by 
Eric Hanushek and one by Alan Krueger (Hanushek, 2003; Krueger, 2003), which set out 
what was, at the turn of century, and is still, a central question over the interpretation of the 
evidence on the link between resources and outcomes in schooling. One view that has 
become widespread amongst economists and some other social scientists (epitomised by 
Hanushek’s work based on meta-analyses of earlier studies) is that the available evidence, on 
balance, shows no benefits from additional spending in schools, at least at the margin 
available to policy makers in developed economies. The alternative view (set out by Krueger) 
is that much of the traditional statistical evidence is of poor quality, and that reliable 
estimates require careful experimental or experiment-like research designs. Emerging 
evidence from studies of this type is much more favourable to resource-based school 
interventions like class-size reductions. These general arguments still shape the landscape of 
research on school resources, and it is from this point that our survey picks up the debate, 
covering evidence that has emerged since then and spanning the decade since the 
Krueger/Hanushek articles which summarised the state of play in 2003.  
                                                     
5
 The review was commissioned by Ofsted as part of a project on evaluating the effectiveness of educational 
policy across all schooling phases. 
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Recent research in this field has paid close attention to issues of ‘causality’ i.e. 
establishing a causal connection running from changes in spending to changes in outcomes, 
rather than correlations and other statistical associations, because of the importance of causal 
estimates in informing policy. There have been many advances in the understanding of the 
challenges in measuring these causal effects of school resources and these advances have led 
to a better appreciation of the limitations of early evidence. In response, there has been more 
widespread adoption of improved estimation methods and research designs in empirical 
research. Greater data availability has also assisted this development. The review is set 
against this background of improvements in practice and data, which also help define its 
scope. Our review is selective in the sense that it highlights evidence based on what we 
consider good practice in empirical methods aimed at estimating the causal link between 
spending in schools and student outcomes. We make use of the many existing surveys that 
summarise the state of the literature recently, and prior to 2002. In addition, we highlight 
specific recent studies in more depth where we judge these examples to be of particular 
relevance or importance. In some cases we highlight studies which, while not exhibiting best 
practice in terms of data and methods, may be of interest because they look at special issues 
not covered elsewhere, or cover contexts where better data and methods are simply not 
available. 
The structure of the report is as follows. The next section outlines the methods used in the 
empirical work that is covered by the review, in order to highlight both the limitations of 
some types of study, and the strengths of others, to assist the reader in making their own 
evaluations of the evidence. The main body of the survey splits the material into sections 
covering the effects of expenditure in two school phases: early years and primary school in 
Section 3 and secondary school in Section 4. Within each section, the material is organised 
into sub-sections relating to geographical coverage, firstly the UK, and then international 
evidence from other developed countries. Section 5 looks briefly at evidence from developing 
and less developed countries, where there has been a surge in evidence from policy changes 
and field experiments. Section 6 outlines the literature on the links between school resources 
and aggregate (country, regional) outcomes like growth and GDP, although given the 
limitations of this line of research we do not discuss specific studies in depth. Following this 
outline of the literature, Section 7 draws together the findings to summarise the limitations of 
the evidence, and what policy makers can learn given the current state of knowledge in this 
field, paying particular attention to the relative benefits of expenditure at the various 
educational phases. 
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Figure 1: Total real expenditure in England by phase, 2005 to 2011 (£millions, in 2005 
prices) 
 
Source: Authors’ elaboration from DfE LA summary budget data 2005-2011, Academies Spend Data 2011 and 
CPI. Academies spending data unavailable prior to 2011. Nursery spending is LA maintained nursery schools 
only. 
http://www.education.gov.uk/schools/adminandfinance/financialmanagement/schoolsrevenuefunding/section25
1/archive/b0068383/section-251-data-archive/budget-data---summary-level 
http://www.education.gov.uk/schools/performance/academies.html 
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Figure 2: Nursery, Primary and Secondary spending per pupil in OECD countries 
compared, 2009 (USD, purchasing power parity). Blue labels refer to secondary 
spending; pink labels nursery spending 
 
Source: OECD Education at a Glance, 2012.  
Graph plots secondary (large blue labels) or nursery (small pink labels) spending against primary expenditure. 
GBR is in centre of plot, coinciding with Sweden (SWE) and is shown highlighted. The codes refer to standard 
OECD country codes www.oecd.org/dataoecd/31/15/34107835.xls 
 
 
2.  Methods Used in Empirical Studies of Schooling and Resources 
 
All studies that we consider in this survey investigate the effects of school resources on 
student outcomes by measuring the statistical association between measures of school 
resources devoted to schooling and student outcomes – typically test scores or qualifications. 
As is well known, correlation need not imply causation, so the main challenge to this research 
program is establishing that these estimated statistical associations are the result of a causal 
link between resources and student outcomes. By a ‘causal estimate’ of the effect of 
resources on e.g. test scores, researchers usually mean an estimate of the change in test scores 
that would be expected (on average) in a group of students, from a change in the resources 
spent in school on their education. The challenge in empirical work is to determine whether a 
statistical association between school resources and student performance occurs because a 
change in school resources causes a change in student performance – the policy-relevant 
causal question - or whether a change in student performance leads to more or less resources, 
or whether changes in student performance and resources are simultaneously affected by 
something else. 
The basic research design used to answer this question is a regression analysis of student 
outcomes on a chosen measure of resource expenditure. Micro-level analyses use data at the 
AUS
AUT
BEL
CHL
CZE
DNK
EST
FIN
FRA
DEU
HUN
ISL
ISR
ITA
JPN
KOR
LUX
MEX
NLD
NZL
NOR
POLPRT
SVK
ESP
SWE
CHE
GBR
USA
AUS
AUT
BEL
CAN
CHL
CZE
DNK
EST
FIN
FRA
DEU
HUN
ISL
IRL
ISR
ITAJPNKOR
LUX
MEX
NLD
NZL
NOR
POL
PRT
SVK
ESP SWE
CHE
GBR
USA
0
5
0
0
0
1
0
0
0
0
1
5
0
0
0
2
0
0
0
0
0 5000 10000 15000 20000
primary
6 
 
student, class, school level for estimation. The underlying problem with this is that resource 
expenditure is potentially correlated with student performance for many reasons other than a 
causal link running from resources to student outcomes. In general, the issue is that pupil and 
school characteristics (e.g. ability, teacher quality) in schools or classes with more resources 
are not necessarily comparable to pupil and school characteristics in schools or classes with 
fewer resources. These pupil and school characteristics may have a direct effect on 
achievement, and are not necessarily observable to the researcher in their data. These omitted 
or confounding factors lead to upward or downward biases in the estimation of causal 
resource impacts. The principal reasons behind these differences in characteristics between 
high and low-resource schools are documented in Appendix A, but primarily relate to 
dependency of funding on school and student characteristics, and the sorting of students and 
teachers of different types into different schools: 
To overcome these problems, research designs need to ensure that comparisons are made 
between students or schools that face different levels of resources, but are otherwise 
comparable on a like-for-like basis. The traditional method of achieving this was to use 
statistical regression techniques to adjust for differences in observable (i.e. recorded in the 
data) characteristics of students and schools. In these regressions, student outcomes are the 
‘dependent’ variable, measures of school resources are the main explanatory variables, and a 
wide range of school, student and teacher characteristics are included as additional control 
variables. These control variables are intended to represent schooling inputs, other than 
financial resources, but which may be correlated with financial resources. These regression 
models are called ‘educational production functions’. Often these production functions are 
estimated using test score or achievement gains – value-added – as a dependent variable, or 
(roughly equivalently) use test scores as a dependent variable and control for prior test scores 
as an additional control variable. The point of this value-added approach is to ensure that 
comparison are made between outcome achievements of students with similar levels of prior 
achievement (which is partly determined by ability and background), thus improving the 
chances of making valid like-for-like comparisons between students or schools. 
The key underlying limitation of the general application of education production function 
regression models of this type is that they do not specify any explicit source of variation in 
resources. Estimates are implicitly based on residual differences in resources between 
students that arise due to factors other than those represented by the control variables in the 
regressions (school, student characteristics etc.). The problem then is that the results will tend 
to vary according to the set of control variables available, and it is never clear whether a 
sufficient number of factors, or too many factors are included. Too few control variables 
increases the probability of bias due to omitted/confounding factors. But as more and more 
control variables are added it becomes less and less clear why the students being compared 
are receiving different resources. For example, a regression of mean student test scores on 
expenditure per pupil using school level data might control for a wide range of family 
background characteristics. But if expenditure per pupil is determined by funding rules that 
depend primarily on students’ family background then comparing schools with the same 
average family background makes little sense, because these schools will have similar levels 
of resources. There are also common cases of mis-specification where researchers include 
various interrelated measures of resource differences in the regressions – e.g. expenditure per 
pupil and pupil teacher ratios. Causal interpretation of these estimates is difficult, because the 
regression estimates of the effect of the pupil-teacher ratio imply the effect of this increase 
holding expenditure per pupil constant. Given expenditures per pupil depend heavily on pupil 
teacher ratios, this implies that the comparison being made is between schools with high 
pupil teacher ratios and more spending on non-teacher inputs, and schools with low pupil 
teacher ratios and less spending on non-teacher inputs (in order to hold expenditure per pupil 
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constant). This is clearly not a ‘like for like comparison’. These issues are discussed in 
greater detail in Todd and Wolpin (2003). 
In order to try to overcome these problems, modern research still applies regression 
techniques, but aims to identify specific sources of variation in resources or class sizes across 
schools and/or make the comparisons that are being made more explicit. The emphasis has 
been on finding potentially random differences in resources or class sizes, which are 
uncorrelated with other student and school characteristics. This means that no, or very few, 
control variables are required and it is easier for people reading the research to assess whether 
to have confidence that the estimated relationship is causal. One ideal way to achieve this is 
to set up a dedicated experiment to investigate the effects of resources or class sizes, 
randomly assigning children to classes with different levels of resourcing. Randomisation 
ensures that students getting different levels of resources are, on average, comparable on 
other dimensions. The Tenessee Project STAR experiment is the most often cited example 
(see below Section 3.3) of this type of randomised control trial. Rockoff (2009) reports on the 
findings of a number of other class size experiments conducted prior to World War II. Such 
experiments are, however, rare and costly to implement, and have their own specific set of 
problems related to the generalizability of the experiment to the real world, and the 
possibility that participation in the experiment causes behavioural changes that would not be 
replicated outside the experiment. Therefore researchers more commonly look for existing 
settings and contexts where differences in resources can be considered random, due to policy 
design or natural variation that arises through demographic processes. These ‘quasi-
experimental’ or ‘natural experiments’ are the backbone of modern applied research in this 
field. 
There are some common standard strategies in the school resource literature. Firstly, 
natural variation in birth rates generates changes from year to year in school enrolment, 
which in turn leads to variation in class sizes (assuming teachers are not hired and fired to 
maintain class sizes constant). Thus, studies can compare outcomes in the same school in 
different years as enrolment numbers and class sizes change. Hoxby (2000) is usually 
credited with this idea. The most basic way of doing this is to set up a panel dataset with the 
same set of schools observed in multiple years. A regression of changes in outcomes from 
year to year within a school on changes in class sizes from year to year within a school, then 
provides an estimate of the effect of class size changes taking account of fixed-over-time 
differences between schools, including those induced by permanent differences in teaching 
quality and student sorting. This kind of ‘fixed effect’ design is widely applied, and has been 
used to look at the effects of expenditure changes (Holmlund, McNally and Viarengo, 2010), 
variation in peer group quality (Lavy and Schlosser, 2012), student mobility (Gibbons and 
Telhaj, 2011) and many other factors. Another common method uses class size rules (so 
called ‘Maimonides rules’, Angrist and Lavy, 1999) that impose strict limits to class sizes. 
This means that as enrolment increases from zero, a single class can vary in size up to a 
maximum threshold, beyond which it is split into two classes. Thus two schools with very 
comparable  enrolmentsments e.g. 28 and 32 will have widely different class sizes (28 and 
16) when the maximum class size is 30. Designs of this type are called ‘regression 
discontinuity’ designs, because they are based on a discontinuity in class sizes at some 
enrolment threshold. In the class size studies, this design is typically implemented by 
predicting class sizes using the class size rules, and using these predictions as a source of 
random variation in class sizes (an ‘instrumental variables’ procedure). Other common 
designs make use of specific policy interventions that allocated more money or teachers to 
particular sets of schools, comparing outcomes of students in these schools with similar 
schools not subject to the intervention. One study (Gibbons, McNally and Viarengo, 2012) 
exploits geographical variation in funding rules, and compares similar close neighbouring 
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schools that are face similar demographics and prices, but are in different funding districts so 
get different incomes. Others use political voting shares to predict funding differences based 
on local government political control, on the assumption that variation in funding is caused 
by local party policy preferences (Jenkins, Levacic and Vignoles, 2006). This strategy is 
employed in applied papers in many fields, but is subject to the criticism that the left-right 
balance of political control tends to be related to underlying demographics in the area, so is 
not self-evidently unrelated to the demographics in the schools concerned. There are various 
methods of implementing all these ‘quasi-experimental’ methods in practice – ‘fixed effects’ 
and ‘regression discontinuity’ designs as discussed above, or ‘instrumental variables’ 
methods that predict funding differentials from explicit sources of (putatively) random 
variation, but the details need not concern us here. A more detailed overview is available in 
Barrow and Rouse (2005). 
Another strand of the school resource literature takes a more ‘macro’ approach and uses 
data at a geographically aggregated level e.g. district, state, or country. These studies face a 
slightly different set of problems, although the basic principles and potential solutions are the 
same. Sorting and selection due to individuals moving classes and schools in response to 
quality and resource differences may be less of a challenge, assuming that people do not 
choose which country or state to live based on schooling. However, countries are different 
from each other on a whole range of unobserved, confounding dimensions which may 
influence both resources and student outcomes. These differences can be difficult to control 
for. Most studies of this type use a fixed-effects panel research design in which regions are 
observed over time in multiple periods, which allows researchers to control for fixed regional 
differences between regions in the same way as fixed effect panel studies of schools control 
for unobserved differences between schools (see above).  
In the sections that follow, we present an overview of results from key papers over the 
past decade. One issue is how to present and compare the size of the resulting estimates 
across different studies. Where possible we report the magnitudes scaled in terms of standard 
deviations of the outcome variables. For the reader unfamiliar with this scaling convention, a 
discussion is provided in Appendix B. 
 
 
3. Primary Phase and Early Years 
 
3.1 Pre-school investments 
It has become increasingly common to argue for the efficacy of early investment in children 
over investment at a later stage. The Nobel-laureate, James Heckman, has many papers 
arguing this point. A brief summary of the argument is as follows (in Heckman, 2004): ‘early 
environments play a large role in shaping later outcomes. Skill begets skill and learning 
begets more learning. Early advantages cumulate; so do early disadvantages. Later 
remediation of early deficits is costly, and often prohibitively so, though later investments are 
also necessary since investments across time are complementary. Evidence on the technology 
of skill formation shows the importance of early investment….’. Heckman’s work makes the 
case that investments in the early years offer higher returns than investments in later years, 
and that investment is needed in both cognitive and non-cognitive skills. These conclusions 
are drawn from a dynamic theoretical model i.e. one in which events in one period depend on 
events in previous periods. From this model, there is an optimal sequence of interventions 
over the life cycle that delivers the highest returns in terms of later life earnings, which 
depends on the functional form and parameters of the function that transforms monetary 
investments (e.g. home or school investments) in to human capital, and hence earnings 
(Cunha and Heckman, 2007 & 2008). More specifically, the optimal sequence depends on the 
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extent to which early and late investments in human capital are substitutes or complements in 
the production of skills, that is whether late investments can fully compensate for lack of 
early investments, or whether both early and late investments are needed. It also depends on 
the extent to which early investments make later investments more productive (a ‘skill 
multiplier’). Appendix C illustrates this model in more detail. Cunha and Heckman (2008) 
provide predictions about the relative benefits of investments at different ages, by calibrating 
this kind of model using statistical evidence on the associations between parental investments 
in children, measures of cognitive and non-cognitive skills during child development, and 
adult earnings. For example, they conclude that early investments in cognitive skills are 
around twice as productive in early years (age 6-7) than later (age 8 and beyond). 
6
 On the 
other hand, investments in non-cognitive skills appear to have maximum payoffs slightly 
later at age 8-9. Parental investments are measured by things like number of books at home, 
access to a musical instrument and newspapers, trips to museums, additional lessons and 
interactions with teachers. The model does, however, make quite a lot of theoretical and 
empirical assumptions, and it is quite a big step to conclude from this work that expenditures 
or interventions outside or inside the home are actually effective at changing the path of 
children’s development over the life cycle.   
These arguments are part of the rationale behind the substantial investment in early 
childcare settings in the recent past (in the UK, as in other countries). The evidence is clear 
that gaps in skills between children from different backgrounds open up at a very early age, 
as documented in Cunha and Heckman (2007) for the US and for the UK by Feinstein (2003) 
and Hansen and Hawkes (2009). For example, Hansen and Hawkes (2009) show that family 
background factors are the strongest predictors of age 3 vocabulary scores for children in the 
Millenium Cohort Study. Their Table 3 indicates that a child from parents with less than five 
A*-C GCSEs, has pre-school vocabulary scores almost 0.5 standard deviations below a 
similar child from a family where both parents are degree educated. These estimates are for 
families that are otherwise similar in terms of age, composition, ethnicity, employment and 
childcare arrangements. 
The hope has been that early education would help close these gaps in skills identified 
between children from different backgrounds at the start of school. Whether these early 
investments have helped to close these gaps , and the effect of resources and quality of 
provision in pre-school settings, is the subject of on-going research. Economic evidence on 
specific programmes is often about whether children get access to pre-school relative to a 
situation where families get no formal help (or full-day versus half day pre-school care). 
Furthermore, specific programmes are often directed to disadvantaged families and not to all 
families (e.g. Head Start, the Perry Pre-School programme in the US; Sure Start in the UK). 
Also, the focus of evaluation is whether participation in the programme has an impact on 
subsequent outcomes and not on whether variation in class size or expenditure has an impact 
(unlike in the school resources literature).  
To give one example, UK’s Sure Start local programme has been the subject of a major 
evaluation looking at age 5 outcomes, comparing outcomes for children in eligible 
(treatment) and non-eligible (control) areas. Control areas are matched to treatment areas to 
make them comparable (Institute for the Study of Children, Families and Social Issues, 
2010). The main positive effects for children relate to health - those in the treatment group 
had lower BMI and better physical health. There are mixed findings on outcomes relating to 
maternal wellbeing and family functioning. There are no differences between the treatment 
and control groups on seven measures of cognitive and social development from the 
Foundation Stage Profile (the teacher assessment carried out on entry to school). There is also 
                                                     
6
 For example, Table 17a, in Cunha and Heckman (2008) indicates that a 10% increase in investment in 
cognitive skills raises earnings by 12.5% if invested at age 6-7, but by only 5.5% if invested at age 10-11. 
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a reduction of the proportion of children living in families where no parent was in paid work 
in the treatment group relative to the control group. The report monetises the effects arising 
from the fact that parents in eligible areas move into work more quickly (£279-£557 per 
eligible child), which does not compare favourably to the costs of around £4,860 over the 
period from birth to the age of four. Of course, these figures do not capture the direct benefits 
on the child through health, cognitive and non-cognitive skills, and the report emphasises that 
these benefits may not become apparent for 10-15 years. However, it is not clear why these 
benefits are not evident in the Foundation Stage Profile, and hence where these large gains in 
educational attainment are expected to come from. 
Given the difficulty in comparing the evidence on pre-school interventions, with the 
evidence on expenditure and class size during school years, the focus of this review is from 
age-5 onwards (US kindergarten, UK Year 1) – where we do know something about the 
effect of school expenditure or class size. However, the evidence is not sufficiently strong to 
allow one to distinguish between the effects of resources at early versus late stages of primary 
education.  
 
3.2 UK evidence 
Reviews of the literature for the UK in the early 2000s found there to be few 
methodologically strong studies (Blatchford et al., 2002; Levăcić and Vignoles, 2002). 
Furthermore, similarly to many studies in the international literature, little or no relationship 
was found between class size/school resources and measures of educational attainment. Since 
that time, available data has become much richer, enabling several studies of higher quality 
than in the past. In particular, the National Pupil Database (NPD) for England contains pupil-
level information on all pupils attending schools in the state system as they progress through 
education. It is possible to link these data with school-level information on expenditure.  
Two studies that have used the NPD to look at the relationship between expenditure and 
attainment in primary school are by Holmlund et al (2010) and Gibbons et al (2011). The 
former use data between the early- and late-2000s - a period in which school expenditure 
increased by about 40%. They look at the relationship between expenditure and pupil 
attainment at the end of primary school in the Key Stage 2 tests. Their strategy involves 
controlling for characteristics of pupils and schools – including ‘school fixed effects’ and 
allowing for school-specific time trends in attainment. They find evidence for a consistently 
positive effect of expenditure across the different subjects (English, Maths and Science). The 
magnitude corresponds to about a 0.03-0.05 standard deviation increase in attainment for an 
extra £1,000 in per pupil expenditure. In the context of the literature, this is a small effect – 
although similar to comparable studies looking at secondary schools. 
Gibbons et al (2011) use the same data set over a similar time period to look at the same 
question. However, they confine attention to schools in urban areas that are close to Local 
Authority boundaries and compare neighbouring schools on different sides of these 
boundaries. The percentage of economically disadvantaged children in these schools is much 
higher than the national average (28% are eligible to receive free school meals, compared to 
16% nationally). The strategy uses the fact the closely neighbouring schools with similar 
pupil intakes can receive markedly different levels of core funding if they are in different 
education authorities. This is because of anomaly in the funding formula which provides an 
‘area cost adjustment’ to compensate for differences in labour costs between areas whereas in 
reality teachers are drawn from the same labour market and are paid according to national 
pay scales. The study shows that schools on either side of Local Authority boundaries receive 
different levels of funding and that this is associated with a sizeable differential in pupil 
achievement at the end of primary school. For example, for an extra £1,000 of spending, the 
effect is equivalent to moving 19% of students currently achieving the expected level (or 
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grade) in Maths (level 4) to the top grade (level 5) and 31% of students currently achieving 
level 3 to level 4 (the expected grade at this age, according to the National Curriculum). The 
magnitude of the effect is much higher than in the study by Holmlund et al (2011). Whereas 
the latter found a £1,000 increase to lead to an increase in age 11 attainment of about 0.03-
0.05 standard deviations, Gibbons et al find an increase of around 0.25 standard deviations. 
The main reasons for this difference are two-fold. Firstly, the sample Gibbons et al are using 
refers to schools in urban areas with many disadvantaged pupils whereas Holmlund et al use 
all schools in England. Even in the Holmlund et al study, effect sizes were higher for 
disadvantaged children (by 50-100%). Secondly, the methodology is very different. The 
Gibbons et al. study has the stronger methodology and shows that without use of a credible 
identification strategy, estimates for the effect of pupil expenditure show severe downward 
bias. This is because a high component of how resources are distributed to schools is 
compensatory. Thus, it is likely that the strategy used by Holmlund et al does not go far 
enough to remove this source of bias. 
There are fewer good studies that look at the impact of class size in the UK. The NPD 
does not allow one to observe pupils at classroom level (only the number in the year group). 
Hence the data is not appropriate for investigating this issue. A number of studies have 
looked at the relationship between class size and later outcomes using cohort studies and 
found there to be little impact (e.g. Dearden et al., 2002). Iacovou (2002) re-examined this 
issue using the National Child Development Survey (which relates to a cohort of children 
born in 1958). She shows that class size and school size are positively related and that for any 
given size of school, average class sizes in infant schools are larger than in ‘combined’ 
primary schools (i.e. schools catering for wider age range). She argues that the interaction 
between school type and school size can be used as for a predictor of class size at age 7. Her 
findings show a strong relationship between class size and reading. The estimated effect is 
around 0.29 standard deviations for a reduction in class size of eight pupils. This is in line 
with the higher end of effects found in the international literature (discussed below – Angrist 
and Lavy, 1999; Krueger, 1999). On the other hand, she did not find there to be a significant 
relationship between class size and maths scores.  
Blatchford et al (2002) also investigate the relationship between class sizes in early years 
(i.e. reception) and age 7 outcomes. However, their study relates to more recent cohorts 
(starting school in 1996 and 1997). They use multi-level models, which involves examining 
the relationship between class size and educational attainment after controlling explicitly for 
potentially confounding factors and taking account of the hierarchical structure of the data. 
They find class size effects which they view as impressive – particularly for children of low 
ability. Interpreting the magnitude of effects (with some further extrapolation), they suggest 
that a decrease of class size of 10 to below 25, is associated with a gain of about one year’s 
achievement for the lowest achieving group and about 5 months for other pupils. This 
estimate relates to literacy, although the authors also find there to be a strong relationship 
between class size and attainment in maths. With regard to the estimates cited here, the 
authors say that they are rough and should be treated with caution.  
Studies which make use of ‘natural experiments’ to uncover the relationship between 
resources and attainment often give useful insights. One such study by Machin et al (2007) 
looks at the impact of ICT funding per pupil on average attainment at the end of primary 
school. They make use of a change in the rules governing ICT funding at the Local Authority 
level. Their results show that a doubling of ICT funding per pupil led to an increase in the 
proportion of students reaching level 4 or above in English and Science by 2.2 and 1.6 
percentage points (whereas the effects were only 0.2% and not statistically significant for 
Maths). Although the paper cannot shed light on theoretical channels through which ICT 
funding raises student achievement, they argue that the reason for these fairly large impacts is 
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that there was a significant redistribution of ICT funding (as well as an overall increase) to 
more efficient Local Authorities. This stands in contrast to many international studies looking 
at the relationship between ICT and attainment, which often show no effect. 
A broad range of disparate programmes in England under the umbrella title of the 
National Strategies have received evaluations of various types (in the early years, primary 
and secondary phases), but none offer a general quantitative assessment of the benefits of the 
programmes compared to the costs, or the gains per unit of expenditure. Many of the 
interventions under these programmes are pedagogic or organisational and the resource 
implications are unclear. One specific strand – the School Improvement Budget paid to LAs – 
cost £363 million in the last year of the programme, around £50 per pupil. 
7
 The general 
summary of subsequent evaluations of the National Strategies from 2007-2011 (DfE, 2011) 
makes very bold claims that ‘investment in the National Strategies has paid major dividends’. 
However, the general story is told by simply referring to changes in trends in outcomes, and 
the underlying reports are based on case studies, small scale surveys and qualitative evidence, 
with no serious attempts to understand the causal impact of the policies. As noted by Ofsted 
(2010) there is ‘little evidence of systematic robust evaluation of specific National Strategies’ 
(p.5). A review of this work is beyond the scope of the current report. One rigorous study 
(Machin and McNally, 2008) looks at the Literacy Hour component of the National Literacy 
Project, which was an early pilot of the National Literacy Strategy. They find a significant 
impact, with a 2-3 percentile (0.06-0.08 standard deviation) improvement in the reading and 
English skills of primary school children exposed to the policy, compared to children in 
appropriately selected comparison schools. The policy involved introducing a dedicated, 
structured hour for literacy and costs of this policy were very low, estimated at only £25 per 
pupil per year.  
Another English primary school programme that has been evaluated is the London/City 
Challenge programmes which targeted a number of interventions at three metropolitan areas 
– London, Manchester and the Black Country (see also Section 4.1 below), mostly aimed at 
low-performing schools. Hutchings et al (2012) report improvements in performance (both on 
tests and Ofsted inspection ratings) in these metropolitan areas relative to other metropolitan 
areas and the national averages. They also report positive gains for the schools within each 
area that were targeted as low-performing. However, their quantitative analysis is fairly 
unsophisticated in terms of ensuring that treated and non-treated schools are compared on a 
like for like basis, there is no indication of the costs of the programme, and overall there are 
few lessons to be learned about the impacts of resources more generally.  
We now consider the international evidence more broadly. 
 
3.3 International evidence from developed economies 
There is a huge volume of work about the effects of school resources on pupil attainment – 
particularly in the US, but increasingly in Europe. There are very different views about how 
to interpret the evidence. This was strikingly portrayed in the papers published by Eric 
Hanushek and Alan Krueger in the Economic Journal (published in 2003). Hanushek’s 
(2003) view is based on a meta-analysis of 89 studies published prior to 1995. He argues that, 
taken a whole, the literature suggests little or no impact between increasing resources 
(measured in various ways) and improving educational attainment. This view has been very 
influential and is commonly cited in the literature. On the other hand, others (such as 
Krueger, 2003) argue against the ‘vote counting’ used in this methodology and suggest that 
most attention should be given to studies with the strongest methodological design.  
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However, there are studies with a strong methodological design that have found 
completely opposite findings (although in different contexts). So there is no end to the 
controversy as to how one should interpret the literature and weight the different studies. 
However, there is only one study with the ‘gold standard’ randomized design. This is the 
Tennessee ‘STAR’ (Student/Teacher Achievement Ratio) experiment, which was a large 
scale randomized trial of lower class sizes for pupils during their first four years in school. 
The first phase of the study ran from 1985-1989. In this study students and teachers were 
randomly assigned to a group of ‘regular size’ (22-25 students, to another group of regular 
size including a teaching assistant or to a small group (13-17 students)  
There have been many papers about the experiment and Schanzenback (2007) provides a 
good summary of the findings. It was found that students benefited greatly from being 
allocated to the smaller class compared to the regular-sized class (a reduction of about 8 
pupils). The effects were about 0.15 standard deviations in terms of average maths and 
reading scores (measured after each grade for the four years). The effects were much greater 
for black than for white students (i.e. 0.24 standard deviations versus 0.12 standard 
deviations) and this was primarily driven by a larger treatment effect for all students in 
predominantly black schools. There was also a differential (although less stark) between 
disadvantaged students (i.e. eligible to receive a free lunch) and other students. In third grade, 
students eligible for a free lunch gained about 0.055 standard deviations more than other 
students. In fourth grade, all students went back to regular sized classes. In grades 4 to 8, 
there continued to be a positive impact of initial assignment to a small class. However the 
magnitude of the gain reduced to one-third to one half of the initial effect. Again, the impact 
remained stronger with black and disadvantaged students. 
Recently Chetty et al (2011) look at much longer term effects of the STAR experiment. 
They link the original data to administrative data from tax returns, allowing them to follow 
95% of the STAR participants into adulthood. They find that students assigned to small 
classes are 1.8 percentage points more likely to be enrolled in college at age 20 (a significant 
improvement relative to the mean college attendance rate of 26.4% at age 20 in the sample). 
They do not find significant differences in earnings at age 27 between students who were in 
small and large classes (although these earnings impacts are imprecisely estimated). Students 
in small classes also exhibit statistically significant improvements on a summary index of 
other outcomes (home ownership, savings, mobility rates, percent college graduates in ZIP 
code and marital status). 
There has been no class size experiment as thoroughly investigated as the STAR 
experiment. However, there have been various other credible strategies used to identify class 
size effects and they do not always come up with results that are consistent with this 
evidence. One of the strategies used has been to use demographic variation across year 
groups within a school to identify class size effects. Hoxby (2000) was the first to use this 
strategy. Specifically, she exploits the idea that (after controlling for a trend) cohort sizes 
within school districts can be larger or smaller in some years than in others. Using data on 
elementary school pupils in the state of Connecticut, she is able to rule out even modest 
effects of class size on pupil attainment. Rivkin et al (2005) employ a similar approach to 
look at schools in Texas. While they find small class size effects, the magnitude varies across 
grades and specifications. Cho et al (2012) apply Hoxby’s method for students in Minnesota 
(grades 3 and 5). They also find very small effects. They estimate that a decrease of ten 
students would increase test scores by only 0.04 to 0.05 standard deviations. Another fairly 
recent paper (Sims, 2009) looks at the effect of class size reductions in California. However, 
in this case, he uses a quasi-experiment, where some schools were forced to increase the class 
sizes of later grades to facilitate the required reduction in class sizes in earlier grades. His 
estimates for grade 5 are closer to the high end of estimates in the literature, but much smaller 
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(half the size) for grade 4. Jepsen and Rivkin (2009) look at the effects of reducing class size 
in California on the cohorts directly affected (rather than those at later grades within the 
school). In their analysis, a ten student reduction in class size is estimated to raise average 
achievement in maths and reading by 0.10 and 0.06 standard deviations respectively. 
However, these effects can be completely negated by the effect of having an inexperienced 
teacher (i.e. a first year teacher as opposed to a teacher with at least two years’ experience). 
This finding points to a consequence of extensive class size reductions in the real world 
(where other things are not held constant) – a lot more teachers needed to be hired in 
California to facilitate a class size reduction across the state by roughly ten students per class. 
On the other hand, this could be just a transitionary problem of moving to lower pupil-teacher 
ratios, and not one that would persist in the medium term. 
There have been several studies about the effects of class size (in primary schools) outside 
the US. Perhaps the best known is by Angrist and Lavy (1999) for Israel. These authors were 
to first to use rules on maximum class size to conduct a ‘quasi-experiment’ about the effect of 
lower class sizes on pupil attainment. In Israel, a maximum class cannot exceed 40 pupils. 
Variation in the size of an enrolment cohort generates discontinuities in the class size 
attended by students. They find large effects of class size on the educational attainment of 
students in the fourth and fifth grade. They compare their results with the Tennessee STAR 
experiment by calculating the effect size for a reduction in class size of eight students. Their 
estimates suggest impacts of about 0.13 and 0.18 standard deviations for test scores in grades 
four and five respectively. Piketty (2004) uses a similar methodological strategy for France. 
In the French case, when second-grade enrolment goes beyond 30, another class is opened (in 
most cases). Hence, the two new classes have an average size of 15 pupils. Piketty uses this 
discontinuity as an instrumental variable (i.e. predictor of class size differences). He finds 
that a reduction in class size induces a significant and substantial increase in mathematics and 
reading scores, and that the effect is larger for low-achieving students. Bressoux et al (2009) 
use administrative rules in France to argue that effects of class size can be estimated in a sub-
sample of relatively inexperienced teachers. They find effect sizes that are close to those 
found in the Tennesse STAR experiment. Furthermore, they find that the effect size is higher 
for classes with a low initial achievement and also in areas of high socio-economic 
deprivation.  
Lindahl (2005) estimates class size effects for 5
th
 grade students in Sweden. He tries to 
identify the effect of class size on achievement by taking the difference between school and 
summer period changes in test scores. He finds that reducing class size by one pupil gives 
rise to an increase in test scores by at least 0.4 percentiles. He also find that immigrants’ 
children benefit more from smaller maths classes. He argues that the magnitude of the class-
size effect and the result that some disadvantaged groups benefit more from smaller classes 
are in line with the results of Angrist and Lavy (1999) for Israel and the STAR experiment 
for the US (Krueger, 1999). 
A number of recent papers have looked at the effect of school funding (rather than class 
size) in primary schools. In most cases, funding per pupil has to be measured at the level of 
the school (or district) rather than at the level of the class. Guryan (2001) examines the 
effectiveness of public school spending the context of an effort to equalize funding across 
school districts within Massachusetts. In particular he looks at variation in funding caused by 
two aid formulas. He finds that districts that received large increases in state aid as a result of 
the equalisation scheme had a fairly large increase in 4
th
 and 8
th
 grade test scores. 
Specifically, his point estimates suggest that a $1,000 increase in per pupil spending (about 
one standard deviation) is associated with a 0.3-0.5 standard deviation increase in test scores 
(although 8
th
 grade results are more sensitive to specification). Chaudhary (2009) investigates 
the impact of a school finance reform in Michigan. He looks at the effects on test scores in 
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the 4
th
 and 7
th
 grade and finds that effects are only significant for the 4
th
 grade. The estimates 
suggest that a 10% increase in spending ($580 on average) would increase 4
th
 grade maths 
scores by 0.10 standard deviations. With the use of another measure, he suggests that a 60% 
increase in expenditures would increase scores regarded as ‘satisfactory’ by one standard 
deviation. Chaudhary suggests that an explanation for the differential effects across grades 
could be due to targeting of resources within schools or that younger students are more 
responsive to changes in inputs. However, these data do not allow further exploration of this 
issue. The findings here are consistent with the earlier study by Papke (2005) about finance 
reforms in Michigan. She also looks at students in 4
th
 grades and finds large effects of 
expenditure on the pass rate in the Maths test. She says that a rough rule of thumb would be 
that 10% more real spending increases the pass rate by between one and two percentage 
points, and more for initially underperforming schools.  
While the above studies about the effects of school finance reforms suggest a positive 
impact of school resources, this is not always the conclusion in the recent literature. For 
example, Matsudaira et al (2012) is the most recent of many studies looking at the effect of 
‘Title 1’ (i.e. the biggest US Federal government programme targeted towards primary and 
secondary education). As they discuss, most of the literature on the effects of this programme 
finds no effect of increasing resources attributable to this funding stream. However, Gordon 
(2004) found that state and local governments adjust their funding levels in response to the 
federal grant. Matsuidaira et al (2012) re-examine this issue in a large urban school district. 
They also find that the federal grant is partly offset by a decrease in funding from other 
sources. They say that ‘given the high variation in per pupil expenditures even among very 
similar schools, however, Title 1 eligibility results in no statistically significant increase in 
total direct expenditures’. They also find that Title 1 has no impact on overall school-level 
test scores and suggest that this is unsurprising given the small amounts of money involved. 
However, they do not find any impact in the subgroups of students most likely to be affected. 
Lavy (2012) is unusual for linking expenditure to particular classes (in 5
th
 grade). He uses 
a particular experiment in Israel about changes in funding rules and shows that this is linked 
to the length of the school week and with instructional time in different subject areas (Maths, 
Science and English). His results suggest a modest effect of the policy. For example, 
increasing instructional time in each subject by one hour per week increases the average test 
scores in these subjects by 0.053 standard deviations. The effects on students with parents 
who have below average education are twice as large in maths, 25% higher in science, but 
25% smaller in English compared to those with higher than average education. Lavy argues 
that providing two or three additional hours of maths instruction per week to the low ability 
group would go a long way to narrowing the gap between socio-economic groups.  
Finally, Leuven et al (2007) investigate the impact of two specific subsidies that were 
targeted at primary schools with large proportions of disadvantaged students in The 
Netherlands. One subsidy provided extra resources to improve teachers’ working conditions 
and another subsidy provided additional funding for computers and the internet. The authors 
make use of discontinuities in the entitlement of schools to receive this funding in order to 
identify the effects. They did not find positive effects of the subsidies in either case. The 
personnel subsidy was mainly spent on extra payments for current teachers and hiring extra 
teachers. Leuven et al. interpret the negligible effect of this policy as attributable to (1) the 
fact that the extra payment was not conditioned on performance, and (2) schools targeted by 
the personnel subsidy may have already had sufficient numbers of teachers in place (the 
pupil-teacher ratio was already below 14 in such schools). With regard to the computer 
subsidy, they argue that traditional instruction methods might be more effective that methods 
using computers. They point to several other economic studies that also come to this 
conclusion (Angrist and Lavy, 2002; Goolsbee and Guryan, 2006; Rouse and Krueger, 2004). 
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4. Secondary Phase 
 
4.1 UK evidence 
A survey of evidence for the UK (and internationally) was provided by Vignoles at el (2000). 
This report summarised the state of play of evidence at the turn of the century, using evidence 
drawn mainly from the 1990s. Much of research cited in the review addresses slightly 
different questions regarding the cost effectiveness of different school types, or of different 
experimental pedagogic interventions. Many of the studies on the general effects of resources 
that are cited use methods that do not meet appropriate criteria in terms of establishing causal 
links. 
The most reliable British research they cite that provides direct evidence on the impacts of 
additional resources is based on student level data from British birth cohort studies (National 
Child Development Study – NCDS and British Cohort Study – BCS). The schooling data 
relates to age 16 during the 1970s. Despite the potential lack of contemporary relevance, the 
advantages of these cohort studies is that they allow investigation of impacts on schooling on 
later life outcomes, such as earnings. The summaries in the review indicate that only one of 
the four studies finds stable evidence that lower pupil-teacher ratios (at secondary school 
level) improve exam results and those that look at spending (at LEA level) find no effect. 
There are impacts from pupil-teacher ratios when considering differences across school types 
(private, grammar, comprehensive etc.) but not when considering differences in PTRs 
between schools of a given type (e.g. comprehensives). One of these articles (published as 
Dustman et al (2003) reports effects from pupil teacher ratio reductions on the probability of 
staying on at school (and hence on subsequent wages). Another study using the same data 
source also finds impacts of lower student-teacher ratios on wages, but only for women 
(Dearden at al, 2003). The wage effects are moderate: one less pupil per teacher (from a mean 
of 17) increasing wages by around 1%. A limitation of this work based on the NCDS is that, 
despite the rich data source and use of student level data, these are cross-sectional, 
educational production function based estimates, and the resource effects are not estimated 
from any specific policy driven difference or change in resources (although they control for a 
wide range of student background factors). 
More recent evidence on secondary school expenditure or pupil-teacher ratios in the UK 
is relatively scarce. Two reports were produced for the then Department for Education and 
Skills, by Jenkins at al (2006a and 2005b). Like a lot of recent work on education in England, 
the authors use administrative data from the National Pupil Database in England. They look 
at effects of additional spending at school-level on student’s performance at age 14 (key stage 
3) and age 16 (GCSEs). Both studies find small positive effects from general spending (or 
PTRs) on attainment in science at both ages, effects on maths at GCSE, but no effects on 
English either age. The order of magnitude of these effects is around 5-6% of one standard 
deviation in test scores, for a one-standard deviation increase in expenditure (about £300-
£400 in early 2000s prices) with little difference across pupil types. In forming these 
estimates, the authors predict spending from the political control of the Local Authority in 
which the school is located in order to try correct for the reverse linkages between school 
disadvantage and resourcing. This design (which is common in many fields of research) is 
potentially limited by the fact that voting behaviour may be related to student achievement 
through population demographics (and hence voting) rather than school expenditure. A very 
recent study uses unique information on siblings, imputed from address information in the 
National Pupil Database. By comparing outcomes for siblings exposed to different levels of 
education expenditure, Nicoletti and Rabe (2012) are better able to control for family 
background factors, and they find significant but very small impacts from expenditure on 
progress between Key Stage 2 test scores at age 11, and GCSE achievement in secondary 
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school. A permanent £1000 increase in expenditure per student raises achievement by about 
0.02 standard deviations. A potential limitation of this approach is that 85% of siblings attend 
the same school, but in different years, so the study is effectively estimating the effect of 
marginal changes in expenditure from year to year within a school. As will become clear 
throughout this review, studies that adopt designs based on short run changes over time of 
this type tend to find small impacts. However, a useful feature of the design in this case is 
that the findings can be compared directly to those in Holmlund et al (2011) which looks at 
primary school achievements in the same educational system using the same data set. The 
estimates of the resource impacts in the two phases are of a similar order of magnitude when 
using the same methods (around 0.05 standard deviations for £1000 increase), although 
slightly smaller at the secondary phase when comparing siblings.  
Class size effects in the UK are investigated by Denny and Oppedisano (2010) using 
PISA data on mathematics tests for 15 and 16 year olds, and exploiting year on year changes 
in school-specific cohort size as a source of random variation in class sizes. They also look at 
the US data in this analysis. Their findings are that mathematics scores are better for students 
in bigger classes, with one extra student in a class of 25 raising scores by 0.07 standard 
deviations. These results imply that expenditure on class size reductions is counterproductive. 
However, their research design assumes that the year to year changes in a school’s enrolment 
are not partly determined by changes in school quality (and hence student scores). 
As discussed in Section 2, the modern approach to investigating these kinds of questions 
requires explicitly defined changes or differences in resourcing from which to estimate the 
impacts, for example from resource-based policy interventions. For secondary schooling in 
England, Machin et al (2010) look at the effects of the ‘Excellence in Cities’ programme 
which allocated extra resources (about £120 per pupil per year in the early 2000s) to some 
secondary schools in disadvantaged urban areas in England. They find evidence of benefits 
from the programme in mathematics and on attendance at age 14, but not on English, but with 
variation in the effects across pupil and school types. The biggest effects are concentrated on 
medium to high ability pupils in the most disadvantaged schools. Bradley and Taylor (2010) 
in a study of the impacts of various policies on GCSE performance also report beneficial 
effects from Excellence in Cities in disadvantaged schools, with a 3 percentage point 
improvement in GCSEs for participating schools.  
Another major programme in England is the Academy programme, in which new 
Academies were built to replace failing schools in disadvantaged areas The early stages (up 
to 2009) of this programme under the Labour government has been evaluated in Machin and 
Vernoit (2011). They compare average educational outcomes in schools that became 
academies and similar schools, before and after academy conversion took place. There are 
three main findings. Firstly, schools that became academies started to attract higher ability 
students. Secondly, there was an improvement in performance at GCSE exams – even after 
accounting for the change in student composition. Thirdly, to an extent, neighbouring schools 
started to perform better as well. This might either be because they were exposed to more 
competition (and thus forced to improve their performance) or it might reflect the sharing of 
academy school facilities (and expertise) with the wider community. The National Audit 
Office in a less sophisticated evaluation also found evidence of improving performance in the 
new academies (NAO 2007). However, all these results relate to the early phase of the 
programme which was targeted at disadvantaged areas and students, where the potential gains 
are greater (as documented elsewhere in this survey). The Academies programme has been 
significantly widened, with any state school in England now able to apply for academy status 
and it is as yet, too early to evaluate the impacts of this new model. Although this programme 
clearly involved a commitment of extra resources, it is not a simple resource-based 
intervention, and assessing the additional costs in terms of expenditure per pupil is not 
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possible, given that there are high initial capital costs and that the on-going expenditure 
differences between non-academy schools are not clear cut. 
As for primary schools, Hutchings et al (2012) report improvements in performance for 
secondary schools in the London/City Challenge programme, but as discussed for primary 
schools (Section 3.2 above) there are few clear lessons about the effect of general resources 
from this study. 
Slater, Davies and Burgess (2009) take a different approach that estimates the overall 
contribution of teacher quality to the distribution of children’s achievements at GCSE. This 
study follows methods developed in the US literature – see section 4.2 below – and uses a 
dataset on Bristol students that is unique for the UK in providing linked student teacher data. 
Teacher ‘quality’ here is measured by teachers’ persistent ability to achieve test score gains 
for different groups of children in different years. Slater Davies and Burgess find (like the US 
studies) that teacher quality accounts for some of the variation in student scores. A one 
standard deviation increase in teacher quality yields a 0.3 standard deviation increase in test 
scores according to their estimates. However, these differences in teacher quality are not 
explained by teacher salary, or differences in qualifications or experience, factors which 
generally determine pay, and hence teaching resource costs. The finding is thus consistent 
with other strands of evidence that finds little or no impact from financial resources on 
student achievement. 
 
4.2 International evidence from developed economies 
The international literature is extensive. Across countries, the OECD Programme for 
International Student Assessment (PISA) and the Trends in International Mathematics and 
Science Study (TIMSS) are popular data sources for these analyses, but there are many other 
studies using country-specific administrative and survey data, with a large body of evidence 
for the US in particular. A popular approach is to use (arguably) random variation in school 
enrolment between cohorts (grades) to estimate the effect of average class size changes on 
achievement at secondary level. Woessmann and West (2006) find mixed evidence on 
mathematics and science scores of 13 year olds in a sample of 11 countries (excluding UK) in 
the TIMSS data with significant beneficial effects in Greece and Iceland, but zero or 
inconclusive results elsewhere. They argue that the lack of any general effects of class size 
reductions could be because the magnitude of the effects is dependent on the educational 
system. Another related study on a bigger sample of European countries from TIMSS 
(Woessmann, 2005) also finds a mix of effects, with Iceland again the only country showing 
clear beneficial impacts from smaller classes, but no evidence across countries in general that 
resources spent on class size reductions are productive. Similarly mixed findings emerge in 
Altinok and Kingdon (2012) from the TIMSS data, who investigate the effects of differences 
in subject-specific class sizes in a student’s achievement across subjects. This method has the 
advantage of controlling for omitted pupil variables that are common across all subjects. 
Using this method they find evidence of significant but very small beneficial class size effects 
for a number of Eastern European and Developing countries, and in the Netherlands (where a 
1 student reduction raises achievement by less than 0.01 standard deviations), but in general 
the results are zero and insignificant. 
Turning to country specific studies, Heinesen (2010) looks at the effects of year to year 
variation in French class sizes in Danish schools, from grades 7 to 9 (13-15) in 2002-4. He 
argues that focussing on a single language subject mitigates the selection problems induced 
by parents switching schools in response to class size or quality differences. This design 
assumes that parents do not base such choices on single subjects, that students do not choose 
to study a particular a language based on anticipated class quality, and that variation in 
French class sizes over time within a school is due only to random variation in the numbers 
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of students choosing to study French rather than German. The evidence from Heinesan’s 
work is that an extra student in a class reduces students’ test scores by 0.03 standard 
deviations, and the effect is bigger for lower ability/disadvantaged students and boys. A 
series of ‘placebo’ results on the effects of French class sizes on other subjects is reassuring 
in showing no significant effects. 
As in the primary school literature, class size rules have been used to implement 
regression discontinuity designs to estimate that effects of additional teaching staff resources 
following Angrist and Lavy (1999). Bonesronning (2003) uses 30 student class limits in 
Norway to find that students surveyed in lower secondary schools (age 13-16) did better on 
tests if they were in smaller classes, but only marginally. A 1 student reduction in class sizes 
increases test scores by 0.01 standard deviations, although there is some variation in response 
across different student types. Leuven Oosterbeek and Ronning (2008) provide related 
evidence from administrative data in Norway and exploiting the class size rules, and 
population variation over time, and find effects of a similar order of magnitude, although not 
statistically significant. A number of studies, some described in Section 3.3 above and in 
Gary-Bobo, Mahjoub and Badrane (2006), use similar methods on French data with moderate 
impacts on achievement in grade 9 reported from Piketty and Valdenaire (2006): a 10 student 
reduction in class size increases achievement by about 0.2 standard deviations. In their own 
research, Gary-Bobo et al look at the effects of class size on grade repetition in a sample of 
French students from grade 6 through to grade 9, they find moderate beneficial effects of 
class size reductions in primary school, but find no effect in junior high school (grades 8 and 
9), suggesting that class size stops being so important for mature students. Bingley Jensen 
and Walker (2007) looks at the effect of uses the class size rules in Denmark on length of 
post-compulsory schooling and do find significant but small benefits from smaller class sizes. 
A one pupil reduction in class sizes (from a mean of 20) is linked to a 1% change in the 
length of compulsory schooling – which amounts to 8 days on average. Interestingly, they 
translate this into an economic return in terms of gains in lifetime earnings, and come to a 
figure of about £3500 for men and half this for women (30,000 DKR) and estimate that this is 
about equal to the costs per person of implementing such a reduction in class sizes. A number 
of papers in the US refer to mandated class size reduction (CSR) programs that induced 
sudden changes to class sizes, but only Chingos (2012) looks at secondary schooling. He 
estimates whether mandated class size reductions in Florida had any impact on test scores, by 
comparing districts with different initial class sizes, and hence different mandated class size 
reductions. The conclusion is that CSR in Florid had no positive effect on performance in 
achievement through grades 6-8. 
Haegeland, Raaum, and Salvanes (2012) report relatively large positive effects from 
school expenditures and teacher hours in Norway, using tax revenues raised from hydro-
electric plants as a source of quasi-experimental variation. The idea here is that school 
funding is drawn from the local tax base, and hydro-electric plants result in a bigger local tax 
base. Given that the geological processes that lead to an area being suitable for a hydro-
electric plant are unlikely to have a direct effect on student achievement, this higher funding 
can be treated as a random. If families choose where to live in order to access schooling, then 
the ‘sorting’ of different families into different school districts might undo this randomness 
(e.g. if higher ability families pick the better funded districts), so the authors endeavour to 
show that this does not affect their results. A 30% increase in funding (NOK 18,000, about 
£1800) is associated with 0.28 standard deviations higher achievement at age 16, although the 
research cannot say through what mechanisms this improvement occurs. This contrasts quite 
sharply with the lack of evidence on class size (and implicitly resource effects) in Leuven et 
al (2008). As noted already in relation to other studies, the difference may stem from the fact 
that the Leuven et al design is based on changes over time in enrolment within the same 
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school (coupled with class size rules), whereas the Haegeland et al study is estimating from 
cross-sectional differences between municipalities. Interestingly, the Hegeland et al study 
using cross-district differences in funding in Norway arrives at similar estimates to Gibbons 
et al (2011) who investigate differences across schools in neighbouring districts in England. 
A number of studies use school finance policy reforms as a source of variation in school 
expenditures. Chaudhary (2006) studies the impact of a finance reform in Michigan 
(‘Proposal A’) which increased teacher salaries and reduced class sizes. Despite evidence of 
effects on 4
th
 grade (primary schooling) there is no evidence of effects at 7
th
 grade
(secondary, age 12-13). Although not exactly an expenditure related intervention, Hakkinen , 
Kirjavained and Uusitalo (2003) investigate the impacts of large changes in school 
expenditure during the 1990s recession in Finland using a school fixed effects design (again 
based on changes over time in expenditure within schools) and but report no significant 
effects from teaching expenditures on senior secondary test scores. Guryan (2001), described 
in detail in Section 3.3, looks at the impact of Massachusetts finance equalisation policy on 
achievement in grade 8. In contrast to the effects found in primary school, he concludes that 
there are no effects at this secondary school grade. 
There are no recent explicit experiments in class sizes reductions or general resource-
based interventions in secondary school that are comparable to the Project STAR experiment 
described in Section 3.3 (at least as far as we have been able to ascertain). A number of early 
experiments were carried out in the US in the 1920s and 1930s to assess the potential impacts 
of class size increases, and have been recently uncovered and described in Rockoff (2009). 
The general findings of these experiments, which included 5 studies of around 1800 students 
at secondary school, was that class size had neglible effects on student performance, in sharp 
contrast to the findings of Project STAR. Potential reasons for this difference are discussed in 
Rockoff (2009), and may include weaker methodology in the early studies, that the early 
experiments excluded the kindergarten age group, or that the relationship between class sizes 
and achievement has changed over time. 
A related strand of research has shown that variation in teacher quality, within schools is 
one of the more important factors affecting students’ achievements ( Hanushek and Rivkin, 
2012 & 2010b; Rivkin, Hanushek and Kain, 2005). These studies typically show that the 
variation in teacher components represents about 0.10 to 0.2 standard deviations of the 
student test score distribution (implying that teachers account for 1-4% of the variance in 
student scores). As with other literature on school resources, it turns out to be hard to pin 
down specific resource-related factors that explain these differences between teachers. For 
example, Aaronson, Barrow and Sander (2007) find that a one standard deviation increase in 
teacher quality raises 9
th
 grade student achievements by about 0.25 standard deviations in
Chicago schools, but that teacher experience, qualifications, tenure and demographics (which 
often determine pay, and hence resource costs) do not explain these differences between 
teachers. Koedel (2007) has similar results for secondary school students in San Diego (as do 
Koedel and Betts, 2007 for primary schools in San Diego). A strong criticism of these teacher 
quality findings is, however, that it does not control for the possibility that some teachers are 
persistently assigned the best or worst performing children over the lengths of the sample, 
and test score gains (value-added) are potentially a bad way to evaluate individual teachers 
(Rothstein, 2010). 
5. Work on Less Developed and Developing Countries
Similarly to his work for developed countries, Hanushek (2006) has conducted meta-analyses 
of studies about the effects of resources on educational attainment in developing countries. A 
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comprehensive review of work from 1990 to 2010 is provided by Glewwe, Hanushek, 
Humpage and Ravina (2011). This analyses suggests a similar inconsistency of estimated 
resource effects as that found in the US and other developed countries. However, a major 
concern with work on developing countries is study quality, as many researchers do not have 
access to longitudinal data on individuals, and methods are sometimes below the currently 
accepted standards. Starting from an initial pool of 253 papers which estimated the impacts of 
school and teacher characteristics, Glewwe et al end up with only 43 which they consider 
‘high quality’ on the basis of the methods and data used. A potential strength of the work on 
developing countries is that there are many examples of field experiments – randomized 
controlled trials to investigate the effects of specific interventions (see Kremer, 2003 and 
Glewwe et al, 2011). These RCTs have a strong advantage over studies based on non-
experimental data in dealing with omitted variable biases of the type discussed in Section 2. 
However, the range of interventions investigated is diverse – e.g. flip charts, computers and 
computer assisted learning, school meals - and the findings mixed, meaning it is again 
impossible to draw any general conclusions, especially in relation to policy lessons for 
developed countries.  
One study that is similar to those for developed countries is by Urquiola (2006) and 
relates to educational attainment of third grade students in Bolivia. He is interested in the 
effects of class size and estimates effects using two strategies. The first approach focuses on 
variation in class size in rural areas with fewer than 30 students and hence only one 
classroom per grade. The second approach is similar to that used by Angrist and Lavy (1999) 
for Israel. This exploits regulations that allow schools with more than 30 students in a given 
grade to obtain an additional teacher (thus generating discontinuities in the class size 
variable). Both strategies suggest a sizeable impact of class size – particularly the effect 
estimated from the discontinuity (which gives rise to large changes in classes). In this case, a 
one standard deviation reduction in class size (approximately 8 students) raises scores by up 
to 0.3 standard deviations. He suggests that the effect of class size could be non-linear and 
that large effects might be attributable to the fact that hiring an extra teacher enables tracking 
(streaming/setting) in schools. In contrast, a study based on class-size rules in Bangladesh 
(Asadullah, 2005) finds that smaller class sizes are inefficient, leading to lower secondary 
school grades. Urquiola and Verhoogen (2009) present evidence for Chile that suggests 
beneficial effects of small 4
th
 grade class sizes for test scores, using maximum class size
rules. However, free choice amongst schools in Chile (which has a voucher system) and the 
strategic behaviour of schools in limiting enrolment to multiples of the maximum class size 
leads to sorting of children across schools with different enrolments, implying that the 
schools with the bigger classes end up enrolling students from more educated parental 
backgrounds. This violates the intentions of the research design, and Urquiola and Verhoogen 
conclude that the class size impacts in Chile are not necessarily causal.  
Ultimately, it is quite difficult to draw conclusions from developing countries with regard 
to the impact of school resources in developed countries, because of the major differences in 
institutional context. In a review of the literature about randomised experiments, Kremer and 
Holla (2009) argue that supplying more of existing inputs, such as teachers or textbooks, 
often has a limited impact on student achievement because of distortions in developing 
country education systems. These distortions include elite-orientated curricula and weak 
teacher incentives, as manifest through a high level of absenteeism. They argue that 
pedagogical innovations (e.g. technology assisted learning or standardised lessons) that work 
around these distortions can improve student achievement at low cost. In a broader review 
about education in developing countries, Glewwe and Kremer (2006) suggest that the most 
effective forms of spending are likely to be those that respond to inefficiencies in schooling 
systems. For example, remedial education may be extremely effective in an environment in 
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which many students fall behind and are no longer able to follow teachers’ lessons; providing 
computer-based education may be effective when teachers attend irregularly. They caution 
against a false dichotomy between the view that schools in developing countries need more 
money and the view that they need to reform. The two are not mutually exclusive. 
 
 
6. Country, State and Regional Level Studies 
 
A vast literature on economic growth has demonstrated relationship between education in the 
workforce (e.g. average years of schooling) and subsequent economic growth at the country, 
state and regional level. More recent evidence suggests that the level of cognitive skills in the 
workforce (e.g. average test scores in secondary school) does an even better job of predicting 
subsequent growth literature. This is a broad literature in its own right, and a full survey is 
beyond the scope of this paper, but the key literature and evidence based on the cognitive 
skills measures from the OECD PISA data is described in Hanushek and Woessman (2008). 
This link between education and growth at the aggregate level raises the possibility that the 
quality of schooling – and not just the quantity – could be an important driver of growth, 
although in itself this does not provide evidence on whether investments in schooling have 
any effect on school quality. 
Another strand of literature does try to tackle this question directly, by estimating the 
impacts of educational spending on the economy, aggregate income and on growth. An 
advantage of research that looks for impacts at the aggregate level is that they can capture 
‘macro’ level benefits to the economy that go beyond the sum of the individual benefits that 
would be measured in micro-level studies. As an example, a general increase in educational 
quality in a country or region that benefits an individual student through improvements in 
their own education and pay, may have additional benefits in terms of labour market earnings 
and income working through spillovers from other individuals in the local labour market or 
wider economy. These effects are not easily detected from micro level studies into the effects 
of spending on individual students or schools, rather than the local region or economy as a 
whole.  
These types of study typically find positive associations between spending on primary and 
secondary education, and growth rates. However, a limitation of this line of research, in 
common with similar research that tries to estimate the effects of of government investment 
and infrastructure spending, is that it is very difficult to disentangle the direction of causality. 
It is generally harder to come up with research designs that can easily separate out the causal 
links running from education spending and economic performance, from more general 
changes that affect both of these simultaneously (e.g. if higher income growth leads to a 
greater public spending on schooling). These studies should therefore be interpreted with 
some caution, and we do not review them further here. 
 
 
7. Discussion, Synthesis and Conclusions 
 
Research on the effectiveness of additional resources in schools has moved on some way 
since the early 2000s, with a far greater number of high-quality research designs, a better 
understanding of the challenges to causal estimation, and better data. Ten years ago, the two 
prevailing interpretations of the evidence were succinctly articulated by Hanushek (2003)- 
‘resource policies have not led to discernible improvements in student performance’ - and 
Krueger (2003) – ‘…reanalysis of the literature suggests a positive effect of smaller class 
sizes on student achievement, although the effect is subtle and easily obscured…’.The 
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position now regarding the more recent evidence is somewhat more in favour of the second 
interpretation, with a far greater number of studies finding evidence of positive resource 
impacts although even studies with good research designs and high quality data still produce 
a variety of sometimes conflicting results on the effects of resources. 
Whether these impacts are small or large is arguable, because it depends what scale of 
impact one is expecting. The scale of the effects appears small when judged against the 
overall variation in student achievement. The usual benchmark figure is from the Project 
STAR programme, where a class size reduction of 8 students (and the resources this entails) 
is associated with around 15-20% of one standard deviation improvement in test scores. A 
comparable figure comes from our own work on English primary schools, where we find that 
a £1000, or 28% increase in expenditure (which could fund a 6-7 student reduction in class 
sizes) is associated with a 25% standard deviation improvement in test scores (Gibbons et al, 
2011). Other studies find similar, or smaller effects. These impacts are not enormous 
compared to the overall variance in achievements, but it should be remembered that countless 
studies have demonstrated that most (more than 90%) of the variation in student test scores is 
due to family background, parental inputs, natural student abilities and purely random 
variation, so it should not be too surprising if the impacts of resource changes are relatively 
small by comparison. Where approximate cost benefit analyses have been carried out, these 
are usually favourable. For example, Machin and McNally (2008) in their evaluation of the 
Literacy Hour strategy in England, estimate a labour market return of 0.42% to a one 
percentile increase in test scores at age 10 (using data from children raised in the 1970s and 
1980s), implying that a 0.20 standard deviation change in test scores would raise earnings by 
about 2.4%. Using the 2011 median earnings (£400 per week) and employment rate (70%) 
implies that average earnings are around £15000, so this change in test scores is worth around 
£6200 in present value terms at age 10 (assuming an additional £360 is earned in each year of 
a person’s working life from age 16-65, and discounting back to age 10 using a discount rate 
of 3.5%). Therefore any investment that raises child achievement by 0.2 standard deviations 
at a cost of less than £6200 per child (in present value terms, over all years of schooling up to 
age 10) is worthwhile in terms of future labour market earnings alone. This is equivalent to a 
£800 per pupil increase in spending in each year between ages 4 and 10.  
One limitation of the existing research is that it is primarily about cognitive skills as 
measured by in-school test scores. A few studies have looked at longer run outcomes like 
staying on rates and earnings, but this research is data intensive, requiring linked data on 
student schooling, post school education, and labour market outcomes. Relatively few studies 
have looked at the long run impacts of school resources, because this analysis can only be 
applied on life cycle panel data such as the cohort and household panel studies in Britain and 
the US. This is an important area of future investigation. The recent long-term study of 
Project STAR is important in this respect (Chetty et al, 2011).  
There are some general patterns which have emerged from this review of the recent 
evidence on resource impacts. A first notable point is that increases in resourcing are usually, 
though not ubiquitously, found to be more effective in disadvantaged schools and/or on 
disadvantaged students at all phases (e.g. where students are entitled to free meals, or have 
low parental education). This may indicate that disadvantaged students are genuinely more 
responsive to resource based interventions and reductions in class sizes, implying that it is 
more efficient (as well as equitable) to target resources at these students. However, it is 
possible that this phenomenon sometimes arises because the potential gains at the top end are 
limited by the design of many school testing systems (e.g. the English key stage tests). 
A second common pattern is that different research designs, although ostensibly asking 
the same questions, are using very different sources of variation in resources and class sizes, 
and tend to come to slightly different conclusions. Studies that use variation in class sizes and 
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resources over time, arising from population variation in cohort sizes, are working from 
marginal changes in class sizes and implied resources per student. These studies generally 
struggle to find large or even significant resource effects, compared to those that look at the 
large class size differences generated by maximum class size rules, or other large differences 
in resources between schools and classes – e.g. those induced by the STAR experiment. 
One reason for the difference between the findings of these types of studies could be that 
responses of students to small changes are different from the responses to large changes i.e. 
there is some non-linearity in the response, and the impact of large changes cannot be 
inferred from the response to small changes in resources. A related explanation might be the 
schools, teachers, students and parents involved in the educational process naturally adapt to 
marginal changes in resources from year to year, and accommodate these changes by 
adjusting effort and engagement in the educational process. On the other hand, adaptation to 
large resource differences is less likely. This is one reason sometimes put forward for the lack 
of convincing evidence of resource impacts is that the individuals – teachers, students, 
parents – involved in the educational process change their behaviour in response to resource 
differences, and these changes in behaviour are unobserved to the researcher. In many cases 
these changes in behaviour will be compensatory, with individual substituting their own 
inputs as resources are withdrawn, and so tend to ‘crowd out’ and mask the impacts of 
resource differences. This is a fundamental limitation to any research based on human 
behaviour, when it is infeasible to make the participants ‘blind’ to the interventions or 
resource differences under investigation. For instance parents may compensate for a lack of 
school resources by paying for private tuition or devoting more of their own time; teachers 
may undo class size impacts by exerting more effort in larger classes than in smaller classes; 
pupils themselves may respond with greater or lesser effort. Unless researchers have detailed 
data on these kinds of inputs (which in the case of ‘effort’, is practically impossible), 
estimates of the effects other inputs for which they are substitutes are very likely to be 
downward biased. Experimental studies are not immune to these kinds of substitution effects, 
when participants are aware of their involvement in an experiment (so called Hawthorn 
effects). Although this crowding out is a problem in theory, it is unclear whether it matters in 
practice for educational interventions. In one study of the issues, Datar and Mason (2008) 
suggest that parents responded to larger classes in the Tenessee STAR experiment by more 
financial input, more school involvement, but less child interaction, although controlling or 
not for these changes does not appear to affect the STAR experimental results on class size 
reductions. 
Whether these responses should be accounted for or not when assessing the effectiveness 
of policy is an open question. On the one hand, the behavioural responses of teachers, parents 
and pupils need to be taken into account in evaluating the causal effect of policy, because 
there is no value in devoting additional public resources if this simply crowds out individual 
effort and private investments. On the other hand, if these behavioural responses only apply 
to the small resource changes that underpin practical estimation strategies then this is 
something to be concerned about – e.g. teachers may be able to easily accommodate changes 
of one or two students in a class without any impact on achievement, but would respond very 
differently to a halving or doubling of class size. Behavioural responses to small changes may 
simply be masking the potential impacts of potentially larger policy-driven resource 
interventions. Further work is needed in this area to assess the threat that compensatory 
changes in behaviour imposes to empirical work on educational resources. 
Other potential explanations for the differences in estimates from different studies is that 
some designs are simply better able to control for selection issues and omitted variables than 
others. It may be that designs using changes in resources over time within schools are 
genuinely better at comparing like with like (because they are looking at changes within a 
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school rather than differences between schools) and hence arrive at lower estimates than 
other designs. Comparing results across different countries and education systems is also 
problematic, given that the response to resource changes is likely to be context-dependent. 
This is particularly true of the studies that look at general funding changes and differences, 
because obviously the effect of more resources will depend crucially on how these resources 
are used, and research generally lacks sufficiently data to answer questions about the impact 
of expenditures on specific items (except where they investigate specific interventions like 
ICT or teaching expenditure). None of the studies we looked had sufficiently detailed data to 
investigate the impact of changes in multiple categories of resource expenditure, and it is 
hard to devise research designs that estimate the causal effects of multiple categories of 
resource intervention simultaneously (although Gibbons et al, 2011 provide indirect evidence 
on how different categories of expenditure respond to exogenous differences in school 
income).  
Although we have highlighted this variation across studies, it is worth noting that the 
studies we reviewed that found evidence of statistically significant impacts, found effects in a 
similar order of magnitude, even if they differed in their exact conclusions. The smallest non-
zero effects were in the order of 2-5% of one standard deviation in achievement for a 30% 
increase in expenditures (equivalent to roughly a 6 student reduction in class sizes from a 
mean of 25). The largest impacts were in the order of 25-30% of one standard deviation for a 
similar resource impact. The experimental evidence from the STAR experiment is 
somewhere in the middle of this range. Clearly, from a policy perspective, this range is very 
wide, as the cost-benefit implications are very different at the top and bottom ends of the 
range, so more work is needed to try to narrow this down e.g. by a statistical meta-analysis of 
recent studies. More experimental research using randomised control trials would also help 
provide confidence in these figures, although experimental work on class sizes and resources 
in schools requires large scale experiments and are clearly liable to be controversial. Given 
the current state of knowledge, it is sensible to treat the current estimates as upper and lower 
bounds to the potential impacts of resource changes.  
The key question at the outset of this review was whether the evidence indicated that 
resources invested in early years and primary education were more effective than resources 
allocated to secondary education and later years, justifying a transfer of resources from later 
to earlier educational stages. The background to this line of reasoning is the work by James 
Heckman and others that appears to support early interventions. The fact that many of the 
most well known and most reliable studies – particularly the STAR experiments – are on 
younger children may also have led to popular impression of the greater efficacy of early 
interventions. Our reading of the evidence is, however, that there is no completely compelling 
case to support a transfer from later to early stages of education given the current state of 
knowledge. Certainly there is evidence that differences in achievement open up early in a 
child’s life, and subsequent achievements are closely linked to early achievements. This in 
turn implies that there is a theoretical advantage in addressing disparities in achievement 
early on, so that these disparities are not propagated to, and amplified in, later stages in the 
life cycle. This is essentially the evidence on which the Heckman line of reasoning is based. 
The problem is that it is not obvious from the empirical evidence on the effectiveness of 
resources that it is any easier to address the small disparities early on in life through policy 
interventions than it is to address disparities later in child development, so it would be 
premature to advocate a shift of resources give the current information available. 
On balance there are probably more studies finding positive resource impacts in primary 
school and early years than in secondary school. This may be in part because there have been 
more studies focussing on primary schooling, and the research designs have typically been 
better. However, where comparable designs are available in same economic and education 
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context (e.g. the studies using the National Pupil Database in England, Holmlund et al, 2010; 
Jenkins et al, 2005 & 2006; Nicoletti and Rabe, 2012), the effect sizes at different phases 
seem comparable. Moreover, a closer reading of the Heckman literature on investments over 
the life cycle (Cunha and Heckman, 2007) suggests that a balanced approach with 
investments throughout the lifecycle is preferable to interventions at any one stage. The 
benefits of investments at an early age, although potentially offering higher returns, erode 
during later phases of childhood unless topped up with subsequent investments.  
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9. Appendix A
Reasons for lack of comparability between schools with different levels of resources 
As discussed in Section 2 the key problem in estimating the causal effect of resources on 
student achievement is that pupil and school characteristics (e.g. ability, teacher quality) in 
schools or classes with more resources are not necessarily comparable to pupil and school 
characteristics in schools or classes with fewer resources. These pupil and school 
characteristics may have a direct effect on achievement, and are not necessarily observable to 
the researcher in their data. These omitted or confounding factors lead to upward or 
downward biases in the estimation of causal resource impacts. The principal reasons behind 
these differences in characteristics between high and low-resource schools are: 
1) Resources devoted to schooling are determined by centralised policy in a way that
compensates disadvantaged areas, schools or students by providing extra resources. A 
negative correlation between resources and achievement is then driven by the compensatory 
funding formula, which tends to work against finding any positive effect of expenditure on 
achievement.  
2) Resources devoted to schooling are raised from local sources through taxation or
charity, so expenditure depends on the tax base, local incomes and local demographics which 
are in turn directly related to child outcomes through parental background. A positive 
correlation between resources and achievement could then arise because higher achieving 
students come from backgrounds which are conducive to generating more expenditure, and 
again there is not necessarily any causal link between expenditure and outcomes. 
3) The resources available to schools (and the way they are used) depend on the
governance and leadership of the school, which may also have a direct influence on 
achievement. For example, a motivated an effective headteacher/principal may raise 
achievement through recruitment and organisation, and be effective at raising finance, but 
this does not imply that it is the financial resources which make a difference to outcomes. 
4) Class sizes and hence spending per student may depend directly on parent and pupil
choices, given that parents and children can choose which school to attend (or where to live 
in order to access a school) and this decision is likely to be related to school quality. For 
example, a school (or class) that is known to perform well may attract a high enrolment 
leading to large class sizes, high pupil teacher ratios and low expenditure per pupil. 
Conversely a poor performing school (or class) may lose students. 
5) ‘Sorting’ and ‘selection’ effects arise through mobility of pupils and teachers across
schools, and result in high resource schools differing in their composition from low-resource 
schools, with different types of teacher and different types of pupil. For example, if the 
school choices of higher ability students from better off backgrounds are more sensitive to 
class size or expenditure differences, or these families better positioned to exercise choice, 
then higher ability pupils may end up in the better-resourced schools or classes. In addition, 
school policies may assign more able pupils or pupils with educational needs into smaller 
classes, so again small and large classes are not comparable in terms of student composition. 
Similar arguments apply to teachers, if, for example higher quality teachers end up choosing 
better resourced schools. The recent literature worries about sorting and selection a lot. 
6) Responses by teachers and pupils/parents can work against or with resource differences
leading to upward and downward biases. For example, parents may hire private tuition or put 
in their own time to compensate for low resources/large class sizes in school. Teachers may 
respond to class size and resource differences by varying the amount of effort (mental effort 
in the class, out of work hours etc.) that they put in. Both of these compensatory behaviours 
tend to attenuate estimates of the effects of the resource differences Alternatively, parents, 
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students and teachers may disengage from the education process in response to resource cuts 
and engage more in response to resource increases, amplifying the effects from resource 
changes. Estimates of the effects of resource differences that do not take these responses into 
account are still causal, as they show what would be expected to happen in response to 
resource changes. However, they are not estimates of the impact of resources holding 
everything else including teacher, pupil and parent effort constant, which is often the 
intended research goal. 
 
 
10. Appendix B: Benchmarking and Comparing the Size and Strength of 
Effects Across Different Studies  
 
Different studies on resource effects in education use different measures, even for what is 
conceptually the same outcome. For example, when looking at achievement, some studies 
report effects on test scores, some studies report effects on the proportion achieving certain 
qualifications or standards, or dropping out of college. Even when using a broadly similar 
indicator like test scores in different contexts, the scales are not always comparable due to the 
different designs and scale of the tests. Resource variables too are often not easily compared 
across different studies. A trivial case is when studies look at the effects of expenditure, but 
expenditure is measured in different currency units. In these cases some simple currency 
conversions can help. More difficult cases to compare are, for example, class size changes 
and expenditure changes. For this reason, researchers often try to standardise the size of the 
effects they report, and to provide comparisons with other benchmark studies. In the class-
size literature, it has become common to relate the size of effects to the class size impacts 
found in the Tennessee STAR experiment. More generally, researchers usually report ‘effect 
sizes’ in terms of standard deviations of the outcome variable (e.g. test scores). 
Where possible, we too have reported the results of the studies using this convention, 
stating for example that a 10 student reduction in class sizes, or a £1000 increase in 
expenditure raises student achievement by x% of one standard deviation. For statisticians and 
applied researchers, standard deviations (sd) are a natural way to think about effect sizes, but 
for others they are not necessarily intuitive and may need some explanation. The standard 
deviation is a measure of the variability in a score around the mean (average). For the most 
common distributions of test scores, around 60-70% of students have test scores within +/-1 
standard deviation of the mean. A student who is one-standard deviation above the mean, is 
therefore just inside the top 15-20% of students. 
The easiest way to understand these orders of magnitude is to imagine ranking all students 
taking a test and assigning the top 1% a score of 100, the next 1% a score of 99 and so on 
until the bottom 1% who get a score of 1 (i.e. assign them to percentiles in the distribution). If 
we say a given resource change raises scores by 10% of one standard deviation (0.1 s.d.) , 
this is like moving the average achieving student ranked at 50, up around 3 points on this 
scale (3 percentiles) to 53. This may not seem like a big effect, although in educational 
intervention terms it would be considered quite a large effect, and there is no general way of 
deciding whether an effect is big or small, without reference to the effects of feasible 
alternative interventions. In education terms a 0.1 s.d. change in student scores is a big 
change because a lot of the variation in student achievement is due to natural ability, family 
background and luck, and other factors that have so far seemed out of reach of feasible 
education-related interventions. The effect size typically quoted for the Tennessee STAR 
class size experiment is around 0.15 standard deviations for an 8 student class size reduction. 
Another way to benchmark an effect measured in standard deviations is to think in terms 
of some familiar level of achievement, like the probability of achieving Level 4 in Key Stage 
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2 tests or the probability of achieving a C-A* in GCSEs. This is difficult, because it depends 
on the way that the underlying distribution of test scores converts into these levels of 
achievement. In some of our work (Gibbons et al 2011) we looked at the conversion to Key 
Stage 2 maths levels. One standard deviation in the maths score distribution in 2009 was 23 
points (on a 0-100 scale), therefore a 0.1 standard deviation change is 2.3 points. About 20% 
of students were at Level 3 or below, and the threshold mark between Level 3 and Level 4 
was around 45. Around 15% of these students had marks above 42.7, so a 2.3 mark 
improvement would have put them over the 45 threshold. In other words, a 0.1 s.d. 
improvement in maths test scores would push 15% of students currently at Level 3 to Level 
4. However, given that only 20% of students are at Level 4, this implies only a 3 percentage 
point increase the probability of achieving Level 4 in maths (0.2*0.15). 
Sometimes it is also necessary to report the change in resources in terms of standard 
deviations too, perhaps because the resource has no natural scale. An example is ‘teacher 
quality’, where studies often state that a one standard deviation improvement in teacher 
quality leads to a 0.1 (or 10%) standard deviation increase in student scores. Referring to the 
above, this would imply that a teacher who is one of the best 15-20% of teachers raises 
average student scores by 3 points (percentiles) on this uniform scale from 0-100. Again this 
doesn’t look big, but these teacher impacts are considered some of the biggest impacts in the 
education economics literature. 
Another complication is that different interventions may have different implications in 
terms of total economic benefits, because of the number of students affected. For example, in 
the teacher case above, if an intervention could be found to raise a teacher’s teaching quality 
by 1.s.d. permanently, then all students in the class benefit (perhaps 25 students) over the 
entire remainder of the teachers career, which could amount to 1000 students. For a proper 
comparison of resource-based interventions, some form of cost benefits or cost effectiveness 
analysis is required. A cost effectiveness estimate might compare the costs of achieving a 0.1 
s.d. improvement in student test scores through intervention A (e.g. reducing class sizes by 10 
students), with the costs of achieving a 0.1 s.d. improvement in student test scores through 
intervention B (e.g. simply allocating £1000 more resources per pupil to schools). A cost 
benefit analysis would attempt to monetise the benefits, though this is a very difficult and 
assumption-laden exercise, and practical examples are typically limited to working out the 
labour market returns to individual differences in achievement, and so providing an estimate 
of the benefits in terms of lifetime earnings. 
 
 
11. Appendix C 
 
The figure illustrates the theoretical optimal ratio of early (period 1) to late investments 
(period 2) in the two period model described in Cunha and Heckman (2007). The figure is 
derived from their Equation 9 and is similar to their Figure 2, but adapted to allow for a non-
zero discount rate, which is set to 3.5% per year, and assuming a 10 year interval between 
periods 1 and 2. 
The horizontal axis shows the skill multiplier, which is a parameter which represents the 
effect of early investments on the productivity of later investments. The vertical axis shows 
the predicted ratio of early (period 1) to late investments (period 2). The different curves 
show the relationship for different assumptions about the substitutability of investments in 
early and later periods in producing the adult stock of skill: from perfect complements 
through to perfect substitutes (the number in the legend is the value of a parameter that 
determines this complementarity). In general, for low levels of the skill multiplier, investment 
is optimal in later periods (the ratio of early to late investments is below 1). For high levels of 
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the skill multiplier, more investment is optimal in later periods (the ratio of early to late is 
above 1). For the special case where early and late investments are perfect complements, the 
ratio is 1 regardless of the skill multiplier. This is because perfect complementarity means 
both early and late investments are needed in equal quantity. For the special case where early 
and late investments are substitutes, investment is in either the early or late periods but never 
in both. As can be seen, the theory alone cannot determine the optimal investment sequence 
without knowledge of the skill multiplier and the degree of complementarity in the 
production of skills. 
Technical note: the ratio of investments is given by ratio = (c/(1-c)*(1+r))
1/(1-s)
, where c is 
the skill multiplier, r is the discount rate and s is the complementarity parameter. 
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