Abstract. This paper provides a unifying approach to recent results linking the fields of integer-valued polynomials and operations in K-theory. Following work of Bhargava, we set up a general framework encompassing several examples of rings of integer-valued polynomials. Our main results give bases for the duals of these rings. The rings and their duals all arise in topology as various kinds of cooperations and operations in complex K-theory. We show how several previously understood examples fit into this framework and we present some new examples.
Introduction
Rings of integer-valued polynomials and their duals arise in topology as various kinds of cooperations and operations in complex K-theory. Results of this sort can be found in [8, 13, 9, 10] . We present a unifying framework encompassing these results and we also give some new examples. Our main results are Theorems 3.3 and 5.2, giving (topological) bases for the duals of rings of integer-valued polynomials and Laurent polynomials.
To explain further, we introduce some notation. Let S be a subset of Z. We denote by Int(S, Z) the ring of rational polynomials which take integer values on all elements of S, Int(S, Z) = {f (w) ∈ Q[w] | f (S) ⊆ Z}.
Most of our examples are p-local. We denote by Z (p) the p-local integers,
and we consider rings of p-locally integer-valued polynomials
for S a subset of Z (p) . Bhargava [3] gives a way of specifying a regular basis for such a ring of integervalued polynomials. A nice exposition of this work can be found in [4] . In Section 2 we recall his results. We also explain here how, if the subset S of Z or Z (p) is closed under multiplication, it follows that the integer-valued polynomial ring is actually a bialgebra, with respect to the comultiplication determined by the polynomial generator being group-like. The duals of these bialgebras of integer-valued polynomials are therefore topological bialgebras.
In Section 3 we consider these duals. Our first main result is Theorem 3.3 giving the dual basis to Bhargava's. We write our dual basis elements as linear combinations of evaluation maps and we call these Adams operations because of the link with K-theory operations.
Section 4 presents several examples arising as the cohomology operations in various flavours of complex K-theory. Some of these are known examples and we show how they fit into our framework. Theorems 4.1 and 4.2 cover two cases of topological interest where the bases we give are new. The first of these provides a topological basis for the additive unstable bidegree (0, 0) operations in p-local complex K-theory, where the basis elements are polynomials in Ψ p and Ψ q (and Ψ 0 ). Here p is an odd prime and q is primitive modulo p 2 (and so a topological generator of the p-adic units). The second new example is the split version of this, describing the corresponding operations in the Adams summand of complex K-theory. The fact that all such operations are expressible in terms of Adams operations is used in [15] to explore the relationship between these operations and those for complex cobordism.
In Section 5 we consider rings of integer-valued Laurent polynomials. We note how to shift the bases discussed earlier to give bases for these. Theorem 5.2 is our second main result, giving bases for the duals. We explain how various sorts of periodic complex K-theory operations fit into this framework.
We end the paper with a table giving a summary of our examples. This paper is based on work in the Ph.D. thesis of the first author [14] , produced under the supervision of the second author.
We would like to thank Francis Clarke for his very helpful comments on a draft version of this paper. Further thanks go to an anonymous referee for comments that led to substantial improvements, in particular to the proofs of the main results, Theorems 3.3 and 5.2.
General framework
We begin by setting up some notation which will be useful for describing bases for various subrings of the rational polynomial ring Q[w]. Then we recall some definitions and results from Bhargava [4] . Definition 2.1. Given an integer sequence
we associate to α a sequence of polynomials in Q[w] by defining, for n ≥ 0,
We write
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Here ν p denotes the p-adic valuation. The associated p-sequence of S is
While a p-ordering of a subset S of Z (p) is not unique, the associated p-sequence of S is independent of the choice of p-ordering and is unique.
A related notion is that of a very well distributed well ordered sequence with respect to p (VWDWO sequence, for short); see [11] and [7, II.2.1]. As noted in [12] , a VWDWO sequence is a p-ordering for Z but the converse does not hold. In [12] , Johnson studies some examples related to K-theory in terms of VWDWO sequences.
Theorem 2.3 (Bhargava [4]). Suppose α is a p-ordering for
Now let R be either Z or Z (p) and let S be a subset of R that is closed under multiplication. We end this section by explaining how this leads to a bialgebra structure on Int(S, R) for the examples we are interested in.
This involves considering integer-valued polynomials in two variables. So, for S, S ⊆ R, define Int(S × S , R) ⊆ Q[w, w ] as follows:
Suppose that S is such that Int(S, R) is R-free with a regular R-basis, say {f n (w) | n ≥ 0}, where the degree of f n (w) is n. (For example, by Theorem 2.3, this is the case if R = Z (p) and S has a p-ordering.) Then an inductive argument shows that Int(S × S, R) is R-free with R-basis {f m (w)f n (w ) | n, m ≥ 0}. In other words, the isomorphism
Now consider Q[w]
as a bialgebra with comultiplication ∆ determined by the polynomial generator being group-like, ∆(w) = w ⊗ w. Under the above isomorphism this comultiplication corresponds to ∆(f )(w, w ) = f (ww ). Since we suppose S is closed under multiplication it is clear that the restriction of ∆ :
With this structure Int(S, R) is a bialgebra and its R-linear dual is a topological bialgebra.
Duality
In this section we produce topological bases, expressed in terms of evaluation maps, for the linear duals of the subrings of Q[w] considered above. Motivated by the link to K-theory operations, we refer to these evaluation maps as Adams operations.
Definition 3.1. Let S ⊆ Z (p) and let γ ∈ S. The Adams operation Ψ γ is given by evaluation at γ,
We write Int(S,
Proof. To show that the θ α n constitute the dual basis to the f α n (w) we need to show that
be the linear projection that maps a polynomial g(w) to the unique polynomial of degree less than n that takes the same values as g at each of α 0 , α 1 , . . . , α n−1 . By Lagrange's interpolation formula,
So the left-hand side of (3.1) is the value at w = α n of f The formula (3.1) shows that the upper unitriangular matrix whose (j, n)-entry,
We note that the proof above also shows that
As discussed at the end of Section 2, if S is multiplicatively closed, Int(S, Z (p) ) is a bialgebra and the dual Int(S, Z (p) ) * is a topological bialgebra. For β, γ ∈ S, the evaluation maps Ψ β and Ψ γ multiply as Ψ β Ψ γ = Ψ βγ (which is indeed how Adams operations compose).
Examples related to K-theory operations
In this section we present several examples of sequences (α i ) i≥0 , each corresponding via Theorem 2.3 to a basis of an interesting ring of integer-valued polynomials. In each one the set S is closed under multiplication and so we have a comultiplication on the integer-valued polynomials. All of these examples arise as cooperations in various flavours of complex K-theory. Thus their duals are interesting rings of operations.
We will use some standard notation and terminology relating to operations and cooperations in a cohomology theory E; see [5, 6] for further details. In our examples, E will be either complex K-theory, written K, sometimes with p-local coefficients and then written K (p) , or its Adams summand, which we denote by G. We also need the corresponding connective versions, written k, k (p) and g respectively.
The degree zero stable cohomology operations for the theory E are given by
For our examples, this (topological) bialgebra is dual to the bialgebra of cooperations E 0 (E).
The bidegree (0, 0) unstable operations are given by
, where E 0 is the zero space of an Ω-spectrum representing E. Inside here are the additive unstable bidegree (0, 0) operations, denoted by P E 0 (E 0 ). For our examples, this topological ring is dual to the corresponding additive cooperations QE 0 (E 0 ), the indecomposable quotient of E 0 (E 0 ) with respect to the -product.
The relevance of rings of integer-valued polynomials to the study of operations in K-theory has been understood for a long time. The first example below is classical and is related to additive unstable operations in K-theory, as explained in [8, 13] . Examples (4.2) and (4.3) relate to stable operations, and these bases were presented in [9, 10] . The bases given in examples (4.4) and (4.5) relate to additive unstable operations, this time in the p-local setting, and these are new. Theorem 3.3 provides formulas for the dual bases. In the first three examples the formula simplifies to give nice coefficients. We do not know any correspondingly nice expression for the coefficients for examples (4.4) and (4.5).
(4.1) We take S = Z, so we are considering the classical ring of integer-valued polynomials Int(Z, Z). The ring of additive cooperations for complex Ktheory QK 0 (K 0 ) is isomorphic to Int(Z, Z), as explained in [8, 13] . As is well known, the binomial coefficient polynomials
for n ≥ 0, form a Z-basis. This is a basis of the sort given in Theorem 2.3, with α i = i for i ≥ 0, where this sequence is a p-ordering of Z for every prime p.
The dual Int(Z, Z) * is isomorphic to the ring P K 0 (K 0 ) of additive bidegree (0, 0) operations in complex K-theory. Indeed such an operation θ is uniquely determined by
], where t = [η − 1] and η is the universal line bundle over CP ∞ . The dual topological basis elements to the binomial coefficient polynomials given by Theorem 3.3 are
These elements were used by Adams in [1] . Under the isomorphism
σ n corresponds to t n . This is an isomorphism of groups. It becomes an isomorphism of rings if one considers the ring structure on Int(S, Z) * coming from addition on S = Z. However, rather than the usual power series ring structure on K 0 (CP ∞ ), we are interested in the ring structure on P K 0 (K 0 ) corresponding to composition of operations. This is determined by the rule Ψ j Ψ l = Ψ jl for composing Adams operations, and as explained earlier this is dual to multiplication on S = Z.
In this example, the combinatorial identity establishing the duality is
denotes the p-local units. As explained in [9] , this is isomorphic to the ring K (p)0 (k (p) ) of degree zero stable cooperations in p-local complex K-theory.
Let p be an odd prime and let q be primitive mod p 2 . By [9, Proposition 3], there is a Z (p) -basis for K (p)0 (k (p) ) of the sort given by Theorem 2.3, with α i = q i , for i ≥ 0. For non-negative integers j and n, let
) of stable degree zero operations for connective p-local K-theory. In this case the dual topological basis given by Theorem 3.3 is
Theorem 2.2 of [10] shows that ϕ n factors as
The combinatorial identity establishing the duality is
For p = 2, things work slightly differently. By [9, Proposition 20], we get a Z (2) -basis of the type given by Theorem 2.3 for Int(Z
(4.3) Let p be an odd prime and let q be primitive mod p 2 . We consider
(Here the first equality follows from p-adic continuity and the fact that (Z 
The identity establishing the duality is the hatted version of that in the previous example. Notice that we write Ψ q to mean evaluation at w = q; equivalently this is evaluation at z =q.
Again there is a variant for p = 2. One considers Int((Z (2) ), where KO (2) is 2-local real K-theory and ko (2) is its connective cover. By [10, Proposition 9.2], a Z (2) -basis for this is given by {f α n (w 2 ) | n ≥ 0}, where α i = 9 i for i ≥ 0. 
Proof. Example (4.1) shows that the
for all n ≥ 1, and then the result follows from Theorem 2.3.
To prove the claim, first note that it is true if either of m or n is 0. So suppose m, n = 0 and let m = p i j, n = p k l where p j, l. Without loss of generality, assume
On the other hand we have
Let j = ps + t and l = pu + v where t, v ∈ {1, . . . , p − 1}. Then
.
(4.5) Let p be an odd prime. We consider
A particularly nice feature of examples (4.2) and (4.3) is a kind of "self-duality": up to denominators, the original basis and its dual each consists of the same polynomials in a single variable.
Laurent polynomials
In this section we extend our results to some rings of Laurent polynomials satisfying integrality conditions. Further examples related to K-theory fit into this framework.
We follow the argument of [9, Corollary 6], which in turn comes from [2] , to shift a basis for polynomials to one for Laurent polynomials. 
