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Abstract Video transmission over error prone channels as
present in most of today’s communication channels, such
as Mobile TV or some IPTV systems, is constantly sub-
ject to research. Simulation is an important instrument to
evaluate performance of the overall video transmission sys-
tem, but the multitude of parameters often requires large and
time-consuming simulation sets. In this paper, we present a
packet level mechanism for fast evaluation of error-prone
H.264/AVC and SVC video transmission with application
layer video quality metrics, such as PSNR. Our approach
significantly reduces the overall simulation time by elimi-
nating redundancy in the evaluation phase and utilizing the
prediction structure of the video codec. The benefit of the
presented packet level video quality evaluation is evaluated
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with an exemplary simulation setup of an IPTV service with
link congestion.
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1 Introduction
Video transmission over error prone channels as present in
most of today’s communication channels, such as Mobile
TV or some IPTV systems, is a topic of ongoing research
encouraged by progress of involved components, new sys-
tem requirements or user demands. A wide range of pa-
rameters influences the overall system performance. Vari-
ous error control techniques like Automatic Repeat Request
or Forward Error Correction (FEC), varying network con-
ditions and congestion states, or prioritization schemes of
data influence the performance of an IPTV video service.
Furthermore, today’s state of the art video codec standard
H.264/AVC [1] and its Scalable Video Coding (SVC) ex-
tension [2] offer numerous tools to adjust the video coding
setup to the specific requirements of a service. Fine-tuning
of channel parameters, media coding, and error control is
vital to achieve flawless operation and an optimal user expe-
rience within given system constraints.
Simulation is an important instrument to evaluate a cer-
tain parameter setup in the first place, but the multitude
of parameters often results in very large simulation sets.
Network level statistics, such as packet or block error rate
are easily gathered but inadequate for a concluding eval-
uation from a users perspective, as users judgment highly
depends on perceived visual quality. Numerous applica-
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tion layer metrics have been proposed to allow algorithmic
Video Quality Evaluation (VQE). When simulating video
transmission, there are basically two approaches of gather-
ing measurements with these VQE metrics, i.e. the conven-
tional VQE approach using bitstream reconstruction, video
decoding, and measurement or estimation of video qual-
ity degradation. Most general simulation frameworks, such
as EvalVid [3] and its numerous extensions [4–7] or simu-
lators for specific transmission systems such as presented
in [8] for WiMAX or in [9] for DVB-T2, take the con-
ventional VQE approach that includes video decoding in
each simulation cycle. As availability of an error resilient
decoder implementation is not always given, some of the
above frameworks introduce simplifications to the decod-
ing process that challenge the results validity. Considering
possibly large simulation sets, the conventional VQE ap-
proach can be very time-consuming as video decoding is
still a computational challenging task. In general, a suf-
ficiently large number of simulation cycles includes (at
least partially) identical video output, thus redundant op-
erations are carried out. Models to estimate the additional
video signal distortion from packet losses without decod-
ing are beneficial when limited processing power makes
the conventional VQE approach unfeasible, access to an
undistorted reference is not given or live quality monitor-
ing is targeted [10, 11], but these models still have indi-
vidual weaknesses such as a limited accuracy [12, 13] or
are restricted to video streams with specific coding parame-
ters [14].
This work presents and analyzes a mechanism for fast
evaluation of extensive error-prone video transmission sce-
narios with application layer metrics on packet level, re-
ferred to as Packet Level Video Quality Evaluation (PLVQE)
introduced in [15]. Our approach allows fast application
layer VQE and significantly reduces the simulation time by
combining and reducing redundant calculations that are usu-
ally carried out in each simulation cycle. We utilize knowl-
edge of the video prediction structure used in the coding
process to define a set of relevant transmission errors and
take corresponding VQE measurements offline to constitute
a VQE database. During simulation time, the VQE database
allows for fast evaluation of video quality on packet level
without further video decoding. We analyze the presented
approach in terms of accuracy and achievable runtime sav-
ings with an exemplary simulation of an IPTV service over
a congested link. The presented mechanism has successfully
been used in simulations within the context of SVC for mo-
bile satellite transmission [16] and in investigations of dif-
ferent FEC schemes [17].
The remainder of this paper is organized as follows. In
Sect. 2, we give a brief overview of the H.264/AVC and
SVC video coding standard, prediction structures used for
motion compensation, and video quality evaluation metrics.
Section 3 explains the proposed PLVQE in detail, and Sect. 4
presents the simulator used for implementation of PLVQE.
A performance analysis is given in Sect. 5, and we conclude
with Sect. 6.
2 Video coding
Most of today’s video transmission systems such as speci-
fied within 3GPP, DVB, and ATSC, or Internet video ser-
vices such as YouTube or Vimeo make use of H.264/AVC,
which is a state of the art hybrid video coding standard fea-
turing block oriented motion compensation and transform
coding. H.264/AVC achieves significant improvements in
coding efficiency compared to previous standards and pro-
vides a network-friendly video representation of the coded
data. Its design consists of the Video Coding Layer (VCL)
and the Network Abstraction Layer (NAL). The VCL con-
stitutes a hybrid of block-based prediction, quantized trans-
form coding, and entropy coding. Coded VCL frame data
and additional information are further processed in the NAL
by encapsulation in so-called NAL units with additional
header information. The concept of NAL units strongly
simplifies transportation of VCL data in systems such as
Real-time Transport Protocol (RTP) Internet services and
MPEG-2 transport streams or storage in containers, e.g. the
MP4 file format.
The extension for Scalable Video Coding (SVC) in
H.264/AVC allows further structuring the bitstream and ex-
tracting different video representations of a single bitstream,
referred to as layers. The base layer of SVC provides the
lowest quality level and is an H.264/AVC compliant bit-
stream to ensure backward-compatibility with existing re-
ceivers. Each additional enhancement layer improves the
video quality in a certain dimension. SVC allows up to three
different scalability dimensions within one bitstream: tem-
poral, spatial, and quality scalability, which yields great po-
tential to achieve a more efficient and flexible provisioning
of video services. Compared to using a simulcast approach,
i.e. providing several versions of the same content in mul-
tiple H.264/AVC streams, SVC provides efficient means to
cope with heterogeneous receiver capabilities (screen size
and processing power) and extending existing services in
a backwards compatible way. In contrast to relatively large
stream switching delays introduced with H.264/AVC simul-
cast, SVC allows a simple implementation of graceful qual-
ity switching.
2.1 Prediction structures
Motion compensation based video codes utilize inter-frame
(i.e. temporal) prediction to reduce redundancy of video
data. H.264/AVC coded video frames can be classified ac-
cording to a set of frame types: Intra-coded (I) frames,
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Fig. 1 Prediction structures with (a) P frames, (b) hierarchical
P frames, and (c) hierarchical B frames
Instantaneous Decoder Refresh (IDR) frames, Predictive-
coded (P) frames and Bi-predictive-coded (B) frames.
I frames do not predict data from surrounding frames and
can therefore be decoded independently. IDR frames are
intra-coded frames that refresh the decoding picture buffer.
Thus, all frames following in coding order do not have
access to frames prior to the IDR frame for prediction.
P frames use temporally preceding frames for prediction,
whereas B frames use both temporally preceding and fol-
lowing frames for prediction. In general, prediction is done
according to a defined prediction structure build up of the
aforementioned frame types. By decoupling decoding and
presentation order of video frames, H.264/AVC and SVC
allow for using arbitrary prediction structures.
Figure 1 illustrates three possible prediction structures
within a H.264/AVC video sequence that consists of 8 fram-
es. The frames are numbered in presentation order and
the arrows represent the dependencies between individual
frames that arise from prediction using reference frames.
The structure depicted in Fig. 1(a) is referred to as IPPP cod-
ing and uses only P frames except for an IDR frame in the
beginning and periodic I frames that serve as random access
points. This prediction structure allows for very low cod-
ing delay as there is no difference between the coding and
presentation order of frames. On the downside, despite be-
ing the common coding structure in H.264/AVC due to its
simplicity, its coding efficiency is not optimal and decoding
errors may propagate until the following I frame.
Hierarchical prediction structures, such as shown in
Fig. 1(b) and (c), utilize temporal levels for hierarchical
prediction, which are indicated in Fig. 1. Such prediction
structures have been found to be advantageous in terms of
coding efficiency and additionally offer temporal scalability
as a benefit. Unlike the base layer, i.e. frames of the lowest
temporal level, that may have prediction dependencies on
frames of the base layer, frames of higher temporal levels are
typically restricted to prediction from lower temporal levels.
After a mandatory intra-coded IDR frame at the beginning,
SVC coded video typically uses prediction structures with
hierarchical B frames [18] as shown in Fig. 1(c). Hierar-
chical P frame structures are beneficial when a low coding
delay is necessary, e.g. as in low latency video conversation
applications, but lead to a lower coding efficiency [19].
A set of frames between two successive video frames of
the lowest temporal level with the succeeding lowest tempo-
ral level frame constitutes a Group of Pictures (GOP) struc-
ture. When there is only a single temporal level available,
as in Fig. 1(a), we define the GOP size as the distance be-
tween intra-coded frames. SVC coded video adds an addi-
tional level of frames to the GOP structure depicted in Fig. 1,
which does not serve for prediction by the lower layers. The
proposed PLVQE has been implemented for a prediction
structure with hierarchical B frames, but can be extended
to any given prediction structure.
2.2 Video quality evaluation
As video coding and transmission may introduce distortion
into the processed video, the non-trivial task of VQE is an
important instrument to evaluate compression efficiency or
transmission system performance. A large test population is
necessary to gather statistically relevant results with subjec-
tive tests, which is rather costly and time consuming. Thus,
this approach is not feasible for large simulation sets and
objective algorithmic metrics are advantageous.
Given the original frame I and its coded representation K,
both of size m×n, a simple metric to measure the difference









I (i, j) − K (i, j)]2. (1)
Today’s de facto standard metric in the video cod-
ing community is the Peak-Signal-to-Noise-Ratio (PSNR),
which is the logarithmic ratio of the maximum pixel inten-
sity of image I to the square root of the MSE according
to (2).






PSNR measurements are typically taken for the lumi-
nance component of a video frame and averaged over the
video sequence. Its clear physical meaning and simple cal-
culation made PSNR the commonly used VQE metric. How-
ever, error sensitivity of the human visual system and mask-
ing effects in spatial and temporal frequency domain heav-
ily influence the perceived video quality. While a human
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observer pays less attention to homogeneous regions than
to image details, i.e. edges and textures, simple pixel- and
frame-based metrics such as MSE or PSNR lack a corre-
sponding semantic capability. Therefore, MSE and PSNR do
not correlate well to results of subjective tests in certain re-
spects and can only be seen as an approximation, especially
in case of error-prone video transmission [20, 21].
Ongoing research addresses the development of new al-
gorithmic VQE metrics that correspond to the characteristics
of human visual perception to a higher degree and go be-
yond calculating sheer pixel differences among original and
coded video frames [22–25]. Perceptual Evaluation of Video
Quality (PEVQ) [26] or Structural Similarity Index (SSIM)
[27], along with a variety of others, extract image features
in the form of structures or image activity, and consider the
movement in a video sequence to weight frame-wise mea-
surements. This is often coupled to a significant increase in
computational complexity but still none of the above corre-
lates exactly with subjective test results or is as widely used
as PSNR. Considering the complexity of human visual per-
ception and that people’s idea of state-of-the-art video qual-
ity changes over time, it is clear that development of video
quality metrics is a challenging task.
When evaluating the quality of erroneous video, analyz-
ing the playout behavior in addition to the video quality met-
rics described above can be beneficial. A simple metric for
measuring the robustness of playout is the Errored Second
Ratio (ESR) [28, 29]. It is defined as the ratio of seconds
that contain errors, i.e. at least one non-decodable frame in
the context of video, to the overall length in seconds. The
proposed PLVQE has been implemented for the PSNR and
ESR metric. However, the presented concepts are applicable
to any frame-based metric such as MSE or PSNR, whereas
metrics that incorporate temporal aspects, e.g. movement
within a scene, would require adjustments to cover the addi-
tional layer of complexity.
3 Packet level video quality evaluation
The proposed Packet Level Video Quality Evaluation
(PLVQE) provides an application layer quality evaluation of
transmitted video on packet level without the need to decode
the result of each simulation cycle individually. The general
idea is to constitute a database of VQE measurements offline
during a preprocessing phase that covers every possible er-
roneous video output. Decoding and evaluation operations
that are carried out within each simulation cycle in the con-
ventional VQE approach are thereby combined to omit re-
dundant calculations. Considering the prediction structure
of H.264/AVC and SVC coded video allows to reduce the
amount of required calculations while maintaining cover-
age of all possible video outputs, which will be discussed
in detail in the following Sect. 3.1. In the evaluation phase,
transmitted video sequences can be evaluated online using
the VQE database. Packet losses are analyzed and mapped
to the corresponding VQE values in the database. Thus, af-
ter preprocessing, large simulation sets can be evaluated in
a very short time without executing any video decoding op-
eration. The results of PLVQE thereby closely represent the
behavior of the underlying video decoder.
The measurements used to constitute the VQE database
are gathered with an error resilient decoder implementation
that is compatible with the H.264/AVC and SVC standard.
It supports basic error concealment techniques, such as base
layer upsampling (for SVC spatial scalability) in case of
SVC enhancement layer data loss, the insertion of freeze
frames in case of SVC base layer data loss to keep video
output in sync and further advanced techniques such as en-
hancement layer utilization for base layer error conceal-
ment [30]. Additionally, the proposed PLVQE requires the
video coding to fulfill certain constraints. First, the predic-
tion structure has to be known, which is crucial for PLVQE
as the number of decoding operations is reduced according
to the prediction structure. Second, a limitation to a small
number of slices per frame is necessary to reduces complex-
ity and processing time to a reasonable degree. The imple-
mentation used to analyze the approach in Sect. 5 supports
prediction structures with hierarchical B frames with various
GOP sizes and a single slice per frame.
3.1 Relevant error pattern
The space of all possible (frame) error combinations within
a video sequence is very large. With the given constraints
and a number of n video frames, the number of all error
combinations within an H.264/AVC video is 2n and 2m·n
for SVC coded video with m layers. The amount of pos-
sible error combinations is very large even for short video
sequences with a length of a few seconds. The first step to
reduce the amount of error combinations is to focus on the
level of GOPs instead of the whole video sequence. It is as-
sumed that the video quality of a decoded GOP largely re-
lates to errors within the GOP. The previous GOPs affect
the video quality of the current GOP only to a minor degree
through error propagation.
There is only one case, i.e. an complete loss of the lowest
temporal level preceding the GOP, in which the decoding re-
sult solely depends on the last decoded frames as none of the
frames within the GOP can be decoded due to missing refer-
ence data. A way to cope with such severe errors is to repeat
the last decoded frame until the decoder receives a decod-
able NAL unit. This is referred to as freeze frame error con-
cealment, which we will have to address with an additional
technique that is described in a subsequent subsection. All
other errors are covered with the GOP-based approach that
is described in the following.
J Internet Serv Appl (2011) 2:129–138 133
Fig. 2 Illustration of erroneous frames within a hierarchical prediction
structure with B frames
Figure 2 illustrates an exemplary error distribution within
a single-layer H.264/AVC hierarchical B frames GOP struc-
ture. The frames are numbered in presentation order and ver-
tically sorted according to their temporal level. The arrows
represent dependencies between individual frames that arise
from the hierarchical structure used for prediction from sur-
rounding frames. SVC introduces additional dependencies
across layers. To illustrate the characteristics of decoding
errors, exemplary errors are indicated by black and white
blocks. Still, there are 2n possible combinations to consider,
but focusing on GOP level, n depends only on the GOP size,
regardless of the video length. More precisely, n is the num-
ber of frame representations within the GOP for SVC coded
video or simply the GOP size in case of H.264/AVC. The de-
picted hierarchical B frames GOP structure allows 28 = 256
error combinations.
Taking inter-frame (and inter-layer in case of SVC) de-
pendencies into account can significantly reduce the error
combinations of interest. Erroneous frames can be divided
into two categories. The first category is constituted by
frames that are not decodable due to erroneously transmit-
ted corresponding NAL units. Frame 2 and frame 5 within
the GOP structure depicted in Fig. 2 belong to this category
and are referred to as initial errors. Initial errors are always
caused by transmission errors that directly affect the NAL
units of the particular frame. The second category contains
dependency errors, which are not decodable due to missing
reference data of other frames. Frame 1 and frame 3 are not
decodable due to (partially) missing reference data in form
of frame 2. Regardless of the availability of NAL units be-
longing to frame 1 and frame 3, both frames fall into the sec-
ond category, referred to as dependency errors. NAL units
of frames that belong to this category are not necessarily
affected directly by transmission errors. Since the resulting
video output is identical for error combinations that consist
of the same initial errors, considering only initial error com-
binations is sufficient to cover all error combinations. Iden-
tifying and processing these Relevant Error Patterns (REPs)
reduces the number of necessary decoding operations sig-
nificantly. The number of REPs highly depends on the pre-
diction structure and GOP size. Figure 3 illustrates the nu-
merically gathered amount of REPs for various video coding
Fig. 3 Number of error combinations and REPs for various coding
setups and GOP sizes of H.264/AVC and SVC
setups and states the number of REPs for SVC coded video
with a GOP size of 8 frames in base and enhancement layer
that is used in the subsequent exemplary simulations.
3.2 Offline preprocessing
To generate a VQE database of PSNR measurements, the
preprocessing of a given coded video sequence utilizes the
previously described REPs. With information about times-
tamps, frame types and layers, each REP is mapped to the
corresponding NAL units within all GOPs of the coded orig-
inal video sequence in order to create an erroneous version
of the video corresponding to a specific REP. NAL units
unaffected by initial errors of the REP or dependency er-
rors determined by the prediction structure are extracted
and concatenated to reconstruct an erroneous bitstream. This
bitstream is subsequently processed with an error resilient
video decoder. A frame-wise PSNR measurement of the re-
sulting video output is averaged for each GOP and stored
in the VQE database in conjunction with an unique REP
identifier. Additional VQE measurements for possibly oc-
curring IDR frames that do not belong to a GOP structure
are taken and stored. Note that this procedure is very similar
to the conventional VQE approach with erroneous bitstream
reconstruction, decoding, and video quality evaluation. The
main difference is that the bitstream errors are repeatedly
produced according to a specific REP as opposed to the ran-
dom transmission errors of a transmission channel.
As mentioned in Sect. 3.1, it is not possible to measure
VQE with the GOP-based approach in case of video data
loss that exceeds the duration of a GOP and leads to a long
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period of freeze frames. Therefore, another technique is used
in parallel to extend the VQE database. All frame represen-
tations (one per frame for H.264/AVC and one per frame and
layer for SVC) are compared to the temporally following
original frames to obtain VQE measurements for the case
of long-lasting freeze frames. Note that image quality of
a specific frame and layer within an erroneous transmitted
video varies, as errors on preceding frames propagate until
the next IDR frame and introduce small changes to the qual-
ity of the following frames video. Therefore, the extracted
frames used for comparison in this process might not be ac-
curate and lead to a deviation of VQE results.
3.3 Online evaluation
In order to evaluate a simulation cycle, transmission results
are analyzed on packet level. Missing or erroneous packets
are mapped to the corresponding NAL units, which can be
associated with specific video frames and layers. A GOP-
wise analysis of all transmission errors with knowledge of
the video prediction structure allows identifying the initial
errors among all transmission errors. Information on a spe-
cific combination of initial errors is used to compose the
unique REP identifier and query the corresponding PSNR
measurements from the VQE database. Finally, VQE mea-
surements of all IDR frames and GOPs are averaged to
gather the mean PSNR of the transmitted video sequence.
Additionally, counts of erroneous and decoded frames are
gathered for calculation of ESR.
4 Simulation environment
The simulation platform used to implement and evaluate the
performance of PLVQE is divided into an offline and an on-
line part. Its modular structure closely resembles the dif-
ferent tasks that come along with video transmission, i.e.
encoding, transmission simulation and evaluation, as illus-
trated in Fig. 4. The encoding module features a simple of-
fline rate-controlled mechanism to encode a continuous test
sequence chunk-wise using SVC reference encoder JSVM
[31]. Chunks that match the simulation criteria (e.g. a con-
stant bitrate or quality scenario) are subsequently concate-
nated into a continuous bitstream. Video data is packetized
according to the RTP payload format [32] and a packet trace
file is extracted that contains a textual description of the rel-
evant characteristics of the RTP packets and the packetized
video data. Further details on the rate-controlled encoding
mechanism, especially in the context of a statistical multi-
plex scenario with several video streams, can be found in
[16].
The packet trace serves as input for a trace-driven trans-
mission simulator. In order to simulate a specific transmis-
sion system, an appropriate channel model has to be cho-
sen. For instance, a service provided via ADSL has to cope
Fig. 4 Structure of simulation platform
Fig. 5 Two state Markov process for the Gilbert Elliot model
with channel characteristics that are different from those of a
mobile broadcast channel such as in DVB-SH [29]. Numer-
ous effects influence the channel, e.g. path loss or fading for
wireless, and attenuation or congestion for wired connec-
tions. The parameters under test determine whether the use
of Packet Erasure Channel (PEC) models is sufficient or a
physical layer binary erasure channel, such as the Additive
White Gaussian Noise (AWGN) channel model, has to be
used. The exemplary simulations conducted for the evalu-
ation of PLVQE use a Gilbert Elliot model [33] that con-
sists of a varying binary symmetric channel with crossover
probabilities determined by a binary-state Markov process,
as shown in Fig. 5. The average packet loss rate and the av-
erage loss burst length can be calculated with the crossover
probabilities according to (3) and (4).




Average Burst Length = 1
1 − q . (4)
The modular structure of the simulation platform allows
to apply various transmission simulators, e.g. Network Sim-
ulator 2 [34] or simulators for specific systems, that can be
used for trace-driven simulations of IPTV, Mobile TV ap-
plications, or others. The only requirement for the transmis-
sion simulator is adaptability to the interfaces of the encod-
ing and evaluation modules. The output of the transmission
simulator, i.e. an erroneous packet trace with possibly miss-
ing lines resembling transmission errors of certain packets,
serves as input for the evaluation module.
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As described in Sect. 3.2, PLVQE includes an offline pre-
processing phase, in which the original source and coded
video are analyzed to acquire the VQE database. During
simulation time, the VQE database allows for online VQE
of the error-prone simulator traces on packet level. Option-
ally, the evaluation module provides conventional VQE that
features bitstream reconstruction from packet trace, decod-
ing and VQE measurement, which is done using the same
error resilient video decoder implementation as for gather-
ing the VQE database.
5 Results analysis
The main benefit of PLVQE are processing time savings
while maintaining accuracy of results, which is proofed with
an exemplary simulation of an IPTV service using SVC
coded video with link congestion simulated according to
the Gilbert Elliot channel. Results of PLVQE are compared
with results of the conventional VQE approach featuring bit-
stream reconstruction from packet trace, video decoding and
measurement of PSNR.
A concatenation of the four test sequences City, Crew,
Habour, and Soccer with a total length of 34 seconds is en-
coded according to the scalable high profile using JSVM
[31] with an approximately constant bitrate of 293 kbps and
a single slice per frame. The quality scalable (CGS) SVC
bitstream consists of an H.264/AVC compatible QVGA base
layer at 15 fps with 29.58 dB PSNR and a QVGA enhance-
ment layer at 15 fps with 34.41 dB PSNR. Both video layers
have a GOP size of 8 frames and random access point inter-
vals of approximately 0.5 s in the base layer and 2.1 s in the
enhancement layer.
Channel simulation uses a Gilbert Elliot model, as de-
scribed in Sect. 4. Its parameters are chosen according to a
recent investigation on interdomain IPTV performance with
synthetic RTP traffic over UDP/IP on ADSL links [35] that
indicated an average loss burst length of about 1.2 packets
and an average packet loss rate of 0.39%. In order to analyze
PLVQE performance on a wide operating range, average
packet loss rates of up to 10% with 18 steps and the given
average loss burst length of about 1.2 packets are simulated.
For evaluating statistical relevance of results, 150 iterations
are conducted leading to a total of 18 · 150 = 2,700 simula-
tion cycles per simulation set. In order to analyze the inter-
action of the GOP-based approach and the freeze frame han-
dling for severe SVC base layer losses, we simulate one set
with equal packet losses in base and enhancement layer and
an additional set with losses restricted to the enhancement
layer. With two simulation sets, a total of 5,400 simulations
have to be carried out.
All simulations are conducted on a Dell Precision T7400
with two Intel Xeon X5482 CPU at 3.2 GHz and 16 GB of
Fig. 6 PSNR results of the conventional VQE approach and PLVQE
for packet losses in SVC base and enhancement layer with 99% confi-
dence intervals
memory. The simulation framework and the video decoder
run in single-threaded mode without parallelization.
5.1 Accuracy
To analyze the accuracy of PLVQE, each simulation cy-
cle is evaluated with PLVQE and conventional VQE. Fig-
ure 6 shows the results for both VQE approaches in terms of
PSNR over average packet loss rate, where packets of both
SVC layers are affected by packet loss. Therefore, this sim-
ulation set includes severe SVC base layer losses that have
to be dealt with by the freeze frame handling of PLVQE.
Within the analyzed operating area, the average deviation of
PLVQE results compared to results of conventional VQE is
0.06 dB PSNR, with a maximum deviation of 0.15 dB. The
measurements of conventional VQE and PLVQE for each
setting of the Gilbert Elliot channel follow a normal distri-
bution and the 99% confidence interval given in Fig. 6 and
Fig. 7 is calculated accordingly.
Figure 7 shows simulation results with packet loss re-
stricted to the SVC enhancement layer only. The given max-
imum packet loss rate leads to an almost complete loss of
the enhancement layer, as can be seen from the PSNR of
30.12 dB. PLVQE entirely relies on the GOP-based ap-
proach to evaluate this simulation set. The average devia-
tion of PLVQE results compared to the results of the con-
ventional approach is 0.02 dB with a maximum deviation
of 0.06 dB, which is significantly smaller than in the sim-
ulation set that includes packet losses of both SVC layers.
However, in both exemplary simulations sets, deviation of
PLVQE results does not rise to a notable magnitude and is
marginal.
It can be seen that the resulting PLVQE deviations un-
der severe SVC base layer losses, as explained in Sect. 3.2,
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Fig. 7 PSNR results of the conventional VQE approach and PLVQE
for packet losses in SVC enhancement layer only and 99% confidence
intervals
are larger then the deviations when using the GOP-based
approach only. The reason for deviations of the GOP-based
approach is related to the assumption made in Sect. 3.1 con-
cerning error propagation. The video quality of a GOP does
not solely depend on itself, but also predicts from temporally
preceding frames, which can lead to differences of video
quality through propagating errors. During preprocessing
phase, the GOP-based measurements of PLVQE are taken
on bitstreams with a specific REP repeatedly mapped onto
them. Therefore, the frames used for prediction at time of
preprocessing slightly differ from the corresponding frames
at simulation time that might be affected by random trans-
mission errors.
5.2 Runtime savings
Runtime savings of the conducted simulation set are eval-
uated by comparing the runtime behavior of the PLVQE
with the runtime behavior of the conventional VQE ap-
proach. Our experiments indicated that, on average, conven-
tional VQE takes more than 100 times the runtime of online
PLVQE evaluation with the given hardware and simulation
setup. For a complete comparison, the VQE database cre-
ation during the offline preprocessing phase has to be con-
sidered as well. The necessary operations for each REP in
the GOP-based approach of PLVQE, i.e. bitstream recon-
struction, video decoding, and PSNR measurement, are very
similar to the conventional VQE procedure. Therefore, we
assume an average preprocessing runtime per REP equal
to the average runtime of conventional VQE per simula-
tion cycle. As shown in Fig. 3, 278 REPs have to be eval-
uated for the given video coding setup in the offline PLVQE
preprocessing. 277 of all REPs will be evaluated with the
Fig. 8 Interpolation of overall evaluation runtime for different decoder
speeds
GOP-based approach. For the remaining single REP indi-
cating a total loss of video frames within the GOP, the VQE
database is extended with measurements for long lasting
freeze frame, as described in Sect. 3.2.
The achievable time-savings depend on numerous fac-
tors. First, the number of simulation cycles is crucial as
PLVQE is not beneficial when the number of simulation cy-
cles is smaller than the number of REPs processed to acquire
the VQE database. All simulations performed with the pre-
sented framework included a multitude of parameters, e.g.
FEC schemes, FEC code rates, or channel parameters as in
[17], making PLVQE very attractive for simulations with a
large number of cycles or iterations. Second, the number
of REPs required for a video coding setup determines the
size of the VQE database, which linearly affects the neces-
sary runtime for offline preprocessing. Third, the underlying
decoder implementation largely influences the runtime, e.g.
experiments with a set of decoder implementations led to
large differences of evaluation runtime with the given video
coding setup. At last, the video coding setup regarding bi-
trate, resolution, and framerate affects the evaluation run-
time depending on decoder implementation and the given
hardware. Figure 8 shows an extrapolation of overall run-
time results based on the given simulation setup, referred to
as normal speed. For the given simulation setup and hard-
ware, PLVQE reduces evaluation runtime by 89.7% com-
pared to the conventional approach. It can be seen that the
achievable gain mainly depends on the amount of simulation
cycles. Furthermore, a change of decoding speed has been
considered, denoted as double and half speed. Both lines il-
lustrate the evaluation runtime for varying decoder speeds
due to a change of video coding (e.g. video resolution or
data rate) or decoder implementation.
The speed of the underlying decoder influences the gra-
dient of the conventional VQE runtime behavior and the size
of the initial preprocessing offset of PLVQE, which is intro-
duced by the VQE database creation. A change in coding
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structure alters the initial offset only and, therefore, affects
the number of simulation cycles at which PLVQE breaks
even with the conventional approach, i.e. the intersection of
similarly colored lines in Fig. 8.
6 Conclusion
This work presents and analyzes an approach for fast Packet
Level Video Quality Evaluation (PLVQE) of error-prone
H.264/AVC and SVC transmission with application layer
metrics. Simulation time savings result from reduction of
redundancy by combining decoding operations and exploit-
ing prediction structures within H.264/AVC and SVC coded
video. An offline preprocessing of video data constitutes a
Video Quality Evaluation (VQE) database that allows on-
line trace-driven packet level evaluation of simulation re-
sults with application layer video quality metrics such as
PSNR. The conducted validation based on exemplary sim-
ulations proved enormous benefit with a reduction of the
evaluation runtime of almost 90% and an only marginal de-
viation of results compared to the time-consuming conven-
tional VQE approach that includes bitstream reconstruction,
decoding, and VQE measurements of each simulation cycle.
Moreover, the analysis showed that the time savings of the
proposed platform in the overall evaluation scales with the
amount of simulation cycles and the speed of the decoder
implementation. This makes the presented approach favor-
able for large simulation sets and video data that demands
relatively high computational power such as used in HDTV
applications.
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