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We study the spin-1/2 ferromagnetic Heisenberg-Kitaev-Γ model in the anisotropic (Toric code)
limit to reveal the nature of the quantum phase transition between the gapped Z2 quantum spin
liquid and a spin ordered phase (driven by Heisenberg interactions) as well as a trivial paramagnet
(driven by pseudo-dipolar interactions, Γ). The transitions are obtained by a simultaneous conden-
sation of the Ising electric and magnetic charges– the fractionalized excitations of the Z2 quantum
spin liquid. Both these transitions can be continuous and are examples of deconfined quantum
critical points. Crucial to our calculations are the symmetry implementations on the soft electric
and magnetic modes that become critical. In particular, we find strong constraints on the structure
of the critical theory arising from time reversal and lattice translation symmetries with the latter
acting as an anyon permutation symmetry that endows the critical theory with a manifestly self-
dual structure. We find that the transition between the quantum spin liquid and the spin-ordered
phase belongs to a self-dual modified Abelian Higgs field theory while that between the spin liquid
and the trivial paramagnet belongs to a self-dual Z2 gauge theory. We also study the effect of an
external Zeeman field to show an interesting similarity between the polarised paramagnet obtained
due to the Zeeman field and the trivial paramagnet driven the pseudo-dipolar interactions. Inter-
estingly, both the spin liquid and the spin ordered phases have easily identifiable counterparts in
the isotropic limit and the present calculations may shed insights into the corresponding transitions
in the material relevant isotropic limit.
I. INTRODUCTION
Recent research of spin-orbit coupled frustrated mag-
nets have led to the discovery of a new class of candidate
quantum spin liquid (QSL) materials.1 Interestingly, in a
subset of such magnets which ultimately order (at very
low temperatures), the low temperature properties bear
unconventional experimental signatures akin to fraction-
alized excitations2–11 expected in a QSL. A framework
to describe these properties start by positing that these
systems are proximate to quantum phase transition be-
tween a spin ordered phase and a QSL, albeit just on the
ordered side. The finite temperature properties of such a
proximate QSL phase then may account for, among oth-
ers, the neutron scattering of honeycomb lattice magnet
α-RuCl3
12–16 and rare-earth pyrochlore Yb2Ti2O7.
17–21
The case of α-RuCl3 is particularly interesting where
a collinear Zig-Zag spin order is stabilized below T ∼
7 K.12–16 However, recent neutron scattering experi-
ments reveal that unusually intense diffused spin ex-
citations resembling that of the two-particle fraction-
alized spinon continuum of a QSL survive well above
the spin ordering temperature.12–14 Further, in an in-
plane Zeeman field, the spin order gives away to a
field induced partially-polarised paramagnet22,23 with
unusual spin dynamics24,25 and quantized thermal-Hall
conductivity.26 This has led to the suggestion the the zero
Zeeman field Zig-Zag order in this material occurring be-
low 7 K12 is fragile and proximate to a Z2 QSL with
ultra short-ranged spin correlations27– which supports
fractionalized Majorana excitations and Z2 fluxes.
28
Within the proximate-spin liquid scenario, therefore,
the quantum phase transition between the Zig-Zag spin
ordered phase and the Z2 QSL then affects the low tem-
perature physics of α−RuCl3. On generic grounds, such
transitions29 cannot be captured within the conventional
order parameter based description.30 Further, the Z2
QSL is separated from a trivial paramagnet (one without
topological order and fractionalised excitations) through
a different and distinct quantum phase transition. In case
of this latter transition an order parameter based descrip-
tion is unavailable. If the transitions are continuous– as
is pertinent to the present work– the correct critical the-
ory has to essentially account for the fractionalisation
and topological order31,32 in the Z2 QSL in addition to
the any possible spin order. Several examples of such
deconfined critical points33,34 are known.
The minimal spin Hamiltonian that can cap-
ture the above physics of α-RuCl3 is given by
the so-called Heisenberg-Kitaev-Pseudodipolar (JKΓ)
Hamiltonian35–38
H =J
∑
〈p,q〉
σp · σq +
∑
〈p,q〉α
[
Γα
[
σβpσ
γ
q + σ
β
q σ
γ
p
]−Kασαp σαq ]
(1)
where α = x, y, z refers to the x, y, z bonds of the
honeycomb lattice respectively (see Fig. 1(a)) and σαp
denotes Pauli matrices representing spin-1/2 operator
on the site of the honeycomb lattice. 〈pq〉 refers to
nearest neighbours while 〈pq〉α refers to nearest neigh-
bours along α-bonds. Note that for a given α; β, γ(=
x, y, z) 6= α. Remarkably, in addition to α-RuCl3, the
Hamiltonian in Eq. 1 can effectively describe the mag-
netic properties of several other strong spin-orbit cou-
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FIG. 1. (a) The σ spins on the honeycomb lattice (with
sub-lattice A and B). The x, y, z bonds are shown in blue,
red and black respectively. (b) The low energy doublet in
the anisotropic limit, the τ spins (see text), are shown in
gray filled circles on the links of the light green square lattice
which are also the location of the centres of the z-bonds of the
honeycomb lattice. d1 and d2 generate translations of under-
lying honeycomb lattice. The plaquettes (light magenta) in
the rhombic lattice become usual plaquettes (cyan) and stars
(light orange) in the square lattice.
pled magnets on honeycomb lattice35–37 that include
honeycomb iridates36,39–43 as well as three-dimensional
harmonic iridates.15,44–48 The material relevant isotropic
limit (Kx = Ky = Kz) has a rich phase diagram in-
cluding a direct phase transition between the QSL and
collinear spin ordered phases.36,37,49–55
An interesting and somewhat easier (for the present
purpose) limit of Eq. 1 occurs when one of the Kitaev
couplings, Kz (say) is much larger than all other cou-
plings, i.e., |Kz| >> |J |, |Ky|, |Kx|, |Γ|. In this Toric
code56 limit the QSL survives for J,Γ = 0, albeit as a
gapped Z2 QSL with low energy bosonic Ising electric (e)
and magnetic (m) charges while the Majorana fermion
has a large gap of the order ∼ |Kz|.28,56 On increasing J
and/or Γ the QSL must give way to other phases. What
are these other phases and what is the nature of such
phase transition are then questions of interest by them-
selves since any such description must incorporate the
non-trivial topological order and fractionalized e and m
excitations of the QSL.57–60 Also the understanding of
such phase transitions in the anisotropic limit may pro-
vide us useful insights to the nature of the phase transi-
tion in the isotropic limit and thereby shed light on the
finite temperature properties of candidates such as RuCl3
to ascertain the validity of the promximate QSL scenario.
In this paper, with the twin motivations above, we
study the phases and phase transitions in the anisotropic
limit of Eq. 1 and show that not only the QSL, albeit
gapped, survives in the above anisotropic limit, but so
do the neighbouring spin ordered phases. Ref. 61 and
62 considered an approach similar to ours. The start-
ing point of Ref. 61 is slightly different version (Heisen-
berg exchange was also taken to be anisotropic) of the
anisotropic limit for the Hamiltonian in Eq. 1 with Γ = 0.
There, in the classical limit, all the magnetic states sur-
vive the anisotropy, and more interestingly even for quan-
tum S = 1/2 systems, numerical results suggest that the
transition between the (now) gapped QSL and the spin
orders, same as in the isotropic limit, exist. Ref. 62, on
the other hand, considered Eq. 1 for J = 0 and and de-
rived the effective low energy Hamiltonian through strong
coupling approaches. Some of their conclusions– such as
the transverse-field Ising model results at lowest order
(Eq. 104)– agree with our effective microscopic Hamilto-
nian. However these above works did not systematically
analyse the theory of the phase transitions.
In this work, we substantially extend the formulation
of the anisotropic problem incorporating both Heisenberg
(J) and pseudo-dipolar (Γ) interactions to the ferromag-
netic Kitaev magnet (Kα > 0 in Eq. 1). We use a
combination of strong coupling expansion, numerical di-
agonalisation and field theoretic calculations to study the
quantum phase transitions between the QSL and various
spin ordered as well as paramagnetic phases by explic-
itly deriving a candidate critical theory for the possible
deconfined quantum critical points. Our finding are sum-
marised in the phase diagram in Fig. 2. In a following
work,63 we shall discuss the physics of antiferromagnetic
Kitaev model (Kα < 0) and its proximate phases. We
shall find crucial difference between the two cases along
with interesting similarities.
One of our central findings is the non-trivial implemen-
tation of the microscopic symmetries on the low energy
degree of freedom. While this is quite generic to strongly
correlated systems, it is even more rich in spin-orbit cou-
pled systems where lattice and spin symmetries become
intertwined. In the present case non-trivial implementa-
tion of two particular symmetries– time reversal, T , and
lattice translation, Td1 ,Td2 (see Fig. 1(b)) severely con-
strains the structure of the low energy theory in a novel
way. In case of time-reversal symmetry, we find that
while the σαi spins in Eq. 1 form usual Kramers doublet
under time reversal (T 2 = −1)– as is relevant for the
candidate materials, the effective low energy degrees of
freedom in the anisotropic limit (Eq. 6) is a non-Kramers
doublet (T 2 = +1). The translations, Td1 and Td2 , on
the other hand, interchanges the sites and plaquettes of
the underlying square lattice. This results in unconven-
tional symmetry properties for the low energy e and m
excitations of the QSL which transforms projectively un-
der various symmetries.4,64 The non-Kramers nature of
the low energy doublets determine– (a) how the system
couples to an external Zeeman field, and, (b) the nature
of time-reversal partners e and m modes that become soft
at the magnetic transition in such a non-Kramers QSL.65
The translations on the other hand, interchanges the e
and m charges resulting in a so called anyon permutation
symmetry.64,66 A profound consequence of this permuta-
tion is that the e and m soft modes of the QSL have the
same mass resulting in placing the system along a self-
3dual line in the gauge-matter phase diagram of the type
studied by Fradkin and Shenker in Ref. 67. The above
symmetry implementation on the soft modes then heavily
constrains the nature of the critical point and hence the
deconfined phase transition is protected by them. While
this is certainly a feature of all symmetry breaking phase
transitions, we find that in particular the anyon permuta-
tion symmetry protects the nature of the deconfined crit-
ical point between the QSL and the spin-ordered phase
as well as the QSL and the trivial paramagnet. We place
our results in context of the existing knowledge about
this similar critical points.
Considering the length and our multi-stage analysis of
the problem, here we provide a summary of the central
results obtained in this work along with the general out-
line of the rest of the paper.
A. Outline and summary of the central results
In the anisotropic limit the low energy degrees of free-
dom for the ferromagnetic Kitaev model are given by
non-Kramers doublets, τzi (Eq. 6) sitting on the z-bonds
of the honeycomb lattice or alternately the bonds of the
square lattice as shown in Fig. 1(b). Due to the non-
Kramers nature, only τz is odd under time reversal (Eq.
9) and can couple to the Zeeman field at the linear order.
The effective Hamiltonian for the τ -spins, obtained
within the 1/|Kz| degenerate perturbation theory (Eq. 7)
describes the interaction between the τ -spins (Eq. 10).
This Hamiltonian captures the gapped Z2 QSL as well
as other magnetically ordered and trivial paramagnetic
phases. This is easily seen by considering various limits
of the effective Hamiltonian which shows the gapped Z2
QSL (in J ∼ Γ ∼ 0 limit) gives way to either a mag-
netically ordered phase due to Heisenberg coupling J (in
Γ ∼ K ∼ 0 limit) or a trivial paramagnetic phase due
to pseudo-dipolar coupling Γ (in J ∼ K ∼ 0 limit). The
schematic phase diagram is given by Fig. 2. We perform
exact diagonalisation calculations on finite spin clusters
containing 12− 32 τ -spins to further confirm the expec-
tation for the phase diagram. While severely limited in
system size, our numerical phase diagram– based on the
analysis of the spectral gap, fidelity susceptibility peaks,
topological entanglement entropy and two point correla-
tion functions provide encouraging agreement (Fig. 9)
with the schematic phase diagram–reiterating the possi-
bility of a direct phase transition between the Z2 QSL
and the spin-ordered state and between the Z2 QSL and
a trivial paramagnet apart from a 3D−Z2 transition be-
tween the spin ordered state and the trivial paramagnet.
A canonical way to understand the emergence of short-
range entangled (with or without spontaneous symmetry
breaking) phases from a QSL is in terms of the conden-
sation of the deconfined excitations of the QSL which in
this case are Z2 e and m charges. While this formulation
indeed is very powerful and lead us to understand the na-
ture of the deconfined quantum phase transitions out of
the Z2 QSL, interestingly we provide an alternate insight
towards understanding of the Z2 QSL through prolifer-
ation of the selective domain walls of the magnetically
ordered phase with a specific sign structure (Eq. 32) as
opposed to random proliferation of the domain walls in
the trivial paramagnet (Eq. 33).
To describe the phase transitions, it is important to
understand the nature of exciations of the Z2 QSL– the
e and m charges. This is best done by expressing the
microscopic interactions in terms of the well-known map-
ping to the Z2 gauge theory with e and m charges (Eq.
41). These bosonic Z2 charges are conserved modulo 2
and see each other as source of pi flux (mutual semions).
Further, they transform under projective representations
of the symmetry group. In particular, we find non-trivial
implementation of the time reversal symmetry (Eq. 50)
and translation (Eq. 48) under Td1 and Td2 (Fig. 1(b))
on the gauge charges. The latter leads to the permutation
symmetry e↔ m– an example of an anyon permutation
symmetry.
Both the time reversal and the anyon permutation
symmetry severely constrains the structure of the crit-
ical theory. Indeed for the Heisenberg perturbations the
time-reversal partner soft modes of the e and m sectors
are given by (Eqs. 63 and 64) whose structure is schemat-
ically shown in Figs. 10(a) and 10(b). These soft modes
transform under the symmetries as a pair of complex
bosons, Φe,Φm (Eq. 65 and 66) upto a quartic term that
reduces the symmetry to Z4 from Ue(1) × Um(1). Cru-
cially however, anyon permutation Φe ↔ Φm leads to
a self-dual structure of the critical theory. The mutual
semionic statistics between the Φe and Φm soft modes is
implemented within a mutual U(1)×U(1) Chern Simons
(CS) theory resulting in a self dual 3D Euclidean action
(Eq. 72) with Lagrangian
L =|(∂µ − iAµ)Φe|2 + |(∂µ − iBµ)Φm|2
+ u(|Φe|2 + |Φm|2) + v(|Φe|4 + |Φm|4)
− λ [(Φe)4 + (Φ∗e)4 + (Φm)4 + (Φ∗m)4]
+ w
[
(ΦeΦm)
2 + (ΦeΦ
∗
m)
2 + c.c.
]
+
i
pi
µνλAµ∂νBλ
For u > 0 Φe and Φm are gapped and the low energy
effective action is given by the last term– the mutual
CS action. This phase is nothing but the Z2 QSL with
gapped e and m charges. The phase, u < 0, on the other
hand is characterised by finite collinear spin order char-
acterised by the gauge invariant order parameters given
by Eq. 81 that breaks time reversal symmetry. Using
particle-vortex duality we can map the above action to a
modified Abelian Higgs model (MAHM) which, at u = 0
describes the transition. We note that the Ue(1)×Um(1)
breaking anisotropy terms may be irrelevant at the crit-
ical point but relevant in the spin-ordered phases. An
external Zeeman field lifts the symmetry of the two time
reversal partners by allowing a second order term (Eq.
102) of the form −hz
[
(Φe)
2 + (Φ∗e)
2 + (Φm)
2 + (Φ∗m)
2
]
.
4While the Z2 QSL remains intact the spin-ordered phase
gets affects and is now continuously connected to the
polarised phase (for J < 0) or undergoes a spin-flop
transtion into a polarised phase for J ∼ |hz| > 0.
For the pseudo-dipolar, Γ, perturbations similarly we
get a pair of complex scalar modes, (Φ˜e, Φ˜m) (Eq. 111
and 112), which now are time reversal invariant. The
PSG of the soft modes allow for a second order term
(Eq. 116) similar to the Zeeman case. However now the
Higgs phase correspond to a time reversal symmetric triv-
ial paramagnet. In fact we find a continuous interpola-
tion of the soft modes driven by the Zeeman perturbation
and the pseudo-dipolar perturbations by identifying the
residual symmetries when both these terms are simulta-
neously present (Eq. 130). The second-order anisotropic
term acts like a pairing term in a superconductor and re-
duces the gauge group down to Z2 from U(1) at the crit-
ical point. The transition therefore belongs to Z2 gauge
theory on the self-dual line.
The rest of the paper is organised as follows. In Sec-
tion II, we start with the description of the anisotropic
limit of the Hamiltonian given in Eq. 1 and identify the
low energy degrees of freedom as well as their symme-
try properties. The effective low energy Hamiltonian for
the τ spins, derived using degenerate perturbation the-
ory upto fourth order, is presented in Section III. Nu-
merical exact diagonalisation results on finite spin clus-
ters, as presented in Section IV. In Sec. V a Z2 lattice
gauge theory capturing e and m excitations of the Z2
QSL is introduced and their symmetry transformations
are analysed. In Sec. VI, we derive the critical theory
for the transition driven by the Heisenberg interaction, J
and show that the transition indeed occurs through the
condensation of e and m charges. Here we also study the
effect of an external Zeeman field. In Sec. VII, we discuss
the transition between the QSL and the trivial paramag-
net driven by the pseudo-dipolar interactions. Finally we
summarise our results in Sec. VIII. Various details are
given in the appendices.
II. GENERALIZED HEISENBERG-KITAEV
MODEL : ANISOTROPIC TORIC CODE LIMIT
The gapped Z2 QSL stabilised in the anisotropic
56
limit is the starting point of our analysis. It is obtained
by neglecting the Heisenberg (J) and the pseudo-dipolar
(Γ) couplings in the Hamiltonian in Eq. 1 and consider-
ing one of the three Kitaev coupling to be much larger
than the other two.28 Depending on which Kitaev cou-
pling we choose we get three equivalent gapped Z2 QSLs
whose properties are related by appropriately rotating
the underlying honeycomb lattice by ±2pi/3 about the
center of the hexagon. For the rest of the paper we shall
take the Kitaev couplings on the z-bonds of Fig. 1(a) to
be stronger than that of the x and y bonds.
In presence of J and Γ, our analysis of the anisotropic
limit starts with derivation of the correct low energy ef-
fective Hamiltonian from Eq. 1 in the limit of |Kz| >>
|J |, |Kx|, |Ky|, |Γα|. To this end we write the Hamilto-
nian in Eq. 1 as28,60
H = H0 + V, (2)
where
H0 = −(Kz − J)
∑
〈i,j〉,z
σzi σ
z
j (3)
and V stands for the rest of the terms in Eq. 1 which
can be treated as perturbation in this limit. For V = 0
the systems breaks up into isolated bonds and each bond
has two ground states. The nature of these ground states
depends crucially on the sign of Kz.
For Kz > 0, i.e. the ferromagnetic case, the two spins
participating in the bond are both parallel to each other.
Let us denote these states in the σz basis by28
| ↑↑〉 ≡ |+〉, | ↓↓〉 ≡ |−〉 (4)
where the first (second) spin belongs to sub-lattice A(B)
of Fig. 1(a). The two excited states are given by
| ↑↓〉, | ↓↑〉 (5)
where the excitation energy is 2Kz. For the Kz < 0, i.e.
the antiferromagnetic case, the role of the two sets of dou-
blet is reversed. As mentioned above, in this paper, we
will concern ourselves with the ferromagnetic case while
in a follow up work63 we shall treat the antiferromagnetic
case , Kz < 0.
We now define τz operators for each z-bond to capture
the ground state manifold, τz |±〉 = ± |±〉 for both the
cases of Kz. In terms of the underlying σ spins,
τz = (σzA + σ
z
B)/2 (6)
where the subscripts A and B label the two spins be-
longing to the two different sublattices participating in
a particular z-bond (Fig. 1(a)). If there are Nz number
of z bonds then there are 2Nz, σ-spins and hence Nz,
τ -spins. The τ -spin span a rhombic lattice with d1 & d2
as the lattice vectors, as shown in Fig. 1(b) (and also
Fig. 14 in Appendix A).
The ground state of H0 is clearly 2
Nz -fold degener-
ate. Depending on the various coupling parameters in
V, it breaks this degeneracy either by selecting an or-
dered ground state through quantum order-by-disorder68
or through disorder-by-disorder69 to a QSL by macro-
scopic superposition of the states within the degenerate
manifold leading to long-range quantum entanglement.
We wish to understand the nature of such ordered or
disordered phases along with the nature of possible in-
tervening quantum phase transitions.
The effective low energy Hamiltonian below the ∼ Kz
scale can then be gotten using a the strong coupling ex-
pansion in 1/|Kz| from the perturbation series
Heff = P [V + VGV + · · · ]P (7)
5where P is the projector on the ground-state manifold of
H0 and G = (1 − P) 1(E−H0) (1 − P) is the propagator in
the excited manifold.
Before describing our strong-coupling calculations,
however, it is useful to understand the action of the var-
ious symmetries on the τα spins which will form an es-
sential ingredient in our analysis.
A. Symmetries of the low energy doublet
The lattice points of the rhombic lattice on whose sites
the τ -spins reside (see Fig. 1(b) and also Fig. 14 in the
Appendix A) are given by
i ≡ (i1, i2) = i1d1 + i2d2, (8)
with the two diagonal translation vectors d1 & d2 of
the rhombic lattice as shown in Fig. 1(b). Alternatively
we can choose a Cartesian coordinate system (given by
xˆ = d1 − d2 and yˆ = d1 + d2) with a two site-basis to
describe the spins. We shall alternatively use both these
descriptions whenever suitable.
Starting from the symmetries of the isotropic system
(Eq. 1) on the honeycomb lattice (see Appendix A) and
focussing on the anisotropic limit, we find the following
generators of symmetries for the anisotropic limit :
• Time reversal, T .
• Lattice translations in the honeycomb plane, Td1
and Td1 . Under translation Td1 : (i1, i2) → (i1 +
1, i2) and Td2 : (i1, i2)→ (i1, i2 + 1).
• Reflection about z-bond of the honeycomb lattice,
σv for which we have σv : (i1, i2)→ (−i2,−i1).
• pi-rotation about the z-bond, C2z which gives C2z :
(i1, i2)→ (i2, i1).
Note that due to spin-orbit coupling, the spin quantiza-
tion axes and the real space are coupled and we choose
the same convention as You et. al. in Ref. 70 to under-
stand the symmetry transformations. Further, in addi-
tion to the symmetries listed above, we find it convenient
to use the additional symmetry
• pi-rotation about the honeycomb lattice hexagon
center, Rpi = C2zσv
The action of the above symmetry transformations on
the ground state doublets are given by (see Appendix A
for details) :
T : {τxi , τyi , τzi } → {τxi , τyi ,−τzi }
Tdj : {τxi , τyi , τzi } → {τxi+dj , τyi+dj , τzi+dj}
σv : {τx, τy, τz}(i1,i2) → {−τx, τy,−τz}(−i2,−i1)
C2z : {τx, τy, τz}(i1,i2) → {−τxj , τyj ,−τzj }(i2,i1)
Rpi : {τx, τy, τz}(i1,i2) → {τx, τy, τz}(−i1,−i2) (9)
It is important to notice that, ταs are non-Kramers dou-
blets. Hence any on-site (time reversal odd) magnetic
ordering that can be described within this limit, has to
be an ordering of τz. This also means that an external
Zeeman field can only couple to τz at linear order as is
characteristic to such non-Kramers systems.
With the symmetries, we now start to analyze the low
energy effective theories for the Hamiltonian (Eq. 1) in
the anisotropic limit for the ferromagnetic (Kα > 0) case.
III. THE ANISOTROPIC LIMIT FOR Kα > 0
For the Isotropic model with ferromagnetic Kitaev ex-
changes (Kx = Ky = Kz > 0), with increasing Heisen-
berg coupling, J , the Kitaev spin liquid gives way to a
ferromagnetic (for J < 0) or a stripy spin ordered (for
J > 0) (Fig. 3) phase. The situation with the pseudo-
dipolar interactions are much less clear and recently both
the possibilities of QSL and a lattice nematic has been
suggested54,55 in related models.
In the anisotropic limit, the effective Hamiltonian in
the anisotropic limit is obtained through degenerate per-
turbation theory as outlined in Eq. 7.
A. The effective Hamiltonian
For Kx = Ky = K > 0, Γα = Γ (where α = x, y, z),
we derive the effective low energy Hamiltonian for the τ -
spins till fourth order perturbation theory which captures
the QSL, the proximate spin ordered phases as well as
possible trivial paramagnets. The effective low energy
Hamiltonian for the τ -spins is given by
Heff = H[1] +H[2] +H[3] +H[4] (10)
where,
H[1] =
[
2Γ
(
1− Γ
2
∆2
)
− 2Γ
2δ2
∆3
]∑
i
τyi (11)
is the single spin interaction. The index i now denotes
the bonds of a square lattice as shown in Fig. 1(b). We
have used
δ = K − J and ∆ = Kz − J (12)
for clarity. Note that the linear term in τy in Eq. 11 is
time reversal invariant and is proportional to Γ and hence
is zero when Γ = 0. This term, as we shall see below,
makes the Z2 QSL unstable to a trivial paramagnet as Γ
is increased.
The other terms a = 2, 3, 4 in the Hamiltonian H[a]
involves interactions among two, three and four spins re-
spectively. Odd-spin terms are generically allowed due
to the non-Kramers nature of the τ -spins.
In writing the the higher order terms we use the con-
vention : each plaquette of the rhombic lattice is associ-
ated with its left edge such that we denote the spin on
6the left edge as τi (Fig. 1(b)). Using the definition of d1
and d2, the top most spin is then given by τi+d1 while
the other two spin, the one on the right and the one in
the bottom are τi+d1−d2 and τi−d2 respectively. With
this, the two spin interactions are given by
H[2] =
[
J − Jδ
2∆
− J
3δ + Jδ3
8∆3
]∑
〈ij〉
τzi τ
z
j +
[
J2δ2
2∆3
]∑
i
τzi τ
z
i+d1−d2 −
[
5J2δ2
8∆3
]∑
i
(
τxi τ
x
i+d1−d2 + τ
y
i τ
y
i+d1−d2
)
−
[
J2δ2
4∆3
]∑
i
τzi+d1τ
z
i−d2 −
[
J2δ2
8∆3
− Γ
2J
∆2
]∑
i
(
τzi+d1τ
z
i−d1 + τ
z
i+d2τ
z
i−d2
) (13)
The leading term (proportional to J) is an Ising inter-
action which, as we shall see drives the transition from
the Z2 QSL to a spin ordered phase. Unlike the trivial
paramagnet above, this spin-ordered phase breaks time
reversal symmetry as well as lattice point groups symme-
tries σv and C2z (Eq. 9).
The three spin interactions are given by
H[3] =
[
Γ2
∆
+
7Γ2δ2 − 4Γ4
4∆3
]∑
i
(
τzi+d1τ
x
i τ
z
i−d1 − τzi+d2τxi τzi−d2
)− [Γ2
∆
− 4Γ
4 − 6Γ2δ2 + J2Γ2
4∆3
]∑
i
τzi+d1τ
z
i−d2(τ
y
i + τ
y
i+d1−d2)
+
[
Γ3
∆2
− Γ
4 + 3Γ2δ2
2∆3
]∑
i
(
τzi τ
x
i+d1−d2 − τzi+d1−d2τxi
) (
τzi+d1 − τzi−d2
)
+
[
JΓ2
∆2
]∑
i
τzi+d1−d2τ
z
i (τ
y
i+d1
+ τyi−d2)
(14)
These third order terms, along with others renormlaises
the energy of various excitations in both the QSL as well
as the ordered phases and trivial paramagnet. However,
we expect that they do not change the qualitative nature
of the phase diagram.
Finally the four spin interactions are given by
H[4] = −
[
J4 + δ4
16∆3
]∑
i
τyi τ
y
i+d1−d2τ
z
i+d1τ
z
i−d2 −
[
J2δ2
8∆3
]∑
i
τxi τ
x
i+d1−d2τ
z
i+d1τ
z
i−d2 (15)
where the first term is nothing but the Toric code Hamil-
tonain (exactly solvable for J = 0) that has a Z2 QSL
ground state.28,56
Thus we have the entire effective Hamiltonian consis-
tent with the symmetries upto fourth order in perturba-
tion theory in 1/Kz which incorporates the physics of all
the relevant phases.
B. Phases and Phase diagram
With the above effective low energy Hamiltonian (Eq.
10) we now study the phase diagram as a function of
J/|K| vs Γ/|K|. The central result of this analysis is
shown in the schematic the phase diagram of Fig. 2. In
the rest of this work using a combination of various field
theoretic techniques and exact diagonalisation calcula-
tions on small spin clusters we substantiate the above
phase diagram as well as study the possible phase tran-
sitions.
Before delving into the detailed analysis that results in
the phase diagram, let us focus on the different limits to
gain insights into the phase diagram. This will also allow
us to understand the nature of the low energy modes near
the phase transitions.
1. Toric code limit : J ≈ Γ ≈ 0 and canonical
representation
In this limit the Hamiltonian in Eq. 10 becomes
H(J=Γ=0) = −JTC
∑
i
τyi τ
y
i+d1−d2τ
z
i+d1τ
z
i−d2 (16)
where JTC =
K4
16K3z
. This is exactly equivalent to the
Toric code model56 albeit in the Wen’s representation.71
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FIG. 2. Schematic phase diagram of the anisotropic FM Ki-
taev limit. At origin, i.e. Γ = J = 0 is the Z2 QSL, that
survives the small perturbation with respect to Γ/|K|, J/|K|.
However it finally gives way to the magnetically ordered
phases (driven by the Heisenberg coupling, J) or a trivial
product paramagnet (driven by the pseudo-dipolar coupling
Γ). The field theoretic analysis leads to an understanding
of the nature of the deconfined quantum phase transition
between the QSL and the spin ordered phase or the trivial
paramagnet, in addition to the regular quantum phase tran-
sition associated with spontaneous symmetry breaking– as
mentioned in the plot above.
While the details of this limit are well known,28,56 we
briefly summarise them for completion as well as to set
up the notations that will be useful for our calculations.
Eq. 16 is brought into a familiar form by the fol-
lowing site dependent rotation– rotate all the spins on
the horizontal bonds (Fig. 1(b)) of the square lattice
by Uh = exp[iτ
zpi/4]) and on the vertical bonds by
Uv = exp
[−ipi(τx + τy + τz)/(3√3)].28 This gives
{τxi , τyi , τzi } → {−τ˜yi , τ˜xi , τ˜zi } ∀i ∈ horizontal. bonds
{τxi , τyi , τzi } → {τ˜yi , τ˜zi , τ˜xi } ∀i ∈ vertical bonds (17)
where we denote the rotated basis by τ˜α. Eq. 16 then
assumes the canonical Toric code form28,56
H˜J=Γ=0 =− JTC
[∑
s
As +
∑
p
Bp
]
(18)
where the indices s, p denotes star and plaquette re-
spectively on the square lattice in Fig. 1(b) with As =∏
i∈s τ˜
x
i , Bp =
∏
i∈p τ˜
z
i .
28,56 This stabilises a topologi-
cally ordered Z2 QSL
28,56 with excitations being gapped
bosonic Z2 electric (e) and magnetic (m) charges residing
on the vertices and plaquettes of the square lattice (Fig.
1(b)) respectively. Crucially, the e and m charges have
a mutual semionic statistics,56 i.e., they see each other
as source of Aharonov-Bohm flux of pi. It is useful to
remind ourselves the exact ground states wave-function
of a system at this point which is given by56
|ΨToricG.S. 〉 =
∏
s
(
I+As
2
)
|0z〉 (19)
where
|0z〉 =
⊗
i
|+〉i (20)
represents the reference all up state in the τ˜z basis. Three
other tground states on a 2-tori can be generated from the
above state by operating with the following Wilson-loop
operators along the two non trivial loops in the 2-tori :
Lex(y) =
∏
i∈lx(y)
τ˜zi ; Lmx(y) =
∏
i∈l∗
x(y)
τ˜xi (21)
Lex(y) (Lmx(y)) is product over τ˜z(τ˜x) on the closed loop
lx(y) (l
∗
x(y)) defined on the links of the direct(dual) lat-
tice along horizontal and vertical directions respectively.
These operators have eigenvalues of ±1. The four ground
states of TC model are labeled by (Lex = ±1,Lex =
±1). In this notation, the ground state |ΨToricG.S. 〉 in
Eq. 19 is labeled as |1, 1〉. The other three states
are |1,−1〉 = Lmx |ΨToricG.S. 〉, |−1, 1〉 = Lmy |ΨToricG.S. 〉 and
|−1,−1〉 = Lmx Lmy |ΨToricG.S. 〉.
The QSL is gapped and hence survives small Heisen-
berg and pseudo-dipolar perturbations as shown in Fig.
2. However due to these perturbations the e and m
charges gain dispersion. The low energy effective descrip-
tion of the Z2 QSL in the continuum limit is captured by
a U(1) × U(1) mutual CS theory31,32,72,73 given by Eq.
70 which correctly implements the semionic statistics be-
tween the gapped e and m excitations of the Z2 QSL.
On cranking up the Heisenberg (J) and/or the pseudo-
dipolar (Γ) couplings, however, the QSL ultimately gives
way to other phases. Starting with the QSL, we can
understand the possible destruction of the QSL by con-
densing the e and m charges.74 This leads to different
short-ranged entangled phases without or without spon-
taneously broken symmetries whose exact nature depend
on the quantum numbers of the soft modes of the e and
m charges that condense. This, in turn is dictated by the
energetics and the nature of the microscopic couplings,
J and Γ. Indeed we find that while the Heisenberg in-
teractions, J , lead to a time reversal symmetry broken
magnetically ordered phase, the pseudo-dipoloar term, Γ,
gives rise to a trivial product paramagnet.
8(a) (b)
FIG. 3. (a) Stripy order: For J > 0, Neel ordered state of
the τ -spins shown in grey arrows. For the σ-spin in the un-
derlying honeycomb lattice, the magnetic ordering is shown,
which is consistent Eq. 4. This σz ordering is nothing but the
stripy phase. (b) Ferromagnetic order for J < 0: in τz
basis all the spins point to the same direction and equivalently
for all the σz spins.
2. Heisenberg Limit : Γ = K = 0
Another instructive and tractable limit is when both
the pseudo-dipolar and the Kitaev x and y exchanges, K,
are absent. The effective Hamiltonian (Eq. 10) becomes
HΓ=K=0 =J
∑
〈i,j〉
τzi τ
z
j +O
[(
J4/∆3
)]
(22)
In the limit where Kz (i .e. ∆ → ∞) is the largest
energy scale in which the above Hamiltonian is valid,
the leading term is clearly given by the first term. This
leads to ferromagnetic or Neel ordering for the τz spins
depending on the sign of J . Higher order (in J/∆) terms
though introduce fluctuations, however are expected to
retain the above magnetic ordering. The same conclusion
is also obtained in the limit Γ = 0 and J = K such that
δ = 0.
It is interesting to note that the Neel order (for J > 0)
in terms of the τz spins is actually the stripy order in
terms of the original σz of the underlying honeycomb
lattice as shown in Fig. 3(a). Similarly, for J < 0, the
ferromagnetic ordering in terms of τz transforms into a
ferromagnetic ordering in terms of the underlying σz as
shown in Fig. 3 (b). Noticeably these are exactly the spin
orders found in the immediate vicinity of the Isotropic
Kitaev QSL with ferromagnetic exchanges.36,37
Hence we expect a direct transition between the Ising
ferromagnet (or antiferromagnet) and the Z2 QSL.
58,74
To understand this transition we re-write the minimal
Hamiltonian incorporating the leading order Heisenberg
perturbations in the rotated basis (Eq. 17) to obtain
H˜Γ=0 = J
∑
〈i,j〉,(i∈H;j∈V )
τ˜zi τ˜
x
j − JTC
[∑
s
As +
∑
p
Bp
]
(23)
where As and Bp are defined below Eq. 18. We note
that the perturbation by the Heisenberg term is different
from that considered in Ref. 57 of 75 as in the present
case a term like τ˜
z(x)
i τ˜
z(x)
j (where i ∈ V and j ∈ H) is
forbidden by time reversal.
As mentioned above, in the limit J = 0, the ground
state wave-function in the rotated basis is given by Eq.
19. On the other hand, for JTC = 0, when the Hamilto-
nian is just the first term of Eq. 22, albeit in the rotated
basis, the two-fold degenerate ground states. (To be spe-
cific, let us consider J < 0 such that the ground state in
the un-rotated basis is a ferromagnet)
|Ψ±FM 〉 =
⊗
i
|ψ±i 〉 (24)
where
|ψ±i 〉 =

{ |+ 1z˜〉 ∀i ∈ H
|+ 1x˜〉 ∀i ∈ V{ | − 1z˜〉 ∀i ∈ H
| − 1x˜〉 ∀i ∈ V
(25)
for the two time reversal partner ground states.
Generalising the ideas of Ref. 74, we can think about
obtaining the QSL from the spin ordered state by selec-
tively proliferating the domain walls of the latter. Con-
sider taking the above ferromagnetic ground state wave
function in the rotated basis and project it in the zero e
and m sector as follows
|Ψ+〉 =
[∏
s
(
1 +As
2
)][∏
p
(
1 +Bp
2
)]
|Ψ+FM 〉 (26)
We note that the two projectors commute with each
other. For a plaquette |Ψ+FM 〉 is shown in Fig. 4 when
expanded in the τ˜z-basis. It is clear that on applying
Bp operator to this plaquette, the amplitudes of the two
contributions that has a m charge (Bp = −1) does not
survive the projection of
∏
p(1+Bp)/2(≡ SB). Extending
this argument, we conclude that the on a torus, acting
SB on |ψ+FM 〉 leads to, upto normalisation,
∏
xj
 ∏
p∈jthrow
(
1 +Bp
2
) |Ψ+FM 〉 ≈∏
xj
(
1 + Lmxj
)
|0z〉
(27)
where |0z〉 is defined in Eq. 20. Lmxj are the horizontal
Wilson loops (see Eq. 21) for each row in the square
lattice, with xj being the row index. Thus it consists of
closed loops of down spins on the vertical bonds running
along horizontal direction along the rows. In the above
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FIG. 4. The |Ψ+FM 〉 state for one plaquette expanded in the
τ˜z-basis. It is clear that for two of the contributing terms
there is a magnetic charge, Bp = −1 as marked in yellow.
Blue (green) arrows stand for τ˜z = 1(−1) state. Orange ar-
rows stand for τ˜x = 1 state.
equation, the product in the right hand side is expanded
to obtain1 +∑
xj
Lmxj +
∑
xj 6=xk
LmxjLmxk + ...
 |0z〉
=
(∑
e
[Lmxk ...]+∑
o
[Lmxk ...]
)
|0z〉
(28)
where in the last expression we have collected all the
even (first summation) and the odd (second summation)
powers of the Lm operators separately. From Eq. 26, it
is easy to see that on application of
∏
s(1+As)/2(≡ SA),
this leads to an equal weight superposition of the Z2 QSL
ground states belonging to two topological sectors, i.e.,
|Ψ+〉 ∼ |1, 1〉+ |1,−1〉 (29)
Clearly from Eq. 29, Ley |ψ+〉 ≈ |1, 1〉 − |1,−1〉, this
helps us to get :
|ΨToricG.S. 〉 ≡ |1, 1〉 ≈ (1 + Ley)SASB |Ψ+FM 〉 . (30)
The above equation connects the QSL with the spin or-
dered state and the operators can be interpreted in terms
of the domain walls of the spin ordered state. Expanding
the right hand side of the above equation, we get
|ΨToricG.S. 〉 ∼(1 + Ley) (1 + (As1 · · ·Asm)(Bp1 · · ·Bpn)) |Ψ+FM 〉
(31)
The first term (1 + Ley)|Ψ+FM 〉 is a superposition of the
ordered state with periodic boundary and twisted bound-
ary conditions (see Fig. 5(a)) along the x direction on
the 2-tori for the spins on the vertical bonds (For the
spins on the horizontal bonds both the states have pe-
riodic boundary conditions). Clearly the position of the
twist is a choice and does not affect the observables in
the QSL state. The rest of the terms on the right hand
(a)
(b) (c)
(d) (e)
FIG. 5. (a) Domain wall created by twisted boundary condi-
tion (Ley). An electric domain wall is created by the action of
two neighbouring As on |Ψ+FM 〉 is shown in (b), whereas in
(c), a magnetic domain wall is created by a single Bp opera-
tor. (d) Both domain wall with even overlap (see text). (e)
Both domain wall with odd overlap, this contribution has a
relative negative sign (see text). Red arrow denote τ˜x = −1,
rest of the arrow definitions follow from Fig. 4
side are products of As and Bp operators and they have
a straight forward interpretation in terms of the selected
domain walls (defined as location of frustrated bonds)
of the spin order.74 With the spins located on the bonds,
the domain walls passes through the vertices of the square
lattice of Fig. 1(b) and has a two sub-lattice structure.
As shown in Fig. 5(b)-(d), the As and the Bp operators
create domain walls respectively of the spin ordering on
the horizontal and vertical bonds. An arbitrary product
of only As or Bp operators create such domain walls of
the spin order and all these contributions have an am-
plitude with positive sign as is explicit. For a combined
set of As and Bp operators the sign is given by (−1)m
where m denotes the total overlap of the horizontal bonds
among the participating As and Bp operators. The As
and Bp in Fig. 5(d) has zero (even) overlap on the hor-
izontal bond compare to the single (odd) overlap in Fig.
5(e). Thus we have
|ΨToricG.S. 〉 ∼ |ΨFM 〉+
∑
α
(−1)mα |dα〉 (32)
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where |dα〉 denotes various domain walls states starting
with the ferromagnetic state. Focusing on a single row
of horizontal bonds, application of two neighbouring As
only on this row (for reference Fig. 5(b)) leads to two dis-
connected domain walls. On application of further Ass
belonging to this row, more domain walls are either cre-
ated or the ones that are already present gets transported
along the chain. As a result the spin on any site on this
row of horizontal bond, locally has an equal superposition
of up and down spins (in τ˜z-basis). This is nothing but
a state where the spins on this row of horizontal bonds
are polarized along τ˜x leading to the gapping out of the
e charge. An argument for the row of vertical bonds and
the m charge would lead to a similar result. A calculation
starting from |ψ−FM 〉 leads to equal weight superposition
of the other two topological sectors of the QSL. Inciden-
tally one can perform the above analysis starting with an
all up state (in τ˜z-basis) as was considered in Ref. 74.
In that case, the action of Bp is trivial as the all up state
is already in the zero m sector resulting in a Z2 QSL.
Indeed the right hand side of the Eq. 26 in that case an
be interpreted in terms of the selective domain walls of
the all up τ˜z-ferromagnet.
We can contrast Eq. 32 to the ground state of the triv-
ial paramagnet obtained by arbitrarily proliferating the
domain walls of the ferromagnetic state. Such a trivial
paramagnet has a wave-function of the form
|ΨTrivialG.S. 〉 ∼ |ΨFM 〉+
∑
α
|d˜α〉 (33)
which crucially differs from Eq. 32 in nature along with
the sign structure of the domain walls. Indeed |ΨTrivialG.S. 〉
can be obtained from |ΨFM 〉 by proliferating trivial do-
main walls using the τ˜zi (τ˜
x
i ) operators on the vertical
(horizontal) bonds. Such domain wall states clearly lack
the sign structure discussed above.
Inside the ferromagnetic phase, all types of domain
walls are gapped. However depending on the energetics
of the microscopic model there energy costs are differ-
ent. Hence as a function of various coupling terms one
can become energetically cheaper than the other within
the ferromagnetic phase without causing a phase transi-
tion. This provides a crossover within the ferromagnetic
phase similar to the U(1) case in three dimensions as
discussed in Ref. 74. In this lights, it is clear that the
Toric code interaction term such as in Hamiltonian in
Eq. 23 favours decorated (by sign) domain walls energet-
ically whose subsequent proliferation leads to the QSL.
This also suggest that a different perturbation involving
single-site spin operators can lead to a trivial paramag-
net starting from the FM. This, we argue below is exactly
what the Γ term does.
3. Pseudo-dipolar limit : J = K = 0 :
Finally, we consider the effect of only Γ term on the τ
spins. From Eq. 10, we put J = K = 0, then we get
HF(J=K=0) =2Γ
∑
i
τyi +O
[(
Γ2/∆
)]
(34)
In the Γ/∆→ 0 limit, only the first term survives which
is just non-interacting spins in a “magnetic field”. The
ground state is a product state, |0; Γ±〉 = ⊗j |∓1y〉j . In
terms of z-basis it is defined as |∓y〉 = |+1z〉∓i|−1z〉√2 .
These two ground states describe a time reversal sym-
metric trivial paramagnetic states (one for either sign of
Γ) of the form described by Eq. 33. To see this is is use-
ful to go to the rotated basis (Eq. 17) whence the first
term of Eq. 34 becomes
H˜J=K=0 = 2Γ
[∑
i∈V
τ˜zi +
∑
i∈H
τ˜xi
]
(35)
However, as discussed above, in the FM state the same
operators as above create elementary trivial domain walls
of the ferromagnetic state leading to a paramagnet.
As an aside, it is interesting to note that, though ex-
plicitly broken in the anisotropic limit that we consider
this work, the two above states have finite z-bond-spin-
nematic correlations as measured from the expectation
value of the operator
Qˆαβii′ =
(
σαi σ
β
i′ + σ
β
i σ
α
i′
2
− δαβ
3
σi.σi′
)
(36)
We find
〈±|y Qˆαβii′ |±〉y =
− 13 ∓1 0∓1 − 13 0
0 0 23
 (37)
which describes a nematic with principle axis along nˆ =
[11¯0] for Γ < 0 and is along nˆ = [110] for Γ > 0. How-
ever, as stated above, this does not break any symmetry
of the anisotropic Hamiltonian spontaneously and hence
represents a featureless paramagnetic phase with gapped
excitations which is continuously connected to the prod-
uct state. Indeed signatures of such a nematic phase
was numerically observed in the isotropic K − Γ model
recently55 where the rotational symmetry σhC6 of the
extended Kitaev model is spontaneously broken down by
the development of the nematic order.
The above discussion of the phases sharpens the ques-
tions about the quantum phase transitions between the
Z2 QSL and the spin-ordered or a trivial paramagnetic
phase as a function of J/K and Γ/K respectively as indi-
cated in Fig. 2. However, before moving on to the theory
of quantum phase transition, we present our preliminary
numerical calculations in the form of exact diagonalisa-
tions on finite spin clusters. This provide further insights
into the nature of the soft e and m modes which then is
used to construct the critical theory.
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FIG. 6. Peak in the absolute value of ∂
2E0
∂t21
, for different t2s. (a) t2 = 0.0 (b) t2 = 0.2 (c) t2 = 0.3 (d) t2 = 0.4. The blue and
red dot are for the system size 3× 3 and 2× 3 respectively, we see the height of the peak increases as we increase the system
size. In the thermodynamic limit the peaks are expected to diverge. Change of excitation gaps along t1, for different t2’s. (e)
t2 = 0.0 (f) t2 = 0.2 (g) t2 = 0.3 (h) t2 = 0.4. GS (ES j) stands for ground state (jth excited state). ∆1, ∆2 & ∆3 are the
excitation gaps above the Z2 QSL, paramagnetic (PM) and ferromagnetic (FM) GS respectively.
IV. NUMERICAL RESULTS
We perform exact diagonalisation calculations on finite
spin clusters76,77. For the present purpose, we focus on
the third quadrant of the phase diagram (Fig. 2) while
other details will be discussed in a follow-up work.63 For
this, we take the minimal Hamiltonian from Eqs. 22
and 34 which captures the leading perturbations to the
QSL (Eq. 16) arising due to the Heisenberg and the
pseudo-dipolar terms. The Hamiltonian that interpolates
between the different limits is given by
H(t1, t2) =− (1− t1)(1− t2)HTCM
− t1(1− t2)HΓ − t2(1− t1)Hzz (38)
where to compare with the couplings introduced above,
we note HTCM ≡ 1JTCHFJ=Γ=0, HΓ ≡ 12ΓHFJ=K=0 and
Hzz ≡ 1JHFΓ=K=0, defined in Eqs. 16, 22 and 34 respec-
tively and t1 =
2Γ
JTC+2Γ
; t2 =
J
JTC+J
.
In this parameter space, at the points (t1, t2) =
(0, 0), (1, 0), (0, 1) the H(t1, t2) becomes HTCM , HΓ and
Hzz respectively. We perform exact diagonalization (ED)
for 2 × 3, 3 × 3, 5 × 2, 4 × 3, 5 × 3 and 4 × 4 clusters
with periodic boundary conditions (PBC) such that they
contain 12− 32 spins.
To make an estimate of the phase boundaries in the
system, we calculate ground state fidelity susceptibility
and spectral gap. The numerical results for representa-
tive parameter sets, as discussed below, are plotted in
Fig. 6. The three different phases are then characterised
by calculating the Topological entanglement entropy78,79
that characterise the Z2 QSL, the magnetisation, 〈τy〉,
that characterises the trivial paramagnet and the two
point correlator 〈τzi τzj 〉 that characterises the ferromag-
net. These are then plotted in representative parameter
regimes in Fig. 8. A combination of the above signa-
tures result in the phase diagram given by Fig. 9 which
should then be compared with the third quadrant of the
schematic phase diagram in Fig. 2.
a. Fidelity Susceptibility : An estimate of the phase
boundaries can be obtained from the study of the re-
sponse of the ground state energy due to the change in the
parameters t1 and t2 through the fidelity susceptibility
80:
χλ = −∂2EGS/∂λ2 (with λ = t1, t2). In the Fig. 6 ((a)-
(d)) we plot |χt1 | as a function of t1 for four different rep-
resentative values of t2. The peaks, which increase with
system size indicate possible phase transitions. Similar
peaks are observed in χt2 (not shown). The position of
the peaks is plotted in Fig. 9 which gives an estimate of
the phase boundaries.
b. Ground state degeneracy and spectral gap : A re-
lated way to characterize the phase boundaries is ob-
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FIG. 7. (a) The 3× 3 cluster with 18 spins, the blue and red
edges are identified due to PBC (b) Geometry of the four sub-
systems, for the calculation of the topological entanglement
entropy.
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FIG. 8. (a) The topological entanglement entropy (TEE)
for increasing system sizes (see text). The considered system
sizes are 3× 3, 5× 2, 4× 3, 5× 3 and 4× 4 which have 18,
20, 24, 30 & 32 spins respectively. Only the 3 × 3 cluster is
shown in Fig. 7(a). (b) Magnetization in the Γ-direction,
as function of t1 for constant t2 = 0.0 & 0.6, along the red
dashed lines in the Fig. 9. The dashed magenta line shows
the phase transition points along t1, obtained from the phase
diagram in Fig. 9 for the respective t2 values. (c) Plot of
normalized correlation function as a function of distance for
different values of t2 (with t1 = 0, see text for more details).
Deep inside the FM phase the correlation does not decay,
beyond t2 = 0.3 the correlation decays exponentially.
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FIG. 9. Numerically obtained phase diagram focusing on the
third quadrant of the Fig. 2. The phase transition points are
obtained from the gap analysis and the GS susceptibility peak
for the cluster 3 × 3 (Fig. 7(a)). The magnetization plots in
Fig. 8(b) are along the red dashed lines: t2 = 0.0 & 0.6.
tained by tracking the closing of the spectral gap. The
corresponding results are shown in Fig. 6 ((e)-(h)) as a
function of t1 for the same values of t2 as χt1 figures in
the upper panel.
t1 = 0, t2 = 0 corresponds to the exactly solvable Toric
code limit which has Z2 QSL ground state, similarly at
(t1 = 1, t2 = 0), we have spin polarized ground state
(paramagnetic phase). In the Toric code limit the system
is expected to have four fold degenerate ground state. In
the spin polarized limit, there is no GS degeneracy. The
gap closing gives us an estimate of the transition which
is again plotted in the numerical phase diagram of Fig.
9. The general agreement of the susceptibility data and
the gap data is noticeable.
Fig. 6(e) shows for t2 = 0 the evolution of gap at differ-
ent t1. At t1 = 0 we have the exactly solvable Toric code
model with a Z2 QSL ground state with the gap scale is
∆1, above the four fold degenerate ground state which
is exactly equal to 4 for the pure Toric code model in
accordance with the expectation. The gap closes around
t1 = 0.5 and towards t1 = 1 another gap, ∆2 opens up,
which is above the trivial spin polarized paramagnetic
ground state. In the 6(f) and 6(g), for t2 = 0.2 and 0.3
respectively, the size of the gap and the closing point
along t1 changes significantly. In both the cases the per-
turbation to the Toric code model lifts the four fold de-
generacy of the topologically ordered QSL ground state
via finite size effects. Finally in 6(h), at t2 = 0.4, the two
fold degeneracy at t2 ∼ 0 originates from the two pos-
sible time reversal partners describing the ferromagnetic
state which spontaneously breaks time reversal symme-
try as discussed in the previous section. The gap above
the ground state manifold is given by ∆3. At t1 ≈ 0.7
this gap closes so that the system goes into paramagnetic
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phase signalled by the unique time reversal symmetric
ground state as seen in the figure.
Having gotten an estimate of the phase boundaries, we
now turn to further characterisation of the phases.
c. Topological Entanglement Entropy : In the Z2
QSL, the entanglement entropy (SA) between a sub-
system (A), and its compliment (A¯) follows the area law
with a sub-leading topological correction given by78,79
SA(L) = αL− γ˜(L) ; γ˜(L) = log(2) +O(1/L) (39)
Where α is a non-universal constant and L is the length
of the boundary between A & A¯. In the limit L → ∞
the TEE saturates to log(2) ≈ 0.693. By partitioning the
whole system into 4 sub-systems in a particular way, as
shown in Fig. 7(b), the constant part of the TEE can be
extracted as78,79
− γ′ = SA + SB + SC + SABC − SAB − SBC − SAC
= log(2) +
∑
β
O(1/Lβ)
(40)
where β is the different choices of combinations of the
sub-system, such as β = A, AB and so on. In Fig. 8(a)
the γ′ is shown as a function of increasing system (SS)
size, which is denoted by the total number of spins in
a cluster, for the higher system size TEE saturates to
log(2). The clusters considered here are 3× 3, 5× 2, 4×
3, 5 × 3 & 4 × 4 which have 18, 20, 24, 30 & 32 spins
respectively. For the smallest system with 18 spins, the
sub-systems (A, B, C in Fig. 7(b)) has 3-4 spins, whereas
for the largest system size considered here with 32 spins,
the sub-systems has 7-8 spins.
d. Transverse magnetisation along Γ : To charac-
terise the trivial paramagnet, we calculate the magneti-
sation along Γ, i.e. 〈τyi 〉. For two representative values
of t2 = 0.0 and 0.6, this has been plotted as a function of
t1 in Fig. 8(b). In the (t1, t2) parameter space, these are
along the red dotted lines in the Fig. 9. For both the val-
ues of t2, in the limit t1 = 1, the system is in PM phase,
where the magnetization saturates to 1. The magneti-
zation decreases along with the decreasing t1, eventually
being zero in the limit t1 = 0. However for two different
values of t2, the magnetization changes differently. From
the Fig. 9, we see for t2 = 0.0 (0.6) the phase transition
is around t1 ≈ 0.5 (0.8), the magenta lines in Fig. 8(b)
denote the corresponding t1 values for phase transition.
e. The two point correlator for the ferromagnetic or-
der parameter : To characterize the ferromagnet, con-
nected correlator c(r) = 〈τzi τzi+r〉 − 〈τzi 〉〈τzi+r〉 is used
where 〈...〉 denotes the ground state expectation value.
The normalised c(r) is plotted as a function of distance
in Fig. 8(c) for different values of t2 with t1 being zero.
This is along the t2 axis of Fig. 9. In the FM phase,
starting from the t2 = 1 until t2 = 0.4 the spins are cor-
related. Bellow t2 = 0.3, the correlation falls off expo-
nentially, however due to small system size it is difficult
to extract the correlation length.
The above exact diagonalisation, is severely limited
by system size. However, it has well understood lim-
its. The results suggest possibility of direct transitions
out of the Z2 QSL into the symmetry broken ferromag-
net or the symmetric trivial paramagnet. The results are
summarised in Fig. 9 which is in rough agreement with
the expectation of Fig. 2.
In the rest of this work, we present our understanding
of the unconventional quantum phase transitions assum-
ing that they are continuous. To successfully describe
the transition, we need to obtain a description of the
non-trivial low energy excitations of the QSL and their
behaviour determines the critical theory. This naturally
takes the form of a gauge theory coupled with matter
matter fields.
V. GAUGE THEORY DESCRIPTION OF THE
PHASES AND PHASE TRANSITIONS
As the first step towards the gauge theory description
we find it convenient to separate the e and m charges and
this is done by rotating the spins as outlined in Eq. 17.
Following usual techniques,57,60 we introduce the Ising
variables, µα, on the sites and ρα on the bonds of the
square lattice (Fig. 1(b)) as follows :
τ˜zi = µ
x
aρ
z
abµ
x
b , τ˜
x
i = ρ
x
ab (41)
with the Gauss’s law constraint∏
b∈+a
ρxab = µ
z
a =
∏
i∈+a
τ˜xi (42)
where a(≡ (ax, ay)) and b denote sites the square lattice
(fig. 1(b)) joined by the bond i where τ˜i sits. For N sites,
there are 2N , τα-spins sitting on the bonds. Hence the
total dimension fo the Hilbert space is 22N . In terms
of the gauge theory, there are N µ-spins and 2N Z2
gauge potentials ρ leading to a total degree of freedom
of 2N × 22N which form a redundant description. How-
ever for each site there is one Gauss’s law constraint (Eq.
42) leading to 2
2N×2N
2N
= 22N physical degree of free-
dom equivalent to that of the τ spins. Thus the above
mapping leads to a faithful representation.
The physical picture for the above mapping is easy to
understand. The Gauss’s law shows that µza = +1(−1)
denotes the absence (presence) of an e charge at the sites
of the square lattice in Fig. 1(b). Therefore, µxa are cre-
ation/annihilation operators for e charges at the sites and
ρxab are the electric fields of the Z2 gauge theory whose
flux is related to the density of the electric charges µza
through the Gauss’s law. Finally, from Eq. 41, we get∏
i∈
τ˜zi =
∏
ab∈
ρzab (43)
This is nothing but the m excitations which is now given
by the lattice curl of the Z2 gauge potential.
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At this point it is useful to also introduce the dual
gauge fields where the m charges are explicit. This is
obtained using the standard Z2 version of the electro-
magnetic duality81
τ˜xi = µ˜
x
a¯ρ˜
z
a¯b¯µ˜
x
b¯ ; τ˜
z
i = ρ˜
x
a¯b¯ (44)
where the m charge creation operators, µ˜xa¯ are now de-
fined on the sites of the dual lattice, denoted by a¯ ≡
Td1(a) ≡ (a¯x, a¯y) and b¯ (we use the bar above the sym-
bol to denote dual lattice sites), obtained by joining the
centres of the direct square lattice of Fig. 1(b) such that
in the above expression the bond of the direct lattice de-
noted by i is bisected by the dual bond joining the sites
a¯ and b¯. The dual gauge fields, ρ˜α
a¯b¯
, reside on the links of
the dual lattice and the dual Gauss’s law is given by∏
b¯∈+a¯
ρ˜xa¯b¯ = µ˜
z
a¯ =
∏
i∈a¯
τ˜zi (45)
Therefore in this dual representation, ρ˜x
a¯b¯
is the mag-
netic field of the Z2 gauge theory whose divergence is
equal to the m charge µ˜za¯ at the site of the dual plaque-
tte. As previously, the dual representation along with the
dual Gauss’ s law span the physical Hilbert space. This
is further clear by the relation between the direct and the
dual degrees of freedom which is obtained by comparing
Eq. 41 and 44, which gives
ρxab = µ˜
x
a¯ρ˜
z
a¯b¯µ˜
x
b¯ (46)
where the (ab) bond on the direct lattice bisect the dual
bond (a¯b¯), and∏
b∈+a
ρxab = µ
z
a =
∏
〈a¯b¯〉∈a
ρ˜za¯b¯∏
b¯∈+a¯
ρ˜xa¯b¯ = µ˜
z
a¯ =
∏
〈ab〉∈a¯
ρzab (47)
The last equation encode that while the e and m charges
are bosons, they see each other as source of pi fluxes. In
fact, these equations are actually not independent but
are related to each other through duality.
We can use either of the representations discussed
above. However, it is often useful to introduce both the
charges explicitly, each coupled to its own gauge field and
the mutual semionic statistics is then represented by a
mutual Z2 Chern-Simons (SC) action or,
82,83 in the con-
tinuum limit, a mutual U(1)× U(1) CS theory.31,32,72,73
1. Action of the symmetries on the gauge charges and the
gauge fields
Having expressed the elementary excitations, the
gauge charges, of the QSL, we now turn to the action
of symmetries on them. From Eq. 9, we get the symme-
try transformations of the rotated spins τ˜s using Eq. 17
(Table II in Appendix A).
a. Lattice Translations : Under both the transla-
tions, along the directions d1 and d2 (see Fig. 1(b)),
the plaquettes and the vertices are interchanged. Hence
the e and m charges are interchanged (the original square
lattice and its dual gets interchanged). This is thus an ex-
ample of an anyon permutation symmetry.64 The trans-
lation symmetry acts on the gauge degrees of freedom in
the following manner.
Tdj :
{µx, µz}a → {µ˜x, µ˜z}Tdj (a)
{µ˜x, µ˜z}a¯ → {µx, µz}Tdj (a¯)
{ρx, ρz}ab → {ρ˜x, ρ˜z}Tdj (ab)
{ρ˜x, ρ˜z}a¯b¯ → {ρx, ρz}Tdj (a¯b¯)
(48)
For translation along the cartesian axes, the lattice vec-
tors are given by xˆ = d1 − d2 and yˆ = d1 + d2. Under
this, the gauge charges and potentials transform as
Txˆ(yˆ) :
{µx, µz}a → {µx, µz}a+xˆ(yˆ)
{µ˜x, µ˜z}a¯ → {µ˜x, µ˜z}a¯+xˆ(yˆ)
{ρx, ρz}a¯b¯ → {ρx, ρz}a¯+xˆ(yˆ),b¯+xˆ(yˆ)
{ρ˜x, ρ˜z}a¯b¯ → {ρ˜x, ρ˜z}a¯+xˆ(yˆ),b¯+xˆ(yˆ)
(49)
b. Time Reversal : The bond dependent rotation of
Eq. 17 imply that in the rotated basis, natural to the
Toric code QSL, on the vertical bonds, the τx is odd
under time reversal, whereas on the vertical bonds τz
continues to remain time reversal odd. This endows the
gauge charges and the gauge fields non-trivial transfor-
mation under time reversal which depends on their spa-
tial location and is given by
T :
{µx, µz}a → {µx, µz}a
{µ˜x, µ˜z}a¯ → {µ˜x, µ˜z}a¯
{ρx, ρz}ab → {(−1)ay+byρx, (−1)ax+bxρz}ab
{ρ˜x, ρ˜z}a¯b¯ → {(−1)a¯y+b¯y ρ˜x, (−1)a¯x+b¯x ρ˜z}a¯b¯
(50)
c. Reflections about z bond, σv :
σv :
{µx, µz}a → {µx, µz}σv(a)
{µ˜x, µ˜z}a → {µ˜x, µ˜z}σv(a)
{ρx, ρz}ab → {(−1)ay+byρx, (−1)ax+bxρz}σv(ab)
{ρ˜x, ρ˜z}a¯b¯ → {(−1)a¯y+b¯y ρ˜x,−1)a¯x+b¯x ρ˜z}σv(a¯b¯)
(51)
d. pi-rotation about the z-bond, C2z :
C2z :
{µx, µz}a → {µx, µz}C2z(a)
{µ˜x, µ˜z}a¯ → {(−1)a¯x µ˜x, µ˜z}C2z(a¯)
{ρx, ρz}ab → {(−1)ay+byρx, (−1)ax+bxρz}C2z(ab)
{ρ˜x, ρ˜z}a¯b¯ → {(−1)a¯y+a¯y ρ˜x, (−1)a¯x+b¯x ρ˜z}C2z(a¯b¯)
(52)
e. pi-rotation honeycomb lattice centre, Rpi :
Rpi :
{µx, µz}a → {µx, µz}Rpi(a)
{µ˜x, µ˜z}a¯ → {µ˜x, µ˜z}Rpi(a¯)
{ρx, ρz}ab → {ρx, ρz}Rpi(ab)
{ρ˜x, ρ˜z}a¯b¯ → {ρ˜x, ρ˜z}Rpi(a¯b¯)
(53)
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With this we start to investigate the nature of the
phase transition out of the Z2 QSL discussed in the pre-
vious section. To this end we begin with the phase tran-
sition along the line of vertical and horizontal axes of
the phase diagram in Fig. 2 starting with the tran-
sition between the Z2 QSL and the spin-ordered state
brought about by the Heisenberg interactions and fol-
lowed by the description of the transition between the
QSL and the trivial paramagnet tuned by the pseudo-
dipolar term. Here we note that as indicated previously,
we expect that the transition between the ferromagnet
and the trivial paramagnet is described by a transverse
field Ising model whose transition is well understood and
belongs to the well known 3d Ising universality class.
VI. PHASE TRANSITION BETWEEN QSL AND
THE SPIN ORDERED PHASE
Along the vertical axis of Fig. 2 at Γ = 0, there are
two competing phases– the Z2 QSL for J ∼ 0 and the
spin ordered phase in the Heisenberg limit, J/|K|  1.
While, as we already described, the QSL can be under-
stood in terms of selective proliferation of domain walls
of the spin ordered phase, to understand the phase tran-
sition between them, it is much more convenient to start
with the QSL and obtain the description of the transi-
tion in terms of the soft modes, as a function of J , of its
excitations– the e and m charges.
To the leading order in J the pertinent Hamiltonian is
given by Eq. 23 which generates the dispersion for the
localised (in the exactly solvable Toric code limit) bosonic
e and m charges eventually resulting in soft-modes which
condense to give rise to the spin order as we shall show
below. We neglect the higher order terms in J and later
shall return to them to understand their effects.
In terms of the gauge charges of Eq. 41, the Hamilto-
nian in eq. 23 becomes
H˜FΓ=0 = J
∑
〈ab〉∈H;〈bc〉∈V
[µxaρ
z
abµ
x
b ] [ρ
x
bc]
− JTC
∑
a
µza − JTC
∑
p
∏
〈ab〉∈p
ρzab
(54)
The second and the third term represents the energy
costs for creating e and m charges respectively. Indeed
for J = 0, the theory is nothing but an even Ising gauge
theory84 that describes the Z2 QSL.
The first term, on the other hand, creates and mobilises
both e and m charges. Of central importance for our
purpose is the particular form of hopping term– both e
and m charges, once created, can only disperse along the
horizontal directions (with reference to Fig. 1(b)) at this
leading order of J . Somewhat similar effect was observed
in dopped isotropic Kitaev model.85 The decoupling of
various horizontal electric and magnetic “chains” lead to
a dimensional reduction at this order. However, different
such chains, as we shall see below, gets coupled by higher
order terms. This generically leads to anisotropic kinetic
energy for the e and m charges and hence one expects
anisotropic correlation lengths.
A. Gauge mean field theory
We start our analysis by decoupling the first term in
Eq. 54 within gauge mean field theory86 where we sys-
tematically neglect the gauge fluctuations. A mean field
decoupling of the gauge charges and the gauge fields
in the e and m sectors for the first term in Eq. 54 :
[µxaρ
z
abµ
x
b ] [ρ
x
bc]→ 〈µxaρzabµxb 〉ρxbc + µxaρzabµxb 〈ρxbc〉, gives
H˜FΓ=0 → H˜GMFTΓ=0 = H˜GMFTΓ=0 (e) + H˜GMFTΓ=0 (m) (55)
where
H˜GMFTΓ=0 (e) =
∑
〈ab〉∈H
Jabµ
x
aρ
z
abµ
x
b − JTC
∑
a
µza (56)
describes the e sector with
Jab = J
[〈ρxb,b−yˆ〉+ 〈ρxb,b+yˆ〉+ 〈ρxa,a−yˆ〉+ 〈ρxa,a+yˆ〉] (57)
being the effective coupling and
H˜GMFTΓ=0 (m) =
∑
〈a¯b¯〉∈H
Ja¯b¯µ˜
x
a¯ρ˜
z
a¯b¯µ˜
x
b¯ − JTC
∑
a¯
µ˜za¯ (58)
describes the m sector with
Ja¯b¯ = J
[
〈ρ˜xb¯,b¯−yˆ〉+ 〈ρ˜xb¯,b¯+yˆ〉+ 〈ρ˜xa¯,a¯−yˆ〉+ 〈ρ˜xa¯,a¯+yˆ〉
]
(59)
Clearly, at this order in J , the e and m sectors com-
pletely decouple into a series of transverse field Ising
chains in the horizontal direction in Fig. 1(b). For the
horizontal direction, we can choose a gauge
ρza,a+xˆ = ρ˜
z
a¯,a¯+xˆ = +1 (60)
as these links do not cross. The Z2 QSL is then the para-
magnetic phase of this decoupled transverse field Ising
chains where the e and m charges are both gapped. The
Heisenberg term gives kinetic energy to both the e and m
charges in the horizontal direction which then develops
soft modes which condense to give rise to 〈µx〉 6= 0 and
〈µ˜x〉 6= 0 for the respective chains.
For the above gauge the soft mode develops at zero
momentum as shown in Fig. 10(a) for both the e and m
sectors. This can be denoted by
νˆ(1)e = 1; νˆ
(1)
m = 1 (61)
for the e sector on the direct lattice and m sector on the
dual lattice respectively.
Application of time reversal symmetry (see Eq. 50)
gives the time reversal partner soft mode for both the e
and m sectors as shown in Fig. 10(b) which are given by
νˆ(2)e = e
ipix; νˆ(2)m = e
ipiX (62)
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(a) (b)
FIG. 10. The electric (black) and the magnetic (red) soft
modes on the direct and dual lattice respectively. The ±
denotes µx = ±1 and µ˜x = ±1 respectively. Fig. (a) and (b)
shows the two time reversal partners respectively, (νˆ
(1)
e , νˆ
(2)
e )
for the electric and (νˆ
(1)
m , νˆ
(2)
m ) the magnetic sectors.
for the e sector and m sectors. The cartesian coordinates
of the direct and dual lattices are given by (x, y) and
(X,Y ) with X = x + 1/2 and Y = y + 1/2. Other
symmetries do not generate any further soft modes and
hence the transition out of the QSL into the spin-ordered
phase is described in terms of the above soft modes.
B. Soft modes
The soft mode expansion for the e sector is therefore
given by73,83,87
Ψe(r, τ) = φ
(1)
e (r, τ) νˆ
(1)
e + φ
(2)
e (r, τ) νˆ
(2)
e (63)
where (φ
(1)
e (r, τ), φ
(2)
e (r, τ)) are real fields that represents
amplitudes of the electric soft modes. Similarly, for the
m sector, the soft mode expansion is given by
Ψm(r, τ) = φ
(1)
m (r, τ) νˆ
(1)
m + φ
(2)
m (r, τ) νˆ
(2)
m (64)
where (φ
(1)
m (r, τ), φ
(2)
m (r, τ)) are real amplitudes of the
magnetic soft modes.
The Higg’s phase obtained by condensation of a combi-
nation of the above modes is nothing but the spin ordered
phase as we shall see below, while the “uncondensed”
phase represents the Z2 QSL. However, due to the non-
trivial projective symmetry group (PSG) transformation
of the soft modes under various symmetries of the system
and due to the non-trivial mutual semionic statistics be-
tween the e and the m excitations, the construction of the
critical theory requires careful analysis starting with the
PSG analysis of the soft mode amplitudes. To this end,
it is useful to define the complex soft mode amplitudes
Φe = φ
(1)
e + iφ
(2)
e = |Φe|eiθe (65)
and
Φm = φ
(1)
m + iφ
(2)
m = |Φm|eiθm (66)
where we have suppressed the arguments for clarity.
Now, for the different symmetries considered in Eqs. 48-
53, we have
Td1 :
{
Φe → Φm
Φm → Φ∗e Td2 :
{
Φe → Φ∗m
Φm → Φe
Tx :
{
Φe → Φ∗e
Φm → Φ∗m Ty :
{
Φe → Φe
Φm → Φm
T :
{
Φe → −iΦe
Φm → −iΦm σv :
{
Φe → iΦ∗e
Φm → iΦ∗m
C2z :
{
Φe → iΦ∗e
Φm → iΦ∗m Rpi :
{
Φe → Φe
Φm → Φ∗m (67)
where, we have considered the origin of the coordinates
to be centred at the site of the direct lattice. Clearly
under Td1 and Td2 the e and m soft modes transform
into each other– as mentioned above– due to the fact that
the horizontal and vertical bonds interchange under these
transformation. This is an example of anyon permutation
symmetry.64,66 Due to this, the mass of the e and m
excitations are forced to be same in the critical theory.
The gauge invariant spin order parameter can be con-
structed out of the above soft modes73,83,87 by consider-
ing the symmetry transformation, as
τ˜zi ∼ |Φe|2 cos(2θe) ∀i ∈ Horizontal bonds
τ˜xi ∼ |Φm|2 cos(2θm) ∀i ∈ Vertical bonds (68)
Among other transformations, it is clear from the sym-
metry transformation table that, as expected, the above
two spin order parameters are odd under time reversal
symmetry, T .
A crucial ingredient missing from the above analysis
of the soft modes is the mutual semionic statistics of
the electric and the magnetic modes. This can either be
implemented using a U(1)× U(1) mutual Chern-Simons
(CS)theory31,32,72,73 or a slightly more microscopic mu-
tual Z2 CS theory.
82,83 Both lead to equivalent results.88
Here we shall use the U(1)× U(1) formalism.
C. Mutual semionic statistics and the U(1)× U(1)
mutual Chern-Simons action
Within the U(1) × U(1) mutual CS formalism,31,73,89
the mutual semionic statistics between the e and m
charges is implemented by introducing two internal U(1)
gauge fields Aµ and Bµ that are minimally coupled to the
electric (Φe) and magnetic (Φm) soft modes respectively.
The PSG transformation of these fields are obtained from
the fact that they are minimally coupled to Φe and Φm
respectively. For the different symmetries in Eqs. 48-53,
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this leads to
Td1 :
{
Aµ → Bµ
Bµ → −Aµ Td2 :
{
Aµ → −Bµ
Bµ → Aµ
Tx :
{
Aµ → −Aµ
Bµ → −Bµ Ty :
{
Aµ → Aµ
Bµ → Bµ
T :
{
Aµ → −Aµ,
Bµ → −Bµ
σv :
{
Ax → −Ax, Ay → Ay, Aτ → −Aτ
Bx → −Bx, By → By, Bτ → −Bτ
C2z :
{
Ax → Ax, Ay → −Ay, Aτ → −Aτ
Bx → Bx, By → −By, Bτ → −Bτ
Rpi :
{
Ax → −Ax, Ay → −Ay, Aτ → Aτ
Bx → Bx, By → By, Bτ → −Bτ (69)
The mutual U(1) × U(1) CS action in continuum in
(2 + 1) dimensions is then given by31,73
SCS = i
pi
∫
d2rdτ µνλAµ∂νBλ (70)
where µ, ν, λ = x, y, τ . It is easy to see that the above
action implements the semionic statistics,90 for example,
by extremizing SCS with respect to Aµ in presence of a
static e charge density, ρe, which gives
ρe =
1
pi
(∂xBy − ∂yBx) (71)
Therefore the m charge, Φm, sees an odd number of e
charge as a source of pi flux as expected for a Z2 QSL.
Note that both Aµ and Bµ have their respective Maxwell
terms. However such terms are irrelevant in presence of
the CS term and the respective photons gain mass.90 Us-
ing the symmetry transformation in Eq. 69, we find that
the CS action (Eq. 70) is odd under T and Rpi. How-
ever we note that since attachment of pi and −pi fluxes
are equivalent, the above CS theory is in accordance with
these symmetries.73
D. The Critical Theory
With this we can now write down the continuum crit-
ical action which is given by
Sc =
∫
d2rdτ L+ SCS (72)
where SCS is given by Eq. 70 and
L = Le + Lm + Lem (73)
with
Le = |(∂µ − iAµ)Φe|2+u|Φe|2 + v|Φe|4
− λ [(Φe)4 + (Φ∗e)4] (74)
Lm = |(∂µ − iBµ)Φm|2+u|Φm|2 + v|Φm|4
− λ [(Φm)4 + (Φ∗m)4] (75)
Lem = w
[
(ΦeΦm)
2 + (ΦeΦ
∗
m)
2 + c.c.
]
(76)
At this stage it is useful to draw attention to three
important features of the above critical theory. Firstly,
at the GMFT level (Eqs. 56 and 58), different horizon-
tal chains are decoupled. Hence the soft modes do not
have any rigidity in the vertical direction. However, fluc-
tuations beyond the GMFT level leads to interactions
between different horizontal chains. This is clear from
Eq. 54, where each horizontal chain of e charges are cou-
pled with two m horizontal chains at Y = y± 1/2. Thus
integrating out the high energy m modes generate inter-
action between neighbouring electric chains and thereby
providing effective dispersion to the electric soft mode
along the vertical direction. Additional contributions to
both horizontal and vertical dispersions are further ob-
tained from higher order corrections of the perturbation
theory. However the above mechanism lead to anisotropic
dispersion and the couplings for horizontal and vertical
directions for the kinetic terms are indeed different. How-
ever, such anisotropy can be scaled away by simultane-
ously re-scaling y (say) and the fields. Such anisotropy
would be reflected in terms of correlation functions in
terms of lattice unit of length.
Secondly, due to Eq. 67 and 69, the coupling con-
stants of the e and m modes are equal. In particular the
mass is related to the microscopic coupling constants as
u ∼ (JTC − J) for both the e and m charges. This en-
sures that both the e and m soft modes condense together
unless the translation symmetries, Td1 and/or Td2 are
spontaneously broken. In terms of the soft modes this is
then the continuum version of a Z2 anyon permutation
symmetry which places very strong constraints on the
structure of the critical theory and ensures the correct
phases as well as phase transitions.
Finally, for λ = w = 0, the system conserves fluxes in
both the e and m sectors, Ue(1) and Um(1), separately.
73
Since, due to the mutual CS term, the fluxes of Aµ(Bµ)
are attached to m(e) particle densities, the above flux
conservation results in charge conservation for both e and
m charges. This is broken down when λ 6= 0 to Ze4 and
Zm4 . Further, w 6= 0 indicates short range interaction
between the e and m soft modes as expected, say, from
Eq. 54. Both these terms receive contributions from var-
ious terms in the perturbation theory and as such these
coupling constants can be both positive or negative. For
w 6= 0 the symmetry is broken down further to Z4. We
note that, in principle, the λ term can be generated from
the w term at the second order level due to integration
of high energy modes with λ ∼ w2/u > 0, but we keep
both these symmetry allowed terms as independent for
our discussion.
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E. The phases
The critical theory clearly captures the two phases as
expected. At the mean field level, for u > 0, we have
〈Φe〉 = 〈Φm〉 = 0 (77)
Therefore both of them can be integrated out and the low
energy effective theory is given by SCS (Eq. 70) which is
the Z2 QSL with the right low energy spectrum consisting
of the gapped electric and magnetic charges and a four
fold ground state degeneracy in the thermodynamic limit
on a two-tori.31,73
For u < 0 both the electric and magnetic modes con-
dense, i.e.,
〈Φe〉, 〈Φm〉 6= 0 (78)
Therefore both Aµ and Bµ gauge fields acquire mass
through Anderson-Higgs mechanism and hence their dy-
namics can be dropped. To understand the nature of this
phase we note that the four fold terms in Eqs. 74 and 75
becomes (using Eqs. 65 and 66)
∼ −λ (|Φe|4 cos(4θe) + |Φm|4 cos(4θm)] (79)
Therefore, for λ > 0 the free energy minima occurs for
θe, θm = 0,±pi/2, pi (80)
which gives the two possible the symmetry broken part-
ner spin ordered states as is now evident from Eq. 68
with the spin order parameters being :
〈τ˜zi 〉 ∼ 〈|Φe|2 cos(2θe)〉 ∼ ±1 ∀i ∈ Horizontal bonds
〈τ˜xi 〉 ∼ 〈|Φm|2 cos(2θm)〉 ∼ ±1 ∀i ∈ Vertical bonds
(81)
Further the state also breaks σv and C2z. Note that the
order parameter is indeed invariant under the Z2 gauge
transformations and individual gauge charges are absent
in the low energy spectrum in the spin-ordered phases
due to the mutual CS term.
In this phase, the interaction between the electric and
the magnetic modes (Eq. 76) can be written as
Lem ∼ w|Φe|2|Φm|2 cos(2θe) cos(2θm) (82)
For w < 0(> 0), this results in ferromagnetic (antifer-
romagnetic) spin ordering in terms of τ˜x (on horizon-
tal bonds) and τ˜z (on the vertical bonds) giving rise to
the two states shown in Fig. 3. The latter choice also
breaks translation symmetry under Td1 and Td2 which
interchanges a vertical and horizontal bond. The above
phenomenology matches with the underlying microscop-
ics for w ∼ J . Therefore the above critical theory indeed
reproduces the right phases.
It is interesting to note that for λ < 0, Eq. 79 shows
that the free energy is minimised for
θe, θm = ±pi/4,±3pi/4 (83)
It is easy to see that this phase is time-reversal sym-
metric. However, note that in such a state the order
parameters
〈|Φe|2 sin(2θe)〉, 〈|Φm|2 sin(2θm)〉 (84)
are non-zero. These order parameters however break
translation symmetry in the horizontal direction, Tx,
and possibly represent some type of bond nematic state.
However, for the type of microscopic model that we are
concerned with– as our numerical calculations suggest–
this bond nematic is not relevant and hence we shall not
pursue it further.
F. The critical point
We now turn to the critical point. It is useful to start
with by neglecting the anisotropic terms in the critical
theory described by Eq. 73 by putting λ = w = 0. The
critical action can then be written as
S =
∫
d2rdτ [Le + Lm] + SCS (85)
where, in this limit
Le = |(∂µ − iAµ)Φe|2+u|Φe|2 + v|Φe|4 (86)
Lm = |(∂µ − iBµ)Φm|2+u|Φm|2 + v|Φm|4 (87)
and SCS given by Eq. 70.
This class of mutual U(1) × U(1) CS theories have
been described in a number of different contexts.31,73,89,91
Most pertinent to our discussion is Ref. 73 where such
theories were considered in context of transitions out of a
Z2 QSL– similar to the present case. However, there, in
absence of the anyon-permutation symmetry that leads
to constraint on the masses as given in Eq. 89, the above
class of transitions in that case turns out to be fine-tuned
and in general separated by an intermediate e-Higgs or
m-Higgs phase each characterised by a distinct sponta-
neously broken symmetry. Hence the anyon-permutation
symmetry due to the microscopic symmetry Td1(2) (Eqs.
48 and 67) is crucial to protect the above critical point
facilitating the direct phase transition in the present case.
Ref. 91 studied the lattice version of the above model
for generic values of the coupling parameters including
the self-dual line which is directly relevant to us. Along
the self-dual line, it was found91 the Z2 QSL phase gives
way to a line of first order transitions (separating the e
and m condensates– not applicable to our work) before it
leads to a e−m condensed phase which is characterised
exactly through the order parameters as we find here (Eq.
68). The meaning of the line of first order phase tran-
sition along the self-dual line is not clear in the present
context since our severely system size limited numerics
did not find any signature of it.
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To gain complementary insights into the critical the-
ory, it is useful to apply particle-vortex duality92,93 for
bosons in (2 + 1) dimensions to the either the e (in Eq.
86) or m (in Eq. 87) sector. Let us choose to dualise the
m sector to get the dual of Eq. 87,
LDm = |(∂µ − ibµ)ΦDm|2+uD|ΦDm|2 + vD|ΦDm|4
+
i
2pi
µνλbµ∂νBλ (88)
where ΦDm is dual to the m soft mode, Φm which is cou-
pled to the internal gauge field bµ. In other words, Φ
D
m
is the vortex of the m field, Φm. uD and vD are the
respective couplings. It is clear that when the m-vortex
condenses, i.e., 〈ΦDm〉 6= 0, then the m-charge, Φm, is
gapped, i.e. 〈Φm〉 = 0, and vice versa. Therefore on
general grounds, we expect that at low energies, the dual
couplings are given by
uD = −κu vD = ηv (89)
where κ, η > 0 are proportionality constants and u, v are
the coupling constants of the original theory of Eq. 87.
This ensures that the m-vortex vacuum is mapped to the
m-charge condensate and vice-versa. From Eq. 114 and
88 we can now integrate out Bµ to get
bµ + 2Aµ = 0 (90)
which when put back into Eq. 88, gives
LDm = |(∂µ + i2Aµ)ΦDm|2 − κu|ΦDm|2 + ηv|ΦDm|4 (91)
The critical action is now given by
S =
∫
d2rdτ Lc (92)
where
Lc =|(∂µ − iAµ)Φe|2 + |(∂µ + i2Aµ)ΦDm|2
+ u(|Φe|2 − κ|ΦDm|2) + v(|Φe|4 + η|ΦDm|4)
+ g(µνλ∂νAλ)
2 (93)
where we have now explicityly written the Maxwell term
for Aµ with coupling constant g(> 0) in absence of any
CS term. The resultant phase diagram is shown in Eq. 11
where Φe (Φ
D
m) are condensed for u < 0(> 0) with u = 0
being the critical point where, as an increasing function of
u across u = 0 lead to simultaneous condensation and un-
condensation (gapping out) of ΦDm and Φe respectively.
Clearly this is true irrespective of the renormalisation of
the bare mass-scale, u, and is not fine-tuned.
The 〈ΦDm〉 6= 0 phase represents the QSL where both
the e and m charges are gapped. However due to the fact
that ΦDm carries charge-2 of the U(1) gauge field Aµ, on
condensing ΦDm the gauge group is reduced to Z2 as is
appropriate for the Z2 QSL. In this phase both Φe and
Φm exist as gapped excitations. To uncover the mutual
FIG. 11. The phase diagram corresponding to the critical
Lagrangian, Lc in Eq. 93. At the mean field level the bare u =
0 corresponds to the synchronised condensing and gapping
out of ΦDm and Φe respectively as shown. While, this may
appear fine-tuned, as explained in the text, this above picture
is indeed generic and is protected by symmetry.
semionic statistics, we remind ourselves that Φm corre-
sponds to pi-flux of Aµ due to the mutual CS term (Eq.
70). In the Higgs phase of ΦDm such fluxes are gapped.
However, once excited, the Φe charges are sensitive to it
by virtue of their minimal coupling to Aµ as given by Eq.
93. This description of the Z2 QSL is quite similar to that
obtained by disordering a superconductor through con-
densation of charge-2 vortices.82,87 Indeed in the present
case all the even charges of Aµ are condensed while the
odd charges are gapped out which is equivalent to the con-
servation of the e and m charges modulo 2– as expected
in a Z2 QSL. The above description of the Z2 QSL re-
mains unchanged even in the presence of the anisotropy
terms in Eq. 73.
The spin-ordered state, on the other hand, is obtained
for u < 0 when both Φe and Φm (and hence Φ
D
m is
gapped) are condensed as we described earlier. The pho-
ton of Aµ acquires a gap by Anderson-Higgs mechanism.
Indeed all odd charges of Aµ are condensed in this spin-
ordered phase. We, of course could have performed the
particle-vortex duality in the e sector in Eq. 86 to obtain
an equivalent critical theory in terms of the m charges,
Φm and e vortices, Φ
D
e . In particular, we get
LDualc =|(∂µ − iBµ)Φm|2 + |(∂µ + i2Bµ)ΦDe |2
+ u(|Φm|2 − κ|ΦDe |2) + v(|Φm|4 + η|ΦDe |4)
+ g(µνλ∂νBλ)
2 (94)
which is same as Eq. 93 once we identify the following
mapping :
(Φe,Φ
D
m, Aµ)⇔ (Φm,ΦDe , Bµ) (95)
which shows that the critical theory is self dual.94
Turning to the anisotropy terms in the critical action
in Eq. 73 by considering λ,w 6= 0 in Eqs. 74-76. Due to
the symmetry under Td1(2) , we expect that the scaling
dimension of the Φe and Φm are equal at the critical
point. Hence, in order to judge the relevance of these
quartic terms, for our formulation (Eq. 93), it is easiest
to start with the (Φm)
4 term. From Eq. 88 and 90, that
the current of Φm is related to the flux of Aµ as
jµm =
1
2pi
µνλ∂νbλ = − 1
pi
µνλ∂νAλ. (96)
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The anisotropic term breaks the O(2) symmetry of the
m sector in Eq. 93 down to Z4 since four Φm charges
can be created/annihilated. Each such charge being pro-
portional to pi flux of Aµ the (Φm)
4 term therefore corre-
sponds to the doubled monopole operator95 of Aµ. For an
Abelian Higgs model for a superconductor, such doubled
monopoles may be irrelevant in a parameter regime96
raising hope that the present transition may indeed be
controlled by the λ = w = 0. However, the critical theory
needs to be studied in further detail to settle this issue.
The critical point described by u = 0 involving the
simultaneous condensation and gapping out of the even
and odd charges of Aµ respectively and the gauge flux
of Aµ being conserved is novel and is expected to be
different from the transition in Abelian Higgs model93 on
one hand and the the transition in the dual Abelian Higgs
model describing the condensation of paired vortices82,87
on the other.
The critical theory (Eq. 92) therefore suggests that
the deconfined quantum phase transition between the Z2
QSL and the magnetically ordered phase is described
by a modified self-dual modified Abelian Higgs model
(MAHM) with conserved flux. In absence of the mu-
tual CS term, the critical action in Eq. 72 describes
an easy-plane non-compact projective field theory (easy-
plane NCCP1) studied in Ref. 94 while the one with
the mutual CS term was studied in Ref. 91. In the sec-
ond study– as mentioned before– it was found that the
QSL and the e−m condensate phases are separated by
a line of first order transition along the self-dual line.
The relevance of this line is not clear in the present con-
text. Hence, at present it is not clear to us whether the
present self-dual modified Abelian Higgs model belongs
to the same universality class at easy-plane NCCP1.
The transition, therefore, is an example of a deconfined
quantum critical point.33 The critical theory is not writ-
ten in terms of the order parameters but the low energy
degrees of freedom of the Z2 QSL. Characteristic to de-
confined critical points, the spin order parameter which is
a bilinear in terms of the critical field– the gauge charges.
Therefore we expect a large anomalous dimension for the
order parameter which naively should be twice that of
the critical field.94 The above critical theory is expected
to be stable in presence of small Γ as it does not add
any new symmetry allowed terms to the critical theory
at the lowest order, thus resulting in the phase diagram
as shown in Fig. 2 for small Γ.
G. Effect of an external Zeeman field
So far we have neglected the experimentally relevant
possibility of turning on an external magnetic field (we re-
fer to it as a Zeeman field to avoid confusion) on Eq. 1 in
the anisotropic limit. This perturbation in the isotropic
limit is given by
HZeeman = −
∑
i
h · σi (97)
for the spins, σαi on the sites of the honeycomb lat-
tice, where h = (hx, hy, hz) is the external Zeeman field.
In the anisotropic limit (|h|/Kz) that we are concerned
with, the degenerate perturbation theory (Eq. 7) gives
rise to the following addition in the leading order of h to
Eq. 10 :
Hz = −2hz
∑
i
τzi (98)
for the τ -spins on the z-bond in the unrotated basis. This
is clearly in in agreement with the fact that τzi is the time
reversal odd component of the non-Kramers doublet (Eq.
9). In the rotated basis (Eq. 17) becomes
H˜z = −2hz
[∑
i∈H
τ˜zi +
∑
i∈V
τ˜xi
]
(99)
where, the first sum is over the horizontal bonds and the
second sum is over the vertical bonds. There are higher
order terms in the above Zeeman field including cross
terms involving the other perturbing terms in V of Eq. 2.
We neglect the detailed structure of the these higher or-
der time reversal symmetry breaking terms. Notice that
the structure of above term is “oppositte” to that of the
leading order pseudo-dipolar term given by Eq. 35 with a
crucial difference that unlike Eq. 35, the present term in
Eq. 99 is time reversal odd since the Zeeman field breaks
the time reversal symmetry. We explore this relation be-
tween the Zeeman and the pseudo-dipolar perturbations
in the next section in the context of the latter.
In terms of the gauge theory, Eq. 99 becomes
H˜z =− 2hz
∑
a
µxaρ
z
a,a+xˆµ
x
a+xˆ − JTC
∑
a
µza
− 2hz
∑
a¯
µ˜xa¯ρ˜
x
a¯,a¯+xˆµ˜
x
a¯+xˆ − JTC
∑
a¯
µ˜za¯ (100)
This therefore leads to the dispersion of the e and m
charges along the horizontal direction which renormalises
the results of Eq. 56 and 58 for the e and m sectors
respectively.
Crucially, however it lifts the degeneracy of the two
time-reversal partner soft modes in Eq. 63 and 64. This
allows the following term in addition to the ones already
in the soft mode critical action in Eq. 72
Sz =
∫
dxdτ Lz (101)
where,
Lz = −h˜
[
(Φe)
2 + (Φ∗e)
2 + (Φm)
2 + (Φ∗m)
2
]
= −2h˜ [|Φe|2 cos(2θe) + |Φm|2 cos(2θm)] (102)
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with h˜ ∝ hz. This clearly lifts the degeneracy between
the two time reversal invariant spin states. In presence
of this second order term (∝ cos 2θ), the fourth order Z4
anisotropy terms (proportional to λ cos 4θ) in Eq. 74 and
75 can be neglected.
The Z2 QSL remains unchanged for u − h˜ > 0. How-
ever, for u − h˜ < 0, inside the spin-ordered phase, for
h˜ > 0(< 0), we have
θe, θm = 0, pi(±pi/2) (103)
which is nothing but the polarised phase. This is indeed
true for w < 0 in the e −m coupling term in Eq. 76 or
equivalently Eq. 137 where the h˜ = 0 state is a ferro-
magnet. However, for w > 0, where the h˜ = 0 ground
state is antiferromagnetic, we expect a first order spin-
flop transition from the antiferromagnet to a polarised
phase within the spin ordered phase.
The critical point is given for u − h˜ = 0. It turns
out that for J < 0, this critical point is similar to that
obtained by destabilising the Z2 QSL using the pseudo-
dipolar interactions, Γ. Hence to avoid repetation, we
first develop the soft modes of the pseudo-dipolar limit
and then return to discuss the critical point for both the
Zeeman and the pseudo-dipolar limits together.
VII. PHASE TRANSITION BETWEEN QSL
AND THE TRIVIAL PARAMAGNET
Having understood the transition to the spin ordered
phase from the QSL we now turn to the transition be-
tween the QSL and the trivial paramagnet accessed by
tuning the Γ term (horizontal axis of the Fig. 2). Again a
controlled description of the phase transition is achieved
by starting with the QSL and understanding the fate
of its excitations– the gauge charges. The effect of the
Zeeman field– the topic of the last subsection– sheds cru-
cial insight into this transition. This becomes even more
clear by comparing the leading order perturbations due
to the hz (Eq. 99) and Γ (Eq. 35). It is clear that
the reflection about the x = y line of the square lattice
in Fig. 1(b) and passing through the sites maps all the
vertical bonds to horizontal bonds and vice versa and
thereby mapping Eq. 99 to Eq. 35 when we perform a
concomitant transformation of hz → −Γ. We note that
under the above reflection the Toric code Hamiltonian
(Eq. 18) remains unchanged. However, now the τ˜x(τ˜z)
on the horizontal (vertical) bonds are time-reversal odd.
This is in accordance with our previous observation that
Eq. 35 is time-reversal even. As a consequence a trivial
time-reversal symmetric paramagnet realised due to the
pseudo-dipolar perturbations, Γ.
A. Decoupled vertical Ising chains
Similar to the case of Heisenberg interactions, we first
incorporate the leading order perturbation in Γ given by
Eq. 35 to the QSL Hamiltonian in Eq. 18 in the rotated
basis. In terms of the gauge fields and the gauge charges
this becomes
H˜J=0 =2Γ
∑
a
µxaρ
z
a,a+yˆµ
x
a+yˆ − JTC
∑
a
µza
+ 2Γ
∑
a¯
µ˜xa¯ρ˜
x
a¯,a¯+yˆµ˜
x
a¯+yˆ − JTC
∑
a¯
µ˜za¯
(104)
Contrast this with the effect of the Zeeman field given
in Eq. 100. Here, evidently, the first (second) line de-
notes a series of now decoupled vertical, with respect to
Fig. 1(b), transverse field Ising chains97 representing the
e(m) charges as opposed to the horizontal ones in Eq.
100. This can alternatively be looked up as a conse-
quence of the x = y reflections discussed above which
converts the horizontal chains to vertical chains. This
leads to important differences, particularly regarding the
nature of the phase that the QSL transits into due to the
non-trivial projective implementation of the time reversal
symmetry (Eq. 50).
Similar to Eq. 60, we can choose the gauge
ρza,a+yˆ = ρ˜
z
a,a+yˆ = +1 (105)
as these links do not cross. Thus we get, from Eq. 104
H˜J=0 =2Γ
∑
a
µxaµ
x
a+yˆ − JTC
∑
a
µza
+ 2Γ
∑
a¯
µ˜xa¯˜˜µ
x
a¯+yˆ − JTC
∑
a¯
µ˜za¯ (106)
The paramagnetic phase of each vertical chain– both
for e and m sectors– for Γ = 0 is clearly the Z2 QSL. On
increasing Γ, the electric and the magnetic charges now
develop dispersions along the vertical direction and when
the minima of such dispersion hits zero they condense
destroying the QSL.
For Γ < 0(> 0) the soft mode for e and m sectors
are given by a charge arrangement similar to Fig. 10(a)
(10(b)). However, very crucially, unlike the Heisenberg
case of the previous section these two soft modes are not
degenerate because they are not time reversal partners as
is evident from Eq. 50. This will become more evident
below. Anticipating the difference, we therefore denote
these two soft modes as
ξˆ(1)e = 1 ξˆ
(2)
e = e
ipix (107)
for the e sector on the direct lattice and
ξˆ(1)m = 1 ξˆ
(2)
m = e
ipiX (108)
for the m sector on the dual lattice.
Indeed, as discussed above, for a given choice of Γ the
two states have different energies and hence we can com-
pletely work with one of the soft modes for each sign of
Γ. This becomes more evident in the PSG analysis of
the soft modes (see below) where we see that the two
soft modes do not mix with each other under symmetry
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transformations. This, to draw further analogy with the
Zeeman perturbation, is like the lifting of the degeneracy
of the two soft modes, of Eqs. 63 and 64, as discussed
below Eq. 100. There, the existence of the time rever-
sal symmetric point hz = 0 allows us to use a theory
with two soft modes each in the e and m sector which
is subsequently broken down further by the Zeeman field
through Eq. 102 in the critical theory.
Similarly, we define a hypothetical Γ = 0 situation
where both these modes are degenerate as our starting
point and then use a redundant description keeping both
the soft modes and obtain the correct description for the
phases and phase transition. We note that unlike in the
Zeeman case, this hypothetical situation is not realised
in our model and indeed is actually an unstable quantum
ground state with ln 2 entropy per site as this does not
break any symmetry of the anisotropic Hamiltonian. In
the passing we note that the soft modes result in two
distinct nematic states as given in Eq. 102 and hence may
be relevant to the isotropic/near isotropic limit of Eq.
1. However, here we use this limit only as a convenient
starting point for our analysis of the critical theory.
B. Soft modes
Similar to Eq. 63 and 64, we expand the gauge charges
in terms of the soft modes. This gives
Ψe(r, τ) = φ˜
(1)
e (r, τ) ξˆ
(1)
e + φ˜
(2)
e (r, τ) ξˆ
(2)
e (109)
for the e sector and
Ψm(r, τ) = φ˜
(1)
m (r, τ) ξˆ
(1)
m + φ˜
(2)
m (r, τ) ξˆ
(2)
m (110)
for the m sector. Here (φ˜
(1)
e , φ˜
(2)
e ) and (φ˜
(1)
m , φ˜
(2)
m ) are
the new e(m) soft mode amplitudes. In order to obtain
the PSG transformations we once again combine the two
amplitudes of each sector as
Φ˜e = φ˜
(1)
e + iφ˜
(2)
e = |Φ˜e|eiθ˜e (111)
and
Φ˜m = φ˜
(1)
m + iφ˜
(2)
m = |Φ˜m|eiθ˜m (112)
The PSG transformations under different symmetries
listed in Eqs. 48-53 are now given by
Td1 :
{
Φ˜e → Φ˜m
Φ˜m → Φ˜∗e
Td2 :
{
Φ˜e → Φ˜∗m
Φ˜m → Φ˜e
Tx :
{
Φ˜e → Φ˜∗e
Φ˜m → Φ˜∗m
Ty :
{
Φ˜e → Φ˜e
Φ˜m → Φ˜m
T :
{
Φ˜e → Φ˜∗e
Φ˜m → Φ˜∗m
σv :
{
Φ˜e → Φ˜e
Φ˜m → Φ˜m
C2z :
{
Φ˜e → Φ˜e
Φ˜m → Φ˜∗m
Rpi :
{
Φ˜e → Φ˜e
Φ˜m → Φ˜∗m
(113)
We shall find the Higgs phase resulting from condens-
ing the above charges results in a trivial paramagnet.
C. The mutual U(1)× U(1) CS critical theory
Using a redundant description by keeping both the soft
modes in each of the electric and magnetic sectors allows
us to extend the U(1) × U(1) mutual CS formalism for
this transition. In this case, the CS action is given by
S˜CS = i
pi
∫
d2rdτ µνλA˜µ∂νB˜λ (114)
where now A˜µ and B˜µ are the internal U(1) gauge fields
that couple minimally to the soft modes Φ˜e and Φ˜m re-
spectively. The PSG of the gauge fields are given by
Td1 :
{
A˜µ → B˜µ
B˜µ → −A˜µ Td2 :
{
A˜µ → −B˜µ
B˜µ → A˜µ
Tx :
{
A˜µ → −A˜µ
B˜µ → −B˜µ Ty :
{
A˜µ → A˜µ
B˜µ → B˜µ
T :
{
A˜µ → A˜µ
B˜µ → B˜µ (115)
σv :
{
A˜x → A˜x, A˜y → −A˜y, A˜τ → A˜τ
B˜x → B˜x, B˜y → −B˜y, B˜τ → B˜τ
C2z :
{
A˜x → −A˜x, A˜y → A˜y, A˜τ → A˜τ
B˜x → B˜x, B˜y → −B˜y, B˜τ → −B˜τ
Rpi :
{
A˜x → −A˜x, A˜y → −A˜y, A˜τ → A˜τ
B˜x → B˜x, B˜y → B˜y, B˜τ → −B˜τ
which are consistent with the CS action in Eq. 114 as
before upto in inconsequential sign change under C2z.
The resultant critical field theory is
S˜c =
∫
d2rdτL+ S˜CS (116)
where S˜CS is given by Eq. 114 and
L˜ = L˜e + L˜m + L˜em (117)
with
L˜e = |(∂µ − iA˜µ)Φ˜e|2+u˜|Φ˜e|2 + v˜|Φ˜e|4
− λ˜
[
(Φ˜e)
2 + (Φ˜∗e)
2
]
(118)
L˜m = |(∂µ − iB˜µ)Φ˜m|2+u˜|Φ˜m|2 + v˜|Φ˜m|4
− λ˜
[
(Φ˜m)
2 + (Φ˜∗m)
2
]
(119)
L˜em = w˜
[
(Φ˜eΦ˜m)
2 + (Φ˜eΦ˜
∗
m)
2 + c.c.
]
(120)
Considerations similar to those noted below Eq. 76
for the case of Heisenberg perturbations, also apply here
with an important difference that in the present case,
the decoupled limit pertains to vertical Ising chains. In
particular the mass term, u ∼ JTC − 2Γ.
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Note that due to the presence of the second order
anisotropic term proportional to λ in the critical action
given by Eq. 116, the discussion of the phases and phase
transitions has an exact parallel with the case of the Zee-
man term (Eq. 101)– a consequence of the x = y reflec-
tion as discussed above– with the difference being, in the
present case the condensation of the soft modes lead to
a time-reversal symmetric paramagnet.
D. The phases
Turning to the phases, clearly, as before, the un-
condensed phase for u˜− λ˜ > 0, i.e.,
〈Φ˜e〉 = 〈Φ˜m〉 = 0 (121)
is the Z2 QSL with gapped e and m charges with mutual
semionic statistics. For u˜− λ˜ < 0, the both electric and
magnetic charges condense, i.e.
〈Φ˜e〉, 〈Φ˜m〉 6= 0 (122)
This Higgs phase does not break time reversal symmetry.
Indeed, in terms of symmetry, the Z2 gauge invariant
fields are given by
Φ˜2e + (Φ˜
∗
e)
2 ∼ |Φ˜e|2 cos(2θ˜e) ∼ τ˜xi ∀i ∈ Horizontal bonds
Φ˜2m + (Φ˜
∗
m)
2 ∼ |Φ˜m|2 cos(2θ˜m) ∼ τ˜zi ∀i ∈ Vertical bonds
(123)
These should be contrasted with Eq. 68 which charac-
terises spin ordering. In spite of similar appearences, the
above equations are exactly opposite in terms of the type
of the bonds (vertical versus horizontal) with respect to
that of Eq. 68 and this has a central effect in the na-
ture of the resultant phase which for the present case is
a symmetric non-degenerate paramagnet.
For λ˜ > 0(< 0) in Eq. 118 and 119, the free energy is
minimised for
θ˜e, θ˜m = 0, pi(±pi/2) (124)
This correspond to ordering (see Eq. 123)
τ˜xi = ±1 ∀i ∈ Horizontal bonds
τ˜zi = ±1 ∀i ∈ Vertical bonds (125)
all of which are time reversal symmetric (see Table. II
in Appendix A). For each of these cases, the interaction
between the e and m modes is given by Eq. 137, i.e.
L˜em ∼ w|Φ˜e|2|Φ˜m|2 cos(2θ˜e) cos(2θ˜m) (126)
For w < 0(> 0) the spin components as given in Eq.
125 are parallel (antiparallel). The latter case breaks
translation by Td1 and Td2 which interchanges horizon-
tal and vertical bonds and appears to be not relevant for
the present case. The above phenomenology is consistent
with the microscopic of Section III B 3 for λ˜ ∼ −Γ. This
then completes the discussion of the two trivial param-
agnets as shown in Fig. 2. We expect that the above
theory to be stable to small Heisenberg perturbations, J .
E. Effects of Zeeman term and the critical point
Before discussing the critical point, we would like to
understand the effect of the Zeeman term in this pseudo-
dipolar limit which would throw critical insight into the
nature of the transition both in the Zeeman limit of sub-
section VI G and the present pseudo-dipolar limit. The
starting point is the previously mentioned observation
of the leading order Zeeman terms and pseudo-dipolar
terms mapping into each other under x = y reflection.
This becomes more clear when we consider the leading
Zeeman perturbing term given by Eq. 99 along with
the leading pseudo-dipolar perturbation given by Eq. 35
whence the net leading perturbation is given by
HΓ−z =
∑
i∈V
[2Γτ˜zi − 2hz τ˜xi ] +
∑
i∈H
[2Γτ˜xi − 2hz τ˜zi ] (127)
In particular for the limit hz = −Γ the above Hamilto-
nian becomes
HΓ−z = 2Γ
∑
i
[τ˜xi + τ˜
z
i ] (128)
In conjunction with the Toric code term in Eq. 18, this
is exactly the Hamiltonian studied in Refs. 98, 99 and
100 for a Toric code QSL in a “magnetic” field along
the self-dual line. While this inference is drawn on the
basis of the leading order perturbations, in the spirit of
the discussions presented, it leads to interesting possibili-
ties particularly in the lights of the rich properties of the
self-dual line as known from very systematic numerical
calculations.98 We shall return to this in a moment, but
first let us notice that in presence of the Zeeman field,
from the symmetry transformations in Eq. 9, it is clear
that the the residual symmetry of the system is gener-
ated by only Td1 ,Td2 (and hence Tx,Ty) and Rpi. This
is the reason for the exact match between the transfor-
mation tables of the soft modes (Φe,Φm) (Eq. 67) and
(Aµ, Bµ) (Eq. 69) with (Φ˜e, Φ˜m) (Eq. 113) and (A˜µ, B˜µ)
(Eq. 115) under Td1 ,Td2 (and hence Tx,Ty) and Rpi.
Indeed, we can introduce the following linear superposi-
tion of the soft modes
χe =
1√
Γ2 + h2z
[
ΓΦ˜e − hzΦe
]
(129)
χm =
1√
Γ2 + h2z
[
ΓΦ˜m − hzΦm
]
(130)
and their corresponding gauge fields
Cµ =
1√
Γ2 + h2z
[
ΓA˜µ − hzAµ
]
(131)
Dµ =
1√
Γ2 + h2z
[
ΓB˜µ − hzBµ
]
(132)
for the perturbation corresponding to Eq. 127 which in-
terpolates between the two limits Γ = 0 and hz = 0.
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The left hand side of the above equation, by construc-
tion have the same transformation property as the right
hand-side under Td1 ,Td2 (and hence Tx,Ty) and Rpi.
Clearly at the special value hz = −Γ, corresponding to
Eq. 128 whence the system enjoys a reflection symmetry
to the leading order, stands for an equal superposition of
the two sets of soft modes.
Hence following the symmetry arguments as before, we
can write a critical action as
Sχc =
∫
d2r dτ Lχc + SχCS (133)
where
SχCS =
i
pi
∫
d2r dτ µνλCµ∂νDλ (134)
and
Lχc = Lχe + Lχm + Lχem (135)
with
Lχe = |(∂µ − iCµ)χe|2+u˜|χe|2 + v˜|χe|4
− λ˜ [(χe)2 + (χ∗e)2]
Lχm = |(∂µ − iDµ)χm|2+u˜|χm|2 + v˜|χm|4
− λ˜ [(χm)2 + (χ∗m)2] (136)
and
Lχem = w˜
[
(χeχm)
2 + (χeχ
∗
m)
2 + c.c.
]
(137)
which clearly interpolates between the two limits in Eqs.
116 (for hz = 0) and 101 (for Γ = 0).
The discussions of the Z2 QSL for u˜ − λ˜ > 0 and the
trivial paramagnet for u˜−λ˜ < 0 now directly follows from
our previous discussions. Note that the trivial paramag-
net continuously deforms from the polarised state (for
Γ = 0) to a time-reversal symmetric trivial paramagnet
(for hz → 0+) with the hz = 0 line being the time rever-
sal symmetric paramagnet.
The two fold anisotropy term proportional to λ in given
by Eq. 136 carries charge-2 under Cµ and Dµ respec-
tively. Therefore this is like the pairing term in supercon-
ductors, albeit for bosons which breaks down the gauge
group from U(1) to Z2.
67,81 However, we note that in
our case the Z2 theory in naturally tuned to be along
the self-dual line due to the e ↔ m symmetry. Indeed a
similar action was proposed in Ref. 89 for the transition
to from the Z2 QSL to a trivial paramagnet in context
of Toric code models. However, there due to the absence
of the e ↔ m symmetry, the masses and other coupling
constants of the e sector were different from that of the
m sector and thereby away from the self-dual line.
In particular Eq. 128 corresponds to the exactly the
numerical calculations of Refs. 98 and 99 and series ex-
pansion techniques of Ref. 100. In the lights of our
present discussion it is certainly worthwhile to under-
stand if the entire range from hz = 0 to Γ = 0 is given by
same physics as this would indicate an extremely interest-
ing mapping of the physics under Zeeman perturbations
to that of the pseudo-dipolar interactions. Of course this
conclusion is tentative at this point as the above map-
ping is drawn on the basis of the effects of the leading
order perturbations and the effects of the higher order
terms needs to be taken into account in any systematic
numerical calculation.
Assuming that the physics of the self-dual line is rel-
evant for the present discussion, we now ask what do
we know about this line ? From the point of view of
Z2 gauge theory with dynamic electric and magnetic
charges, the e-Higgs and the m-Higgs (confined) phases
are smoothly connected67 with both phase transition be-
longing to 3D − Z2 universality class and meeting at a
multicritical point which merges with a line of first or-
der transition along the self-dual line ending in a critical
point. Series expansion techniques of Ref. 100 show that
along the self-dual line, the charge gap, ∆, for both the
e and m sectors vanishes as ∆ ∼ |hz − hcz|zν where the
critical value of the field is estimated to be hcz ≈ 0.34
(for JTC = 1) and the exponent, zν ≈ 0.69− 0.70100,101–
different from the 3D − Z2 value, (zν)3D−Z2 = 0.6301.
The first-order transition, on the other hand ends at
h1stc ≈ 0.42.99 The above picture is confrmed by Monte
Carlo calculations.98,99,102,103
We end this section with two more comments. First,
away from the self-dual line when either e or m charges
condense, neglecting the gauge fluctuations of Aµ and
Bµ at the critical point on the grounds that the CS
term makes the respective photons massive results in
a transition correctly belonging to the 3D − Z2 uni-
versality class.89 A similar mean-field assumption would
lead to 3D − XY transition in the present case with
(zν)3D−XY ≈ 0.67155.104 Second, recent series ex-
pansion calculations101 and tensor-network based wave-
function analysis105 has been suggested that perturba-
tions on the self-dual line in the vicinity of the multicrit-
ical point can open up a gapless phase with power-law
correlations for the e and m charges with continuously
varying exponents. However, in our severely finite-size
limited ED results, we did not find any signatures of such
a phase. The relevance of this physics to the anisotropic
Kitaev model in a magnetic field as well as the higher or-
der terms neglected in Eq. 99 remains to be understood.
This concludes our discussion of the phases and phase
transitions for the ferromagnetic Kitaev-Heisenberg-Γ
model in the anisotropic limit.
VIII. SUMMARY AND OUTLOOK
We now summarise our results. In this work we have
worked out the details for of the phases and phase tran-
sitions out of the gapped Z2 QSL in the Toric code limit
into a spin-ordered phase (driven by Heisenberg interac-
tions) and a trivial paramagnet (driven by pseudo-dipolar
interactions). These interactions are relevant for the ma-
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terial realisation such as α-RuCl3, albeit in the isotropic
limit. While, even in α-RuCl3 and other related mate-
rials, the three bonds are not exactly symmetric106, our
calculations are clearly do not apply to the known Ki-
taev materials in its present form but poses important
starting point in understanding the unconventional de-
confined phase transitions out of the Z2 QSL.
In our present calculation for the anisotropic limit, we
find that the transition between the Z2 QSL and the spin
ordered phase is given by a self-dual modified Abelian
Higgs model whereas that between the QSL and the triv-
ial paramagnet is given by a self-dual Z2 gauge theory.
The self duality owes its origin to the anyon permuta-
tion symmetry which protects the structure of the criti-
cal theory. Would be interesting to understand other ex-
amples of such anyon permutation symmetry protected
phase transitions. Finally, the phase diagram in Fig. 2
allows for interesting multicritical points where all the
three phases– topological, symmetry broken and trivial–
meet. The nature of the multicritical point is worth in-
vestigating.
To end, does the present calculations shed any light
on the material relevant isotropic Kitaev-Heisenberg-Γ
model ? Given the correspondence of the QSL and the
spin-ordered phases, it is tempting to conclude that the
soft modes in the anisotropic limit indeed play an impor-
tant role– along with the gapless Majorana– to determine
the critical theory for the isotropic point. Outcomes of
calculations along these lines would be interesting.
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Appendix A: Symmetry transformations
Since the Kitaev model is realised in spin-orbit coupled
systems, the magnetic moment transforms non-trivially
under spin and real space rotations. Following Ref. 70
we embed the honeycomb in a cube as shown in Fig.
12. The generators of the symmetries (Fig. 13) for the
underlying honeycomb lattice are given by
FIG. 12. The hexagon embedded in a cube with the cartesian
[111] direction being normal to the hexagon plane. The red
and black sub-lattice structure of the σ-spins are same as in
Fig. 13. Green dashed arrow along [1¯10] direction is the pi-
rotation axis, C2z. Light red plane cutting two of the z-bonds
is the mirror reflection, σv. Purple dashed arrow along [111]
direction is the six fold rotation supplemented by the mirror
reflection about the honeycomb plane, σhC6.
1′
1
2′
2
3′
4
Td1Td2
C2z
v
hC6
FIG. 13. Symmetries with respect to the hexagonal plane.
The colouring have one to one correspondance with Fig. 12.
• Time reversal symmetry, T , where the σα spins
transform as Kramers doublets in all the known
candidate materials.
• Translations in the honeycomb plane, Td1 and Td2 .
• C6 rotation about [111] about the centre of the
hexagon, followed by reflection, σh, about the hon-
eycomb plane (≡ σhC6).
• Reflection, σv, about the x = y plane.
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Symmetry 1 1′ 2 2′ 3 3′ 4 4′ σx σy σz
T 1 1′ 2 2′ 3 3′ 4 4′ -σx -σy -σz
σhC6 1
′ 4 3′ 2 5′ 1 2′ 8 σz σx σy
σv 1
′ 1 2′ 2 4′ 4 3′ 3 -σy -σx -σz
C2z 2 2
′ 1 1′ 3 3′ 4 4′ -σy -σx -σz
Rpi 2
′ 2 1′ 1 4′ 4 3′ 3 σx σy σz
TABLE I. The time reversal and point group symmetry op-
erations on the σ-spin of the central hexagon of the Fig. 13.
Second to fifth columns indicate the transformations of the
lattice labels while last column shows the spin space rota-
tions.
1 2
3
4
Td1Td2
C2z
vR
FIG. 14. In the anisotropic limit the σ-spin give rise τ -spins,
they are labeled by the brown spheres at the vertices of the
rhombic lattice (magenta lines). Also the honeycomb lattice
is shown in the background. The relevant symmetries are
shown following the convention of Fig. 13.
In the anisotropic limit, T , Td1 , Td2 and σv remain in-
tact while σhC6 is absent. However, the combination
C2z = (σhC6)
2σv(σhC6)
−1 is still a symmetry. Further,
in addition to the above symmetries we find it useful to
consider the pi-rotation about [111] through the center of
the hexagon, namely Rpi = (σhC6)
3 = C2zσv.
The non-trivial transformation of the σ spins under
various symmetries (except for the two translations which
is rather straight forward) is given in Table I. It is now
easy to work out the action of the surviving symmetries
on the τ spins as shown in Fig. 14.
a. Time reversal Symmetry, T : For the σ spins,
the time reversal symmetry is implemented by the regu-
lar operator iσyK where K is the conjugation operator.
Therefore using Eq. 4, under time reversal :
T : {|+〉, |−〉} → {|−〉, |+〉} (A1)
b. Reflection symmetry, σv : Following Table I, we
define the symmetry transformation operator for the σ
Symmetry τ˜xh τ˜
y
h τ˜
z
h −τ˜xv τ˜yv τ˜zv
T τ˜xh τ˜yh −τ˜zh −τ˜xv′ −τ˜yv′ τ˜zv′
σv τ˜
x
h′ −τ˜yh′ −τ˜zh′ −τ˜xv′ −τ˜yv′ τ˜zv′
C2z τ˜
x
h′ −τ˜yh′ −τ˜zh′ −τ˜xv′ −τ˜yv′ τ˜zv′
Rpi τ˜
x
h′ τ˜
y
h′ τ˜
z
h′ τ˜
x
v′ τ˜
y
v′ τ˜
z
v′
Tdj τ˜
z
vj −τ˜yvj τ˜xvj τ˜zhj −τ˜yhj τ˜xhj
TABLE II. Symmetry transformations of the τ˜ spins on the
horizontal (h) and vertical (v) bonds.
spins as
σv(11
′) = Eˆ(11′)e−i
nˆv.~σ1pi
2 e−i
nˆv.~σ1′pi
2 (A2)
where Eˆ((11′)) is the exchange operator between the
1 & 1′ and nˆv = 1√2 (−1, 1, 0). This gives rise to the
following transformation:
σv(11
′) : {|+〉1 , |−〉1} → {i |−〉1 ,−i |+〉1} (A3)
c. Rotation about the z-bond, C2z : From Table I we
focus on the pair σ1′ and σ2′ which are mapped into each
other under the symmetry transformation. This gives
C2z(1
′2′) = Eˆ(1′2′)e−i
nˆ2z.~σ1′pi
2 e−i
nˆ2z.~σ2′pi
2 (A4)
with nˆ2z = nˆv. For the τ -spins we therefore have
C2z(12; 1
′2′) : {|+〉1(2) , |−〉1(2)} → {i |−〉2(1) ,−i |+〉2(1)}
(A5)
d. Rotation about the center of the hexagon, Rpi :
From Table I, we this transformation does not mix the
spin components, but, it introduces lattice transforma-
tion including interchange of the two sub-lattices. From
Fig. 13, focusing on the spins σ1(1′) and σ2(2′), the ex-
change operators E(12′) and E(1′2)) are defined, they ex-
change between σ1 & σ2′ and σ2 & σ1′ . The effect of the
symmetry operation on the τz basis state is as following
Rpi(12
′; 1′2) : {|+〉1(2) , |−〉1(2)} → {|+〉2(1) , |−〉21}
(A6)
The above transformations results in the symmetry table
as summarised in Eq. 9.
Due to the difference in rotation (see Eq. 17), the
τ˜ -spins on horizontal and vertical bonds of the square
lattice transform differently under the symmetries. This
is summarised in Table II.
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