Abstract: Currently, the most advanced method to realize trajectory control is to use Nonlinear Model Predictive Control (NMPC). The NMPC also needs an accurate estimate of the state of the controlled system. An Extended Kalman filter (EKF) is the best choice to realize the state estimation. Normally the tuning of these methods requires high expertise from the control engineer as well as knowledge of the controlled system. With the methods proposed in this paper, the tuning phase of the control system can be automated. The proposed methods were tested with a simulator and a full scale agricultural machine with an experimental control system. The methods did not give absolutely correct parameters values, but sufficiently good for EKF and NMPC to work properly.
INTRODUCTION
The Global Positioning System (GPS) was a driving force to create navigation systems for several kinds of vehicles. Agricultural working machines on the field are one of the applications of the navigation technology; the objective is to help a driver to keep a tractor with a tool parallel with the previous swath. Commercial products to keep a tractor on line have been available for more than 10 years. For guidance, an improved GPS positioning is used, with a differential GPS or real-time kinematic GPS (RTK-GPS).
However, the actual objective is to cover the entire field with an operation, so that neither overlaps nor gaps exist in swaths and the field is operated in minimum time. Therefore it is not enough that a tractor follows a certain trajectory, but the implement (an agricultural tool) also follows the trajectory. With a trailer type implement and curved trajectories there is a significant difference.
Agricultural machines are genuine modular systems as a tractor is used with several kinds of implements and the parts of the system are manufactured by more than one company. Historically the modularity has required standardization, and there exists international standards that define the mechanical interface between a tractor and implements. Recently more attention has been paid to electrical, electronical and communication interfaces, and this work has produced another international standard, ISO 11783.
True modularity sets high demands for integrated control systems. An implement may contain a control system that commands tractor resources, or vice versa, but in any case the other part in the system contains uncertainty: with regard to geometrical parameters and dynamics. In order to create a commercially valid and robust control system, a tuning procedure is required. This can be done by either identifying the system from the data with auxiliary sensors, or by setting assumptions and identifying the parameters that cannot be measured by a farmer. This paper discusses challenges related to a situation, where a farmer has a tractor, an implement of trailer type and a NMPC (Nonlinear Model Predictive Controller) based navigational system that all are able to communicate with each other. The navigational system does not contain any prior information about the physical, geometrical nor dynamic parameters of the tractor or the implement. The objective of the research was to examine how the system can identify the system parameters that cannot be easily measured in order to apply NMPC based trajectory following, or to be adaptive. In this paper an approach to solve the tuning problem in a farm environment is presented for the case of an NMPC based trajectory following system.
STATE OF THE ART
Nonlinear Model Predictive Controllers are widely used in industry plants and in process control, where it is used to optimize the operation point of the controlled process. It is easier to implement NMPC in these environments due to longer time constants. If the time constants of the system are small as in vehicle trajectory control, the controller must run with a higher control cycle. This demands high computing capacity in real-time control.
The usage of NMPC in trajectory control has been researched recently (e.g. Vougioukas, 2007; Lenain et al., 2005; Kühne et al. 2005) . Kühne et al. (2005) presents nonlinear MPC and linear MPC methods to solve a path-tracking problem with a nonholonomic wheeled mobile robot. In the research, the computational effort required to solve the optimization problems has been studied and the performance of both controllers compared. It was found that, at that time, the Nonlinear Model Predictive Controller was computationally too demanding to be solved in real-time and the linear MPC had a good performance with lower computational effort. But they also noted that the linear model is valid only near the reference trajectory. Wojsnis et al. (2003) has proposed a practical approach for tuning MPC in process control. The proposed approach is based on four steps: (i) design the process model; (ii) establishing controller generation parameters; (iii) test controller response and behaviour in simulations; and (iv) perform online adjustment. The process is modelled in a Black-box manner using FIR and ARX-models. The controller generation parameters are the prediction and control horizons and penalty matrices on the controlled output error and on the control moves. According to Wojsnis et al., horizon parameters are not suitable to use for tuning or setup. The control and prediction horizons are selected to be long enough considering the process time constants. Also, the ratio between weights is more important than absolute values. For that reason, the penalty matrix on the controlled output error is assumed to be a scalar one. Wojsnis et al. has derived an experimental formula to calculate the penalty matrix on control moves from the process model. In that way, the process model is the most important parameter to be tuned or estimated.
The problem of implementing NMPC trajectory control in a real system is to have a representative model of a system and a proper state estimate. The Kalman filter is a natural choice for the state estimator. The tuning of the Kalman filter involves designing the model of the estimated system and establishing the covariance matrices of the measurement noise (usually symbol R) and system internal noise (usually Q). Again in chemical process control, Odelson et al. (2006) has researched a method to estimate the covariance matrices automatically with the autocovariance least-squares technique. Especially in GPS and INS integration, Mohamed et al. (1999) , Congwei et al. (2003) and Weidong et al. (2007) have all studied covariance matching methods to estimate Q and R matrices from innovation terms. The drawback of these methods is that they work only for a linear system model. Jetto et al. (1999a) have proposed an algorithm to update noise covariance matrices with the nonlinear Extended Kalman filter. In the proposed algorithm the Q and R matrices are assumed to be diagonal matrices. The components of the diagonal matrices are updated based on the innovation terms as in the linear case. There exist also algorithms based on Fuzzy logic to calculate weighting values for covariance matrices (e.g. Jetto et al. 1999b and Sasiadek et al. 2000) .
The stability of the NMPC controller depends on the correct model of the controlled system, as well as on the correctness and stability of the state estimate.
PRELIMINARY KNOWLEDGE

System model
The methods presented in this paper are applied in a real control system and full scale agricultural vehicle. The controlled vehicle consists of standard tractor and a towed trailer with an active joint (Figure 1 ). The controlled system is modelled in two phases: (i) the kinematic model of the vehicle and (ii) the dynamics of the actuators. In the derivation of the kinematic model, it is assumed that slipping sideways does not occur except in the front wheels. The front wheel slipping is assumed to be linearly dependant on the wheel angle. The kinematic equation of the controlled vehicle is hence
is the global position of the centre of the tractor rear axle,  is the heading angle of the tractor,  is the angle between the tractor and the trailer and  is the slipping factor of the front wheels. a , b , c and d are the physical parameters of the system; wheelbase, attachment point, length of the drawbar and distance to the centre of the seed coulters from the drawbar respectively ( Figure 1 ).
The Dynamical models of the actuators are first order difference models. The dynamical model of the speed is
where v is the actual speed, v is the control value of the speed and v k is the dynamic parameter. Similarly, the dynamical model of the steering is
where ˆis the actual steering angle,  is the control value of the steering and  k is the dynamic parameter. Finally, the dynamical model of the controlled joint is
where ˆis the actual joint angle,  is the controlled joint angle and  k is the dynamic parameter.
Parameter types
The parameters in the navigation system can be classified into four categories: (i) the parameters than cannot change during the operation and can be directly measured by measuring tape; (ii) the parameters that usually do not change during the operation time but cannot be directly measured; (iii) the parameters that can change during the operation time; and (iv) the parameters of the actual control algorithm that usually are kept constant.
The first class of parameters is trivial. Those parameters can be measured once and then left untouched. The parameters that belong to this class are listed in Table 1 . The second class of parameters must be estimated using some kind of estimator. The estimation process must be repeated every time when something is changed; for example different implements. Parameters that belong to the second class are in listed in Table 2 . The third class of parameters must be initialized before the operation can be started, but also updated during the operation. Parameters that belong to the third class are listed in Table 3 . The fourth class of parameters cannot be measured or estimated. Some rules of thumb can be derived to tune these parameters, but generally these parameters are manually tuned once and then left constant. Later, the focus is how to estimate the second class of parameters and to initialize the third class of the parameters. The same methods can be used partially in the operation time to update the third class of the parameters.
METHODS
At the beginning of the tuning process, it is assumed that there is no knowledge of the parameters, and therefore the state estimator and closed loop control cannot be used; it is not possible to guarantee the stability of the controlled system. Only the parameters of class 1 can be set according to manual measurements. It is also assumed that the process model presented in Section 3 is correct and the unmodelled disturbances are random white noise with zero mean.
The input and output signals for parameter estimation are generated using open loop control. The input signals are assumed to be rich enough to produce sufficient information about the controlled system. For example, stepwise changes in the input signals with varying amplitudes can be used. The parameters of the navigation system are estimated offline from these recorded input and output signals. The estimation procedure contains four steps:
1. Estimating the dynamics of the actuators and the delays of the actuator measurements 2. Estimating the delays of the heading and the position measurement and estimating the average of the slipping factor of the front wheel 3. Simulating the remaining measurements and calculating the delays of the remaining measurements 4. Calculating the standard deviations of the measurement noises
These four different steps are described separately in the following subsections.
Estimating the dynamics of the actuators and the delays of the actuator measurements
The behaviours of the actuators are modelled using first order difference models and discrete time delays. The change of the input signal is also limited using rate limit values.
The delays and rate limit values of the controls are estimated iteratively. One step of the iteration contains two phases: limiting the change of the control value and estimating the dynamics of the actuator with several different delay values. The rate-limit and delay-time pair with minimum MSE is chosen and the corresponding dynamic parameter is used.
The changes of the input control values are limited as follows:
, (5) where l u is the limited control value, u is the original unlimited control value (
u  max is the maximum change of that control value and T is the sampling time (
).
The parameters of the dynamic models (2-4) are estimated using least-squares estimate
where ˆ is the parameter estimate (
. Y and Φ matrices are arranged as follows: 
Estimating the delays of the heading and the position measurement and the slipping factor of the front wheel
The estimation of the delays of the heading and the position measurement and the slipping factor of the front wheel are all based on the heading angle.
The change of the heading angle is estimated using kinematic equation (1) and setting the slipping factor of the front wheels to one:
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where ˆ is the steering angle filtered using the dynamic equation of the steering (3) 
The position measurement delay is estimated similarly by minimizing the squared difference between the measured heading and the derived heading from the position measurement:
The heading is derived from position measurement as follows: Finally, the slipping factor of the front wheels is estimated by taking the average of the ratio between the estimated steering angle and the hypothetical steering angle from the heading measurement:
where N is the total number of used sample points.
Simulating remaining measurements and calculating the delays of the remaining measurements
As in the previous step, the delays of the remaining measurements can be estimated using filtered control values and kinematic equations.
The only measurement that is left is the freely moving angle between the tractor and the trailer. The change of the freely moving joint is estimated:
. (14) The delay of the joint angle measurement is estimated by minimizing the squared difference between the measured 
Calculating the standard deviations of the measurement noises
In the previous steps, all measurements are estimated using kinematic and dynamic equations and the parameter estimates gained from the measurements. Also the delays of the measurements are estimated. It was assumed that all the remaining difference between the measurement and the estimate is white noise. Therefore, the measurement noises are calculated:
where y is the measurement, ŷ is the estimate of the measurement and ) ( y  is the discrete time delay of that measurement.
RESULTS
The input signals of the calibration sequence were left undefined in Section 4 due to differences between the hardware capabilities of different vehicles. With the test equipment used in this research, the calibration sequence contains a step response test for all controls separately with different step sizes (Figure 2 ). The step response tests for steering and joint control are realized at nominal driving speed (2 m/s). With the real equipment described in the third section, the proposed method was tested several times under different conditions. The results of the three different tests are listed in Table 6 . The first calibration test was performed in a grass field and the seed drill was in transport state. The second calibration test was performed in a threshed crop field and the seed drill was in working state. The third calibration test was performed in a harrowed field and the seed drill was again in working state. The results show that the proposed methods give reasonably accurate parameter estimates for the controlled system. Usually, however, the estimate is greater than the true value. This is natural especially with the noise parameters, because the model is assumed to be perfect and no internal noise of the process is present (Q-matrix is zero). In reality, the noise is divided between measurement and process noises. However, the ratios between the different measurement noises are more important than the absolute values.
Other drawbacks of the proposed methods are that the estimated delay-times are multiples of the sampling time and the calibration sequence demands quite a large open area. However, the driver is usually present to make sure that the calibration is safe to perform and there are usually some fields in the farm that can be used. The discrete delay-time steps seemed to be sufficient for the control system to work properly. More details about the following accuracy can be found in Backman et al. (2010) .
The topics for further investigations would be the estimation of the process noise covariance (Q-matrix), the tuning of the weight matrices, online adaptation and the usage of different kinds of kinematic types.
CONCLUSIONS
With the methods presented in this paper, the advanced NMPC based trajectory control system can be introduced in any vehicle with similar kinematics without the expertise of the control engineering. The methods do not extract the absolutely correct parameters of the system, but they do give rough estimates that lead to stable and sufficient performance of the EKF filter and the NMPC control.
All the methods presented in this paper give "a priori" information about the controlled system. These methods do not exclude the possibility of using other adaptation methods as well to update, for instance, the noise covariance matrices online.
