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Abstract
A design of a distributed observer is proposed for continuous-time systems with nonlinear observer nodes such that
the estimation errors converge in a finite time to zero. By taking advantage of individual observability decompositions,
the designs for the locally observable and the unobservable substate are made independent from each other. For the
observable substate of each node, standard centralized finite-time observer techniques are applied. To estimate distribu-
tively the unobservable substate, the observer nodes employ consensus coupling in a linear term and an additional term
embedded in a fractional power. The approach is derived using homogeneity arguments and it leads to a simple design
with an LMI that is guaranteed to be feasible under general conditions.
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1. Introduction
The distributed observer design problem is concerned
with reconstructing the state of a linear time-invariant
system from its output using a network of state observer
nodes. The goal is to have a full state estimate at each
node of the network. The constraint is that not every
node has direct access to the complete output of the sys-
tem, but instead the output vector is divided between the
set of nodes. The division is such that it might be impossi-
ble for a single node to reconstruct the state of the system
using a standard centralized observer, since the system is
not observable from a partial output. This requires that an
observer node is connected to other nodes and collaborates
with them to obtain the missing information. The observer
nodes do not directly communicate with every other node
but only with a subset of given neighboring nodes. This is
accounted for by an apriori given communication graph.
The imposed constraint, that is the lack of local ob-
servability (contrary to the common case in sensor fu-
sion) under limited communication (making centralized
approaches unfeasible), is challenging. Recently in [1] the
distributed observer design problem was solved for discrete
time linear systems under nonrestrictive conditions. By
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nonrestrictive, we mean assumptions on the local output
matrices and the communication graph that are necessary
for any kind of distributed observer design. Next to estab-
lishing these conditions is the question of how to design
the observer nodes with respect to a certain performance
criterion. The goal of this paper is to design a distributed
observer for continuous-time systems, such that the esti-
mates of the observer nodes reach the state in a finite time.
To this end, we propose a design based on homogeneity
[2], which can be contrasted to linear designs that can
attain only asymptotic convergence of the estimation error.
Homogeneity based centralized finite-time observer design
relies on the fact that the dynamics of the error system can
be sort of eliminated with a preliminary linear feedback,
resulting into a nilpotent matrix (which for a single output
system can be chosen to be an integrator chain). However,
this requires that the system is observable from the output,
which is exactly not fulfilled in the distributed observer
setting. Therefore, in a previous note on designing finite-
time observer in the distributed framework, we restricted
ourselves to a limited class of systems [3]. The new design
is feasible for general linear systems.
Since this work relies on earlier results on consensus-
based distributed observer design, a short summary of the
milestones of this approach is given. First, in [4] the idea of
taking the standard Luenberger observer design and com-
plement it with a consensus term was presented. However,
for some time it has not been clear under which conditions
this approach works and how to choose the gains. Some
LMI based results for the design have been presented [5],
however there was no indication of their feasibility. An
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important contribution was made in [6] where it was pro-
posed to apply the observability decomposition on each
node, to thus refine the selection of the consensus matri-
ces. The fundamental idea is that for each node only the
component which is not in its unobservable subspace acts
on the corresponding part of the output. Therefore, if
the output feedback term is restricted to the observable
subspace, it is possible to select the Luenberger observer
gain such that the eigenvalues of the error system for this
part are stable. For the additional consensus term, a suf-
ficiently high scalar consensus gain has to be selected only
for the unobservable subspaces. The same structure was
chosen in [7] and using the notion of balanced mirror graph
it was shown that this design works under the condition
of joint observability and strong connectedness of the di-
rected communication graph.
A more refined selection of consensus gains matrices was
derived in [8] by applying a multi-hop subspace decompo-
sition, where in turn the conditions on the neighborhood
relations were extended to general directed graphs. This
formulation allows to assign the poles of error system of the
observer network. As such it is also applicable to discrete-
time systems. However, it is on the expense of a more
complex design compared to the observability decomposi-
tion with a scalar gain used in this work. There are other
methods which allow selecting the poles in the discrete
time-setting and therefore to accomplish finite-time con-
vergence [9] (akin to a dead-beat observer in the central-
ized setting). Pole placement for continuous-time systems
does also open up the possibility to design finite-time dis-
tributed observers using generalized homogeneity concepts
[10], nonetheless the approach of the present paper using
just standard observability decompositions offers a design
which is comparatively simple.
The structure of this paper is as follows: In Section 2
we first formally describe the distributed observer design
problem for a linear system. Next, we present a known
linear distributed observer design using consensus and ob-
servability decompositions for asymptotic convergence and
show that it solves the problem for a jointly observable sys-
tem with a strongly connected communication graph. To
this end, we establish the error system for the observer net-
work, prove that it is asymptotically stable and moreover
that the Lyapunov matrix can be selected to be diagonal.
Building upon this, we present in Section 3 the finite-time
distributed observer design for the observable and the un-
observable subspaces and justify them using homogeneity
arguments. For the main result of distributed finite-time
observer for the unobservable subspaces, we propose a Lya-
punov function which relies on the diagonal stability prop-
erty established before. Finally, we give an illustrative ex-
ample and concluding remarks in Section 4 and Section 5,
respectively.
Notation
• For a =
[
a1 · · · an
]T ∈ Rn and b =[
b1 · · · bn
]T ∈ Rn+ we denote by dacb =[




• diag(x) with x =
[
x1 · · · xn
]T ∈ Rn denotes the
diagonal matrix with x1, . . . , xn on the main diagonal.
• blkdiag(A1, . . . , AN ) denotes a block-diagonal matrix
with matrices A1, . . . , AN as diagonal blocks.
• 1 ∈ Rn is the vector with all entries equal 1 and I is
the identity matrix of appropriate dimension.
• ⊗ denotes the Kronecker product.
• L∞ is the set of essentially bounded measurable
functions R → Rm with the norm ‖ · ‖[0,+∞) =
supt∈[0,+∞) ‖ · ‖, where ‖ · ‖ denotes the Euclidean
norm on Rn.
2. Consensus-based distributed observer design
We consider linear systems with multiple outputs of the
form
ẋ = Ax, y1 = C1x, . . . , yN = CNx, (1)
where x ∈ Rn is the state to be estimated, and a dis-
tributed observer consisting of a set of N observer nodes,
each corresponding to one of the possible vector-valued
outputs yi ∈ Rmi , i ∈ {1, . . . , N}. The only assumption
we make on the system is that the output matrices Ci are
such that its state can be reconstructed from the outputs
if they are all measured together:
Assumption 1. The system (1) is jointly observable
(i.e. the observability matrix O(A, [C1T ··· CNT ]T) has full
rank).
The aim of a distributed observer is to reconstruct the
full state of the plant at each observer node, under the
constraint that this is not possible using a single output
(i.e. for a linear system the pair (A,Ci) is neither observ-
able nor detectable). To be able to do so, the observer
nodes have to collaborate with each other by communicat-
ing over a network. We describe this network by a simple
unweighted directed graph G = (V, E) of order |V| = N ,
where V and E denote the set vertices and edges of G,
respectively. Each vertex holds an observer node and is
labeled by an index in V = {1, . . . , N} corresponding to
the output of the system which it measures. The set of
neighbors Ni = {j : (j, i) ∈ E} of a vertex i is consti-
tuted by other observer nodes it receives additional infor-
mation from. The graph is also fully characterized by its
Laplacian matrix L = A − D, where for a directed graph
the adjacency matrix A = [aij ] is defined with aij = 1 if
there is an outgoing edge from j to i (otherwise zero), and
D = diag(|V1|, . . . , |VN |) is the in-degree matrix.
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2.1. Observability decomposition
A straightforward solution to the distributed observer
design problem would be to distribute the individual mea-
surements of the nodes over the whole observer network
and implement each node as a centralized observer. This
would be a viable solution if there are many direct connec-
tions between the nodes, such that each node together with
its neighbors is jointly observable. Otherwise each node
forwards not only its own measurement, but also the mea-
surement it receives from its neighbors. In such a case the
measurements which have to go over multiple nodes might
be impacted by large delays, deteriorating the estimation
performance [11]. Therefore, an alternative to distributing
the measurements is that each observer node exchanges its
state estimate with its neighbors. The problem of limited
connectivity is then overcome by using consensus feedback
as will be shown in this section. One drawback is that for a
large-scale system the full state estimate can be of a high
dimension. However, this can be alleviated by the fact
that each node has already some information of the state
of the system by its measurement input, therefore it does
not have to receive the full state estimate from its neigh-
bors but only for the part which it cannot reconstruct on
its own.
This motivates to apply the well-known observability de-
compositions at each node using orthogonal state transfor-











, where the columns
of T iu form a basis of the kernel of the observability matrix















to a decomposition of the system into an observable sub-
system, which by construction is observable from the cor-
responding output (the pair (Aio, C
i
o) is observable), and
a coupled unobservable subsystem [12]. Consequently, for
the observable part an observer node can rely on its mea-
surement input, but to reconstruct its unobservable part it
has to obtain additional information form the other nodes.
To this end, the output-injection term of a Luenberger
observer is complemented with diffuse coupling over the
neighbourhood Ni by exchanging their state estimates as
follows
˙̃xi = Ax̃i − T ioLio(Cix̃i − yi)− αiT iuT iu
T ∑
j∈Ni
(x̃i − x̃j) (3)
where x̃i ∈ Rn is the estimate of x generated by the ob-
server node which has access to the output yi, and the
Luenberger observer gain Lio and consensus gain αi ∈ R
appear as design parameters. Note that if a node j knows
the value of T iu of its neighbor i, it can just transmit the
projection T iu
T
x̃j instead of x̃j to reduce the size of the
vector.
Together with (2), the observer algorithm (3) can be





















(x̃iu − T iu
T
x̃j), (5)






u. In the next sub-
section we will analyze the resulting error system to show
that it leads to an asymptotically converging observer if
the communication graph is strongly connected (there ex-
ist a sequence of outgoing edges from each vertex to every
other vertex). This will be the basis for the modifications
in the next section to obtain a finite-time distributed ob-
server.
2.2. Error system analysis
To show under which conditions the local observers (4)
and (5) converge to the correct state, we have to inves-
tigate the behaviour of the estimation error of the ob-
server network. We do this in local coordinates by defining
eio = x̃
i
o−xio and eiu = x̃iu−xiu, to obtain the error system





























for the observable and unobservable subspace, respec-
tively. Concatenating them in a rearranged order ETo =[
eio






T · · · eNu
T
]
, we obtain the
















where we use bold typeset to denote block-diagonal matrix
concatenations over the sequence of observer nodes (e.g.
Ao := blkdiag(A
1
o, . . . , A
N
o )).
Due to the block-triangular structure, the errors of the
observable part Eo and unobservable part Eu of the whole
network can be treated separately such that each inter-
nal dynamics is asymptotically stable. It is evident that
the block-diagonal matrix Ao − LoCo can be made sta-
ble with an appropriate choice of the observer gains Li
since each pair (Aio, C
i
o) is observable. For the internal dy-
namics of the unobservable subspace of the error network,
we can use the fact that under strong connectivity of the
communication graph and joint observability the matrix
−T Tu (L ⊗ I)Tu is Hurwitz:
Proposition 1. If system (1) is jointly observable and the
communication graph is strongly connected, then there ex-
ist a positive definite diagonal matrix P such that
−T Tu (LT ⊗ I)TuP − PT Tu (L ⊗ I)Tu ≺ 0.
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This result can be inferred from the proof of Proposi-
tion 1 in [13]. For completeness, we provide a proof in
the Appendix using a slightly different formulation. It
follows that there exist sufficiently high consensus gains
α1, . . . , αN > 0 such that the matrix Au−αT Tu (L⊗ I)Tu
is stable. Moreover, by investigating the eigenvalues of the
system, the gains can be chosen such that the observer es-
timates converge arbitrarily fast to the state of the system.
The convergence will be exponential, that means we
need an infinite amount of time to actually reach the state.
Therefore, in the next section we will present a nonlinear
design to obtain finite-time convergence. To prove it, we
exploit the fact that the Lyapunov matrix in Proposition 1
is diagonal (i.e. −T Tu (L ⊗ I)Tu is diagonally stable).
3. Finite-time distributed observer design
In the previous section it was shown how implementing
observer nodes, which employ output feedback together
with consensus coupling, leads to a distributed observer
design, where any exponential convergence rate can be
imposed by the choice of the gain parameters. The only
conditions are that the system is jointly observable and
that the communication graph is strongly connected. The
local observers (4) and (5) are linear, which makes the
convergence only asymptotic. In this section, we present
our main result, namely a design procedure for a nonlinear
distributed observer such that the state estimates of the
nodes converge in finite-time under the same conditions.
As in the previous section, we use the observability de-
composition (2) and design a local observer for each part.
The local observers for the observable part can be designed
independently and in practice, any centralized method of
finite-time estimation could be applied. For completeness,
we present in the next subsection a well-known design
based on homogeneity concepts [14]. This finite-time ob-
server structure relies on the local output to be observable,
which is only the case for the observable subspace. The
same approach for the whole state is not directly viable,
since for none of the observer nodes the pair (A,Ci) is
observable. Instead, we exploit the fact that the consen-
sus term in (5) introduces a term with a diagonally stable
matrix in the error system (6) of the network. We show
how embedding the consensus in a proper power leads to
finite-time stability, again on the grounds of homogeneity
arguments.
3.1. Observable subspace
We first consider the case where each measurement out-
put to an observer node is scalar, as this gives rise to sim-
ple conditions for the observer design. Because each pair
(Aio, C
i
o) is observable, the observable subsystem is up to
an output feedback equivalent to an integrator chain, and
we can therefore directly apply the idea from [2] for the
observable part of the state for every node. Using the coor-




i = I − piCioΘi, where I denotes an integrator
chain of corresponding dimension of the observable sub-
space ni, p
i is the coefficient vector of the characteristic
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, the observers












where Ãio = Θ
iIΘi−1, p̃i = Θipi and L̃io = Θi diag(Lio)
with the observer gain Lio. For the entries of γ
i =[
1 + νi · · · 1 + niνi,
]T
we select some −1/ni < νi < 0
as shown in [3].
Proposition 2. Consider a system (1) and a local ob-
server (7) for the locally observable substate xio ∈ Rni of
the system from the output yi ∈ R. If the entries of Lio are
selected as the coefficients of a monic Hurwitz polynomial,
such that there exists matrices P  I and Q  0 which
satisfy the Lyapunov equation
(I − Lio
[
1 · · · 0
]
)TP + P (I − Lio
[














then the estimate of the observer node will reach the locally
observable substate of the system in finite-time.
In the general case, when the measurement output to an
observer node is a vector yi ∈ Rmi , the method from [15]
for designing finite-time observers for multi-output sys-
tems can be used instead. The design procedure is more
involved than in the scalar case and is thus omitted here.
3.2. Unobservable subspace
Based on the linear consensus coupling (5), which en-
sures stability with arbitrary fast but asymptotic rates,



























where 0 < β < 1. The intuitive idea is that just as the
linear term drives the nodes into consensus and thus to
the correct estimate (if each one estimates its observable
part correctly), the increasing gain of the nonlinear term
ensures that this happens in a finite time. We show the
efficacy of this approach by analyzing the resulting error
system of the unobservable part
Ėu =
(









− dT Tu (L ⊗ I)TuEu − T TuAToEoc1β ,
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(9)
which compared to (6) has an additional nonlinear term.
The right-hand side of (9) for the case when Eo = 0
(all the nodes have estimated their observable subspace
correctly) can be written as a sum of homogeneous vector-






Au −αT Tu (L ⊗ I)Tu
)
Eu,
g2(Eu) = −dT Tu (L ⊗ I)TuEuc1β .
Here a vector-field f is called homogeneous with degree ν, if
for all λ > 0 it holds that f(λx) = λν+1f(x) for all x. Us-
ing this definition, the linear part g1(Eu) has degree 0 and
g2(Eu) has degree β−1. We can now exploit the fact that
local stability at the origin can be inferred from the vector
field with the lowest degree [16] (as in Lyapunov’s indi-
rect method). Furthermore, systems with homogeneous
right-hand side of a certain degree have the nice property
that local asymptotic stability at the origin implies global
asymptotic stability or global finite-time stability at the
origin depending on whether the degree is zero (e.g. the
system is linear) or negative, respectively [17].
With the choice of 0 < β < 1, we have that g2(Eu)
has lower degree than g1(Eu), thus it dominates at the
origin. Moreover, the degree is negative, which means
that Ėu = g2(Eu) is finite-time stable if it is asymp-
totically stable at the origin. We can conclude that in
this case, if (9) is globally asymptotically stable, it is
also globally finite-time stable. A detailed proof of this
assertion is derived in [18, Corollary 2.24] using the no-
tion of homogeneous approximation (for a sum of ho-
mogeneous vector-fields the one with the lowest degree
ν is the homogeneous approximation at the origin, since
limλ→0 λ−ν−1 (g1(λx) + g2(λx)) = g2(x)).
So far we looked at the case where the error of the ob-
servable subspace Eo of the network has attained zero.
This will happen eventually in a finite time, if the ob-
servers for this part have been designed according to Sec-
tion 3.1. However, until then it has to be ensured that the
non-vanishing Eo does not destabilize (9). For this, we
can consider Eo as an external input (since its dynamics
is independent of Eu) and show that (9) is input-to-stable
[19], which will also directly imply its global asymptotic
stability for Eo = 0.
Definition 1. A system ẋ = f(x, d) is said to be input-
to-state stable (ISS) if there exist a class KL function β
and a class K function γ such that for any initial state
xo ∈ Rn and any d ∈ Lm∞, the solution exists for all t ≥ 0
and satisfies
‖x(t)‖ ≤ β(‖x0‖, t) + γ( sup
s∈[0,t]
‖d(s)‖).
A sufficient condition for a system to be ISS is that
there exists a positive definite and radially unbounded
ISS Lyapunov function V : Rn → R+ for which V̇ ≤
−α(‖x‖)+σ (‖d‖) holds for all x and d with some α ∈ K∞
and σ ∈ K [20]. We use this for the following Lyapunov-
function borrowed from [21], which we need to prove our
main result afterwards.
Lemma 1. Consider the system
ẋ = M1x+M2f(x) + d. (10)
where f(x) =
[
f1(x1) · · · fn(xn)
]T ∈ Rn is a
coordinate-wise function satisfying the quadrant condi-
tion xifi(xi) ≥ 0, lim
t→±∞
fi(t) = ±∞ and d ∈ Ln∞.
If there exist P  0, Λ = diag(λ1, . . . , λn)  0 and
Υ = diag(υ1, . . . , υn)  0 such that
Φ =
[
MT1 P + PM1 M
T
1 Λ + PM2 + Υ
∗ MT2 Λ + ΛM2
]
4 0, (11)
then the system (10) is ISS.










which is positive definite and radially unbounded due to
the conditions of the lemma. Taking the derivative
V̇1 = x




T(MT2 Λ + ΛM2)f(x) + 2x
TMT1 Λf(x) + 2d
TΛf(x)
and adding and subtracting 2xTΥf(x) + dTΓd with some









If Φ 4 0, then there exists a Γ  0 such that V̇ ≤
−2xTΥf(x)+dTΓd, where the first term after the inequal-
ity is negative definite and radially unbounded due to the
imposed restrictions of the lemma, which implies that the
system is ISS.
Uniting all facts and discussion given in this section, we
are in the position to formulate our main result:
Theorem 1. Consider a system (1) which is jointly ob-
servable and a distributed observer consisting of (7) for
the locally observable substate and (8) for the locally unob-
servable substate. Let the observers for the locally observ-
able substates be designed according to Proposition 2 and
0 < β < 1. If the communication graph is strongly con-
nected, then there exist sufficiently large consensus gains
α1, . . . , αN > 0 such that the estimates of the observer
nodes will reach the state of the system in finite-time.
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Proof. The local observers for the observable substate (7)
converge in finite-time under the imposed conditions of
Proposition 2. It remains to show that the error dynamics
of the network for the locally unobservable subspace (9) is
ISS and that its homogeneous approximation at the origin
for Eo = 0 is finite-time stable. To this end, we use the
affine coordinate transformation
x = T Tu (L ⊗ I)TuEu − T TuAToEo
(the regularity of the transformation is established with
Proposition 1) to arrive to at system of the form (10) where
M1 = T
T
u (L ⊗ I)TuAu(T Tu (L ⊗ I)Tu)−1 − T Tu (L ⊗ I)Tuα,
M2 = −T Tu (L ⊗ I)Tu
and
d =T Tu (L ⊗ I)Tu
(
Au −αT Tu (L ⊗ I)Tu
)
T TuAToEo






Eo − T TuAToĖo
is composed by all terms which are dependent only on the
estimation error Eo of the observable part. The nonlinear
functions are all fi(t) = sgn(t)|t|β and therefore fulfill the
conditions of Lemma 1 for β > 0.
Due to Proposition 1 there exist Q  0 and a diagonal
matrix Λ  0 such that MT2 Λ+ΛM2 = −Q. It follows that
V2 is a Lyapunov-function of the homogeneous approxi-
mation ẋ = −M2dxc1β with degree β − 1 and is therefore
finite-time stable for 0 < β < 1.
To prove ISS of the approximated system we show that
for sufficiently high α1 = · · · = αN = α > 0 the LMI (11)
is fulfilled. We take P = αΛ and note that M1 = S+αM2,

















and after some rearrangement[













⊗ (αQ−Υ) 4 0,






αQ < Υ. Such a diagonal matrix Υ always exists, if α can
be arbitrary large. 
The proof of Theorem 1 guarantees the feasibility of the
LMI under the same conditions of joint observability and
strong connectedness as for the linear design of Section 2.
To select the consensus gains αi it suffices to verify that
(11) is fulfilled by selecting them large enough.
Remark 1. The design can be also applied in case of gen-
eral directed communication graphs which are not neces-
sarily strongly connected, by looking at the strongly con-
nected components, identifying components which have no
incoming edges as sources and requiring that the system is
jointly observable only for every individual source compo-
nents as in [1]. In [22] it is shown that the diagonal stability
property also holds under these conditions, therefore the
conditions of Theorem 1 can be relaxed to this generalized
case as well.
Remark 2. Despite the fact that the analysis of this pa-
per was given for the measurement noise-free case, the
proposed observers (7) and (8) are robust with respect
to measurement and state perturbations. This claim can
be substantiated using the homogeneity of (7) (see [23])
and the proven ISS property of (8) in Theorem 1. Homo-
geneous dynamical systems demonstrate also robustness
against delays [24], which is an important advantage in
the context of distributed estimation, where the appear-
ance of lag is unavoidable due to the communications.
4. Example
Set the system’s dynamics matrix as
A =

−1 0 0 0 0 0
−1 1 1 0 0 0
1 −2 −1 −1 1 1
0 0 0 1 0 0
−8 1 1 −1 −2 0




















2 0 5 0 0 0
]
.




Fig. 1. Communication graph of the distributed observer.
The observer gains for the observable subspace were se-
lected such that the eigenvalues of the error systems are
all −3 for νi = 0 and then νi = −0.1 was chosen. The con-
sensus gains were selected to be αi = 10 and β = 0.7. To
check if the αi are high enough any standard LMI solver
can be used to check the feasibility of (11). Fig. 2 shows
the simulation result in semi-logarithmic scaling to high-
light the finite-time convergence.
The result of a second simulation is shown in linear scal-
ing in Fig. 3, where band-limited white noise of power 10−2
6













Fig. 2. Errors of the observer network in transformed coordinates.















Fig. 3. Errors of the observer network in transformed coordinates
in case of measurment noise.
was added to each output. It demonstrates the robustness
of the distributed finite-time observer with respect to mea-
surement noise. Note that the effect of measurement noise
is more smooth in the unobservable part since it is filtered
through the dynamics of the observable part of the net-
work.
5. Conclusion
A finite-time distributed observer was derived using ho-
mogeneity arguments. It required that the resulting non-
linear error system for the unobservable part of the ob-
server network is globally asymptotically stable and ISS
with respect to the error in the observable part. To this
end, a Lyapunov function was proposed which relied on
the diagonal stability property established before. It lead
to an LMI, that proved to be feasible for sufficiently large
consensus gains. The design itself is simple, amounting
to a common centralized design for the observable part
and selecting consensus gains for the unobservable part
which are verified using an LMI. Note that the finite-time
observer design presented here for the distributed setting
can also be used as a simple design for centralized finite-
time observers for multi-output systems, by treating each
entry of the output vector as it would belong to an imagi-
nary node of a distributed observer (the connectivity and
observability conditions are obviously satisfied).
The design of distributed observers has attracted in-
creasing interest only recently (stemming for instance from
the continuous integration of wireless sensor networks)
and more rigorous analysis of their potential is still open.
The technological applications that have been currently
proposed are interesting, but a general framework of dis-
tributed observers is still missing. Nonetheless, a general
motivation for distributed observers can be sought in the
overall goal of having local algorithms achieving a global
task. The expected benefits of decentralization, scalabil-
ity and flexibility [25, 26] are left to be addressed in future
works.
Appendix. Proof of Proposition 1
Proof. We first show that if system (1) is jointly observ-
able and the communication graph is undirected and con-
nected, then the matrix T Tu (L ⊗ I)Tu is positive definite.
Clearly T Tu (L⊗I)Tu  0, since for a connected graph L
has a unique zero eigenvalue with corresponding eigenvec-
tor 1 ∈ RN and all the other eigenvalues are strictly larger.








yi ∈ Rn, with yTT Tu (L ⊗ I)Tuy = 0, then Tuy must be in
ker(L⊗ I) = {1⊗ v|v ∈ Rn}. Due to the joint observabil-
ity property ∩Ni=1 Im(T iu) = {0} there does not exist v 6= 0
and yi for which T iuy
i = v for all i ∈ {1, . . . , N}. Therefore
Tuy /∈ ker(L⊗I) for y 6= 0, which implies T Tu (L⊗I)Tu  0.
From [27] we know that if L is the Laplacian matrix of a
strongly connected directed graph, then there exists a null
vector r of LT with strictly positive elements such that
L̂ = LT diag(r) + diag(r)L is the Laplacian matrix of a
connected undirected balanced weighted graph. Therefore
T Tu (L̂ ⊗ I)Tu  0, or
T Tu (LT⊗I)(diag(r)⊗I)Tu+T Tu (diag(r)⊗I)(L⊗I)Tu  0.
From (diag(r)⊗I)Tu = Tu blkdiag(r1In−n1 , . . . , rNIn−nN )
with n − ni being the dimension of the unobserv-
able subspace of node i, we can conclude that
blkdiag(r1In−n1 , . . . , rNIn−nN ) is a Lyapunov matrix for
−T Tu (L ⊗ I)Tu. 
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