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Resumen: Aunque la actual crisis muestra, en los factores causantes de su desencadenamiento, 
ciertas propiedades únicas, no puede obviarse el hecho de que comparte algunas características con 
las crisis anteriores que se produjeron en la “época de la globalización”, especialmente a partir de 
1994, y una de estas características es la imprevisibilidad.
En este contexto, el principal objetivo del presente trabajo es contrastar si los índices de riesgo país 
más conocidos (Euromoney e ICRG) fueron capaces de anticipar las crisis que tuvieron lugar entre 
1994 y 2002. Para ello, se han aplicado análisis discriminante y de regresión logística al objeto de 
encontrar si los valores de los índices seleccionados, y sus retardos, discriminan entre una muestra 
de países con crisis y otra de países que no experimentaron crisis. Los resultados obtenidos son 
negativos, por lo que se concluye que estos índices no parecen ser capaces de reflejar las vulnera-
bilidades que se desarrollaron previamente al surgimiento de los episodios de crisis, lo cual refuerza 
la idea de que la globalización ha aportado mayor grado de incertidumbre al sistema económico 
mundial.
PalabRas clave: globalización e incertidumbre, predicción de crisis externas, índices de riesgo 
país, análisis discriminante y de regresión logística.
1. IntroduccIón
la crisis actual ha puesto de manifiesto la estrecha relación entre tres as-
pectos consustanciales al desarrollo de los mercados financieros en las úl-
timas décadas: el proceso de globalización, la volatilidad de magnitudes 
financieras y la incertidumbre que deben soportar tanto los participantes 
en el mercado como los reguladores y supervisores. aunque existen diversos 
planteamientos sobre el tema, la casi totalidad de los expertos coinciden en 
señalar que el proceso de globalización económica ha provocado el incre-
mento de las vulnerabilidades que más afectan al mercado, como son la ci-
tada volatilidad y los impactos negativos en los fundamentales económicos. 
es más, hay quien asegura que, debido a las distorsiones provocadas por 
este proceso, la intensidad y la severidad de las crisis han ido en aumento. 
a este respecto, muchos autores hacen referencia a la crisis vigente. 
ahora bien, aunque el origen de la crisis actual cuenta con ciertas parti-
cularidades que hacen de ella un hecho sin precedentes, guarda también 
ciertas similitudes con el patrón de acontecimientos que desencadenaron 
la mayoría de los episodios de crisis en las décadas anteriores. varios de 
los factores que incidieron en las crisis anteriores se han vuelto a repetir 
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the factors that gave rise to the current crisis, we must not ig-
nore the fact that it shares certain causes with previous crises 
that occurred during the “age of globalisation”, particularly af-
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In that context, this study aims to determine whether the most 
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résumé : Bien que la crise actuelle démontre, dans ses facteurs 
de déclenchement, certaines propriétés uniques, il faut tenir 
compte du fait que certaines de ses caractéristiques sont iden-
tiques aux crises antérieures qui se sont produites à « l’époque 
de la globalisation », spécialement à partir de 1994, l’une de 
ces caractéristiques étant l’imprévisibilité. Dans ce contexte, le 
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dices de risque pays les plus connus (Euromoney et ICRG) ont 
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appliquée afin de savoir si les valeurs des indices sélectionnés, 
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crise. Les résultats obtenus sont négatifs, raison pour laque-
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d’incertitude plus élevé dans le système économique mondial
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mico mundial.
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en esta. muchos autores coinciden en que uno de estos 
factores es la imprevisibilidad. de hecho, aunque se emi-
tieron alarmas sobre los desajustes existentes, parece que 
ni los supervisores, ni los organismos multilaterales, ni 
los instrumentos de alerta existentes –como los índices 
de riesgo país, los ratings, o los Early Warning Systems 
(eWs)– fueron capaces de predecir con exactitud la for-
ma, el momento y el lugar del desencadenamiento de la 
actual crisis.
en este contexto se aborda el principal objetivo de este 
trabajo, esto es, contrastar si el índice de Euromoney y el 
ICRG –los índices de riesgo país más conocidos y utiliza-
dos por los expertos– fueron capaces de anticipar con 
antelación –a medio plazo– las crisis que tuvieron lugar 
entre 1994 y 2002, que como ya se ha indicado, en cier-
tos aspectos pueden considerarse antecedentes de la cri-
sis actual. 
Para ello, se construyó una muestra compuesta por paí-
ses que durante dicho intervalo temporal padecieron un 
episodio de crisis financiera externa, y países que a pesar 
de tener similares características económico-financieras 
respecto de los anteriores, no experimentaron crisis. Pos-
teriormente, sobre esta muestra se aplicaron un análisis 
discriminante y un análisis de regresión logística para 
contrastar si los dos índices seleccionados son capaces 
de discriminar entre ambos grupos. así, si efectivamente 
se comprueba que los valores de estos índices no son ca-
paces de distinguir entre países con crisis y sin crisis, se 
confirmarían las conjeturas sobre su escasa capacidad de 
previsión a medio plazo, y se podría concluir que no refle-
jan las vulnerabilidades políticas, económicas y financie-
ras que se desarrollan previamente al surgimiento de los 
episodios de crisis.
Con este fin, el presente trabajo se estructuró de la si-
guiente forma: en la segunda sección se analizan dos de 
las principales consecuencias negativas del proceso de glo-
balización: el incremento de la volatilidad de los mercados 
financieros y la creciente incertidumbre e imprevisibili-
dad de los eventos; en la tercera, se ponen de manifiesto 
los factores comunes a la crisis actual y a los episodios 
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anteriores de crisis externas producidos durante la “era de 
la globalización”, destacando como característica principal 
la imprevisibilidad de los mismos; en la cuarta sección se 
detallan los métodos de evaluación del riesgo país existen-
tes, como instrumentos con potencialidad para anticipar 
crisis económicas y financieras externas, entre los cuales 
se encuentran los índices de riesgo país que son objeto de 
este trabajo: el índice de la revista Euromoney y el publica-
do por la agencia PRS Group, esto es, el ICRG. así mismo, 
la metodología empleada se detalla en la quinta sección. 
la sexta se dedica a presentar los resultados alcanzados. 
Para finalizar, se recogen las conclusiones obtenidas, las 
limitaciones del análisis y las posibles líneas de investiga-
ción futuras.
2. gloBalIzacIón, VolatIlIdad e 
IncertIdumBre
el proceso de globalización entraña numerosas facetas y 
consecuencias que permiten explicar diferentes fenóme-
nos de la realidad actual. en la mayoría de los casos, es-
tos fenómenos no cuentan con un precedente histórico, lo 
cual acentúa la necesidad de analizarlos en profundidad, 
de establecer las causas de su surgimiento y de prever su 
evolución futura. en general, el proceso de globalización 
se relaciona con una mayor movilidad a nivel mundial de 
los bienes, los servicios, los productos financieros, la in-
formación y la cultura (imF, 2002). ahora bien, entre los 
diversos ámbitos que abarca este concepto, la globaliza-
ción económica1, y más concretamente la globalización 
de los mercados financieros2, es el proceso que mayores 
avances ha experimentado en las últimas décadas (Pedro-
sa, 2003; Ferreiro et al., 2007), motivado, principalmente, 
por los procesos de liberalización financiera, el desarrollo 
de tecnologías avanzadas de información y comunicación 
(tiC), la creación de instrumentos financieros cada vez más 
complejos y eficaces, así como por el incremento de la par-
ticipación en el mercado de inversores institucionales, que 
disfrutan de mejores recursos financieros y de información.
1 la globalización económica se entiende, en términos generales, 
como la creciente integración e interconexión entre las economías 
nacionales, que hace posible, a través de la eliminación de las fron-
teras geográficas para todo tipo de flujos, el empleo más eficiente 
de los recursos disponibles (imF, 1998; Bordo et al., 2003; Ferreiro 
et al., 2007; Rossi, 2008).
2 la globalización económica abarca básicamente la globalización 
de tres tipos de mercados: el mercado del capital financiero, que 
incide de forma directa sobre el riesgo país -y por tanto, será en 
el que se centrará este trabajo-, el del capital productivo y el de 
mercancías. 
sin embargo, el proceso de globalización financiera ha sus-
citado el interés general, ya no sólo por su extraordina-
ria expansión, sino por las consecuencias directas que ha 
ocasionado en los propios mercados, entre los participan-
tes que interactúan en ellos y en el desarrollo económico 
general. la reducción de los costes de capital, el posible 
aumento de la eficiencia económica y la eliminación de 
las barreras a la actividad económica, entre otros, son los 
efectos positivos que, aunque muy beneficiosos, en opi-
nión de muchos autores no han logrado contrarrestar defi-
nitivamente las amenazas que han aparecido junto con la 
globalización de los mercados financieros. de hecho, son 
precisamente estas amenazas –el aumento de las presio-
nes especulativas, el incremento del riesgo sistémico y la 
creciente vulnerabilidad a la que se exponen las econo-
mías emergentes, entre otros– las que mayor número de 
comentarios han motivado (Bustelo et al., 1999; mishkin, 
2005; Reinhart y Rogoff, 2008; de la dehesa, 2009). en 
concreto, los efectos negativos que más preocupan al con-
junto de los participantes en el mercado son el posible in-
cremento de la volatilidad de las magnitudes financieras y, 
consecuentemente, de la imprevisibilidad de los eventos. 
aunque la relación causa-efecto entre unos mercados fi-
nancieros más globalizados y la evolución de la volatilidad 
no parece estar del todo probada, la mayoría de los exper-
tos coinciden en que las distorsiones producidas por los 
primeros exacerban e incrementan la segunda3 (Hermalin 
y Rose, 1999; Wagner y Berger, 2004). es más, muchos 
apuntan a que la libre movilidad internacional del capital, 
sin la pertinente supervisión y control por parte de las au-
toridades económicas, provoca un incremento de la volati-
lidad (Bekaert y Harvey, 2000; stiglitz, 2004), y esta, a su 
vez, un aumento del número y de la gravedad de las crisis 
(Bordo, 2006; edwards, 2008). 
Una consecuencia de este aumento de la volatilidad es el 
posible carácter imprevisible de los eventos que se produ-
cen en un entorno económico, político y social internacio-
nal cada vez más incierto (Reinhart y Rogoff, 2008; imF, 
2009; torres, 2009). los agentes económicos, obligados 
a operar en entornos poco o nada conocidos, deben so-
portar los riesgos que conlleva su actuación en dicho mar-
co de incertidumbre que, además, se ha visto agravado 
3 los canales que parecen agravar las distorsiones de mercado y que 
pueden incrementar la volatilidad son, entre otros: las asimetrías 
en la información, que producen riesgo moral y selección adversa; 
el uso de derivados cada vez más complejos, que multiplican las 
posibilidades de especular en los mercados internacionales de ca-
pitales, y la mayor participación de los inversores institucionales, 
pues este tipo de agentes manejan grandes cantidades de capital y 
disponen de información privilegiada (mishkin, 2005; de la dehe-
sa, 2009; Gabaix et al., 2005; manconi et al., 2010). 
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con las crisis financieras acaecidas, desde la de méxico 
en 1994/1995 hasta la actual. Además, la necesidad de 
profundizar en la internacionalización y sus riesgos no 
sólo afecta a las empresas internacionales y a los grandes 
inversores institucionales, sino que se extiende también 
a empresas de menor tamaño, entidades financieras e in-
cluso a inversores individuales (Hoti, 2005; Rodríguez et 
al., 2006).
3. ImPreVIsIBIlIdad y crIsIs FInancIeras
Un caso apropiado para comprobar el vínculo entre el pro-
ceso de globalización y la imprevisibilidad de los eventos 
es la actual crisis financiera internacional. esta crisis, ori-
ginada en estados Unidos a mediados de 2007, comen-
zó siendo un desequilibrio local derivado de los problemas 
con las hipotecas sub-prime, pero posteriormente se ha 
convertido en una recesión que ha afectado a los merca-
dos financieros y a la economía real de la mayoría de los 
países. encontrar un factor único que explique el desarrollo 
y el desencadenamiento último de la crisis actual resulta 
prácticamente imposible. si bien es cierto que la mayoría 
de los expertos se basan en complejas interacciones entre 
varias causas para modelizarla (de la dehesa, 2009), la 
explicación más utilizada apunta como motivo principal la 
inconsistencia entre el proceso de globalización financie-
ra y las políticas públicas adoptadas tanto a nivel nacio-
nal como internacional (EEAG Report, 2009). en concreto, 
se podrían agrupar los orígenes de la crisis en dos gran-
des bloques (Feldstein, 2009; Haldane, 2009; imF, 2009): 
por un lado las causas “macro”, como la acumulación cre-
ciente de desequilibrios por cuenta corriente de la balanza 
de pagos de los países más industrializados y las políticas 
económicas que mantenían excesivamente bajos los tipos 
reales de interés, y por otro lado las causas “micro”, entre 
las que se encuentran los fallos en el sistema de incentivos 
de las entidades financieras, los errores en la medición del 
riesgo país y la falta de regulación y supervisión por parte 
de las autoridades públicas y de los bancos centrales.
no cabe duda de que existen razones por las que esta crisis 
se ha convertido en un hecho sin precedentes: su severi-
dad, la rapidez con la que se ha “contagiado” de un país a 
otro y el hecho de que se tratasen, en su mayoría, de países 
industrializados (Rose y spiegel, 2009). obviamente, exis-
ten disimilitudes con las crisis financieras externas acon-
tecidas durante la era de la globalización4. así, la tasa de 
4 estas crisis son, según los países a los que afectaron: méxico y ve-
nezuela, cuyas economías entraron en recesión en 1994; Ruma-
nia en 1996/1997; los tigres asiáticos -tailandia, Corea del sur, 
malasia e indonesia- en 1997; Rusia, en 1998; Brasil y ecuador, 
en 1999; argentina y turquía, en 2000 y 2001, respectivamente, 
inflación previa al desencadenamiento no era tan elevada, 
y estados Unidos no padece el handicap de mantener un 
régimen de tipos de cambio fijos o anclados5. además, no 
se produjo, de jure, una liberalización financiera como en 
los demás casos de crisis en los países emergentes, pues 
esta liberalización ya se había producido anteriormente 
(Reinhart y Rogoff, 2008). 
Pero, pese a estas diferencias, la evolución de los acon-
tecimientos económico-financieros que precedieron a su 
desencadenamiento presenta ciertas similitudes con los 
anteriores episodios6. en primer lugar, se puede mencionar 
el contexto macroeconómico previo, caracterizado por un 
gran crecimiento económico en todos los países señalados, 
y excesivas facilidades de crédito7. esta expansión lleva a 
la relajación de las políticas monetarias y al incremento de 
los precios de los activos, generando burbujas (de long, 
2009), que inducen a los participantes en el mercado a 
tomar decisiones sin valorar el riesgo de forma adecua-
da (torrero, 2007; Haldane, 2009). de hecho, la burbu-
ja de los precios de la vivienda –y del sector inmobiliario 
en general– se identifica como un importante desencade-
nante tanto de la crisis actual (de la dehesa, 2009; Felds-
tein, 2009) como de varias de las ocurridas en la era de 
la globalización (Kaminsky, 1999). otras similitudes son: 
y Uruguay en 2002. Por tanto, comprenden el intervalo temporal 
1994-2002. si bien es cierto que la crisis de estados Unidos en 
2001 -crisis de las puntocom− coincide con el periodo de análisis, 
no ha sido considerada en este estudio por tratarse de un episodio 
de carácter interno, pues su desencadenamiento y sus consecuen-
cias afectaron fundamentalmente al contexto interno del país.
5 el hecho de poseer un régimen de cambio fijo o “casi fijo”, como los 
países emergentes que padecieron las crisis mencionadas, puede 
resultar adecuado para contener la inflación, ya que el “importar” 
estabilidad de precios no requiere incrementar los tipos de interés; 
sin embargo, a largo plazo, impide llevar a cabo políticas moneta-
rias con fines anticíclicos ante shocks externos (Chang y velasco, 
2000).
6 estas similitudes y, en general, las circunstancias que desencade-
naron las crisis del periodo seleccionado, están ampliamente do-
cumentadas: para méxico pueden consultarse soros y madrick 
(1999), medina (2004) y Calvo (2005); para venezuela, Krivoy 
(1995) y García-Herrero (1997); para Rumania, eichengreen y Rühl 
(2000); los episodios de tailandia, Corea del sur, malasia e indone-
sia, en ito (1999), edwards (1999), Baig y Goldfajn (2002), Wong 
y Ho (2002), y Bernardi y lamothe (2005); la crisis rusa, en Kharas 
et al. (2001), Palazuelo y vara (2002) y Calvo (2005); para Brasil, 
Baumann y mussi (1999), Kregel (2000) y Razin y sadka (2003); la 
crisis de ecuador, en Gavin y agnelli (1999) y luce y moss (1999); 
para argentina, Bustelo (2002), edwards (2002) e iranzo (2008); 
para el caso de turquía, akyüd y Boratav (2003), Civcir (2003) y 
ozkan (2005), y finalmente, para Uruguay, de la Plaza y sirtaine 
(2005).
7 sobre el comportamiento cíclico de crédito y su marco regulatorio 
pueden consultarse, entre otros: de Gregorio (2009), Brunnermeier 
(2009) y demirgüc-Kunt y serven (2009).
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el excesivo endeudamiento por parte de las instituciones 
financieras y de las empresas; la concentración del ries-
go sistémico (imF, 2009); las asimetrías en la información 
disponible para los participantes, que conducen a proble-
mas de riesgo moral y selección adversa (mishkin, 2005); 
el efecto contagio, y los graves fallos en el mercado debido 
a la reducción en la supervisión y el control del mismo por 
parte de las autoridades competentes (Kane, 2009).
llegados a este punto, visto que el desarrollo de la crisis 
actual tiene aspectos comunes con anteriores episodios, la 
pregunta obligada es por qué no fue prevista. a pesar de 
las numerosas alarmas que se produjeron y de la existen-
cia de multitud de métodos, cada vez más avanzados, de 
predicción, nadie supo anticipar la forma que tomaría, su 
intensidad y dónde y cuándo se produciría su desencade-
namiento (Besley y Hennessy, 2009). 
sin embargo, esta imprevisibilidad tampoco parece ser 
una característica inherente a la crisis actual; antes, por 
el contrario, parece presentarse como otro factor común 
con las crisis financieras externas ocurridas durante la era 
de la globalización8. en consecuencia, cada vez son más 
los expertos que dudan sobre la efectividad de los citados 
métodos y sobre su capacidad para anticipar crisis mone-
tarias y financieras en un entorno incierto caracterizado 
por la imprevisibilidad (Goldstein et al., 1998; oetzel et al., 
2001; Reinhart, 2002; Gorfinkiel y lapitz, 2003; di Gre-
gorio, 2005; anchuelo y García, 2009; Fernández de lis y 
ontiveros, 2009; demyanyk y Hasan, 2010; mcaler et al., 
2010), y abogan, a su vez, por la creación de nuevas y me-
joradas técnicas (danielsson, 2008; White, 2008; Girón y 
Chapoy, 2009).
4. antIcIPacIón de crIsIs y eValuacIón 
del rIesgo País
Como se indicó en el apartado anterior, las dudas sobre la 
capacidad de los métodos existentes para anticipar las cri-
sis son crecientes. a continuación se realiza una revisión de 
los métodos que, dirigidos a evaluar el riesgo país, tienen 
8 Puede considerarse que como todas las crisis tienen característi-
cas únicas, son en sí mismas impredecibles. ahora bien, existe una 
larga tradición en la literatura económica respecto de los esfuer-
zos para anticipar las crisis, como por ejemplo el análisis de los 
ciclos económicos y su relación con el surgimiento de desajustes 
y vulnerabilidades (Kindleberger, 1978; Kose et al., 2010). otro 
ejemplo dentro del análisis de las crisis financieras externas, son 
los modelos de Primera Generación (Krugman, 1979; Flood et al., 
1996) que conceptualizan las crisis como fenómenos inevitables 
y predecibles en una economía, con un deterioro constante en sus 
fundamentales.
como objetivo, directa o indirectamente, la anticipación de 
las crisis financieras externas9. 
1)  técnicas estadísticas: consideradas como el plantea-
miento más riguroso. se basan en la búsqueda, me-
diante distintas técnicas –análisis discriminante, logit, 
datos de panel, redes neuronales, etc. (yim y mitchell, 
2005; demyanyk y Hasan, 2010)–, de funciones que 
integren las variables más representativas en la detec-
ción de vulnerabilidades, de forma que sean capaces 
de discriminar entre países con alto nivel de riesgo de 
otros que no lo tengan. ahora bien, en la práctica no 
han mostrado esa capacidad de modo fehaciente, por 
lo que no suelen ser utilizadas de manera exclusiva, 
sino más bien como complemento de otros métodos de 
evaluación (doumpos et al., 2001).
2)  métodos de clasificación: tienen por objeto clasificar 
los países en grupos, según el grado o tipo de riesgo 
que presenten. son utilizados por reconocidas institu-
ciones económicas y financieras internacionales. en 
este tipo de métodos se destaca el denominado rating 
país, emitido por agencias especializadas10. Respecto 
de este último, puede decirse que las valoraciones emi-
tidas por las agencias más relevantes son aceptadas 
de forma generalizada entre los mercados financieros; 
no obstante, muchos autores (Reinhart, 2002; Knedlik 
y ströbel, 2010) cuestionan su capacidad para reflejar 
debidamente el riesgo, ya que, argumentan, la infor-
mación utilizada para las calificaciones es impuntual, 
incorrecta y está sesgada por intereses económicos de 
las propias agencias.
3)  Índices de riesgo país: se emplean para “ordenar” los 
países según su mayor o menor nivel de riesgo. existen 
diversos tipos de índices, pero la mayoría de las agen-
cias publican índices que consisten en la suma, median-
te ponderaciones subjetivas, de los valores de una serie 
de variables para un periodo de referencia. la mayoría 
son de tipo mixto, al incluir variables observacionales y 
de opinión (subjetivas), lo que les permite analizar tan-
to datos históricos y objetivos como las apreciaciones 
de los expertos participantes en la consulta (Bascomb, 
1993; Gorfinkiel y lapitz, 2003). la opinión generaliza-
da de los expertos sobre este método es que, aunque 
los índices resultan un indicador aceptable de la per-
cepción por parte de los mercados y los analistas de la 
9 esto es porque, siendo el riesgo país fundamentalmente el riesgo 
de impago de la deuda externa de un país, todo método de evalua-
ción de dicho riesgo plantea, explícita o implícitamente, una antici-
pación de posibles crisis financieras externas.
10 Entre ellas, Moody’s, Standard & Poor’s, Fitch IBCA y Capital Intel-
ligence.
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situación de un país, existen dudas sobre su capacidad 
para predecir crisis financieras internacionales, aunque, 
una vez declarada la crisis, anticipan adecuadamente 
sus consecuencias (oetzel et al., 2001).
4)  Procedimientos mixtos: al objeto de superar los incon-
venientes que presentan los métodos anteriores, se han 
desarrollando estos procedimientos, que consisten en 
evaluar el riesgo país mediante la combinación de téc-
nicas estadísticas con el análisis de las ordenaciones y 
clasificaciones dadas por los índices y por el rating país. 
se argumenta que de esta forma se pueden incorporar 
las preferencias de los decisores, los factores socioeco-
nómicos cualitativos y la posibilidad de adaptación a 
los cambios en el entorno económico (Kaminsky, 1999; 
davis y Karim, 2008). en esta modalidad se destacan 
los cada vez más utilizados eWs (Early Warning Sys-
tems), que parecen ser más eficaces que los métodos 
tradicionales (Reinhart, 2002; edison, 2003; Berg et al., 
2004; Jacobs et al., 2005, y van Rijckeghem y Weder, 
2009). no obstante, su eficiencia para anticipar episo-
dios de crisis financieras externas no está suficiente-
mente contrastada.
existen otros métodos que analizan las características y 
circunstancias, tanto del decisor que requiere la evalua-
ción, como de la inversión por realizar. entre ellos puede 
mencionarse el análisis del riesgo país mediante el “valor 
en riesgo” o VaR (Pedrosa, 2003; mcaler et al., 2010), y 
los métodos multicriterio de ayuda a la decisión o mCda 
(doumpos et al., 2001; Zopounidis y doumpos, 2002). Pero 
por su propia naturaleza, su vinculación a la anticipación 
de crisis monetarias y financieras externas es más lejana.
Como se puede comprobar, todos los métodos ideados 
para evaluar el riesgo país, y, por ende, para anticipar crisis 
financieras externas, son susceptibles de críticas respecto 
de su capacidad predictiva. Para confirmar o desmentir es-
tas críticas, en este trabajo, como ya se indicó, se contras-
ta la eficacia predictiva a medio plazo de dos índices de 
riesgo país de tipo mixto: el índice publicado por la revista 
Euromoney y el ICRG, por la agencia PRs Group. las razo-
nes para su elección son diversas: son los más utilizados y 
conocidos en los círculos financieros internacionales; am-
bos incluyen variables que sintetizan la información reco-
gida mediante otros métodos –como los sovereign ratings 
elaborados por las principales agencias internacionales– 
(Ramacharran, 1999; iturralde et al., 2010); además, el 
hecho de que vengan siendo publicados a lo largo de un 
intervalo temporal relativamente extenso y sobre una gran 
muestra de países les otorga mayor fiabilidad y hace posi-
ble la aplicación de ciertas técnicas estadísticas sobre los 
datos que aportan.
Concretamente, se tratará de contrastar si estos dos índi-
ces son capaces de discriminar entre países que padecie-
ron un episodio de crisis y los que, aun perteneciendo al 
mismo “grupo de riesgo”, no desarrollaron crisis. en caso de 
que se demuestre esta incapacidad, quedarían reforzados 
los argumentos a favor de la imprevisibilidad de las crisis 
financieras externas.
5. metodología
5.1 Índices de riesgo país
en la actualidad, el índice de Euromoney consta de nue-
ve variables agrupadas en tres categorías de indicadores 
(Gorfinkiel y lapitz, 2003; Rodríguez et al., 2006): unos in-
dicadores “analíticos” que comprenden dos variables sub-
jetivas, y siete variables repartidas entre los indicadores 
“crediticios” y “de mercado”11. observando el reparto de 
ponderaciones en la tabla 1, puede deducirse que la va-
loración del riesgo país realizada por este índice se fun-
damenta, principalmente, en las opiniones de expertos 
–recogidas por las variables desempeño económico y Ries-
go político–, y en las mediciones en torno a la deuda de un 
país determinado.
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• acceso a préstamos bancarios
• acceso a financiación a corto plazo
• acceso a los mercados de capital






Fuente: www.euromoney.com (septiembre de 2009).
Por su parte, la empresa Political Risk services (PRs) ela-
bora, mensualmente desde 1980, la Guía Internacional de 
Riesgo País (International Country Risk Guide o ICRG). esta 
guía se elabora bajo el supuesto de que el riesgo país se 
compone de dos factores fundamentales: la habilidad que 
11 la metodología para elaborarlo consiste en obtener, para cada se-
mestre, la suma ponderada de las variables incluidas en él. origi-
nalmente, estas toman valores entre cero y diez, pero, antes de 
introducirlas en el índice aplicándoles su respectiva ponderación, 
dichos valores deben normalizarse dividiendo el valor que cada uno 
presenta para el país en cuestión por su peso correspondiente en el 
índice.
j o u r n a l
r e v i s t a
innovar
167reV.  InnoVar Vol.  21,  núm. 39,  enero-marzo de 2011
tiene un país para realizar el servicio de su deuda y su bue-
na voluntad o su predisposición a pagar. Para reflejar am-
bos factores de riesgo, el ICRG publica un índice individual 
para tres subcategorías: “Riesgo político”, que se compone 
de doce variables de carácter subjetivo establecidas por 
un grupo de analistas sobre factores tanto políticos como 
sociales; “Riesgo económico”, que tiene como principal pro-
pósito indicar el grado de solidez o debilidad de la eco-
nomía; y “Riesgo financiero”, que refleja la capacidad que 
tiene un país de financiar su deuda. ambos subíndices, el 
económico y el financiero, contienen cinco variables pun-
tuadas mediante análisis objetivos de datos cuantificables. 
de esta forma, en total, el ICRG consta de 22 variables in-
tegradas en el índice compuesto.
5.2 Obtención de los grupos de riesgo
Para medir correctamente la capacidad discriminante an-
ticipada de estos índices entre países con crisis y sin crisis, 
debe evitarse la posibilidad de resultados espurios produc-
to de la comparación entre países con niveles de riesgo 
muy diferentes. así, deben compararse los países con crisis 
con otros que, poseyendo unas características socioeconó-
micas similares –esto es, perteneciendo al mismo “grupo 
de riesgo”–, no desarrollaron crisis. Por tanto, se deben 
identificar grupos de países, con base en una serie de va-
riables relevantes para la percepción del riesgo país por 
parte de la comunidad financiera internacional, que sean 
estadísticamente significativos y que mantengan cierta es-
tabilidad a lo largo del tiempo12. 
en la labor de crear estos grupos de riesgo se plantean 
dos circunstancias diferentes. así, respecto de los países 
evaluados mediante las variables incluidas en el índice de 
Euromoney, se optó por utilizar los resultados obtenidos 
por Rodríguez et al. (2006) mediante un análisis cluster, 
12 debido al carácter multidimensional del riesgo país, son muchos 
los expertos que plantean como más acertada una clasificación de 
países atendiendo a sus características de riesgo, que la ordena-
ción de los mismos según un índice (Zopounidis y doumpos, 2002; 
de smet y montano, 2004; yim y mitchell, 2005; tomic-Plazibat et 
al., 2010). 






riesgo político 100 100 50
estabilidad gubernamental 12 12 6
Condiciones socioeconómicas 12 12 6
Perfil de inversión 12 12 6
Conflictos internos 12 12 6
Conflictos externos 12 12 6
Corrupción 6 6 3
militares en política 6 6 3
tensiones religiosas 6 6 3
ley y orden 6 6 3
tensiones étnicas 6 6 3
Responsabilidad democrática 6 6 3
Calidad de la burocracia 4 4 2
riesgo económico 50 100 25
PiB per cápita 5 10 2,5
Crecimiento real del PiB 10 20 5
tipo de inflación anual 10 20 5
saldo presupuestario como % del PiB 10 20 5
saldo de la balanza por cuenta  corriente como % del PiB 15 30 7,5
riesgo financiero 50 100 25
deuda externa como % del PiB 10 20 5
servicio de la deuda externa como % de las export. de bienes y servicios 10 20 5
saldo de la balanza por cuenta corriente como % de las export. de bienes y servicios 15 30 7,5
liquidez internacional como cobertura de las importaciones 5 10 2,5
estabilidad del tipo de cambio* 10 20 5
*: La variable Estabilidad del tipo de cambio se define como la tasa de variación del valor de la moneda local respecto del dólar USA. En el caso de esta última, su variación se mide respecto del euro.
Fuente: www.prsgroup.com
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pues sus objetivos y metodología se adecuan conveniente-
mente al presente trabajo. 
Para las variables del ICRG, sin embargo, no ha sido po-
sible encontrar trabajos previos que sean de utilidad. Por 
ello, para la obtención de grupos de riesgo según las varia-
bles incluidas en este índice se efectuará asimismo un aná-
lisis cluster, empleando el método de Ward o de mínima 
varianza, que considera la distancia euclídea al cuadrado 
como medida de similitud13. igualmente, para establecer 
el número definitivo de conglomerados se toma como re-
ferencia el llamado coeficiente de aglomeración y su tasa 
de variación en las etapas de proceso jerárquico14. noobs-
tante, pese a ser sumamente útil, el análisis cluster tiene 
un carácter puramente exploratorio; por ello, se validarán 
los resultados obtenidos mediante técnicas estadísticas 
de carácter explicativo, de forma que se pueda contrastar 
si los grupos obtenidos son consistentes. en este caso se 
consideró oportuno aplicar cuatro técnicas de inferencia 
estadística sobre los resultados del análisis: tres pruebas 
paramétricas, como son el análisis univariante (anova) de 
un solo factor, el análisis multivariante (manova) y la prue-
ba t para muestras independientes, al igual que varios con-
trastes no paramétricos.
5.3 Hipótesis y métodos de contraste
en consonancia con las dudas expresadas por diversos au-
tores sobre la capacidad predictiva de los métodos de an-
ticipación de las crisis financieras externas –entre ellos los 
índices de riesgo país–, y al objeto de verificar esa capaci-
dad predictiva –o la ausencia de ella– para los índices es-
cogidos, se plantea la siguiente hipótesis:
H1: los valores de los índices de Euromoney y de ICRG in-
mediatamente anteriores al desencadenamiento de las 
crisis, y sus respectivos retardos, tienen capacidad para 
discriminar entre países con crisis y países sin crisis.
si se distingue lo referente a cada índice, se obtienen las 
siguientes subhipótesis:
H1.1: los valores del índice de Euromoney inmediatamente 
anteriores al desencadenamiento de las crisis, y sus retar-
dos, tienen capacidad para discriminar entre países con 
crisis y países sin crisis.
13 sobre este tipo de análisis, ver, por ejemplo, Uriel (1995) y Hair et 
al. (1999).
14 la elección de esta regla de parada queda justificada por su exten-
dido uso en trabajos empíricos. así, Penelas y Gómez (1999), do-
umpos et al. (2001), Gómez (2002) y yim y mitchell (2005), entre 
otros.
H1.2: los valores del índice ICRG inmediatamente ante-
riores al desencadenamiento de las crisis, y sus retardos, 
tienen capacidad para discriminar entre países con crisis 
y países sin crisis.
Como se indicó, esta capacidad de discriminación se re-
fiere a países con un nivel de riesgo similar. la hipótesis 
nula es, por tanto, que los índices no tienen capacidad 
discriminante de forma anticipada, esto es, que median-
te valores retardados de los mismos no consiguen distin-
guir entre países que padecieron un episodio de crisis y 
países sin crisis pertenecientes al mismo grupo de riesgo. 
Con base en metodologías aplicadas en estudios previos 
(demirgüç-Kunt y detragiache, 1998; Fiess, 2003; de smet 
y montano, 2004; Canbas et al., 2005; Beckmann et al., 
2006; iranzo, 2008) se seleccionaron dos procedimientos 
para contrastar ambas hipótesis: el análisis discriminante 
y el análisis de regresión logística. es sabido que el aná-
lisis discriminante descansa sobre unos supuestos estric-
tos (lachenbruch, 1975; stevens, 1980; Bisquerra, 1989), 
que en este caso no se cumplen totalmente: normalidad 
multivariante de la muestra, homogeneidad de matrices de 
varianzas-covarianzas, linealidad y ausencia de multicoli-
nealidad. aunque no existe unanimidad entre los expertos 
sobre la sensibilidad del análisis discriminante con respec-
to a estos requisitos básicos (Wahl y Kronmal, 1977; Hu-
berty, 1984), parece que su no satisfacción puede provocar 
que los resultados pierdan cierta validez empírica. Por ello, 
se efectúa también un análisis de regresión logística sobre 
la misma muestra, que, por no ser esta una técnica suje-
ta a supuestos tan estrictos, confirmará definitivamente la 
bondad de las conclusiones alcanzadas.
en concreto, para la obtención de la función discriminan-
te se aplicará el método por etapas o stepwise, que inclu-
ye las variables independientes dentro de la función, de 
una en una, según su capacidad discriminatoria15. el crite-
rio para la selección de variables será la λ de Wilks, y como 
criterio de entrada y salida se analizará la significatividad 
del estadístico F (niveles críticos establecidos: mínimo 0,1 
de entrada y máximo 0,15 de salida). Finalmente, para de-
terminar el grado de acierto de la función en su capacidad 
predictiva, se calculará el ratio de aciertos a través de la 
matriz de clasificación o matriz de confusión. 
Por su parte, para modelizar la función logística y contras-
tar su significatividad, se seleccionó el estadístico de Wald, 
que se distribuye asintóticamente como una χ2 con q gra-
dos de libertad (Uriel y aldás, 2005). se construirá la fun-
ción a partir del método por pasos hacia adelante (forward 
15 la descripción completa de este método y sus aplicaciones se pue-
den consultar, entre otros, en Ferrán (2001).
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selection), que mediante criterios estadísticos determina 
qué variables son significativas, incluyendo únicamente es-
tas (silva y Barroso, 2004). Finalmente, y de forma similar 
al análisis discriminante, se observará la tabla de clasifica-
ción o matriz de confusión para valorar el grado de capaci-
dad predictiva del modelo16.
tras el análisis, las conclusiones pueden ser: por un lado, si 
efectivamente los índices discriminan entre países con cri-
sis y sin crisis en el intervalo temporal escogido, perderían 
validez las dudas planteadas previamente con respecto a 
su capacidad para prever vulnerabilidades económicas y, 
por tanto, de anticipar episodios de crisis; en el caso con-
trario, se verían corroboradas las conjeturas sobre su es-
casa capacidad de previsión y se podría concluir que no 
anticipan vulnerabilidades económicas que derivan en epi-
sodios de crisis. 
6. resultados
6.1 Clasificación de los países según su riesgo país: 
análisis cluster
Como ya se mencionó, Rodríguez et al. (2006), tomando 
como referencia las variables incluidas en el índice de Euro-
money, realizan un análisis de conglomerados17, validando 
posteriormente los grupos encontrados mediante un análisis 
16 Para afirmar que el ratio de aciertos es aceptable, la precisión tan-
to del modelo discriminante como del logístico debería ser, por lo 
menos, un 25% superior a la capacidad de clasificación al azar 
calculada con el criterio de aleatoriedad proporcional (Hair et al., 
1999).
17 el método utilizado en el análisis es el de jerarquización en forma 
aglomerativa, y la medida de similitud, la distancia euclídea al cua-
drado. así mismo, para establecer el número de conglomerados, los 
autores utilizan como regla de parada el cambio de coeficiente de 
aglomeración.
discriminante. sobre una muestra de 3.116 individuos18 y 
para el intervalo temporal comprendido entre septiembre 
de 1992 y septiembre de 2002, los autores obtienen cua-
tro categorías fundamentales de países, recogidas en la 
tabla 3.
Como se puede observar en ella, existe un primer grupo 
de “cabeza”, compuesto mayoritariamente por países euro-
peos, que presentan valores medios superiores en todas las 
variables analizadas y cuentan con una sólida reputación 
internacional. en el segundo grupo, europa y asia son los 
continentes que cuentan con mayor número de casos, pero 
aparecen representados también países de américa del 
sur y África. este conglomerado no se diferencia de forma 
tan significativa del resto de grupos, ni es internamente 
tan homogéneo como el primer cluster. el tercer grupo es 
el más numeroso (con un total de 74 países) y se muestra 
también bastante permeable. Finalmente, al cuarto cluster 
han sido asignados únicamente 14 países, que mantienen, 
en general, unos valores medios inferiores en todas las va-
riables al resto de agrupaciones analizadas (sobre todo en 
los indicadores de deuda externa).
Con respecto a la clasificación según las variables del ICRG, 
la muestra utilizada para efectuar el análisis de conglome-
rados consta de 21 datos semestrales correspondientes al 
intervalo temporal entre septiembre de 1992 y septiembre 
de 2002, sobre 96 países, y con valores para cada una 
de las once variables seleccionadas: las diez variables que 
componen los subíndices de riesgo económico y financiero, 
más el subíndice de riesgo político, que se identifica como 
una única variable19. se dispone, por tanto, de una matriz
18 Se considera a cada individuo como la combinación país/periodo, 
luego: 149 países x 21 semestres – 13 casos desaparecidos = 3.116 
observaciones.
19 los motivos para emplear el subíndice de riesgo político, y no las 
variables que lo componen, son de dos tipos: por una parte, la ma-
yor operatividad, y por otra, el hecho de que los valores de todas 
taBla 3. grupos de países por “nivel de riesgo” según rodríguez et al. (2006).
grupo I
alemania, arabia saudí, australia, austria, Bahamas, Bahrein, Bélgica, Brunei, Canadá, Chipre, dinamarca, emiratos Árabes Unidos, 
eslovenia, españa, estados Unidos, Finlandia, Francia, Grecia, Holanda, Hong Kong, irlanda, islandia, israel, italia, Japón, Kuwait, 
luxemburgo, noruega, nueva Zelanda, Portugal, Reino Unido, singapur, suecia, suiza y taiwan.
grupo II
argentina, Brasil, Chile, China, Colombia, Corea del sur, Croacia, egipto, estonia, Filipinas, Hungría, india, indonesia, letonia, lituania, 
malasia, malta, méxico, Polonia, Rep. Checa, Rep. eslovaca, sudáfrica, tailandia, túnez, turquía y Uruguay.
grupo III
angola, argelia, armenia, Bangladesh, Barbados, Bielorrusia, Belice, Benín, Bolivia, Botswana, Bulgaria, Bhután, Camboya, Camerún, Cabo 
verde, Chad, Congo, Costa Rica, ecuador, el salvador, etiopía, Fiji, Gabón, Gambia, Ghana, Granada, Guatemala, Guinea, Guinea Bissau, 
Haití, Honduras, irán, Jamaica, Kenia, laos, lesotho, macedonia, madagascar, malawi, mali, mauritania, mauricio, moldavia, mongolia, 
marruecos, mozambique, nepal, níger, nigeria, Panamá, Papua n.G., Paraguay, Perú, Rep. Centroafricana, Rep. democrática del Congo, 
Rep. dominicana, Rumania, Rusia, Ruanda, senegal, sierra leona, sri lanka, santa lucía, sudán, tanzania, togo, trinidad y tobago, 
Uganda, vanuatu, venezuela, vietnam, yemen, Zambia y Zimbabwe.
grupo IV
albania, antigua y Barbuda, azerbaiyán, Corea del norte, Cuba, Georgia, irak, liberia, libia, namibia, nicaragua, somalia, Ucrania, 
yugoslavia.
Fuente: elaboración propia. 
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que consta de once variables y 2.016 individuos20. de 
acuerdo con el criterio de parada que tiene en cuenta el 
cambio en el coeficiente de aglomeración, se puede consi-
derar la solución de tres conglomerados como la más acer-
tada, ya que la mayor variación en el valor del coeficiente 
se da al pasar de tres a dos conglomerados (13,2%). la ta-
bla 4 sintetiza la clasificación de los individuos en grupos 
obtenida tras el análisis21. Cada país ha sido clasificado en 
el grupo al que en mayor número de periodos (semestres) 
haya sido asignado. 
al primer colectivo, o Grupo I, han sido asignados 24 
países, que perteneciendo a este grupo en la totalidad 
o casi totalidad de los periodos, se hallan claramente di-
ferenciados del resto. en general son economías sólidas, 
que cuentan con la confianza del mercado internacional 
y que, por tanto, manifiestan escaso o inexistente riesgo 
país. de hecho, estos países muestran valores elevados 
para todas las variables incluidas en el índice, tanto en 
las puramente económicas como en las financieras y en 
el riesgo político.
el segundo colectivo, o Grupo II, es el más numeroso, ya 
que aglutina a más del 65% del total de los países de la 
las variables integradas en él reflejan las percepciones de un grupo 
de analistas. 
20 Cada individuo corresponde a una combinación país/periodo, de 
tal forma que se obtiene un total de 2.016 individuos (21 periodos 
× 96 países).
21 Para evitar las restricciones que impone la metodología y el crite-
rio de parada seleccionados, se comparó el resultado obtenido con 
tres y con cuatro conglomerados. los resultados parecen indicar 
que en los dos casos casi la totalidad de los países se clasifica en 
los mismos conglomerados. es más, sólo dos países difieren respec-
to de su asignación: ambos pertenecen al cuarto grupo, pero se 
integran en el tercero cuando se reduce a tres el número de con-
glomerado. Por tanto, parece claro que la solución más acertada es 
la de considerar tres clusters. además, las pruebas paramétricas y 
no paramétricas empleadas confirman, como se verá más adelante, 
la existencia de diferencias significativas entre los grupos obteni-
dos y, por tanto, su consistencia. la totalidad de los resultados del 
análisis cluster no han sido incluidos en este trabajo por motivos de 
espacio, pero pueden ser suministrados a quien los solicite.
muestra, siendo tres los continentes con mayor representa-
tividad, américa, asia y África con 23, 18 y 16 casos, res-
pectivamente. el elevado número de casos que aglutina, y, 
por otro, las características contrapuestas de los otros dos 
grupos, hacen que el Grupo II incluya casos con un rango 
de valores de cierta amplitud. en la época analizada, es-
tos países presentaban datos económico-financieros más 
estables que los países del tercer grupo, pero sin alcanzar 
la riqueza y solidez de las economías “selectas” del cluster 
de cabeza. 
el tercer y último grupo está formado únicamente por seis 
países, siendo el continente africano el que cuenta con un 
mayor número de casos asignados (tres). este conglomera-
do está formado por aquellos países que muestran peores 
calificaciones, esto es, los que revelan un nivel de riesgo 
país elevado.
visto esto, parecen detectarse grupos de países homo-
géneos según sus características de riesgo país. sin em-
bargo, de acuerdo con lo apuntado anteriormente, el 
análisis de conglomerados requiere la aplicación de téc-
nicas de carácter explicativo para validar sus resultados. 
así pues, para confirmar la existencia de diferencias sig-
nificativas se han efectuaron pruebas paramétricas y no 
paramétricas en tres casos: en el primero se verifica el 
acierto de la separación entre los grupos I, II y III de for-
ma conjunta; en el segundo, se aplica cada técnica para 
comprobar el acierto en la separación entre el Grupo I y 
los otros dos conjuntamente; finalmente, se contrasta la 
separación entre el Grupo III y los otros dos conglomera-
dos conjuntamente.
la tabla 5 indica los resultados de tales pruebas. se pue-
de observar que valida la existencia de desemejanzas sig-
nificativas entre las agrupaciones con respecto a las once 
variables escogidas, pues sólo en ciertos casos y para 
ciertas pruebas aparece una única variable que presen-
ta diferencias no significativas. de este modo, se conclu-
ye definitivamente que es posible generar tres grupos de 
países homogéneos a partir de las variables incluidas en 
el índice ICRG.
taBla 4. grupos de países por “nivel de riesgo” según las variables del ICRG.
grupo I
alemania, australia, austria, Bélgica, Botswana, Canadá, dinamarca, emiratos Árabes Unidos, estados Unidos, Finlandia, Francia, 
Holanda, Hong Kong, irlanda, italia, Japón, Kuwait, noruega, nueva Zelanda, Reino Unido, singapur, suecia, suiza y taiwan.
grupo II
arabia saudí, argelia, argentina, Bangladesh, Bolivia, Brasil, Bulgaria, Camerún, Chile, China, Colombia, Congo, Corea del sur, 
Costa de marfil, Costa Rica, Cuba, ecuador, egipto, el salvador, españa, Filipinas, Gabón, Ghana, Grecia, Guatemala, Guyana, Haití, 
Honduras, Hungría, india, indonesia, irak, irán, israel, Jamaica, Kenia, libia, malasia, marruecos, méxico, myanmar, nigeria, omán, 
Pakistán, Panamá, Papua n.G., Paraguay, Perú, Polonia, Portugal, Rep. Checa, Rep.de Guinea, Rep. dominicana, Rumania, siria, sri 
lanka, sudáfrica, surinam, tailandia, trinidad y tobago, túnez, Uruguay, venezuela, vietnam, Zambia y Zimbabwe.
grupo III angola, nicaragua, Rep. democrática del Congo, Rusia, sudán y turquía.
Fuente: elaboración propia. 
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6.2 Capacidad de predicción de los índices: análisis 
discriminante y de regresión logística
la muestra que se utilizará para contrastar la segunda hi-
pótesis de este trabajo está compuesta, de una parte, por 
los trece países que durante el intervalo temporal seleccio-
nado, esto es, entre 1994 y 2002, padecieron un episodio 
de crisis (Riley et al., 2004), y de otra, por otros cincuenta 
países que, según los resultados de los análisis de conglo-
merados anteriormente expuestos, pertenecen al mismo 
“grupo de riesgo” que los primeros pero no desarrollaron 
crisis. en definitiva, se cuenta en la muestra con un total 
de 63 países22 que son evaluados por ambos índices.
las variables explicativas son23: 
• el valor del índice en el momento “t” asociado a cada 
país: índice_t. se toma como referencia o momento 
“t” el dato del índice inmediatamente anterior al mo-
mento en el que un país se declare en suspensión de 
pagos o moratoria de su deuda externa. en caso de 
no darse esta circunstancia, se identificará como ini-
cio de la crisis la renegociación de la deuda, los graves 
22 en un principio, el objetivo era adjudicar de forma aleatoria a cada 
país con crisis dos países sin crisis que pertenecieran al mismo “gru-
po de riesgo” según Rodríguez et al. (2006), y otros dos según la 
clasificación con base en las variables del ICRG. sin embargo, de-
bido al reducido tamaño de ciertos grupos, finalmente no se pudo 
efectuar dicha selección de forma completa, por lo que para un 
país -aleatoriamente se escogió Uruguay- se asignó otro país del 
mismo grupo de riesgo según cada una de las dos clasificaciones 
consideradas.
23 se observó que existe un desfase con respecto a la frecuencia de 
datos disponibles. la revista Euromoney emite sus datos en marzo y 
septiembre (esto es, semestralmente), mientras que el ICRG facilita 
valores mensuales. la solución a este desfase viene dada de facto 
por la menor frecuencia que presenta el primero de los índices, y se 
seleccionan los datos coincidentes en el tiempo, es decir, los valores 
publicados por ambos índices en marzo y en septiembre.
desequilibrios en el sistema bancario (crisis bancarias), 
graves crisis de liquidez, o cuando se produzca una de-
valuación mayor al 15% de la moneda local. 
• el valor del índice con uno y dos retardos con respec-
to al momento “t” (esto es, el valor en “t-1” y “t-2”): 
índice_t-1 e índice_t-2. Considerando que los datos dis-
ponibles son semestrales y que en este trabajo se trata 
de contrastar la capacidad predictiva de los índices a 
medio plazo, se opta por incluir dos variables que reco-
jan los datos de ambos retardos.
• la diferencia entre el valor del índice en “t” y sus retar-
dos: índice_t_t-1 e índice_t-1_t-2. independientemente 
del dato concreto emitido en cada momento, se opta 
por incluir dos variables que reflejen las variaciones de 
ambos índices, por mínimas que estas sean. 
la variable dependiente toma el valor 1 para el grupo de 
países con crisis, y 0 para los países sin crisis. la tabla 6 re-
coge la muestra final de países con crisis y sin crisis que se 
utilizará en los sucesivos análisis estadísticos24.
6.2.1 índice de Euromoney
6.2.1.1 análisis discriminante
el resultado de la prueba de significación basada en el es-
tadístico λ de Wilks muestra diferencias significativas en 
los valores medios de ambos grupos (sig. = 0,018) única-
mente para la variable índice_t-2. la prueba M de Box, 
por su parte, indica la aceptación de la hipótesis nula de 
24  normalmente se suele dividir la muestra principal en dos: una 
muestra de análisis y una muestra de validación, utilizada esta 
para confirmar los resultados de aquella. en este caso concreto, el 
número de observaciones impide que se pueda extraer una mues-
tra de validación, ya que al hacerlo la muestra de análisis ofrece 
resultados inconsistentes.




Grupos I, II y III
caso 2
Grupo I – (II + III)
caso 3
Grupo III – (I + II)
Pruebas
paramétricas
anova Ø Crec. real del PiB Ø
manova Ø Ø Ø
Prueba t Crec. real del PiB Ø




serv. deuda externa como % de 
las export. de bienes y serv.
Kolmogorov-smirnov Ø Ø
Nota: los cuadros vacíos no contienen información porque en esos casos no es factible la aplicación de los estadísticos correspondientes.
Ø = la diferencia entre los dos grupos se debe a todas y cada una de las once variables dependientes de la muestra.
Fuente: elaboración propia. 
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igualdad de las matrices de covarianzas poblacionales 
(sig. = 0,931). teniendo en cuenta estos resultados previos, 
y siguiendo el método stepwise, se ha obtenido la siguiente 
función discriminante: 
 D = −2,816 + 0,058 índice_t-2
la variable que en mayor medida contribuye a diferenciar 
entre países con crisis y sin crisis es el valor que toma el 
índice de Euromoney con dos retardos25 respecto del mo-
mento aproximado en que se desencadenó cada uno de los 
episodios de crisis. este resultado era de esperar de acuer-
do con el test de significatividad realizado. de hecho, la 
variable índice_t-2 tiene la mayor carga discriminante, así 
como el coeficiente estandarizado más elevado (con un va-
lor para ambos casos igual a la unidad). ahora bien, el sig-
no positivo del coeficiente incrementa la puntuación de la 
función discriminante, de tal forma que cuanto mayor sea 
el valor del índice en t-2, mayor tendencia a que un país 
pertenezca al grupo de países con crisis. obviamente, lo 
esperado era lo contrario, esto es, que el signo fuese nega-
tivo, ya que un valor elevado en el índice significa menor 
riesgo país y, en principio, menor riesgo de crisis. 
25 Cabe recordar que cada uno de los retardos equivale a un semes-
tre. Por tanto, el valor con dos retardos corresponde al dato emitido 
por el índice 12 meses antes del momento “t”, no del desencadena-
miento de la crisis (respecto del que sería como máximo un año y 
medio).
Por otra parte, el bajo valor (0,298) de la correlación ca-
nónica (tabla 7) indica que, a priori, la función no respon-
de satisfactoriamente al propósito de discriminar entre los 
grupos formados. en este mismo sentido, el estadístico λ 
de Wilks presenta un valor de 0,911 (cercano a la unidad), 
por lo que es posible que los grupos no estén claramente 
diferenciados. aun así, este estadístico (transformado en 
el valor χ2 de Barlett) resulta significativo, de forma que se 
puede rechazar la hipótesis nula de que las medias multi-
variantes de los grupos son iguales.
la función califica correctamente el 82,5% de los casos 
agrupados originalmente. este porcentaje supone un incre-
mento muy reducido sobre el total de aciertos que cabría 
esperar tanto si se utiliza el criterio de aleatoriedad pro-
porcional –con una ratio de aciertos del 67,24%–, como el 
criterio del modelo ingenuo –cuya efectividad asciende al 
79,36%–, inferior en ambos casos al nivel mínimo estable-
cido del 25% para dar por aceptable la efectividad del mo-
delo26. es más, el error de clasificación es exclusivamente
26 no existen directrices generales en cuanto al mínimo de diferencia 
exigido entre el porcentaje de clasificación de la función y el crite-
rio de aleatoriedad proporcional o el modelo ingenuo −naive−. En 
este estudio se ha seguido la regla propuesta por Hair et al. (1999) 
quienes, en muestras con grupos de distintos tamaños, determinan 
que dicho porcentaje debería ser por lo menos un 25% superior al 
obtenido mediante aleatoriedad proporcional.




λ de wilks χ2 gl sig.
1 0,097 0,298 0,911 5,610 1 0,018
Fuente: elaboración propia. 
taBla 6. muestra final de países con crisis y sin crisis.
Países con crisis Países sin crisis
País desencadenamiento Fecha “t” mismo grupo según variables del Icrg mismo grupo según rodríguez et al. (2006)
méxico diciembre de 1993 sep. 1993 Camerún argelia nicaragua Bulgaria
venezuela Junio de 1994 mar. 1994 siria Zambia vietnam Perú
Rumania mediados de 1996 mar. 1996 Bolivia Guyana Papua Paraguay
tailandia Julio de 1997 mar. 1997 trinidad y tobago israel Filipinas Polonia
malasia Julio de 1997 mar. 1997 libia Kenya india sudán
indonesia agosto de 1997 mar. 1997 irán Honduras Rep. Checa egipto
Corea del sur noviembre de 1997 sep. 1997 arabia saudí Jamaica Grecia Hungría
Rusia agosto de 1998 mar. 1998 Rep. dem. Congo angola Gambia marrue-cos
Brasil enero de 1999 sep. 1998 omán malta Colombia Panamá
ecuador agosto de 1999 mar. 1999 Gabón nigeria el salvador etiopía
turquía noviembre de 2000 sep. 2000 letonia lituania Rep. eslovaca sudáfrica
argentina diciembre de 2001 sep. 2001 Croacia estonia Chile China
Uruguay Julio de 2002 mar. 2002 Zimbabwe túnez
Fuente: elaboración propia. 
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en los países con crisis. en concreto, de los trece países que 
padecieron crisis, la función discriminante ha clasificado 
de forma correcta únicamente a dos países: malasia y Co-
rea del sur.
en conclusión, tras realizar el análisis discriminante, la hi-
pótesis sobre la capacidad del índice de Euromoney, y sus 
retardos, para discriminar entre los grupos formados pare-
ce ser rechazada. ahora bien, como se apuntaba, la bon-
dad de los resultados podría verse influida negativamente 
por la no observación estricta de algunos de los supuestos 
de esta técnica. Para contrastar definitivamente la hipó-
tesis planteada, a continuación se realizará un análisis de 
regresión logística sobre la misma muestra.
6.2.1.2 análisis de regresión logística
los estadísticos que muestra la tabla 8 y la prueba de ajus-
te de Hosmer-Lemeshow (0,64) señalan que la calidad en el 
ajuste final del modelo es adecuada.
taBla 8. regresión logística sobre el índice Euromoney: 
razón de verosimilitud, r2 de cox y snell, y r2 de nagelkerke.
Paso
-2 log de la 
verosimilitud
r2 de cox y snell r2 de nagelkerke
1 58,427 0,087 0,136
Fuente: elaboración propia. 
Partiendo de estos resultados previos, se obtiene el modelo 
de regresión logística mediante el método hacia adelante 















los resultados son similares a los obtenidos en el análisis 
discriminante realizado en el subapartado anterior: por un 
lado, el modelo de regresión logística incluye únicamente 
la variable indice_t-2 que, conforme al valor del estadístico 
de Wald, es significativa (de forma individual) para esta-
blecer diferencias entre los grupos de la muestra; y por otro 
lado, como en el caso del análisis discriminante, su signo 
no es congruente. Con β positivo y еβ > 1, un incremento 
en el valor del índice con dos retardos implica una mayor 
probabilidad de pertenencia al grupo de países con crisis. 
esto resulta contradictorio con los planteamientos previos, 
ya que, como se indicó, un valor elevado del índice denota 
menor riesgo país y, en teoría, menor probabilidad de pa-
decer una crisis. la tabla 9 recoge, a modo de resumen, los 
estadísticos para la variable incluida en la función:
los resultados de clasificación también son similares a los 
obtenidos con la función discriminante: si se compara el 
porcentaje global de aciertos conseguido por el modelo 
(82,5%) con el que se obtendría aplicando el criterio de 
aleatoriedad proporcional (67,24%) o con el modelo naive 
(79,36%), el incremento de éxito en la clasificación es in-
ferior al mínimo estipulado para dar por significativa la ca-
pacidad de clasificación de la función de regresión. es más, 
el error de clasificación se da únicamente en los países con 
crisis27. visto esto, la subhipótesis H
1.1




Para este caso, las variables independientes o discrimi-
nantes son los valores del índice compuesto en el momen-
to “t” (compo_t), sus respectivos retardos (compo_t-1 y 
compo_t-2) y las diferencias entre ambos (compo_t_t-1 y 
compo_t-1_t-2). 
según los datos del estadístico λ de Wilks (tabla 10), se 
puede observar que ni el índice compuesto del ICRG en el 
momento “t”, ni sus dos respectivos retardos, ni las diferen-
cias entre ellos, son significativos a la hora de establecer 
diferencias entre países con crisis y sin crisis, al menos en 
un 10%.
taBla 10. análisis discriminante sobre el índice ICRG: 
prueba de igualdad de las medias de los grupos.
λ de wilks F gl1 gl2 sig.
Compo_t2 0,971 1,851 1 61 0,179
Compo_t1 0,973 1,686 1 61 0,199
Compo_t 0,984 1,001 1 61 0,321
Compo_t_t1 0,982 1,104 1 61 0,298
Compo_t1_t2 0,997 0,182 1 61 0,672
Fuente: elaboración propia. 
Partiendo de esta situación, donde parece que ninguna va-
riable es consistente, puede resultar muy complicado crear 
la función discriminante que logre distinguir los grupos se-
leccionados. de hecho, se aplica el método inicialmente 
propuesto de inclusión por pasos, y los resultados confir-
man la previsión (tabla 11): en el primer paso del análisis 
todas las variables seleccionadas poseen un valor F inferior 
27 Una vez más sólo malasia y Corea del sur fueron correctamente 
clasificados por la función.
taBla 9. regresión logística sobre el índice Euromoney: 
variables en la ecuación.
B e.t. wald gl sig. exp(B)
Paso 
1
índice_t-2 0,044 0,020 5,050 1 0,025 1,045
Constante -3,656 1,143 10,231 1 0,001 0,026
Fuente: elaboración propia. 
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al mínimo de entrada establecido por el modelo28 y, en 
consecuencia, se considera que ninguna variable es apta 
para el análisis y que no es posible encontrar una función 
discriminante.
taBla 11. análisis discriminante sobre el índice ICRG: 
variables no incluidas en el análisis.
Paso Variables tolerancia tolerancia mín.
F para 
entrar λ de wilks
0
Compo_t2 1 1 1,851 0,971
Compo_t1 1 1 1,686 0,973
Compo_t 1 1 1,001 0,984
Compo_t_
t1
1 1 1,104 0,982
Compo_
t1_t2
1 1 0,182 0,997
Fuente: elaboración propia. 
Como se señalaba para el caso del índice de Euromoney, 
pese a que estos resultados van en la dirección del rechazo 
de H
1.2
, pueden no ser del todo concluyentes porque no se 
cumplen los supuestos estrictos que requiere el análisis dis-
criminante. Para confirmarlo definitivamente se realizará 
un análisis de regresión logística sobre la misma muestra.
6.2.2.2 análisis de regresión logística
al aplicar el método por pasos hacia adelante de Wald, el 
proceso no muestra resultado alguno29. es decir, no existe 
una función logística capaz de discriminar entre países que 
desarrollaron un episodio de crisis y países con similares 
características políticas, económicas y financieras, pero sin 




en consecuencia, los análisis empíricos realizados en este 





zar definitivamente la hipótesis H
1
. tanto el análisis discri-
minante como el análisis de regresión logística, aplicados 
sobre la misma muestra de países durante el periodo 
1994-2002, muestran que ni los valores del índice de Euro-
money ni los valores del índice compuesto del ICRG tienen
28 el valor parcial mínimo de F para entrar establecido por el modelo 
es de 3,84 (sig. = 0,05).
29 se realizó el mismo procedimiento mediante el contraste de RV, y 
los resultados indicaron, igualmente, la inexistencia de una función 
logística apropiada. visto esto, y teniendo en cuenta que uno de 
los inconvenientes de los métodos por pasos es la posibilidad de 
excluir de la regresión variables que, de forma teórica o conceptual, 
tengan relevancia, se llevó a cabo de nuevo el análisis mediante 
el método introducir (formado a partir de todas y cada una de las 
variables independientes seleccionadas) para confirmar definitiva-
mente que los resultados inconsistentes de la regresión logística no 
se debían al método de modelización utilizado.
capacidad para discriminar de forma anticipada entre paí-
ses con crisis y países sin crisis. esto es, estos índices no son 
capaces de anticipar los episodios de crisis, y, por tanto, pa-
recen no reflejar las vulnerabilidades políticas, económicas 
y financieras que surgen de forma previa al desencadena-
miento de tales episodios. 
7. conclusIones, lImItacIones y Futuras 
líneas de InVestIgacIón
aunque la actual crisis muestra, en los factores causan-
tes de su desencadenamiento, particularidades propias, no 
puede obviarse el hecho de que comparte en su origen 
ciertas características con las crisis anteriores que se pro-
dujeron en la “era de la globalización”, especialmente a 
partir de 1994. y una de estas características puede ser la 
imprevisibilidad, pues no parecen existir instrumentos para 
predecir adecuadamente ni la forma, ni el momento, ni el 
lugar de su desencadenamiento, ni de la presente ni de las 
anteriores crisis. 
en esta línea de análisis, el principal objetivo de este tra-
bajo fue contrastar si los índices de riesgo país elaborados 
por Euromoney y por ICRG han sido capaces de anticipar 
los episodios de crisis financieras externas ocurridas duran-
te el periodo 1994-2002. 
los resultados muestran que ninguno de estos dos índi-
ces ha sido capaz de anticipar -a mediano plazo- vulnera-
bilidades políticas, económicas o financieras que puedan 
desencadenar una crisis. y esta incapacidad o ineficiencia 
resulta especialmente relevante en la medida en que estos 
índices son los más conocidos y empleados por la comuni-
dad financiera internacional.
Un claro ejemplo que reafirma las conclusiones obtenidas 
es la crisis en la que estamos inmersos. Contextualizada 
en el proceso de globalización -que, como sugieren nume-
rosos estudios, durante las últimas décadas parece haber 
intensificado la volatilidad de los mercados y el desarrollo 
de un entorno cada vez más incierto-, la crisis actual ha re-
sultado ser un episodio global que se ha ido contagiando 
incluso entre los países más desarrollados, y que, en última 
instancia, no fue previsto. Por consiguiente, la imprevisibi-
lidad parece ser un factor común a las crisis ocurridas du-
rante toda la era de la globalización. 
Habida cuenta de estos resultados, se pueden extraer dos 
conclusiones principales:
1. los índices de riesgo país escogidos, esto es, el índi-
ce de Euromoney y el ICRG, no son capaces de an-
ticipar a mediano plazo los episodios de crisis y, por 
tanto, parecen inadecuados para identificar las vulne-
rabilidades últimas que contribuyen a desencadenar 
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dichos episodios. sin embargo, estos resultados no im-
plican que sean totalmente inservibles, ya que mues-
tran cierta validez como indicadores del riesgo país 
percibido y, en cierto sentido, siguen poseyendo un 
alto grado de aceptación en los mercados financieros 
internacionales.
2. estamos inmersos en un mundo cada vez más global, 
en el que la gestión adecuada y eficaz del riesgo se 
ha convertido en principal tema de interés. dadas las 
circunstancias que han rodeado al desencadenamien-
to de la actual crisis y, sobre todo, debido al fallo en 
su previsión, multitud de expertos abogan por estable-
cer nuevos métodos para la correcta medición y ges-
tión del riesgo país. estos nuevos sistemas deberían 
rechazar de base el supuesto de “fácil predicción” de 
los episodios de crisis, asumiendo, por el contrario, la 
importancia de la incertidumbre en el análisis y la ges-
tión de la realidad económica.
en consecuencia, debe plantearse una nueva aproximación 
al análisis del riesgo país –y por ende a la posibilidad de 
que ocurran crisis financieras– desde el prisma de la in-
certidumbre y la imprevisibilidad. Para ello, los autores del 
presente artículo consideran que resultan esenciales tres 
aspectos:
• identificar las fuentes de riesgo más importantes y ana-
lizar en profundidad las causas que las provocan.
• Controlar la evolución de los fenómenos económicos 
menos sostenibles, mediante regulaciones y supervi-
siones adecuadas que dejen a un lado los modelos de 
previsión, para centrar la atención en los escenarios po-
tenciales de desenvolvimiento de un sistema económi-
co marcado por la incertidumbre y la imprevisibilidad 
de los eventos.
• de hecho, si las actividades económico-financieras se 
han internacionalizado, la misma senda deben seguir 
los organismos encargados de vigilarlas, estableciendo 
una sólida y transparente coordinación entre los prin-
cipales países y organismos internacionales. los obje-
tivos básicos de esta acción coordinada deberían ser, 
entre otros: establecer un marco de regulación macro-
prudencial que permita hacer frente a las crisis sistémi-
cas; reforzar la coordinación internacional y revisar el 
papel que desempeñan las instituciones financieras in-
ternacionales –Fmi, Banco mundial–, así como regular 
los estándares internacionales y las agencias de evalua-
ción del riesgo país.
este trabajo no carece de limitaciones. estas se refieren 
principalmente al estudio empírico realizado y, más concre-
tamente, a la muestra de países seleccionada.
en primer lugar, la muestra final de la que se dispuso que-
dó limitada por el reducido número de países que, du-
rante el periodo de tiempo seleccionado, padecieron un 
episodio de crisis. ello imposibilitó la aplicación de ciertas 
técnicas estadísticas que, de otro modo, hubieran resul-
tado de interés.
la segunda limitación relevante tuvo que ver con la fre-
cuencia de los datos disponibles. la revista Euromoney 
emite sus datos sobre riesgo país con menor frecuencia 
que el ICRG –cada seis meses frente a la publicación men-
sual de este último– y, en consecuencia, se seleccionaron 
los datos coincidentes en el tiempo, esto es, los valores 
publicados por ambos índices en marzo y septiembre. así 
pues, teniendo en cuenta que se incluyen dos valores retar-
dados, la capacidad de previsión analizada quedó limitada 
al mediano plazo, entre menos de seis meses y máximo un 
año y medio.
así mismo, los resultados de este trabajo sugieren oportu-
nidades para investigaciones futuras adicionales:
1. ampliar la muestra final de países, de forma que pueda 
ser viable aplicar otro tipo de métodos o técnicas esta-
dísticas, lo cual permitiría completar las conclusiones 
alcanzadas. Para llevar a cabo esta ampliación, podría 
seleccionarse un periodo de tiempo más extenso, que 
abarque un mayor número de episodios de crisis y que 
nos permita, a su vez, incluir un conjunto más elevado 
de países sin crisis, sin que ello suponga un desequili-
brio en la muestra final.
2. analizar la capacidad de anticipación de los índices de 
riesgo país a corto plazo. Un futuro estudio centrado 
únicamente en el ICRG, cuyas publicaciones tienen fre-
cuencia mensual, posibilitaría obtener resultados a cor-
to-mediano plazo.
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