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Summary
Three-dimensional segmentation is reliable approach to achieve an accurate esti-
mate of the tumor volume. This estimate is useful for several applications such
as assessing tumor growth, assessing treatment responses, planning radiation ther-
apy, and constructing tumor growth models. Among all possible methods for
this purpose, the level set is a powerful tool which implicitly extracts the tumor
surface. The major challenge of the level set algorithms is to set the equation
parameters, especially the speed function. In this thesis, we propose two level-set
based approaches for 3D tumor segmentation. The first approach introduces a
threshold-based scheme that uses level sets for tumor segmentation (TLS). In this
scheme, the level set speed function is designed using a global threshold. This
threshold is defined based on the idea of confidence interval and is iteratively up-
vii
Summary viii
dated throughout the evolution process. Two threshold-updating schemes, search-
based and adaptive, are provided in this approach that require different degrees
of user involvement. In the second approach, one-class SVM (support vector ma-
chine) algorithm is integrated into the level set method. Knowing the advantage
of one-class SVM in handling the nonlinear distributions without additional prior
knowledge, we design an appropriate speed function for the level set. In order
to train the SVM, the samples inside the zero level set are used and the training
is iteratively refined as the level set grows. Both schemes do not require explicit
knowledge about the tumor and non-tumor density functions and can be imple-
mented in an automatic or semi-automatic form depending on the complexity of
the tumor shape. Moreover, these schemes can segment both homogeneous and
non-homogeneous tumors. These approaches are examined on 16 MR images and
the experimental results confirm their effectiveness. The segmentation results of
these approaches are quantitatively compared with each other and also with the
results of an existing region-competition based method. The comparison results
indicate the superior performance of TLS.
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Magnetic resonance imaging (MRI) of the brain is often used in tumor diagnosis,
monitoring tumor progression, planning treatments, and monitoring responses to
treatment. For these purposes, having an accurate estimation of tumor size is
very useful. Although maximum tumor diameter is widely used as an indication of
tumor size, it may not reflect a proper assessment of this tumor attribute because of
the 3D nature and irregular shape of the tumor [1, 2]. Tumor volume, on the other
hand, may be an appropriate representation of tumor size. Therefore developing
the objective, accurate, and reliable methods for measuring tumor volume are very
important.
One way to obtain an estimate of tumor volume is via segmentation. Such
1
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schemes implicitly acquire tumor volume by extracting the tumor surface. Al-
though numerous methods have been proposed to detect the tumor surface from
magnetic resonance (MR) images, we refer to some of them in Chapter 2, there is
no standard solution for this purpose so far. The increasing need for the tumor
boundary/surface detection approaches and the challenge of method development
motivate us to continue the research work in this area. We try to achieve a prac-
tical, reliable, and validate method for 3D tumor segmentation in the MR images.
1.2 Magnetic resonance imaging
MRI is a method of looking inside the body without using surgery or x-rays. It uses
magnetism and radio waves to produce clear pictures of the human anatomy. MRI
is based on a physics phenomenon discovered in the 1930s, called nuclear magnetic
resonance (NMR), in which magnetic fields and radio waves cause atoms to give
off tiny radio signals. This imaging medium has been of particular relevance for
producing images of the brain, due to the ability of MRI to record signals that
can distinguish between different soft tissues such as gray matter and white matter
[3]. In imaging the brain, two of the most commonly used MRI visualizations
are T1-weighted and T2-weighted images. These modalities refer to the dominant
signal measured to produce the contrast observed in the image [3]. Since areas
with high fat content have a short T1 time relative to water, T1-weighted images
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Figure 1.1: T1- and T2-weighted MR images. Left to right: T1 axial and coronal
images (light regions visualize locations of fat), T2 axial and coronal images (light
regions visualize locations of water).
visualize the locations of fat. In contrast, since areas with high water content have
a short T2 time relative to areas of high fat content, T2-weighted images visualize
the locations of water. Figure 1.1 shows two examples of T1- and T2-weighted MR
images. A summary of T1 and T2 effects on the MR images is given in Table 1.1.
Table 1.1: A summary of T1 and T2 effects on the MR images. TR= repetition
time; TE=echo time [3].
Pulse Sequence Effect Tissues
(TR/TE) (Signal Intensity)
T1-weighted Short T1 relaxation Fat, Proteinaceous Fluid,
(short/short) (bright) Paramagnetic Substances (Gadolinium)
Long T1 relaxation Neoplasm, Edema, CSF,
(dark) Pure Fluid, Inflammation
T2-weighted Short T2 relaxation Iron containing substances
(Long/long) (dark) (blood breakdown products)
long T2 relaxation Neoplasm, Edema, CSF,
(bright) Pure Fluid, Inflammation
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Both T1 and T2 images are acquired for most medical examinations; However,
they do not always adequately show the anatomy or pathology. In visualizing
brain tumors, a second T1-weighted image is often acquired after the injection of
a contrast agent. These contrast agent compounds usually contain an element like
gadolinium whose composition causes a decrease in the T1 time of nearby tissue.
This results in bright regions observed at image locations that contain leaky blood
cells. The presence of this type of enhancing area can indicate the presence of a
tumor [3].
Figure 1.2 illustrates a T1 image before and after the injection of a contrast
agent. While the presence of this enhancement can be a strong indicator of tumor
location, there exist a large variety of types of brain tumors, and their appearance
in MR images can vary considerably. Although some may be fully enhancing
or may have an enhancing boundary, many types of tumors display only partial
enhancement or no enhancement at all.
Figure 1.2: Effects of contrast agent on T1 image. Left: T1 image before the
injection of a contrast agent. Right: T1 image after the injection of a contrast
agent.
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1.3 Problem definition
The problem addressed in this thesis is the three-dimensional (3D) segmentation of
the brain tumors in multi-spectral MR images. This is a difficult task that involves
various disciplines covering pathology, MRI physics, radiologist’s perception, and
image analysis based on intensity and shape. Since the first step in solving a prob-
lem is to have a good definition of it, this section outlines our problem definition.
In this problem, the inputs are the multichannel 3D MR images of the head
that show the tumor region. Each 3D MR image is a series of slices taken from
the same individual in the same session. Our dataset contains the MR images of
16 patients. Figure 1.3 shows some of these 3D MR images. Since high resolution
MR images are required for 3D segmentation and T2-weighted MR images are
often difficult to obtain in high resolution due to technical limitations, we use T1
modalities in this work.
The output of this work is the 3D surface of the tumor. There are two kinds
of methods to obtain the 3D tumor surface. One is reconstructing the 3D surface
from a sequence of 2D contours detected in the parallel cross-sectional images [4].
We call it the pseudo-3D approach. An example of this mechanism is shown in
Figure 1.4. The main disadvantages of this group of methods are: (a) a broken
boundary in one slice usually leads to poor detected results, (b) a segmentation of
a slice along different axes may lead to different results, and (c) the reconstruction
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of the surface and its properties from 2D contours may lead to inaccurate results.
Figure 1.3: Some slices of 3D MR images in the dataset. The indexes of MR images
from top to bottom are: 2, 3, 5, 6, 8, 11 , and 13.
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Figure 1.4: Example of pseudo-3D approach [5].
Another method for 3D segmentation, which is believed to be more robust
and accurate, is to carry out the computation in 3D space and detect the 3D
tumor surface directly. We call it a volume approach. Accordingly, our work is
concentrated on the volume approach.
The goal of this thesis is to develop methods for 3D tumor surface extraction
from T1-weighted MR images with minimal user involvement. Since the desired
output is defined manually by human experts based on the visible abnormality in
the image data and this task is limited by the imaging protocol, the goal is not
to determine the absolute location of the tumor, but to perform the segmentation
like a human expert.
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The study of automatic brain tumor segmentation represents an interesting re-
search problem in machine learning and pattern recognition. However, developing
highly accurate automatic methods remains a challenging problem. This is because
humans must use high-level visual processing and must incorporate specialized do-
main knowledge to perform this task, which makes developing fully automatic
methods extremely challenging.
In this thesis we introduce two algorithms for 3D tumor segmentation using
the level set approach in the MR images. Unlike the standard level set methods,
the tumor and non-tumor region information is embedded in the level set speed
function to automatically extract the 3D tumor surface. The first approach called
TLS uses the level set as a deformable model and defines its speed function based on
intensity thresholding so that no explicit knowledge about the density functions of
the tumor and non-tumor regions are required. The threshold is updated iteratively
throughout the level set growing process.
The second method is a SVM-based approach which again uses the level set
as a deformable model and defines its speed function on the basis of one-class
SVM training and testing process. Therefore, as in TLS approach, no explicit
knowledge about the density functions of the tumor and non-tumor regions are
required. Moreover, using one-class SVM leads the user interaction to be reduced
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to a simple level set initialization and removes the time consuming non-tumor
sampling. In order to train the SVM, samples inside the zero level set are used
and the training is iteratively refined as the level set grows.
1.5 Thesis contribution
The key contributions of the first approach, presented in Chapter 3, are as follows.
• Using the tumor and non-tumor intensity information to replace the image
gradient term in the level set speed function. The key task of level set meth-
ods is to provide an appropriate speed function that can drive the evolving
front to the desired boundaries. The standard level set methods generally use
the image gradient to define this speed. However, they suffer from the weak
image gradient information in the MR images. Therefore, we incorporate the
intensity information into the level set method and define an image-based
factor, FI to discriminate the tumor and non-tumor pixels and thereby im-
proving the algorithm performance.
• Defining a global threshold that is updated iteratively to form the FI term
in the level set speed function. We use the concepts of confidence interval
and confidence level based on the Chebyshev inequality to define a proper
threshold for the tumor region. Since the Chebyshev inequality holds without
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any assumption regarding the shape of the distribution, density estimation
of the tumor and non-tumor regions is unnecessary.
• Proposing two schemes for updating the threshold and converging to the final
threshold value. In our approach, the initial threshold is calculated based on
the level set initialization and then, it is updated throughout the process
of segmentation, iteratively. We propose two threshold-updating schemes,
search-based and adaptive. These two schemes require different degrees of
user involvement.
• Using an automatic or semi-automatic initialization for the level set depend-
ing on the complexity of the tumor shape. A spherical surface is used as
the initial zero level set and depending on the convexity or concavity of the
tumor shape, different number of initial surface is required. Moreover, by
defining the reference slice, a simple scheme for initializing the level set is
achieved.
• Defining an appropriate stopping criterion for the level set method. When
the zero level set reaches the tumor boundary, variation of the threshold
declines, because of the contrast between tumor and non-tumor intensities.
We use this idea to define a stopping criterion based on the variance of the
threshold values in the final iterations.
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The second approach, discussed in Chapter 4, uses one-class SVM to classify
the samples. The level set is then grown on this classified data to extract the tumor
surface. In this approach, the level set speed function is also defined based on the
region information. The level set initialization phase in this method is completely
the same as the first one. Our contributions in this approach are as follows.
• Using one-class SVM to define the image-based factor in the level set speed
function. Knowing the advantage of one-class SVM in handling the nonlinear
distributions without additional prior knowledge, we design an appropriate
speed function for the level set. Therefore, as in the first approach, density
estimation of the tumor and non-tumor regions is unnecessary.
• Training the SVM iteratively. Since, in most of the cases, tumors have non-
uniform intensities, SVM cannot result in good classification using a small
training set, and the result depends on the training set. To address this
problem, the SVM training is iteratively refined as the level set grows.
• Defining an appropriate stopping criterion for the level set method. At the
tumor boundary, the negative speed of the level set for non-tumor samples
declines the rate of accepting new samples so that the variations of the zero
level set volume becomes negligible per iteration. This idea is used to define
an appropriate stopping criterion for this approach.
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1.6 Organization of the thesis
The remaining chapters of the thesis is organized as follows.
Chapter 2 surveys a variety of techniques proposed in the literature for the
brain tumor segmentation in the MR images and discusses their advantages and
disadvantages.
Chapter 3 introduces a threshold-based scheme that uses level sets for 3D tumor
segmentation (TLS). In this chapter, a preliminary knowledge about the level set
and its mathematical background is provided. After that, different parts of the
TLS approach are discussed in details and the simulation results are shown.
Chapter 4 introduces a SVM-based algorithm that benefits the level set for 3D
tumor segmentation in the MR images. Details of two-class and one-class SVM
are covered in this chapter. A segmentation algorithm based on one-class SVM is
provided and different parts of it are described. The simulation results are also
provided.
Chapter 5 presents a validity evaluation of the proposed approaches. The results
of the proposed schemes are compared with each other and also with the results
of an existing method for tumor segmentation. The outcomes of these evaluations
are presented in this chapter.
Chapter 6 concludes the thesis and provides the possible future work for con-
tinuing research.
Chapter 2
Brain Tumor Segmentation Approaches
There is a huge array of scientific literature focusing on the task of image segmen-
tation. Medical image segmentation has also received significant attention, due
to the many practical applications of segmentation results. An impressively large
amount of research effort has even focused on specific areas of the body or specific
modalities, such as the segmentation of brain in the MR images. This chapter
provides an overview of the approaches used to solve the problem of the brain tu-
mor segmentation. Therefore, the focus of this section may seem limited in scope;
however, there has been a large amount of research effort directed towards this
problem and some of these approaches that are discussed here represent examples
of state of the art methods in this area of medical image segmentation.
Tumor segmentation approaches are categorized into several groups according
to the segmentation mechanism they applied. This section presents a review on
13
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common methods that have appeared in recent literature for tumor segmentation.
The remainder of this chapter is divided into four sections, namely, supervised
segmentation, unsupervised segmentation, segmentation using spatial prior prob-
abilities, and level-set segmentation. The difference between supervised and unsu-
pervised approaches is that the supervised methods make use of the training data
that has been manually labeled, while unsupervised methods do not.
The existing approaches perform tumor segmentation in either 2D or 3D space.
Two-dimensional approaches refer to those methods that extract the boundary of
the tumor in 2D tumor slices while the other algorithms perform directly on the 3D
images of the tumor. In the last section we discuss the 3D segmentation approaches
that use level set method to extract the 3D tumor surface. Although these methods
may be included in the other sections, they are grouped in a separate section since
our work is concentrated on the level set method.
2.1 Supervised segmentation
Supervised approaches for image segmentation differ from unsupervised methods
in the use of labeled training data. A popular way to perform image segmentation
using a supervised approach is the classification problem formulation that assigns a
class, from a finite set of classes, to an entity based on a set of features. Supervised
classification involves both a training phase and a testing phase. In the training












































Figure 2.1: Supervised learning framework.
phase, the labeled data is used to automatically learn a model for segmentation.
In the testing phase, this model is used to assigned labels to the unlabeled data
(Fig. 2.1). A major advantage of using a supervised formulation is that supervised
methods can perform different tasks simply by changing the training set.
The brain tumor segmentation task can be formulated as a supervised classi-
fication problem by using the tumor and non-tumor labels as two classes and the
intensities in the different MR images as the features. In this formulation, the
training phase consists of learning a model to discriminate between tumor and
non-tumor pixels using the MR image intensities and the testing phase consists of
using this model to classify unlabeled pixels into one of the two classes based on
their intensities.
One of the first studies on the supervised classification approach for brain tu-
mor segmentation in MR images has been done by Clarke [6]. He compared a















Figure 2.2: A simple maximum likelihood classification model (three classes). Clas-
sifications are made by assigning pixels to the class with the highest probability
density based on its intensity.
maximum likelihood (ML) classifier with an artificial neural network (ANN) and
found that the ANN performed better than the ML approach. The training phase
in ML classifiers consists of optimizing the parameters of a parametric model such
as a univariate or multivariate Gaussian, and assigning the pixels to the class that
they are statistically most likely to belong to, based on these models (Fig. 2.2). In
contrast, ANN approaches feed the features through a series of nodes, where math-
ematical operations are applied to the input values at each node and a classification
is made at the final output nodes (Fig. 2.3).
The training phase for these models consists of determining the values of the
parameters for the mathematical operations such that the error of predictions,
made by the output nodes, is minimized. ANN approaches are non-parametric
techniques since no parametric distribution (such as a Gaussian distribution) is as-












Figure 2.3: Artificial neural network architecture. Pixels are assigned to the class
whose output node has the highest value.
sumed for the data. Moreover, they allow the modeling of non-linear dependencies
in the features via hidden layers. Although training of ANN models is more com-
plex than simpler ML models, the ability to model non-trivial distributions offers
clear practical advantages. This is noteworthy in the case of tumor segmentation
since assuming a simple Gaussian distribution for the data may not be appropriate.
Vinitski et al. [7] presented a supervised method that addresses several issues of
the most automatic systems for tumor segmentation. Several preprocessing steps
are used in this method to improve the results:
• Co-registration of the different modalities to improve their alignment
• Using an anisotropic diffusion filter, which is a method for edge-preserving
nonlinear smoothing, to reduce the effects of local noise on the classification.
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• Using an intensity inhomogeneity correction algorithm to reduce the errors
associated with the intensity inhomogeneity present in the images.
This method uses patient-specific training and classifies the T1-, T2-, and ρ-
weighted images (an additional MR modality that is often acquired simultaneously
with T2 images) into 10 tissue classes. The k-nearest neighbors (kNN) classifier
is used that assigns labels to pixels based on the most frequent label among the
k nearest training points. The kNN algorithm is a simple and effective method
for multi-class classification, that is able to model non-linear distributions. Disad-
vantages of the kNN algorithm include the dependency on the parameter k, large
storage requirements (the model consists of all training points), sensitivity to noise
in the training data, and the undesirable behavior that occurs when a class is
under-represented in the training data [8].
One of the recent approach in automatic tumor segmentation has been pre-
sented by Zhang et al. [9]. This approach uses support vector machine (SVM),
which is currently a popular method for binary classification. SVM is covered in
detail in Chapter 4, since one of the approaches presented in this work, uses this
classification method. Zhang proposed a simple system for the segmentation of
nasopharyngeal carcinomas (a highly localized type of tumor). In this approach,
the SVM is used for binary classification into either the tumor or non-tumor class
based on the T1 pre- and post-contrast MR images.
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This system uses patient-specific training and compares two different types of
the SVM, the standard two-class method and the more recent one-class method.
The advantage of using a one-class SVM is a reduction in the manual time needed
to perform patient specific training, since only training examples from the tumor
class is needed. However, the disadvantage of this method is that the segmentation
result is very dependent on the training set such that a small training set may not
give a good segmentation result.
Garcia and Moreno [10] proposed another recent approach for automatic brain
tumor segmentation using SVM. This work also uses patient specific training. In
this work, the intensities of a neighborhood of the pixels are used for classifications.
A two-class SVM is used for the initial pixel classification, followed by a one-class
SVM that constructs a 3D tumor model.
The supervised methods of brain tumor segmentation are highly effective and
versatile, but they often suffer from the disadvantage of requiring patient-specific
training. However, there are some exceptions that are able to perform inter-patient
classification, but they mostly focus on relatively simplified tasks and require a
large amount of training data.
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2.2 Unsupervised segmentation
Gibbs et al. [11] presented an unsupervised approach for the segmentation of
tumor in T1 post-contrast MR images. In this system, first an intensity threshold
is applied to a manually selected region of interest, then a region growing algorithm
is used to expand the thresholded regions up to the edges defined by a Sobel edge
detection filter. Figure 2.4 demonstrates intensity thresholding and Sobel edge
detection results.
As can be seen in this figure, some amount of false positives are associated
with normal structures in both thresholded images, especially in the third image
(from left to right), and false negatives are associated with regions that do not
have sufficiently high intensity, especially in the second image. The region growing
result is refined through iterations of dilation (causing the defined tumor region
to grow), and erosion (causing the defined tumor region to shrink). These two
Figure 2.4: Examples of low-level image processing in segmentation of enhancing
tumor. Left to right: T1 post-contrast image, image after intensity thresholding,
image after intensity thresholding with lower value of threshold, and edge proba-
bilities resulting from a Sobel filter.
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operations change the labels assigned to individual pixels by examining the labels
of neighboring pixels, and are commonly referred to as morphological operations.
A similar approach was proposed in [12] for the segmentation of the enhanced
tumor pixels.
These approaches present a method for segmenting image objects that are dif-
ferent in intensity compared to their surroundings. The disadvantages of these
approaches are as follows:
• These methods do not effectively take into account the presence of pixels with
high intensity representing normal structures in T1 post-contrast images.
• The assumption that the entire boundary has a large intensity difference with
its surrounding tissues is not always the case.
Clark et al. [13] presented an unsupervised tumor segmentation approach which
is one of the most validated system to date. Their work focuses on the segmenta-
tion of post-contrast T1 , T2, and ρ-weighted images. The two main components of
this system are fuzzy C-means (FCM) clustering and a linear sequence of human-
engineered knowledge-based rules and operations. In the clustering part of the
algorithm, pixels are divided into groups based on their intensities, while in the
knowledge-based part, a set of rules and low-level image processing operations
process the results of the clustering algorithm in order to achieve a final segmen-
tation. These rules enable the algorithm to identify the clusters that do not have
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tumor properties. Therefore, the clustering process starts from the entire image
and proceeds to the very specific areas (Fig. 2.5).
Examples of these rules are: (a) cerebrospinal fluid (CSF) is the cluster within
the brain that has the lowest T1 value, (b) pathological pixels are assigned to the 3
highest intensity ρ-weighted clusters, and (c) clusters with tumor pixels are closer
to the highest T1 cluster than the lowest. Moreover, the image processing rules
include morphological operations such as erosion and closing, in addition to cluster
evaluation techniques such as cluster density thresholding. Note that these rules
are not learned automatically from the data, but rather are manually engineered
by the designer.
Figure 2.5: Example of fuzzy C-means clustering into 6 clusters. First row, left to
right: post contrast T1 image and first three clusters. Second row, left to right:
last three clusters and image visualizing all 6 clusters [14].
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An obvious advantage of this system is the rules that account for normal struc-
tures with high intensity. However, there are some disadvantages associated with
such knowledge-based approach and the most important one is that it requires con-
siderable manual engineering. This is primarily due to the difficulty of translating
complex anatomic knowledge and visual analysis into the low-level operations and
rules. Even for the simplest definition of tumor segmentation, the final system re-
quires a large amount of rules and manual data analysis. Therefore, such systems
cannot be used for the cases where tumor tissue is similar to the normal tissue,
does not have a clearly defined boundary, or is non-homogeneous.
This type of approach has been employed in various works. More recent sys-
tems based on the FCM and knowledge-based rules include [15], which focuses on
the segmentation of non-enhancing tumors, and [16], that incorporates intensity
standardization as a preprocessing step and utilizes a modified FCM algorithm
with dependencies between neighboring pixels.
Another unsupervised approach has been presented by Capelle et al. [17]. Their
method has advantages over similar methods due to the use of an automatic brain
masking preprocessing operation. This operation removes those pixels from the
analysis that are not part of the brain area. Another advantage of this method is
the use of a Markov random field model that removes the need for morphological
operations. This work assumes that the tissue classes (gray matter, white mat-
ter, CSF, tumor, and edema) could be modeled by a Gaussian mixture model.
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Moreover, it trains the Markov random field using the iterated condition modes
(ICM) algorithm. More recently, Capello et al. presented another approach of this
nature,[18], that also uses brain masking and a Gaussian mixture model that is
learned using an expectation maximization (EM) approach, but it uses an evidence
theory formulation rather than a Markov random field to take the neighboring pixel
dependencies into account.
Unsupervised segmentation approaches are preferred to supervised methods
since they do not need any training data and thus need less user interaction. How-
ever, the application of such algorithms is limited and most of them have focused
solely on the segmentation of enhancing tumor areas. This is because the visual-
ization information and anatomic knowledge are difficult to be translated into the
operations that yield the desired results.
2.3 Segmentation by spatial prior probabilities
Expectation maximization approach is a popular framework for segmentation of
the head MR images into the three normal brain classes (grey matter, white mat-
ter, and CSF) since it is robust to both intensity inhomogeneity and intensity
non-standardization. The spatial prior probabilities for these three classes are pro-
vided with statistical parametric mapping (SPM), which is derived from the work
of Evans et al. [19, 20]. These prior probabilities represent the empirical likeli-
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Figure 2.6: SPM priors [21]. Left to right: T1 registration template, gray matter
spatial prior probability, white matter spatial prior probability, and CSF spatial
prior probability.
hood that a pixel in an image, registered into the standard coordinate system of
the template, belongs to each of the three classes. Figure 2.6 shows these prior
probability images.
Several factors complicate the application of EM approach to brain tumors seg-
mentation. The first factor is that there is no prior knowledge available for the
tumor class. Therefore, the tissue class parameters cannot be initialized using the
prior probabilities. Tumor heterogeneity is a second factor that complicates the
direct application of this algorithm, since heterogeneous tumors are not modeled
effectively by Gaussian distributions. The final complication of applying this al-
gorithm to tumor segmentation is that tumor and non-tumor tissues may have
similar intensities and it is difficult for this approach to discriminate between dif-
ferent areas with similar or the same intensities.
Moon et al. [22] proposed the first approach for tumor segmentation based on
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the EM method with spatial prior probabilities. In their work, a prior probability
for enhancing tumor pixels is approximated from the contrast agent difference
image while edema is assumed to be collocated with the white matter. In the
preprocessing phase, the modalities are aligned and the template registration is
done using a linear affine transformation. Then, the EM segmentation method is
applied to T1 pre-contrast and T2 images for the segmentation of tumors with an
enhancing boundary and edema. Unfortunately, this approach is only applicable
to the enhanced tumors, and it is not obvious how to obtain a meaningful prior
probability approximation for more difficult cases.
Gering et al. [23] outlined another approach using a variation of EM. This
approach also detects tumors as intensity outliers from normal tissues. In this
work, the EM results are refined using a Markov random field. It presents a
method to discriminate partial volume pixels from tumor pixels via creating an
adaptive spatial prior probability for pixels that are at the boundaries of the normal
structures. These additions to the EM algorithm are combined into a structured
contextual-dependency network for the segmentation of brain tumors in T1 images.
The multi-level Markov random field in particular addresses a major weakness of
the EM methods since it allows the identification of tumor structures that have
normal intensities. Unfortunately, this method is only applicable to tumors that
are homogeneous enough to be segmented into a single normal tissue class, and
therefore is not generally applicable to non-homogeneous tumors.
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2.4 Level-set segmentation
Level set method [24] is a type of finite element approach used for the modeling
of active curves or surfaces. This method has recently been applied within the
field of machine vision for segmentation problems, especially for 3D segmentation.
Unlike the traditional deformable models, the level set method does not depend
on the parameterization of the fronts, but only on their velocities. This makes it
very attractive and flexible in shape modeling and image segmentation.
Level set approach offers several advantages, the important of which are the
ability to handle complex geometry and topological changes and their numerical
stability. Another attractive advantage of the level set method is that, given an
initial zero level set (initial hypersurface), the entire segmentation procedure is
fully automatic. Moreover, unlike other methods, the extension of the algorithm
to 3D is straightforward and without any additional machinery. Furthermore, the
initial hypersurface can be chosen freely, i.e, it is not necessary to be close to the
desired boundary ( as in the snake algorithms) and thus user interaction is reduced
[24]. These advantages motivate us to select this approach as our 3D segmentation
tool. In Chapter 3, the level set is discussed in detail.
Leventon et al. [25] proposed a novel method of incorporating prior shape
information into the level set method for medical image segmentation. In this work
a representation for deformable shapes is introduced and a probability distribution
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over the variances of a set of training shapes is defined. The segmentation process
embeds an initial curve as the zero level set of a higher dimensional surface, and
evolves the surface such that the zero level set converges on the boundary of the
object to be segmented. At each step of the surface evolution, the maximum a
posteriori (MAP) position and shape of the object is estimated based on the prior
shape information and the image information. The surface is evolved, globally
towards the MAP estimate, and locally based on image gradients and curvature.
An adaptive multi-grid level set method for 3D medical image processing and
segmentation has been presented by Droske et al. [26]. Using a flexible and inter-
active modulation of the level set speed function, this method is able to deal with
non-sharp boundaries. The main difficulties of the level-set segmentation methods
is that their formulation usually entails several free parameters that must be tuned
for specific applications. Lefohn et al. [27] presented a level set surface model that
is computed at interactive rates on commodity graphics cards (GPUs). In their
method, the interactive rates for solving the level set partial differential equation
give the user immediate feedback on the parameter settings, and thus users can
tune the separate parameters and control the shape of the model in real time.
A powerful software package for interactive segmentation of 3D images using
level sets has been designed by Ho et al. [28]. Several variants of level set methods
are incorporated in this software, including both gradient-magnitude based level set
as well as region-competition level set. A complete segmentation pipeline, including
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image preprocessing, bubble initialization and parameter control, is provided in an
intuitive user interface. This tool is already in daily use by clinicians and offers a
good improvement in speed over traditional manual segmentation.
Ho et al. [29] also presented a recent fully unsupervised approach for 3D tumor
segmentation using the level set method. Although their approach focuses on seg-
menting tumors with an enhancing border, it is not subject to many disadvantages
of the other approaches presented in the previous sections. This system uses both
the T1 pre- and post-contrast images as input, and the first step in this system
is the spatial alignment of these two volumes. After that, the difference between
these two images is computed as a new image (Fig. 2.7). The histogram of the dif-
ference image is fitted by parametric distributions (a Gaussian mixture model) for
both the enhanced parts and the noisy background. Using this fitted distribution,
the difference image is mapped to the tumor posterior probability that is used in
the level set speed function.
Figure 2.7: Example of Ho et al. method. Left to right: original T1 image, aligned
T1 post-contrast image, pixel-wise difference image, and segmentation result.
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The Ho et al. method has clear advantages over the methods discussed earlier.
The use of a mixture model allows the technique to adaptively find the enhanced
area, and is thus more robust to difference in intensity between images due to
intensity non-standardization. Another advantage of this system is in the case of
non-homogeneous tumors, non-enhanced areas surrounded by enhanced areas are
included in the segmentation through the use of the level set.
The use of the difference information, rather than the post-contrast image di-
rectly, is also advantageous, since it allows false positives associated with the many
structures, that have high intensities in T1 images, to be removed. Although this
has the potential to remove a significant amount of false positives, there may still
be systematic false positives associated with this method, since it does not account
for normal structures that are also affected by the contrast agent. Another disad-
vantage of this system is the large number of parameters that must be set for the
level set method to converge to an appropriate solution.
Prastawa et al. [30] presented a 3D segmentation approach based on EM meth-
ods. This approach uses the level set to extract the 3D tumor surface. The speed
of the level set is designed based on the non-parametric estimation (using ker-
nel expansion or Parzen windowing) of tumor and non-tumor distributions. This
method does not require contrast enhanced images and the only required input
for the segmentation procedure is the T2 MR image. The segmentation frame-
work is composed of three stages. First, the abnormal regions are detected using
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Figure 2.8: Segmentation result by Prastawa method. Left to right: T1 image, T2
image, Tumor, Edema, and 3D view [30].
a registered brain atlas as a model for healthy brains. Then, they make use of the
robust estimates of the location and dispersion of the normal brain tissue intensity
clusters to determine the intensity properties of the different tissue types. In the
second stage, they determine, from the T2 image intensities, whether edema ap-
pears together with tumor in the abnormal regions. Finally, geometric and spatial
constraints is applied to the detected tumor and edema regions. Figure 2.8 shows
an example of segmentation results using this method.
2.5 Conclusion
This section surveyed a variety of techniques proposed in the literature for the
brain tumor segmentation. Supervised segmentation methods take advantage of
labeled training data and are popular. However, such methods require extensive
user involvement and the results are dependent on the training set. On the other
hand, although unsupervised segmentation methods avoid the human variability
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associated with manual training data, their applications are limited. Moreover,
finding the prior information in the EM approaches complicate their applications.
In our opinion, the current state of the art methods for brain tumor segmen-
tation are the level set based approaches that use region information to design
the level set speed function [29, 30] along with the SVM-based methods due to
the estimation of non-linear distributions without additional prior knowledge [9].
In this work, we extend these approaches by presenting two schemes that use the
level set approach for 3D tumor segmentation. In the first scheme, a level set based
method is designed using prior information and intensity-based information while
in the second scheme, SVM is integrated into the level set segmentation.
Chapter 3
Threshold-based 3D Tumor Segmentation
Using Level Set Method
In the previous chapter, we discussed some of the approaches presented in the lit-
erature for the brain tumor segmentation. In general, the proposed methods vary
widely depending on the specific application and imaging modality. The same
algorithm which gives excellent results for one application might not even work
for another. General imaging artifacts like noise, partial volume effects, intensity
inhomogeneity and inter-slice intensity variations can significantly affect the out-
come of a segmentation algorithm. These variabilities make volume segmentation
in medical images a very challenging problem.
In general, a volume segmentation approach consists of more than one segmen-
tation algorithm applied one after the other. Excellent reviews of recent volume
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segmentation techniques in medical images can be found in [31, 32]. In this the-
sis, we select the level set method [24] as the basic algorithm to develop our new
approaches for 3D tumor segmentation. In this chapter, we first present the moti-
vation for our proposed approach in brain tumor segmentation, and then describe
the different elements of the framework. We begin by briefly reviewing some of the
level set based segmentation methods and discussing their limitations. This leads
naturally into the motivation for developing our approach. The following sections
present the individual components in the segmentation framework.
Active surfaces can be used for 3D segmentation implicitly in the form of the
level set or explicitly as a snake function [33]. Among these two approaches, the
level set method is preferred and we choose it as the surface detection mechanism in
our proposed approach. The reason is because the implicit surface representation
in level set approach offers several advantages over snakes. These advantages were
discussed in Sec. 2.4. However, there are difficulties in using level sets that make
them less desirable in some circumstances. One problem is that the level set
formulation entails the tuning of several parameters. The difficulty in adjusting
such parameters for specific applications has led to several approaches.
In some methods discussed in Chapter 2, the interactive rates for solving the
level set partial differential equation give the user immediate feedback on the pa-
rameter settings; the user can therefore tune the parameters and control the shape
of the level set in real time [26, 27, 28]. The disadvantage of these methods is that
35
they increase user interaction and provide good segmentation results only if the
user is sufficiently familiar with the level set formulation and the object of interest.
Another method, proposed by Leventon et al. [25], provides a more generic and
automated segmentation of tumor through the combination of level set evolution
with statistical shape constraints. In this method, a priori shape information is
incorporated into a geodesic active contour so that the model parameters are esti-
mated, and the curve then evolves based on that estimation. The problem of this
approach is that it may be difficult to obtain statistical prior knowledge in many
cases, especially for tumor segmentation.
One of the main parameters in the level set equation is the speed function,
whose design is perhaps the most important step in the level set approach. Ho et
al. [29] proposed region competition in the evolution of the level set, in which the
difference between pre- and post-contrast enhanced MR images is used to adjust
the speed function. In their method, the histogram of the difference image is fitted
by parametric distributions for both the enhanced parts and the noisy background.
Using this fitted distribution, the difference image is mapped to the tumor posterior
probability for use in the speed function. This idea can be extended based on non-
parametric density estimation by kernel expansion or Parzen windowing [30].
The main drawback of such algorithms is their dependency on the accurate
estimation of tumor and non-tumor probability density functions. On one hand,
the parametric estimation of density functions may not provide sufficient accuracy
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because tumors do not generally have uniform intensities. On the other hand, non-
parametric density estimation methods such as Parzen windowing require sufficient
training samples for both regions. The additional complexity of estimation due to
such algorithms motivates us to use density-independent schemes.
Many level set algorithms may be distinguished on the basis of their speed
functions. Some approaches, for example, require user interaction while others
rely on prior estimation of the tumor density function. In this chapter, we propose
a level set method for 3D brain tumor segmentation which employs a speed function
that does not require density function estimation and is obtained by minimal user
interaction. The basic idea is to use a global threshold to form the speed function.
The initial threshold is calculated using the level set initialization and is then
iteratively updated throughout the process of segmentation. Upon reaching the
tumor boundary, the variation of the threshold declines because of the contrast
between tumor and non-tumor intensities, and the process stops. This algorithm
can be implemented in an automatic or semi-automatic form depending on the
complexity of the tumor shape. A further advantage is that it can be applied to
either pre- or post-contrast T1 MR images and does not require both these images
at the same time.
The challenge of our scheme lies in the trade-off between the rate of convergence
and the accuracy of segmentation. A high convergence rate is achieved when the
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variation of threshold with respect to the iteration number is large. This, however,
may lead to low accuracy in segmentation or even destabilization of the algorithm.
On the other hand, a small variation of the threshold can guarantee convergence,
although at a reduced rate. In this chapter, we study this trade-off and propose
an appropriate threshold calculation algorithm. The remaining sections of this
chapter outline the components of our framework which are as follows:
• Level set method
• Level set speed function design




3.1 Level set preliminary knowledge
Suppose we are given an interface separating one region from another, and a speed
F that tells us how to move each point of the interface. In the Fig. 3.1, a black
curve separates a dark gray inside from a light gray outside, and at each point
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Figure 3.1: An interface separating the image apart.
of the black curve the speed F is given. This speed can depend on a variety of
physical effects.
• Imagine that the dark gray is ice and the light gray is water. Then the
boundary can shrink as the ice melts, or grow as the ice freezes; the speed
then depends on the temperature change between the two regions.
• Imagine that the dark gray is honey and the light gray is tea. Then the
boundary moves as the heavy fluid falls into to the light one, and the speed
depends on gravity, the ratio of the fluid densities, and the surface tension
between the two regions.
Most numerical techniques, such as snakes rely on markers which try to track
the motion of the boundary by breaking it up into buoys that are connected by
pieces of rope. The idea is to move each buoy under the speed F, and rely on
the connecting ropes to keep things straight(see Fig. 3.2). The hope is that more
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Figure 3.2: Interface moving with the speed F .
buoys will make the answer more accurate.
Unfortunately, things get pretty bad if the buoys try to cross over themselves,
or if the shape tries to break into two. In these cases, it is very hard to keep the
connecting ropes organized. In three dimensions, following a surface like a breaking
ocean wave is particularly difficult.
Rather than follow the interface itself, the level set method instead takes the
original curve (Fig. 3.3(a)), and builds it into a surface. That cone-shaped surface,
which is shown in blue (Fig. 3.3(b)), has a special property; it intersects the xy
plane exactly where the curve sits. The blue surface is called the level-set function,
because it accepts any point in the plane as input and feedbacks its height as
output. The red front is called the zero level-set, because it is the collection of all
points that are at height zero.
Another way to see why this is called a level set surface is to imagine a saw
that can cut a slice of the surface and then drop it onto the xy plane. However,





Figure 3.3: Level-set function and zero level-set, (a) The original front, which lies
in xy plane, (b) The level-set function, where the front is intersection of surface
and xy plane.
the slice has to be perfectly level.
• If the saw cuts the blue level set surface at height zero above the xy plane,
the ring that drops to the xy plane is the original red front.
• If the saw cuts at some other height, a different ring drops down, producing
one of the blue curves instead.
3.1.1 Mathematic background
Level set based segmentation involves solving the energy-based active surfaces min-
imization problem by the computation of minimal distance surfaces in one higher
dimension [24, 34]. A parameterized 3D deformable surface,
γ(r, s) = (x(r, s), y(r, s), z(r, s)) , (r, s) ∈ Ω : [0, 1]× [0, 1] (3.1)
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is considered as an estimator of tumor surface, where x = {x, y, z} is the coordinate
of a surface point. This surface is deformable under the influence of two forces that
are internal force and image force. The goal in tumor segmentation is to find the
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is the energy of the internal force that is related to the smoothness of the surface.
The second term E(γ) is the energy of the image force that is responsible for
attracting the surface to the desired object. Depending on what we want the
surface to be attracted to, this term can be any related decreasing function of the
image gradient or a function of image gray level or other appropriate function of
the image.
The surface γ∗ that minimizes ET (γ) should satisfy the following Euler-Lagrange
equation, which can be obtained using variational calculus method:
∇E(γ(r, s, t)) + ²κγ(r, s, t) = 0 (3.4)
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Based on this formulation the surface γ is under the control of two forces, the
internal force ²κγ(r, s, t) and the image force ∇E(γ(r, s, t)).
For solving the Eq. (3.4) we embed γ in a one parametric family (γ(., t))t≥0 of
closed surface, such that as t → ∞ and the surface stabilizes, γt(r, s, t) = 0. As a
result, a solution of equation (3.4) is obtained.
∂γ(r, s, t)
∂t
= [∇E(γ(r, s, t)) + ²κγ(r, s, t)]n(r, s, t) (3.5)
where n(.) is the unit normal to γ at (r, s) pointing outward and κγ is the curvature
function of γ.
Eq. (3.5) can be solved numerically by discretizing the domain of γ (Ω : [0, 1]×
[0, 1]), thus leading to a representation of γ in terms of a finite number of points
or nodes. This leads to an explicit representation of γ. A better alternative is
to represent the surface γ implicitly by the zero level set of a higher dimensional
function ψ(x, t) : R3 × R+ → R defined by ψ(x, t) = d, where d is the signed
distance from position x to γ(t). The region inside and outside γ correspond to
ψ < 0 and ψ > 0, respectively.
Since γ obeys an evolution equation, (3.5), and the zero-level set of ψ is assumed
to coincide with γ, ψ must evolve according to a certain evolution equation closely
related to that of γ [35]. Therefore the evolution equation that ψ has to satisfy so
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that its zero level set satisfy the evolution of γ can be expressed as
∂ψ(x, t)
∂t
+ [FA(x, t)− ²κψ(x, t)]︸ ︷︷ ︸
F
‖∇ψ(x, t)‖ = 0 (3.6)
where F denotes the speed function of the level set. F can be a function of the
level set characteristics (e.g. the curvature, normal direction etc.) and the image
characteristics (e.g. gray level and gradient etc.). When applied to segmentation
problems, the speed term F of the evolving front is usually designed to be depen-
dent on image information, and stop at desired places by having a zero value there.
Figure 3.4 shows a diagram of curve propagation to capture the object of interest
using the level set method.






Figure 3.4: Example of 2D curve propagation with the level set method. In this
case, the zero level set contracts to capture the oval object on the image plane.
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The term κψ is the curvature of the level set given as a function of ψ by













κψ is a smoothness parameter which balances the speed of the level set and prevents
the level set leaking into many small noisy structures that are not part of the tumor.
The strength of this smoothing is controlled via a positive constant factor ² which
is the entropy condition expressing the importance of regularization. The normal




The key task in all the level set based methods is to design an appropriate
speed function F which can drive the evolving front to the desired object bound-
ary/surface. The original formulation for speed function was given in [24, 36] as
F = kI(F0 − ²κψ) (3.9)
where F0 is a constant term (usually taken as 1) that makes the surface contract
or expand and kI is the data consistency term which ensures the propagating front
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will stop in the vicinity of the desired object boundaries. Commonly, kI is given
by
kI(x, y, z) =
1
1 + |∇Gσ ∗ I(x, y, z)|p , p = 1, 2 (3.10)
where Gσ ∗ I denotes the convolution of the image with the Gaussian smoothing
filter of characteristic width σ. Clearly, kI has values close to zero in regions of high
image gradient (e.g., possible edges) and close to unity in regions with relatively
constant intensity. Compared with the classical energy based snakes model, the
term (F0−²κψ) acts as the internal force and the external force is given by kI , which
is supposed to prevent the propagating front from penetration into the objects in
the image.
Equation 3.10 is an instance of the edge-detector functions. A general edge-
detector can be defined by a positive and decreasing function, depending on the
gradient of the image, such that limz→∞ k(z) = 0. The dependency of these func-
tions on image gradient causes difficulties in the noisy images. As a solution to this
problem, Rudin et al. proposed an image noise removal algorithm which results
in the images with sharp edges [37]. The idea of active contours without edges in-
troduced by Chan et al. also tries to tackle this problem [38]. In the following we
also propose a level set based algorithm that is not depend on the image gradient.
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3.2 Threshold-based segmentation by level set
The level set method described in the previous section can be used for 3D tumor
segmentation in MR images. As mentioned before, the key point of the level set
method is to design an appropriate speed function, F , which is discussed here.
We assume that the histograms of the tumor and adjacent non-tumor1 regions
slightly overlap. Such an assumption often holds in MR images. Without loss of
generality, we assume that the tumor region has mean intensity value greater than
that of the background. In such a situation, it is very likely that there exists a
threshold which discriminates between tumor and non-tumor voxels. Using the
level set, TLS specifies an algorithm to find a proper threshold and a method to
update it on an iterative basis. The initial value of the threshold is based on
the level set initialization performed by the user inside the tumor region. TLS
specifies a speed function on the basis of such a threshold. An important feature
of our approach is that explicit knowledge of the density functions of tumor and
non-tumor regions is not required.
Figure 3.5 shows two real instances in which appropriate thresholds can be
chosen from the shaded intensity ranges, which are where the final (converged)
thresholds are very likely to lie. Intuitively, when the densities of the tumor and
non-tumor regions are more widely separated, this range is expected to be wider,
1area around the tumor boundary and inside the cuboid that encompasses the volume of
interest
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Figure 3.5: Distribution of tumor and non-tumor regions (second row) based on
the ground truths in two real MR images (first row).
as can be seen in Fig. 3.5(b). In the figures, the tumor and non-tumor regions are
selected based on the ground truths and are inside the volume of interest.
A brief description of the TLS approach is shown in Fig. 3.6. TLS requires
an estimate of the threshold to segment the tumor, and this is obtained via the
concepts of confidence interval and level. In the following sections, we explain these
ideas and their application to threshold estimation. The level set evolution equation
is presented and its speed function designed on the basis of our threshold updating
approach. Level set initialization and stopping criterion are also discussed.
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TLS algorithm
initialize the level set inside the tumor
compute (µˆ0, σˆ0) of the selected tumor samples in the reference slice
find the initial threshold, T1 = µˆ0 − kσˆ0
while not meet stopping criterion
compute the speed function, F (i), at each grid point inside the narrow band
grow the level set
compute (µˆi, σˆi) of the tumor samples inside the zero level set
update the threshold, Ti+1 = µˆi − kσˆi
update the narrow band and reinitialize the level set
endwhile
Figure 3.6: TLS algorithm
3.2.1 Confidence interval
The confidence interval (CI) can be defined for any distribution as an interval in
which a certain percentage, the confidence level (CL), of observations is located.
For a symmetric distribution such as the normal, the CI is within k standard
deviations, i.e., kσ, around the population mean µ. In fact for these distributions
(with finite standard deviations), the CL of all observations is located in the interval
µ− kσ to µ+ kσ (Fig. 3.7(a)).
A general relation between CI and CL can be found based on Chebyshev in-
equality. It should be noted that Chebyshev inequality holds without any assump-
tion regarding the shape of the distribution as long as the mean and variance exist.
For a random variable, ξ, with finite mean and variance, the Chebyshev inequality
P (|ξ − µ| ≥ kσ) ≤ 1
k2
(3.11)
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is valid for any k > 0. A variation of this inequality can be expressed as
P (|ξ − µ| < kσ) > 1− 1
k2
(3.12)
It states that greater than (1− 1
k2
) percent of the population falls within k standard
deviations from the population mean. For a non-symmetric distribution, the one-
tailed version of Chebyshev inequality is appropriate (Fig. 3.7(b)):
P (ξ − µ ≥ kσ) ≤ 1
1 + k2
(3.13)
Table 3.1 shows the values of Chebyshev inequality and its one-tailed version for
some values of k [39].
PVP k VP k PVP k
(a) Two-tailed (b) One-tailed
Figure 3.7: The white areas under the curves are the confidence intervals for the
normal distribution.
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Table 3.1: Chebyshev inequality evaluation, (P (|ξ − µ| ≥ kσ) and P (ξ − µ ≥ kσ))
k 0.1 0.5 0.9 1 1.64 1.96 2 3 4
Two-tailed (%) (10000) (400) (123) 100 37.0 26.0 25 11.11 6.25
One-tailed (%) 99 80 55 50 27.0 20.7 20 10 5.88
3.2.2 Threshold updating
Brain tumors do not have any special shape or position. Therefore, a suitable way
to specify the tumors is through the intensity of their pixels/voxels. In our work,
the intensity of the tumor is considered a random variable with the finite mean
and variance. Since the distribution of this random variable is generally unknown,
the concepts of CI and CL are used to define a proper threshold for the tumor
intensity.
We define the threshold in each iteration as a one-tailed interval of the accepted
samples up to that iteration. We use the one-tailed interval in this definition
according to our assumption that the mean intensity of the tumor region is grater
than that of the non-tumor region. However, this threshold can be defined generally
based on the two-tailed interval. We define an expression for threshold updating
Ti+1 = µˆi − kσˆi i ≥ 0 (3.14)
where Ti+1 is the threshold estimation for the (i+ 1)th iteration and k is the factor
which determines the confidence level and must be chosen properly. The effect of
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Figure 3.8: Distribution of accepted tumor samples up to the ith iteration which are
a subset of tumor region. Ti+1 is the threshold associated with (i+ 1)th iteration.
this parameter will be discussed in detail later. The mean and standard deviation,













where {xi}’s are the random variables representing the intensity of tumor voxels
and n is the number of accepted tumor voxels up to the ith iteration. Figure 3.8
shows another real example of tumor and non-tumor distributions together with
the distribution of accepted samples up to the ith iteration and the Ti+1. As can
be seen, the set {xij} is a subset of the tumor region.
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3.2.3 Level set speed function
In this part, we discuss the challenge of determining the speed function of the level
set. The original formulation of the speed function given in (3.9) does not work
well when the image is noisy or when the boundary of the desired object is not
clear. These characteristics are common in many MR images. In these cases, the
boundary of the object is not salient enough and the image gradient information
is weak. This causes the boundary leakage problem, as shown in Fig. 3.9, when we
apply the level set method to detect the 3D tumor surface.
To improve the performance of the level set, the idea of integrating the region
information instead of the image gradient into the level set speed function was pro-
posed [29, 30]. Motivated by this idea, TLS uses a threshold-based speed function.
The level set speed function in the ith iteration is
F (i) = F0.F
(i)
I − ²κψ (3.16)
Figure 3.9: An example of boundary leaking problem of the level set method.
Final result is shown in the different slices of a MR image, red curve: the detected
boundary of the level set method, blue curve: the manually outlined boundary
(ground truth).
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where F0 is a constant propagation determined by a positive number and F
(i)
I is
defined based on image characteristics in the ith iteration and causes the level set
to finally be attracted to the tumor boundary.
Intuitively, it is desirable to have the growing speed greater in a region where the
tumor likelihood is higher and vice versa. TLS uses a speed function which takes
this feature into account. In other words, TLS determines F
(i)
I for each sample
proportional to its intensity difference from the threshold, so that the greater the
difference the higher the speed. Let Ti be the threshold associated with the ith
iteration. F
(i)














where ∆i = I(x, y, z)− Ti and sgn is the signum function:
sgn(x) =

1 x > 0
0 x = 0
−1 x < 0
(3.18)
It should be noted that the sign of F
(i)
I indicates whether the sample is inside
(+) or outside (−) the tumor region. In (3.17), the first and second terms give
the normalized level set speed for tumor and non-tumor voxels, respectively. Such
a definition benefits from the correlation among voxels in the image. For a voxel
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inside the tumor region with I(x, y, z) ≥ Ti, the larger the distance from the thresh-
old, the higher the likelihood of being surrounded by the tumor voxels. Therefore,
the level set speed function in the location of such voxels can be faster compared
to the other locations. For non-tumor voxels the analysis is the same.
Consequently, F
(i)
I has the following properties that make the zero level set
converge to the tumor boundary in an iterative manner:
• F (i)I > 0: The zero level set is inside the tumor region and grows with the
positive speed of F (i).
• F (i)I < 0: The zero level set is outside the tumor region and shrinks with the
negative speed of F (i).
In short, this speed function helps the level set evolve and accept the voxels
that are supposed to be inside the tumor while rejecting the remaining voxels.
Obviously, at the tumor boundary, the speed of the level set becomes slow and the
zero level set stops there; however, if the level set extends beyond the boundary
and accepts non-tumor voxels, its negative speed will allow the zero level set to
shrink so that it eventually coincides with the tumor boundary. Therefore, the
surface of the tumor can finally be approximated by the zero level set.
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3.2.4 Level set initialization
Similar to the other level set based segmentation algorithms, TLS must be ini-
tialized. The ease of initialization has always been a desirable feature of any
segmentation algorithm. Since the level set method is able to handle the change of
topology, our initializing surfaces do not need to be placed close to the boundaries
of interest and in similar topological form. TLS uses a small sphere inside the
tumor as the initial zero level set to start the surface detection. Initialization for
TLS is done in the tumor region, from which we obtain the first estimate of the
threshold, T1.
We define the reference slice as the one that includes a relatively large tumor
cross-sectional area compared to the other slices. It should be noted that the
choice of this reference slice will not affect the end result. A volume of interest is
selected manually and the whole computation is performed inside it to reduce the
computational time of the algorithm. However, by using a more effective method
the need for the volume of interest is removed and the algorithm becomes more
automatic. This effective method is discussed in the next chapter.
Depending on the convexity or concavity of the tumor shape the complexity
of initialization varies. For convex tumor shapes, the initial zero level set is a
spherical surface whose center is at the center of the tumor region in the reference
slice. (A body is convex if, for any pair of points inside the body, the line segment
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which joins them lies entirely in it; otherwise the body is concave [40].) For simple
tumor shapes whose cross-sections at the reference slice are in the central portion
of the image, the center of the sphere is placed automatically at the center of the
reference slice. Such an initialization ensures that the area of intersection of this
sphere with the reference slice lies entirely within the tumor region. However, it is
not necessary for the other slices to satisfy this condition. T1 is calculated using
the tumor voxels in the area of intersection (3.14, with a proper value for k that is
discussed in section 3.3.1)
Now the signed distance function ψ at t = 0 can be expressed as
ψ(i, j, k, t = 0) = (i− xc)2 + (j − yc)2 + (k − zc)2 − r2 (3.19)
where (xc, yc, zc) denotes the coordinates of the sphere center, and r the radius of
it. It is clear that ψ has the positive value outside the initial surface, and negative
inside. This makes the evolving front deform from inside the tumor to the desired
tumor surface as we expected. The coordinates of the sphere center, xc, yc and zc,
are determined by
xc = Dx/2, yc = Dy/2, zc = Reference slice number (3.20)
where Dx, Dy stand for the volume of interest dimension along x and y axis,
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respectively. Figure 3.10 illustrates the initial surface and its corresponding 2D
curves in the cross-sectional images.
The initialization for concave tumors is slightly more complicated since a single
sphere may fail to detect all the desired boundaries due to the complex tumor
shape. Moreover, it may take large number of iterations for a single sphere to
reach the boundaries of the concave tumor because of the need for the topology
changes. As shown in Fig. 3.11, in the first row after 40 iterations the level set
cannot reach the tumor regions in the 3th and 4th slices, and in the second row
an intuitively acceptable result is achieved after 60 iterations, but, the upper left
corner of the tumor in the 6th slice and a part of tumor in the 11th slice still are
not reached.
Therefore, in such cases multiple spheres may be required for higher segmen-
tation accuracy with fewer iterations. Figure 3.12 shows an example of such an
initialization in the concave tumor. It should be noted that the reference slice
cross section requirement must also be met in this situation. As mentioned before,
8th 9th 10th 3D View
Figure 3.10: Initialization of the level set method by automatically putting a small
sphere (r = 5 voxels) at the volume of interest center in 9th slice.
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3th 4th 5th 6th 9th
Initialization 5th 6th 7th 10th 11th
Figure 3.11: Limitation of the single sphere initialization, failure to detect the
whole desired tumor surface. First row: Tumor 6, (T1-pre contrast, 256 × 256 ×
12, tumor-contained slices: 3th-9th), Second row: Tumor 3, (T1-post contrast,
256× 256× 11, tumor-contained slices: 2th-11th).
3th 4th 5th 6th 9th
Initialization 5th 6th 7th 10th 11th
Figure 3.12: Improved segmentation results obtained by the multiple spheres.
this cross section requirement is only for the reference slices and not for the other
slices. As Fig. 3.13 shows, during the initialization for tumor 3, one of the initial
spheres crosses over the tumor boundaries, in the 7th slice, to the background. In
such cases, as expected, that part shrinks and finally is attracted to the desired
boundaries according to the properties of the new speed function F .
In the concave tumors, choice of the initial sphere positions affects the final
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6th 7th
Figure 3.13: Level set initialization in Tumor 3. Sphere, shown with arrow, crosses
over the tumor boundary to the background.
result more significantly compared to the case of convex tumors. Therefore, the
spheres should be chosen independently and evenly distributed across the entire
tumor region. In fact, higher convergence speed and better precision in the final
results can be achieved by suitable initialization. Figure 3.14 demonstrates the
merging effect of the evolving spheres.
The TLS algorithm is robust with respect to initialization; however, properly
accomplishing it results in a higher convergence rate and better accuracy in the
final result. To determine the effects of initialization on the final algorithm results,
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Figure 3.14: Merging of three spheres when evolving with constant speed along
normal direction.
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slice, and for each center position, adaptive TLS extracts the tumor surface and a
threshold curve is obtained.
Figure 3.15 shows the mean threshold curve and the threshold deviation at each
iteration resulting from 40 different initializations in one convex tumor. It can be
seen that as the iteration number increases, the threshold deviation decreases so
that in the last few iterations the deviations are almost zero. Since the segmen-
tation results are dependent on the threshold value, this is a demonstration of
algorithm robustness to initialization. For concave tumors, the convergence rate of
the algorithm is more affected by initialization, but, the final results are the same.


















Threshold vs. Iteration for differnet initializations
Figure 3.15: Deviation of threshold for different initializations inside the tumor
region. The deviations in the final iterations are very small.
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3.2.5 Stopping criterion
As described, TLS updates the threshold at each iteration based on the accepted
tumor samples up to that point. At the tumor boundary, the negative speed
of the level set for non-tumor samples causes TLS to reject them. Therefore,
the rate of accepting new samples declines and the variation of the threshold will
become negligible per iteration. Figure 3.16 shows the variation of threshold versus
iteration for a real image.
The stopping window of length Ws is defined such that it contains the thresh-
olds associated with the last Ws iterations. TLS stops when, for ts consecutive
iterations, the variance of the threshold values in the stopping window becomes
less than a small number ε. The parameter ts is defined to prevent stopping at



















Figure 3.16: Variation of the threshold in different iterations. The threshold re-
mains almost unchanged in the last iterations.
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a local minimum since the threshold curve is not necessarily decreasing and noise
may cause some local minima. Therefore, the triple (Ws, ts, ε) determines when the
algorithm stops. For example, for triple (5, 3, 0.02) the algorithm stops where the
variance of the last five threshold values becomes less than 0.02 for 3 consecutive
iterations. Suitable values of these three parameters are obtained experimentally.
3.3 Analysis
In this section, we describe the procedure for threshold updating and the modified
TLS for segmentation of non-homogeneous tumors. The robustness of the algo-
rithm with respect to initialization is also discussed and the values of some user
defined parameters such as F0, ², radius of the initial sphere, r, and narrow band
width, NB, are proposed.
3.3.1 Threshold updating parameter
The convergence rate of the algorithm and the accuracy of segmentation are directly
related to the choice of the threshold, which is also determined by k. For a small
value of k, the level set may never grow while for a relatively large value of k,
convergence of TLS may not be possible. We propose two different schemes for
choosing an appropriate value of k. In the first, search-based, scheme the value of
k is kept fixed during the level set evolution process, while in the second, adaptive,
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scheme, it is chosen adaptively as the level set evolves. The latter scheme, though,
requires a slightly more complicated initialization to reduce the overall complexity
of the algorithm.
The search-based scheme finds the best possible value of k by searching an
interval of feasible values. From (3.13), the smallest value of k which still can
provide an acceptable confidence level of 50% for the samples, is k = 1. Therefore,
this value can be used as the lower bound of k in the following analysis. Now,
take k to be a relatively large value so that the threshold becomes very small. It is
obvious that in such a case, TLS never converges because the samples of non-tumor
region will be included in the level set evolution process. Therefore, there must
exist a critical value of kc ≥ 1, beyond which TLS diverges. Since TLS achieves
its best performance at kc, the main goal of the search-based scheme is to find an
approximation of it. For this reason, the values of k, such that k ≥ 1, are swept
with a reasonably small step of sk. It should be noted that sk decides the trade-off
between the accuracy and speed of this search.
The search-based scheme is simple, but an exhaustive search must be performed
in order to find kc. The adaptive scheme removes the search complexity by an ad-
ditional sampling from the non-tumor region in the initialization phase. Such a
sampling, although requiring more user involvement, greatly reduces the complex-
ity of the computation. The shape of the selected area in the non-tumor region
is not important but must not contain any tumor voxels. Preferably, it should be
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selected close to the tumor boundary where the tumor and non-tumor intensities
are more correlated (Fig. 3.17). In the adaptive scheme, the value of k is modified
adaptively as the algorithm progresses. To define a proper value of ki in each iter-
ation, the confidence interval of tumor samples along with the confidence interval
of non-tumor samples is used.
If we assume that the intensities of tumor and non-tumor regions are separated,
their confidence intervals are also separated, so that we have
µˆNT + kNT σˆNT ≤ µˆi − kiσˆi (3.21)
where (µˆ′, σˆ′) are the mean and standard deviation associated with the non-tumor
samples. The goal is to find the largest possible value of ki so that the confidence
intervals of tumor and non-tumor samples do not overlap, and in the worst case
µˆ′ + k′σˆ′ = µˆi − kiσˆi. Moreover, since our confidence about the tumor and non-
tumor samples is similar, the same confidence level is considered for both tumor and
non-tumor samples in each iteration (k′ = ki). Therefore, a proper approximation
Tumor 3 Tumor 13
Figure 3.17: Initialization inside the non-tumor region near to the tumor boundary
where the intensities are closer to those for the tumor.
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of ki can be found by
µˆNT + kiσˆNT = µˆi − kiσˆi
⇒ ki = µˆi − µˆNT
σˆi + σˆNT
(3.22)
Based on (3.22), the values of ki are proportional to the intensity level difference
between the tumor and background. The higher the difference in intensity levels,
the greater the value of ki, which means a higher confidence level around the tumor
samples.
3.3.2 Modified TLS
The algorithm that we have introduced is appropriate for homogeneous tumors be-
cause, in the threshold updating procedure, all accepted tumor samples up to each
iteration are used. We introduce minor modifications to the threshold updating
procedure so that TLS would be able to segment non-homogeneous tumors. First,
(µˆi, σˆi) in each iteration is calculated using only the accepted tumor samples that














Figure 3.18: Modified TLS result in the reference slice of non-homogeneous tumor.
Second, the initial level set should not contain any sample from the non-homogeneous
region. These modifications, along with the effect of the smoothness parameter in
the level set speed function, enables TLS to segment the non-homogeneous tumors.
Figure 3.18 shows an example of the tumor that has been successfully segmented
by the modified TLS.
3.3.3 Parameter setting
In this section, we propose the values of the parameters in the level set equation
that should be set by the user. For solving the level set equation, a discrete
Cartesian grid is used to compute a numerical approximation of the solution. The
grid size is chosen based on the voxel resolution of the corresponding MR image.
In such a case, the smallest unit of measure on the grid is the cell size denoted by
{∆x,∆y,∆z}. Since the level set can only grow on this grid, the radius of the initial
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sphere must be larger than min(∆x,∆y,∆z). We set it to r = 2min(∆x,∆y,∆z).
Choosing this value for the sphere radius leads the front curvature, κφ, to be of
the order of O(1/min(∆x,∆y,∆z)) [24]. Moreover, in the level set speed function,
F0FI decides the level set speed while ²κφ prevents the level set from trapping into
the noisy structures that are inside the tumor region. Therefore, the parameter
²κφ must be smaller than F0FI so that it does not affect the level set evolving
direction; for example, we select ² = 0.5min(∆x,∆y,∆z) and F0 = 2. The length
of the narrow band around the zero level set is selected equal to the maximum
dimension of a voxel, i.e., NB = max(∆x,∆y,∆z), and the stopping criterion
parameters are experimentally set as (5, 3, 0.02).
3.4 Test results and discussion
In this section, we compare the performance of search-based and adaptive TLS
and show the segmentation results. The test dataset contains tumors of different
shapes, locations, sizes, intensity, and enhancement. In the following the specifi-
cations of the available dataset are described.
3.4.1 Image acquisition
The dataset, shown in Fig. 1.3, contains the MR images of 16 patients that were
acquired at the Singapore National Cancer Center. All the patients were imaged
3.4 Test results and discussion 68
on a 1.5T MR scanner using a standard clinical imaging protocol to obtain T1-
weighted (T1) and contrast enhanced T1 (gadolinium enhanced) images. Each
MR image has an in-plane resolution of 256 × 256, field of view of 160-240 mm,
and slice thickness of 2-3 mm. For the 3 mm slices, linear interpolation is used to
obtain higher inter-slice resolution of 1.5 mm and decrease the uncertainty between
slices. Among these MR images, 6 tumors, labeled from 1 to 6, are concave and
the other tumors, labeled from 7 to 16, are convex. An experienced radiologist
manually segmented the tumors to obtain the ground truth, GT, for validation of
segmentation results.
3.4.2 Search-based scheme vs adaptive scheme
The performance of the search-based and adaptive algorithms are compared for the
concave (Tumor 3) and convex (Tumor 13) tumors (Fig. 3.17). In the search-based
scheme, parameter k sweeps the feasible values with the step size of sk = 0.1 to
estimate kc.
Figure 3.19 shows the variation of threshold versus iteration number for some
values of k in the search-based TLS and for both convex and concave tumors. In
both figures, when k is larger than certain values, the algorithm diverges, which
enables us to obtain kc equal to 1.7 and 2 for the convex and concave cases, re-
spectively. The greater value of kc for Tumor 3 is expected because of the higher
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Figure 3.19: Variations of threshold vs. iteration number for some values of k and
for two different tumor types. (left) concave tumor, kc = 2 (right) convex tumor,
kc = 1.7.
difference in intensity level between the tumor and non-tumor regions. It should
be noted that in these two cases, for small values of k, the threshold first starts to
increase and, then, after some iterations, decreases toward its final value. This is
due to the existence of non-tumor voxels inside the initialized sphere which belong
to non-reference slices. Consequently, the level set shrinks to discard such voxels
before growing inside the tumor region. For smaller values of k, the duration of
this shrinking is longer.
For the adaptive TLS, the variations of k versus iteration number for the same
tumors are shown in Fig. 3.20. The values of parameter k are also higher for
Tumor 3, which is consistent with the search-based results. Another observation
is that the value of ki for both cases decreases to an almost constant value. The
3.4 Test results and discussion 70











k vs. Iteration 
Tumor 3
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Figure 3.20: Variation of k vs. iteration number in adaptive scheme and for two
different tumor types.
reason is because, by growing the level set and increasing the standard deviation
of accepted tumor samples, σˆi, the value of ki from (3.22) decreases until the level
set reaches the tumor boundary. At this stage, the mean and standard deviation
of the tumor set remain unchanged, which results in an almost constant ki in the
last few iterations. Interestingly, the final values of ki in both cases are close to
their corresponding kc obtained from the search-based TLS.
Finally, comparing the threshold variation curves associated with both search-
based and adaptive schemes (Fig. 3.21), we may conclude that the convergence
rate of the adaptive scheme is higher than that of the search-based scheme. This
is explained by the additional knowledge extracted from the non-tumor samples in
the adaptive scheme.
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Figure 3.21: Comparison between threshold variation for search-based and adaptive
schemes and for two different tumor types.
3.4.3 Segmentation results
We apply TLS algorithm to our dataset to test if it works correctly. Figure 3.22
shows the final segmentation results by adaptive TLS on some of the MR images.
The final 3D shapes are shown in the right-most column, and the cross-sections
of these extracted tumor surfaces with some of the image slices are shown in the
five other columns. The subjective comparison between these segmentation results
and the ground truths indicates a good agreement between them. However, the
objective evaluation provides us with better assessment of the algorithm perfor-
mance. For this purpose, the results of 3D tumor segmentation by TLS for both
search-based and adaptive schemes are compared with the ground truths via some
quantitative evaluation methods. Details of these methods and the comparison
results are given in Chapter 5.
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Figure 3.22: The final segmentation results using adaptive TLS approach. The
indexes of tumors from top to bottom are: 2, 3, 5, 6, 8, 11 , and 13. First five
columns are some cross-sectional images of the 3-D tumors in the last column.
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3.5 Summary
This chapter presents a new threshold-based approach called TLS for 3D tumor
segmentation in the brain MR images. TLS uses the level set as a deformable model
and defines its speed function based on intensity thresholding so that no explicit
knowledge about the density functions of the tumor and non-tumor regions are
required. In this approach, we replace the requirement of selecting the threshold
by the requirement of selecting the algorithm parameter, k in order to propose
an iterative process. By defining the threshold based on the notion of confidence
interval, we introduce an iterative scheme for updating the threshold. Therefore,
the threshold is updated iteratively throughout the level set growing process using
either a search-based or adaptive scheme. Our test with various initializations
shows that this algorithm is robust so that the level set can grow into the entire
tumor in all cases.
The TLS method can segment a variety of tumors as long as the intensity
difference between tumor and non-tumor regions in each case is sufficiently large
(tumor regions can be distinguished by eyes). Moreover, the TLS performance
is better where the level of this intensity difference is higher. This method does
not require the information from both pre- and post-contrast MR images and only
one of these image sets is sufficient. TLS can segment both concave and convex
tumors, although its performance is better for convex ones. In the cases of con-
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cavity, good initialization can result in better segmentation. Moreover, tumors
with non-homogeneous intensities can also be segmented using modified TLS, if
the non-homogeneity is inside the tumor region. The visualization and subjec-
tive evaluations of the segmentation results demonstrate the effectiveness of our
proposed approach.
Chapter 4
SVM-based 3D Tumor Segmentation
Using Level Set Method
In the previous section, we have developed the TLS algorithm based on the level
set with region information integrated to detect the 3D tumor surface in the MR
images. Using the proposed approach, the user involvement is reduced greatly
and the experiments have shown its effectiveness. However, there are still some
difficulties due to the necessity of non-tumor sampling in adaptive scheme as well
as computational expense of search-based scheme. This chapter tries to address
these problems by developing a new density-independent segmentation scheme.
Avoiding density estimation, the supervised classification techniques can be ef-
ficiently used for tumor segmentation. Among such techniques, the support vector
machine, SVM, approach has the ability of learning the nonlinear distributions of
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tumor and non-tumor data without additional prior knowledge. Two-class SVM
classifies data using training samples from both tumor and non-tumor regions.
However, with some modifications in the SVM approach, a new one-class SVM has
been proposed [41]. This one-class family formulates the tumor segmentation in
the form of one-class classification problem so that the positive training samples
are only used in its learning process.
The advantage of one-class SVM is that it outperforms the two-class scheme
in the cases of unbalanced data whenever it is provided with sufficient training
samples [9]. However, it is known that tumors may have non-uniform intensities
and noisy structures. In such cases, the training set of one-class SVM must be
large enough in order to possess most of the tumor features, otherwise the result
is unstable and dependent on the initial set. Generally, having such a training set
is not easy and needs more user interaction.
In this chapter, a one-class SVM-based algorithm is introduced that benefits
the level set for 3D tumor segmentation in MR images. This method addresses
the problem of acquiring proper training set through an iterative basis. Knowing
the advantage of one-class SVM in handling the nonlinear distributions without
additional prior knowledge, we design a speed function for the level set. In order
to train the SVM, the samples inside the zero level set are used and the training
set is iteratively refined as the level set grows. The iterative process continues until
the level set reaches the tumor boundary and the stopping criterion is met.
4.1 SVM method 77
One merit of our method is that it uses the small set of initialization as SVM
basic training set and enables SVM to finally learn the nonlinear distribution of the
tumor via iterations. Therefore, this approach also addresses the shortcoming of
TLS algorithm by reducing the user involvement. The level set initialization phase
in this approach is completely the same as that of the TLS approach. We examined
our method on several clinical MR images and the experiments demonstrate that
the segmentation results by this approach is comparable with the TLS results.
4.1 SVM method
Support vector machine (SVM) comprises a new class of learning algorithm, mo-
tivated by results of statistical learning theory [42, 43]. Originally developed for
pattern recognition, SVM represents the decision boundary in terms of a typically
small subset of all training examples, called the support vectors [44]. SVM is pri-
marily used for binary, one-class, and n-class classification problems. It combines
linear algorithms with non-linear kernel functions which makes it a powerful tool
in the machine learning community. The most important features of SVM are [45]:
• One parameter to control the trade-off between generalization and complexity
(in the standard version).
• Few training parameters (one regularization plus some kernel parameters).
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• An excellent classification performance compares to other approaches for ex-
ample neural networks and polynomial classifier.
• Fast application time.
The simplest model of SVM is the so-called hard margin or maximal margin
classifier [46]. In this model, the SVM training aims to find the best generalizing
hyperplane, which is the hyperplane with maximal margin, to separate the two
classes. Since the samples may not always be linearly separable, the optimization
problem can be modified to enable SVM to classify non-linear data distributions.
For this purpose, the data can be implicity transformed to a non-linear feature
space, in which a separation might be possible. There exist also modifications of
SVM to apply it to unlabeled data. This approach is know as one-class SVM.
In the followings, more detailed descriptions of two-class and one-class SVM are
provided.
4.1.1 Two-class SVM
As mentioned, the SVM finds the best hyperplane that separates the two classes,
however, it might not be always possible to have such a hyperplane. Therefore, a
non-linear preprocessing, Φ, can be applied to map the patterns to a high dimen-
sional feature space, Γ, in which a linear separation is feasible. Figure 4.1 shows
a simple model of this non-linear preprocessing. By going into a high dimensional
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Data space χ Feature space Γ
Figure 4.1: Each data point is mapped by a non-linear function from data space
to a feature space.
space, function of a low complexity (e.g., hyperplane) might be sufficient to solve
the classification problem. Moreover, since SVM finds the hyperplane with maxi-
mal margin, the generalization performance is preserved even in high dimensional
feature space.
Given a non-linearly separable dataset with N samples, χ = {xi}Ni=1 labeled
as yi = ±1, we want to classify this dataset into two classes. Since it is difficult
to separate these two classes in the input space directly, they are mapped into a
higher dimensional space, χ′ = {x′i = Φ(xi)}Ni=1. The separating hyperplane H in
the feature space is described by the weight vector w and the bias b. Therefore, a
pattern xi is classified as follows:
〈w.x′i〉+ b
 < 0 ⇒ xi ∈ Ω−> 0 ⇒ xi ∈ Ω+ (4.1)
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Since the data may not still be linearly separable in feature space, the opti-
mization problem of the hard margin classifier cannot be solved. Therefore, we
allow the margin constrains to be violated by introducing a slack variable ξi ≥ 0.
The introducing of the slack variable leads to the following primal optimization





〈w.w〉 − C‖ξ‖ (4.2)
subject to yi(〈w.x′i〉+ b) ≥ 1− ξi , ξi ≥ 0
The term ξi measures how far x
′
i lies on the wrong side of the class border. The
regularization parameter C ≥ 0 controls the tradeoff between maximizing the
margin of the hyperplane and minimizing the sum of margin error, that means the
sum of distances of how far the training samples {x′i} lie outside the class border.
This optimization problem cannot be solved directly and it should be trans-















yiαi = 0 , αi ≥ 0
Instead of minimizing the primal optimization problem, maximization of the equiv-
alent dual function is preferable since the vector x′i only appear as part of an inner
4.1 SVM method 81
product 〈x′i.x′j〉 that is the prerequisite for the application of kernel function. Dur-
ing the maximization process, most of the {αi}’s become zero, the rest are the
support vectors.







Having this value for w, the bias b can be calculated. Finally, with the solution
for w and b, a new pattern x can be classified. The margin function is given by





The decision function d(f(x)) is often defined as
d(f(x)) = sgn(f(x)) (4.6)
Kernel Trick
The learning ability of SVM originates from the kernel trick [41]. Both the dual
objective function (4.3) and the margin function (4.5) have a remarkable property
that the data appears only inside the inner product. Thus it is not necessary to
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declare Φ explicitly and it is sufficient to introduce a kernel function K that is
defined as the inner product of two transformed input vectors:
K(xi,xj) = 〈Φ(xi)Φ(xj)〉 = 〈x′i.x′j〉 (4.7)
Replacing the inner product 〈x′i.x′j〉 by a kernel function K(xi,xj) leads to the
optimization of the hyperplane in the feature space Γ and realizes a nonlinear




αiyiK(xi,x) + b (4.8)
Several kernel functions have been proposed for the support vector classifier.










K(xi,xj) = (〈xi.xj〉+ c)d (4.10)
• Sigmoid kernel:
K(xi,xj) = tanh(k〈xi.xj〉 − δ) (4.11)






It should be noted that these kernels are not equally useful. Among them, the
preferable choice is the RBF kernel [41]. Using the kernel trick, SVM can deal
with nonlinear multi-mode data distribution.
4.1.2 One-class SVM
The methods developed for support vector machines for binary classification can
be modified for a one-class classification. One-class SVM constructs a classifier
only using a set of labeled positive patterns, χ = {xi}li=1, called positive training
samples [41]. As before, consider there is a feature map that maps the training
data into a higher dimensional space, i.e. Φ : χ → Γ. One-class SVM minimizes









ξi − b (4.13)
subject to (w.Φ(xi)) ≥ b− ξi , ξi ≥ 0
We expect the decision function f(x) to be positive for most of {xi} contained
in the training set, while the term ‖w‖ is small. The actual trade-off between these
two goals is controlled by the regularization term υ ∈ (0, 1] [44]. The smaller υ
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is the more trained samples will be included by the hyperplane. Once the opti-
mal values of these training parameters are obtained, test data can be classified







The learning ability of one-class SVM also originates from the kernel tricks and
as it was mentioned, the widely used kernel is the RBF kernel, (4.9). The parameter
σ2 in this equation is the kernel width. IfM denotes the number of support vectors
obtained through the learning process, and dmax shows the maximum distance





This ensures that the RBF kernel is neither too peaked nor too flat; both of these
two extreme conditions should be avoided. For a large training sets, this simple
approach gives reasonable results [46].
In tumor segmentation, the focus is to separate tumor data (positive samples)
from non-tumor data (negative samples). Therefore, the problem is a two-class
classification, since, we can consider the tumor and non-tumor data as two separate
classes. In conventional two-class classification, the data from both classes are
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available and the decision boundary is supported from both sides. Most of the
classifiers assume almost equally balanced data classes and do not work well when
one class is under-sampled or completely absent.
An illustration of undesirable classification result reached by two-class SVM
is given in Fig. 4.2. In this figure, the decision boundary generated by two-class
SVM is based on the training sample indicated by ‘◦’ and ‘•’. The circle around
the target data is the decision boundary produced by one-class SVM. It is obvious
that two-class SVM has misclassified a large part of nontarget data (indicated by
dot) into target data, while one-class SVM performs well in separating target data
from others. Therefore, as this figure shows, under-samples nontarget data would
result in unacceptable segmentation accuracy by two-class SVM.
In tumor segmentation, to achieve a satisfied segmentation result by using
two-class classifiers, user must be able to figure out the distribution of tumor
and non-tumor data. It implies an extra task that the user should have addi-
tional prior knowledge about the data classes. Failure to do this usually results
in under-sampled data, and thus leads to unsatisfied segmentation results. These
disadvantages make the conventional two-class segmentation systems unpractical.
Therefore, we argue that the tumor segmentation issue could be formulated as a
one-class learning problem and accordingly propose a new segmentation approach
based on one-class SVM.
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Figure 4.2: Undesirable classification result by two-class SVM. ‘◦’ indicates the
target sample for training; ‘•’ indicates the nontarget samples for training. ‘.’ and
‘•’ indicate the distribution of non-target data. Two-class SVM is trained on the
samples indicated by ‘◦’ and ‘•’. One-class SVM in trained only on the samples
indicated by ‘◦’.
4.2 SVM-based segmentation by level set
In the proposed TLS approach (described in the previous chapter), we assumed that
the histogram of tumor and non-tumor regions are slightly overlapped. Considering
the same assumption here, we have two regions that are nonlinearly separable (by
projecting to the higher dimensional feature space). Therefore, two-class SVM
can be used to estimate the distribution of these two classes and classify them.
But, estimating the distribution of non-tumor region is difficult due to its non-
uniform intensities. This difficulty may lead to under-sampling of non-tumor region
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and thus unsatisfied classification results. To get rid of non-tumor distribution
estimation, the problem of tumor segmentation can be formulated as a one-class
classification problem along with the decision boundary extraction.
As we know, having appropriate features of tumor region, one-class SVM can
automatically learn the actual tumor distribution without any prior knowledge. In
the proposed method, the classification part is performed using one-class SVM and
then the level set is grown on this classified data to extract the tumor surface. For
simplicity, when we use SVM in the remaining of this chapter, it implies one-class
SVM.
Since in most of the cases, tumors also have non-uniform intensities, SVM can-
not result in good classification using a small training set as well as the classification
result is dependent on the training set. On the other hand, the selection of a large
training set may increase the user interaction. The proposed method addresses
this trade-off using an iterative approach. Figure 4.3 shows the flowchart of the
proposed method. As this figure shows, our method consists of three parts:
• Level set initialization by user
• SVM training and testing process
• Automatic segmentation by level set evolution
In the segmentation framework, the user only needs to input the samples of tumor
region into SVM training process, in the level set initialization phase. After that,

























Figure 4.3: The schematic diagram of the SVM-based segmentation method.
the algorithm iterates between SVM process and level set evolution. In other
words, using the tumor samples inside the zero level set, SVM can learn the data
distribution, map the data to a higher dimensional space, and optimally turn out
a separating plane for it. Then, this trained SVM is used to test the new samples
that the level set intends to accept. By growing the level set, the number of training
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set enlarges that causes the more accurate tumor distribution learning by SVM.
This iterative process continues until the level set reaches to the tumor boundary
and the stopping criterion is met. In the following sections, these three parts of
the algorithm are discussed in detail.
4.2.1 SVM process
As described earlier, in our method SVM is used iteratively in order for guiding
level set to grow properly. Using an initialized tumor set, the optimal values of the
SVM parameters are obtained and then these trained SVM is used to test the new
samples and defined the level set speed function. This process continues in each
iteration of level set growing until there are no samples that are decided as tumor
by SVM. Therefore, the accuracy of the segmentation is highly dependent on the
generalization ability of SVM, i.e., how well it can decide on the new samples using
the training set.
The generalization ability is influenced by several factors, the most important
of which is the accuracy of the training set. Moreover, the algorithm is used for
tumor segmentation in the MR images and in most of the cases, MR images are
noisy. Therefore, the training set may contain some noise intensities that decrease
the accuracy of the training set and thereby affecting the performance of the testing
process. To remedy this problem, the concept of confidence interval is used.
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Based on the definition of confidence interval and confidence level in Sec. 3.2.1,
the problem can be solved if we use a confidence interval of the training samples for
SVM learning process. Such an interval can provide us with a level of confidence
about the training set and remove the noise intensities from this set. Since the
mean intensity of tumor region is assumed to be grater than that of the non-tumor
region, as it is mentioned in the previous chapter, the one-tailed confidence interval
is applied in this approach. Let χi = {Iij(x, y, z) = xij}nj=1 denote the intensities
of accepted tumor samples up to the ith iteration. The new training set can be
defined as
χ′i = {xij ≥ (µˆi − kσˆi)} i ≥ 0 (4.16)
where µˆi and σˆi are the sample mean and standard deviation of χi, respectively,
and are calculated as (3.15).
The SVM learning process is performed on the new training set and the training
parameters are obtained. The decision function of the (i+ 1)th iteration is defined
based on the calculated support vectors {αij}, bias value bi, and also the RBF
kernel function.
Train SVM (χ′i, υ, σ
2
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The parameters υ and σ20 in the SVM training process must be defined by user.
We set υ = 0.05 that let SVM consider high fraction of training data set in the
learning step. Moreover, we select σ20 = 0.5 and {σ2i }’s for the other iterations are
defined using (4.15).
4.2.2 Level set speed function design
In the proposed approach, the level set method is applied to extract the 3D tumor
surface using the samples that are classified by SVM. Therefore, the speed function
of the level set, which is one of the main challenges of such algorithms, must be
defined properly. Since the level set evolves on the SVM classified samples, the
output of the SVM decision function can be used as an image-based factor in the
speed function definition. Thus, the level set speed function in (x, y, z) image space
and in the jth iteration is defined as
F (j)(x, y, z) = F0.fj(I(x, y, z))− ²κφ j ≥ 1 (4.18)
where F0 is a constant propagation determined by a positive number and fj(I(x, y, z))
is the output of the SVM decision function for the image sample in (x, y, z) dimen-
sion and with the intensity of I(x, y, z).
It should be noted that the sign of fj indicates whether the sample is inside
(+) or outside (-) the tumor region. Therefore, when fj = +1, the level set grows
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with the positive speed of F (j) and when fj = −1, the level set shrinks with the
negative speed of F (j). This parameter in the speed function is the image-based
term and causes the level set to finally be attracted to the tumor boundary.
4.2.3 Level set initialization
The level set initialization in this approach is the same as the initialization step
in the TLS approach. In this algorithm the level set is also initialized inside the
tumor region since the initial SVM training process is performed using this initial
set. Moreover, depending on the complexity of the tumor shape and convexity
or concavity of it, some small spheres are inserted inside the tumor region in the
reference slice as the initial zero level set. Parameter f1 is calculated by (4.17) only
based on the selected tumor samples in the reference slice. Since the initialization
process is as described in Sec. 3.2.4, we do not discuss it again.
4.2.4 Stopping criterion
As described, our method updates the SVM training parameters iteratively using
accepted tumor samples up to the each iteration. The level set speed function is
also updated at each iteration based on the SVM decision function. At the tumor
boundary, the negative level set speed for non-tumor samples causes the level set
to reject them. Therefore, the rate of accepting new samples declines so that the
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variations of the zero level set volume becomes negligible per iteration. This fact
helps us to define the stopping criterion.
The algorithm will stop when for ts consecutive iterations the ratio of the new
accepted voxels to the total number of voxels inside the zero level set goes below a
threshold value, ε. The choice of ε express a trade-off between the accuracy of the
segmentation and the speed of the convergence. It is empirically determined and
in our algorithm, we set ε = 10−4 as the threshold value. However, for the large
enough values of ts and a small value of ε, the overall performance of the algorithm
is not affected significantly by the values of these parameters.
4.2.5 Narrow band solutions
For a two-dimensional (2D) interface evolving in three dimensional (3D) space, the
level set algorithm is at least an O(N3) method per time step, where N is the
number of points in the spatial direction. One drawback of this technique stems
from the computational expense, since by embedding the interface as the zero level-
set of a higher dimensional function, a 2D interface problem has been transformed
into a 3D problem (Fig. 4.4). Clearly, the disadvantage of heavy computational
load is even worse for a 3D level set approach.
In order to overcome this drawback, Adalsteinsson and Sethian proposed a fast
level set method for propagating interfaces, called the narrow band method [47].
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Figure 4.4: An extra dimension added in solving the front propagation problem.
The main idea of the narrow band is to modify the level set method so that it
only affects points close to the region of interest, namely the cells where the front
is located. We have applied this method to our proposed approaches and in this
section, we describe it in detail.
In Fig. 4.5, the bold curve depicts the level set and the shaded region around
it is the narrow band. The narrow band is bounded on either side by two curves
(in 2D) or surfaces (in 3D) that are a distance d apart. The value of d determines
the number of grid points that fall within the narrow band. During a given time
step, the value of ψ outside the narrow band is stationary and the propagating front
cannot move past the narrow band. As a consequence of this updating strategy, the
front can be moved through a maximum distance of d, either inward or outward, at
which point we must rebuild an appropriate (a new) narrow band. We reinitialize
the level set function by treating the current zero level set configuration, i.e. ψ = 0,
as the initial hypersurface γ(0). This technique reduces the computation time
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Figure 4.5: Narrow band illustration. (a) 2D narrow band, (b) 3D narrow band.
significantly when compared with the full sized method, especially for 3D level set
based approaches.
The narrow band method relies on the fact that when solving for only a single
level-set, ψ(p, t) = 0 (p is the point on the front), the evolution of ψ is important
only in the vicinity of that level-set and the evolution equations for ψ are such
that the level sets of ψ evolve independently (to within the error introduced by the
discrete grid). Thus, one should perform calculations for the evolution of ψ only
in a neighborhood of the set S = {p|ψ(p) = 0} and the rest can be ignored.
However, the narrow band rebuilding and ψ reinitializing during the front prop-
agation are not trivial. The challenge is how to keep track of the neighbors, as
the zero level set of ψ moves from one set of voxels to another. We can adopt two
schemes for constructing the narrow band. Since the reinitialization process is the
most time consuming step of the narrow band method, in the first scheme we try
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to reduce the need to this process.
In the first scheme, a manually drawn volume of interest is considered around
the tumor region and the entire process in performed inside it. In this scheme, a
wide narrow band is built around the zero level set. While the front lies in the
narrow band, only the grid points inside the band are updated in each time step,
and when it reaches the narrow band boundary, the level set function is reinitialized
on the whole grid points and the new narrow band is built. By this way, in each
time step the updating process is done for the limited set of the grid points and
after some time steps, a reinitialization process is done for all grid points.
This approach can reduce the computational expense of the algorithm, espe-
cially for the small object of interest. For the large objects, however, the algorithm
is still computationally expensive. The reason is because in such cases the volume
Figure 4.6: 2D projection of a two-layer narrow band construction.
4.2 SVM-based segmentation by level set 97
of interest is large and therefore, the number of grid points that must be considered
in the level set reinitialization are also large. Moreover, there is a limitation in the
width of the narrow band so that a very wide band makes the algorithm unstable.
The 2D projection of this structure, that is called 2-layer NB, is shown in Fig. 4.6.
In the second scheme, we build a four-layer narrow band to implement the
level set method. Therefore, we call it 4-layer NB and its 2D projection is shown
in Fig. 4.7. The first layer (dark gray) contains the set of grid points that lie
adjacent to the zero level set and in its immediate neighborhoods. These immediate
neighbors construct the actual boundaries of the narrow band. The second layer
(light gray) contains the grid points in the next neighborhoods of the zero level set
that are used to compute the second order derivatives of ψ for calculating the mean
curvature κ. These next neighbors construct the boundary of the reinitialization
Figure 4.7: 2D projection of a four-layer narrow band construction.
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build a four-layer narrow band around the current front.
for every point a on the current front
update ψ(a).
if ψ(a) is grater than d/2
surface expands and then add the immediate outside neighbor b to the adjacent set.
remove a from the adjacent set and set it as the inside neighbor.
else if ψ(a) is less than −d/2
surface shrinks and then add the nearest inside neighbor b to the adjacent set.
remove a from the adjacent set and set it as the outside neighbor.
endif
endfor
reinitialize ψ for all points in the reinitialization area.
Figure 4.8: Strategy for rebuilding the narrow band and reinitializing the level set
function at each time step using 4-layer NB.
area. When the surface evolves, we need to update the value of the level set function
ψ at each point which is initially on the zero level-set, as well as the narrow band.
The strategy for rebuilding the narrow band and reinitializing ψ at each time step
is shown in Fig. 4.8.
Using this scheme, the updating and reinitializing processes are performed at
each time step and for a limited set of the grid points. Therefore, this scheme
removes the necessity of drawing a volume of interest and thereby reducing the user
involvement. Moreover, it can reduce the computational expense of the algorithm
even for large objects.
There is a trade-off between the complexity of the narrow band scheme and the
computational time of the level set algorithm. For the small objects, the 2-layer
NB scheme is more effective and provides sufficient reduction in the computational
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time. However, for the large objects, the computational time reduction due to the
4-layer NB scheme can compensate for the complexity of its implementation.
4.2.6 A faster algorithm
The narrow band solution improves the speed of the algorithm dramatically when
compared with the full size method. However, the computational time increases
rapidly with the number of grid points that reside in the narrow band, since the
narrow band rebuilding and level set reinitializing at each iteration take up most
of the processing time. For example, in the case of Tumor 13, every run of the
algorithm to completely detect the 3D tumor surface takes around 40 minutes with
the 4-layer NB scheme (note that the algorithm is programmed using Matlab and
runs on a PC with 3.0GH CPU and 512MB memory). This obviously restrains its
practical use in clinical activities.
One way to speed up the algorithm further is to reduce the number of voxels
in the narrow band or the number of iterations or both of them. In this work, the
narrow band size is reduced simply by compressing the original image into 1/4 of
it, that is, rearranging the image data by sampling them along x and y directions,
respectively. We do not sample the image along the z axis, since the resolution
of MR images in this direction is not very high. Figure 4.9 illustrates the data
sampling mechanism.
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Figure 4.9: Illustration of image sampling, (a) voxels concerned with the compu-
tation in the original image, (b) image data sampling along x and y directions.
After image size reduction, we apply the level set algorithm with the narrow
band solution. By this way, the voxels concerned with the computation, are reduced
significantly. Moreover, the iteration number for deforming the evolving front to
the desired tumor surface is also reduced, accordingly. As expected, this fast
algorithm of level set method reduces the computational time to at least 1/4 of
that needed by the narrow band solution alone. The run time of each algorithm is
summarized in Table 4.1.
To measure the effects of such reduction, in image size, on the accuracy of
the segmentation, two sets of results obtained by the 4-layer narrow band scheme
and its faster algorithm are compared with the references, respectively, using a
validation method presented in Chapter 5. The results of comparison are shown
in Fig. 4.10. This figure clearly shows that there are no significant differences in
accuracy between the narrow band solution and the faster algorithm. However, if
we increase the image size reduction ratio, for instance 1:3 , the accuracy of the
results will no longer be guaranteed.
4.3 Test results and discussion 101




narrow band solution fast algorithm
2-layer 4-layer 2-layer 4-layer
2 18252 50′04′′ 36′25′′ 11′46′′ 08′02′′
3 13771 46′30′′ 28′04′′ 07′13′′ 05′07′′
6 6600 20′03′′ 13′15′′ 04′02′′ 03′10”
8 7556 16′12′′ 10′35′′ 02′11′′ 01′52′′
11 13512 08′31′′ 05′24′′ 01′34′′ 00′40′′
13 50808 58′54′′ 37′23′′ 12′35′′ 08′57′′
16 16485 12′47′′ 07′50′′ 02′16′′ 01′30′′




















Figure 4.10: Accuracy comparison between 4-layer narrow band scheme and its
faster algorithm.
4.3 Test results and discussion
We apply this algorithm to our dataset to test its performance. In our tests, the
value of k is set to k = 2. This value of k provides us with a reasonable confidence
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interval which contains more than 80% of the training samples. Figure 4.11 shows
the final segmentation results by this approach on the same tumors that were used
in the previous chapter. However, different image slices are shown in this figure.
Similar Fig. 3.22, the 3D tumor shapes are shown in the right-most column, and
the cross-sections of the extracted tumor surfaces with the slices are shown in the
other columns. The subjective comparison between the segmentation results and
their ground truths indicates a good agreement between them. Moreover, the sub-
jective comparison between the segmentation results of two proposed approaches
in Chapters 3 and 4 indicates the TLS superior performance. The objective evalua-
tion of this method and the quantitative comparison between these two approaches
are provided in Chapter 5.
This figure also show that the proposed method can segment the tumors with
non-homogeneous intensities. The reason is because SVM is only trained using
the samples inside the confidence interval and not all the samples inside the zero
level set. Therefore, if there is a non-homogeneity inside the tumor region, the
smoothness parameter in the level set speed function causes the level set to accept
those samples, while they are not considered in the SVM learning process.
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4.4 Summary
This chapter presents a novel one-class SVM-based approach for 3D tumor seg-
mentation in the brain MR images. This method also uses the level set as a
deformable model and defines its speed function on the basis of one-class SVM
training and testing process. Therefore, as in TLS approach, no explicit knowl-
edge about the density functions of the tumor and non-tumor regions are required.
Moreover, using one-class SVM leads the user interaction to be reduced to a simple
level set initialization and removes the time consuming non-tumor sampling. In
order to train the SVM, samples inside the zero level set are used and the training
is iteratively refined as the level set grows. The visualization evaluation of the
segmentation results demonstrates that our method can effectively segment both
concave and convex tumors. However, this subjective evaluation shows that the
results for convex bodies have higher precision than the results for concave ones.
Furthermore, this method can also segment the tumors with non-homogeneous in-
tensities. The proposed method is suitable not only for tumor segmentation, but
also for other tissue segmentation or extraction. It can also be applied in 2D space
to extract the contour of the desired regions.
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Figure 4.11: The final segmentation results using SVM-based approach. The in-
dexes of tumors from top to bottom are: 2, 3, 5, 6, 8, 11 , and 13. First five
columns are some cross-sectional images of the 3-D tumors in the last column.
Chapter 5
Results and Discussion
The validity of the segmentation results are very important, especially for medical
images. The reason is because any significant disagreement between the detected
results and the real targets might lead to severe damages in clinical activities.
Therefore, it is very important to evaluate the performance of the algorithm be-
fore the results are used in clinical decision for the diagnosis and treatment of the
tumors. This chapter discusses the evaluation criteria and provides algorithm veri-
fication based on the experimental results. Comparisons between the performances
of the proposed methods are provided. The segmentation results are also compared
with the results of an existing region-competition based segmentation algorithm.
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5.1 Validity evaluation
Validity refers to the degree of accuracy for the specific concept that the researcher
is attempting to measure. To evaluate the validity of an algorithm, usually com-
parison of a new measure against an existing gold standard is conducted. The
accuracy of computer-assisted segmentation of medical images is difficult to quan-
tify in the absence of a ground truth. Traditionally, there are two mechanisms for
validation, if no ground truth data are provided [5]:
• Create synthetic images with known size and shapes, segment them with the
proposed method, and contrast the values to those used when generating the
image.
• Train some human operators to segment a set of defined volumes (most of
the time it is necessary to repeat the segmentation in order to evaluate their
variability), then compare the segmentations results using proposed method
with their manual segmentations.
Although physical or digital phantoms can provide a level of ground truth,
they have been unable to reproduce the full range of imaging characteristics such
as partial volume artifact, intensity inhomogeneity, and the normal and abnormal
anatomical variability observed in the clinical data. Therefore, interactive drawing
of the desired segmentation by experts has often been the only acceptable approach.
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5.1.1 Validation metrics
Measuring the performance of algorithms for image segmentation requires an ap-
propriate metric, a goodness index, that gives us a valid measure of the quality
of the segmentation result. Various validation methods have been proposed in the
literature [48, 49, 50, 51]. A good source and discussion of such techniques can be
found in [52]. Typical procedures for validation of computer-assisted segmentation
are also listed in [53, 54]. However, the most appropriate way to carry out the
comparison of an automated segmentation to a group of expert segmentations is
still unclear [51]. In the following, some metrics that can be used for the validation
of segmentation algorithms, are listed.
Volumes
A feature that is easily accessible for evaluation is the total volume of a structure.
This is the simplest morphologic measure and often used in reliability studies in
neuroimaging applications [54]. For binary segmentations, the number of voxels
in the volume is calculated. However, a more precise volumetric measurement is
possible by fitting a surface (e.g., marching cubes) with sub-voxel accuracy and
calculating the volume by integration. Comparing volumes of segmented struc-
tures does not take into account any regional differences and does not give the
locations of differences. Furthermore, such comparison cancels the over and un-
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derestimation along boundaries or surfaces and may give excellent agreement even
if the segmentation result is poor.
Volume Overlap
This metric is the pair-wise comparison of two binary segmentations by relative
overlap so that it takes into account the spatial properties of structures. Assuming
spatial registration, images are analyzed voxel by voxel to calculate false positive
(FP), false negative (FN), and true positive voxels (TP). Let ΩG and ΩS denote the
set of tumor voxels in the ground truth and the corresponding set resulting from
segmentation algorithm, respectively. The values of true positives, false positives,
and false negatives are defined as follows. These values are also shown in Fig. 5.1.
TP = {x(i, j, k)|x ∈ ΩG, x ∈ ΩS} = ΩG ∩ ΩS
FP = {x(i, j, k)|x /∈ ΩG, x ∈ ΩS} = ΩG ∩ ΩS (5.1)
FN = {x(i, j, k)|x ∈ ΩG, x /∈ ΩS} = ΩG ∩ ΩS
where x(i, j, k) represents the intensity of image voxel at the (i, j, k) location.
Well accepted measures are the intersection of ΩG and ΩS divided by their
union, known as Jaccard’s measure (JM), JM = #(ΩG ∩ ΩS)/#(ΩG ∪ ΩS), or
intersection divided by reference, called percentage match (PM), PM = #(ΩG ∩
ΩS)/#ΩG. Both measures give a score of “1” for perfect agreement and “0” for
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Figure 5.1: Three different areas defined by the two corresponding outlines, true
positive (TP), false positive (FP), and false negative (FN).
complete disagreement. However, the first measure, JM, is more sensitive to the
differences between two sets, since both denominator and numerator change with
increasing or decreasing overlap. The overlap measure depends on the size and the
shape complexity of the object. Assuming that most of the error occurs at the
boundary of objects, small objects are penalized and get a much lower score than
large objects.
Probabilistic distances between segmentations
In most medical image segmentation tasks, there is no clear boundary between
anatomical structures so that absolute ground truth by manual segmentation does
not exist and only a fuzzy probabilistic segmentation is possible. In such cases,
manual probabilistic segmentations is generated by aggregating repeated multiple
segmentations of the same structure. Therefore, a probabilistic overlap measure is
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derived between two fuzzy segmentations based on the normalized distance between
two probability distributions as follows:
POV(A,B) = 1−





where PA and PB are the probability distributions representing the two fuzzy seg-
mentations and PAB is their joint probability distribution.
Hausdorff distance
The Hausdorff-Chebyshev metric defines the largest difference between two con-
tours/surfaces. Given two surfaces S and S ′, for each point p on S the minimal
distance to all the points on surface S ′ is calculated as
dS(p, S
′) = min{dpp′(p, p′) =‖ p− p′ ‖3, p′ ∈ S ′} (5.3)
where ‖ . ‖3 denotes the usual Euclidean norm in 3D space. This minimal distance
is calculated for each surface point and then, the maximum minimal distance is
calculated as the worst case distance, hS(S, S
′) = max{dS(p, S ′), p ∈ S}. The
Hausdorff metric is not symmetric so that hS(S, S
′) is not equal to hS′(S ′, S).
However, we define a symmetrical Hausdorff distance (HD) metric by maximizing
over two one-sided errors:





Figure 5.2: One-sided error. In this case, hS(S, S
′) is longer than hS′(S ′, S), since
dS(p, S
′) > dS′(p′, S). Thus, a small one-sided distance does not imply a small
distortion.
HD(S, S ′) = max{hS(S, S ′), hS′(S ′, S)} (5.4)
Such a symmetrical distance can provide a more accurate measurement of the dif-
ference between two surfaces, since the one-sided error can lead to underestimated
distance values, as illustrated in Fig. 5.2.
The Hausdorff distance metric calculation is computationally expensive, as we
need to compare each surface point with all the other points. A comparison of
complex 3D surfaces would require a huge number of calculations. This measure is
extremely sensitive to outliers and may not reflect the overall degree of matching.
Mean absolute surface distance
The mean absolute surface distance tells us how much on average the two surfaces
differ. We can define the mean distance between two surfaces S and S ′ having the
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d(p, S ′)dS (5.5)
where |S| denotes the area of S. This calculation is also not symmetric. We,
therefore, derive a common average by combining the two averages and define
a symmetrical version of the mean error as the mean absolute surface distance
(MASD):
MASD(S, S ′) = max{dm(S, S ′), dm(S ′, S)} (5.6)
The mean absolute surface distance does not depend on the object size.
5.2 Segmentation validation
To validate our algorithms, three validation metrics are used in this thesis, which
are Jaccard’s measure (JM) or volume overlap metric, Hausdorff distance (HD),
and mean absolute surface distance (MASD).
5.2.1 TLS segmentation validation
The quantitative validation of the TLS segmentation method is presented in Ta-
ble 5.1, which also shows the volumes of the segmented tumors. The results for
the surface distance metrics (HD and MASD) indicate that the segmentation is
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reliable. The values of these metrics for various tumors are more similar compared
to JM. The variable JM values demonstrate that this metric is more sensitive to
the size and complexity of tumors. It should be noted that the large values of HD
in some cases is due to the presence of outliers.
Table 5.1: Quantitative validation of TLS segmentation results
Index
Volume(mm3) Overlap (JM%) Hausdorff(mm) MASD (mm)
GT Search Adaptive Search Adaptive Search Adaptive Search Adaptive
1 12454 9220 10331 72.8 78 4.895 4.668 0.936 0.795
2 18252 16170 16676 80.5 83 10.32 9.12 1.15 0.96
3 13771 11313 12654 79.8 84.5 5.615 5.63 0.679 0.72
4 10619 8508 9655 75 84 3.941 3.938 0.75 0.756
5 14147 13818 14118 79.8 84.1 5.127 4.311 0.831 0.793
6 6600 5933 6280 80.7 88.5 1.771 2.013 0.553 0.576
7 28328 26013 27589 87 89 4.196 4.693 0.788 0.875
8 7556 7056 7538 83 87 11.5 11.34 0.91 0.895
9 15858 14424 16899 90.6 87.4 9.44 8.28 0.756 1.104
10 6944 6503 6362 89.6 88 10.78 10.8 0.804 0.802
11 13512 12928 12528 91.8 90.6 2.502 2.168 0.724 0.656
12 21227 22068 20033 86.4 90.6 6.174 7.332 0.952 0.76
13 50808 49008 48648 88.5 90.1 6.848 6.38 0.864 0.814
14 17793 16582 17434 92.9 93 6.076 2.246 0.637 0.642
15 14159 14153 14300 90.6 91 3.82 3.514 0.823 0.8
16 16485 14735 15882 88.5 91 5.19 3.95 0.667 0.646
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Figure 5.3: Comparison between search-based and adaptive schemes in term of
volume overlap metric (JM).
Figure 5.3 compares JM for the two TLS schemes. As we can see in this figure
and also in Table 5.1, the variation of JM in the search-based scheme is from 72.8%
to 92.9% with a mean of 84.8±6.2%, and in the adaptive scheme from 78% to 93%
with a mean of 87.5± 3.9%. Thus, the adaptive scheme generally performs better
than the search-based scheme.
The first six tumors, as mentioned, have concave bodies while the other tumors
are convex. We see in Fig. 5.3 that the segmentation error for concave tumors is
generally higher than that for convex ones. This observation can be justified by
the complexity of the tumor shapes and the effect of the smoothness parameter
on the level set speed function. Moreover, since the initial level set has a convex
shape, it grows more perfectly in a convex tumor than a concave one.
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In the case of concave tumors, adaptive TLS gives better results, while for
convex tumors, it is possible that search-based TLS performs better. In fact, the
adaptive algorithm helps the level set to grow inside the complex parts of the
tumor. Therefore, for concave tumors search-based TLS cannot be as good as
adaptive TLS, however, for convex tumors (especially those with a very simple
shapes) exhaustive search can find a proper value for k so that the segmentation
results become better than results using the adaptive scheme. In the cases of
Tumors 11, 14 and 15, the performance of both search-based and adaptive TLS
are almost the same. Considering their respective images, the reason is because
the intensity overlap between the tumor and non-tumor regions in these cases are
relatively small.
The maximum values of JM in both search-based and adaptive schemes occur
for Tumor 14 while the minimum JM in both cases occur for Tumor 1. Considering
their respective tumor shapes, we realize that Tumor 14 is among the tumors
with the simplest shape and the most contrast between tumor and non-tumor
intensities. Tumor 1 is among those with the most complex shape and the least
contrast between tumor and non-tumor intensities. This also verifies the higher
performance of TLS for simple and convex tumor shapes with higher intensity
difference between the tumor and its surrounding tissues.
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5.2.2 SVM-based segmentation validation
The results of SVM-based segmentation method are also quantitatively evaluated
using validation metrics. Table 5.2 shows the validation results for 13 MR images.
As can be seen in this table, the variation of the JM is from 78.2% to 89.97%
with a mean of 84.68± 4.1%. Moreover, the values of the surface distance metrics
(HD and MASD) in this table show that there are not large distances (maximum
Table 5.2: Quantitative validation of SVM-based segmentation results
Index
Volume(mm3)
Overlap(JM%) Hausdorff(mm) MASD (mm)
GT SVM
2 18252 15323 78.66 12.91 1.308
3 13771 11854 78.2 9.516 1.172
5 14147 12724 81.93 8.574 1.43
6 6600 5998 82.27 2.895 0.574
7 28328 22124 83.86 5.22 0.97
8 7556 6597 80.3 9.223 0.953
9 15858 15012 89.5 8.873 0.744
10 6944 6027 85.69 12.32 0.798
11 13512 11400 87.3 2.147 0.610
13 50808 49068 86.53 8.49 0.98
14 17793 16288 89.97 7.10 0.646
15 14159 14377 88.98 6.66 0.986
16 16485 15217 87.72 7.45 0.801
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and absolute) between the segmented and the corresponding reference surfaces.
This indicates the reliability of the SVM-based approach. In this table, the first 4
tumors are concave and the other tumors are all convex.
As the table shows, the segmentation error for concave tumors is almost higher
than that for convex tumors, which is consistent with the TLS results. Moreover,
similar to the TLS results, the maximum value of JM occurs for Tumor 14 and its
minimum is for Tumor 3 (we did not apply this algorithm to Tumor 1, 4, and 12).
Tumor 3 also has a complex shape and low contrast between tumor and non-tumor
intensities.
Table 5.3 shows the values of FP and FN resulted from evaluation of the SVM-
based approach. As can be seen, the values of FP in the segmentation results
are lower than the values of FN. It is due to the characteristic of one-class SVM
which tries to learn the non-linear tumor distribution only using the samples from
tumor region and without any knowledge about non-tumor region. Therefore, in
the testing process, the samples are accepted as the tumor class which are more
similar to the training set compared to the other samples. Consequently, the
Table 5.3: The values of FP and FN resulted from the SVM-based approach.
Index 2 3 5 6 7 8 9 10 11 13 14 15 16
FP (# of voxels) 92 104 106 22 22 50 71 7 3 88 25 70 67
FN (# of voxels) 590 431 348 158 821 213 220 163 267 173 281 123 286
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number of samples which are inside ΩG but are not accepted by the level set (FN)
are more than the number of those false samples which erroneously are accepted
by the level set (FP).
It should be noted that segmentation of concave tumors results in the higher
values of FP and FN compared to the segmentation results of convex tumors. Be-
cause of the complexity of concave tumor shape as well as the effect of smoothness
parameter on the level set speed function, the segmentation process results in the
smaller number of TP while larger number of FP compared to those of convex
tumors, thus, the error of segmentation for these concave tumors is higher.
5.3 Comparison between TLS and SVM-based
approaches
In this section, we compare the performances of TLS and SVM-based approaches
based on the values of evaluation metrics. Moreover, the comparison between the
convergence rates of these two approaches is provided. Figure 5.4 compares three
evaluation metrics among both schemes of TLS and the SVM-based approach.
As Fig. 5.4(a) shows, the values of volume overlap measure (JM) for the SVM-
based method are generally lower than the corresponding values for adaptive TLS.
Moreover, the comparison between these values for SVM-based and search-based
5.3 Comparison between TLS and SVM-based approaches 119


















(a) Volume overlap (JM)









































(b) Hausdorff distance (HD) (c) Absolute distance (MASD)
Figure 5.4: Quantitative comparison between TLS and SVM-based approaches.
schemes indicates that on average these two schemes perform the same. These
observations are also verified by the values of min, max and mean of JM provided
in the previous section. Based on those values, the average of JM for SVM-based
and search-based TLS schemes are similar and both of them are lower than that
of the adaptive TLS.
For concave tumors (first 4 tumors), JM values for SVM-based method is near
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to the JM values for searched-based TLS and both of them are lower than the JM
values for adaptive TLS. However, for convex tumors (last 9 tumors), these values
for TLS schemes are higher than those for the SVM-based approach. Based on this
observation we can conclude that, considering both concave and convex tumors,
adaptive TLS is superior to the SVM-based approach. Moreover, the performance
of SVM-based approach and search-based TLS for concave tumors is almost the
same; however for convex tumors, search-based TLS is superior to the SVM-based
approach. Such conclusions are also verified by two other figures.
Figure 5.4(b,c) show that the values of surface distance metrics (HD, MASD)
for SVM-based approach are much highet than those for both TLS schemes. This
also indicates that SVM-based approach does not perform well for complex and
concave tumor shapes. However, for some simple tumor shapes such as Tumor
10 and 11, the values of all metrics for three schemes are similar. Especially for
Tumor 11, SVM-based method performs well. This tumor, as mentioned before, has
a very simple shape and good contrast between tumor and non-tumor intensities.
Therefore, segmentation of simple and convex tumors using SVM-based method
leads to almost the same results as the TLS schemes; however, for concave and
complex tumor shapes, adaptive TLS is superior.
Convergence rate is an important factor in all the segmentation algorithm.
Therefore, it is necessary to compare our proposed approaches based on this factor.
For this purpose, we record the number of iterations required for the algorithms
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Figure 5.5: Comparison between the convergence rate of the adaptive TLS and
SVM-based approaches.
to reach some JM values such as 50, 60, 70, 80 and 90% (if applicable). The
iteration numbers are recorded for all the tumors and then their average for each
JM value are calculated as the expected iteration number. Figure 5.5 shows the
average number of iterations required for SVM-based and adaptive TLS schemes
to reach the above-mentioned JM values. As can be seen, the curve corresponding
to the SVM-based method is always above the other curve and also has the higher
slope. This indicates that SVM-based method requires higher number of iterations
to reach those JM values while adaptive TLS reaches them in the smaller number
of iterations. Therefore, the convergence rate of adaptive TLS is higher than that
of the SVM-based approach.
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5.4 Comparison with an existing method
The segmentation results of TLS and SVM-based approaches are also compared
with the results of the method proposed in [29]. As mentioned in Sec. 2.4, this
method is based on region-competition and we call it the RC method. In this
algorithm, the speed function is defined using the idea proposed in [29], while the
other parameters in the level set equation are the same as those in the TLS and
SVM-based approaches. We compare our approaches with RC for some tumors
whose pre- and post-contrast T1 images are available. Figure 5.6 shows the quan-
titative comparison of the RC segmentation results with the results of both TLS
schemes as well as the SVM-based approach for four tumors (2, 5, 8, and 11).
As seen in Fig. 5.6(a), the JM score in RC is generally less than the other
approaches, but, for Tumor 11 their values are about the same. Among these
approaches, the adaptive TLS gives the highest JM values except for Tumor 11,
where search-based TLS performs the best. The reason is because this tumor has
a simple convex shape so that its surface can be simply extracted. Furthermore, as
mentioned in [29], RC works better for simple and convex tumors than for complex
and concave ones. This can also be verified in two other figures.
In Fig. 5.6(b,c), the distance metrics (HD and MASD) for convex tumors (8,
11) for RC are close to those of the TLS and SVM-based approaches. All the
figures show that while adaptive TLS generally outperforms the other methods,
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(a) Volume overlap (JM) (b) Hausdorff distance (HD) (c) Absolute distance (MASD)
Figure 5.6: Quantitative comparison of RC segmentation results with the results of
adaptive and search-based TLS as well as SVM-based method using three metrics.
RC performs worse than two TLS schemes. Moreover, comparing the results of
RC and SVM-based approach using Fig. 5.6 shows that for convex tumors (8,
11), SVM performs better than RC, but for concave tumors (2, 5), RC leads to
the better surface distance values, however, SVM-based method gives better JM
values. These results are interesting since RC uses extra knowledge (the second
image) to segment the tumor while SVM-based approach and TLS, especially the
search-based scheme, use no extra knowledge, however, search-based TLS may be
more complex, and the adaptive TLS only takes advantage of non-tumor sampling.
5.5 Summary
This chapter evaluates the proposed approaches, TLS and SVM-based, using three
evaluation metrics, volume overlap (JM), Hausdorff distance (HD), and mean ab-
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solute surface distance (MASD). We compare the performance of these two ap-
proaches together and also with the performance of an existing method, called
region-competition (RC) based approach. The evaluation results for each approach
show that both TLS and SVM-based methods perform better for simple and convex
tumor shapes than for complex and concave ones. The performances of these two
approaches are higher for tumors with higher intensity differences between tumor
and non-tumor regions. The comparison between two TLS schemes indicates the
superior performance of adaptive TLS, however, for convex tumors search-based
TLS may lead to the better results.
TLS and SVM-based approaches are compared based on the evaluation metrics
and also their convergence rates. These comparisons indicate that TLS generally
performs better, especially for concave tumors that the performance of SVM-based
methods is not high for them. The convergence rate of TLS is also higher than
that of the SVM-based method. The comparison between our approaches and
the region-competition (RC) based method shows that TLS is superior to RC and
SVM-based method. SVM-based method is also superior to RC for convex tumors,
but for concave ones, they may perform the same. However, since RC uses the
knowledge of an extra image to extract the tumor surface, both SVM-based and
TLS approaches are preferred to it. Moreover, SVM-based method needs the least
prior knowledge for segmentation compared to two other approaches, therefore, it
is useful for simple and convex tumors.
Chapter 6
Conclusion and Future Work
6.1 Conclusion
This thesis presents two new 3D approaches based on the level set method to solve
the problem of automatic (or semi-automatic with minimal user-involvement) tu-
mor segmentation in MR images. The study of this problem is practically moti-
vated, but has properties that make it an interesting and challenging task. Unlike
the conventional deformable models for segmentation, the level set method can
reduce the user intervention and be extended to 3D space without any extra ma-
chinery. The key task of the level set based method is to provide an appropriate
speed function F , which can drive the evolving front to the desired surface.
Chapter 3 introduces a new threshold-based framework called TLS for 3D tumor
segmentation in the brain MR images. TLS uses the level set as a deformable model
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and defines its speed function based on intensity thresholding. A global threshold
is defined and updated iteratively throughout the level set growing process using ei-
ther a search-based or adaptive scheme. In this approach, the level set in initialized
inside the tumor region and the algorithm is robust to the initialization. The TLS
method can segment a variety of tumors as long as the intensity difference between
tumor and non-tumor regions in each case is sufficiently large. This method does
not require the information from both pre- and post-contrast MR images and only
one of these image sets is sufficient. Tumors with non-homogeneous intensities can
also be segmented using modified TLS, if the non-homogeneity is inside the tumor
region. The visualization and subjective evaluations of the segmentation results
demonstrate the effectiveness of this approach.
Chapter 4 presents another 3D tumor segmentation framework based on the
one-class SVM. This method also uses the level set and defines its speed function on
the basis of one-class SVM training and testing process. Using one-class SVM leads
the user interaction to be reduced to a simple level set initialization and removes the
time consuming non-tumor sampling required in the adaptive TLS approach. The
one-class SVM is initially trained using samples inside the zero level set and then
training is iteratively refined as the level set grows. The visualization evaluation
of the segmentation results demonstrates that our method can effectively segment
both concave and convex tumors. Furthermore, this method can also segment the
tumors with non-homogeneous intensities.
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Chapter 5 evaluates the performances of the proposed approaches, TLS and
SVM-based, using three metrics, volume overlap (JM), Hausdorff distance (HD),
and mean absolute surface distance (MASD). Moreover, it compares the perfor-
mances of these two approaches together and also with the performance of an
existing method, called region-competition (RC) based approach. The quantita-
tive evaluations show that both TLS and SVM-based methods perform better for
simple and convex tumor shapes than for complex and concave ones. Moreover,
their performances are higher for tumors with more contrast between tumor and
non-tumor intensities.
The comparison between two TLS schemes indicate the superior performance
of adaptive TLS, however, for convex tumors search-based TLS may lead to better
results. The comparisons among TLS, RC and SVM-based approaches indicate
that TLS is superior to both RC and SVM-based methods. SVM-based method
is also superior to RC for convex tumors, but, for concave ones they may perform
the same. However, since RC uses the knowledge of an extra image to extract the
tumor surface, both SVM-based and TLS approaches are preferred to it. Moreover,
SVM-based method needs the least prior knowledge for segmentation compared to
two other approaches, therefore, it is useful for simple and convex tumors.
Automatic (semi or fully) tumor surface detection methods can provide ro-
bust, consistent, and reproducible results with a certain degree of accuracy, but,
such methods are still a long way from replacing the physicians. They will, how-
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ever, become one of the crucial elements in the tumor treatments, particularly in
computer-assisted surgery. The continued development and refinement of these
methods remain as an important area of research in the future.
6.2 Future work
The proposed level set based algorithms have shown their effectiveness in 3D tumor
segmentation. Sometimes these methods cannot accurately attract the evolving
fronts to the desired tumor surface due to the poor contrast between the tumor and
surrounding tissues, local noise, partial volume averaging, intensity inhomogeneity,
and intensity non-standardization in MR images. Moreover, the image derived
information based on the intensity is not enough to constrain the front propagation.
The following listed future work may benefit this research.
• The acquisition of MR images is not a calibrated measure and a large variety
of protocols are available for generating images with similar visual properties.
This variation can cause major problems in intensity based segmentation
methods, since differences in a wide variety of factors can lead to different
observed intensity distributions. Therefore, we can compensate local noise,
partial volume averaging, intensity inhomogeneity, and inter-slice intensity
variations by preprocessing or postprocessing steps. We expect such steps to
improve the overall performance of our algorithms.
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• The first segmentation method presented in this thesis (TLS) determines a
global threshold to segment the entire tumor. Therefore, TLS cannot seg-
ment the tumors when such a global threshold does not exist. However, this
method can be extended to find several local thresholds instead of a single
global one.
• Due to the poor quality of MR images, region-based methods are not accurate
enough to extract tumor surface. To improve the accuracy and robustness,
the information of general shape, location, and intensity distribution of the
tumor could be incorporated into the models. Moreover, knowing the location
of the tumor reduces the user interaction in the initialization phase and
makes the algorithms completely automatic. For these purposes, digital brain
atlases can be effectively used. The abnormal regions can be detected using
the registered brain atlas as a model for healthy brains.
• Using both pre- and post-contrast T1 MR images or other MR modalities
such as T2 in some cases may provide more helpful information and improve
the segmentation results.
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