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Abstract. Pauli spin matrices, Pauli group, commutators, anti-commutators and
the Kronecker product are studied. Applications to eigenvalue problems, exponen-
tial functions of such matrices, spin Hamilton operators, mutually unbiased bases,
Fermi operators and Bose operators are provided.
1 Introduction
We investigate the commutators and anticommutators of Pauli spin matrices and
their Kronecker product. Let
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
be the Pauli spin matrices. We include σ0 = I2, where I2 is the 2× 2 unit matrix.
The Pauli spin matrices are unitary and hermitian with eigenvalues +1 and −1.
Then the spin matrices are given by s1 =
1
2
σ1, s2 =
1
2
σ2, s3 =
1
2
σ3 with eigenvalues
+1/2 and −1/2. For the Pauli spin matrices we find that σ1σ2 = iσ3, σ2σ3 = iσ1,
σ3σ1 = iσ2 and the commutators are given by
[σ1, σ2] = 2iσ3, [σ2, σ3] = 2iσ1, [σ3, σ1] = 2iσ2.
The matrices iσ1, iσ2, iσ3 form a basis of the simple Lie algebra su(2). The anti-
commutators of the Pauli spin matrices vanish, i.e.
[σ1, σ2]+ = 02, [σ2, σ3]+ = 02, [σ3, σ1]+ = 02
where 02 is the 2×2 zero matrix. Here we study the commutators and anticommu-
tators of the Kronecker product ⊗ of the Pauli spin matrices [1]. Thus we study
the commutator and anticommutator of the 2n × 2n unitary matrices of the form
(−i)j0
n⊗
t=1
σjt
where j0 ∈ {0, 1, 2, 3} and jt ∈ {0, 1, 2, 3}. These matrices are elements of the
Pauli group [2], [3]. Furthermore the square of the matrices
n⊗
t=1
σjt
is the 2n × 2n unit matrix. Then
Π1 =
1
2
(
I2n +
n⊗
t=1
σjt
)
, Π2 =
1
2
(
I2n −
n⊗
t=1
σjt
)
are 2n × 2n projection matrices. Whether the commutator or anticommutator of
such matrices vanishes is helpful for the eigenvalue problem of such matrices and
for the calculation of the exponential function of such matrices. Other applica-
tions discussed concern spin-Hamilton operators and the projection to sub-Hilbert
space and mutually unbiased bases. Finally application with Fermi operators are
described.
2 Kronecker Product of Pauli Spin Matrices
Let us first give some examples where the commutator or the anticommutator
vanishes. Consider first the 4× 4 matrices
σ12 := σ1 ⊗ σ2, σ23 := σ2 ⊗ σ3, σ31 := σ3 ⊗ σ1.
Then we find that the commutators vanish, i.e.
[σ12, σ23] = 04, [σ23, σ31] = 04, [σ31, σ12] = 04
where 04 is the 4× 4 zero matrix. For the anticommutators we find the hermitian
invertible matrices which can expressed as Kronecker products of the Pauli spin
matrices
[σ12, σ23]+=2


0 −1 0 0
−1 0 0 0
0 0 0 1
0 0 1 0

 = −2σ3 ⊗ σ1 = −2σ31
[σ23, σ31]+=2i


0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0

 = −2σ1 ⊗ σ2 = −2σ12
[σ31, σ12]+=2i


0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0

 = −2σ2 ⊗ σ3 = −2σ23.
Consider now the three hermitian and unitary 8× 8 matrices
σ123 := σ1 ⊗ σ2 ⊗ σ3, σ312 := σ3 ⊗ σ1 ⊗ σ2, σ231 := σ2 ⊗ σ3 ⊗ σ1.
The commutators are non-zero and we find the skew-hermitian invertible 8 × 8
matrices
[σ123, σ312] = 2


02 02 σ1 02
02 02 02 −σ1
−σ1 02 02 02
02 σ1 02 02

 = 2iσ2 ⊗ σ3 ⊗ σ1 = 2iσ231
[σ312, σ231] = 2


02 02 02 σ3
02 02 −σ3 02
02 σ3 02 02
−σ3 02 02 02

 = 2iσ1 ⊗ σ2 ⊗ σ3 = 2iσ123
[σ231, σ123] = 2i


02 σ2 02 02
σ2 02 02 02
02 02 02 −σ2
02 02 −σ2 02

 = 2iσ3 ⊗ σ1 ⊗ σ2 = 2iσ312.
However the anti-commutators vanish, i.e.
[σ123, σ312]+ = 08, [σ312, σ231]+ = 08, [σ231, σ123]+ = 08.
As mentioned above for the Pauli spin matrices σ1, σ2, σ3 we find that the anti-
commutators vanish and the commutators are given by [σ1, σ2] = iσ3, [σ2, σ3] = iσ1,
[σ3, σ1] = iσ2. Consider now the three unitary and hermitian matrices
σ11 := σ1 ⊗ σ1, σ22 := σ2 ⊗ σ2, σ33 := σ3 ⊗ σ3.
Then the commutators vanish, i.e.
[σ11, σ22] = 04, [σ22, σ33] = 04, [σ33, σ11] = 04
and the anticommutators can be written as Kronecker products, i.e.
[σ11, σ22]+=−2σ3 ⊗ σ3 = −2σ33
[σ22, σ33]+=−2σ1 ⊗ σ1 = −2σ11
[σ33, σ11]+=−2σ2 ⊗ σ2 = −2σ22.
Now consider the 8× 8 hermitian and unitary matrices
σ111 := σ1 ⊗ σ1 ⊗ σ1, σ222 := σ2 ⊗ σ2 ⊗ σ2, σ333 := σ3 ⊗ σ3 ⊗ σ3.
Here the anticommutators vanish, i.e.
[σ111, σ222]+ = 08, [σ222, σ333]+ = 08, [σ333, σ111]+ = 08
and the commutators can be written as Kronecker products, i.e.
[σ111, σ222] =−2iσ3 ⊗ σ3 ⊗ σ3 = −2iσ333
[σ222, σ333] =−2iσ1 ⊗ σ1 ⊗ σ1 = −2iσ111
[σ333, σ111] =−2iσ2 ⊗ σ2 ⊗ σ2 = −2iσ222.
Consider now the general case of the three unitary and hermitian matrices
σ11...1, σ22...2, σ33...3
with n Kronecker products. If n is odd the three matrices form a basis of a simple
Lie algebra. For n odd the anti-commutators vanish. If n is even the commutators
vanish and the anti-commutators can be expressed as Kronecker products of σ1,
σ2 and σ3.
Another useful case is that
[σ1 ⊗ σ2, σ3 ⊗ σ3] = [σ2 ⊗ σ1, σ3 ⊗ σ3] = 04.
This implies that
[σ0 ⊗ σ0 ⊗ σ1 ⊗ σ0 ⊗ · · ·σ0 ⊗ σ2 ⊗ σ0 ⊗ · · · ⊗ σ0, σ3 ⊗ σ3 ⊗ · · · ⊗ σ3] = 02n
with σ1 and σ2 at the j’th and k’th position (j 6= k) with j, k = 1, 2, . . . , n.
From the commutators given above we can also infer that the Hamilton operator
Hˆ =
J12
4
n∑
j=1
(σ1,jσ1,j+1 + σ2,jσ2,j+1) +
J3
4
n∑
j=1
(σ3,jσ3,j+1)
commutes with σ3⊗σ3⊗· · ·⊗σ3 for both both open end boundary conditions and
periodic boundary conditions, where
σα,j = σ0 ⊗ · · ·σ0 ⊗ σα ⊗ σ0 ⊗ · · · ⊗ σ0
with σα (α = 1, 2, 3) at the j-th position.
3 Pauli Group, Commutator and Anticommuta-
tor
The n-qubit Pauli group is defined by
Pn := { I2, σ1, σ2, σ3 }⊗n ⊗ {±1, ±i }
where σ1, σ2, σ3 are the 2 × 2 Pauli matrices and σ0 ≡ I2 is the 2 × 2 identity
matrix. The dimension of the Hilbert space under consideration is dimH = 2n.
Thus each element of the Pauli group Pn is (up to an overall phase ±1, ±i) a Kro-
necker product of Pauli matrices and 2 × 2 identity matrices acting on n qubits.
The order of the Pauli group is 22n+2. Thus for n = 1 we have the order 16.
Let j0, . . . , jn, k0, . . . , kn ∈ {0, 1, 2, 3} and
A = (−i)j0
n⊗
t=1
σjt , B = (−i)k0
n⊗
t=1
σkt .
Using the fact that
σjσk = δj,kI2 + i
3∑
l=1
ǫj,k,lσl
we find, using ǫjt,kt,lt = −ǫkt,jt,lt ,
AB = (−i)j0+k0
n⊗
t=1
(
δjt,ktI2 + i
3∑
lt=1
ǫjt,kt,ltσlt
)
,
BA = (−i)j0+k0
n⊗
t=1
(
δjt,ktI2 − i
3∑
lt=1
ǫjt,kt,ltσlt
)
.
Now, noting that
δjt,ktI2 − i
3∑
lt=1
ǫjt,kt,ltσlt = (−1)1−δjt,kt
(
δjt,ktI2 + i
3∑
lt=1
ǫjt,kt,ltσlt
)
,
we find the following expressions for the commutator and anticommutator of A
and B
[A,B] = (−i)j0+k0
(
1−
n∏
t=1
(−1)1−δjt,kt
)
n⊗
t=1
(
δjt,ktI2 + i
3∑
lt=1
ǫjt,kt,ltσlt
)
,
[A,B]+ = (−i)j0+k0
(
1 +
n∏
t=1
(−1)1−δjt,kt
)
n⊗
t=1
(
δjt,ktI2 + i
3∑
lt=1
ǫjt,kt,ltσlt
)
.
Thus we obtain
[A,B] =
(
1−
n∏
t=1
(−1)1−δjt,kt
)
AB, [A,B]+ =
(
1 +
n∏
t=1
(−1)1−δjt,kt
)
AB.
Since AB 6= 0, the condition [A,B] = 0 yields
[A,B] = 0 iff
n∏
t=1
(−1)δjt,kt = (−1)n.
Consequently [A,B] = 0 if and only if the number of coincidences jt = kt is even if
n is even, and odd when n is odd. Similarly [A,B]+ = 0 if and only if the number
of coincidences jt = kt is even if n is odd, and odd when n is even.
4 Applications
First we look at the eigenvalue problem. Let A, B be two nonzero n× n matrices.
Let Av = λv (v 6= 0) be the eigenvalue equation. If [A,B] = 0n, then A(Bv) =
λ(Bv). Consequently if Bv 6= 0, then Bv is an eigenvector of the matrix A. Now
let us assume that the anti-commutator vanishes, i.e [A,B]+ = 0n. Then we obtain
A(Bv) = −λ(Bv). Thus if Bv 6= 0, then Bv is an eigenvector of A corresponding
to the eigenvalue −λ. An application is given in section 2 with
A = σ1 ⊗ σ1 ⊗ σ1, B = σ3 ⊗ σ3 ⊗ σ3
with [A,B]+ = 08. Thus since +1 is a eigenvalue of A we find that −1 is an
eigenvalue of A with the eigenvector (σ3 ⊗ σ3 ⊗ σ3)v where Av = v.
One of the main calculations in quantum theory in the Hilbert space Cn is to find
eABe−A, where A, B are n × n matrices. This is utilized in the solution of the
Heisenberg equation of motion. Now it is well-known that
eABe−A = B + [A,B] +
1
2!
[A, [A,B]] +
1
3!
[A, [A, [A,B]]] + · · ·
If the commutator [A,B] vanishes, we find eABe−A = B. Suppose B is normal
with spectral decomposition
B =
m∑
j=1
λjΠj
where λj are the m distinct eigenvalues of B and Πj are the projections onto the
corresponding eigenspaces Vj . There exists a unitary n× n matrix U such that
Λ := UBU∗ =
m⊕
j=1
λjIdim(Vj).
From eABe−A = B we obtain Λ = UeABe−AU∗ = (UeAU∗)Λ(UeAU∗)−1. Since
the eigenvalues λj are distinct we have
eA = U∗
(
m⊕
j=1
Pj
)
U
where each Pj is an invertible dim(Vj)× dim(Vj) matrix. When
A = (−i)j0
n⊗
t=1
σjt , B = (−i)k0
n⊗
t=1
σkt
(with A,B 6= I2n) we find m = 2 and dim(V1) = dim(V2) = 2n−1 so that A =
V [I2n−1 ⊕ (−I2n−1)]V ∗ and B = U [I2n−1 ⊕ (−I2n−1)]U∗ for some unitary U and V .
Thus
eA = V [eI ⊕ (1/e)I]V ∗ = U∗[P1 ⊕ P2]U.
It follows that eABe−A = B if (UV )[eI ⊕ (1/e)I](UV )∗ is a direct sum of two
2n−1 × 2n−1 matrices.
There is also a lesser known expansion using the anti-commutator ([4], [5])
eABeA = B + [A,B]+ +
1
2!
[A, [A,B]+]+ +
1
3!
[A, [A, [A,B]+]+]+ + · · ·
It follows that
eABe−A = (B + [A,B]+ +
1
2!
[A, [A,B]+]+ +
1
3!
[A, [A, [A,B]+]+]+ + · · ·)e−2A
eABe−A = e2A(B − [A,B]+ + 1
2!
[A, [A,B]+]+ − 1
3!
[A, [A, [A,B]+]+]+ + · · ·)
If the anti-commutator of A and B vanishes we obtain
eABe−A = Be−2A and eABe−A = e2AB.
Let
A = σ111 = σ1 ⊗ σ1 ⊗ σ1, B = σ222 = σ2 ⊗ σ2 ⊗ σ2.
Then [A,B]+ = 08 and A
2 = I8 so that
eABe−A = e2AB = (cosh(2)I8 + sinh(2)σ1 ⊗ σ1 ⊗ σ1)(σ2 ⊗ σ2 ⊗ σ2).
Another application is for spin-Hamilton operators and projection matrices. Let
A be an hermitian d× d matrix with A2 = Id. Then
Π+ =
1
2
(Id + A), Π− =
1
2
(Id − A)
are projection matrices which can be used to decompose the Hilbert space Cd into
invariant sub Hilbert spaces. Consider for example the spin-Hamilton operators
Hˆ =
2∑
j=1
(σj ⊗ σj ⊗ I2 + I2 ⊗ σj ⊗ σj)
and
Kˆ =
2∑
j=1
(σj ⊗ σj ⊗ I2 + I2 ⊗ σj ⊗ σj + σj ⊗ I2 ⊗ σj).
Then both Hˆ and Kˆ commute with the operator σ3⊗ σ3⊗ σ3 which is an element
of the Pauli group with (σ3 ⊗ σ3 ⊗ σ3)2 = I8. Thus we have projection matrices
Π+ =
1
2
(I8 + σ3 ⊗ σ3 ⊗ σ3), Π− = 1
2
(I8 − σ3 ⊗ σ3 ⊗ σ3)
which decomposes the Hilbert space C8 into two four-dimensional sub Hilbert
spaces. Then the eigenvalue problem can be solved in these sub Hilbert spaces.
Two orthogonal bases in the Hilbert space Cd
A = { e1, . . . , ed } , B = { f1, . . . , fd }
are called unbiased if for every 1 ≤ j, k ≤ d ([6], [7], [8])
|〈ej, fk〉| = 1√
d
.
For the Pauli spin matrices σ3, σ1, σ2 the normalized eigenvectors
B3 =
{(
1
0
)
,
(
0
1
)}
B1 =
{
1√
2
(
1
1
)
,
1√
2
(
1
−1
)}
B2 =
{
1√
2
(
1
i
)
,
1√
2
(
1
−i
)}
each form an orthonormal basis in C2. Furthermore this is a set of mutually
unbiased bases. Consider now σ3 ⊗ σ3, σ1 ⊗ σ1, σ2 ⊗ σ2. Then
B3 =
{(
1
0
)
⊗
(
1
0
)
,
(
1
0
)
⊗
(
0
1
)
,
(
0
1
)
⊗
(
1
0
)
,
(
0
1
)
⊗
(
0
1
)}
B1 =
{
1
2
(
1
1
)
⊗
(
1
1
)
,
1
2
(
1
1
)
⊗
(
1
−1
)
,
1
2
(
1
−1
)
⊗
(
1
1
)
,
1
2
(
1
−1
)
⊗
(
1
−1
)}
B2 =
{
1
2
(
1
i
)
⊗
(
1
i
)
,
1
2
(
1
i
)
⊗
(
1
−i
)
,
1
2
(
1
−i
)
⊗
(
1
i
)
,
1
2
(
1
−i
)
⊗
(
1
−i
)}
provide mutually unbiased bases in C4.
Another application is with Fermi operators. Let c†1, c
†
2, c1, c2 be Fermi creation
and annihilation operators with the anticommutation relations
[cj, c
†
k]+ = δjkI, j, k = 1, 2
and [cj, ck]+ = [c
†
j , c
†
k]+ = 0 for j, k = 1, 2. Using the Pauli spin matrices we can
form the operators
X1 = ( c
†
1 c
†
2 ) σ1
(
c1
c2
)
= c†1c2 + c
†
2c1
X2 = ( c
†
1 c
†
2 ) σ2
(
c1
c2
)
=−ic†1c2 + ic†2c1
X3 = ( c
†
1 c
†
2 ) σ3
(
c1
c2
)
= c†1c1 − c†2c2.
Then we find the well-known result for the commutators
[X1, X2] = 2iX3, [X2, X3] = 2iX1, [X3, X1] = 2iX2.
For the anti-commutators we find
[X1, X2]+ = 0, [X2, X3]+ = 0, [X3, X1]+ = 0.
This can be extended to higher dimensions. Considering Bose creation and anni-
hilation operators b†1, b
†
2, b1, b2 and
Y1 = ( b
†
1 b
†
2 )σ1
(
b1
b2
)
= b†1b2 + b
†
2b1
Y2 = ( b
†
1 b
†
2 )σ2
(
b1
b2
)
=−ib†1b2 + ib†2b1
Y3 = ( b
†
1 b
†
2 )σ3
(
b1
b2
)
= b†1b1 − b†2b2
with the commutation relations [bj , b
†
k] = δjkI (j, k = 1, 2) provides the well-known
result
[Y1, Y2] = 2iY3, [Y2, Y3] = 2iY1, [Y3, Y1] = 2iY2
for the commutators.
5 Conclusion
We studied the Pauli group and found the conditions when the commutator or
anticommutator of two elements of the Pauli group vanish. Six applications for
these conditions have been discussed.
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