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A CHEVALLEY’S THEOREM IN CLASS Cr
GE´RARD P. BARBANC¸ON
Abstract. Let W be a finite reflection group acting orthogonally on Rn, P
be the Chevalley polynomial mapping determined by an integrity basis of the
algebra of W -invariant polynomials, and h be the highest degree of the coordi-
nate polynomials in P . There exists a linear mapping: Cr(Rn)W ∋ f 7→ F ∈
C[r/h](Rn) such that f = F ◦P , continuous for the natural Fre´chet topologies.
A general counterexample shows that this result is the best possible. The
proof uses techniques of division by linear forms and a study of compensation
phenomenons. An extension to P−1(Rn) of invariant formally holomorphic
regular fields is needed.
1. Introduction
Let W be a finite subgroup of O(n) generated by reflections. The algebra of
W -invariant polynomials is generated by n algebraically independent W -invariant
homogeneous polynomials and the degrees of these basic invariants are uniquely
determined. This theorem and its converse were first stated by Shephard and Todd
in [20] where the direct statement was proved case by case. Soon after, in [6]
Chevalley gave a beautiful unique proof of this direct statement, which is often
called ‘Chevalley’s theorem’.
A W -invariant complex analytic function may be written as a complex analytic
function of the basic invariants ([21]). Glaeser’s theorem ([11]) shows that real
W -invariant functions of class C∞, may be expressed as C∞ functions of the basic
invariants.
In finite class of differentiability, Newton’s theorem in class Cr ([2]) dealt with
symmetric functions and as a consequence with the Weyl group of An. This par-
ticular case shows a loss of differentiability as already did Whitney’s even function
theorem ([22]) which established the result for the Weyl group of A1. A first at-
tempt to study the general case may be found in the first part of [4] where the best
result was obtained for the Weyl groups of An, Bn and the dihedral groups I2(k)
by a method which was on the right track but needed an additional ingredient to
deal with the general case. The behavior of the partial derivatives of the functions
of the basic invariants on the critical image was studied in [12] for An, Bn, Dn and
I2(k).
Here we give for any reflection group a result which is the best possible as shown
by a general counter example. Let p1, . . . , pn be an integrity basis, we define the
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‘Chevalley’ mapping P : Rn ∋ x 7→ P (x) = (p1(x), . . . , pn(x)) ∈ R
n. The loss of
differentiability is governed by the highest degree of the basic invariant polynomials.
More precisely we have:
Theorem 1.1. Let W be a finite group generated by reflections acting orthogonally
on Rn and let f be a W -invariant function of class Cr on Rn. There exists a
function F of class C[r/h] on Rn such that f = F ◦ P , where P is a Chevalley
polynomial mapping associated with W and h is the highest degree of the coordinate
polynomials in P , equal to the greatest Coxeter number of the irreducible components
of W .
Since a change of basic invariants is an invertible polynomial map on the target,
the statement does not depend on the choice of the set of basic invariants.
2. The Chevalley mapping
A detailed study may be found in [5] or [8].
When W is reducible, it is a direct product of its irreducible components, say
W = W 0 ×W 1 × . . . ×W s and we may write Rn as an orthogonal direct sum
Rn0 ⊕Rn1 ⊕ . . .⊕Rns where W 0 is the identity on Rn0 , subspace of W -invariant
vectors, and for i = 1, . . . , s, W i is an irreducible finite Coxeter group acting on
Rni . We may choose coordinates that fit with this orthogonal direct sum. If
w = w1 . . . ws ∈ W with wi ∈ W
i, 1 ≤ i ≤ s we have w(x) = w(x0, x1, . . . , xs) =
(x0, w1(x
1), . . . , ws(x
s)) for all x ∈ Rn. The direct product of the identity on Rn0
and Chevalley mappings P i associated with W i acting on Rni , 1 ≤ i ≤ s, is a
Chevalley map P = Id0 × P
1 × . . .× P s associated with the action of W on Rn.
For an irreducible W (or for an irreducible component) we will assume as we
may that the degrees of the coordinate polynomials p1, . . . , pn are in increasing
order: 2 = k1 ≤ . . . ≤ kn = h, Coxeter number of W . In the reducible case we will
denote by h the highest degree of the coordinate polynomials which is the maximal
Coxeter number of the irreducible components.
Let R be the set of reflections different from identity in W . The number of these
reflections is R# = d =
∑n
i=1(ki − 1). For each τ ∈ R, let λτ be a linear form the
kernel of which is the hyperplane Hτ = {x ∈ R
n|τ(x) = x}. The jacobian of P is
JP = c
∏
τ∈R λτ for some constant c 6= 0. The critical set is the union of the Hτ
when τ runs through R.
A Weyl Chamber C is a connected component of the regular set. The other
connected components are obtained by the action of W and the regular set is⋃
w∈W w(C). There is a stratification of R
n by the regular set, the reflecting
hyperplanes Hτ and their intersections. The mapping P induces an analytic dif-
feomorphism of C onto the interior of P (Rn) and an homeomorphism that carries
the stratification from the fundamental domain C onto P (Rn).
The Chevalley mapping is neither injective nor surjective. Actually the fiber
over each point of the image is a W -orbit. The mapping P is proper and separates
the orbits ([19]). It is the restriction to Rn of a complexW -invariant mapping from
Cn onto ([13]) Cn, still denoted by P .
On its regular set, the complex P is a local analytic isomorphism. Its critical set,
where the jacobian vanishes, is the union of the complex hyperplanes Hτ = {z ∈
Cn|τ(z) = z}, kernels of the complex forms λτ . The critical image is the algebraic
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set {u ∈ Cn|∆(u) = J2P (z) = 0}, on which P carries the stratification. The complex
P is proper, it is a W#-fold covering of Cn ramified over the critical image.
Finally, there are only finitely many types of irreducible finite Coxeter groups
defined by their connected graph types. Even when these groups are Weyl groups
of root systems or Lie algebras, we will follow the general usage and denote them
with upper case letters.
3. Whitney Functions and r-regular, m-continuous jets.
A complete study of Whitney functions may be found in [21].
A jet of orderm ∈ N, on a locally closed set E ⊂ Rn is a collection A = (ak) k∈Nn
|k|≤m
of real valued functions ak continuous on E. At each point x ∈ E the jet A
determines a polynomial Ax(X), and we sometimes speak of continuous polynomial
fields instead of jets ([15]). As a function, Ax acts upon vectors x
′−x tangent to Rn
at x. To avoid introducing the notation T rxA, we write somewhat inconsistently:
Ax : x
′ 7→ Ax(x
′) =
∑
k
1
k!
ak(x) (x
′ − x)k.
By formal derivation of A of order q ∈ Nn, | q |≤ m, we get jets of the form
(aq+k)|k|≤m−|q| inducing polynomials
(DqA)x(x
′) =
(
∂|q|A
∂xq
)
x
(x′) = aq(x) +
∑
k>q
|k|≤m
1
(k − q)!
ak(x) (x
′ − x)k−q .
For 0 ≤| q |≤ r ≤ m, we put:
(RxA)
q(x′) = (DqA)x′(x
′)− (DqA)x(x
′).
Definition 3.1. Let A be an m-jet on E. For r ≤ m,A is r-regular on E, if and
only if for all compact set K in E, for (x, x′) ∈ K2, and for all q ∈ Nn with | q |≤ r,
it satisfies the Whitney conditions.
(Wrq ) (RxA)
q(x′) = o(| x′ − x |r−|q|), when | x− x′ |→ 0.
Remark 3.2. Even if m > r there is no need to consider the truncated field Ar in
stead of A in the conditions (Wrq ). Actually (RxA
r)q(x′) and (RxA)
q(x′) differ by
a sum of terms [ak(x)/(k− q)!] (x
′−x)k−q, with ak uniformly continuous on K and
|k| − |q| > r − |q|.
The space of r-regular jets of order m on E, is naturally provided with the
Fre´chet topology defined by the family of semi-norms:
‖A‖r,mKn = sup
x∈Kn
|k|≤m
|
1
k!
ak(x) | + sup
(x,x′)∈K2n
x 6=x′,|k|≤r
(
| (RxA)
k(x′) |
| x− x′ |r−|k|
)
where Kn runs through a countable exhaustive collection of compact sets of E.
Provided with this topology the space of r-regular, m-continuous polynomial fields
on E is a Fre´chet space denoted by Er,m(E). If r = m, Er(E) is the space of
Whitney fields of order r or Whitney functions of class Cr on E.
Theorem 3.3. Whitney extension theorem ([23]). The restriction mapping of the
space Er(Rn) of functions of class Cr on Rn to the space Er(E) of Whitney fields
of order r on E, is surjective. There is a linear section, continuous when the spaces
are provided with their natural Fre´chet topologies.
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Let E be a closed subset of Cn ≃ R2n, we consider jets A on E with complex
valued coefficients ak. They induce in z ∈ E the polynomials:
Az(X,Y ) =
∑
|k|+|l|≤m
1
k!l!
ak,l(z) X
kY l ∈ C[X,Y ],
and we may define the Fre´chet space Er(E;C) of complex valued Whitney functions
of class Cr.
Definition 3.4. ([15]) A Whitney function A ∈ Er(E;C) is formally holomorphic
if it satisfies the Cauchy-Riemann equalities:
i
∂A
∂Xj
=
∂A
∂Yj
, j = 1, ..., n.
Let Z = (Z1, . . . , Zn), Zj = Xj + iYj , j = 1, . . . . , n. The field A is formally
holomorphic if and only if ∂A/∂Zj = 0, j = 1, ..., n. Thus for all z ∈ E the
polynomial Az belongs to C[Z] and is of the form Az(Z) =
∑
k
1
k!
ak(z)Z
k.
The algebra of formally holomorphic Whitney functions of class Cr on the (lo-
cally) closed set E of Cn will be denoted by Hr(E). It is a closed sub-algebra of
Er(E;C) and therefore a Fre´chet space when provided with the induced topology.
In practice we define the semi-norms ‖A‖Knr on H
r(E) by the same formulas as in
Er(E;R), only using modulus instead of absolute value.
To take advantage of compensation phenomenons, it may be convenient to con-
sider Fre´chet spaces Hr,m(E) of formally holomorphic r-regular jets of order m ≥ r
on E.
Definition 3.5. A real form ([17]) or real situated subspace ([15]) of Cn is a real
vector subspace E of real dimension n such that E ⊕ iE = Cn.
A real form is a real subspace ES = {z ∈ C
n|Sz = z}, where S is an anti-involution.
Example. Let α be an involution of {1, . . . , n}, Γα = {z ∈ C
n|zα(j) = zj, j =
1, . . . , n} is a real form of Cn defined by the anti-involution z 7→ α(z).
Let W be a finite reflection group acting orthogonally on Rn and P be its
Chevalley polynomial mapping as above. Since P is defined over R (its coefficients
are real), P−1(Rn) is the union of real forms ΓSw ⊂ C
n, where w runs through the
involutions of W and Sw is the anti-involution defined by Sw(u+ iv) = wu− iwv.
Let f ∈ Cr(Rn)W be a W -invariant function of class Cr. It induces on Rn a
W -invariant Whitney field of order r and a formally holomorphic field in Hr(Rn)W
which will still be denoted by f . By using Whitney’s extension theorem, one may
show ([2]) that there is a linear and continuous extension 1:
Hr(Rn)W ∋ f 7→ f˜ ∈ Hr(P−1(Rn))W .
1This extension will allow us to get a field F˜ on Rn with f˜ = F˜ ◦ P and derive its regularity
from its continuity by using the below lemma 4.4. This process might be avoided if there was
an available proof of the Whitney regularity property ([24]) of P (Rn), a most likely conjecture
proved for An in [14], easy to show for some lower dimensional reflection groups (e.g. I2(k), H3).
Unfortunately there is none, although in [9] a key point for the proof of this conjecture is studied
and a sketchy proof of it is given for several Coxeter groups.
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4. Some multiplication and division properties.
Lemma 4.1. Let Γ be a finite union of real forms of Cn, A be in Hr(Γ), and Q be a
polynomial (s−1)-flat on S. Let z ∈ Γ and z0 ∈ S∩Γ, then for all q ∈ N
n, | q |≤ r:
(Rz0QA)
q(z) = (DqQA)z(z)− (D
qQA)z0(z) ∈ o(| z − z0 |
r−|q|+s).
Moreover QA ∈ Hr+s(S∩Γ) and is (s−1)-flat on S∩Γ. For all compact K ⊂ S∩Γ,
there exists a numerical constant c such that ‖QA‖r+sK ≤ c‖Q‖
r+s
K ‖A‖
r
K.
Proof. Let z0 ∈ S ∩Γ. For all z ∈ Γ, all q ∈ N
n, | q |≤ r, and p ≤ q, we consider:
(DpQ)z(z)(D
q−pA)z(z)− (D
pQ)z0(z)(D
q−pA)z0(z).
By Taylor’s formula for polynomials (DpQ)z(z) = (D
pQ)z0(z), and this difference
is:
(DpQ)z(z)
[
(Dq−pA)z(z)− (D
q−pA)z0(z)
]
.
By assumption (Dq−pA)z(z)− (D
q−pA)z0(z) ∈ o(| z−z0 |
r−|q|+|p|), and for | p |< s
(DpQ)z(z) ∈ O(| z − z0 |
s−|p|). The product is in o(| z − z0 |
r−|q|+s) either
because |p| < s and r − |q| + |p| + s − |p| = r − |q| + s or because |p| ≥ s and
r − |q|+ |p| ≥ r − |q|+ s.
The behavior of (Rz0QA)
q(z) is now a consequence of Leibniz’ derivation formula.
Actually QA ∈ Hr,r+s. On S ∩ Γ, | p |< s ⇒ (DpQ)z0(z0) = 0, therefore in the
derivatives of QA of order ≤ r+ s the only derivatives of A that are not multiplied
by a derivative of Q that vanishes, are of order ≤ r. Then the above estimates show
that when |q| ≤ r + s, the field QA satisfies Whitney conditions Wr+sq on S ∩ Γ.
Thus QA ∈ Hr+s(S ∩ Γ), and clearly it is (s− 1)-flat on S ∩ Γ.
This situation was already noticed in [10]: when multiplying a field r1-regular,
(s1 − 1)-flat by a field r2-regular, (s2 − 1)-flat, the product is min(r1 + s2, r2 + s1)-
regular and (s1 + s2 − 1) flat. Here, on S ∩ Γ, we have r1 = r, s1 = 0 for A and
r2 = +∞, s2 = s for Q. 
Example. Let Q be an homogeneous polynomial of degree s. It vanishes at the
origin with all its derivatives of order ≤ s − 1. If A ∈ Hr(Γ), for all z ∈ Γ and all
q ∈ Nn, | q |≤ r:
(R0QA)
q(z) = (DqQA)z(z)− (D
qQA)0(z) ∈ o(| z |
r+s−|q|).
The same result holds if instead of a product QA we have a sum
∑n
i=1QiAi, with
homogeneous polynomials Qi of degree si ≥ s and Ai ∈ H
r(Γ).
Let us recall the following division lemma:
Lemma 4.2 ([2]). Let Γ be a finite union of real forms of Cn, and λ 6= 0 be a
complex linear form with kernel H. If A ∈ Hr(Γ) is such that Az(Z) is divisible
by λz(Z) whenever z ∈ Γ ∩ H then there exists a field B ∈ H
r−1(Γ) such that
Ar = (λB)r. For all compact K ⊂ Γ, there exists a constant c such that ‖B‖r−1K ≤
c‖A‖rK.
Actually B ∈ Hr(Γ \ H) and if | s |= r, then λ(z)(DsB)z(z) tends to zero with
λ(z).
Remark 4.3. The lemma still holds if we replace Γ by its intersection with one or
several hyperplanes distinct from H .
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The proof of lemma 4.2 relies upon a consequence of the mean value theorem
that will be instrumental in what follows:
Lemma 4.4 ([1],[15]). Let Γ be a finite union of real forms of Cn, ∆ 6= 0 be a
polynomial, and X = {x ∈ Cn | ∆(x) = 0}. If f ∈ Hr(Γ \X) is r-continuous on
Γ, then f ∈ Hr(Γ).
Let (λτ )τ∈D be D
# = d non zero complex linear forms with kernels (Hτ )τ∈D all
distinct. The hyperplanes (Hτ )τ∈D and their intersections induce a stratification
on Γ. Let Sp be a stratum, connected component of the intersection of Γ and
exactly p of these hyperplanes, say (Hτ )τ∈Bp , B
#
p = p. The border Sp \ Sp is a
union
⋃
Sp+l of strata of lower dimensions, containing Sd = Γ∩ (
⋂
τ∈DHτ ). Using
these notations we have:
Lemma 4.5. For i = 1, . . . , n, let Ai be in H
r(Γ) and Qi be an homogeneous
polynomial (sp − 1)-flat on Sp and more generally (sp+l − 1)-flat on each of the
Sp+l. Assume p+ l−sp+l is an increasing function of l and that A =
∑n
i=1QiAi =
(
∏
τ∈D λτ )C, meaning that:
∀U ⊆ D, Az(Z)is divisible by
∏
τ∈U
λτ (Z) when z ∈ Γ ∩ (
⋂
τ∈U
Hτ ).
The field C is in Hr+sp−p(Sp) and its coefficients of order ≤ r+sd−d are continuous
on Sp.
2
Proof. By lemma 4.1,
∑n
i=1QiAi is in H
r+sp(Sp) and in H
r+sp+l(Sp+l). By
lemma 4.2, the field C is in Hr+sp−p(Sp) and in H
r+sp+l−(p+l)(Sp+l). We are just
to show the continuity on Sp of the coefficients of order ≤ r + sd − d in C.
Let Sp+q be one of the strata of largest dimension in Sp \ Sp, and let Bq with
B#q = q, be the subset of D such that Sp+q is a connected component of the
intersection of Γ and the hyperplanes (Hτ )τ∈Bp∪Bq , but no other. We may have
q = 1 but not necessarily since the addition of one hyperplane may automatically
entail the addition of some more.
We put: A = (
∏
τ∈Bp
λτ )(
∏
τ∈Bq
λτ )(
∏
τ∈D\(Bp∪Bq)
λτ ) C and define:
C1 = (
∏
τ∈D\(Bp∪Bq)
λτ ) C, and B = (
∏
τ∈Bq
λτ ) C
1.
On Sp, B is in H
r+sp−p and so are C and C1. On Sp+q, C and C
1 are in
Hr+sp+q−(p+q).
Let z0 be the orthogonal projection on Sp+q of some z ∈ Γ. By lemma 4.1, we have:
Az(z)−Az0(z) = [
∏
τ∈Bp
λτ (z)][Bz(z)−Bz0(z)] ∈ o(| z − z0 |
r+sp+q ).
Let pi be a derivation of order p, by Leibniz derivation formula:
DpiAz(z)−D
piAz0(z) = [
∏
τ∈Bp
λτ (z)][D
piBz(z)−D
piBz0(z)] + . . .
. . .+ c [Bz(z)−Bz0(z)] ∈ o(| z − z0 |
r+sp+q−p)
for some constant c 6= 0.
2Actually since Sp is convex and thus Whitney 1-regular ([24]), lemma 4.5 yields that C is
(r + sd − d)-regular on Sp.
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For the remaining part of the proof, we assume that z is in Sp. Then for all
τ ∈ Bp, λτ (z) = 0 and we get:
Bz(z)−Bz0(z) ∈ o(| z − z0 |
r+sp+q−p).
More generally, by considering derivations of order pi+κ, with | κ |= k ≤ r+sp−p
we would get in the same way:
DκBz(z)−D
κBz0(z) ∈ o(| z − z0) |
r+sp+q−p−k).
Let us put E = Γ ∩ (
⋂
τ∈Bp
Hτ ) and F = Hτ for some τ ∈ Bq. Since E
and F are R-linear subspaces, there exists a constant a > 0 such that for all
x, d(x,E) + d(x, F ) ≥ a d(x,E ∩F ) or equivalently, a constant b > 0 such that for
all x ∈ E, d(x, F ) ≥ b d(x,E ∩F ). We say that E and F are regularly separated. 3
The regular separation brings the existence of constants cτ such that:
∀τ ∈ Bq, |z − z0| ≤ cτ d(z,Hτ ) = c
1
τ |λτ (z)|.
Therefore, since
Bz(z)−Bz0(z) = [
∏
τ∈Bq
λτ (z)][C
1
z (z)− C
1
z0(z)] ∈ o(|z − z0|
r+sp+q−p),
we get that C1z (z)− C
1
z0(z) ∈ o(| z − z0 |
r+sp+q−(p+q)).
Let us assume by induction that for | l | ≤ k − 1 < r + sp+q − (p+ q) :
DlC1z (z)−D
lC1z0(z) ∈ o(| z − z0 |
r+sp+q−(p+q)−|l|).
By Leibniz derivation formula, for j, |j| = k:
DjBz(z)−D
jBz0(z) = [
∏
τ∈Bq
λτ (z)](D
jC1z (z)−D
jC1z0(z))+
+
∑
k−q≤|ji|=k−l≤k−1
aq−l[
∏
q−l
λτ (z)](D
jiC1z (z)−D
jiC1z0(z)) ∈ o(| z−z0 |
r+sp+q−p−k).
The [
∏
q−l λτ (z)] stand for D
j−ji (
∏
τ∈Bq
λτ )(z), up to a constant factor included
in aq−l. Applying the induction assumption to the derivations D
ji of order ≤ k−1,
we see that each term of the sum is in
o(| z − z0 |
r+sp+q−(p+q)−(k−l)+q−l) = o(| z − z0 |
r+sp+q−p−k)
and thus, that the first term also is. Then, using the regular separation as above,
we obtain:
DjC1z (z)−D
jC1z0(z) ∈ o(| z − z0 |
r+sp+q−(p+q)−k).
This completes the induction, and shows that the coefficients of C1 of order ≤
r+ sp+q− (p+ q) are continuous in z0. Since they are continuous on Sp+q, by using
the triangular inequality, we get their continuity on Sp ∪ Sp+q.
Any z1 ∈ Sp+q has a neighborhood which does not meet any of the Hτ but those
containing z1 and in this neighborhood, the continuity of the coefficients of C and
C1 are the same. Hence the continuity on Sp∪Sp+q of the coefficients of C of order
≤ r + sp+q − (p+ q).
3This is a trivial case of regular separation and does not need a general study. The interested
reader may take a look at [16] or [21]. The regular separation of real forms was implicitly used in
the above extension of f to P−1(Rn)
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We can get an analogous result for each stratum Sp+q′ of maximal dimension in
Sp \ Sp (q and q
′ may be equal but Bq and Bq′ are distinct).
We then proceed with the strata of highest dimension in Sp+q − Sp+q to get the
continuity on Sp+q∪S(p+q)+l of the coefficients of order at most r+sp+q+l−(p+q+l).
The continuity on Sp∪Sp+q∪S(p+q)+l when z ∈ Sp tends to z1 ∈ S(p+q)+l is obtained
by the triangular inequality, considering the orthogonal projection z0 of z on Sp+q.
We can do the same for each of the Sp+q′ − Sp+q′ , and continue the processes until
we reach Sd through all possible paths, getting the continuity of coefficients of order
at most r + sd − d. Thus we have the continuity of these coefficients between any
two points in Sp+l and S(p+l)+m.
About the continuity between points in Sp+q and Sp+q′ , if they are in the intersec-
tion we already have the continuity, but if they are not, we consider their orthogonal
projections on the intersection and thanks to the regular separation of the strata,
we can get the continuity by the triangular inequality.
Then the global (r + sd − d)-continuity on Sp is clear. 
Remark 4.6. When p = 0, the strata of type S0 are open and s0 = 0. For q = 1,
the first step is given by lemma 4.2.
5. Proof of Theorem 1.1.
We consider an invariant function f ∈ Cr(Rn)W . This function or rather the
formally holomorphic field it induces on Rn has a linear and continuous extension
f˜ ∈ Hr(P−1(Rn))W .
Pointwise solution.
Lemma 5.1 ([4]). For all W -invariant, formally holomorphic polynomial field f˜
of degree r on P−1(Rn), there exists a formally holomorphic polynomial field F˜ of
degree at most r such that for all z ∈ P−1(Rn), f˜z = (F˜P (z) ◦ P )
r
z.
Proof. On the complement of Γ∩
⋃
τ∈RHτ in Γ, the mapping P is a local analytic
isomorphism and this yields the construction of F˜ = (f˜ ◦ P−1)r, unambiguously
since both f˜ and P are W -invariant. On the regular image of P , F˜ verifies f˜ r =
(F˜ ◦ P )r.
Let x ∈ Γ ∩ (
⋃
τ∈RHτ ) and let Wx be the isotropy subgroup of W at x. The
polynomial f˜x is Wx-invariant since for all w0 ∈ Wx ⊂ W : f˜x(X) = f˜w0x(w0X) =
f˜x(w0X) where the first equality results from the W -invariance of the field f˜ and
the second from w0x = x. As a consequence, f˜x is a polynomial in theWx-invariant
generators v = (v1, . . . , vn) of the subalgebra of Wx-invariant polynomials, and we
have f˜x = Q ◦ v.
There exists a neighborhood of x in Cn which does not meet any of the hyper-
planes Hτ but those containing x. In this neighborhood we may write P = q ◦ v for
some polynomial q, since P is Wx-invariant. Up to a multiplicative constant the
jacobian of q at v(x) is the product
∏
λs(x) 6=0
λs and q is an analytic isomorphism
in a neighborhood of v(x).
We define the jet at P (x) by F˜P (x) = [Q ◦ q
−1]r and get:
[F˜ ◦ P ]rx = [(Q ◦ q
−1)r ◦ (q ◦ v)]rx = [(Q ◦ q
−1) ◦ (q ◦ v)]rx = (Q ◦ v)x = f˜x. 
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Remark 5.2. When the isotropy subgroup of x0 is W itself, ∀w ∈ W, f˜x0(X) =
f˜wx0(wX) = f˜x0(wX). This means that f˜x0(X) is W -invariant and by the polyno-
mial Chevalley’s theorem, that f˜x0(X) = Q0(P (X)). The polynomial Q0 = F˜P (x0)
of weight r is of degree [r/h] in the invariant polynomial p of highest degree h. The
result announced in theorem 1.1 fits with the formal computation.
A criterion of regularity for F˜ . When f˜ ∈ Hr(P−1(Rn)), the above proof of
lemma 5.1 shows that F˜ = (f˜ ◦ P−1)r is r-regular on the complement in Rn of the
critical image {u ∈ Cn | ∆(u) = 0}. The discriminant ∆ is a polynomial, therefore
by lemma 4.5 it will be sufficient to prove that F˜ is [r/h]-continuous on Rn to get
its [r/h]-regularity.
Since P is proper the continuity of F˜α ◦P , entails the continuity of the coefficient
F˜α. So let us check the continuity of the F˜α ◦ P when | α |≤ [r/h].
Clearly F˜0 ◦ P = f˜0 is continuous. For the first derivatives, it is natural to
consider the partial derivatives of f˜ , and get the system:
(I)
(
∂f˜
∂z
)
=
((
∂pi
∂zj
)
1≤i≤n
1≤j≤n
)(
∂F˜
∂p
◦ P
)
.
If we show that the loss of differentiability from f˜ = F˜ ◦ P to (∂F˜ /∂p) ◦ P when
solving (I) is of h units, applying the same process to g˜j = (∂F˜ /∂pj) ◦ P instead
of f˜ = F˜ ◦ P , at the next step again there will be a loss of differentiability of h
units. An induction would show that for |α| ≤ [
r
h
], the mappings (∂|α|F˜ /∂pα) ◦ P
are continuous on P−1(Rn) and since P is proper, that the derivatives ∂|α|F˜ /∂pα
of F˜ are continuous on Rn.
Conclusion: To complete the proof, we just have to show that when solving (I),
∀j = 1, . . . , n we get: (∂F˜ /∂pj) ◦ P ∈ H
r−h(P−1(Rn)).
Solving (I), Reduction to the irreducible case. Using Cramer’s method, we
multiply both sides by the adjoint matrix of the system. Since the jacobian deter-
minant is c (
∏
τ∈R
λτ ), we get:
(II)
{
c (
∏
τ∈R
λτ )
∂F˜
∂pj
◦ P =
n∑
i=1
(−1)i+jMi,j
∂f˜
∂zi.
, j = 1 . . . , n
From (II), ∀τ ∈ R, if λτ (z) = 0 the polynomial
(∑n
i=1(−1)
i+jMi,j(∂f˜/∂zj)
)
z
(Z)
is divisible by λτ (Z), and since the λτ are pairwise relatively prime, ∀U ⊆ R if
z ∈
⋂
τ∈U Hτ , then
(∑n
i=1(−1)
i+jMi,j(∂f˜/∂zj)
)
z
(Z) is divisible by
∏
τ∈U λτ (Z).
In the reducible case, in convenient bases, the jacobian matrix of P is block diago-
nal. We have JP = JP 1 . . . JP s andMi,j is of the form JP 1 . . . JP l−1M
l
i,jJP l+1 . . . JP s
where M li,j is a minor of the nl × nl block associated with P
l, Chevalley map of
W l. After simplification we see that it is sufficient to study each block.
For any finite reflection group:
h = kn =
∑
1≤j≤n
(kj − 1)−
∑
1≤j≤n−1
(kj − 1) + 1,
10 GE´RARD P. BARBANC¸ON
where the first sum
∑
1≤j≤n(kj−1) is the degree of the jacobian determinant, equal
to the number of linear forms λτ which is the number d = R
# of reflections in W .
The second sum
∑
1≤j≤n−1(kj − 1) is the least degree s of the minors Mi,j of the
jacobian determinant of system (I).
If W is reducible, the formula also holds for each irreducible component. In
particular for any component with the greatest Coxeter number h, we have h =
1 + d′ − s′ where d′ and s′ are those associated with this irreducible component.
Accordingly, we may and will assume from now on, without loss of generality, that
W is an irreducible Coxeter group.
Stratification and Compensation by the Mi,j. We denote by Sp a stratum
in P−1(Rn), which is a connected component of the intersection of Γ and exactly
p of the reflecting hyperplanes. The points of each stratum are stabilized by the
same isotropy group, subgroup ofW generated by reflections about the hyperplanes
containing the stratum. The different possible isotropy subgroups and strata types
may be determined from the Dynkin diagram. The stratum of dimension 0 is the
origin. The strata of dimension 1 are those determined by removing only one point
in the Dynkin diagram, they are strata Sq such that their closure is Sq = Sq ∪ {0}.
At the other end the strata of dimension n are the connected components of the
regular set in Γ.
On any stratum Sp, by lemma 4.1 and lemma 4.2, (∂F˜/∂pj)◦P ∈ H
r−1+sp−p(Sp),
if Mi,j is at least (sp−1)-flat on Sp. In a neighborhood of z ∈ Sp we have P = q ◦v
with q invertible and v the Chevalley mapping of Wz, isotropy subgroup of z (and
of any point in Sp). Observe that Wz is not irreducible: it is not essential since it
stabilizes Sp, and it may also have several irreducible components. The adjoint of
the jacobian matrix of P which is the transpose of its comatrix is the product in
this order of the adjoint of the jacobian matrices V and Q of v and q respectively.
We have Mi,j =
∑n
k=1 Vk,jQi,k. The Vk,j and accordingly the Mi,j are (sz − 1)-flat
on Sp. So sp = sz and, since p is the number dz of reflections in Wz , 1 − sp + p is
the Coxeter number hz = 1− sz + dz of Wz .
The isotropy group of the points z ∈ Sp is a subgroup of the isotropy group of
the points z′ ∈ Sp+q. Therefore hz ≤ hz′ , or 1 + p − sp ≤ 1 + p + q − sp+q. Also
1 + d− sd = h is larger than hz = 1 + dz − sz for any z 6= 0.
Finally, the minors Mi,j are homogeneous polynomials of degree:
sj =
∑
1≤u≤n,u6=j
(ku − 1) ≥ s =
∑
1≤u≤n−1
(ku − 1).
They are at least (s − 1)-flat on the intersection of the R# = d reflecting hyper-
planes. (Observe that this might be used to get sp = sz by induction).
In (II), lemma 4.5 applies to the closure of each connected component of the
regular set, with Ai = ∂f˜/∂zi ∈ H
r−1(P−1(Rn)), Qi = (−1)
i+jMi,j, and gives the
[(r− 1)+ s−d]-continuity of the (∂F˜ /∂pj)◦P on their union P
−1(Rn). The result
we needed to complete the proof:
∂F˜
∂pj
◦ P ∈ Hr−1−d+s(P−1(Rn)), 1 + d− s = h
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is now a consequence of lemma 4.4.4. 
Remark 5.3. The above result gives a loss of differentiability of 1 + d − s, where
s is the least degree of the Mi,j . Actually Mi,j is the jacobian of the polynomial
mapping:
(z1, . . . , zi−1, zi+1, . . . , zn; zi) 7→ (p1(z), . . . , pj−1(z), pj+1(z), . . . , pn(z); zi).
This mapping is invariant by the subgroup Wi of W that leaves invariant the
ith coordinate axis in Rn, say R ei ([3]). This subgroup Wi is generated by
the subset Ri ⊂ R of the reflections it contains. These are the reflections α
in W such that α(ei) = ei, about the hyperplanes Hα containing ei
5. The
Mi,j, j = 1, . . . , l, as jacobians of Wi-invariant polynomial mappings are poly-
nomial multiples of (
∏
τ∈Ri
λτ ). In [4] the formula for the loss of differentiability
at each step was also of the form 1 + d − s, but s was min1≤i≤nR
#
i . Clearly
min1≤i≤nR
#
i ≤ min1≤i,j≤n degreeMi,j . In some cases (An, Bn, I2(k)) the equality
holds but in general the loss of differentiability given by [4] was not the best possi-
ble. Considering H3 for an example, we now have s = 6 instead of 2, and the class
of differentiability of F is [r/10] instead of [r/14].
All the operations from f ∈ Cr(Rn)W up to F ∈ C[r/h](Rn) are linear and
continuous when using the natural Fre´chet topologies. A modulus of continuity for
the Whitney conditions could be followed from ‖f‖r to ‖F‖[r/h]. So Chevalley’s
theorem in class Cr may be restated as:
Theorem 1.1. Let W be a finite group generated by reflections acting orthogo-
nally on Rn, P the Chevalley polynomial mapping associated with W , and h = kn
the highest degree of the coordinate polynomials in P (equal to the greatest Coxeter
number of the irreducible components of W ). There exists a linear and continuous
mapping:
Cr(Rn)W ∋ f → F ∈ C[r/h](Rn)
such that f = F ◦ P .
Remark 5.4. Theorem 1.1 gives global results. As it is clear from the proof, in the
neighborhood of each point x the loss of differentiability is governed by the isotropy
group Wx and its Coxeter number hx.
About the partial derivatives at the origin (or a point x where Wx = W ),
since the Mi,j are homogeneous of degree sj =
∑
1≤u≤n,u6=j(ku − 1), we see that
(∂F˜/∂pj) ◦ P is of class H
r−kj . Reasoning as above, we could show that the par-
tial derivatives ∂|m|F˜ /∂Pm of order m = (m1, . . . ,mn) are continuous if m1k1 +
. . .+mnkn ≤ r. For instance the partial derivatives in W -invariant directions are
continuous up to the order r.
6. Counter Example.
Let us give a counter example which applies to almost every finite reflection
group. It is sufficient to consider essential irreducible groups.
4The closure of each connected component of the regular set being convex and thus Whitney
1-regular ([24]), lemma 4.5 could directly give the result.
5The description of Wi given in [3] was correct. Unfortunately in [4] it was not. Although not
essential in the reasoning it was misleading. The explicit computations were correct however and
gave the best result in the cases of An, Bn and I2(k).
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We consider F : Rn → R defined by F (y) = ys+αn for some integer s and an
α ∈]0, 1[. F is of class Cs but not of class Cs+1 in any neighborhood of {y|yn = 0}.
Let P be the Chevalley mapping associated with some finite irreducible Coxeter
group W acting on Rn and consider the composite mapping F ◦ P (x) = ps+αn (x).
We study the differentiability of this mapping when pn(x) = 0.
A set of basic invariants is available in [18] for any finite Coxeter group. Dis-
regarding Dn, for any other group there exists an invariant set of linear forms
{L1, . . . , Lv} the kernels of which intersect only at the origin, and such that for
i = 1, . . . , n, pi(X) =
∑v
j=1[Lj(X)]
ki with kis as determined in [7]. With the
two exceptions of A2n and I2(2p+ 1), kn is even and therefore pn(x) vanishes only
at the origin. We will not study the two exceptional cases, but a fairly general
counter example is given in [1] for symmetric functions and thus for An (including
A2 = I2(3)). As usual, Dn does not follow the general line but we may choose
pn(x) =
∑n
1 x
2(n−1)
i and the results of the general case apply.
We have pn(x) =
∑v
1 [Li(x)]
kn , and since |Li(x)| ≤ ai|x|, i = 1, . . . , v for some
numerical constants ai, we have the estimate |pn(x)| ≤ (
∑v
1 a
kn
i )|x|
kn = A|x|kn .
Analogously, since |D1Li(x)| ≤ bi for some numerical constants bi, we get:
|Djpn(x)| ≤
v∑
1
bji
(
kn
j
)
|Li(x)|
kn−j = Bj |x|
kn−j .
The derivatives of the composite mapping ps+αn (x) are given by the Faa di Bruno
formula:
Dkps+αn (x) =
∑ k!
µ1! . . . µq!
Dpys+αn (pn(x))
(D1pn(x)
1!
)µ1
. . .
(Dqpn(x)
q!
)µq
,
where the sum is over all the q-tuples (µ1, . . . µq) ∈ N
q such that 1µ1+. . .+qµq = k,
with p = µ1 + . . .+ µq. There are constants C(µ1,...,µq) such that:
|
(D1pn(x)
1!
)µ1
. . .
(Dqpn(x)
q!
)µq
| ≤ C(µ1,...,µq)|x|
(kn−1)µ1+...+(kn−q)µq = C(µ1,...,µq)|x|
knp−k,
and therefore constants A(µ1,...µq) and A such that:
|Dkps+αn (x)| ≤
∑
A(µ1,...µq)|x|
kn(s+α−p)|x|knp−k ≤ A|x|kns+knα−k.
This shows that the derivatives of order k ≤ kns tend to 0 at the origin while the
derivatives of order kns + 1 will not if α < 1/kn. This means that the composite
mapping f = F ◦ P is of class Ckns but not of class Ckns+1 at x = 0 and it factors
through F which is of class Cs and not of class Cs+1. The loss of differentiability is
as given in theorem 1.1 and cannot be reduced.
References
1. J. Ball, Differentiability properties of symmetric and isotropic functions, Duke Math.J., 51
(1984), 699-728.
2. G. Barbanc¸on, The´ore`me de Newton pour les fonctions de classe Cr , Ann. Sci. E´cole Norm.
Sup. (4) 5 (1972), 435-458.
3. G. Barbanc¸on et M. Rais, Sur le the´ore`me de Hilbert diffe´rentiable pour les groupes finis,
Ann. Sci. E´cole Norm. Sup. (4) 16 (1983), 355-373.
4. G. Barbanc¸on, Invariants de classe Cr des groupes finis engendre´s par des reflexions et
the´ore`me de Chevalley en classe Cr, Duke Math. J., 53 (1986) 563-584.
5. N. Bourbaki, Groupes et Alge`bres de Lie, Chaps 4, 5, 6, Hermann, Paris (1968).
A CHEVALLEY’S THEOREM IN CLASS Cr 13
6. C. Chevalley, Invariants of finite groups generated by reflections, Amer. J. Math. 77 (1955),
778-782.
7. H.S.M. Coxeter, The product of the generators of a finite group generated by reflections, Duke
Math. J. 18 (1951) 765-782
8. L.Flatto, Invariants of finite reflection groups, Enseign. Math., 24 (1978) 237-292.
9. A.B. Givental, Moments of random variables and the equivariant Morse lemma, Russian
Math. Surveys, 42 (2) (1987) 275-276.
10. G. Glaeser, E´tude de quelques alge`bres tayloriennes, J. d’Anal. Math. Jerusalem 6 (1958),
1-124.
11. G. Glaeser, Fonctions compose´es diffe´rentiables, Ann. of Math., 77 (1963), 193-209.
12. A.O. Gokhman, Invariants of Class Ck for finite Coxeter groups and their representations
in terms of anisotropic spaces, J. of Math. Sc., Vol.101, 3, (2000).
13. B. Kostant, Lie group representations on polynomial rings, Amer. J. Math. 86 (1963), 327-
402.
14. V.P. Kostov, On the geometric properties of Vandermonde’s mapping and on the problem of
moments, Proc. of the Roy. Soc. of Edinburgh, 112A, (1989), 203-211.
15. S.  Lojasiewicz, Whitney fields and Malgrange Mather Preparation Theorem, Liverpool singu-
larities Symposium I (1971) 106-115. Springer Lecture Notes 192.
16. B. Malgrange, Ideals of differentiable functions, Oxford Univ. Press (1966).
17. J. Martinet, Singularities of smooth functions and maps, London Lecture Note Series 58
(1982).
18. M.L. Mehta, Basic set of invariant polynomials for finite reflection groups, Com. in Alg., 16
(5), (1988) 1083-1098.
19. V. Poenaru, Singularite´s C∞ en pre´sence de syme`trie, Springer Lecture Notes 510 (1976).
20. G.C.Shephard and J.A.Todd, Finite unitary reflection groups Canad.J.Math. 6 (1954), 274-
304.
21. J.C. Tougeron, Ide´aux de fonctions diffe´rentiables, Erg. der Math. 71 Springer (1972).
22. H. Whitney, Differentiable even functions Duke Math. J. 10 (1943), 159-160.
23. H. Whitney, Analytic extensions of differentiable functions defined in closed sets., Trans.
Amer. Math. Soc. 36 (1934), 63-89.
24. H. Whitney, Functions differentiable on the boundaries of regions., Ann. of Math. 35 (1934),
482-485.
Department of Mathematics, University of Texas at Austin, 1, University Station
C1200, Austin, TX 78712, USA,
E-mail address: gbarbans@math.utexas.edu
