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Online Clustering with Bayesian Nonparametrics.
Clustering algorithms, such as Gaussian mixture models and K-means, often require
the number of clusters to be specified a priori. Bayesian nonparametric (BNP) methods
avoid this problem by specifying a prior distribution over the cluster assignments that al-
lows the number of clusters to be inferred from the data. This can be especially useful
for online clustering tasks, where data arrives in a continuous stream and the number of
clusters may dynamically change over time. Classical BNP priors often overestimate the
number of clusters, however, leading researchers to develop new priors with more control
over this tendency. To date, BNP algorithms resistant to over-clustering have only been
implemented for offline processing, utilizing Markov chain Monte Carlo inference. In this
dissertation, we derive a novel algorithm for online BNP clustering using variational infer-
ence, with explicit control over the over-clustering phenomenon. Additionally, we propose
two methods for tuning a critical hyperparameter mid-stream, based on empirical analysis
of the BNP cluster assignment prior and a cost function from Gaussian mixture reduction.
We demonstrate the effectiveness of our algorithms on dynamic datasets designed specif-
ically to challenge online BNP clustering algorithms. We also show that our algorithms
can be employed for practical applications of radar pulse clustering and neural spike sort-
ing, achieving competitive—and often superior—results when compared to classical BNP
methods. Furthermore, we exploit the model-based framework to extend our algorithm
and tuning methods from purely Gaussian mixtures to handle data with mixed multivari-
ate Gaussian and categorical type, and demonstrate this new extension on real-world data.
Our empirical studies indicate that the developments in this dissertation are a significant
contribution to the state of the art in BNP clustering.
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For decades, researchers have been developing new ways to extract meaning from un-
labeled data using unsupervised learning and cluster analysis [1]–[3]. Data clustering has
found applications in almost every scientific field. The vast extent of clustering applications
has led to the development of a variety of algorithms, each with particular capabilities.
For example, some clustering algorithms are specialized for extracting clusters of a
certain shape. These algorithms can be useful when the cluster shape is well-understood a
priori, or when a particular cluster shape can provide special insights into the data. Exam-
ple applications include astronomy [4], signal processing [5], [6], and biology [7]. Other
algorithms place no restriction on the shape. This freedom is desirable when data clusters
lie on arbitrary manifolds, which can occur in social networks [8] and x-ray imaging [9],
among others.
Aside from the choice of cluster shape, several algorithms summarize data using a
fixed number of clusters, which is appropriate when a user wants to know the general
layout of the data in feature space [10]. When the number of clusters is not known a priori,
the number of clusters needs to be inferred from the data. Applications for this capability
include the environmental sciences [11], genetics [12], and image segmentation [13].
From a data processing perspective, many clustering algorithms operate in an offline
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fashion and are intended to summarize the data for a user. For static data analysis like docu-
ment classification [14], [15], this can be ideal. On the other hand, relatively few algorithms
are designed to operate in an online or sequential fashion for streaming data—these meth-
ods can adapt dynamically to changes in the data and sometimes serve as pre-processing
steps for downstream algorithms. Example applications of online clustering include net-
work security [16] and radar signal processing [17]. Online clustering algorithms can also
be used for large, static datasets by clustering subsets of the data and combining the results
obtained from the subsets [18].
Finally, clustering algorithms may also be differentiated by the mathematical frame-
work in which they are derived (we provide a brief taxonomy in Chapter 2). Model-based
algorithms are derived in a probabilistic framework [19] and may be Bayesian (e.g. [20],
[21]) or non-Bayesian (e.g. the maximum likelihood approach [22], [23]) in nature. Prob-
abilistic methods usually compute a probability density over the cluster labels for each
data point to represent the uncertainty in the assignment—this is often referred to as soft
clustering [19]. Soft clustering can be useful when the boundaries between clusters are
blurred and has found applications in marketing [24] and bioinformatics [25]. However,
many model-based clustering methods require the number of clusters (the model order) to
be specified a priori.
Bayesian nonparametric (BNP) methods can provide a way to sidestep this problem
of model order selection in model-based clustering by utilizing specialized priors over the
distribution of cluster assignments [26]. This can be a distinct advantage over other prob-
abilistic model-based clustering algorithms like the Gaussian mixture model (GMM) and
non-probabilistic algorithms like K-means [19], which require the number of clusters K
to be specified a priori. In BNP clustering, the number of clusters is estimated as part of
the inference process instead of being fixed. But BNP algorithms often over-estimate the
number of clusters in the data [27], [28]—a phenomenon called over-clustering—leading
researchers to develop cluster priors that specifically address this problem [29].
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Inference in BNP models tends to be intractable, necessitating approximate inference
frameworks such as Markov chain Monte Carlo (MCMC) or variational inference (VI) [26].
Although MCMC inference offers theoretical guarantees and MCMC samplers tend to have
straightforward implementations, they suffer from slow convergence that is difficult to ver-
ify. VI techniques, on the other hand, tend to converge quickly and decisively, making
them more appropriate for large datasets, but can be comparatively inaccurate due to local
optima [30].
Some clustering applications, such as network intrusion detection [16] and radar sig-
nal processing [17], involve continuous streams of data whose underlying statistics may
dynamically change over time. We use the term online clustering to describe such prob-
lems. Other works may use terms like streaming to refer to a similar paradigm, e.g., [31]–
[33]. In these applications, VI is clearly preferable for model based clustering because
of its convergence properties and natural extension to online updating [34]. When the
number of clusters is unknown and/or not consistent throughout the dataset, BNP can be
useful because it allows the number of clusters in the model to be flexible. Variational BNP
clustering methods exist for offline [35], [36] and online [31] clustering, but do not explic-
itly address over-clustering. Recent work addressing the over-clustering problem relies on
MCMC inference [29], which is inappropriate for online clustering. Improving the model
order estimation in online BNP clustering remains an open problem to which we propose a
solution.
1.1 Contributions
This dissertation bridges the gap between efficient online VI and BNP methods that are
resistant to over-clustering. We contribute the following items to the body of clustering
research:
1. We derive an online variational BNP GMM with a powered Chinese Restaurant
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Process (PCRP) prior [29] to cluster dynamically changing datasets. Prior to this
work, online BNP algorithms could be implemented using VI, but did not necessarily
provide good estimates for the number of clusters in the data [27]. The MCMC-based
method in [29] introduces the PCRP to address this, but it is not suitable for online
clustering. Our algorithm advances the state of the art in BNP clustering by improving
the estimation of the number of clusters in a dynamically changing dataset without
relying on a priori knowledge.
2. We propose two methods for tuning the PCRP hyperparameter in the online
setting. The PCRP features a tunable hyperparameter r that controls the tendency
for new clusters to appear. Our novel methods for tuning this hyperparameter with-
out supervision leverage concepts from Gaussian mixture reduction and an empirical
study of the PCRP. In addition, we show that standard implementations of online
BNP clustering algorithms can fail to adapt to changes in the cluster count over time.
We incorporate recent advances in efficient change detection to address this issue and
show that our hyperparameter tuning methods achieve superior results when com-
pared to the standard approach.
3. We demonstrate our algorithm on several datasets from diverse research areas.
We perform in-depth analysis for two synthetic numerical datasets with clusters that
move dynamically through feature space and vary in count. Additionally, we show
that our algorithm yields improved performance over standard online BNP clustering
approaches in three radar pulse clustering simulations. Our algorithm also achieves
competitive results on neural spike sorting tasks compared with specially-designed
spike sorting algorithms, some of which do not operate in the online setting (making
them inappropriate for use in vivo, for instance [37]).
4. We extend our online BNP algorithm to cluster data with mixed Gaussian and
Categorical types. We demonstrate this model—the first of its kind—by clustering
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Table 1.1: List of publications related to this dissertation. Status is current as of September
2020. All publications are authored by Matthew Scherreik and Brian Rigling.
Title Venue Reference Status
Clustering radar pulses with
Bayesian Nonparametrics: A
case for online processing
2020 IEEE Radar Conference [38] Published
Controlling redundancy in on-
line Bayesian nonparametric
clustering
IEEE Transactions on Signal
Processing
[39] In review
Online estimation of radar
emitter cardinality via Bayesian
nonparametric clustering
IEEE Transactions on Aero-
space and Electronic Systems
[40] In review
real-world datasets with a data mining perspective. We show that by leveraging the
PCRP, our algorithm yields clusters with less redundancy. Online processing enables
us to cluster a very large dataset in a short amount of time.
1.2 Published and submitted papers related to this disser-
tation
Portions of this dissertation have been published in a refereed conference and submitted
to academic journals for peer review. Our conference publication shows that an online
variational implementation of a Bayesian nonparametric model is more appropriate for
clustering radar pulses than MCMC [38]. We present a new algorithm for clustering data
with online BNP in [39] along with a novel hyperparameter tuning method. Finally, we
extend the simulation and results we first presented in [38] to include our newly developed




The remainder of this dissertation is organized as follows. Theoretical background and re-
lated work are reviewed in Chapter 2. We derive a novel variational inference algorithm for
clustering data with a Bayesian nonparametric Gaussian mixture model in Chapter 3. Our
algorithm relies on a critical hyperparameter in order to achieve good results—we present
two new methods for tuning this hyperparameter in an online fashion in Chapter 4. Chap-
ters 5 to 7 present empirical studies of our new GMM in three application areas. The first
involves dynamically changing synthetic data that enables in-depth analysis of the algo-
rithm’s performance. In the second set of experiments (Chapter 6), we apply the algorithm
to the problem of radar pulse clustering, a relevant problem in cognitive radio. The third
set of experiments (Chapter 7) involves neural spike sorting, a process by which electrical
impulses detected in the brain are clustered into similar shapes. We show that our model-
based framework is not limited to Gaussian data by extending our approach to data of mixed
type in Chapter 8. This involves a revised probabilistic model and newly extended hyper-
parameter tuning methods. Finally, we make concluding remarks and provide avenues for
continued research in Chapter 9.
1.4 Notation
See Table 1.2 for a list of our notation. Sets are denoted by calligraphic letters such as
X . Vectors and matrices are denoted by boldface lowercase and uppercase letters like x
and X , respectively. Vertical bars (| · |) indicate the absolute value or matrix determinant
when the argument is a scalar or matrix, respectively. Scalar variables are represented by
lowercase italic letters as in z. Quantities are denoted by capital italic letters like N . For
minibatch indices when discussing online processing, we use a superscript like X t. Other
local notation is explained throughout the text.
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Table 1.2: Notation used in this document
Description Example
Data point n xn ∈ RD
Data dimensionality D
Cluster assignment for xn zn ∈ N
Cluster parameters for cluster k θk
Set of data points X
Set of cluster assignments Z
Set of cluster parameters Θ




In this chapter we provide technical background information that is foundational for the rest
of the dissertation. We start with a review of the clustering literature in which we present
a brief taxonomy of clustering algorithms, discuss estimation of the number of clusters
(or lack thereof), differentiate offline and online clustering, and review related work found
elsewhere in the literature. We then provide an in-depth discussion of variational inference
for BNP clustering, upon which the remainder of the dissertation is based. Finally, we show
how variational inference is utilized for online clustering.
2.1 Literature review
Clustering is a data analysis method by which data is sorted into categories (clusters) [41].
Data points in the same cluster are similar to one another in some way, while points in sepa-
rate clusters are somehow dissimilar. It is considered an unsupervised learning technique—
in contrast with supervised learning (i.e., classification), ground truth label information is
not available.
The lack of ground truth complicates objective assessment of clustering algorithm
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outputs. Imposing the notion of a “correct” clustering solution essentially provides super-
vision. The subjectivity of the clustering problem has led to the development of a variety
of approaches. While most clustering algorithms have the same goal—to somehow make
sense of unlabeled data—they each impose different assumptions that impact the final re-
sult. In this review, we first provide a brief taxonomy of clustering algorithms in general.
For brevity, we limit this discussion to the most basic concepts and refer to the reader to
one of many surveys on data clustering for more details [42]–[44]. We then review cluster-
ing topics that pertain to our application and algorithm development, namely, choosing the
number of clusters in the data and online clustering.
2.1.1 Brief taxonomy of clustering algorithms
Despite the large number of clustering techniques, most algorithms fall into one of four
categories:
1. Centroid-based. Each cluster is represented by a vector center. Data is clustered
by arranging K cluster centers such that they meet some goodness criteria. Most
often, the cluster center placement minimizes within-cluster variation and maxi-
mizes inter-cluster distance. Centroid-based techniques require the number of clus-
ters K to be fixed a priori. Common distance metrics include Euclidean and `1 dis-
tance. Centroid-based clustering algorithms assume that the clusters in the data are
convex—this means that clusters do not have arbitrary shape. Example algorithms:
K-means [45], K-medoids [46].
2. Hierarchical. Data is organized into a tree structure based on the distance between
points and the distance between clusters. The distance measure is arbitrary, and the
tree may be built from the bottom-up (agglomerative) or from the top-down (divi-
sive). A user selects the number of clusters by choosing a level of the tree to “cut.”
Hierarchical methods can find arbitrarily-shaped clusters in the data. Example algo-
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rithms: BIRCH [47], CURE [48], Chameleon [49].
3. Density-based. Clusters are formed in areas of feature space with high data density
by constructing a graph between data points. Data points are connected by compar-
ing the distance between them to a chosen threshold. Unlike hierarchical methods,
however, not all data points are connected, so a complete tree structure is not formed.
Clusters can have arbitrary shape and the number of clusters does not need to be
specified a priori—the number of clusters is a byproduct of algorithm parameters.
Example algorithms: DBSCAN [50], OPTICS [51], SOC [52].
4. Model-based. Clusters are assumed to take a form specified by a probabilistic model.
The most common model is a mixture of Gaussian distributions. Typically, the num-
ber of clusters is specified a priori; however, extensions exist to estimate it from data
(we discuss this in more detail later). In contrast with other clustering methods which
provide hard cluster labels, model-based methods often estimate a soft assignment—
a probability distribution over cluster labels—for each data point. In general, in-
ference in model-based clustering is computationally expensive, but this can be ad-
dressed by way of approximation. Example algorithms: GMM [53], BNP/IGM [54],
[55].
The classes of clustering algorithms described here encompass the majority of tech-
niques in use today. Others, such as ones based on graph theory or fuzzy set theory, can
either be seen as subsets of the ones listed here or as fringe methods without much activity
in the literature.
2.1.2 Number of clusters
Specifying or otherwise determining the correct number of clusters in the data is a central
problem in all cluster analysis. Many clustering algorithms including K-means and GMM
require that the number of clusters be specified a priori. This parameter is held fixed during
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the clustering process. However, the number of clusters in the data is often unknown in
advance. In fact, obtaining this information may be a desired result of cluster analysis in
the first place, which has led to the development of methods to determine the number of
clusters algorithmically [56]–[58]. These methods generally operate independently of the
clustering algorithm, so they can be paired with any approach. Many external methods
require the algorithm to be run multiple times on the same dataset while varying the pre-
specified number of clusters in order to determine the best solution [59].
Alternatively, a class of techniques called Bayesian nonparametrics [60] sidesteps this
issue by placing a specialized prior distribution on the cluster assignments. The prior im-
plies that there is an infinite number of clusters for an infinitely large dataset—but any finite
number of data points only realizes a finite number of clusters. The number of clusters is
thus data-driven and found as a byproduct of the inference process and hyperparameter tun-
ing [54], [55]. Classical BNP models are known to over-estimate the number of clusters in
the data even with optimal hyperparameter settings [27]. We further discuss this tendency
in Section 3.1.
2.1.3 Offline vs. online clustering
Most of the clustering algorithms in the literature today are designed for offline data pro-
cessing. In other words, they operate on one large batch of data and often require multiple
iterations over the dataset before reaching a clustering solution. This contrasts with the
online (or streaming/sequential) clustering paradigm, where data is assumed to arrive in
a continuous stream, thereby limiting (or prohibiting) access to the entire dataset. Online
algorithms can also operate on large, static datasets by splitting the dataset into subsets and
computing an overall solution by combining results obtained from the subsets.
Online extensions of offline clustering algorithms have been studied in the literature.
For example, numerous online K-means clustering algorithms have been developed over
the years [32], [33], [61], [62]. Some algorithms, such as the density-based SOC, are not
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online extensions of existing offline algorithms, but are derived with streaming applications
in mind from the start [52]. Online versions of model-based clustering algorithms are
also widespread in the literature [63]–[65]. Recent activity in online clustering research
indicates that it is an open problem with ample room for new developments.
2.1.4 Related work
We now focus on advances in BNP model-based clustering, because these techniques are
instrumental in our proposed approach. As mentioned previously, the BNP framework en-
ables the user to avoid the problem of specifying the number of clusters in the data before
performing cluster analysis. A major drawback of these approaches, however, is the gen-
eral intractability of the models, necessitating an approximate inference approach such as
Markov chain Monte Carlo (MCMC) [66] or variational inference (VI) [30].
Although there is ongoing work to speed up MCMC inference in general [67]–[69],
VI has traditionally been the framework of choice for BNP clustering when speed and effi-
ciency are desired [34]–[36]. As a result, VI has served as a basis for the development of
online BNP clustering algorithms [31] and other streaming applications of BNP within ma-
chine learning [70], [71]. We describe VI for BNP clustering in more detail in Section 2.2.
Aside from the issue of computational complexity, it is well-known that BNP models
can over-estimate the number of clusters in the data, especially when the dataset is large
[27]. This phenomenon is sometimes referred to as over-clustering. It can be shown that
for classical BNP clustering models, the expected number of clusters grows logarithmically
with the data [72]. BNP models are equipped with a hyperparameter to control the influ-
ence of the data count, which can itself be inferred due to the Bayesian framework [73].
However, even with careful tuning, the over-clustering phenomenon is difficult to manage,
leading researchers to develop new BNP priors with additional hyperparameters [29].
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2.2 Variational BNP clustering
Model-based clustering begins with a generative model that specifies the relationships be-
tween the data X , the hidden variables (cluster assignments) Z , and cluster parameters Θ.
A typical clustering model is given by [36]














which is often referred to as a “collapsed” model, because there is no term to explicitly
model mixture weights—they have been integrated out. For BNP, p(Z) represents a spe-
cialized prior over the cluster assignments. Inferring the posterior p(Z,Θ | X ) in these
models is intractable due to the exponential complexity of computing the evidence, so ap-
proximations are necessary [35]. As mentioned previously, inference is often performed via
MCMC [74], which is is not appropriate for clustering large datasets or for online clustering
[30].
Variational inference (VI) is an alternative framework which casts inference as an
optimization problem [19]. A simplified “mean-field” model








is proposed and the Kullback-Leibler divergence KL(q ‖ p) is minimized by equivalently
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maximizing the evidence lower bound





log p(xn | zn,θzn)
]



















where the expectations are taken with respect to q(Z,Θ) [36]. Note that although there
are sums in (2.2), (2.4) and (2.6) with an infinite number of terms, most of these terms are
zero in practice. These sums are only computed over the number of clusters that contain
data—but the BNP framework allows this number to change during inference.
Coordinate ascent is typically employed to optimize the ELBO [30]. The parameters θk
and hidden variables zn are updated individually while holding the rest of the variables con-
stant. More specifically, the coordinate ascent update equations for the cluster parameters




E[log p(xn | θk)] + log p(θk) + CONST (2.7)
log q∗(zn) = E[log p(xn | θzn)] + E[log p(zn | Z6n)]
+ CONST, (2.8)
where the expectations are taken with respect to the variational density q for all of the
other variables, i.e., q(Z,Θ6k) for (2.7) and q(Z 6n,Θ) for (2.8). The ELBO is optimized by
iterating through the update equations in a manner similar to the expectation-maximization
method, leading to this algorithm being known as “variational EM” [75], [76]. The result
is a variational approximation to the desired posterior q∗(Z,Θ) ≈ p(Z,Θ | X ).
Implementation of the updates (2.7) and (2.8) is simplified when the data model p(X |
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Z,Θ) is in the conjugate exponential family [75]. For example, components in a mixture
of multivariate Normal distributions with unknown mean and unknown covariance have
a Normal Wishart conjugate prior, which enables us to compute (2.7) and (2.8) in closed
form [19]. We employ this data model throughout the majority of this work. Computations
corresponding to this model are provided in Section 3.3.
A BNP prior can be incorporated via the E[log p(zn | Z6n)] term in (2.8), enabling the
number of clusters to be inferred from the data as part of the VI optimization process. The
Chinese restaurant process (CRP) [77] is a common choice. The CRP can be described by
the following analogy. Imagine a restaurant with an infinite number of tables. Customer
n = 1 enters the restaurant and sits at table k = 1. The next customer, numbered n = 2,
must choose whether to sit at the already occupied table k = 1 or sit at a new unoccupied
table k = 2. The probabilities associated with each choice are 1/α + 1 and α/α + 1, re-
spectively, for some fixed α > 0. As more customers n = 3, 4, . . . , N enter the restaurant,
the assignment zn of the n-th customer to table k has probability [77]
p(zn = k | Z6n) =

Nk,6n
α+N−1 k = 1, . . . , K
α
α+N−1 k > K,
(2.9)
where K is the number of occupied tables at that time, Z is the set of table assignments,
and Z 6n and Nk,6n are the set of table assignments and counts at each table without counting
customer n, respectively. Substituting data points and clusters for customers and tables,
respectively, we obtain a model for a process by which data points are assigned cluster
labels. We discuss another choice of BNP prior in Section 3.1.
It was noted in [36], [78] that direct implementation of the CRP into (2.8) is intractable
for even moderately large data sizes N . Examining the expectation





q(zm) log p(zn | Z6n) (2.10)
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reveals a sum overK(N−1) possible arrangements of assignments toK clusters. A tractable
approximation of the expectation can be obtained by exploiting the fact that p(zn | Z 6n) is
specified in terms of counts of data points in a cluster. Since these counts can be expressed
as sums of indicator functions, i.e.,Nk =
∑N
n=1 1[zn = k], and the assignment zn to cluster
k has probability q(zn = k), they can be treated as sums of Bernoulli random variables.
When N is large enough, Nk is well-approximated by a Gaussian random variable with








q(zn = k)(1− q(zn = k)), (2.12)
where q(zn = k) the value of the variational distribution for the cluster assignment zn = k.
Then a second-order Taylor approximation, i.e. [79]
E[f(x)] ≈ f(E[x]) + f ′′(E[x]) V[x]/2, (2.13)
can be used to approximate E[log p(zn | Z6n)] as shown in [36], [78].
2.2.1 Online variational BNP clustering
Inference in the VI framework is often much faster than MCMC. Recent work has lever-
aged the efficiency of VI for online BNP clustering, where data points arrive in a continuous
stream [31]. In this processing paradigm, data is collected into a minibatch (buffer) before
being clustered. Minibatches are processed sequentially in the following way. Let a mini-
batch X t = {xn}N
t
n=1 be indexed by t = 1, 2, . . .. Furthermore, to simplify the notation, let
all hidden variables and parameters be grouped together in the variable Θ. Following [34],
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applying Bayes’ rule to the first minibatch yields




Bayes’ rule can be applied to the following minibatches t > 1 using the posterior from all
t−1 previous minibatches as a replacement for the original prior p(Θ), yielding the update
[34]
p(Θ | X 1:t) = p(X
t | Θ)p(Θ | X 1:t−1)
p(X 1:t−1)
, (2.15)
where the notation X 1:t means we are conditioning on minibatches 1 through t.
Recall that VI approximates the posterior p(Θ | X ) by a factorized density q(Θ). Thus,
an online variational inference algorithm can be obtained by substituting the true posterior
with its variational approximation [34]:
p(Θ | X 1:t) ≈ qt(Θ) (2.16)
=
p(X t | Θ)qt−1(Θ)
p(X 1:t−1)
, (2.17)
where qt(Θ) is the variational posterior for minibatch t. From this discussion it is clear that
VI is a natural choice for online processing. We rely on the tractability of computing the
variational posterior to streamline the posterior update.
2.3 Summary
In this chapter, we reviewed the clustering literature and provided prerequisite technical
material for the remainder of this dissertation. We provided a succinct taxonomy of clus-
tering algorithms, reviewed methods for estimating the number of clusters, and discussed
related work found elsewhere in the literature. We then derived the variational BNP clus-
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tering framework which the rest of this dissertation builds upon. This includes the ELBO
(2.5), coordinate ascent updates (2.7) and (2.8), and motivation for a Taylor approximation





Although the BNP framework sidesteps the issue of choosing the number of clusters a
priori, it is known that the inferred number of clusters tends to be too high [27]. This is
sometimes called “over-clustering.” Recent work addressing the over-clustering problem
relies on MCMC inference [29], which is inappropriate for online clustering. In this chapter,
we employ variational inference to derive a new online BNP clustering algorithm that is
resistant to over-clustering.
3.1 Redundancy in BNP clustering
Inspection of (2.9) reveals two key attributes of the CRP. First, the CRP exhibits a “rich-get-
richer” property—that is, large clusters tend to attract more data points. Second, as amount
of data increases, the number of clusters is also expected to increase. In fact, it has been
shown that the expected number of clusters grows logarithmically with N [72].
Although the CRP exhibits nice theoretical properties such as infinite exchangeability
(i.e., the order of the data does not impact the probability of a partition), BNP clustering
algorithms that utilize this prior have practical issues. In particular, it is well-known that
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these algorithms tend to create too many clusters when the number of data points is large—a
phenomenon that is sometimes called “over-clustering” [27], [28]. It is possible to tune the
parameter α to prevent this tendency, but it is not always effective [27], [29]. Alternatively,
[29] showed that the CRP can be modified to allow for greater flexibility in modeling the
way that cluster countsNk impact the probability of a partition by raising the cluster counts
to a power r > 1, i.e.,

















called the powered CRP or PCRP. 1 It was shown in [29] that this prior affords greater
control over the number of clusters in the final mixture when compared to the concentration
parameter α, so we utilize it in our work. However, their MCMC implementation was
intended only for offline use.
It is desirable for a clustering algorithm to be able to estimate the number of clusters
in the data automatically, without creating redundant clusters. This is especially important
when dealing with streaming data that can have a dynamically changing number of clusters.
The PCRP prior can reduce over-clustering, but lacks an online implementation. We use
the VI framework to derive a novel online BNP clustering algorithm with the PCRP prior.
3.2 Reducing redundancy in online BNP clustering
We discussed the general VI framework for BNP clustering in Section 2.2. To imple-
ment the PCRP (3.1) in the variational update equation (2.8), we apply (2.13) to ob-
tain a Taylor approximation of E[log p(zn | Z 6n)] like in [36], [78]. We first present
the final approximation, then follow with a full derivation. To simplify the notation, let
1Note that setting r = 1 in (3.1) recovers the standard CRP as given in (2.9).
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µk,6n , E[Nk,6n] and σ2k,6n , V[Nk,6n] as defined in (2.11) and (2.12), respectively. Further-




k,6n. The Taylor approximation of the expected log-PCRP is given
by























To derive this, first let the denominators in (3.1) be re-stated as
D = βk + µ
r
k,6n, (3.3)




`, 6n isolates the term µ
r
k,6n. Thus for the k = 1, . . . , K term in
(3.1), the function in the Taylor approximation (2.13) is f(µk,6n) = g(h(µk,6n)), a composite
function with h(µk,6n) = µrk,6n and g(µk,6n) = log µk,6n − log(βk + µk,6n). Inserting these
definitions into (2.13) yields




















2 − r)µr−2k,6n (3.7)
g′(µk,6n) = µ
−1
k,6n − (β + µk,6n)
−1 (3.8)
g′′(µk,6n) = (β + µk,6n)
−2 − µ−2k,6n. (3.9)
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into (3.5) and rearranging terms yields the desired Taylor approximation

















for k = 1, . . . , K. Noting that the k > K term in (3.1) is constant with respect to Nk,6n,
its derivatives are zero. We thus arrive at the second-order Taylor approximation of the
expected log-PCRP as given in (3.2).
3.3 Inference for multivariate Gaussian data
We now provide details regarding our implementation, using the derivations in Section 3.2.
In this work, we implement a collapsed variational BNP GMM according to the follow-
ing generative model: For brevity, we will omit the terms “collapsed” and “multivariate”
when there is no confusion. This differs from a traditional GMM in several ways (see [19]
for a good summary of the standard and Bayesian GMM). First, the traditional GMM is
computed via the expectation maximization (EM) algorithm for maximum likelihood es-
timation (MLE), resulting in hard cluster assignments. Our implementation, on the other
hand, uses variational EM for a fully Bayesian solution, i.e., we will specify priors on the
model parameters and compute their distributions instead of the MLE point estimate. Sec-
ond, the typical GMM explicitly parameterizes mixture weights. We use a collapsed model,
where the weights are integrated out in order to reduce the number of parameters in the
model and allow us to explicitly model p(zn | Z6n). Finally, traditional and Bayesian GMMs
simply model the cluster labels as draws from a categorical distribution. Our approach uses
BNP priors (the PCRP in particular) to model the cluster labels.
We first state our generative model, then provide the equations for variational EM
under this model. Let the n-th D-dimensional data point be represented by xn ∈ RD. Our
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generative model is based on other work involving the PCRP [29]:
θk = µk,Tk (3.11)
xn | µk,Tk
iid∼ Norm(xn;µk,T−1k ) (3.12)
µk,Tk |m0, ν0,W0, λ0 ∼ NormWish(µk,Tk;m0, ν0,W0, λ0) (3.13)
zn | Z6n, α, r ∼ PCRP(zn;Z, α, r), (3.14)
where
NormWish(µk,Tk;m0, ν0,W0, λ0) = Norm(µk;m0, ν0Tk)Wish(Tk;W0, λ0) (3.15)
with the Normal density function parameterized by the precision matrix T given by [19]








(x− µ)>T (x− µ)
)
(3.16)
and the Wishart density function given by [19]


















The gamma function is denoted Γ(·) [19]. The model described in (3.11) to (3.14) also
appears in [29], but they derive an offline MCMC algorithm to infer the parameters. We use
variational inference with our approximation (3.2) for a novel online implementation. Other
similar data models appear elsewhere [31], [35], [36], but they do not utilize the PCRP to
resist over-clustering. Table 3.1 lists the model variables, parameters, and dimensions.
The variational E-step entails updating the cluster assignment probabilities via the
update equation for q(zn) given in (2.8). The update has two terms: the expected log
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Table 3.1: Variables and parameters used for our Gaussian data model. The number of data
points is denoted N .
Name Description Dimension
xn n-th data point D
µk Mean of the k-th cluster D
Tk Precision matrix for the k-th cluster D ×D
m0, ν0,W0, λ0 Normal-Wishart prior hyperparameters D, 1, D ×D, 1
zn Cluster assignment of the n-th data point 1
Z 6n Cluster assignments of all data points except n N − 1
α CRP concentration hyperparameter 1
r PCRP regularization exponent hyperparameter 1
likelihood under the variational distribution, and the expected log PCRP. The first term can
be written as














λk + 1− i
2
)
+D log 2 + log |Wk| (3.19)
E[(xn − µk)>Tk(xn − µk)] = Dν−1k + λk(xn −mk)
>Wk(xn −mk), (3.20)
where ψ is the digamma function. The values of mk, νk, Wk, and λk are determined in
the variational M-step. The second term in the update (2.8) is the PCRP, given in equation
(3.2).
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The variational M-step is a standard Bayes hyperparameter update [19]:
νk = ν0 +Mk (3.21)
µk = ν
−1






(x̄k −m0)(x̄k −m0)> (3.23)
λk = λ0 +Mk + 1 (3.24)
However, since the expectations are taken with respect to variational distribution, the sam-
















q(zn = k)(xn − x̄k)(xn − x̄k)>. (3.27)
3.4 Remarks on implementation
It is important to note that VI using a coordinate ascent strategy (as we use here) only guar-
antees convergence to a local optimum [30]. This means that we need to be careful about
initializing the algorithm properly [80]. VI initialization is an ongoing research topic [81],
[82]. We require an initial number of clusters K0 to be specified, but this value does not fix
the number of clusters in the model—it is only an initial guess. One initialization strategy
is to compute a random variational distribution q(zn) for each data point xn. This can be
implemented by drawingK0 values from Unif(0, 1) for each zn and normalizing each q(zn)
to sum to unity. Alternatively, one can obtain an initial clustering solution using K-means
for K = K0 clusters [83]. K-means only provides hard cluster assignments, meaning that
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q(zn = k
∗) = 1 for the assigned cluster k∗ and q(zn = k) = 0 for all k 6= k∗. Because
we operate on soft cluster assignments, we “soften” the K-means estimate by adding a
small ε to all q(zn) and re-normalizing each q(zn) to sum to one. K-means initialization
may be the most popular initialization strategy for VI clustering and is implemented by the
scikit-learn package [84]. We have found that initializing using K-means generally
provides a better starting point for VI without significantly adding to the computational
complexity.
Prior Bayesian clustering work has established that VI methods tend to perform better
when K0 is large relative to the true number of clusters in the data [85], [86]. If K0 is too
small, the algorithm may increase the covariance of an existing cluster rather than create a
new one. In other words, unnecessary clusters are easily pruned from the model, but new
clusters are less likely to be added during coordinate ascent. Empirical analysis indicates
that this notion holds true for our algorithm as well. As such, we advise setting K0 large
and allowing the inference process to delete unnecessary clusters.
Despite this tendency, it is important to describe the mechanism by which clusters can
be added to the model automatically. We compute q(zn) for K+1 clusters—the first K are
“true clusters” that are actually realized by the data. The remaining cluster is an unrealized
cluster. If, at the end of an iteration, NK+1 > 0 (implying that there are points which do not
currently fit into one of the K realized clusters), the number of clusters K is incremented
by one and the corresponding points are added to the new cluster. At the next iteration,
the parameters of the new cluster will be estimated via (2.7). The algorithm also checks
if there are empty clusters, i.e., if Nk = 0 for any k = 1, . . . , K. In this case, the empty
clusters are deleted and K is decremented by the number of empty clusters.
These steps are repeated until convergence or until a maximum number of iterations
is reached. There are several ways to test for convergence in VI—in our clustering imple-
mentation, we simply check that the cluster means have stopped moving to within some
small tolerance [19]. Refer to Algorithm 3.1 for pseudocode describing our algorithm.
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3.5 Algorithm demonstration
We demonstrate that a variational BNP clustering algorithm with our PCRP approximation
can reduce over-clustering with a simple 2-d clustering example. Note that this demon-
stration is not intended to be a thorough study of the algorithm—we provide much deeper
analysis for a variety of clustering problems in Chapters 5 to 8. Rather, we now present an
illustrative example that also serves to motivate the hyperparameter tuning methods pro-
posed in Chapter 4.
Six cluster centers were selected randomly from an equally spaced 5-by-5 grid ranging
from−10 to 10 in each dimension. For each cluster, each dimension was assigned a random
variance in the range [0.8, 1.2]. Then, Nk points were drawn for each cluster. We used
our variational BNP clustering algorithm with the PCRP to cluster the data for 51 values
of r spaced evenly between 1.0 and 5.0 and computed the cluster count estimation error
∆K = K̂ − K for each. To show how the CRP hyperparameter α impacts the clustering
solution, we repeat this exercise for α ∈ {0.1, 1.0, 10.0}.
This process was repeated for 100 Monte Carlo iterations, each comprising randomly
chosen sets of K = 6 clusters with the number of points per cluster Nk ∈ {100, 400}. The
signed error in the estimated number of clusters, ∆K was averaged and plotted in Fig. 3.1.
When ∆K > 0 (∆K < 0), the algorithm estimated too many (few) clusters. When
∆K ≈ 0, the number of clusters is correctly estimated. The standard CRP implementation
of BNP clustering is obtained for r = 1.0, which can be used as a baseline for comparison
with our approach when r > 1.0.
The results in the figure reveal some interesting properties of our variational BNP
clustering algorithm. First, we comment on the PCRP hyperparameter r, since this is a
key component of the novel contribution of this work. The standard variational CRP-based
clustering algorithm (i.e., when r = 1.0) consistently estimates too many clusters. This
tendency persists even when α is made smaller to reduce the probability that a new cluster
is generated by the CRP. As r increases, ∆K goes down, showing that the PCRP is limiting
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Figure 3.1: Cluster count estimation error ∆K for various values of r, α, and Nk on a
six-cluster problem. When r is near one, ∆K > 0, indicating that the number of clusters
is over-estimated. As r increases, ∆K decreases, eventually yielding an under-clustered
result (i.e., the estimated number of clusters is less than the true number of clusters).
the effect of over-clustering. However, note that the “best” r for this six cluster problem
(i.e., when ∆K = 0, indicating that the correct number of clusters has been inferred) for
Nk = 100 is around r = 1.5, whereas for theNk = 400 case, the “best” r ≈ 1.75. Note also
that for Nk = 400, the algorithm extracts the correct number of clusters for a larger range
of r. Although this indicates that the PCRP can be effective for reducing overclustering in
VI,it is undesirable that the best hyperparameter values may be dependent on the number
of data points per cluster because this quantity is not known a priori.
Second, this experiment does not indicate that there is any advantage to tuning both
α and r. Specifically, the demonstration here shows that r has a much greater impact on
the final estimated number of clusters. Like [29], we choose to fix α = 1.0 and control
the number of clusters by tuning r alone in the remainder of this work. Clearly, it is
critically important to choose a proper value for the PCRP hyperparameter in order to
obtain a clustering solution with the correct number of clusters. To address this, we propose
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Algorithm 3.1 Online variational BNP clustering with a Gaussian mixture model.
Require: Datasets X t, t = 1, 2, . . .
Require: Normal-Wishart hyperparameters µ0, ν0,W0, λ0
Require: CRP concentration hyperparameter α, PCRP hyperparameter r, initial number
of clusters K0
1: K ← K0
2: Initialize qt(Z) via K-means with K = K0.
3: for t = 1, 2, . . . do
4: repeat
5: Update qt(Θ) via (2.7)
6: Update qt(Z) via (2.8)
7: Compute cluster counts Nk, k = 1, . . . , K + 1
8: if Nk+1 > 0 then
9: Add a new cluster
10: K ← K + 1
11: end if
12: if Any Nk = 0 for k = 1, . . . , K then
13: K ← K − |{Nk = 0 : k = 1, . . . , K}|




some strategies for tuning the hyperparameter in Chapter 4.
3.6 Summary
Standard BNP clustering algorithms tend to over-estimate the number of clusters in the data
[27]. The recently-developed PCRP has helped to resolve this [29], but is limited to offline
clustering because it relies on slow MCMC inference. When data arrives in a continuous
stream and the number of clusters can change over time, online clustering is necessary.
In this chapter, we implemented a new online variational BNP clustering algorithm that
reduces over-clustering in the inferred mixture. To do this, we derived a Taylor approx-
imation (3.2) for the PCRP. We showed how to use this approximation in a BNP GMM
and demonstrated the impact of the PCRP hyperparameter r. In the following chapter, we




As shown in Section 3.5, it is critically important to choose a proper value for the PCRP
hyperparameter r in order to obtain a clustering solution with the correct number of clus-
ters. In this chapter, we propose some methods for tuning the hyperparameter. We start by
examining some of the empirical properties of the PCRP and discuss strategies for infer-
ring the hyperparameter statistically. For offline hyperparameter tuning, we also propose
a root-finding method inspired by Gaussian mixture reduction. We also propose a way
to combine these methods in an optimization-based approach. Finally, we extend these
techniques to the online setting by employing multivariate change detection and exploit-
ing our efficient variational implementation. The strategies are evaluated for effectiveness
on synthetic datasets in Chapter 5, employed for clustering radar pulses in Chapter 6, and
demonstrated for neural spike sorting in Chapter 7. The root-finding method is further
exercised in Chapter 8.
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4.1 Empirical properties of the PCRP hyperparameter
Tuning the concentration parameter α in the standard CRP (2.9) was studied as early as
1995 [87], where a Gibbs sampling implementation was proposed to approximate
p(α | K,N) ∝ p(K | α,N)p(α). (4.1)
This is straightforward because p(K | α,N) is available in closed form [88]:
p(K | α,N) = |s(N,K)|αK Γ(α)
Γ(α +N)
(4.2)
where K is the number of clusters, N is the number of data points, and s(N, k) is the
Stirling number of the first kind. While it is natural to take a similar approach and consider
writing p(K | r, α,N) for the PCRP, we find that it does not have a similar compact
form. This is because the PCRP forfeits exchangeability in favor of greater control over
the number of clusters. For example, we could not easily write the denominator of p(K |
α,N, r) for the PCRP in terms of Gamma functions (or factorials) because the order in
which customers arrive at the restaurant matters—each table is weighted exponentially by
the number of customers at that table.
The number of clusters conditioned on the hyperparameter is still a quantity of interest,
however, and its distribution (or an approximation thereof) may be useful in deriving a
hyperparameter tuning scheme. We study p(K | r) by simulating 150,000 samples from the
PCRP for N ∼ Unif(100, 800) and r ∼ Norm(ri, 10−4), with ri taking 150 evenly-spaced
values in the interval [1.0, 2.5]. We group values of r into bins of width 10−2, denoted Ri,
and compute empirical distributions of p(K | r ∈ Ri) (examples for r̄i ≈ 1.0, 1.5, 2.0 are
shown in Fig. 4.1). Note that to simplify our analysis, we draw samples for a large range of
N and examine p(K | r) without explicitly modeling the influence of N . Additionally, we
choose to study the PCRP hyperparameter exclusively and hold α = 1 constant, following
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(a) r̄i ≈ 1.0













(b) r̄i ≈ 1.5











(c) r̄i ≈ 2.0
Figure 4.1: Histograms for K given Ri along with Poisson fits (red dots) for various Ri
bins. The mean of the values inRi is denoted r̄i.
the rationale laid out in Chapter 3 and [29].
The empirical distributions shown in Fig. 4.1 confirm the notion that higher values
of r tend to favor fewer clusters (smaller K). The shape of the empirical distributions
suggests that K − 1 can be approximated by a Poisson distribution with rate parameter
dependent on r, shown as red dots. An MLE-derived rate parameter ξ̂r can be found such
that Pois(K−1; ξ̂r) approximates the empirical distribution p(K|r). Chi-squared goodness
of fit tests resulted in p values less than 0.1 and 0.3 for roughly 75% and 90% of the
estimated ξ̂r, respectively, indicating that the Poisson approximation is reasonable for most
values of r.
Plotting ξ̂r as a function of r (Fig. 4.2) reveals that the rate parameter follows an
approximately exponential trend given by the equation
ξ(r) = 4.13 exp(−2.79(r − 1.04)) + 1.03, (4.3)
derived via non-linear least squares estimation provided by the scipy package [89]. The
curve fit was verified using an additional holdout set of 50,000 samples of p(K | r) using
the PCRP as described above, with coefficient of determination R2 = 0.994 and root
mean-squared error RMSE = 0.088. We found that the level of precision is not improved
by maintaining greater than two significant digits in the curve parameters, and the precision
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Figure 4.2: Curve fitment for (r̄i, ξ̂) pairs, where ξ̂ is the MLE parameter for a Poisson
distribution.
is decreased when the parameters are rounded to only one significant digit.
We thus arrive at the following closed-form approximation for the probability of the
number of clusters K given the hyperparameter r in the PCRP:





where ξ(r) is given in (4.3) and we have placed a hat on p to denote that it is an approx-
imation of p(K | r) based on empirical analysis. Note that this formulation is specific
to the PCRP and is based purely on empirical analysis. Moreover, it is not necessarily
generalizable for other uses of the PCRP when r 6∈ [1.0, 2.5] or N 6∈ [100, 800].
A closed-form equation for a probability density, even if it is approximate, can be use-
ful in inference tasks. In our case, (4.5) even has a conjugate Gamma prior. This enables
fast inference by estimating ξ̂ from the Gamma posterior hyperparameters and inverting
(4.3). However, posterior inference with only a single observation of K per iteration of
the algorithm means that we must be very careful when selecting the Gamma prior hyper-
parameters. They may easily be too influential (i.e., the value of ξ̂ becomes nearly deter-
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ministic, so we might as well set r by hand) or not influential enough (i.e., the clustering
algorithm will converge before enough evidence is gathered to establish a good posterior
estimate). The problem of Gamma prior hyperparameter selection is exacerbated by lack
of a priori knowledge of the number of clusters in the data. Alternatively, we can choose
a non-conjugate prior and infer p(r | K) via the Metropolis-Hastings algorithm [90]. For
example, an exponential prior over r − 1 would reflect that r is bounded below by 1 and
that high values of r are increasingly unlikely. This has the drawback of being slow to
converge, which makes such an approach unsuitable for online processing.
4.2 Numerical methods for PCRP hyperparameter tuning
In light of the challenges presented by treating hyperparameter tuning as an inference prob-
lem, we now present an alternative approach. To reduce over-clustering, we wish to choose
r such that the number of clusters is minimized without compromising the expressiveness of
the model. In other words, we want the model to be compact, yet sufficiently representative
of the underlying data. This concept can be described in terms of a simple optimization
problem:
r∗ = arg min
r
K̂r
s.t. ε(Θ, Θ̂r) ≤ η, (4.6)
where K̂r is the number of components resulting from fitting the model with hyperparam-
eter r and ε is some function that measures the error between the true model parameters Θ
and the estimated model parameters Θ̂r. This formulation requires the total error to be no
greater than η. A natural choice for an error measure would be ε = KL, but we do not know
the Θ corresponding to the true generative model, and there is no closed form solution for
the KL divergence between GMMs, although approximations exist (e.g., [91]). Moreover,
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KL divergence is uncalibrated, taking values from 0 to∞, making selection of η difficult.
Instead of relying on an approximation of the KL divergence between GMMs, we propose
an approach inspired by Gaussian mixture reduction.
4.2.1 Gaussian mixture reduction
Gaussian mixture reduction is the process by which the number of clusters in a GMM is
reduced while attempting to maintain model expressiveness. Numerous examples can be
found in the literature, most of which attempt to reduce a GMM with a known number of
clusters K to a pre-specified number of clusters K ′ < K, e.g., [92], [93]. Our problem
is similar, yet distinct. We can use our algorithm to estimate K, but we do not know a
specific value K ′ < K to perform canonical Gaussian mixture reduction. Nonetheless, the
demonstrated tendency for BNP GMMs to overestimate the number of clusters in the data
means that Gaussian mixture reduction may be a good source for inspiration.
In Gaussian mixture reduction, a common measure of the similarity between two
GMMs is the integrated squared error (ISE). Equations (4.7) to (4.14) are adapted from
[94]–[97]. Let two PDFs over x ∈ X be parameterized by Θ and Θ′ as p(x | Θ) and
q(x | Θ′) (not necessarily the generative model p and variational approximation q from




(p(x | Θ)− q(x | Θ′))2 dx (4.7)
where, for collapsed GMMs,













In these equations we have used the prime symbol (·)′ to denote parameters taken from Θ′;
parameters without the prime symbol are taken from Θ. Norm(x;µ,Σ) is the Gaussian
PDF with covariance matrix Σ evaluated at x. In this case, the ISE between two GMMs
with different parameters can be computed in closed-form as




































The ISE can be normalized such that it is bounded on the interval [0, 1]. The normalized





Note that NISE can be efficiently computed directly from the GMM parameters and does not
require any data.
4.2.2 Analyzing NISE for redundant models
Recall that in general, as the PCRP hyperparameter r increases in our variational BNP clus-
tering algorithm, the number of clusters in the resulting model tends to decrease. Increasing
r can have the general effect of reducing over-clustering or redundancy in the model. For
our work, we want to understand how the NISE reflects similarity between a GMM and an
over-clustered version of that GMM so we can use it to select a good hyperparameter value.
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Figure 4.3: NISE(Θ,Θ′) vs ∆K/K, where K is the number of clusters in the true mixture
Θ and Θ′ is a redundant version of Θ with K ′ > K clusters. The NISE peaks near 0.06 for
all values of K.
We now study how the NISE responds to over-clustering by considering two GMMs
parameterized by Θ and Θ′ with K and K ′ > K clusters, respectively. To simplify the
analysis, assume that the GMM parameterized by Θ is the “true” mixture and that the over-
clustered GMM parameterized by Θ′ contains duplicates of the true clusters with a slight
perturbance in the mean. In other words, Θ′ is essentially a redundant version of Θ. For
K = 2, . . . , 6, we randomly remove clusters from the redundant mixture one-by-one (start-
ing with K ′ = 2K) and compute NISE(Θ,Θ′) according to (4.14). The NISE values are
averaged for each value of K and K ′ across 100 Monte Carlo iterations. The result is plot-
ted in Fig. 4.3 with respect to ∆K/K = K ′/K − 1. Note that ∆K/K = 1 corresponds
to a completely redundant model with K ′ = 2K and as ∆K/K decreases, the number of
redundant clusters is reduced.
We first note that NISE(Θ,Θ′) = 0 in the most redundant case when ∆K/K = 1.
Studying the definition of the NISE reveals that a mixture model that contains K clusters
and an integer number of duplicates for each cluster will result in NISE = 0. However, this
situation rarely arises in practice. Moreover, the tuning method we propose in the following
section does not seek to minimize NISE, so this does not necessarily present a problem. As
duplicate clusters are successively removed (decreasing ∆K/K), the NISE climbs steadily
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and consistently for various numbers of “true” clusters K. Clearly for each value of K, the
maximum NISE is approximately 0.06 and occurs when the redundant model Θ′ is nearly
reduced to Θ′ = Θ.
4.2.3 Employing the NISE to tune r
Because the PCRP is designed to prevent over-clustering, we wish to choose the hyper-
parameter r to minimize the number of components in the resulting model. However, we
should choose r such that the final model is sufficiently expressive—if the inferred number
of clusters is too small, the model will not provide a good description of the data. Em-
pirically we have seen that when r = 1.0, corresponding to the standard CRP, there is a
tendency to overestimate the number of clusters (see the example at the end of Chapter 3),
but the resulting model still covers the support of the data. In other words, the overclus-
tered model is expressive, but redundant. Solving the optimization problem in (4.6) would
resolve this, but since we do not know the true parameters Θ of the underlying data, we
cannot compute ε(Θ, Θ̂r). However, we can minimize the number of clusters found in the
data subject to a constraint on the difference in expressiveness of the model relative to the
over-clustered case, measured by the NISE. Such an approach does not correct errors with
respect to the true model parameters, but it can help ensure that a hyperparameter is se-
lected that yields a compact model that maintains the expressiveness of the over-clustered
model.
We thus tune r via a surrogate optimization problem:
r∗ = arg min
r
K̂r
s.t. NISE(Θ̂r0 , Θ̂r) ≤ η, (4.15)
where Θ̂r0 represents a BNP GMM fit with r = r0 prior to (and held constant during)
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optimization and Θ̂r is the reduced GMM with r < r0. For the work presented here, we
fix r0 = 1.0. Because we use NISE as an error measure, we know that η ∈ [0, 1] and can
choose this value empirically. Since K̂r generally decreases monotonically as a function of
r (see the example in Section 3.5), the optimization problem can be solved efficiently by
finding the value of r that satisfies the constraint with equality, i.e. r∗ is the root of
NISE(Θ̂r0 , Θ̂r∗)− η = 0. (4.16)
If such a root cannot be found, we make the assignment r∗ = rmax. With the exception of
the analysis in the following section, we set rmax = 2 to improve the convergence of the
root-finding routine. Note also that once Θ̂r0 is obtained, we can get Θ̂r via an efficient
online update, so the cost involved with solving (4.16) is reduced. In this work, we refer to
this hyperparameter tuning method as the root-finding method.
4.2.4 Selecting η
In Section 3.5 it was shown that the number of clusters obtained in the final mixture is
sensitive to the value of r, the PCRP hyperparameter. We now examine the effects of η,
the root-finding hyper-hyperparameter which controls the value of r based on the solution
to (4.16).
Fig. 4.4 depicts the ∆K for datasets with the number of points per cluster Nk ∈
{100, 400}, generated as described in Section 3.5. We also show the value of r that was
chosen by the root-finding method. Note that for these plots we have used rmax = 5 to
examine algorithm performance beyond the most generally effective values 1 ≤ r ≤ 2.
Results are given as averages over 100 Monte Carlo iterations. Curves in the left and right
columns are results obtained for 30 equally-spaced values of η in the range [0.01, 0.3] and
[0.01, 0.1], respectively. The boxes in the left column correspond to the plotted regions in
the right column.
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We found that the best ∆K (near zero) occurs around η = 0.05 for Nk = 100 and
η = 0.07 for Nk = 400. This dependency between η and Nk is similar to the dependency
between r and Nk that was seen in Section 3.5. However, the root-finding method for auto-
matically tuning r has several advantages over selecting r manually. First, η is interpretable
because it is related directly to the NISE. The meaning of the PCRP hyperparameter r, on
the other hand, is difficult to discern. Second, η is bounded below and above, while r is only
bounded from below, making it somewhat easier to select with little a priori knowledge. Fi-
nally, using an algorithm to tune the PCRP hyperparameter r means that the algorithm may
be more capable to adapt to changes in dynamic datasets—the analysis made here and in
Section 3.5 provide limited insight into the performance of the algorithm on infinitely vari-
able online clustering tasks. We demonstrate the effectiveness of root-finding tuning in
Chapters 5 to 8.
As a result of this analysis, we find that the best approach is to set η < 0.1. We choose
to conservatively fix η = 0.06 in this work and do not adjust it for different experiments in
order to avoid overfitting η. This value of η occurs between the ∆K = 0 location of the
Nk = 100 and Nk = 400 lines in Fig. 4.4.
4.3 Combining inference-based and numerical approaches
As mentioned in Section 4.1, direct use of (4.5) for statistical inference is not feasible.
Although we will later show that the root-finding approach is effective for tuning the hy-
perparameter r, it relies on the selection of a hyper-hyperparameter η which controls the
allowable “error” incurred by reducing the GMM. Selecting this hyperparameter is arguably
easier than choosing r directly because it is less dependent on the data, but it is desirable to
have a tuning method that does not rely on any hyper-hyperparameters at all.





























































Figure 4.4: Cluster count estimation error ∆K and the value of r (PCRP hyperparameter)
returned by the root-finding method for the number of points per cluster Nk ∈ {100, 400}.
Boxes in the figures on the left correspond to the plotted region on the right. Note that for
clarity of presentation, the y-axes in the left and right columns are not aligned. These plots
indicate that ∆K is nearest zero for approximately 0.05 ≤ η ≤ 0.07. Note that the value
of r returned by the root-finding method for some η is not the same for different values of
Nk. Left column: η ∈ [0.01, 0.3]. Right column: η ∈ [0.01, 0.1].
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This method optimizes
r∗ = arg max
r
[
(1− NISE(Θ̂r0 , Θ̂r))p̂(K | r)
]
(4.17)
subject to a constraint that 1 ≤ r ≤ rmax, where p̂(K | r) is given by (4.5).1 The objective
function leverages the fact that the NISE is bounded on the interval [0, 1] like a probability
density. Thus, its contribution to the overall objective function value is balanced with
respect to p̂(K | r).
Intuitively, the objective function is near 1 when NISE(Θ̂r0 , Θ̂r) → 0, indicating that
Θ̂r is “similar” to Θ̂r0 in the NISE-sense, and p̂(K | r) is maximum, indicating that the
number of clusters is well-matched to the value of r. The objective function is near 0 when
either NISE(Θ̂r0 , Θ̂r) → 1, indicating a mismatch between the models, or p̂(K | r) is low,
indicating that the current value of r is not likely to produce the number of clusters being
estimated.
Compared to the root-finding approach in Section 4.2.3, the optimization approach
does not rely on any hyper-hyperparameter selection on the user’s part. The model for
p̂(K | r) was found empirically in Section 4.1, and rmax can be safely fixed at 2 with-
out negatively impacting the result. This is a desirable property when it is not known a
priori how similar the reduced GMM should be compared to the over-clustered one (quan-
tified by η in (4.16)). However, this property comes at the cost of increased computational
complexity—we demonstrate this in Chapter 5.
4.4 Tuning the hyperparameter online
As a dynamic dataset is processed, the number of clusters in the data can change over time.
We have observed that when clusters in the data disappear, the algorithm generally responds
1Although rmax is technically a hyper-hyperparameter, it does not need to be tuned—it merely provides
an upper bound on r to speed up convergence in the optimization routine.
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appropriately by removing the corresponding component. However, when the data exhibits
new clusters, the algorithm tends to increase the covariance of an existing GMM component
rather than add a new one. This means that in certain cases, the algorithm may begin to
under-estimate the number of clusters (i.e., ∆K < 0). One way to resolve this issue is to
re-fit the model with a new hyperparameter using one of the previously described tuning
strategies [98].
A naive solution is to simply re-fit the model from scratch for every new minibatch.
While this may resolve the ∆K problem, the tuning procedure can be costly and should
only be invoked when necessary. Instead, we employ efficient multivariate change de-
tection to determine if a new minibatch is likely to contain new clusters. If new clusters
are present, a re-fit is triggered. Otherwise, the model is updated online as usual without
re-fitting [98].
For change detection, we implement the semi-parametric log likelihood (SPLL) ap-












where µt−1∗ and T
t−1
∗ are the mean and precision matrix for the cluster nearest to x in
the previous minibatch and D is the data dimensionality. The decision “change” means
that the model should be re-fit for X t with a new hyperparameter, while the decision “no
change” means that the model can be updated in an online fashion without changing the
hyperparameter. The decision criterion (D+
√
2D) arises from the fact that the sum of the
squared Mahalanobis distances is chi-squared distributed with D degrees of freedom with
mean D and standard deviation
√
2D. Hence the SPLL approach declares a change when
the test statistic is greater than one standard deviation above the mean [99].
We acknowledge that the literature contains many examples of change detection that
could be useful for this purpose. However, a full investigation of change detection methods
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is out of scope for this work, and we have found empirically that the SPLL approach is
effective and efficient.
Refer to lines 3–10 in Algorithm 4.1 to see how hyperparameter tuning and change
detection are incorporated into our algorithm.
Algorithm 4.1 Online variational BNP clustering with a Gaussian mixture model and auto-
matic hyperparameter tuning.
Require: Datasets X t, t = 1, 2, . . .
Require: Normal-Wishart hyperparameters µ0, ν0,W0, λ0
Require: CRP concentration hyperparameter α, PCRP hyperparameter r, initial number
of clusters K0
1: K ← K0
2: for t = 1, 2, . . . do
3: if t > 1 then
4: Perform SPLL test (4.18)
5: end if
6: if t = 1 or SPLL is triggered for minibatch t then
7: Initialize qt(Z) via K-means with K = K0.
8: Select hyperparameter r via root-finding or optimization-based routine
9: else
10: Initialize qt(Z) using qt−1(Θ) via (2.8)
11: end if
12: repeat
13: Update qt(Θ) via (2.7)
14: Update qt(Z) via (2.8)
15: Compute cluster counts Nk, k = 1, . . . , K + 1
16: if Nk+1 > 0 then
17: Add a new cluster
18: K ← K + 1
19: end if
20: if Any Nk = 0 for k = 1, . . . , K then
21: K ← K − |{Nk = 0 : k = 1, . . . , K}|






Our algorithm implements an approximation of the PCRP to reduce redundancy in online
BNP clustering. The PCRP makes use of a hyperparameter r that controls the tendency
to create more or fewer clusters in the model. The experiment in Section 3.5 showed that
proper selection of r is critical for good performance. In this chapter, we proposed two
methods for tuning this critical hyperparameter.
We started by presenting an empirical analysis of the PCRP. We found that the dis-
tribution of the number of clusters K, conditioned on the hyperparameter r, can be ap-
proximated by a Poisson distribution where the Poisson parameter ξ has an exponential
relationship to r (see (4.5)). Although this model would ideally be used for directly infer-
ring the best hyperparameter value given K, we found that hyper-hyperparameter selection
and/or restrictions on the inference method prevent this in practice.
Alternatively, we proposed tuning methods that leverage the NISE measure between
two collapsed GMMs given in (4.14). The first method, called the root-finding method,
finds a hyperparameter value r∗ that achieves NISE(Θ̂r0 , Θ̂r∗) = η, where η is a hyper-
hyperparameter between 0 and 1, and r0 = 1.0 to help ensure that Θ̂r0 is over-clustered.
This method does not require hyper-hyperparameter selection, but relies on an empirical
analysis of the PCRP. The second method combines the NISE (4.14) with our empirical
model (4.5) by optimizing the objective function (4.17). This method does not require a
user-specified hyper-hyperparameter, but it does rely on our empirical analysis. We evalu-




Experiments with synthetic data
To illustrate the properties of our proposed algorithm and show how it improves upon
the state of the art in online BNP clustering, we designed two online clustering problems:
rotating and radial online clustering, described in Sections 5.2 and 5.3. These problems
are designed to be challenging for online model-based clustering algorithms like the one
developed here. In particular, the datasets stress the algorithm’s ability to cope with a
randomly changing number of clusters that move dynamically through feature space. The
problems are also designed for straightforward performance evaluation—cluster means are
not permitted to overlap in feature space, helping to ensure that the underlying model is
recoverable, thus providing a fair comparison of algorithm outputs to ground truth cluster
labels.
In this chapter, we present results comparing our algorithm with the standard online
variational BNP GMM. We show that our approach can obtain good quality clustering so-
lutions with the correct number of clusters, while the standard approach does not. We also
show that change detection helps to ensure that our algorithm can adapt to dynamically
changing data.
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Table 5.1: Prior hyperparameters for the Normal-Wishart data model in synthetic data clus-
tering tasks. A D × D identity matrix is denoted in this table by I , where D is the data






5.1 Methodology and metrics
The four algorithm configurations listed in Table 5.2 were evaluated for each problem.
Two configurations utilize our novel implementation of online variational inference with
the PCRP BNP prior described in Algorithm 4.1. The method without any tuning or change
detection (called “None” in these results) is our baseline—it is an online collapsed vari-
ational BNP GMM with a CRP prior. We illustrate the effects of change detection alone
with the method called “None (w/ CD).” In this case, the algorithm is re-fitted from a K-
means initialization with K = K0 = 10 whenever the SPLL change detection is triggered.
The root-finding and optimization based methods (“Root” and “Opt”) represent our main
contributions—online variational BNP clustering that is resistant to over-clustering. For
root-finding, we set η = 0.06. For all methods, the initial number of clusters is K0 = 10.
Table 5.1 lists the prior hyperparameters for the Normal-Wishart data model. The precision
matrix is constrained to be diagonal.
The algorithms are evaluated for cluster label agreement with ground truth via adjusted
mutual information (AMI). AMI is computed for two cluster partitions U and V from the
equation
AMI(U ,V) = MI(U ,V)− E[MI(U ,V)]
max(H(U), H(V))− E[MI(U ,V)]
, (5.1)
where H is the Shannon information entropy, MI(U ,V) is the estimated mutual information
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Table 5.2: Algorithm configurations for experiments with synthetic data. “Shorthand” cor-
responds to the names used in plots. Our primary contributions are denoted in boldface
text.
Tuning method Shorthand Cluster prior Comment
None (r = 1.0) None CRP Baseline approach (no change detection,
fixed r = 1.0).
None (r = 1.0) None (w/ CD) CRP SPLL change detection only (fixed r = 1.0).
Root-finding Root PCRP Re-tuned when SPLL detects a change.
Optimization Opt PCRP Re-tuned when SPLL detects a change.
between the partitions, and E[MI(U ,V)] is its expected value (for more details, see [100]).
When AMI → 1, the clustering solution U is very similar to V . Conversely, when AMI → 0,
U and V are mutually independent. Thus a correct clustering solution achieves an AMI near
1.
The approximate KL divergence from the true model is also reported. In particular,
we compute the symmetrized KL divergence between the true generative model p and the
estimated model q defined by KLsym(p ‖ q) = KL(p ‖ q) + KL(q ‖ p). Because the KL
divergence between two GMMs is not known in closed form, we approximate KLsym by
Monte-Carlo simulation as suggested by [91] and denote the approximation KLMC. When
KLMC → 0, the true and estimated models are similar, with increasing values of KLMC
indicating greater dissimilarity.
The error in the number of clusters is measured by the signed deviation from the true
number of clusters ∆K = K̂ −K, where K̂ and K are the estimated and true number of
clusters, respectively. When ∆K > 0 (∆K < 0), the algorithm estimated too many (few)
clusters.
Finally, the raw execution time is also provided so that the different tuning schemes
can be compared in terms of computational complexity. Datasets were divided into 1000
sequential minibatches. Metrics of performance are computed at each minibatch and aver-
aged. We also report the performance metrics aggregated over an entire dataset by averag-
ing their values across all minibatches.
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5.2 Rotating dataset
A rotating dataset is a two dimensional dataset comprisingK Gaussian clusters with means
spaced evenly on a circle of radius R around the origin with equal diagonal covariance
matrices. At each timestep t, the cluster means advance around the circle by ∆θ degrees.
To test the algorithm’s ability to adapt to changes in the number of clusters, at each timestep
t, cluster k is removed independently with probability Premove. In subsequent timesteps, the
cluster can reappear with probability Preplace|remove. Multiple clusters can be removed or
replaced in a single timestep. As new minibatches are sampled from the dataset, the cluster
means move around a circular “track” as shown in Fig. 5.1.
This type of dataset stresses an algorithm in the following ways:
• The algorithm must be able to compute/update cluster parameters that are changing
as a function of time.
• The algorithm must be able to add and remove clusters according to the data.
Algorithms are evaluated by averaging 100 Monte-Carlo experiments for K = 8 clus-
ters with Premove = Preplace|remove = 0.5 and ∆θ = 0.1 radians per minibatch. Each cluster
contains 100 points. Bar plots indicating performance averaged over all minibatches are
given in Fig. 5.2. An interesting result is that for the baseline approach (untuned CRP) the
average ∆K < 0. This indicates that the algorithm tends to under-estimate the number of
clusters, despite the general tendency for the CRP to cause over-clustering. Fig. 5.3 depicts
the Monte-Carlo average ∆K and the true number of clusters K on a per-minibatch basis.
These plots reveal that the baseline algorithm generally over-estimates the number of clus-
ters at first (i.e., ∆K > 0), but when the true number of clusters begins to change, estimated
clusters are merged erroneously, resulting in a drop in ∆K. When SPLL change detection
is included without tuning (“None (w/ CD)”), the number of clusters remains steady, but
is consistently over-estimated. This behavior is expected from standard CRP implementa-
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Figure 5.1: Example data from eight consecutive minibatches of a rotating dataset with
K = 8, Premove = 0.75, Preplace|remove = 0.5, and ∆θ = 0.1 radians per minibatch. Clusters
























































(d) Execution time (lower is faster)
Figure 5.2: Performance metrics for each of the algorithm configurations given in Table 5.2
when tested on the rotating dataset. Metrics were computed for each minibatch, averaged
across all Monte-Carlo experiments, and then averaged across minibatches.
tions and serves as motivation for our work. Our algorithm that leverages the tuned PCRP
with change detection, the primary contribution of this research, performs best by detecting
changes in the data stream and re-fitting the algorithm with a better value of r. In general,
the root-finding approach for tuning r is faster and provides better cluster assignments and
cluster count estimation, measured by the AMI and ∆K, respectively.
5.3 Radial dataset
A radial dataset is a two dimensional dataset comprising K Gaussian clusters with means








































Figure 5.3: Top figure: average per-minibatch ∆K for each of the algorithm configura-
tions given in Table 5.2 when tested on the rotating dataset. Bottom figure: average per-
minibatch true number of clusters K in the rotating dataset. Both figures: error regions
depict the 95% confidence interval. Note that the true number of clusters is random, thus
the true number of clusters has nonzero variance.
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Figure 5.4: Example data from eight consecutive minibatches of a radial dataset with K =
6, R = 1.5
√
200, and S = 2. Clusters are colored to help the reader associate consecutive
minibatches. In the figure for the i-th minibatch, the clusters from the previous minibatch
are plotted with some transparency. Note that after minibatch 5, the brown, orange, red,
and blue clusters have reached the threshold distance from the origin and new clusters have
appeared in minibatch 6.
each timestep t, the cluster means move away from the origin radially with speed S as
shown in Fig. 5.4. When a cluster reaches a distance R from the origin, it disappears and
a new cluster is created by selecting a new mean from the set and drawing a new random
covariance matrix.
This type of dataset stresses an algorithm in the following ways:
• The algorithm must be able to compute/update cluster parameters that are changing
as a function of time.
• The number of clusters in the data is constant, but an algorithm must be able to re-
allocate or otherwise account for clusters that “jump” from one location to another
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without erroneously merging clusters.
Algorithms are evaluated by averaging 100 Monte-Carlo experiments for each K =
2, . . . , 6 clusters with S = 0.5 and R = 1.5
√
200. Each cluster contains 100 points.
We present results for K = 2, . . . , 6. Bar plots indicating performance averaged over all
minibatches for each value of K are given in Fig. 5.5. The proposed algorithm, tuned
by either the root-finding or optimization approach, outperforms the baseline online CRP
(tuning method “None”) in all metrics except for execution time. Like with the rotating data
experiments, the relatively smaller AMI and larger KL for the baseline approach indicates
that the reported average ∆K must be artificially near zero. This is verified in Fig. 5.6,
which depicts the per-minibatch ∆K. The baseline approach over-estimates the number
of clusters at first, then under-estimates it by merging clusters that should not be merged.
For this experiment, our tuned PCRP-based algorithms outperform the baseline. The root-
finding approach performs better than the optimization approach in finding the best r to
make ∆K ≈ 0.
The occasional peaks in ∆K for the root-finding approach shown in Fig. 5.6 indicate
that when a re-fit is triggered by SPLL, the number of clusters is initially over-estimated
before decreasing after a few minibatches. The optimization approach generally estimates
more clusters, but is more consistent across minibatches. Without tuning, the baseline
approach initially overestimates the number of clusters before erroneously merging existing
clusters with new data. Change detection alone fixes this behavior, but does not address
over-clustering (see Fig. 5.5c). Our novel combination of the PCRP with online processing















































































































































(d) Execution time (lower is faster)
Figure 5.5: Performance metrics for each of the algorithm configurations given in Ta-
ble 5.2 when tested on the radial dataset when K = 2, . . . , 6. Metrics were computed
for each minibatch, averaged across all Monte-Carlo iterations, and then averaged across
minibatches.
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Figure 5.6: Average per-minibatch ∆K for each of the algorithm configurations given in
Table 5.2 when tested on the radial dataset with K = 2, . . . , 6.
5.4 Summary
In this chapter, we demonstrated the effectiveness of our algorithm by comparing its perfor-
mance to the baseline online BNP clustering as well as online BNP clustering with change
detection. Our experiments indicate that the proposed algorithm outperforms the baseline
in terms of cluster label accuracy (measured by AMI and KL) as well as estimation of the
number of clusters in the data (measured by ∆K). Proper selection of the hyperparameter
and an effective change detection scheme are critical. Both of our hyperparameter tuning
methods reduce the over-clustering phenomenon, exhibited by the ∆K for initial mini-
batches in Figs. 5.3 and 5.6. In general, the root-finding approach finds clustering solutions
that better match the generative model. This may be due to the fact that it explicitly bounds
the amount of error that can be incurred by increasing r, allowing the tuning algorithm to
pick more aggressive hyperparameter values. On the other hand, the optimization-based
approach does not require any pre-defined constants, making it easier to use. The root-
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finding approach tends to be much faster than the optimization approach. Different choices
for numerical solvers (and their parameters) could affect the rate of convergence to a so-
lution for either approach. Change detection accounts for a small amount of the increase
in average execution time, but it is obvious that the proposed tuning methods are computa-
tionally expensive.
Additionally, we note that the baseline does not adapt well to a dynamically changing
number of clusters. Instead of adding new GMM components when the data exhibits new
clusters, the baseline grows existing components to envelop the new data. This means that
while clusters may be deleted when necessary, they are rarely added. Change detection is
effective in curbing this tendency, but over-clustering is not avoided without hyperparame-
ter tuning. It is our novel combination of change detection and hyperparameter tuning for
the PCRP that enables the proposed algorithm to outperform the baseline.
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Chapter 6
Experiments with radar pulse data
Dynamic spectrum access (DSA) enables scarce spectrum resources to be shared between
licensed primary users and opportunistic secondary users (PUs and SUs, respectively), as
long as SUs do not interfere with the operation of the PUs [101]. DSA can help relieve
spectrum congestion when there are many transmitters in the same local area. To achieve
this, SUs must be able to sense for holes in the spectrum. When the PUs are mainly pulsed
radars, it can be necessary for cognitive SUs to identify and cluster pulses in order to predict
when spectrum holes may appear or to provide information about PUs to other SUs [102],
[103]. Other radar-centric applications of DSA include spectrum coexistence of radar and
communications systems [104], [105] and spectrum sharing between automotive radars
[106].
Cognitive SUs must operate efficiently to process the large number of pulses they can
encounter in a congested spectrum. The processing chain starts with a detector that ex-
tracts features such as radio frequency (RF), pulse width (PW), and angle of arrival (AOA)
from the pulses in the signal. These features are sometimes referred to as pulse descriptor
words (PDWs). Detection results in a sequence of pulses from multiple emitters that are
interleaved in time. Depending on the application, a deinterleaving step may be necessary
to disambiguate the signals.
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Numerous radar pulse deinterleaving algorithms have been described in the literature,
e.g., [17], [107]–[112]. Data clustering is a key component in several of these approaches.
Other concepts in cognitive radio may also rely on radar pulse clustering, e.g. to help
classify emitters in order to predict spectrum utilization [113]. The large variety of existing
clustering approaches have different properties, some of which are more ideal for DSA
radar applications. For example, in a truly dynamic spectrum environment, the number
of emitters at a given time is not known, leading to an unknown number of clusters that
can change over time. Therefore, clustering algorithms used for this purpose should not
rely on a priori knowledge of the number of clusters. Additionally, because radars may
produce large numbers of pulses in a short period of time, it is important that the clustering
algorithm is able to process data efficiently.
Online implementations of BNP methods, in particular, have been shown to be effec-
tive for clustering radar pulses [38]. However, we have already shown that standard BNP
methods can over-estimate the number of clusters. In this chapter, we apply our algorithm
to the radar pulse clustering problem and show that it can provide better estimates on the
number of emitters in three scenarios. The scenarios are presented in increasing order of
pulse density and emitter count. A moving platform with limited detection range travels
through the scenario and collects pulses into minibatches. Each minibatch is clustered ac-
cording to the probabilistic model described in Chapter 3, resulting in a cluster assignment
for each pulse and an estimate of the number of emitters. The number of emitters within
detection range changes over the course of the scenario. We show that, in these scenarios,
the classical CRP-based approach fails to provide good clustering solutions unless change
detection is implemented to signal the addition of new emitters. When change detection is
added, the classical approach then over-estimates the number of emitters. As the number of
emitters increases, the recently proposed online variational PCRP-based methods provide
better estimates while maintaining good clustering solutions.
This chapter extends [38] to include an expanded algorithm set with simulations across
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a wider variety of conditions. Although [38] appears to be the first work applying BNP to
radar pulse clustering, the work presented here demonstrates that additional innovation is
necessary to achieve robust performance. We show that incorporation of the novel online
PCRP-based clustering algorithm proposed in Chapter 3 can provide this robustness. This
is the first work demonstrating our algorithm on radar pulse data.
6.1 Related work
Numerous techniques for clustering radar pulses have been described in the literature. We
provide an overview of recent related work and emphasize the uniqueness of our approach.
An adaptively-weighted fuzzy C-means approach was proposed by [114]. Fuzzy C-means
also serves as a basis for the method in [109], but the approach requires multiple sensors.
Our work employs only a single sensor to cluster signals from multiple emitters. Unlike our
work, the fuzzy C-means based methods require the number of clusters to be specified a
priori and do not operate in an online paradigm for streaming radar pulse data. The support
vector clustering approaches in [115], [116] do not require the number of clusters to be
known beforehand, but still do not operate online.
Self organizing maps and fuzzy adaptive resonance theory have also shown promise
for clustering radar pulses [111], [117]. These algorithms are not probabilistic, however,
and are not designed for datasets that have a dynamically changing number of clusters. As
we will show in this chapter, our approach can adapt online when the number of emitters
changes over time while maintaining a fully probabilistic inference framework.
Other approaches rely on heuristic distance thresholding to determine cluster mem-
bership [17], [118]–[120]. These approaches are highly optimized for online processing,
but are not probabilistic. Cluster membership thresholds are thus chosen in an ad-hoc or
heuristic manner. Our fully Bayesian approach, on the other hand, can capture the un-
certainty inherent in radar pulse clustering and utilizes a probability model to determine
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cluster assignments instead of distance in feature space.
Finally, studies on variational Gaussian mixture models for radar pulse clustering are
perhaps most similar to our work [38], [121], [122]. Although the approaches in [121],
[122] are able to estimate the number of clusters in the data, this is achieved by evaluating
the ELBO for different values of K ∈ [Kmin, Kmax] and choosing the K that yields the
highest ELBO. Moreover, these works do not consider the online processing paradigm,
nor do they account for changes in K mid-stream. In this work we show that K can be
estimated jointly with the cluster parameters online by incorporating a BNP prior like in
[38]. But that work relied solely on classical CRP-based methods for a single radar scenario.
We expand the number of scenarios and compare the classical approach with the improved
PCRP-based method proposed in Chapter 3.
6.2 Simulation
We now present three radar pulse clustering scenarios with increasing pulse density. These
experiments demonstrate that a BNP clustering algorithm that is resistant to over-clustering
can provide better solutions than the standard CRP-based approach. The first scenario is
based on the one presented in [38] with the addition of a moving platform with limited
detection range and emitter placement in a Cartesian coordinate system. In each scenario,
the platform traverses a linear flight path from (−60,−60) m to (60, 60) m in 10 seconds
at a constant speed (approximately 17 meters per second). This corresponds to the speed
capability of many consumer-grade drones. The modeled platform has a detection range of
80 meters, which means that the number of detected emitters at a given time may be less
than the total number of emitters in the scenario. When an emitter is within the detection
range, the probability of detecting a pulse is PD = 0.98. Over the course of the scenario,
the platform collects pulses in 1000 minibatches of equal duration. Note, however, that
the number of pulses in each minibatch may differ due to the probability of detection, the
61
number of emitters within detection range, and the PRFs of those emitters.
There are six emitters in Scenario 1. The second scenario adds three emitters to the
first scenario which increases the number of clusters in the data space to nine. Similarly,
the third scenario builds upon the first two by including three additional emitters—twelve
in all—at a higher average PRF than the emitters in Scenarios 1 and 2. This results in
increased per-cluster pulse density which can impact the ability of the standard CRP-based
clustering approaches to accurately estimate the number of clusters. This is because the
expected number of clusters in the standard CRP grows logarithmically with the number of
data points [72].
Table 6.1 lists the emitters considered in each scenario along with their parameters.
Fig. 6.1 provides a layout for the emitters in each scenario. Note that the scenarios are
cumulative—each scenario includes the emitters from the prior scenarios in addition to new
emitters. The platform flight path is indicated by a broken line. The color of the emitter
marker represents the emitter’s PRF. Fig. 6.2 shows the RF and PW feature cluster centers
and second standard deviations in each dimension. The legend follows the same convention
as Fig. 6.1. Clustering algorithms use RF and PW as features but do not utilize PRF—the
PRF only impacts the number of points in a cluster for a given minibatch. The angle of
arrival (AOA), measured in degrees, is used as a third feature for clustering. Additive
Gaussian noise, distributed with zero mean and unit variance, was applied to the AOA,
corresponding to the Cramer-Rao lower bound for AOA estimates at roughly 5 dB SNR
[123]. The AOA changes for each emitter as the platform moves along its linear trajectory,
which means that the emitter clusters move throughout feature space. Online clustering
is able to efficiently update the cluster centers according to changes in the AOA feature.
Figs. 6.3 and 6.4 depict the time-varying number of clusters within detection range and
detected pulses for each scenario. The number of clusters changes over time because as
the platform moves through the scene, the number of emitters within its detection range
changes.
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Table 6.1: Emitter descriptions for the simulated scenario. Frequency (GHz) and pulse
width (µs) entries are given as [µ, σ] pairs corresponding to independent draws from a
Gaussian distribution with mean µ and variance σ2. PRF is given in kHz. Emitter time on
and time off are given by ton and toff, respectively.
Frequency (GHz) Pulse width (µs) PRF (kHz) (x, y) (m)
Scenario 1
[1, 0.1] [2, 0.1] 10 (−50, 50)
[2, 0.1] [5, 0.1] 8 (0, 50)
[5, 0.1] [1, 0.1] 5 (−40,−20)
[3.75, 0.25] [5, 0.1] 20 (50,−30)
[5, 0.1] [5, 0.3] 8 (30, 0)
[6, 0.1] [2, 0.1] 10 (0,−20)
Scenario 2 (in addition to Scenario 1)
[1, 0.1] [4, 0.25] 5 (30, 30)
[2, 0.25] [3, 0.25] 10 (−50, 30)
[4, 0.1] [3, 0.1] 6 (0, 0)
Scenario 3 (in addition to Scenarios 1 & 2)
[6, 0.1] [4, 0.1] 40 (−50,−40)
[2, 0.1] [1, 0.25] 15 (−20, 20)
[4, 0.3] [4, 0.3] 25 (10, 10)
Note that the emitter RF and PW features studied here are notional. The algorithms
employed in this work do not rely on specific feature values. In principle, these algo-
rithms can be used to cluster data from emitters in any band, transmitting with any pulse
width. However, the overall pulse density in a given application, driven by the emitters’
PRFs, obviously has an impact on the computation time. If the pulse density is very high,
smaller minibatches may be necessary. Management of data rates is primarily a function
of the available processing hardware on the platform and is not considered in this study.
Moreover, other aspects of the simulation including the spatial separation of emitters and
platform speed are provided for illustrative purposes and do not have direct impact on the
clustering algorithms being studied.
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Figure 6.1: Layout for each of the three scenarios studied in this work. Note that the sym-
bols indicated by the legend are cumulative across scenarios, i.e., each scenario includes
all of the emitters in the previous scenarios in addition to three more. The platform flight
path is indicated by a broken line and is kept consistent for each scenario. The color of the
marker indicates the emitter PRF which is not used as a feature for clustering.
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Figure 6.2: Pulse cluster shapes for each of the three scenarios studied in this work. Note
that the symbols indicated by the legend are cumulative across scenarios, i.e., each scenario
includes all of the emitters in the previous scenarios in addition to three more. The ellipses
indicate the second standard deviation of the pulses in that cluster.
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Figure 6.3: Number of emitters within detection range as a function of time for each sce-
nario. Each time step corresponds to a minibatch. Note that the number of emitters is
equal to the number of clusters in the data at each time step. The maximum number of
simultaneous clusters increases from Scenario 1 to Scenario 2 and 3.










Figure 6.4: Number of detected pulses as a function of time for each scenario. Each time
step corresponds to a minibatch. The maximum number of detected pulses in a minibatch
increases from Scenario 1 to Scenario 2 and 3. Scenario 3 has a considerably higher pulse
count because the emitters added for this scenario have relatively higher PRFs.
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Table 6.2: Prior hyperparameters for the Normal-Wishart data model in radar pulse clus-
tering tasks. A D × D identity matrix is denoted in this table by I , where D is the data






6.2.1 Methodology and metrics
We utilize the algorithm configurations and metrics outlined in Section 5.1 for the analysis
presented in this chapter. In particular, we use the algorithm configurations and shorthand
naming conventions listed in Table 5.2. Table 6.2 lists the prior hyperparameters for the
Normal-Wishart data model. The precision matrix is constrained to be diagonal. For these
experiments, we set K0 = 15 for the initial cluster count and η = 0.06 for the root-finding
tuning method. We report the AMI and ∆K—for a discussion on algorithm timing, see
Chapter 5.
6.3 Results
Scenario 1 features up to six simultaneous emitters at various PRFs. Fig. 6.5 depicts the
aggregated AMI and ∆K metrics for the entire scenario. The baseline classical approach
(tuning method “None”) performs poorly relative to the rest of the tested approaches. The
large negative ∆K achieved by the baseline approach can be diagnosed by examining the
per-minibatch Monte-Carlo average ∆K plotted in Fig. 6.6. This confirms the trend seen
in Chapter 5, where the baseline approach fails to add new mixture components when the
data exhibits new clusters. Incorporating change detection, like the SPLL approach em-
ployed here (tuning method “None (w/ CD)”), resolves this tendency, but brings with it the
documented tendency for BNP clustering algorithms to over-cluster [27], [29]. Tuning the
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PCRP hyperparameter online using root-finding, in conjunction with SPLL change detec-
tion, achieves high AMI and ∆K near zero for most minibatches. The optimization-based
tuning method fails to provide good estimates of the number of clusters and consistently
over-estimates this quantity like the untuned method with change detection (“None (w/
CD)”). This may be due in part to the fact that N , the number of data points in a minibatch,
is approaching the maximum value that is modeled by p̂(K | r) in (4.5), thereby potentially
limiting is applicability.
Scenario 2 introduces three emitters in the same PRF range as the emitters in Sce-
nario 1. As before, Fig. 6.7 depicts the overall average AMI and ∆K for each algorithm
configuration. The baseline approach (tuning method “None”) performs poorly relative to
the other three approaches. Introducing change detection (tuning method “None (w/ CD)”)
again causes an increase in average AMI, but does not resolve overclustering. The tuned
PCRP-based online clustering algorithms achieve superior AMI and ∆K, with the root-
finding method again providing the best result. Fig. 6.8 shows that the baseline approach
essentially collapses down to a single cluster after three seconds and never recovers from
that point, while the other methods are able to keep up with changes in the data stream.
Finally, Scenario 3 adds another three emitters with higher PRFs than the emitters
in Scenario 1 and 2. Fig. 6.9 shows that there is a more significant impact on ∆K for
the baseline method with change detection (tuning method “None (w/ CD)”), but the tuned
methods produce clustering solutions with a better estimation of the number of clusters. On
average, the root-finding method is best overall. However, ∆K for the root-finding method
does dip below zero after about 7 seconds as shown in Fig. 6.10, indicating a failure to
add new mixture components. At the same time, the optimization-based method estimates
the correct number of clusters, while the standard approach with change detection over-
























(b) ∆K (near zero is better)
Figure 6.5: Performance metrics for each of the algorithm configurations given in Table 5.2
when tested on Scenario 1. Metrics were computed for each minibatch, averaged across all
Monte-Carlo experiments, and then averaged across minibatches.











Figure 6.6: Average per-minibatch ∆K for each of the algorithm configurations given in

























(b) ∆K (near zero is better)
Figure 6.7: Performance metrics for each of the algorithm configurations given in Table 5.2
when tested on Scenario 2. Metrics were computed for each minibatch, averaged across all
Monte-Carlo experiments, and then averaged across minibatches.












Figure 6.8: Average per-minibatch ∆K for each of the algorithm configurations given in


























(b) ∆K (near zero is better)
Figure 6.9: Performance metrics for each of the algorithm configurations given in Table 5.2
when tested on Scenario 3. Metrics were computed for each minibatch, averaged across all
Monte-Carlo experiments, and then averaged across minibatches.
Scenarios 1 and 2.
6.4 Summary
In this chapter, we employed the Bayesian nonparametric clustering algorithm proposed in
this dissertation to cluster radar pulses in a dynamically changing spectrum environment.
We evaluated four algorithm configurations on three radar pulse clustering scenarios of in-
creasing density. For each scenario, PCRP-based methods yielded the best results. The
root-finding hyperparameter tuning method consistently provided good estimates on the
number of emitters, while the classical CRP-approaches underestimated it. When change
detection was added to signal incoming changes in the data statistics, the classical CRP-
based approach then overestimated the number of emitters. This shows that when con-
sidering BNP clustering methods for radar pulse data, it is important to select appropriate
priors. We note that although optimization-based tuning can reduce over-clustering with-
out requiring user-specified hyper-hyperparameters (like η in the root-finding method), its
performance is not as good as the root-finding method.
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Figure 6.10: Average per-minibatch ∆K for each of the algorithm configurations given in
Table 5.2 when tested on Scenario 3.
This chapter provides new options for clustering radar pulses in dynamic spectrum
access applications. Clustering can be useful when predicting temporal availability in the
spectrum [113] or for processes that develop radio environment maps [103]. Many deinter-
leaving algorithms utilize a clustering step [17], [107]–[112]—the algorithms studied here
could be incorporated into a fully Bayesian deinterleaver that characterizes the uncertainty
in a deinterleaving solution. We also note that the temporal characteristics of radar signals
are ignored in this work. Clusters are assumed to contain i.i.d. samples from a multivari-
ate Gaussian distribution, but this is not necessarily correct. Future work could focus on a
better data model that accounts for these discrepancies.
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Chapter 7
Neural spike sorting with BNP modeling
Spike sorting is a neurobiological application in which neuron voltage spikes are clustered
based on their shapes [124]. Because the signal spikes corresponding to individual neurons
are unique, the clusters found by a spike sorting algorithm can be used to identify different
neurons. These spikes are usually recorded with thin electrodes implanted in the brain. A
single electrode records the activity of multiple neurons, which means that the spikes in the
recording need to be detected and separated in order to associate them to the correct neuron.
Activity of specific neurons (or groups of neurons) may reflect a response to a particular
treatment or may be used for characterizing memory processes [125]. Spike sorting is an
important step in associating neural activities.
Signals recorded by the electrodes are generally filtered first before spike detection.
Features are extracted from detected spikes and clustered. The cluster results are then as-
sociated with the original detected spikes. The number of neurons (clusters) is usually un-
known beforehand, so spike sorting algorithms must somehow infer the number of neurons.
Many clustering algorithms have been applied to spike sorting, including BNP clustering
[126]–[128] and online clustering [37], [129]–[132], but the spike sorting literature is still
active. Some techniques intentionally over-cluster data in order to discover the correct
number of clusters [133]. To our knowledge, ours is the first work combining Bayesian
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nonparametrics and online variational processing for spike sorting.
7.1 Experiments
To demonstrate the proposed algorithm for spike sorting, we evaluate two commonly stud-
ied artificial datasets, which we refer to as quiroga1 [135] and wild2 [134]. These datasets
are ideal for this work because of the availability of ground truth and benchmark perfor-
mance reported in [134] for comparison. Each dataset contains multiple subsets at different
noise levels. We evaluate data subsets with noise standard deviation ranging from 0.05 to
0.15 (see [134] for more details).
As is common practice when evaluating clustering algorithms for spike sorting (e.g.,
[134]), ground truth spike locations are used for extracting spikes instead of relying on a
spike detector—this way, algorithm performance is not impacted by detector errors. Wave-
form features are extracted via the weighted principle components analysis (PCA) [19] of
wavelet features approach utilized in [133] and described here in brief.
7.1.1 Spike feature extraction via weighted PCA of wavelets
















where cj,k is the wavelet coefficient corresponding to the j-th scaling and k-th translation
factor and ψ is the mother wavelet. This approach utilizes the Haar wavelet [136].
1titled “quiroga-easy-1” in [134]
2titled “JW short” [134]
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R replicates of a GMM with K clusters are used to cluster the z-scores [137] of the
wavelet coefficients for the collection of spikes. The replicate with the highest log likeli-
hood is kept as a way to diminish the impact of random initial conditions on GMM fitment.
The number of replicates R and clusters K is configurable. Note that these GMMs are used
for feature selection and are non-Bayesian and un-collapsed, meaning that the number of
clusters is fixed and the cluster weightswk are also computed. To reduce confusion between
these GMMs used for feature selection and the BNP GMM developed in this dissertation, we
refer to the former as the “FeatGMM” to indicate that it is used for feature extraction.
The FeatGMM is used to derive a scaling coefficient before extracting features in the








Then, multiply the z-scored wavelet coefficients by the median of these distances and com-
pute the PCA from these scaled coefficients. The first D PCA coefficients are used for
clustering. For more details, see [133].
7.1.2 Results
We demonstrate our algorithm for clustering spike features extracted by the method in
[133]. We report results for both of the tuning methods described in Chapter 4: the
optimization-based method (“Opt”) and the root-finding method (“Root”) with η = 0.06.
Our algorithm was configured with K0 = 10. Table 7.1 lists the prior hyperparameters
used for the Normal-Wishart data model. We do not constrain the precision matrix to be
diagonal in this case because there is no evidence that the extracted feature space exhibits
this characteristic. For the FeatGMM, we used R = 4 replicates with K = 4 and clustered
the first D = 4 PCA coefficients.
The quiroga dataset has three subsets corresponding to noise standard deviations 0.05,
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Table 7.1: Prior hyperparameters used for the Normal-Wishart data model in spike sort-
ing tasks. A D × D identity matrix is denoted in this table by I , where D is the data






0.1, and 0.15. Each subset contains three neurons and an average of 1738 spikes (data-
points) each. The wild dataset is subdivided by noise level (standard deviations 0.1 and
0.15) and neuron count (ranging from one to nine neurons), for a total of 18 data subsets
with an average of 419 spikes (datapoints) each. We processed the data subsets individually
by dividing each subset into minibatches of size min(300, |X |). After the final minibatch
of a data subset is processed by our online BNP clustering algorithm, a pass over the whole
data subset is made to make a final assignment of each datapoint in the data subset to its
nearest cluster. Cluster parameters are not updated during this step. AMI is computed from
ground truth for each data subset and averaged.
We note that although the number of neurons in a data subset theoretically corresponds
to the number of clusters, this is not necessarily the case because the feature extraction
method may fail to create separate clusters for each neuron or erroneously split neurons
among multiple clusters. Because we cannot visualize D = 4 dimensions, it is difficult
to verify that the number of neurons in the dataset corresponds to the number of clusters
in the extracted features. This serves as motivation for data driven algorithms like the one
proposed in this dissertation that can automatically infer the number of clusters in the data.
On the other hand, we are unable to compute ∆K, the error in the estimated number of
clusters, because the true number of clusters is unknown.
We compare performance to the results reported in [134] for the KlustaKwik algorithm
[138] as a baseline. We chose KlustaKwik as a baseline because like our algorithm, it
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Table 7.2: Algorithm performance and baseline comparison, measured by AMI. Higher is
better. The best score for each dataset is indicated by boldface text. The columns labeled
“Root” and “Opt” are results for our algorithm with the root-finding and optimization-based
tuning methods, respectively. The “Baseline” column corresponds to results for KlustaK-
wik [138], a GMM-based spike sorting method. The column labeled “Best” gives the best
reported results in [134] for the dataset, obtained by the WaveClus algorithm [135]. For
both datasets, the baseline and best performance was obtained from the supplementary
material for [134], retrieved on March 1, 2020.
Dataset Our approach Reported in [134]
Root Opt Baseline Best
quiroga [135] 0.941 0.894 0.863 0.910
wild [134] 0.413 0.586 0.542 0.562
implements a GMM and automatically infers the number of clusters, but under a different
inference framework. We also include the performance of the WaveClus algorithm [135],
the best overall performing algorithm identified in [134].
Table 7.2 lists the AMI for the selected datasets, averaged across all noise levels and
neuron counts. Our results indicate that the proposed algorithm outperforms the Klus-
taKwik baseline on quiroga and wild. Additionally, when root-finding tuning is used on
quiroga and optimization-based tuning is used on wild, our algorithm even outperforms
WaveClus, the best performing approach from [134]. We note that the AMI for wild is rela-
tively low for all of the clustering algorithms reported in [134], indicating that this dataset
is more challenging than quiroga. Interestingly, we also note that the optimization-based
tuning method yields superior results to the root-finding method on wild, counter to the
results we found with other datasets described in this dissertation.
Fig. 7.1 depicts the average spike shapes that were extracted from example datasets
from quiroga and wild. For both examples, the noise in the data has standard deviation 0.1.
The results in the figure were obtained using optimization-based tuning. Fig. 7.1a clearly
depicts three distinct spike shapes, which agrees with the ground truth. Fig. 7.1b shows




Figure 7.1: Clustered spike shapes from the (a) quiroga and (b) wild dataset with noise
standard deviation 0.1, extracted by our proposed algorithm. The spikes grouped together
in each cluster are plotted in gray with transparency. The average of the spikes for each
cluster is plotted in red.
the extra cluster only contains a few data points.
7.2 Summary
The experiments carried out here show that our algorithm is a promising approach for
GMM-based spike sorting. We demonstrated this on two artificial spike sorting datasets
that have been used in other works to compare existing spike sorting solutions [134]. Our
algorithm was found to be competitive with other methods that are specifically designed
for spike sorting for processing selected datasets from [134], [135]. Note that our proposed
algorithm clusters the data online, whereas the competing methods operate in the offline
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paradigm. Because of this, our algorithm could be employed for identifying spikes in
large datasets. The online paradigm could also be appropriate for real-time spike sorting
[37]. Further investigation on a larger set of neural spike data should be pursued in order




Clustering data with mixed type
Although GMMs can be effective for clustering real-world data despite the potential for
non-Gaussianity, many datasets have features with mixed Gaussian and categorical type.
Mixed datasets appear frequently in numerous fields, including medicine, economics, and
marketing [139]. Encoding of categorical information must be treated carefully. A common
approach is to use numerical encoding for categorical information. This may not result in
quality clustering, however. For example, consider encoding two categories as A → 1,
B → 2. Treating these categories as numbers is problematic because it is possible to obtain
a numerical cluster that is “between” categories A and B, corresponding to a numerical
value between 1 and 2. But this numerical value does not correspond to a category, so
interpretation of such a result is difficult. Moreover, when there are more variables to be
clustered, permuting the mapping (i.e., A→ 2 and B → 1) could result in a change in the
clustering result, even though the underlying (categorical) data is the same. This motivates
a more thoughtful approach for dealing with categorical data and mixed data in general.
In this chapter, we extend our online BNP clustering algorithm to handle variables of
mixed Gaussian and categorical types. We also extend the NISE (originally defined for
GMMs and discussed in Chapter 4) to mixed data models. These contributions provide new
methods for handling data with mixed types. To our knowledge, this is the first time a BNP
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model of this kind—one with explicit control over redundancy in the mixture—has been
proposed for mixed data clustering. BNP has been used for mixed data before (e.g., [140],
[141]), but none of the prior clustering work utilizes variational inference or considers
the problem of redundancy or over-clustering. We demonstrate the proposed mixed-data
mixture model on two datasets with a qualitative data mining interpretation.
8.1 A BNP model for mixed data types
We now formulate a BNP mixture model for data of mixed Gaussian and categorical type.
To do this, we append categorical variables to the standard multivariate Gaussian data
model. Assuming conditional independence of the multivariate Gaussian and categorical
variables, we derive the variational E and M steps by exploiting conjugacy between cate-
gorical and Dirichlet random variables. The Dirichlet hyperparameter allows us to control
the level of “mixing” categories within one cluster—for instance, when the hyperparameter
is above 1, we allow clusters to have points from different categories. When the hyperpa-
rameter is below 1, we encourage clusters to only contain one category.
For convenience, partition the n-th feature vector as xn = (x̆n; x̃n), where x̆n ∈ Rd
is multivariate Gaussian distributed and x̃n = (x̃n,1, . . . , x̃n,C) is a vector of C categorical
variables with x̃n,c ∈ {1, . . . , J} for c = 1, . . . , C. In other words, each categorical vari-
able x̃n,c has J levels. Note that we have assumed each categorical variable has the same
number of levels to simplify the notation; however, this assumption is made without loss of
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generality. Our model is:
θk = µk,Tk,ρk (8.1)
x̆n | µk,Tk
iid∼ Norm(x̆n;µk,T−1k ) (8.2)
µk,Tk |m0, ν0,W0, λ0 ∼ NormWish(µk,Tk;m0, ν0,W0, λ0) (8.3)
x̃n,c | ρk,c
iid∼ Cat(x̃n,c;ρk,c), c = 1, . . . , C (8.4)
ρk,c | γ0 ∼ Dir(ρk,c;γ0), c = 1, . . . , C (8.5)
zn | Z6n, α, r ∼ PCRP(zn;Z, α, r). (8.6)
This model is the same as the GMM derived in Chapter 3 with the addition of the categorical
variables (8.4) with parameter ρ and a corresponding Dirichlet conjugate prior (8.5) with
hyperparameter γ0.
Assume that x̆n and x̃n are independent given the parameters. Furthermore, assume
the categorical features are independent of one another given their respective categorical
parameters, i.e.,
p(x̃ | ρ1, . . . ,ρC) =
C∏
c=1
p(x̃c | ρc) (8.7)
The original ELBO for a GMM (2.5) then has an additional term for the categorical variables:


























− E [log q(Z)] .
(8.8)
Variational E and M steps were derived for all of these terms in the fully Gaussian case in
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E[log p(x̃n,c | ρzn,c)]. (8.9)
In the following, we drop the subscript c for clarity and let zn = k and work with E[log p(x̃n |
ρk)] to derive the variational E and M steps.
The log probability density for the categorical variable with J levels indexed by j =
1, . . . , J can be written















[[x̃n = j]] log ρk, (8.12)
where [[x̃n = j]] = 1 when x̃n = j and zero elsewhere, and ρk,j is the j-th element of ρk.










[[x̃n = j]] E[log ρk,j] (8.13)
with the standard result [19]
E[log ρk,j] = ψ(γk,j)− ψ(γ̂k) (8.14)
where ψ(·) is the digamma function, γ̂k =
∑J
j=1 γk,j , and the γk,j are computed in the
variational M-step.
The variational M-step for the normally-distributed components is given in Chapter 2.
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Conjugacy of the categorical and Dirichlet distributions enables the following parameter
update [19]:
γk,j = γ0 +
N∑
n=1
q(zn = k)[[x̃n = j]] (8.15)
for k = 1, . . . , K and j = 1, . . . , J . These variational E and M steps for the categorical
variables can be computed alongside the variational E and M steps for the Gaussian vari-
ables in Algorithm 3.1 for online clustering with a BNP prior. However, additional work is
necessary to use the automatic hyperparameter tuning methods discussed in Chapter 4.
8.2 Computing NISE for mixed data models
In order to employ the hyperparameter tuning methods proposed in Chapter 4, we must be
able to compute the NISE between mixture models with mixed data types. We derive the
un-normalized ISE here, which can be inserted into (4.14) to compute the NISE. For two
collapsed mixture models p and q parameterized respectively by Θ and Θ′




























p(x | Θ)2 − 2p(x | Θ)q(x | Θ′) + q(x | Θ′)2dx (8.19)














q(x | Θ′)2dx (8.23)
Note that we are using the covariance matrix Σ instead of the precision matrix T .
In the following, we omit the conditional on Θ and Θ′ to (slightly) simplify the nota-
tion. Working with (8.22) and noting that the independence of the Gaussian and categorical

























































From [94] we know that
∫
X̆
Norm(x̆;µ,Σ)Norm(x̆;µ′,Σ′)dx̆ = Norm(µ;µ′,Σ + Σ′). (8.26)
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Since the support of a categorical distribution with J levels is X = {1, . . . , J}, the sum-










































Similar steps may be followed to derive (8.21) and (8.23). Thus the ISE for mixed Gaussian

























































The NISE can then be computed from (4.14). This closed-form solution for the NISE be-
tween two mixed data mixture models enables the use of Algorithm 4.1 for mixed data,
which was already demonstrated for purely Gaussian data in Chapters 5 to 7.
8.3 Experiments with mixed-type data
We now demonstrate the use of Algorithm 4.1 for mixed data, leveraging the results in
the previous two sections of this chapter. For these experiments, we adopt a qualitative
data mining or data exploration application. This is distinct from the other evaluations
performed in this work, which thus far have focused on comparing a clustering result to
ground truth, allowing quantitative comparisons between algorithm configurations. How-
ever, in practice, clustering algorithms are often employed to extract interesting knowledge
and trends from data with decreased emphasis on accuracy measures with respect to ground
truth (such as class labels) [41], [142]. In this way, clustering algorithm is a “lens” through
which a user can examine the data. The algorithm extracts information that is consistent
with its model, so the type of model employed for data mining applications can shed new
light on a dataset and reveal trends that other models could not.
We also note that in the following analyses, the true number of clusters in the data is
not known because the datasets are taken from real-world data. The numerical features are
not likely to be Gaussian distributed, especially when conditioned on the class label (if it
is even available). Therefore the primary interest is in the cluster parameters rather than
the cluster assignments of individual data points. Over-clustering may still be a problem,
however—it is desirable to recover a model with little redundancy—so hyperparameter
tuning is still relevant.
Presenting results from mixed-data clustering can be challenging without knowing
how to interpret them. Categorical parameters are encouraged by a strong prior to con-
centrate in a single category. However, this does not always occur. A cluster may be split
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between two or more categories. For instance, consider four different sets of categorical pa-
rameters with the same number of levels: ρ1 = [1, 0, 0, 0, 0], ρ4 = [0.9, 0.1, 0.0, 0.0, 0.0],
ρ3 = [0.6, 0.2, 0.05, 0.05, 0.1], and ρ4 = [0.2, 0.2, 0.2, 0.2, 0.2]. Although the first level
obviously dominates in the first three parameters, the difference between them is hard to
quantify. On the other hand, ρ4 is clearly spread evenly between all of the categories—a
much less decisive result than the first three.
A quantitative representation of the concentration of ρ into a single category will assist
in interpreting categorical parameters. To this end, we compute a concentration score
h(ρ) = 1− H(ρ)
H(Unif(J))
, (8.36)
where H is the typical Shannon entropy and Unif(J) is the discrete uniform distribution over
0 to J − 1. The ratio H(ρ)/ H(Unif(J)) = 1 when categories in ρ are weighted uniformly
and decreases as one or more categories become dominant. Subtracting this ratio from
unity as in (8.36) yields a score between 0 and 1 where highly-concentrated categorical
variables ρ have a higher score.
The concentration scores for the categorical distributions in the previous example (see
Table 8.1) are h(ρ1) = 1, h(ρ2) ≈ 0.71, h(ρ3) ≈ 0.28, and h(ρ4) = 0, indicating that the
categorical parameter is concentrated purely in one category for ρ1, multiple categories for
ρ2 and ρ3, and evenly distributed between all categories for ρ4. Note that h(ρ2) > h(ρ3),
reflecting that ρ2 is more concentrated on a single category. Also, the concentration score
is invariant to permutation of the categories, e.g., h([0.9, 0.1]) = h([0.1, 0.9]) ≈ 0.53.
When presenting results, we report the concentration score only if h(ρ) < 1. In this case,
the top one (when J = 2) or two (when J > 2) categories are reported along with the
concentration score. When no concentration score is reported, it is assumed that h(ρ) = 1,
i.e., that the weights of the categorical variable are concentrated entirely in one level. As
an example, if the categories in the example are labeled A through E, the result for all ρi
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Table 8.1: Presentation of example results for categorical variables. When analyzing real
datasets, only the Top 2 (h) column is reported. When h(ρ) = 1, its value is not given in
parentheses.
Name Parameter values Top 2 (h)
ρ1 [1, 0, 0, 0, 0] A
ρ2 [0.9, 0.1, 0.0, 0.0, 0.0] A,B (0.71)
ρ3 [0.6, 0.2, 0.05, 0.05, 0.1] A,B (0.28)
ρ4 [0.2, 0.2, 0.2, 0.2, 0.2] A,B (0.00)
Table 8.2: Features extracted from the heart disease dataset.
Feature Variable type Categories
Resting blood pressure Numerical —
Maximum heart rate Numerical —
Serum cholesterol Numerical —-
Fasting blood glucose Categorical > 120, < 120
Resting EKG result Categorical A, B, C
for i = 1, . . . , 4 is presented in the rightmost column of Table 8.1.
8.3.1 Heart disease
We apply the proposed BNP mixed-data clustering algorithm to analyze a dataset taken
from the UCI machine learning database [143] describing 303 heart disease patients. Fol-
lowing [144], we work on a subset of features from the processed Cleveland dataset. Ta-
ble 8.2 provides the list of features analyzed for this work, which includes three continuous
variables and two categorical variables. Fig. 8.1 plots each of the numerical variables
against one another. By inspection, it appears that the numerical features essentially form
one large cluster. Incorporating categorical features may induce further separability, moti-
vating the use of a mixed data model. Fig. 8.2 contains histograms for each of the categori-
cal variables. The majority of patients in the dataset have a fasting blood sugar greater than
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Figure 8.1: Numerical variables in the heart disease dataset plotted pairwise, with feature
histograms plotted on the diagonals.
(a) Fasting blood glucose (b) Resting EKG result
Figure 8.2: Histograms for the categorical features in the heart disease dataset.
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Table 8.3: Prior hyperparameters for the mixed-data model used in heart disease clustering.
A D×D identity matrix is denoted in this table by I , where D is the number of numerical
features. A vector of D zeros is denoted by 0. A vector of J ones is denoted by 1J , where






γ0,BG 12 × 10−5
γ0,EKG 13 × 10−5
120, and most patients have a resting EKG result of A or C.
We split the data into two minibatches and cluster the data with our proposed mixed-
data clustering algorithm configured for online processing with and without the root-finding
tuning method (η = 0.025). We also cluster the data with a standard fully Gaussian mixture
model (tuned via root-finding), with categorical features encoded directly from level to
numeric value; e.g., the “resting EKG result” feature has three levels which are encoded
numerically as (A = 1, B = 2, C = 3). After clustering, the numerical features are
grouped into three equally sized bins and labeled High, Medium, and Low. Discretizing
the results in this way eases interpretation of extracted clusters. The actual numerical values
were used for clustering. Table 8.3 lists the hyperparameters used for the mixed-data model
and fully Gaussian models. Prior hyperparameters for the fully Gaussian model also follow
Table 8.3. We perform inference on all entries of the precision matrix (i.e., we do not
constrain it to be diagonal) in order to capture potential correlations between numerical
variables.
Table 8.4 lists the clusters found in the data with a mixed-data model and root-finding
tuning method. Table 8.5 lists the clusters found in the data with a mixed-data model
and no tuning (r = 1.0 fixed). Table 8.6 lists the clusters found in the data with a tuned
fully Gaussian model. The fully Gaussian cluster centers for the categorical variables are
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mapped to the nearest integer value.
The fully Gaussian model extracts a single cluster. Interestingly, the sole cluster
has Resting EKG result B, despite this being the least common category in the data (see
Fig. 8.2b). This is likely because of the way the categorical variable is encoded withB = 2,
between A = 1 and C = 3—a shortcoming of numerically encoding categorical variables
instead of using a more intuitive mixed model (this problem is further demonstrated in
Section 8.3.2). Comparing the tuned and untuned mixed-data results in Tables 8.4 and 8.5
reveals that tuning enables our algorithm to extract a more compact model with 5 clusters
versus 9 in the untuned results. Note however that this comes at the cost of merging some
data points with Fasting BG < 120 into clusters with Fasting BG > 120 (note the cluster
in the fourth row of Table 8.4 has a concentration score h(ρ) < 1). On the other hand, the
tuned mixed-data model extracts clusters that are more concentrated in the Resting EKG
category compared to the untuned model.
Overall, the mixed data model extracts more information from the data and is easier to
interpret. However, it is not immediately clear if tuning offers a significant advantage over
using an untuned model. If model compactness is a priority, then tuning is likely to be a
good choice. But tuning comes at the cost of potentially merging clusters that may provide
valuable information.
8.3.2 Wine ratings
We use the proposed online BNP mixed-data clustering algorithm to analyze a dataset
taken from Kaggle 1 containing wine reviews. The full dataset has around 150,000 entries
that include two categorical features and two numerical features. This analysis covers a
subset of around 35,000 entries with a limited selection of features. Table 8.8 provides the
1Dataset available at https://www.kaggle.com/zynicide/wine-reviews as of 7 March
2020.
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Table 8.4: Clusters found in the heart disease dataset with a mixed-data model and root-
finding tuning method. The first three features are numerical, but were discretized into
three equally sized bins after clustering in order to aid analysis. The last two features are
categorical. For the “Fasting BG” feature, only the top category is reported, along with the
concentration score (8.36) if it is less than one. The top two categories for “Resting EKG
result” are reported along with the concentration score if it is less than one; otherwise, only
the top category is reported.
Resting BP Max HR Cholesterol Fasting BG (J = 2) Resting EKG (J = 3)
Medium Low Low > 120 B
High Low High > 120 B
Low High Low > 120 A
Medium Medium Medium > 120 (0.37) A/C (0.37)
Medium Medium High > 120 C
Table 8.5: Clusters found in the heart disease dataset with a mixed-data model and no
tuning. The first three features are numerical, but were discretized into three equally sized
bins after clustering in order to aid analysis. The last two features are categorical. For the
“Fasting BG” feature, only the top category is reported, along with the concentration score
(8.36) if it is less than one. The top two categories for “Resting EKG result” are reported
along with the concentration score if it is less than one; otherwise, only the top category is
reported.
Resting BP Max HR Cholesterol Fasting BG (J = 2) Resting EKG (J = 3)
Low Medium Low > 120 A
Medium High High > 120 (0.39) C
Low Low High > 120 C/A (0.39)
Medium High Medium > 120 A/C (0.60)
Medium Medium Low < 120 A/C (0.59)
High Low Low > 120 A/C (0.15)
Medium Medium High > 120 C
Medium Low High > 120 (0.32) A/C (0.31)
High Medium Medium > 120 (0.04) C
Table 8.6: Clusters found in the heart disease dataset with a fully Gaussian model and root-
finding tuning. The first three features are numerical, but were discretized into three equally
sized bins after clustering in order to aid analysis. The last two features are categorical, but
were encoded as numerical in order to fit the Gaussian model. The cluster centers for the
categorical features were assigned to the category corresponding to the nearest integer.
Resting BP Max HR Cholesterol Fasting BG (J = 2) Resting EKG (J = 3)
Medium Medium Medium > 120 B
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Table 8.7: Encoding schemes used for categorical variables “Country” and “Variety” in the
wine ratings dataset.
Encoding






Cabernet Sauvignon 1 2
Chardonnay 2 3
Pinot Noir 3 4
Red Blend 4 5
Riesling 5 6
Sauvignon Blanc 6 1
list of features analyzed for this work, which includes two continuous variables and two
categorical variables. Fig. 8.3 plots each of the numerical variables against one another.
Visual inspection of the data reveals that while the rating feature is somewhat Gaussian in
shape (although it is an integer), the price is not. Fig. 8.4 contains histograms for each of
the categorical variables. The majority of wines in the dataset are from the US, while the
most frequent varieties are Cabernet Sauvignon, Chardonnay, and Pinot Noir.
In the previous section, we used the heart disease data to demonstrate how a mixed
model can extract more useful information from a data with mixed types and to examine
the impact of hyperparameter tuning. With the wine ratings dataset, we demonstrate that
a mixed model is invariant to permutation of the levels in categorical features, while a
standard fully Gaussian model is not. To do this, we cluster the dataset under the two
categorical encoding schemes given in Table 8.7.
We split the data into 50 minibatches and cluster it with our proposed mixed-data
clustering algorithm configured for online processing with the root-finding tuning method
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Figure 8.3: Numerical variables in the wine ratings dataset plotted pairwise, with feature
histograms plotted on the diagonals.
(a) Country of origin
(b) Wine variety
Figure 8.4: Histograms for the categorical features in the wine ratings dataset.
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Table 8.8: Features extracted from the wine ratings dataset.
Feature Variable type Categories
Price Numerical —
Score Numerical —
Country Categorical France, Spain, US
Variety Categorical Cabernet Sauvignon, Chardonnay, Pinot Noir,
Red Blend, Riesling, Sauvignon Blanc
Table 8.9: Prior hyperparameters for the mixed-data model used in wine ratings clustering.
A D×D identity matrix is denoted in this table by I , where D is the number of numerical
features. A vector of D zeros is denoted by 0. A vector of J ones is denoted by 1J , where






γ0,Country 13 × 10−5
γ0,Variety 16 × 10−5
(η = 0.025). We also cluster the data with a standard fully Gaussian mixture model (tuned
via root-finding), with categorical features encoded as given in Table 8.7. Table 8.9 lists the
hyperparameters used for the mixed-data model. Prior hyperparameters for the fully Gaus-
sian model also follow Table 8.9. Like with the heart disease data, we perform inference
on all entries of the precision matrix.
Table 8.10 lists the clusters found in the data with a mixed-data model and root-finding
tuning method. Table 8.11 lists the clusters found in the data with a tuned fully Gaussian
model for each of the encodings. The fully Gaussian cluster centers for the categorical
variables are mapped to the nearest integer value.
The different results from the fully Gaussian model in Table 8.11 highlight a short-
coming of naive numerical encoding of categorical features. When categorical features
are modeled numerically, permuting the encoding changes the result significantly. This is
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Table 8.10: Clusters found in the wine ratings dataset with a mixed-data model and root-
finding tuning method. The first two features are numerical. The last two features are
categorical. The top two categories for the categorical features are reported along with the
concentration score (8.36) if it is less than one; otherwise, only the top category is reported.
Results were identical for each of the encodings in Table 8.7 due to the explicitly unordered
modeling of categorical variables “country” and “variety”.
Rating Price ($) Variety (J = 6) Country (J = 3)
89.0 31.65 Pinot Noir/Cabernet Sauvignon (0.412) France/Spain (0.470)
90.1 45.02 Red Blend France
90.1 59.56 Chardonnay France
88.5 35.41 Riesling France/US (0.551)
89.9 73.74 Red Blend Spain
undesirable because categorical features are unordered—artificially imposing an order on
these features can couple the solution to the encoding, leading to unstable results. On the
other hand, properly modeling categories as unordered symbols, as we have done here,
yields a stable result as given in Table 8.10.
8.4 Summary
Real-world datasets often have features with mixed numerical and discrete categorical
types. Typically, the data is encoded in a way that transforms all of the categorical features
into numerical ones in order to promote compatibility with standard clustering algorithms.
However, this is not always effective. For example, if unordered categories are encoded as
ordered integers, the clustering solution may become unstable depending on the mapping.
In this chapter, we showed that the model-based approach proposed in this disserta-
tion can be extended to cluster data with mixed type in a more principled manner. We
demonstrated that our algorithm can extract an expressive, yet succinct description of a
heart disease dataset with less redundancy than a more typical, CRP based BNP cluster-
ing algorithm. We also showed that treating categorical features properly (as opposed to
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Table 8.11: Clusters found in the wine ratings dataset with a fully Gaussian model and
root-finding tuning. Encodings A and B are given in Table 8.7. The first two features are
numerical. The last two features are categorical, but were encoded as numerical in order
to fit the Gaussian model. The cluster centers for the categorical features were assigned to
the category corresponding to the nearest integer. Note that depending on the encoding, the
cluster results are different (including the estimated number of clusters).
Rating Price ($) Variety (J = 6) Country (J = 3)
Encoding A
88.1 22.42 Red Blend France
89.3 33.26 Pinot Noir France
90.2 61.71 Chardonnay France
89.6 36.18 Riesling US
90.1 45.23 Red Blend France
90.7 95.86 Riesling France
Encoding B
89.1 33.61 Chardonnay Spain
91.5 128.14 Pinot Noir Spain
89.6 36.18 Riesling US
89.5 38.21 Red Blend France
90.1 60.20 Chardonnay France
numerically encoding them) produces stable clustering results on a large dataset of wine
reviews. These qualitative results indicate that a model-based clustering algorithm like the
one proposed in this dissertation is a more appropriate choice for clustering mixed data




In this dissertation, we derived a new online Bayesian nonparametric clustering method
which provides better estimates of the number of clusters in the data than the state of the art.
We showed that the proposed approach can adapt to dynamically changing datasets, making
it suitable for online clustering tasks such as radar pulse clustering. We also demonstrated
that the model-based framework is extensible for non-Gaussian data types. In this chapter,
we summarize the contributions of this work, comment on its expected impact, and provide
suggestions for future work.
9.1 Contributions
This dissertation comprises four contributions:
1. A novel online BNP clustering algorithm specifically designed to provide better
model order estimates than the state of the art (Chapter 3). We leverage the
recently developed Powered Chinese Restaurant Process prior which helps control
redundancy in BNP clustering in combination with the variational inference frame-
work. Fast online inference is enabled by a second-order Taylor approximation for
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the expected log-PCRP.
2. Two new hyperparameter tuning methods that enable the clustering algorithm
to adapt to changes in the data stream (Chapter 4). The PCRP relies on a critical
hyperparameter in order to control the tendency to over or under estimate the number
of clusters. We combine techniques from Gaussian mixture reduction and semi-
parametric change detection to tune the hyperparameter online without supervision.
3. Empirical analyses of the algorithm and tuning methods for a variety of datasets
(Chapters 5 to 7). We show that our collapsed Gaussian mixture model can estimate
the number of clusters in dynamically changing datasets better than the standard BNP
approach. Three radar pulse clustering simulations indicate that our algorithm also
outperforms the state of the art online BNP clustering algorithm in this application
area. Finally, our approach also provides competitive results on neural spike sort-
ing data when compared to other clustering algorithms specifically designed for that
task—with the addition of efficient online processing capability.
4. An extension of the algorithm to cluster data with mixed Gaussian and categor-
ical types (Chapter 8). We derived a mixed Gaussian-categorical model for online
BNP clustering with our algorithm framework. We also extended the NISE measure
to the mixed-data case in order to leverage our hyperparameter tuning methods. The
proposed mixed data mixture model is more stable than a GMM for clustering data of
mixed type. The resulting algorithm was employed for a data mining task with two
real-world mixed-type datasets.
9.2 Expected impact
BNP clustering algorithms offer a way to sidestep the requirement that the number of clus-
ters in the data is known a priori and fixed while processing data. However, it has been
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shown (both here and elsewhere [27], [29]) that the inferred number of clusters is not al-
ways correct. Recent work has addressed this issue for static datasets, but prior to the work
presented here, no viable solutions had been proposed for dynamic online clustering appli-
cations, where cluster statistics and the number of clusters can change over time. Online
clustering applications like radar pulse processing—as demonstrated in this dissertation—
require methods that efficiently process constant streams of data without redundancy. We
expect that our work will be useful for these kinds of applications. Additionally, we believe
that the general problem of online hyperparameter tuning is not unique to our algorithm.
Our contributions to unsupervised hyperparameter selection may be useful for other clus-
tering approaches that utilize probabilistic models.
9.3 Future work
We identify the following avenues for follow-on work:
• The performance of a model-based clustering algorithm may degrade with the in-
troduction of outlier points that do not fit the proposed generative model. Methods
for handling outliers exist (e.g., [145]–[147]), but have yet to be explored within
our framework, particularly for dynamically changing datasets. Future efforts should
characterize the sensitivity of the algorithm to outliers and explore ways to make the
proposed clustering algorithm more robust.
• Our work in Chapter 4 revealed that online hyperparameter tuning without a supervi-
sory signal is a difficult problem. The methods we propose were shown to be effective
in Chapters 5 to 8, but we note that there is significant computational cost incurred by
the proposed methods. It is important that the cost of tuning the hyperparameter does
not forfeit the computational advantages we gain from online VI. Future work should
focus on improving the speed of the tuning algorithms or proposing more efficient
methods.
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• An advantage of our optimization-based tuning method is that it does not rely on
any user-selected hyper-hyperparameters. However, its derivation is heavily based
on empirical analysis of the distribution of the number of clusters given the hyper-
parameter p(K | r). It relies on a parameterization of a Poisson distribution that is
itself an approximation. Future work on the PCRP could seek analytical forms for
p(K | r) which may improve the hyperparameter tuning process. Furthermore, our
approximation largely ignores the influence of the number of data points N and the
CRP concentration hyperparameter α. Possible next steps could incorporate these
values for improved inference.
• We leveraged the NISE measure from Gaussian mixture reduction in order to find a
reduced GMM that is “similar” to the over-clustered GMM, but with fewer clusters.
However, our algorithm could also be used for more typical Gaussian mixture reduc-
tion applications, where the size of the reduced model is known a priori. The PCRP
hyperparameter could be used as a parameter to reduce the number of components
in a GMM until the specified number of clusters is achieved. Further investigation is
needed to determine the validity of this approach.
• In Chapters 7 and 8, we divided single datasets into multiple minibatches to illustrate
the online processing paradigm and process the data more efficiently. After the fi-
nal minibatch was processed, all of the minibatches of data were passed through the
algorithm a final time (without modifying the cluster parameters) to assign each dat-
apoint to a cluster. This means that the last minibatch may have greater influence on
the final cluster parameters than prior minibatches, i.e., the cluster parameters may
have changed significantly from the first minibatches. Future work could investigate
better ways to utilize cluster parameters from all minibatches when making a final
cluster assignment for each datapoint, e.g., incorporating methods from Bayesian
filtering or smoothing [148].
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