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Abstract 
 
Changing climate poses an unprecedented challenge for hydrology. The quantification of knowledge 
on occurrence, circulation and distribution of the waters of the Earth becomes increasingly complex 
under climate projections because of uncertain effects due to anthropogenic emissions. Traditional 
understanding of the hydrological cycle needs to be re-examined, and new tools and frameworks for 
modelling hydrological series with non-stationary characteristics are required for assessing climate 
change impacts. The aims of this thesis are to (i) understand the relationship between climate 
change and hydrology at a catchment scale and (ii) develop tools to support climate change 
adaptation and mitigation.  
To achieve the aims, this thesis employs a stochastic rainfall model based on generalised linear 
models (GLMs) to downscale information from regional and global climate models for projecting 
drought conditions and annual rainfall extremes. Using a state space approach, important global 
circulation variables for catchment drought characteristics in the Midlands and South East of 
England are investigated. For annual rainfall extremes, a new approach for studying rainfall 
simulation series ensemble is proposed based on extreme value theory. Using a statistical modelling 
methodology related to GLMs, a novel potential evaporation model has been put forward and 
evaluated. In UK catchment scale application, the results provide insight into possible changes and 
implications in the shift of rainfall and drought patterns under scenarios of climate in the 2080s. The 
quality of potential evaporation estimation is shown to be sensitive to the interrelationship of global 
climate variables. For monthly maxima of potential evaporation, the projected change is high in the 
southern UK (~25%) but is low in the northern UK (~0%). Furthermore, 2080s streamflows have also 
been projected. The results show that uncertainty in streamflow projections depend on which GCMs 
and RCMs are used. Overall, this dissertation provides improved methods for further development in 
understanding our non-stationary water cycle.  
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Chapter 1 
Introduction 
… I feel a change like a fire deep inside  
-Elton John and Lee Hall, Billy Elliot the Musical  
1.1 Context  
Recent perceived climate variability raises concerns with unprecedented hydrological phenomena 
and extremes. Distribution and circulation of the waters of the Earth become increasingly difficult to 
determine because of additional uncertainty related to anthropogenic emissions. According to the 
sixth Intergovernmental Panel on Climate Change (IPCC) Technical Paper on Climate Change and 
water (Bates et al., 2008), changes in the large-scale hydrological cycle have been related to an 
increase in the observed temperature over several decades. Despite beneficial impacts in some 
regions, the overall net impact of climate change on water resources is negative (Parry et al. 2007). 
In this chapter, a general introduction provides an overall background of previous and current work 
on climate and hydrology.  A brief summary of observed trends of three important hydrological 
processes: precipitation, potential evaporation and streamflows, offers some evidence for possible 
changes in hydrology in relation to the climate. Some of the important tools for investigating change 
in climate and hydrology, as well as their limitations, are here summarised. Although previous work 
on climate and hydrology provides a general picture of possible global change, new tools and 
frameworks for modelling hydrological series with nonstationary characteristics at finer scales, are 
required for assessing climate change impacts. The aims of this thesis are to (i) understand the 
relationship between climate change and hydrology at a catchment scale and (ii) develop tools to 
support climate change adaptation and mitigation.  
1.2 Climate and Hydrology  
Climate is defined as the general weather conditions over a certain time-span and a certain area 
(Houghton et al., 2001). In the United Nations Framework Convention on Climate Change (UNFCCC, 
1992), climate change refers only to the anthropogenic changes over comparable time periods. 
However, in IPCC usage, climate change consists of both natural variability and human-induced 
change, despite the fact that most of the observed increase in global average temperature since the 
mid-20th century is likely related to anthropogenic activity (Solomon et al., 2007). In a broad sense, 
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climate change is defined as a statistically significant variation in mean or variability persisting for an 
extended period (Solomon et al., 2007). 
In the hydrological cycle, water moves continually between oceans and the atmosphere through 
different processes such as precipitation, percolation and evaporation over various temporal and 
spatial scales. Under natural conditions, climate variations are already considered to be one of the 
major causes of hydrological change and have crucial social and economic implications for water 
resources and flood risk (e.g. Acreman, 2000, Wheater, 2002). As anthropogenic climate change 
affects the energy and mass balance of the fundamental hydrological processes, the water cycle is 
expected to be intensified (Huntington, 2006) and hydrological patterns are very likely to be 
different under different climate scenarios (Bates et al., 2008). Although there are distinctions 
between natural variability and anthropogenic climate abnormality, both human activity and natural 
climate influence are intertwined with current climate events and the changes in climate are 
expected to affect the balance of water distribution and living organisms on the earth (Solomon et 
al., 2007). 
1.3 Observed Trends  
Comprehensive reviews of hydrological trends are widely available. For example, Zhang et al. (2007) 
detected human influence on precipitation trends. Milly et al. (2005) identified global patterns of 
trends in streamflow and water availability. In the UK, Wilby et al. (2008) surveyed historical 
hydrological trends related climate change and flood risk. As there is a large collection of literature, 
this section just provides a quick and limited review.  
The traditional stationarity assumptions in hydrology are challenged by climate change (Milly et al., 
2008). Past experience will not be very likely to provide a good guide to future conditions under a 
changing climate (Bates et al., 2008).  Therefore, understanding observed and projected change in 
hydrological processes is essential to future water resources management (e.g. Maurer, 2007; 
Harrison et al., 2003; Christensen et al., 2004), flood risk management (e.g. Wheater, 2006) as well 
as ecosystems (e.g. Mortsch and Quinn,1996). In hydrology, different hydrological processes are 
related to each other and are under the rule of conservation of mass. Therefore, the trends of one 
hydrological process are likely to be related to that of other processes. Precipitation, evaporation, 
change in storage and runoff are the most fundamental processes in the water balance equation 
(Equation 1.1) based on the rule of conservation of mass (e.g. Shaw, 1994). Quantifying their time-
variant characteristics under the driving of climate change is foremost in current hydrological 
studies.  
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 =  ±  ±        (1.1) 
where   
	
	 is change of storage 
  P is precipitation  
  E is evaporation (-) or condensation (+) 
  R is runoff to (+) or away from (-) a control volume which includes both  
surface and subsurface components  
The observed trends and variations of precipitation, evaporation and streamflows from various 
studies are summarised below to provide an historical context for the climate change studies.  
1.3.1 Precipitation  
The characteristics and trend of gridded precipitation have been analysed in many studies such as 
those of the Global Historical Climatology Network (GHCN: Peterson and Vose, 1997) and the 
Climatic Research Unit (CRU: Mitchell and Jones, 2005). From the gridded precipitation databases, 
the IPCC fourth report (Solomon et al., 2007) summarised that over the 20th century, the 
precipitation generally increased from 30°N to 85°N but decreased between 10°N and 30°N, and 
there were no significantly strong trends over the Southern Hemisphere. Regarding the difference 
between local and global trends, Beck et al. (2004) concluded that a globally enhanced hydrological 
cycle could not be detected but significant local trends could be identified from a gridded monthly 
precipitation dataset by DEKLIM (German Climate Research Programme). 
On a continental scale, Klein Tank et al. (2002) found that mean precipitation increased across most 
of northern Europe between 1946 and 1999. Norrant and Douguedroit (2006) found a negative 
yearly precipitation trend in the Mediterranean regions of Europe over the period 1950-2000. Many 
studies (e.g. Klein Tank and Koneen, 2003) showed that the amount of precipitation per wet day 
increased in most parts of the continent. Over England and Wales, although records from 1766 do 
not show that annual mean precipitation has changed significantly, seasonal rainfall has been highly 
variable (Jenkins et al., 2009). In winter over the past 45 years, rainfall has increased across all 
regions of the UK; in summer, a decrease in rainfall was observed in most regions, except northeast 
England and north Scotland (Jenkins et al., 2009).        
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1.3.2 Potential evaporation  
As direct measurements of potential and actual evaporation are difficult and usually contain large 
errors, there is only limited literature and trend analysis on observed trends of evaporation (Bates, 
2008). Most of the available trend studies of evaporation are based on pan evaporation which is a 
proxy for potential evaporation. Although some studies (e.g. Golubev et al., 2001) found that actual 
evaporation increased at some experimental sites over north America and Russia during the second 
half of the 20 century, decreasing trends are found prevalently in many pan evaporation records 
during recent decades in different parts of the world including America (Peterson et al., 1995), China 
(Thomas, 2000), Australia and New Zealand (Roderick and Farquhar, 2004 and 2005). 
Intuitively, evaporation should increase with the observed trends in temperature (Brutsaert and 
Parlange 1998; Huntington 2006), as the result of an increase in the atmospheric water-holding 
capacity (Bates et al. 2008). However, many pan evaporation studies (e.g. Peterson et al. 1995) have 
contradicted this expectation. Different hypotheses have been proposed to explain the discrepancies 
between expected trends and observed decreasing trends, known as the evaporation paradox 
(Brutsaert and Parlange, 1998). Most of the hypotheses are based on the fact that change of 
evaporation depends not only on temperature but also on various other climate variables (e.g. 
Gifford et al., 2005) and non-climatic factors. For example, Peterson et al. (1995) and Chattopadhyay 
and Hulme, (1997) hypothesised that an increase in cloud cover in recent decades has decreased the 
amount of radiation to the land surface and hence pan evaporation. Brutsaert and Parlange (1998) 
explained the paradox by showing that pan evaporation does not provide a good representation of 
evaporation. Bates et al. (2008) reported that pollution may decrease surface solar radiation and 
affect pan evaporation.  
1.3.3 Streamflows 
Compared to precipitation and evaporation, the potential trends in measures of streamflow during 
the 20th century have strong spatial and temporal variations. Sparse consistent and high quality data 
(Dai and Trenberth, 2002) is a principal limitation of streamflow trend studies. Human interventions 
and local non-climate factors can also obscure further the real responses of catchments to the 
change of climate during the 20 century (Bates et al, 2008). Moreover, different methodologies may 
influence the results of trend analysis (Bates et al., 2008). 
At a global scale, total continental streamflow data have been reconstituted using the discharge 
fluctuations calculated by combining the variations of the various incomplete continent gauge 
records (e.g., Probst and Tardy, 1987; Guetter and Georgakakos, 1993). With small secular trends, 
large interannual variations which may be related to global circulations are observed in continental 
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and global freshwater discharge (Guetter and Georgakakos, 1993, Lammers et al., 2001, Mauget, 
2003). Although some studies suggest that there are detected trends in global streamflows (e.g. 
Labat et al., 2004), the directions of streamflow trends are still equivocal (Legates et al., 2005).  
At a regional scale, the historical trends in the numerous runoff records have been identified in 
numerous studies (e.g. Lettenmaier et al., 1994; McCabe and Wolock, 1997) by different statistical 
tests. In Europe, the observed annual river flows have generally increased in the north and 
decreased in the south, and minimum river flows are expected to decrease significantly in many 
parts of the continent (Jol et al., 2009). For the UK, except for Scottish catchments which have a 
strong positive trend in runoff, Hannaford and Marsh (2005) found that runoff patterns over many 
natural catchments of the UK are generally stable in their assembled datasets.  
Although trends may give an indication of anthropogenic driving forces and they are observed in 
precipitation, potential evaporation and streamflows in different temporal and spatial scales, 
observed trends may be just some results of misuse of statistical methods (e.g. Clarke, 2010) and 
some natural forcing factors such as volcano eruptions (Solomon et al., 2007). Therefore, some other 
tools are needed to provide possible future states instead of simply extrapolating trends for climate 
projections.  
1.4 GCM 
As is noted above, the historical variations and the observed trends can only provide weak evidence 
or prediction support. Scenarios of potential changes in global climate are needed for decision 
support modelling (Wheater, 2002). For investigating hydrological impacts of climate change, global 
climate models (GCMs) are the main tool (Wheater, 2002).  Over the last few decades, GCMs have 
been developed to emulate the present climate system and to project future climate scenarios. In 
the early GCM development, the role of hydrology in global atmospheric and oceanic circulations 
was already recognised. For example, Manable (1969) included the effect of hydrology in one of the 
early GCMs developed at the Geophysical Fluid Dynamics Laboratory of the Environmental Science 
Services Administration (ESSA). As a result of noteworthy recent international efforts on assessing 
possible changes of climate, GCMs evolved rapidly after the first assessment report (Houghton, 
1990) by the Intergovernmental Panel on Climate Change (IPCC). In the latest developments, the 
IPCC GCMs include complex energy and mass balance equations and even interactive chemical or 
biochemical components (Solomon et al., 2007).  
From the IPCC multi-model ensembles, the GCM climate projections show that precipitation is 
generally expected to increase in the tropical regions and at high latitudes but decrease in the 
22 
 
subtopics (Solomon, 2007). The variations of projected precipitation depend on changes in large-
scale circulation and water vapour loading across regions, and they are substantially seasonal (Bates 
et al., 2008). In Europe, annual precipitation over the Mediterranean region is expected to decrease 
but winter precipitation in North-western Europe is projected to increase (Jol et al., 2009). At a local 
scale, the UK Climate Projections (UKCP09) study (Jenkins et al., 2009) suggested that annual 
average precipitation may decrease slightly by the 2080s, depending on emissions scenario. Large 
regional and seasonal differences in precipitation may also be likely across the UK (Hulme et al., 
2002).  
Based on global water balance model results, water vapour deficit in the atmosphere is likely to 
increase evaporation rates (Trenberth et al., 2003). A small number of models also projected a global 
change of evaporation resulting from changes in vegetation physiology (e.g. Rosenberg et al., 2003). 
From the river runoff record, Gedney et al. (2006) detected a relationship between vegetation and 
evaporation resulting from change in concentration of carbon dioxide. Generally, from GCM models, 
future potential evaporation is expected to be higher almost everywhere because of increase in 
temperature and water-holding capacity of the atmosphere (Bates et al., 2008) despite the above-
mentioned evaporation paradox in the observation trends.  
From the ensemble mean runoff, streamflows are expected to be increased in high latitudes but to 
be reduced in Middle East, Europe and Central America (Bates et al., 2008). Changes of runoff and 
river discharge are expected to be the result of changes in amount and occurrence of rainfall and 
snow along with new patterns of evaporation (Solomon et al., 2007). However, different GCMs give 
different results regarding the magnitude of river flow changes (Bates et al., 2008). Moreover, 
current work concerning change on river flows is concentrated in Europe, North America and 
Australasia, and studies in semi-arid or arid areas in Africa and the Middle East are needed (Bates et 
al., 2008). 
1.5 Downscaling 
Despite notable development, GCMs do not provide perfect simulations of reality and cannot 
provide the details on very small spatial scales due to incomplete scientific understanding and 
limitations of available observations (e.g. Jolley and Wheater, 1996; Solomon et al., 2007). For 
bridging the gap between the scale of GCMs and required resolution for practical applications, 
downscaling provides climate change information at a suitable spatial and temporal scale from the 
GCM data. Statistical and dynamical downscaling are two broad main types.  
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1.5.1 Dynamical downscaling   
Dynamical downscaling is usually based on the use of regional climate models (RCMs), which 
generate finer resolution output based on atmospheric physics over a region using GCM fields as 
boundary conditions (e.g. Giorgi and Mearns, 1991 and 1999). The physical consistency between 
GCMs and RCMs is controlled by the agreement of their large-scale circulations (von Storch et al., 
2000). The individual choice of domain size controls the divergence between the RCMs and their 
driving GCMs (Jones et al., 1997).  
As a consequence of the higher spatial resolution output, RCMs provide a better description of 
topographic phenomena such as orographic effects (Christensen and Christensen, 2007). Moreover, 
the finer dynamical processes in RCMs produce more realistic mesoscale circulation patterns (e.g. 
Buonomo et al., 2007). However, RCMs are not expected to capture the observed spatial 
precipitation extremes at a fine cell scale (Fowler and Ekstrom, 2009). Many studies (Rauscher et al., 
2009) have found that the skill improvement of RCM depends not only on the RCM resolution but 
also on the region and the season. Although RCMs may give feedback to their driving GCMs, many 
dynamic downscaling approaches are based on a one-way nesting approach and have no feedback 
from the RCM to the driving GCM (Maraun et al., 2010). 
The main problem with RCMs is that significant biases in the simulation of mean precipitation on 
large scales can be inherited from the driving GCM (Durman et al., 2001). Frei et al. (2006) noted 
that inter-model differences are related to model biases. Moreover, Christensen et al. (2008) 
suggest that GCM biases may not be linear and biases may not be cancelled out by simply taking 
differences between the control and future scenarios, which many studies have adopted (e.g. 
Jenkins et al., 2009).  
Imperfect modelling and numerical stability are also plaguing RCMs (e.g. Lenderink and van 
Meijgaard, 2008; Maraun et al., 2010). Despite their rapid development, RCMs are still ridden with 
problems related to parameterisation schemes due to the fact that physical processes are modelled 
at a scale on which they cannot be explicitly resolved (Maraun et al., 2010). The RCM precipitation 
outputs are still found to be sensitive to the numerical scheme and parameters (Fowler and Ekstrom, 
2009; Bachner et al., 2008; Murphy et al., 2009). The discrepancies between areal average values 
and site-specific data are expected to remain a problem (Chen and Knuston, 2008). 
1.5.2 Statistical downscaling  
Based on particular statistical relationships between the coarse GCMs and fine observed data, 
statistical downscaling is a straightforward means of obtaining high resolution climate projections 
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(e.g. Wilby et al., 2004). Reviews of downscaling methods are widely available (e.g. Xu 1999; Maraun 
et al., 2010). Taking the relationship with RCMs into consideration, Maraun et al (2010) divided 
statistical downscaling approaches into prefect prognosis (PP), model output statistics (MOS) and 
weather generators.  In PP, the statistical downscaling relationships are established by observations. 
In MOS, gridded RCM simulations and observations are used together to develop downscaling 
relationship. Using PP, MOS or both of them, weather generators are hybrid downscaling methods. 
With respect to types of statistical methods, downscaling can be categorical, continuous-valued or 
hybrid (e.g. Fowler et al., 2007 and Wilby and Wigley, 1997). In categorical downscaling, 
classifications and clustering are the common statistical techniques to relate data to different groups 
according to large-scale circulation patterns and data attributes (e.g. Zorita and von Storch, 1999; 
Fowler et al., 2000). For continuous-valued downscaling, regression relationships are widely used to 
map large scale predictors onto local-scale predictands (e.g. Chandler and Wheater, 2002).  In hybrid 
downscaling, different statistical approaches are combined (e.g.  Wilby et al., 2002) and they are 
sometimes referred to as weather generators, based on algorithms of conceptual processes (e.g. 
Chandler, 2006; Kilsby et al., 2007). Although statistical downscaling can be a computationally 
efficient alterative to dynamic downscaling, the validity of statistical downscaling is based on an 
assumption that the empirical relationship identified for the current climate will hold for future 
climate scenarios (Wilby et al., 2004).  
Nevertheless, the statistical downscaling method examined in this thesis generates hydrological 
series at a catchment scale which is similar to the target scale in many dynamical downscaling 
models (e.g. 25x25km Hadley RCM).  As the output of the developing statistical and general dynamic 
downscaling are converging to similar scale, the results from the statistical downscaling method 
developed here may be useful for setting benchmarks for dynamic downscaling. In this work, 
weather generator type downscaling is of a particular interest because weather generators are very 
general statistical methods allowing combinations of various downscaling techniques and can 
provide weather sequences for areas without long climate records (Richardson and Wright 1984).  
1.6 Research Objectives  
Although different downscaling approaches using GCM outputs provide tools for investigating the 
relationship between climate change and hydrology, uncertainty can accumulate throughout the 
process of climate change investigation and impact assessment (Henderson-Sellers, 1993).  As a 
perceived consequence of climate change, uncertainty is expected to be augmented in various 
hydrological projections (Jolley and Wheater, 1996; Arnell and Reynard, 2000). Moreover, traditional 
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assumptions and practices in hydrology are also challenged; climate change casts doubt on 
stationarity, a general assumption in water studies (Milly et al., 2008). Quantifying uncertainty and 
evaluating the performance of different downscaling approaches, therefore, are still needed. As 
extreme events are more uncertain than normal data and associated with significant social and 
economical implications (Wheater, 2002), more work on the hydrological extremes under climate 
scenarios is also necessary. 
The aim of this thesis is to identify suitable models for assessing and understanding climate impacts 
on rainfall, evaporation and streamflow using climate model outputs.  
Three research objectives are: 
1. Identifying a suitable downscaling approach for climate model data to allow daily or monthly 
hydrological climate impact studies.   
2. Investigating algorithms for quantifying the time-variant uncertainty associated with 
hydrological extremes and persistent events under future climate scenarios.   
3. Proposing new approaches and frameworks for evaluating possible implications for 
resources management, policy making and other engineering applications  
1.7 Thesis outline  
As the challenges in hydrology due to climate change have been summarised in this chapter, the 
next chapter is devoted to data selection and examination to understand and investigate general 
properties and data relationships. Descriptions of catchment and data are presented along with 
results of a critical analysis related to missing data, autocorrelation and inter-site correlation.  
Chapter 3 concerns rainfall modelling. Starting from a general review of rainfall models, the 
generalised linear model (GLM) approach is detailed for subsequent comparisons with another 
important family of rainfall models in Chapters 4 and 5. A GLM structure has been applied to six 
catchments. The quality of the GLM outputs has been assessed based on the observed rainfall 
statistics and the residual properties.     
In Chapters 4 and 5, changes in drought characteristics and annual daily rainfall extremes under 
climate scenarios are evaluated respectively. Using the GLM generated rain series for the Midlands 
and South East catchments from Chapter 3, drought index series have been derived and analysed by 
the autoregressive integrated moving average (ARIMA) family of models.  For the annual rainfall 
extremes, a novel Bayesian approach is proposed for the assessment of extremes. Both drought and 
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extreme characteristics of the GLM series are compared to results of a national assessment of 
potential future climate in the UK.  
Chapter 6 examines potential evaporation, another important hydrological process. Results of a 
sensitivity analysis for assessing the potential influence of the correlation discrepancies between the 
climate observations and the GCM output on the Penman Monteith estimates are provided. A new 
model configuration for potential evaporation using climate model output is also proposed. 
In Chapter 7, using the Matlab-based Rainfall-Runoff Modelling Toolbox (RRMT) (Wagener et al., 
2001a), streamflows of six UK catchments are modelled in continuous time. Possible changes in 
rainfall-runoff processes are summarised under climate scenarios, and results are used to draw 
inference about possible implications for water resources. 
The final chapter provides a summary of the important contributions and limitations of this thesis. 
Moreover, further research area and suggestions are presented. 
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Chapter 2 
Data of six catchments in the UK  
How do you measure, measure a year? 
In daylights, in sunsets, in midnights  
In cups of coffee 
In inches, in miles, in laughter, in strife  
- Jonathan Larson, Rent 
2.1 Introduction  
Suitable data are needed to understand and investigate the relationship between hydrology and 
climate change. Reasons for selecting six catchments in the UK are presented. Along with a detailed 
description of these catchments, a critical analysis of the rainfall and streamflow time-series data is 
undertaken. Results show that significant trends and interannual variations exist in some of the 
observed series and substantial spatial correlation between the catchments. The issue of the overall 
adequacy of the data for modelling purposes is also addressed in this chapter.        
2.2 Catchment selection 
In this study, possible changes in hydrological series at catchment scales are of particular interest 
because most flood control and land use management are based on consideration of catchment 
scales (Wheater 2002) but the current global climate models still cannot provide adequate 
information at this scale (Chapter 1). As Segond (2006) showed the importance of spatial rainfall on 
runoff generation decreases with catchment scale, and hydrological processes are expected to be 
more complicated and heterogeneous at catchment scale than at global climate scale. Therefore, 
developing climate change adaptation and mitigation measures needs suitable tools to provide 
additional information for investigating possible climate influence at catchment scales.      
Six catchments in the UK are selected to be a test bed for method development. The three reasons 
for choosing these six catchments are based on (1) the quality of data, (2) the length of rainfall 
records and (3) availability of previous studies for the region. Table 2.1 summaries the details of the 
catchments. The six catchments have at least 22-years of corresponding rainfall and streamflow 
records. All the daily rainfall series are interpolated so that they are consecutive without missing 
data. Despite some absent records for streamflows, the percentage of missing data is less than 2.5% 
(Table 2.1). The absent streamflow records seem to be random and not a problem of the data set 
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except that the missing records for the Medway at Chafford Weir (40007) at the end of 1979 appear 
to correspond to the annual extreme rainfall event in 1979.  
Another reason for selecting these catchments is that the lengths of their hydrological records are 
suitable for investigating the local climate as the average weather (at least 22 years). Moreover, the 
period of the available data is generally consistent with the World Meteorological Organisation 30-
year normal period (1961-1990). Many international and national climate change impact studies 
used 1961-1990 as the baseline or control period because the worldwide availability of 1961-1990 
data is generally higher than that of 1971-2000 (Hulme et al., 2002). Moreover, consistent reference 
periods allow comparisons between studies based on non-overlapping 30-year periods relative to 
1961-1990. For example, in the IPCC third and fourth reports, most of the projections are changes 
with respect to the 1961-1990 reference period.  In the UK, the period 1961-1990 has also been long 
adopted as the baseline in previous and current national climate change studies, including UKCIP02 
and UKCP09 (Murphy et al., 2009). It should be noted that there are much longer data records is 
available in the UK. The selection of approximately 30 year long data sets may therefore not be 
ideal. However, the benefits of using a common 30-year period, consistent with national and 
international reference periods, are considered to outweigh this. 
The third reason for choosing these catchments is related to previous studies in the region. The six 
catchments are from a database established by Young (2000) and previously used by Lee (2006) to 
develop a framework for regionalisation of hydrological models; they are located near to a previous 
study which developed a robust rainfall simulation approach based on long climate records from the 
airports at London, Birmingham and Manchester (Chandler et al., 2006). Therefore, the results of 
these studies can be conveniently further developed in this study.   
Despite the above reasons for the selection of the catchments, the possible limitations of the 
catchment should also be noted. Although most of the data series used here have a length of 
approximately 30 years (at least 22 years), extreme events of frequency longer than 30 years may 
only be interpreted by applying distributions or statistical techniques. The validity of the model for 
the estimation of quantities such as the 100 year maxima may not be easily verified using the 
current data set. Longer time series would therefore be useful for assessing the validity of the 
results. 
In the following sections of this chapter, details of the catchments including catchment descriptions 
and their data are further provided. Methods for exploring and analysis of the basic statistics of the 
six catchment time series are summarised. Possible trends in the data are investigated to offer an 
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historical context before further climate change assessments in this work. Overall remarks on the 
catchments in terms of data statistical characteristics and quality are provided at the end of the 
chapter.    
2.3 Data and Methods  
2.3.1 Catchments Descriptions  
The six selected catchments are shown in Figure 2.1 and their details are summarised in Table 2.1. 
They are located across the Midlands and South East of England (Figure 2.1), and their areas range 
from 58.3 to 252.4 km2.  Although catchments can be classified using arbitrary rules of thumb (e.g. 
Singh, 1995), catchment classification is better determined by the scales of hydrological processes 
because physical properties of the catchment are functions of spatial and temporal scales (Wagener 
et al. 2007). Using scales to classify catchments, the characteristics of catchments can be inferred 
from the catchment types and the information from gauged catchments can be transferred to 
ungauged catchments through regionalisation (Wagener et al. 2004). Based on a UK case study 
(Pechlivanidis, 2009), the six catchments are classified as medium-size catchments (55-250 km2).  
The catchments are characterised as having an oceanic climate based on their geographical 
locations. According to the classification adopted from Lee (2006), the average annual rainfall in the 
six catchments (732-1087 mm/year) is medium (900-1500 mm/year); they are in the typical rainfall 
range for the Midlands and South East of England which is generally lower than the orographic 
enhanced rainfall in western parts of the UK (~1500 mm/year), as a result of rain shadow effects, 
created by the Welsh mountains (see e.g. Faulkner and Prudhomme, 1998). For evaporation loss, the 
average annual potential evaporation is of a similar magnitude across the six catchments and has 
less variation compared to the average annual rainfall.      
Based on soil types defined using HOST classification (Boorman et al., 1995), the baseflow indices 
(bfihost) are usually estimated to characterise the hydrographs in the UK (e.g. Bulygina et al., 2009). 
Five catchments have fairly similar baseflow indices (~0.5) except that the Cole at Coleshill (28066) 
has a lower index. The low baseflow index indicates that the Cole at Coleshill (28066) has more 
flashy flow.  Another common catchment descriptor is the urban extent index which represents the 
degree of urbanisation. Based on satellite imagery, the Flood Estimation Handbook (FEH) (Robson 
and Reed, 1999) provides the urban extent index (URB_EXT) derived from weighted urban and 
suburban land cover data. According to the classification in Bayliss et al. (2006), an urban extent 
index larger than 0.05 is moderate urbanised; only the Cole at Coleshill (28066) falls in this 
classification. Moreover, the high urban extent index may also explain why the baseflow index of the 
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Cole at Coleshill (28066) is relatively low. Overall, the general similarity of descriptors over six 
catchments allows exploration of humid oceanic catchment climate effects although this is not a 
study intended to be a regional analysis. 
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 (a)  
 
(b)  
 
 
Figure 2.1 (a) The location map of six catchments, and (b) The Met Office observed rainfall in 
5km grid (Hollis and Perry, 2004) 
 
+ +
+
+
+
+
39022
40007
68005
69008
28031
28066
-10 -5 0 5 10
5
0
5
5
6
0
Total Monthly Rain (mm) in 5 km grid for Dec 1979
0
100
200
300
400
500
600
700
33 
 
2.3.2  Atmospheric data  
As discussed in Chapter 1, the relationships between large scale atmospheric data and local variables 
are important for simulating future rainfall conditioned by climate projections. The commonly 
available large scale atmospheric data include temperature, pressure, wind, humidity, radiation and 
precipitable water for different atmospheric levels over global grids. Temperature, sea level pressure 
and relative humidity are selected here because they are closely related to rainfall and reasonably 
represented by the climate models (Leith, 2005). The reason why large scale precipitable water is 
not included is that the quality of rainfall data is not adequate to be potential atmospheric 
predictors for downscaling because of high variability of rainfall (e.g. Leith, 2005). As radiation, 
relative humidity, temperature and wind speed are strongly related, only temperature and relative 
humidity are used here to prevent over parameterisation. Nevertheless, using temperature, sea level 
pressure and relative humidity as atmospheric predictors, Leith (2006) could downscale rainfall 
satisfactorily for 3 stations near to the six catchments selected here.   
2.3.2.1 Reanalysis data  
Reanalysis data provide baselines or climate reference for future climate projections. The US 
National Centres for Environmental Prediction (NCEP) reanalysis dataset (Kalnay et al. 1996) 
provides contemporaneous gridded data which is usually considered to be the best global climate 
circulation representation of the current state of the earth system. Through data assimilation, the 
real time NCEP data are produced by incorporating data from monitoring systems, historical records 
and forecasts from numerical weather models (Kalnay et al. 1996). Another important reanalysis 
project (ERA) is provided by the European Centre for Medium-Range Weather Forecasts (ECMWF) 
(Uppala et al., 2005). Fitting both NCEP and ERA data to generalised linear models to assess the 
robustness and difference of model parameter estimations using two data sets, Leith (2005) found 
that the differences between the two reanalysis data sets are negligible. Admittedly, ERA data are 
developed in Europe and may be considered a better product with respect to a number of criteria 
such as the handling of biases (Uppala et al., 2005). The NCEP data are however considered 
sufficiently adequate for present purposes, i.e. to be used as the current observed atmospheric data 
for developing downscaling rainfall tools using imperfect global climate data. 
Figure 2.2 shows the NCEP data grid, measuring 2.5⁰ latitude by 2.5⁰ longitude. As a consequence of 
coarse resolution, the British isle is only covered by 12 discrete NCEP gridded boxes. Interpolation to 
provide climate variable series to a particular local point from the NCEP data is needed. Following 
the approach developed by Leith (2005), the adopted interpolation scheme is based on a weighted 
average of nearby grid squares.   
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The weight of grid square is calculated from the distance between the coordinates for the centre of 
grid square i (xi,yi) and coordinates of the site (xs,ys) . 
, ,  ,  = 360 − , , ,     ! , , ,  ≤ 3600                                                  ! , ,  ,  > 360  
where d is a great-circle distance (in kilometres). For the above scheme, the weight of coordinates is 
simply set to zero if the distance larger than 360 km.  
 
Figure 2.2 The NCEP data grid 
 
Figure 2.3 The Hadley global climate model data grid   
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2.3.2.2 Climate model data  
With provision for the simulation of the effects of anthropogenic emissions, climate models are an 
important tool for providing future climate information (Wheater, 2002). Four Global Climate 
Models (GCMs) and three Regional Climate Models (RCMs) are used to provide future climate 
scenarios (Table 2.2). The selected GCMs and RCMs are the most readily useable climate data 
available in 2005. Certainly, there are rapid developments in climate study in the last half decade but 
most of the current studies are still based on these GCMs and RCMs. The GCM and RCM data sets 
were also previously studied by Leith (2005) to investigate the effect of a changing global climate on 
local scale rainfall.  
Since climate projections are related to emission uncertainty, different climate scenarios, defined by 
Nakicenovic et al. (2000), are used by the Intergovernmental Panel on Climate Change to account for 
the uncertainty of future anthropogenic carbon emissions. Given that Leith (2005) employed the A2 
scenarios as a conservative climate scenario and Murphy et al. (2009) considered the A1B scenarios 
as a robust projected state for the UK, both the A2 and A1B emission scenarios are employed here.  
Although daily data are available from GCMs and RCMs, the climate model years are of 360 days 
only. Moreover, there is still a lack of confidence in daily climate model data (e.g. Prudhomme et al. 
2002). Therefore, only monthly global climate model data are used. Figure 2.3 shows the resolution 
of the climate model data. Similar to NCEP data, the spatial resolution is very low, on a grid of 2.5 
latitude by 3.75 longitude. It also noted that GCMs, RCMs and reanalysis data can have different grid 
systems. In addition, global climate models can even have different grid systems for different climate 
variables in a single model. For example, the grids of temperature are different from those of wind in 
the Hadley Centre global climate model. As a result, the spatial interpolation method for the NCEP 
data is applied for the climate model data. Therefore, the time series from different climate models 
can be generated for particular catchment locations. Indeed, the effects of different interpolation 
methods which have not been explored here may still require further quantification.      
2.3.3 Rainfall and Streamflow data 
Daily rainfall and streamflow series are extracted from a database developed by Young (2000) for 
the Centre for Ecology and Hydrology at Wallingford. The daily rainfall time series in the database 
are derived from the Meteorological Office Rainfall library, based on a modified version of the 
triangular planes interpolation with a normalisation using the Standard Average Annual Rainfall for 
the period between 1961 and 1990 (SAAR 1961-1990) (Young, 2000). The spatial interpolation 
scheme, used to estimate rainfall in Young (2000), is based on Jones (1983). In Jones (1983), the 
catchment rainfall interpolation scheme is defined by first forming the mesh representation of a 
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catchment. A triangle of rain gauges around each mesh point is identified based on the distances 
between the mesh point and the rain gauges (which can be outside the catchment). The 
interpolation weight for each gauge is determined by the square of the inverse distance between the 
mesh point and each rain gauge. Then catchment averages are calculated as a weighted average of 
rainfall depths at mesh points inside the catchment (Jones, 1983) 
As the rainfall series from Young (2000) are interpolated, they series are not exactly point 
observations but catchment rainfall profiles used to represent ‘observations’. In a detailed study of 
the estimation of catchment average point rainfall profiles, Jones (1983) concluded that there is no 
simple way of assessing the performance of the concepts of catchment average point rainfall profile. 
In practice, several applications (e.g. Holmes et al., 2002, Lee, 2006) show that the performance of 
the interpolation method for rainfall profiles in Young (2000) appears to provide reasonable 
‘observations’ for the UK catchments despite some noted uncertainty in this rainfall product for 
wetter western and northern regions of the UK where have relatively sparse network (Holmes et al., 
2002).  
The streamflow series here corresponding to the rainfall series are from the United Kingdom 
National River Flow Archive (NFRA) and under its quality control (Young, 2000). One of the flow 
quality vetting measures used by the NFRA is called ‘sensitivity’. This is the change in flow (i.e. flow 
error) associated with a 10 mm change in stage at the 95 quantile flow (a standard index of low flow 
from the stage-discharge relationship). Based upon over 1000 gauging stations throughout the UK, 
about a third of the gauging stations in the UK have flow errors greater than 20%. For the six 
catchments, the Cole at Coleshill (28066) and the Dean at Stanneylands (69008) have sensitivity 
greater than 20%: 26.7% and 22% respectively. According to the NFRA, only the Manifold at Ilam 
(28031) is considered to be natural flows and the other five catchments are under some artificial 
influences including runoff increased by effluent returns 
Nevertheless, the quality of the database was further examined in several studies (Young, 2000; 
Holmes et al., 2002, Lee, 2006). Based on a subset of data and a Penman type soil moisture model, 
Young (2000) showed that the database exhibits no unexpectedly high deviation between the 
observed flow volume and effective rainfall. 
2.3.4 Analysis methods  
In this study, much of the analysis has been done in R (for Chapters 2, 3, 4 and 5) (R Development 
Core Team, 2009) and Matlab (for Chapter 6 and 7). As R is a free software package for statistical 
computing and graphics, the analysis done here in R can be performed on other computers under 
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general public license without excessive cost. Generally, most of the functionality in Matlab can be 
found in R but Matlab is specialised in matrix operations and has excellent documentation.   
As time series analysis is commonly used to quantify the main features and the random variation of 
data (Cowpertwait and Metcalfe, 2009), time series analysis was performed here on the rainfall and 
streamflows series from the six catchments. In time series analysis, apart from using means and 
variances to be the first and second order statistics, autovariance and cross covariance are usually 
used to define the second-order properties of data.    
For a single variable (x), an autocovariance function ($%) is defined as a function of the lag k: 
$% = [ − '() − '] 
where xt is the variable at time t, E(.) is expectation and µ is the mean of the variable.  In weak 
(second-order) stationarity, the mean can be approximated by the sample mean () (c.f. Chatfield, 
2004).  The definition of autocorrelation here is relatively loose without distinguishing between 
theoretical and sample autocorrelation.  For the strict definitions, Box et al. (1994) provides a good 
reference.   
Being standardised by the sample variance of the variable (σ2), the lag k autocorrelation function 
(ρx(k)) is expressed as:  
+% = $%,-  
Following the definition, ρx(0) is equal to 1. Theoretically, the autocorrelation is effectively 0 after 
some number k of lags (i.e. +% = 0) , and the 95% confidence bound (Cowpertwait and Metcalfe, 
2009) can be estimated at  
− 1/ ± 21/ 
where N is simply taken to be the length of sample instead of the difference between the length of 
sample and  the number of the lag (k). The confidence bounds can be used as a rough test on when 
the sample autocorrelations of the time series of different lags are insignificant.    
Similarly, for two variables (x and y), a cross covariance function ($%2) is defined as a function of 
the lag k: 
$%2 = [ − () − ] 
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Being standardised by the sample standard deviations of the two variables (σx,σy), the lag k 
autocorrelation function (ρxy(k)) is then obtained. It is expressed as:  
+%2 = $%2,%,2  
Turning away from the second-order properties of data, filtering via averaging is another popular 
tool for time series analysis. A moving average is widely used to estimate trend in time series 
(Cowpertwait and Metcalfe, 2009). As a low pass filter, a moving average removes seasonal 
variations and can be used to study interannual variations. A centred moving average of 12 months 
(34-) is defined as:   
34- = 12(5 + (7 +⋯+ (4 +  + 94 +⋯+ 97 + 129512  
In this study, a simple linear trend model is used to check possible trends in the hydrological series. 
As the tested time series are autocorrelated, the trend test used here generally increases its type I 
error (which is defined as the probability of rejecting null hypothesis when the alternative 
hypothesis is false). Therefore, the results here are just to use to provide a general picture of the 
quality of the data instead of a robust assessment of the existence of trends in the data. Under the 
assumption that the regression estimator β is best asymptotically normal, the Wald test (see e.g. 
Dobson, 2002) can be used for trend inference. The test hypotheses are:  
The null hypothesis: H0:β=0 
The alternative hypothesis: H1:β≠0   
The test statistic with a null hypothesis, β=0, is  
:;<=:; 
where se(.) is the standard error and :;  is the maximum likelihood estimate. In maximum likelihood 
paradigm, the standard error of the maximum likelihood estimate (<=:;) can be estimated by the 
Fisher information (In): 
<=:; = 1>?@:; 
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The standard error will be used later for assessing the significance of trend (the slope of time series 
respect to time). 
2.4 Results 
2.4.1 Hyetographs and Hydrographs  
Hyetographs and Hydrographs with information about missing data are plotted to provide an overall 
pictures of the quality of the time series. Also, the plots can provide a quick visual check for the 
presence of unreasonable values (and, perhaps, outliers).  Figure 2.4 shows the hyetographs and 
hydrographs of six catchments. The missing record periods of streamflow are shadowed in grey. The 
exceptionally consecutive daily records and low percentages of missing records facilitate efficient 
time series analysis (Table 2.1). The sample autocorrelations of the rainfall and streamflow time 
series with confidence bounds for 30 days (the correlograms) are plotted on Figure 2.5. The 
correlograms can provide an overview glimpse of the autocorrelation pattern and the persistence of 
the hydrological series. The autocorrelation of time series is important for different applications in 
hydrology, for example to assess the severity of droughts. The autocorrelation structure can give 
some insight into the rainfall and hydrological model formulation. For six catchments, the 
autocorrelations of rainfall become insignificant after less than 8 days of lag but the autocorrelations 
between streamflow are persistently significant. In Figure 2.6, the numbers of lags of the 
autocorrelations are extended to 730 days (~2 years). A distinct seasonal variation pattern of 
streamflows in six catchments is revealed by Figure 2.6.  
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(a) 
 
(b) 
  
(c) 
 
Figure 2.4 (a-c) The hyetographs and hydrographs  
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(d) 
 
(e) 
 
(f) 
 
Figure 2.4 (d-f) The hyetographs and hydrographs  
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Figure 2.5a The autocorrelation plots (correlograms) of rainfall and streamflow time series 
(40 days) 
 
Figure 2.5b The autocorrelation plots (correlograms) of rainfall and streamflow time series 
(40 days) 
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Figure 2.5c The autocorrelation plots (correlograms) of rainfall and streamflow time series 
(40 days) 
 
Figure 2.6a The autocorrelation plots (correlograms) of rainfall and streamflow time series 
(730 days) 
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Figure 2.6b The autocorrelation plots (correlograms) of rainfall and streamflow time series 
(730 days) 
 
Figure 2.6c The autocorrelation plots (correlograms) of rainfall and streamflow time series 
(730 days) 
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The general relationships between rainfall and streamflows can be visualised by simple scatter plots. 
The scatter plots of monthly rainfall and streamflows show the correlation between two series 
(Figure 2.7). The general pattern of the scatter plots is similar across the six catchments regardless 
the fact that the Cole at Coleshill (28066) has a higher urban extent index. The non-constant 
variations (heteroscedasticity) are linked to the magnitude of rainfall and streamflows of the 
catchments. This indicates that the general assumption of the constant variance for linear regression 
is violated here and modelling rainfall and streamflows should include considerations of 
heteroscedasticity. Moreover, Figure 2.7 shows that the correlation between rainfall and one month 
lagged streamflow is lower than that without lag. This may indicate that monthly streamflows are 
responsive to monthly rainfall.  
The interannual variations of rainfall and streamflow time series are studied using their moving 
average series. The high frequency variations of two series are filtered out by 12 month moving 
averaging and the variations in the averaged series can be considered as interannual variations. In 
Figure 2.8, the variations of rainfall and streamflow moving average series appear to correspond to 
each other even though the rainfall moving series are generally noisier. The scatter plots of two 
moving average series (Figure 2.9) show the series are fairly well correlated. The maximum cross 
correlation ($%2) between the two moving average series for all catchments is one month lag, 
except that the maximum cross correlation between the two moving average series of the Loddon at 
Sheepbridge (39022) is a 2 month lag. The moving average streamflow series seem to be the 
response of the corresponding smoothed and 1 or 2 month delayed moving average rainfall series 
from the individual catchments. This result may indicate that the resident times of the catchments 
are around 1 or 2 months. From Figures 2.7 and 2.9, the observed heteroscedasticity in Figure 2.7 
appears to be related to high frequency or random variations which may be related to antecedent 
soil conditions. The moving average series show that the interannual variations of two series are 
fairly well matched.  
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Figure 2.7a The scatter plots of monthly averaged daily rainfall and streamflows. The plot 
labelled Lag 1 shows the rainfall plotted against the streamflow series lagged by one month.  
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Figure 2.7b The scatter plots of monthly averaged daily rainfall and streamflows. The plot 
labelled Lag 1 shows the rainfall plotted against the streamflow series lagged by one month.  
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Figure 2.8a The monthly moving rainfall and streamflows average 
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Figure 2.8b The monthly moving rainfall and streamflows average 
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Figure 2.8c The monthly moving rainfall and streamflows average  
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Figure 2.8d The monthly moving rainfall and streamflows average  
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Figure 2.8e The monthly moving rainfall and streamflows average 
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Figure 2.8f The monthly moving rainfall and streamflows average   
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Figure 2.9a The scatter plots of the 12 month moving rainfall and streamflows average. The 
plot labelled Lag 1 shows the month moving rainfall plotted against the month moving 
streamflow series lagged by one month.  
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Figure 2.9b The scatter plots of the 12 month moving rainfall and streamflows average. The 
plot labelled Lag 1 shows the month moving rainfall plotted against the month moving 
streamflow series lagged by one month. 
2.4.2 Trend study 
Trend studies are widely used as a base reference or a caveat of climate change studies (e.g. Jenkins 
et al. 2009). However, the usefulness of trend studies is always being questioned. Trend studies are 
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here are merely rough tests for the stationarity of the data similar to the trend study in the UKCP09 
(Jenkins et al., 2009). It is noted that the hydrological series here are highly correlated and that a 
Type I error in trend tests for such series is more likely than for tests using independent data. Using a 
linear regression approach (Hannaford and Marsh, 2006), the gradient and its variance of the 
resulting regression of the hydrological series with respect to time is used as the test statistic. Based 
on the Wald statistics, the significance of trend gradients is tested based on a normally distributed 
assumption. Hannaford and Marsh (2006) used a similar linear regression approach to look at runoff 
trends in the UK. Figure 2.10 show the trends of monthly rainfall and streamflows. None of the 
monthly rainfall and streamflow series have any significant trend, based on the Wald tests, excluding 
the streamflows of the Dean at Stanneylands (69008), which may have a marginally significant 
downward trend.  
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Figure 2.10a The monthly rainfall series with linear trend lines 
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Figure 2.10b The monthly streamflow series with linear trend lines 
Since seasonal rainfall is highly varied, the trends of precipitation in winter and summer were 
studied separately in a national assessment of future climate (the UK climate projections, UKCP09) 
(Jenkins et al., 2009). Following the definitions of winter (Dec-Feb) and summer (Jun-Aug) in the 
UKCP09 (Jenkins et al., 2009), Figures 2.11 and 2.12 show the series plots and their trend lines. For 
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Stanneylands (69008)) is consistent with the trend results in the UKCP09, in which winter 
precipitation increases when summer rainfall decreases. However, all the rainfall trends in summer 
and winter are insignificant (Table 2.3), and the Dean at Stanneylands (69008) has an insignificant 
increasing trend in summer and an insignificant decreasing trend in winter.    
Table 2.3 Summary of trend results (Y: Trend is significant at 5% level)  
 
Rain 
   
Streamflow 
   
 
All months Summer Winter 
Moving 
average 
All months Summer Winter 
Moving 
average 
28031 
       
Y 
28066 
       
Y 
39022 
   
Y 
    
40007 
        
68005 
   
Y 
    
69008 
   
Y Y 
 
Y Y 
 
For the streamflows, all the fitted regression lines for summer streamflows are downward. Except 
for the Cole at Coleshill (28066) and the Dean at Stanneylands (69008), the fitted regression lines for 
winter streamflows are slightly upward. All the gradients again are not significant apart from that for 
the winter streamflows of the Dean at Stanneylands (69008).  
The trend tests were also performed for the moving average rainfall and streamflow series. In Figure 
2.13, the trend patterns are clearer than in Figure 2.10. There are significant downward rainfall 
trends for the Loddon at Sheepbridge (39022), the Weaver at Audlem (68005) and the Dean at 
Stanneylands (69008) and significant downward streamflow trends for the Manifold at Ilam (28031), 
the Cole at Coleshill (28066) and the Dean at Stanneylands (69008). The downward rainfall trends 
may indicate interannual change in rainfall and streamflows of the catchments. The interannual 
trends of rainfall and streamflows do not strictly correspond to each other. This may imply that the 
interannual trends of streamflows are not only driven by the rainfall trends but also other factors. 
For example, the decreasing trend in the streamflow of the Cole at Coleshill may be linked to its high 
FEH urban extent index. In any case, the observed significant trends for the moving average series 
may simply be artefacts of the high autocorrelation of the time series obtained by smoothing. 
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Figure 2.11a The winter monthly rainfall series with linear trend lines (Dec-Feb) 
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Figure 2.11b The winter monthly streamflow series with linear trend lines (Dec-Feb) 
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Figure 2.12a The summer monthly rainfall series with linear trend lines (Jun-Aug) 
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Figure 2.12b The summer monthly streamflow series with linear trend lines (Jun-Aug) 
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Figure 2.13a The month moving rainfall average series with linear trend lines 
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Figure 2.13b The month moving streamflow average series with linear trend lines 
 
2.4.3 Inter-catchment relationship and thresholds 
Inter-catchment relationship may provide indications as to whether different catchments can be 
represented by a similar model structure or investigated by regionalisation. Figures 2.14- 2.17 show 
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the daily and monthly rainfall and streamflow box plots of the six catchments.  The monthly and 
daily rainfall box plots are similar across the catchments despite different median locations. All the 
box plots exhibit skewed rainfall distributions with long tails at high values. The variability and 
skewness of daily rainfall is generally higher than that of monthly rainfall (Figures 2.14 and 2.15).  
In Figures 2.14 and 2.15, the effects of different thresholds on rainfall distributions are also 
investigated for six catchments. Selecting thresholds is important because it is related to the 
definition of the occurrence of a rainfall event, the limitations inherent to the measurement of 
rainfall and the recording equipment. A suitable selection of a threshold can remove trace values in 
data sets and resolve the problems of spatial inconsistency (e.g. Yang et al., 2006). However, 
thresholds which are too high may cause loss of information.  
In Figure 2.14, setting the threshold seems to not affect the box plots for daily rainfall. However, 
setting the threshold for the monthly rainfall seems to significantly truncate the monthly rainfall 
distribution which may raise the question on the suitability of using threshold for the monthly 
average rainfall because of the possibility of the information lost (Figure 2.15).  
 
Figure 2.14 The daily rainfall box plots across catchments 
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variability. This may indicate that the variability of streamflow is not only related to rainfall but also 
related to other sources of variation between catchments such as land use.  
Turning to the correlation between sites, the monthly rainfall and streamflow scatter plots of the six 
catchments are shown in Figures 2.18 and 2.19. Both rainfall and streamflows of the six catchments 
correspond fairly well to each other, and this is assumed to be largely due to shared seasonality over 
decades among the catchments. On the scatter plots (Figure 2.18 and 2.19), the variability of the 
rainfall and streamflows between catchments increases when the magnitude of the rainfall and 
streamflow increases. Therefore, the issues associated with heteroscedasticity are likely to be 
important for catchment rainfall and streamflow modelling. Figure 2.20 provides the relationship 
between pairwise correlations and distance between catchments, and an exponential model is used 
to fit the empirical relationships. The exponential model appears to be suitable although the spread 
of points from the fitted lines increases when the distance increases. It should be noted that the 
pairwise correlation of the fitted exponential model does not equal to 1 when the distance is set to 
zero. Although the exponential model can be constrained to be 1 at zero distance, this issue is not 
further examined here because different measurements from the same location do not necessarily 
have 1 pairwise correlation as a result of measurement errors. The possible limitation of this 
exponential model is that it may give unrealistically low correlation value at small inter-site 
distances. It is interesting to note that the correlation of streamflow is generally higher than that of 
rainfall for a particular distance in spite of their likeness. This indicates again that the uncertainty of 
streamflow is related to rainfall but other factors also contribute to the streamflow uncertainty.      
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  Figure 2.15 The monthly rainfall box plots across catchments 
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Figure 2.16 The daily streamflow box plots across catchments 
 
Figure 2.17 The monthly streamflow box plots across catchments 
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Figure 2.18 The correlation matrix of monthly rainfall across catchments. The diagonal boxes 
show the catchment numbers. The numbers of lower part of the matrix are the correlation 
coefficients between catchments and the plots in the upper part of the matrix are the 
scatter plots between catchments.  
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Figure 2.19 The correlation matrix of monthly streamflow across catchments. The diagonal 
boxes show the catchment numbers. The numbers of lower part of matrix are the 
correlation coefficients between catchments and the plots in the upper part of the matrix 
are the scatter plots between catchments.  
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Figure 2.20 The pairwise correlations between catchments. The black lines are fitted 
exponential models for rainfall (ABCC=DEF!BGH@ = 0.92=(.4K	H@LM) and streamflows 
(ABCC=DEF!BGN = 0.94=(.4-	H@LM).  
2.5 Conclusions  
Basic descriptions, statistical and time series analysis of the data of the six catchments are provided. 
Different graphs of the rainfall and streamflow data of the catchments are plotted to allow some 
visual inspection of the data. The data set are considered to be relatively short for the UK but their 
lengths are fair in terms of the IPCC reference period. The short data series restricts the possible 
assessment of hydrological properties for durations longer than the data record by using statistical 
inference or modelling. As the rainfall series are from the interpolated data set (Young, 2000) and 
there may be some other better rainfall products (Jones, 1983), the rainfall series are selected only 
as a pragmatic choice based on previous studies (such as Holmes et al., 2002; Lee, 2006). 
Nevertheless, particular physically impossible (i.e. exceptional high) and temporally inconsistent 
events are not observed in hydrographs and hyetographs (Figure 2.4).  
Generally, the hyetographs and the hydrographs are fairly well correlated to each other (Figures 2.8 
and 2.9) and these indicate the spatial consistency of the six catchments. However, it should be 
noted that this spatial consistency may limit the possibility of generalisation across different regions 
of the UK such as Wales and Scotland which have a different climate.  
Although there are no significant trends in the monthly rainfall and streamflow series, a positive 
gradient of linear regression in winter rainfall and a negative gradient for summer rainfall for five out 
of the six catchments  are generally consistent with the trends reported in the UKCP09 (Jenkins et 
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al., 2009). Some significant trend has been identified in the moving average rainfall and streamflow 
series, and these may show the nonstationarity of interannual variations. However, these results 
should be interpreted cautiously as the stronger autocorrelations of the tested moving average 
series increases the type I error of the trend tests.   
The rainfall and streamflows need to be interpreted with care at different temporal and spatial 
scales. High thresholds may truncate rainfall distributions and appear to cause information loss at 
monthly scales. Although there is a strong correlation between the moving averages of rainfall and 
streamflow, they exhibit different patterns of spatial and temporal variability; the streamflow tends 
to be more seasonally correlated and rainfall more spatially varied and less seasonally correlated. 
Nevertheless, a shared seasonality appears to exist between catchments (Figure 2.20). In the next 
chapter, based on the data discussed in this chapter, a framework for simulating realistic rainfall 
sequences which are conditional on the climate model output is proposed.  
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Chapter 3 
Rainfall and Generalised Linear Models (GLMs) 
 
Ambitious men want to bring meaning into the picture somehow,  
but a more modest worker is willing to settle for any application  
which is meaningful and rigorously correct. 
- John Robinson Pierce, Symbols, Signals and Noise  
3.1 Introduction  
In Chapter 1, statistical approaches have been identified to be important for climate variable 
downscaling. In this chapter, statistical downscaling of rainfall is considered. In comparison with 
other climate variables such as temperature, downscaling rainfall is relatively difficult because 
precipitation is less continuous temporally and spatially than temperature, and precipitation 
projections are also less consistent among global climate models (e.g. Hulme et al. 2004). As 
comprehensive reviews of rainfall downscaling (e.g. Fowler et al., 2007; Maraun et al., 2010) 
providing overviews of the latest development of downscaling techniques, can be easily found, this 
chapter focuses more on the details of downscaling approaches for a specific type of rainfall model.    
For statistical modelling, it can be roughly divided into two families: (1) parametric and (3) non or 
semiparametric. Generally, non or semi parametric models are considered to be more empirical 
(data based) and robust (less sensitive to outliners) but they have more problems for inference (e.g. 
statistical testing).  On the contrary, parametric approaches enable the use of maximum likelihood 
estimation and inference. Although there are interesting developments in non or semiparametric 
approaches for rainfall (e.g. Semenov et al., 1998), parametric models give specific representations 
of the rainfall process which allow interpretation. It is arguable that the parametric rainfall process 
representations are subjective and depend on expert knowledge. However, instead of detailed 
comparison of different parametric and nonparametric approaches, this chapter is limited to 
downscaling approaches for parametric rainfall models because a well-established maximum 
likelihood framework for estimation and inference is available. Two of the most widely used families 
of parametric rainfall models are (i) a two-stage  approach  which consists of an occurrence and an 
amounts process (e.g. Coe and Stern, 1982; Chandler and Wheater, 2002) and (ii) a continuous 
simulation method which uses a Poisson cluster process to model arrivals of storms and raincells 
within storms (e.g. Jones et al. 2009). Many stochastic rainfall studies based on the two-stage rainfall 
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approach (e.g. WGEN (Richardson and Wright, 1984)) use Markov Chain models for the occurrence 
process. Generally, these generators can be considered to be special cases of the Generalised Linear 
Model (GLM) approach (Chandler and Wheater, 2002). Regarding amounts models, various 
probability distributions have been proposed (e.g. Smith and Schreiber, 1974; Woolhiser and 
Pegram, 1979), but the gamma distribution is one of the most widely adopted models (e.g. Coe and 
Stern, 1982; Wilks, 1992) and has the added advantage that a single site amounts model can be 
readily extended to a multi-site model (Yang et al., 2005a).  
For the Poisson cluster process models, the Bartlett-Lewis and Neyman-Scott pulse processes (see 
Rodriguez-Iturbe et al. 1987 and 1998) are the two predominant model variants. Unlike the two-
stage approach, cluster process models provide occurrence and amount in one model (Koutsoyiannis 
and Onof, 2001). The main advantage of the cluster process models is to disaggregate monthly or 
daily rainfall to subdaily time series. For example, Onof and Wheater (1993) developed a cluster 
process model including random raincells which was consistent with historical records at hourly to 
daily time-scales. Cowpertwait et al. (2007) extended a cluster process model for five-minute rainfall 
data. The main problem of cluster process models are parameterisation. Onof and Wheater (1994) 
noticed that the complexity of the parameter identification increases when the number of model 
parameters increases. Many studies (e.g. Cowpertwait et al., 2002) have noted that cluster process 
rainfall models break down or reveal lack of fit at certain temporal or spatial scales. In addition to 
these parametric methods, semi- or non-parametric rainfall models are also used in different 
weather generators. For example, Semenov et al. (1998) sampled empirical distributions to generate 
rainfall series. Moreover, hybrid weather generators, which combine different statistical approaches, 
also have seen rapid development (e.g.  Wilby et al., 2002). 
As statistical downscaling approaches, both the two-stage approach and the cluster process method 
are actively used to assess potential changes in rainfall in the UK under climate change scenarios. 
Chandler and Wheater (1998 a&b) extended the two-stage approach in Coe and Stern (1982) for 
climate change detection.  Yang et al. (2005a) demonstrated the possibility of simultaneous multisite 
rainfall simulation using the GLM approach which has potential application in climate change 
studies.  Leith (2005) developed a GLM rainfall structure particularly suitable for investigate climate 
variability in England. For the continuous simulation method, Fowler et al. (2002) linked global 
circulations to a cluster process model (Cowpertwait et al., 1996 a&b)  based on the UK weather 
types. Consequently, a daily weather generator for use in climate change studies based on cluster 
process was developed by Environment Agency in the UK (Kilsby et al., 2007). The weather generator 
is used in a recent UK national study (the UK climate change projections in the 21st century 
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(UKCP09)) and has significant implications for planners and decision makers because a new statutory 
framework on adaptation will be put in place as a part of a UK government programme (Jenkins et 
al., 2009).  
Since the reliability of rainfall projections is important for different practitioners, the 
appropriateness of simulations from two parametric rainfall models requires further investigation 
based on their relative performance in different applications. In this chapter, a GLM rainfall structure 
for the six catchments discussed in Chapter 2 is proposed and examined. Results of a detailed 
analysis of the GLM simulated rainfall for the six catchments including diagnostic plots and residual 
analysis are presented here after the theory of the GLM approach. Moreover, the GLM simulated 
rainfalls are further compared to the UKCP09 weather generator outputs with regard to drought and 
extreme characteristics in Chapters 4 and 5.  
3.2 Generalised Linear Models (GLMs)   
Generalised Linear Models (GLMs) provide a unifying statistical modelling framework for many 
widely used techniques (Dobson, 2002). As comprehensive proof can be found in extensive literature 
(e.g. McCullagh and Nelder, 1989), only essential details of the GLMs are presented here.  A GLM 
contains four main components: 1) response variables Yi (which represent the i
th elements of the 
response vector Y), 2) explanatory variables xi (a vector of p elements which represent the i
th row of 
the design matrix X), 3) parameters β (a vector of p elements) and 3) a link (monotonic) function g, 
and they are of the form 
     PQ = P' = R:    (3.1) 
where E(.) is expectation and T is the transpose operator.  
In a matrix form,  
PQ = P' = S: 
where X is nxp design matrix with the (i,j), the element and Y is a nx1 vector with vector mean(µ). 
The terms responses, outcomes and dependent variables (Yi) are usually interchangeable, and 
explanatory variables (xi) are also commonly called predictor variables or independent variables. In 
the GLM approach, response variables can be categorical  variables rather than continuous data, and 
the relationships between the response and explanatory variables can also be skewed distributions 
(e.g. gamma) rather than of a simple linear form. The link function g is required to be a monotonic 
and differentiable function. For example, if the link function g is an identity function which is a 
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monotonic function, Equation 3.1 is a general linear model (i.e. Q~/' , ,-). In the unified GLM 
framework, the distribution of each Yi is from the canonical form of a single exponential family (e.g. 
Bernoulli or normal) and depends on a single parameter U. As a general result of the properties of 
the exponential family distribution, the maximum likelihood estimator of GLMs can be found 
robustly using the Newton-Raphson algorithm. The exponential family can be written as  
    ; U = exp [EZU + [U + ]   (3.2) 
The distribution (Equation 3.2) is in canonical form if a(y) is equal to y.   
The expectation and variance of a(y) for the exponential family can be expressed as: 
[E] = −[\UZ′U 
^EC[E] = Z\\U[\U − [′′UZ′U[Z\U]  
The general form of the log-likelihood function for a distribution in the exponential family is  
DU;  = EZU + [U +  
Log-likelihood is the log of the joint probability of the observations (i.e. likelihood) for the given 
parameter values for a statistical model. As the log transformation transforms likelihood which is a 
long product into a log sum, the log-likelihood is more tractable.  
Poisson, gamma, normal and binomial distributions are a few examples of many common 
distributions that belong to the exponential family.  
To approximate the efficiency (or error) of a maximum likelihood estimate, the score function (U) is 
usually used. In the GLM estimation algorithm, the score function informs about how to improve the 
likelihood estimate for the exponential family in each parameter searching iteration. The score 
statistic (U) for the exponential family is the derivative of DU;  with respect to U is 
_U;  = DU; U = EZ′U + [′U 
The information (I) for the exponential family is the variance of U    
`U = aEC_ = Z′′U[′UZ′U − [\\U 
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In addition, the expectation of the derivative of score statistic (U) with respect to U is the negative of 
the information (I). 
_′U;  = _U = EZ′′U + [′′U 
_′U;  = [E]Z′′U + [′′U 
_′U;  = −Z\\U[\UZ\U + [\\U = −`U 
 
Using the score matrix (U) and inverse of the information matrix (I), maximum likelihood estimators 
can be obtained by an iterative weighted least squares procedure (Charnes et al., 1976). The 
maximisation algorithm is called the method of scoring which is a form of the Newton–Raphson 
method (Dobson, 2002):  
U = U(4 + b?U(4c(4_U(4;  
The log likelihoods resulting from the GLM parameter estimation can be used as tools for statistical 
inference. The deviance (Nelder and Wedderburn, 1972) is defined as  
d = 2DUefH%;  − DUe;  
where Ue  is the maximum likelihood estimator of parameter U . UefH%  denotes the maximum 
likelihood estimator from the saturated model which is a model  with all the available dependent 
variables (i.e. the maximum number of parameters that can be estimated). The asymptotic 
distribution of D is the chi square distribution (χ2). 
3.2.1 GLIMCLIM 
GLIMCLIM (Chandler, 2002) is a suite of FORTRAN programs for modelling and simulating daily 
rainfall sequences and climatological variables using the algorithms discussed in the last section. The 
main feature of GLIMCLIM is the plethora of possible covariates and their spatial and temporal 
transformations for model specifications. For temporal considerations, GLIMCLIM allows covariates 
to provide daily, monthly and yearly effects. General nonlinear transformations including 
exponential and Box-Cox power transformations (Box and Cox, 1964) are available. As the current 
climate observations are likely to depend on previous observations and this dependence usually 
decays with time, different order autoregressive relationships can be specified.  GLIMCLIM can 
automatically attach correct weights based on user-defined weighted average schemes for different 
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covariates. Regarding seasonal variations, Fourier series representation can be used to summarise 
the periodic variations. Trend, piecewise linear effect and cyclical pattern can also be incorporated 
into the model as interannual variations.  Moreover, interactions between the above mentioned 
effects are also allowed to be modelled. In the context of regression models, interactions are 
considered as the simultaneous non-additive influence of two variables on a third variable.  
Although spatial considerations are not examined, systematic regional variation can be defined by 
Legendre polynomials in GLIMCLIM. The advantage of using Legendre polynomials as bases for 
spatial variability is that they are free from colinearity because of their orthogonality so that 
different Legendre polynomials vary independently. Furthermore, GLIMCLIM enables simultaneous 
multisite rainfall modelling. The dependence of the multisite occurrence model can be based on a 
logistic regression model or the beta-binomial distribution.  
The software contains two fitting programs (fit_logi and fit_gamm) for parameter identification for a 
two-stage rainfall model and one simulation program (simrain) for generating stochastic rainfall 
series. GLIMCLIM finds maximum likelihood estimators via performing matrix algebra, differentiation 
and iterative calculations in the fitting programs based on a defined GLM structure.  
The two-stage daily rainfall model adopted in GLIMCLIM consists of an occurrence and an amounts 
model. In the occurrence model, states (dry/wet) represented by zero/non-zero series have the 
Bernoulli distribution. The probability of a wet day is in the form a logistic regression  
ln i jk4(jkl = R: 
where pi is the probability of rain for the ith day; xi
T is a transposed predictor vector and β is a 
coefficient vector.      
For the amount model, only rain amounts of wet (non-zero) days (y) are modelled by the gamma 
distribution. The notation for the gamma distribution is  
mν' nν =
(ν2oΓa 
where ' is the mean, and ν is the shape parameter. Γ.  is the Gamma function.  
Γ = p Fq(4=(r F 
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The expected daily amount of the ith wet day (µi) is modelled using a gamma distribution with a 
constant shape factor (or dispersion parameters ν) and a log link function 
ln' = sR$ 
where ξi
T is a transposed predictor vector and γ is a coefficient vector.  
Turning to the model diagnosis, GLIMCLIM provides raw residuals and a variety of their analysis 
which can be used to check the model definition and distributional assumptions. The Pearson 
residuals (Ct) can be used for model checking. The definition of the Pearson residual is as in 
Chandler (2006).  
Ct = uQ − ',  
where 'and ,  are the modelled mean and standard deviation for the i-th case in the dataset and K 
is a constant. For the Poisson distribution, the Pearson residual has the asymptotic Pearson chi-
square (χ2) distribution (Dobson, 2002). In this work, K is set to 1 so that the definition of the 
Pearson residuals here is the same as in Yang (2005a).  
 
After Chandler & Wheater (1998a), the standard deviation (,) for the occurrence model is  
, = vw1 − w 
where pi is the probability of rain for the ith day  
The standard deviation (,) for the amounts model Chandler & Wheater (1998b) is 
   
, = '1ν 
where 'and ν  are the mean and the shape factor of the modelled gamma distribution.  
Using the normal approximation, the confidence interval of the Pearson residuals (Chandler, 2006) is  ' ± 1.96<=' 
where <=' is the standard error of mean residuals under the model. 
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For a single site case, 
<=' = ,1G 
where n is the size of sample for the estimation of ,. 
Admittedly, using a normal approximation and the standard errors estimated from the model to 
compute confidence intervals for Pearson residuals is not ideal. In the occurrence model, the validity 
of use of the normal distribution to approximate the Bernoulli distribution may be doubtful. In the 
amounts model, the consideration of 1ν  for the gamma distribution has been omitted in the 
residual confidence interval estimation as 1ν  is a constant.  Nevertheless, while rigorous asymptotic 
theory for Pearson residual is still not available (Cordeiro, 2004), the above approach for residuals 
provides convenient approximations.  
As most of the defined model structures are nonlinear, the outputs of the models are not generally 
obtainable analytically. The simulation program (simrain) in GLIMCLIM can generate rainfall series 
ensembles using the output from the fitting programs. Stochastic wet and dry series are first 
simulated using the logistic regression model. Then, the gamma model generates rainfall amounts 
for the wet days. As a result of extensive program development (Chandler and Wheater, 1998 a&b, 
Yang et al., 2005a), the program can generate realistic multisite series which account adequately for 
the spatial dependence between sites for both binary and continuous variables. One of the features 
of simrain is the excellent random number generator based on a pseudo-random algorithm by 
Marsaglia and Zaman (1991). Moreover, the GLM simulations can be used to quantify the 
uncertainty of the missing data.  
3.2.2 Proposed GLM model structure 
The GLM structure proposed here was developed by Leith (2005) based on daily rainfall data from 
three gauges (at Heathrow, Birmingham and Manchester airports).  Leith (2005) supposed that the 
proposed model structure should be robust and applicable to other sites. As the tested sites of Leith 
(2005) are close to the six selected catchments in Chapter 2, the model structure from that work 
appears to be a good candidate to test whether the GLM approach is suitable for the catchment 
rainfall data resulting from the interpolation of rainfall gauge data. Therefore, the proposed 
occurrence model is the same as Leith (2005), and contains 24 parameters, of which three 
parameters are climate variables, eight are covariates corresponding to local daily and seasonal 
effects and the other twelve parameters are interactions between climate variables and covariates. 
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For the amounts model, the proposed model is simpler and has only 14 parameters of which two are 
climate variables. Details of the occurrence and amounts model are listed in Appendix A1.  
In the proposed rainfall model, the three external climate variables are temperature, sea level 
pressure and relative humidity. Leith (2005) considered that these three climate variables are 
reasonably represented by the GCM and RCM output, but they are not themselves too strongly 
correlated. The local daily and seasonal effects for the six catchment rainfall model are represented 
in a very similar way to the generalised autoregressive models for the temporal autocorrelation 
structure of rainfall examined in Chandler and Wheater (1998 a&b). Conceptually, the interactions 
between climate variables and covariates in the proposed model may be related to convective and 
frontal rainfall as the effect of the rainfall on the previous day is linked to different type of rainfall 
temporal processes. As the six catchments are noted to be fairly correlated in Chapter 2, a single 
model structure is applied across six catchments by assuming that similar rainfall processes may be 
at work in all of them. 
Interpreting seasonal effects of covariates is generally difficult because interactions involve 
nonlinear relationships. However, it is expected that the influence of the covariates on rainfall 
generation would vary for different periods of a year because of seasonality. The seasonal effects 
related to temperature and relative humidity are considered here in the occurrence model, and the 
seasonal effects related to sea level pressures are considered in the amounts model.  The possible 
physical bases for these effects in the local climate system have not been explored but they are 
worthy of further study.  
Although Leith (2005) suggested that the model should be robust, she found that the GLM model 
structure may produce too much dry days and too large a conditional mean for wet days; a constant 
dispersion parameter without seasonal variation in the amounts models may not be realistic. Leith 
(2005) also found that relative humidity from climate models may be problematic because some 
GCMs do not have relative humidity output. Relative humidity needs to be derived from other 
climate variables like pressures which may not be necessarily appropriate (Leith, 2005). As there are 
limitations and the suitability of model from Leith (2005) for interpolated observed rainfall for six 
catchments need to be examined, the GLM simulated rainfall series are diagnosed with the rainfall 
from the six catchments here.  
3.3 Results  
Considering rainfall as a stochastic process, realisations from the rainfall models are different for 
each simulation. However, the rainfall simulations should have the same statistical properties as the 
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observations (e.g. Jones et al., 2009). Therefore, six rainfall statistics (i.e. daily mean, lag-1 
autocorrelation, daily variance, monthly variance, skewness and probability dry) for each calendar 
month are used to evaluate the performance of the GLM rainfall series in comparison with the 
observed rainfall characteristics.  
Figure 3.1 shows the monthly statistics computed from a GLM ensemble of 100 synthetic 30 year 
time series. Even though the monthly statistics were not used to calibrate the model directly, the 
GLM ensembles generally provide simulations of monthly statistics which can bound the 
corresponding observations. Results for the monthly statistics are similar across the six catchments 
but the degree of stochastic variability and biases are different between catchments. For the mean 
and variance, Figure 3.1 indicates that the rainfall GLM tends to overestimates mean and variance. 
Further comparison with other state of the art models will provide a comparative assessment which 
may give a better benchmark of the performance of the proposed model. Further study of monthly 
statistics, with a comparison of the UKCP09 results, is reported in Chapter 4.  
Figure 3.2 shows histograms of the simulated and observed rainfall. Based on the histograms, the 
density distributions of the simulated and observed rainfall are very similar although the mode of 
simulated probability density functions may be slightly lower than the observed distribution and the 
simulations have higher extreme values (i.e. longer right tails). Similar to the histograms, the 
empirical density functions are approximated using Gaussian kernel density estimation which is a 
probability density estimation approach based on a normal kernel function (Venables and Ripley, 
2002). Figure 3.3 shows the probability density functions of daily rainfall using the Gaussian kernel 
density estimation. Generally, the simulated density functions are smoother than the observations. 
In line with the histogram results, the peaks of the simulated density functions are slightly lower but 
have longer tails and a wider spread. The lower peaks of simulated density functions are the 
consequences of longer right tails as the areas under the observed and simulated density curves are 
necessarily the same (i.e. equal to 1).   
The degree of similarity between the observed and simulated rainfall cumulative probability 
distribution is assessed by quantile-quantile (QQ) plots. In Figure 3.4, the approximate straight lines 
in the QQ plots show that the models generally provide reasonable results, albeit with some higher 
simulated extreme values away from the ideal straight lines. The high extreme values in the 
simulations may not be necessarily overestimated, as they may be possible realisations which have 
not been observed in a local stochastic process. Therefore, based on Figures 3.2, 3.3 and 3.4, the 
simulated rainfall series appear to have comparable probability and cumulative density distribution 
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to the observations even though there are slight discrepancies in the extremes.  A detailed analysis 
of the rainfall extremes is given in Chapter 5.  
 
Figure 3.1a The monthly daily mean of a GLM ensemble of 100 synthetic 30 year time series 
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Figure 3.1b The monthly lag-1 autocorrelation of a GLM ensemble of 100 synthetic 30 year 
time series 
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Figure 3.1c The monthly daily variance of a GLM ensemble of 100 synthetic 30 year time 
series 
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Figure 3.1d The monthly variance of a GLM ensemble of 100 synthetic 30 year time series 
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Figure 3.1e The monthly skewness of a GLM ensemble of 100 synthetic 30 year time series 
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Figure 3.1f The monthly proportion of dry days (Threshold is set to zero) of a GLM ensemble 
of 100 synthetic 30 year time series 
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Figure 3.2 The histograms of the observed daily rainfall (grey bars) and simulated daily 
rainfall (white bars) 
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Figure 3.3 The density estimated curves of the observed daily rainfall (black lines) and 
simulated daily rainfall (grey lines) 
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Figure 3.4 The QQ plot of the observed and simulated rainfall 
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Figure 3.5a The residual plots of the monthly and yearly residuals of the occurrence model. 
The dashed lines show the 95% model confidence intervals.  
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Figure 3.5b The residual plots of the monthly and yearly residuals of the occurrence model. 
The dashed lines show the 95% model confidence intervals. 
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Figure 3.5c The residual plots of the monthly and yearly residuals of the occurrence model. 
The dashed lines show the 95% model confidence intervals. 
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Figure 3.6a The residual plots of the monthly and yearly residuals of the amount model. The 
dashed lines show the 95% model confidence intervals. 
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Figure 3.6b The residual plots of the monthly and yearly residuals of the amount model. The 
dashed lines show the 95% model confidence intervals. 
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Figure 3.6c The residual plots of the monthly and yearly residuals of the amount model. The 
dashed lines show the 95% model confidence intervals. 
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As diagnosis plots, Figures 3.5 and 3.6 show the monthly and yearly residuals of the occurrence and 
amounts models for six catchments. Although the confidence intervals of residual results here 
depend heavily on the validity of the assumption of the model distributions and direct interpretation 
of residuals needs to be made with caution because of the approximation adopted in the analysis 
(see Chandler 2006), the mean Pearson residuals with their approximated 95% confidence intervals 
are provided in Figures 3.5 and 3.6 to check whether any systematic structure is still presented in the 
data.  Compared to the residual analysis in Chandler and Wheater (1998 a&b), Segond (2006) and 
Mirshahi et al. (2009), the magnitudes of the residuals are in the same order of magnitude.  Even 
though there is a slight upward trend observed in the yearly residuals of the Cole at Coleshill 
(28066), all the catchments use the same GLM model structure to make provision for easy 
comparison in other subsequent analyses.  
An overall assessment of the performance of the occurrence model is provided in Table 3.1. The 
model performed better for wet days than it is for dry days. The overall percentage of correct is 
around 75%. With reference to the results in Chandler and Wheater (1998a), the model 
performance of six catchments is comparable.    
Table 3.1 Overall performance of the occurrence model: observed dry day frequency compared 
with expected dry day frequency of the model. The numbers in the table are the proportion of dry 
days based on observations or model expectations. For example, the percentage for the observed 
proportion dry at Medway at Chafford Weir (40007) is 0.68. This means 68% days are predicted 
dry by the model.  
 
28031 
 
28066 
 
 
Observed Expected Observed Expected 
Dry 0.67 0.67 0.69 0.68 
Wet 0.81 0.81 0.77 0.77 
Overall 0.77 0.77 0.74 0.74 
 
39022 
 
40007 
 
 
Observed Expected Observed Expected 
Dry 0.70 0.70 0.70 0.70 
Wet 0.78 0.78 0.75 0.75 
Overall 0.75 0.75 0.73 0.73 
 
68005 
 
69008 
 
 
Observed Expected Observed Expected 
Dry 0.68 0.68 0.67 0.67 
Wet 0.80 0.80 0.80 0.80 
Overall 0.76 0.76 0.76 0.76 
 
Finally, it is useful to examine the sign of the model parameters (Appendix A1). All the sea level 
pressure parameters are negative and relative humidity parameters are positives. Therefore, higher 
sea level pressure will be less likely to lead to rainfall occurrence but higher relatively humidity is 
likely to lead to more rainfall events. These results appear to be consistent with the expected 
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climate responses. As a single model structure applied to six catchments, not all the parameters may 
be significant based on the standard errors (i.e. the Wald test). Generally, the insignificant 
parameters are related to part of Fourier series representations and interaction terms. More 
parsimonious model should be possible for the individual catchments. However, the decision to 
adopt this model amounts to a trade off between adopting a particular model structure and using 
pure statistical parameter selection.   
After the above quality checking, Figure 3.7 shows the historical rainfall sequences and the 
corresponding quantile bands of the simulated rainfall series ensembles conditioned by the regional 
circulation variables using the NCEP data. As the simulations are deemed to be the realisations of a 
local stochastic process, Figure 3.7 indicates that the average statistical properties and seasonal 
variations of the observed rainfall can be captured by the GLM ensembles because the patterns of 
simulated rainfall distributions are in general agreement with the observations across the six 
catchments. Regarding extremes, two particular peaks are observed at the Loddon at Sheepbridge 
(39022) and the Medway at Chafford Weir (40007) in 1964. The peak of the Medway at Chafford 
Weir (40007) in 1964 appears to correspond well with the observations. In general, the simulations 
seem to pick up wet months well.     
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3.4 Conclusions  
The essential details of the GLM approach have been presented. Although the diagnostic plots and 
residual analysis are not stringent tests, the proposed GLM models generally produce simulated 
rainfall series with the properties which do not derivate hugely from these of the interpolated 
observations (Figure 3.1) and the distributions of simulated rainfall are not widely different from the 
interpolated observations (Figures 3.2 and 3.3).  The mean and variance of the GLM rainfall in Figure 
3.1 are respectively overestimated and underestimated based on the assumption that the 
observations should be in the middle of the simulations. The performance of the model could be 
further scrutinised by benchmarking against other models.  
From the QQ plots and empirical density functions, the simulated extreme characteristics of the GLM 
rainfall series appear to be slightly higher than all the observation. Although it is argued that the 
extremes in the simulated GLM rainfall may be possible realisations which have not been observed 
in a local stochastic process, this may be a common problem of using statistical relationships for 
modelling extremes where the upper tails of distribution have sparse data for support. Also, the 
erratic extreme results may just be due to overfitting (the number of parameters in the rainfall 
models is further discussed in Chapter 4). It is indisputable that longer data time series may help to 
validate the result. Nevertheless, in the next two chapters, the drought and extreme characteristics 
are further examined.  
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Chapter 4 
Rainfall Extremes: Drought  
 
Nobody needs droughts, volcanoes, monsoons,  
tornadoes either, but we get them,  
because our world is as extravagant as a world can be. 
- Jeanette Winterson, Lighthousekeeping 
4.1 Introduction  
In Chapter 3, the GLM simulated rainfall series for the six selected catchments have been shown to 
have satisfactory general statistical properties. As possible changes in drought patterns pose new 
challenges for water resources management, the appropriateness of the GLM outputs for drought 
analyses is assessed in comparison with simulations from the United Kingdom Climate Projections 
(UKCP09) in this chapter. First, a brief review of drought studies is given in the next section. 
Following that, a section summarises the theoretical basis of the analysis tools for this chapter. 
These include the state space model, the Kalman filter, and various corresponding diagnosis tests. To 
quantify and qualify drought characteristics, a drought severity index (DSI) developed in the UK is 
used, and autoregressive integrated moving average (ARIMA) models are used to identify global 
circulation variables of potential importance for catchment drought characteristics.  
ARIMA modelling is examined here because it is widely used in time-series studies. Many studies 
(e.g. Sharma and Panu, 2008) used these approaches to understand drought properties such as 
persistence. Moreover, with the Kalman filter, ARIMA modelling can use extraneous information 
(climatological variables). ARIMA models here are used to provide a general time series approach to 
understand the general persistence properties of drought severity. From the results obtained here, it 
is found that drought index can fairly well be represented by a simple autocorrelation and moving 
average structure, and the residuals of autoregression and moving average models provide different 
insights into the possible external parameters affecting drought, based on simple linear regression 
models. However, results from the ARIMA work show that it has limitations in terms of its 
forecasting ability. Therefore, when it comes to using a stochastic tool that can make use of 
climatological information and be applied to making projections with climate change, the GLM 
seems a better candidate to compare to the UKCP09 projections. 
106 
 
With respect to their performance in modelling droughts, outputs from the United Kingdom 
Projections (UKCP09) weather generator are used for comparison with the GLM output for the six 
UK catchments from the previous chapter. Using the GLM and UKCP09 simulated DSI series, the 
probabilistic characteristics of the drought severity in the 1990s and the 2080s are compared.  
4.2 Review of drought  
Throughout history, drought has been a recurring hazard that has plagued civilisation (Heim, 2002). 
Under future climate scenarios, although the intensity of precipitation events is projected to 
increase (Solomon et al., 2007), an increased risk of widespread drought is also hypothesised (Bates 
et al., 2008). Higher drought frequency has been recently observed in several regional (e.g. Timbal, 
2004) and global studies (e.g. Dai et al., 2004; Neelin et al., 2006). It is widely recognised that 
changes of drought pattern will have implications for many different environmental and societal 
issues, such as water resources (e.g. McIntyre et al., 2003), agriculture (e.g. Wang, 2005), 
ecosystems (e.g. Harrison, 2000) and fire hazard (Hessl et al., 2004).  
4.2.1 Definitions of drought and drought indices  
Defining drought is difficult because of complicated interactions between meteorological conditions, 
the natural environment and human factors. A universal definition of drought for various 
applications is not available, even though the concept of drought has been widely reviewed (e.g. 
Mawdsley et al., 1994; Rossi, 1992; Hisdal and Tallaksen, 2001; Heim, 2002). In general, drought at 
different temporal and spatial scales can be grouped into four categories: meteorological, 
agricultural, hydrological and socioeconomic (American Meteorological Society (AMS), 1997). Most 
definitions are related to the water deficit of precipitation, streamflow, soil moisture (Dracup et al., 
1980) or groundwater (Hisdal and Tallaksen, 2001), considered individually or in combination. 
Despite lack of a universal or absolute definition of drought, drought indices have been developed as 
useful drought indicators (Heim, 2002). Using these to quantify future drought characteristics is 
likely to be important for climate change adaptation and mitigation.   
For example, McIntyre et al. (2003) looked at different drought indices and used the lowest 100-day 
running average river flow each year to measure the drought severity based on reservoirs capacity. 
Thornthwaite (1948) proposed an early drought index based on the difference between precipitation 
and evapotranspiration. The basic criteria of drought indices are related to the scale and the 
applicability of relevant data across space and time (e.g. Heim, 2002). Numerous indices with varying 
degrees of complexity (e.g. Palmer, 1965) have been proposed by including various climate variables 
which are either difficult to measure or are not available. However, a drought index derived from 
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accumulated rainfall deficit has broad applicability. It can be applied when other data do not exist 
(Mawdsley et al., 1994), and, moreover, most types of drought originate from a precipitation deficit 
(Wilhite and Glantz, 1985; Heim, 2002). 
4.2.2 Drought modelling and forecasting  
In drought modelling, studies are mainly related to analysis and modelling of drought statistical 
characteristics, such as the frequency of drought severity and duration, commonly based on drought 
indices (e.g. Phillips and McGregor, 1998). As an observed weather sequence is only one realisation 
of the natural process (Richardson, 1981), it is very likely that feasible extreme droughts of practical 
importance, for example for water resource planning, will not be included in an observed weather 
series. Therefore, many studies (e.g. Richardson, 1981, Racsko et al., 1991, Cancelliere and Salas, 
2004) have proposed statistical models to overcome the shortcomings of finite historical records. In 
an early study, Gumbel (1954) examined the extreme distribution of droughts based on an analysis 
of 13 North American rivers. Subsequently, various statistical theories have been proposed to 
represent the characteristics of different types of drought (e.g. Dracup et al., 1980; McIntyre et al., 
2003). Similar to other extremes, modelling long droughts from a finite record is difficult because the 
probability of long droughts occurring in the record is necessarily smaller than for short droughts. In 
addition, the relationships between drought statistical characteristics and meteorological processes 
have been investigated, normally with the assumption that the type and parameters of the 
distributions of the relevant weather factors are independent of the length of the series (Racsko et 
al., 1991). This type of analysis can readily be extended to project future drought conditions and to 
evaluate potential effects of changing climate (e.g. Jones et al., 2009). 
Another main family of drought studies is drought forecasting. The literature related to drought 
forecast is mainly focussed on possible predictors (e.g. Cordery and McCall, 2000). Similarly to the 
forecasting of floods (e.g. Young 2002) and rainfall (e.g. Onof et al., 1998), drought forecasting is 
important for the development of early warning systems and response procedures (Panu and 
Sharma, 2002). Many studies (e.g. Piechota and Dracup, 1996; Cordery and McCall, 2000 and Panu 
and Sharma, 2002) have found that climate variables and circulation indices (e.g. the Southern 
Oscillation Index) are useful indicators of the probable timing of drought. Hence, by using GCM 
outputs and relationships between drought and climate variables, drought forecasting can also be 
possible under climate change scenarios. The validity of these methods depends on the robustness 
and sensitivity of the empirical relationship between drought and climate variables, but some such 
assumption is a feature of all statistical methods (e.g. Wilby et al., 1998).    
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Generally, stochastic studies for projecting or forecasting drought characteristics adopt one of two 
approaches: (i) data-driven assimilation of drought properties and (ii) conceptual process modelling 
based on exogenous climate variables. In the first approach, the drought properties (e.g. drought 
index, rainfall below threshold and minimum discharges) are investigated or modelled directly 
without physical interpretation. Based on the concept of runs, many drought probabilistic studies 
use this kind of black box approach (e.g. Mathier et al., 1992; Sen, 1998), derived from an early 
definition of statistical point drought in Yevjevich (1967). In these approaches, analytical solutions of 
water deficit length, intensity and cumulative deficit, can be determined by assuming certain 
statistical distributions for variables such as precipitation or flow level (e.g. Sen, 1976 and 1977; Rao 
and Rao, 1986). Using Monte Carlo simulation along with state modelling (e.g. Markov processes), a 
probabilistic formulation of spatial-temporal drought pattern can be deduced (e.g. Tase, 1978; Sen, 
1998). Moreover, droughts can be modelled using point or renewal process (e.g. Abi-Zeid et al., 
2004). Point processes (Cox and Isham, 1980) can be used to model the occurrence of drought 
events (Abi-Zeid et al., 2004). These models can be extended to include external variables which take 
into account dependent or nonstationary characteristics.  
In the approach based on conceptual processes, synthetic time series (e.g. streamflows) are 
generated from rainfall, runoff or other models, and drought characteristics are derived from these 
time series realisations. This is a common approach for recent climate studies concerning change in 
drought characteristics (e.g. Blenkinsop and Fowler, 2007; Lopez-Moreno and Beniston, 2009).  
4.2.3 Drought under climate scenarios  
As is discussed in Chapter 1, the main tools for hydrological investigation of climatic impacts related 
to anthropogenic emissions are Global Circulation Models (GCMs) (Wheater, 2002). Several recent 
studies (e.g. Blenkinsop and Fowler, 2007; Sheffield and Wood, 2008) used GCM outputs to assess 
drought characteristics. This chapter addresses the use of climate model outputs for meteorological 
drought assessment using rainfall simulations under scenarios of climate change, and in particular 
the development of appropriate methods for statistical downscaling of GCM outputs for drought 
impact assessments. 
Two of the most widely used families of parametric rainfall models for climate change studies are (i) 
a two-stage  approach,  consisting of an occurrence and an amounts process (e.g. Coe and Stern, 
1982; Chandler and Wheater, 2002) and (ii) continuous simulation using a Poisson cluster process to 
model arrivals of storms and raincells within storms (e.g. Jones et al. 2009). The details of the first 
approach can be found in the previous chapter. For the second approach, the Bartlett-Lewis and 
Neyman-Scott pulse processes (see Rodriguez-Iturbe et al. 1987 and 1998) are the two most popular 
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models in this family.  The details of their properties and differences can be found in many reviews 
(e.g. Onof et al., 2000). Although some studies (Jones et al., 2009; Srikanthan and McMahon, 2001) 
suggest that the rainfall process is best modelled by clustered point processes, many studies (e.g. 
Cowpertwait et al., 2002) have noted that point rainfall process models break down or reveal lack of 
fit at certain temporal or spatial scales. Therefore, rainfall model selection for a particular 
application should be decided based on available data and the specific requirements of the problem 
rather than simple rules of thumb.  
Although extended individual analysis and validation has been undertaken for two types of rainfall 
model (e.g. Jones et al., 2009), the appropriateness of their simulated series for droughts have not 
been widely studied. As droughts are related to interannual variability and persistence of rainfall 
(e.g. Mawdsley et al., 1994), which are not used by most rainfall model studies as validation criteria, 
the appropriateness of simulations from two parametric rainfall models are assessed here based on 
their relative performance in UK applications. The United Kingdom Projections (UKCP09) weather 
generator, a recent UK national methodology based on Poisson process modelling, is detailed in 
Section 4.3.1 and is compared with the Chapter 3 GLM approach. Details of the UKCP09 weather 
generator and the analysis tools used here are presented in the next section.  
4.3 Methodology  
4.3.1 UKCP09 weather generators 
The UKCP09 weather generator generates daily rainfall, and hence daily mean and range of 
temperature, vapour pressure and sunshine duration, based on inter-variable relationships (Jones et 
al., 2009). Attention in this chapter is focussed on the daily rainfall simulations from the generator 
because the other weather variables depend on daily rainfall as a primary variable and, moreover, 
most droughts originate from lack of precipitation (Wilhite and Glantz, 1985). The rainfall model 
used in the UKCP09 weather generator is the Neyman-Scott Rectangular Pulses (NSRP) approach 
(Cowpertwait et al. 1996 a&b) which is one of a family of point process models. The development, 
general theory and details of point process rainfall models can be found in, for example, Onof et al. 
(2000); Cox and Isham (1980). Spatially, the NSRP model of the UKCP09 is fitted to each 5 by 5 km 
square across the UK using the gridded data interpolated from 115 UK sites (Jones et al., 2009; Hollis 
and Perry, 2004). For each grid square, there are two NSRP model parameter sets for each month, 
thus 24 NSRP model parameter sets in total. As the NSRP models in the UKCP09 have 5 parameters 
for each parameter sets, the total number of parameters for each square is 120 (=24x5).  For the 
catchment averaged rainfall, the UKCP09 simulate the rainfall series based on the NSRP model 
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parameters estimated from the spatial averages of weather statistics for the squares selected for the 
interested region. This approach is only designed for regions with areas less than 1000km2 because 
the validity of the homogeneous assumption becomes a concern for large catchments (Kilsby et al., 
2007; Jones et al., 2009).  
Concerning future projections, the UKCP09 weather generator introduces climate variation by 
refitting the rainfall model parameters using perturbed moments calculated from regional climate 
models (Murphy et al., 2009; Jones et al., 2009). The perturbation methodology for changing climate 
is based on the calculated change field (α) for a general variable P (Jones et al., 2009): 
      x = jyz{ |}~}jyz{ z~ = j|}~}j~k      
Therefore, 
 M = xMH@     
Although Jones et al. (2009) asserted that this model has been shown realistically to reproduce 
extreme values for impact studies, based on Cowpertwait et al. (2002) and Kilsby et al. (2007), most 
of the validation does not consider time-scales longer than 24 hours (i.e. annual daily or hourly 
maxima). The model performance for those extremes related to low rainfall, i.e. droughts, have not 
been widely examined. Cowpertwait et al. (2002) noted that a space-time Neyman-Scott model of 
rainfall will break down or reveal lack of fit at certain temporal or spatial scales and Jones et al. 
(2009) noted that their NSRP model could not adequately simulate rainfall which is persistently drier 
than average for individual seasons, hence the GLM approach from Chapter 3 is also considered here 
as an alternative model for projecting meteorological drought.  The comparison between the GLM 
and the UKCP09 is considered to be legitimate because the two weather generators here are 
intended to produce daily rainfall series at a catchment scale despite being based upon very 
different algorithms.   
4.3.2 Drought Severity Index (DSI) 
A Drought Severity index (DSI) developed by Phillips and McGregor (1998) is used as a proxy to 
understand possible changes in drought characteristics. This DSI is based on the precipitation deficit 
concept of Bryant et al. (1992), and has been used to investigate possible changes in UK drought in 
several previous studies (e.g. Fowler and Kilsby, 2002 and 2004, Blenkinsop and Fowler, 2007). 
Phillips and McGregor (1998) quantified the precipitation deficit by rainfall anomaly (Xt) which is the 
difference between observation and the average rainfall in month t.  
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Three and six-monthly drought indices are selected, defined as DSI3 and DSI6 respectively. These are 
of variable duration, but use three and six month periods to define the drought initiation and 
termination criteria, as specified in Fowler and Kilsby (2004) and Blenkinsop and Fowler (2007). The 
adopted initiation rule for the n-monthly index (DSIn) is when the consecutive rainfall (CXi) in the 
end of an n month period is lower than the n-monthly mean and rainfall anomaly (Xt) is negative at 
the end of month t. The corresponding termination rule is when the n-monthly mean total has been 
exceeded.  Both DSI3 and DSI6 are standardised by dividing the absolute value of deficit by the site 
mean-annual precipitation, i.e. they express the accumulated deficit for a particular period as a 
percentage of mean annual precipitation (Phillips and McGregor, 1998; Fowler and Kilsby, 2004).   
Blenkinsop and Fowler (2007) suggested that 3-6 month drought index is more suitable for 
evaluation of surface water drought in the British Isles whereas a 6+ month index is more 
appropriate to represent groundwater drought.  
The details of the derivation of the DSI based upon the above mentioned initiation and termination 
criteria are shown in Figure 4.1. By assuming certain values of initial drought severity (DS0) and initial 
cumulative n-month deficit (CX0) such as zero which is used here, the drought severity (DSi) can be 
estimated through the flow chart. The final drought severity index (DSIi) is computed from drought 
severity (DSi) multiplying by -1 and then dividing by the mean annual rainfall at the station.  For the 
current application, DSI3 and DSI6 are used to demonstrate the feasibility of modelling the drought 
conditions at seasonal or semi-annual scale.  
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Figure 4.1 Flow chart of DSI (DSt is drought severity at time t, CXt is cumulative n-month 
deficit at time t and Xt is the month rainfall anomaly). The final drought severity index (DSIi) 
is calculated from DSi multiplying by –1 and then dividing by the mean annual rainfall of the 
station. 
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4.3.3 State Space model  
The state space representation provides a convenient and compact way to model, analyse and 
uncover dynamic processes from the observations (e.g. Harvey et al., 2004). Using the state space 
approach, drought forecast models for the six catchments are developed in line with a classic 
forecasting approach: autoregressive integrated moving average (ARIMA) models (Box et al., 1994). 
Assuming that parameters are normally distributed (Gaussian), the parameter space of a state space 
model can be represented by two parameters: mean (m) and variance (C).  A linear state space 
model for the m-dimensional observations can be specified by a pair of equations for each time 
t≥1with a Gaussian prior distribution U~/, A) for the p-dimensional state vector at time t=0:  
                                             Q = U + a    a~/f0, ^ 
                                            U = U(4 +                     ~/t0,   (4.1) 
The first equation is called the observation or measurement equation, and the second equation is 
called the state equation.  is an m×p design matrix and    is an p×p transition matrix. a and  
are two independent Gaussian random series with zero mean and known variance matrices m×m 
^and n×n  respectively. For the univariate case (i.e. the dimensions of Q and U are 1), the ratio 
between  and ^ is usually called the signal to noise ratio. For a defined linear state space model 
structure, the Kalman filter (Kalman, 1960) is used for state estimation and forecasting. By recursive 
filtering, Kalman filter can provide forecasts and their errors. Details of the Kalman filter can be 
found in Appendix A3.   
Numerical stability has been always the concern of filtering and prediction problems (e.g. Kalman, 
1960). As matrix operations in the Kalman filter are not constrained during recursion, singular 
covariance matrices may result in some time steps. Numerical artefacts may also result due to round 
up and truncation in matrix operations. Moreover, negative definite covariance matrices and 
convergence problems are commonly associated with numerical instability (e.g. Petris et al., 2009). 
Further discussion on the numerical stability can be found in the results section of the DSI modelling 
using the ARIMA model (Section 4.4.1).   
4.3.3.1 Model checking  
In the linear state space model, the residual () is assumed to be a white noise process which is a 
stationary and independent process. A white noise process is defined as 
 = 0 
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- = ,- 
      = 0 for F ≠  
For model diagnosis, the histogram, sample correlation (see Chapter 2) and a diagnosis test (Ljung 
and Box, 1978) defined below are used to check the assumptions of model residuals.  
The Ljung box statistic Q (Ljung and Box, 1978) is used to test the residual independent assumption 
and expressed as:  
C = GG + 2G − (4+%f)4  
where +% is sample autocorrelation defined in Chapter 2, n is the sample size. m is the maximum 
lag of the number of accumulated autocorrelations, and it is decided by number of lag being tested 
for independence. The null hypothesis  of the Ljung-Box test is that the data are random, and Q is 
an overall criterion of whether any of a group of autocorrelations are different from zero.  Q should 
approach the chi-square distribution if the models are appropriate (Box and Pierce, 1970). 
4.3.4 ARIMA 
Autoregressive integrated moving average (ARIMA) models are widely used in time series analysis 
and forecasting (Box et al., 1994). For drought time series, ARIMA models are commonly employed 
(e.g. Yurekli and Kurunc, 2006; Modarres, 2007, Frenandez et al., 2008). Many previous studies (e.g. 
Mishra and Desai, 2006) have used ARIMA models to study and forecast drought indices (e.g. the 
Standardised Precipitation Index (SPI) (McKee et al., 1993)) directly. The general multiplicative 
seasonal ARIMA model (Box et al., 1994) with order (p,d,q)(P,D,Q)s can be expressed as: 
  tj1 − 	1 − Q = U E          (4.2) 
where Yt is the observed series and E is the random error at time t. p, d and q are the order of non-
seasonal autoregression, differencing and moving average respectively, and P, D and Q are the 
corresponding seasonal orders. s gives the length of the season. t(B), j(B), U(B) and  (B) are 
the polynomial functions of the backshift operator (B). B is defined by ¡ = ¡(4 for any process ¡. 
From Equation 4.2,   
     Q = E       
where P(B) is the polynomial in the backshift operator (B) from the ARIMA process (i.e.  =tj1 − 	1 − U(4 (4) 
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Although the theories underlying the ARIMA approach and the state space model are fundamentally 
different (e.g. Durbin and Koopman, 2001), many attempts (e.g. Hyndman and Khandakar, 2008; 
Durbin and Koopman, 2001) have used state space models as a flexible framework to represent an 
ARIMA model. For example, the ARIMA model with 1 autoregressive term and 1 moving average 
term (1,0,1)(0,0,0) can be expressed in state space (Equation 4.1) by setting: 
 = [1,0] ,     ^ = 0   
 = ¢φ4 10 0£,     = ¢ 1 U4U4 U4-£ ,- 
The main advantage of using the state space model framework is that it allows the extension of the 
Box-Jenkins ARIMA models to be time dependent by conveniently including the external regressors. 
Moreover, model structures of state space models are generally more interpretable.  Since possible 
effects of external climate variables are the interest here, using state space models to incorporate 
series of exogenous climate variables into ARIMA was performed (c.f. Fernandez et al., 2008), 
summarised as: 
     Q = :S + E     (4.3)  
where Xt is a vector of external regressors and β is a vector of regression coefficients. Generally, 
Equations 4.2 and 4.3 are similar to transfer function models (e.g. Young, 1998; Young, 2004).  
The ARIMA models for the drought indices here have been developed in three-stages: identification, 
estimation and diagnosis (Pfaff, 2008). Although, in identification, the model orders (structure) can 
be selected using empirical autocorrelation and partial autocorrelation plots, an automated stepwise 
approach (Hyndman and Khandakar, 2008) based on a formal model selection criterion, Akaike’s 
information criterion (AIC) (1974), was adopted. Akaike’s information criterion (AIC) for each 
candidate model is a penalised log-likelihood criterion, affording a balance between good fit and 
complexity of model.  
¤?A¥ = 2 logD!=D!ℎBB¥ − 2dim ¥ 
where dim(M) is the number of parameters. (Note: The mathematical reasoning behind the AIC is 
related to maximum likelihood estimators and their relation to the Kullback-Leibler distance function 
(Kullback and Leibler, 1951) (a dissimilarity measure). Using AIC, the optimum candidate model has 
high likelihood and low Kullback-Leibler distance.) 
As the models can be used for different purposes, information criteria provide a specific scoring 
mechanism for comparing candidate models based on the data. In any case, identifying ARIMA 
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model structure (i.e. identifying p, P, q, Q, d and D) is generally deemed to be subjective (Hyndman 
and Khandakar, 2008).   
For the six catchments, the identification and estimation of an ARIMA model with external factors 
can be done by a one-stage or a two-stage sequential approach. In the one-stage approach, the 
order of the ARIMA model and parameters for external regressors can be identified and estimated 
together (e.g. the ARIMA selection algorithm in Hyndman and Khandakar (2008)). In the two-stage 
approach, the orders of ARIMA models are identified without external regressors, and the 
parameters of the ARIMA with external regressors are estimated afterwards. With respect to 
diagnosis, the suitability of the final model specifications and the ARIMA assumption of 
independence of the error terms at are validated by examining the autocorrelations and using the 
Ljung-Box test (Ljung and Box, 1978).  Regarding the forecasting stage, the Kalman filter is used to 
compute point estimates and corresponding variances (Durbin and Koopman, 2001).   
4.4 Results  
Based on the observed DSI analysed by the ARIMA model using the state space model 
representation, results of observed monthly drought conditions in six catchments are first presented 
along with the forecast from the ARIMA models. Then, similar to the last chapter, the performance 
of the UKCP09 weather generator is assessed. Using the rainfall simulations of the GLM approach 
and the UKCP09 weather generator, the six catchment drought conditions for the 1980s and the 
2080s are modelled and projected. 
4.4.1 ARIMA 
The orders of magnitude of the DSI3 and DSI6 (see Figure 4.1) obtained from the six observed 
records are broadly consistent with the values for Devon and Cornwall in Phillips and McGregor 
(1998) and for Yorkshire in Fowler and Kilsby (2002). Therefore, the drought properties for the six 
catchments based on the DSI series should not be very different from those obtained in the two 
previous studies. The DSI values are high from 1988 to 1990, especially for the Cole at Coleshill 
(28066) and the Medway at Chafford Weir (40007), which is consistent with the 1988/1992 drought 
observed in Bryant et al. (1994), and these results give some confidence in the DSI series estimated 
here.  
As the logarithm transformation is one of common methods to homogenise variance or improve 
forecasting performance of ARIMA (Luetkepohl and Xu, 2009), both log transformed (Equation 4.4) 
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and non-transformed DSI series were modelled in the ARIMA analysis to assess whether a log 
transformation is needed.  
   TDSI = log d°? − mind°? + 1    (4.4) 
where TDSI is transformed DSI and min(DSI) is the minimum in the DSI series. For the log 
transformed DSI, the logarithms of indices are back transformed after the forecast using ARIMA.   
In the one-stage ARIMA approach, the parameters for external climate predictors were optimised 
together with the order selection of the ARIMA model. Using the state space representation, the 
order of ARIMA model with external predictors can be estimated in one stage by the Kalman filter 
(Hyndman and Khandakar, 2008) (See also Section 4.3.4). However, the ARIMA selection algorithm 
implemented   by Hyndman and Khandakar (2008) may not give optimum ARIMA models because of 
the early termination of the optimisation process. The estimated sample deviances, which are 
defined as twice the difference of log likelihood (Nelder and Wedderburn, 1972) (Section 3.2), can 
be problematic due to the early termination of the optimisation process. Because of limitations of 
the optimisation process, theoretically impossible negative deviances are obtained when the 
saturated model (which is a general model with the maximum number of parameters that can be 
estimated) is compared to the nested simpler ARIMA model. Moreover, there were convergence 
problems in the one-stage approach for the Medway at Chafford Weir (40007) and the Dean at 
Stanneylands (68005). It is relatively frequent for failure to complete a run to occur because of 
numerical difficulties of convergence.  
In contrast, the two-stage optimisation appeared to be more robust with respect to the model order 
selection and external predictor identification. The best ARIMA models without external explanatory 
climate variables were first identified (Hyndman and Khandakar, 2008) based on AIC, and the 
external parameters (exogenous variables) were evaluated based on the statistical significance of 
the likelihood-ratio and the Wald test (c.f. Chatfield, 2004).   
As the uncertainty of external parameters from reanalysis data and climate models affects the 
precipitation forecast, the climate predictors are required to be reliable and provide information 
about climate change (Wheater, 2006). Concerning the relationships between drought and different 
climate variables or indexes, there is extensive literature widely available. For example, Hoerling and 
Kumar (2003) found the persistent pattern of sea surface temperatures (SSTs) corresponding the 
1998-2002 drought span and proposed that implications may be drawn from this patterns for future 
drought.  Dai et al. (2004) found that the El Nino-Southern Oscillation (ENSO) is related with the 
observed drought pattern in the early 1980s. Wedgbrow et al. (2002) examined different climate 
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indices such as winter indices of the Polar-Eurasian (POL) teleconnection pattern and the North 
Atlantic oscillation (NAO) for summer droughts in England and Wales and concluded that even 
predictor-predictand relationships that prove fallible in their study should not be automatically 
rejected.  From all these literature results, the possible conclusion is that drought interacts in a 
complex fashion with different climate variables and indices.  Simple time series analysis here may 
provide indications as to what particular climate variables are suitable to characterise the drought 
characteristics of the six selected catchments.   
Three climate variables (i.e. temperature, sea level pressure and relative humidity) from the NCEP 
reanalysis dataset, which is considered to be reasonably well represented by the climate models 
(Leith, 2005), are used as potential predictors. Moreover, Chandler and Wheater (2002) noted that 
the NAO index can influence seasonal rainfall structure. Hence the NAO index is also included as a 
potential exogenous predictor for drought forecast, even though it is related to sea level pressure.  
The orders of the derived ARIMA models are summarised in Table 4.1. As subjectivity is an intrinsic 
issue in order selection (Hyndman and Khandakar, 2008) and ARIMA model specification, the 
differences between the final ARIMA models obtained for the transformed and non-transformed DSI 
series are not unexpected. Using likelihood ratio tests, relative humidity was not found to be a 
significant external climate variable for droughts (for both DSI3 and DSI6). Conversely, sea level 
pressure is a significant variable according to the likelihood ratio test for all catchments. With 
respect to temperature and the NAO index, the selection is more complicated. The Wald statistic 
(Dobson, 1990) was used to select the external climate variables in the ARIMA models (Table 4.2).  
The inclusion of temperature and the NAO index was catchment specific, and is difficult to 
generalise. For the DSI3 models, three catchments have the NAO index as an explanatory variable, 
two catchments have temperature as an explanatory variable, and there are another two 
catchments with only sea level pressure as the external climate variable. Regarding the DSI6 models, 
sea level pressure is the significant climate variable for all catchments. Generally, fewer climate 
variables are required to explain the variance in DSI6 because the use of longer rainfall records to 
calculate the series smoothes the variability. Nevertheless, the final selected external climate 
variables are largely the same for both transformed and non-transformed DSI3 series, and they are 
fairly similar to the DSI6 series.   
  
119 
 
 
Table 4.1 The ARIMA models for DSI3 
 
 
 
 
 
 
The ARIMA models for DSI6 
 
 
 
 
 
 
Table 4.2 The significant external climate variables  
 Manifold at 
Ilam 
(28031) 
Cole at 
Coleshill 
(28031) 
Loddon at 
Sheepbridge 
(39022) 
Medway at 
Chafford 
Weir 
(40007) 
Weaver at 
Audlem 
(68005)  
Dean at 
Stanneylands 
(69008) 
DSI3       
Sea level 
pressure 
Y Y Y Y Y Y 
Temperature  Y Y    
NAO  Index   Y  Y Y 
DSI6       
Sea level 
pressure 
Y Y Y Y Y Y 
Temperature  Y  Y   
NAO  Index    Y   
Note: Sea level pressure is excluded from the Weaver at Audlem (68005) for the final DSI3 model 
because of Ljung-Box tests.  
Although the physical reasons for a particular catchment having specific climate variables need 
further study, the signs of the explanatory variables in the ARIMA models provide an interesting 
indication of the relationship between the DSI series (drought) and climate variables. All of the 
Manifold at 
Ilam (28031) 
Cole at 
Coleshill 
(28031) 
Loddon at 
Sheepbridge 
(39022) 
Medway at 
Chafford 
Weir 
(40007) 
Weaver at 
Audlem 
(68005)  
Dean at 
Stanneylands 
(69008) 
Non-
transformed 
     
(2,0,4)(0,0,0) (2,0,0)(0,0,0) (2,0,1)(0,0,1) (2,0,2)(0,0,0) (1,0,0)(2,0,1) (2,0,0)(1,0,0) 
Transformed      
(2,0,3)(0,0,1) (2,0,1)(2,0,2) (2,0,1)(0,0,0) (2,0,1)(1,0,0) (3,0,2)(1,0,1) (2,0,2)(0,0,0) 
Manifold at 
Ilam (28031) 
Cole at 
Coleshill 
(28031) 
Loddon at 
Sheepbridge 
(39022) 
Medway at 
Chafford 
Weir 
(40007) 
Weaver at 
Audlem 
(68005)  
Dean at 
Stanneylands 
(69008) 
Non-
transformed 
     
(1,0,1)(2,0,0) (2,0,1)(0,0,0) (1,0,1)(0,0,1) (0,0,1)(0,0,0) (0,1,0)(0,0,0) (1,0,0)(2,0,0) 
Transformed      
(2,0,1)(0,0,0) (1,0,1)(0,0,0) (1,0,1)(0,0,1) (1,0,0)(1,0,0) (1,0,1)(0,0,0) (1,0,0)(1,0,1) 
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estimated coefficients for sea level pressure are negative but the coefficients for temperature and 
the NAO index are positive. This implies that drought severity increases when the temperature and 
the NAO index decrease and the sea level pressure increases.  The pattern is consistent with the 
relationship between the NAO index, rainfall and temperature over northern Europe, presented in 
Hurrell (1995) and Shorthouse and Arnell (1997). 
Although the NAO index is derived from the difference of sea level pressure (spatial ∆p) between 
Gibraltar and Iceland, it is a teleconnection variable indicating simultaneous variation in climate over 
a large area of the earth’s surface (Potter et al., 2004) whereas sea level pressure (p) provides 
information about regional variation. This may explain why both the NAO index and sea level 
pressure are significant parameters for the DSI3 model for the Loddon at Sheepbridge (39022), 
Weaver at Audlem (68005) and Dean at Stanneylands (69008) despite the inter-connection between 
the NAO index and sea level pressure. Further physical explanation related to synoptic climate and 
the NAO index should be further examined.  
The final ARIMA models were checked with diagnosis plots. Figure 4.2 presents the histograms of 
the residuals of the Manifold at Ilam (28031) and provides grounds for using the log transform on 
the DSI series before the forecast and then back transforming it after forecast, because the 
normality of the residuals is improved by this transformation of the DSI. Figure 4.3 shows the 
diagnostic plots of the transformed DSI3 for the Cole at Coleshill (28066), which indicate that the 
ARIMA assumptions (i.e. normality and uncorrelatedness of residuals) are generally valid. Generally, 
the diagnostic plots for other catchments are similar except for the Weaver at Audlem (68005) which 
requires exclusion of sea level pressure to achieve an adequate Ljung-Box statistic.   
The Ljung-Box statistic shows that the independence assumption for the DSI3 series cannot be 
rejected for the maximum number of lags (i.e. more than 20 months) but this holds only for up to 
around 6 months for the DSI6 series of the Loddon at Sheepbridge (39022), Medway at Chafford 
Weir (40007) and Dean at Stanneylands (69008), i.e. the independence assumption of residuals for 
DSI6 breaks down when the lags between DSI6 residuals are longer than half a year. The reason may 
be that the DSI6 series are derived from longer duration rainfall totals, with associated higher 
smoothing. As a result, the forecast lead time for the DSI6 ARIMA is limited to 6 months, the range 
of validity of the assumption of residual independence.  
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Figure 4.2 Histograms of the residuals of the Manifold at Ilam (28031) show the normality of 
residuals. The distribution of residual of DSI through a log transformation and back 
transformation before and after forecast (bottom) is more symmetric and normal than that 
of DSI being modelled directly without transformation (top).  
 
The actual DSI3 and DSI6 and the ARIMA fitted and forecast DSI3 and DSI6 which are log-
transformed and back transformed before and after the forecast are shown in Figure 4.4. The 1990s 
forecast band in Figure 4.4 is the result of a Kalman filter in a state space model framework 
(Commandeur and Koopman, 2007). The expected values and variance for 12 months in the 1990s 
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are estimated recursively by Kalman filter using the DSI values of December 1989. Generally, the 
fitted curves represent the observed DSI well (the Pearson correlation is around 0.8). The ARIMA 
models based on the non-transformed DSIs give better fitted curves. However, the ARIMA models 
based on the transformed DSIs provide better confidence intervals, bounding the DSI series during 
the prediction period.  
 
Figure 4.3 Diagnostic plots of the transformed DSI3 for the Cole at Coleshill (28066) show 
that the independent assumptions of ARIMA are satisfactory. ACF denotes the sample 
autocorrelation as a function of the lag. The p-values are the probability of obtaining a value 
of the Ljung-Box statistic that is at least as large as that estimated from the observations, on 
the assumption of independence. 
Despite the high goodness of fit in the training period, the quality of forecast deteriorates rapidly 
with the increase of the forecast lead time. The deterioration is also related to the variance in the 
white noise component of the process. Figure 4.5 shows the variance of the forecast level from the 
Kalman filter. The variance of forecast level increases quickly for lead times larger than one month. 
The ARIMA models of the DSI series can only be used for drought warning forecasting if an adequate 
initial drought condition and future climate scenarios are provided. Turning to projection of general 
drought characteristics under the climate scenarios in the 2080s, the ARIMA models appear to have 
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limited skill, and the comprehensive probabilistic representation of drought derived by the UKCP09 
and GLM simulations is examined in the coming sections. 
 
 
Figure 4.4a The fitted and forecast values of the transformed DSI3 using the ARIMA model. 
The thick black lines show the observed values. The red lines are the fitted curves in the 
calibration period calculated from one step ahead point estimates. The confidence bands in 
the 1990 (forecast period) are computed from point estimates and standard errors with the 
Gaussian assumption. The bands correspond to the 5th, 10th, 25th, 50th, 75th, 90th and 95th 
percentiles of 12 month forecast starting from January 1990.  
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Figure 4.4b The fitted and forecast values of the transformed DSI3 using the ARIMA model. 
The thick black lines show the observed values. The red lines are the fitted curves in the 
calibration period calculated from one step ahead point estimates. The confidence bands in 
the 1990 (forecast period) are computed from point estimates and standard errors with the 
Gaussian assumption. The bands correspond to the 5th, 10th, 25th, 50th, 75th, 90th and 95th 
percentiles of 12 month forecast starting from January 1990.  
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Figure 4.4c The fitted and forecast values of the transformed DSI6 using the ARIMA model. 
The thick black lines show the observed values. The red lines are the fitted curves in the 
calibration period calculated from one step ahead point estimates. The confidence bands in 
the 1990 (forecast period) are computed from point estimates and standard errors with the 
Gaussian assumption. The bands correspond to the 5th, 10th, 25th, 50th, 75th, 90th and 95th 
percentiles of 12 month forecast starting from January 1990.  
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Figure 4.4d The fitted and forecast values of the transformed DSI6 using the ARIMA model. 
The thick black lines show the observed values. The red lines are the fitted curves in the 
calibration period calculated from one step ahead point estimates. The confidence bands in 
the 1990 (forecast period) are computed from point estimates and standard errors with the 
Gaussian assumption. The bands correspond to the 5th, 10th, 25th, 50th, 75th, 90th and 95th 
percentiles of 12 month forecast starting from January 1990.  
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Figure 4.5 The forecast level variance of the Manifold at Ilam (28031) from the Kalman filter  
 
4.4.2 UKCP09 Monthly Statistics  
As there are likely to be some biases between site-specific observations and the UKCP09 baseline 
output (1961-1990), Jones et al. (2009) recommended that users validate the UKCP09 weather 
generator series before subsequent climate change assessments. Here, corresponding to Chapter 3, 
the UKCP09 baseline output (1961-1990) is validated using observed data with different record 
length from the baseline (but at least 22 years of data for the six catchments). Figure 4.6 shows the 
monthly statistics (i.e. daily mean, lag-1 autocorrelation, daily variance, monthly variance and skew) 
computed from the UKCP09 ensemble of 100 synthetic 30 year time series based on the 1980s 
climate for the Manifold at Ilam (28031). Even though the monthly statistics of Young (2000) were 
not used to calibrate the UKCP09 model directly, the UKCP09 weather generator appears to provide 
simulations with satisfactory monthly statistics, similarly to the GLM results in Chapter 3, which are 
comparable to the observations despite the fact that an underestimation of monthly variance is 
observed in the UKCP09 results.    
Results for the monthly statistics are consistent across the six catchments but the degree of 
stochastic variability and biases vary between catchments. Compared to the GLM simulations in the 
last chapter, the UKCP09 simulated mean daily rainfall is generally lower (Table 4.3).  Although the 
UKCP09 simulations provide a more precise seasonal pattern (i.e. less stochastic variability) than the 
GLM simulations for mean daily rainfall, it does not mean that the UKCP09 generators provide more 
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accurate mean rainfall series.  For the autocorrelation and skewness, both generators provide similar 
results except that again the GLM simulations exhibit more stochastic variability. The disparities in 
skewness between each realisation are higher than those of the other rainfall statistics. This reflects 
the fact that the sampling variability of the moments of a distribution increases with the order of the 
moment. In practice, this is observed in the sensitivity of the skewness to the occurrence of extreme 
events (Jones et al., 2009). Turning to variance, the difference between the UKCP09 and GLM 
simulations is more apparent. Both the daily and monthly variances in the GLM simulations are 
generally higher than the UKCP09 simulations, and the difference increases from the daily to the 
monthly time scales.  
Table 4.3: The means of the rainfall level for the six catchments are listed, and the variances are 
shown in the bracket 
 
Observation UKCP09 GLM 
C28031 2.95 (0.57) 2.68 (0.39) 3.18 (0.43) 
C28066 1.98 (0.20) 2.01 (0.23) 2.13 (0.14) 
C39022 2.03 (0.36) 2.03 (0.41) 2.20 (0.31) 
C40007 2.29 (0.49) 2.39 (0.61) 2.43 (0.46) 
C68005 1.93 (0.24) 1.97 (0.28) 2.07 (0.19) 
C69008 2.53 (0.47) 2.53 (0.39) 2.72 (0.39) 
 
Figure 4.7 shows the proportion of dry days defined using different rainfall thresholds for both the 
UKCP09 and GLM output. For a threshold of 1mm, the UKCP09 simulations have a higher proportion 
of dry days than the GLM simulations, although both ensembles of simulations can fairly well 
represent the observed values. This result seems consistent with the fact that the UKCP09 
simulations have lower mean rainfall than the GLM. When the threshold decreases from 0.2 to 0 
mm, the skill for the UKCP09 simulations in capturing the proportion of dry days seem to decrease 
but this threshold variation does not greatly affect the GLM simulations. Although a 1 mm threshold 
is recommended by the World Meteorological Organisation (Klein Tank et al., 2009), higher rainfall 
thresholds may be useful to overcome data inconsistencies, but are also associated with a loss of 
information about the rainfall process (Yang et al., 2006 and Chapter 2). As the UKCP09 simulations 
define a rainfall event as the rainfall depth higher than 1 mm, the UKCP09 simulations are not 
intended to provide information for rainfall below the 1 mm threshold, while the GLM simulations 
may provide such information. The choice of threshold definitive of a dry day needs further study.  
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Figure 4.6 Monthly statistics from the UKCP09 ensemble of 100 synthetic 30 year time series 
based on the 1980s climate for the Manifold at Ilam (28031) 
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(a) Threshold = 1mm   
 
(b) Threshold = 0.2mm 
 
(c) No threshold 
 
Figure 4.7 Proportion of dry days with different thresholds for the Manifold at Ilam (28031) 
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Figure 4.8a Rainfall monthly average time series from the UKCP09 weather generator. The 
bands correspond to the 5th, 10th, 25th, 50th, 75th, 90th and 95th quantiles and the black line 
shows the observed values.      
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Figure 4.8b Rainfall monthly average time series from the UKCP09 weather generator. The 
bands correspond to the 5th, 10th, 25th, 50th, 75th, 90th and 95th quantiles and the black line 
shows the observed values.      
 
The simulated monthly-average daily rainfall distributions from the UKCP09 generators, along with 
observations, are shown in Figure 4.8. As the UKCP09 weather generators can only provide 
stationary series, the particular subset of UKCP09 simulations does not correspond to the observed 
values. Nevertheless, the UKCP09 simulated distributions provide an indication of how the natural 
variation of the observed rainfall compares to the UKCP09 distributions. The UKCP09 simulations 
appear to provide a fair representation of seasonal variations, matching observations. Turning to the 
GLM approach, the simulated distributions in Figure 3.7 can be considered in comparison with the 
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observed values. The reason why the GLM approach can provide non-stationary simulations is that 
the GLM rainfall model contains large-scale climate variables which modulate the interannual 
variability. As a result, the GLM simulated distribution has more interannual variation than that of 
the UKCP09. The regular pattern of year-to-year variability of the UKCP09 poses an important 
question concerning the justifiability of the UKCP09 generators in the context of inter-annual 
variability and persistence. It is clear that GLMs have an advantage in the above comparison in that 
the observations (Young, 2000) presented here are used to calibrate the GLM models. Using the data 
from Hollis and Perry (2004) to fit the GLM models would arguably provide a fairer comparison. 
Nevertheless, the comparison is not totally unfair insofar as the UKCP09 generator is intended to 
provide weather series without requiring the user to calibrate the UKCP09 models. Regarding the 
numbers of parameters for each catchment, there are 38 parameters for the rainfall GLM and 120 
parameters for the UKCP09 model. The UKCP09 rainfall models have more parameters than the 
rainfall GLM because the seasonality of rainfall is modelled by different data sets for each half 
month in the UKCP09 models whereas the seasonality is modelled by cyclic representations (Fourier 
bases) in the rainfall GLM. 
4.4.3 DSI 
Figure 4.9 shows the observed DSI3 series and simulated DSI3 distributions from the two generators. 
The observed DSI3 series of six catchments all indicate that there was a serious drought in the UK 
during the 1970s. This result is consistent with the dry UK summer in 1976 and, in 1978, the driest 
autumn since 1752 in South East England (Estrela et al., 2001). The DSI series appear to be a good 
proxy of drought characteristics even though the DSI may be sensitive to mean annual precipitation. 
It is interesting to notice that the GLM produces more wet days and fewer dry days than the 
UKCP09. However, the GLM can simulate more severe droughts than the UKCP09 generator. The 
UKCP09 generator seems unable to produce seasonality in the drought index series. This is no doubt 
elated to the noticeable difference in the simulation of sequencing of wet and dry days by the two 
generators. These results suggest caution when using the UKCP09 simulations for drought studies as 
severe droughts may be underestimated.  
  
The quality of DSI3 and DSI6 derived from the rainfall simulations of the two generators is assessed 
by using quantile-quantile (QQ) plots (Figure 4.10). The approximate straight lines in the QQ plots 
show that the simulated rainfall from both generators corresponds reasonably to the observed 
drought conditions with respect to the cumulative distribution, even though the degree and type of 
bias vary across the catchments and between generators. Comparing the two generated series on 
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the same QQ plots, the relative bias in drought characteristics between the two generators can be 
discerned. Although it is difficult to judge which generator has better performance based on the QQ 
plots only, the UKCP09 DSI is always lower than the GLM DSI for the corresponding observed DSI3. 
This result implies that the UKCP09 simulations are more prone to underestimating the DSI3 and the 
GLM approach is more likely to overestimate the DSI3. Moreover, similarly to Figure 4.9, the result is 
paradoxical because the GLM simulation has a lower portion of dry days and higher mean daily 
rainfall than the UKCP simulations but gives higher drought severity. This is because the drought 
severity does not only depend on the occurrence and amount of rainfall events but also on the event 
sequence.       
  
135 
 
(a) DSI series control period  
UKCP09 
 
GLM 
 
(b) DSI series future period 
UKCP09 
 
GLM 
 
Figure 4.9 The bands correspond to the 5th, 10th, 25th, 50th, 75th, 90th and 95th quantiles and 
the black line shows the observed DSI values for the Manifold at Ilam (28031) 
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Figure 4.10a DSI3 QQplot. The triangles represent the UKCP09 results, and the circles 
represent the GLM results    
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Figure 4.10b DSI6 QQplot. The triangles represent the UKCP09 results, and the circles 
represent the GLM results    
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DSI3 series from the UKCP09 rainfall (Figure 4.9) are also not representative of particular years in the 
control period. Although most of the observed DSI3 values lie within the bands of the UKCP09 
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simulations, regardless of any horizontal translation of the simulated DSI distribution. In contrast, 
the GLM approach can capture the 1970s DSI peak for all six catchments. Although the stochastic 
variability of the GLM simulation is higher for some of the period for which the DSI of the 
observations is low, it is not necessarily the case that the GLM simulation overestimates the DSI. For 
example, Byrant et al. (1994) noted that south and east England were subjected to drought 
conditions in the late 1980s and the early 1990s. Even though the observed DSI3 series in Figure 4.9 
do not indicate that the drought severity was high, the GLM simulated DSI distribution shows that 
this was indeed likely to have been a drought period. Based on Figure 4.9, the GLM approach 
appears to provide rainfall simulations having persistence characteristics better than that of the 
UKCP09 approaches.                   
The reason for the clear difference in the stimulated DSI3 distributions between the two generators 
is the difference in the skill of modelling interannual variability between two generators. As the 
UKCP09 simulations are generated from a stationary NSRP model based on moments, the UKCP09 
rainfall models can provide an adequate reproduction of the statistical moments estimated over the 
whole period, but the stochastic variability of the model is plainly based on the randomness of the 
simulation of point process. The randomness in the UKCP09 simulations resulting from the internal 
rainfall process cannot provide a realistic representation of the persistence of the observed rainfall 
series.  Conversely, the GLM approach gives adequate results because of external driving climate 
variables providing non-stationary climate signals to the rainfall simulations. The above results 
provide support for the view that the GLM approach is a more adequate model for drought study 
and cast doubts on the suitability of using the UKCP09 simulations for assessing drought risks in the 
UK.     
Although the GLM simulations provides better results than the UKCP09 simulations, there are still 
concerns as to the large uncertainty bounds and possible zero DSI3s under the 1975-76 dry 
conditions. As the drought conditions may vary in different parts of catchment, zero DSI3 may 
happen in some part of catchment. The large uncertainty bounds are likely to be reduced by better 
defining droughts at different spatial scales. Another important concern is that the 30-year period 
here has relatively few severe multi-year drought events based on the major droughts in England 
from 1800 to 2006 identified in Marsh et al. (2007). Moreover, the importance of different seasonal 
patterns on the drought impact such as winter rainfall having a more critical role than summer 
rainfall on drought (Marsh et al., 2007) is not investigated here.  More work to improve the current 
GLM model is still needed.  
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Assuming that the rainfall model and the Hadley Centre projections are adequate for the 2080s, the 
DSI3 series for the 2080s are simulated. Similarly to the control period, the UKCP09 simulations in 
the 2080s are regular. For the GLM simulations, the simulated DSI3 in the 2080s has higher entropy 
(Shannon, 1948) on average over a 30 year period across the six catchments. In information theory, 
entropy is the average amount of information required to define the random variable state (Bishop, 
2006). Higher entropy means less certainty of the random variable state and more information 
needed to specify state. The 2080s DSI3 generally follows a more regular pattern (less certain for the 
state) compared to that of the control period. Compared to the control period, it appears that fewer 
inter-decadal but more repeating shorter droughts are anticipated in the 2080s under the assumed 
scenario, based on the GLM results.   
Using the expected quantiles of drought index as indicators, the changes to the different frequencies 
of drought events are studied. Although the empirical quantile can be calculated by pooling all of the 
simulations, the expected quantiles of drought index and their standard deviations are estimated by 
integrating over the simulated quantile curves and dividing by the integrated period. In Table 4.4, 
the expected DSI3 values at the 10th, 50th and 90th quantiles for the GLM simulated drought 
conditions are summarised. The expected NCEP 50th quantiles are within an order of magnitude of 
the observed DSI3. The expected Hadley model 10th and 50th quantiles are higher than the expected 
NCEP 10th and 50th quantiles respectively, but there is no statistically significant difference between 
them.  Concerning the 90th quantiles, the difference between the NCEP and Hadley distribution is 
even smaller.  Overall, the severity of the low and average drought events of DSI3 is generally higher 
but the changes in the 90thextreme severity of DSI3 will be relatively minor.  
Table 4.4 The means (m) and standard deviations (sd) of DSI3 are calculated from the 
observations, and the simulated 10
th
, 50
th
, and 90
th
 quantiles (m) with their standard deviation (sd) 
of DSI3 are computed from GLM rainfall driven by the NCEP and Hadley data. 
 Obs NCEP Hadley 
   10  50  90  10  50  90  
 µ sd m sd m  sd m  sd m  sd m  sd m  sd 
28031 3.8 5.0 0.3 1.1 3.6 4.5 11.6 7.1 1.2 2.9 5.0 6.3 15.2 10.7 
28066 3.8 4.9 0.4 1.3 4.2 4.7 12.8 7.6 2.4 4.8 9.0 9.6 22.3 15.6 
39022 3.8 4.9 0.7 2.1 4.7 5.5 14.5 9.2 0.8 2.2 6.8 7.5 18.5 13.9 
40007 5.7 6.4 0.6 1.9 5.0 6.2 15.3 11.1 1.8 3.5 11.0 11.2 26.4 18.8 
68005 4.7 5.3 0.4 1.4 3.9 4.7 11.9 6.6 2.3 4.5 9.3 9.5 22.5 15.2 
69008 4.0 5.1 0.5 1.4 3.4 4.4 11.7 7.2 0.8 2.3 4.5 5.9 13.0 10.1 
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4.5 Conclusions  
The drought characteristics of six UK catchments have been investigated by ARIMA models using the 
DSI series directly. Although these models are site specific, sea level pressure has been identified as 
the most important external parameter whereas, in all the studied catchments, relative humidity is 
not a crucial exogenous parameter for drought forecasting.  It is interesting to note that when simple 
regression between the DSI series and climate variables has been performed to investigate the 
relationship between drought and climate variables, relative humidity is the principal significant 
factor for the DSI series. It is not surprising that relative humidity is low during a drought. However, 
relative humidity is also highly correlated to the previous month’s DSI values, and it becomes an 
insignificant variable because the autoregression in the ARIMA model explains the variance of 
relative humidity in the DSI series.    
The quality of DSI forecast using ARIMA modelling depends on the initial states and number of steps 
ahead (Figure 4.5). The uncertainty of the predictions increases with number of steps ahead as 
shown by the increase in the variance of the forecasts. Modelling the transformed DSI index is 
recommended for the ARIMA approach because the transformation increases the normality of the 
residuals. Based on the Ljung-Box statistics, a forecast of longer than 6 months ahead by the ARIMA 
method is not recommended for the six catchments because the independence assumption is not 
valid. Nevertheless, given a particular drought level in the 2080s, today’s policy makers may design 
their warning systems and adaptive procedure based on the autoregressive and moving average 
models of drought index.    
The relative performance of the UKCP09 weather generator and the GLM approach in studying 
drought is presented. Based on monthly statistics, the UKCP09 weather generators provide 
satisfactory rainfall simulations similar to the GLM approach in last chapter. It is noteworthy that the 
UKCP09 weather generator can provide adequate rainfall statistics even though the observed data 
used here were not used directly for the model fitting. Overall, the UKCP09 simulations provide 
lower rainfall average and variance than the GLM simulations. Although the UKCP09 simulations give 
more precise seasonal representation of the autocorrelation and skewness of the rainfall, the 
interannual variance appears to be under-represented as a result.  Concerning the proportion of dry 
days, both generators give satisfactory results when the threshold of dry days is equal to 1 mm. 
However, when the threshold is set lower than 1 mm, the GLM approach appears to provide more 
reasonable representation for low rainfall. As the UKCP09 outputs are grid average values (a raster 
representation) whereas the GLM outputs are for particular catchment rainfalls, the difference 
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between the two sets of simulations may in part be the result of the different schemes used by the 
two models with respect to spatial and temporal aggregation.        
Although the UKCP09 simulations do not correspond to any particular observations in the control 
period, Figure 4.8 shows that UKCP09 simulated rainfall series repeat the seasonal variability 
routinely whereas the GLM simulations have more interannual variation. This difference in 
interannual variation is probably because of the different approaches in including external climate 
variables. The driving of the external climate variables for the UKCP09 weather generator is through 
the calibration of the model parameters using statistical moments (Jones et al., 2009). As statistical 
moments are overall representations of stationary distributions, the NSRP model in the UKCP09 is 
inherently stationary for a particular period with a set of invariable parameters. On the contrary, the 
external climate variables are covariates in the GLM approach, and the interannual variations of the 
GLM simulations are driven by the signals of climate covariates. As a result, the GLM simulated 
rainfall can represent observations in a particular period and have more interannual variability than 
the UKCP09 simulations.        
Turning to the simulated drought index, QQ plots (Figure 4.10) show that the performance, 
measured on the basis of the quantiles of the simulated distribution plotted against those of the 
observations for the two models, varies between the catchments.  The difference between the two 
models generally increases along with DSI values on the QQ plots. For the DSI time series plot (Figure 
4.9), the UKCP09 methodology seems to be unable to provide drought extremes. This result is 
consistent with the lack of long variability in the UKCP09 simulations (Jones et al., 2009) as drought 
not only depends on the average or particular rainfall statistics moments but also on long-term 
variability. For the GLM approaches, the simulated DSI series correspond with observed values. 
Overall, the UKCP09 weather generator gives lower averages of simulations and a more precise 
seasonal pattern, but it does not give better drought prediction. The GLM approach appears to be 
more suitable for drought assessment, for which long duration variability is crucial.  
For the future projections, the simulated DSI from the UKCP09 weather generator provides limited 
information for the 2080s drought pattern. The simulations of the GLM approach show that the 
drought pattern may change (Figure 4.9). However, drought change needs to be further quantified. 
Moreover, the performance of the projected drought pattern depends on the skill of the Hadley 
Centre projections and the robustness of the adopted model structure under climate scenarios. 
Further comparisons between models which have similar skills in reproducing drought 
characteristics are needed to provide a better indication of performance based on the consistency of 
their predictions. 
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Although both the UKCP09 weather generator and the GLM approach can produce rainfall with 
adequate monthly statistics and the GLM simulated rainfall series appear to be adequate for drought 
assessment using DSI, the current results are only for lumped catchment rainfall, but not for 
simultaneous multisite sequences. Even though spatially correlated time series are not produced 
from the UKCP09 weather generator (Jones et al., 2009), the GLM approach can be used to generate 
multi-site rainfall (see Yang et al., 2005a). Further investigation of the spatial dimension of droughts, 
similar to that carried out by Lloyd-Hughes (2002), on a catchment scale, and using the GLM 
approach, is recommended for further investigation. 
Moreover, the model developed here is based on around 30 year data. The suitability of current 
model for other drought period may be questionable. Although the nonstationarity of drought 
characteristics is driven by the GCM data in the rainfall GLM, some historical droughts in the UK may 
not be simulated in the current framework because there are no relevant GCM data to drive the 
rainfall model.  Further efforts are needed on developing tests for identifying good drought models 
and quantifying the uncertainty of the results here based on only 30 data sets or shorter record. 
Longer record should provide more insights into drought modelling. 
Regarding the drought projections, only one future period and climate scenario from the Hadley 
Centre and no transient climate changes were considered.  Further studies such as those of Burton 
et al. (2010) are needed for the UKCP09 simulations. For the GLM approach, climate covariates are 
included to modulate the long-term properties of the series. Therefore, transient climate change 
from different climate models can easily be included in the GLM approach despite requiring 
additional work.  
As interannual variability is identified to be a very crucial driver for the drought pattern, the skills of 
the GLM approach may improve if external climate variables can provide better interannual 
variability signals.  Chandler and Wheater (2002) found that the North Atlantic Oscillation (NAO) is 
important for interannual variability of the GLM rainfall series, and the ARIMA results show NAO 
may be important for drought forecast. The inclusion of the NAO may improve the skills of the GLM 
approach to model drought persistence. However, the realism of the simulated NAO from GCMs has 
always been questioned. For example, Osborn et al (1999) noticed the Hadley Centre climate model 
overestimates the correspondence between the NAO and sea level pressure over the North Pacific 
Ocean. Keenlyside et al. (2008) noted that North Atlantic Oscillation (NAO) does not provide a good 
match to observations based on the ECHAM5/MPI-OM coupled general circulation model (IPCC 
version). van Oldenborgh (2005) comments that some global climate models from the IPCC fourth 
assessment report do not have adequate interannual variability in the tropical Pacific Ocean. As the 
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GLM approach is driven by the GCM external variables, the skills of GLM generated series are limited 
by the ability of the GCM to provide adequate interannual variation.     
Despite the fact that some literature (e.g. Jones et al., 2009) advocates a consistent set of 
downscaled information from a particular model, the presented comparison shows that the relative 
performance of different approaches is a useful alternative for model evaluation. Further multi 
model comparisons similar to present study should be embraced.  
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Chapter 5 
Rainfall Extremes: Annual Daily Maxima  
 
Il est impossible que l’improbable n’arrive jamais 
- Emil J. Gumbel, Statistics of Extremes 
5.1 Introduction  
Extreme rainfall events play important roles in water resources management and flood defence. 
Under climate change scenarios, changes in precipitation pattern challenge classical extreme value 
analyses which assume that maxima are from a stationary distribution. In this chapter, first, the 
annual maxima daily rainfall series of the six catchments detailed in Chapter 2 are examined using 
classical estimation and inference approaches. Two main extreme distribution estimation methods, 
moment methods and maximum likelihood approaches, are reviewed, and several common 
approaches for statistical inference of extremes (confidence intervals) are discussed. A model-based 
approach using ensemble stochastic rainfall series to assess annual rainfall maxima is proposed here, 
focused on the rth order extreme value (Xr).  
Following Chapter 4, both the United Kingdom Climate Projections (UKCP09) weather generators 
and the Generalised Linear Model (GLM) approach are employed to simulate rainfall maxima series 
ensembles. Using Bayes factors approximated by a Monte Carlo method and an asymptotic 
approximation, the simulated distribution of the largest order statistics for ensembles of 100 
simulated 30-year maxima series distribution (f30:30(x)) from the two stochastic rainfall models are 
examined against observations based on extreme value theory. The two rainfall models are generally 
comparable to each other with respect to their rainfall statistics. Furthermore, the projected 
extremes in the 2080s from the two approaches are analysed. Results show that the uncertainty of 
rainfall extremes increases with the severity of level.        
5.2 Review of extremes  
Extreme rainfall events are the major cause of extreme fluvial floods, and can also be associated 
with issues of slope stability and the generation of landslides, both of which have major economic 
and social implications (Wheater, 2002). Moreover, extreme flood events can play a significant role 
in the functioning of ecological systems (e.g. Katz et al., 2005). Changes to precipitation extremes 
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associated with global warming are therefore one of the most important issues of concern with 
respect to climate change. Although there is no unequivocal evidence of global trends, many studies 
(e.g. Osborn and Hulme, 2002; Fowler and Kilsby, 2003) show the existence of regional trends in 
precipitation extremes. Based upon these trends in observed precipitation (e.g. Frei and Schar, 2001; 
Lawrimore et al., 2001; Trenberth et al., 2007) and various climate projections (Solomon et al., 
2007), changes in climate extremes are hypothesised (Bates et al., 2008). Since such changes have 
the potential to cause unprecedented impacts, quantifying the changes in, and uncertainty 
associated with, extreme events is important. Global climate models (GCMs) are the main tools for 
studying hydrological impacts of climate change (Wheater, 2002). Although global climate models 
(GCMs) support the claim that precipitation will increase in many regions of the world (e.g. Palmer 
and Raisanen, 2002) and provide rainfall frequency and intensity projections, fine resolution 
simulations generated from statistical approaches are still required to assess changes in extremes 
(e.g. Jones et al., 2009).  
Extreme rainfall can be defined as an event which is (i) a maximum of a block of data for a given 
event duration (e.g. a year) or (ii) an occurrence larger than a specific threshold. For a particular 
stationary probability level, extremes are commonly defined as rainfall events exceeding a specified 
quantile of a stable distribution based on their occurrence frequency for blocks (e.g. years) or return 
period.  For the second type of extreme definition, rainfall extremes are considered as independent 
exceedances of a specific threshold (e.g. Coles et al., 2003); these define the Peak-Over-Threshold 
(POT) series. For example, in the UKCP09, the 99th percentile of daily precipitation is used to define 
the wet day extreme of the season (Murphy et al., 2009). 
Extreme value theory is widely used for analysing extreme rainfall events. (e.g. Yang et al., 2005a). 
An important application of the theory of extreme values is to project unobserved extremes based 
on the historical record (Gumbel, 1957). Strictly speaking, the law of large numbers refers specifically 
to sums and averages, not maxima. However, based on the weak law of large numbers, asymptotic 
distributions of maxima can be derived from the observations (e.g. Beirlant et al., 2004). Although 
there is some doubt concerning the legitimacy of inferring unobserved extremes from the 
asymptotic distribution, no serious competitor models or credible alternatives have been proposed 
to date (Coles, 2001). 
Under the assumption of independent and identically distributed events, two practical approaches 
for extreme value statistics are (i) the block maxima models, for example based on the generalised 
extreme value (GEV) or other distributions and (ii) the peaks-over-threshold method, conventionally 
based on the exponential or Generalised Pareto (GP) distribution (e.g. Beirlant et al., 2004). Coles 
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(2001) demonstrated that the GEV and GP distributions are mutually consistent. However, despite 
being well-established, these approaches may not be suitable for studying changes in rainfall 
extremes.  In a changing climate, the assumption of identical distributions for the current and future 
rainfall extremes will very possibly not be valid.  The validity of the stationarity assumption in water 
management and current engineering practices has been questioned recently (Milly et al., 2008). 
The observed trends in rainfall extremes challenge the traditional treatment and projections of 
rainfall extremes using conventional frequency analysis.  A common approach to extend the classical 
approach to nonstationary extremes is to allow the extreme value distribution parameters to vary 
temporally. Two methods for obtaining the future parameters under climate scenarios are from (i) 
simulations (e.g. Yang et al., 2005a; Fowler et al., 2005) and (ii) statistical relationships between 
climate covariates and the extreme value distribution parameters (e.g. Maraun et al., 2010). 
Although both methods can be assessed and diagnosed individually, comparisons of extremes 
generated from different models can benchmark the model skills on the basis of their consistency.  
A problematic concept of traditional extreme value theory application is the concept of return 
period which is necessarily based on the stationarity assumption.  Even though many studies (e.g. 
Katz, 2010) have recognised the stationarity problems associated with the return period concept, 
appropriate ways of addressing the problem under climate scenarios are rarely proposed.   As an 
observation is just a realisation of a natural process (Richardson, 1998), the events with specific non-
exceedance probability should be represented by a distribution to indicate possible variability, 
instead of a single point estimation (e.g. a n-year return event). A detailed discussion of the 
relationship between n-year maxima and n-year return events is presented in the methodology 
(Section 5.3 below).  
In the next section, classical estimation and inference methods for extremes are surveyed. The 
limitation of widely used inference methods (i.e. confidence intervals) based on the normal 
approximation is illustrated by a parametric bootstrap method and an order statistic approach. 
Using simulation ensembles, the possibility of investigating the rth high order statistics (Xr) from a 
finite length of realisations (corresponding to a finite number of observations) is discussed. 
Following that, a model-based framework to assess confidence limits of the extreme estimates is 
presented using ordered simulated maxima and extreme value theory. Based on Bayes factors, an 
approach for assessing the rth high order statistics (Xr) of multiple simulation ensembles is proposed. 
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5.3 Methodology  
Although many distributions may provide a good fit for ensemble maxima series obtained from an 
identical distribution, similar asymptotic arguments to that used in the central limit theorem shows 
that the non-degenerate distribution of the maxima can be considered to be distributed as one of 
three extreme value distributions.  The three limiting distributions are usually summarised in terms 
of the generalised extreme value (GEV) distribution: 
¡ = PM ≤ z 
¡ = exp {−[1 + s¡ − ', ](4/¶} 
where G(.) is the distribution function of maxima, M is a sample maximum,  µ, σ and ¸ are the 
position, scale and shape parameters respectively. Two constraints of the GEV distribution are: 
1 + ¸»(¼½ > 0  and , > 0.  As ¸ converges to 0, the distribution converges to the well-known 
Gumbel distribution. With emphasis on the GEV distribution, the classical approaches for estimating 
and inferring extremes are presented in the following sections.  
In extreme value analysis, there has been rapid recent development of peak over threshold methods 
(e.g. Ribatet et al., 2007) because of perceived robustness (Fowler et al., 2005) and better use of 
data (Katz, 2010). However, the classic block maxima approach is slightly simpler because it does not 
require threshold selection and declustering of threshold exceedances. Given the possibility of 
generating long series, it therefore make sense to use classical block maxima models here for the 
analysis of both observed and simulated annual maximum daily extremes.  
5.3.1 Estimation  
As a classical engineering problem, many approaches have been adopted in practice for extreme 
value distribution estimation. For example, graphical techniques based on versions of probability 
plots are some classic subjective approaches (e.g. Shaw, 1994). For other more objective methods, 
moment methods and maximum likelihood approaches are two main common estimation 
techniques (e.g. Hosking et al., 1985) and they are summarised below.   
5.3.1.1 Method of Moments  
As a standard approach, the parameters of the extreme value distribution can be estimated by the 
method of moments (e.g. Shaw, 1994). In the classical method of moments, the parameters of the 
distribution are estimated by solving theoretical equations containing expressions of statistical 
descriptors of the data (e.g. moments). Based on probability-weighted moments (PWMs) derived 
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from order statistics introduced by Greenwood et al. (1979), Hosking et al. (1985) and Hosking 
(1990) proposed to use L-moments which are linear combinations of PWMs to fit different common 
and extreme value distributions. Hosking (1990) showed that the L-moment approach provides more 
secure inferences (narrower confidence limits) with small finite samples. Clarke et al. (1990) found 
that the L-moment and conventional moment approaches for parameter estimation are similar but 
the L-moment approach is preferable because L-moments are more robust and less sensitive to 
outlying values (Hosking,  1990). There are various theoretical distributions can be fitted by the L-
moment approach, but only the GEV distribution is considered here. Using L-moments, the GEV 
distribution parameters can be estimated by the equations in Appendix A4. 
5.3.1.2 Maximum likelihood  
Apart from the method of moments, maximum likelihood approaches are another important family 
of estimation methods. As a general framework, maximum likelihood estimation is a flexible and 
powerful modelling tool for extremes (Coles and Dixon, 1999) and has many theoretical and practical 
advantages for model parameter estimation (Coles, 2001). Smith (1985) showed that maximum 
likelihood estimators have the usual asymptotic optimality if the shape factor (¸) is larger than -0.5. 
Moreover, maximum likelihood approaches allow complex model building techniques such as 
including exogenous variables in estimation and inference (Coles, 2001). By combining GLMs, Clarke 
(2002) used maximum likelihood approaches to estimate time trends in extremes. It is also relatively 
straightforward to incorporate expert knowledge and prior information into maximum likelihood 
approaches for extreme value modelling using Bayesian statistics (e.g. Coles and Powell, 1996). 
Assuming that random samples (x1, x2,… ,xn) are independent variables having the GEV distribution 
and 1 + s i%k(o¾ l > 0, the log-likelihood function is   
        D', ,, s = −GDBP, − i1 + 4¶l¿ log m1 + s i%k(o¾ ln@4 −¿  1 + s%k(o¾ (4/¶@4       (5.1) 
Using simple moment estimators as initial parameter values, maximum likelihood estimates can be 
identified by numerical techniques (Coles, 2001). In the past, the implementation of maximum 
likelihood approaches was limited by the available computation resources, and methods based on 
moments were preferred because they are more tractable and need fewer iteration procedures (e.g. 
Clarke et al., 1990). However, as a result of the rapid advent of information technology, the 
computational resources are no longer an important hurdle for implementing maximum likelihood 
approaches.  
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The main disadvantage of likelihood approaches is their relatively weak performance with small 
samples. For small sample size, Hosking and Wallis (1987) found that probability weighted moments 
perform better than maximum likelihood in parameter estimation. However, Coles and Dixon (1999) 
argued that maximum likelihood approaches can be compared to the probability weighted moment 
methods if the parameter space of the maximum likelihood approaches is restricted to that of 
weighted moment methods. Using fully Bayesian analysis to incorporate prior information in 
likelihood functions, Coles and Dixon (1999) proposed that the parameter space can be restricted by 
the penalised likelihood (PL) approach which can reduce the amount of computation and increase 
accuracy (i.e. asymptotical properties for large or small samples). 
5.3.2 Confidence intervals 
As extremes estimated from finite samples are intrinsically uncertain, the reliability of the estimates 
needs to be identified and measured. Generally, confidence intervals or standard errors can be used 
to quantify the uncertainty of extreme distribution parameters and p-quantiles of non-exceedance 
distributions. To estimate confidence intervals, there are different attempts with various long tail 
distributions including the Generalised Pareto and GEV distributions (e.g. Tajvidi, 2003; Dupuis and 
Field, 1998). As there are usually either no closed form solutions or a complex analytical expression 
for confidence intervals of parameters or quantiles, their confidence intervals are computed 
numerically or approximately. Depending on different assumptions (e.g. normal distribution), the 
confidence intervals of quantiles may be obtained from the confidence intervals of parameters. The 
confidence interval estimation techniques can generally be summarised into four families: (1) 
normal approximation approaches, (2) simulation analyses (bootstrapping), (3) order statistic 
methods and (4) profile log likelihood estimates.  
5.3.2.1 Normal approximation (asymptotic approach)  
Before computation was widely affordable, the normal approximation was a more popular approach 
than computationally intensive numerical methods. Using normal assumptions, the standard error in 
the p-quantiles can be estimated from the parameters and parameter covariance matrix using the 
delta method (Coles, 2001).  
Given the d-dimensional parameters (U), the parameter covariances ( À^) and the quantile function 
(∅ = PU), the maximum likelihood quantile estimator (∅Â) is  
∅Â~/∅, ∅^ 
where 
∅^ = ∇∅R À^∇∅ 
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with 
∇∅ = [ Ä∅ÄU4 , … , Ä∅ÄU	]R 
In the moment approach, the covariance matrix of parameter ( À^) can be estimated by moments 
(e.g. Clarke et al., 1990). For the maximum likelihood approach, the approximate covariance matrix 
of the parameters ( À^) can be readily estimated from the observed information matrix (e.g. Coles, 
2001; Dobson, 2002). 
5.3.2.2 Bootstrapping 
Resampling or bootstrapping is another popular approach for determining confidence intervals (e.g. 
Efron and Tibshirani, 1993), and is believed to provide realistic standard errors (e.g. Katz et al., 
2002). Different resampling schemes are available for bootstrapping (e.g. Efron and Tibshirani, 1993; 
Wilby et al. 2003). Bootstrap methods can be used for both the moments and maximum likelihood 
approaches. For example, Dupis and Field (1998) compared length of confidence intervals of 
parameters estimated by probability weighted moments using bootstrap methods.   Fowler and 
Kilsby (2003) used a bootstrapping scheme to generate confidence intervals for regional frequency 
analysis.  
In the extremes literature, bootstrap methods are usually grouped into two families: nonparametric 
and parametric approaches (e.g. Tajvidi, 2003; Kysely, 2010). For the confidence intervals of 
parameters, nonparametric bootstrap methods generate a large number of bootstrap samples by 
resampling the observations. By refitting the GEV distributions, the confidence intervals and 
covariance matrices can be estimated. However, the general problem for the nonparametric 
bootstrap methods is that unobserved extremes will never appear in the new samples. For 
parametric bootstrap approaches, bootstrap samples are taken from a specific parametric 
distribution (e.g. a GEV distribution) estimated from observations instead of sampling directly from 
observations (e.g. Kysely, 2010; Asquith, 2010). Kysely (2010) found that parametric bootstrap 
approaches generally give a better range of confidence intervals despite mild distribution 
misspecification in the investigated parametric approaches.   
From bootstrapping, not only the parameters (U) can be estimated but also their covariance ( À^). 
Similarly to the above, many bootstrapping approaches just use the normal approximation based on 
the parameters (U) and their covariance matrix ( À^) estimated from the bootstrap methods to 
generate the confidence intervals for quantiles (inference for particular probabilities of 
nonexceedance) (e.g. Asquith, 2010). However, the bootstrap quantile confidence intervals 
generated in this work are based on Monte Carlo simulations from the GEV distributions fitted by 
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maximum likelihood. For the similar simulated error bounds, Hosking and Wallis (1997) found that 
there are problems of negative values in the lower tail and large upper bounds but the simulated 
bounds are practically informative as a measure of accuracy.  
The Monte Carlo simulation is used here. This approach is first order so that only maximum 
likelihood estimates (one set of parameters) are used but not their covariance matrices in the 
simulation. Using Gibbs sampling (e.g. Casella and George, 1992), covariance matrices for Monte 
Carlo simulation could also be used in bootstrapping, but this is not examined here.         
5.3.2.3 Order statistics  
The rth largest order statistic model is based on difference order of events (exceedances) within a 
block (i.e. a finite period or a fixed number of years). Coles (2001) considered the rth largest order 
statistic model to be a generalised form of classical extreme value model which allows better use of 
limited observations for model estimation. Considering a process for which its ensemble properties 
are stationary with a probability density function f(x) and a cumulative distribution function F(x) of 
random variable X, Castillo et al. (2005) provide the probability density function (pdf) of the rth order 
statistic in a sample of size n (:@):  
    :@ =  [%]ÆÇ[4(%]ÆÈ,@(94         (5.2) 
:@ = G!  (4C − 1! [1 − ]@(G − C!  
where  
C, G − C + 1 = ΓCΓG − C + 1
ΓG + 1  
                                                                            Γ =  − 1!             ∀ if x is a positive integer  
By integrating the pdf, the cumulative distribution function (cdf) of the rth order statistics (:@) 
is, 
     :@ = ?Ë  ; C, G − C + 1                 (5.3) 
where the incomplete Beta function Iβ(p;a,b) is defined as:  
?Ë; λ, U = p Fλ(41 − FÀ(4λ, U% F 
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In order statistics, the α confidence interval can be found by setting :@ = x and :@ = 1 −x and solving for x in Equation 5.3.  
Based on Equation 5.2, Figure 5.1 shows the relationship between f(x) and fr:n(x) for the GEV 
distribution with the location (µ) equal to zero, the scale (σ) equal to one and the shape (¸) equal to 
zero. The plotting position of fr:n(x) on Figure 5.1 is based on the Weibull plotting position which is a 
commonly used heuristic model to relate sample maximas to theoretical quantiles and return 
period.  The grey lines on Figure 5.1 are confidence intervals (derived from 1000 simulations) based 
on the above mentioned parametric bootstrap approach. The simulated confidence intervals are 
consistent with the theoretical pdf of the rth order statistic in a sample of size 30 (:). 
 
Figure 5.1 The pdf of an extreme value distribution f(x) and the corresponding theoretical 
pdf of the rth order statistic in a sample of size 30 (:) where r is 5, 15, 25 and 30. The 
grey line is the 95% confidence interval computed from the parametric bootstrap approach.  
 
Figure 5.2 illustrates the problem of using a normal distribution to approximate the confidence 
intervals of high order statistics (Xr). For the used bootstrapping here, 1000 samples with the sample 
length 30 are simulated from the GEV distributions.  In Figure 5.2, the distributions derived from the 
parametric bootstrap approach (grey lines) for all orders (r= 5, 25 and 30) are in agreement with the 
theoretical pdf of the rth order statistic in a sample of size 30 (:) (Equation 5.2). However, the 
pdfs of specific return periods estimated based on the normal approximation clearly underestimate 
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the spread of the pdf distribution (confidence interval) for all orders (r).  Moreover, the normal 
approximation becomes inadequate for pdfs of the high order statistics (i.e. :@ when r is close 
to n) because these pdfs are very skewed.   
 
Figure 5.2 The theoretical pdf of the rth order statistic of size 30 (:) are black solid 
lines (r is 5, 25 and 30) for the Medway at Chafford Weir (40007). The grey solid lines are the 
pdf from the parametric bootstrap approach. The black dashed lines are the pdf of specific 
return periods estimated based on the normal approximation.    
 
5.3.2.3.1 The theoretical cumulative distribution for the GEV largest order statistic 
(Fn:n(x)) 
For the GEV distribution, the theoretical expression of the largest order statistic cdf (Fn:n(x)) is 
derivable and shown below:  
For the random variable X, 
 = w 
where p is the non-exceedance probability.  
For n independent observations on X, the quantile of the largest value (r=n) is  
@:@ = w@ 
Using Equation 5.3 and r=n,  
@:@ = ?Ë  ; G, G − G + 1 
@:@ = @ 
 = @:@4/@ 
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@:@@:@ = @:@4/@ 
where Q(p) is a quantile function of X. 
By taking position parameter (λ) equal to 0 and scale parameter (η) equal to 1, the quantile function 
(Q(p)) is equal to the standardised quantile function (S(p)): 
i.e. Q(p)=S(p) 
The quantile function for a Gumbel distribution (the type 1 Extreme Value distribution GEV1) is  
     °w = −ln [− lnw]                    (5.4) 
The quantile function for a Fréchet distribution (the type 2 Extreme Value distribution GEV2) is 
     °w = − ln w(Ë   (5.5) 
The quantile function for a Weibull distribution (the type 3 Extreme Value distribution GEV3) is 
°w = −− ln wË 
The unified extreme value quantile (¡t) function is  
¡t = °w = b1 − − ln wËc/: 
It is interesting to note that the theoretical largest value of simulations Xn:n from the three Extreme 
Value Distributions can be derived from the order statistics. For the general r-th order statistic Xr:n, 
the calculation is usually related to inverse beta function. However, for the quantile of the largest 
value (when r=n), the relationship is straightforward:  
@:@w = w4/@ 
From Equation 5.4, the quantile functions for the largest observation of a sample of GEV1 distributed 
data is: 
@:@w = w4/@ = °w4/@ 
@:@w = −ln [− lnw4/@] 
            @:@w = − ln[− lnw] + A          where A = − ln4Ì  
Therefore, GEV1 returns to an GEV1 with a change in the position parameter (C) for the largest 
observation (Xn:n).  
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From Equation 5.5, 
@:@w = [− lnw4@](Ë 
                           @:@w = d[− lnw](Ë  where d = 4@(Ë  
The largest observations (Xn:n) for the GEV2 return to their respective distributions with scale 
changes (D). The proof for GEV3 is similar to GEV2. 
5.3.2.4 Profile log likelihood  
The last confidence interval estimation approach discussed here is profile log likelihood (Coles, 
2001). The profile likelihood can be considered as a full likelihood for parameters (Murphy and Van 
der Vaart, 2000) and provides likelihood values for different values of parameters.  In this study, the 
profile of quantile (zp) for particular non-exceedance probability (p) is of interest. The profile 
likehood for parameters can be expressed as the profile of quantiles (zp) by reparameterising 
Equation 5.1 from position parameters (µ) to quantile (zp). Therefore, the likelihood function of the 
GEV distribution can be expressed in terms of quantiles (zp) by substituting µ by ¡t + ¾¶ [1 −{−log 1 − w}(¶] in Equation 5.1 (Coles, 2001). 
Figure 5.3 shows the log-likelihood profiles with the horizontal lines based on the 95% quantile of 
the chi-square distribution, and the intersection of the log-likelihood profiles and the horizontal lines 
are the confidence intervals of quantile level (zp) for a specific non-exceedance probability (Coles, 
2001). The reason that the asymptotic distribution for the log-likelihood profiles is a chi-square 
distribution is related to the general result of the likelihood ratio (deviance) (See McCullagh and 
Nelder, 1989). It is interested to note that the change in skewness of profile log-likelihoods in Figure 
5.3 is similar to that of the rth order statistic pdf in which the skewness increases as the order (r) 
increases as shown in Figure 5.2. This may further support the conclusion that normal estimation for 
confidence interval estimation is far from ideal. However, it should be noted that profile log 
likelihood is based on quantitles. Therefore, the profile log likelihood can be compared to the above 
order statistic results only when a heuristic plotting position formula is used.   
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Figure 5.3 The maximum likelihood profiles which are the likelihood as function of quantile 
level (zp) for the Medway at Chafford Weir (40007).  
 
5.3.3 A New Extreme Assessment Approach based on Bayes Factor 
After the discussion concerning uncertainty of extreme values, this section is about the comparison 
of two models for their extreme value performance. For extreme value analysis in the form in which 
it is generally found in practice, extreme value theory mainly focuses upon the cumulative 
distribution function (cdf) of extreme values F(x). However, extreme value theory can also be used 
for the theoretical determination of the largest order statistic cdf (Fn:n(x)) as shown above.  As a 
consequence of the advent of computation, the stochastic characteristics of different rainfall models 
can be studied by ensemble simulations along with the theoretical Fn:n(x). If the stochastic rainfall 
model is well specified, ensembles of simulations can represent the observations by multiple 
realisations. Specifically, the ensemble should provide confidence bounds of the observations if we 
treat the observations as one of a number of possible realisations (which is realistic if the model is 
satisfactory). Therefore, ensembles of series from stochastic models provide possible range of the 
realisations (as a measure of uncertainty). For example, Cowpertwait et al. (2002) assessed the 
agreement between their stochastic rainfall realisations and observations using confidence intervals 
estimated in this way. Moreover, Segond et al. (2006) used the simulated extremes to provide 
envelopes and compare them with the observed peak.    
In an ensemble of simulations, the different simulated series are independent of each other but the 
simulated values within a series can be autocorrelated. Extending classical extreme value analysis, 
which is based only on the number of observations from one realisation, the proposed model-based 
extreme value analysis uses ensembles of simulations to derive the rth order statistics based on the 
selected rainfall model structures. As the largest order statistic (cdf Fn:n(x)) is GEV distributed if the 
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maxima are GEV distributed (cdf F(x)), the largest order statistic cdfs (Fn:n(x)s) from different 
stochastic rainfall models can be regarded as a specific characteristic for the ensemble of individual 
rainfall models, and they can be used for extreme characteristics assessment if different satisfactory 
rainfall models are available.    
5.3.3.1 Bayes factor  
As the largest order statistic cdfs (Fn:n(x)s) are considered to be an extreme characteristic of 
simulation ensembles, a Bayesian model comparison approach based on this extreme characteristic 
is proposed here to investigate the difference  between extreme rainfall simulations from the 
Generalised Linear Model (GLM) approach and the United Kingdom Climate Projections (UKCP09) 
weather generators (see Chapters 3 and 4). As is discussed in Chapter 2, 30-year periods are usually 
used by the World Meteorological Organization (WMO) to define a climate period. The proposed 
Bayesian model comparison uses Bayes factor to assess the simulated distributions of 30-year 
maxima (X30:30) from the GLM approach and the UKCP09 weather generators. Bayes factors were 
originally developed for assessing two competing algorithms based on different theories, using 
Bayes rule (Kass and Raftery, 1995). There are several examples (e.g. Smith et al., 2003 and Min and 
Hense, 2007) of the use of Bayes factor to compare different time series from various models in 
climate studies. Using Bayes factor, the simulated distributions of 30-year maxima (X30:30) from two 
stochastic rainfall models can be compared. Bayes factor (BF) can be defined as the ratio of the 
respective marginal densities of the data for the two models (m0 and m1): 
 = fÍ2fÇ2      (5.6) 
For a given model, the marginal density m(y) represents the likelihood of the data (y) and is defined 
as: 
   = ÎÏUPUU       
where   f(y|θ) is the conditional density function given parameters (θ)  
g(θ) is the prior distribution of parameters  
For the current application, the marginal density function (m(y)) is defined by the GEV distribution as 
the density function f(y|θ) and the multivariate normal distribution is chosen as the prior 
distribution of parameters  g(θ). The reason for using the GEV as f(y|θ) follows from the above 
examination of the distribution of the order statistics. Clearly, the selection of the prior distribution 
of parameter g(θ) can be critical. Instead of investigating different prior distributions, the Gaussian 
prior distribution of parameters g(θ) is selected pragmatically based on the assessment of the prior 
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effects in Coles and Tawn (1996) for a Bayesian analysis extreme of rainfall data. Moreover, in the 
context of the L-moment approaches, Hosking and Wallis (1997) also summarised that parameters 
are asymptotically normally distributed for most L-moment standard distribution estimators 
although exact distributions of parameter are difficult to derive.  
As the analytical solution for the marginal density is not available (Coles et al., 2003), the Bayes 
factor is approximated by (1) Monte Carlo integration and (2) the Laplace approximation.  
In Monte Carlo integration, the integral   
    ? =  = ÎÏUPU U = Î ÐN2ÏÀÑÀÑÀ Ò PU U 
 can be expressed as      
                                         ?\ = 4R¿ ÐN2ÏÀ~ÑÀ~ÑÀ~ ÒR4 = 4R¿ [ÏU]R4  
where   f(y|θ)g(θ)  is the function to be integrated  
g(θ) is  the probability density function of θ, so that sample U4, … , UR is from a 
distribution with pdf g(.) 
T is the sample size of Monte Carlo simulation 
For the present application, the prior distribution of the parameters g(θ) is a multivariate normal 
distribution. 
Aside from the Monte Carlo approach, the integral can also be estimated by an asymptotic 
approach. As a result of Taylor expansion, the marginal density m(y) in Equation 5.6 can be 
approximated by the Laplace approximation (MacKay, 2004): 
     ≈ 2ÔÕÖPU\ÏU′Ï−U′Ï4/-     
where     f(y|θ’)  is the density function of the GEV distribution  
g(θ’) is the prior distribution of parameters, i.e. the pdf of the multivariate normal 
distribution    
  H(θ’) is the Hessian matrix of the GEV distribution with respect to GEV parameters 
  θ’ is the vector of parameters of the GEV distribution mode  
159 
 
When the two simulated largest order statistic distributions (f30:30(x)) are compared using Bayes 
factor, the data (y) in Equation 5.6 is needed. In the analysis here, the data (y) for Equation 5.6 is not 
a real observation but an estimate of the 30-year maxima from the observations. It should be noted 
that the Bayes factor analysis here is problematic if the estimate of the 30-year maxima (y’) does not 
have assumed model density m(y). In simulation ensembles, 30-year maxima are the largest values 
of the individual simulated 30 year series of a multi-realisation ensemble. Therefore, the largest 
order statistic distributions (f30:30(x)) from the two generators here are the simulated distributions of 
30-year maxima. For historical observation records longer than 30 year, the 30-year maxima may 
simply be estimated the 30th largest in the series. However, in series less than 30 years, the 30-year 
maxima will need to be estimated. Therefore, for the observations, we propose to estimate the 30-
year maxima by (i) nonparametric resampling (a bootstrapping method) or (ii) the GEV 
approximation. The reasons for using two different 30-year maxima definitions for the observations 
are (1) to provide 30-year maxima for the catchments which have records shorter than 30 years and 
(2) to assess whether Bayes factor estimations are sensitive to different 30-year maxima 
approximations.  
Nonparametric resampling is a popular bootstrapping technique used to generate weather series 
from finite samples. Different resampling schemes (e.g. Wilby et al. 2003 and Orlowsky et al., 2008) 
have been proposed for climate change studies. Concerning rainfall extremes, Semenov (2008) 
proposed a stochastic approach to generate synthetic rainfall series using particular schemes to 
resample from the extreme value distribution. Nonparametric resampling is used here to define 30 
year maxima. 10000 30-year rainfall series are sampled with replacement from the observations, 
and the median of the maxima of 10000 simulated series is defined as the observed 30 year maxima.  
As noted before in this chapter, the main problem of nonparametric resampling is that it is not able 
to produce unobserved extremes, i.e. extremes larger than those in the observational data set. This 
is the reason why the GEV approximation approach is also investigated here. The traditional 30-year 
return event acts a benchmark. In the GEV approximation approach, the observed 30-year maxima 
are set to be same as the 30-year return event from the GEV distribution. For the GEV approximation 
approach, plotting position formula is needed to estimate return events based on quantiles. In 
general, using plotting position formula to estimate 30-year return event is not a serious problem 
here as the data set is longer than 30 years. In any case, for the series longer than 30 years, the 30-
year maxima approximation is not necessarily. Longer historical records are definitely better for 
extreme assessments.  
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5.4 Results 
In this section, the issues and results of the estimation and confidence intervals of the extremes are 
presented. Then, the estimates of Bayes factors are used to examine the annual rainfall maxima of 
the simulations from the GLM approach (Chapter 3) and the UKCP09 weather generator (Chapter 4). 
Based on the two simulation results, the projections of rainfall extremes in the 2080s are also 
discussed.  
Table 5.1 summarises the parameters of the fitted GEV model for the observations using the 
maximum likelihood approach and the L-moment methods. Using the standard errors for the 
parameters estimated from the maximum likelihood approach, the parameters estimated by two 
approaches for the six catchments are not significantly different at a 5% significance level. Therefore, 
the parameters for the GEV distribution for the six catchments appear to be robustly estimated by 
either approach.     
Table 5.1a Summary table of the estimated parameters from the observations based on the 
maximum likelihood approach for the GEV distribution (f(x)) 
Catchment 
Observed 
Location (µ)  
(mm/day) 
Scale (σ) 
(mm/day) 
Shape (¸) 
28031 32.5 6.4 0.15 
28066 27.7 8.4 0.19 
39022 28.3 5.7 0.20 
40007 32.5 7.4 -0.10 
68005 24.5 4.6 0.40 
69008 28.1 5.1 0.00 
 
Table 5.1b Summary table of the estimated parameters from the observations based on the L-
moment method for the GEV distribution (f(x)) 
Catchment 
Observed 
Location (µ)  
(mm/day) 
Scale (σ) 
(mm/day) 
Shape (¸) 
28031 32.6 7.0 0.07 
28066 27.9 9.2 0.10 
39022 28.2 5.9 0.19 
40007 32.3 7.5 -0.03 
68005 25.1 5.6 0.16 
69008 28.1 5.0 -0.04 
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Figure 5.4a compares the confidence intervals derived by the normal approximation using maximum 
likelihood estimates (e.g. Coles, 2001) to those computed based on the order statistics (Equation 
5.2). As the return level plot is strictly increasing, the downward trend of the lower confidence 
interval based on the normal approximation appears to be an inadequate result of the delta method 
(the first order Taylor approximation).   
 
Figure 5.4a The white circles are the observations. The solid line is the GEV distribution fit 
using maximum likelihood estimate. The dashed lines are the confidence intervals derived 
from the order statistics. As the confidence intervals derived from parametric bootstrapping 
are almost the same as that of order statistics, the confidence intervals derived from 
parametric bootstrapping are not shown for clarity. The grey solid lines are the confidence 
intervals estimated by the normal approximation. 
-1 0 1 2 3 4
2
0
4
0
6
0
8
0
1
0
0
1
2
0
1
4
0
Reduced variate
R
a
in
 (
m
m
/d
a
y
)
28066
2 5 10 20 50
Return period (Year)
162 
 
 
Figure 5.4b The observed daily rainfall extremes are on the x-axis and the simulated 
extremes based upon the GEV model on the y-axis. The red circles are the modes of each r 
largest simulated distribution. The blue solid line is connecting the simulated median of the r 
largest distribution (fr:30(x)) with r=1,2,…,30 based on the GEV distribution. The white circles 
are the data points which lie beyond the boxplot whiskers (1.5 interquartile range). The 
dashed lines are the confidence intervals derived from the order statistics (i.e. Fr:n(x) which is 
estimated by Equation 5.3 using the incomplete Beta function). The grey solid line 
represents what would be obtained were the model prefect in the sense of having identical 
quantiles to those of the observations.  
 
Using the fitted GEV parameters based on maximum likelihood in Table 5.1, Figure 5.4b shows 100 
simulated 30-year maxima series from the theoretical GEV distributions against, and each boxplot 
represents a simulated Tth largest year maxima distribution (fT:30(x)) (T= 1, 2, …, 30). The straight line 
represents what would be obtained, were the model perfect in the sense of having identical 
simulated values to those of the observations. Generally, the straight line is within the inter-quartile 
range of the simulated Tth largest year maxima distribution. The red points are the peak (mode) of Tth 
largest year maxima, and they indicate that the simulated Tth largest year maxima distributions are 
skewed.  Turning to the range of Tth largest year maxima, the variances of the theoretical GEV 
simulations expand along with the observed values. The dotted lines are the confidence intervals 
derived from the order statistics (Equation 5.2). The variance of the parametric GEV simulations is 
consistent with the confidence bounds derived from the order statistics (Equation 5.1). These results 
also indicate that the uncertainty increases with high maxima (or upper order statistics) as the low 
frequency events have less support from the observations.    
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Based on Figures 5.2 and 5.4, it can be deduced that the normal approximation is not suitable for the 
high order statistic inference, and the parametric bootstrap approach (Section 5.3.2.2) and the order 
statistic approach (Section 5.3.2.3) appear to provide more reliable confidence intervals as they are 
consistent with each other. Moreover, the high order statistics of the GEV distribution, apparently, 
need more attention as they are poorly inferred by the commonly used normal approximation.        
Using a classic graphical approach (e.g. Shaw, 1994), Figure 5.5 shows the frequency plot for the 
observed data and the simulations from the GLM approach (Chapter 3) and the UKCP09 weather 
generator (Chapter 4), based on the Weibull plotting position formula. Generally, the observed daily 
rainfall series are bounded by the simulations. The envelopes of the simulations in Figure 5.5 are 
overall monotonically increasing as is expected for quantile functions. It may be a concern that the 
uncertainty (the range of simulations) is too large. Compared with the GEV results in Figure 5.4a, the 
simulations from both the GLM and UKCP09 approach appear to have right order of stochastic 
variability for different return levels. Therefore, both stochastic rainfall models should be likely to 
provide comparable rainfall simulations based on Figure 5.5. However, the results here cannot 
ascertain whether the models provide physically impossible high rainfall. Further studies with longer 
records may help to address this issue.   
 
Figure 5.5 Classic frequency plot using Weibull plotting position (if the plot aligns to be a 
straight line, the data are Gumbel distributed). The red dots are observations and the black 
dots are simulations. It should be noted that the red points are not aligned with the 
simulations because the observation records are longer than 30 years while the simulation 
are 100 30-year ensembles.   
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Figure 5.6 Autocorrelation of the observed annual daily maxima series for the six 
catchments. For the correlations cross the blue lines, the correlations are significant at 95% 
level based on the white noise assumption. 
 
Further to the classical graphical annual maxima analysis, the model-based approach for 30-year 
maxima is examined here. As the GLM approach and the UKCP09 weather generator can provide the 
same defined number and length of simulations, ensembles with the same dimensions from the two 
models can be generated and their largest order statistics of 100 30-year simulations are 
investigated here.  Figure 5.6 shows the autocorrelation of the observed annual daily maxima. There 
is no significant autocorrelation between annual maxima of the six catchments. Thus the proposed 
nonparametric resampling scheme based on the independence assumption of the maxima should be 
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practically useful for the six catchments. As empirical estimates, the 30-year maxima derived from 
the resampling and the usual event of return period 30 years estimated from the traditional 
frequency analysis are listed in Table 5.2. The values from the two 30-year maxima estimations are 
similar in Table 5.2. This probably follows from the fact that little extrapolation is required for 
estimating 30-year maxima from the data records longer than 30 years except for the Dean at 
Stanneylands (69008) which has only 22-year data. The histograms, kernel density estimates (thin 
lines) and the fitted GEV curve (thick lines) of the simulated 30-year maxima (f30:30(x)) from the two 
rainfall models are shown in Figure 5.7. Similar to the functions of histograms, the kernel density 
estimation is the empirical probability density function using nonparametric estimation (Venables 
and Ripley, 2002). The fitted GEV curves match the histograms and the kernel density estimations 
well, and this result provides support for the claim that the distributions of the simulated 30-year 
maxima have GEV distributions, which is shown by the order statistics in the above methods section.  
The estimated parameters for the simulated 30-year maxima for the GLM approach and the UKCP 
weather generator are given in Table 5.3.   
Table 5.2 The empirical 30-year maxima from the observations are (i) the medians of resampled 
maxima based on nonparametric resampling and (ii) the return period 30 years estimated from 
the fitted GEV distribution 
Catchment 
(i) Resampled (ii) Fitted GEV 
Obs Extremes 
(mm/day) 
(mm/day) 
28031 66.8 60.9 
28066 67.5 67.7 
39022 62.0 56.8 
40007 55.4 54.8 
68005 53.0 58.1 
69008 51.8 44.3 
 
 Table 5.3: Simulated 30 year maxima distributions (f30:30(x)) from the two rainfall models  
Catchment 
GLM driven by NCEP UKCP 
Location (µ) 
(mm/day) 
Scale (σ) 
(mm/day) 
Shape (¸) Location (µ) 
(mm/day) 
Scale (σ) 
(mm/day) 
Shape (¸) 
28031 69.6 9.8 0.10 55.7 9.1 0.13 
28066 58.5 8.9 0.06 57.6 10.6 0.02 
39022 69.4 12.5 0.05 54.3 9.1 0.02 
40007 78.2 13.5 0.14 61.1 10.8 -0.05 
68005 50.8 9.2 -0.02 47.0 8.2 0.04 
69008 58.7 9.2 -0.04 49.5 7.0 0.13 
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In Figure 5.8, 30-year maxima from resampling and the 30-year return event derived by GEV fit 
(Table 5.3) are plotted against the simulated 30-year maxima distributions (f30:30(x)) from the GLM 
approach and the UKCP09 weather generator.  Since Figure 5.8 shows that the 30-year maxima from 
resampling and the 30-year return event are bounded by the simulated 30-maxima distribution 
realised from the two rainfall models, both models are generally satisfactory. As a further 
performance comparison, Bayes factors are used to quantify which model is better in modelling the 
30-year maxima.  
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Figure 5.7a The simulation histograms are plotted with the fitted GEV curves. The thick blue 
line is the GEV fit of the simulations. The thin line is the kernel density estimate. 
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Figure 5.7b The simulation histograms are plotted with the fitted GEV curves. The thick blue 
line is the GEV fit of the simulations. The thin line is the kernel density estimate. 
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30-year maxima (resample) 
 
 
Figure 5.8a The histograms of simulations are plotted against the fitted GEV curves. The 
straight lines are the median of the resampled 30-year maxima so that these are ‘empirical’ 
30-year maxima estimates. The data points are the rug plot of the x-axis (a one dimension 
plot of the data).  
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30-year return event (GEV estimation)  
 
Figure 5.8b The histograms of simulations are plotted against the fitted GEV curves. The 
straight lines are the 30-year return period events (GEV estimation).  The data points are the 
rug plot of the x-axis (a one dimension plot of the data).  
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The Bayes factors for 30-year maxima are obtained by Monte Carlo simulations (MC) and the Laplace 
approximation (LA) and given in Table 5.4.  The results of Bayes factors from MC and LA agree with 
each other fairly well. 10000 simulations appear to be enough to achieve stable Monte Carlo 
integration. Based on Table 5.4, the relative performance of the extreme simulations exhibits 
variation over the catchments.  Even though the UKCP09 generator seems to provide better extreme 
simulation (~50 time better based on Bayes factor approximated by the Laplace approach) for the 
Medway at Chafford Weir (40007) which is the largest catchments among six catchments, it is still 
difficult to conclude which rainfall model is overall best. A possible inference from the results is that 
the two stochastic models provide very comparable extreme results. It is worth using these two 
models to assess possible changes in extremes in the 2080s and to examine how models having 
similar performance in current scenarios behave in projections.   
Table 5.4: Bayes factors 
The simulated 30-year maxima from the UKCP09 generator are better when Bayes factors are less 
than 1. When Bayes factors are larger than 1, the GLM approach provide better simulated 
extremes.  
(a) Bayes factors for the simulated 30-year maxima based on resampling 
Resampling 
results 
Monte Carlo 
Integration 
Laplace 
Approximation 28031 1.7 1.5 
28066 1.1 1.4 
39022 0.8 0.4 
40007 0.03 0.02 
68005 1.1 0.9 
69008 0.6 0.4 
 
(b) Bayes factors for the simulated 30-year return event extreme based on classic GEV approach  
GEV fitted 30 
year return 
Monte Carlo 
Integration 
Laplace 
Approximation 28031 0.7 0.6 
28066 1.1 1.4 
39022 0.4 0.2 
40007 0.03 0.01 
68005 1.3 1.1 
69008 0.1 0.1 
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In Figure 5.9, the fitted GEV models for the simulated 30-year maxima from the two generators for 
the control period are compared on the same graph. Over the six catchments, the 30-year maxima 
distributions from the UKCP09 have slightly narrower spread and have peaks at lower rainfall 
intensity than from the GLM approach. The difference in the spread and peak location of 
distributions (f30:30(x)) between the two models may be the result of different spatial and temporal 
scale representations. As the GLM outputs are for particular point estimations whereas the UKCP09 
outputs are grid average values, it is not surprising that the UKCP09 outputs have lower rainfall 
intensity and lesser sample variability (if the considered region is homogenous) due to spatial 
aggregation. Therefore, which models should be used seems to depend on the scales of the 
problems to be answered. Moreover, it is interesting to note that the modes of the distributions 
(f30:30(x)) for the two models are almost consistent for the Cole at Coleshill (28066) which has the 
highest urban extent index. Catchment descriptors seem to provide some insights into extremes. 
Further investigation on the regionalisation of extremes would be useful but beyond the scope of 
this thesis.   
Figure 5.10 compares the fitted GEV models for the simulated 30-year maxima for the control period 
and the 2080s from the GLM approach and the UKCP generator. For the UKCP09 generator, the 
simulated distributions of 30-year maxima in the 2080s have right-shifted and lower peaks 
compared to those in the control period, so that the extremes in the future increase (right-shifted) 
and are more uncertain as the spread of the distribution increase. Overall, the changes in the 
extreme distribution of the UKCP09 across the six catchments are rather similar and systematic.  For 
the GLM approach, the simulated extreme distributions in the control period and the 2080s change 
differently across the six catchments.  Based on the GLM results, changes in the 30 year maxima for 
the Weaver at Audlem appear to be very small (Figure 5.10). Figure 5.11 depicts the divergence 
between the extreme characteristics from the two models despite having similar satisfactory 
average characteristics. Projected changes in the 2080s from the two models may not be consistent 
regardless of their similar results in the control period. The uncertainty in climate impacts related to 
extremes due to the choice of downscaling methodology is demonstrated based on the above 
discrepancy between the extreme results from the two generators. Similarly to recommendations 
from other previous studies (e.g. Katz, 2010), further statistical studies on extreme uncertainty 
under climate change are still needed.   
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Figure 5.9 The fitted GEV model of the simulated 30-year maxima (f30:30(x)) from the GLM 
approach (blue) and the UKCP09 weather generators (red) in control period (1961-1990) 
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Figure 5.10a The fitted GEV model of the simulated 30-year maxima (f30:30(x)) from the GLM 
approach in control period (1961-1990) (blue solid lines) and the 2080s (blue dash lines). 
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Figure 5.10b The fitted GEV model of the simulated 30-year maxima (f30:30(x)) from the 
UKCP09 weather generators during the control period (1961-1990) (red solid lines) and the 
2080s (red dash lines). 
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Figure 5.11 The fitted GEV model of the simulated 30-year maxima (f30:30(x)) from the GLM 
approach (blue) and the UKCP09 weather generators (red) in the 2080s under the A1B 
scenarios. 
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Similarly to Figure 5.4b for the GEV distribution, Figure 5.12 shows the observed values against 
the simulated boxplots of the annual maxima. Compared to the classical return period plot 
(Figure 5.5), order statistics are used in producing Figure 5.12 instead of using plotting position 
formulae to approximate non-exceedance probabilities. The red dots in Figure 5.12 are the 
modes of Tth largest year maxima distributions, and the grey line is a 1:1 line representing that 
the simulations are the value as the observations. Ideally, the medians of the box plots and the 
modes should be close to the grey line. In Figure 5.12, the result for the Cole at Coleshill (28066) 
in which two generators perform relatively well, and the result for the Medway at Weir (40007) 
shows that the GLM simulated maxima overestimate the observed extremes at that location.   
Referring back to Figure 5.8, only 30-year maxima distributions are assessed by Bayes factor. 
Figure 5.12 suggests it would be interesting to assess different Tth largest year maxima 
distributions individually using Bayes factor. However, the conditional density function of the 
marginal density m(y) in Equation 5.6 for different largest year maxima distributions would need 
to be defined. Based on Figure 5.2, it appears that the normal distribution should be used for the 
conditional density function f(y|θ) of the marginal density for small T in the Tth largest year 
maxima and the GEV distribution should be used when T is bigger for the Tth largest year maxima 
in a finite record or simulation.  
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Figure 5.12a The QQ plot of 30-year simulation ensembles from two rainfall models against 
observations. The red points are the modes of simulated distribution. The grey lines are 1:1 
lines. 
 
Figure 5.12b The QQ plot of 30-year simulation ensembles from two rainfall models against 
observations. The red points are the modes of simulated distribution. The grey lines are 1:1 
lines. 
 
Apart from the pursuit of the Bayes factor approach, a statistic of series may help to summarise the 
overall performance of the simulation. A new statistic S (Equation 5.7) is proposed here to measure 
the quality of the simulation compared to the observations, and the results are summarised in Table 
5.5.       
   ° = ¿ ×MM	 (ØMH ÙH%fH(ÙM	~Ú Û ×R4      (5.7) 
where   Medt is the median of the simulated T
th largest year maxima distribution   
T is 30 years  
 IQR is the interquartile range of the simulated Tth largest year maxima distribution  
There are many statistics to assess mean or median but the statistics for assessing extreme 
distributions are apparently not common. The proposed statistic in Equation 5.7 gives a quantitative 
summary of the performance of the models, on the basis of the extremes. The model is expected to 
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perform better if the statistic is smaller.  Admittedly, the statistic in Equation 5.7 can only be 
regarded as an operational comparison (Hosking and Wallis, 1997) between different analyses rather 
than as a strict formal statistical comparison. Models having lower S give a better fit to the observed 
extremes.  It is interesting to note that the S value for the Medway at Chafford Weir (40007) of the 
UKCP09 is much smaller than that of the GLM. This result is consistent with the Bayes factor result in 
Table 5.4 which may show that the UKCP09 performs better in this catchment. Although the GEV 
model gives lower S than the UKCP09 and the GLM model, the GEV model approach gives no other 
rainfall characteristics apart from the extremes. Further work on the quantile relationships between 
observations and simulations (Figure 5.12) instead of traditional return period plots (Figure 5.5) is 
required.  
Table 5.5 The Statistic S (Equation 5.7) of 100 30-year simulation ensembles for the GEV 
distribution and two stochastic rainfall models  
 
 
 
 
5.5 Conclusions  
The rainfall simulations from the UKCP09 weather generator and the GLM approach have been 
examined. They both have adequate average rainfall statistics. Using traditional return period plots 
(Figure 5.5), both generators appear to provide adequate extreme rainfall simulations. As the 
number and length of simulations can be controlled in a particular model specification, a model-
based framework for analysing simulated largest annual maxima for a fixed length of data is 
proposed.    
When a data series is longer than 30 years, it is possible to take the 30th largest observed event to be 
30 year maximum. However, for the observation records less than 30 years, 30-year maxima must 
be estimated from the observations, and two approaches based on (1) resampling and (2) the GEV 
approximation are proposed.  It should be noted that the resampling approach here does not 
provide maxima larger than the largest observations. Although the resampling schemes can still be 
implemented at the Dean at Stanneylands (69008), which has only a 22-year rainfall record, more 
work to different resampling schemes for short records is needed.  
 GEV GLM UKCP09 
28031 9.6 37.4 33.3 
28066 8.8 20.4 22.7 
39022 7.1 26.6 19.2 
40007 10.1 22.9 12.1 
68005 12.0 14.0 16.8 
69008 11.7 23.3 14.2 
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The main advantage of the proposed model-based framework is that the rainfall extremes can be 
analysed by the distribution (fr:n(x)) instead of a single value for a specific return event.  As shown in 
Section 5.3.2.3.1 and Figure 5.2, the theoretical distribution of the largest in the simulated maxima 
series (Xn:n) (fn:n(x)) also converges asymptotically to a type of GEV distribution that is the same as 
that of the maxima series (X) (f(x)). As is expected in Section 5.3.2.3.1, the simulated 30 year maxima 
from both stochastic rainfall models in Figure 5.7are GEV distributed. Using the GEV distribution and 
the multivariate normal distribution as prior distribution on the parameters, Bayes factors are used 
as the quantitative measurements for comparing the 30-year maxima distribution (f30:30(x)) of the 
two rainfall models. It is interesting to note that Figure 5.9 shows that the two generators provided 
different distributions. Bayes factors do not show whether the simulated extremes from the two 
generators are overall better based on the comparison with the observations although the UKCP09 
simulation may provide better simulation for the Medway at Chafford Weir (40007). The relative 
performance of two generators simply varies between the catchments. However, turning to future 
projections, the extremes from the two approaches are not mutually consistent. Although it cannot 
be concluded that the repeated pattern for the changes in extreme distribution for the six 
catchments from the UKCP09 generator are numerical artefacts (Figure 5.10), the results from the 
UKCP09 appears to be the same for six catchments. More comparisons of different rainfall models 
are required to benchmark the discrepancy in the simulated extremes from the UKCP09 generators 
and the GLM approach. Moreover, the rainfall models could be further linked to physically based 
processes (e.g. cloud formation process based on thermodynamics) to understand the inconsistent 
relationships between the models.  
Apart from the 30-year maxima distribution (f30:30(x)), the investigated framework can also be 
extended to other order statistics (Xr) (fr:30(x)). In Figure 5.12, the quantiles of observed maxima can 
have been compared to simulated extremes without estimating nonexceedance probability using a 
plotting position formula. Moreover, the S statistic (Equation 5.7) is proposed to be an overall 
performance measure calculated from the sum of the absolute difference between the simulated 
medians and the ordered observed maxima which are standardised by the interquartile range. 
Although the proposed new model framework for extremes is fairly similar to the traditional return 
period approach, the new approach provides a distribution for a particular order maximum (fr:n(x)) 
based on the ensemble results, whereas the classical approach only gives single values for a 
particular return event.  
Despite all the new attempts here, it is admitted that studying rainfall extremes at different 
temporal and spatial scales is still challenging.  Even though correction factors (e.g. the areal 
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reduction factor in the Flood Estimation Handbook (FEH) (Robson and Reed, 1999)) are used in many 
studies (e.g. Fowler et al. 2005 and Burton et al., 2010) to remedy the spatial scale problems in 
extremes, an extension of the  current study is required to analyse regional extremes.  
Although the current model can be easily extended for 100 year maxima, its reliability for this task 
needs to be further studied, especially when 100 year maxima are not observed but approximated 
by resampling or the GEV approximation. As a common statistical problem, the stimulated extremes 
and confidence bounds of the current model may be physically impossible. Investigating longer 
records having more observed extremes can increase confidence in modelling the 100 year maxima. 
Moreover, only block annual daily maxima have been studied here. Although the proposed 
framework is possibly suitable for seasonal and sub-daily extremes and may be extended to the peak 
over threshold approach (POT) or pooling methods detailed in the Flood Estimation Handbook (FEH) 
(Robson and Reed, 1999), further investigation is needed.   
Nevertheless, both generators can generate fair rainfall extremes from simulation without using 
separate models for extremes adopted in some other studies (e.g. Maraun et al., 2009). The classical 
stationary approach in frequency analysis (e.g. Flood Estimation Handbook (Robson and Reed, 
1999)) may need to be updated by incorporating the latest available information about climate 
variability and new extreme rainfall analysis (e.g. Bayesian statistics (Coles and Tawn, 1996)). 
Moreover, climate change projections are likely to be updated as understanding of the climate 
system is continually improving (Jenkins et al., 2009a). Some flexible frameworks for regional sub-
daily extreme analysis along with suitable weather generators or downscaling methods like the GLM 
approach which can promptly incorporate new climate projections are in need of further 
development. 
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Chapter 6 
Evaporation  
 
Mysteries, to most scientists,  
are meta-stable states of non-understanding,  
often like darkness before dawn. Like the morning dew,  
they evaporate away by the light of new knowledge,  
causing an euphoric eureka. 
- Varadaraja V. Raman, Truth and Tension in Science and Religion 
6.1 Introduction  
In the previous four chapters, possible changes in various rainfall characteristics, including average 
statistics, persistence and extreme values, were studied under future climate scenarios. Turning to 
another important hydrological process, evaporation is studied here, considering potential and 
actual evaporation. Although Global Circulation Models (GCMs) simulate atmospheric and oceanic 
physical processes directly and provide future climate projections at a global scale, most impact 
assessment models require downscaled evaporation estimates, and these are commonly based on 
potential and actual evaporation calculations.  
In this chapter, a study of potential evaporation estimation methods using climate model data is 
presented, preceded by a concise review concerning evaporation. As multivariate analysis of GCM 
outputs has not been widely undertaken, the multivariate relationships between temperature, 
humidity, wind speed and radiation are investigated for 25 climate stations in the UK using Hadley 
Centre GCM outputs and observed data from the British Atmospheric Data Centre (BADC). Based on 
a principal component analysis (PCA), results indicate that there are significant differences between 
the correlation structures of GCM (grid-scale) and ground observation (point scale) data. Using a 
sensitivity analysis (SA), the potential influence of these discrepancies on Penman-Monteith 
estimates of potential evaporation is demonstrated.  
Although employing the GCM data directly in the Penman-Monteith combination equation appears 
to be practical for estimating current potential evaporation, this approach does not project realistic 
potential evaporation in the 2080s. Considering the limitations of the GCM output, a local calibration 
approach is taken to the derivation of an alternative empirical model for estimating potential 
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evaporation based on GCM outputs using the Generalised Linear Model (GLM) framework (see 
Chapter 3); and this appears to be robust for impacts assessment. 
From the projections for the 2080s, the envisaged change in both potential and actual evaporation 
will be spatially variable across the UK. It is expected that the southern part of the UK will be more 
sensitive to the change in evaporation than the north. Moreover, in the 2080s, the range (variance) 
of the monthly potential evaporation appears to change more than the mean.       
6.2 Literature review on evaporation  
Under intensified water and energy cycles (Huntington, 2006), the dynamics of evaporation are 
perceived to be different from the present (Solomon et al., 2007; Bates et al., 2008). Land surface 
evaporation has been shown to have a significant effect on global circulation (e.g. van der Hurk 
2003) and local climate (Betts et al 2000). The performance of most water balance models (e.g. 
Arnell and Reynard, 1996) depends on the robustness of evaporation estimates. For hydrological 
impact assessment, most rainfall-runoff models require evaporation data along with precipitation 
for computing runoff (e.g. Shaw 1994; Oudin et al. 2005), and it has been noted that high 
uncertainty of evaporation estimation undermines the reliability of streamflow predictions (e.g. 
Chun et al. 2009). In agriculture, evaporation is important in the estimation of crop water use and 
irrigation requirements (e.g. Brouwer and Heibloem 1986). Moreover, evaporation has also been 
shown to be related to ecosystem function and biodiversity (e.g. Manning et al. 2006), as well as 
drought (e.g. Alley 1984) and deforestation (Malhi et al. 2008). 
Since evaporation depends on complex atmosphere-land surface interactions, the concept of 
potential evaporation (PE), determined solely by climate data, is commonly used as a basis for 
evaporation calculation (Ward and Robinson 2000). Conceptually, PE is the upper limit to 
evaporation loss (Rotstayn 2005), and is widely used, for example as input to hydrological models 
and to approximate crop water demand (e.g. Brouwer and Heibloem 1986). A wide range of 
potential evaporation estimation methods is available in the literature, ranging from empirical 
approaches based on statistical relationships (e.g. Blaney and Criddle, 1950) to physics-based 
combination methods that aim to represent explicitly the controlling variables (e.g. Penman, 1950). 
In the mid 1970s, the United Nations Food and Agriculture Organisation (FAO) developed a range of 
standard approaches for calculating crop reference evaporation of varying complexity (Doorenbos 
and Pruitt 1977). After two decades of subsequent analysis and development, the FAO 
recommended the Penman Monteith combination approach to be the preferred reference 
evaporation estimation method (Allen et al. 1998). However, this requires weather inputs not 
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supported by the available data from many meteorological stations around the world (Valiantzas 
2006).  
In the selection of methods for assessment of the impacts of climate change, issues arise concerning 
the limitations of input data and the availability of regional surrogate estimates. The robustness of 
some current potential evaporation estimation methods for climate change studies is challenged by 
the observational record and the realism of the predictions. Two main sources of uncertainty in 
potential evaporation estimation are (i) an imperfect model structure and (ii) inadequate climate 
data input. Regarding model uncertainty, the Penman-Monteith equation (Allen et al., 1998)  is 
considered to be the most reliable method among potential evaporation formulations if appropriate 
meteorological data are available (e.g. Kingston et al., 2009). As the applicability and reliability of 
employing GCM outputs is in doubt (Wheater 2002), several studies (e.g. McKenney and Rosenberg, 
1993; Ekstrom et al., 2007; Kay and Davies, 2008; Kingston et al., 2009) have attempted to 
investigate uncertainty associated with the Penman-Monteith equation and other classic potential 
evaporation methods under climate change scenarios using Global or Regional Climate Model 
(GCM/RCM) outputs. On the whole, their results show that potential evaporation estimations are 
sensitive to the choice of GCMs and evaporation estimation methods. Although using consistent 
estimation methods and climate model data (Kay and Davies, 2008) may circumvent some of the 
bias problems, physically-unrealistic potential evaporation projections have still occurred using the 
Penman-Monteith equation under future climate scenarios (e.g. Ekstrom et al., 2007).  
In attempts to use GCM data, different approaches have been developed to estimate and project 
potential evaporation; and they can be broadly classified into two categories: climate variable 
downscaling and local empirical relationship calibration.  In climate variable downscaling, time series 
from GCMs are downscaled to provide the inputs for evaporation formulations. For example, Kay et 
al. (2006b) produced potential evaporation input for a hydrological model using the data generated 
from dynamical downscaling. By adapting and combining various statistical downscaling algorithms 
using GCM data (e.g. Wilks 1992; Elshamy et al. 2006), the weather generator described in Kilsby et 
al. (2007) can provide future potential evaporation time series using synthetic climate series and the 
Penman Monteith equation. Although different downscaled climate series have been used in various 
evaporation formulations, the performance assessment for evaporation models using disaggregated 
or surrogate climate data as input is limited. As the quality of evaporation estimation using 
downscaled climate variables is uncertain and difficult to validate, local empirical calibration using 
GCM data is an increasingly accepted alternative approach for projecting future evaporation (e.g. 
Ekstrom et al., 2007 and Fowler and Kilbsy, 2007).  
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Before GCM data were available to be a surrogate for observations, local calibration has been 
recommended and used to improve empirical evaporation parameter estimation (Smith et al. 1990). 
Many recent studies (e.g. Yang et al. 2005b; Ekstrom et al. 2007; Fowler and Kilbsy, 2007) have 
attempted to use the data from historical records and global climate models to calibrate potential 
evaporation formulations. For example, Ekstrom et al. (2007) and Fowler and Kilbsy (2007) 
calibrated the Blaney-Criddle temperature-based equation and projected future potential 
evaporation using observed and bias-corrected RCM data. Although temperature methods provide a 
practical alternative approach to extrapolating future evaporation, the assumption that existing 
empirical relationships will remain valid is questionable. Given that many studies (e.g. 
Chattopadhyay and Hulme 1997; Roderick and Farquhar, 2002; Thomas, 2000) suggested that the 
observed trends and changes in evaporation depend not only on temperature but also on other 
climate variables (e.g. radiation and relative humidity), the adequacy of selected climate variables as 
predictors in the empirical evaporation model structures needs further examination. Therefore, in 
the next section, the data and methods for studying multivariate relationships between 
temperature, humidity, wind speed and radiation are provided and an investigation of multivariate 
relationships for both observations and climate model outputs is undertaken. 
6.3 Data and methods  
6.3.1 BADC data 
Historical meteorological data were extracted from the MIDAS Land Surface station database of the 
British Atmospheric Data Centre (BADC). 25 stations were selected based on location and the 
availability of meteorological data for potential evaporation estimation (Figure 6.1 and Table 6.1).   
All are World Meteorological Organization (WMO) climate stations and have daily data of radiation 
(total received irradiance on a horizontal surface (UK Met Office, 2006)) and hourly data of 
temperature, relative humidity and wind speed from which daily maxima and minima are extracted.  
For the analysis here, only daily and monthly data are used. The hourly data are upscaled to daily 
and monthly time-scales by simple averaging. Although daily maxima and minima are extracted 
based on hourly data, they are not examined here due to uncertain on the upscaling approach by 
averaging.     
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Figure 6.1 Locations of 25 stations 
 
Table 6.1 Details of stations (src_id: unique source identifier) 
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Station src_id Name Area Latitude Longitude 
Record 
length (Year) 
S1 811 HERSTMONCEUX: WEST END EAST SUSSEX 50.89 0.32 15 
S2 862 ODIHAM HAMPSHIRE 51.24 -0.94 18 
S3 775 MANSTON KENT 51.35 1.34 18 
S4 19206 ST ATHAN SOUTH GLAMORGAN 51.41 -3.44 10 
S5 708 HEATHROW GREATER LONDON 51.48 -0.45 3 
S6 676 FILTON AVON 51.52 -2.58 6 
S7 440 WATTISHAM SUFFOLK 52.12 0.96 18 
S8 1198 ABERPORTH DYFED 52.14 -4.57 18 
S9 19187 COLESHILL WARWICKSHIRE 52.48 -1.69 10 
S10 583 WITTERING CAMBRIDGESHIRE 52.61 -0.46 18 
S11 643 SHAWBURY SHROPSHIRE 52.79 -2.66 18 
S12 556 NOTTINGHAM: WATNALL NOTTINGHAMSHIRE 53.01 -1.25 18 
S13 1145 VALLEY GWYNEDD 53.25 -4.54 18 
S14 533 CHURCH FENTON NORTH YORKSHIRE 53.84 -1.20 8 
S15 17314 LEEMING NORTH YORKSHIRE 54.30 -1.53 18 
S16 315 BOULMER NORTHUMBERLAND 55.42 -1.60 18 
S17 1007 PRESTWICK: GANNET AYRSHIRE 55.52 -4.59 11 
S18 24125 GLASGOW: BISHOPTON STRATHCLYDE 55.91 -4.53 8 
S19 19260 EDINBURGH: GOGARBANK LOTHIAN 55.93 -3.34 9 
S20 18974 TIREE 
ARGYLL (IN STRATHCLYDE 
REGION) 
56.50 -6.89 18 
S21 113 AVIEMORE INVERNESS-SHIRE 57.21 -3.83 18 
S22 19172 SKYE: LUSA WESTERN ISLES 57.26 -5.81 10 
S23 54 STORNOWAY AIRPORT WESTERN ISLES 58.21 -6.33 18 
S24 23 KIRKWALL ORKNEY 58.95 -2.90 18 
S25 9 LERWICK SHETLAND 60.14 -1.18 18 
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6.3.2 HadCM3 data 
Simulated monthly averaged meteorological data between 1950 and 2099 were taken from a Hadley 
Centre General Circulation Model: HadCM3 (Johns et al. 2003 and 2004) using the SRES_A2 scenario 
(Nakicenovic et al. 2000) (Chapter 2). The global mean temperature in 2100 is expected to be 3.9 
degrees higher than the levels between 1980 and 2000 in this scenario (Solomon et al. 2007), for 
which the underlying storyline is explained in Nakicenovic et al. (2000). The climate series for the 25 
stations were interpolated by the inverse distance method (c.f. Shepard 1968) from the values of the 
four nearest HadCM3 grid points.   
Although many hydrological studies (e.g. McIntyre et al. 2005; McVicar et al. 2007) have shown that 
topographic influence and catchment characteristics are related to regional climate properties, the 
adopted interpolation method here excludes these considerations to maintain the simplicity of the 
algorithm.        
6.3.3 Principal components analysis (PCA) 
By rotating their original system, principal components provide a new coordinate system which is 
orientated to the direction of the maximum data variance. As climate variables are not independent 
and have correlation structure among them, muliticollinearity leads to instability in the solution 
space. For example, in a linear system,  
Y=Xβ 
where X= [X1,X2,…, Xm] is usually referred to as design matrix and Xi
 is the ith independent variable 
vector. β is a coefficient vector. If X1,X2,…, Xm are strictly (algebraically) linearly dependent, the 
determinant of X is zero and no unique β can be found from the system. It can also be the case that 
the variables are show significant statistical dependence. In this case, the regression parameters can 
be estimated least squares or maximum likelihood, but the estimated parameter sets would be 
sensitive to change in the data. Therefore, muliticolinearity can lead to incoherent results in 
parameter estimation or cause equifinality (i.e. the parameters for the system cannot be identified 
based on the data). Moreover, inclusion of highly correlated variables violates the principle of 
parsimony and leads to overemphasis or double counting of a particular component of the data in a 
multivariate analysis.  
Principal components are used here to interpret the correlation structure of climate data.  The 
orthogonal components are easier to interpret compared to the raw correlated climate data. 
188 
 
6.3.3.1 Theory of Principal Components Analysis   
Consider the variables X1,X2,…, Xm from a system in m-dimensional space and let n be the number of 
measurements. Then, each variable (Xi) is an nx1 vector (X). As the variables can have different units 
and orders of magnitude, the data are generally standardised so that each variable has mean equal 
to zero and standard deviation equal to one.       
The standardised variable (Ü) is 
Ü = S − ',  
The standardised expression in matrix form (Ý) is  
     Ý = iÞÇÖl(4 ß − ¼     (6.1) 
 where is (ÞÇÖ) a mxm diagonal standard deviation matrix  
Þ4- = à,44 00 ,-- ⋯ 00⋮ ⋱ ⋮0 0 ⋯ ,ffã 
The covariance matrix (¿) of X is 
¿ = äåå
æ ,44- ,4--,4-- ,--- ⋯ ,4f-,-f-⋮ ⋱ ⋮,4f- ,-f- ⋯ ,ff- çè
èé 
 
where ,ê-  refers to the covariance between Xi and Xj, and if i=j, ,ê-  refers to the variance.  
,ê- = ¿ ) − ')ê − 'ê@)4 G  
The correlation coefficient (Pearson product-moment correlation coefficient) is a dimensionless 
measure  
Cê = Cê = ,ê-,,êê 
In a geometric interpretation,  
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Cê = ¿ ) − ')ê − 'ê@)4>¿ ) − '-@)4 ¿ )ê − 'ê-@)4 =
ëì − ¼ì. ëí − ¼íîëì − ¼ìîïëí − ¼íï = cos U 
Thus the correlation coefficient can be considered as the cosine of the angle (U) between two 
vectors of samples centred with their means. Therefore, if θ is 90 degree, the correlation is zero and 
the two vectors of samples are linear independent in the considered vector space.   
The correlation matrix (ρ) is  
ò =
äå
ååå
åå
æ ,44-,44,44 ,4--,44,--,-4-,44,-- ,---,--,--
⋯ ,4f
-,44,ff,-f-,--,ff⋮ ⋱ ⋮,f4-,44,ff ,f--,--,ff ⋯ ,ff-,ff,ffçè
èèè
èè
é
 
ò = à 1 C4-C-4 1 ⋯ C4fC-f⋮ ⋱ ⋮Cf4 Cf- ⋯ 1 ã 
The correlation matrix (p) is symmetric as Cê = Cê 
The expectation of Z in Equation 6.1 is  
Ý = mÞ4-n(4 ß − ¼ 
                                                                  Ý = 0                             as                      ß = ¼ 
 The covariance of Z is   
ABaÝ = mÞ4-n(4¿mÞ4-n(4 = ò 
In linear algebra, a symmetric matrix (e.g. Z) has real eigenvalues and the eigenvectors can be 
chosen to form a transformation matrix (Strang, 1988).  
The scale values (λ1 ,λ2…, λm) are the eigenvalues of Z if they satisfy  
ÏÝ − λ?Ï = 0 
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The eigenvectors (ei) of Z are expressed as 
Ýóì = λóì 
The directions of eigenvectors of the matrix Z provide directions of principal orthogonal bases of the 
matrix Z. The linear combinations of the variables Zi (as Z=[Z1, Z2,… Zm]) are called components. 
Therefore, the ith principal component (Yi) of Z is given by   
Q = ó′Ý 
The variance of Yi is   
^ECQ = ó′ìòóì 
The first important property of principal components as a result is that the sum of the m eigenvalues 
equals the sum of the m diagonal entries (Strang, 1988) is 
^ECQf4 =^ECÜ
f
4 = λ
f
4 =  
Therefore, the explained variance (or the proportion of total variability) of the ith principal 
component of Z is the ratio of the ith eigenvalue to the number of variables (i.e. λ/). 
The second property of principal components is that the respective loadings (or partial correlation 
coefficient wij) on each variable within the principal components is a function of an eigenvector and 
an eigenvalue. 
 i.e. 
ê = ABCCQ, Üê = =êvλ 
In hydrology, Wallis (1965) provided an early review of the theory and applications of PCA. In last 
few decades, PCA has been widely used to investigate the relationship between climate variables 
and different hydrological processes. For example, Widmann and Schar (1997) studied the 
relationship between precipitation trend and frequency characteristics of weather classes in 
Switzerland and Wolting et al. (2000) attempted to associate the distribution of extreme 
precipitation with topography. Moreover, PCA has been used to downscale (e.g. Benestad et al. 
2002) and evaluate performance (e.g. Hanssen-Bauer and Forland 2001; Lucio et al. 2007) of GCM 
data.  
191 
 
Most previous climate studies related to climate variables (e.g. Lettenmaier et al. 1994; Milly & 
Dunne 2001) focused on the first order characteristics (e.g. the mean) of the individual 
meteorological or hydrological series.  The correlation between climate variables, however, has not 
been widely studied. In addition to the mean, correlations or covariances are considered to be 
important in parameter uncertainty analysis (Wheater et al. 2005) and estimation (e.g. Bree 1978). 
Therefore, using PCA to identify independent axes of a data covariance matrix under the Gaussian 
assumption, the correlation characteristics of the observed data from the BADC and the interpolated 
GCM time series are studied here. 
6.3.4 Sensitivity analysis  
A sensitivity analysis is the study of the variation in the response that can be attributed to different 
sources including inputs, parameters and model structures. Rabitz (1983) summarised sensitivity 
analysis into two main families: local methods and global methods.  In local methods, sensitivity 
measures are defined as parametric gradients at particular pointwise estimation locations in the 
parametric domain, so that      
° = ÄQÄS  
where Y is output, Xi is input and Si is sensitivity Index. 
For global methods, the sensitivity measures are based on the parametric importance over the 
parameter space, and they are commonly quantified by variance-based methods (Saltelli et al., 
2008).   
In a sample, provided that the variance of Y is finite, the law of total variance or variance 
decomposition formula is expressed as  
 ^ECQ = ^ECQÏS + ^ECQÏS 
where Var(.) is variance and E(.) is expectation. In sensitivity analysis, Var(E(Y|Xi)) is usually called the 
main effect of Xi and E(Var(Y|Xi)) is considered to be the residual (Saltelli et al., 2004). With respect 
to the variance, a sensitivity Index (SI) (Saltelli et al., 2004) can be defined based on the variance of 
change in output due to input perturbation; it is given as:  
     °? = ôHõØÏökôHØ    (6.2) 
192 
 
The above sensitivity index is used here to assess the variance of change in potential evaporation 
due to climate input perturbation with respect to the variance of potential evaporation. Instead of 
solving analytically, the sensitivity indices (SI) are estimated from Monte Carlo simulations (Saltelli et 
al., 2004). 
Under climate change scenarios, many sensitivity studies (e.g. McKenney and Rosenberg, 1993; 
Ekstrom et al., 2007; Kay and Davies, 2008; Kingston et al., 2009) have been performed to assess the 
uncertainty of potential evaporation using various evaporation methods. Generally, the conclusions 
are that similar inputs can give different potential evaporation estimates because of the sensitivity 
of the model structural forms to the climate variables. As the potential evaporation is usually 
defined as a complex nonlinear function of several variables, the correlation structure needs to be 
preserved if the marginal potential evaporation properties need to be preserved. However, the 
relationship between climate variables has not been widely examined. Therefore, the potential 
influence of the correlation discrepancy between the climate observations and the GCM output on 
the Penman Monteith estimates is assessed here by a sensitivity analysis.   
The Penman-Monteith equation (Allen et al., 1998) is used here because it is recommended by the 
Food and Agricultural Organisations (FAO) of the United Nations and is deemed by many studies to 
be a suitable reference for comparison of different potential evaporation models (e.g. Lu et al. 
2005). The Penman–Monteith equation (Allen et al., 1998) for a grass reference crop (where the 
albedo is 0.23) is expressed as:  
 = 0.408∆@ −  + $ 900ùH + 273û-= − =H∆ + $1 + 0.34û-  
where PE = Potential evaporation (mm day-1) 
  Rn = net radiation at the crop surface (MJ m
-2 day-1) 
 G = soil heat flux density (MJ m-2 day-1) 
 Ta = air temperature (
oC) 
 u2 = wind speed at 2 m height (m s
-1) 
 es = saturation vapour pressure (kPa) 
 ea = actual vapour pressure (kPa) 
 es-ea = saturation vapour pressure deficit (kPa) 
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 ∆ = slope of the saturated vapour pressure-temperature curve (kPa  oC-1) 
 γ = psychrometric constant (kPa oC-1) 
All the quantities such as psychrometric constants and vapour pressures are estimated, and details 
of the estimation procedures and specific constants for estimation are in the FAO irrigation and 
drainage paper No. 56 (Allen et al., 1998). 
Authors such as Smith et al. (1990) and Gavilan et al. (2006) have recommended that empirical 
methods (e.g. the Blaney-Criddle method) can be calibrated or validated using the Penman-Monteith 
equation, and many studies (e.g. Itenfisu et al. 2003; Irmak et al. 2003) have used one potential 
evaporation formulation to calibrate or validate other estimation methods (e.g. temperature, 
radiation or other empirical approaches). This approach is followed here. Daily Penman-Monteith 
potential evaporation was calculated using the BADC data, and the monthly potential evaporation 
(PE_Mon) was taken as the monthly average of these daily values. The calculated potential 
evaporation (PE_Mon) was used as the reference for comparing and evaluating potential 
evaporation estimated from other formulations.   
6.3.5 Stepwise regression for the Generalised Linear Model (GLM) 
identification 
From stepwise regression, a new potential evaporation model is proposed here for projecting future 
potential evaporation using global climate variables. Although Ekstrom et al. (2007) proposed that a 
simple-regression-based approach could project potential evaporation more plausibly than the 
Penman Monteith equation, their approach excludes consideration of relative humidity, radiation 
and wind speed, which, as discussed above, play an important role in the observed change in 
evaporation (e.g. Peterson et al. 1995; Chattopadhyay and Hulme 1997; Roderick and Farquhar, 
2004). Many studies (e.g. Chandler 2005) have demonstrated that the GLM approach (e.g. 
McCullagh and Nelder, 1989; Chandler and Wheater, 2002) can be used to interpret climate 
variability and generate downscaled meteorological series. For example, Yang et al. (2005b) employ 
a general linear model, which is a special case of the GLM approach, to downscale potential 
evaporation.  Also, numerous studies (e.g. Christensen et al., 2008) use regression related methods 
to correct and reduce bias in global climate models (Maraun et al., 2010). Therefore, the Generalised 
Linear Model (GLM) approach discussed in Chapter 3 is used here to extend the regression approach 
(Ekstrom et al. 2007) for the estimation of future potential evaporation.  
For model selection, stepwise regression is used to identify the GLM structure for estimating 
potential evaporation over the 25 UK meteorological stations. Stepwise regression uses an 
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automatic routine to choose predictive variables for regression models and has been applied in 
many studies concerning potential evaporation. For instance, Al-Taher (1992) estimated potential 
evaporation in the Al-Hassa Oasis, Saudi Arabia. Berger and Entekhabi (2001) investigated which 
topographic, soil and climate variables contribute significantly to the prediction of evaporation 
efficiency. Zhang et al. (2004) explored the relationship between evaporation and different variables 
of the water balance for 207 Australian catchments.  
Stepwise regression has also been used in trend and climate change studies related to potential 
evaporation. Chattopadhyay and Hulme (1997) attempted to identify the dominant variables 
associated with the change in potential evaporation in India. Similarly, Thomas (2000) performed a 
study to identify the meteorological variables that contribute the changes in spatial and temporal 
characteristics of potential evaporation over China.   
In this study, stepwise regression is used to identify a Generalised Linear Model (GLM) structure for 
estimating potential evaporation. The adopted algorithm for adding and removing terms in a 
multilinear model is based on the p-value of an F-statistic. The minimum p-value for a variable to be 
removed is set to be 0.1, and maximum p-value for a variable to be added is 0.05. When the 
maximum p-value affects the final number of predictors in the regression, the minimum p-value is 
used to decide which predictors should be removed because of the dependence between predictors. 
The algorithm terminates when all variables in the model have p-value lower than the minimum. 
Unlike previous climate change studies for potential evaporation (e.g. Chattopadhyay and Hulme 
1997; Thomas 2000), the possible predicative variables used here include not only the first order 
terms of temperature (T), radiation (R), wind speed (U) and relative humidity (H) but also their 
second and third order products (e.g. TR and HTU), square (e.g. T2) and cubic terms (e.g. T3). 
Although there are skeptics who may question the legitimacy of including product terms, it is 
generally accepted that product terms can be used to test and estimate interaction effects in 
multiple regression (e.g. Allison 1977). Concerning evaporation model formulation, Frevert et al. 
(1983) simplified the FAO approaches (e.g. the Penman equation) by regression relationships 
including higher order interactions (i.e. cross products and powers of the original independent 
variables). 
Admittedly, the final models from stepwise regression depend on the initial terms and the order in 
which terms are excluded and included in the models.  Although different initial models were used, 
an initial model containing product terms of relative humidity (H), temperature (T) and wind speed 
(U) is the focus here (i.e. HTU). It is acknowledged that the identified model may only be a locally 
optimal model based on initial conditions and used p-value criteria. Also, it is noted that colinearity 
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of possible predictive terms may cause problems in stepwise regression distinguishing the ‘best’ 
model (Hauser 1974). However, instead of overemphasising drawbacks of the approach, including 
the difficulty of the selection of the probability levels, “null” sampling and test distribution, Draper 
and Smith (1998) suggested that stepwise regression should be regarded as a procedure that will 
yield a useful set of predictors. Therefore, the final model identified by stepwise regression may not 
have the ‘best’ predictors for interpretation, but stepwise regression can still be applied despite 
collinearity as if only selects one of a number of strongly correlated variables. 
6.3.6 Cross-validation     
The behaviour of the GLM structure identified from the stepwise regression was examined by cross-
validation. Efron and Gong (1983) reviewed and summarised the general algorithms and applications 
of cross-validation. At first, the adopted cross-validations estimate the parameters of the GLM 
structure from a single subset (called the inducer) of a particular length of observations, and the 
data for another subset were used to confirm or validate the performance of the model. Then, the 
procedure was repeated for another subset until every observation had been used at least once. 
From the cross-validation, the distributions of the parameters of the GLM structure and the Pearson 
correlation for each inducer can be deduced to evaluate the performance of the selected GLM 
structure. Two different lengths of inducers (12-month and 36-month) were used in cross-validation 
to investigate the stability of parameter estimation.  
6.4 Results 
6.4.1 Principal Components Analysis (PCA) 
Before looking at the results, the concern about performing principal components analysis (PCA) 
without removing trends and seasonality is raised here. As there is no attempt to fit the data to 
some trend or seasonal model to remove trend or seasonality, the PCA results based on stationary 
empirical covariance matrix may be questionable. Although the correlation between variables for 5 
slices of 30 year GCM simulations is found to be quite similar, the stationarity of the observed 
correlation structure is difficult to assess. With these possible limitations, the PCA results and their 
implications should be interpreted with caution, and further study for interpreting climate variability 
proposed in Chandler (2005) is noted as worth for undertaking to compare with the result present 
below.    
The features of the daily climate data of radiation, temperature, relative humidity and wind speed 
are extracted by an orthogonal linear transformation in the principal components analysis (PCA). The 
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PCA results show that the correlation structures of the four climate variables are similar over the 25 
UK stations.  Table 6.2 is an example component matrix expressing the respective loadings of each 
climate variable within the independent principal axes obtained from the eigenvectors for Heathrow 
(708). The signs indicate the relationships between climate variables. If the variables have the same 
sign in one of the components, the variables increase and decrease together. When the variables 
have opposite signs, one variable increases as other decreases. The magnitude of loadings shows the 
strength of the linear relationships between the variables and the principal components. Regarding 
the relative signs between variables and magnitude, Table 6.2 shows that the HadCM3 data for 
Heathrow are generally fair to represent the observations insofar as the principal component results 
are concerned, especially for the first component. The first components for both observations and 
the HadCM3 data show that temperature and radiation are strongly related but have opposite signs 
to the relative humidity and wind. The deduced first and second empirical components appear to be 
the latent variables which are the result of maximizing the difference between radiation and wind in 
the potential evaporation. 
 
Table 6.2 Component matrix for Heathrow 708 observations 
 
Component 
  
 
1 2 3 4 
Temp -0.89 0.11 -0.43 -0.12 
Rel Hum 0.90 -0.12 -0.40 0.14 
Wind  0.44 0.90 -0.01 -0.02 
Rad -0.95 0.20 0.02 0.24 
 
Component matrix for Heathrow 708 HadCM3 data 
 
 
 
 
 
 
Turning to the percentages of variance explained by the principal components for each weather 
station, Table 6.3 shows systematic variation of the explained variance in principal components from 
south (S1) to north (S25). The first components (related to radiation) explain more variance for the 
south stations than the north stations. This is to be expected because the importance of radiation 
 
Component 
  
 
1 2 3 4 
Temp -0.90 -0.18 0.38 -0.09 
Rel Hum 0.90 0.30 0.30 0.13 
Wind  0.80 -0.60 0.04 0.07 
Rad -0.96 -0.05 -0.04 0.26 
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and aerodynamic components in the potential evaporation estimation varies with latitude. For both 
the observations and the HadCM3 data, the majority of the variance (from 50% to 79%) of the 
climate variables can be explained by the first principal axis, and a fair amount of variance, between 
10% and 35%, is explained by the second axis. Regarding differences between the observations and 
the HadCM3 data, more variance is explained in the first component of the HadCM data in Table 6.3 
because of greater inter-dependence of the variance of the HadCM climate variables. The possible 
reasons for the different variance structures between the observations and the HadCM data may be 
related to the difference of their spatial scale. As discussed above, the HadCM outputs for a 
particular location are simply an interpolation of four GCM series based on inverse distance between 
the grid centres and the location of weather stations. It is not surprising that variability of climate 
variables in the GCM data is less than station observations, because a GCM series is a sequence of 
spatial averages whereas station observations are point measurements (c.f. Woods, 2005). However, 
the identified differences between the HadCM series and the observations pose a question 
concerning the suitability of GCM data as a surrogate for climate observations in potential 
evaporation estimation (e.g. Kay and Davies, 2008). 
In component extraction, if the absolute value of a component matrix is below 0.5, it is suppressed 
(i.e. set to zeros) for identification of the corresponding variables for each principal component (see 
Larose, 2006). The choice of 0.5 as a cutoff is arbitrary but it is commonly used in machine learning 
(e.g. Larose, 2006). The 0.5 cutoff requires that a particular principal component explain at least 25% 
(i.e. 0.52) of the variance of the variables which are of practical significance (Larose, 2006). Table 6.4 
gives the percentage of the 25 stations, for each of the four principal axes. It also shows that 
dimension reduction should be possible for the observed climate variables, because all stations have 
absolute values less than 0.5 for the fourth axis in the component matrices. In regard to the 
explained variables in each principal axis, Table 6.4 shows that, in their first axis, all 25 stations 
include temperature and radiation but only 64% have relatively humidity and 84% have wind speed. 
Conversely, a higher percentage of the second axis is related to relatively humidity (72%) and wind 
speed (52%), and a relatively low percentage of the second axes is linked to temperature (8%) and 
radiation (4%). This result indicates that temperature and radiation are crucial climate variables in 
the first principal axis of all stations. Likewise, the second axis is important for most stations because 
some of the variance in relatively humidity and wind speed may not be explained simply by 
temperature and radiation.  
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Table 6.3 Proportion of variance explained by the principal components for station S1 to S25  
  Observation     HadCM3       
Component 1 2 3 4 1 2 3 4 
S1 64 22 11 3 77 11 5 3 
S2 69 18 10 2 78 11 6 3 
S3 62 19 14 5 77 11 5 4 
S4 61 19 16 4 75 13 7 3 
S5 67 22 9 2 78 11 5 3 
S6 59 23 14 3 76 12 6 3 
S7 70 19 8 3 78 11 5 3 
S8 60 26 7 6 75 13 7 2 
S9 70 15 14 2 78 11 6 3 
S10 71 19 8 2 79 10 6 3 
S11 62 26 10 2 78 11 6 3 
S12 65 18 14 3 77 11 6 3 
S13 53 26 14 7 77 12 7 2 
S14 63 24 10 2 75 13 7 3 
S15 64 24 9 3 75 13 7 3 
S16 59 27 8 6 67 15 11 4 
S17 50 27 18 5 75 13 8 3 
S18 53 26 18 3 75 12 8 3 
S19 53 24 19 4 75 12 8 3 
S20 58 30 7 5 66 18 8 5 
S21 53 25 18 4 78 10 6 3 
S22 62 34 3 1 68 16 9 4 
S23 54 30 10 6 67 19 7 5 
S24 53 35 8 3 66 18 8 5 
S25 70 20 6 4 64 20 7 5 
 
For verification of the result, the PCA was repeated 1000 times for subsets of observations 
containing 50% randomly selected data (Table 6.5) to test the sensitivity of the PCA results within 
the subsets.  Although the percentages in Tables 6.4 and 6.5 are not identical, it can fairly 
confidently be concluded that temperature and radiation explain similar variance in the first axis, 
and wind speed and relative humidity differ from temperature or radiation in the second and third 
axes.   
Contrary to the results for the observations, the percentages of the stations corresponding to the 
four principal axes for the HadCM3 data (Table 6.6) show that the first principal axes of most of the 
25 stations are related to all four climate variables (i.e. temperature (T), radiation (R), humidity (H) 
and wind (U)). The result implies that the HadCM3 series have stronger correlation than the 
observed data.  Therefore, one of the four HadCM3 climatic variables (T,H,U,R) should explain more 
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variance in the first principal axes than its representation in the observed time series, in a linear 
model. It also means that multicolinearity of the HadCM3 data is expected to be more predominant 
for the observed data in multivariate models (e.g. GLMs).    
In short, from the principal component results, although the compositions of the principal 
components are deemed to be generally similar, the degree of explained variance of different 
components is different between the observations and the GCM data. The difference of the 
explained variance for different components is probably caused by the difference of the correlation 
structure of the GCM data and the observation resulting from the difference in scale. 
 
Table 6.4 Percentage (%) of the 25 stations corresponding to four principal axes after component 
extraction (the observed data). 100 in the table means that all 25 stations (100%) have that 
climate variable in that component.   
Component 
1 2 3 4 
Temp 100 8 0 0 
Rel Hum 64 72 4 0 
Wind  84 52 28 0 
Rad 100 4 0 0 
 
Table 6.5 Percentage of the 25 stations corresponding to four principal axes after component 
extraction (1000 samples of 50% data) 
Component 
1 2 3 4 
Temp 99 12 5 0 
Rel Hum 67 66 7 0 
Wind  80 53 24 0 
Rad 100 3 1 0 
 
Table 6.6 Percentage of the 25 stations corresponding to four principal axes after component 
extraction (HadCM3 data) 
Component 
1 2 3 4 
Temp 100 4 0 0 
Rel Hum 84 4 28 12 
Wind  100 52 0 0 
Rad 100 0 0 0 
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6.4.2 Sensitivity analysis  
The possible influence of the different temporal coherence between the climate model outputs and 
the observations for potential evaporation estimation is studied by sensitivity analysis for the A2 
climate scenario. For sensitivity analysis, there are different approaches such as an analytical 
approach using parametric gradients mentioned in Section 6.3.4. Although the sensitivity of the 
Penman-Monteith models can be studied by analytical derivations, the analysis here is simply to 
investigate how temperature perturbed by a delta (dx) affects the potential evaporation estimation. 
Therefore, the approach is similar to the classical delta method for climate change studies (e.g. 
Arnell and Reynard, 1996). It should be noted that the result can be largely affected by the 
specification of sensitivity analysis. They should be interpreted in the context of the sensitivity 
analysis procedure set out below as the sensitivity results here may be affected by simply changing 
the units of the model input. 
 In this sensitivity analysis, first, distributions and domains of input perturbations for the evaporation 
model need to be decided. The perturbation of climate variables for the sensitivity study is based on 
the ratios between present and future average GCM simulations (c.f. Hay et al., 2000; Kilsby et al., 
2004). The change factor (δx) is defined as:  
 
 ü = oyz{ |}~}oyz{z~           
 
∴ '
LHýM	 MH@ N M = ü × 'MH@ = oyz{ |}~}oyz{z~ × 'MH@     (6.3) 
 
where µ is the average of a given climate variable (using the upper suffix to indicate variable type)  
 
For the HadCM3, the climate can be defined by averaging global climate model outputs over a 30-
year period which is usually used by the World Meteorological Organization (WMO) as a standard 
length of period. Admittedly, there is a discrepancy between the lengths of observations and global 
climate model outputs, but this is the best available length of observations here. Using 30-year 
monthly series for the 1990s and the 2080s, the means of the HadCM3 climate variables for each 
station can be calculated, and the change factors determined using the ratio of the means of the two 
periods. Across the 25 stations, the change factors for the four climate variables are similar. The 
average change factor for temperature is 1.28, i.e. around 2.5 degree Celsius average increase 
(approximate 2 degrees in the northern and 3 degrees in the southern stations). However, the 
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change factors for relative humidity, wind and radiation are approximately equal to 1. The original 
and scaled climate time series using calculated change factors from HadCM3 for three weather 
stations (Heathrow, Aberporth and Kirkwall) are shown in Figure 6.2. The original HadCM3 climate 
series from 1950 to 2099 are plotted in blue. The parts of original HadCM3 in the 1990s which are 
rescaled by the change factors equal to one (i.e. not rescaled) are highlighted in red. The rescaled 
HadCM3 for the 2080s based on the 1990s are in green. The rescaled HadCM3 series and the original 
HadCM3 series in the 2080s match fairly well to each other although relative humidity in the 2080s 
has higher variation than the perturbed relative humidity from the 1990s.  
Therefore, based on the above results, temperature is decided to be the only climate variable to be 
perturbed by a change factor (δx’) which is now chosen randomly from a uniform distribution 
between 1 and 1.3.  As the distribution of possible change is not known, the uniform distribution is 
used as a subjective choice. Other distribution choices are possible if the distribution of change 
factors can be assumed and it would be worthwhile exploring this in further work. The random 
number generation used here is from MATLAB Version 2007b. There are no perturbations for 
relative humidity, wind and radiation because the estimated change factors from Equation 6.3 are 
roughly equal to one for these variables. Despite the subjectivity of the perturbation range and 
distribution choice, the results of the sensitivity study can be used to assess the exclusive influence 
resulting from the change in temperature when the original correlation between temperature, 
relative humidity, wind and radiation is retained.  
For each realisation, a single uniform variate is used to perturb the entire temperature series. With 
different change factors, multiple realisations (1000) of temperature series for potential evaporation 
are generated. Perturbed potential evaporation values are calculated from both perturbed observed 
climate variables and rescaled HadCM3 data for the 1990s.  
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Heathrow  
 
Aberporth 
 
Kirkwall 
 
Figure 6.2 The climate model output (HadCM3) for Heathrow, Aberporth and Kirkwall from 
1950 to 2099 (blue), the original HadCM3 for the 1990s (red) and the scaled HadCM3 for the 
1990s (green) 
 
In Figure 6.3, the perturbed potential evaporation is plotted against original potential evaporation. 
The average sensitivity index (Equation 6.2) of temperature change (δx’) over 25 stations is 0.007, 
which shows that the variance of change due to perturbation is small relative to the variance of 
potential evaporation, but despite that the change in potential evaporation can be easily discerned 
in Figure 6.3. Heteroscedasticity of the possible change in potential evaporation due to perturbation 
of temperature can be observed; higher potential evaporation is more sensitive to temperature 
change. Regarding the possible range of change, perturbed potential evaporations from both the 
observations and the 1990s HadCM3 are similar.    
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Figure 6.3 The perturbed monthly evaporation against the 1990s values calculated from 
station observations (blue) and the HadCM3 data (red) 
 
In Figure 6.4, histograms are used to investigate the empirical distribution of potential evaporation. 
The distributions of potential evaporation calculated from the original and perturbed observations 
are somewhat alike in comparison with the distributions from the original and rescaled HadCM3 
data. Kolmogorov-Smirnov tests are used to detect any difference between the potential 
evaporation distributions in a significance level (p) less than 0.05, although it is certain that 
temperature perturbation causes change in potential evaporation. The distributions of potential 
evaporation values calculated from the original and perturbed observations are not significantly 
different across 25 stations, but the potential evaporation values calculated from observations and 
the HadCM3 data are significantly different for some stations. The change factor of temperature 
does not cause a significant change in the potential evaporation distribution for a significance level 
(p) less than 0.05, and this result is consistent with the low sensitivity index. However, the difference 
between climate observations and the HadCM3 output may lead to significant difference in the 
estimated potential evaporation distribution. Therefore, using climate model data as the surrogate 
for the observations in the Penman-Monteith equation appears to be questionable. Ekstrom et al. 
(2007) noted that erratic potential evaporation can result from the Penman-Monteith equation 
using their regional climate model data. Kay and Davies (2008) also noted doubtfully-high GCM-
derived potential evaporation and suspected that the bias in GCMs is the cause. In the later result 
(such as Figure 6.13), the erratic potential evaporation due to inflated correlation of the GCM 
variables are further discussed.  
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Figure 6.4a Histograms of the monthly potential evaporation estimates calculated from 
original observations for the 1990s (blue) and delta perturbed observations for the 1990s 
(pink) 
 
 
Figure 6.4b Histograms of the monthly potential evaporation estimates calculated from 
original HadCM3 for the 1990s (cyan) and delta perturbed HadCM3 for the 1990s (red) 
6.4.3 Stepwise regression  
As using the GCM data directly in the potential evaporation model may be problematic, alternative 
methods for potential evaporation estimation for Penman-Monteith model are required. Stepwise 
regression is used to identify the predictors of the new potential evaporation method, and it is 
usually employed to search for the local optimised combinations of monthly climate variables which 
provide the best fit to the data based on a particular initial model. The final models derived from the 
stepwise regression are governed by the selection of the initial predictor variables. For the initial 
model specifying no predictors, the resulting model from the stepwise regression depends on net 
radiation and mean temperature, which is the same as the first order multilinear regression 
structure derived and tested in Irmak et al. (2003). However, many studies (e.g. Chattopadhyay and 
Hulme 1997; Thomas 2000) have suggested that relative humidity, wind speed and other climate 
variables have subtle roles in climate impact on evaporation. Moreover, in the above sensitivity 
analysis results, the correlation structure between climates variables appears to influence potential 
evaporation. Thus, the interaction and polynomial terms up to third order are included in the 
predictor search domain of the stepwise regression. Thus, an initial model having terms depending 
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on product terms related to relative humidity, mean temperature and radiation (HTU) was also 
examined. The legitimacy of including high order terms may be challenged under the philosophy of 
simplicity and parsimony, but the importance of nonlinear characteristics (c.f. Christensen et al., 
2008) and interaction effects (e.g. Allison, 1977) between climate variables in potential evaporation 
estimation provides ground for inclusion of high order and product terms in the new model. In 
addition, there are examples, such as Frevert et al. (1983), which include higher order climate 
interactions in their regression models for estimating potential evaporation.   
 
Figure 6.5 Frequency distribution showing the number of times that each predictor was 
selected in the final stepwise regression models for the 25 stations (R is radiation, TU is the 
scale product term of temperature and wind speed, and HTU is the scale product term of 
humidity, temperature and wind speed) 
 
Figure 6.5 gives the histogram of the predictive terms included in the final stepwise models. Over 25 
stations, the initial model with a product term of relative humidity leads to similar final stepwise 
regression models.  The radiation term (R), the scalar product of temperature and wind speed (TU) 
and HTU are the most frequent predictive explanatory variables, and their frequency is notably 
higher than the others in Figure 6.5.  
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Based on the results, the finally selected stepwise regression models for the 25 stations is  
   = : + :4 + :-ù_ + :ù_    (6.4) 
 
where PE = Potential evaporation 
 βi = parameter i (i=0 to 3) 
 E(.) = Expectation 
 R = Radiation (MJm-2day-1) 
 H = Relative Humidity (%) 
 T = Temperature (degree) 
 U = Wind speed (m/s) 
Since the expected potential evaporation estimation is assumed to be normally distributed, the 
proposed model can also be viewed as a general linear model (or normal linear model) because of 
the use of an identity function to be the link function. Compared to the regression relationship for 
the Penman method in Frevert et al. (1983), derived from the research stations in the western 
United States, the GLM structure in Equation 6.4 is much simpler but its parameters vary between 
stations. Moreover, autocorrelations are noticed in model residuals. The independence assumption 
for regression is not validated here. This is the first problem of the model. The seasonality may not 
be well captured in the model (Equation 6.4). For the above evaporation model, the seasonality of 
the model parameters may be removed by including the Fourier basis as interaction terms (see 
Chandler, 2005). Including the seasonality terms in model parameter selection appears to be 
reasonable because the seasonality of the Penman-Monteith estimations is modulated by the net 
radiation which is controlled by cyclic extraterrestrial radiation. Further study in identifying better 
model structure for potential evaporation estimation including interaction terms related to the 
Fourier basis is needed and worthwhile.  
Apart from the autocorrelation, another problem for the proposed structure is that the main effects 
are not included when the interaction terms are used. As a result, the model structure in Equation 
6.4 will change if the predictors in the model are transformed – e.g. by a change of variable units. 
Further work is needed on whether the current model can be interpreted meaningfully without the 
main effects.  
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Although physical interpretation of the regression relationships is generally difficult, Equation 6.4 
may be interpreted as a function containing two parts based on the Penman-Monteith equation.  In 
the first component, radiation is the explanatory variable. The parameter β1 appears to be related to 
slope of the saturation vapour pressure-temperature relationship (∆), the psychrometric constant (γ) 
and wind speed. It is because the radiation term in the Penman-Monteith equation is related to .K∆Û∆949.KÖ. In the second component of Equation 6.4, the explanatory variables are two product 
terms containing both temperature and wind speed (TU and HTU). The two parameters (β2 and β3) in 
the second component appear to be related to mean temperature in addition to ∆, γ and wind. 
Therefore, when Equation 6.4 is used to estimate potential evaporation, the main assumption is that 
the considerations of ∆, γ and wind profile for a particular station can be lumped together using 
appropriate constants. Also, the parameters are presumed to be invariant when used for projection.  
A summary of the parameters of 25 stations is in Appendix A2. Nevertheless, the choice of 
covariates may be further examined by linearising the Penman-Monteith equation. Although the 
proposed physical interpretation should be further studied and the independence assumption of the 
residuals is invalid, the general behaviour of the derived GLM structure can be assessed by cross-
validation, diagnosis and comparison against the reference potential evaporation.   
6.4.4 Diagnosis and comparison of performance of the GLM structure for 
potential evaporation estimates  
For cross-validation, the parameters of Equation 6.4 are estimated from an inducer (i.e. a single 
subset of observations), and the data which are not in the inducer are used to validate the 
performance of the model. Two sample lengths of the inducers (12 and 36 months) are used. The 
minimum Pearson correlation (of 1435 inducers of the 12-month cross-validation) is larger than 0.9. 
The exceptionally high correlation shows that the GLM approach can provide potential evaporation 
estimations (PE_GLM) which are linearly related to the Penman-Monteith potential evaporation 
(PE_Mon) despite using only 12 months of observed data for the parameter estimation.  
Figure 6.6 shows the distributions of the four parameters from three stations. These are not 
normally distributed, and some are bi-modal. This may indicate equifinality (Beven 2006) of the 
parameter selection among different subsets of the observations.  Although some authors (e.g. 
Kitanidis and Bras 1979) believed that the stability in parameter estimation is related to the length of 
data, the resulting parameter distributions from the 36-month cross-validation are similar to the 
results from the 12-month cross-validation except that the distribution range is narrower for the 
former. The results indicate that increasing the number of observations may not eradicate 
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equifinality but can reduce the uncertainty of the possible parameter range. The cause of equifinality 
may be due to the seasonality of the parameters.  
 
Figure 6.6 Parameter distributions from cross-validations of 3 stations  
 
Estimated by maximum likelihood from different subsets of the data, the parameters and their signs 
have been found to vary seasonally (c.f. Yang et al. 2005b). As radiation is one of the dominating 
factors for evaporation, the parameter β1 in Equation 6.4 is always positive in Figure 6.6. However, 
the parameters related to aerodynamics (β2 and β3) can be positive or negative depending on the 
period of the data subsets for the parameter estimation. Nevertheless, the parameter β2, which 
appears to be related to saturation vapour pressure, is mainly positive; and the parameter β3, which 
seems to be related to vapour pressure, is largely negative. This may show that the contribution of 
wind components to the evaporation estimation depends on saturation of the air which is highly 
seasonal. Since the parameter β0 is related to the part of potential evaporation which is not 
explained by radiation or wind terms, it can be positive or negative depending on other local natural 
variations which have not been included in the model. The intra-annual variations of the parameters 
for radiation and wind components require further study, although the existing length of available 
data may not be ideal to support the analysis.      
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Figure  6.7 Time series of PE_Mon and PE_GLM 
 
Figure 6.8 Scatter plot of PE_Mon against PE_GLM. The diagonal straight lines are a 
goodness measure of the linear correlation between two variables. The Pearson correlation 
coefficients are shown on the graphs.  
 
Using the monthly average potential evaporation (PE_Mon) from the Penman-Monteith equation for 
comparison, the time series (PE_GLM) for three stations, calculated from Equation 6.4, are shown in 
Figure 6.7. The PE_GLM time series are consistent with the reference potential evaporation 
(PE_Mon).  Although there are some underestimates of the peaks, the GLM time series (PE_GLM) 
generally capture the patterns of the reference potential evaporation (PE_Mon). In Figure 6.8, 
PE_GLM is plotted against PE_Mon. Although the scatter plots of PE_Mon and PE_GLM appear 
slightly concave downward, which indicates that the GLM approach may underestimate high 
potential evaporation, the Pearson coefficients are high and show strong linear correlation of these 
two series. The underestimate of high values may be due to the noise smoothing from the model. 
Overall, both Figures 6.7 and 6.8 demonstrate that the GLM structure (Equation 6.4) identified by 
stepwise regression can provide potential evaporation estimations (PE_GLM) with good 
representation of the reference evaporation calculated by the Penman Monteith equation 
(PE_Mon).      
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Figure 6.9a Time series of PE_Mon and Had_PE_Mon 
 
 
Figure 6.9b Time series of PE_Mon and Had_PE_GLM 
 
Using the HadCM3 data, the potential evaporation from 1990 to 2007 is also estimated by the 
Penman-Monteith Equation (Had_PE_Mon) and the GLM approach (Had_PE_GLM). As the HadCM3 
data are expected to be non-stationary, the period and length of the used GCM data are emphasised 
here. The time series of Had_PE_Mon and Had_PE_GLM in comparison with the reference potential 
evaporation (PE_Mon) are shown in Figure 6.9. Although some slight overestimation may be 
observed at the peaks and troughs of Had_PE_Mon and Had_PE_GLM, both series capture the 
general pattern of the reference potential evaporations (PE_Mon). Figure 6.10 presents the 
quantile-quantile plots to assess whether Had_PE_Mon, Had_PE_GLM and PE_Mon come from the 
same distribution. The linear relationships on Figure 6.10 show that the estimated potential 
evaporation distribution is adequate in most cases, even though some minor discrepancies are 
observed at high values. The underestimation of high potential evaporation values may in part be 
related to inadequate inter-variable relationships of the HadCM3 data. As the potential evaporation 
has already been underestimated in the present climate (Figure 6.10), these may be a concern in the 
future climate estimation.   
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Figure 6.10a Quartile plot of Had_PE_Mon against PE_Mon  
 
 
Figure 6.10b Quartile plot of Had_PE_GLM against PE_Mon  
 
The histograms of potential evaporation are given in Figure 6.11. The patterns of the distributions of 
Had_PE_Mon, Had_PE_GLM and PE_Mon are broadly in agreement, even though overestimation is 
consistently observed at low values of Had_PE_Mon (i.e. the Had_PE_Mon generates too many 
small values). This overestimation using the GCM data may be related to unrealistic correlation 
between climate variables. As the GCM data have stronger correlation between radiation and wind 
than the observed, the probability of concurrent high wind and high radiation is more likely in the 
GCM data than the observed data. Figure 6.12 shows the empirical cumulative distributions of 
potential evaporation, and the proposed model (Equation 6.4) appears to provide better estimates 
than the Penman-Monteith equation when the HadCM data is used to be surrogate for the 
observations. Local calibration of the GLM structure appears to reduce the discrepancy between 
Had_PE_Mon and PE_Mon and improve the performance. The result is similar to the commonly 
adopted practice in evaporation estimation that the empirical methods can be improved by local 
calibration (Smith 1990). Furthermore, the encouraging results in Figures 6.9 and 6.10 show that the 
current potential evaporation (from 1990 to 2007) can be estimated fairly well from the GCM data 
interpolated by simple inverse distance method, using the Penman Monteith equation and the GLM 
approach.   
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Figure 6.11 Histograms of monthly potential evaporation estimated by the observation data 
using the Penman Monteith equation (PE_Mon), by the HadCM3 data using the formulation 
identified by stepwise regression (Had_PE_GLM) and the Penman Monteith equation 
(Had_PE_Mon) 
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Figure 6.12 The cumulative distribution of monthly potential evaporation estimated by 
observation (black), the HadCM3 data using Penman Monteith equation (blue) and the 
HadCM3 data using Equation (4) (red) 
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6.4.5 Potential evaporation estimations between 1950 and 2099   
 
Figure 6.13 Five time series of potential evaporation are from 1950 to 2099 (Red is 
Had_PE_Mon, blue is Had_PE_GLM and green is PE_Mon). 
As the Penman-Monteith equation and the GLM approach using the GCM data are likely to provide 
reasonable potential evaporation estimates for the current climate (from 1990 to 2007), 150-year 
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potential evaporation series from 1950 to 2099 are generated by the two approaches using the 
HadCM3 data.  Before the potential evaporation is estimated, the correlation structures for the first 
30 years and last 30 years of the 150 year of HadCM3 data are compared. It found that they are 
almost the same but their correlations are generally higher than the observed correlation structure.  
The different correlation structure of the observation and the HadCM3 reflects the fact that the two 
data sets have different spatial scale representations despite all the performed interpolations. The 
stronger correlation of the HadCM3 data is likely to be the result of the larger regional averaging of 
different climate variables. 
Figure 6.13 presents the projected and hindcast potential evaporation series for the 5 stations. 
Despite underestimation of high values for the observations from 1990 to 2008 (Figure 6.10), 
unrealistically high potential evaporation in the 2080s is observed for the values estimated by the 
Penman-Monteith equation at the stations in the southern UK. For example, the projected annual 
potential evaporation at Heathrow (708) increases from around 600mm in the 1980s to 850mm in 
the 2080s. As the current typical potential evaporation rate at equatorial climate belt is around 
800mm (Falkenmark and Chapman, 1989), the projected evaporation rate for Heathrow (708) in the 
2080s appears to be suspiciously high. The degree of change in potential evaporation in the 2080s 
appears to decrease when the latitude of the stations increases. Although several previous studies 
(e.g. Ekstrom et al. 2007 and Fowler and Kilsby 2007) have already found that the Penman-Monteith 
equation, when using downscaled climate variables from the GCM as inputs directly, produces 
implausible high potential evaporation, the results in Figure 6.13 further demonstrate the problem 
of simply applying downscaled climate series in the Penman-Monteith equation. For the GLM 
approach, it is expected that the adopted empirical relationship (Equation 6.4) can give more 
plausible future evaporation, similar to the other local empirical calibration approaches (e.g. 
Ekstrom et al. 2007 and Fowler and Kilsby 2007). 
From the results here, it is proposed that the imperfect representation of the covariance of 
observations (i.e. temporal coherence) by the climate model data may be one of the reasons for 
inflating evaporation estimations and leading to the ‘uncertain’ high potential evaporation 
projections observed in Ekstrom et al. (2007) and Kay and Davies (2008). From the Penman Monteith 
equation, higher radiation, higher temperature, less relative humidity and stronger wind lead to 
higher potential evaporation. The stronger negative correlation between temperature and relative 
humidity and stronger positive relationship between radiation and temperature inflate the Penman 
Monteith estimation.  The inflation is not strong in the 1990s but the potential evaporation can be 
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much overestimated with the temperature increase (∆T) in the 2080s along with the higher radiation 
(∆R) and lower relative humidity (∆H) if the correlation structure for HadCM3 is not adequate.  
Based on the GLM results, the expected seasonal change in potential evaporation across the stations 
in the UK is illustrated in Figures 6.14 and 6.15. The maximum and minimum bounds are the monthly 
maxima and minima of Had_PE_GLM within each 30 year time slice. The results in Figure 6.14 show 
that the GLM approach provides a satisfactory seasonal representation of the observed seasonal 
pattern for both northern and southern stations in the UK. The projected potential evaporation in 
the 2080s using the GLM approach is given In Figure 6.15. The change of the average potential 
evaporation in the 2080s appears to be mild (~6%) over these 25 stations. However, significant 
changes in the monthly maxima of potential evaporation are expected for the stations located in the 
South (~25%) but not in the North (~0%).  
 
Figure 6.14a Monthly average daily potential evaporation of south stations (PE_Mon and 
Had_PE_GLM in the 1990s) 
 
Figure 6.14b Monthly average daily potential evaporation of north stations (PE_Mon and 
Had_PE_GLM in the 1990s)  
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Figure 6.15a Monthly average daily potential evaporation of south stations (PE_Mon in the 
1990s and Had_PE_GLM in the 2080s) 
 
 
Figure 6.15b Monthly average daily potential evaporation of north stations (PE_Mon in the 
1990s and Had_PE_GLM in the 2080s) 
 
The difference in the expected average changes in potential evaporation across latitude between the 
Penman Monteith equation and the GLM approach are further depicted in Figures 6.16 and 6.17.  
These are not intended to generalise the possible change with latitude although lower potential 
evaporation can still be observed at the higher latitudes in general. In Figure 6.16, the pattern of 
average potential evaporation across the 25 stations, given by the Penman Monteith equation using 
the GCM data, generally deviates from the observed averages, and the changes between time-slices 
are unrealistically high. Conversely, the pattern and change of the evaporation generated by the 
GLM approach are more plausible. The estimates from the GLM approach seem to be more 
promising than the evaporation projected by the Penman Monteith equation. The possible reason 
for the better estimate is a consequence of the GLM structure having fewer nonlinear terms than 
the PM model.  
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Figure 6.16 Average potential evaporation across latitude (Had_PE_Mon) 
 
Figure 6.17 Average potential evaporation across latitude (Had_PE_GLM) 
 
Figures 6.18 and 6.19 show the percentage changes in potential evaporation between the 1990s and 
the 2080s, with the circles having the radii proportional to the magnitude of the changes. As 
discussed above, the changes in the potential evaporation calculated directly from the Hadley centre 
data (Had_PE_Mon) are generally larger than those of the GLM estimations (Had_PE_GLM). 
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Moreover, the changes in both Had_PE_Mon and Had_PE_GLM are higher in South East England 
than the northern part of the UK. Overall, Figures 6.16-6.19 show that the change in potential 
evaporation is expected to vary with latitude across the UK.  
 
Figure 6.18 Percentage changes in potential evaporation between the 1990s and the 2080s 
indicated by the circles with the radii proportional to the magnitude of the changes 
(Had_PE_Mon) 
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Figure 6.19 Percentage changes in potential evaporation between the 1990s and the 2080s 
indicated by the circles with the radii proportional to the magnitude of the changes 
(Had_PE_GLM) 
 
In addition to the potential evaporation, actual evaporation is important for hydrological modelling 
(e.g. Wheater et al., 1982 a&b). Therefore, a preliminary analysis of actual evaporation was 
undertaken using the Penman-Grindley model, a simple two-store soil moisture accounting 
conceptual model which has been the UK meteorological office national procedure for calculating 
actual evaporation and soil moisture deficit (Penman, 1950; Grindley, 1969). The flow chart for the 
Penman-Grindley model is given in Figure 6.20. Similar models have been used widely to estimate 
actual evaporation in many different studies (e.g. Grindley, 1970; Wheater et al., 1982 a&b). A root 
constant for grass (100mm) and the Hadley Centre rainfall series were used for soil moisture deficit 
and actual evaporation estimation. Figures 6.21 and 6.22 show the percentage changes in actual 
evaporation between the 1990s and the 2080s. Although the change in actual evaporation is 
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generally lower than that of the potential evaporation because of the modulating effect of soil 
moisture deficit, the percentage change in potential and actual evaporation between the 1990s and 
the 2080s differ only slightly.  The differences between the changes in potential and actual 
evaporation are more discernable for South East England where the change of potential evaporation 
is expected to be relatively higher than other parts of the UK. As actual evaporation is just studied in 
a preliminary manner here, further studies using different models to understand actual evaporation 
would be worthwhile.  
 
 
 
Figure 6.20 The flow chart for the Penman-Grindley model. PE is potential evaporation. R is 
rainfall. SMD is soil moisture deficit. PSMD is potential soil moisture deficit. AE is actual 
evaporation. RC and FC are root constant and Field capacity respectively.  
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Figure 6.21 Percentage changes in actual evaporation between the 1990s and the 2080s 
indicated by the circles with the radii proportional to the magnitude of the changes 
(Had_AE_Mon)  
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Figure 6.22 Percentage changes in actual evaporation between the 1990s and the 2080s 
indicated by the circles with the radii proportional to the magnitude of the changes 
(Had_AE_GLM)  
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6.5 Conclusions 
Although the correlation structure can be studied by the original correlation structure, PCA gives a 
helpful interpretation of the correlation structure through an orthogonal linear transformation. The 
results of PCA show that the correlation structures of the climate variables differ between the 
observed and the HadCM3 data. The first principal axis of the HadCM3 data explains more variance 
of the reference evaporation (PE_Mon) than using that of the observed data. The HadCM3 data have 
generally higher correlation between radiation (or temperature) and wind speed than the observed 
values. The imperfect correlation structure of the HadCM3 climate variables is likely to contribute to 
the discrepancy observed between potential evaporation calculated from the Penman Monteith 
equation using the observed and the HadCM3 data. Inadequacy of capturing the co-variation of 
climate variables observed at a meteorological station scale may be the result of the coarse gridded 
HadCM3 output (although it is recognised that there may be some effects of interpolation between 
HadCM3 grids). There are still spatial scale limitations of the HadCM3 data. Admittedly, the 
performed PCA analysis explored only the linear relationship between climate variables. The results 
nevertheless indicate a deficiency within climate variable correlation structure of GCM outputs that 
has not been widely examined. Further studies on climate variable correlation can provide better 
understanding of the issues related to spatial and temporal multivariate data analysis in climate 
change studies using GCM data. Bias correction in different climate models based on PCA results 
may be performed to improve the correlation representation of the GCM data.  
The possible influence on potential evaporation estimation using a GCM as a surrogate for climate 
observations has been investigated by sensitivity analysis. The perturbed input range of climate 
variables in the sensitivity study was decided from the change factors of average climate variables in 
the HadCM climate series. The results show that the perturbation of temperature affects potential 
evaporation estimation, and the variance of the possible impacts increase with potential 
evaporation estimate (i.e. there is heteroscedasticity in the results). However, the effect due to 
disturbed temperature is less distinctive than the effect that results from the difference between the 
observations and the HadCM3 data (Figure 6.4). Therefore, it may be concluded that direct use of 
the HadCM3 data in projecting potential evaporation is problematic. Moreover, the imperfect 
temporal coherence between climate variables from climate models may provide one possible 
explanation of why many studies (e.g. Kay and Davies 2008 and Ekstrom et al., 2007) have unrealistic 
projected potential evaporation estimations calculated by the Penman-Monteith equation using 
HadCM3 data directly. 
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A model structure which is suitable for potential evaporation estimation for the GLM approach has 
been identified by stepwise regression. As the correlation between the climate variables has been 
inflated in the GCM data, using the GCM data as a surrogate of the observed data in the Penman-
Monteith equation can be problematic.  Therefore, to use GCM data effectively, some adjustments 
of the different conceptual components of evaporation contributing by different climate variables 
are needed. Using the GLM approach, the model structure (Equation 6.4) was selected based on the 
capability to reproduce potential evaporation from the Penman Monteith equation while 
considering the dependence between variables. The optimum model structure is thus identified 
based on the specific data characteristics which allow to best use of the available information (e.g. 
Wagener et al., 2003). As a result, the GLM estimates are less sensitive to the dependence of the 
climate variables and give more realistic projections when the GCM data are used.   
The final model for the GLM includes the effects of wind speed, radiation and relative humidity 
which are not considered in the most previous studies (e.g. Ekstrom et al. 2007 and Fowler and 
Kilsby 2007). The parameters in Equation 6.4 have been conceptualised as related to the radiation 
and aerodynamic components based on the classic Penman approach.  Similar to the other local 
empirical calibration methods (e.g. Ekstrom et al. 2007 and Fowler and Kilsby 2007), the GLM 
approach appears to provide plausible potential evaporation estimates for the 2080s. However, the 
approaches using stepwise regression based on current climate performance may exclude predictors 
that could be important in future change climates (Wilby et al. 2004). Since wind speed and relative 
humidity are usually considered to be the important climate variables for the observed potential 
evaporation trends (e.g. Chattopadhyay and Hulme 1997; Thomas 2000), the inclusion of predictors 
related to temperature, wind speed and relative humidity appear to be valid. However, there are 
two problems of Equation 6.4 which should be noticed: (1) the model may poorly account for 
seasonality and (2) the structure of model may be changed by simply carrying out a unit 
transformation of the model inputs. 
Turning to the verification, the expected performance of the GLM approach depends on the validity 
of the assumption that the linear relationship between the climate variables for the region will 
remain the same outside the calibration period in the region. Although the impossibility of validating 
the assumption based on the observations is a weakness for general statistical methods (e.g. Mearns 
et al. 2003; Wilby et al. 2004), cross-validation is used to relieve the problem. The model may be 
suboptimal but the proposed statistical approach provides a basis for better understanding plausible 
changes in potential evaporation.  
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Figure 6.23 Proposed framework for potential evaporation projection 
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Apart from increasing the confidence in the selected GLM structure, the cross-validation results also 
provide parameter distributions identified from the subsets of the observations. The distributions 
show the equifinality of parameter sets and may indicate that interannual variation may need to be 
modelled by further parameters. The problem of seasonality and correlation in residual need to be 
further addressed, and they may be alleviated by including cyclic interaction terms in the model 
structure. Even though the parameter distributions may not be ideal, 12-month data appear to be 
acceptable to provide parameter sets within a reasonable range. Moreover, longer data series seem 
to increase the certainty of parameter estimation.  For example, the possible distribution ranges of 
parameters identified by 36-month data are finer than the ranges obtained from the 12-month data 
subsets.  
From the results of Figures 6.9 and 6.10, potential evaporation appears to be estimated 
pragmatically from the Penman-Monteith equation and the GLM approach using the HadCM3 data 
from 1990 to 2007. Although the low potential evaporation estimation from the Penman-Monteith 
equation using HadCM3 may be relatively poor compared to the values calculated from the GLM 
approach, the potential evaporation estimated by Penman-Monteith using the spatially interpolated 
HadCM3 data (Figures 6.9 and 6.10) still appears to be a reasonable surrogate for the observed data 
in the current climate. Based on the GLM results, the framework for projecting potential evaporation 
using local calibration is proposed and presented in Figure 6.23.  
Based on the GLM results, the projected change in potential and actual evaporation in 2080s is 
spatially dependent. The potential and actual evaporation projections for the stations in the south of 
the UK appear to be more sensitive to the HadCM3 data in the 2080s than the evaporation 
estimation in the north. The spatial relationship is worth further study. Moreover, the comparison of 
different spatial interpolations of the GCM data against simple inverse distance methods may 
provide better understanding how spatial disaggregation affects potential evaporation estimation 
using the local calibration approach.   
Overall, the proposed local calibration approach using the GLM framework provides an alternative 
and preferable method to direct application of downscaled climate variables from GCMs in potential 
evaporation formulations. Further studies of comparison of the GLM approaches and other empirical 
relationships (e.g. Blaney-Criddle equation) using local calibration methods or downscaled GCM 
climate variables will provide better qualification and quantification of the uncertainty of the future 
evaporation. Regarding the temporal scale, the proposed GLM framework appears to be suitable for 
not only monthly but also daily potential evaporation estimations, if seasonal and autoregression 
terms are included in the GLM structure (c.f. Yang et al. 2005b).  
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Although the identified GLM structure is shown to have a better performance than the direct 
application of the Penman-Monteith equation to GCM data for 25 stations in the UK, the proposed 
approach should be evaluated in other regions to investigate the transferability of the 
recommended model. Moreover, the inflated correlation of the HadCM3 data may cause the 
problem of collinearity and evaluation of alterative model would be instructive. The stability and 
sensitivity of parameter identification in the empirical relationships would be worthy of further 
studies (e.g. Kitanidis and Bras 1979).  Despite the need for further examination of the proposed 
approach, the present results, nevertheless, provide a solid baseline for the investigations related to 
potential evaporation projection.  
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Chapter 7 
Streamflow Estimation  
 
Sweet Analytics, ‘tis thou hast ravish’d me! 
Bene disserere est finis logices. 
- Christopher Marlowe, Dr. Faustus    
7.1 Introduction  
Streamflow is not only an essential resource for a range of societal needs but also a major hazard to 
property and infrastructure. Changes in streamflow are of critical importance to water resources 
(e.g. Maurer, 2007, Harrison et al., 2003; Christensen et al., 2004) and flood risk management (e.g. 
Wheater, 2006). The uncertainty of the non-linear relationship between climate and streamflow is 
expected to increase as a result of the amplified climate variability under climate change scenarios 
(Bates et al., 2008). Integrated management of streamflow under new foreseen uncertainty is 
needed to balance competing demands, for example, for water supply, ecosystem protection, and 
effluent dilution. Assessment of the effects of climate change therefore requires understanding of 
effects on streamflow variability, including high and low flow extremes, across a wide range of time 
scales, from hours and days (in the case of floods) to months and years (for water resources).  
In early studies of climate change impacts on streamflows, the main areas discussed were the 
characteristics of the historical data. For example, the trends in hydrological time series were 
extracted from streamflow records (e.g. Lettenmaier et al. 1994; McCabe and Wolock, 1997; 
Hannaford and Marsh, 2006). However, data uncertainty and natural climatic variability limit the 
potential for the detection of change (e.g. McCabe and Wolock, 1997), and observed historic trends 
are not necessarily an only guide to the future. To understand the limitation of the historical data 
and enable a projection of the non-stationary climate system, streamflow changes have been 
assessed by using rainfall-runoff models along with the GCM data. As discussed in Chapter 1, using 
GCM data is not straightforward, and different statistical downscaling approaches have been used 
for producing suitable series for rainfall-runoff models. The delta change method is an early common 
statistical downscaling method (e.g. Hay et al. 2000) for streamflow impact assessment. The signal of 
change from the climate models (GCMs/RCMs) is identified by using the differences or the ratios 
between the control and future global climate outputs. Then, the effect is added to the observed 
time series of climate variables, or used to scale them. In the United States, the delta change 
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method has been widely used to assess the sensitivity and impact of the characteristic of streamflow 
under different hypothetical climate-change scenarios based on GCM outputs (e.g. Gleick, 1986 & 
1987 and Lettenmaier and Gan, 1990). Arnell (1992) and Arnell and Reynard (1996) applied a similar 
approach using conceptual hydrological models to assess the possible effects of river flows in the 
UK. Although the delta change method is simple, the possible change in frequency and duration of 
climate series are not likely to be provided by linear scaling. In this chapter, based on the results of 
the previous chapters, changes in streamflow are assessed.    
As Chapters 3, 4 and 5 show that the rainfall series simulated from the GLM approach provide good 
representation of the observed rainfall in frequency from the six catchments, the GLM rainfall series 
are used to evaluate the associated streamflow changes here.  In the next section, a literature 
review of rainfall-runoff models is presented to provide background. After that, the details of a 
rainfall-runoff model and framework used here for modelling and assessing possible changes in 
streamflows under climate scenarios are given. Results of possible average and peak streamflow 
changes are summarised and discussed in the end of this chapter. 
7.2 Review of Rainfall-Runoff Models 
Prior to any studies of climate variability, modelling the dynamic relationship between climate and 
river flow using rainfall-runoff models already had a long history in hydrology (Jakeman and 
Hornberger, 1993; Young 2002). There is extensive literature on the subject (e.g.  Shaw (1994); 
Beven (2000)). Wheater (2002) summarised three categories of model based on a historical 
classification of rainfall-runoff model types: metric models, physics-based models and conceptual 
modelling.   In the data-based approach (defined as metric modelling in Wheater et al., 1993 and the 
inductive approach in Young, 2002), the system response is inductively characterised by the 
observations.  The main problem of strict metric modelling is that the internal structure of the 
identified models may not reveal any physical meaning (Young, 2002). For physical-based modelling 
(Wheater 2002 or the hypothetico-deductive approach in Young, 2002), models are defined based 
on theoretical hydrological processes, and their physical parameters are in principle measurable.  
However, the scarcity of data to support the complexity of the model parameterisations and the 
variability in upscaling laboratory measurements to field parameters are always obstacles to the 
implementation of physical-based models (e.g. Jakeman and Hornberger, 1993). Although the 
principle of parsimony or Occam’s razor is recommended for rainfall-runoff modelling (Box & Jenkins 
1970, Young, 2002), simplicity is not an irrefutable rule. Simplicity is merely a pragmatic approach to 
produce an operational model reflecting the current state of knowledge (Beven and Kirkby, 1979). 
Chapman (1994) stated that the complexity of the model depends on the purpose of the model, the 
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available data and types of algorithms. Conceptualising physically-based models at a level of the 
complexity which is supported by the available data is a current practical approach.  
Similar to physically-based models, conceptual models are defined by perceived hydrological 
processes, but their parameters have no direct physically measurable identity and they are 
estimated from data based on objective functions (Wheater, 2002). As an extension of the metric 
concept and a development of conceptual modelling, hybrid metric-conceptual models have been 
progressively recognised to be an attractive trade-off between interpretability and complexity 
(Wheater, 2002; Young, 2002).      
Even though conceptual models are relatively simple compared to physically-based models, they are 
still plagued by the problems of model identification and optimisation (i.e. equifinality (Beven, 
2005)). In mathematical terms, the problem is ill-posed or ill-conditioned when the solution is not 
unique. Even though the model structure may be perfectly defined (well-posed), the model may not 
provide adequate prediction (Beven, 2002) if the data are not sufficient to support the model. As 
discussed in Chapter 6, multicollinearity of input data can causes numerical instability in solving 
linear systems, and equifinality. Moreover, equifinality may be related to the amount of information 
contained in the hydrological series at a particular sampling rate rather than the uncertainty of 
model structure. For example, in the sampling theorem of signal processing, the Nyquist frequency is 
the maximum component frequency (or bandwidth) of the signal being sampled. It is a theoretical 
limit of information for a particular sampling rate of hydrological observations; the signals having 
frequency higher than the Nyquist rate (for a particular temporal or temporal scale) become 
indistinguishable (or aliases of one another) in the sample. 
Identifying uncertainty limits and providing additional information are two common approaches to 
equifinality.  Considering a rain-runoff process as a stochastic or generative model, the uncertainty 
limit of the model output can be presented probabilistically. For example, Beven (2005) and 
Wagener and Wheater (2006) used approaches based on Monte Carlo simulation to address the 
problems of equaifinality or identifiability. Another popular approach for accounting for equifinality 
is using additional information or criteria to confine possible model structures and the solution 
space. For example, Wagener et al. (2004) and Lee (2006) investigated how to formulate conceptual 
models using regional information. Bulygina et al. (2009) combined the prior regional knowledge and 
the observations to formulate the posterior parameter space. Lee et al (2005) used multiple 
objectives to identify suitable parameter space.  As uncertainty of streamflows related to climate 
variation is the concern here, the issues of the rainfall-runoff model structure and calibration 
uncertainty are not further examined in detail. Using a well-examined rainfall-runoff model structure 
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from Lee (2006) to assess climate impacts on streamflows is just a first attempt to understand the 
convoluted uncertainty of streamflow estimations due to climate impacts and the equifinality of 
rainfall-runoff models.    
7.3 Selection of conceptual models  
Using a database of 277 catchments and comparing various available lumped conceptual models, 
Lee (2006) identified and tested a rainfall-runoff model structure which can be applied effectively for 
many parts of the UK. As a starting point, this model is examined here. The model consists of 1) a 
runoff generating module based on a conceptual soil moisture accounting process and 2) a routing 
module composed of two parallel conceptual storages.  
7.3.1 Soil moisture accounting models  
The rate of surface and subsurface runoff or flow (Qin) can be expressed in terms of the water 
balance equation: 
                      @ =  − ¤ − 	
	                  !  > ¤ + 	
	 0                                       !  ≤  ¤ + 	
	                    (7.1) 
where P is the precipitation rate, AE is the rate of actual evaporation  and S is the volume of water 
stored in the catchment.  
The volume of water stored can be conceptualised by a nonlinear transformation using a probability 
distribution of soil moisture storage capacity, and this type of soil moisture accounting module is 
called the probability distributed model (PDM) (Moore, 1985). A schematic diagram of the model is 
shown in Figure 7.1. The adopted cumulative probability distributed model (Lee et al., 2006) is based 
on the Pareto distribution function  
[ = 1 − m1 − [[fH%n 
, and the probability density function is  
[ = [[ = Z[fH% m1 − [[fH%n(4 ,         0 ≤ [ ≤ [fH% 
where c is the soil moisture storage capacity, cmax is the maximum storage capacity in the catchment  
and b is the degree of the spatial variability of the soil moisture storage.  The two parameters of the 
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adopted PDM are cmax and b. When b is set to 1, the storage capacities are uniformly distributed over 
a catchment. 
The total storage available in the basin (Smax) is defined as the expectation of the soil moisture 
storage capacity (Moore, 1985), i.e. the area under the curve 1-F(c) for c varying from 0 to infinity: 
°fH% = p1 − [[ = [fH%Z + 1
r
  
 
At specific time (t), the storage (S(t))in the basin for a particular soil moisture storage capacity at 
time t (c*(t)) is given by; 
  
°F = p 1 − [[ = [fH%Z + 1
L∗
 1 − m1 −
[∗F[fH%n94 
= °fH% 1 − m1 − [∗F[fH%n94 
 
In a numerical approximation,  
°F = °F − °F + ∆F∆F  
 
Therefore, from Equation 7.1, 
@F =  F − ¤F − 
(
9∆∆               ! F > ¤F + 
(
9∆∆                   0                                              ! F ≤  ¤F + 
(
9∆∆              (7.2) 
In a UK application, Lamb and Kay (2004) used the above model with b equal to 1 to investigate 
flood frequency over the whole country.    
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Figure 7.1 Schematic diagram of the probability distributed model (Wagener et al., 2004) 
 
7.3.2 Routing Modules  
Conceptual reservoirs or storages are used to define how the surface and subsurface runoff 
computed from the soil moisture accounting models moves to the catchment outlet.  A storage 
function Sr(t) for routing is defined as: 
         °F = E@F     (7.3) 
where Q(t) is a flow function of time, a is storage coefficient and n is non-linearity coefficient.  
A mass balance equation describing the change of reservoir storage is: 
 
	
	 = @F − F     (7.4) 
where Qin(t) is the inflow from Equation 7.2 
As soil moisture modules can account for the non-linearity of the relationship between rainfall and 
runoff (Jakeman and Hornberger, 1993 ), Lee (2006) simplified the routing storage function to be a 
linear function. Hence, from Equation 7.3, the outflow can be expressed as directly proportional to 
the storage using the concept of residence time (T): 
 °F = ùF        (7.5) 
cmax 
Qin(t) 
AE(t) 
c*(t) 
0 1 F(c) 
P(t) 
Storage 
Capacity 
S(t) 
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Differentiating Equation 7.5 with respect with time, the storage function can be combined with the 
mass balance equation (Equation 7.4), and the change of flow rate (
	 	 ) can be expressed as:  
F = 1T @F − F 
Therefore, the storage capacity as a characteristic of a routing reservoir can be expressed 
implicatively by the residence time (T).   
The routing module by Lee (2006) consists of two parallel reservoirs having different residence time. 
Hence, one of the two reservoirs can be considered as a quick response component with a time 
residence (Rtq), and the other represents a slow process with time constant (Rts). Besides two 
residence times, an additional parameter of the routing module (prop_q) is used to assign the 
proportion of Qin to the quick response component. 
Apart from Lee (2006), the same routing model structure was identified in several independent 
studies. For example, Jakeman et al. (1990) found two small upland catchments in Wales have a 
same routing model structure. Using the data based mechanistic (DBM), Young (2002) also identified 
two parallel reservoir routing modules for the River Hodder in northwest England. 
7.3.3 Implementation  
For continuous modelling and simulating rainfall-runoff relationships, the conceptual rainfall-runoff 
model detailed here can be easily implemented by using a convenient toolkit called the Rainfall-
Runoff Modelling Toolkit (RRMT) (Orellana et al., 2008; Wagener et al., 2004). Various hydrological 
model structures can be formulated and tested easily because the RRMT allows a modular approach 
for parsimonious modelling (Wagener et al., 2002). One of the appealing features of the RRMT is its 
robust optimisation algorithms to provide reliable streamflow estimations (Wagener et al., 2002). 
The RRMT contains different optimisation methods for calibration such as the Shuffled Complex 
Evolution (Duan et al., 1993) and Simplex searching (Cormen et al., 2001) to facilitate a high level 
parameter identifiability. As a result, the RRMT can be used for different hydrological problems 
including flash flood simulation in arid regions and simulating effects of land use change (Orellana et 
al., 2008). Furthermore, the RRMT has an interface to the Monte Carlo analysis toolbox (MCAT) 
which provides uncertainty analysis tools for parameter identifiability, model behaviour and 
prediction uncertainty (Wagener et al., 2001b).  
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7.4 Data and parameters for rainfall-runoff model 
The rainfall and streamflow time series used for calibrating and validating the conceptual model are 
detailed in Chapter 2. As a first attempt at streamflow assessment under future climate scenarios, 
the consideration of snow is excluded, although it may be an invalid assumption for high altitude 
catchments in the North of the UK. Turning to another important model input, the reference 
potential evaporation corresponding to the historic rainfall series was derived from the 1 x 1 km 
gridded Meteorological Office Rainfall and Evaporation Calculation System (MORECS) based on a 
modified version of the Penman-Monteith equation (Young, 2000).  
Parameter values were selected based on two objective functions: the modified Nash-Sutcliffe 
efficiency  
/°∗ = 1.0 − /° = ¿ B − [U-4¿ B − B-4  
and the root mean squared error  
° = >1/¿ B − [U-41/¿ B4  
where B  is the observed flow at the time step i and [U is the calculated flow using parameter set U. The reason for two objective functions is that NSE* may not be good for low flow catchment 
whereas FSB is not as good as NSE* to be a full model performance indicator (Lee, 2006). Through 
minimizing the difference between the model outputs and the observed data, the optimum 
parameters for each catchment are identified from 10000 parameters sets which are randomly 
sampled from the feasible ranges of the five conceptual model parameters using the RRMT. The 
calibration period is from 1986 to 1996. To minimise the Initial soil moisture effect, the calibrations 
start in October which is a relatively dry period in the UK. Moreover, 20% of the total calibration 
period was excluded from performance indices to further attenuate the influence of the initial soil 
conditions.  
Although some trade-off between optimum parameter sets for different performance criterion is 
expected (Wagener et al., 2004), the optimum parameter sets derived from the two objective 
functions are similar for five out of six catchments. Apart from the Cole at Coleshill (28066) which is 
relatively highly urbanised (see Chapter 2), the parameter sets which have minimum root mean 
square error are one of the 200 optimum parameter sets based on the Nash-Sutchliffe efficiency 
from 10,000 random sets. As a limitation of the scope of this chapter, only single parameter sets 
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based on the optimum Nash-Sutchliffe efficiencies are used. The parameters for each catchment are 
summarised in Table 7.1.   
Table 7.1 Summary of the parameters and results of calibration  
Catchment 
cmax 
(mm) 
b 
Rtq 
(day) 
Rts 
(day) 
prop_q NSE* 
28031 210.91 0.05 1.99 160.57 0.71 0.33 
28066 455.28 0.41 1.76 466.41 0.71 0.23 
39022 312.88 0.76 4.04 106.51 0.52 0.19 
40007 339.90 0.08 2.20 126.24 0.54 0.26 
68005 212.55 0.13 5.19 213.44 0.93 0.19 
69008 211.58 0.11 2.27 170.25 0.54 0.17 
 
For validating whether the downscaled rainfall data from the GLM approach is suitable for the 
calibrated rainfall-runoff model, the GLM rainfall series based on the US National Centres for 
Environmental Prediction (NCEP) reanalysis dataset (Chapters 2 and 3) is used to simulate 
contemporaneous streamflow. Therefore, the simulated streamflow series are conditioned by the 
large scale atmospheric climate variables (i.e. the NCEP data) and can be used to assess the 
performance of the proposed downscaling approach. By assuming that the parameters are time-
invariant, the calibrated rainfall-runoff models can also be used to simulate the streamflow in the 
2080s. To investigate the uncertainty associated with different climate models, the ensembles of 
climate model data including four General Circulation Models (GCMs) and three Regional Circulation 
Models (RCMs) from Chapter 3 are employed to drive the rainfall GLM to simulate the 2080s 
streamflow using the calibrated rainfall-runoff models. 
However, apart from the future rainfall series, future potential evaporation series are also needed 
for future streamflow simulations. Although Chapter 6 proposes an approach for projecting future 
potential evaporation, the observed radiation, wind speed and relative humidity are not available for 
the six catchments. Despite the possibility of using GCM data to be a surrogate for the observations 
for potential evaporation, a temperature method used by Ekstrom et al. (2007)  and Walsh and 
Kilsby (2007) is adopted here as first attempt to use conceptual rainfall-runoff models to project 
streamflow.  
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Following Ekstrom et al. (2007) and Walsh and Kilsby (2007), the monthly potential series is 
estimated by an empirical temperature method, the Blaney-Criddle Equation (Blaney & Criddle 
1950): 
 = w0.46ù + 8.13 
where PE is mean  potential evaporation (mm/day), T is mean daily temperature from the climate 
model (°C) for that month and p is mean daily percentage (%) of total annual daytime hours for a 
particular month and latitude. For the future rainfall and evaporation series, their inter-relationships 
are based on the implicit relationships between the climate variables from the GCMs and RCMs, i.e. 
dependence has not been explicitly represented.   
Admittedly, using monthly PE may affect the overall performance of the proposed approach. 
Evaporation can be one of the fundamental factors affecting streamflow characteristics during dry 
periods in low flow hydrology (Smakhtin, 2001). Although the uncertainty associated with potential 
evaporation methods and different temporal scales requires more attention, there is no further 
effort at this juncture.    
7.5 Results  
The flow simulated from the conceptual model using the observed rainfall is plotted with the 
observed daily streamflows in Figure 7.2. The general characteristics of the hydrograph can be 
generally reproduced by the simulated flows. During the calibration periods (1986-1990), the 
modified Nash-Sutchliffe efficiencies (NSE*) are between 0.169 and 0.332 and the root mean square 
errors are between 0.0394 and 0.348 for the six catchments. Although some underestimates of the 
peaks of the hydrographs can be observed in Figure 7.2 which is a general limitation of the adopted 
conceptual model (Lee, 2006), the conceptual model appears to be fairly adequate for the six 
catchments.   
Figure 7.3 shows the streamflow simulations driven by the NCEP data for the same period. As the 
random nature of the simulations driven from the NCEP data, the simulated peak of daily 
streamflow extremes may not match exactly the observed extremes due to stochastic variability. 
Moreover, there may be some simulated peak flows which are gross overestimates, in the Manifold 
at Ilam (28031) and the Cole at Coleshill (28066). However, the property of the ensemble of 
simulated streamflow series should be consistent with the characteristics of the observation if the 
modelled system is ergodic.  From Figure 7.3, it can be seen that ten simulated daily flow series 
driven by the NCEP data can fairly bound the observed flows. Using a 30-day moving average filter to 
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smooth high frequency variation, Figure 7.4 shows that the filtered simulations correspond to the 
observations satisfactory.          
The quantile-quantile (QQ) plot of the streamflow series are shown in Figure 7.5. The observed and 
simulated streamflow cumulative probability distributions generally correspond to each other, based 
on the approximate straight lines in the QQ plots. Concerning high value in the QQ plot, the 
simulations driven by NCEP have some very high streamflows that are not found in the observations. 
The high NCEP values in Figure 7.5 correspond to the starting values of the simulations (the 1980s) in 
Figure 7.3. The poor initial conditions of the rainfall-runoff model appear to be related to the high 
value of the simulations. Whether physically impossible high flows are generated from the current 
model and the requirements for initiating simulations are issues which would need to be further 
investigated. It is interesting to note that the bias in the QQ plots of simulated flow (Figure 7.5) 
appears to be related to that in the QQ plots of simulated rainfall (Figure 3.4), driven by the NCEP 
data.  
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Figure 7.2a The daily hyetographs, the observed and RRMT simulated hydrographs   
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Figure 7.2b The daily hyetographs, the observed and RRMT simulated hydrographs   
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Figure 7.3a Daily simulated flow series driven by the NCEP data 
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Figure 7.3b Daily simulated flow series driven by the NCEP data 
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Figure 7.4a 30-day moving average of daily simulated flow driven by NCEP data 
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Figure 7.4b 30-day moving average of daily simulated flow driven by NCEP data 
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Figure 7.5 The QQ plot of the observed and simulated streamflow 
 
The flow frequency curves are given in Figure 7.6. The simulations driven by the NCEP data are 
generally represented by the observed flows adequately, although underestimation and 
overestimation can be observed in the Manifold at Ilam (28031) and  the Cole at Coleshill (28066) 
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respectively. Despite variation between catchments, the simulated flows are, overall, suitable as 
representations of observed flows of different frequencies.  
 
Figure 7.6 Flow frequency curves of the observed and simulated flows (1% of the data at 
both ends of the curves have been removed for clarity). It should be noted that the 
observations can be higher than the estimates driven by the NCEP data for data below the 
lower 1% data. 
In Figure 7.7, the mean monthly simulated daily streamflows using the observed rainfall are 
compared to the observed streamflow series and to simulations based on the GLM modelled inputs 
using the NCEP 30 year records. The general characteristics of the averaged simulated streamflows 
driven by the observed rainfall are very similar to the observed streamflows and to the simulated 
streamflow driven by the NCEP data. Apart from the Cole at Colehill (28066) which has a relatively 
high urban extended index, the correlations between the observed data and the average simulations 
are higher than 0.9. Overall the model is more successful at reproducing performance for the 
average flow in winter than for the average low flow in summer.    
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than the simulated streamflow driven by NCEP data. Based on the Wilcoxon rank-sum test 
(Wilcoxon, 1945) and the Kolmogorov-Simirnov (KS) test (Sprent and Smeeton, 2001), the flows 
driven by different climate models (GCM and RCM) are generally significantly different for all the 
catchments. For the GCMs, only the streamflows driven by the MPI and HADLEY data are not 
significant different from each other; for the RCMs, only the streamflows driven by the SMHI and 
DMI data are not significant different from each other. Intuitively, it would be expected that the 
streamflows from the rainfall-runoff model using the climate data downscaled by the weather 
generators driven by the RCM and its parent GCM should be same when the series are aggregated to 
the same spatial scale. However, this is not the results here, and it is interesting to note that the 
streamflow series driven by the Hadley Centre GCM and RCM data are found to be significantly 
different based on their median ranks (Wilcoxon tests) and distributions (KS tests).     
 
Figure 7.7 Average daily observed and simulated streamflows across months of the year 
 
The performance of the set of GCMs and RCMs for the simulation of monthly mean daily flows is 
shown in Figure 7.9. The variability between models is extremely high, although there is a reduction 
in summer flows for six catchments. The seasonal variations of all the simulations are usually 
smoother than the observations from 1960 to 1990. The average daily future streamflows driven by 
all GCMs and RCMs are lower than observations in the Manifold at Ilam (28031), the Medway at 
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Chafford Weir (40007) and the Weaver at Audlem (68005) for all months. For the other three 
catchments, the future streamflows driven by some GCMs and RCMs are higher than the 
observations in some months of the year, mainly autumn and winter. The clear message is that it is 
dangerous to generalize basin responses based on the output of one GCM or RCM because of the 
large uncertainty between models.  Moreover, the possible changes in future streamflows depend 
not only on global climate models but also on the catchment characteristics that respond to the 
change in climate patterns.  
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Figure 7.9 Average daily streamflows driven by NCEP, GCMs and RCMs 
 
For the streamflow extremes, the incoherence of the results driven by different GCMs and RCMs is 
more acute. The maximum likelihood estimates of generalised extreme value (GEV) distributions 
(see Chapter 5 for details) of the annual streamflows maxima are summarised in Table 7.2. 
Compared to the limit distributions of the observed rainfall maxima, the extremes of annual 
streamflow maxima are more likely to belong to a Weibull distribution (GEV3) instead of a Gumbel 
distribution (GEV1).  The estimated shape parameters of four catchments are negative, and three of 
them are significantly negative based on the Wald test at a 5% significance level.  Using the GEV 
parameters in Table 7.2, the simulated extreme distributions based on parametric bootstrapping 
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(see Chapter 5) are given in Figure 7.10. For the catchments having negative shape factors (Table 
7.2), the high value events approach asymptotically to some upper bounds which is a general 
property of the Weibull distribution. The reason why the streamflows have upper bounds may be 
related to specific catchment characteristics or local flood defences. The problem of the simulation 
approach using the GEV distribution is that the simulated low flow values can be negative, and this 
problem was observed at the GEV simulated series for the Medway at Chafford Weir (40007) and 
the Weaver at Audlem (68005). In general, the parameterisation for GEV3 is problematic (e.g. Coles 
and Powell, 1996).    Similar problem for modelling low flow (left tail) using long tail distributions and 
Monte Carlo simulations were found in Hosking and Wallis (1997).  
Table7.2 Summaries table of the GEV parameters for the observed annual streamflow maxima  
 
Observed NCEP 
Location (µ) 
(mm/day) 
Scale (σ) 
(mm/day) 
Shape(¸) 
 
Location (µ) 
(mm/day) 
Scale (σ) 
(mm/day) 
Shape(¸) 
 
28031 14.35 3.28 0.17 12.16 3.24 0.17 
28066 5.97 1.62 -0.15 5.47 2.07 0.11 
39022 5.65 1.97 -0.22 4.01 1.34 0.08 
40007 11.66 4.92 -0.42 7.56 2.85 0.11 
68005 6.32 1.58 -0.45 4.62 1.61 0.10 
69008 8.34 1.75 0.09 7.35 1.86 -0.02 
 
For the maximum streamflow driven by the NCEP data, the location parameters are generally lower 
than the observations and the shape parameters are generally closer to or greater than zero (Table 
7.2). The non-negative shape factors indicate that the peak flows driven by the NCEP data are 
unbounded. The positive shape parameters of the NCEP-driven extreme simulations seem to be a 
result of imperfectness in the adopted rainfall runoff models and the possible overestimation of 
rainfall from the GLM in Chapter 3. Figure 7.11 shows the simulated extreme value distributions of 
the annual streamflow maxima driven by the NCEP data based on the GEV distribution. Similar to 
Figure 7.10, the simulations bound the observations but the NCEP simulations appear more likely to 
underestimate or overestimate peak flow because the observations are further away from the 
median of the simulations in Figure 7.11. Further work on testing and cascading the uncertainty from 
different rainfall and hydrological models would be worth pursuing.  
Figure 7.12 shows the 95% confidence intervals of the simulations for both observations and 
streamflow driven by the NCEP data based on the GEV distributions. It is found that the simulated 
peak flows driven by the NCEP data are generally overdispersed (the range of simulation is larger 
than the variability of the observations) but they are under-dispersed for the Dean at Stanneylands 
(69008). Therefore, the streamflow extremes driven by the NCEP data are more uncertain as a result 
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of overdispersion in some catchments but they can also underestimate the extreme results in other 
catchments. Figures 7.13 and 7.14 shows the 95% confidence intervals of the streamflow extremes 
driven by the NCEP data and the Hadley centre GCM and RCM, and their behaviour is more 
inconsistent compared to the less erratic results in the simulated average curves (Figure 7.9). From 
the six catchment results, it is very difficult to generalise the diverse results as the extreme 
characteristics of streamflows are very sensitive to different catchments and different GCMs and 
RCMs. Moreover, the projections in Figures 7.13 and 7.14 are not likely to be reliable if all the 
possible other human influences (e.g. land use change) and changes in local ecology are ignored. 
Hence, specific catchment assessments with some physically based models for land use change 
appear to be important and motivating.     
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Figure 7.10 Simulated extreme distributions of observed maxima based on the GEV 
distribution. The lines are the observed values.  
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Figure 7.11 Simulated extreme distributions based on the GEV distribution with the 
parameters estimated from streamflow driven by the NCEP data. The lines are the observed 
values. 
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Figure 7.12 The 95% confident intervals of the GEV distributions generated by parametric 
bootstrapping using the fitted GEV parameters for the observations (blue) and the 
estimations driven by the NCEP data (grey). The black lines are the observed extreme values. 
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Figure 7.13 Simulated 95% confidence interval of extreme distributions where grey is for the 
NCEP and red is for the Hadley GCM driven flows based on the GEV distribution. The black 
lines are the observed values. 
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Figure 7.14 Simulated 95% confidence interval of extreme distributions where grey is for the 
NCEP and red is for the Hadley RCM driven flows based on the GEV distribution. The black 
lines are the observed values. 
7.6 Conclusions  
The results (Figures 7.5 – 7.7) show that the streamflows simulated from the conceptual rainfall-
runoff model using the rainfall series simulated by the GLMs are capable of representing the 
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properties of observed flows even although slight overestimation may be observed in the Cole at 
Colehill (28066) and the Dean at Stanneylands (69008) during the middle months (i.e. June, July and 
August) of the year.  
GCMs and RCMs introduce different uncertainty to the simulated rainfall (Leith 2005), and this 
uncertainty transfers to the streamflows simulated by the hydrological models (Figure 7.9). The 
uncertainty due to GCMs or RCMs to the streamflows can be quantified by the comparison of the 
results from different GCMs and RCMs. However, most previous streamflow studies (e.g. Kay et al. 
2006 a&b; Fowler & Kilsby 2007) can only include a limited number of GCMs or RCMs. In 
comparison, the proposed GLM approach provides a flexible alternative way of generating 
streamflows by using simulated GLM rainfall series driven by different GCMs or RCMs. The 
uncertainty in daily streamflows resulting from various global climate models can be assessed. More 
effort on comparing statistical approaches with dynamic approaches would enable the assessment 
of the possibility of transferring the land surface scheme from one global model to another. 
Apart from the uncertainty associated with GCMs and RCMs, there are other sources of uncertainty 
and certain issues requiring further attention. The GLM approach, using output variables of climate 
states from GCMs and RCMs to drive stochastic models of daily rainfall, appears to be a suitable 
method for the generation of rainfall time series for hydrological modelling of future climate 
scenarios. However, the robustness of the model depends on the appropriateness of the model 
structure and parameters for the future rainfall distribution, bearing in mind that 20th century 
relationships between climate variables and precipitation are assumed to be applicable to 21st 
century scenarios. The rainfall model structure (Leith 2005) was used successfully for the six 
catchments, which suggests that it is transferable to similar catchments in the UK for current 
climate. The GLM methodology also has the potential to generate spatial rainfall fields. This aspect 
was not evaluated here, but is of potential importance for larger catchments and requires 
evaluation.  
The estimation of potential evaporation for future climate scenarios is problematic. Combination 
methods have a strong physical basis but the derivation of input variables from GCMs is associated 
with high uncertainty. Potential evaporation based on temperature methods has inevitable 
limitations, but can provide practical estimates, as demonstrated here. However, despite the very 
good performance of the average daily simulated streamflows for current climate, the potential 
evaporation estimation approach proposed in Chapter 6 is worth further exploration in hydrological 
impact studies. 
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The adopted conceptual rainfall-runoff model has previously been applied successfully to different 
UK catchments. It is a lumped model, however, and therefore cannot be expected to represent large 
catchments well, or catchments where there is significant heterogeneity. For example, it can be 
noted that the Cole at Coleshill (28066) may have different high and low flow responses and is the 
most urbanized of the six catchments studied here, which may be the reason for the poorer model 
performance. The examined catchments represent a limited set, mainly lowland, and the 
methodology could usefully be applied to a larger set of catchments and catchment types.  
An important limitation of the work is that the model structure and the parameters in the rainfall–
runoff models are assumed to be invariant under different climatic states. This is a crude first 
approximation, as changes can be expected e.g. to soils, vegetation and anthropogenic influences 
(e.g. Feddema & Freire 2001; Holman 2006). Also, Jones et al. (2006) identified that the change of 
runoff against the variation of evaporation and rainfall is model specific. Clearly there is much work 
required to examine such effects further.       
Another limitation of the adopted approach is that the rainfall–runoff models are off-line models. As 
a result, the rainfall–runoff models can only employ the information from GCMs or RCMs but not 
provide feedback to them. This is likely to lead to inconsistency between e.g. modelled soil moisture 
and runoff within the GCM/RCM algorithms, and the proposed off-line approach.  
Turning to the results themselves, the properties of simulated average streamflows were shown to 
correspond well to the characteristics of the observed streamflows, which gives confidence in the 
combined performance of the methods used. The clear messages from the work are the following. 
(a) The characteristics of the projected future streamflows driven by different GCMs and RCMs 
depend strongly on the hydrological response of different basins. 
(b) The variability in response between alternative GCMs and RCMs is large. However, it is noted 
that the uncertainty and sensitivity are higher for the simulated annual extremes than average 
streamflows. Although the possible change of the extremes of streamflow series may be deduced, 
the uncertainty of the results should be further quantified.            
Finally, it is noted that the adopted streamflow impact assessment can generate higher resolution 
streamflows using finer rainfall and potential evaporation time series. As discussed in Chapter 3, the 
GLMs can be used to generate spatial rainfall fields (see e.g. Yang et al. 2005a) – an important 
capability, which has not been used here.  Daily rainfall data from GLMs can be disaggregated to 
hourly rainfall series (Segond et al. 2006). Therefore, spatially distributed streamflow simulation for 
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climate impact studies (e.g. hydrological drought, ecological and water quality projects) should be 
feasible using the adopted assessment approach. 
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Chapter 8 
Summary and Conclusions 
 
What is the use of repeating all that stuff,  
if you don’t explain it as you go on? 
 It’s by far the most confusing thing I ever heard!  
- Lewis Carroll, Alice’s Adventures in Wonderland  
8.1 Introduction  
For understanding and assessing impending challenges in water management due to uncertain 
future climate, this thesis aims to identify suitable models and tools to investigate possible climate 
impacts on rainfall, evaporation and streamflow using global climate model outputs. Using the 
generalised linear model (GLM) approach as a rainfall and potential evaporation downscaling 
approach, the assessment of changes in drought, annual maxima and evaporation is found to be 
achievable (Chapters 4, 5 and 6). Approaches and frameworks for investigating changes in potential 
evaporation and streamflow are also proposed using downscaled climate model outputs (Chapters 6 
and 7).  In this chapter, the principal results of the dissertation are first summarised. Then, the 
implications of the findings and possible further research areas are presented.   
8.2 Summary of contributions 
The Generalised Linear Model (GLM) approach (Chandler and Wheater, 2002) is used to simulate 
daily rainfall for investigating possible changes in drought and annual maxima in six catchments in 
the UK.  In Chapter 2, simple time series analysis shows that the rainfall series are autocorrelated for 
around 5 days and the autocorrelation of streamflow series exhibit strong dependence as a seasonal 
function.  The trend study based on the Wald tests shows that significant trends were not readily 
detected in the six catchments, but interannual trends may exist in the moving average rainfall and 
streamflow series for the six catchments.  Based on the pairwise correlations between catchments, 
the rainfall and streamflow series are found to be fairly well correlated (larger than 0.6). 
In Chapter 3, a GLM rainfall model structure for the UK catchments is examined. The simulated 
rainfall series from the model structure provide adequate average statistics over the six catchments. 
Regarding the rainfall distributions, histograms, kernel estimated density curves and quantile-
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quantile (QQ) plots, all indicate that the simulated distributions are consistent with those of 
observations. Moreover, with respect to the order of magnitude of errors, residual analysis 
demonstrates that the performance of the model is similar to other studies (e.g. Chandler and 
Wheater, 1998a&b). Despite overestimated extremes of the GLM simulated rainfall series, the 
observed rainfall series correspond well to the bands of the simulated GLM quantiles.          
Using the GLM simulated rainfall series in Chapter 3, the drought characteristics of the six 
catchments are studied in Chapter 4 along with the UKCP09 weather generator outputs (Jones et al., 
2009). Before future drought conditions are projected, historical drought conditions are analysed 
using autoregressive integrated moving average (ARIMA) models based on the state space 
framework. Mean sea level pressure and possibly the North Atlantic Oscillation (NAO) index are 
identified to be the important climate variables for drought forecasting for the six catchments.  For 
the control 30-year period (1961-1990), the GLM simulated rainfall provides more adequate 
interannual variability compared to that generated by the UKCP09 weather generator. Moreover, 
compared to the control 30 year simulations, the UKCP09 weather generator gives similar systematic 
drought projections in the 2080s. Therefore, the GLM simulated rainfall series should be more 
suitable for meteorological drought assessment, because the GLM approach can better assimilate 
interannual variation signals from global climate models than the UKCP09 weather generator.  The 
GLM results indicate that changes in the 10th and 50th quantiles of drought are more discernible than 
the changes in 90th quantile extreme drought.            
Turning to rainfall annual extremes, 30-year maxima distributions (f30:30(x)) are used as an invariant 
characteristic of the ensemble from a particular stochastic model using extreme value theories and 
order statistics. Bayes factors are proposed for comparing 30-year maxima distributions (f30:30(x)) 
from the GLM approach and the UKCP09 weather generator. Although the two methods provide 
similar results of annual maxima based on Bayes factors, the 30-year distributions (f30:30(x)) from two 
models are not very similar. The changes in the maxima distributions of two models are even more 
diverse. Further effort is required to understand the difference between extreme predictions from 
the two models under climate scenarios.    
Apart from rainfall, potential evaporation is also studied by a special case of the GLM approach.  
Based on principal component analysis, the global climate model variables for potential evaporation 
estimation are correlated more strongly than the corresponding observations. The results of 
sensitivity analysis show that the inflated correlation between climate variables may cause erratic 
potential evaporation estimation using the Penman-Monteith equation. A new potential evaporation 
model for global climate model outputs is proposed based on stepwise regression and the GLM 
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approach. Based on the proposed potential evaporation model, the projected changes in both 
potential and actual evaporation are found to be spatially dependent. In the southern part of the UK 
in the 2080s, the high projected increase (~20%) in potential and actual evaporation may cause 
some concerns for the water management.      
In Chapter 7, the possible changes in the streamflows are assessed by using a conceptual 
hydrological model, the GLM simulated rainfall from Chapter 3 and a simple temperature-based PE 
methodology. Using the GLM approach to downscaling, the information from different global 
climate models is used to drive hydrological models. The simulated streamflow series in the 2080s 
from different GCMs and RCMs show that the uncertainty associated with climate models strongly 
influences streamflow projections. The divergences in the projections between different climate 
models are even clearer for the extreme events. Nevertheless, the promising and flexible GLM 
framework can readily be extended to support distributed hydrological modelling, even though it is 
admitted that there is still room for improvement in projecting streamflow extremes.      
8.3 Further Research Areas  
The main disadvantage to the GLM approach using likelihood-based inference is that the probability 
density functions for the models f(y;θ) need to be specified (Chandler,  2006) even though the 
maximum likelihood estimators in the GLM approach provide a very feasible framework for including 
exogenous variables in statistical estimation and inference. Many extensions of the GLM approach, 
such as generalised additive models (Hastie and Tibshirani, 1990), can allow data to be represented 
by empirical distributions. Another problem of the GLM approaches for rainfall simulation is 
overdispersion (e.g. Furrer & Katz, 2007). Overdispersion is usually the result due to excessive 
numbers of zeros. As drought is an important concern for climate change studies, the adopted 
occurrence models need to be robust to the number of dry events (number of zeros in the series). 
Some hurdle models (e.g. the zero-altered Poisson distribution, the zero-altered negative binomial 
distribution) have been proposed for addressing the overdispersion problem (e.g. Cameron and 
Trivedi, 1998). A sensitivity analysis on the occurrence models based on the binomial distribution in 
the GLM approach along with other hurdle models may be worthwhile for extreme climate and 
drought events. Overall, uncertainty study in GLM structures and in their coefficient estimates 
should be an interesting area of further research.  
Although extensive research has shown that multisite simultaneous rainfall can be modelled and 
simulated by the GLM approach (e.g. Yang et al., 2005a, Segond et al., 2006), multisite rainfall has 
not been studied here. The appealing capability of the GLM framework for multisite simulation 
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should be investigated for climate change studies. Moreover, using the concept of random effects, 
generalised linear mixed effect models (GLMM) (McCulloch and Searle, 2001) may also be used to 
study multisite rainfall using less straightforward numerical estimation approaches (e.g. the 
expectation maximization (EM) algorithm). In GLMM, the average of multisite rainfall may be 
modelled by fixed effects and the rainfall for individual sites can be modelled by random effects (i.e. 
the variance components of the mixed effect models).  
For the current stochastic rainfall model, the temporal scale is limited to daily. However, it is 
possible to extend to the subdaily scale by combining the Poisson cluster model and the GLM model 
(Segond et al., 2006). Although the UKCP09 weather generator has adopted a Poisson cluster model 
for its subdaily rainfall model, the UKCP09 weather generator may not assimilate interannual 
variation into simulation as well as the GLM approach. Therefore, combining the Poisson cluster 
model and the GLM model for simulation of future subdaily rainfall using the global model data 
appears to be a more appealing and promising direction.   
In Chapter 6, the discrepancy in correlation structures has been identified between multivariate 
climate observations and gridded GCM data. Dependence structure should be important for 
multisite simulation (e.g. Wheater et al., 2005; Clarke, 2010). Failure to account for the correlations 
between climate variables is one important problem in hydro-climatological research (Clarke, 2010). 
For example, the stochastic relationship between potential evaporation and rainfall need to be 
better studied. Moreover, the problems and limitations of the gridded data and their interpolations 
have not been extensively examined here. Although simple inverse distance interpolations may 
already provide fair climate series from gridded global climate model data for the GLM approach, 
other methods in geostatistics (e.g. Kriging) should be further investigated (e.g. Faulkner and 
Prudhomme, 1998). Additionally, weather generators providing gridded multisite simulations are 
also worth comparing to the approach in this thesis (e.g. Wilks, 2009).  
Although the drought conditions in the six catchments can be analysed by the ARIMA approach, the 
considered state space model is only linear and univariate. There are many attempts to extend the 
linear to nonlinear (e.g. Haseltine and Rawlings, 2005) and univariate to multivariate state space 
models (i.e. cointegration) (e.g. Proletti, 1997). For cointegration, multivariate time series can be 
investigated together to see whether they share a common drift (i.e. the change of average value of 
the time series). For example, the relationship of temperature and precipitation series can be tested 
based on the possible presence of cointegration instead of spurious correlation. Furthermore, the 
state space approach can also be used for streamflow and other real time assimilation. Further study 
of nonlinear and multivariate models for forecasting should be useful.  
266 
 
Similarly, the potential of the Bayesian paradigm has not been fully explored. Bayes factor has only 
been employed in the perspective of extremes (Chapter 4), and the Bayesian approach can be 
readily used in other model diagnosis and evaluation statistics (e.g. Gupta et al., 2008). Moreover, 
there are many other nice applications of the Bayesian paradigm. Expert and prior knowledge for 
local extremes (e.g. Coles and Tawn, 1996) and regionalisation (e.g. Bulygina et al., 2009) can be 
easily assimilated under Bayesian frameworks.  
As a test bed, all the six studied catchments have around 30 year data series. Even though the data 
series has a length of around 30 years, rare extremes (such as extremes in 100 year) cannot easily be 
estimated, so that validation through examination of the behaviour of extremes is necessarily 
limited. Longer records are definitely needed to further validate the results in this study.  In many 
developing countries, the problem related to sparse data sources and short data series (<30 years) is 
even more widespread (e.g. Basher 1999). Moreover, climate change is very challenging for these 
parts of the world (e.g. Adger et al., 2003). Possible approaches to extend the current methods to 
address sparse data problem include (1) regionalisation, (2) data imputation and (3) using remote 
sensing data. Regionalisation is common applied in the rainfall-runoff modelling for ungauged 
catchments (Lee et al., 2005; Wagener et al., 2004).  Using multivariate statistics (e.g. PCA, Canonical 
Correlation Analysis, Discriminant Analysis, Recursive Partitioning, Support Vector Machines and 
Stepwise regression) ) (e.g. Yadav et al., 2007), climate change projection may also be feasible in 
ungauged or data scarce basins. Clustering and classifying techniques (e.g. discriminant analysis and 
support vector machines) can be used to group basins with similar physical properties together and 
transfer information about climatological and hydrological properties from one basin to another in 
the same cluster or classification. As data imputation is one of the functions of weather generators 
(Chandler, 2006), suitable weather generators based on the GLM approaches or other algorithms for 
developing countries should help to alleviate the problem of data scarcity. Using other sources of 
data such as remote sensing data as proxies may also be a solution for sparse data areas (e.g. Justice 
et al., 1985). In any case, more efforts are urgently needed for these highly vulnerable areas under 
changing climate.  
In this study, only UK catchments are considered. Other hydrological processes which may not be 
important in the UK may be interesting to be studied in other regions. A good example is snow. 
Changes in the cryosphere are complex because snow and ice are not only intricately linked to the 
mass balance but also the surface energy budget (Solomon et al., 2007). Changes in snow cover can 
affect land surface radiative balances and the strength of the feedbacks because of the high albedo 
of snow (e.g. Groisman et al., 1994). The local hydrological processes can also be affected by snow. 
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For example, trends in Canadian streamflows are attributed to be related to ice freeze-up and 
breakup dates in Canada (Zhang et al., 2001). Changes towards earlier streamflow timing are found 
in Western North America (Stewart et al., 1996), despite the fact that the observed trends may not 
be significant (e.g. Duguay et al., 2006). Furthermore, projecting snow under future climate 
scenarios is even more challenging. For instance, the UKCP09 is unable to provide probabilistic 
projections of changes in snow and recommends that further consideration of the robustness in any 
individual adaption decision based on snowfall rate is needed (Jenkins et al., 2009). Extending the 
current work to snow should be motivating.  
The problems associated with climate change may even be exacerbated by other anthropogenic 
impacts on environment such as land use change (e.g. Marshall et al., 2006, Acreman, 2000). To 
address this, the current stochastic model may be incorporated with other more physically-based 
models (e.g. Joint UK Land Environment Simulator (Jules) (Clark and Harris, 2009)) to provide better 
understanding and local feedback mechanisms based on mass and energy balances. Moreover, using 
stochastic outputs from this work, other hydrological processes, such as groundwater flow processes 
(Pinault et al., 2005), which have not been considered here, can also be examined by physically-
based models.  
8.4 Final remarks 
Climate change is an imminent challenge to human resources. This study has applied a stochastic 
rainfall model for projecting drought and annual maxima in the 2080s at a catchment scales, and the 
results provide insight into possible changes in the extremes under climate scenarios. Based on the 
characteristics of global climate variables, a new potential evaporation model has been proposed. 
Moreover, 2080s streamflows have been projected for a set of UK catchments. Although the 
uncertainty of the predictions can be quantified by the ensemble simulations through stochastic 
models, the diverse projections driven from different global and regional climate models show that 
diligent efforts are still needed to provide reliable hydrological projections. Nevertheless, this 
dissertation has provided a solid foundation for further development in understanding our 
nonstationary water cycle.  
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Appendix A1: The Generalised Linear Model (GLM) parameters  
The adopted Generalised Linear Model (GLM) structure consists two parts: an occurrence and amounts model. Details of parameter are listed in Tables A1.1 and 2.  
Table A1.1 The occurrence model 
Components   28031  28066  39022  40007  68005  69008  
  
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Constant   -0.5091 0.0664 -0.7164 0.0486 -0.8517 0.0523 -0.8186 0.0467 -0.6132 0.0527 -0.4133 0.0836 
Sea level pressure 1 -0.3407 0.0486 -0.3321 0.0384 -0.3132 0.0414 -0.3300 0.0371 -0.3331 0.0409 -0.3629 0.0593 
Temperature 2 0.0279 0.0355 -0.0177 0.0279 0.0029 0.0324 -0.0227 0.0271 0.0010 0.0293 0.0143 0.0429 
Relative humidity 3 0.1251 0.0374 0.1226 0.0298 0.1135 0.0334 0.1106 0.0289 0.1121 0.0318 0.0986 0.0472 
Index 4 -0.1745 0.1401 0.0961 0.1267 -0.0267 0.1261 -0.1222 0.1223 -0.2064 0.1334 -0.0718 0.1445 
3I(Y[t-1]>0) 5 1.1556 0.1092 1.2791 0.0834 1.3344 0.0921 1.2002 0.0815 1.3103 0.0900 1.1843 0.1331 
I(Y[t-2]>0) 6 0.2961 0.0930 0.4219 0.0739 0.3911 0.0815 0.3509 0.0727 0.3450 0.0783 0.2480 0.1174 
I(Y[t-3]>0) 7 0.1542 0.0644 0.0279 0.0511 0.1628 0.0562 0.1338 0.0502 0.0441 0.0547 -0.0268 0.0788 
I(Y[t-k]>0: k=1 to  2) 8 -0.4812 0.1262 -0.3942 0.0995 -0.4790 0.1104 -0.4468 0.0986 -0.3057 0.1060 -0.2116 0.1516 
Daily seasonal effect, cosine component 9 0.3014 0.0512 0.2139 0.0397 0.2705 0.0431 0.2594 0.0394 0.1951 0.0420 0.2342 0.0630 
Daily seasonal effect, sine component   10 0.0187 0.0495 0.0363 0.0396 0.0524 0.0426 0.0230 0.0388 0.0005 0.0416 -0.0357 0.0607 
Smooth February effect 11 -0.2283 0.2037 -0.3005 0.1583 -0.3399 0.1503 -0.2600 0.1344 -0.3741 0.1689 -0.5213 0.2448 
Ln(1+Y[t-1]) 12 0.9030 0.0522 0.6408 0.0438 0.7645 0.0483 0.6615 0.0404 0.7704 0.0494 0.7452 0.0632 
2-way interaction: covariates  2 and  9   0.0618 0.0467 0.0511 0.0375 0.0935 0.0426 0.0505 0.0366 0.0842 0.0396 0.0676 0.0544 
2-way interaction: covariates  2 and  10   -0.0329 0.0444 -0.0157 0.0352 -0.0354 0.0420 -0.0565 0.0354 -0.0125 0.0361 0.0438 0.0519 
2-way interaction: covariates  2 and  11   0.0956 0.2099 0.0767 0.1700 0.2269 0.1781 0.0203 0.1485 0.4505 0.2081 0.1784 0.2652 
2-way interaction: covariates  3 and  9   -0.1035 0.0501 -0.1345 0.0395 -0.0547 0.0453 -0.0773 0.0389 -0.0788 0.0421 -0.1525 0.0593 
2-way interaction: covariates  3 and  10   0.0190 0.0443 0.0443 0.0358 0.0445 0.0407 0.0464 0.0361 0.0340 0.0368 0.0166 0.0523 
2-way interaction: covariates  3 and  11   0.0109 0.2080 -0.2220 0.1683 -0.1159 0.1683 0.0261 0.1519 -0.3035 0.1985 0.1131 0.2715 
2-way interaction: covariates  1 and  5   -0.1395 0.0602 0.0986 0.0492 0.0586 0.0531 0.0845 0.0485 0.0953 0.0512 0.1859 0.0709 
2-way interaction: covariates  4 and  5   -0.1612 0.1771 -0.0512 0.1624 0.1196 0.1746 0.0324 0.1665 -0.0726 0.1732 -0.6882 0.1727 
2-way interaction: covariates  4 and  6   0.1783 0.1796 -0.0225 0.1635 -0.2789 0.1750 0.0439 0.1666 0.2194 0.1745 0.3865 0.1746 
2-way interaction: covariates  12 and  9   0.0855 0.0592 0.0877 0.0488 0.1265 0.0540 0.0698 0.0440 0.0856 0.0554 0.0828 0.0706 
2-way interaction: covariates  12 and  10   0.0494 0.0583 0.1345 0.0496 0.1434 0.0540 0.1623 0.0440 0.0670 0.0556 0.1031 0.0691 
2-way interaction: covariates  12 and  11   0.0538 0.2811 -0.0437 0.2223 0.0000 0.0000 0.0000 0.0000 0.3363 0.2977 0.4387 0.4170 
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In the occurrence model, there are 24 parameters. Three parameters of the models are climate variables: sea level pressure, temperature and relative humidity. Daily 
temporal effects are modelled by a log transformation (Ln(1+Y[t-1])) and four indicators (I(Y[t-k]>0)) which takes the value 0 or 1 depending on previous 3-day rainfall 
pattern. Using a smooth effect in February and sine and cosine curves, seasonal effects are modelled parsimoniously by 3 parameters. The other twelve parameters of the 
occurrence model are interactions between climate variables and covariates.  
Table A1.2 The amounts model 
Components   28031  28066  39022  40007  68005  69008  
  
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Constant   1.234  0.0332 1.0250 0.0304 1.0090 0.0327 1.1130 0.0288 0.9070 0.0300 1.0970 0.0395 
Sea level pressure 1 -0.226  0.0291 -0.2630 0.0268 -0.2310 0.0293 -0.1940 0.0269 -0.1810 0.0257 -0.1890 0.0332 
Temperature 2 0.021  0.0192 0.0410 0.0190 0.0430 0.0216 0.0220 0.0187 0.0060 0.0179 0.0480 0.0228 
5Ln(1+Y[t-1]) 3 0.174  0.0207 0.1600 0.0232 0.1890 0.0243 0.1970 0.0216 0.1870 0.0222 0.1830 0.0268 
Ln(1+Y[t-2]) 4 0.036  0.0222 0.0250 0.0241 0.0610 0.0257 0.0650 0.0225 0.0210 0.0236 0.0200 0.0278 
Daily seasonal effect, cosine component 5 -0.062  0.0384 -0.1340 0.0354 -0.1490 0.0384 -0.0890 0.0351 -0.1170 0.0339 -0.0820 0.0459 
Daily seasonal effect, sine component   6 -0.106  0.0384 -0.1350 0.0360 -0.1450 0.0387 -0.1380 0.0352 -0.1380 0.0344 -0.1510 0.0455 
I(Y[t-k]>0: k=1 to  2) 7 -0.037  0.0493 -0.0480 0.0465 -0.0760 0.0505 -0.0720 0.0465 -0.0400 0.0441 -0.0010 0.0586 
2-way interaction: covariates  1 and  5   0.005  0.0264 -0.0710 0.0270 -0.1040 0.0292 -0.1000 0.0268 -0.0670 0.0248 0.0040 0.0307 
2-way interaction: covariates  1 and  6   -0.024  0.0266 -0.0510 0.0271 0.0280 0.0291 0.0200 0.0269 -0.0390 0.0249 -0.0580 0.0308 
2-way interaction: covariates  3 and  5   0.065  0.0261 0.0470 0.0283 0.0860 0.0298 0.0720 0.0262 0.0390 0.0276 0.0710 0.0334 
2-way interaction: covariates  3 and  6   0.014  0.0261 0.0260 0.0290 0.0170 0.0303 -0.0100 0.0259 0.0250 0.0283 0.0140 0.0329 
2-way interaction: covariates  1 and  3   0.066  0.0191 0.1060 0.0209 0.0570 0.0221 0.0280 0.0193 0.0510 0.0203 0.0570 0.0233 
Dispersion Parameter    0.583  
 
0.4880 
 
0.5040 
 
0.5450  0.5330  0.6220  
 
Turning to the amounts model, the model structure is simpler, with only 14 parameters.  Sea level pressure and temperature are the only two climate variables. The daily 
temporal structure of the amounts model is also simpler than that of the occurrence models. Only 3 parameters are used to define the daily temporal structure. For 
seasonal effect, the amounts model also uses sine and cosine curves. Parameters for interactions are only five. As the amounts models follows gamma distributions, there 
are also a shape factor (or dispersion parameters ).         
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Appendix A2: Proposed potential evaporation model 
parameters  
 
Based on stepwise regression, a potential evaporation model (A2.1) which is deemed to be 
suitable for global climate model data is proposed in Chapter 6.  
 
   (  )         (          )   (A2.1) 
where  PE = Potential evaporation 
  i = parameter i (i=0 to 3) 
  E(.) = Expectation 
  R = Radiation (MJm-2day-1) 
  H = Relative Humidity (%) 
  T = Temperature (degree) 
  U = Wind speed (m/s) 
 
The parameters of the model (i) are considered to be related to climate variables by two 
components. One is linked to radiation (1) and the other is related to wind speed (2 and 
3). The parameter of 0 is an intercept which represent the local effect which is not 
explained by climate variables. The maximum likelihood estimates of the parameters of the 
25 UK stations (Figure 6.1) are summarised in Table A2.1.   
  
296 
 
Table A2.1 The model parameters  
Station src_id Name 0  1  2  3 
   Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
Coefficient 
Standard 
error 
S1 811 HERSTMONCEUX: WEST END -0.1092  0.0567 0.1333 0.0051 0.0954 0.0173 -0.0951 0.0198 
S2 862 ODIHAM 0.0933  0.0511 0.1186 0.0063 0.0965 0.0091 -0.1002 0.0106 
S3 775 MANSTON -0.2419  0.0683 0.1213 0.0056 0.0659 0.0081 -0.0591 0.0094 
S4 19206 ST ATHAN -0.0323  0.0636 0.1114 0.0050 0.0791 0.0103 -0.0786 0.0122 
S5 708 HEATHROW 0.0908  0.0627 0.1167 0.0075 0.1008 0.0074 -0.1061 0.0090 
S6 676 FILTON -0.0289  0.0526 0.1246 0.0063 0.0705 0.0091 -0.0681 0.0108 
S7 440 WATTISHAM -0.0638  0.0544 0.1165 0.0058 0.1038 0.0092 -0.1049 0.0109 
S8 1198 ABERPORTH 0.0819  0.0804 0.1095 0.0035 0.0571 0.0099 -0.0566 0.0115 
S9 19187 COLESHILL -0.2600  0.1284 0.1342 0.0158 0.0799 0.0287 -0.0710 0.0324 
S10 583 WITTERING 0.0548  0.0560 0.1234 0.0062 0.0875 0.0085 -0.0898 0.0103 
S11 643 SHAWBURY 0.0055  0.0482 0.1259 0.0057 0.0784 0.0113 -0.0765 0.0135 
S12 556 NOTTINGHAM: WATNALL -0.1269  0.0489 0.1308 0.0073 0.0899 0.0132 -0.0865 0.0151 
S13 1145 VALLEY 0.1396  0.0776 0.1054 0.0035 0.0624 0.0119 -0.0640 0.0141 
S14 533 CHURCH FENTON 0.0256  0.0561 0.1254 0.0066 0.0743 0.0125 -0.0704 0.0153 
S15 17314 LEEMING 0.0313  0.0500 0.1310 0.0053 0.0779 0.0135 -0.0771 0.0166 
S16 315 BOULMER 0.0733  0.0657 0.1132 0.0036 0.0623 0.0082 -0.0592 0.0100 
S17 1007 PRESTWICK: GANNET -0.0697  0.0543 0.1101 0.0036 0.0732 0.0092 -0.0696 0.0107 
S18 24125 GLASGOW: BISHOPTON -0.0029  0.0397 0.1262 0.0049 0.0524 0.0138 -0.0457 0.0153 
S19 19260 EDINBURGH: GOGARBANK -0.0160  0.0466 0.1321 0.0041 0.0287 0.0107 -0.0151 0.0134 
S20 18974 TIREE 0.2636  0.0880 0.0890 0.0024 0.0249 0.0063 -0.0205 0.0066 
S21 113 AVIEMORE -0.0106  0.0347 0.1279 0.0046 0.0672 0.0163 -0.0576 0.0197 
S22 19172 SKYE: LUSA 0.6501  0.2896 0.0980 0.0105 0.0002 0.0565 0.0079 0.0606 
S23 54 STORNOWAY AIRPORT 0.1390  0.0615 0.0954 0.0030 0.0540 0.0075 -0.0510 0.0082 
S24 23 KIRKWALL 0.1832  0.0631 0.0961 0.0036 0.0339 0.0088 -0.0290 0.0094 
S25 9 LERWICK 0.4001  0.0610 0.0834 0.0027 0.0365 0.0081 -0.0356 0.0089 
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Appendix A3: The Kalman filter  
For a defined linear state space model structure, the Kalman filter (Kalman, 1960) can be 
used for state estimation and forecasting. Using the standard multivariate Gaussian 
distribution results (e.g. Bishop 2006), it can be shown that the marginal and conditional 
distributions of the random vector (                  ) which has a Gaussian distribution 
for any t  1 are also normally distributed. For filtering, the Kalman filter provides the 
following general matrix expression of the relevant conditional state space model 
distributions. The notion of      is a short hand of all yt where t is from r to s. 
Given that     given       is normally distributed as follows: 
             (         ) 
The one-step-ahead predictive distribution of    given        is Gaussian ( (      ) ), where 
    (         )         
      (         )               
The one-step-ahead predictive distribution of    given        is Gaussian ( (      ) ), where 
    (         )       
      (         )             
Given that          is the forecast error, the filtering distribution of    given      is 
Gaussian ( (      ) ), where 
    (       )            
             
      (       )            
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For recursive filtering and prediction, the Kalman filter computes the predictive and filtering 
distribution from     (     ) and assimilates when new data become available. The 
conditional expected value     (       ) is the optimal point estimate which has the 
minimum mean square error. The weight of the correction term (forecast error,   ) is the 
Kalman gain (i.e.           
  ). This gain provides the strength of the estimation 
correction resulting from the difference between the new observation and the prediction. 
For linear time-invariant state space models, the Kalman gains express asymptotic behaviour 
(become approximately constant) if the system controllability and observability matrix are of 
full rank (e.g. Grewal and Andrews, 2008). For a univariate case, the sequence of 
standardised innovations (residuals) (  ) is defined by        √   . 
For forecasting by recursions, the forecast distributions from the Kalman filter are also 
Gaussian. In k-step ahead forecast point estimates, forecasting notations which are 
corresponding filtering notions are defined below: 
  ( )   (         ) 
  ( )     (         ) 
  ( )   (         ) 
  ( )     (         ) 
By setting   ( )     and   ( )    , the matrix expressions for the forecasting 
distributions from the Kalman filter as follows:  
The distribution of      given      is Gaussian ( (  ( )    ( )) ), where 
  ( )        (   ) 
  ( )        (   )           
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The distribution of      given      is Gaussian ( (  ( )    ( )) ), where 
  ( )        ( ) 
  ( )        ( )         
The only data (initial conditions) used in the forecasting distribution are the most recent 
values from the filtering distribution. Simulation of future series can be realised from the 
forecasting distribution based on the forecast series   ( ) and their variance  ( ). 
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Appendix A4: L-moments for the Generalised Extreme Value 
(GEV) distribution  
The L-moments (  ) and L-moment ratios (  ) defined for the GEV shape parameter (𝝃) <1 
(Hosking and Wallis, 1997) are defined below: 
The first L-moment (  ) is referred as to the L-mean which is the same as the conventional 
mean  
      (   (   ))   
The second L-moment (  ) is the L-scale  
     (   
 ) (   ))   
where   (.) denotes the gamma function.  
For L-moment ratios (  ),    is the L-skeweness and    is the L-kurtosis  
    (   
 ) (    )    
   ( (   
 )    (    )   (    )) (    ) 
For a random sample of size n from the distribution F, the probability weighted moments 
(PWM) (  ) can be estimated unbiasedly based on the order sample x1≤ x2≤… ≤ xn (Landwehr 
et al., 1979): 
   
 
 
∑
(   )(   ) (   )
(   )(   ) (   )
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The first four L-moments (  ) are related to PWM (Lee and Maeng, 2003): 
      
          
              
                     
 
and the L-moment ratio (  ) can be estimated by  
   
  
  
 
The shape parameter (𝝃) is  
                    
where 
  
 
    
 
   
   
 
The location parameter ( ) is 
  
    
(    ) (   )
 
The scale parameter ( ) is  
     
 (   (   ))
 
 
The L-moments for other common long tail distributions can be found in Hosking and Wallis 
(1997). In the Flood Estimation Handbook (FEH) (Robson and Reed, 1999) and Hosking and 
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Wallis (1997), the L-moment approach was further developed and used for regional 
frequency analysis. A summary of regional frequency analysis and regionalisation of 
extremes using the method of L-moment can be found in Hosking and Wallis (1997).  
 
 
