Abstract: Finite state machines are widely used as a sound mathematical formalism which appropriately describes large scale distributed and complex systems, arising in many technological domains of interest. One of the key issues in the modeling and analysis of such systems is to derive formal methods that cope with their inherent complexity. In this paper we introduce a novel class of non-flat systems that we term arenas of finite state machines. Arenas of finite state machines are collections of finite state machines that interact concurrently through a communication network. By expanding the arena, a flat system is obtained which is an ordinary finite state machine. For this class of non-flat systems we propose a notion of compositional bisimulation, which allows one to check bisimulation equivalence of arenas by directly exploiting their communication networks, without the need of expanding them to the corresponding finite state machines. Computational complexity analysis of the proposed approach is discussed and an illustrative example is included in the paper.
INTRODUCTION
Finite state machines (FSMs) are widely used in the modeling of complex systems, ranging from computer and communication networks, automated manufacturing systems, air traffic management systems, distributed software systems, among many others, see e.g. Cassandras and Lafortune [1999] , Clarke et al. [1999] . Recently, finite state machines have been also employed as a sound mathematical paradigm to describe purely continuous and hybrid systems in the context of the so-called correct-by-design embedded control software, see e.g. Alur et al. [2000] , Tabuada [2009] , Girard et al. [2010] , Belta and Habets [2006] and the references therein. The increasing complexity of large scale systems, arising in many technological areas of interest, demanded during the years for formal methods that can render their analysis tractable from a computational point of view. Several approaches have been proposed in the literature which include abstraction, modular verification methods, symmetry and partial order reduction, see e.g. Clarke et al. [1999] . The common goal of these approaches is to find a finite state machine which is equivalent to the original one, and with smaller size of the set of states. In this paper we follow the approach from Alur and co-workers (see e.g. Alur and Yannakakis [2001] , Alur et al. [1999] ), which regards a complex system as a non-flat system. A non-flat system is a "finite state machine", where each "state" can be either a basic state or a superstate (Harel [1987] ), that hides inside a finite state machine or even a (sequential and/or parallel) composition This work has been partially supported by European Commission under STREP projects IFLY and HYCON 2 , and by the Center of Excellence for Research DEWS, University of L'Aquila, Italy.
of finite state machines. By expanding the superstates of a non-flat system to their corresponding finite state machines, a flat system is obtained, which is an ordinary finite state machine. One of the early non-flat systems appeared in the literature is the one of hierarchical state machines (Alur and Yannakakis [2001] ). While hierarchical finite state machines well capture modeling features of many design languages as for example Statecharts (Harel [1987] ), they only consider sequential interaction among the finite state machines involved. Hierarchical state machines have been further generalized in Alur et al. [1999] to communicating hierarchical state machines where finite state machines can interact not only sequentially but also concurrently, through the notion of parallel composition. A naive approach to analyze and control such systems is to flat them or equivalently, to expand them to ordinary finite state machines, thus incurring in an exponential grow of the state space. This method is in general computationally demanding both from space and time complexity point of view. One challenge in this research direction is to derive formal methods for the analysis of such non-flat systems, by directly exploiting their inherent hierarchical structure at the higher level. For example, the work in Alur and Yannakakis [2001] showed that reachability problems for hierarchical finite state machines can be studied with polynomial time complexity by directly analyzing the nonflat system. Reachability problems have been studied also in Alur et al. [1999] for communicating hierarchical state machines and proved to fall in the class of exponential time and space complexity problems. Moreover, checking language and bisimulation equivalence are proved in Alur et al. [1999] to be an exponential space hard problem. This last complexity result is in line with the ones further established in Laroussinie and Schnoebelen [2000] , Sawa and Janar [2009] on space and time complexity arising in checking a range of equivalence notions in the linear time-branching time spectrum (van Glabbeek [1990] ) for networks of finite state machines, modeled by parallel composition of finite state machines. In particular, these work showed that checking any equivalence relation lying between bisimilarity and trace preorder is an exponential time hard problem, as conjectured in Rabinovich [1997] . As argued in Laroussinie and Schnoebelen [2000] , these results strongly suggest that there is no way to escape the state explosion problem, when checking behavioral relations and in particular bisimulation equivalence, for this class of non-flat systems. In this paper we introduce a novel class of non-flat systems which is termed arena of finite state machines. Arenas of finite state machines are collections of finite state machines that interact concurrently, through a communication network. For this class of non-flat systems we propose a notion of compositional bisimulation which is based on the communication network governing interaction mechanism among the FSMs. Existence of compositional bisimulations allows one to check bisimulation equivalence of arenas, without the need of expanding them to ordinary finite state machines. A computational complexity analysis is performed, which shows that checking compositional bisimulation scales as N 2 log(N ) with the number N of FSMs in the arena. This approach contrasts with any approach based on checking bisimulation equivalence on the FSM obtained by expanding the arena, which scales exponentially with N .
NOTATION
Given a set A, the symbol 2 A denotes the set of subsets of A and the symbol |A| denotes the cardinality of A. A set A is singleton if |A| = 1. Given a bijective function f : A → B, function f −1 : B → A denotes the unique inverse function of f so that b = f (f −1 (b)), for any b ∈ B. A relation R ⊆ A × B is said to be total if for any a ∈ A there exists b ∈ B so that (a, b) ∈ R and conversely, for any b ∈ B there exists a ∈ A so that (a, b) ∈ R. The relation R is the identity relation if it is total and, (a, b) ∈ R if and only if a = b.
FINITE STATE MACHINES AND EQUIVALENCE NOTIONS
In this paper we consider finite state machines in the formulation of Moore [1956] where states are labeled with outputs and transitions are labeled with inputs. Definition 3.1. (Bustan and Grumberg [2001] ) A Finite State Machine (FSM) is a tuple
where:
• X is a finite set of states; • X 0 ⊆ X is a set of initial states; • U is a finite set of input symbols; • Y is a finite set of output symbols;
The above definition differs from the classical ones given for Moore FSMs, which usually model the transition relation ∆ as a subset of X × U × X and the output map H as a function from X to Y . In the sequel we show the benefits of this formulation when modeling multiple interactions of finite state machines. In this paper we denote a transition (x, u, x
By definition of ∆, a transition of the form
Such a transition is regarded as private or internal to the FSM. Analogously for a state x ∈ X, H(x) = ∅ is allowed, meaning that state x is not visible from the external environment. Several notions of equivalence have been introduced for the class of finite state machines, see e.g. van Glabbeek [1990] . In this paper we focus on the notion of bisimulation equivalence (Milner [1989] , Park [1981] ). Bisimulation equivalence is widely used, as a tool to mitigate complexity of verification and control design of large scale complex systems, see e.g. Clarke et al. [1999] . Intuitively a bisimulation relation between a pair of FSMs M 1 and M 2 is a relation between the corresponding sets of states explaining how a state run of M 1 can be transformed into a state run of M 2 and vice versa. We first recall the notion of isomorphism.
there exists a bijective function T : X 1 → X 2 so that:
The notion of isomorphism is an equivalence relation on the class of finite state machines. The notions of simulation and bisimulation relations are reported hereafter. Definition 3.3. Given a pair of finite state machines
is a simulation relation from M 1 to M 2 if the following conditions are satisfied:
is a bisimulation relation between M 1 and M 2 if:
Finite state machines M 1 and M 2 are bisimilar, denoted
From the above definition it is readily seen that isomorphism implies bisimulation equivalence, while the converse implication is not true in general. Bisimulation equivalence is an equivalence relation on the class of finite state machines. Given a pair of FSMs M 1 and M 2 , the maximal bisimulation relation between M 1 and M 2 is a bisimulation relation R * (M 1 , M 2 ) so that R ⊆ R * (M 1 , M 2 ) for any bisimulation relation R between M 1 and M 2 . The maximal bisimulation relation exists and is unique. The quotient (Clarke et al. [1999] ) of an FSM M induced by R * (M, M ) is the minimal (in terms of cardinality of the set of states) bisimilar FSM of M . The minimal bisimilar FSM of a FSM M , denoted M min (M ), exists and is unique up to isomorphism. 
(1, 11), (2, 9), (2, 10)}.
Hence, F 1 and F 4 are bisimilar. Analogously, it is possible to show that F 3 ∼ = F 5 and F 2 ∼ = F 6 .
ARENAS OF FINITE STATE MACHINES
In this section we introduce a novel class of not-flat systems in the spirit of the work of Alur and Yannakakis [2001] , Alur et al. [1999] , which we term Arenas of Finite State Machines (AFSMs). AFMSs are collections of finite state machines that interact concurrently through a communication network. The syntax of an AFSM is specified by a directed graph A = (V, E), where:
• V is a collection of N finite state machines
When expanding the AFSM A, a flat system is obtained which is the ordinary finite state machine
• X = X 1 × X 2 × ... × X N is the set of states;
N is the set of initial states; • U = ∪ Mi∈V U i is the set of input symbols; • Y = ∪ Mi∈V Y i is the set of output symbols;
• H is the output function so that
, whenever the following conditions are satisfied:
Finite state machine M(A) specifies the semantics of the AFSM A. Such semantics is given through a notion of composition of FSMs that can be regarded as a notion of parallel composition (Clarke et al. [1999] ) as specified by condition (i), which respects the topology of the AFMS communication network through condition (ii).
COMPOSITIONAL BISIMULATION OF ARENAS OF FINITE STATE MACHINES

Compositional Bisimulation
A naive approach to check bisimulation equivalence Alur et al. [1999] in this section we propose an alternative approach to check bisimulation equivalence of AFSMs. The notion of isomorphism between FSMs in Definition 3.2 can be easily adapted to AFSMs, as follows.
We can now introduce the central notion of this paper that extends the notion of bisimulation equivalence from FSMs to arenas of FSMs. Definition 5.2. Given a pair of arenas
is a compositional bisimulation relation between A 1 and A 2 if for any (M 1 i , M 2 j ) ∈ R the following conditions are satisfied: (A, A) is the minimal (in terms of the number of the FSMs involved) compositionally bisimilar AFSM of A. The minimal AFSM of an AFSM A, denoted A min (A), exists and it is unique, up to isomorphisms. We are now ready to present the main result of this paper which shows that the notion of compositional bisimulation of AFSMs conforms the notion of bisimulation of the corresponding flat systems.
The above result is important because it provides a method to assess bisimulation equivalence of AFSMs A i without expanding them to the corresponding FSMs M(A i ). The following example shows that the converse implication, i.e. whether M( Figure 1 , where
It is easy to see that the FSM M(A 1 ) is composed by the unique transition:
is characterized by the unique transition:
Hence, FSMs M(A 1 ) and M(A 2 ) are bisimilar. On the other hand, it is easy to see that FSM M 4 is not bisimilar with any FSM M i , i = 1, 2, 3. Hence, A 1 and A 2 are not compositionally bisimilar. 
The above result suggests a method to employ compositional bisimulation for complexity reduction of AFSMs, as follows:
• Compute the relation R * (A, A);
The benefits of the above procedure in computing bisimulation equivalence between AFSMs are quantified in the next section, through a computational complexity analysis, and illustrated in Section 6 through an example.
Computation and Complexity Analysis
Semantics of AFSMs is different from the one of FSMs because vertices of the first correspond to FSMs which interact concurrently, while states of the second can be regarded as static processes that interact sequentially. Syntax of AFSMs instead, can be reformulated in terms of syntax of FSMs. Consider a pair of AFSMs A j = (V j , E j ) (j = 1, 2) and define the tuple : 
The syntax of the tuple in (2) is the same as the one of FSMs from which, the following result holds. Proposition 5.6. Consider a pair of AFSMs A 1 and
The above result is important because it implies that existing algorithms for checking bisimulation equivalence of FSMs (see e.g. Paige and Tarjan [1987] , Dovier et al. [2004] , Hopcroft [1971] ) can be used to check compositional bisimulation of AFSMs. We conclude this section by discussing computational complexity in checking compositional bisimulation. Consider a pair of AFSMs
Proposition 5.7. Time complexity for checking compositional bisimulation between A 1 and A 2 is 
AN ILLUSTRATIVE EXAMPLE
Consider an arena A = (V, E) of nine FSMs M i , where:
• M 1 and M 8 coincide with F 1 in Figure 2 (a);
• M 2 and M 7 coincide with F 2 depicted in Figure 2 (b);
• M 5 coincides with F 3 in Figure 2 (c);
• M 3 and M 6 coincide with F 4 in Figure 2 (d);
• M 9 coincides with F 5 depicted in Figure 2 (e);
• M 4 coincides with F 6 depicted in Figure 2 (f).
Arena A is depicted in Figure 4 (Left Panel). In the following we face the problem of computing the minimal bisimilar FSM M min (M(A)) of M(A). To this purpose we apply Theorem 5.5. We first construct the maximal compositional bisimulation relation R * (A, A) between A and itself. By Example 3.6, F 1 ∼ = F 4 , F 3 ∼ = F 5 , and F 2 ∼ = F 6 . By transitivity property of bisimulation equivalence, finite state machines M i in A are so that
A straightforward computation reveals that the resulting maximal compositional bisimulation R * (M, M) is composed by the pairs (M i , M j ) ∈ R * (M, M) for which i, j ∈ {1, 3, 6, 8} or i, j ∈ {2, 5, 9} or i, j ∈ {2, 4}. The quotient A min (A) of A induced by R * (A, A) has been constructed and it is easy to see that it is isomorphic to the arena depicted in Figure  4 (Right Panel). By expanding the arena A min (A), the FSM M(A min (A)) has been constructed and reported in Figure  2 3. It is readily seen that the maximal bisimulation relation R * (M(A min (A)), M(A min (A))) is the identity relation, and hence M min (A min (A)) = M (A min (A) ). An approach to reduction by bisimulation of the arena A, based on expanding the arena A, requires to run the bisimulation algorithm on the FSM M(A), which consists of 49, 152 states. The approach presented in this paper requires to run the bisimulation algorithm: (i) on the collection of FSMs F i composing the arena A, whose sets of states sum up to 28 states; (ii) on the FSM M A induced by the arena A, whose states are 9; (iii) on the FSM M(A min (A)) whose states are 6.
CONCLUSION
In this paper we introduced a novel class of non-flat systems which we called arenas of finite state machines. For this class of non-flat systems we proposed a notion of compositional bisimulation. Existence of compositional bisimulations provides a method to assess bisimulation equivalence between AFSMs without expanding them to the corresponding FSMs and hence, without incurring in the state explosion problem. The computational effort in checking compositional bisimulation scales as N 2 log(N ) with the number N of FSMs involved in the AFSMs, while the computational effort in checking ordinary bisimulation on the corresponding expanded FSMs scales exponentially with N . Future work will focus on generalizations of the results here presented to non-flat systems exhibiting more general compositional features, as for example the class of Communicating Hierarchical Finite State Machines introduced in Alur et al. [1999] , which combine parallel and sequential composition. Fig. 4 .
