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Symbolverzeichnis
Bei den in diesem Verzeichnis aufgelisteten Symbolen handelt es sich zumeist um „Stan-
dardnotation“. Zu deren Definition und Weiterverwendung siehe auch Stoyan u. a. (1995).
Symbol Erklärung
M Markenraum (eines markierten Punktprozesses)
N Menge aller einfachen und lokal-endlichen Punktfolgen
R Menge aller reellen Zahlen
R
d d-dimensionaler Euklidischer Raum
Bd Borel-σ-Algebra des Rd
νd Lebesgue-Maß auf [Rd,Bd]
bd Volumen der Einheitskugel im Rd
Var Varianz (einer Zufallsgröße)
E Erwartungswert (einer Zufallsgröße)
P Wahrscheinlichkeit (eines Ereignisses)
b(x, R) Kugel mit Radius R und Mittelpunkt in x
o Koordinatenursprung
1(·) Indikatorfunktion
α(i)(·) faktorielles Momentenmaß der Ordnung i
Γ(·) Gamma-Funktion
γ(·) Variogramm (eines Zufallsfeldes)
γW (·) isotropisierte Mengenkovarianzfunktion
g(·) Paarkorrelationsfunktion (eines Punktprozesses)
HS(·) sphärische Kontaktverteilungsfunktion
K(·) Ripleys K-Funktion
Po(·), Po,r(·) Palmsche Verteilungen (eines Punktprozesses)
Z(·) Zufallsfeld
Φ, Ψ Punktprozesse
Ξ zufällige abgeschlossene Menge
h0,5 Rangeparameter eines Variogramms (siehe Anhang B)
λ Intensität (eines Punktprozesses)
σ2 Varianzparameter (eines Zufallsfeldes)
VV Volumenanteil
‖ · ‖ Euklidische Norm
⊕ Minkowski-Addition
⊖ Minkowski-Subtraktion




1.1 Motivation und Überblick
Die Materialwissenschaft stellt ein umfangreiches Anwendungsgebiet der räumlichen
Statistik dar. Dies trifft insbesondere auf Materialien zu, die sich aus mehreren Kompo-
nenten zusammensetzen. Die Verteilung der Komponenten innerhalb des Materials kann
als Ergebnis eines riesigen Zufallsexperimentes aufgefasst werden. Aufgabe der räumlichen
Statistik ist es dann, Modelle für die zufällige Struktur der Komponenten zu entwickeln
oder diese in realen Materialproben statistisch zu charakterisieren. Das Ziel kann darin
bestehen zu klären, ob bzw. wie stark sich Änderungen in der Verteilung der Komponenten
auf die physikalischen Eigenschaften des Materials auswirken.
Mittelpunkt dieser Arbeit ist das Material Gummi, also ein elastischer Werkstoff mit
einer Vielzahl wichtiger Anwendungen im täglichen Leben - vom Haushaltsgummi bis zum
Autoreifen. Die gewünschten Eigenschaften des Gummis hängen dabei von der jeweiligen
Verwendung ab. Besonders komplex sind die Eigenschaften, die der Gummi in der Lauf-
fläche von Autoreifen besitzen soll. Dazu zählen unter anderem eine große Festigkeit,
ein geringer Rollwiderstand, kurze Bremswege, geringer Verschleiß, hoher Komfort sowie
Unempfindlichkeit gegenüber Temperaturschwankungen, Licht, Wasser, Öl und weiteren
Chemikalien.
Chemisch gesehen handelt es sich beim Reifengummi um gefüllte Elastomere. Die zum
Verständnis dieser Arbeit notwendigen Kenntnisse über gefüllte Elastomere werden im
Abschnitt 1.2 kurz dargestellt. Eine besondere Bedeutung kommt dabei den Füllstoffen
Ruß und Silica zu, die in Abschnitt 1.3 betrachtet werden.
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(a) (b)
Abbildung 1.1: Je eine typische TEM-Aufnahme von zwei unterschiedlichen gefüllten Elas-
tomeren. Die Grauwerte beschreiben die Verteilung des Füllstoffes Silica innerhalb von
100 nm dicken Dünnschnitten. Je dunkler die Grauwerte sind, desto mehr Füllstoffpartikel
überlappen sich. Bild (a) zeigt dabei eine gleichmäßigere Verteilung des Füllstoffes als (b).
Ein Hauptziel dieser Arbeit ist es, die Verteilung des Füllstoffes innerhalb eines Gum-
mis statistisch zu charakterisieren. Ausgangspunkt dazu sind transmissionselektronen-
mikroskopische Aufnahmen von Dünnschnitten gefüllter Elastomere - in dieser Arbeit
kurz TEM-Aufnahmen genannt. In Abschnitt 1.4 wird daher die Funktionsweise eines
Transmissionselektronenmikroskopes erklärt.
In Kapitel 2 werden bildanalytische Algorithmen entwickelt, mit denen TEM-Aufnahmen
für deren räumlich-statische Auswertung vorbereitet werden. Von besonderem Interesse
ist dabei ein neuartiger Rekonstruktionsalgorithmus, mit dem die Verteilung von einzelnen
Füllstoffteilchen in TEM-Aufnahmen bestimmt werden kann.
Zwei typische TEM-Aufnahmen gefüllter Elastomere sind in Abbildung 1.1 zu sehen. Die
Bilder weisen dabei auf eine unterschiedliche Verteilung des Füllstoffes im Gummi hin.
Es fällt aber zunächst nicht leicht, die Unterschiede in Worte zu fassen oder gar mit
mathematischen Größen zu charakterisieren.
So genannte Zufallsfelder erweisen sich als ein geeignetes theoretisches Modell für TEM-
Aufnahmen gefüllter Elastomere. In Kapitel 3 wird zunächst gezeigt, wie Zufallsfeld-
charakteristiken für die statistische Charakterisierung von TEM-Aufnahmen verwendet
werden können. Die wesentlichen Erkenntnisse wurden dabei in der Arbeit Tscheschel
u. a. (2005) zusammengefasst, die im Anhang B zu finden ist.
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Im zweiten Teil von Kapitel 3 wird ein spezielles Zufallsfeldmodell betrachtet - so genann-
te Shot-Noise-Prozesse. In diesem Modell wird berücksichtigt, dass sich die Füllstoffe
Ruß und Silica aus nahezu kugelförmigen, einander nur wenig überlappenden Primär-
partikeln zusammensetzen. Es wird ein einfaches Shot-Noise-Modell entwickelt, das sehr
unterschiedliche Verteilungen der Füllstoffpartikel erzeugen kann - von einer gleichmäßi-
gen Verteilung bis zu starken Häufungen. Simulationen dieses Modells bestätigen dabei
die in Tscheschel u. a. (2005) gezeigten Zusammenhänge zwischen der Füllstoffverteilung
und den Zufallsfeldcharakteristiken.
Im ersten Teil von Kapitel 4 werden Möglichkeiten zur Charakterisierung von Füllstoff-
aggregaten diskutiert. Im Mittelpunkt stehen dabei Charakteristiken, die die Verteilung
der Primärpartikel einzelner Aggregate beschreiben. Ein naheliegendes mathematisches
Modell für diese Verteilung stellen endliche Punktprozesse dar, die in der Literatur bisher
erstaunlicherweise nur wenig beachtet wurden. An dieser Stelle werden daher exemplarisch
drei endliche Punktprozesse betrachtet. Dabei wird einer - die so genannten Poisson-
Aggregate - besonders ausführlich untersucht.
Im letzten Kapitel wird kurz auf das Polymernetzwerk eingegangen. Eine große Rolle spielt
dabei die so genannte Euler-Poincaré-Charakteristik. In Tscheschel und Stoyan (2003)
wird beschrieben, wie deren Schätzvarianz berechnet werden kann.
1.2 Gefüllte Elastomere
Elastomere sind vernetzte Polymere mit einem niedrigen Elastizitätsmodul (Festigkeit)
und der Fähigkeit, bei Betriebstemperatur auch große Verformungen rückgängig machen
zu können. Das Polymer, wie es in der modernen Reifenindustrie verwendet wird, ist meist
eine Mischung synthetischer und natürlicher Kautschuke. Der Prozess, in dem das Polymer
mittels chemischer Bindungen vernetzt wird, heißt Vulkanisation. Der Elastizitätsmodul
ist dann umso größer, je stärker das Polymer vernetzt ist, d. h., je mehr Bindungen wäh-
rend der Vulkanisation erzeugt werden.
Bereits im vorhergehenden Abschnitt wurden eine Vielzahl von Eigenschaften aufgezählt,
die ein Gummi in der Lauffläche eines Reifens besitzen soll. Es ist klar, dass nicht alle
Eigenschaften unabhängig voneinander angepasst werden können. So führt z. B. eine er-
höhte Festigkeit zu einem schlechteren Komfort, da die Reifen zu hart sind, und auch oft
zu längeren Bremswegen, siehe Vilgis und Heinrich (2001).
Um die Festigkeit eines Reifengummis zu erhöhen, werden aktive Füllstoffe verwendet,
deren Elastizitätsmodul sehr hoch ist im Vergleich zu dem der Kautschukmatrix. Die
KAPITEL 1. EINLEITUNG 4
aktiven Füllstoffe und die umgebende Polymermatrix beeinflussen sich gegenseitig durch
die Erzeugung physikalischer oder chemischer Bindungen. Im Gegensatz zu den aktiven
Füllstoffen bestimmen inaktive Füllstoffe nicht primär die mechanischen Eigenschaften des
Gummis, können aber als Farbstoff und zur Absorption von Strahlung und Geräuschen
dienen.
Es gibt nur wenige Anwendungen für ungefüllte Elastomere. Die in industriellen Produk-
ten (wie Reifen) verwendeten Gummi-Materialien sind gefüllte Elastomere.
In Zug-Dehnungsexperimenten kann die verstärkende Wirkung aktiver Füllstoffe unter-
sucht werden. Von besonderer Bedeutung ist dabei der so genannte Payne-Effekt, siehe
Böhm (2001). Dieser Effekt beschreibt das Zusammenbrechen des Füllstoffnetzwerkes bei
Dehnungen mit unterschiedlich hohen Amplituden. Viele Arbeiten über gefüllte Elasto-
mere befassen sich mit dem Payne-Effekt - in dieser Arbeit spielt er aber keine direkte
Rolle.
Gefüllte Elastomere stellen einen äußerst komplexen Werkstoff dar. Seine physikalischen
Eigenschaften können zwar mit zum Teil aufwändigen Tests ermittelt werden, jedoch
bleiben die Ursachen für das Verhalten zunächst im Dunkeln.
Ein wesentlicher Einflussfaktor für die Eigenschaften eines Gummis ist die Verteilung
des Füllstoffes innerhalb der Polymermatrix. Gewünscht wird dabei meist eine mög-
lichst gleichmäßige Verteilung. Es sind daher Verfahren von Interesse, die diese Vertei-
lung charakterisieren. Mit Hilfe der Lichtmikroskopie kann untersucht werden, in welchem
Maße nicht-dispergierte Füllstoff-Agglomerate mit einer Schnittfläche im µm2-Bereich
vorliegen. Für eine ausreichende Charakterisierung der Verteilung des Füllstoffes ge-
nügt diese Auflösung nicht, da in vielen Fällen nur sehr wenige derartig große Füllstoff-
Agglomerate vorliegen. Eine Auflösung im nm-Bereich erlauben dagegen Transmissions-
elektronenmikroskope.
1.3 Füllstoff-Aggregate
Mit einem Anteil von etwa 28% am Reifengummi beeinflussen aktive Füllstoffe wesent-
lich dessen Eigenschaften. Als Füllstoffe werden in der Regel Ruße (carbon black) und
Silica (Kieselsäuren) eingesetzt. Beide bestehen aus Aggregaten von nahezu kugelförmigen
Primärpartikeln, siehe Abbildung 1.2(a). Die chemischen Bindungen zwischen den Primär-
partikeln sind sehr stark und brechen erst bei sehr hohen mechanischen Belastungen.
Der mittlere Durchmesser der Primärpartikel beträgt je nach Füllstoffsorte 10–50 nm, die
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Abbildung 1.2: (a) Räumliches Modell eines Füllstoff-Aggregates; (b) TEM-Aufnahme
eines Silica-Agglomerates (links), aus dem sich einzelne Silica-Aggregate gelöst haben
(rechts).
typische Größe von Aggregaten 100–200 nm. Verhaken sich Füllstoff-Aggregate miteinan-
der, so entstehen größere Füllstoff-Agglomerate, siehe Abbildung 1.2(b).
Während Ruß- und Silica-Aggregate einander morphologisch ähneln, so unterscheiden
sich ihre physikalischen und chemischen Eigenschaften doch deutlich. Insbesondere die
(gewünschte) Bindung des Füllstoffes an das polymere Netzwerk eines Gummis wird
sehr unterschiedlich erreicht. Bei Silica ist dazu ein komplizierter chemischer Anbindungs-
mechanismus notwendig. Bei Rußen dagegen erfolgt die Bindung über die raue Oberfläche
der Rußpartikel, in der sich das polymere Netzwerk leicht verfängt.
1.4 Transmissionselektronenmikroskopie
Das Transmissionselektronenmikroskop (TEM) ist ein wichtiges Hilfsmittel zur Untersu-
chung von Mikrostrukturen. Seine Funktionsweise ist ähnlich der von Lichtmikroskopen.
Anstatt einem Lichtstrahl wird das Präparat einem Elektronenstrahl ausgesetzt. Durch die
geringere Wellenlänge des Elektronenstrahls im Vergleich zum sichtbaren Licht können so
Auflösungen im Nanometerbereich erreicht werden. Als Strahlenquelle dient eine Kathode,
z. B. ein Wolframdraht. Durch Anlegen einer Anodenspannung U werden die Elektronen
in Richtung Anode beschleunigt, wobei U häufig im Bereich 80–120 kV gewählt wird. Mit
Hilfe magnetischer Linsen, den Kondensorlinsen, wird der Elektronenstrahl auf das Prä-
parat gelenkt. Beim Auftreffen auf dem Präparat können die Elektronen entweder das
Objekt ungehindert durchdringen oder werden durch Wechselwirkungen mit den Atomen
des Präparates abgelenkt (gestreut). Eine Blende in der Objektivlinse begrenzt den
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Abbildung 1.3: Schematische Darstellung der Durchdringung des Elektronenstrahls durch
einen Dünnschnitt eines gefüllten Elastomers. Dunkelgraue Scheiben: Füllstoffpartikel;
hellgrauer Hintergrund: Polymer.
Elektronenstrahl, so dass stark gestreute Elektronen ausgeblendet werden. Schließlich
wird der Elektronenstrahl mit Hilfe von Zwischen- und Projektivlinsen so aufgeweitet,
dass die hohe Endvergrößerung erreicht wird. Das Bild des Objektes kann entweder auf
einem Fluoreszenzschirm betrachtet werden oder mit Hilfe einer hochauflösenden CCD-
Kamera, die in den Strahlengang geschoben wird, digitalisiert aufgenommen werden.
Der Grauwert grau(x) an der Stelle x einer TEM-Aufnahme entspricht der Intensität
I(x) des Elektronenstrahls auf der Bildebene, nachdem er das Objekt an der Stelle x
durchdrungen hat. Dabei wird hier angenommen, dass grau(x) proportional zu I(x) ist.
Alle in dieser Arbeit betrachteten TEM-Aufnahmen besitzen eine Größe von 1280× 1024
Pixeln. Bei 50000× nominaler Vergrößerung des Transmissionselektronenmikroskopes ent-
spricht die Breite eines Bildpixels dabei etwa 1,5 nm. Diese nominale Vergrößerung wurde
bei allen in dieser Arbeit betrachteten TEM-Aufnahmen gefüllter Elastomere verwendet,
während bei den TEM-Aufnahmen von Füllstoffaggregaten die nominale Auflösung meist
160000× betrug.
Die Herstellung von TEM-Aufnahmen gefüllter Elastomere erfordert eine relativ aufwän-
dige Probenpräparation. Aus einem gefrorenen Gummistück werden mit einem Ultra-
mikrotom 100 nm dünne Schnitte erzeugt. Die im Durchmesser meist 10–20 nm großen
KAPITEL 1. EINLEITUNG 7
Primärpartikel werden dabei als unteilbar angenommen. So können folglich die Kappen
einzelner Primärpartikel über die Probe hinausragen oder leere Kappen am Rand entste-
hen. Da diese überstehenden oder leeren Kappen am Rand der Probe maximal eine halbe
Partikelgröße aufweisen, wird dieser Effekt in dieser Arbeit vernachlässigt.
Abbildung 1.3 zeigt schematisch, wie der Elektronenstrahl ein gefülltes Elastomer durch-
dringt. Der Füllstoff verursacht im Vergleich zum Polymer eine stärkere Schwächung des
Elektronenstrahls, da aufgrund seiner höheren Dichte mehr Elektronen gestreut werden.
Auf TEM-Aufnahmen erscheinen daher von Füllstoffen überdeckte Gebiete dunkler als
ungefüllte Gebiete, siehe Abbildung 1.1.
Als Primärintensität I0 wird die Intensität des Elektronenstrahls vor Durchdringen des
Objektes bezeichnet. I0 hängt von den nominalen Einstellungen des TEM ab und kann
folglich bei verschiedenen Aufnahmen variieren. Im Idealfall ist die Verteilung von I0
eine zweidimensionale Gauß-Verteilung, deren Maximum in der Bildmitte liegt. Die In-
homogenitätseigenschaften von I0 werden mit Hilfe eines speziell an die TEM-Aufnahmen
gefüllter Elastomere angepassten Hintergrundfilters (siehe Abschnitt 2.1) reduziert.
Die Intensität I des Elektronenstrahls nach Durchdringen eines Objektes ergibt sich aus
I = I0 exp{−t ̺ S}, (1.1)
wobei t und ̺ die Dicke und spezifische Dichte des Objektes bezeichnen. S ist die vom
Objekt und der Anodenspannung U abhängige Streukonstante.




Die direkte Auswertung von TEM-Aufnahmen gefüllter Elastomere ist nicht sinnvoll, da
mögliche Inhomogenitäten der Primärintensität I0 und auch der Schnittdicke t die Er-
gebnisse erheblich verfälschen könnten. Daher sind Filtrationsoperationen an den Bildern
erforderlich, die im Folgenden erklärt werden. Alle Berechnungen benutzen Gleitkomma-
Arithmetik, um unnötige Rundungsoperationen zu vermeiden.
Die Inhomogenitäten von I0 und t können direkt nur im Bildhintergrund beobachtet
werden. Als Hintergrund wird hier der Bereich eines Bildes bezeichnet, der nicht durch
Füllstoff überdeckt ist. Ziel ist es deshalb, die Bildintensität so auszugleichen, dass die
Helligkeit des Bildhintergrundes im gesamten Bild nahezu konstant wird.
In einem ersten Schritt wird ein Standard-Mittelwertfilter mit einer N×N -Matrix auf das
Originalbild mit den Grauwerten grau(·) angewendet, wobei N = 171Pixel (260 nm) für
50000× nominale Auflösung gewählt wurde. Das resultierende Bild ist eine erste Nähe-
rung für das Hintergrundbild, dessen Grauwerte mit grau′(·) bezeichnet werden. Dieses
erste Hintergrundbild ist noch stark durch die Bild-Objekte, d. h. Füllstoffpartikel, be-
einflusst. Der N×N -Mittelwertfilter wird daher noch einmal auf das Originalbild ange-
wendet, wobei diesmal jedoch nur die Pixel x mit grau(x) > grau′(x) für die Mittelwert-
bildung berücksichtigt werden. Dabei wird angenommen, dass die nicht berücksichtigten
Pixel zu dunkel sind und somit mit hoher Wahrscheinlichkeit zu einem mit Füllstoff-
partikeln überdeckten Bereich gehören. Aus dem zweiten Hintergrundbild ergibt sich ein
drittes Hintergrundbild durch Glättung mit dem Standard-N×N -Mittelwertfilter. Das
angestrebte Bild mit homogenisiertem Hintergrund entsteht schließlich durch pixelweise
Division des Originalbildes mit dem dritten Hintergrundbild.
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Durch diese Prozedur entstehen sehr homogene Bilder. Störende Effekte, hervorgerufen
etwa durch Inhomogenitäten der Primärintensität I0 und der Schnittdicke t, werden stark
reduziert. Der Einfluss von Bildobjekten auf die Filterprozedur ist gering. Die Größe des
Mittelwertfilters (N = 171Pixel) war jedoch sorgfältig zu wählen: Ist der Filter zu groß,
so erfolgt nur eine unzureichende Hintergrundhomogenisierung; ist der Filter dagegen zu
klein, so besteht die Gefahr, dass Bildobjekte das zweite Hintergrundbild verfälschen.
Ein möglicher Randeffekt entsteht dadurch, dass der Mittelwertfilter für Pixel auf dem
Bildrand kleiner ist als für Pixel im Bildzentrum. So besteht für randnahe Pixel der
Hintergrundbilder eine etwas größere Gefahr durch Bildobjekte verfälscht zu werden. Für
die weitere statistische Auswertung der Bilder kann es daher sinnvoll sein, den Bildrand
auszuschließen.
Abbildung 2.1 zeigt anschaulich die Wirkungsweise der Hintergrund-Homogenisierung am
Beispiel eines gering gefüllten Elastomers. In der originalen TEM-Aufnahme 2.1(a) sind
deutlich dunkle Schatten erkennbar, die auf Dickeunterschiede des Dünnschnittes zurück-
geführt werden können. Das erste Hintergrundbild 2.1(c) wird sehr stark durch die Bild-
objekte beeinflusst, während dieser Einfluss im zweiten Hintergrundbild 2.1(e) reduziert
wird. Abbildung 2.1(d) zeigt dabei, welche Teile des Originalbildes überhaupt zur Ermitt-
lung des zweiten Hintergrundbildes herangezogen werden. Alle als Füllstoffe identifizier-
baren Objekte werden offensichtlich ausgeblendet. Aber auch im zweiten Hintergrundbild
sind in der Nähe der großen Füllstoffobjekte dunkle Schatten erkennbar, die nun jedoch
auf eine lokal höhere Schnittdicke hinweisen - hervorgerufen vermutlich durch die Ab-
lenkung des Schnittmessers an den Füllstoffpartikeln. Die pixelweise Division von Bild
2.1(a) mit Bild 2.1(f) ergibt schließlich das homogenisierte Bild 2.1(d).
Analog zur Abbildung 2.1 zeigt Abbildung 2.2 die Wirkungsweise der Hintergrund-
Homogenisierung am Beispiel eines hoch gefüllten Elastomers. In der originalen TEM-
Aufnahme 2.2(a) ist dabei deutlich eine Abnahme der Strahlintensität zum Bildrand hin
erkennbar - ein häufig auftretender Effekt, der im homogenisierten Bild 2.2(b) beseitigt
ist.
In Abbildung 2.3 wird die Wirkungsweise der Hintergrund-Homogenisierung am Beispiel
einer TEM-Aufnahme eines Silica-Aggregates gezeigt. Aufgrund der höheren nominalen
Vergrößerung (160000× anstelle von 50000×) wurde die Größe der Mittelwertfilter ent-
sprechend angepasst. Die originale TEM-Aufnahme zeigt eine Zunahme der Helligkeit von
unten nach oben, was auf eine nicht präzise Fokussierung des Elektronenstrahls hinweist.
In Abbildung 2.3(d) ist zu sehen, dass auch Teile des Bildhintergrundes als Bildobjekte
angenommen werden, welche dann nicht zur Ermittlung des zweiten Hintergrundbildes
benutzt werden. Dieser Effekt tritt jedoch nur in weit vom Füllstoffaggregat entfernten
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Bildbereichen auf und spielt deshalb für den Helligkeitsausgleich im Bereich des Füllstoff-
aggregates nur eine untergeordnete Rolle.
Die Geschwindigkeit des Algorithmus kann in besonderem Maße durch effiziente Pro-
grammierung beschleunigt werden. Die wesentliche Idee besteht dabei darin, den N×N -
Mittelwertfilter durch aufeinander folgende Anwendung eines 1×N - und N×1-Mittel-
wertfilters zu ersetzen.
Es sei an dieser Stelle noch einmal auf die Bedeutung der Hintergrund-Homogenisierung
hingewiesen: Diese Operation hat direkte Auswirkungen auf alle statistischen Kenngrößen,
die aus den Bildern ermittelt werden. Da die Unterschiede zwischen den einzelnen Gummi-
mischungen relativ klein sind, werden besonders hohe Anforderungen an die Aufnahme-
qualität und die Hintergrund-Homogenisierung gestellt.
Auf alle in dieser Arbeit verwendeten TEM-Aufnahmen wurde vor Ihrer weiteren Auswer-
tung das in diesem Abschnitt beschriebene Verfahren zur Hintergrund-Homogenisierung
angewendet.




Abbildung 2.1: Wirkungsweise der Hintergrund-Homogenisierung. (a) TEM-Aufnahme
eines Silica-gefüllten Elastomers mit geringer Beladung; (b) Bild nach der Homogenisie-
rung; (c) 1. Hintergrundbild; (d) die rot markierten Pixel werden zur Bestimmung des
2. Hintergrundbildes nicht berücksichtigt; (e) 2. Hintergrundbild; (f) 3. Hintergrundbild.




Abbildung 2.2: Wie Abbildung 2.1, jedoch für eine TEM-Aufnahme eines Silica-gefüllten
Elastomers mit hoher Beladung.




Abbildung 2.3: Wie Abbildung 2.1, jedoch für eine TEM-Aufnahme eines Füllstoff-
Aggregates (Silica).
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2.2 Bild-Auswertungs-Methoden
TEM-Aufnahmen von Füllstoff-Aggregaten und von gefüllten Elastomeren stellen Pro-
jektionen eines räumlichen Teilchensystems dar, wobei die einzelnen Teilchen den nahezu
kugelförmigen Primärpartikeln entsprechen. Die auf TEM-Aufnahmen gestützte statis-
tische Auswertung des Teilchensystems kann auf verschiedene Weise erfolgen, nämlich
durch
(a) räumliche Auswertung der einzelnen Primärpartikel,
(b) Auswertung der einzelnen, auf die Bildebene projizierten Primärpartikel,
(c) nicht auf Einzelpartikel bezogene Auswertung der Grauwerte oder
(d) Auswertung von Schwarz-Weiß-Bildern nach einer Binarisierung.
In dieser Arbeit stehen die Möglichkeiten (b) und (c) im Mittelpunkt. Dabei wird die Re-
konstruktion der auf die Bildebene projizierten Primärpartikel in Abschnitt 2.3 erläutert
sowie ihre statistische Auswertung in den Abschnitten 3.3.3 und 3.3.4. Auf die direk-
te statistische Auswertung der Grauwerte von TEM-Aufnahmen wird in Abschnitt 3.2
eingegangen. Dabei werden die TEM-Aufnahmen als Realisierungen eines Zufallsfeldes
angesehen. Das in Abschnitt 3.4 betrachtete Shot-Noise-Modell stellt schließlich eine Ver-
bindung zwischen den beiden Möglichkeiten (b) und (c) her.
Die am meisten erstrebenswerte Form der Auswertung ist natürlich Möglichkeit (a), d. h.
die räumliche Auswertung der einzelnen Primärpartikel. Für gefüllte Elastomere ist es
jedoch nicht möglich, die räumliche Anordnung der Primärpartikel aus TEM-Aufnahmen
von Dünnschnitten zu bestimmen. Für einzelne Füllstoff-Aggregate kann dies aber erreicht
werden, wenn TEM-Aufnahmen des Aggregates aus verschiedenen Richtungen vorliegen.
Gruber und Herd (1997) und Le Coënt u. a. (1997) benutzen zwei unterschiedliche Rekon-
struktionsalgorithmen, die beide auf der Auswertung von binarisierten TEM-Aufnahmen
(aus verschiedenen Richtungen) basieren. Gruber und Herd (1997) konnten mit ihrer
Untersuchung die Vermutung bestätigen, dass die Aggregate bevorzugt auf ihrer flachen
Seite liegen. Ein Kritikpunkt an beiden Rekonstruktionsalgorithmen ist allerdings die
ausschließliche Verwendung von binarisierten TEM-Aufnahmen, mit denen es kaum mög-
lich sein dürfte, große kompakte Aggregate zu rekonstruieren, da Partikel im Inneren
durch andere Partikel überdeckt werden könnten. Weiterhin ist der praktische Aufwand
immens: Einerseits erfordert die Aufnahme aus verschiedenen Richtungen einen hohen
experimentellen Zeitaufwand und andererseits ist auch die Rekonstruktion nur halbauto-
matisch realisiert und erfordert ebenfalls einen hohen Zeitaufwand (im Fall von Gruber
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und Herd (1997) etwa 2 Stunden pro Aggregat). Diese Art der Rekonstruktion ist al-
so nur für Anschauungszwecke praktikabel. Da die Eigenschaften von Aggregaten einer
Füllstoffart sehr stark in Größe und Form variieren können, ist die Auswertung einer
Vielzahl von Aggregaten für deren sinnvolle statische Charakterisierung notwendig. Bei
ähnlich hohem Aufwand wäre es möglich, die Rekonstruktionsalgorithmen zu verbessern,
indem auch die Grauwertinformation genutzt wird. Methoden, die bekannt sind aus der
Computertomographie, wären dann anwendbar.
Der Vorteil einer räumlichen Darstellung von Füllstoffaggregaten ist klar: Es könnten so
deren Form und Eigenschaften genau klassifiziert werden, besser als dies durch die Aus-
wertungsmethoden (b), (c) oder (d) möglich ist. Außerdem könnten so leichter räumliche
Modelle entwickelt werden, mit denen der Aggregatbildungsprozess und die Aggregat-
eigenschaften besser verstanden werden können.
Die Auswertungsmöglichkeit (d) ist ein sehr häufig genutzter Ansatz. Dabei werden die
TEM-Aufnahmen so binarisiert, dass eine Phase die vom Füllstoff überdeckte Fläche ist.
Die entstehenden Schwarz-Weiß-Bilder können dann als Realisierungen zufälliger abge-
schlossener Mengen aufgefasst werden, die z. B. mit Hilfe der Kovarianz, der morpho-
logischen Funktionen und verschiedener Kontaktverteilungen statistisch charakterisiert
werden können, siehe Stoyan u. a. (1995). Im Fall von Füllstoff-Aggregaten beschreiben
Maas und Gronski (1999) eine Vielzahl von Charakteristiken. Der Vorteil der Methode (d)
besteht darin, dass sie relativ einfach ist und robust gegenüber der natürlichen Unschärfe
des Transmissionselektronenmikroskopes. Diese Methode hat jedoch auch Nachteile: Im
Fall von gefüllten Elastomeren mit hoher Beladung ist die nicht vom Füllstoff überdeckte
Phase so klein, dass die Dispersion des Füllstoffes nicht vollwertig charakterisiert werden
kann. Außerdem geht die Information über die Variation der Füllstoffdicke vollkommen
verloren, da keine Grauwert-Informationen genutzt werden. Als praktisch schwierig er-
weist sich zudem die Wahl des Binarisierungs-Schwellwertes - insbesondere im Fall hoch
gefüllter Elastomere.
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2.3 Teilchenrekonstruktion
Da es das Ziel dieser Arbeit ist, eine praktisch nutzbare Methode zu entwickeln, mit der
Füllstoffaggregate und gefüllte Elastomere routinemäßig statistisch charakterisiert werden
können, wird hier nicht das eigentliche, räumliche Kugelsystem rekonstruiert, sondern
seine Projektion auf die Bildebene. Die Bildebene sei im Folgenden die (x, y)-Ebene und
die Projektionsrichtung orthogonal dazu.
Die Rekonstruktion des projizierten Kugelsystems wird dadurch erschwert, dass sich die
projizierten Kugeln überlappen können. Außerdem müssen folgende Punkte berücksichtigt
werden:
(1) Diskretisierungseffekte entstehen, da TEM-Aufnahmen stets in der Form von Bit-
maps vorliegen,
(2) die Primärpartikel sind keine idealen Kugeln bzw. besitzen einen variablen Radius,
(3) die TEM-Aufnahmen sind verrauscht oder unscharf,
(4) die Rekonstruktion wird beeinflusst von der Wahl der Kalibrierung, die festlegt,
welcher Grauwert welcher Füllstoffdicke entspricht.
In Anbetracht dieser Punkte kann nicht davon ausgegangen werden, dass das Kugel-
system perfekt rekonstruiert werden kann. Ein rekonstruiertes Kugelsystem kann jedoch
als Approximation dienen, die als ein wertvoller „Fingerabdruck“ von derartigen TEM-
Aufnahmen angesehen werden kann, der wesentliche Aspekte der Füllstoffdispersion be-
schreibt. Dieser „Fingerabdruck“ beschreibt die Füllstoffdispersion genauer als die Metho-
den (c) und (d) des vorhergehenden Abschnittes.
Ausgangspunkt der Rekonstruktion ist ein Grauwertbild mit einer Menge M von Pixeln
x ∈ R2. Es wird dabei vorausgesetzt, dass die Grauwerte grau(x) der Gesamtdicke der
Füllstoff-Partikel an den Stellen x ∈M entsprechen. Im Abschnitt 2.4 wird beschrieben,
wie diese Dicke aus TEM-Aufnahmen berechnet werden kann.
Der Radius der rekonstruierten Kugeln sei konstant R (in Pixeleinheiten), wobei Werte für
R, die äquivalent zu 8–15 nm sind, als praktikabel erscheinen. Der Radius R = 6,58Pixel-
einheiten entspricht 10 nm im Fall der Pixelauflösung von 1,519 nm, die bei 50000× nomi-
naler Vergrößerung des für diese Arbeit verwendeten Transmissionselektronenmikroskopes
erreicht wird.
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Weiterhin sei X eine beliebige Menge von Kugelmittelpunkten auf der (x, y)-Ebene. Zu
jeder Menge X gehört ein theoretisches Grauwertbild, in dem der Grauwert reko(x;X)






R2 − ‖x− y‖2. (2.1)
Als mögliche Mittelpunkte werden nur Punkte aus dem dilatierten Fenster M ⊕ b(o, R)
betrachtet, da nur diese einen Einfluss auf das theoretische Grauwertbild reko(·;X) be-
sitzen. Gesucht ist nun eine Menge X von Kugelmittelpunkten, so dass die Grauwerte
grau(x) und reko(x;X) für x ∈ M möglichst gut übereinstimmen. Der Grad der Über-
einstimmung wird mit Hilfe eines Abstandsmaßes E(X) berechnet. Dabei handelt es sich






Das Ziel ist also die Minimierung von E(X) über alle Mengen X = {x1, . . . ,xn} von
Punkten in M ⊕ b(o, R) und Kardinalzahlen n = 0, 1, 2, . . .
Aufgrund des komplexen Zustandsraumes kann dieses Minimierungsproblem nicht mit
Hilfe klassischer Optimierungsalgorithmen exakt gelöst werden. Daher wird hier eine
spezielle, besonders leistungsfähige stochastische Optimierungsmethode benutzt, die vom
Grundprinzip her dem Verfahren der simulierten Abkühlung (simulated annealing) ähnelt,
siehe Kirkpatrick u. a. (1983).
Die Grundidee des Verfahrens der simulierten Abkühlung besteht darin, eine Markow-
Kette innerhalb des Zustandsraumes zu definieren, die gegen ein globales Minimum kon-
vergiert. Ausgehend von einem Zustand Xi (eine Konfiguration von Kugelmittelpunkten)
nach dem i-ten Schritt wird ein Kandidat Y für den Zustand Xi+1 vorgeschlagen. Die Aus-
wahl des Kandidaten erfolgt dabei nicht innerhalb des gesamten Zustandsraumes, sondern
nur innerhalb einer Nachbarschaftsmenge von Xi, d. h. einer Menge von Mittelpunkt-
Konfigurationen, die sich nur wenig von Xi unterscheidet. Ist E(Y ) ≤ E(Xi), so wird der
Kandidat akzeptiert und Y der neue Zustand, d. h. Xi+1 = Y . Ist dagegen E(Y ) > E(Xi),







als neuer Zustand akzeptiert. Wird Y nicht akzeptiert, so bleibt der alte Zustand erhalten,
d. h. Xi+1 = Xi. Dabei bezeichnet kB die Boltzmann-Konstante und Ti die „Temperatur“
zum Zeitpunkt i. Je höher die Temperatur T ist, desto eher werden Verschlechterungen
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akzeptiert. Damit der Algorithmus konvergiert, muss die Temperatur Ti für i→∞ gegen
0 konvergieren. Der Fall Ti = 0 bedeutet, dass nur Verbesserungen akzeptiert werden. Die
physikalische Interpretation der Größen von Gleichung (2.3) soll hier keine Rolle spielen.
Die Wahl der Nachbarschaftsmenge beeinflusst entscheidend die Effizienz und die Genauig-
keit des Algorithmus. Ist die Nachbarschaftsmenge zu klein, dann konvergiert der Algo-
rithmus möglicherweise gegen ein lokales Minimum. (Ein lokales Minimum ist ein Zustand
X mit der Eigenschaft, dass kein anderer Zustand in seiner Nachbarschaftsmenge einen
kleineren Funktionswert als X besitzt.) Ist die Nachbarschaftsmenge aber zu groß, dann
ist es sehr schwer, eine Verbesserung einer bereits guten Näherung X zu finden.
Ähnlich wie bei dem Verfahren der simulierten Abkühlung beruht der vom Autor entwi-
ckelte Algorithmus auf der Konstruktion einer zeitlich diskreten Markow-Kette, bei dem
der Zustand Xi+1 stets nur eine kleine Veränderung des Zustandes Xi beinhaltet. Der
wesentliche Unterschied zum Verfahren der simulierten Abkühlung besteht in der Aus-
wahl des Nachfolgezustandes Xi+1. Dazu wird in einem ersten Schritt eine Menge N(Xi)
von Zuständen X gebildet, die sich von Xi nur durch die Hinzunahme von bis zu zwei
Punkten bei gleichzeitigem Entfernen von bis zu zwei Punkten unterscheiden. Nachfolger
Xi+1 von Xi wird dann derjenige Zustand X ∈ N(Xi), der das kleinste Abweichungsmaß
E(X) aufweist.
Die Bildung von N(Xi) ist dabei nicht deterministisch, sondern geschieht jedes Mal zu-
fällig. Dazu wird zuerst ein Punkt x1 zufällig, der Gleichverteilung folgend, ausM⊕b(o, R)
ausgewählt. Ferner wird ein Wert u gleichverteilt aus [0, 1] ausgewählt. Dann ergibt sich
die Menge N(Xi) als die Menge folgender Zustände:
(a) Xi,
(b) Xi ∪ {x1},
(c) Xi \ {y}, wobei y alle Punkte in Xi ∩ b(x1, 2R) durchläuft,
(d) (Xi \ {y}) ∪ {x1}, wobei y alle Punkte in Xi ∩ b(x1, 2R) durchläuft,
(e) (Xi \ {y1,y2}) ∪ {x1}, wobei y1 und y2 alle Punkte mit y1 6= y2 in Xi ∩ b(x1, 2R)
durchlaufen,
(f) (Xi \{y})∪{x1,x2}, wobei y alle Punkte in Xi∩b(x1, 2R) durchläuft und zu jedem
y sei x2 = y + u ·
y − x1
‖y − x1‖ · 2R.
KAPITEL 2. BILDANALYSE 20
Die Zustände können wie folgt interpretiert werden:
(a) bedeutet das Beibehalten des alten Zustandes Xi,
(b) das Hinzunehmen eines Punktes,
(c) das Entfernen eines Punktes
(d) das Verschieben eines Punktes,
(e) das Ersetzen zweier Punkte durch einen sowie
(f) das Ersetzen eines Punktes durch zwei.
Die Menge N(Xi) besteht also aus (n+1)2+1 Zuständen, wobei n die Anzahl der Punkte





(e) n · (n− 1) Zustände sowie
(f) n Zustände.
Da nur Punkte in der Nähe von x1 betrachtet werden, ist n relativ klein.
Es gilt E(Xi+1) ≤ E(Xi) für alle i, weil auch der alte Zustand Xi zur Menge N(Xi)
gehört.
Der Hauptaufwand im Schritt vonXi zuXi+1 besteht in der Berechnung des Abweichungs-
maßes E(X) für alle Zustände X ∈ N(Xi). Für diese Zustände X unterscheiden sich die
theoretischen Grauwertbilder reko(·;X) aber nur lokal, was zur effizienten Berechnung
von E(X) ausgenutzt wird. Die Menge N(Xi) kann dabei sukzessive so erzeugt werden,
dass für jedes Element X ∈ N(Xi) nur ein Punkt hinzugefügt oder entfernt werden muss.
Der Aufwand für diese Operation wird durch das folgende Lemma beschrieben.
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Lemma 2.3.1. Sei X eine Menge von Kugelmittelpunkten und E(X) sein Abweichungs-
maß gemäß Gleichung (2.2). Ist Y = X ∪ {y} für einen beliebigen Punkt y ∈ R2, dann
gilt




R2 − ‖x− y‖2 für x ∈M ∩ b(x, R),
0 sonst.
Ist Y = X \ {y} für einen beliebigen Punkt y ∈ X, dann gilt analog




R2 − ‖x− y‖2 für x ∈M ∩ b(x, R),
0 sonst.
In beiden Fällen ergibt sich das Abweichungsmaß E(Y ) von Y aus




grau(x)− reko(x;Y ))2−(grau(x)− reko(x;X))2] .
Die Abbildungen 2.4 – 2.6 zeigen die Wirkungsweise des Rekonstruktionsalgorithmus für
TEM-Aufnahmen von Silica-Aggregaten sowie eines Dünnschnittes eines gefüllten Elasto-
mers. Rekonstruktion und Original sehen sich stets augenscheinlich sehr ähnlich. Aufgrund
der am Anfang dieses Abschnittes erwähnten Schwierigkeiten sollten die Rekonstruktionen
als „Fingerabdruck“ des Originals angesehen werden.
In Abbildung 2.7 wurde die Rekonstruktion eines zuvor simulierten Kugelsystems durch-
geführt. Das Originalbild stellt somit das Abbild eines perfekten Kugelsystems dar. In-
nerhalb kurzer Zeit wurden alle Kugeln rekonstruiert. Aus mathematischer Sicht kann
dennoch nicht ausgeschlossen werden, dass der Algorithmus in einem lokalen aber nicht
globalen Optimum endet. Dieses lokale Optimum wird sich jedoch nur in wenigen Kompo-
nenten vom globalen Optimum unterscheiden. Dieser Fehler kann vernachlässigt werden,
da die Unschärfe in TEM-Aufnahmen eine größere potenzielle Fehlerquelle darstellt.
Sehr aufwändig ist die Rekonstruktion für gefüllte Elastomere. Typische Aufnahmen wie
in Abbildung 2.5 beinhalten etwa 12000–14000 Primärpartikel bei 20 nm Teilchendurch-
messer. Dennoch ist der Zeitaufwand für eine Rekonstruktion aufgrund effizienter Pro-
grammierung relativ klein. Bereits nach etwa einer halben Minute Rechenzeit auf einem
aktuellen PC wird eine dem Original gut entsprechende Rekonstruktion erzielt, die bei
längerer Rechenzeit nur noch in Details verbessert wird.
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(a) Original (b) Rekonstruktion
(c) Original (d) Rekonstruktion
Abbildung 2.4: Rekonstruktion des Kugelsystems für Silica-Aggregate: (a) Silica EN 8585
mit 13 nm Partikeldurchmesser; (b) Silica VN3 mit 17 nm Partikeldurchmesser.
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(a) Original
(b) Rekonstruktion
Abbildung 2.5: Rekonstruktion des Kugelsystems aus einer TEM-Aufnahme eines ge-
füllten Elastomers. (a) Originalbild: zeigt die für TEM-Aufnahmen typische Unschärfe;
(b) rekonstruiertes Kugelsystem: stellt eine gute Approximation des Originals dar.
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(a) Original (b) Rekonstruktion
Abbildung 2.6: Vergrößerung eines Ausschnittes von Abbildung 2.5.
(a) Original (b) Rekonstruktion
Abbildung 2.7: Rekonstruktion eines vorgegebenen Kugelsystems. (a) Originalbild: Das
System der Kugelmittelpunkte ist die Realisierung eines zweidimensionalen Poisson-
Prozesses; (b) rekonstruiertes Kugelsystem: ist optisch nahezu identisch zum Original.
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2.4 Grauwertkalibrierung
2.4.1 Allgemeines Prinzip
Grundvoraussetzung für die Teilchenrekonstruktion sind Grauwertbilder, deren Grauwerte
grau(x) der Füllstoffdicke an der Stelle x entsprechen. Wie in Abschnitt 1.4 beschrieben,
sind die Grauwerte von originalen TEM-Aufnahmen jedoch proportional zur Intensität des
Elektronenstrahls I(x) an der Stelle x und spiegeln so nicht direkt die Füllstoffdicke wider.
In diesem Abschnitt wird ein vom Autor entwickeltes Verfahren dargestellt, mit dem die
Grauwerte der hier betrachteten TEM-Aufnahmen vollautomatisch in die Füllstoffdicke
umgerechnet werden. Dabei wird unterschieden, ob es sich um TEM-Aufnahmen einzelner
Füllstoff-Aggregate handelt oder um TEM-Aufnahmen gefüllter Elastomere. In beiden
Fällen liegt ein Zwei-Phasen-System vor, in dem der Füllstoff eine Phase darstellt, die
hier mit F bezeichnet wird. Die andere Phase ist im ersten Fall die dünne amorphe
Unterlage, auf der die Füllstoffaggregate liegen, und im zweiten Fall das Polymer, in
das die Füllstoffe eingelagert sind. Diese zweite Phase wird hier mit P bezeichnet. Die
Elektronenstrahlintensität I(x) an der Stelle x ergibt sich dann aus Gleichung (1.1), und
es gilt
I(x) = I0 · exp
{−tP (x) · ̺(P ) · S(U, P )} · exp{−tF (x) · ̺(F ) · S(U, F )}. (2.4)
Dabei bezeichnen tF (x) und tP (x) die Dicke der Phasen F und P an der Stelle x, ̺(P )
und ̺(F ) die spezifischen Reindichten der Phasen F und P und S(U, P ) und S(U, F ) die
Streukonstante bei Anodenspannung U für die Phasen F und P .
Wie bereits erwähnt sind die Grauwerte grau(x) von TEM-Aufnahmen proportional zur
Intensität des Elektronenstrahls I(x), d. h.
grau(x) = cI · I(x), (2.5)
wobei cI der Proportionalitätsfaktor ist. Unterstützt wird diese Annahme durch die Ana-
lyse von TEM-Aufnahmen eines Objektes bei verschiedenen nominalen Einstellungen
des TEM. Insbesondere durch verschiedene Einstellungen der Kondensorlinse wird der
Elektronenstrahl mehr oder weniger stark gebündelt und somit die Primärintensität I0
variiert. Abbildung 2.8 verdeutlicht, dass sich die Grauwerte bei Änderung der Primär-
intensität I0 nur multiplikativ ändern.
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Abbildung 2.8: Verteilung der Grauwerte von zwei TEM-Aufnahmen eines gefüllten Elas-
tomers an derselben Stelle mit unterschiedlichen Einstellungen der Kondensorlinse: Die
mittleren Grauwerte betragen m = 411 und m = 847. Dargestellt ist die Dichte der
Grauwerteverteilung nach der Transformation grau(·)/m.






= ln(cI · I0)− tP (x) · ̺(P ) · S(U, P )− tF (x) · ̺(F ) · S(U, F ). (2.6)
Diese Gleichung ist Ausgangspunkt für die Bestimmung der Füllstoffdicke tF (x) aus den
Grauwerten grau(x) von TEM-Aufnahmen.
2.4.2 Füllstoff-Aggregate
Die Bestimmung der Füllstoffdicke tF (x) ist im Fall von Füllstoff-Aggregaten relativ ein-
fach, da die Dicke tP (x) der Unterlage als konstant angesehen werden kann. Das Umstellen
von Gleichung (2.6) nach tF (x) ergibt
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für zwei Konstanten c1 und c2 mit
c1 =
ln(cI · I0)− tP (x) · ̺(P ) · S(U, P )
̺(F ) · S(U, F ) ,
c2 =
1
̺(F ) · S(U, F ) .
Wegen der Abhängigkeit von I0 ist c1 eine vom Einzelbild abhängige Konstante. Auf der
anderen Seite hängt c2 nicht von der jeweiligen Aufnahme ab, sondern nur vom Füllstoff
und der Anodenspannung U .
Zur Bestimmung von c1 wird das Grauwertbild mit den Grauwerten




für eine gewählte Konstante c2 betrachtet. Für Pixel x im ungefüllten Bereich einer TEM-
Aufnahme, d. h. für Pixel x mit tF (x) = 0, gilt





Aufgrund der Streuung des Transmissionselektronenmikroskops ist jedoch der Wert von
−grau′(x) nicht konstant im ungefüllten Bereich, sondern seine Verteilung ähnelt der ei-
ner Normalverteilung, deren Streuung aber relativ gering ist. Ein geeigneter Schätzer für
den Mittelwert dieser Verteilung und damit für c1 ist derjenige Grauwert, der die höchste
empirische Wahrscheinlichkeitsdichte in der Verteilung von −grau′(x) besitzt. Dieser Zu-
gang ist hier möglich, da das Maximum der empirischen Wahrscheinlichkeitsdichte stets
eindeutig dem ungefüllten Bereich zugeordnet werden kann, siehe Abbildung 2.9.
Die Konstante c2 wird einmalig für jeden Füllstoff festgelegt, so dass die Rekonstruktion
zu plausiblen Ergebnissen führt. In dieser Arbeit wurde c2 = 66 für Silica bei 160000×
nominaler Vergrößerung verwendet.
Die pixelweise Anwendung der Gleichung (2.7) ergibt ein neues Grauwertbild mit den
Grauwerten grau′′(x) = tF (x). Dabei können auch negative Grauwerte auftreten, so dass
eine Beschränkung auf nicht-negative Grauwerte sinnvoll erscheinen würde. Diese Ein-
schränkung wird hier aber nicht getroffen, sondern Pixel mit negativen Grauwerten wer-
den als Stellen gedeutet, die mit besonders hoher Wahrscheinlichkeit nicht von Füllstoff
überdeckt sind.
Abbildung 2.9 zeigt die typische Verteilung der Grauwerte nach deren Kalibrierung. Die
Verteilung der Grauwerte der Original-TEM-Aufnahmen ist qualitativ ähnlich, jedoch
invers, denn in den Original-Aufnahmen kennzeichnen hohe Grauwerte den ungefüllten
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Abbildung 2.9: Verteilung der Grauwerte tF (·) für die TEM-Aufnahme des Silica-
Aggregates in Abbildung 2.4(a) nach der Kalibrierung: Positive Grauwerte können als
Füllstoffdicke (in nm) interpretiert werden. Grauwerte in der Nähe des Maximums der
empirischen Wahrscheinlichkeitsdichte kennzeichnen den ungefüllten Bereich.
2.4.3 Gefüllte Elastomere
Die Kalibrierung der Grauwerte von TEM-Aufnahmen gefüllter Elastomere erfolgt wieder
durch Anwendung von Gleichung (2.6). Im Unterschied zu den TEM-Aufnahmen von
einzelnen Aggregaten ist hier die Dicke tP (x) der Polymer-Phase nicht konstant, sie ergibt
sich jedoch aus der konstanten Gesamtdicke t des Schnittes und der Füllstoffdicke tF (x),
denn es gilt






= ln(cI · I0)−
(
t− tF (x)
) · ̺(P ) · S(U, P )− tF (x) · ̺(F ) · S(U, F )
= ln(cI · I0)− t · ̺(P ) · S(U, P )− tF (x) ·
(
̺(F ) · S(U, F )− ̺(P ) · S(U, P )).
Diese Gleichung kann wiederum dargestellt werden in der Form
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für zwei Konstanten c1 und c2 mit
c1 =
ln(cI · I0)− t · ̺(P ) · S(U, P )
̺(F ) · S(U, F )− ̺(P ) · S(U, P ) ,
c2 =
1
̺(F ) · S(U, F )− ̺(P ) · S(U, P ) .
Analog zum vorhergehenden Abschnitt ist c1 wieder eine vom Einzelbild abhängige Kon-
stante und c2 hängt nur vom Füllstoff und der Anodenspannung U ab.
Das Schätzen von c1 ist im Fall von gefüllten Elastomeren wesentlich schwieriger als im
Fall von einzelnen Füllstoff-Aggregaten, da hier der ungefüllte Bereich zu klein ist, um
aus dessen Grauwerteverteilung eine robuste Schätzung von c1 zu gewährleisten. Andere
einfache Methoden, wie z. B. die Verwendung eines k-kleinsten Grauwertes, sind sehr an-
fällig gegenüber Änderungen der Füllstoffbeladung. Statt dessen hat sich die im Folgenden
beschriebene Methode bewährt: Ausgangspunkt ist das Grauwertbild mit den Grauwerten
grau′(x) = c′1 − c2 ln(grau(x))











wobei M wieder die Menge aller Bildpixel bezeichnet. c′1 wird also so gewählt, dass der
mittlere Grauwert von grau′(·) gleich 0 ist. Die Füllstoffdicke tF (·) ergibt sich aus grau′(·)
durch Addition mit einem Korrekturwert ∆, d. h.
tF (x) = grau
′(x) + ∆ für alle x ∈M ,
mit ∆ = c1 − c′1.
Für die Kalibrierung der Füllstoffdicke tF (·) werden die Konstante c2 sowie der Korrektur-
wert ∆ benötigt. Durch die Wahl der Definition von grau′(·) hängt ∆, im Gegensatz zu c1,
nicht mehr von der Primärintensität I0 ab, sondern vom mittleren Füllgrad des untersuch-
ten Elastomers. Der mittlere Grauwert von tF (·) entspricht (im Idealfall) der mittleren
Füllstoffdicke, d. h. dem Volumenanteil des Füllstoffes multipliziert mit der Gesamtdicke
t. Der mittlere Grauwert von grau′(·) ist gerade 0. Daraus folgt, dass ∆ relativ klein sein
wird für nahezu ungefüllte Elastomere und relativ groß für hochgefüllte Elastomere. Als
Volumenanteil muss hier der empirische, im jeweiligen Bild beobachtete Volumenanteil
verstanden werden und nicht ein globaler Mittelwert.
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Zur (automatischen) Bestimmung von ∆ ist es also notwendig, eine statistische Größe
zu finden, die stark mit dem Füllgrad der Probe korreliert ist und so helfen kann, eine
Schätzung für∆ zu liefern. Hierzu wird der empirische Schiefeparameter η3 der Grauwerte-


























Der Schiefeparameter η3 ist ein besonders günstiger Parameter, da er invariant bezüglich
linearer Transformationen von grau′(·) ist.
Abbildung 2.10 zeigt typische Grauwerteverteilungen für Bilder von unterschiedlich hoch
gefüllten Elastomeren. Es ist deutlich zu erkennen, dass geringe Füllstoff-Beladungen (sie-
he grüne Kurve) zu deutlich schieferen Grauwerteverteilungen führen als hohe Füllstoff-
Beladungen (siehe schwarze Kurve). Bei besonders hohen Füllstoff-Beladungen nähern
sich die Grauwerteverteilungen scheinbar einer symmetrischen Verteilung an, d. h., ihr
Schiefeparameter η3 nähert sich der 0 an. In allen für diese Arbeit untersuchten TEM-
Aufnahmen war der Schiefeparameter stets größer als 0, d. h., es gab stets noch eine Art
„Restschiefe“. Füllstoffbeladungen mit weniger als 15 Volumenprozent (wie bei der grünen
Kurve) werden in modernen Reifen nicht eingesetzt, sie sind hier aber von theoretischem
Interesse.
Es bleibt die Frage, wie der Korrekturwert ∆ aus η3 bestimmt wird. Dazu wurde eine
ganze Serie von TEM-Aufnahmen (mehr als 40) mit unterschiedlichen Füllstoffbeladungen
untersucht: Zuerst wurde ein sinnvoller Wert für die Konstante c2 festgelegt. Es zeigte sich,
dass die nachfolgende Bestimmung von ∆ dabei kaum von c2 beeinflusst wird. Die genaue
Wahl von c2 wird weiter unten erläutert. Für jede untersuchte TEM-Aufnahme wurde die
Kugelrekonstruktion von Abschnitt 2.3 durchgeführt. Dabei wurde jede Rekonstruktion
für verschiedene Korrekturwerte ∆ durchgeführt. Eine Erhöhung von ∆ bewirkt eine
globale Erhöhung der Füllstoffdicke, so dass mehr Kugeln rekonstruiert werden. Für jedes
Bild gibt es einen optimalen Korrekturwert ∆: Ist ∆ zu gross, so werden Kugeln auch
fälschlich in offensichtlich nicht von Füllstoff überdeckten Bildbereichen rekonstruiert. Ist
∆ dagegen zu klein, so werden keine Kugeln in offensichtlich von Füllstoff überdeckten
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tF = 19,2 nm
tF = 17,2 nm
tF = 13,2 nm
tF =   5,0 nm
Abbildung 2.10: Verteilung der Grauwerte für vier TEM-Aufnahmen mit unterschiedlichen
mittleren Füllstoffdicken tF nach deren Kalibrierung: Die positiven Grauwerte können als
Füllstoffdicke (in nm) interpretiert werden.
Bildbereichen rekonstruiert. Die Wahl des optimalen Korrekturwertes ∆ erfolgt also nach
einer optischen Anpassung, wobei ∆ in etwa auf 0,5 nm genau bestimmt werden kann.
(Die physikalische Einheit von ∆ entspricht der Füllstoffdicke.) Abbildung 2.11 zeigt die
Abhängigkeit des Korrekturwertes ∆ vom Schiefeparameter η3 der untersuchten TEM-
Aufnahmen. Der funktionale Zusammenhang zwischen ∆ und η3 kann dabei sehr gut
durch eine quadratische Funktion approximiert werden, die gegeben ist durch
∆ = 1,912η23 − 16,578η3 + 24,198. (2.10)
(Es sind natürlich auch andere Anpassungen vorstellbar, diese führen jedoch zu keiner
qualitativen Verbesserung.)
Die Funktion (2.10) wird in der Folge dazu benutzt, vollautomatisch den Korrekturwert
∆ zu bestimmen. Die Qualität der Anpassung ist in allen betrachten TEM-Aufnahmen
gut und menschliche Fehler bei der Anpassung können ausgeschlossen werden.
Die für die Kalibrierung benötigte Konstante c2 wird einmalig für jeden Füllstoff festgelegt.
Der Wert von c2 ergibt sich aus folgender Betrachtung: Aus dem Mischungsprogramm der
gefüllten Elastomere kann der globale Volumenanteil des Füllstoffes bestimmt werden.
Aus der bekannten Bildgröße und der Schnittdicke t ergibt sich nun, wie viele Kugeln
in etwa rekonstruiert werden müssen, um den globalen Volumenanteil näherungsweise zu
erreichen. Dabei bewirkt c2 eine Skalierung des Höhenprofils. Ist c2 zu groß, so werden zu
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    quadratische Regression
Abbildung 2.11: Manuelle Kalibrierung der Grauwerte von 40 TEM-Aufnahmen gefüllter
Elastomere mit unterschiedlich hohem Füllgrad: Abhängigkeit des Korrekturwertes∆ vom
empirischen Schiefeparameter η3 der Grauwerteverteilung. Positive Werte entsprechen der
Verschiebung des Höhenprofils nach oben (in nm).
viele Kugeln rekonstruiert (übereinander); ist dagegen c2 zu klein, so werden zu wenige
Kugel rekonstruiert. Mit der Wahl von c2 = 68 für den Füllstoff Silica ergab sich dabei die
beste Übereinstimmung der Volumenanteile der Rekonstruktionen mit dem Volumenanteil
des jeweiligen Mischungsprogramms bei den dafür betrachteten Gummimischungen.
Abbildung 2.10 zeigt die Grauwerteverteilung von tF (·) nach erfolgter vollautomatischer
Kalibrierung. Sie zeigt insbesondere, wie die automatische Bestimmung von ∆ aus dem
Schiefeparameter η3 zu plausiblen Ergebnissen bei höchst unterschiedlichen Füllstoff-
beladungen führt.
Es ist nun möglich, die Grauwerte grau(·) von TEM-Aufnahmen gefüllter Elastomere in
eine Füllstoff-Dicke tF (·) vollautomatisch umzurechnen. Damit ist z. B. eine vollautoma-




In diesem Kapitel werden Modelle für TEM-Aufnahmen von gefüllten Elastomeren ent-
wickelt und untersucht. Die jeweiligen Modellparameter dienen dann zur Charakterisie-
rung der Füllstoffdispersion.
Die Zufallsfeld-Theorie bietet eine Reihe nützlicher Modelle, mit denen die Graustufen-
schwankungen der TEM-Aufnahmen modelliert werden können. Pinnamaneni u. a. (1991)
ist ein Beispiel, in dem TEM-Aufnahmen mit geostatistischen Verfahren analysiert wer-
den. In der vorliegenden Arbeit werden zwei verschiedene Modelle benutzt:
(a) Das erste Modell beschreibt die Variation der Füllstoffdicke (in den Dünnschnitten),
wobei der Aufbau des Füllstoffes aus Aggregaten von Primärpartikeln nicht berück-
sichtigt wird. Die Verteilung der Füllstoffdicke wird als eine Art Höhenverteilung
angesehen. Unterschiedliche Füllstoffdispersionen erzeugen unterschiedliche Höhen-
verteilungen: Während eine gleichmäßige Füllstoffdispersion eine eher gleichmäßi-
ge, flachwellige Höhenverteilung erzeugt, ergeben sich größere Höhenschwankungen,
wenn der Füllstoff ungleichmäßig verteilt ist.
(b) Im zweiten Modell wird die Verteilung der Füllstoff-Primärpartikel in einem Dünn-
schnitt mit Hilfe von Punktprozessen beschrieben. Dabei besteht ein gewisser Zu-
sammenhang zum ersten Modell, da die Verteilung der Füllstoffdicke aus der Ver-
teilung der Primärpartikel resultiert.
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In diesem Abschnitt werden die in diesem Kapitel benötigten, grundlegenden Begriffe der
Zufallsfeld-Theorie kurz erklärt. Für ausführliche Darstellungen wird auf die umfangreiche
Literatur zu diesem Thema verwiesen, z. B. Chilès und Delfiner (1999), Cressie (1993) und
Abrahamsen (1997).
Es folgt zunächst eine formale Definition des Begriffs Zufallsfeld: Sei [Ω,A,P] ein Wahr-
scheinlichkeitsraum und T eine Parametermenge. Ein Zufallsfeld ist dann eine reell-wertige
Abbildung Z(x, ω), die für jeden festen Wert x ∈ T eine messbare Funktion von ω ∈ Ω
ist.
Für jedes feste ω ∈ Ω wird die (nicht-zufällige) Funktion Z(·, ω) als Realisierung des
Zufallsfeldes bezeichnet. Für x ∈ T werden die einzelnen Zufallsgrößen Z(x, ω) kurz mit
Z(x), das Zufallsfeld {Z(x) : x ∈ T} mit Z(·) bezeichnet.
Für T = R wird von einem stochastischen Prozess gesprochen. In diesem Kapitel ist aber
stets T = R2, d. h., es werden ausschließlich zweidimensionale Zufallsfelder betrachtet.
Von großem Interesse sind stationäre und isotrope Zufallsfelder. Ein Zufallsfeld ist statio-
när, wenn seine endlich-dimensionalen Verteilungen invariant sind gegenüber Verschiebung
durch einen beliebigen Vektor h ∈ R2, d. h.
P
(




Z(x1 + h) < z1, . . . , Z(xk + h) < zk
)
(3.1)
für alle k = 1, 2, . . . und alle x1, . . . ,xk ∈ R2 bzw. z1, . . . , zk ∈ R. In analoger Weise
ist ein Zufallsfeld isotrop, wenn seine endlich-dimensionalen Verteilungen invariant sind
gegenüber Drehungen.
Es sei erwähnt, dass in der Literatur auch andere, schwächere Forderungen an das Zu-
fallsfeld gestellt werden als die hier betrachtete strenge Stationarität, z. B. in Form der
intrinsischen Stationarität.
Im Fall eines stationären Zufallsfeldes Z(·) sind alle Zufallsvariablen Z(x) für x ∈ R2
identisch verteilt. Ohne Einschränkung der Allgemeinheit wird daher die gemeinsame
Verteilung der Z(x) durch Z(o) repräsentiert. Drei wichtige Charakteristiken von Z(o)
sind, wie bei allen reellwertigen Zufallsgrößen, der Mittelwert m, die Varianz σ2 und die
Schiefe η3, die gegeben sind durch
m = EZ(o),
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Z(o)− Z(o+ h))2, (3.2)
wobei h einen Abstandsvektor darstellt. Ist das Zufallsfeld Z(·) zudem isotrop, so hängt
das Variogramm γ(h) nur von der Länge h von h ab. In diesem Fall wird das Variogramm
kurz mit γ(h) bezeichnet.




Lemma 3.1.1. Seien a und b zwei reellwertige Konstanten und Z1(·) ein stationäres und
isotropes Zufallsfeld. Dann entsteht durch die lineare Transformation
Z2(x) = aZ1(x) + b für x ∈ R2, (3.3)
ein neues Zufallsfeld Z2(·), das ebenfalls stationär und isotrop ist. Das Variogramm γ2(·)
von Z2(·) ergibt sich aus dem Variogramm γ1(·) von Z1(·) durch
γ2(h) = a
2γ1(h) für h ≥ 0, (3.4)
d. h., γ2(·) hängt nicht von b ab.
Beweis. Z2(·) ist ein Zufallsfeld, da die lineare Transformation (3.3) eine messbare Ab-
bildung von [R2,B2]→ [R2,B2] ist. Die Stationarität von Z2(·) folgt für a 6= 0 aus
P
(

















Z1(x1 + h) <
z1−b
a






Z2(x1 + h) < z1, . . . , Z2(xk + h) < zk
)
.
Im Fall a = 0 ist das Zufallsfeld Z2(·) konstant und dessen Stationarität folgt direkt aus
Gleichung (3.1). Die Isotropie folgt analog. Gleichung (3.4) ergibt sich aus der Definition
des Variogramms.
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3.2 TEM-Aufnahmen und Zufallsfelder
In Abschnitt 2.4 wurde der Zusammenhang zwischen den Grauwerten grau(·) der TEM-
Aufnahmen und der Füllstoffdicke tF (·) untersucht. Dabei gilt




für x ∈M (3.5)
und zwei Konstanten c1, c2. Während c2 eine globale Konstante ist, hängt c1 vom Einzel-
bild ab. Da es das Ziel dieser Untersuchung ist, die Füllstoffverteilung zu charakterisieren
und nicht die Verteilung der Elektronenstrahlintensität I(x), ist es plausibel, Grauwert-
bilder mit Grauwerten tF (·) anstelle von grau(·) zu verwenden.
Die Grauwerte tF (x) sind für eine MengeM von Punkten der Euklidischen Ebene gegeben.
Dabei entspricht jeder Punkt x ∈M dem Mittelpunkt eines Bildpixels.
Ein geeigneter Modellansatz besteht nun darin, jedes Grauwertbild als Realisierung eines
bestimmten Zufallsfeldes Z(·) aufzufassen, wobei die Realisierung nur an den Punkten
x ∈M beobachtet wird und dort die Werte tF (x) annimmt.
Werden von einer Gummimischung mehrere TEM-Aufnahmen betrachtet, so wird jede
einzelne Aufnahme als eine Realisierung des gleichen Zufallsfeldes angesehen. Unterschied-
liche Gummimischungen führen dagegen zu unterschiedlichen Zufallsfeldern Z(·), wenn der
Füllstoff in irgend einer Art anders verteilt ist.
Das zu einer Gummimischung gehörige Zufallsfeld Z(·) beinhaltet Informationen über die
Verteilung der Füllstoffdicken und damit über die Verteilung des Füllstoffes an sich. Mit
den im Abschnitt 3.1 beschriebenen Charakteristiken kann das Zufallsfeld Z(·) und folg-
lich die Verteilung des Füllstoffes charakterisiert werden. Die Zufallsfeld-Charakteristiken
können dabei aus den TEM-Aufnahmen geschätzt werden.
Der Mittelwert m von Z(·) kann als mittlere Füllstoffdicke interpretiert werden. Zum





wobei t wieder die Dicke des Dünnschnittes bezeichnet.
Der Mittelwert m hängt direkt von der Konstante c1 bei der Transformation (3.5) ab.
Wegen der Schwierigkeiten bei der Bestimmung von c1 wird m in diesem Zusammenhang
nicht betrachtet.
Nach Lemma 3.1.1 hängt jedoch das Variogramm γ(·) nicht von c1 ab, sondern nur von
der Konstante c2. Die Abhängigkeit von c2 ist aber nicht schwer wiegend, da c2 für alle
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Silica-gefüllten Elastomere konstant ist. Ein eventueller Fehler in der Wahl von c2 führt
dann nur zu einem systematischen Fehler.
Die vom Journal of Microscopy akzeptierte Arbeit „Statistical characterisation of TEM
images of silica-filled Rubber“ (siehe Anhang B) beschreibt ausführlich, wie das Vario-
gramm zur statistischen Charakterisierung der Füllstoffdispersion dienen kann. Das Ver-
fahren wird anhand einer Fallstudie für vier unterschiedliche Gummimischungen demon-
striert.
Ein spezielles Variogramm-Modell, die Cauchy-Klasse, approximiert besonders gut die
empirischen Variogramme der dort betrachteten Gummimischungen. Realisierungen so
genannter Gaußscher Zufallsfelder mit entsprechend angepassten Cauchy-Variogrammen
zeigen eine augenscheinliche Übereinstimmung mit den TEM-Aufnahmen.
Zur Charakterisierung der empirischen Variogramme von TEM-Aufnahmen beschränkt
sich diese Arbeit auf die Feldvarianz σ2 sowie den Rangeparameter h0,5.
3.3 Shot-Noise-Prozesse
3.3.1 Allgemeine Betrachtungen
Ein Shot-Noise-Prozess (Schrot-Rauschen) ist ein reellwertiges Zufallsfeld Z(·), das aus
einem markierten Punktprozess Ψ im R2 hervorgeht. An den zufälligen Punkten von Ψ
werden Impulse initiiert, die sich auf die Umgebung der Punkte auswirken. Impulse, die
in verschiedenen Punkten initiiert werden, überlagern sich dabei additiv. Die Marke m(x)
eines Punktes x aus Ψ kann eine zusätzliche Information über die Art und Stärke des
Impulses im Punkt x beinhalten.




ist eine reellwertige Funk-
tion, die das Maß der Auswirkungen des Impulses im Punkt y auf den Punkt x beschreibt.




fI(x,y,m) für x ∈ R2, (3.6)
siehe Schmidt (1987).
Shot-Noise-Prozesse sind besonders gut zur Modellierung der in Abschnitt 3.2 betrachte-
ten Zufallsfelder Z(·) geeignet. Dabei wird angenommen, das von jedem Füllstoff-Primär-
partikel ein Impuls erzeugt wird.
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Mit Hilfe des Shot-Noise-Modells ist es möglich, einen direkten Zusammenhang zwi-
schen der Verteilung der Füllstoff-Primärpartikel und den in Abschnitt 3.2 betrachteten
Zufallsfeld-Charakteristiken herzustellen. Shot-Noise-Prozesse erlauben damit einen ande-
ren Blickwinkel auf die Zufallsfelder Z(·). Sie werden im Folgenden mit zwei wesentlichen
Zielen betrachtet.
Das erste Ziel besteht darin, die beobachteten Zufallsfelder Z(·) auf andere Art und Weise
als in Abschnitt 3.2 zu parametrisieren und statistisch auszuwerten. Shot-Noise-Prozesse
bilden die Grundlage für die Teilchenrekonstruktion im Abschnitt 2.3 und deren statische
Auswertung.
Das zweite Ziel ist eher theoretischer Natur: In Abschnitt 3.2 wurden die Folgen einer un-
gleichmäßigen Verteilung des Füllstoffes untersucht, die sich in großen Schwankungen der
Füllstoffdicke ausdrücken. Shot-Noise-Prozesse ermöglichen dagegen, die Ursachen zu er-
forschen, welche in der Clusterung der Füllstoff-Primärpartikel liegen. Das Ziel besteht nun
darin, ein spezielles Modell zu entwickeln, das mögliche Verteilungen der Primärpartikel
beschreibt. Mit Hilfe dieses Modells können dann die qualitativen Zusammenhänge zwi-
schen dem Grad der Clusterung der Primärpartikel und den Zufallsfeld-Charakteristiken
von Abschnitt 3.2 erklärt werden.
Die Primärpartikel werden in dieser Arbeit als ideale, einander nicht überlappende Kugeln
aufgefasst. Damit ergibt sich die Impulsfunktion aus
fI(x,y,m) = 1(‖x− y‖ < m) · 2 ·
√
m2 − ‖x− y‖2, (3.7)
wobei die Markem den Radius der Kugel mit Mittelpunkt in y bezeichnet. Da die Radien-
verteilung der Primärpartikel für die Untersuchung der Dispersion eine untergeordnete
Rolle spielt, wird von einem konstanten Radius R der Primärpartikel ausgegangen. Also
sei m(x) ≡ R für alle x ∈ Ψ. Anstelle des markierten Punktprozesses Ψ wird deshalb der
nicht markierte Punktprozess Φ betrachtet, d. h.
Φ(B) = Ψ(B ×M) für alle B ∈ Bd.
3.3.2 Eigenschaften von Shot-Noise-Zufallsfeldern
In diesem Abschnitt wird beschrieben, wie die Eigenschaften eines Shot-Noise-Zufallsfeldes
von dem ebenen Punktprozess Φ der Impulse abhängen. Dazu dient der folgende Satz,
der ein Spezialfall eines Satzes von Schmidt (1987) ist. Dabei bezeichnet fI(·, ·, R) eine
Impulsfunktion, bei der das Funktionsargument für die Marke m konstant R ist, also
insbesondere nicht von den beiden Funktionsargumenten für die Punkte x und y abhängt.
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Im Folgenden wird nur noch die in dieser Arbeit verwendete Impulsfunktion fI gemäß
(3.7), betrachtet. Das folgende Korollar ist eine direkte Folgerung aus Satz 3.3.1.
Korollar 3.3.3. Für den Shot-Noise-Prozess Z(·) mit Impulsfunktion fI gemäß (3.7) und













R2 − ‖y2‖2 g
(‖y1 − y2‖) dy1 dy2.
Die explizite Berechnung der Momente zweiter und höherer Ordnung eines Shot-Noise-
Zufallsfeldes Z(·) ist im Allgemeinen sehr schwierig. Für den stationären Poisson-Prozess
mit Intensität λ können aber die Momente EZn(o) für alle natürlichen Zahlen n berechnet
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Die Gleichung für η3 bildet auch eine theoretische Begründung für den qualitativen Zusam-
menhang zwischen dem Schiefeparameter η3 und der mittleren Füllstoffdicke m, wie er in
Abschnitt 2.4.3 zur Grauwertkalibrierung verwendet wurde. η3 ist eine fallende Funktion
der Intensität λ. Umgekehrt sind die Intensität λ und damit auch die mittlere Füllstoff-
dicke m fallende Funktionen des Schiefeparameters η3.
3.3.3 Statistische Auswertung von Punktmustern
In der hier benutzten Modellierung wird jedem gefüllten Elastomer ein bestimmter Shot-
Noise-Punktprozess Φ zugeordnet, der die Füllstoffdispersion charakterisiert. TEM-Auf-
nahmen gefüllter Elastomere werden als Realisierungen des Shot-Noise-Prozesses aufge-
fasst. Der Punktprozess Φ selbst ist nicht direkt beobachtbar.
Mit Hilfe des in Abschnitt 2.3 vorgestellten Verfahrens kann jedoch das einer Realisierung
zugrunde liegende Punktmuster rekonstruiert werden. Wegen den am Anfang von Ab-
schnitt 2.3 gezeigten Schwierigkeiten kann aber nicht davon ausgegangen werden, dass das
Punktmuster perfekt wiederhergestellt wird. Stattdessen wird das rekonstruierte Punkt-
muster als ein „Fingerabdruck“ betrachtet, der die wesentlichen Informationen über die
Teilchenverteilung enthält.
Die Aufgabe besteht nun darin, die rekonstruierten Punktmuster mit Hilfe von geeig-
neten Punktprozess-Charakteristiken zu beschreiben. Die Punktprozess-Charakteristiken
werden dann dazu benutzt, um Rückschlüsse auf die Füllstoffdispersion zu ziehen.
Es ist nahe liegend, den Punktprozess Φ als stationär und isotrop vorauszusetzen, da
es keinen Grund zu einer gegenteiligen Annahme gibt. Dazu eine kurze Bemerkung:
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Stationarität wird in der physikalischen Literatur häufig auch als Homogenität bezeichnet
und als gleichmäßige Verteilung der Punkte interpretiert. Die „gleichmäßige Verteilung“
muss jedoch über den gesamten Raum R2 gesehen werden - in endlich großen Beobach-
tungsfenstern können dennoch große Inhomogenitäten sichtbar sein (z. B. in der Form von
Clustern).
Eine Punktprozess-Charakteristik erster Ordnung stellt die Intensität λ von Φ dar, d. h.






wobei n(W ) die Anzahl der Punkte im Beobachtungsfenster W und A(W ) die Fläche von
W bezeichnen.
Die K-Funktion
Punktprozess-Charakteristiken zweiter Ordnung sind z. B. die Paarkorrelationsfunktion
g(r) und Ripleys K-Funktion. In dieser Arbeit wird ausschließlich die K-Funktion be-
trachtet. Heuristisch kann λK(r) interpretiert werden als die mittlere Anzahl der Punkte
in einer Kugel mit dem Radius r um einen „typischen Punkt“ von Φ, der selbst aber nicht
mitgezählt wird. Für eine exakte mathematische Definition von K(r) siehe z. B. Stoyan
u. a. (1995). Für den stationären Poisson-Prozess (in der Ebene) gilt
K(r) = πr2 für r ≥ 0.
Für eine leichtere Interpretation der K-Funktion wird in dieser Arbeit eine normierte




für r > 0.
Für stationäre Poisson-Prozesse ist K(r) = 1 für alle r > 0. Ist dagegen K(r) > 1 für ein
r > 0, so liegt eine Clusterung der Punkte von Φ vor. Die mittlere Anzahl von Punkten
in der Kugel vom Radius r um einen „typischen Punkt“ von Φ ist dann größer als im Fall
eines Poisson-Prozesses mit gleicher Intensität wie Φ. Im umgekehrten Fall K(r) < 1 für
ein r > 0 liegt eine Tendenz zur regelmäßigen Anordnung der Punkte von Φ vor, was aus
einem Abstoßungsverhalten der Punkte von Φ resultieren kann.
DieK-Funktion charakterisiert also in direkter Weise den Grad der Clusterung der Punkte
von Φ. Je größer K(r) für ein r > 0 ist, desto dichter liegen die Punkte von Φ in der Kugel
vom Radius r um einen „typischen Punkt“ von Φ.
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Für die K-Funktion gibt es verschiedene Schätzer. In dieser Arbeit wird Ohsers Schätzer
Kˆ(r) verwendet, siehe Ohser und Mücklich (2000). Für ein BeobachtungsfensterW ergibt







1(‖x− y‖ ≤ r)
γW (‖x− y‖)
für r > 0.
Dabei bezeichnen A die Fläche von W , n die Anzahl der Punkte in W und γW (·) die
isotropisierte Mengenkovarianzfunktion.
Die folgenden Betrachtungen beziehen sich auf die TEM-Aufnahmen A-6 und B-4, die
bereits in Tscheschel u. a. (2005) untersucht worden sind. Dabei zeigte die TEM-Aufnahme
A-6 eine gleichmäßigere Dispersion des Füllstoffes als die TEM-Aufnahme B-4.
In Abbildung 3.1(a) ist die aus den Teilchenrekonstruktionen von A-6 und B-4 geschätzte
K-Funktion zu sehen. Man erkennt in beiden Fällen, dass K(r) < 1 für kleine Werte
von r ist. Sie beschreibt das typische Verhalten eines Softcore-Prozesses, d. h., die Punkte
können sich zwar beliebig nah kommen, wobei aber doch eine tendenzielle gegenseitige
Abstoßung der Punkte vorliegt.
Der Grund für diesen Abstoßungseffekt liegt weniger darin, dass die Verteilung der Primär-
partikel im Raum tatsächlich einen Hardcore-Abstand aufweist, sondern vielmehr in der
Unschärfe der TEM-Aufnahmen. Die Unschärfe erzeugt lokal relativ homogene Grauwer-
te, was dazu führt, dass die Rekonstruktion lokal gesehen relativ regelmäßig angeordnete
Punkte ergibt. Sehr eng beieinander liegende Mittelpunkte und große Lücken zwischen
den Mittelpunkten würden nämlich stärker inhomogene Grauwerte erzeugen. Auf Grund
dieses Nahordnungseffektes ist es nicht sinnvoll, die K-Funktion für kleine Werte von r
zu betrachten.
Für größere Werte von r spielen diese Effekte nur eine untergeordnete Rolle, und es
kann eine mehr oder weniger starke Clusterung der Punkte beobachtet werden. Für den
Grenzwert r →∞ gilt dabei K(r)→ 1. Je kleiner die Cluster von Φ sind, desto schneller
konvergiert K(r) gegen 1.
Das Maximum der aus den Rekonstruktionen geschätzten K-Funktion liegt in allen be-
trachteten Fällen in der Nähe von r = 2R, d. h., das Maximum hängt vom Radius der
rekonstruierten Kugeln ab. Es ist daher sinnvoll, nur Rekonstruktionen miteinander zu
vergleichen, die mit dem gleichen Radius R erzeugt wurden.
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Abbildung 3.1: K-Funktion (a) und morphologische Funktionen (b) – (d) für zwei gefüllte
Elastomere (geschätzt aus der Rekonstruktion jeweils einer TEM-Aufnahme mit R =
10 nm) im Vergleich zu einem stationären Poisson-Prozess. A-6 und B-4 bezeichnen die
Mischung und die TEM-Aufnahme wie in Tscheschel u. a. (2005), siehe Anhang B.
Zur Charakterisierung der Clusterung wird in dieser Arbeit K(r) für r = 80 nm benutzt.
Dieser Wert r ist groß genug, damit die K-Funktion nur wenig von der regelmäßigen
Nahordnung beeinflusst wird, aber auch klein genug, um überhaupt eine Clusterung zu
charakterisieren.
Abbildung 3.1(a) zeigt, dass K(80 nm) für die TEM-Aufnahme A-6 deutlich kleiner ist als
für die TEM-Aufnahme B-4. Dies ist ein Anzeichen dafür, dass die Primärpartikel in A-6
weniger stark geclustert sind als in B-4, d. h., die Primärpartikel sind gleichmäßiger ver-
teilt. Dies bestätigt das Ergebnis der Variogramm-Analyse, die in Tscheschel u. a. (2005)
durchgeführt wurde.
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Morphologische Funktionen
Die so genannten morphologischen Funktionen stellen eine weitere Möglichkeit dar, Punkt-
prozesse statistisch zu charakterisieren. Als morphologische Funktionen werden die Inten-
sitäten AA(r; Φ), UA(r; Φ) und NA(r; Φ) der Maße für die Fläche, den Umfang und die
Euler-Zahl der dilatierten Menge Φ ⊕ b(o, r) mit r > 0 bezeichnet. Für ein festes r > 0
werden die morphologischen Funktionen AA(r; Φ), UA(r; Φ) und NA(r; Φ) dabei spezifi-
scher Flächeninhalt, spezifische Randlänge und spezifische Euler-Zahl der dilatierten Men-
ge Φ ⊕ b(o, r) genannt. Die morphologische Funktion AA(r; Φ) ergibt sich beispielsweise
gemäß
AA(r; Φ) = E ν2
((
Φ⊕ b(o, r)) ∩ [0, 1]2) für r > 0.
Im Fall eines stationären Poisson-Prozesses mit Intensität λ gibt es explizite Formeln für
die morphologischen Funktionen. In diesem Fall gilt nämlich
AA(r; Φ) = 1− exp{−πr2λ},
UA(r; Φ) = 2πrλ exp{−πr2λ},
NA(r; Φ) = λ (1− πr2λ) exp{−πr2λ} für r > 0,
siehe Seite 216 in Schneider und Weil (2000).
Die morphologischen Funktionen können sehr effizient aus ebenen Punktmustern geschätzt
werden. Sei dazu ϕ eine Realisierung des Punktprozesses Φ im Fenster
W = [0, xD]× [0, yD]
mit xD, yD > 0. Bezeichne weiterhin A(r;ϕ), U(r;ϕ) und N(r;ϕ) das Maß für die Fläche,
die Randlänge und die Euler-Poincaré-Charakteristik der Menge
ϕ⊕ b(o, r)
im erodierten Fenster
W ⊖ b(o, r) = [r, xD − r]× [r, yD − r]
für 0 < r < 1
2
min(xD, yD). Für diesen Wertebereich von r sind dann
A(r;ϕ)
(xD − 2r)(yD − 2r) ,
U(r;ϕ)
(xD − 2r)(yD − 2r) und
N(r;ϕ)
(xD − 2r)(yD − 2r)
erwartungstreue Schätzer für die morphologischen Funktionen AA(r; Φ), UA(r; Φ) und
NA(r; Φ).
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In Brodatzki und Mecke (2002) wird ein Verfahren zur analytischen Berechnung von
A(r;ϕ), U(r;ϕ) und N(r;ϕ) beschrieben, wobei sich alle drei Werte allein aus der Kennt-
nis des Randes von ϕ ⊕ b(o, r) ergeben. Das dort beschriebene Verfahren enthält keine
Randkorrektur; sie kann aber für rechteckige Fenster durch einfache Änderungen am Ver-
fahren erzeugt werden.
Eine effiziente Programmierung ist aber für eine praktische Nutzung des Verfahrens not-
wendig. Sein Hauptaufwand liegt darin, den Schnitt der Scheiben b(x, r) und b(y, r) für
alle paarweise verschiedenen Punkte x, y ∈ ϕ zu bestimmen. Dieser Aufwand wird stark
vermindert durch Verwendung der bekannten Gitter-Methode. Dabei werden die Punkte
von ϕ zunächst in ein regelmäßiges quadratisches Gitter mit einer Kantenlänge von min-
destens 2r eingeteilt. Alle Nachbarn y ∈ ϕ von x ∈ ϕ mit einem Abstand kleiner als 2r
sind dann in den 9 umgebenden Zellen von x zu finden. Die Komplexität des Problems
wächst auf diese Weise statt quadratisch nur noch linear mit der Größe des Fensters.
Die morphologischen Funktionen werden oft für eine ganze Reihe von Werten für r ge-
schätzt. Der vom Autor entwickelte Algorithmus zur Berechnung der morphologischen
Funktionen nutzt dabei Informationen, die während der Berechnung für einen Wert r = r′
erhalten worden sind, zur beschleunigten Berechnung für Werte r > r′. Wird nämlich für
einen Wert r = r′ festgestellt, dass der Rand der Scheibe b(x, r′) für einen Punkt x ∈ ϕ
vollständig von anderen Scheiben überdeckt ist, so muss dieser Punkt x bei der Berech-
nung für r > r′ nicht mehr berücksichtigt werden. Umso größer der Wert r ist, desto mehr
Punkte werden aus dem Problem eliminiert und somit das Verfahren extrem beschleunigt.
Ein Microsoft Windows c© Programm zur Berechnung der morphologischen Funktionen
ist unter http://www.mathe.tu-freiberg.de/inst/stoch/Tscheschel/Morph2D/ im
Internet zu finden. Dort kann ebenfalls der dazugehörige Quellcode eingesehen werden.
Analog zur K-Funktion zeigen die Abbildungen 3.1(b) – (d) die geschätzten morpho-
logischen Funktionen für zwei gefüllte Elastomere. Zum Vergleich wird auch der Fall ei-
nes stationären Poisson-Prozesses gezeigt. Die morphologischen Funktionen des Poisson-
Prozesses hängen von seiner Intensität λ ab. In den Abbildungen wurde deshalb die aus
B-4 geschätzte Intensität benutzt. Wie in Abbildung 3.1(d) zu sehen ist, unterscheidet
sich die aus B-4 geschätzte Intensität aber kaum von der aus A-6 geschätzten Intensität.
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Die morphologische Funktion AA(r; Φ) für die spezifische Fläche ist stets eine monoton
nicht-fallende Funktion mit
AA(r; Φ)→ 0 für r → 0 und
AA(r; Φ)→ 1 für r →∞.
Je gleichmäßiger die Punkte von Φ verteilt sind, desto schneller konvergiert AA(r; Φ)→ 1
für r → ∞. Abbildung 3.1(b) zeigt deutlich, dass die Kurve für A-6 schneller gegen 1
konvergiert als die für B-4. Der Grund liegt in der stärkeren Clusterung der Punkte in
B-4, infolge deren größere nicht von Füllstoff-Partikeln überdeckte Gebiete entstehen.
Für die morphologische Funktion UA(r; Φ) für den spezifischen Umfang gilt stets
UA(r; Φ)→ 0 für r → 0 und
UA(r; Φ)→ 0 für r →∞.
Der stationäre Poisson-Prozess mit Intensität λ hat dabei ein Maximum in r = (2πλ)−
1
2 .
In ähnlicher Weise wie bei der morphologischen Funktion für die spezifische Fläche kon-
vergiert auch UA(r; Φ) desto schneller gegen 0 für wachsendes r, je gleichmäßiger die
Punkte von Φ verteilt sind. Entsprechend wird auch durch UA(r; Φ) eine gleichmäßigere
Verteilung der Punkte von A-6 im Vergleich zu B-4 beschrieben.
Die morphologische Funktion NA(r; Φ) für die spezifische Euler-Zahl besitzt in der Ebene
folgende einfache Interpretation: NA(r; Φ) ist die mittlere Anzahl zusammenhängender
Komponenten von Φ⊕b(o, r) je Einheitsfläche minus die mittlere Anzahl von Löchern in
den Komponenten je Einheitsfläche. Ist λ die Intensität von Φ, dann gilt stets
NA(r; Φ)→ λ für r → 0 und
NA(r; Φ)→ 0 für r →∞.
Der stationäre Poisson-Prozess mit Intensität λ hat dabei ein Minimum in r = 2(2πλ)−
1
2 .
Für eine Charakterisierung der Füllstoffverteilung scheint aber die morphologische Funk-
tion NA(r; Φ) weniger gut geeignet zu sein als AA(r; Φ) oder UA(r; Φ), da NA(r; Φ) für
wachsendes r sehr schnell gegen 0 konvergiert.
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3.3.4 Charakterisierung einer zufälligen abgeschlossenen Menge
Durch Binarisierung können TEM-Aufnahmen in zwei Phasen zerlegt werden: eine Füll-
stoffphase und eine dazu komplementäre Phase, wobei die Füllstoffphase gerade den durch
Füllstoff überdeckten Bildbereichen entspricht. Diese Füllstoffphase kann als Realisierung
einer zufälligen abgeschlossenen Menge Ξ interpretiert werden. Im Shot-Noise-Modell ent-
spricht Ξ der zufälligen abgeschlossenen Menge Φ⊕b(o, R), wobei R wieder den Primär-
partikelradius bezeichnet.
Die Charakterisierung von Ξ kann beispielsweise wieder mit Hilfe von morphologischen
Funktionen erfolgen. Wie im vorhergehenden Abschnitt bezeichnen AA(r; Ξ), UA(r; Ξ)
und NA(r; Ξ) den spezifischen Flächenanteil, die spezifische Randlänge und die spezifische
Eulerzahl der dilatierten Menge Ξ⊕ b(o, r) für r ≥ 0. Dabei gilt
AA(r; Ξ) = AA(R + r; Φ),
UA(r; Ξ) = UA(R + r; Φ),
NA(r; Ξ) = NA(R + r; Φ) für r ≥ 0.
Weiterhin besteht ein enger Zusammenhang zwischen der morphologischen Funktion für
die spezifische Fläche AA(r; Ξ) und der sphärischen Kontaktverteilung HS(r) von Ξ, die
gegeben ist durch
HS(r) = 1− P
(
o 6∈ Ξ⊕ b(o, r)|o 6∈ Ξ) für r ≥ 0.
Es gilt nämlich
HS(r) = 1− AA(r; Ξ)
AA(0; Ξ)
= 1− AA(R + r; Φ)
AA(R; Φ)
für r ≥ 0.
Es lassen sich also sowohl die morphologischen Funktionen als auch die sphärische Kon-
taktverteilung der zufälligen abgeschlossenen Menge Ξ in einfacher Weise auf die morpho-
logischen Funktionen des Punktprozesses Φ zurückführen.
Weitere Charakteristiken zur Beschreibung zufälliger abgeschlossener Mengen werden in
Stoyan u. a. (1995) erklärt.
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3.4 Ein Shot-Noise-Modell für TEM-Aufnahmen
3.4.1 Vorbetrachtungen
In diesem Abschnitt wird ein spezielles Shot-Noise-Modell entwickelt. Es soll als Modell
für Zufallsfelder dienen, mit denen TEM-Aufnahmen gefüllter Elastomere beschrieben
werden. Die reale Füllstoffverteilung kann aufgrund ihrer hohen Komplexität nicht mit
Hilfe einfacher Modelle vollständig erklärt werden.
Hier wird dennoch der Versuch unternommen, durch ein Modell, das nur wenige Parameter
besitzt, die wichtigsten Eigenschaften der Füllstoffverteilung zu approximieren. Aufgrund
der am Anfang von Abschnitt 2.3 dargestellten (experimentellen) Schwierigkeiten ist es
nicht möglich, dieses Modell direkt mit den TEM-Aufnahmen gefüllter Elastomere zu
vergleichen oder einen Modell-Test durchzuführen. Das Ziel ist stattdessen, mit Hilfe
dieses Modells Bilder zu simulieren, die den TEM-Aufnahmen augenscheinlich ähnlich
sehen. Damit sollen die Auswirkungen unterschiedlicher Primärpartikelverteilungen auf
die Zufallsfeld-Charakteristiken von Abschnitt 3.2 qualitativ untersucht werden.
Der Punktprozess Φ charakterisiert die Verteilung der Mittelpunkte der auf die Bildebene
projizierten Primärpartikel eines Dünnschnittes. An Φ sind damit gewisse geometrische
Beschränkungen gebunden. Eine Minimalforderung an Φ ist, dass für das gemäß Gleichung








d. h., die Punkte von Φ dürfen sich nicht derart nah bei einem Punkt x häufen, dass Z(x)
die Dicke t des Dünnschnittes übersteigt. Daher ist es sinnvoll, den Punktprozess Φ als
Projektion eines dreidimensionalen Punktprozesses Φ3D zu betrachten, wie es auch in der
Realität der Fall ist.
Der Punktprozess Φ3D charakterisiert die tatsächliche räumliche Verteilung der Füllstoff-
Primärpartikel. Da sich in Φ3D die Primärpartikel nicht überlappen, beträgt der Abstand
zwischen zwei Punkten von Φ3D immer mindestens 2R.
Diese Forderung wird hier allerdings auf einen Mindestabstand von Rh = 1,8R abge-
schwächt, so dass auch kleinere Überlappungen ermöglicht werden. Für diese Abschwä-
chung gibt es zwei Gründe: Zum einen treten in der Realität tatsächlich kleine Über-
lappungen auf. Zum anderen wird das Modell auf diese Art und Weise wesentlich flexibler.
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Mögliche Überlappungen werden in Gleichung (3.6) mit der Impulsfunktion (3.7) nicht
berücksichtigt. Der dabei entstehende Fehler ist aber sehr gering, da das Schnittvolumen
zweier Primärpartikel maximal 1,45% eines Primärpartikelvolumens beträgt.
Für einen beliebigen Hardcore-Prozess Φ3D mit Hardcore-Abstand Rh = 1,8R und Inten-
sität λ beträgt der Volumenanteil VV des Kugelsystems
VV = λ · 43πR3. (3.8)
Unter Berücksichtigung von möglichen Überlappungen stellt Gleichung (3.8) eine obere
Grenze von VV dar während 0,913λ · 43πR3 eine untere Grenze ist. Sie ergibt sich im Fall
einer dichten Kugelpackung, bei der jede Kugel von 12 weiteren Kugeln berührt wird.
Die Konstruktion eines geeigneten Punktprozesses Φ3D ist sehr schwierig, da
(a) keine direkten empirischen Daten über die räumliche Verteilung der Primärpartikel
vorliegen,
(b) seine Verteilung für verschiedene gefüllte Elastomere sehr unterschiedlich sein kann,
(c) Φ3D ein Hardcore-Prozess ist und
(d) die Punkte von Φ3D Cluster bilden (unter Einhaltung des Mindestabstandes).
Eine gewisse Tendenz der Primärpartikel zur Cluster-Bildung ist immer vorhanden, da
Primärpartikel in der Regel nicht isoliert vorkommen, sondern Aggregate bilden. Diese
Füllstoff-Aggregate können aber auch selbst wieder mehr oder weniger große Cluster bil-
den. Der Punktprozess Φ3D muss also als Kombination eines Cluster-Prozesses und eines
Hardcore-Prozesses verstanden werden.
Hardcore-Prozesse zu modellieren ist im Allgemeinen recht schwer. Hier wird dazu die
folgende ad hoc Methode verwendet: Ausgehend von einem ursprünglich gegebenen pri-
mären Punktprozess ΦE ergibt sich der Hardcore-Prozess durch eine spezielle Verdünnung
von Φ3D.
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Für den Ausgangsprozess Φ3D werden im Folgenden drei verschiedene Punktprozesse be-
nutzt.
(a) Der erste Punktprozess ist der stationäre Poisson-Prozess ΦPoi(λT ) mit Intensität
λT .
Die beiden weiteren Punktprozesse sind Neyman-Scott-Prozesse, die spezielle Poisson-
Cluster-Prozesse darstellen. Die Punkte eines stationären Poisson-Prozesses mit Intensität
λT bilden den Ursprung für voneinander unabhängige Cluster. Die Cluster sind identisch
verteilte Realisierungen eines repräsentativen Clusters N0. Die Anzahl der Punkte des
repräsentativen Clusters N0 ist zufällig, und die Punkte von N0 sind unabhängig und
identisch verteilt um den Ursprung o.
(b) Der zweite Punktprozess ist der Matérn-Cluster-Prozess ΦM(RT , µT , λT ). Die An-
zahl der Punkte im repräsentativen Cluster N0 hat eine Poisson-Verteilung mit
positivem Mittelwert µT . Die Punkte von N0 sind unabhängig und gleichverteilt in
der Kugel b(o, RT ), wobei RT einen weiteren Modellparameter darstellt. Während
der Parameter RT die Ausdehnung der Cluster steuert, bestimmt µ, wie stark die
Clusterung ausgeprägt ist. Die Intensität λ von ΦM(RT , µT , λT ) ergibt sich nach
λ = λT · µT . (3.9)
(c) Als dritten Punktprozess wird der (so genannte modifizierte) Thomas-Prozess
ΦT(σT , µT , λT ) betrachtet. Ebenso wie beim Matérn-Cluster-Prozess hat die An-
zahl der Punkte im repräsentativen Cluster eine Poisson-Verteilung mit Mittelwert
µT . Die Verteilung der Punkte um den Ursprung o ist im Thomas-Prozess jedoch die
symmetrische Normalverteilung mit dem Varianzparameter σ2T , der die Ausdehnung
des Clusters steuert. Im Fall σT = 1 ist die Verteilung des Abstandes eines Punktes
von N0 vom Ursprung o die Maxwell-Boltzmann Verteilung, die der Chi-Verteilung
mit drei Freiheitsgraden entspricht. Mit Hilfe dieser Verteilung ergibt sich, dass je-
der Punkt von N0 mit 95% Wahrscheinlichkeit einen Abstand kleiner als 2,79548 σT
vom Ursprung o hat. Der Parameter R0,95 = 2,79548 σT wird daher im Folgenden
als alternativer Parameter zu σ2T eingeführt.
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3.4.2 Verdünnungsmethoden
In den folgenden drei Unterabschnitten werden verschiedene Methoden untersucht, mit
denen ein Punktprozess ΦE verdünnt werden kann, so dass ein Hardcore-Prozess entsteht.
Die Matérn-I Methode
Das so genannte erste Matérn-Hardcore-Modell ΦI ergibt sich gemäß
ΦI =
{
x ∈ ΦE : ΦE ∩ b(x, Rh) \ {x} = ∅
}
. (3.10)
Der aus der Verdünnung resultierende Punktprozess ΦI beinhaltet also nur die Punkte
von ΦE, die vollkommen isoliert liegen.
Das erste Matérn-Hardcore-Modell wird in der Literatur meist im Fall ΦE = ΦPoi(λT )
verwendet. In diesem Fall ergibt sich die Intensität λI von ΦI aus
λI = λT · exp{−λT 43πR3h}, (3.11)
was sich leicht aus den Eigenschaften des Poisson-Prozesses ableiten lässt. Der Volumen-
anteil VV des zu ΦI gehörigen Kugelmodells beträgt nach Gleichung (3.8) dann
VV = λT · exp{−λT 43πR3h} · 43πR3.





Der maximale Volumenanteil beträgt 4,6% für Rh = 2R und 6,3% für Rh = 1,8R (unter
Vernachlässigung von Überlappungen).
Für andere primäre Punktprozesse ΦE als den Poisson-Prozess ist es in der Regel nicht
möglich, die Intensität λI von ΦI analytisch zu bestimmen. Im Fall ΦE = ΦM(RT , µT , λT )
kann λI aber auf einfache Weise numerisch berechnet werden. Für die Berechnung wird
das Volumen des Schnittes zweier Kugeln benötigt.
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Lemma 3.4.1. Sei o.B.d.A. 0 < R2 < R1. Dann ist das Volumen γR1,R2(r) des Schnittes der








2 für 0 ≤ r ≤ R1 −R2,
0 für r ≥ R1 +R2.
Satz 3.4.2. Sei ΦI der Punktprozess, der durch die Verdünnungsoperation (3.10) aus
einem Matérn-Cluster-Prozesses ΦM(RT , µT , λT ) entsteht. Dann ist die Intensität λI von
ΦI
λI = µT · λT · p, (3.12)
wobei mit p die Palmsche Überlebenswahrscheinlichkeit eines „typischen Punktes“ von
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Beweis. Die Gleichung (3.12) ist ein bekanntes Ergebnis, nur (3.13) muss noch bewiesen
werden. Dabei gilt für die Überlebenswahrscheinlichkeit p
p = Po(Y ) mit Y =
{
ϕ ∈ N : ϕ(b(o, Rh) \ {o}) = 0},
wobei Po die Palmsche Verteilung von ΦM(RT , µT , λT ) bezeichnet. Die Menge Y ist die
Menge aller Punktmuster ϕ, die in der Kugel vom Radius Rh um den Ursprung o keine
Punkte außer dem Punkt im Ursprung enthalten.
Für Poisson-Cluster-Prozesse ergibt sich bekanntlich die Palmsche Verteilung Po durch
Faltung zweier Verteilungen
Po = P ∗ c0, (3.14)
vergleiche Stoyan u. a. (1995). Dabei bezeichnet P die Verteilung des Cluster-Prozesses,
hier also von ΦM(RT , µT , λT ). c0 bezeichnet die Palmsche Verteilung des Clusters N0 und








1Y (N0 − x)
)
. (3.15)
Die Gleichung (3.14) kann durch Verallgemeinerung des Slivnyak-Mecke-Theorems (siehe
Matthes u. a., 1978) wie folgt interpretiert werden: Die Palmsche Verteilung Po ist die
Verteilung des Punktprozesses, der sich aus der Überlagerung eines endlichen Punkt-
prozesses mit der Palmverteilung c0 von N0 und einem davon unabhängigen Punktprozess
mit der Verteilung P von ΦM(RT , µT , λT ) ergibt. Wegen deren Unabhängigkeit folgt für
die spezielle Menge Y
Po(Y ) = P (Y ) · c0(Y ).
P (Y ) ist eng verbunden mit der sphärischen Kontaktverteilungsfunktion Hs(r) von
ΦM(RT , µT , λT ) für r = Rh. Es gilt nämlich
P (Y ) = 1−Hs(Rh)
= exp
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vergleiche Stoyan und Stoyan (1994).
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Die Matérn-II Methode
Das zweite Matérn-Hardcore-Modell ΦII entsteht durch die folgende Verdünnung eines
primären Punktprozesses ΦE: Die Punkte x von ΦE werden zuerst mit zufälligen Marken
m(x) versehen, die unabhängig und in [0, 1] gleichverteilt sind. Ein Punkt x von ΦE
überlebt genau dann, wenn die Kugel b(x, Rh) keinen weiteren Punkt von ΦE mit einer
Marke kleiner als m(x) enthält, d. h.
ΦII =
{
x ∈ ΦE : m(x) < m(y) für alle y ∈ ΦE ∩ b(x, Rh) \ {x}
}
. (3.16)
Wie das erste Matérn-Hardcore-Modell wird auch das zweite Matérn-Hardcore-Modell in
der Literatur meist im Fall ΦE = ΦPoi(λT ) verwendet. Die Intensität λII von ΦII ergibt







siehe Stoyan u. a. (1995).
Der Volumenanteil VV des zu ΦII gehörigen Kugelmodells ist eine monoton wachsende
Funktion der Intensität λT und es gilt
VV =
(
1− exp{−λT 43πR3h}) · R3R3h .
Der maximale Volumenanteil ergibt sich als Grenzwert von λT →∞ und beträgt 12,5%
für Rh = 2R und 17,1% für Rh = 1,8R (unter Vernachlässigung von Überlappungen).
Für andere primäre Punktprozesse ΦE als den Poisson-Prozess ist es in der Regel nicht
möglich, die Intensität λII analytisch zu berechnen. Aber in ähnlicher Weise wie bei
der Matérn-I Methode kann auch im Fall ΦE = ΦM(RT , µT , λT ) die Intensität λII des
resultierenden verdünnten Punktprozesses ΦII berechnet werden.
Satz 3.4.3. Sei ΦII der Punktprozess, der durch die Verdünnungsoperation (3.16) aus
einem Matérn-Cluster-Prozess ΦM(RT , µT , λT ) entsteht. Dann ist die Intensität λII von
ΦII
λII = µT · λT · p, (3.18)
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wobei mit p die Palmsche Überlebenswahrscheinlichkeit eines „typischen Punktes“ von




r(t) d t (3.19)
wobei r(t) die Überlebenswahrscheinlichkeit eines „typischen Punktes“ mit Marke t be-
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Beweis. Die Gleichungen (3.18) und (3.19) sind bekannte Ergebnisse, nur (3.20) muss
noch bewiesen werden. Einen Einfluss auf die Überlebenswahrscheinlichkeit r(t) haben nur
die Punkte von ΦM(RT , µT , λT ) mit Marke m kleiner als t. Aufgrund der unabhängigen
Verdünnung ist der resultierende Punktprozess
ΦtM(RT , µT , λT ) =
{
x ∈ ΦM(RT , µT , λT ) : m(x) < t
}
wieder ein Matérn-Cluster-Prozess, jedoch mit der mittleren Anzahl µT · t von Punkten
im repräsentativen Cluster, d. h.
ΦtM(RT , µT , λT ) = ΦM(RT , µT · t, λT ).
Die Überlebenswahrscheinlichkeit r(t) entspricht dann der Überlebenswahrscheinlichkeit
eines „typischen Punktes“ von ΦM(RT , µT · t, λT ) nach der Matérn-I Methode. r(t) ergibt
sich damit aus
r(t) = Po(Y ) mit Y =
{
ϕ ∈ N : ϕ(b(o, Rh) \ {o}) = 0},
wobei Po die Palmsche Verteilung von ΦM(RT , µT t, λT ) bezeichnet. Die Berechnung von
r(t) erfolgt analog zur Berechnung von p im Satz 3.4.2.
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Die SSI-Methode
In der Verdünnungsoperation des zweiten Matérn-Hardcore-Modells können bekanntlich
auch bereits ausgedünnte Punkte des primären Punktprozesses ΦE noch andere Punkte
mit größerer Marke ausdünnen. Eine andere Verdünnungsmethode, die diese Eigenschaft
nicht besitzt, wird in dieser Arbeit SSI-Methode genannt. Der Name ist abgeleitet vom so
genannten SSI-Modell (simple sequential inhibition), das in der physikalischen Literatur
RSA-Modell (random sequential adsorption) genannt wird, siehe auch Evans (1993).
Für ein endliches Fenster W kann das SSI-Modell wie folgt definiert werden: Kugeln wer-
den der Reihe nach zufällig in W platziert. Falls eine neue Kugel eine bereits bestehende
Kugel schneidet, so wird diese Kugel verworfen und das Verfahren mit der nächsten Kugel
weitergeführt. Das Verfahren wird solange durchgeführt, bis keine neue Kugel mehr plat-
ziert werden kann. Wird das Verfahren nicht bis zum Ende durchgeführt, sondern bereits
nach einer Poisson-verteilten Anzahl von Versuchen abgebrochen, so stellt das SSI-Modell
eine Verdünnung eines Poisson-Prozesses im Fenster W dar.
In Stoyan und Schlather (2000) wird gezeigt, wie man sich eine entsprechende Verdünnung
für einen stationären Poisson-Prozess vorstellen kann.
In dieser Arbeit wird diese „SSI-Verdünnung“ auf allgemeine Punktprozesse angewendet.
Die SSI-Verdünnung eines primären Punktprozesses ΦE erfolgt dabei in iterativer Weise.
Der resultierende Punktprozess wird mit ΦSSI bezeichnet. In der gleichen Weise wie bei
der Matérn-II Verdünnung werden zuerst alle Punkte x von ΦE mit zufälligen Marken
m(x) versehen, die unabhängig und in [0, 1] gleichverteilt sind. In algorithmischer Schreib-
weise hat die SSI-Verdünnung dann die folgende Form (wobei← den Zuweisungsoperator
bezeichnet):
(I) ΦSSI ← ∅
(II) ΦSSI ← ΦSSI ∪
{
x ∈ ΦE : m(x) < m(y) für alle y ∈ ΦE ∩ b(x, Rh) \ {x}
}
(III) ΦE ← ΦE \
(
ΦSSI ⊕ b(o, Rh)
)
(IV) Wiederhole (II) und (III) solange ΦE 6= ∅.
Nach dem ersten Iterationsschritt ergibt sich das zweite Matérn-Hardcore-Modell. Der
Grenzfall λT →∞ für ΦE = ΦPoi(λT ) entspricht dem (ursprünglichen) SSI-Modell.
Eine formelmäßige Berechnung der Intensität λSSI von ΦSSI ist noch nicht einmal im Fall
ΦE = ΦPoi(λT ) möglich. Die Bestimmung der Intensität λSSI ist daher nur mit Hilfe von
Simulationen möglich.
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Abbildung 3.2: Abhängigkeit des Volumenanteils VV eines Systems von harten Kugeln
mit Radius R = 1 von der Intensität λE des primären Punktprozesses ΦE und von der
Verdünnungsmethode. Gestrichelte Kurven: ΦE = ΦPoi(λT ), also λE = λT ; durchgezogene
Kurven: ΦE = ΦM(RT , µT , λT ) mit RT = 15 und λT = 0,0001, also λE = 0,0001µT . Blaue
Kurven: Matérn-I Verdünnung; rote Kurven: Matérn-II Verdünnung; schwarze Kurven:
SSI-Verdünnung, jeweils mit Hardcore-Radius Rh = 2.
Im Fall ΦE = ΦPoi(λT ) ist der Volumenanteil VV des zu ΦSSI gehörigen Kugelmodells offen-
bar eine wachsende Funktion der Intensität λT . Der maximal erreichbare Volumenanteil
VV entspricht damit dem Grenzfall λT → ∞. Er wurde auf simulativen Wege bestimmt
und beträgt 38,2% im Fall Rh = 2R (siehe Stoyan, 2002) und 52,4% im Fall Rh = 1,8R
(unter Vernachlässigung von Überlappungen).
3.4.3 Vergleich der Verdünnungsmethoden
Für die beiden Verdünnungsmethoden Matérn I bzw. Matérn II kann die Intensität λI
bzw. λII für ΦE = ΦPoi(λT ) analytisch sowie für ΦE = ΦM(RT , µT , λT ) mittels numerischer
Integration berechnet werden. Für die SSI-Methode kann die Intensität λSSI nur mit
Hilfe von Simulationen geschätzt werden. Dabei gilt offenbar λI ≤ λII ≤ λSSI für jeden
Ausgangsprozess ΦE.
Eine wichtige Frage ist, wie ΦE die Intensitäten λI , λII bzw. λSSI bestimmt. Eine Antwort
auf diese Frage bietet Abbildung 3.2. Sie zeigt einen Vergleich für den Fall zweier primärer
Punktprozesse ΦE: einem Poisson-Prozess und einem Matérn-Cluster-Prozess. Es fällt auf,
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dass bei gleicher Verdünnungsmethode und gleicher Intensität λE des primären Punkt-
prozesses der Poisson-Prozess zu höheren Volumenanteilen führt als der Cluster-Prozess.
Eine Ausnahme bildet allerdings die Matérn-I Verdünnung bei sehr hohen Intensitäten.
In Abbildung 3.2 ist zu beachten, dass der Matérn-Cluster-Prozess ΦM(RT , µT , λT ) in
Abhängigkeit µT variiert wird. Für wachsendes µT steigt der Grad der Clusterung. Würde
stattdessen µT fest gewählt und λT variiert, so würde sich ΦM(RT , µT , λT ) immer mehr
dem Poisson-Prozess ΦPoi(λTµT ) annähern.
Cluster-Prozesse führen zu kleineren resultierenden Intensitäten als der Poisson-Prozess,
da in der Umgebung eines „typischen Punktes“ mehr Punkte vorkommen, die zur Aus-
löschung des Punktes führen können. Im Fall der Matérn-I und Matérn-II Verdünnung be-
steht dabei ein gewisser Zusammenhang zwischen der Palmschen Überlebenswahrschein-
lichkeit p eines „typischen Punktes“ und der Ripleys K-Funktion K(r) für r = Rh. Beide
Größen sind verknüpft über die Wahrscheinlichkeiten πk, k = 0, 1, 2, . . ., dass in der Ku-




Yk) mit Yk =
{
ϕ ∈ N : ϕ(b(o, Rh) \ {o}) = k} für k = 0, 1, 2, . . .



















Auch die Palmsche Überlebenswahrscheinlichkeit p eines „typischen Punktes“ von ΦE in
der Matérn-I und Matérn-II Verdünnung kann aus den Wahrscheinlichkeiten π0, π1, . . .






im Fall der Matérn-II Verdünnung. Im Poisson-Fall können insbesondere die Gleichungen
(3.11) sowie (3.17) auf diese Weise hergeleitet werden.
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TEM-Aufnahmen gefüllter Elastomere
⇓
Grauwerte entsprechen der Intensität des Elektronenstrahls auf der Bildebene
⇓
Umrechnung der Grauwerte grau(·) in die Füllstoffdicke tF (·)
⇓
Füllstoffdicke tF (·) ist Realisierung eines Zufallsfeldes Z(·)
⇓
Shot-Noise-Prozess ist ein geeignetes Modell für das Zufallsfeld Z(·)
⇓
Ebener Punktprozess Φ des Shot-Noise-Prozesses ist Projektion eines räumlichen
Punktprozesses Φ3D
⇓
Punktprozess Φ3D ist ein Hardcore-Prozess, der durch Verdünnung aus einem
Cluster-Prozess entsteht
⇓
Thomas-Prozess ist Modell für den Cluster-Prozess
⇓
Abschließende Unschärfe- und Verrauschungsoperation simuliert die natürlichen
Unschärfe- und Verrauschungseigenschaften des Transmissionselektronenmikroskopes
Abbildung 3.3: Schema der Modellierung von TEM-Aufnahmen gefüllter Elastomere mit
Hilfe eines Shot-Noise-Prozesses.
3.4.4 Modellanpassung
In den vorhergehenden Abschnitten wurden die theoretischen Eigenschaften eines Shot-
Noise-Modells für TEM-Aufnahmen betrachtet. Hier wird nun gezeigt, wie das Shot-Noise-
Modell so angepasst werden kann, dass dessen Realisierungen augenscheinlich den TEM-
Aufnahmen gefüllter Elastomere ähneln. Abbildung 3.3 zeigt schematisch, wie TEM-Auf-
nahmen gefüllter Elastomere auf diese Weise modelliert werden.
Zunächst wird das Shot-Noise-Modell wie folgt konkretisiert: Der Kugelradius beträgt
R = 10 nm, der Hardcore-Abstand Rh = 18 nm sowie die Schnittdicke t = 100 nm. Als
primärer räumlicher Punktprozess wird der Thomas-Prozesses ΦT(σT , µT , λT ) festgelegt.
Zur Approximation realer Cluster von Füllstoff-Primärpartikeln ist der Thomas-Prozess
eher geeignet als der Matérn-Cluster-Prozess. Die Cluster des Matérn-Cluster-Prozesses
haben stets eine nahezu perfekte Kugelform, während die Cluster des Thomas-Prozesses
eine größere Variabilität aufweisen.
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Reale Cluster von Füllstoff-Primärpartikeln sind zusammenhängend. Dies wird in diesem
Modell nicht berücksichtigt. Jedoch wird zur Vermeidung untypischer extremer Ausreißer
der Thomas-Prozess aber so abgeändert, dass der maximale Abstand der Punkte des
repräsentativen Clusters N0 vom Ursprung o gleich 2,79548 σT beträgt. Mathematisch
bedeutet das: Die Verteilung der Punkte von N0 ist die symmetrische Normalverteilung
mit Varianzparameter σT unter der Bedingung, dass der Abstand der Punkte von o kleiner
ist als 2,79548 σT .
Die Verdünnung des Thomas-Prozesses erfolgt mit der SSI-Methode. Auf diese Weise wird
eine hinreichend große Flexibilität des Modells bezüglich des Volumenanteils erreicht. In
realen gefüllten Elastomeren beträgt der (mittlere) Volumenanteil etwa 17–25%, wobei
jedoch durch die Aggregation der Primärpartikel lokal deutlich höhere Volumenanteile
entstehen können.
Die Projektion aller überlebenden Punkte des Thomas-Prozesses ΦT(σT , µT , λT ) aus ei-
nem Dünnschnitt (parallel zur (x, y)-Ebene) auf die (x, y)-Ebene ergibt den Punktprozess
Φ. Die Intensität λ von Φ und damit die mittlere Füllstoffdicke m von Z(·) können nicht
direkt berechnet werden. Im Folgenden wird deshalb der Parameter λT von ΦT(σT , µT , λT )
in Abhängigkeit von µT und σT so gewählt, dass eine vorher festgelegte mittlere Füllstoff-
dicke m erreicht wird. Die Anpassung von λT erfolgt dabei mit Hilfe der Probiermethode.
Verschiedene Füllstoffverteilungen sind nur bei gleicher mittlerer Füllstoffdicke m direkt
miteinander vergleichbar.
Als freie Variablen verbleiben also die mittlere Anzahl µT von Punkten im repräsentativen
ClusterN0 sowie der Varianzparameter σ2T , der die Ausdehnung vonN0 steuert. Alternativ
zu σ2T wird auch der Parameter R0,95 = 2,79548 σT benutzt.
Abbildung 3.4(a) zeigt eine Realisierung eines Shot-Noise-Modells. Durch Simulation wer-
den Grauwertbilder der Größe 1280 × 1024 Pixel erzeugt mit einer Pixelauflösung von
1,52 nm. Die Bildmaße sind die gleichen wie bei den in dieser Arbeit untersuchten TEM-
Aufnahmen mit 50000× nominaler Vergrößerung.
Ein augenscheinlicher Unterschied der Realisierung zu realen TEM-Aufnahmen besteht
darin, dass TEM-Aufnahmen eine natürliche Unschärfe aufweisen und leicht verrauscht
sind. Um vergleichbare Bilder aus den Realisierungen zu erhalten, wird abschließend eine
Unschärfe- und Verrauschungsoperation auf die Realisierungen der Shot-Noise-Prozesse
angewendet, wie in Abbildung 3.4(b) zu sehen. Durch diese Operation entsteht ein neues
Zufallsfeld Z ′(·) aus dem Shot-Noise-Zufallsfeld Z(·). Die natürliche Unschärfe des TEM
wird durch einen Mittelwertfilter und das Verrauschen des TEM durch so genanntes wei-
ßes Rauschen nachempfunden. Die Unschärfe- und Verrauschungsoperation hat in dieser
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(a) (b)
Abbildung 3.4: Realisierung eines Shot-Noise-Prozesses vor (a) und nach (b) Anwendung
der Unschärfe- und Verrauschungsoperation.






Z(y) dy + Y (x) für alle x ∈ R2, (3.21)
wobei RM den positiven Radius des Mittelwertfilters bezeichnet sowie Y (x) das Gaußsche
Rauschen im Punkt x. Y (x) ist eine normalverteilte Zufallsgröße mit Mittelwert 0 und
Varianz σ2M . Die Zufallsgrößen Y (x) sind für alle x ∈ R2 voneinander unabhängig.
Die Integration in Gleichung (3.21) ist durch die Glattheit des speziellen Shot-Noise-
Prozesses wohl-definiert. Praktisch ist diese Integration jedoch schwierig und wird des-
halb durch einen einfacheren Mittelwertfilter ersetzt, nämlich durch die n-fache iterative
Anwendung des Standard-Mittelwertfilters mit einer N×N Matrix - angewendet auf das
(Pixel-)Grauwertbild der Realisierung von Z(·).
Die Parameter der Verrauschungsoperation, d. h. die Parameter n und N des Mittelwert-
filters sowie die Varianz σ2M des weißen Rauschen, sind sorgfältig zu wählen, da diese sehr
stark die Eigenschaften des Zufallsfeldes Z ′(·) beeinflussen. Änderungen dieser Parameter
beeinflussen jedoch alle Realisierungen in gleicher systematischer Weise. In dieser Arbeit
wird n = 3, N = 5Pixel (entspricht 7,6 nm) und σM = 2 nm benutzt. Dabei wurde σM so
bestimmt, dass σ2M der Streuung realer TEM-Aufnahmen in Bildbereichen entspricht, die
offensichtlich nicht durch Füllstoff überdeckt sind.
Die hier beschriebene Unschärfe- und Verrauschungsoperation stellt eine reine ad hoc Me-
thode dar und bedarf eventuell einer genaueren Anpassung an die tatsächlichen Vorgänge
im Transmissionselektronenmikroskop.
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Tabelle 3.1: Parameter von fünf verschiedenen Shot-Noise-Prozessen und deren geschätzte
Charakteristiken. Die Schätzungen basieren auf 200 Realisierungen des jeweiligen Shot-
Noise-Prozesses. Die Zahlen in Klammern unterhalb der einzelnen Charakteristiken zeigen
den entsprechenden Wert, wenn auf die abschließende Unschärfe- und Verrauschungs-
operation verzichtet wird. Zum Vergleich sind in der rechten Spalte die geschätzten Werte
aus einer ausgewählten Serie von TEM-Aufnahmen aufgeführt.
Charakteristik Prozess I Prozess II Prozess III Prozess IV Prozess V TEM
R0,95 (in nm) 63 63 100 100 63
σT (in nm) 22,5 22,5 35,8 35,8 22,5
µT 50 200 10 500 330
λT (in µm−3) 2845 1281 9600 410 936
m (in nm) 18,55 18,50 18,52 18,57 17,29 17,30
(18,55) (18,50) (18,52) (18,57) (17,29)
η3 0,38 0,38 0,43 0,36 0,48 0,46
(0,58) (0,64) (0,52) (0,63) (0,74)
σ (in nm) 11,77 13,60 10,28 13,75 14,25 14,97
(14,92) (16,29) (13,87) (16,44) (16,64)
h0,5 (in nm) 11,00 17,61 8,58 24,90 28,23 30,39
(7,84) (9,64) (6,81) (9,73) (11,07)
K(80 nm) 1,039 1,114 0,998 1,191 1,176 1,175
(1,039) (1,113) (0,998) (1,190) (1,175)
1−HS(10 nm) 0,095 0,282 0,003 0,345 0,388 0,366
(0,079) (0,253) (0,002) (0,310) (0,360)
3.4.5 Simulationsstudien
Tabelle 3.1 zeigt die Parameter für fünf ausgewählte Shot-Noise-Prozesse, wobei zunächst
nur die ersten vier Prozesse betrachtet werden, deren mittlere Füllstoffdicke m etwa
18,5 nm beträgt. Für jeden dieser vier Prozesse wird in Abbildung 3.5 eine typische Rea-
lisierung gezeigt. Die Abbildungen verdeutlichen die große Flexibilität des Modells.
Die Prozesse I und II erzeugen relativ kleine Cluster, wobei die Clusterung im Prozess
II wesentlich deutlicher ist. Die Prozesse III und IV erzeugen größere Cluster, wobei
der Prozess IV eine deutlich stärkere Clusterung aufweist. Der Prozess III ähnelt dabei
dem Prozess, der entsteht, wenn als primärer Punktprozess ΦE der stationäre Poisson-
Prozess anstelle des Thomas-Prozesses gewählt wird. Als realitätsnah können dabei nur
die Prozesse I und II betrachtet werden. Die Prozesse III und IV dienen als Extrembeispiele
für die Fälle sehr gleichmäßiger bzw. sehr ungleichmäßiger Dispersion.
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(a) I (b) II
(c) III (d) IV
Abbildung 3.5: Realisierungen der vier Shot-Noise-Prozesse I, II, III sowie IV.
Aus der Wahl der Prozess-Parameter als auch aus der Betrachtung der Realisierungen
folgt, dass die Primärpartikel in der Reihenfolge der Prozesse IV - II - I - III immer
gleichmäßiger verteilt sind.
Aus jeweils 200 Realisierungen der einzelnen Prozesse wurden die in Tabelle 3.1
angegebenen Charakteristiken geschätzt. Neben den Zufallsfeld-Charakteristiken m, η3,
σ sowie h0,5 (siehe Abschnitt 3.2) werden die beiden Charakteristiken K(80 nm) und
HS(10 nm) (siehe Abschnitte 3.3.3 und 3.3.4) betrachtet.
Ein Vergleich des Schiefeparameters η3 der vier Prozesse ergibt, dass er nur wenig von
den Prozess-Parametern abhängt und somit gut für die in Abschnitt 2.4 beschriebene
Grauwertkalibrierung geeignet ist.
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Tabelle 3.2: Rezepte für drei experimentelle Gummimischungen in phr (Gramm pro 100
Gramm Gummi).
Mischung E85 Mischung E50 Mischung E25
Gummi (SBR) 100,0 100,0 100,0
Öl 37,5 37,5 37,5
Silica 85,0 50,0 25,0
Silan 6,0 3,5 1,8
Chemische Additive 12,0 12,0 12,0
Vulkanisationssystem 4,2 4,2 4,2
Sulfur 1,8 1,8 1,8
Das Verhalten der anderen vier zur Beschreibung der Füllstoffdispersion benutzten Cha-
rakteristiken σ, h0,5, K(80 nm) und HS(10 nm) ist wie erwartet: Alle vier Charakteristiken
bestätigen, dass die Dispersionseigenschaften der Primärpartikel in der Reihenfolge der
Prozesse IV - II - I - III immer besser werden.
Tabelle 3.1 zeigt auch die entsprechenden Werte, wenn auf die abschließende Unschärfe-
und Verrauschungsoperation verzichtet wird. Die Ergebnisse zeigen, dass durch diese
Operation – die im TEM in ähnlicher Weise abläuft – alle betrachteten Charakteristiken in
einer systematischen Weise verändert werden. An der Reihenfolge der Prozesse ändert sich
aber nichts. Allerdings sind die einzelnen Charakteristiken in einem sehr unterschiedlichen
Maße sensibel gegenüber den Auswirkungen der Unschärfe- und Verrauschungsoperation.
Am deutlichsten sind die Auswirkungen auf den Rangeparameter h0,5, aber auch die
Charakteristiken η3, σ und HS(10 nm) werden mehr oder weniger stark beeinflusst. Prak-
tisch keine Auswirkungen hat dagegen die Operation auf die mittlere Füllstoffdicke m
und K(80 nm). Diese Robustheit von K(80 nm) stellt einen enormen Vorteil gegenüber
den anderen zur Beschreibung der Füllstoffdispersion genutzten Charakteristiken dar.
Für die praktische Nutzung der Charakteristiken σ2, h0,5, K(80 nm) und HS(10 nm) zur
Beschreibung der Füllstoffdispersion ist es auch notwendig, ihre Sensibilität bezüglich
der mittleren Füllstoffdicke m zu kennen. Dies ist von besonderen Interesse, da in der
Praxis der Volumenanteil VV für verschiedene Gummiproben variieren kann. Dies kann
an verschiedenen Mischungsrezepturen und Mischungsverfahren liegen, aber auch an der
räumlichen Variabilität des Volumenanteils VV innerhalb des Gummis.
Ausgangspunkt der Sensibilitätsanalyse ist die experimentelle Gummimischung E85, die
nach dem Rezept in Tabelle 3.2 hergestellt wurde. Die beiden anderen Mischungen E50
und E25 werden erst später betrachtet.
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(a) (b)
Abbildung 3.6: (a) Typische TEM-Aufnahme. (b) Typische Realisierung von Prozess V.
10 TEM-Aufnahmen der Mischung E85 wurden statistisch ausgewertet. Die Ergebnis-
se wurden in der rechten Spalte von Tabelle 3.1 aufgelistet. Ein direkter Vergleich der
Zufallsfeld-Charakteristiken mit denen der Shot-Noise-Prozesse ist wegen des Einflusses
der Unschärfe- und Verrauschungsoperation aber nur bedingt möglich.
Die Parameter des Shot-Noise-Prozesses V (siehe Tabelle 3.1) wurden nun so angepasst,
dass seine Charakteristiken möglichst gut mit denen der Mischung E85 übereinstimmen.
Abbildung 3.6 zeigt im Vergleich eine reale TEM-Aufnahme der Mischung E85 und eine
Realisierung von Prozess V. Der Füllstoff ist in der realen TEM-Aufnahme offensichtlich in
einer noch komplizierteren Weise verteilt als in der Realisierung des Shot-Noise-Prozesses.
Dennoch kann der Prozess V als grobe Approximation für die realen TEM-Aufnahmen
der Mischung E85 dienen. Der Prozess V ist deshalb Grundlage für die weiteren Untersu-
chungen.
Verschiedene Volumenanteile VV des Prozesses V können modelliert werden, indem unter
Beibehaltung der Cluster-Parameter σT und µT der Intensitätsparameter λT variiert wird.
Die mittlere Füllstoffdicke m hängt dann direkt von λT ab. Für sehr kleine Werte von λT
enthalten die Realisierungen meist separat liegende Aggregate (Cluster), während für sehr
große Werte von λT eine immer homogenere Verteilung der Primärpartikel zu beobachten
ist, wobei die Grenzen zwischen den einzelnen Aggregaten verschwimmen.
Abbildung 3.7 zeigt das Ergebnis einer Simulationsstudie, bei der 60-mal der Prozess V
mit verschiedenen Werten von λT (zwischen λT = 40 und λT = 2400) realisiert und
ausgewertet wurde. Die in Abbildung 3.7 als TEM-Aufnahmen gekennzeichneten roten
Datenpunkte werden später erläutert.
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Das Diagramm 3.7(a) zeigt die Abhängigkeit des Rangeparameters h0,5 von der mittleren
Füllstoffdicke m. Über den Bereich von ungefüllten bis hin zu sehr hoch gefüllten Proben
nimmt der Rangeparameter h0,5 je 1 nm mittlerer Füllstoffdicke m um etwa 1 nm ab. Im
praktisch relevanten Bereich um m = 20 nm ist die Abnahme noch etwas stärker. Dies
muss beim Vergleich unterschiedlich stark gefüllter Elastomere berücksichtigt werden.
Die Abhängigkeit der Standardabweichung σ des Zufallsfeldes von der mittleren Füll-
stoffdicke m ist in Abbildung 3.7(b) zu sehen. Für wachsendes m nimmt σ bis zu einem
Maximum bei etwa m = 20 nm zu und fällt für größere Werte von m wieder leicht ab.
Im Grenzfall m → 0 nm strebt σ gegen die Standardabweichung des weißen Rauschens,
also gegen σ = 2 nm. Im praktisch relevanten Bereich um m = 20 nm ist σ relativ kon-
stant, d. h., σ kann zum direkten Vergleich auch unterschiedlich stark gefüllter Elastomere
dienen.
Zur Ermittlung der in Abbildung 3.7(c) dargestellten Charakteristik K(80 nm) wurde zu-
nächst für jede Realisierung des Shot-Noise-Prozesses eine Rekonstruktion der projizierten
Kugeln durchgeführt. K(80 nm) ist offensichtlich eine monoton nicht-wachsende Funktion
vonm. Sie hat einen Pol beim = 0 nm und konvergiert für wachsendesm gegen 1. Der Pol
bei m = 0 nm entsteht, da auch bei fallender Intensität λT in der Umgebung eines „typi-
schen Punktes“ stets weitere Punkte vorkommen - nämlich die Punkte des zum „typischen
Punkt“ gehörigen Clusters. Für wachsendes m signalisiert die Abnahme von K(80 nm) ei-
ne schwächer werdende Clusterung der Punkte. Diese Eigenschaft ist verständlich, da die
Punkte bei hohen Volumenanteilen zwangsläufig immer regelmäßiger verteilt sind und
somit keine einzelnen Cluster mehr beobachtet werden können. Im praktisch relevanten
Bereich um m = 20 nm nimmt K(80 nm) je 1 nm mittlerer Füllstoffdicke m etwa um 0,015
ab.
Das Verhalten der sphärischen Kontaktverteilung HS(10 nm) in Abhängigkeit von der
mittleren Füllstoffdicke m wird in Abbildung 3.7(d) gezeigt. Analog zu K(80 nm)
wurde auch HS(10 nm) aus den Rekonstruktionen der projizierten Kugeln geschätzt.
1−HS(10 nm) ist eine monoton nicht-wachsende Funktion von m mit den Grenzwerten 1
für m→ 0 nm und 0 für wachsendes m. Im betrachteten Bereich m = 0 nm bis m = 30 nm
ist 1 − HS(10 nm) eine nahezu lineare Funktion von m. Je 1 nm mittlerer Füllstoffdicke
m verringert sich 1−HS(10 nm) um etwa 0,033.
Abbildung 3.7(e) zeigt die Abhängigkeit des Schiefeparameters η3 von der mittleren Füll-
stoffdicke m. η3 wird in dieser Arbeit nicht zur Charakterisierung der Füllstoffdispersion
verwendet, sondern für die Grauwertkalibrierung in Abschnitt 2.4.3. Der Schiefeparameter
η3 ist im betrachteten Bereich eine offensichtlich nicht wachsende Funktion von m, die für
wachsendes m gegen 0 konvergiert.
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Die Realisierungen des Prozesses V stellen Approximationen von TEM-Aufnahmen der
Gummimischung E85 dar. Die Veränderung des Parameters λT des Shot-Noise-Prozesses
modelliert Veränderungen im Füllgrad der Gummimischung, die sonst nur mit einem
hohen experimentellen Aufwand untersucht werden können.
Um zu untersuchen, inwiefern die Realisierungen des Prozesses V mit verändertem
Intensitätsparameter λT adäquate Ergebnisse liefern, wurden zwei Gummimischungen
E25 und E50 in der gleichen Art und Weise wie die Gummimischung E85 hergestellt,
jedoch mit einem verminderten Füllstoffanteil. Die Rezepte der Mischungen sind Tabelle
3.2 zu entnehmen.
Von allen drei Mischungen wurden jeweils 10 TEM-Aufnahmen statistisch ausgewertet.
Die Ergebnisse sind in Abbildung 3.7 zu sehen. Dabei entspricht jede Mischung einer
Wolke von 10 Punkten. Bei Mischung E25 schwanken die mittleren Füllstoffdicken m der
Einzelbilder um 5nm, bei Mischung E50 um 12 nm und bei Mischung E85 um 17 nm.
Es fällt auf, dass im Fall der auf Rekonstruktionen beruhenden CharakteristikenK(80 nm)
undHS(10 nm) die TEM-Aufnahmen sehr gut mit den Simulationen korrespondieren. Eine
sehr gute Übereinstimmung wird auch im Fall des Schiefeparameters η3 erzielt.
Im Fall der beiden Zufallsfeldcharakteristiken h0,5 und σ gibt es dagegen erkennbare
Unterschiede zwischen den TEM-Aufnahmen und den Simulationen. Diese Unterschiede
erklären sich mit dem wachsenden Einfluss des Bildhintergrundes (der nicht durch Füll-
stoff überdeckten Bildbereiche) auf die Zufallsfeldcharakteristiken, wenn der Volumen-
anteil des Füllstoffes reduziert wird. Im Shot-Noise-Modell besteht der Bildhintergrund
nur aus dem Gaußschen Rauschen. In realen TEM-Aufnahmen treten jedoch im Bild-
hintergrund neben dem Rauschen oft noch Reste von Inhomogenitäten auf, die nicht
vollständig durch die Hintergrundhomogenisierung (siehe Abschnitt 2.1) beseitigt wurden
sind. Diese Inhomogenitäten bewirken eine Erhöhung sowohl von h0,5 als auch σ. Auf die
Teilchenrekonstruktionen haben diese schwachen Inhomogenitäten dagegen kaum einen
Einfluss.
In diesem Kapitel wurde ein Shot-Noise-Modell zur Approximation von TEM-Aufnahmen
gefüllter Elastomere entwickelt. Dieses Modell ermöglichte es, die Sensibilität der zur
Beschreibung der Füllstoffdispersion genutzten Charakteristiken bezüglich der mittleren
Füllstoffdicke m und der Unschärfe- und Verrauschungsoperation zu untersuchen. In wei-
teren Simulationsstudien könnten auch die Auswirkungen anderer Einflüsse betrachtet
werden, beispielsweise Änderungen im TeilchenradiusR oder der Schnittdicke t. Außerdem
wäre es möglich, die Qualität des Modells noch weiter zu verbessern, indem ein noch bes-
ser an die realen Verteilungen der Füllstoffpartikel angepasster räumlicher Punktprozess
Φ3D entwickelt wird.
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Abbildung 3.7: Abhängigkeit verschiedener Charakteristiken von der mittleren Füllstoff-
dicke m. Schätzung der Charakteristiken aus jeweils 10 TEM-Aufnahmen der Gummi-
mischungen E25, E50 und E85 sowie aus 60 Realisierungen eines Shot-Noise-Prozesses.
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Kapitel 4
Aggregate und endliche Punktprozesse
4.1 Einleitung
In diesem Kapitel werden zunächst die konventionellen, auf TEM-Aufnahmen beruhen-
den Charakteristiken von Ruß- und Silica-Aggregaten zusammengefasst. Eine vollständige
Beschreibung der Aggregate ist mit ihnen aber nicht möglich.
Der in Abschnitt 2.3 eingeführte Rekonstruktionsalgorithmus bietet nun eine neuartige,
genauere Möglichkeit die Eigenschaften von Ruß- und Silica-Aggregaten zu charakterisie-
ren. Die statistische Auswertung der Rekonstruktionen bedeutet praktisch die statistische
Charakterisierung endlicher Punktmuster. Es werden verschiedene Möglichkeiten vorge-
schlagen, mit denen endliche Punktmuster charakterisiert werden können.
Abschließend werden verschiedene stochastische Modelle für derartige endliche Punkt-
prozesse betrachtet. Auf ein Modell, nämlich das der so genannten Poisson-Aggregate,
wird dabei besonders eingegangen, da dieses auch auf anderen Gebieten, wie der Perko-
lationstheorie, eine große Rolle spielt.
4.2 Konventionelle Charakterisierung von Aggregaten
Eine Zusammenfassung der bisher üblichen, konventionellen Charakteristiken zur Be-
schreibung von Rußaggregaten mittels TEM-Aufnahmen wird in Maas und Gronski (1999)
gegeben. Die Methoden lassen sich dabei vollkommen analog auch auf Silica-Aggregate
übertragen.
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Die Mehrzahl der konventionellen Charakteristiken beziehen sich auf binarisierte TEM-
Aufnahmen, d. h., sie beziehen sich auf die Projektionen der Aggregate ohne Verwendung
der Dickeninformation.
Für eine einfache Formanalyse werden die Aggregate in vier Klassen eingeteilt, nämlich in
kreisförmige, ellipsoidale, lineare und verzweigte Aggregate, siehe Gruber und Herd (1997).
Eine eindeutige Einordnung eines Aggregates in eine dieser Klassen ist natürlich nicht
immer möglich. Dennoch ist diese Art der Klassifizierung für eine grobe Unterscheidung
von Aggregaten durchaus sinnvoll.
Als statistische Kenngrößen der projizierten Aggregate dienen vor allem deren Fläche A,
deren Umfang U , deren minimaler und maximaler Feret-Durchmesser und daraus abge-




siehe auch Stoyan und Stoyan (1994).
Sehr häufig werden fraktale Dimensionen von Aggregaten betrachtet, siehe insbesondere
Brasil u. a. (1999). Dabei wird zwischen fraktaler Massedimension DM und fraktaler Um-
fangdimension DU unterschieden. Diese beiden fraktalen Dimensionen sind dabei nicht
mit der fraktalen Hausdorff-Dimension D zu verwechseln, die stets D = 2 für alle Pro-
jektionen von Ruß- und Silica-Aggregaten ist. Vielmehr charakterisieren DM und DU, wie
sich die Masse M und bzw. der Umfang U in Abhängigkeit von der Größe der Aggregate
verhalten.
Die fraktale Massedimension ergibt sich aus
M ∼ RDMg , (4.1)
wobei Rg den Gyrationsradius der dreidimensionalen Aggregate bezeichnet. Für ein Ag-
gregat bestehend aus n Primärpartikeln mit den räumlichen Mittelpunktkoordinaten






(xi − x)2, (4.2)
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Gleichung (4.1) bedarf einer genaueren Erläuterung. Sie beschreibt für eine Familie von
Aggregaten den Zusammenhang zwischen ihrer Masse M und ihrem Gyrationsradius Rg
für Rg → ∞. Die Hauptschwierigkeit bei der Bestimmung von DM besteht darin, die
dreidimensionalen Größen M und Rg der Aggregate aus TEM-Aufnahmen zu schätzen.
Die Masse M ist proportional zur Anzahl n der Primärpartikel. Diese Anzahl n wird








geschätzt, siehe Brasil u. a. (1999). Die Werte von ka und α wurden dabei mit Hilfe von
Simulationen bestimmt. Diese Werte variieren natürlich in Abhängigkeit davon, wie sehr
sich die Primärpartikel überlappen. So werden Werte für ka zwischen 1,10 und 1,44 sowie
für α zwischen 1,08 und 1,14 angegeben. Ein etwas anderer Ansatz zur Bestimmung von
n wird in Meakin u. a. (1989) benutzt.
Für die Bestimmung des Gyrationsradius Rg wird angenommen, dass er proportional zum
maximalen Feret-Durchmesser L ist.
Für eine Familie von Aggregaten werden schließlich die geschätzten Werte für die An-
zahl n der Primärpartikel und dem maximalen Feret-Durchmesser L in ein doppelt-
logarithmisches Koordinatensystem eingetragen. Eine Schätzung der fraktalen Masse-
dimension DM ergibt sich aus dem Anstieg der angepassten Geraden.
Bei der Schätzung von DM werden möglicherweise größere Fehler bei der Bestimmung
sowohl von n als auch Rg gemacht. Die Verwendung von DM zur Charakterisierung einer
Familie von Aggregaten ist daher umstritten.
Eine einfachere Alternative zur fraktalen Massedimension DM stellt die fraktale Umfang-
dimension DU dar. Diese beruht auf der Annahme, dass zwischen dem Umfang U und der
Fläche A der Zusammenhang
U ∼ ADU/2
besteht, siehe Gerspacher und O’Farrell (1991). Wiederum muss diese Relation für ei-
ne Familie von Aggregaten betrachten werden. In dem Fall, wo die Aggregate perfekte
Kreise oder perfekte Quadrate bilden, ist DU = 1. Würden die Aggregate dagegen dünne
Rechtecke mit der konstanten Dicke δ darstellen, so wäre DU = 2.
Die Bestimmung von DU ist relativ problemlos, da sowohl A als auch U relativ einfach aus
TEM-Aufnahmen geschätzt werden können. Dabei ist nur ein kleiner, auf die diskreten
Pixelbilder zurück zuführender Fehler insbesondere bei der Berechnung des Umfanges zu
beachten.
KAPITEL 4. AGGREGATE UND ENDLICHE PUNKTPROZESSE 74
4.3 Endliche Punktprozesse
4.3.1 Füllstoffaggregate
Die in dieser Arbeit betrachteten Füllstoffaggregate stellen zusammenhängende Systeme
von kugelförmigen Primärpartikeln dar. Projektionen dieser Primärpartikel-Systeme kön-
nen in TEM-Aufnahmen beobachtet werden. Mit dem im Abschnitt 2.3 beschriebenen
Algorithmus ist es möglich, die Orte der einzelnen auf die Bildebene projizierten Primär-
partikel in TEM-Aufnahmen zu rekonstruieren. Das ursprüngliche Grauwertbild einer
TEM-Aufnahme eines Füllstoffaggregates kann nun mit dem System der Mittelpunkte
der rekonstruierten Primärpartikel identifiziert werden.
Derartige Systeme von Mittelpunkten werden im Folgenden mit ϕ bezeichnet. Die Kennt-
nis des zu einem Füllstoffaggregat gehörigen Punktmusters ϕ ermöglicht eine genauere
und umfangreichere Charakterisierung des Aggregates im Vergleich zur konventionellen
Analyse. Jedes Punktmuster ϕ kann als Realisierung eines endlichen Punktprozesses Φ
aufgefasst werden. Ein Punktprozess Φ heißt endlich, falls seine Realisierungen ϕ fast si-
cher nur aus endlich vielen Punkten bestehen. Eine genauere Definition ist auf Seite 121
in Daley und Vere-Jones (1988) zu finden.
Jeder Füllstoffsorte ist ein bestimmter Punktprozess Φ zugeordnet. Ziel ist es nun, den
Punktprozess Φ mit sinnvollen statistischen Größen zu charakterisieren.
4.3.2 Punktprozess-Statistik
Die statistische Charakterisierung endlicher Punktprozesse unterscheidet sich von der
stationärer Punktprozesse. Während bei stationären Punktprozessen unter Annahme von
Ergodizität bereits aus einer Realisierung in einem hinreichend großen Fenster Rück-
schlüsse auf die statistischen Eigenschaften des Punktprozesses gezogen werden können,
sind dazu bei endlichen Punktprozessen eine Vielzahl von Realisierungen nötig.
Bezeichne n(ϕ) die Anzahl der Punkte in einer Realisierung ϕ eines endlichen Punkt-
prozesses Φ. Dann stellt n(·) eine von Φ abgeleitete Zufallsgröße dar, deren Verteilung kurz
Anzahlverteilung genannt wird. Aus einer hinreichend großen Anzahl von Realisierungen
ϕ von Φ können leicht die Verteilungseigenschaften von n(·) geschätzt werden.
Die Möglichkeit, neben den konventionellen Charakteristiken auch die Anzahl n(ϕ) von
Primärpartikeln eines Füllstoff-Aggregates aus einer TEM-Aufnahme zu schätzen, ist ein
wesentlicher Vorteil des in dieser Arbeit vorgestellten Rekonstruktionsalgorithmus. Bisher
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wurde n(ϕ) nur sehr ungenau und auf heuristischem Wege aus der Fläche des Aggregates
ermittelt, siehe Gleichung (4.3). Dies setzt jedoch voraus, dass die mittlere Dicke aller Ag-
gregate in etwa konstant ist. Der Fehler in dieser Annahme wird offensichtlich, wenn man
weit verzweigte und klumpenförmige Aggregate vergleicht: Bei klumpenförmigen Aggre-
gaten überlappen sich viele Primärpartikel, während Überlappungen bei weit verzweigten
Aggregaten seltener auftreten und dann weniger stark sind. Daher kann der Rekonstruk-
tionsalgorithmus dazu dienen, die fraktale Massedimension DM genauer zu bestimmen.
Da die Anzahl n(ϕ) der Primärpartikel proportional zur MasseM(ϕ) eines Aggregates ist,
kann aus der Anzahlverteilung n(·) leicht die Masseverteilung M(·) einer Füllstoffsorte
berechnet werden. Ein mögliches Modell für die Masseverteilung von Ruß-Aggregaten
wird in Kilian (2002) betrachtet.
Für die weitere Charakterisierung eines endlichen Punktprozesses Φ ist es sinnvoll, sich
zunächst auf Realisierungen ϕ mit der gleichen Anzahl n(ϕ) von Punkten zu beschränken.
Vielmehr kann es zweckmäßig sein, die ausgewählten Charakteristiken in Abhängigkeit
von der Anzahl n von Punkten zu betrachten.
Für eine Charakterisierung der Menge ϕ von n Punkten bieten sich die morphologischen
Funktionen bezüglich der Fläche, des Umfanges und der Euler-Zahl an, wie sie in ähn-
licher Weise bereits in Abschnitt 3.3.2 verwendet wurden. Die folgenden Betrachtungen




ϕ⊕ b(o, r)) für r > 0. (4.4)
Sei R der Radius der Primärpartikel einer Füllstoffsorte. Dann ergibt A(R;ϕ) gerade die
Fläche des betrachteten Aggregates. Doch auch die Funktion A(r;ϕ) in Abhängigkeit von
r charakterisiert die Form des Aggregates. Bei kreisförmigen Aggregaten wächst A(r;ϕ)
bei wachsendem r nur sehr langsam an, während bei linearen Aggregaten A(r;ϕ) schneller
zunimmt. Eine Zwischenstellung nehmen verzweigte Aggregate ein, bei denen A(r;ϕ) für
kleine r schnell und für große r langsam wächst.
Abbildung 4.1 zeigt drei TEM-Aufnahmen von Silica-Aggregaten der gleichen Füllstoff-
sorte. Diese drei Aggregate wurden ausgewählt, um auf die große Variabilität in der Form
von Füllstoff-Aggregaten hinzuweisen. Die mit A, B und C bezeichneten Aggregate kön-
nen grob klassifiziert werden als lineare (A), verzweigte (B) sowie klumpenförmige (C)
Aggregate.
Die unterschiedliche Form der Aggregate kann mit Hilfe der morphologischen Funktion
A(r;ϕ) beschrieben werden. Zunächst ist dafür eine Rekonstruktion der Primärpartikel
notwendig, deren Ergebnis ebenfalls in Abbildung 4.1 zu sehen ist. Der Teilchenradius
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(a) A - Original (b) A - Rekonstruktion
(c) B - Original (d) B - Rekonstruktion
(e) C - Original (f) C - Rekonstruktion
Abbildung 4.1: Rekonstruktion von drei verschiedenen Silica-Aggregaten des Typs
Zeosil c©.
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A (n = 182)
B (n = 428)
C (n = 261)
(b) mit Normierung
Abbildung 4.2: Morphologische Funktion A(r;ϕ) für die Aggregate in Abbildung 4.1.
wurde dabei mit R = 11,5 nm angenommen. Die rekonstruierten Aggregate bestehen aus
n = 182 (A), n = 428 (B) sowie n = 261 (C) Punkten.
Abbildung 4.2(a) zeigt die aus den Rekonstruktionen der Aggregate A, B und C berechne-
ten morphologischen Funktionen A(r;ϕ). Aufgrund der sehr unterschiedlichen Anzahlen
n sind die Aggregate eigentlich nicht direkt miteinander vergleichbar. Insbesondere die
Aggregatfläche A(R;ϕ) korrespondiert direkt mit der Anzahl n. Es kann jedoch festgestellt
werden, dass das lineare Aggregat A im Vergleich mit dem klumpenförmigen Aggregat C
für r > 30 nm eine größere Fläche A(r;ϕ) ergibt.
Um auch unterschiedlich große Aggregate miteinander vergleichen zu können, wäre eine
Normierung der morphologischen Funktion A(r;ϕ) durch Division mit n denkbar. Das
Ergebnis dieser Normierung ist in Abbildung 4.2(b) zu sehen. Die normierte Funktion
A(r;ϕ)/n zeigt ein ähnliches Verhalten der drei Aggregate für Werte kleiner als R. Das
Verhalten für Werte r > R ist wie erwartet: Das lineare Aggregat A führt zu einer relativ
größeren Fläche als das verzweigte Aggregat B und das klumpenförmige Aggregat C.
Die Kurve für das Aggregat B steigt zunächst ähnlich schnell wie die Kurve für das
Aggregat A. Für weiter wachsendes r sinkt jedoch der Einfluss der Leerräume zwischen
den Zweigen des Aggregates B und die Kurve nähert sich der des Aggregates C an. Für
sehr unterschiedlich große Aggregate ist jedoch ein Vergleich auch mittels einer normierten
morphologischen Funktion A(r;ϕ) nicht sinnvoll.
Neben den morphologischen Funktionen gibt es natürlich noch eine Reihe weiterer Cha-
rakteristiken für endliche Punktmuster. So ist eine Größe, die möglicherweise gut den
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Conv(ϕ)⊕ b(o, r)) für r > 0,
wobei Conv(ϕ) die konvexe Hülle der Menge ϕ bezeichnet. Es gilt stets IC(r) → 1 für
r →∞. Für nahezu konvexe Aggregate (also kreisförmige, elliptische oder lineare Aggre-
gate) konvergiert IC(r) wesentlich schneller gegen 1 als bei weit verzweigten Aggregaten.
4.3.3 Stochastische Modelle für endliche Punktprozesse
Im Folgenden werden zwei endliche Punktprozesse Φ betrachtet, bei denen alle Realisie-
rungen ϕ aus genau n Punkten bestehen. Dies ermöglicht eine vergleichbare Charakte-
risierung. Die Anzahl n ist dann ein Parameter des Punktprozesses. Zur Modellierung
von Füllstoffaggregaten können diese Punktprozesse benutzt werden, indem die Anzahl n
gemäß einer vorgegebenen Anzahlverteilung zufällig ausgewählt wird.
Der binomiale Punktprozess
Der binomiale Punktprozess ist einer der elementaren Punktprozesse in der stochastischen
Geometrie. Ein solcher Prozess besteht aus n unabhängigen Punkten x1, . . . ,xn, die in
der selben kompakten Menge W gleichverteilt sind. Näheres zu den grundlegenden Eigen-
schaften und zur Simulation von binomialen Punktprozessen ist z. B. in Stoyan u. a. (1995)
zu finden. Im Folgenden dienen diese Prozesse als Beispiele für endliche Punktprozesse
und als sehr einfache Modelle für Aggregate.
Ein binomialer Punktprozess wird allein durch die Anzahl n von Punkten und die Menge
W bestimmt. Die Menge W beeinflusst dabei die Anordnung der Punkte. Mit den fol-
genden Mengen W ergeben sich einfache Modelle für (a) lineare, (b) verzweigte und (c)
kreisförmige Aggregate:
(a) W ist die Strecke der Länge L1 mit dem Mittelpunkt in o und dem Anstieg 45◦.
(b) W ist die Vereinigung dreier Strecken der Länge L2 mit dem Mittelpunkt in o und
den Anstiegen -60◦, 0◦ sowie 60◦.
(c) W ist die Kreisscheibe mit dem Radius R und dem Mittelpunkt o.
KAPITEL 4. AGGREGATE UND ENDLICHE PUNKTPROZESSE 79
Je eine Realisierung dieser drei binomialen Punktprozesse mit n = 99 Punkten ist in
Abbildung 4.3 zu sehen. Als Parameter wurden dabei R = 8,5, L1 = 129 sowie L2 = 38
gewählt. Diese Parameter wurden so bestimmt, dass für alle drei Realisierungen A(1;ϕ) in
etwa 172 ist. Diese Größe würde sich nach Gleichung (4.3) für Füllstoffaggregate ergeben
(mit ka = 1,2 und α = 1,1).



















Abbildung 4.3: Realisierungen von drei binomialen Punktprozessen mit jeweils n = 99
Punkten.
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Abbildung 4.4: Morphologische Funktion A(r;ϕ) für die Punktmuster in Abbildung 4.3.
Abbildung 4.4 zeigt, wie die morphologische Funktion A(r;ϕ) die Unterschiede zwischen
den drei exemplarischen Punktmustern in Abbildung 4.3 statistisch charakterisiert. Wäh-
rend für Werte r < 1 die drei Kurven relativ eng beieinander liegen, werden die Un-
terschiede erst für Werte r > 1 deutlich. Wie erwartet ergibt das lineare Punktmuster
in Abbildung 4.3(a) jeweils größere Werte als das verzweigte Punktmuster (b) und das
kreisförmige Aggregat (c).
Eine formelmäßige Berechnung des Erwartungswertes EA(r; Φ) der morphologischen
Funktion für r > 0 erweist sich als sehr schwierig. So wurde beispielsweise in dem Fall,
wo W eine Strecke der Länge L und die Anzahl n eine Poisson-verteilte Zufallsgröße ist,
in Ghorbani und Stoyan (2003) auf numerische Weise eine Näherungsformel für EA(r; Φ)
hergeleitet.
Gibbs-Prozesse
Gibbs-Prozesse stellen eine reichhaltige und flexible Klasse von Punktprozessen dar und
werden in einer großen Zahl von Veröffentlichungen untersucht, siehe besonders Gilks
u. a. (1996) und Stoyan u. a. (1995). Gibbs-Prozesse werden in der Regel für beschränk-
te Fenster W definiert. Obwohl der Stationaritätsbegriff nicht direkt auf Gibbs-Prozesse
übertragbar ist, so werden jedoch meist „homogene“ Gibbs-Prozesse betrachtet, die sta-
tionären Punktprozessen nachempfunden sind.
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Ein „nicht-homogener“ Gibbs-Prozess für eine feste Anzahl n von Punkten wird z. B. in
Stoyan und Stoyan (1998) betrachtet und hat dort die Dichte











p(xi) für x1, . . . ,xn ∈ W . (4.5)
Dabei ist C eine Normierungskonstante, die im Allgemeinen nur schwer zu erhalten ist (mit
Hilfe von Simulationen). Weiterhin ist p(·) eine nicht-negative Funktion - im Folgenden
Grundintensitätsfunktion genannt - die in gewisser Weise die Intensitätsfunktion λ(·) mit
bestimmt. (λ(x) dx ist die Wahrscheinlichkeit, einen Punkt in dem infinitesimal kleinen
Volumenelement dx zu finden.) Schließlich bezeichnet θ(·) die Paarpotentialfunktion, die
die paarweisen Wechselwirkungen zwischen den Punkten bestimmt. Ein einfaches Beispiel
für ein Paarpotential ist gegeben durch
θ(r) =

−b für r ≤ h,0 sonst. (4.6)
Dieses Paarpotential führt dazu, dass Zwischenpunktabstände kleiner als h im Fall b > 0
relativ häufig und im Fall b < 0 relativ selten auftreten. Je größer der Parameter b,
desto stärker ist die Anziehung zwischen den Punkten; je kleiner b, desto stärker ist
die Abstoßung. Für b = −∞ ergibt sich schließlich ein Hardcore-Abstand zwischen den
Punkten.
Im Fall b = 0 bzw. h = 0 gibt es keine Wechselwirkungen zwischen den Punkten. Die
n Punkte sind dann unabhängig voneinander verteilt und die Intensitätsfunktion λ(·) ist
proportional zur Grundintensitätsfunktion p(·).
Das Paarpotential (4.6) stellt ein so genanntes Strauss-Potential dar. Im Folgenden wird
ausschließlich das Paarpotential (4.6) mit den Parametern b und h verwendet.
Der in Gleichung (4.5) definierte Gibbs-Prozess ist isotrop, falls die Grundintensitätsfunk-
tion p(·) nur vom Betrag seines Argumentes abhängt. Ein elementares Beispiel für eine
derartige Funktion p(·) ist
p(x) =

1 für ‖x‖ ≤ R,0 sonst. (4.7)
Zusammen mit dem Parameter b = 0 des Paarpotentials ergibt der durch diese Grund-
intensitätsfunktion p(·) bestimmte Gibbs-Prozess einen Punktprozess, der äquivalent zum
binomialen Punktprozess (c) im vorhergehenden Unterabschnitt ist.
Die Grundintensitätsfunktion (4.7) bewirkt, dass die Punkte x1, . . . ,xn in den Realisierun-
gen des Gibbs-Prozesses maximal einen Abstand R zum Koordinatenursprung besitzen.
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(a) h = 0





(b) h = 1








Abbildung 4.5: Realisierungen dreier Gibbs-Prozesse mit jeweils n = 99 Punkten, der
Grundintensitätsfunktion (4.8) mit σ = 3,3 und dem Paarpotential (4.6) mit b = −1








für x ∈ R2 (4.8)
ermöglicht dagegen Realisierungen der Punkte im gesamten Raum R2 (zumindest theo-
retisch). In Verbindung mit dem Parameter b = 0 des Paarpotentials führt diese Grund-
intensitätsfunktion zu einem Punktprozess, bei dem der Abstand der Punkte zum Koor-
dinatenursprung o der Betrag einer normalverteilten Zufallsgröße mit dem Mittelwert 0
und der Standardabweichung σ ist. Abbildung 4.5(a) zeigt eine typische Realisierung die-
ses Gibbs-Prozesses mit dem Parameter σ = 3,3. Die Abbildungen 4.5(b) und (c) zeigen
ebenfalls jeweils eine typische Realisierung des Gibbs-Prozesses mit σ = 3,3, jedoch mit
anderen Parametern b und h des Paarpotentials (4.6). Der negative Parameter b des Paar-
potentials bewirkt dabei eine gegenseitige Abstoßung der Punkte, die aber nicht rigoros
ist.
Die morphologische Funktion A(r;ϕ) ist zunächst nur für einzelne Realisierungen ϕ eines
Gibbs-Prozesses Φ definiert. Die Funktion A(r;ϕ) stellt daher für jedes r > 0 eine vom
jeweiligen Gibbs-Prozess Φ abgeleitete Zufallsgröße dar. Zur statistischen Charakterisie-
rung eines Gibbs-Prozesses Φ können z. B. der Erwartungswert EA(r; Φ) und die Varianz
VarA(r; Φ) für einzelne Werte von r oder als Funktion von r dienen. Abbildung 4.6(a)
zeigt für zwei Gibbs-Prozesse mit jeweils σ = 3,3 die Abhängigkeit von EA(1; Φ) vom
Parameter b des Paarpotentials. Bei wachsendem Parameter b sinkt die gegenseitige Ab-
stoßung der Punkte, was zu einem Sinken der mittleren Fläche EA(1; Φ) führt. Besonders
stark ist dabei die Abnahme von EA(1; Φ) am Phasen-Übergang zwischen Abstoßung und
Anziehung bei b = 0.
Auch die Varianz VarA(r; Φ) kann zu einer Charakterisierung eines endlichen Punkt-
prozesses beitragen. Dies ist besonders dann der Fall, wenn beim Vergleich zweier Punkt-
prozesse die Unterschiede zwischen den Funktionen EA(r; Φ) relativ gering sind. Als
KAPITEL 4. AGGREGATE UND ENDLICHE PUNKTPROZESSE 83


































Abbildung 4.6: (a) Erwartungswert EA(1; Φ) für zwei Gibbs-Prozesse mit den gleichen
Parametern wie in Abbildung 4.5(b) und (c), jedoch mit variablem Parameter b des Paar-
potentials. (b) Standardabweichung
√
VarA(r; Φ) für die beiden endlichen Punktprozesse
(I) und (II).
Beispiel werden folgende zwei Punktprozesse mit jeweils n = 99 Punkten betrachtet:
(I) Der erste Punktprozess ist der binomiale Punktprozess (c) wie im vorhergehendem
Unterabschnitt. Als Radius R wird wieder R = 8,5 gewählt. Eine Realisierung dieses
Punktprozesses ist in Abbildung 4.3(c) zu sehen. Dieser binomiale Punktprozess
kann aber auch als Gibbs-Prozess mit der Grundintensitätsfunktion (4.7) und dem
Parameter b = 0 des Paarpotentials interpretiert werden.
(II) Der zweite Punktprozess ist ein Gibbs-Prozess mit den Parametern b = −1 und
h = 1 des Paarpotentials sowie der Grundintensitätsfunktion (4.8) mit dem Para-
meter σ = 3,3. Eine Realisierung dieses Punktprozesses ist in Abbildung 4.5(b) zu
sehen.
Die Parameter der beiden Punktprozesse wurden dabei so gewählt, dass in beiden Fällen
die erwartete Fläche EA(1; Φ) in etwa 172 beträgt. Die Funktion EA(r; Φ) kann aber
nur wenig zu einer Unterscheidung zwischen den beiden Punktprozessen beitragen - der
Graph dieser Funktion verhält sich jeweils in etwa so, wie die Kurve (c) in Abbildung 4.4.
Anders als der Erwartungswert kann die Varianz VarA(r; Φ) die beiden Punktprozesse
deutlich von einander trennen, wie in Abbildung 4.6(b) zu sehen ist: Der Punktprozess
(II) ist wesentlich variabler als der Punktprozess (I).
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4.4 Aggregate in Keim-Korn-Modellen
4.4.1 Bezeichnungen
In diesem Abschnitt werden Aggregate betrachtet, die das Ergebnis eines Keim-Korn-
Prozesses darstellen. Obwohl für die vorliegende Aufgabe nur zweidimensionale Modelle
von Interesse sind, wird dennoch weitestgehend der allgemeine d-dimensionale Fall be-
trachtet.
Gegeben sei ein Punktprozess Φ = {xn} von Punkten xn ∈ Rd. Die Punkte x ∈ Φ werden
dabei als Mittelpunkte von d-dimensionalen Kugeln mit konstantem positiven Radius R
gedeutet. Diese Mittelpunkte x ∈ Φ werden auch als Keime und die Kugeln b(x, R) als
Körner bezeichnet. Dieses Modell wird daher Keim-Korn-Modell genannt.
Im speziellen Fall, wo Φ ein d-dimensionaler stationärer Poisson-Prozess mit Intensität
λ ist, wird die Deutung der Punkte von Φ als Mittelpunkte von d-dimensionalen Kugeln
vom Radius R im Folgenden als Poisson-Modell bezeichnet.
Das Poisson-Modell besitzt nur zwei Parameter: den Kugelradius R und die Intensität
λ des zugrunde liegenden Poisson-Prozesses. Zur Untersuchung der Eigenschaften des
Poisson-Modells kann sogar einer der beiden Parameter als konstant angesehen werden,
da durch Skalierung des Raumes immer der Standard-Fall erhalten werden kann. Deshalb
wird zur Untersuchung des Poisson-Modells im Folgenden der Radius so gewählt, dass die







Es besteht eine enge Verbindung des Poisson-Modells zum Booleschen Modell Ξmit kugel-





Jedoch geht bei der Konstruktion des Booleschen Modells ein Teil der Information ver-
loren, insbesondere die Information über die Anzahl der Kugeln, die einen bestimmten
Punkt des Raumes überdecken.
Sich überlappende Körner des Keim-Korn-Modells bilden Klumpen oder Aggregate. Je-
des Aggregat besteht aus einer zufälligen Anzahl k von Körnern, und jedes Korn ist ein
Bestandteil eines bestimmten Aggregates, das eventuell aus nur einem Korn besteht. Im
Allgemeinen ist k nicht beschränkt, und es kann insbesondere k =∞ sein.
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Definition 4.4.1. Sei ϕ = {xn} eine beliebige Folge von Punkten in Rd. Eine Menge A,
A = {x1, . . . ,xk}, (4.11)




zusammenhängend ist und von keiner weiteren Kugel b(y, R) mit y ∈ ϕ \ A geschnitten
wird.
Im Fall, dass ein Aggregat A aus unendlich vielen Kugeln aus ϕ besteht, wird das Aggregat
A als unendlich groß bezeichnet.
Bezeichnungen 4.4.2. Als Poisson-Aggregate werden die im Poisson-Modell entstehen-
den Aggregate bezeichnet. Es werden folgende Bezeichnungen vereinbart:
η = λ bdR
d, (4.13)
q = exp{−η}, (4.14)
p = 1− q. (4.15)
Ist Ξ das dem Poisson-Modell zugeordnete Boolesche Modell, so bezeichnet p den Volu-
menanteil von Ξ und entsprechend q den Volumenanteil des Komplementes von Ξ.
4.4.2 Aggregattypen
Das typische Aggregat
Ausgangspunkt ist die Zerlegung eines Punktprozesses Φ in seine Aggregate, wobei un-
endlich große Aggregate verworfen werden. Sei z eine Zentrumsfunktion (siehe Schneider
und Weil, 2000), d. h., z(A) ist ein wohl definiertes Zentrum eines Aggregates A. Betrach-
tet wird dann der markierte Punktprozess ΦA = {[z(An), An]} der Zentren z(An) aller
Aggregate An aus Φ. Die Marke eines Punktes z(An) ist dabei das Aggregat An selbst.
Als typisches Aggregat wird dann die Marke des typischen Punktes von ΦA bezeichnet.
Das typische Aggregat kann interpretiert werden als das Ergebnis der zufälligen Auswahl
eines Aggregates aus der Menge aller Aggregate.
Der Ausdruck „typischer Punkt“ soll unter Zuhilfenahme einer entsprechenden Palm-
Verteilung interpretiert werden, siehe Seite 125 in Stoyan u. a. (1995).
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Die Marken der Punkte von ΦA beinhalten die volle Information über ein Aggregat. Zur
Untersuchung der Eigenschaften des typischen Aggregates ist es sinnvoll, einfachere, von
ΦA abgeleitete markierte Punktprozesse ΦGA zu betrachten. Bezeichne G(A) eine Eigen-
schaft eines Aggregates A, z. B. das Volumen von A oder die Anzahl der an A beteiligten




der markierte Punktprozess der Zentren z(An)
aller Aggregate An aus Φ mit Marken G(An).
Das Aggregat des typischen Korns
Einen zweiten Aggregat-Typ stellt das Aggregat des typischen Korns dar.
Sei ϕ eine beliebige Realisierung von Φ. Für Punkte x ∈ ϕ bezeichne A(x) das Aggre-
gat aus ϕ, zu dem x gehört. Betrachtet wird dann der markierte Punktprozess ΦK =
{[xn, A(xn)]} mit Punkten xn ∈ Φ und Marken A(xn). Alle Punkte x eines Aggregates
in Φ haben also die gleiche Marke in ΦK . Als Aggregat des typischen Korns wird dann
die Marke des typischen Punktes von ΦK bezeichnet. Das Aggregat des typischen Korns
kann interpretiert werden als das Aggregat, das einen zufällig gewählten Keim x ∈ Φ
beinhaltet.
Analog zum typischen Aggregat können anstelle von ΦK einfachere, von ΦK abgeleitete
markierte Punktprozesse ΦGK betrachtet werden, wobei wiederum die Marken der Punkte
von ΦGK durch die Größe G(·) der Aggregate gegeben ist.
Das Nullpunktaggregat
Einen dritten Aggregat-Typ stellt das Nullpunktaggregat dar. Es wird in dieser Arbeit
jedoch nur am Rande betrachtet und wird hier nur der Vollständigkeit halber aufgeführt.
Als Nullpunktaggregat wird das den Nullpunkt o überdeckende Aggregat A bezeichnet.
Falls kein Aggregat den Nullpunkt o überdeckt, so wird A = ∅ gesetzt.
4.4.3 Eigenschaften
Anzahlverteilung
In diesem Abschnitt soll die zufällige Anzahl der Körner untersucht werden, aus denen Ag-
gregate aufgebaut sind. Diese diskrete Zufallsgröße wird mit NA für das typische Aggregat,
NK für das Aggregat des typischen Korns und N0 für das Nullpunktaggregat bezeichnet.
Diese Zufallsgrößen hängen natürlich von dem zugrunde liegenden Punktprozess Φ ab.
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und p(0)k bestimmt, d. h.
p
(A)
k = P(NA = k), k = 1, 2, . . . , (4.16)
p
(K)
k = P(NK = k), k = 1, 2, . . . , (4.17)
p
(0)
k = P(N0 = k), k = 0, 1, . . . (4.18)














k = 1. (4.19)
Zur Untersuchung der Anzahlverteilung von Aggregaten wird nur auf den Fall eingegan-
gen, in dem unendlich große Aggregate fast sicher nicht vorkommen, d. h., wenn p(A)∞ = 0,
p
(K)
∞ = 0 bzw. p
(0)
∞ = 0.
Bezeichnungen 4.4.3. Die mittleren Aggregatgrößen bezüglich NA, NK und N0 werden

















Leicht sind die folgenden Ergebnisse zu erhalten.








0 = q, (4.22)
p
(0)
1 = η q
2. (4.23)
Zur Berechnung der Anzahlverteilung ist für das Aggregat des typischen Korns der
folgende Satz nützlich.
Satz 4.4.5. Gegeben sei ein Poisson-Modell mit Intensität λ. Sei V (r0, . . . , rn−1) das
Volumen der Vereinigung von Kugeln mit den Mittelpunkten r0, . . . , rn−1 und dem Radius
2R, d. h.







Weiterhin bezeichne I(r0, . . . , rn−1) die Indikatorfunktion, die genau dann den Wert 1
annimmt, wenn das Aggregat mit den Kugelmittelpunkten r0, . . . , rn−1 und Radien R zu-
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exp{−λV (r0, . . . , rn−1)} · I(r0, . . . , rn−1) d r1 · · · d rn−1. (4.25)
Beweis. Siehe Penrose (1991).
Paar-Verbundenheit
Für ein gegebenes Punktmuster ϕ von Kugelmittelpunkten soll im Folgenden die Frage,
ob zwei Kugelmittelpunkte x,y ∈ ϕ zum gleichen Aggregat gehören, durch eine Paar-
Verbundenheits-Funktion hc(x,y, ϕ) ausgedrückt werden, d. h.
hc(x,y, ϕ) = 1
(
∃n∃x1, . . . ,xn ∈ ϕ : ‖x− x1‖ < 2R, ‖xn − y‖ < 2R,‖xi − xi+1‖ < 2R, i = 1, . . . , n− 1
)
.
Es ist einfach zu sehen, dass diese Funktion translationsinvariant ist, d. h.
hc(x,y, ϕ) = hc(x+ r,y + r, ϕr), (4.26)
wobei ϕr = ϕ + r = {x + r : x ∈ ϕ} das Punktmuster der um r verschobenen Punkte x
von ϕ bezeichnet.
Offensichtlich gilt das folgende Lemma.
Lemma 4.4.6. Gegeben sei ein stationärer Punktprozess Φ von Kugelmittelpunkten. Dann











hc(o, r, ϕ)Po,r(dϕ). (4.28)
Dabei kann pc(r) interpretiert werden als die Wahrscheinlichkeit, dass zwei willkürlich
gewählte Kugelmittelpunkte x,y ∈ Φ mit x − y = r zum gleichen Aggregat gehören,
unter der Bedingung, dass in x und y tatsächlich Punkte des Punktprozesses Φ vorliegen.
Für isotrope Punktprozesse Φ hängt pc(r) nur vom Betrag r von r ab, d. h., in diesem
Fall wird kurz pc(r) geschrieben.
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Die enge Verbundenheit der Paar-Verbundenheits-Wahrscheinlichkeit pc(r) mit der mitt-
leren Anzahl der Kugeln des Aggregates des typischen Korns drückt der nächste Satz
aus.
Satz 4.4.7. Gegeben sei ein Keim-Korn-Modell mit einem stationären Punktprozess Φ
von Kugelmittelpunkten. Es wird vorausgesetzt, dass das reduzierte Momentenmaß zweiter
Ordnung α(2) von Φ eine Dichte ̺(2) bezüglich des Lebesgue-Maßes besitzt. g(r) bezeichne
die (anisotrope) Paarkorrelationsfunktion gegeben durch λ2g(r) = ̺(2)(r). Dann gilt für
die mittlere Größe ENK des Aggregates des typischen Korns
ENK = 1 + λ
∫
Rd
pc(r) · g(r) d r. (4.29)
Ist Φ außerdem isotrop, dann gilt
ENK = 1 + dbdλ
∞∫
0
























































































(2)(r) d r dx (4.38)









(2)(r) d r = 1 + λ
∫
Rd
pc(r)g(r) d r (4.39)
und falls Φ isotrop ist




d−1 d r. (4.40)
In Gleichung (4.32) ist B irgendeine Borel-Menge mit positivem Volumen. Gleichung
(4.33) nutzt die Translationsinvarianz von hc aus. In Gleichung (4.35) wurde das verfei-
nerte Campbell-Theorem angewendet. In Gleichung (4.36) wurde die Doppelsumme auf-
gesplittet in die Fälle x = y und x 6= y. In Gleichung (4.37) ergibt wegen hc(x,x, ϕ) ≡ 1
das erste Integral die mittlere Anzahl von Punkten in B, d. h. νd(B)λ. Des Weiteren
wurde am zweiten Integral das für zwei Punkte verfeinerte Campbell-Theorems ange-
wendet. Dabei wurde angenommen, dass eine Dichte bezüglich K(dh) existiert, d. h.
λ2K(dh) = ̺(2)(h) dh. In Gleichung (4.38) wurde wieder die Translationsinvarianz von
hc ausgenutzt. Schließlich wurde in Gleichung (4.39) bezüglich. x integriert.
Die Formel (4.29) ist in der Literatur bereits bekannt in der Form
ENK = 1 + λ
∫
Rd
P2(r) d r, (4.41)
siehe Coniglio u. a. (1977), Chiew und Glandt (1983) sowie Quintanilla und Torquato
(1996). Seien d r1 und d r2 zwei Volumenelemente zentriert in r1 und r2 und r = r1 − r2.
Dann ist λ2P2(r) d r1 d r2 die Wahrscheinlichkeit irgend ein Paar von Mittelpunkten x1
in d r1 und x2 in d r2 zu finden, die zum gleichen Aggregat gehören. In der Schreib-
weise des obigen Satzes ist P2(r) = pc(r) · g(r). Der Beweis dieser Formel, siehe Coniglio
u. a. (1977), basiert allerdings auf physikalischen Überlegungen (wie „activity expansi-
ons“) und Kombinatorik. Der Beweis von Satz 4.4.7 verwendet jedoch nur übliche Me-
thoden der Punktprozess-Theorie. Im Wesentlichen besteht der Beweis von Satz 4.4.7 aus
der zweifachen Anwendung des verfeinerten Campbell-Theorems und dem Ausnutzen der
Translationsinvarianz der Verbundenheitsfunktion hc.
4.4.4 Beziehungen zwischen den Aggregattypen
Die Eigenschaften des Aggregates des typischen Korns hängen eng mit denen des typischen
Aggregates zusammen. Der folgende Satz zeigt, wie sich aus der Kenntnis einer der beiden
Anzahlverteilungen {p(A)k } und {p(K)k } die jeweils andere leicht berechnen lässt.
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Satz 4.4.8. Sei Φ ein stationärer Punktprozess mit positiver Intensität λ <∞. Dann gilt

























Beweis. Zum Beweis werden spezielle von ΦA (typisches Aggregat) und von ΦK (Aggregat
des typischen Korns) abgeleitete markierte Punktprozesse betrachtet.
Sei dazu ΦNK = {[xn; N (K)n ]} ein markierter Punktprozess mit Punkten xn ∈ Φ, deren zu-
gehörige Marken N (K)n die Anzahl der Körner des zu xn gehörigen Aggregates bezeichnen.
Die Intensität von ΦNK ist die Intensität λ von Φ. Die Markenverteilung von Φ
N
K ist äqui-
valent zur Verteilung von NK , d. h., sie ist gegeben durch {p(K)k } für k = 1, 2, . . . Ferner
bezeichne ΦNK,k den Teilprozess von Φ
N









Analog sei ΦNA = {[yn; N (A)n ]} ein markierter Punktprozess mit Punkten yn ∈ ΦA, deren
Marken N (A)n die Anzahl der Körner des zu yn gehörigen Aggregates bezeichnen. Die
Intensität von ΦNA sei λ
(A). Die Markenverteilung von ΦNA ist äquivalent zur Verteilung
von NA, d. h., sie ist gegeben durch {p(A)k } für k = 1, 2, . . . Ferner bezeichne ΦNA,k den
Teilprozess von ΦNA , der aus allen markierten Punkten [yn; N
(A)
n ] mit N
(A)
n = k besteht.









Da jedem Punkt in ΦNA,k genau k Punkte in Φ
N
K,k entsprechen, ist
k · λ(A)k = λk. (4.46)
Aus (4.44) - (4.46) folgt, dass die Fälle
λk > 0, λ
(A)
k > 0, p
(K)
k > 0, p
(A)
k > 0
untereinander äquivalent sind. Folglich gelten die Behauptungen des Satzes für p(K)k = 0
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bzw. p(A)k = 0. Sei also im Folgenden p
(K)
k > 0. Dann folgt aus (4.44) - (4.46)










































und damit die Behauptung.
Neben der Anzahlverteilung sind auch die sonstigen Eigenschaften des typischen Aggre-
gates und des Aggregates des typischen Korns eng miteinander verknüpft.
Es bezeichne N(A) die Anzahl von Kugeln, die an einem Aggregat A beteiligt sind. G(A)
bezeichne eine translationsinvariante Größe für ein Aggregat A, z. B. dessen Volumen,
Umfang oder Euler-Zahl. Weiterhin sei E der Wertebereich von G und E sei eine σ-Algebra





K entsprechen dabei den Punktprozessen ΦA bzw. ΦK , wobei jeder Punkt
xn ∈ ΦGA bzw. yn ∈ ΦGK die Marke (N(An), G(An)) bzw. (N(Bn), G(Bn)) bekommt.
Dabei bezeichnen An bzw. Bn die zu den Punkten xn bzw. yn gehörigen Aggregate. Für
ein beliebiges X ∈ E werden nun die Teilprozesse ΦG,XA,k und ΦG,XK,k betrachtet, d. h. nur die
Punkte xn ∈ ΦGA bzw. yn ∈ ΦGK mit N(An) = k bzw. N(Bn) = k und G(An) ∈ X bzw.










k · p(K)k (X) · λ, (4.50)
wobei p(A)k (X) bzw. p
(K)
k (X) die bedingten Markenverteilungen der G-Marken von Φ
G,X
A,k
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bzw. ΦG,XK,k sind unter der Bedingung N(An) = k bzw. N(Bn) = k.
Man kann zeigen, dass diese beiden bedingten Markenverteilungen für das typische Ag-
gregat und für das Aggregat des typischen Korns übereinstimmen.
Satz 4.4.9. Es gilt
p
(K)
k (X) = p
(A)
k (X) (4.51)
für k = 1, 2, . . . und X ∈ E.
Beweis. Es gilt
k · λ(A)k,X = λ(K)k,X . (4.52)
Die Anwendung auf (4.49) und (4.50) ergibt
p
(K)
k · p(K)k (X) · λ = k · p(A)k · p(A)k (X) · λ(A). (4.53)
Die Anwendung von (4.47) ergibt die Behauptung.
4.4.5 Poisson-Aggregate im eindimensionalen Fall
In diesem Abschnitt wird das eindimensionale Poisson-Modell betrachtet, d. h., die Körner
sind Intervalle der Länge 2R. Es ist also gemäß (4.13) - (4.15)
η = 2λR, (4.54)
q = exp{−2λR}, (4.55)
p = 1− exp{−2λR}. (4.56)
Im Fall d = 1 können die Verteilungen {p(A)k }, {p(K)k } und {p(0)k } exakt berechnet werden.
Satz 4.4.10. Es gilt p(0)0 = q sowie für k = 1, 2, . . .
p
(A)
k = q(1− q)k−1, (4.57)
p
(K)





2(1− q)k−2(η(1− kq) + (1− q)(k − 1)). (4.59)
Auf den Beweis dieser Formeln wird an dieser Stelle verzichtet. Für die Gleichungen (4.57)
und (4.58) siehe Quintanilla und Torquato (1996).
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− 2− η. (4.62)
Beweis. Ergibt sich direkt aus Satz 4.4.10.
Korollar 4.4.12. Die mittlere Länge ELk des typischen Aggregates, das aus k ≥ 1 In-
tervallen besteht, ist gegeben durch
ELk =
η(1− kq) + (k − 1)(1− q)
λ(1− q) . (4.63)
Beweis. Siehe Quintanilla und Torquato (1996).
Nach Satz 4.4.9 gilt Gleichung (4.63) auch für das Aggregat des typischen Korns.
Natürlich gilt schließlich:
Satz 4.4.13. Die Längen L0 der Lücken zwischen den Aggregaten sind unabhängig und
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4.4.6 Poisson-Aggregate im mehrdimensionalen Fall
Negative Binomialverteilung
In diesem Unterabschnitt wird kurz die negative Binomialverteilung erklärt, da diese in
den folgenden Unterabschnitten zur Approximation der Anzahlverteilung verwendet wird.
Die Wahrscheinlichkeiten pk einer negativen Binomialverteilung mit Formparameter r > 0




pr(1− p)k für k = 0, 1, . . ., (4.65)
wobei Γ die Gamma-Funktion bezeichnet. Wenn der Parameter r eine natürliche Zahl




r + k − 1
r − 1
)
pr(1− p)k für k = 0, 1, . . . (4.66)
Die Pascal-Verteilung ist die Verteilung der Anzahl von Fehlern vor dem r-ten Erfolg in
einer Reihe von Bernoulli-Experimenten, wobei p die Wahrscheinlichkeit für einen Erfolg in
jedem einzelnen Versuch ist. Der spezielle Fall r = 1 führt zu der geometrischen Verteilung
mit Parameter p, wobei
pk = p(1− p)k für k = 0, 1, . . . (4.67)
Man beachte folgenden Faltungssatz: Die Summe X von k unabhängigen negativ bino-
mialverteilten Zufallsgrößen Xi mit den Formparametern ri und selben Skalenparameter
p für i = 1, . . . , k ist negativ binomialverteilt mit dem Formparameter r =
∑k
i=1 ri und
Skalenparameter p. Insbesondere gilt, wenn die Xi alle geometrisch verteilte Zufallsgrößen
sind, dann besitzt X eine Pascal-Verteilung mit den Parametern r = k und p.
Der Mittelwert µ und die Varianz σ2 einer negativ binomialverteilten Zufallsgröße mit








Diese Gleichung kann dazu benutzt werden, die Parameter p und r mittels der Momen-
tenmethode aus einer Schätzung des Mittelwertes und der Varianz zu schätzen.
Die zufälligen Anzahlen NA und NK sind im eindimensionalen Fall eng mit der negativen
Binomialverteilung verknüpft, denn NA− 1 besitzt eine geometrische Verteilung mit dem
Parameter p = exp{−2λR} und NK − 1 eine Pascal-Verteilung mit dem Formparameter
r = 2 und Skalenparameter p = exp{−2λR}, vergleiche dazu Gleichungen (4.57) und
(4.58) in Abschnitt 4.4.5.
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Approximation der Anzahlverteilung nach Roach
Während im eindimensionalen Fall die Anzahlverteilung {p(K)k } des Aggregates des typi-
schen Korns für Poisson-Aggregate explizit angegeben werden kann, sind im mehrdimen-
sionalen Fall nur Approximationen bekannt.
Die durch Roach eingeführte Heuristik (siehe Roach, 1968) interpretiert das Aggregat des
typischen Korns als eine sukzessive Folge von Versuchen: Sei x0 der Mittelpunkt einer
Kugel und d1 der Abstand von x0 zu seinem nächsten Nachbarn, der mit x1 bezeich-
net wird. Sei nun d2 der Abstand zwischen der Zwei-Punkte-Menge {x0,x1} und deren
nächsten Nachbarn, der mit x2 bezeichnet wird, d. h., d2 ist das Minimum der Abstän-
de zwischen x2 und x0 bzw. x1. Für n = 1, 2, . . . sei also dn der Abstand zwischen der
Menge {x0, . . . ,xn−1} und deren nächsten Nachbarn, der mit xn bezeichnet wird. Dann
besteht das Aggregat um x0 aus genau k Punkten genau dann, wenn d1, . . . , dk−1 ≤ 2R
und dk > 2R. Unter der Annahme, dass die Abstände di für i = 1, 2, . . . unabhängig
voneinander sind (was natürlich nicht der Fall ist), kann die Anzahl NK − 1 interpretiert
werden als die Anzahl erfolgreicher Versuche vor dem ersten Fehler in eine Folge von
Bernoulli-Experimenten. Die Verteilung von NK − 1 entspräche dann einer geometrischen
Verteilung. Es stellt sich heraus, dass diese Heuristik tatsächlich eine gute Approximation
in den Fällen d = 2, 3 und 4 darstellt - jedoch nur für kleine Intensitäten λ.
In der Heuristik von Roach ist die Verteilung {p(K)k } von NK schließlich gegeben durch
p
(K)
k ≈ p(1− p)k−1 für k = 1, 2, . . . mit p = exp{−2dbdRdλ}. (4.69)
Mit dieser Wahl des Parameters p der geometrischen Verteilung ist die Approximation
(4.69) exakt für k = 1.
Approximation der Anzahlverteilung mit einer negativen Binomialverteilung
Zunächst wird noch einmal der eindimensionale Fall betrachtet: Das Aggregat des ty-
pischen Korns besteht aus dem typischen Korn plus zwei von einander unabhängigen
Ketten von überlappenden Kugeln (Intervallen), eine in positiver und eine in negativer
Richtung vom typischen Korn aus. Dabei besteht eine Kette aus 0, 1, 2, . . . Kugeln. Die
Anzahl der Kugeln in einer einzelnen Kette folgt einer geometrischen Verteilung mit dem
Parameter p = exp{−2λR}. Folglich ist die zufällige Anzahl NA von Kugeln im Aggregat
des typischen Korns eins plus die Summe von zwei geometrisch verteilten Zufallsgrö-
ßen mit Parameter p. Aus den Faltungseigenschaften der negativen Binomialverteilung
folgt, dass NK − 1 exakt eine Pascal-Verteilung darstellt mit den Parametern r = 2 und
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p = exp{−2λR}. Daraus ergibt sich die Verteilung von {p(K)k }, wie gegeben in Gleichung
(4.58).
Für d ≥ 2 kann man sich das Aggregat des typischen Korns vorstellen als das typische
Korn plus eine zufällige Anzahl von unabhängigen Ketten einander überlappender Ku-
geln. Diese Anzahl sollte klein sein, im Mittel kleiner als 2 und sogar fallen mit wachsender
Intensität λ, da das Aggregat ein Netzwerk ohne klare „Schwänze“ wird. Die Anzahl der
Kugeln in einer Kette mag einer geometrischen Verteilung folgen wie im eindimensionalen
Fall, mit dem selben Parameter p für alle Ketten. Folglich ist die zufällige Anzahl NK von
Kugeln im Aggregat des typischen Korns eins plus die Summe von r geometrisch verteil-
ten Zufallsgrößen mit dem selben Parameter p. Die Faltungseigenschaften der negativen
Binomialverteilung führt schließlich zu der Annahme, dass die Verteilung von NK − 1
approximiert werden kann durch eine negative Binomialverteilung mit gewissen Para-
metern p und r.
Mit steigender Intensität λ des Poisson-Prozesses wird das Aggregat des typischen Korns
wachsen und der Einfluss der „Schwänze“ verschwinden. So kann erwartet werden, dass
in der negativ binomialen Approximation sowohl p als auch r abnehmen mit wachsender
Intensität λ. Insbesondere wird p gegen 1 konvergieren für λ→ 0 und gegen 0 für λ→ λc,
wobei λc die kritische Intensität bezeichnet, die im Folgenden kurz betrachtet wird.
Die kritische Intensität
Sei S(λ) die von der Intensität λ abhängige mittlere Anzahl ENK . Dann wird in diesem
Kapitel diejenige Intensität λc mit
S(λc) =∞ und S(λ) <∞ für λ < λc (4.70)
als kritische Intensität bezeichnet.
Im eindimensionalen Fall existiert keine derartige Intensität mit λc < ∞. Für d ≥ 2
existiert dagegen stets eine kritische Intensität λc, die von der Dimension d abhängt, siehe
Hall (1988). Es gibt keine Möglichkeit, diese kritischen Intensitäten direkt zu berechnen.
Statt dessen wurden in einer Vielzahl von Veröffentlichungen Schätzwerte für λc mit Hilfe
von Simulation bestimmt. Die gegenwärtig besten Schätzungen (soweit bekannt) für λc
sind in Tabelle 4.1 aufgeführt.
Eine andere kritische Intensität λ′c ergibt sich mit der kleinsten Intensität λ, für die
p
(K)
∞ > 0. Es ist offensichtlich λ′c ≥ λc und einige Autoren glauben, dass λ′c = λc, siehe
Seiten 272–273 in Hall (1988).
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Tabelle 4.1: Gegenwärtig genaueste Schätzungen der kritischen Intensität λc.
Dimension d kritische Intensität λc Quelle
2 1,2806± 0,00001 Quintanilla u. a. (2000)
3 0,341889± 0,000003 Lorenz und Ziff (2001)
Tabelle 4.2: Simulationen des Aggregates des typischen Korns: Simulierte Intensitäten λ
und Anzahl der simulierten Aggregate je Intensität.
Dimension d Intensitäten λ Anzahl Simulationen je Intensität
2 0,01, 0,02, . . . , 1,00 109
2 1,01, 1,02, . . . , 1,10 107 – 5× 107
3 0,003, 0,006, . . . , 0,189 109
3 0,192, 0,195, . . . , 0,333 108
3 0,336 6× 107
4 0,001, 0,002, . . . , 0,071 109
4 0,072, 0,073, . . . , 0,124 108
4 0,125 4× 107
4 0,126 2× 107
Simulationen
Da es praktisch nicht möglich ist, die Anzahlverteilung {p(K)k } analytisch oder numerisch
zu berechnen, werden Simulationen dazu benutzt, Schätzungen für {p(K)k } zu erhalten.
Die Simulationen wurden für eine Anzahl verschiedener Intensitäten λ im zwei-, drei- und
vierdimensionalen Raum durchgeführt, siehe Tabelle 4.2. Der Radius R der Kugeln wurde
jeweils gemäß Gleichung (4.9) gewählt. Die größten simulierten Aggregate bestanden aus
636.780 (d = 2), 245.429 (d = 3) und 68.769 (d = 4) Kugeln.
Die in den Simulationen benutzte Methode ähnelt dem von Lorenz und Ziff (2001) be-
schriebenen Verfahren, das auf dem Leath-Algorithmus (siehe Leath, 1976) basiert. Da-
bei wird der d-dimensionale Raum in ein System von Würfeln mit einer Kantenlänge
L ≥ 2R unterteilt. Der Poisson-Prozess wird separat in jeder Zelle simuliert. Die Anzahl
der Punkte in einer Zelle folgt einer Poisson-Verteilung mit Parameter λLd. Die Simu-
lation dieser Anzahl und der Punkt-Positionen entspricht der üblichen Simulation eines
Poisson-Prozesses, siehe Stoyan u. a. (1995).
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Während jeder Simulation wird ein Aggregat sukzessive aufgebaut. Zunächst besteht das
Aggregat nur aus einem Startkeim, der im Koordinatenursprung o platziert wird. Dann
erfolgt die Simulation des Poisson-Prozesses in der Zelle, die diesen Startkeim enthält, so-
wie in den benachbarten Zellen. Alle dabei simulierten Punkte mit einem Abstand kleiner
als 2R zum Startkeim werden dem Aggregat hinzugefügt. Für jeden dieser Punkte wird
nun ebenfalls überprüft, ob noch weitere (nicht zum bisher aufgebauten Aggregat gehö-
rende) Punkte mit einem Abstand kleiner als 2R existieren. Dazu muss gegebenenfalls der
Poisson-Prozess auch in weiteren Zellen simuliert werden. Dieses Verfahren wird solange
wiederholt bis keine weiteren Punkte gefunden werden können, die einen Abstand kleiner
als 2R zu einem der Punkte des Aggregates besitzen.
Abbildung 4.7 zeigt die mittels der Simulationen geschätzte Anzahlverteilung {p(K)k } für
jeweils vier verschiedene Intensitäten λ in den Fällen d = 2, 3 und 4. Abbildung 4.7
vergleicht außerdem diese Anzahlverteilungen mit jeweils zwei theoretischen Anzahlver-
teilungen, nämlich der geometrische Verteilung sowie der negativen Binomialverteilung -
wie in den obigen Unterabschnitten beschrieben. Während der Parameter p der geome-
trischen Verteilung mit p = exp{−2dbdRdλ} vorgegeben ist, werden die Parameter p und
r der negativen Binomialverteilung mittels der Momentenmethode aus dem Mittelwert
und der Varianz der geschätzten Anzahlverteilung bestimmt. Abbildung 4.7 zeigt, dass
die geometrische Verteilung eine faire Approximation für sehr kleine Intensitäten λ und
kleine Anzahlen k ist; sie wird aber von der negativen Binomialverteilung in der Genauig-
keit deutlich übertroffen. Während die negative Binomialverteilung unglücklicherweise die
einfache Wahrscheinlichkeit p(K)1 für hohe Intensitäten λ nicht geeignet annähert, so stim-
men ihre Wahrscheinlichkeiten für große Anzahlen k im gesamten Bereich der Intensitäten
λ sehr gut mit den Simulationen überein.
Abbildung 4.8 zeigt das Verhalten der Parameter p und r der negativen Binomialverteilung
in Abhängigkeit von der Intensität λ. Für eine bessere Vergleichbarkeit der unterschiedli-
chen Dimensionen d stellt dabei die Abszissenachse die mit der jeweiligen kritischen Inten-
sität λc normierte Intensität dar. Der Fehler, der durch die nur näherungsweise Kenntnis
von λc entsteht, hat dabei keine qualitativen Auswirkungen.
In jedem der Fälle d = 2, 3 und 4 nehmen die Parameter p und r mit wachsender Intensität
λ ab. Insbesondere unterstützen die Graphen die Annahme, dass p → 1 für λ → 0
und p → 0 für λ → λc gilt. Weiterhin fällt auf, dass der Parameter r mit wachsender
Dimension d abnimmt. Während im eindimensionalen Fall r ≡ 1 ist, gilt im zwei-, drei-
bzw. vierdimensionalen Fall r ≤ 1,21, r ≤ 0,95 bzw. r ≤ 0,81.
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Simulation − λ = 1,10
Simulation − λ = 0,83
Simulation − λ = 0,55
Simulation − λ = 0,28
neg. bin. − λ = 1,10
neg. bin. − λ = 0,83
neg. bin. − λ = 0,55
neg. bin. − λ = 0,28
geometr. − λ = 1,10
geometr. − λ = 0,83
geometr. − λ = 0,55
geometr. − λ = 0,28
(a) d = 2











Simulation − λ = 0,336
Simulation − λ = 0,252
Simulation − λ = 0,168
Simulation − λ = 0,084
neg. bin. − λ = 0,336
neg. bin. − λ = 0,252
neg. bin. − λ = 0,168
neg. bin. − λ = 0,084
geometr. − λ = 0,336
geometr. − λ = 0,252
geometr. − λ = 0,168
geometr. − λ = 0,084
(b) d = 3











Simulation − λ = 0,126
Simulation − λ = 0,095
Simulation − λ = 0,063
Simulation − λ = 0,032
neg. bin. − λ = 0,126
neg. bin. − λ = 0,095
neg. bin. − λ = 0,063
neg. bin. − λ = 0,032
geometr. − λ = 0,126
geometr. − λ = 0,095
geometr. − λ = 0,063
geometr. − λ = 0,032
(c) d = 4
Abbildung 4.7: Vergleich der aus Simulationen geschätzten Anzahlverteilung {p(K)k } mit
Approximationen beruhend auf geometrischer bzw. negativ binomialer Verteilung.
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Abbildung 4.8: Negative Binomialverteilung als Approximation der Anzahlverteilung
{p(K)k }: Verhalten der aus Simulationen geschätzten Parameter p und r in Abhängigkeit
von der Intensität λ.
Dichteentwicklungen
Die mittlere Größe S(λ) = ENK des Aggregates des typischen Korns kann nicht explizit
berechnet werden. Statt dessen werden Näherungsformeln für S(λ) gesucht. Das Verhalten
von S(λ) für kleine Werte der Poisson-Intensität λ kann durch Entwicklung der Funktion
S(λ) an der Stelle λ = 0 sehr genau charakterisiert werden.




k · p(K)k (λ). (4.71)
Die Einzelwahrscheinlichkeiten p(K)k (λ) sind dabei gegeben für k = 1 durch Gleichung
(4.21) sowie für k = 2, 3, . . . durch Gleichung (4.25).
Um eine Reihenentwicklung für S(λ) zu erhalten, wird diese zunächst für p(K)k (λ),
k = 1, 2, . . . bestimmt. Bisher wurden in der Literatur nur die Reihenentwicklungen bis
zur Ordnung o(λ3) explizit angegeben, siehe z. B. Seite 248 in Hall (1988), Haan und
Zwanzig (1977) sowie Quintanilla und Torquato (1996). Für die Koeffizienten der Poten-
zen λ3 und höher lagen bisher nur numerische Näherungen vor.
Es ist zu beachten, dass die folgenden Betrachtungen wieder für die Wahl von R gemäß
Gleichung (4.9) gelten.
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Die nachfolgenden Reihenentwicklungen wurden jeweils für die Dimensionen d = 2, 3 und
4 berechnet. Für kleine Intensitäten λ gilt
p
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Auf den umfangreichen Beweis wird an dieser Stelle verzichtet. Die Berechnung basiert
dabei auf der Reihenentwicklung der analytischen Ausdrücke (4.21) für p(K)1 (λ) sowie
(4.25) für p(K)2 (λ) und p
(K)
3 (λ). Zur Bestimmung von p
(K)
4 (λ) wurde der Zusammenhang
1− p(K)1 (λ)− p(K)2 (λ)− p(K)3 (λ)− p(K)4 (λ) = o(λ4) (4.72)
verwendet. Die wesentliche Schwierigkeit besteht in der Bestimmung des Koeffizienten für
λ3 während der Berechnung von p(K)3 (λ). Dazu konnten neue Resultate aus der Theorie
der viralen Entwicklung der Zustandsgleichung eines nicht-idealen Gases (eines Systems
harter Kugeln) benutzt werden, siehe Clisby und McCoy (2004) sowie Hansen und Mc-
Donald (1986).
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Aus den Reihenentwicklungen für p(K)1 (λ), . . . , p
(K)
4 (λ) ergibt sich die Reihenentwicklung
für S(λ) unter Verwendung von (4.71), und es gilt für kleine Intensitäten λ
S(λ) = o(λ4) +


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λ3 für d = 4.
(4.73)
Eine Bewertung der Güte dieser Approximation von S(λ) ermöglicht die im vorher-
gehenden Unterabschnitt vorgestellte Simulationsstudie. Während dieser Studie wurde
für jeweils eine Serie von Intensitäten in jedem der drei Fälle d = 2, 3 und 4 die mittlere
Aggregatgröße S(λ) geschätzt. Die einzelnen Schätzwerte sind in Abbildung 4.9 veran-
schaulicht, ebenso wie die Reihenentwicklungen für S(λ) gemäß Gleichung (4.73).
Abbildung 4.9 zeigt, dass die Reihenentwicklungen für S(λ) für Intensitäten λ bis zu
etwa 30% der kritischen Intensität eine sehr gute Näherung darstellen. Natürlich wird die
Abweichung umso größer, je mehr sich λ der kritischen Intensität λc annähert.
Für eine brauchbare Approximation von S(λ) im gesamten Wertebereich [0, λc) wird an-
genommen, dass S(λ) der Form
S(λ) = (c0 + c1λ+ c2λ
2 + · · · )(λc − λ)−γ (4.74)
ist. Eine ähnliche Annahme wird z. B. von Haan und Zwanzig (1977) getroffen.
In Gleichung (4.74) werden die Koeffizienten c0, . . . , c3 so gewählt, dass die Gleichung
(4.74) der Reihenentwicklung von S(λ) bis zur dritten Potenz der Intensität entspricht.
Diese Wahl erfolgt jeweils in Abhängigkeit von den höheren Koeffizienten c4, c5, . . . sowie
von λc und γ.
Während die Koeffizienten c0, c1, . . . im Wesentlichen das Verhalten von S(λ) für kleine
Intensitäten steuern, kennzeichnen λc und γ das Verhalten von S(λ) für Intensitäten nahe
der kritischen Intensität λc. Für k größer als 5 oder 6 wird daher angenommen, dass die
Koeffizienten ck verschwinden, d. h. ck = 0. Basierend auf den Simulationsergebnissen
werden die Werte von c4, c5, c6, λc und γ mittels nicht-linearer Regression bestimmt.
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Abbildung 4.9: Approximation der mittleren Aggregatgröße S(λ) im Fall d = 2 (schwarz),
d = 3 (rot) sowie d = 4 (blau). Punkte: Daten geschätzt aus Simulationen; durchgezogene
Linien: Approximation mittels Funktion (4.75); gestrichelte Linien: Reihenentwicklung
wie in Gleichung (4.73).
Die beste Anpassung von Gleichung (4.74) an die Schätzungen von S(λ) führt zu einer







für d = 2,
0,1493+0,4206λ−0,2409λ2−0,4107λ3−0,49λ4+0,16λ5−3,8λ6
(0,34182−λ)1,772 für d = 3,
0,0555+0,2804λ+0,0616λ2−0,4590λ3−1,6λ4−19λ5
(0,12897−λ)1,412 für d = 4.
(4.75)
Die Näherung Sfit(λ) enthält auch sehr genaue Schätzungen der kritischen Intensität λc
sowie des kritischen Exponenten γ. Insbesondere im Fall d = 2 stimmt die auf diese
Weise erhaltene Schätzung von λc sehr gut mit der bisher genauesten Schätzung von
λc = 1,12806±0,00001 (Quintanilla u. a., 2000) überein. Auch die Schätzung des kritischen
Exponenten bestätigt den von Physikern vermuteten Wert γ = 43
18
.
Im Fall d = 3 weichen die Schätzungen für λc und γ von den in der Literatur angegebenen
Schätzungen λc = 0,341889 ± 0,000003 (Lorenz und Ziff, 2001) sowie γ = 1,725 ± 0,015
(Rintoul und Torquato, 1997) ab. Die Gründe für die Abweichungen können in den unter-
schiedlichen Schätzmethoden bzw. Annahmen liegen. Dabei muss aber auch berücksichtigt
werden, dass die in dieser Arbeit verwendeten Schätzer für λc und γ positiv korreliert sind.
Dies führt jedoch zu einem Widerspruch, da die Schätzung für λc kleiner und gleichzeitig
die Schätzung für γ größer ist als in der physikalischen Literatur.
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Ähnlich wie für die mittlere Aggregatgröße S(λ) lassen sich im Fall d = 2 auch für
die mittlere Aggregatfläche A(λ), den mittleren Aggregatumfang U(λ) sowie die mittlere
Anzahl der Löcher im Aggregat L(λ) des Aggregates des typischen Korns entsprechende
Reihenentwicklungen berechnen.





wobei vk(λ) die mittlere Fläche eines k-Aggregates bezeichnet, die sich ergibt gemäß
vk(λ) =








V (o, r1, . . . , rk−1;R)f(λ; r1, . . . , rk−1;R) d r1 · · · d rk−1.
An dieser Stelle soll nur kurz das Ergebnis der Reihenentwicklung für A(λ), U(λ) und
L(λ) präsentiert werden: Für kleine kleine Intensitäten λ gilt





π λ+ o(λ2), (4.79)




)λ2 + o(λ3). (4.80)
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Kapitel 5
Zufällige Netzwerke
Zufällige Netzwerke spielen bei der Betrachtung gefüllter Elastomere eine große Rol-
le. Dabei treten zwei unterschiedliche Netzwerke auf: das polymere Netzwerk und das
Füllstoffnetzwerk. Das Füllstoffnetzwerk entsteht bei hochgefüllten Elastomeren, wenn
sich die Füllstoff-Aggregate derart überlappen, dass ein netzwerkartiges Agglomerat ent-
steht. Das polymere Netzwerk besteht dagegen aus vernetzten langen Polymerketten, siehe
Vilgis und Heinrich (2001).
Sowohl das polymere Netzwerk als auch das Füllstoffnetzwerk haben einen erheblichen
Einfluss auf die Eigenschaften des Gummis, insbesondere auf den Grad seiner Elastizität.
Dabei hat jedoch das Füllstoffnetzwerk den Nachteil, dass es durch extreme mechani-
sche Belastung leichter zerstört werden kann. Die folgenden Betrachtungen beziehen sich
ausschließlich auf das polymere Netzwerk.
Das Rohmaterial eines Gummis, der Kautschuk, besitzt nur wenig vernetzte Polymer-
ketten. Die eigentliche Vernetzung der Polymerketten erfolgt erst während eines Verfah-
rens, bei dem mit Hilfe von Schwefel, hohem Druck und hoher Temperatur chemische Bin-
dungen zwischen den Polymerketten erzeugt werden. Dieses Verfahren, das von Charles
Goodyear um 1838 entdeckt wurde, nennt man Vulkanisation. In der Polymermatrix ein-
gelagerte Füllstoffpartikel vergrößern dabei den Grad der Vernetzung zusätzlich, da sie
mehrere Polymerketten an sich binden können (chemisch oder mechanisch).
Ein Netzwerk im Sinne dieser Arbeit besteht aus einer Menge von Knotenpunkten sowie
einer Menge von Verbindungen zwischen den Knotenpunkten. In einem zufälligen Netz-
werk sind die Anzahl und Verteilung der Knotenpunkte und ihre Verbindungen in gewisser
Weise zufällig. Eine strenge mathematische Definition ist in Mecke und Stoyan (2001) zu
finden.
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Die Ordnung eines Knotenpunkts bezeichnet die Anzahl der in diesem Knoten anliegen-
den Segmente. Die durch Schwefel-Bindungen erzeugten Knotenpunkte eines polymeren
Netzwerkes haben dabei in der Regel die Ordnung vier. Füllstoffpartikel können dagegen
auch Knotenpunkte mit einer Ordnung wesentlich größer als vier erzeugen.
In Tscheschel und Stoyan (2003), siehe Anhang A, wird die so genannte spezifische Euler-
Zahl NV betrachtet. Für endliche zusammenhängende Netzwerke hat die Euler-Zahl χ fol-
gende einfache Interpretation: 1−χ ist die maximale Anzahl von Verbindungen zwischen
den Knotenpunkten, die entfernt werden können, so dass das Netzwerk noch zusammen-
hängend ist.
Für die Betrachtung des polymeren Netzwerkes hat die spezifische Euler-Zahl NV eine
besondere Bedeutung – je kleiner NV ist, desto stabiler ist der Gummi. Heinrich und
Vilgis (1993) stellen einen direkten Zusammenhang zwischen NV und der so genannten
freien elastischen Energie gefüllter Elastomere her.
In Tscheschel und Stoyan (2003) wird ausführlich die so genannte Schätzvarianz der spe-
zifischen Euler-Zahl NV untersucht. In Zukunft könnte damit auch die Varianz der freien
elastischen Energie in einer Gummiprobe ermittelt werden.
Obwohl die präzise Form des polymeren Netzwerkes nicht direkt beobachtet werden kann,
so sind dafür dennoch Modelle bekannt. So gehen Schimmel und Heinrich (1991) von
einem Cluster-Prozess der Knotenpunkte aus und schlagen den Matérn-Cluster-Prozess
als ein einfaches Modell vor.
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Summary
The specific Euler number is an important topological char-
acteristic in many applications. It is considered here for the
case of  random networks, which may appear in microscopy
either as primary objects of  investigation or as secondary objects
describing in an approximate way other structures such as, for
example, porous media. For random networks there is a simple
and natural estimator of  the specific Euler number. For its
estimation variance, a simple Poisson approximation is given.
It is based on the general exact formula for the estimation vari-
ance. In two examples of  quite different nature and topology
application of  the formulas is demonstrated.
Introduction
Topological characteristics have become increasingly import-
ant in modern spatial statistics, in particular in investigations
related to physics and materials science. The physical properties
of  materials, such as fracture behaviour or conductivity of  heat,
electricity and water, are often strongly correlated with the topol-
ogy of  their microstructure see Pothuaud et al., 2002b. This
applies in particular to porous media, in which properties related
to percolation are also studied.
A valuable topological characteristic describing connectivity
properties is the Euler–Poincaré characteristic 
 
χ. Its definition
can be found for instance in Stoyan et al. (1995), Ohser & Mücklich
(2000) and Mecke (2000). For a three-dimensional body, 
 
χ is
equal to the number of  components plus the number of  (isolated)
holes minus the number of  tunnels. The mean Euler–Poincaré
characteristic per unit volume is called specific Euler–Poincaré
characteristic, or briefly specific Euler number or specific connectivity
number. In this paper the specific Euler number is denoted by
NV, while other characters used in the literature are 
 
χV and e.
There are efficient numerical algorithms for the estimation
of  NV from three-dimensional samples of  porous media given
as voxel data – see Mecke (1996), Vogel (1997), Nagel et al.
(2000) and Ohser & Mücklich (2000). The quality of  these
algorithms is discussed in Ohser et al. (2002).
An alternative way to study the topology of  a porous
medium is its approximation by a network and the analysis of
its topological properties. With regard to the specific Euler
number it is important to know that in the three-dimensional
case it does not matter whether the pore phase or the solid
phase is modelled because in this case the specific Euler
number is the same for both phases.
A network as used here consists of  a set of  points called
vertices and a set of  connections between them (see Fig. 1). A
rigorous mathematical definition can be found in Mecke &
Stoyan (2001). Several skeletonization algorithms have been
*Correspondence: A. Tscheschel. Fax: +49 3731 393598; e-mail: A.Tscheschel
@math.tu-freiberg.de
Fig. 1. Three-dimensional visualization of  a network representing the
topology of  a human forearm (radius) trabecular bone structure; side
length of  the window is approximately 2.4 mm. Green spheres: inner
vertices; red spheres: points where edges cut the border of  the window.
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developed in order to extract the pore network of  three-
dimensional porous media given as voxel data – see for instance
Tsao & Fu (1981), Lohmann (1998), Pothuaud et al. (2000)
and Sok et al. (2002).
Both voxel and network methods use approximations of  the
given spatial structure, which may produce considerable errors;
see the discussion in Ohser et al. (2002) for the voxel case. The
determination of  NV is much easier for a network than for a
voxel structure. So the network approach may indeed be a
valuable alternative.
The pore network of  a given porous medium (or, if  given, a
network corresponding to the solid phase) will be considered
as a realization of  a random network. For a random network,
the number and the positions of  vertices and the connectedness
properties of  the vertices follow some random distribution.
Note that there are also situations in which a random
network is given a priori where it is not a structure associated
with a primary structure (e.g., see Wooten, 2002).
The specific Euler number NV of  a random network is deter-
mined by the marked point process, which consists of  the
vertices (points) of  the network and their order (marks), i.e.
the number of  adjacent segments (see Mecke & Stoyan, 2001).
This leads to a natural unbiased estimator 
 
NV for the specific
Euler number NV of  random networks. A measure of  the accu-
racy of  this estimator is its variance, the so-called estimation
variance. The present paper investigates second-order proper-
ties of  
 
NV with the aim of  determining its estimation variance.
The application of  methods for estimating the accuracy of
 
NV is demonstrated for two examples of  networks of  quite
different topology. First, networks corresponding to the
pore phase of  a Fontainebleau sandstone microstructure are
investigated, samples of  which were provided by Mark A.
Knackstedt; see also Sok et al. (2002). Secondly, a network
corresponding to the solid phase of  a human forearm (radius)
trabecular bone structure is investigated, which was provided
by Laurent Pothuaud; see Pothuaud et al. (2002a) for details
of  the bone structure and Pothuaud et al. (2000) for details of























the need for other topological characteristics.
The specific Euler number of  random networks
Within this section, 
 
Φ is a stationary random network in the
sense of  Mecke & Stoyan (2001). A network consists of  vertices
and edges as shown in Fig. 1. For the purpose of  this paper it
suffices to consider only the vertices and their orders, i.e. the
number of  adjacent segments.
Let
 
λ be the mean number of  all vertices per unit volume,
the vertex intensity. Let pk be the probability that an arbitrarily
chosen vertex has the order k. Then
(1)
is the mean order of the typical vertex or the mean coordination number.
The specific Euler number NV of  the random network 
 
Φ is
determined by the formula
(2)
see Mecke & Stoyan (2001). This formula shows that only the
vertices and their orders are needed for determining the
specific Euler number. No further information on the connect-
ivity pattern is needed. This clearly shows a limitation of  the
concept of  NV in topological studies.
Equation (2) is a natural starting point for the estimation of
NV for random networks. Let W be an observation window in
d-dimensional space, where both cases d = 2 and d = 3 are of
practical interest. Let V denote the area or, respectively, vol-
ume of  W. Let nk be the number of  observed vertices of  order k
in W, and let n be the total number of  observed vertices, where















The accuracy of  the estimator 
 
NV can be characterized by
means of  its estimation variance Var 
 
NV. In order to determine
Var 
 
NV, additional information about spatial correlations of
the vertices and their order is needed. Even the shape of  the
observation window W may influence Var 
 
NV.
For simplicity, isotropic networks will be considered first.
Estimation variance of  the specific Euler number for isotropic 
networks
Within this section 
 
Φ is a motion-invariant, i.e. stationary and
isotropic, random network. First we consider the special case
in which the vertices of  the random network 
 
Φ form a Poisson
process of  intensity 
 
λ and where the orders of  the vertices are
completely independent, distributed according to occurrence
probabilities pk. (We do not discuss here whether a reasonable
network model with these properties really exists.) This means
that there are no spatial correlations between the vertices and
their orders.
In this simple case the estimation variance Var 
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where 
 
σ2 is the variance of  the order of  the typical vertex, i.e.
(7)
Equation (6) is a consequence of  Formula (17), which is a spe-
cial case of  the general Formula (10) for Var 
 
NV given later in
this section. Within this paper Eq. (6) will be referred to by the
phrase Poisson approximation. After replacing the unknown




 NV for the estimation variance Var
 




In practice there are spatial correlations between the vertices.
For instance, there may exist a hardcore distance between
the vertices or inhibition of  high-order vertices. However, the
interaction radius of  the system of  vertices is usually much
smaller than the observation window W. In such cases, Eq. (6)
may still serve as an approximation.
In the general case, the estimation variance Var
 




Here bd is the volume of  the unit ball in R
d, i.e. b2 = 
 
pi, b3 = 4
 
pi/3.
g(r) is the pair correlation function of  the point process of  ver-
tices of  
 
Φ. pkl(r) is the probability that two arbitrarily chosen






|| have order k in o and
order l in r. Finally, ;W(r) is the isotropized set covariance func-


















(1995). A proof  of  Formula (10) is given in the Appendix.
Note that the quantities arising in Eq. (11) are well-known point
process characteristics and statistically easy to estimate; see for
instance Stoyan & Stoyan (1994). In particular, the following
estimators g (r) for g (r) and pkl(r) for pkl(r) are used within this paper:
(12)
(13)
There kh(·) denotes a kernel function, e.g. the Epanechnikov
kernel, and 1X(·) denotes the indicator function. The position and
order of  the ith vertex are denoted by xi and mi, respectively.
The determination of  qkl(W ) is the main problem in the com-
putation of  Var NV. It has to be computed for all pairs (k, l ) with
k, l ≥ 0 where pk, pl are positive. Also note that qkl(W ) = qlk(W )
for all k and l. From Eq. (10) it follows that qkl(W ) does not need
to be computed if  k = 2 or l = 2. This means that vertices of
order 2 do not influence the estimation variance Var NV.
In the case where the network Φ has only vertices of  one





In Eq. (15) the second factor can be interpreted as the variance
of  the vertex intensity estimator 9.
For the remaining part of  this section it is again assumed
that the orders of  the vertices are completely independent, i.e.
pkl(r) = pkpl for all k, l and r. Then it is
(17)
where q (W ) is given by Eq. (16).
In the computation of  q (W ) the shape of  the window W is
taken into account by the set covariance function ;W(r). There
are formulas for ;W(r) for the frequent cases where W is a














For large windows W it holds that
(18)
(19)
Hence, in this case qkl(W) and q(W) do not depend on the
volume or shape of  W. The application of  Eq. (18) on Formula
(10) gives
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(20)
where c only depends on first- and second-order characteris-
tics of  the point process of  vertices.
In many applications it is g (r) = 1 for r > R, where R is some
radius of  interaction. Thus the integral occurring in q(W ) has
to be computed only for r < R.
Furthermore, in many practical applications it is g (r) < 1 or
g (r) > 1 for certain intervals. The case g (r) < 1 corresponds to
less probable distances between the vertices, while g (r) > 1
corresponds to preferred distances. The intervals where
g(r) < 1 lead to a reduction of  estimation variance in com-
parison to the Poisson approximation given by Eq. (6). This is,
for instance, the case if  there is a hard core distance h between
the vertices, where g (r) = 0 for r < h. Correspondingly, inter-
vals where g (r) > 1 lead to an increase of  estimation variance.
Such intervals occur, for instance, in the case where the verti-
ces of  the network Φ form a cluster process.
If  the vertices of  Φ form a Poisson process, then it is g (r) = 1
for all r and consequently q (W ) = 0, which yields the Poisson
approximation Eq. (6).
The practical application of  the formulas is only possible if
the model parameters λ, µ and σ2 and the pair correlation
function g (r) are known. Usually this is not the case. There-
fore, as in other situations of  applied statistics, a pilot analysis
is necessary which leads to approximations of  the model char-
acteristics. These approximations can then be used to predict
the estimation variance and to study its dependence on the
volume V of  the sampling window. Choosing an optimal sam-
pling window is an important problem of  experimental design.
A note on the anisotropic case
In the anisotropic case, the calculations become more compli-
cated. In particular, the d-dimensional integral in Eq. (34) in
the Appendix has to be computed. However, approximation
arguments can be used in order to justify the use of  the iso-
tropic case formulas also in the anisotropic case.
In the special case where the window W is spherical, Eqs
(10), (14) and (17) remain valid. Notice that g (r) and pkl(r) have
then to be interpreted as isotropized quantities. The estimators
given by Eqs (12) and (13) yield in the anisotropic case just
these averages. In practical applications it may be possible to
treat cubic windows as spherical.
Furthermore, for large windows W the approximations of  Eqs
(18) and (19) also remain valid in the anisotropic case where again
g (r) and pkl(r) have to be interpreted as isotropized quantities.
Examples
Fontainebleau sandstone
The first example is a network which corresponds to the pore
network of  a Fontainebleau sandstone, as analysed by Sok et al.
(2002). A two-dimensional slice of  this Fontainebleau sandstone
is shown in Fig. 2. Here only the previously digitized network
is analysed as it contains all necessary information about
NV.
It is well known that this Fontainebleau sandstone shows a
high degree of  homogeneity and isotropy, see Arns et al. (2002)
and Tscheschel et al. (2000). Thus it is reasonable to assume that
the network structure is a sample of  a stationary and isotropic
network. The vertices of  this network have orders up to 14.
The estimated frequencies pk are given in Table 2. There are
also vertices of  order 2. Such vertices do not influence the
Euler number and are thus omitted for the rest of  the analysis.
The network data are given in four pieces of  irregular shape.
We will consider these data as the result of  a pilot analysis.
For the estimation of  the specific Euler number NV it is
necessary to have observation windows of  known volume.
Therefore, for this purpose and in order to reduce edge effects,
subwindows W1, ... , W4 being rectangular parallelepipeds
were selected. Let W denote the total sampling window con-
sisting of  the union of  the Wi. The windows Wi are disjoint and
their pairwise distance is larger than the correlation width.
For each window Wi and for the total sampling window W
the number of  vertices n, the volume V, the estimated vertex
intensity 9, the estimated mean coordination number 0 and
the estimated specific Euler number NV were determined. The
results are given in Table 1. In particular, NV = −159 mm
−3 for
the total sampling window W.
In the given case it is possible to obtain a rough estimation
of  Var NV from the four estimated values NV for W1, ... , W4.
Assuming that the windows W1, ... , W4 are of  equal size and
shape, this yields an estimate of  the standard deviation of
 = 8.2 mm−3. Note that this value corresponds to a






Fig. 2. Two-dimensional slice through a Fontainebleau sandstone. Black:
rock phase, white: pore phase; side length of  the window is approximately
2.25 mm.
Var N= V
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However, in experimental design the dependence of  Var NV
on the chosen volume of  the observation window is of  interest.
The Poisson approximation Formula (8) for Var NV gives a
rough approximation of  this dependence. In the example
discussed here it yields
(21)
where s2 = 1.72 was used. For V = 3 mm3, which corresponds
to the size of  the observation windows Wi, the estimation
standard deviation is  = 8.5 mm−3. For V = 12.1 mm3,
which corresponds to the total sampling volume, the estimation
standard deviation is  = 4.25 mm−3.
The precise formula for the estimation variance is given in
Eq. (10). Its application needs the computation of  the quantities
qkl(W ), which reflect second-order properties of  the marked
point process related to the system of  vertices and their orders.
Figure 3(a) shows the empirical normalized functions
p33(r)/(p3p3) and p35(r)/(p3p5). They show some spatial correla-
tion between the order marks: if  the orders of  the vertices of
distance r are not correlated, then it would hold that pkl(r) =
pk pl for all k and l. Indeed this equation holds approximately for
r > 115 µm. However, for distances r < 115 µm, there seems to
be a tendency that pairs of  vertices of  low order, i.e. (3, 3) or (3, 4),
are preferred while pairs (3, 5) are rare. However, since the
side lengths of  the observation windows are in the range of
1.4 mm, the approximation pkl(r) = pkpl seems to be justified and
Var NV is approximately given by Eq. (17). For its use informa-
tion about the pair correlation function g (r) of  the system of
vertices is needed.
The estimated pair correlation function g (r) is shown in
Fig. 3(b). In order to compute the integral given in Eq. (16),
the pair correlation function g (r) was simply approximated
by some smooth functions, by a polynomial for r < 115 µm and
by a sinus function for 115 µm≤ r < 300 µm. The graph of  g (r)
suggests the assumption that g (r) = 1 for r > 300 µm. Hence
the integral in Eq. (16) has only to be computed for r < 300 µm,
where g (r) ≠ 1. The chosen approximation is also shown in
Fig. 4(b).
Formula (17) yields the estimation variance. Figure 4 shows
the dependence of  the corresponding standard deviation
on the side length a of  a cubic observation window. Furthermore,
the corresponding graph for the Poisson approximation of  Eq.
(21) is shown. In this example the Poisson approximation
yields values smaller than that obtained by Formula (17).
In particular, it is  = 11.0 mm−3 for V = 3 mm3 and
 = 5.59 mm−3 for V = 12.1 mm3.
While the hard core distance between the vertices leads to
a reduction of  the Poisson approximation, since g (r) < 1 for
r < 34 µm, the two maxima at 57 µm and 225 µm lead to an
increase. Observation of  the numerical values shows that the
influence of  the hard core distance and the first maximum is
relatively low. The largest part of  the difference between them
is owed to the second maximum at 225 µm. It is plausible that
Table 1. Properties of  the observation windows W1, ... , W4 and the total 
sampling window W of  the pore network corresponding to a 
Fontainebleau sandstone.
Window n V (mm3) 9 (mm−3) 0 NV (mm
−3)
W1 510 2.67 191 3.77 −169
W2 485 2.75 177 3.82 −161
W3 433 2.64 164 3.82 −149
W4 718 4.05 177 3.77 −157









Fig. 3. Estimated second-order characteristics of  the marked point process of  vertices of  the pore network of  a Fontainebleau sandstone. (a) Solid line:
p33(r)/(p3p3); dashed line; p35(r)/(p3p5). (b) Pair correlation function g (r). Solid line: estimate; dashed line: analytical approximation.
Var N= V
Var N= V
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long-range correlations may have a large influence on
estimation variances, while short-range correlations can be
neglected.
Note that the isotropized set covariance function ;W(r) of
the total sampling window W is given for r less than the mini-
mum distance between any two observation windows Wi and
Wj, i ≠ j, by
(22)
where  is the isotropized set covariance function for the
observation window Wi. Hence, it is also possible to compute
the estimation standard deviation corresponding to the total
sampling window W, which is
(23)
Trabecular bone structure
The second example is a network corresponding to the bone
phase of  a human forearm (radius) trabecular bone. The bone
structure is shown in Fig. 5 and the corresponding network is
partially shown in Fig. 1. As with the sandstone example, only
the previously digitized network is analysed here. Again
stationarity of  the corresponding network model can be
assumed. However, the bone network is strongly anisotropic.
The data are given for an approximately cubic window of
side length a = 7.8 mm. The original data also contain vertices
of  order 1 occurring at the border of  the given window. These
vertices are due to edges cutting the volume of  analysis and no
vertices of  the random network; hence they are omitted for the
rest of  the analysis. Furthermore, a slightly smaller window
W of  side length a = 7.2 mm was selected in order to reduce
edge effects. The main properties of  the final cubic observation
window W are listed in Table 3; in particular, NV = −2.978  mm
−3.
In this example, p1 = 0.06, p3 = 0.90 and p4 = 0.04. This means
that almost all vertices are of  order 3.
Since W is quite large and its cubic shape is not far from that
of  a sphere, the same formulas for the estimation variance of
NV as in the case of  isotropic networks can be used.
The Poisson approximation formula for Var NV Eq. (8) yields
Fig. 4. Estimation standard deviation  for the specific Euler
number NV corresponding to the microstructure of  a Fontainebleau
sandstone for cubic observation windows with side length a. Solid line:
Poisson approximation Eq. (8); dashed line: more precise approximation
using Eq. (17).
= NVar V
Table 2. Frequencies of  the vertices of  order k within the total sampling 
window W for the pore network corresponding to a Fontainebleau 
sandstone.
Order k 3 4 5 6 7 ≥ 8
Absolute frequencies 1241 506 216 85 52 46
















Fig. 5. Three-dimensional visualization of  a human forearm (radius)
trabecular bone structure; side length of  the window is approximately
7.8 mm. (Source: Laurent Pothuaud.)
Table 3. Properties of  the observation window W of  the bone network 
corresponding to a human forearm (radius) trabecular bone.
Window n V (mm3) 9 (mm−3) 0 NV (mm
−3)
W 2405 373.2 6.444 2.9243 −2.978
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(24)
where s2 = 0.3 was used. In particular for V = 373.2 mm3, the
standard estimation deviation is  = 0.0706 mm−3.
Since there are only a few vertices of  higher order, Eq. (14)
can be used to determine the estimation variance. For this
purpose one has to know the pair correlation function g (r).
Its estimator g (r) is shown in Fig. 6. It suggests that there is
a pole at r = 0. Here, smooth rational functions were used to
approximate g (r). The result is also shown in Fig. 6. Using this
approximation, Eq. (14) yields the estimation variance. The
corresponding standard estimation variance is shown in Fig.
7 for cubic observation windows with side length a. Figure 7
also shows the corresponding graph for the Poisson approxi-
mation. Again, the Poisson approximation yielded smaller values.
In particular using approximation (14) it is  =
0.1694 mm−3 for V = 373.2 mm3. The largest part of  the
difference between the two estimations is due to the slowly
decreasing pair correlation function for r > 0.5 mm.
Discussion




























now the accuracy of  statistical estimates can be evaluated.
The simple Poisson approximation Eq. (6) yields estimates that
show at least the order of  estimation variances. It yields values
too large in the case of  a high degree of  spatial homogeneity of
the network, while it underestimates the variance in the case
of  clustering of  the nodes.
Given observations of  NV in a number of  independent sam-
pling windows Wi of  the same size and shape, the estimation
variance can be obtained in the classic way using the empirical
variance. However, that variance is only the (estimated)
estimation variance of  NV for windows of  exactly the same size
and shape as that of  the sampling windows Wi.
The approach presented here has two advantages: the
estimation variance of  NV can be estimated from one large sample
window and the results can then be applied to arbitrary sam-
pling windows W. These advantages are particularly import-
ant in experimental design. There, a large sampling window
W could be analysed during a pilot analysis, while, for further
experiments, an optimal size of  the sampling window W can
be determined.
In cases where the order of  all nodes is (nearly) identical
(3 in the bone example, 4 in the example studied in Wooten,
2002) the specific Euler number is merely the vertex intensity
times a constant factor (−1/2 in the case of  order 3 and −1 for
order 4).
But, of  course, there are many networks of  constant order 3























statistical studies; characteristics of  another nature are needed.
One interesting approach is presented in Wooten (2002), who
constructs a system of  cells to a given network, where the
edges of  the cells are (partly) edges of  the network and charac-
terize then the cell system. An alternative approach (not yet
practically applied we believe) could be to construct a Voronoi
tessellation with the network vertices as generating points
and the network edges as edges of  the corresponding Delau-
nay tessellation. Finally, a function p (r) of  a nature similar to
that of  pkl (r) could be used, where p (r) denotes the mean length










Fig. 6. Estimated pair correlation function g (r) for a network correspond-
ing to a human forearm (radius) trabecular bone structure. Solid line:
empirical; dashed line: approximation.
Var N= V
Fig. 7. Estimation standard deviation  for the specific Euler number
NV corresponding to the structure of  a human forearm (radius) trabecular
bone for cubic observation windows with side length a. Solid line: Poisson
approximation Eq. (8); dashed line: more precise approximation using
Eq. (14).
= NVar V
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which characterize percolation and conductivity properties.
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Appendix
The proof  of  Eq. (10) uses methods of  the theory of  marked
point processes. See Stoyan & Stoyan (1994) and Stoyan et al.
(1995) for an introduction into marked point processes. Hence
the more general concepts of  ‘points’ and their corresponding
‘marks’ are used instead of  ‘vertices’ and their ‘order’.








was used. In order to compute the term E nknl we need the
second-order factorial moment measure αkl with respect to the
points with marks k and l. It is given by
(29)
where W1 and W2 are two Borel sets of  R
d, [xi, mi] are marked
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(31)
The application of  the two-point refined Campbell theorem for
marked point processes (see Stoyan, 1984) to Eq. (29) yields
(32)
There pkl(h) is the probability that the point o has the mark k
and the point h has the mark l, under the condition that in o
and h there are indeed points of  the marked point process.
K(·) is the second reduced moment measure (see Stoyan et al.,
1995). For a Borel set B ⊂ Rd, λK(B) can be interpreted as the
expected number of  points in B\{o} under the condition that
there is a point in o.
The set covariance γW(h) is defined by
(33)
where νd(·) denotes the d-dimensional Lebesgue measure.
Consequently,
(34)
Since only motion-invariant marked point processes are con-
sidered, this takes the form
(35)
(36)
Here K(·) denotes the second reduced moment function,
which is defined by K(r) = K(b(o, r)) for r > 0, where b(o, r)




(see e.g. Schneider & Weil, 2000) yields
(38)
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Summary
Transmission electron microscopy is used to study the micro-
dispersion of  silica fillers within the polymer matrix of  rubber.
The resulting grey-value images are interpreted as realiza-
tions of  random fields and are characterized by means of
variograms. The so-called Cauchy class is a suitable model
for this purpose. Statistical analysis shows that different
filler dispersion properties are reflected in different variogram
parameters. As a case study, the random field approach is
demonstrated for four exemplary rubber compounds.
Received 18 February 2004; accepted 14 September 2004
Introduction
Elastomers are cross-linked polymers with a low modulus of
elasticity and the capability to reverse large deformations at
their service temperatures. The process of  creating cross-links
in a polymer matrix is known as vulcanization in rubber tech-
nology. Thus, polymers in vulcanized rubber are elastomers.
The low modulus of  elastomers combined with their high
reversibility of  deformation allows their use in a wider range of
industrial applications. Developing rubber products includes
dedicated efforts of  materials engineering with the aim to
improve the properties of  a specific rubber compound for a
certain application. Such optimized compounds are commonly
composed of  special polymer blends, fillers, chemical vulcaniza-
tion aids, and other chemical additives to improve processing
and ageing behaviour. For instance, a conventional tyre for
passenger cars contains more than ten different rubber
compounds developed for a specific purpose at a precise
position within the tyre.
In most cases, the role of  the fillers is to increase the strength
of  the vulcanized rubber, as reinforcing active fillers. Inactive
fillers do not primarily influence the mechanical properties of
the rubber, but include other effects such as colour, volume,
absorption of  radiation or sound. There are only a few applica-
tions for unfilled elastomers. Rubber materials as widely used
in industrial products, e.g. tyres, are filled elastomers.
The reinforcement of  rubber materials by active fillers signifies
an increase in the modulus of  elasticity and an improvement
in the ultimate properties such as tear and tensile strength as
well as abrasion resistance. The effect of  the reinforcement
by active fillers is also crucial for the dynamic–mechanical
properties of  the elastomers, and thus for the behaviour of  the
rubber product under dynamic conditions. In the case of  tyres,
dynamic mechanical properties of  materials directly influence
product characteristics such as rolling resistance and ABS-wet
braking.
Active fillers are able to interact with the surrounding
elastomer matrix forming physical or chemical links to the
polymer chains. The most important reinforcing active fillers
in rubber technology are carbon black and silica. Reviews
regarding filler reinforcement of  elastomers have been given,
for example, by Medalia & Kraus (1994), Donnet & Voet
(1976) and Donnet (1998).
The reinforcement mechanism is based on the Payne effect.
Mechanical property enhancement in filled elastomers is
the result of  combining the properties of  the elastomers, the
hydrodynamic effect, the elastomer–filler interaction and
the filler–filler interaction. Built on the filler–filler interaction,
active fillers form a three-dimensional (3-D) network that is
responsible for the reinforcement and the hysteretic effects
(see Donnet, 1998; Gerspacher et al., 1994; Heinrich & Vilgis,
1993). Because of  the strength of  the filler–filler interaction,
active fillers cannot be observed as isolated elementary particles
(10–30 nm). They always tend to create aggregates (100–
300 nm) as primary subunits, and those aggregates will
generate self-identical agglomerates (in the sense of  the theory
of  fractals) covering several degrees of  magnitude in size
during the agglomeration process. Because filler–filler and
filler–polymer interaction are critical for the mechanism of
elastomer reinforcement, it is plausible that there is a con-
nection between the properties of  the reinforced rubber after
vulcanization and the morphology of  primary aggregates and
their distribution in the elastomer matrix.
Apart from its importance for understanding the reinforce-
ment mechanism, filler distribution is also an indicator of  the
quality of  rubber processing. Fillers with different grades of
surface area (elementary particle size) and structure (aggregate
Correspondence to: A. Tscheschel. Fax: +49 3731 39 3598; e-mail:
A.Tscheschel@gmx.net
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shape, branching) will differ in processability, as indicated by
the degree of  their incorporation into the matrix, the break-
down of  their agglomerates into aggregates and the random
distribution of  those aggregates. Diverse steps of  rubber
processing influence filler dispersion in different ways. The
measurement of  filler dispersion is indicative of  the quality in
rubber processing. Filler dispersion is measured at two levels:
macro-dispersion, which characterizes the incorporation of
fillers into the matrix, and micro-dispersion, which describes
the random distribution of  aggregates in the matrix. The latter
can be investigated directly by methods such as transmission
electron microscopy (TEM) and atomic force microscopy, or
indirectly by dynamic–mechanical tests. Thus, the measure-
ment of  the undispersed part, which is the remaining amount
of  agglomerates not incorporated into the matrix (Medalia &
Kraus, 1994), is the common way to differentiate the dispersion
of  fillers in elastomers avoiding the methods mentioned above.
A brief  overview of  methods used to characterize macro-
dispersion was presented by Kelbch et al. (2003). However,
details of  the distribution of  the incorporated fillers are only
accessible by the measurement of  micro-dispersion. Based
on TEM together with automated image analysis (TEM/
AIA), several methods of  characterization for the aggregate
morphology of  fillers have been developed (Gruber & Herd,
1997; Herd & Gruber, 1998; Maas & Gronski, 1999). Aggre-
gate characterization is commonly performed on both raw
materials of  the filler and filled elastomers at low loading.
TEM images are considered as powerful tools to characterize
micro-dispersion qualitatively, but they are difficult to be quan-
tified at the high levels of  filler loading typically used in tyre
technology because of  the 3-D superposition of  the aggregates
inside agglomerates. The aim of  this paper is to develop an
adequate statistical approach to investigate the variability of
the micro-distribution of  fillers within a polymer matrix.
Statistical analysis is concentrated on the grey-value distribu-
tion of  the TEM images, as shown in Fig. 1. They are considered
as realizations of  random fields, and analysed by means of
geostatistical methods.
Materials and experimental set-up
Both elastomers and active fillers used in tyre technology are
amorphous materials. Thus, rubber compounds are observed
in TEM in the so-called scattering contrast. In the brightfield
mode of  TEM, the diaphragm in the focal plane of  the objective
stops all electrons scattered through angles greater than the
objective aperture after passing through the object. The trans-
mitted intensity I of  the electron beam for a given objective





#: density, t: thickness) and the scattering
condition; the scattering conditions are given by the scattering
constant S, which depends on electron energy and material
composition. In most cases, elastomers are used as blends in
rubber products. It is not possible to visualize their phase
morphology separately by means of  TEM, because their densities
are very similar (about 1 g cm
 
−3). TEM imaging of  elastomer
phase morphology requires experimental techniques of  stain-
ing. Therefore, TEM images of  unstained rubber compounds
filled with carbon black or silica can be regarded as images of
two-phase materials, in which one phase corresponds to filler
particles and the other phase to the elastomers. In these
images, filler particles appear as dark objects, because of  their
higher density (about 2 g cm
 
−3). Because they are projections
of  thin sections of  a certain thickness, several filler particles
may overlap. The more filler particles overlap the darker is
the TEM image at the specific position. Although the methods
described in the present work were developed and tested using
real rubber compounds typical for tyre applications, experi-
mental compounds were also prepared in order to illustrate
the statistical analysis approach systematically. The compound
recipes are shown in Table 1 and expressed in the mass unit
phr (per hundred rubber), which is a non-SI unit used in
rubber technology that relates the mass of  ingredients to the
mass of  the main component: rubber.
The experimental compounds consist of  styrene–butadiene–
rubber (SBR) filled with 85 phr silica and two different contents
of  silane without any changes or adaptation of  the mixing
process. Silane is the coupling agent for filler reinforcement.
The mechanism of  the coupling agent comprises two phases:
first, the silanization reaction with the silica surface during
mixing and, second, the formation of  cross-links between the
modified silica surface and the polymer during vulcanization.
The silanization reaction leads to hydrophobic behaviour of  the
modified silica surface influencing the dispersion properties.
Expectations justifying the experimental set-up are as follows.
Compound A is the reference compound with the optimal
mixing process. Compound B is based on the same recipe of
compound A but with an excess of  silane. It is known that an
excessive silane content, without adaptation of  the mixing
procedure, leads to slippery mixing goods affecting the disper-
sion of  the fillers. Compound C is the result of  mixing A and B,
now yielding 7 phr silane on average. As the mixing time of
compound C is considerably increased, it should lead to a higher
Table 1. Recipes of  the experimental compounds in phr (per hundred 
rubber).





Chemical additives 12.0 12.0
Vulcanization system 4.2 4.2
Sulphur 1.8 1.8
Compound C: 50% Compound A + 50% Compound B; Compound D: 
90% Compound A + 10% SBR.
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dispersion grade in comparison with both A or B. Finally,
compound D is a mixture of  compound A and 10% unfilled
SBR rubber. Thus, D is expected to have a lower dispersion
grade than A, showing more inhomogeneities. It is reasonable
to assume that the process of  vulcanization does not influence
filler dispersion properties. All four compounds were vulcanized
in the same way (160 
 
°C, 14 min).
Specimens for TEM were prepared by means of  ultracryo-
microtomy. Thin cuts of  100 nm thickness were obtained
from frozen samples of  each compound. As the particle size of
elementary silica particles forming aggregates is nearly con-
stant (20 nm), a maximum of  five particles may overlap within
the 100-nm foils. Elementary particles can be considered as
being indivisible. Hence small caps to the outside occur when
particles exceed the border of  the thin section or small empty
caps when particles are removed. The exceeding and empty
caps at the border are less than half  the particle size and this
effect is neglected in the following.
The specimens were investigated with a conventional
transmission electron microscope at only 80 kV accelerating
voltage in order to increase the scattering contrast. The trans-
mission electron microscope was equipped with an in-column
digital camera to acquire 12-bit grey-value images whose
grey-levels correspond to the intensity of  the electron beam in
the image plane. Ten images of  each compound at different
positions were taken at a nominal magnification of  50 000 
 
×,
yielding images of  size 1280 
 
× 1024 pixels, corresponding to




µm. The selection of  the specific magnifi-
cation represents an optimum: the statistical error increases at
higher magnifications because of  the smaller area investigated;
Fig. 1. Typical samples of  investigated TEM images corresponding to the experimental compounds A, B, C and D after application of  background filtering
and taking logarithms. The values shown {ln(grey(x))} characterize the distribution of  silica fillers within 100-nm thin sections. The darker the grey-
values the more filler particles overlap.
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at lower magnifications, image details become lost as a result
of  the lower pixel resolution. Figure 1 shows typical TEM
images for each compound.
Methods and results
Image calibration
The grey-value grey(x) at location x of  a TEM image corresponds
to the intensity I(x) of  the electron beam on the image plane
after passing through the object at location x. It is assumed
that grey(x) is proportional to I(x).
The intensity I0 of  the electron beam before passing through
an object is called primary intensity. It depends on the nominal
parameters of  the transmission electron microscope and is
consequently image-dependent. Inhomogeneity properties
of  I0 are reduced using an adapted background filter, as
described below.
After passing through the object, the intensity I of  the
electron beam is given by







# are the thickness and specific density of  the
object, respectively, and S the scattering constant.
In the case of  unstained specimens, the images show the
distribution of  two phases: the polymer and the filler. The local
filler loading 
 
λ(x) denotes the relative fraction of  the filler at
location x. The absolute thickness of  the filler phase at location
x is given by 
 
λ(x) · t, where t again denotes the thickness of  the
object. For all images to be considered, the same thickness t
should be used. The absolute thickness of  the polymer phase at





The beam intensity I(x) after passing through a filled
compound can be calculated by subsequent application of
Eq. (1) on the filler phase and the polymer phase, i.e.
I(x) = I0 · exp{
 
−λ(x) · t · 
 







λ(x)] · t · 
 
#(polymer) · S(U, polymer)}




#(polymer) · S(U, polymer)}
· exp{
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− t · 
 
#(polymer) · S(U, polymer),
c2 = t · [
 
#(filler) · S(U, filler) − #(polymer) · S(U, polymer)].
Whereas c1 is an image-dependent constant, c2 is image-
independent, provided the specific densities of  filler and poly-
mer remain the same. The proportionality between grey(x)
and I(x) leads to
(2)
with  Here, c3 is the proportionality factor
between grey(x) and I(x).
Because the subject of  investigation is the distribution of
filler loading λ(x) and not the distribution of  beam intensity
I(x), Eq. (2) gives a plausible reason to use ln(grey(x)) instead
of  grey(x).
As mentioned above, the TEM images are preprocessed by
means of  background filtering. All subsequent computations
use floating point arithmetics, omitting unnecessary rounding
operations. In the first step, double iteration of  an averaging
filter with an N × N matrix is applied to the original image
with N = 197 pixels (300 nm). The resulting image is a first
approximation of  the background intensity image, its grey-
values denoted by b1(x). This first background image is highly
affected by image objects (filler particles). A ‘reduced’ image is
given by its grey-values b2(x) as
b2(x) = max(grey(x), b1(x)). (3)
In this image, the very dark grey-values corresponding to
image objects are replaced by the lighter local background
intensity. Double iteration of  the averaging filter is applied to the
‘reduced’ image, yielding a new background intensity image
with grey-values b1(x). b2(x) is updated according to Eq. (3).
After applying the averaging filter to the ‘reduced’ image, the
resulting background image characterizes the distribution of
primary intensity I0. Consequently, the original image is divided
by the background image on a pixel basis, a procedure which
yields very homogeneous images. This filtering procedure
reduces effects resulting from inhomogeneously distributed
image illumination, as given by primary intensity I0, and is
only little affected by image objects.
The size of  the averaging filter (N = 197 pixels) was care-
fully chosen: if  N is too large, then no background filtering
takes place; if  N is too small, then there is a heavy influence of
image objects on the background intensity image. Edge effects
play some role: the averaging filter for pixels near the image
border is smaller than for pixels in the image centre. This
means that image objects influence the border of  the back-
ground intensity image. Hence it is useful to exclude the
border of  the filtered image in further analyses.
Grey-value images and random fields
Grey-value images, as shown in Fig. 1, are given as arrays
(x, grey(x)), in which a grey-value grey(x) belongs to every
pixel x. Taking logarithms leads to arrays (x, Z(x)) with Z(x) =
ln(grey(x)). In the modelling approach of  this paper, pixels x
are points in the Euclidean plane R2. Z(x) is a random variable
and, consequently, family {Z(x)} is a random field. The theory
ln( ( ))  ln(   ( ))    ( )grey c I c cx x x= ⋅ = ′ −3 1 2λ
′ = +c c c1 3 1  ln( )  .
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of  random fields and their statistics is described in books on
geostatistics, for example Chilès & Delfiner (1999), Cressie
(1993) and Matheron (1971). Another example for the
analysis of  TEM images by means of  geostatistical methods is
given by Pinnamaneni et al. (1991).
Investigation of  Fig. 1 and similar images of  filled elastomers
suggests that filler distribution is statistically stationary
(homogeneous) and isotropic. The distribution of  the random
field is invariant with respect to translations and rotations.
This does not mean that all properties of  filled elastomers are
homogeneous, which is unlikely to be the case for the polymer
network after vulcanization (Vilgis & Heinrich, 1994).
The first-order characteristic of  a stationary random field is
its mean m,
E Z(x) = < Z(x) > = m,
where E and <> denote the expectation operator. Because of
stationarity, mean m does not depend on x. For the investigation
of  TEM images, however, mean m is non-informative because m
depends directly on the image-dependent constant  in Eq. (2).
The usual second-order characteristic of  random fields is
the (semi-)variogram γ (h), which is defined as the half  mean
squared difference of  the field values at x and x + h,
where h is a difference vector. Because of  the stationarity
assumption, γ (h) does not depend on x; because of  the isotropy
assumption, γ (h) depends only on the length h of  h or the
distance h between x and x + h. Therefore, in the following the
symbol γ (h) is used.
A variogram γ (h) has the properties
γ (0) = 0
and
γ (∞) = σ 2, (4)
where σ 2 is the field variance (‘sill’), i.e. the variance of  Z (x).
Because the variogram only characterizes differences between
random variables, it depends neither directly on mean m nor
the image-dependent constant  from Eq. (2). Thus, the vario-
gram characterizes the variability of  the local filler loading λ(x).
The speed of  convergence of  γ (h) towards σ 2 for h → ∞ char-
acterizes the range of  correlation. If  there is a finite h0 with γ (h)
= σ 2, for h ≥ h0, then h0 is called the range of  correlation. Other-
wise, the smallest value hp with γ(hp) = (1 − p)σ 2 is used for
some p. The specific value h0.05 is often called the practical range.
In this paper, h0.5 is used in order to obtain a statistically robust
parameter and is called the median range. Obviously, the median
range h0.5 is smaller than the practical range h0.05.
It is possible that
If  this is the case, there is a nugget effect and κ2 is called the nugget
variance. The nugget effect indicates short-range irregularities
caused by very small structures or measurement errors.
Estimating variograms from the observed arrays (x, Z(x))
yields so-called sample variograms or empirical variograms ! (r).
The usual geostatistical variogram estimator (see e.g. Chilès &
Delfiner, 1999) is given by
(5)
where the sum is extended to the Nh pairs (xβ, xα) of  image
pixels of  distance h.
Characterization of  compounds by random field characteristics
For each compound there is an ideal random field {Z0(x)}
with mean m = 0. The observed random fields {Zi(x)} are
realizations of  the ideal random field plus image-dependent
means mi, i.e.
Zi(x) = Z0(x) + mi. (6)
This approach is motivated by Eq. (2).
The empirical variograms estimated from a number of  TEM
images can be interpreted as estimates of  the variogram of  the
ideal random field {Z0(x)}. Thus, the variogram of  each TEM
image characterizes the variability of  filler distribution of  its
corresponding compound. Because of  statistical fluctuations,
the empirical variograms of  the TEM images of  the same
compound may differ slightly.
The two most important variogram characteristics for our
analysis are field variance σ2 and median range h0.5. They can
be interpreted in the context of  filler distribution as follows: a
high field variance σ2 indicates high fluctuations in local filler
loadings and consequently indicates the existence of  large
clusters of  filler particles and/or unfilled areas. In contrast, a
small field variance σ 2 is the result of  nearly constant local
filler loadings. Thus, σ 2 is a measure of  the grade of  micro-
dispersion of  filler particles. Smaller values of  σ 2 indicate a
higher grade of  dispersion. The median range h0.5 is related to
the size of  ‘objects’, which are either clusters of  filler particles
or unfilled areas. In particular, small values of  h0.5 indicate
smaller objects and consequently a higher grade of  dispersion.
The field variance can be estimated either from the empirical
variogram using Eq. (4) or using
where n is the number of  pixels and z is the mean grey-value
given by
The median range h0.5 can be estimated from the empirical
variogram.
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Exemplary case study
For each compound A, B, C and D, ten TEM images were
investigated. This led to 40 estimates for the field variance σ 2
and the median range h0.5. The results are shown in Fig. 2.
The four point clouds corresponding to compounds A, B, C
and D are relatively compact and well separated. In particular,
Fig. 2 clearly shows that both the variances σ2 and the median
range h0.5 of  the images corresponding to compound A are
smaller than those of  compound B. This indicates that A
has better dispersion properties than B and, consequently,
that the silane content is probably too high in the compound
recipe of  B.
The median range of  compound C is similar to the median
range of  A but it has a slightly smaller variance. Thus, C has
the best dispersion properties, which is plausible because of
the long mixing time it has experienced. Finally, the values
for compound D are located between those of  A and B, which
confirms the assumption that D has a lower dispersion grade
than A.
Figure 2 clearly shows a plausible positive correlation between
σ2 and h0.5: a low dispersion grade caused by large clusters of
filler particles induces high values of  both σ2 and h0.5. The joint
observation of  both characteristics allows us to discriminate
between different compounds.
Variogram models and simulations
Geostatisticians have developed several theoretical variogram
models. These models help to interpret the spatial variability,
and they introduce further useful variogram parameters.
As a suitable and flexible approach, this paper applies
variograms from the so-called Cauchy class having the form
Any combination of  the parameters σ2 > 0, a > 0, α ∈ (0, 2)
and β > 0 is permitted. σ2 is the field variance as above. a is a
scale parameter. This means that the variogram graph is
stretched by the factor a (see Fig. 3), α is the first shape
parameter. For small h, γ(h) behaves asymptotically like hα.
The smaller α the greater is the short-range irregularity of  the
random field. β is the second shape parameter, which influ-
ences the speed of  convergence of  γ(h) towards σ2: σ2 − γ(h)
behaves asymptotically like h−β for large h. The smaller β the
greater are the long-range correlations. According to Gneiting
& Schlather (2004), the shape parameters α and β are related
to the concepts of  fractal dimension and the Hurst coefficient
characterizing fractal processes. However, the grey-value struc-
tures are not considered here from a fractal point of  view.
Nevertheless, α and β may serve as valuable model parameters.
Variograms of  the Cauchy class do not have a finite range of
interaction. Therefore, range parameters h0.05 or h0.50 are used.
Cauchy class variograms do not have a nugget effect. Investi-
gation of  the empirical variograms for small h supports the
assumption that there is no or only a negligible nugget
effect. However, the application of  high-pass filters on the
TEM images increases the short-range irregularity and, con-
sequently, the nugget effect.
The parameters of  the Cauchy class model are estimated
using the least-squares error method. The variogram is
determined by the best fit of  the empirical variogram. In this
method, a robust estimation of  β is not possible with the experi-
mental data. Thus for the present analysis, the parameter β is
set to a constant value of  4, yielding good fits for all variograms
Fig. 2. Estimates of  field variance σ2 and median range h0.5 obtained from
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Fig. 3. Theoretical Cauchy class variograms. Reference line: model para-
meters a = 150, σ2 = 1, α = 1 and β = 4; other lines: one parameter each
changed from the reference values.
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investigated. Figure 4 shows the empirical variograms of  the
four images shown in Fig. 1 and their corresponding best fits of
the Cauchy class model. The agreement between the empirical
and the theoretical variograms is good, i.e. the sum of  squared
errors is small compared with other standard variogram
models. In particular, the characteristic shape in the range of
50–200 nm is matched very well; even the deviation for D-2
can be explained by statistical fluctuations. So we conclude that
the Cauchy model may serve as a reasonable approximation.
The estimated parameters for the images shown in Fig. 1 are
given in Table 2. For illustration, Fig. 5 shows two simulated
realizations of  Gaussian random fields with Cauchy variograms
using the estimated parameters of  the images A-6 and B-4.
Gaussian random fields are random fields where Z(x) and
random vectors (Z(x1), ... , Z(xn)) have multivariate Gauss
distributions. The similarity between the simulations and the
original images is obvious, showing that a large amount of
information from the associated random field is contained in
the second-order characteristics. However, a Gaussian random
field is a realistic model only in the (most important) case
of  filled elastomers having a high volume content of  fillers, if
applied to {ln(grey(x))}. The simulations have been performed
using the Random-Fields package (Schlather, 2001) in the
statistical computing environment R.
Conclusions
The random field method is a suitable approach to characterize
the micro-dispersion of  fillers in rubber visualized by TEM.
The grey-values of  TEM images are interpreted as local filler
loadings. Uniformly distributed local filler loadings mean
adequate micro-dispersion. In contrast, strong fluctuations
Fig. 4. Empirical variograms of  the four images shown in Fig. 1 (solid
lines), and their corresponding best fits of  theoretical Cauchy class
variograms (dashed lines).
Fig. 5. Simulations of  Gaussian random fields: 2-D realizations of  the Cauchy class model with parameters as given in Table 2 for the images A-6 (a)
and B-4 (b).
Table 2. Estimates of  random filed characteristics for the images shown 
in Fig. 1: median range h0.5, variance σ
2 and Cauchy class parameters a
and α.
A-6 B-4 C-6 D-2
h0.5 (nm) 26.0 39.4 23.0 36.4
σ 2 0.031 0.045 0.025 0.038
a (nm) 59.7 90.3 62.7 74.2
α 1.44 1.48 1.35 1.55
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indicate inadequate micro-dispersion, caused by large clusters
of  filler particles and unfilled areas.
The random field method has two advantages over methods
that analyse binary images: fluctuations in the grey-values
are exploited without using a threshold grey-value, which is
often difficult to adjust. Binarization becomes dubious when
the unfilled area is rather small, as is the case for highly filled
rubber.
The present paper applies two random field parameters:
variance σ 2 and median range h0.5. Variance σ
2 describes the
level of  fluctuations of  the local filler loadings, whereas median
range h0.5 is a measure of  the size of  objects such as clusters
of  filler particles or unfilled areas. Thus, both characteristics
describe aspects of  the grade of  dispersion. Obviously, σ 2 and
h0.5 together are successful in the description of  the dispersion
grade of  different compounds.
In the case study presented, σ 2 and h0.5 were successfully
used to discriminate the dispersion grade of  four experimental
compounds.
Finally, variograms from the Cauchy class fit the empirical
variograms very well. Simulations of  Gaussian random
fields with suitable Cauchy variograms show that valuable
information is contained in the second-order characteristics
of  random fields.
The random field approach is not only of  interest for
characterizing TEM images of  filled rubber, but also for images
containing valuable information in the grey-value distribution
without any possibility of  3-D reconstructions.
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