Factor loadings, used directly or as the basis of binary values, are not appropriate as weights to produce component scores from a rotated solution. A series-of examples showing the results. of an incorrect measurement of components is given. Several correlation matrices were taken from books on factor analysis and multivariate analysis. Each matrix-was-submitted-to a principal components .decomposition, and thoseyectors whose roots were gre=ter. than. 1.0 were then rotated according -Up-the normalized varimax criterion. Following this, several matrices were calculated. A clear pattern-resulted.-Components supposedly orthogonal to each other often come out highly correlated. In addition, factor loadings that are small in the rotated principal components structure are often moderate to large in R/zh and Rizk. Thus, the researcher who interprets and names components finds that his scores have a -completely different meaning than he anticipates. Any use of these scores in further analysis will result in a serious distortion of conclusions.
Introduction
Factor analysis has proved to be a popular mode of data analysis in the behavioral sciences. However, what is often referred to as factor analysis is actually used on the component model rather than the factor model and should be called component analysis.-Certainly, of all the methods currently available, the most widely used is the principal components analysis followed by the varimax rotation. It remains popular not because it is based on a method or model which is universally -appropriate, but because it is simple, because computer programs are readily available and because component scores are easily calculated. Yet, in spite of the fact that component scores are easily found, there is a history of them being found incorrectly.
Good discussions of the measurement of components from the rotated ncipal components solution have been written by such authors as Harman (1967) , Kaiser (1962) , and Glass and Maguire (1966) . Still, many users of the model have theiriwn ideas of how these scores should be obtained. Their, methods have great intuitive appeal and appear reasonable and obvious. One of the most popular of these methods uses factor loadings as weights of the standardized variables and the resulting linear combinations are called "factor scores." Another method, claimed to yield approximate factor scores, sums those standardized variables with "high" loadings on a particular component. Thus, weights of zero and one are used in the-linear composite. A comparison of equations (3) and (4) indicates a great deal of similarity and one important difference. It will be observed that, while A'A is a diagonal matrix, the product B'B is not Hence, the weights required to calculate component scores are no longer simply scsaings of the loadings in the rows of B'. If we persist in the use of the rows of B' as weighting vectors, we will find scores which do not reflect the properties of the solution.
We can now formalize method one relative to an orthogonally rotated principal components solution. Using loadings as weights, we find a set of composite scores, denoted H, given by
The matrix H will not equal the correct scores G, nor will it possess properties of the solution given by B.
Two matrices were utilized to determine the extent to which the in- 
should be an identity matrix, but can be shown not to
Before studying the three matrices developed above, It is ul to consider incorrect component scores of the second variety. If, rather than using elements of B as weights, we simply sum the standarized scores of those variables with "large" loadings, we are effectively using a binary matrix of weights. It was arbitrarily decided to assign a weight of loadings whose absolute value was greater than .5 and a zero to all loadings .5 or less in absolute value. Denote by C this binary analogue to B.
Then component scores (9) have a covariance matrix (10) and a correlation matrix With the mathematics developed, it remains to study these matrices for each procedure. The matrices were calculated for each of a variety of examples and compared to the form which they would take if they were an adequate reflection of their respective solutions.
Illustrations and Results
Several correlation matrices were taken from books on factor analysis and multivariate analysis. 
Conclusions
The mathematics and illustrations lead us to the conclusion that factor loadings, used directly or as the b ais of binary values are not appropriate as weights to produce component scores from a rotated solution. But intuitively they may still make sense. In an attempt to dispatch this idea, let us draw an.anology. Linear composites are also used as the basis of prediction in multiple regression. However, no person at all familiar with regression an sis would use predictor-criterion correlations as regression weights. Why then should the use of correlations as weights be considered intuitively appealing in component analysis?
