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F o r e w o r d
T his is the latest issue of  “Science and Technology Trends     Quarterly Review”.
N ational Institute of Science and Technology Policy (NISTEP) established Science and Technology Foresight Center (STFC) in January 2001 to deepen 
analysis with inputting state-of-the-art science and technology trends.  The mission 
of the center is to support national science and technology policy by providing 
policy makers with timely and comprehensive knowledge of important science and 
technology in Japan and in the world.
S TFC has conducted regular surveys with support of around 2000 experts in the industrial, academic and public sectors who provide us with their information 
and opinions through STFC’s expert network  system.  STFC has been publishing 
“Science and Technology Trends” (Japanese version) every month since April 2001. 
The first part of this monthly report introduces the latest topics in life science, ICT, 
environment, nanotechnology, materials science etc.  that are collected through 
the expert network.  The second part carries insight analysis by STFC researchers, 
which covers not only technological trends in specific areas but also other issues 
including government R&D budget and foreign countries’ S&T policy.  STFC also 
conducts foresight surveys periodically.
T his quarterly review is the English version of insight analysis derived from recent three issues of “Science and Technology Trends” written in Japanese, 
and will be published every three month in principle.  You can also see them on the 
NISTEP website.
W e hope this could be useful to you and appreciate your comments and advices.
Dr.  Kumi  OKUWADA
Director, Science and Technology Foresight Center
National Institute of Science and Technology Policy
NISTEP has moved to a new office
Contact
information
Science and Technology Foresight Center
National Institute of Science and Technology Policy
Ministry of Education, Culture Sports, Science and Technology (MEXT)
3-2-2, Kasumigaseki, Chiyoda-ku, Tokyo 100-0013, Japan
Telephone  +81-3-3581-0605    Facsimile  +81-3-3503-3996
URL  http://www.nistep.go.jp/index-e.html
E-mail stfc@nistep.go.jp
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Life Sciences
1 p.9
The Current State and the Issues of Antibody 
Drugs
  Although we have reached a point where a sufficiently high level of medicines can 
be used to treat many lifestyle disease, we have not obtained satisfactory medicines 
to treat cancer, autoimmune diseases such as rheumatoid arthritis, infectious 
diseases, Alzheimer’s disease, and osteoporosis. Antibody drugs have been receiving 
attention in recent years as promising candidates in the treatment of such diseases. 
  Antibody drugs use antibodies - molecules that are in charge of the body’s immune 
functions - which recognize and bind to target molecules with high specificity. 
Since antibody drugs attack only the target molecules, they cause few side effects. In 
addition, since they are highly stable in the human body, many antibody drugs show 
sufficient efficacy with administration as infrequent as once a week or once every 
few months. 
  Five antibody drugs were ranked among the top 15 medicines with the highest 
worldwide sales in 2008, and all of them showed a double digit increase in revenue 
compared with the previous year. Major pharmaceutical companies that formerly 
specialized in small molecule drugs are starting to compete in the field of antibody 
drugs through cooperation and through acquisition of other companies. Major 
improvements necessary in the field of antibody drugs include reducing the 
extremely high costs as well as the developing technology to search the new target 
molecules (antigens) and to steadily produce antibodies. 
  Drug development in general, including development of antibody drugs, is closely 
associated with basic research in medicine and biology. Although companies in the 
private sector, such as pharmaceutical companies, have been playing the main role in 
developing antibody drugs, the target molecule of the first domestically developed 
antibody medication that recently became available in Japan was discovered at a 
university laboratory. On a global scale, there are more than a few examples of 
the basic research done in universities and public research institutes leading to 
the discovery of target molecules for antibody drugs and antibody engineering 
technology. There are high expectations for antibody drugs to provide treatments 
for diseases with insufficient or undeveloped therapy. Publicly funded research, such 
as that conducted in universities, is being called upon to lead basic research in a 
wide range of fields and innovative new technology.
Prepared by the STFC
(Original Japanese version: published in October 2009)
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Figure 3 Mechanisms of Action of Antibody Drugs
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  Cluster compounds, cage compounds and net-l ike layered materials are 
representative of where atoms form a network structure. This new idea of atoms 
forming a “network” may lead to brand new innovation and the discovery of new 
functions when used for designing materials. Though research for carbon network 
compounds has been widespread, compounds composed of elements with a more 
potent covalent-network, i.e., boron compounds, are not sufficiently seen for 
practical use as functional materials despite their interesting properties, such as very 
low heat conductivity in some cases. 
  It has recently been discovered that useful electrical, thermal and magnetic 
properties can be newly created or controlled by inserting metal atoms to or 
substituting the mother element itself of the network matrix. Interesting physical 
properties have also been found to be derived from the particular topology of the 
atomic networks. One major appealing point is that these materials are chemically 
stable and have low toxicity, in addition to having new functions and properties 
despite their main components being common elements. 
  For example, an atomic network material successfully designed to conduct 
electricity but not heat can lead to an application for new thermoelectric conversion 
using currently unused waste heat. In addition, some atomic network materials, 
which until now had only been valued for their durability, are receiving new 
attention for their possible function as magnetic media.
Nanotechnology
and
Materials
Source :  Prepared by the STFC based on Reference[1,2]
(Original Japanese version: published in October 2009)
Figure : Image of Functional Development of 
Atomic Network Materials
p.232 Trends of Research on Covalent-Network Materials with Novel Functionalities
Idea for Developing Functionality of Covalent-Network Materials 
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Gap Between Research and Implementation
— Prediction of Tokai Earthquake — 
   It had been said for more than 30 years that a major Tokai earthquake could occur at 
any time in the near future. However, the historical evidence that any Tokai earthquake 
did not occur independently made the public feel easy. It was against this background that 
people were suddenly surprised by a 6.5-magnitude earthquake centered in Suruga Bay on 
August 11, 2009.
  The implementation of earthquake prediction in Japan began in 1979, when the Japan 
Meteorological Agency established an earthquake assessment committee (EAC) focused 
on Tokai earthquakes. Since the initial prediction implementation system was directly 
based on research results, there was no major gap between research and implementation. 
However, in the last ten years, various events that had not been previously expected took 
place and new theories that could overthrow the previous bases for earthquake prediction 
have been published one after another. The EAC makes predictions of earthquakes based 
on the detection of pre-slip events (a slow slip preceding a high-speed slip caused by an 
earthquake). However, even the existence of a pre-slip is now being questioned. Thus, 
research and implementation have gradually deviated from each other to the point where 
they can no longer be measured by the same yardstick.
  The role of the EAC, which is focused on predicting impending quakes, remains clear. 
However, in view of the complicated situation in the Tokai area, it can be said that the 
scope of the EAC’s role is limited. From the standpoint of “the gap between research 
and implementation concerning Tokai earthquake prediction,” researchers, who are in a 
different position from the EAC, have a big role to play. They are expected to come up 
with wide-ranging inferences and hold intense discussions on them.
Figure : Abnormal Occurrences and Newly Discovered Events in 
the Tokai Region in the Last Ten Years(Dashed line is the 
assumed focal zone of the Tokai earthquake, with the three 
silhouetted areas indicating assumed asperities.)
Prepared by the STFC
(Original Japanese version: published in November 2009)
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研究と実践のはざま ―東海地震予知をめぐって―  1 
 2 
客員研究官 松村正三 3
 4 
30 年以上も前から「いつ起きてもおかしくない」と言われ続けてきた東海地5 
震であるが、このごろでは、単独では起きない故、暫くはむしろ安泰であろう6 
という空気が広まっていた。このような中、2009年８月 11日、駿河湾にM6.57 
の地震が発生し、東海地震の雲行きが俄かに騒がれるようになった。 8 
地震予知の実践は、1979年気象庁に東海地震を対象とした判定会が設置され9 
たことに始まる。当初の実践体制は、研究成果がストレートに反映されたもの10 
であり、研究と実践の関係は、大きくずれてはいなかった。ところがこの 10年11 
間で、東海地域には当初予期されなかった多くの事象が発生し、また、予知の12 
論拠を覆しかねない新説が相次いで発表された。判定会による直前予知は、プ13 
レスリップ（地震としての高速滑りに先行する低速助走滑り）の検出に依拠し14 
ているが、プレスリップの存在自体にも疑問符が付される状況である。こうし15 
て、最初は同一線上にあったはず16 
の研究と実践の位置づけが徐々に17 
乖離し、双方のはざまは、もはや18 
単純な里程の差では測れなくなっ19 
ている。 20 
直前予知に焦点を合わせた判定21 
会の役割は現在もなお明確である22 
が、一方で、東海の状況の複雑さ23 
を顧みれば判定会の守備範囲は限24 
定的であるとも言える。「東海地震25 
予知に関する研究と実践のはざ26 
ま」を意識するならば、判定会と27 
は異なる立場にある研究者の果た28 
すべき役割は大きい。幅広い推論29 
とそれをめぐる議論の盛んになる30 
ことが期待される。 31 
32 
最近 10 年間で東海地域周辺に起きた異常事象
や新たに発見された事象（破線は東海地震想定
震源域、3個の囲みは、推定アスペリティ） 
科学技術動向研究センターにて作成
①Earthquake in central Shizuoka Prefecture
② Similar earthquake clusters
③ A series of earthquakes in the area 
surrounding Miyakejima, Niijima and Kozu 
islands
④ Earthquake in the area southeast of Kii 
Peninsula
⑤ Low-frequency earthquake
⑥ Shallow ultra-low frequency earthquakes
⑦ Suruga Bay earthquake
⑧ Long-term slow slip
⑨ Short-term slow slip
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  Computer performance has been improved by increase of the CPU (Central 
Processing Unit) clock frequency, however this trend now reaches the upper limit 
caused by increase of heat generation, power consumption and leakage current. 
Thus improvement of computer performance by parallel processing using multi-
core processors has been a central issue in recent years.
In order to make full use of parallel hardware, we must select calculation algorithms 
suitable for the hardware architecture, and adjust programs to raise execution 
efficiency. This is called software tuning which is an essential factor for software 
development in high performance computing. Due to the complicated hardware 
architecture, it has been extremely difficult to develop numerical simulation 
software with high execution efficiency.
In these circumstances, introduct ion of software automatic tuning into a 
fundamental technology has been proposed. In software automatic tuning, software 
is automatically adjusted to the hardware to enhance execution efficiency. Automatic 
tuning researches in numerical library such as matrix calculation has been in 
progress, but many research issues remain for its application in various numerical 
simulations.
Although research works in Japan are regareded as similar level to those in the 
U.S., a roadmap that overlooks practical use in numerical simulation from basic 
research, resource allocation and sharing among researchers are insufficient. We 
hope that research organizations in Japan reconsider research management in order 
to efficiently perform fundamental technology research and applied research in the 
future.
4 Trends of Software R&D for Numerical Simulation
— Hardware for parallel and distributed 
computing and software automatic tuning — p.52
(Original Japanese version: published in November 2009)
Figure : Increasing difficulty of software development for high 
performance computing and software automatic tuning
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Source :  Prepared by the STFC based on Reference[9,20,26,30-33]
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   To promote the use of photovoltaic generation toward the realization of a low-carbon 
society, it is necessary to encourage the spread of solar cells as well as to create a new 
market. Dye-sensitized solar cells generate electricity based on a photo-electrochemical 
reaction. Unlike current silicon solar cells, the dye-sensitized solar cells are colorable, 
flexible, thin, and lightweight. They also have a cost advantage since they can be 
manufactured in a relatively inexpensiveway.
   In research and development of dye-sensitized solar cells, a team led by the inventor 
Professor Grätzel at the Swiss Federal Institute of Technology in Lausanne (EPFL) and 
Japanese research institutes are leading the world. EPFL excels at approaches based on 
basic research methods, such as a laser spectroscopic analysis, semiconductor theories, 
and dye molecular orbital calculation. On the other hand, the Japanese research institutes 
are successful in pursuing applied research methods, such as the development of dyes 
and cell devices in collaboration with private companies, universities, and independent 
administrative institutions, and have maintained the world's best records both in the cell 
and module conversion efficiencies.
   In the future, research subjects will include the improvement of the energy conversion 
efficiency, long-term reliability, and a higher throughput of the production process. 
Essential measures for each subject based on phenomenal and principle elucidations are 
needed in addition to the conventional applied researches. The development of charge-
storageable solar cells and artificial photosynthesis is also expected. For improved cell 
properties and industrial evolution, various fields of specialization need to be integrated. 
For the sake of integrating different disciplines, I hope for more frameworks to facilitate 
exchanges among researchers, engineers, and people who are capable of setting the 
direction of research and development.
Trends of Research and Development of Dye-
Sensitized Solar Cells
Figure 1: Prototype Models of Dye-Sensitized Solar Cell P nels 
Mounted on arched roof (left; indicated by t  rrow) D corated for interi  use (right) 
 
 
 
 
 
 
 
 
 
 
Source: Reference4] Source: Reference5] 
 
 
Figure : Prototype Models of Dye-Sensitized Solar Cell Panels
Source : Reference[5]
(Original Japanese version: published in December 2009)
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   Space technology has potential to tackle and solve global issues. For example, proposed 
to tackle the global warming and energy issues, which are clear and present problems to 
humans, are “Earth’s sunshade” under which numerous spacecraft would be deployed 
to reduce incoming solar radiation to cool Earth and solve global warming, and “space 
solar power” under which solar power would be generated in Earth orbit where solar 
energy density is much higher than that on the ground, respectively.
   On the other hand, because of very expensive launch costs by rockets, which are our 
current space transportation vehicles, and other factors, cost aspects are one of the 
critical issues. Notwithstanding current situations, some argue that we could carry out 
space activities with far less costs if new concepts could be implemented, and thus new 
perspective for space activities would be opened. Ideas proposed to reduce launch costs 
include fully reusable space transportation systems that, unlike the U.S. space shuttle, 
could be operated like airplanes, as well as future space transportation concepts such as 
a solar power sail, MMOSTT and a space elevator that would use solar energy, Earth’s 
rotation energy and other reusable energy. Since these future systems would consume 
no or a little propellants, one could expect that such systems would reduce launch costs 
drastically, and would have potential to bring innovation to space activities.
   In the U.S., reviews are underway to rebuild an entity to create innovation for space 
activities. For Japan too to be able to conduct space activities with totally new concepts, 
without being caught with old ideas, we hope that Japan will fully engage in advanced 
research activities, and bring innovation to space activities to contribute more and 
more to our society and economy through space activities. We can also expect that 
outreaching and educating Japan’s young people, our next-generation with such research 
activities could make them more interested in science and technology.
Toward Innovation Creation for Space Activities
Figure : Combined Effect of New Technologies, Concepts and CNTs
Source : Reference[5]
(Original Japanese version: published in December 2009)
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The Current State and the Issues of Antibody Drugs 
SuSumu Sekine
 Life Science Research Unit
Introduction
   Traditionally, most drugs were composed of 
organically synthesized compounds with relatively 
low molecular weights which were administered 
orally. These drugs have a long history of research 
and development and a number of them have become 
“blockbusters,” with sales of over 100 billion yen. 
These small molecule drugs are effective in treating 
certain types of diseases: however, they are not 
as effective in treating others. Many biomedical 
researchers in the pharmaceutical industry as well as 
in universities and public research institutions have 
been making great efforts to meet these unmet medical 
needs. Within this scope, researchers have come up 
with various candidates including and beyond small 
molecule compounds, and evaluated their efficacy and 
safety. With the development of recombinant DNA 
technology in the 1980s, protein drugs became one 
of the major successes. Protein drugs are artificially 
mass synthesized protein molecules with important 
and innate biological functions. Since protein drugs 
cannot be administered orally due to their high 
molecular weight, they are usually administered 
via injection or infusion. Well known examples are 
insulin for diabetes treatment, erythropoietin for 
anemia treatment, and several interferons for viral 
hepatitis treatment, all of which, to date, have been 
the main therapeutic agents for each disease category. 
In the 1990s, rituximab (Rituxan®) and trastuzumab 
(Herceptin®), anti-cancer drugs made with antibodies 
that make use of human immune functions, were 
launched and were soon widely used due to their high 
efficacy and safety. 
   Antibody drugs received much attention and became 
active targets for research and development in the 
1980s. However, most ended unsuccessfully, due in 
part to antigenecity problems which will be mentioned 
later, and many companies left the field. Subsequent 
development of antibody engineering technology 
1 enabled the development of effective drugs. Since 
antibody drugs are proteins, they, like protein drugs, 
are also usually administered through injection or 
infusion. 
   In this report, I will give an overview of antibodies 
and antibody drugs and discuss their issues and 
possible solutions.
What are antibody drugs?
   Simply stated, antibody drugs are drugs that use the 
characteristics of the strict recognition specificity of 
antibodies to antigens. 
   Hence, I will describe what antibodies are and the 
characteristics which have brought them to the current 
spot light. 
2-1 Antibodies
   Antibodies are glycoproteins produced in the body 
to attack and eliminate bacteria and viruses upon their 
entry to the body, and constitute a part of the immune 
system at the core of the body’s biological defense. As 
chemical agents, they are called immunoglobulin and 
abbreviated Ig. They are produced by B cells, a type of 
lymphocyte, which is an immune cell. Each antibody 
binds to a specific agent (antigen), and become a 
“marker” for elimination by immune competent 
cells, or disrupts (neutralizes) the activity of antigen 
molecules in the body. 
  Figure 1 shows a diagram of an antibody’s molecular 
structure. The basic structure consists of 2 heavy 
chains linked to 2 light chains, and is usually 
presented as Y shape. 
   The vertical part of the Y is called Fc region 
(Fragment, crystallizable), the region recognized by 
immune competent cells. Immune competent cells are 
known to attack cells through the recognition of the 
Fc region of bound antibodies. (Antibody-dependent 
cellular cytotoxicity [ADCC]) and this is an important 
mechanism of antibody drugs against cancer for later 
2
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discussion. 
  On the other hand, the upper arm region of the Y is 
called the Fab region (fragment, antigen binding), at 
the tip of which is where antibodies bind to antigens. 
The apex of the Fab region is called the variable region 
due to the variety in its amino acid sequence to bind 
various antigens. The rest of the region has a relatively 
steady amino acid sequence and is thus called the 
constant region. 
2-2 Monoclonal Antibodies 
   To produce antibodies for a certain protein molecule, 
the protein is usually injected into animals such as 
mice, and the antibodies are subsequently collected 
from their serum. Although one B cell produces only 
one type of antibody, since different B cells produce 
divergent antibodies against one protein molecule, 
the serum contains various antibody molecules with 
different specificities (polyclonal antibodies). In 1975, 
Köhler and Milstein invented a method to make 
antibody-producing cells with autonomic proliferation 
abilities (hybridoma) by fusing individual antibody-
producing cells with myeloma cells. Monospecific 
antibodies produced by a single cell clone with this 
method are called monoclonal antibodies. This method 
enabled mass production of monospecific antibodies, 
providing a powerful research tool for subsequent 
drug development as well as basic research (together 
with Jerne, Köhler and Milstein were awarded the 
Nobel Prize in Physiology or Medicine in 1984).
   In the 1980s, with expectations for monoclonal 
antibodies growing greater, various treatments were 
tested, including their use as “missile therapy” into 
which toxins or anti-cancer compounds could be 
loaded for attacks on the target. However, none of 
these tests ended successfully. The main reason is 
believed to be that the antibodies used in these trials 
were derived from mice. Since the human immune 
system recognizes these murine antibodies as foreign 
antigens, this elicits antibodies which render them 
inactive, and they are eliminated from the system. 
   Subsequently, antibody engineering technology 
was developed to produce chimeric antibodies 
which possess a murine variable region and a 
human constant region; humanized antibodies with 
all human fragments except for their murine CDR 
(complementarity-determining region), a region that 
directly binds to antigens; and fully human antibodies 
in which all regions are derived from human 
(Figure 2). In addition, the establishment of cell 
culture technology which enabled the production of 
monoclonal antibodies by introducing and expressing 
the antibody genes into cells such as CHO (Chinese 
hamster ovary) cells rather than using the whole 
body of mice set the foundation for practical drug 
production, thus leading to the practical application of 
The Diversity of Antibodies
   Our bodies can synthesize antibodies that bind to a large number of antigens. How this large variety 
of antibody molecules are synthesized from such a limited number of genes had long been a great 
immunological mystery. This mystery was solved by Dr. Susumu Tonegawa who was later awarded 
Nobel Prize for his achievement. His findings revealed that one of the various segments located on 
each of the V, D, and J regions of heavy chain gene, for example, are selected randomly and attached 
together to form genes of the variable region, and these combinations contributed to their variety.[1] On 
the other hand, there are two known phenomena promoting the maturation of antibody genes; one is 
called “class switch,” and is a change in the sequence of constant region, and the other one is “somatic 
hypermutation,” which generates further diversity of the variable region. Research that contributed to 
finding these phenomena was led by Dr. Tasuku Honjo.[2] As shown here, Japanese researchers have 
made great contributions to the basic research of antibodies. 
Figure 1 Diagram of Antibody Structure
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Figure 1 : Diagram of Antibody Structu
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Prepared by the STFC based on http://chugai-pharm.co.jp/thml/meeting/pdf/060922.
pdf “Development and Future of Antibody Drugs” by Masayuki Tsuchiya at Chugai 
Pharmaceutical Co., Ltd.
Figure 2 : Mouse Antibody, Chimeric Antibody, Humanized Antibody, and Human 
Antibody
antibody drugs. 
2-3 General Mechanisms of Drug Efficacy
   As mentioned in 2-1, antibodies have various 
effects in the body. Binding inhibition and antibody-
dependent cellular cytotoxicity (ADCC) are important 
mechanisms of antibody drugs.
(1) Binding Inhibition
   Binding inhibition refers to the action of inhibiting 
the binding between receptors and the compounds 
(ligands) that bind to them and trigger certain 
processes. This is achieved by binding to the receptors 
and inhibiting the ligand’s binding or vice versa. 
These drugs have the beneficial effect of blocking 
intracellular signal transduction. Examples of 
clinically used drugs include antibody drugs which 
induce binding inhibition between proliferation 
factors and cancerous cells, and ones which inhibit 
Prepared by the STFC
Figure 3 : Mechanisms of Antibody Drug Effectiveness
the activation of immunomodulating substances. 
Although antibodies against bacteria and viruses do 
not entail receptor/ligand binding, they work in the 
same way by inhibiting the binding and invasion of 
these pathogens to the cells. 
(2) Antibody-Dependent Cellular Cytotoxicity and 
Complement-Dependent Cellular Cytotoxicity
   Natural killer cells (NK cells) and monocytes are 
the main cells to attack and eliminate cancerous and 
virally infected cells. These cells have Fc receptors 
which recognize the Fc region of antibodies and kill 
the cells or pathogens to which the antibodies are 
bound. This is called antibody-dependent cellular 
cytotoxicity (ADCC). On the other hand, complement-
dependent cellular cytotoxicity (CDCC) refers to a 
similar cytopathic function by complement molecules. 
Some antibody medications already used as anti-
cancer medications have ADCC and CDCC as their 
Figure 2 Mouse Antibody, Chimeric Antibody, Humanized Antibody, and Human Antibody
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Only CDR is mouse 
derived, the rest is 
human derived
All human derived
Prepared by the STFC based on http://chugai-pharm.co.jp/thml/meeting/pdf/060922.pdf 
“Development and Future of Antibody Drugs” by Masayuki Tsuchiya at Chugai
NK cells Complement
Target cell Target cell Target cell
RI
Radiation
Complement-dependent 
cellular cytotoxicity 
(CDCC) 
Ligand/receptor 
binding inhibition
Anticancer and/or 
toxin targeting
Radionuclide 
targeting
Anticancer 
drug
Anticancer 
drug
Ligand
Antibody-dependent 
cellular cytotoxicity 
(ADCC)
Attack Attack
Blocks the signal
Figure 3 Mechanisms of Action of Antibody Drugs
Prepared by the STFC
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main effective mechanisms.
(3) Others
   Target cells can be killed by anti-cancer agents or by 
radionuclides bound to antibodies targeted these cells. 
These agents are expected to act more powerfully 
than the immune system, and some are already on the 
market. 
2-4 Characteristics of Antibody Medicine
(i) High Specificity
   Antibodies bind only to the target antigens and do 
not bind to anything else. This means that antibody 
drugs have high specificity, which brings about the 
target effect without causing unexpected side effects. 
This high specificity is used not only in therapeutics, 
but also in diagnostic drugs. In addition, this is an 
important tool for detecting and identifying target 
molecules and the cells that produce these targets in 
biomedical research. 
(ii) High Stability in the Body
   Antibodies are molecules that by nature exist stably 
in the blood. Antibody drugs remain stable in the 
blood long after administration and maintain their 
effectiveness. Their normal half-life in the blood is 
several days, and standard administration is usually 
once a week to once every few weeks.
 
(iii) Low Toxicity
   Since these are molecules that exist naturally in the 
body, the possibility that they will exhibit toxicity is 
low. 
(iv) Relatively Easy to Obtain Best Antibodies
   Once antibodies with good specificity and 
binding activity have been obtained, further work 
such as complex modifications of the structure is 
not necessary, as is the case with small molecular 
compounds. 
(v) High Commonality in Production and 
Purification
   Every type of antibody shares an almost identical 
basic structure and similar physicochemical properties 
with other types. Therefore, once production and 
purification process are established with one type of 
antibody, very similar methods can be used to produce 
and purify other types. Currently, the international 
standard method uses CHO cells as the host. 
Therefore, as long as this production system is used, it 
will be relatively easy to produce various antibodies as 
well as to do contract manufacturing. 
Current Status of Antibody Drugs
   Here I will talk about sales in antibody drugs and 
about major antibodies including those still under 
development.
3-1 Sales of Antibody Drugs
  Table 1 shows the sales numbers of 2008’s top 30 
drugs in the world. Along with small molecule drugs 
for chronic diseases such as hyperlipidemia and 
hypertension, there were 5 antibody drugs in the top 
15. Rituxan®, ranked 4th, and Remicade®, ranked 
6th, each took in over US$6 billion in annual sales 
worldwide, while Avastin®, ranked 10th, Herceptin®, 
ranked 11th, and Humira®, ranked 15th, each had sales 
of over US$4 billion, becoming “blockbuster” drugs. 
All of these are double-digit increases over the sales 
of the previous year. Some even showed an over 10% 
sales increase compared to the previous year nearly 10 
years after having come onto the market. The rate of 
increase was especially great for those drugs recently 
introduced to the market, for example, Humira®, 
ranked 15th, showed a 48% increase. Indications of 
these high-ranking drugs are rheumatoid arthritis 
and certain types of cancer. Their wide use despite 
the high cost suggests antibody medications show 
a greater effectiveness of treatment against these 
diseases than traditional small molecule drugs, as well 
as having fewer side effects. 
3-2 Main Fields of Indication and Therapeutic 
Mechanisms of Antibody Medication
   Table 2 shows major antibodies either on the market 
or in the process of development (Phase 3 of clinical 
trials or later) in each field of diseases. Here, I will 
introduce representative antibodies as well as other 
noteworthy ones. 
(1) Antibody Drugs for Rheumatoid Arthritis[3]
   The main target of antibody drugs is inflammatory 
cytokine, TNF-α, forming a huge market. Antibody 
drugs are reputed to be more effective than the 
traditional, standard treatments. In addition, since 
TNF-α plays a central role in inflammatory response, 
3
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these antibody drugs are often indicated for other 
inflammatory diseases such as Crohn’s disease. 
   Well known antibody drugs targeting TNF-α are 
chimeric antibody infliximab (Remicade®), and the 
fully human antibody adalimumab (Humira®). Enbrel® 
(etanercept), though not exactly a typical antibody 
drug, binds TNF-α at its TNF-α receptor region and 
eliminates it. The total annual sales of these three 
Brands Product Name Indications Companies 2008 sales (million $ U.S.)
year-on-
year rate
2007 sales 
(million $ U.S.)
1 Lipitor Atorvastatin Hyperlipidemia/statin Pfizer and Astellas 13,476 -2% 13,682
2 Plavix Clopidrogel Antiplatelet medication Sanofi-Aventis and Bristol-Myers Squibb 9,291 12% 8,325
3 Advair/seretide
Fluticasone 
Salmetrol Asthma medication 
GlaxoSmithKline and 
Almiral 7,737 9% 7,082
4 Rituxan Rituximab Non Hodgkin's Lymphoma Biogen Idec and Roche 6,739 16% 5,826
5 Embrel Etanercept Rheumatoid arthritis/Psoriasis Amgen, Wyeth and Takeda 6,447 18% 5,442
6 Remicade Infliximab Rheumatoid arthritis/Crohn's disease
J&J (Centcore), Schering-
Plough and Mitsubishi 
Tanabe
6,230 19% 5,230
7 Diovan Valsartan Antihypertensive medication/ARB Novartis and Ipsen 6,227 22% 5,091
8 Nexium Esomaprazole Anti-Ulcer/PPI AstraZeneca 5,200 -2% 5,216
9 Epogen/Procrit Epoetin alfa
Anemia associated with 
renal failure Amgen, J&J and Kirin 5,116 -11% 5,746
10 Avastin Bevacizumab Anti-colon/breast cancer medication Genentech and Roche 4,933 37% 3,648
11 Herceptin Trastuzumab Anti-HER2-breast cancer
Genentech, Roche and 
Chugai 4,824 12% 4,311
12 Zyprexa Olanzapine Schizophrenia medication Eli Lilly 4,696 -1% 4,761
13 Seroquel Quetiapine fumarate
Schizophrenia 
medication AstraZeneca and Astellas 4,656 11% 4,198
14 Singulair Montelukast Asthma and bronchial asthma medication Merck and Kyorin 4,582 3% 4,436
15 Humira Adalimumab Rheumatoid arthritis/Psoriasis Abbott and Eisai 4,539 48% 3,064
16 Crestor Rosuvastatin Hyperlipidemia/statin Shionogi and AstraZeneca 4,103 30% 3,154
17 Actos Pioglitazone Type 2 Diabetes Takeda and Lilly 4,063 4% 3,901
18 Effexor XR Venlafaxine Antidepressant/SSRI Wyeth and Almiral 3,994 3% 3,868
19 Lovenox Enoxaparin Anticoagulant Sanofi Aventis 3,860 11% 3,847
20 Lexapro/Cipralex Escitalopram Antidepressant/SSRI Antidepressant/SSRI 3,845 4% 3,698
21 Blopress/Atacand Candesartan
Antihypertensive 
medication/ARB
Antihypertensive 
medication/ARB 3,769 13% 3,327
22 Cymbalta Duloxetine Antidepressant/SSRI Antidepressant/SSRI 3,737 68% 2,231
23 Gleevec Imatinib Anticancer/chronic myelogenous leukemia
Anticancer/chronic 
myelogenous leukemia 3,670 15% 3,050
24 Cozaar/Nu-lotan Losartan
Antihypertensive 
medication/ARB
Antihypertensive 
medication/ARB 3,558 6% 3,350
25 Lantus Insulin glargine Insulin Analogue Insulin Analogue 3,454 21% 2,991
26 Aricept Donepezil Alzheimer's disease Alzheimer's disease 3,438 15% 2,994
27 Risperdal Risperidone Schizophrenia Schizophrenia 3,435 -24% 4,697
28 Aranesp/Nesp Darbepoetin Renal Anemia Renal Anemia 3,362 -12% 3,614
29 Neulasta Pegfilgrastim Neutropenia /G-CSF Neutropenia /G-CSF 3,318 11% 3,000
30 Abilify Aripiprazole Schizophrenia Schizophrenia 3,312 30% 2,554
drugs exceed US$17 billion. In addition, certolizumab 
pegol has only the antigen binding domain (Fab) of 
anti-TNF-α antibody to which synthetic polymer 
polyethylene glycol (PEG) is attached.  PEG increases 
stability in the blood and reduces immunogenicity 
of Fab, which binds to and neutralizes TNF-α.[5] 
However, since TNF-α is an important molecule in the 
immune system, special attention must be paid to the 
Prepared by the STFC based on Major Drug Sales Ranking 2008, 
Uto Brain Co., Ltd. News Release, http://www.utobrain.co.jp/
news-release/2009/0730/index.shtml
Table 1 : World Wide Drug Sales Ranking 2008
Note: Antibody drugs are shown in bold with boxes. 
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possibility of infectious diseases arising.
   On a related note, tocilizumab (Actemra®) is the 
first and only domestically developed antibody drug, 
created through the collaborative research of Osaka 
University and Chugai Pharmaceutical Co., Ltd. It 
also targets inflammatory cytokine, IL-6 receptor, and 
works by inhibiting the binding of IL-6.[6]
(2) Antibody Drugs for Hematologic Cancers
   As shown in Table 2, many antibodies used to treat 
hematologic cancers which target CD20. Many of 
these are used for treating well known hematologic 
cancers such as malignant lymphoma and non-
Hodgkin’s lymphomas. CD20 is a differentiation 
Product Name Brands Target Molecules 
Autoimmune Diseases
Rheumatoid Arthritis
infliximab Remicade TNF-α
adalimumab Humira TNF-α
tocilizumab Actemra IL-6 recetor
certolizumab pegol Cimzia TNF-α
[golimumab] Simponi TNF-α
[ofatumumab] Arzerra CD20
[ocrelizumab] CD20
Multiple Sclerosis
natalizmab Tysabri α4 integrin
[alematuzumab] Campath CD52
Systemic Lupus Erythematosus
[epratuzumab] LymphoCide CD22
[belimumab] LymphoStat-B BLyS
C a n c e r  a n d  R e l a t e d 
Diseases
Hematologic Cancers
rituximab Rituxan CD20
gemtuzumab Mylotarg CD33
alematuzumab Campath CD52
iblitumomab tiuxetan Zevalin CD20
[bevacizumab] Bexxar CD20
[galiximab] CD80
[zanolimumab] HuMax-CD4 CD4
[ofatumumab] Arzerra CD20
Breast Cancer
trastuzumab Herceptin HER2
bevacizumab Avastin VEGF
[pertuzumab] Omnitarg HER2
Colon Cancer
bevacizumab Avastin VEGF
cetuximab Erbitux EGF receptor
panitumumab Vectibix EGF receptor
Cancers of the Head and Neck
cetuximab Erbitux EGF receptor
[panitumumab] Vectibix EGF receptor
Others
[cetuximab] Erbitux EGF receptor
[denosumab] Prolia RANKL
[trastuzumab] Herceptin HER2
[ipilimumab] MDX-010 CTLA-4
Cardiovascular Diseases Myocardial Infarction abciximab Reopro IIb/IIIa
Infectious Diseases RSV Infections
palivizumab Synagis RSV F protein
[motavizumab] Numax RSV F protein
Neural Diseases Alzheimer's Disease
[bapineuzumab] Aβ
[solanezumab] Aβ
Others
Maculopathy ranibizumab Lucentis VEGF
Asthma omalizumab Xolair IgE
Osteoporosis [dinosmab] Prolia RANKL
Prepared by the STFC based on Reference[4]
Table 2 : Main Fields of Diseases, Antibody Drugs on Sale or Being Developed, 
and Their Target Molecules (Main Antibody Drugs on Sale and Under 
Development) 
Bold letters indicate drugs already on the market also in 
Japan. Brackets indicate the drugs that are currently under 
development (Phase 3 or later phase of Clinical Trials). 
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antigen of B cells, however, much remains unclear 
about its function. 
   Rituximab (Rituxan®)[7] is a chimeric antibody drug 
which targets human CD20, and its main mechanisms 
of action are ADCC and CDCC. It is used alone or 
in combination with traditional chemotherapeutic 
drugs. It is a very effective drug which is said to 
have greatly changed traditional treatment. However, 
it's also true that there are noneffective cases and 
relapsed cases. The drugs developed to be more 
effective are ibritumomab tiuxetan (Zevalin®) and 
tositumomab (Bexxar®), which are antibodies bound 
with radionuclides. Both, like rituximab, target 
CD20 and damage the cancerous cells with radiation. 
Ibritumomab tiuxetan came onto the Japanese 
market in 2008, and it is one of the most expensive 
medications, costing over 5 million yen when used in 
conjunction with other medications.[8] Clinical trials in 
the U.S. showed ibritumomab tiuxetan to be effective 
in 80% of the cases, surpassing rituximab’s 56%, 
and more over, it was effective in 74% of rituximab-
resistant cases.[9] 
(3) Antibody Drugs for Breast Cancer 
   Trastuzumab (Herceptin®) is a drug for breast cancer 
(metastatic breast cancer which overexpresses HER2). 
By binding to HER2, a cancer gene product and 
member of EGF (epidermal growth factor) receptor 
family, it blocks growth signals as well as killing 
cancerous cells through ADCC. A clinical trial abroad 
has reported that a combination of traditional anti-
cancer drugs and trastuzumab completely eliminated 
cancer cells in 70% of patients. Pertuzumab 
(Omnitarg®) is another antibody that binds to HER2, 
though the binding site is different from trastuzumab. 
Pertuzumab also has a different mechanism of action, 
as it inhibits the dimerization of the EGF receptors, 
which is the way the EGF receptor family transmits 
signals. The use of pertuzumab in combination with 
trastuzumab increases sensitivity in trastuzumab-
resistant breast cancer patients.[10] 
(4) Antibodies Drugs for Colon Cancer Treatment
  Bevacizumab (Avastin®) is a humanized antibody 
that binds and inhibits vascular endothelial growth 
factor (VEGF). VEGF is a factor involved in 
angiogenesis, and inhibiting this factor cuts the 
nutrient supply and kills cancerous cells. Usually, it 
is used in combination with traditional chemotherapy 
medication. As this mechanism of action is believed 
to be very effective for many types of cancers, its 
use for non-small cell lung carcinoma and HER2 
negative breast cancer has been approved in the U.S. 
In addition, clinical trials are underway for many 
cancers, including ovarian cancer, prostate cancer, and 
kidney cancer and so on. 
   Panitumumab (Vectibix®) and cetuximab (Erbitux®) 
target EGF receptors. They suppress cancer growth by 
blocking the growth signal of the EGF. Panitumumab 
is a fully human antibody and is awaiting approval for 
use in Japan, while cetuximab is a chimeric antibody 
that has already been launched in Japan. 
(5) Preventive Medicine for RSV Infection[11]
   RSV (respiratory syncytial virus) infects the 
respiratory organs of infants triggering bronchitis, and 
though normally patients recover within a week or 
two, the infection can easily get more severe in infants 
with congenital disorders in their cardiovascular or 
respiratory system. There is, however, no effective 
drug to treat RSV infections at the present time. 
Palivizumab (Synagis®) is a humanized antibody that 
binds to the F protein of RSV, and is administered 
to infants with above mentioned disorders as a 
preventative medicine. Motavizumab (Numax®) is 
also a humanized antibody which binds to RSV, and it 
is currently in the process of development. 
(6) Antibody Drugs for Alzheimer’s Disease
  Bapineuzumab and Solanezumab[12] are humanized 
antibodies which bind to β amyloid (Aβ) which 
is believed to be one of the pathogenic factors 
in Alzheimer’s disease. Although some of their 
mechanisms are unclear, since there are no drugs 
on the market to slow the progression of the disease, 
expectations for them are high. It is currently 
undergoing phase 2 of clinical trials. 
(7) Antibody Drugs for Osteoporosis 
  Denosumab (Prolia)[13] is a fully human antibody 
that binds to the molecule required for osteoclast 
differentiation called RANKL. Inhibition of RANKL 
function reduces the activity of the osteoclasts, 
and bone mass reduction is suppressed. Though 
osteoporosis is more common in post-menopausal 
women, since patients receiving hormone treatment 
to treat prostate cancer and breast cancer tend also 
to have bone mass loss, it is awaiting approval as a 
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preventative and also as a treatment for them. 
Approaches to Solving the Issues 
of Antibody Drugs
(1) Reducing the High Costs 
   One of the biggest problems concerning antibody 
drugs is that they are extremely expensive compared 
to other drugs. For example, for postoperative relapse 
prevention, traditional chemotherapy costs around 
500 to 600 thousand yen whereas trastuzumab 
(Herceptin®) costs over 3 million yen.[14] Since these 
medications are often used in combination, the 
medical bill can easily become even more expensive. 
   Small molecule drugs are inexpensive because 
they are produced by organic synthesis with 
relatively inexpensive materials in a relatively simple 
process. On the other hand, since antibody drugs are 
produced in animal cell culture, expensive culture 
media and equipment are necessary. Additionally, 
since antibodies have high molecular weight and 
complex structures with sugar chains added to 
them, purification and standardization analysis are 
complicated.
   One of the approaches to reduce production costs is 
to use a cheaper host than cultured cells. Currently, 
production using E. coli, yeast, insects, plants, and 
chickens are being evaluated. E. coli can provide a 
production system at a lower cost and has a history of 
being used in the production of other protein drugs. 
However, since E. coli is very distant from a mammal, 
there are various differences. Though production 
of proteins with relatively low molecular weights is 
possible, it is difficult to produce human antibodies 
which are complex tetramers with molecular weights 
of over 150 thousand. The common problem among 
all of the above mentioned organisms is that the sugar 
chains attached to antibody molecules are specific 
to humans. Since sugar chains are believed to make 
antibodies stable in the blood and act as recognition 
markers for immunocytes, the lack of these sugar 
chains or addition of structurally distinct sugar chains 
may disrupt the stability of their long-term therapeutic 
effectiveness or the effect of drugs mediated by 
the immune system. However, since we have been 
making great achievements in sugar chain engineering 
in Japan, many expectations are being placed upon 
further development. 
   Now, this discussion has had as its premise antibody 
drugs with complete structure for treating cancers; 
however, in the case of neutralizing antibody, not all 
the structures are required for their drug efficacy.  As 
mentioned in 3-2 (1), certolizumab pegol (Cimzia®) 
is a drug with polyethylene glycol (PEG), a synthetic 
polymer, bound to Fab, its antigen binding region. 
Since Fab alone is a relatively small molecule, it can 
be produced with E.coli to reduce the cost.[5] 
   Another reason for the high cost of antibody drugs is 
that they are administered at much higher doses than 
traditional protein drugs. Therefore, another approach 
is improving their efficacy so that the dosage can be 
reduced. Since this approach would not only reduce 
costs, but also closely correlate to improvement in 
the drugs’ effectiveness, I will discuss this further in 
Highly Notable Technologies section (5-2). 
(2) Searching for New Target Molecules 
   Antibodies are defined by the antigens they 
recognize. Therefore, finding an appropriate target 
molecule is a great challenge, and a common 
challenge shared in any field of drug research. 
Accordingly, disease-causing and regulator molecules 
for biological functions are actively being searched for 
and functionally analyzed in the field of biomedical 
research. 
   To obtain anticancer antibodies, any molecules 
specifically expressed in cancer cells with or without 
important biological functions might be targets. These 
molecules are somewhat like cellular markers or 
differentiation antigens, have little effect on cellular 
function after antibody binding, however, antibodies 
may kill the cell through ADCC as mentioned in 2-3 
(2). Since this kind of molecules can be searched for 
by specificity or quantity of expression, it is relatively 
easily to screen using DNA chips, and extensive work 
has been done to find candidate targets. However, few 
antibodies developed to date recognize only marker 
molecules. Rituximab (Rituxan®) is an exception as 
its target molecule CD20 is an antigen only expressed 
in B cells and its function is not still clearly known. 
(3) Production of Hard-to-Produce Antibodies
   Since antibody drugs target extracellular molecules, 
secreted proteins such as regulatory factors and 
receptors can be targets as well. In particular, 
antibodies that target the extracellular domain of 
molecules which pass through the cell membrane 
multiple times (multipass transmembrane proteins), 
4
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such as some types of receptors and transporters, 
are known to be difficult to produce with standard 
immunological methods using animals such as 
mice. It is considered that antibodies cannot be 
produced through immunization with imperfect 
molecules because of the difficulty in synthesis and 
purification, and even in immunization with the 
cells themselves that express these molecules, there 
are problems such as insufficient expression, small 
size of the extracellular domain, and a similar amino 
acid sequence to that of mice. Because of this, only 
a handful of antibodies have been produced for such 
complex membrane proteins to date. 
   Multipass transmembrane proteins include many 
important traditional drug targets such as receptors 
and channels. Seven transmembrane receptors 
(GPCRs) are well known examples. Therefore, 
antibodies acting on these molecules are potentially 
pharmaceutically effective. Moreover, even if their 
function is unknown or unimportant, these might 
be the target for antibodies if they are expressed 
specifically in cancer cells. Therefore, if we can 
efficiently produce antibodies which have not been 
successfully produced to date for those molecules, 
therapeutic targets will potentially expand greatly. To 
face these challenges, the ways that the expression 
method of immunizing antigens and methods for 
producing antibodies without using animals are being 
evaluated, both of which will be mentioned later in 
Highly Notable Technologies (5-2). 
R e c e n t  R e s e a r c h  a n d 
Development in Technology 
Related to Antibodies
   All drug research and development, including that 
for antibody drugs, are closely associated with basic 
research in biology and medicine. Basic research 
often brings discoveries on causal molecules of 
certain diseases or molecules which are influenced 
to pathological conditions, as well as bringing a 
further understanding of pathology. These newly 
found molecules have potential as drug targets, and 
knowledge of pathology is extremely important for 
directing drug research and development. In addition, 
chemical compounds and antibodies that are the 
basis for the drugs can be useful tools in biomedical 
research. In more than a few cases, target molecules 
and antibody engineering technology for antibody 
drugs have been discovered through the basic 
research conducted in universities and public research 
institutions. In particular, publicly funded research 
projects are being called upon to direct the progress 
of a wide range of basic research and to lead the 
development of new technology. Here I will introduce 
the topics of public research projects in Japan and 
noteworthy pieces of research. 
5-1 Major Public Research Projects
   Antibody drug research and development is 
conducted mainly in the private sector, such as 
by pharmaceutical companies. The importance of 
the continuous basic research being carried out in 
universities has already been mentioned, and here 
I will focus on the major projects which received 
intensive funding in each time period. 
5-1-1 The Search for New Target Molecules
   Many research projects have been conducted to 
find useful genes and to analyze their functions. 
Finding new targets in fields other than antibody drug 
research, such as in the search for classic drug targets 
and in the functional analysis of disease genes, can 
directly lead to antibody targets. Here I will introduce 
relatively large scale projects. 
(i) Human Full-Length cDNA Project (FL Project)[15]
Period: 1996~2001
Support: The Ministry of Economy, Trade and 
Industry
  This was a joint research project with involvement 
by both the public and private sectors, with the 
participation of the University of Tokyo’s Institute 
of Medical Science, the Helix Research Institute, 
the Kazusa DNA Research Institute, and over 
10 private companies, in which novel full-length 
human cDNAs were collected and their sequence 
information was compiled into a cDNA database. 
Annotations were added to collected information 
on cDNAs in an international collaborative project 
called H-Invitational, and made into a database now 
used all over the world. This set of approximately 
30 thousand of full-length cDNAs has provided 
important research materials, and is included as a 
research source in the Millennium Genome Project 
introduced below. 
5
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(ii) Genox Research Institute Inc. (private-public joint 
venture)[16]
Period: 1996~2002
Support: The Ministry of Health, Labor and Welfare
  Research projects were undertaken, co-funded 
by the Organization for Pharmaceutical Safety and 
Research under the Ministry of Health, Labor and 
Welfare (at the time), and 8 other private companies, 
which conducted disease specific gene extraction 
and functional analysis on atopy and allergic 
diseases through collaborations with National 
Children’s Hospital (at the time).
(iii) Millennium Genome Project[17]
Period: 2000~2004
Support: The Ministry of Education, Culture, 
Sports, Science and Technology, the Ministry 
of Health, Labor and Welfare, the Ministry of 
Economy, Trade and Industry and the Ministry of 
Agriculture, Forestry and Fisheries (rice genome) 
  This project was set up to improve treatments, to 
make possible tailor-made drugs, and to develop 
new drugs based on the analysis of disease genes. 
The project dealt with structures and functional 
analysis of human full-length cDNAs, SNPs 
analysis and genetic analysis of important diseases. 
(iv) Genome Network Project [18]
Period: 2004~2008
Support: The Ministry of Education, Culture, 
Sports, Science and Technology
  The aim of this project was to develop new 
therapeutic methods and drugs using the information 
obtained to help understanding the network involved 
in vital phenomena, by analyzing the expression 
regulation and function of the genes and the 
interactions among biological molecules. 
5-1-2 Research and Development of Antibody 
Production and Preparation Technology 
   Some projects aim to reduce the costs of expensive 
antibody drugs by improving the ability to produce 
them or by efficiently preparing antibodies against 
various molecules. The followings are some examples. 
(i) Development of Bioprocesses for Practical Use[19]
Period: 2004~2006
Support: The Ministry of Economy, Trade and 
Industry
   This project was not limited to antibodies, but was 
one in which private companies were assisted in the 
research and development of a production system 
for proteins and other chemical agents using various 
hosts, such as silk worms, chickens, animal cells, 
and yeast. 
(ii) Development of New Functional Antibody 
Technologies[20]
Period: 2006~2010
Support: The Ministry of Economy, Trade and 
Industry
   This project is being conducted with the goal to 
develop technology for the production of antigens, 
to systematically prepare highly specific antibodies, 
to develop basic technology to enhance antigen 
presentation and for prevention of immunological 
tolerance, and to promote eff iciency of the 
separation and purification of antibodies. 
5-2 Highly Notable Technologies
(1) Expression of Membrane Proteins Using 
Baculovirus, and Its Use in Antibody Preparation[21]
   As mentioned in 4-3, antibodies against multipass 
transmembrane proteins are usually difficult to 
produce. One of the approaches was to develop a 
method of synthesizing a large amount of membrane 
proteins as antigens with correct three-dimensional 
structure. In this, a method to hyperexpress the target 
membrane protein on viral particles, which are used 
for immunization has been developed. 
   Professor Takao Hamakubo and collaborators 
at the University of Tokyo’s Research Center for 
Advanced Science and Technology have designed 
the target protein to be expressed on the membrane 
of the baculovirus, which infects insects, and 
developed a method to immunize animals with 
these viral particles. Since baculovirus has a highly 
antigenic membrane protein called gp64, direct 
immunization of baculovirus results in obtaining 
mostly antibodies for gp64. Therefore, by inducing an 
immunological tolerance against gp64 in transgenic 
mice engineered to express gp64, antibodies for the 
target membrane protein were successfully obtained. 
Conversely, engineering a knockout mouse with a 
specific GPCR gene (7-transmembrane receptors) 
inactivated, and introducing viral particles that 
hyperexpress this GPCR yielded antibodies against 
the receptors. This means that even though it is hard 
to produce antibodies when the antigen molecules 
of humans and mice have similar sequences, we can 
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produce antibodies against human antigen in mice by 
genetically eliminating the mouse’s antigen molecule. 
This is an achievement accomplished as a result of 
the project for the Development of New Functional 
Antibody Technologies, discussed in 5-1-2 (2).
(2) Creation of Human-Antibody Producing Mice
   Normally, antibodies are first produced in mice, 
but as mentioned in 2-2, since murine antibodies are 
foreign to humans, they are eliminated by the human 
immune system. For this reason, technologies have 
been developed to produce chimeric and humanized 
antibodies. However, since they still contain 
murine components, multiple administrations may 
induce human antibodies which reduce the drug’s 
effectiveness and increase the risk of side effects. A 
research team at Kirin Brewery Co., Ltd. (currently 
Kyowa Hakko Kirin Co., Ltd.) has engineered mice 
that stably retain chromosome fragments containing 
human antibody genes by using artificial chromosome 
technology. Moreover, by crossing-breeding these 
mice with other mice, engineered by the American 
company Medarex, Inc., that retained other parts 
of human antibody genes, they were successful in 
bringing about a new breed of mice that can produce 
all types of human antibodies.[22] Antibodies produced 
this way are called “fully human antibodies” or 
simply “human antibodies,” and since they can be 
used directly for the development of antibody drugs, 
they are being used by many companies in the world 
for ongoing antibody production. Thus, this is an 
important example of a domestically developed 
technology that is also notable as an internationally 
advantageous research result.
(3) Antibody Production Methods that Do Not Use 
Animals
  When target molecules are difficult to produce 
antibodies by the immunological method in mice, 
there have been various efforts to produce antibodies 
through methods that are more artificial, and that do 
not use animals. In many cases, using no animals 
results in cutting down on time and costs. The 
important points when producing practical antibodies 
are how to ensure the quantity and variety of antibody 
genes, how to screen antibodies with high binding 
activity and specificity, and how to produce antibodies 
without antigenecity. Some technologies have been 
put into practical use recently, and are receiving much 
attention. 
(i) Phage Display
   Phage display is a technique wherein a target protein 
is expressed on the membrane of a phage, a type 
of virus that infects bacteria. This method involves 
concentrating and isolating the phage that express 
the most appropriate aimed protein through various 
screening methods. Since the structural design of the 
protein - the gene - is already in the phage particles, 
its genetic sequence can be obtained and modified 
once the phage is isolated. In the case of antibodies, 
this process is done with various sequences of the 
variable region. By binding the phage to an antigen 
on a carrier, a phage with high binding affinity can be 
collected and amplified, and by repeating this process, 
the phage expressing the most appropriate molecule 
can be selected. 
   The method used by Cambridge Antibody 
Technology (currently MedImmune LLC)[23] is to 
prepare the heavy chain and the light chain genes 
from human B cells and to express them on the phage 
membrane as single-chain antibodies fused with 
phage membrane protein. There are over 1011 varieties 
of these combinations. By connecting the obtained 
variable region genes to constant region genes, fully 
human antibodies are synthesized. The previously 
mentioned TNF-α specific antibody adalimumab 
(Humira®) is a fully human antibody synthesized 
through this procedure. 
   In addition, technology used in MorphoSys AG 
in Germany[24] involves the artificial synthesis of 
the entire genetic sequence of CDR (2-2) and the 
surrounding region (framework), and expressing 
it on the phage membrane in the form of Fab. 
Multiple sequences were made using the genetic 
information of human antibodies, and when combined 
appropriately, there are over 15 billion combinations. 
This technology has been licensed to multiple major 
pharmaceutical companies. 
(ii) Use of Chicken B Cell Lines[25]
   Antibody genes of B cells can be diversified 
artificially by treating chicken cell line DT40 cells with 
histone deacetylase inhibitor, trichostatin A. Since 
antibody molecules to be produced are expressed 
on the cell membrane of DT40, cells expressing 
antibodies to specific antigens can be recovered. It 
is expected that by using chickens, an organism that 
is evolutionally distant from mice, antibodies with 
different specificities from those of murine antibodies 
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can be produced, and that this will also speed up the 
process. Research is underway to use this method 
for drug, and thus the humanization process is 
being evaluated. Chiome Bioscience Inc., a venture 
company founded by RIKEN is commercializing this 
technology derived from RIKEN’s research . 
(iii) Use of Human B Cells
   It would be extremely practical if antibodies could 
be produced using human B cells, as the process to 
modify them can be eliminated. Morphotek, Inc.[26], a US 
company has developed a method to make B cells that 
produce antibodies to the target antigen by co-culturing 
T cells, B cells, and fractions of peripheral monocytes 
with target antigen, as well as obtaining B cells that 
produce antibodies against specific antigens by using the 
serum of patients which contains antigens related to those 
diseases. In addition, the technology that selects the 
ideal antibody through the diversification of antibody 
genes, which is accomplished by accumulating 
artificial genetic mutations in B cells, has already 
been developed. Already, multiple antibodies 
produced through this method are undergoing clinical 
trials. This venture company was bought out by 
Eisai Co., Ltd. in 2007. On the other hand Japanese 
venture company, Evec, Inc.[27] has commercialized 
the technology to produce various types of human 
antibodies using human B cells immortalized by 
Epstein-Barr Virus (EBV) based on the technology 
developed at Hokkaido University. 
(4 )  H i g h  A D CC  A nt i b o d y  P r o duc t i o n 
Technology[28]
   The Fc region of antibodies has a sugar chain 
attached, and cytotoxic immunocytes, such as natural 
killer (NK) cells, recognize these regions and attack 
cells such as cancer cells when these antibodies are 
bound (ADCC:2-3-[2]). These sugar chains have 
complex structures; however, it is known that ADCC 
activity is greatly influenced by the presence or 
absence of a specific type of sugar called fucose at 
the base. When fucose is absent, ADCC activity is 
over 100 fold higher compared to when fucose is 
present. Therefore, when the genes for the enzymes 
that attach fucose were knocked out in CHO cells, 
cells often used in antibody production, the antibodies 
produced with these cells had no fucose. Antibodies 
produced by these cells were found to have much 
more higher ADCC activity, and are now being used 
in the development of antibody drugs. This series of 
research projects was done by Kyowa Hakko Co., 
Ltd. (currently Kyowa Hakko Kirin Co., Ltd.), and is 
currently licensed to domestic and foreign companies. 
Additionally, a company overseas has developed the 
technology to improve ADCC activity by modifying 
the amino acid sequence in the Fc region. 
Future Perspectives
  It is a wonderful progress that antibody drugs 
can now save patients who have diseases for which 
previously there was no sufficient treatment. However, 
treatment with antibody drugs is extremely expensive, 
and from a medical economic perspective, the 
evaluation on cost verses effect will be bitter in the 
future. In this sense, it is important to show reliable 
efficacy within the limited field.
   The majority of the companies around the world 
that are developing antibody drugs are bioventure 
companies such as Genentech or Amgen. Most of 
these are companies with the experience of having 
developed protein drugs in the 1980s. Since antibody 
drugs are protein drugs as well, the know-how from 
those developments is seemed to be very useful. 
In Japan, 3 pharmaceutical companies (currently 
2 due to a merger) have been making great efforts 
to develop antibody drugs, and they all have a 
experience of successfully developing protein drugs. 
In 2005, tocilizumab (Actemra), developed by Chugai 
Pharmaceutical Co., Ltd. was launched as the first 
domestically-developed antibody drug.
   On the other hand, most major pharmaceutical 
companies deal with traditional small molecule drugs. 
At the initial stages of antibody drug development, 
it may be a natural choice for them to continue with 
the development of small molecule drugs with their 
established efficacy, rather than taking risks with 
antibody drugs. However, development of small 
molecule drugs was starting to face difficulties as well. 
With the long history of drug development for their 
main targets - diseases that commonly affect adults 
- such as antihypertensive drugs and hyperlipidemia 
drugs, which gave high degree of satisfaction, were 
already on the market, and there was little room 
left for further improvement. At the same time, the 
development of drugs to treat unmet medical needs 
comes with much difficulty as well, and the number 
of new drugs that are approved each year is slowly 
decreasing. Moreover, even the drugs that boast the 
6
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highest sales face great reductions in their sales as 
soon as their patent expires and generic drugs replace 
them. 
   Compared to the very large group of patients of 
lifestyle disease who receive daily administration 
of medications, the patients that could benefit from 
antibody drugs are relatively small in number. 
Traditionally, pharmaceutical companies were not 
aggressive about developing drugs if it seemed 
unlikely to produce big sales. However, due to the 
high prices of antibody drugs as well as their high 
effectiveness within a small disease sector, there were 
5 drugs in the top sale ranking as indicated in Table 
1, marking a double-digit increase in sales compared 
to the previous year. At present it is believed that 
replacing these antibody drugs with generic drugs 
will not be as easy as it was for small molecule drugs. 
For these reasons, major pharmaceutical companies in 
the world are starting to have dealings with antibody 
drugs through merges and partnering. 
   As previously stated, drug development is very 
closely related to basic research in Biology and 
Medicine. In particular, information about target 
molecules and their functions as well as their 
involvement in pathology mostly come from basic 
research conducted in universities and public research 
institutes. In recent years, major pharmaceutical 
companies around the world are reducing the size of 
the departments for basic research and starting to rely 
on venture companies and their sources of knowlege, 
universities, for this information. Antigens which are 
new targets for antibody drugs, antibody itself and the 
next generation of drugs, such as nucleic acid drugs 
and cancer vaccines, are all based on the knowledge 
obtained from basic research, and the public research 
such as that being conducted in universities will be far 
more important in the future. 
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Trends of Research on Covalent-Network Materials
 with Novel Functionalities
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Introduction
   Cluster compounds, cage compounds and net-
like layered materials are representative materials 
where atoms form a network. I will call them “atomic 
network materials,” as opposed to individual carbon 
network material or boron network material, in order 
to focus on the similarities of these as-yet largely 
unknown network materials.  
   This new idea of atoms forming a “network” 
may lead to innovation and the discovery of novel 
functions when used for designing materials. One 
of the new functionalities receiving a great deal of 
attention is the successful design of network material 
that conducts electricity but not heat. This provides 
new possibilities for thermoelectric conversion. Here 
I will introduce research trends and a developmental 
strategy focusing on the notable characteristics that 
provide the functionality for these materials. 
Potential of Atomic Network 
Materials
2-1 Concept of Atomic Network Materials
   Cluster compounds are compounds mainly 
composed of polyhedral atomic clusters (e.g., boron 
icosahedra, boron octahedra) as shown in the upper 
part of Figure 1. One well-known example is carbon 
C60 fullerene. In cage compounds atoms form face-
sharing surfaces constructing a cage-like structure. 
Examples of cage compounds, as shown in the middle 
part of Figure 1, include clathrate compounds and 
skutterudite compounds. In addition, net-like layered 
materials have an infinite two-dimensional net-like 
structure composed of atoms, as shown in the bottom 
part of Figure 1. Graphite related materials are well-
known examples of this. 
           To date, the main focus of research on these 
network materials was carbon materials (C60, 
fullerene, graphite related materials). However, as 
shown in the periodic table in Figure 2, elements of 
groups 13, 14 and 15, surrounding carbon, also form 
network materials. Unlike carbon materials, some 
form a strong covalent bond between the basic unit of 
the clusters, which may produce a variety of merits. 
However, unlike carbon materials, these materials 
have not yet been thoroughly researched and their full 
potential has yet to be reached. A more systematic 
view may be gained of these materials and possibly 
lead to new ideas by considering them collectively as 
“atomic network materials,” to include all individual 
(carbon and boron and other) network materials. 
  To easily grasp the structure of these materials 
systematically, picture the two-dimensional sheet of 
atoms in the bottom of Figure 1 to be like “paper.” 
These sheets of paper are crumpled up to form a cage 
with an opening, where other openings are attached 
to form the middle figure. When they are crumpled 
up even further into a ball, we get the upper figure 
in Figure 1. All of the network materials pictured in 
Figure 1 include large metal atoms, and depending 
on the topology of the network, their location can 
be systematically assumed, as these atoms are 
sandwiched between the sheets (bottom), placed inside 
the cages (middle) or in between clusters (top). 
2-2 Potential as Functionality Materials
   A recently discovered functionality of atomic 
network material is receiving attention: “electrical 
conductivity” without “thermal conductivity.” In 
addition, boron network materials, previously valued 
only for their durability in such applications as nuclear 
reactor walls or as helicopter armor material, was 
discovered to be more than just a “shield”; they can 
also function as a magnetic medium. One property 
1
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Boron cluster Encapsulated metal
Boron cluster compounds
Cage (Clathrate) Compounds
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cage network
Cage (Skutterudite) Compounds
Network of P, Sb etc
Two-dimensional Net-like Layered 
Material
Encapsulated 
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Mother atom composing two-dimensional net
Side view Top view
MB2 (M refers to metal elements) and similar compounds RTB4, R2TB6, etc. (R: Rare-earth, T: Transition metal, [M]/[B]=1/2)
Compounds Analogous to 
Graphite-like AlB2 type
“Tiling”
5, 6, 7- boron ring
5, 7-boron ring
R2AIB6
=[M]3[B]6
=[M][B]2
RAIB4
=[M]2[B]4
=[M][B]2
Prepared by the STFC based on Reference[1,2,3,27,29]
Figure 1 :  Examples of Covalent-Network Materials
Tm2AIB6(a)
TmAIB4(b)
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to emphasize is that both the metallic atom inside the 
network and the network topology both act strongly 
on the physical properties to produce the functionality. 
   As shown here, the potential of atomic network 
materials has yet to be developed. However, these 
materials share potentials that are superior to other 
materials at the initial stages of the development of 
useful functionality. These potentials are: 1) advantage 
in the mid- to high-temperature range, 2) creation 
and control of the function by insertion of metal 
atoms or the selection of these atoms, 3) flexibility of 
atomic network control, 4) high functionality inhered 
by the network itself, and 5) safety and abundance 
of resources. Development and strategy on each 
Prepared by the STFC
Figure 2 :  Examples of Main Mother Elements of Network-Forming Atomic 
Network Materials in the Periodic Table (shaded elements)
Source :  Prepared by the STFC based on Reference[1,2]
Figure 3 : Image of Functional Development of Atomic Network Materials
Idea for Developing Functionality of Covalent-Network Materials 
“Composite”-like thinking
Maintain the “durability” 
of the covalent-atomic 
network of boron, etc.
Metal atoms inserted in the 
network become a source of 
property creation and control.
Abundant and safe elements 
are the main components, B, 
Si, Ga, Sn, P, etc.
Control of Network Sequence
Discovering the high function engrained in the 
“container”, i.e. the atomic network itself
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potential will be discussed in the next chapter. Figure 
3 shows the conceptual diagram of the functionality 
development of atomic network materials.
Developmental Strategy to Apply 
the Potential of Atomic Network 
Material as Functional Materials
3-1 Advantage in Mid- to High-Temperature Range
   Atomic network materials composed of strong 
covalent-networks generally possess appealing 
mechanical and chemical characteristics, such as 
mechanical stability in the mid- to high-temperature 
range, chemical stability (i.e., acid resistance) and 
low compressibility. In particular, boron network 
materials are light and hard, second only to diamond 
in hardness. The following methods of adding high 
functionality will allow the production of functionality 
materials that can be used in the mid- to high-
temperature range and/or in an acidic environment.[1,2]
3-2 Creation and Control of Function by Insertion 
and Selection of Metal Atoms
   The materials introduced here generally form 
semiconducting matrixes. The insertion of metal 
atoms into the atomic network, i.e., the existence of 
encapsulated metal atoms, causes charge transfer. 
This enables electronic properties, including p-type 
and n-type semiconducting behavior, to be controlled, 
also leading to possible metallization and the 
development of superconductivity. Superconductivity 
was successfully induced in clathrate and skutterudite 
compounds by inserting metal atoms (middle part of 
Figure 1). In addition, MB2 materials possessing two-
dimensional boron graphitic surfaces (bottom part 
in Figure 1, where M refers to the metal element and 
B refers to boron) drew an enthusiastic response all 
over the world after superconductivity at relatively 
high temperatures was discovered, depending on the 
selection of encapsulated metal atom, in that case, Mg. 
(Details are discussed in 4-2.) In addition, the control 
of magnetism and photoluminescence properties by 
encapsulated metallic atoms is also attracting a great 
deal of attention. 
   Encapsulated metal atoms are located inside the 
cage in typical cage compounds, in between clusters 
of atoms in cluster materials such as boron materials, 
and sandwiched between the net-like sheets in two-
dimensional compounds 
   One prominent example of constructing a new 
function is the control of thermal conductivity. Metal 
atoms encapsulated inside the big cage of clathrate 
and skutterudite compounds “rattle,” which triggers a 
scattering of the phonons conducting heat and thereby, 
reduces thermal conductivity.[3-6] This was proposed 
by Slack from the United States as a postulated 
material with a new concept, Phonon Glass Electron 
Crystal (PGEC) in 1994.[7] The postulated material 
was glass-like (not thermal conductive) from the 
perspective of phonons which conduct heat. At the 
same time, the material was crystal-like from the 
perspective of electrons, since electrons (electricity) 
Heat
Encapsulated metal
Mother atom 
composing the 
network
Source :  Prepared by the STFC based on Reference[7,19]
Figure 4 : Image of Rattling
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were easily transferred. In clathrate and skutterudite 
compounds, when metal atoms are encapsulated 
in the large space inside the cage network, due to 
the weak bonding between the metal atom and the 
atoms constructing the cage, the metal atoms start 
“rattling”, creating low frequency Einstein oscillators 
and subsequently reducing the thermal conductivity 
by resonance scattering of acoustic phonons, which 
have a strong influence on thermal conductivity. On 
the other hand, for the electric conductivity, electrons 
are easily transferred due to the band formed by 
the covalent-cage network. Therefore, this PGEC 
postulated material was successfully materialized 
in the form of cage materials such as clathrate and 
skutterudite compounds with encapsulated metal, 
proving, for the first time, the existence of sought-after 
thermoelectric-conversion materials that are capable 
of good electric conductivity with poor thermal 
conductivity. The applications of these thermoelectric 
conversion materials will be discussed in Chapter 4. 
3-3 Flexibility of Atomic Network Control 
   With atomic network materials, it is relatively easy 
to substitute the atom constructing the network with 
another atom located close to the original atom in 
the periodic table. The change in charge caused by 
this substitution enables flexible control of electronic 
characteristics. For example, substitution of carbon and 
boron in boron carbide produces the small polaron, 
a special charge carrier, which leads to a successful 
change of electronic characteristics[8,9], and creates 
possible use as thermoelectric conversion material 
discussed later. Substitution of boron with carbon in 
boron carbide can be done in wide composition range, 
taking a composition of B12+xC3-x (0.06 ≦ x ≦ 1.7). 
In other words, while being a crystalline non-alloy 
material, it can take a very wide range of composition 
from B4.1C to B10.5C. Such flexibility of these atomic 
network materials is useful. Furthermore, the addition 
of a small amount of ternary elements, C, N and Si, 
in boron cluster compounds will form bridging sites 
that enable a generation of new cluster sequences, 
i.e., new crystal structures.[1,2] With the change of 
cluster sequence, rare-earth atoms occupying cluster 
gaps form specific sequences, leading to interesting 
characteristics such as multi-dimensional magnetic 
phenomena.[10]
3-4 High Functionality Inhered by the Network 
   In atomic network materials, the network itself 
inheres high functionality. In particular, boron 
cluster compounds are attracting attention for such 
functionality as controllability of thermal conductivity 
and a built-in novel magnetic mediator. These new 
functionalities are given by the characteristic topology 
of atomic network materials. 
   Firstly, for thermal conductivity, boron cluster 
compounds possess low thermal conductivity despite 
being hard materials. This is an interesting property 
since harder materials are generally expected to have 
higher thermal conductivity. Origins of this property 
include such factors like the complexity of the crystal 
structure,[11] proximity to the so-called amorphous 
limit,[12] and the large number of atoms in the unit 
cell. In addition, the influence of disorder within the 
network on thermal conductivity was suggested to be 
much stronger than expected.[1,13] If we analyze the 
influence of disorder in the network in greater detail, 
there is a strong possibility of developing a method to 
take more control over thermal conductivity without 
losing electrical conductivity in the future. In addition 
to this disorder, the incongruity of the symmetry 
of the whole crystal and the five-fold symmetry of 
boron icosahedra is also believed to contribute to the 
low thermal conductivity. In that sense, low thermal 
conductivity is a function engrained in the boron 
atomic network itself. Research conducted in Japan 
has contributed greatly in this field. 
   In addition, strong magnetic coupling exceeding 
conventional expectations was recently observed 
in boron icosahedra (B12)–containing compounds, 
which were believed to have little magnetism due to 
being localized f-electron insulators. This magnetism 
appeared in a variety of forms and dimensions, 
such as three-dimensional long-range order, two-
dimensional spin glass and one-dimensional and 
dimer-like transition. With the magnetism, boron 
icosahedra clusters, which are the skeletal structural 
components, are now revealed to act as a new 
mediator of magnetic interactions. This means that 
the skeletal component of the network structure, boron 
clusters, not only provides durability to the compound, 
but also a higher function as new magnetic mediators.
[1,10] Though the mechanism is as-yet unknown in 
detail, since boron octahedral clusters do not have this 
function, it is suggested to require the unique symmetry 
of the icosahedra.[14] Clarification of this mechanism 
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is expected to improve the functionality of boron 
compounds as well as already existing magnetic 
materials. 
3-5 Safety and Abundance of Resources
   The elements composing the atomic network 
materials discussed in this paper are such elements 
like B, Si, Ge and P, which are relatively abundant 
and have low toxicity. Though some encapsulated 
metal atoms can be rare or toxic, they are not the 
main component, but rather are only required in mere 
“pinches”, so we do not have to worry about their 
scarcity or toxicity. In addition, since encapsulated 
rare-earth elements can be freely substituted, we can 
use yttrium (Y) which is relatively abundant and safe. 
Application of Atomic Network 
Material
 
   Here, I will list examples of atomic network 
materials that are coming to be applied as functional 
mater ials. These examples use a var iety of 
functionalities of different atomic network materials, 
and are believed to have great potential for a wide 
range of applications. 
4-1 Mid-to High-Temperature Range Thermoelectric 
Conversion Material
   One of the great challenges that modern society 
faces is how to use energy most efficiently. Because of 
this, a thermoelectric converter that can convert waste 
heat into useful electricity is a very appealing tool. 
Waste heat from factories, incinerators and piping of 
power plants release massive unused energy in the mid-
to high-temperature range of 500-1000 ºC. In addition, 
since only about 20% of the energy used in cars is 
used effectively, a material that can effectively convert 
even just a part of that waste heat energy to electricity 
will be a great contribution to society.[15] For example, 
if all cars in Japan installed waste heat-utilizing 
systems with a 20% thermoelectric conversion rate, 
it is estimated to lead to approximately 40 million 
tons of CO2 reduction per year. This on its own is 
12% of Japan’s greenhouse gas reduction target (25% 
reduction compared to 1990).[15] 
   The figure of merit of thermoelectric conversion 
material can be calculated using the following 
equation. 
ZT=α2・σ・κ-1  (1)
(where α=Seebeck coeff icient, σ=elect r ical 
conductivity and κ=thermal conductivity)
   From equation (1), we see that a good thermoelectric 
material conducts electricity but not heat and also has 
a large Seebeck coefficient. Thermoelectric materials 
already used, such as BiTe, have a ZT value of around 
1, setting a target ZT value of 1 or more for materials 
under development for practical application. In 
addition, considering that waste heat material would 
be used in the mid- to high-temperature range, there 
is a need for materials that are durable as well as 
highly functional for thermoelectric conversion in this 
temperature range. 
   Atomic network materials that pass all these criteria 
have recently been discovered and will be introduced 
below.[3-6,16-18]
4-1-1 Boron Network Materials
   One characteristic of boron is its lack of an electron, 
compared to carbon which also forms a cluster or 
layered-network (fullerene and graphite related 
materials etc.). For example, B12 boron icosahedra, 
which are bound together as clusters, lack two 
electrons. This is because, in the electronic orbital, 
there are 38 electrons in total, 26 electrons in the 
bonding inside the cluster and 12 in between clusters. 
However, since boron has three electrons in its outer 
shell, there are only 12×3=36 electrons inside the 
clusters, lacking two electrons. Therefore, it goes well 
with rare earth elements, which donate electrons while 
compactly snuggling in between clusters, forming 
Prepared by the STFC
Figure 5 : Five-fold Symmetry Axis of Boron Icosahedra
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various rare earth-boron compounds.[1] 
  In addition, boron has strong bonding not only within 
its atomic network unit, boron icosahedra clusters, but 
also in between these clusters. As a result, they form 
extremely durable atomic network materials. It also 
possesses a characteristic of low thermal conductivity, 
which originates in the network. The properties of 
these boron network materials are garnering high 
expectations as thermoelectric conversion materials 
at high temperatures. A quarter of a century ago, 
boron carbide (“B4C”) was discovered to be a good 
p-type high temperature thermoelectric conversion 
material, and subsequently, Hi-Z Technology Inc. of 
the United States has commercialized boron carbide 
as a p-type semiconductor material. However, in order 
to make thermoelectric modules, similar materials in 
both p-type and n-type materials are necessary, and a 
good compatible n-type compound pairing with boron 
carbide had long been missing despite great efforts 
made all over the world. 
   However, progress was made recently. A novel group 
of rare earth borides, RB15.5CN, RB22C2N, RB28.5C4 
(R refers to rare earth element), was successfully 
synthesized with a small addition of C or N, which 
act as bridging sites to form new arrangement of 
the atomic network and therefore, new boron cluster 
compounds. Rare earth atoms encapsulated in these 
new boron networks have characteristic sequential 
structures. Though it was serendipitous, these 
compounds, due to this sequential structure, was 
found to intrinsically exhibit n-type properties for 
the first time as boron icosahedra cluster compounds, 
and are the long awaited n-type counter part of boron 
carbide (Figure 7).[16-18]
  In addition, among the newfound boron cluster 
compounds, RB44Si2 showed an excellent p-type 
thermoelectric quality; and with lower melting points 
compared to boron carbide, possess a synthetic 
advantage, wherein they have potential to replace 
boron carbide in the future. Moreover, RB44Si2 shows 
a Seebeck coefficient of more than 200 μV/K at a 
temperature of more than 700 ºC, and also exhibits 
rare and attractive thermal dependence evidenced in 
a sharp increase of the figure of merit with increase 
of temperature in this high-temperature range. When 
compared to a well-known higher boride RB66, the 
new RB44Si2 compound sustains the low thermal 
conductivity of the boron cluster network with 
significant improvement in the electrical quality. 
Without heteroatom doping or substitution of the 
network mother atom (boron), the figure of merit 
obtained by extrapolating the measured physical 
parameter values to 1000 ºC, the ZT is estimated to be 
around 0.2. Considering the rarity of compounds with 
such durability at high temperatures, more research 
should be conducted in the future.[16-18] 
  These new compounds, RB15.5CN, RB22C2N, 
RB28.5C4 and RB44Si2, have great potential for 
Power Plant Cars Factories Incinerators
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thermoelectric conversion of the massive unused 
energy in the high temperature range. Since these 
compounds were just recently discovered, they are 
expected to be researched more intensively now with 
such strategies to design physical properties using 
their advantage as functional materials, as discussed 
in the previous chapter.[16-18]
4-1-2 Clathrate Compounds (Si, Ge, Ga, Sn)
   The most eminent characteristic of clathrate 
compounds is that metal atoms are encapsulated in 
cage structures composed of such elements as Si, Ge, 
Ga and Sn (though the cage is empty in some cases). 
These encapsulated metal atoms are sometimes 
called “guests,” and cause a reduction of thermal 
conductivity by dispersing heat-conducting phonons 
through “rattling,” as previously mentioned (Figure 
4). In addition, they enable electronic states and 
properties to be controlled through charge transfer, 
contributing to the high functionality. The structure 
of clathrate compounds is shown in Figure 8 with 
A8W46 as an example. In the chemical formula, “A” 
refers to Alkaline metal or Alkaline earth metal, while 
“W” refers to atoms forming the skeletal structure, 
such as Si, Ge, Ga and Sn. As shown in Figure 8, their 
basic units are dodecahedral of W20, tetradecahedral 
W24, and hexadecahedral W28, which form face-
sharing cages. Clathrate compounds have a relatively 
large Seebeck effect in the above equation (1) of the 
thermoelectric figure of merit, and there are some 
promising candidate compounds for thermoelectric 
conversion material with good electric and poor 
thermal conductivity, such as A8Ga16W30 (“A” refers 
to alkaline metal or alkaline earth metal while “W” 
refers to Ge or Si) and A8Zn4W42 (“W” refers to Sn).[3]
   Both the charge and the size of the encapsulated 
metal contribute to the rattling, and the property of 
the compound is easily controlled through them. 
Therefore, the selection of the encapsulating metal 
atom is important. The mother atom forming the 
cage network can also be substituted quite freely. For 
example, Ge or Si can be partly substituted with Ga in 
the aforementioned A8Ga16W30; and in A8Zn4W42, Sn 
can partly be substituted with Zn. These substitutions 
of mother atoms can lead to the targeted property. 
For example, in our case, they can enable tuning for 
thermoelectric conversion property. 
   Depending on the constituent element, clathrate 
compounds have high heat resistance due to their 
covalent-network, and are therefore expected to be a 
good thermoelectric material in the mid-temperature 
range of up to 600 ºC. Although this temperature 
range is not as high as that for the aforementioned 
boron cluster compounds, it is higher than the one 
for commercialized thermoelectric materials such as 
bismuth telluride. 
   Recently, a novel clathrate structure was discovered 
through a new synthetic method,[19] so the material 
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design with elements which have never been utilised 
before should be one of the research targets in the 
future. 
4-1-3 Skutterudite Compounds
   Skutterudite compounds, as shown in Figure 9, 
form an octahedral framework with Phosphorus (P) 
or Antimony (Sb) sharing the apex. Like clathrate 
compounds discussed above, they have encapsulated 
metal atoms inside the cage-like (in this case, 
octahedral) structure, and, similar to boron cluster 
compounds, they can contain metal atoms in between 
cluster structures. 
   Since these two types of encapsulated metals enable 
control of the property of skutterudite compounds, 
promising developments were made regarding their potential 
as thermoelectric conversion materials.[6] Skutterudite 
compounds without encapsulated metal atoms are 
non-conductive, but their electrical resistivity can 
be significantly reduced by inserting metal atoms. 
While the Seebeck coefficient significantly decreases 
in normal materials as they get closer to metals with 
larger carrier numbers, skutterudite compounds 
maintain a large effective mass and thus a relatively 
large Seebeck coefficient, due to hybridization 
between the encapsulated metal and atoms forming 
the cage. In addition, like clathrate compounds, they 
have low thermal conductivity due to rattling of 
encapsulated metal atoms. The temperature range for 
their effective use is similar to clathrate compounds, 
up to 600 ºC. 
   Recently, after a report on a compound with a figure 
of merit of approximately 1, further research is greatly 
anticipated. In addition, as mentioned before, since a 
good pair of p-type and n-type is required to make a 
thermoelectric conversion module, one of the focuses 
of research should be the regulation of a skutterudite 
compound from that perspective. 
4-2 Superconducting Material 
   Superconductivity refers to the phenomenon where 
electrical resistivity turns to zero at a certain critical 
temperature. Intensive research and development 
of superconductive materials is being conducted to 
solve energy problems. Here, I will talk about the 
superconductivity of atomic network materials. 
   Since atomic network materials are mainly 
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Figure 9 : Example of Skutterudite Compound Structure, 
MFe4P12
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Figure 10 : Structure of Superconducting Material K3C60
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constructed with relatively light elements, such 
as boron, they are appealing in terms of inducing 
superconductivity because of the generally strong 
phonon coupling. In addition, as mentioned before, 
atomic network materials possess great controllability 
of electronic property through encapsulated metal 
atoms in the network and/or substitution of the mother 
atom of the network. 
   For example, K3C60, made by inserting alkaline 
metal into a carbon cluster solid, C60 fullerene (Figure 
10), is found to show superconductivity;[20] and 
depending on the combination of encapsulated metals, 
compounds with a relatively high superconductivity 
transition temperature of 33 K have been obtained.[21, 22] 
The two-dimensional net-like graphite intercalated 
compounds which will be discussed in more detail in 
the next section can also achieve superconductivity 
through the encapsulation of metal between the 
surfaces of the atomic nets, despite all the composing 
elements being non-superconducting.[23]
  A discovery in 2001 made a convincing argument 
for people to reevaluate atomic network materials 
composed of elements other than carbon; it was 
the discovery of superconductivity of MgB2 at 39 K.[24, 25] 
MgB2 is a boron compound with a graphite-like 
two-dimensional net-like structure (Figure 11). 
Though this compound was known for 50 years, its 
superconductivity was never noticed. The 2001 report 
on the superconductivity of MgB2 has been referenced 
more than 2000 times since, collecting a great deal of 
attention from all over the world. As for skutterudite 
and clathrate compounds, superconductivity has been 
successfully induced by controlling encapsulated 
metal atoms, though the network matrix is usually 
insulating/semi-conducting.[26,27] 
  As ev idenced with the d iscover y of  the 
superconductivity of MgB2, the superconductivity of 
non-carbon atomic network materials has yet to be 
sufficiently researched. As mentioned in 3-3, atomic 
network materials have an increased potential for 
creating/finding new compounds by inducting new 
changes in the network itself. However, effective and 
systemic search is required.
4-3 Electrode Material for Batteries
   Carbon layered materials, particularly intercalated 
graphite compounds in which a heteroatom is 
inserted between the surfaces of graphite, have been 
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Figure 11 : Structure of Superconducting Material MgB2
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Figure 12 : Example of Graphite Intercalated Compound 
Structure
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Figure 13 : Graphite Intercalated Compound Sc2B1.1C3.2 with regular boron and carbon 
graphite-like surface
Q U A R T E R L Y  R E V I E W  N o . 3 5  / A p r i l  2 0 1 0
33
researched intensively since the 1980s. For example, 
some lithium batteries use the electrode material LiC6. 
   On the other hand, compared to carbon materials, 
research on boron compounds is lagging, and even for 
MgB2, which has a similar structure to intercalated 
graphite, not much progress had previously been 
made on the research of its electrical properties as 
mentioned above. Though, unlike carbon graphite, 
two-dimensional boron graphitic structures do not 
exist on their own, because boron lacks electrons, 
compared to carbon, they can take on a graphite or 
graphite-like structure depending on the combination 
with encapsulated metal atoms. In this case, these 
metals are sandwiched between the infinite two-
dimensional surfaces, and as shown at the bottom of 
Figure 1, two-dimensional surfaces of boron form not 
only hexagon- but also pentagon- and septagon-based 
compounds with interesting properties, depending on 
”tiling” variations of the polygons.[2] 
  In addition, there was the discovery of a new 
compound in which boron and carbon are mixed 
regularly on the two-dimensional graphite-like 
surfaces (Figure 13).[29] This compound showed 
large anisotropy similar to graphite-intercalated 
compounds, and the atomic layers sandwiched 
between the graphitic surfaces could be removed with 
oxidizing agents. It is interesting that this compound 
has a larger number of atoms in between the surfaces 
compared to normal carbon graphite intercalated 
compounds, and compounds like this can possibly 
become battery material as research for scandium 
replacement continues. Since hundreds of graphite-
intercalated compounds purely composed of carbon 
were evaluated already, these new mixed compounds 
have more potential for the future. 
Expectations for the future 
   As mentioned in Chapter 4, one of the important 
applications of atomic network material is in 
thermoelectric conversion. With the demand for 
an efficient use of energy, the competition over 
the development of mid-to high-temperature 
thermoelectric conversion material has intensified all 
over the world, and development of useful material 
in this field that enables efficient use of waste heat 
will have a great impact on our society. Therefore, 
significant research and development funding has 
been granted in Europe and the United States. For 
example, in the United States, in addition to already 
existing projects, four more projects dealing with 
thermoelectric conversion material research were 
included in the Energy Research Centers (duration: 
more than five years; Funding: 200-500 million yen/
year each) adopted by the Department of Energy 
(DoE). In the car manufacturing industry, BMW 
and Volkswagen have already made and reported 
prototype cars that use thermoelectric conversion 
materials. As mentioned before, since only about 20% 
of energy used by cars is used efficiently, efficient 
use of waste heat will be highly rewarding, and thus 
the competition to develop thermoelectric conversion 
material for cars is intensifying increasingly. The 
International Conference on Thermoelectrics is 
held annually; however, the 2009 conference held in 
Germany hosted double the participants compared 
to previous years, reflecting the public’s interest in 
thermoelectric conversion material. 
   Traditional bulk thermoelectric conversion materials 
with high performance were mostly based on 
tellurium (Te) or lead (Pb),[30,31] leaving concerns about 
scarcity and/or toxicity for a wide range of uses in the 
future. Atomic network materials made mainly with 
safe and abundant elements are favored as a starting 
point. In addition, atomic network materials have the 
advantage of being stable in the mid-to high-range 
temperatures and of having controllable thermal 
conductivity as mentioned before. A few important 
discoveries have already been made with groups, 
led by Japanese researchers, leading us to hope for 
further development on atomic network material as 
thermoelectric conversion material at the mid- to high-
temperature range in Japan. 
   At present, in order to materialize application as 
thermoelectric conversion material, regarding the 
thermal conductivity, the main focus of research has 
been in how to reduce the thermal conductivity of 
atomic network materials. Atomic network materials 
have various advantages such as controllability 
of heat conductivity and of electronic properties 
such as band gaps, and generally possess a semi-
conductive framework. From that perspective, 
research investigating the potential of these materials 
as next generation semiconductors or mid- to high-
temperature range semiconductors (not limited to 
thermoelectric application) is still insufficient. 
   On the other hand, considering energy efficiency 
in devices, it naturally follows that use in mid- to 
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high-temperature range is also required. In addition, 
as devices become more accumulated and dense, 
functional materials that are durable and function 
even at higher temperature will be needed. Since 
mid-to high-range temperature stability is generally 
engrained in atomic network materials, the potential 
of these materials for mid-to high-temperature range 
thermoelectric conversion integrated in devices, and 
also more generally, as semi conductors, should be 
researched further. 
   The great attraction of atomic network material 
is that, through the addition of heteroatoms, a new 
network sequence can be produced and thus make 
new compounds. In addition to the flexibility and 
important role of encapsulated metal, the characteristic 
topology that strongly acts on the properties is also 
appealing. For example, the boron icosahedra cluster 
was discovered to function as a new magnetic 
mediator. The challenges that basic research will 
face in the future include analysis and understanding 
the formation process of network sequences more 
logically and in detail, as well as enabling freer 
design of atomic network materials. In addition, with 
research to reveal the properties of these materials 
with strong structure-property relationships, it is 
important to obtain a clearer understanding of this 
relationship. Through these research achievements, 
we can generate atomic network materials with the 
characteristic topology associated with target property, 
and thereby obtain custom-made functional materials. 
As a whole, not only for carbon material research, 
which has already been active, systemic and strategic 
research and development are necessary for dealing 
with promising atomic network materials element by 
element. 
   Considering international movements, the National 
Boron Research Institute, which promotes research 
for boron application, was founded recently in Turkey, 
where 70% of the world’s boron is deposited. In 
particular, in the field of boron network materials, 
where Japan has been taking the lead in international 
research, we should establish a strong research 
base and achieve patenting by actively progressing 
development and research on functional materials, 
from where close cooperation can be forged with such 
countries with resources. 
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Gap Between Research and Implementation
— Prediction of Tokai Earthquake —  
Shozo maTSumura
Affiliated Fellow
Introduction
   In the early morning of August 11, 2009, an 
earthquake with magnitude of 6.5 occurred in 
Suruga Bay, shaking such cities as Omaezaki and 
Yaizu with an intensity of 6 or lower. Since the 
threat of a “Tokai earthquake” had been touted for 
more than 30 years in Shizuoka Prefecture, many 
people in the prefecture thought that “it (the quake) 
was finally here.” Shortly afterward, however, 
they learned that it was not a Tokai earthquake 
after all, but were still concerned that the tremor 
may have been a precursor to a Tokai earthquake. 
This is a legitimate concern. However, earthquake 
researchers have so far been unable to produce any 
satisfactory answers.
   In any field of science, in order to spread research 
results to society and see them reflected in real life, 
in other words, in order for research results to be put 
into practice, there are several steps that have to be 
followed, such as ascertaining the effectiveness of 
the research results and preparing a manual. This is 
why there is always a certain discrepancy between 
research and implementation. It may be difficult to 
bridge the discrepancy, but if research advances, 
implementation is expected to progress along with 
it.
   In the field of earthquake prediction, however, 
such a scenario cannot be expected. There have been 
no successful examples of earthquake prediction 
and therefore it would be questionable to discuss 
the “implementation” of earthquake prediction. 
Generally speaking, it is extremely difficult to 
predict earthquakes. In previous reports, I already 
explained that there are no examples of earthquake 
prediction backed by scientif ic verif ication.  
However, as far as “Tokai earthquake prediction” is 
concerned, it without doubt falls into the category 
of “implementation of earthquake prediction.” 
So what is the current situation of “research and 
implementation of Tokai earthquake prediction?”
  As shown in Table 1, diverse organizations are 
involved in Tokai earthquake prediction in their 
respective fields. Among them, the one that is 
actually engaged in earthquake prediction is the 
Earthquake Assessment Committee for the Areas 
Under Intensified Measures Against Earthquake 
Disaster (hereinafter referred to as EAC), which was 
established within the Japan Meteorological Agency 
in 1979. On the other hand, the Coordinating 
Committee for Earthquake Prediction, which was 
established in 1969, is a forum for researchers at 
universities and national research institutes. As 
can be seen from the fact that the predecessor of 
the EAC was the Tokai Earthquake Assessment 
Committee (Tokai EAC), which was established 
within the Coordinating Committee for Earthquake 
Prediction, there was no major separation between 
“research” and “implementat ion” of Tokai 
earthquake prediction. However, due to a series 
of unforeseen events observed in the last ten 
years or so, the Tokai earthquake has prompted 
unexpected topics of discussion. Researchers’ 
perception of the Tokai earthquake is no longer 
simple. However, it is not advisable to change the 
earthquake prediction system every time a new 
view or idea about Tokai earthquakes is published. 
This is because the research and implementation of 
earthquake prediction, which had originally been 
viewed from the same perspective, have gradually 
begun to lose touch with each other and can no 
longer be measured by the same yardstick. Under 
such circumstances, earthquake prediction is not 
accurately communicated to the local communities 
likely to be affected by earthquakes.
1
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2
   The purpose of this article is to renew the 
perception of Tokai earthquake prediction held by 
the researchers involved, by shedding light on the 
gap between research and implementation, and, at 
the same time, express our hope and expectations 
for their further efforts. As a starter, the background 
leading up to the establishment of the EAC will be 
reviewed in Chapter 2. Then, arguments for and 
against Tokai earthquake theories will be introduced 
in Chapter 3, newly-discovered events and 
phenomenon in Chapter 4, and various inferences in 
Chapter 5. Finally, in Chapter 6, this author would 
like to express his opinions about the attitudes of 
the researchers involved in earthquake prediction by 
citing the incidents of the researchers’ earthquake 
warnings that caused turmoil in the early 2000s.
Evolut ion of  Research and 
Implementation of Earthquake 
Prediction
2-1 Start of earthquake prediction system
   It was the “Suruga Bay Earthquake Theory”,[2] 
which was announced by Katsuhiko Ishibashi at the 
meeting of the Seismological Society of Japan in the 
autumn of 1976, that first prompted people to talk 
about a Tokai earthquake. However, Ishibashi was 
not the first to point out the possibility of a great 
earthquake hitting the Tokai region. In 1970, Kiyoo 
Mogi pointed out in his article[3] the possibility 
of a great earthquake in the Sea of Enshu. Figure 
1 shows the patterns of strain in the northern 
edge of the Philippine Sea Plate, analyzed by the 
Geographical Survey Institute from differences in 
the measurements conducted during the Meiji era 
(1883-1904) and Showa era (1948-1964). It shows 
that the strain “expanded” in Sagami Bay, Kii 
Peninsula and Cape Muroto but “contracted” in the 
Sea of Enshu (reversed arrow in Figure 1). Mogi 
interpreted this to mean that the strain that had 
remained compressed in the former three areas was 
released due to the occurrence of the Great Kanto 
Earthquake of 1923, the Tonankai Earthquake of 
1944 and the Nankai Earthquake of 1946, but that 
an assumed earthquake had yet to occur in the Sea 
of Enshu. Although Mogi’s interpretation was rough 
compared with GPS-based observations, it was 
persuasive and easy to understand.
  Following Mogi’s article, Ishibashi compared the 
source area of the Ansei-Tokai Earthquake of 1854 
with that of the Showa Earthquake of 1944 and 
found that, in the case of the latter, the asperities 
had yet to be ruptured in and around Suruga Bay. 
Based on this, Ishibashi proposed a hypothesis 
that the strain in the area had yet to be released 
and remained critical. Attaching importance to the 
Ishibashi theory, the Central Disaster Prevention 
Council in 1978 set up an assumed source area 
of a Tokai earthquake (rectangled area in Figure 
3) in line with the Ishibashi theory and enacted 
“the Special Measures Law for Countermeasures 
Against  Large Ear thquakes,” i .e.,  a  Tokai 
earthquake countermeasures law. Prompted by the 
establishment of the law, the Japan Meteorological 
Agency inaugurated the EAC, establishing an 
earthquake prediction system as a national strategy.
  The basis of prediction was the anomalous slope 
change shortly before the Tonankai Earthquake of 
1944, which was excavated by Mogi (1984).[4] (Figure 
2: The day before this earthquake, an unexpected 
change in inclination was observed in measurements 
of the water level around Kakegawa.) The change 
was interpreted as a pre-slip that occurred shortly 
before the Tonankai Earthquake. This idea still 
Prepared by the STFC
Table 1 : Organization and Supervisory Authority Involved in Tokai Earthquake Prediction and Their Main Role
Organization Supervisory Authority Main Role
Central Disaster Prevention Council Cabinet office Estimation of damage
Earthquake Assessment Committee 
for Areas Under Intensified Measures 
Against Earthquake Disaster (EAC)
Japan Meteorological Agency Imminent prediction
C o o r d i n a t i n g  C o m m i t t e e  f o r 
Earthquake Prediction Geographical Survey Institute
Examination of observation and 
analysis results
H eadqua r te r s  f o r  Ea r t hquake 
Research Promotion
MEXT (Ministry of Education, Culture, 
Sports, Science and Technology)
Current assessment /Long- term 
forecast
Seismological Society of Japan Incorporated body Research in general
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forms the pillar of the Tokai earthquake prediction 
strategy.
  As described above, Japan has come to take 
national measures for earthquake prediction by 
establishing laws. This is thanks to the fact that 
the announcement of the research results and the 
contents of the indications and warnings based on 
research results were explicit, simple and easy to 
understand. This is an example of research results 
leading to actual practice. As will be described 
below, the results of Tokai earthquake research 
were reflected in actual prediction strategies at least 
twice.
2-2 Revision of Assumed Source Areas
  When Ishibashi proposed the Great Suruga 
Bay Earthquake Theory, there were no sufficient 
observation data to support the theory. However, 
after the law was established, the observation system 
in the Tokai region made outstanding progress. For 
instance, the subduction of the Philippine Sea Plate 
under Shizuoka Prefecture, which was not initially 
detected, has come to be clearly reflected in micro-
seismic activity data. Also, the GPS observation 
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図表 2 測地測量による日本列島 60年間のひずみ 
参考文献 3) を基に科学技術動向研究センターにて作成 
Strain of the Japanese Archipelago The dif ference between the 
measurement  in  the Me i j i 
E r a  (18 8 3 –19 0 4)  and  t he 
measurement in the Showa Era 
(1948–1964)
Mogi (1970)
Prepared by the STFC based on Reference[3]
Figure 1 : Measurement of 60 Years of Strain of the Japanese Archipelago
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Source: Reference[4]
Figure 2 : Abnormal Crustal Changes Observed Shortly Before the Tonankai Earthquake 
Around Kakegawa, Shizuoka Prefecture
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Prepared by the STFC based on Reference[5]
Figure 3 : Assumed Source Area Revised
   The rectangle area is the first assumed source area based on 
Ishibashi theory. The area with the broken line is the newly established 
source area.
Prepared by the STFC based on Reference[5,32,33]
Figure 4 : Asperities Assumed by the Disaster Prevention Council (six rectangles 
in the left chart) and Asperities Estimated From Observation Data (three 
circled areas in the right chart) (The ellipse in the right chart is an area 
with strong ground motions in past Tokai earthquakes.)
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変化が観測された）。これは、東南海地震直前の助走滑り、すなわちプレスリッ1 
プであったと解釈さ2 
れ、この考え方が、現3 
在もなお東海地震予4 
知戦略の柱となって5 
いる。 6 
このように法律を7 
制定したうえでの国8 
家的措置が採られる9 
までになったのは、発10 
表された研究成果と11 
それに基づいた指摘12 
や警告の内容がシン13 
プルで分かり易く、大14 
きな曖昧さがなかっ15 
たためであろう。これ16 
は、研究成果がストレ17 
ートに実践へと結び18 
付いた事例と言える。19 
以下に紹介するように、この後、さらに二度にわたって、東海地震研究の成果20 
が、実践としての予知戦略に反映されることとなった。 21 
 22 
2-2. 想定震源域の見直し 23 
石橋が「駿河湾地震説」を提唱した当時、その説をサポートすべき観測デー24 
タはまだ十分ではなかった。しかし法律制定後、東海地域の観測体制整備はめ25 
ざましく、例えば、当初はほとんど見えていなかった静岡県下のフィリピン海26 
プレートの沈み込みも、その後の微小地震データに明瞭に映し出されるまでに27 
なった。また、国土地理院が張り巡らした GPS 観測網(GEONET)によって、固着28 
沈み込みによる地殻歪の進行がリアルタイムでモニターできるようになった。29 
これらの新たな観測・解析結果に基づいて、中央防災会議は、2001 年、東海地30 
震の想定震源域を 23 年ぶりに改訂した 5)（図表 4 の太破線、図表 5 左図の茄子31 
形）。これは、微小地震データと地殻変動データから、フィリピン海プレート上32 
面の固着エリアをより実際的な形に描き出すことができたからである。さらに33 
同会議は、想定震源域内に 6 個のアスペリティ（プレート間のひっかかり、本34 
質的な固着部を言う。図表 5 左図の方形）を想定することで、震度予測と被害35 
想定を導き出し、さらにその結果に基づいて地震防災対策強化地域の見直しを36 
図表 4 見直された想定震源域（長方形枠は、石橋説に基づい
た最初のもの。破線囲みは新たに設定された震源域） 
参考文献 5)を基に科学技術動向研究センターにて作成 
Assumed source area revised 
(Central Disaster Prevention Council: 2001)
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行った。ただし、1 
ここで想定された2 
アスペリティは震3 
度予測マニュアル4 
に従って人為的に5 
決めたものであり、6 
後述するような観7 
測・解析の成果か8 
ら導かれたもので9 
はない。 10 
 11 
2-3. 判定会召12 
集基準の見直し 13 
判定会が設けら14 
れると同時にその15 
招集のための基準16 
も定められた。そ17 
の後2004年になっ18 
て、この招集基準は新たなものに改変された（上垣内修・束田進也、20066）)。19 
気象庁から発信される情報は、異常の度合いに応じて、観測情報→注意情報→20 
予知情報と段階を踏む。この内、2箇所の歪計で同時に異常変動が捉えられた場21 
合に出される注意情報が、実質的な意味で判定会招集に結びつく。従来基準と22 
の明瞭な違いは、当初の基準では地殻変動と地震活動の双方が異常判定の対象23 
とされていたのに対し、新基準では異常地震活動という判定を廃したことであ24 
る。地震活動は地殻変動よりも多彩な情報をもたらすが、同時に、起きている25 
現象に対して一意的な解釈ができない、という欠点を有するからである。つま26 
り、異常か異常でないかの判断が人によって分かれることがあり、このため、27 
マニュアルに従って緊急時の行動を規定するための判断材料には向いていない28 
ということである。これは、東海地震予知に関する研究と実践のはざまにある29 
問題のひとつと言えよう。 30 
一方、異常地殻変動に関する招集基準は、一段と厳格化された。これには、31 
体積歪計の増設と解析技術の進歩とがあいまって検知能力が飛躍的に向上する32 
と同時に、プレスリップ判定のためのシミュレーション技術が発達したことが33 
大きく寄与している。加藤尚之・平澤朋郎(1996)7)の２次元モデルによれば、プ34 
レスリップから本破壊に至るまでの時間的余裕は、従来想像されていたよりも35 
ずっと短いとされ、これに基づいて異常検出のしきい値を従来の 1/10 に引き下36 
図表 5 中央防災会議による想定アスペリティ（左図の 6個の方形）
と、観測データから推定されたアスペリティ（右図の 3個の囲み、
右図楕円は、過去の東海地震の強震動発生域） 
参考文献 5),32),33)を基に科学技術動向研究センターにて作成 
Starting point of rupture 1
S t a r t i n g 
p o i n t  o f 
rupture 2
Asperity
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network (GEONET), which was established by the 
Geographical Survey Institute, has made it possible 
to monitor in real time the process of crustal strain 
caused by the subduction of locked zones. Based 
on these new observations and analysis results, the 
Central Disaster Prevention Council in 2001 revised 
the assumed source areas of the Tokai earthquake 
for the first time in 23 years[5] (heavy broken line 
in Figure 3 and eggplant-shaped line in the left 
graph in Figure 4). The revision was made possible 
as the locked area on the surface of the Philippine 
Sea Plate came to be depicted in a more practical 
manner from data on microseismic activity and 
crustal movement. Furthermore, the Council worked 
out the estimates of seismic intensity and damage by 
assuming six asperities (parts of asperities between 
plates that are locked strongly; rectangles in the left 
graph in Figure 4) in the assumed source area and, 
based on them, revised the areas under intensified 
measures against earthquake prediction. However, 
the assumed asperities were determined artificially, 
based on an intensity prediction manual, and 
therefore are not based on observation and analysis 
results, as will be discussed later.
2-3 Revision of Standard for Convening EAC 
Meeting
   When the Earthquake Assessment Committee 
was established, the standard for convening an 
AEC meeting was also established; and in 2004, 
the standard was modified (Osamu Kamigaichi/
Shinya Tsukada, 2006).[6] Earthquake information 
to be issued by the Japan Meteorological Agency 
is classified as an earthquake report, earthquake 
advisory or earthquake warning, depending on 
the extent of crustal deformation. Of the three 
categories of information, the earthquake advisory 
information, which will be issued when strainmeters 
in two different places detect anomalous changes 
at the same time, is practically the standard for 
convening an EAC meeting. The difference between 
the previous standard and the modified standard 
for convening an EAC meeting is that while the 
previous standard required anomalous changes in 
both crustal movement and seismic activity, the new 
standard has abolished the requirement of anomalous 
seismic activity. This is because, although seismic 
activity provides a greater variety of information 
than crustal change, it is difficult to provide a 
unique interpretation of ongoing phenomenon from 
seismic activity. In other words, since the decision 
of whether a phenomenon is abnormal or not differs 
from one person to the next, it is not appropriate to 
use seismic activity as a criterion to govern people’s 
behavior according in an emergency manual. This 
is one of the problems lying between research and 
implementation of Tokai earthquake prediction.
   Meanwhile, the standard for convening an EAC 
meeting based on anomalous crustal changes has 
been further strengthened. This is partly because 
the detection capability has drastically improved 
thanks to an increase in the number of borehole 
strainmeters installed and the advance made in 
analysis technique. The development of a simulation 
technique for pre-slip analysis has also greatly 
contributed to the stricter standard. According to 
a two-dimensional model developed by Naoyuki 
Kato and Tomoo Hirasawa (1996),[7] the time from a 
pre-slip event to a final breakage is far shorter than 
previously expected. Based on this, the conventional 
threshold for anomaly detection has been lowered to 
one-tenth. 
Q u e s t i o n s  A b o u t  To k a i 
Earthquake Theory
   The Tokai Earthquake Theory, which was once 
supported without a doubt, has raised several 
questions 30 years after its publication. Some people 
question the scenario of the theory itself.
3-1 Linkage of Nankai Trough earthquake series 
(Denial of independent occurrence of Tokai 
earthquake)
  According to a list of long-term estimations 
of the probability of active fault or inter-plate 
ear thquakes,[8] which was published by the 
Ear thquake Research Commit tee under the 
Headquarters for Earthquake Research Promotion 
in Table 1, the probability of an M8-class Tokai 
earthquake occurring within 30 years from 2009 
is 87% (reference value). This is based on the fact 
that the average interval of the past four Tokai 
earthquakes (Meio Earthquake of 1498, Keicho 
Earthquake of 1605, Hoei Earthquake of 1707, 
and Ansei Earthquake of 1854) is 118.8 years. The 
probability of a Tokai earthquake is listed only as 
a reference value. This is because, unlike Tonankai 
3
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Earthquakes (M8.1; occurrence probability of 
about 60–70%) and Nankai Earthquakes (M 8.4; 
occurrence probability of about 50–60%), the 
nature of the older earthquakes, such as the Meio 
and Keicho earthquakes, is not clear, and it is not 
known whether the damage of the quakes extended 
to Suruga Bay (Ishibashi, 1981).[9]
  In order to obtain historical records of past 
earthquakes, researchers first turn to ancient 
documents. However, ancient documents do not 
necessarily cover every earthquake and disaster. 
Akira Sangawa[10] has devised a method to speculate 
on the occurrence of past earthquakes from traces 
of liquefaction discovered in archaeological sites 
(earthquake archeology) and succeeded in covering 
some of the Tonankai and Nankai earthquakes 
that were missing in ancient documents. There 
are also cases where traces of large inter-plate 
earthquakes were discovered from tsunami deposits 
in the bottom of ponds and lakes near sea shores. 
These discoveries have made it clear that, as far as 
Tonankai and Nankai earthquakes are concerned, 
they occurred on a regular basis. On the other hand, 
past occurrences of Tokai earthquakes are not clear. 
If we suppose that the average interval of Tokai 
earthquakes is about 100 years, the probability 
of a Tokai earthquake occurring would come to 
be excessively high. Moreover, historical records 
show no examples in which a Tokai earthquake 
occurred independently from Tonankai and Nankai 
earthquakes. Even in simulation research, which 
will be discussed later, it is said to be difficult for 
a Tokai earthquake to occur independently. If we 
assume that a Tokai earthquake does not occur 
independently, its occurrence probability cannot 
be higher than those of Tonankai and Nankai 
earthquakes. To look at it another way, a Tokai 
earthquake will not occur in the next 10 to 20 years, 
or until the next Tonankai earthquake.
3-2 Assessment of Relative Velocity of Plates 
and Izu Microplate Theory
   Is the Earthquake Research Committee’s claim 
that “the average occurrence interval between 
Tokai earthquakes is about 120 years” realistic? 
The key to this question is the relative velocity of 
the Philippine Sea Plate, which is moving below 
the Eurasian Plate in Shizuoka Prefecture from 
Suruga Bay. For instance, if calculated by using a 
plate model developed by Tetsuzo Seno (1993),[11] 
the Philippine Plate is moving N50 degrees W at a 
velocity of about 40mm/yr. If it continues to move 
at this speed, the “relative slip” accumulated in 120 
years will come close to 5 meters, enough to cause 
an M8 earthquake. Incidentally, the accumulated 
slip (relative slip) caused by an M8 earthquake 
calculated by the Matsuda formula (Tokihiko 
Matsuda, 1975),[12] which is used in calculating 
active fault earthquakes, comes to 6.3 meters, and 
the average amount of slip caused by the Ansei-
Tokai Earthquakes (M8.4) estimated by Ishibashi[9] 
is 4.0 meters. However, some researchers have come 
up with a theory that the motion of the Philippine 
Sea Plate near Shizuoka is not that simple. Mazzotti 
et al. (1999)[13] maintain that the northern tip of the 
Philippine Sea Plate, including Izu Peninsula, has 
been separated from the main body and is moving 
independently (shaded area in Figure 5). If this 
theory is adopted, the relative velocity of the plate 
in Suruga Bay will come to 20–25mm/yr at most, 
and it would take 160–200 years for the slip to 
accumulate to 4.0m.
In order for the strain under Shizuoka Prefecture 
to have already reached its expiration period, the 
relative velocity of the plate has to be at least 30mm/
yr. However, it is difficult to measure the movement 
of plates. One of the methods of solving this problem 
is “backslip analysis,” which seeks to understand 
the motion of underground plate boundaries from 
crustal changes on the ground surface. Although 
several reports have already been released on the 
results of backslip analyses, the value of relative 
velocity obtained from the method varies widely 
from 20mm/yr to 40mm/yr depending on the 
data and calculation technique used. The median 
value of the results is about 30mm/yr. However, 
the method of the backslip technique itself is being 
called into question and the reliability of the results 
is not sufficient. Meanwhile, the relative velocity of 
the Philippine Sea Plate is also estimated from the 
information on low-frequency tremors and short-
term slow slips occurring in areas deeper than the 
locked areas that have come to be analyzed in detail. 
According to Akio Kobayashi et al. (2009),[14] the 
relative velocity of the plate under eastern Aichi 
Prefecture in and after 2000 is 39–49mm/yr, while 
Kazushige Obara (2009)[15] estimates the velocity 
in the same area in and after 2004 at 43mm/
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yr. They are close to or slightly faster than the 
theoretical speed calculated by Seno 11). Moreover, 
Makoto Matsubara et al. (2006)[16] estimates it at 
30–40mm/yr based on the amount of slip of similar 
earthquakes (earthquakes of similar wave shapes 
regardless of their magnitude) detected beneath 
Lake Hamana.  
   All of this information suggests that the cycle of 
Tokai earthquakes is ambiguous. All we can say at 
present is that it ranges from 100 to 200 years.
3-3 Questions About Crustal Deformation in 
Kakegawa
   As described in Chapter 2-1, the only evidence 
supporting the possibility of a Tokai earthquake 
prediction by the EAC is the abnormal crustal tilt 
discovered in Kakegawa City shortly before the 
Tonankai Earthquake of 1944. However, some 
researchers disputed the survey results. At the 
meeting of the Seismological Society of Japan held 
in autumn 2004, Takeshi Sagiya (2004)[17] said, 
“Although a crustal deformation may have occurred 
shortly before the earthquake, we cannot rule out 
the possibility that the deformation was simply the 
result of mistakes in surveying.” If the abnormal tilt 
is caused by a true crustal change, there must have 
been a pre-slip event. However, although a highly 
sensitive observation network has been established 
in recent years, there have been no reports that 
a pre-slip event was detected shortly before the 
occurrence of a big earthquake. Even in up-close 
observations of minor earthquakes in a gold mine 
in South Africa, which is being conducted by 
Ogasawara et al. (2009),[18] no pre-slip has been 
discovered. So far, the existence of a pre-slip has 
been confirmed only in observation in laboratories 
and in simulation. However, it does not mean that 
the pre-slip of the Tonankai Earthquake has been 
ruled out. Linde and Sacks (2002)[19] claimed that, 
if about 2 meters of slip is assumed at the deeper 
extension of the source area, the abnormal tilt in 
Kakegawa City can be explained, suggesting that 
the abnormal tilt change may have been caused by a 
pre-slip.
 8
断は現実的だろうか。この問いに対する鍵は、駿河湾から静岡県下にもぐりこ1 
むフィリピン海プレートのユーラシアプレートに対する相対速度である。例え2 
ば、瀬野徹三(1993)11)のプレートモデルに従って計算すると、静岡県下では、3 
N50 度 W の方向に約 40mm/年となる。この速さで推移すれば、120 年間で蓄4 
積される「相対ずれ」は 5m近くとなり、M8地震を起こす原動力として不足は5 
ない。ちなみに、活断層に対して適用される松田式（松田時彦、1975）12)を使6 
って評価した M8.0 地震のスリップ量（相対ずれ）は 6.3m、石橋 9)による安政7 
東海地震(M8.4)の平均スリップ量は 4.0mである。ところが、静岡付近でのフィ8 
リピン海プレートの動きは、上記のような単純なものではないとする説が現れ9 
た。Mazzottiら(1999)13)は、伊豆半島を含むフィリピン海プレートの北端部が、10 
本体から切り離された小断片（マイクロプレート）となって独自の動きをして11 
いる、と主張した（図表 6の陰影部分）。彼らの説に基づくと、駿河湾でのプレ12 
ート相対速度は、せいぜい 20～25mm/年となり、4.0m のスリップを蓄積する13 
には 160～200年かかることになる。 14 
静岡県下の歪が現時点で既に満期になっているためには、少なくとも 30mm/15 
年のプレート相対速度が必要となる。しかし、地下でのプレートの動きを知る16 
ことは難しい。この問いに解を17 
見出す方法のひとつに、地表の18 
地殻変動から地下でのプレー19 
ト境界面上の動きを逆に解く20 
「バックスリップ解析」と呼ば21 
れる手法がある。バックスリッ22 
プ解析の結果については既に23 
いくつかの報告があるが、扱う24 
データの選択や計算手法によ25 
って結果が異なり、これまでの26 
ところ、相対速度の値は、27 
20mm～40mm/年という幅が28 
ある。これらの中央値をとると29 
ほぼ 30mm/年となるが、バッ30 
クスリップ解析手法自体にも31 
疑問点が指摘されており、結果32 
の信頼度は未だ不十分である。33 
他方、近年、精力的に解析され34 
るようになった固着域よりも35 
深部側に起きる低周波地震・微36 
図表６ Mazzotti らが提唱した伊豆マイクロプレート
（中央下の陰影部、この部分が、フィリピン海プレート
から切り離されて独立に動くとした） 
出典：参考文献 13)
   The shaded area is assumed to have been separated from the Philippine Sea Plate and is 
moving independently.
Source: Reference[13]
Figure 5 : Izu Microplate Proposed by Mazzotti et al.
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   As can be seen from the above, that aspect of the 
last Tonankai Earthquake is significant in predicting 
the next Tokai earthquake. However, there are 
still disputes with regard to the source area of the 
Tonankai Earthquake and to what extent the eastern 
edge of the Tonankai Earthquake, which borders 
a Tokai earthquake, had extended. With regard to 
the extension of the source area of the Tonankai 
Earthquake of 1944, nearly ten models have been 
proposed, including one by Hiroo Kanamori 
(1972),[20] but none of them has proved conclusive. 
Depending on the results of model analysis, the 
existence of a Tokai earthquake itself will become 
uncertain. Sagiya (2007)[21] argues that, in order to 
explain the results of leveling conducted across the 
source area, it is necessary to assume that a slip 
took place in the spray fault near Kakegawa City, 
not in the plate boundary. Although this argument 
does not deny the existence of pre-slips, it has raised 
questions again about the ambiguous identification 
of the ruptured area of the Tonankai Earthquake 
and, by extension, the existence of the Tokai 
earthquake itself.
Current State of Crustal Activity 
in the Tokai Region
   Here, I would like to enumerate events that were 
discovered in the Tokai region in the last ten years 
or so and outstanding or abnormal activities.
4-1 Seismic/volcanic activities
  (1) In October 1996, an M4.3 earthquake occurred 
under Kawane town (now Shimada City), Shizuoka 
Prefecture. Although the earthquake was not big, the 
fact that it was an inter-plate earthquake prompted 
questions about its relationship with a Tokai 
earthquake.
  (2) In the locked area of Tokai earthquakes, the 
activity of seismogenic layers above and below 
the plate boundary has been showing signs of 
quiescence since the second half of the 90s, raising 
disagreements over its relationship with a slow slip 
(Matsumura, 2002).[22] In particular, minor seismic 
activity was detected directly under Shimada City, 
and a group of similar earthquakes was discovered 
there (Matsubara et al., 2006).[16]
  (3) From June to August 2000, a series of 
earthquakes, including an M6 earthquake, occurred 
in the area surrounding Miyakejima, Niijima and 
Kozushima islands. At the same time, volcanic 
activity began on Miyakejima Island, leading to a 
major eruption accompanied by caldera formation 
for the first time in 17 years. The seismic activity 
came to an end in August 2000 after causing 
earthquakes generated by magma intrusion and 
the ones generated by shear rupture in the plate. In 
September of the same year, however, low-frequency 
earthquake activities increased under Mt. Fuji.
  (4) In September 2004, an M7.4 earthquake 
occurred at the offshore area southeast of Kii 
Peninsula. Although the epicenter was near the 
Nankai Trough, it was not an inter-plate earthquake 
that caused the Tonankai earthquakes but an intra-
plate earthquake in and above the Philippine Sea 
Plate. Due to this earthquake, a wide area from 
Shizuoka Prefecture to Mie Prefecture moved 
southward. Although it is difficult to assess the 
impact of the quake on Tokai earthquakes (Seno, 
2006),[23] the non-stationary ear thquake that 
occurred near the axis of the trough may be a 
precursor of an inter-plate earthquake.
  (5) In a narrow band area extending from Shikoku, 
Kii Peninsula to Ise Bay and southern parts of Aichi 
and Nagano prefectures, where the Philippine Sea 
Plate has subducted 30–40km deep, Obara (2002)[24] 
and Noritake Nishide et al. (2000)[25] discovered what 
is called “low-frequency tremor” or “low-frequency 
earthquake” activities that are different from normal 
earthquakes. Although similar phenomena were also 
discovered in North America, such activities do not 
occur in all plate subduction areas. For example, no 
such activities have been discovered in the Pacific 
Plate. It has been speculated that such activities may 
have something to do with the water dehydrated 
from subducting rocks. Later, it was discovered 
that lower frequency earthquakes (deep ultra-low 
frequency earthquakes) are occurring at the same 
time (Yoshihiro Ito et al., 2007).[26]
  (6) Aside from the deep ultra-low frequency 
earthquakes mentioned in (5), it is known that 
“shallow ultra-low frequency earthquakes” occur 
in shallow areas near the trough axis. They are 
speculated to be earthquakes occurring on the spray 
faults rising from the plate boundary (Ito/Obara, 
2006).[27]
  (7) Early in the morning of August 11, 2009, 
an M6.5 earthquake occurred in Suruga Bay off 
4
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Shizuoka City (as mentioned in the Introduction). 
The quake erupted inside the Philippine Sea Plate, 
indicating that the mechanism of the quake was 
different from the Tokai earthquakes. It may be one 
of the M6 class “Shizuoka earthquakes” that occur 
in and around Shizuoka City at intervals of about 40 
years. However, there are also concerns that it may 
trigger a Tokai earthquake.
4-2 Crustal movement
  The Geographical Survey Institute has been 
operating its nationwide GPS observation network 
(GEONET) since the second half of the 1990s and 
has discovered movements that are different from 
previous movements in the area centering on Lake 
Hamana. An inverse analysis revealed that a slow 
slip against the plate movement was happening in 
the plate boundary under Lake Hamana. The slip 
continued until around 2005 and amounted to about 
25cm in the center of the fault, meaning that about 
ten years’ worth of plate drag was released. Based 
the discovery, Eiji Yamamoto et al. (2005)[28] studied 
past tilt data and Kobayashi et al. (2004)[29] studied 
past tidal data, and both found that a similar slip has 
been repeated at intervals of about ten years. This 
can be seen as a kind of earthquake in that the fault, 
which is usually locked, is sometimes unlocked and 
slips, albeit slowly.
  Meanwhile, in the inner part of the further 
subducted plate, low-frequency tremors, low-
f requency ear thquakes and deep ult ra-low 
frequency earthquakes that were mentioned in the 
preceding section, had been discovered. However, 
they were found to have been caused by feeble 
slips on the plate boundary, or, in other words, by 
slow slips. These slips stop after several days and 
repeat at intervals of about six months, while the 
slow slips mentioned in the previous section last 
for several years. The former is called a short-term 
slow slip and the latter is called a long-term slow 
slip. Although the existence of such slow slips had 
been forecast by Ichiro Kawasaki (2006),[30] the 
phenomena that were actually observed showed far 
more diverse aspects than had been forecast.
4-3 Subsurface structure
   There is no longer any question about the observed 
fact that the locked areas of the Philippine Sea 
Plate have been subducting under the Tokai region. 
However, when it comes to their microstructures, it 
is still open to dispute. With regard to the shape of 
the Philippine Sea Plate, several models have been 
presented, but there are no major differences among 
them. Still, in some cases, even a minor difference 
has become a point in dispute. For instance, there 
is dispute about the depth of the plate boundary 
under Hamaoka Nuclear Power Plant in Shizuoka 
Prefecture, with the depth estimated by the models 
ranging from 10km to 20km. The dispute has yet to 
be settled. There is also an argument that the actual 
subduction of the Philippine Sea Plate starts not in 
the Suruga Bay but runs through the bottom of Izu 
Peninsula to Sagami Bay. There are several methods 
for exploring the geometry of the fault system, 
such as explosion seismic experiments and special 
analytical methods using seismic waves (including 
receiver function analysis). However, such surveys 
in Suruga Bay have yet to produce tangible results.
  In the Sea of Enshu, on the other hand, a reflection 
survey has been under way and it has produced 
results. In the area under Omaezaki, it was 
discovered that the upper part of the subducting 
Philippine Sea Plate has bulged. Shuichi Kodaira 
et al. (2003)[31] speculated that the bulge was due 
to the subduction of one of the rows of corrugation 
on the sea bottom along the Nankai Trough. While 
the corrugation in the area off the Sea of Enshu is 
called the Zenisu Ridge, the one below Omaezaki is 
called the “old Zenisu Ridge.” And it is speculated 
that there may be an “old-old Zenisu Ridge” in an 
area further away from the direction of the plate 
movement. In either case, it is widely accepted that 
the topographical undulation of a plate boundary 
causes a concentration of strain, leading to the 
formation of asperities of inter-plate earthquakes.
4-4 Summary of events
  Figure 6 is an overview of the events described 
the preceding sections. The anomalous events 
mentioned in Section 4-1 ((1) earthquake in central 
Shizuoka Prefecture, (2) similar earthquake clusters, 
(3) a series of earthquakes in the area surrounding 
Miyakejima, Niijima and Kozu islands, (4) 
earthquake in the area southeast of Kii Peninsula, (5) 
low-frequency earthquake (low-frequency tremor), 
(6) shallow ultra-low frequency earthquakes, and 
(7) Suruga Bay earthquake), and those mentioned 
in Section 4-2 ((8) long-term slow slip and (9) short-
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term slow slip) occurred in or around the assumed 
source area and the assumed asperities (the three 
shaded areas).
  The long-term slow slip in (8) develops on the edge 
of the assumed source area, while the short-term 
slow slip in (9) develops in the deeper parts of the 
area. And in the deeper areas, the plate is probably 
slipping without being locked. Although both (1) 
earthquake in central Shizuoka Prefecture and (2) 
similar earthquake clusters are recognized as being 
unusual inter-plate earthquakes, their locations are 
regional. The effects of those earthquakes ((3) the 
series of earthquakes near Miyakejima Island and (4) 
earthquake in the area southeast of Kii Peninsula) 
are not clear. However, judging from the fact that 
the two earthquakes occurred close to the start and 
end of their respective slips, they may have worked 
to control the slips in one way or another.
  As seen from the above, events that were 
newly discovered in the last ten years or so are 
concentrated in and around the assumed source 
area of Tokai earthquakes. The discovery of some 
of the events was made possible thanks to progress 
made in observation techniques. Still, there are 
no examples of such a concentrated occurrence of 
events in any other region. Regardless of whether it 
is in a critical condition or not, there is no doubt that 
the Tokai region's situation is anomalous.
Various Inferences
  Several inferences, though far from comprehensive, 
have been made with regard to the events discovered 
thus far.
5-1 Assumption of asperity
   When the assumed source area of a Tokai 
earthquake was revised, asperities were assumed 
in order to predict damage, as is shown in the left 
graph of Figure 4. The assumption is based on the 
manual for predicting ground motion. Although 
the number of asperities in the graph may appear 
to be slightly excessive at six, it is a reasonable 
number of asperities for predicting damage in the 
worst case. Still, in order for earthquake prediction 
to be practical, assumed asperities must be based 
on facts. This is because, when an abnormal 
crustal movement is detected, having as realistic an 
impression of asperities as possible is indispensable 
for discriminating a pre-slip. Therefore, it is 
5
Figure 6 : Abnormal Occurrences and Newly Discovered Events in 
the Tokai Region in the Last Ten Years(Dashed line is the 
assumed focal zone of the Tokai earthquake, with the three 
silhouetted areas indicating assumed asperities.)
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研究と実践のはざま ―東海地震予知をめぐって―  1 
 2 
客員研究官 松村正三 3 
 4 
30 年以上も前から「いつ起きてもおかしくない」と言われ続けてきた東海地5 
震であるが、このごろでは、単独では起きない故、暫くはむしろ安泰であろう6 
という空気が広まっていた。このような中、2009年８月 11日、駿河湾にM6.57 
の地震が発生し、東海地震の雲行きが俄かに騒がれるようになった。 8 
地震予知の実践は、1979年気象庁に東海地震を対象とした判定会が設置され9 
たことに始まる。当初の実践体制は、研究成果がストレートに反映されたもの10 
であり、研究と実践の関係は、大きくずれてはいなかった。ところがこの 10年11 
間で、東海地域には当初予期されなかった多くの事象が発生し、また、予知の12 
論拠を覆しかねない新説が相次いで発表された。判定会による直前予知は、プ13 
レスリップ（地震としての高速滑りに先行する低速助走滑り）の検出に依拠し14 
ているが、プレスリップの存在自体にも疑問符が付される状況である。こうし15 
て、最初は同一線上にあったはず16 
の研究と実践の位置づけが徐々に17 
乖離し、双方のはざまは、もはや18 
単純な里程の差では測れなくなっ19 
ている。 20 
直前予知に焦点を合わせた判定21 
会の役割は現在もなお明確である22 
が、一方で、東海の状況の複雑さ23 
を顧みれば判定会の守備範囲は限24 
定的であるとも言える。「東海地震25 
予知に関する研究と実践のはざ26 
ま」を意識するならば、判定会と27 
は異なる立場にある研究者の果た28 
すべき役割は大きい。幅広い推論29 
とそれをめぐる議論の盛んになる30 
ことが期待される。 31 
32 
最近 10 年間で東海地域周辺に起きた異常事象
や新たに発見された事象（破線は東海地震想定
震源域、3個の囲みは、推定アスペリティ） 
科学技術動向研究センターにて作成 
①Earthquake in central Shizuoka Prefecture
② Similar earthquake clusters
③ A series of earthquakes in the area 
surrounding Miyakejima, Niijima and Kozu 
islands
④ Earthquake in the area southeast of Kii 
Peninsula
⑤ Low-frequency earthquake
⑥ Shallow ultra-low frequency earthquakes
⑦ Suruga Bay earthquake
⑧ Long-term slow slip
⑨ Short-term slow slip
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necessary to provide practical asperity information 
based on observed data. The author et al. (2008)[32] 
identified three strain-concentrated areas in central 
Shizuoka Prefecture from a strain distribution 
measured by changes in seismic activity and the 
GPS network, and assumed them to be asperities 
(the right graph in Figure 4). On the other hand, 
Katsuhisa Kanda et al. (2004)[33] located strong 
ground motion at the time of the Ansei-Tokai 
Earthquake of 1854 from records of damage caused 
by the earthquake. They also located similar motion 
at the time of the Hoei Earthquake of 1707. The oval 
in the right graph of Figure 4 shows that the areas 
with the strong ground motion caused by the two 
earthquakes are located at almost the same spot in 
central Shizuoka Prefecture. It is almost the only 
information indicating the locations of the asperities 
of the past Tokai earthquakes. It also shows that 
the locations almost correspond with those of the 
assumed asperities in the graph.
5-2 Simulation
   Since the information obtained from the Ansei-
Tokai Earthquake of 1854, which was the latest 
Tokai earthquake, is limited, it is almost impossible 
to check if the information on the events enumerated 
in Section 4-4 was available in those days. In that 
sense, we will know the whole picture of Tokai 
earthquakes and their crustal movement only 
after the next Tokai earthquake occurs. And the 
experience we have from the next earthquake will 
become useful in predicting the earthquake after 
that. But in the meantime we can’t sit idly and do 
nothing. Therefore, we need to utilize simulation 
techniques to create a virtual Tokai earthquake on a 
computer and observe in detail the process by which 
an earthquake is generated.
   As a basic equation for simulations, the friction 
law proposed by Ruina (1983)[34] is widely used. 
According to the law, it is possible to simulate an 
alternate, cyclic appearance of a slow process of 
stress accumulation between earthquakes and high-
speed slippage at the time of an earthquake, by 
simply running two differential equations.
   For instance, the new standard for convening 
an EAC meeting, which was discussed in Section 
2-3, is based on the results of two-dimensional 
simulations conducted by Kato and Hirasawa 
(1996).[7] The revision of the standard is based 
on the pre-slip and its configuration by computer 
simulation. Takane Hori et al. (2006)[35] ran three-
dimensional simulations of Tokai, Tonankai, and 
Nankai earthquakes along the Nankai Trough 
and found that there is a certain pattern in the 
way earthquakes occur if the cycle and order of 
earthquake occurrences are adjusted to actual 
conditions in simulation. As a result, they showed 
that it is difficult for a Tokai earthquake to occur 
independently. Fuyuki Hirose et al. (2008)[36] 
developed a Tokai earthquake simulation by using 
more practical three-dimensional plate models. 
The simulation reproduces a long-term slow slip 
under Lake Hamana. In order to reproduce slow 
slips in simulation, it is necessary to minutely adjust 
parameters. Shingo Yoshida and Naoyuki Kato 
(2002)[37] were the first to succeed in simulating 
a slow slip. Bunichiro Shibasaki and Bu Shuhui 
(2007)[38] have succeeded in producing both short-
term and long-term slow slips simultaneously. 
What is interesting is that the results of any of the 
simulations will show the repetition of a long-term 
slow slip several times before the occurrence of a 
Tokai earthquake.
5-3 Judgment of critical condition
   As mentioned in Section 3-2, it remains 
ambiguous whether the occurrence of a Tokai 
earthquake is in a critical state or not. In order to 
assess it, it is necessary to know to what extent the 
stress and strain that have been accumulated so 
far are close to their limits. However, although we 
can estimate the annual accumulation of stress and 
strain, it is impossible to know the absolute value 
of the stress that has already been accumulated. In 
the circumstances, a method to diagnose stress from 
seismic activity’s dependence on the tide is drawing 
attention. Sachiko Tanaka et al. (2002)[39] surveyed 
seismic activities in subduction zones around the 
world and discovered the effect of the tide on the small 
earthquakes that occur before a big earthquake in 
subduction zones. It may sound strange that a tidal 
stress of only several KPa influences an earthquake 
that releases several MPa of stress. However, it 
is understood that, when the stress is in a critical 
state, the tide can give one final push. Furthermore, 
Tanaka et al. (2004)[40] surveyed the dependence of 
microseismic activities on the tide and selected ten 
high-dependence areas. In four of them, earthquakes 
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with an intensity of M6 or higher already occurred. 
The Tokai area is one of the six remaining areas.
5-4 Nankai Trough earthquake series in the 
Showa era
   As mentioned in Section 3-1, the Nankai Trough 
earthquake series is basically characterized by its 
“linkage.” In the previous Showa series, Tonankai 
and Nankai earthquakes occurred at intervals of 
two years. In the Ansei series, which preceded the 
Showa series, Tokai and Tonankai earthquakes 
occurred concurrently followed by a Nankai 
earthquake one day later. In the Hoei series, which 
preceded the Ansei series, the three earthquakes 
occurred concurrently. Then, why was it only the 
Tokai earthquake that did not occur in the Showa 
era? Pollitz and Sacks (1995)[41] claim that the Nobi 
Earthquake of 1981 (M8.0), which was one of the 
largest active fault earthquakes, had something to 
do with it. According to their model calculation, 
while the stress redistribution caused by the Nobi 
Earthquake sped up the occurrence of the Tonankai 
Earthquake, it delayed the occurrence of a Tokai 
earthquake by about 20 years. Setting aside the 
question of numerical evaluation, what they argue 
is that the Nobi Earthquake upset the linkage cycle 
of only the Showa earthquake series. If this idea is 
expanded, it means that Tokai earthquakes belong 
to the Showa series, making it difficult to rule out 
the possibility of a Tokai earthquake occurring 
independently. At this stage, it is going too far to 
place a disproportionate emphasis on the judgment 
premised on a linked occurrence of Tokai and 
Tonankai earthquakes.
5-5 Current state of stress concentration
  It appears that the long-term slow slip under Lake 
Hamana occurred repeatedly at intervals of about 
ten years. The latest slow slip, which started in 
around 2000, appears to have come to a halt in 
around 2005. For this reason, we can conclude that it 
was one of those slow slips that are forecast to occur 
several times before a Tokai earthquake. However, 
closer examination showed that the slip did not stop 
completely. It started again in 2007, albeit slowly, 
moving from Lake Hamana to southern Nagano 
Prefecture and eastern Aichi Prefecture. At around 
the same time, micro earthquakes became active 
in western Shizuoka Prefecture (Matsumura, 
2009).[42] Figure 7 shows the movement of the slow 
slip starting around Miyakejima Island in 2000 
to the areas surrounding the assumed asperities 
(Kobayashi et al. (2005)[43] and the Geographical 
Survey Institute (2009)[44]).While the speed of 
the slip has slowed down as a whole, this can 
be interpreted to mean that the locking of plate 
boundaries surrounding the group of asperities is 
almost complete. Seismic activities indicate that 
the stress concentration on asperities has increased 
more than ever. Therefore, we cannot conclude that 
the latest slow slip is simply a repetition of past slip 
events.
Role of Researchers
  In the early 2000s, researchers published a series 
of warnings about the occurrence of a Tokai 
earthquake. George Igarashi (2000)[45] paid attention 
to a gradual decrease in the vibration period of a 
critical physical phenomenon and concluded that a 
Tokai earthquake would occur in mid-2004, judging 
from the vibration of the leveling data between 
Kakegawa and Hamaoka. Kawasaki and Okada 
(2001)[46] claimed that a Tokai earthquake would 
occur in early 2001 by working out a theoretical 
equation on the growth of nucleation and applying 
it to the leveling data between Kakegawa and 
Hamaoka. Koshun Yamaoka et al. (2001)[47] conducted 
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Figure 7 : Movement of slow slip surrounding assumed 
asperities (circled by a dotted line) in the 
assumed source area
6
 15
に潮汐の影響が現れる、ということを発見した。数MPaの応力を解放する地震1 
に対して、たかだか数 KPa にすぎない潮汐応力が影響するというのは、一見、2 
不思議に思えるが、臨界状況にある場合には最後の一押しの効果をもつ、と解3 
釈されている。さらに、田中ら(2004)40)は日本中の微小地震活動の潮汐依存性を4 
調べ、潮汐依存度が高い 10個の領域を選び出した。その内 4個では既にM6以5 
上の地震が発生しており、東海地域は残る 6 個の領域のひとつに数えられてい6 
る。 7 
 8 
5-4. 昭和の南海トラフ地震系列 9 
 3-1.節で述べたように、南海トラフ地震系列は、「連動」が基本と見られてい10 
る。前回の昭和系列では、2年の時差をおいて東南海、南海地震の順に発生した。11 
前々回の安政系列では、東海・東南海地震が同時、南海地震は 1 日遅れで引き12 
続いた。さらに一回前の宝永では、すべてが同時に起こった。では、前回の昭13 
和系列では、何故、東海地震だけが連動しなかったのだろうか？この問いに対14 
して、Pollitz and Sacks (1995)41)は、活断層地震としては最大級の 1981年濃尾15 
地震 (M8.0)が影16 
響したと答えて17 
いる。彼らのモデ18 
ル計算によると、19 
濃尾地震による20 
応力再配分によ21 
って東南海地震22 
の発生が早めら23 
れた一方、東海地24 
震は抑制され、そ25 
の発生は本来よ26 
りも約 20年遅ら27 
されたと言う。数28 
値評価の妥当性29 
はともかく、昭和30 
の系列のみ連動31 
のサイクルが狂32 
わされたと見る33 
ことになる。この34 
考えを積極的に35 
推し進めるなら36 
図表 8 想定震源域内の推定アスペリティ（点線囲み）を取り囲むように
進行したスロースリップの移動 
参考文献 43),44)を基に科学技術動向研究センターにて作成 
2007 to 2009
2000 to 2005
2000
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a time-to-failure analysis of the movement of the 
GPS installed in Hamaoka and speculated that it 
would come to a critical stage in mid-2002. Seno 
(2003)[48] developed a model for the process of a 
change in asperity distribution and estimated that a 
Tokai earthquake would occur in mid-2007, judging 
from the data between Kakegawa and Hamaoka. 
The author (2002)[22] estimated that the accumulated 
stress would reach its limit in around 2006, judging 
from the size of the assumed asperity area. The 
announcement of these speculations about the time 
of the occurrence of a Tokai earthquake, which 
came around the same time, drew the attention of 
the mass media and the Internet and caused public 
tension at the time. However nothing happened and 
the estimated time they set for the occurrence of a 
Tokai earthquake passed.
   In hindsight, these warnings ended in failure 
in that no Tokai earthquake occurred. However, 
since the author himself was involved, I would like 
to discuss the advisability of such warnings by 
researchers. First of all, was it just a coincidence 
that the researchers announced earthquake warnings 
at around the same time, or were there events that 
prompted them to make the warnings? Yes, there 
was an abnormal situation. It was a long-term slow 
slip, which was described in the preceding sections. 
After all, it may be concluded that the latest slow 
slip was just one of the slow slip events that have 
been observed time and time again in the past. 
Even so, it is nothing but an afterthought. I think 
that it was reasonable for researchers to issue a 
Tokai earthquake warning at the start of a slow 
slip event. I would venture to say that, with our 
current knowledge, it was a little bit of a stretch 
for us to specifically mention when an earthquake 
would occur. I should add that there still remains a 
possibility that the above warnings will come true.
  The incident may have been a bitter experience 
for the researchers involved. Rather, I’m worried 
that, after this thing, they become cautious about 
expressing what they have inferred from their 
research. At present, presentations made at academic 
society meetings are mostly reports on observed 
events or the results of data analyses. Aside from 
inferences that are logically derived from analysis 
results, other inferences tend to be rejected as 
speculation (“empty theory” or “conjecture”). This 
is because, while fact verification and situation 
analysis are the base of a science-based approach, 
speculations intermixed with forecasts could be 
misleading as they contain ambiguity. However, 
if researchers are preoccupied only with reporting 
established facts, it will not lead to practical 
earthquake prediction.
  I think that researchers involved in earthquake 
prediction should always be open to making 
forecasts. When they analyze an event, they should 
not stop at just the analysis but should speculate on 
what it means and predict its future. For instance, 
take the Kii-hanto Nanto-oki Earthquake, which was 
taken up in Section 4-1 (4). With this earthquake, 
there are many reports on its characteristics and 
how it occurred, but there are few discussions on 
how it will affect the future occurrence of Tokai and 
Tonankai earthquakes. As Seno (2006)[23] said, it is 
difficult to judge even whether its impact on future 
earthquakes is positive or negative. Having said 
that, however, I do not mean that they should come 
up with a decisive conclusion. Rather, I am saying 
that they should present their inferences and conduct 
lively discussions on them. 
  As a model case, I would like to introduce a 
workshop dubbed “Thorough Debate—Where 
Will the Next Tokai Earthquake Occur?”[49] held 
at Nagoya University in January 2007. More than 
just a workshop, it was an unusual panel discussion 
in which five researchers presented their research 
results and exchanged views on several topics in 
order to coordinate their perceptions. Although the 
panelists were unable to reach a conclusion on when 
a Tokai earthquake would occur, it was refreshing to 
see them present challenges and discuss them.
   Some have proposed that such workshops should 
be organized under the leadership of academic 
societies. It could be pointed out as a good proposal. 
But what I am really calling for is action that should 
be taken before that. Nobody can say for sure what 
is forecast. Even so, researchers should be able 
to let their imaginations run on what they have 
researched and draw inferences from it. It doesn’t 
matter whether they can reach a consensus or not. 
What is important is that there should be diversified 
inferences and lively exchanges of views on them 
and that the public should be informed of the 
process of such discussions.
  Any prediction or forecast of an earthquake, 
however simple it may be, may eventually prove to 
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be wrong. The researchers should be aware of that 
and be prepared to take on criticism for making a 
wrong prediction or forecast. I hope that researchers 
of the Tokai earthquake, or earthquake prediction in 
general for that matter, will be prepared for that as 
their role.
Conclusion
  One day after the “Suruga Bay Earthquake of 
2009,” Japanese newspapers wrote in their editorials 
about Japanese measures against a Tokai earthquake. 
Among them, Nihon Keizai Shimbun was critical 
of the Earthquake Assessment Committee system, 
saying that “we should not be overly swayed by the 
assumptions or hypotheses that are decided by the 
administration or academic society without scientific 
verification.” Admittedly, the current earthquake 
prediction, which is premised on the appearance of 
a pre-slip, is not scientifically verified. However, it 
does not mean that the existence of a pre-slip has 
been rejected. It is not wrong for the EAC to base its 
prediction of a Tokai earthquake on the appearance 
of a pre-slip. The EAC once insisted that it would 
never overlook any signs of an earthquake. However, 
after the serious disaster by 1995 Kobe Earthquake, 
the EAC brought down its tone and now says that it 
may overlook even a Tokai earthquake. Therefore, 
people are well aware of the danger of totally 
relying on earthquake warnings issued by the EAC. 
Under such limited conditions, the EAC system is 
relevant to today, even if its probability of successful 
prediction is less than 50%. Rather, the problem is 
that people misunderstand that everything about 
Tokai earthquake prediction is left to the EAC. 
Judging from the fact that researchers are not active 
in making presentations on a Tokai earthquake at 
academic meetings, even researchers seem to have 
a similar misunderstanding. Given the complicated 
situation of the Tokai region, the scope of judgment 
allowed for the EAC is extremely limited. Regarding 
the latest Suruga Bay earthquake, the EAC issued a 
comment, saying that it “has no direct relationship 
with a Tokai earthquake.” Since the role of the 
EAC is limited to making predictions of a Tokai 
earthquake, the comment seems appropriate. 
However, it will not satisfy the public. While they 
are well aware that the EAC’s prediction is always 
vague and sometimes misleading, they still want 
to know how a Suruga Bay earthquake relates to 
a Tokai earthquake. Researchers are required to 
make their own inferences based on the knowledge 
and power of judgment they have built up. From 
the viewpoint of “the gap between research and 
implementation concerning the prediction of a Tokai 
earthquake,” researchers, who are in a different 
position from the EAC, have a big role to play.
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Introduction
   Computer performance has been improved by 
increase of CPU (central processing unit) clock 
frequency based on miniaturization of semiconductor 
manufacturing process, however this reaches the 
upper limit caused by increase of heat generation, 
power consumption and leakage current since around 
2005. To overcome these problems, in recent years, 
improvement of computer performance by parallel 
processing using multi-core processors which have 
multiple cores executing general operations at lower 
clock frequency has become a central issue.[8] Since 
the year 2000, various processors have come on the 
market, for example multi-core CPUs, GPU (Graphics 
Processing Units) which enable fast numerical 
computations, and heterogeneous processors which 
combine an ordinary core for general oprerations 
with special cores for numerical operations. While 
such high performance processors based on parallel 
computing have come, ironically, development of 
numerical simulation software with high execution 
efficiency has been extremely difficult.
   In order to make full use of parallel hardware, we 
must select suitable calculation algorithms for the 
hardware architecture, and adjust programs to raise 
execution efficiency. This is called software tuning, 
which is an essential element for software development 
in high performance computing. There are technical 
difficulties as well as tremendous work in manual 
software  tuning for extremely complicated hardware 
architecture in recent years. Furthermore, developed 
software must be rewritten and tuned in accordance 
with frequently updated hardware architecture to keep 
4
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existing software resources. This increases software 
maintenance costs. It is a serious obstacle of efficient 
progress of R&D in numerical simulation to update 
software for the latest hardware architecture.
   This paper first describes trends in hardware 
architecture and software applications, next provides 
an overview of layer structure in parallel and 
distributed software for high performance numerical 
simulation. We then discuss automatic tuning, which 
plays an important role to develop software for 
high performance computing. Finally, we introduce 
new trends in research organizations promoting 
fundamental software technology.
Trends in Hardware Architecture 
and Software Applications
2-1 Diversifying Commodity Processors and their 
Trends
   Commodity processors (also called microprocessors, 
MPUs) are mass produced low cost processors for 
PCs, servers and game consoles. In recent years, high 
performance computers for simulation in science and 
technology are also increasingly adopting parallel and 
distributed systems using commodity processors.
   Figure 1(a) to (d) show typical architectures of 
commodity processors. (a) Single core CPU and (b) 
Multi-core CPU designed for general operations that 
have a large instruction set enabling complicated 
processing is comprised of a core1 processing unit 
with memory storing data. For example, it has 
acceleration functions such as  a special instruction 
for sequential data multiplication and out of order 
execution which invokes independent processes for 
fast overall processing. The bottom half of Figure 
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1 shows  (c) GPU and (d) Cell/B.E. (Broadband 
Engine)TM, which are mainly composed of core2 
(processing units designed for specific numerical 
operations). Initially, (c) GPU and (d) Cell/B.E. were 
developed with the goal of reducing CPU load by 
isolating numerical operations: dot and cross products 
which are widely used in 3D computer graphics, 
and audio and visual data processing that handles 
compressed data encoding and decoding. In recent 
years, numerical simulations using (c) GPU and (d) 
Cell/B.E. as cores[NOTE 1] have been popular in which 
their high performance is widely noticed.
   Cell/B.E.[NOTE 2] in Figure 1(d), which is one type 
of heterogeneous processor, gives the following 
improvements compared to conventional CPUs.[9, 28]
● Improved data transfer efficiency in processor
   From the aspect of enhancing processing speed, 
there are bottlenecks in the time required for  reading 
or writing data in memory, and data transfer time 
among cores. In order to achieve high speed data 
transfer, it uses dual high speed ring networks 
connecting each core2 for fast numerical operations.
● Efficient processing and power savings using a 
general processing core and numerical operation 
cores
   The combination with core1 and core2 improves 
execution efficiency and reduces power consumption 
by allotting operations according to their content. A 
core1 executes general operations and multiple core2s 
mainly execute numerical operations. The larger 
number of transistors in a CPU not only increases 
power consumption, but also increases the power 
used in chip cooling. Thus instead of increasing the 
number of core1 which executes various complicated 
processing, increasing the number of core2 which 
executes numerical operations, thereby reduces the 
total number of transistors on the chip.
   Figure 2 shows changes in hardware architectures 
and their relationships with high performance 
software development.  A CPU which controls 
operation processing as the heart of a computer has 
been realized with a single core for a long time. Then 
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Prepared by the STFC based on Reference[9,20,26]
Figure 1 : Architectures of Commodity Processors
[NOTE 1] 
Floating point data used in GPUs were extended from single precision to double precision, and were 
also compatible with the IEEE754 floating point operation standard. Consequently it makes easier to use 
GPUs in numerical simulations which require calculation precision.
[NOTE 2] 
IBM’s PowerXCellTM is a product which accelerated the double precision floating point operations of 
Cell/B.E.
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multi-core CPUs appeared in the market.  Furthemore, 
various architectures which use GPUs and multi-core 
CPUs together came to be adopted. Heterogeneous 
processors comprises of different cores on one chip. 
There is a steady move towards heterogeneous parallel 
and distributed systems which mix these architectures. 
This trend that the various hardware architectures 
mentioned above are combined will continue.
   Heterogeneous processors would be widely used 
from the trend appeared in IBM’s Cell/B.E.TM, 
AMD’s StreamComputing,[21] and Intel’s Larrabee.[23] 
However, data transfer between CPU-GPU tends to be 
Prepared by the STFC based on Reference[9,20,26]
Figure 2 : Hardware Architecture Changes and Increasing Difficulty of Software Development for 
High Performance Computing
Prepared by the STFC based on Reference[11-16]
Figure 3 : Changes in Numerical Simulation Software and Hardware
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a bottleneck in current architectures. In the short term, 
a part of numerical simulations by heterogeneous 
parallel and distributed systems, which combine CPUs 
and fast numerical calculation GPUs, or heterogeneous 
processors, are cost effective compared to the cases 
of homogenous parallel and distributed systems 
constructed by the identical CPUs.
   Software development targetting a heterogeneous 
parallel and distributed system for high performance 
computing is extremely difficult compared with usual 
development targeting a single core CPU. In a parallel 
and distributed system, execution efficiency is more 
affected by processes such as data allocation and 
integration among processors, and data transfer, etc. 
Thus these factors must be considerd in the software 
development for high performance computing. 
Especially for parallel and distributed systems using 
heterogeneous processors which combine different 
functions, it makes the software development even 
more difficult to get sufficient performance, because 
each core’s process must efficiently work in closer 
cooperation.
2-2 Lifetimes of Numerical Simulation Software
   Numerical simulation software tends to have a 
longer lifetime than for hardware. Figure 3 shows 
changes in typical numerical simulation software and 
hardware, especially commodity processors. There 
is leading numerical simulation software used even 
today with about 40 years of history. On the other 
hand, commodity processor architecture has been 
frequently changed in a short period of time (this is 
referred to here as a short lifetime for hardware). In 
order to extend the lifetime of numerical simulation 
software, in other words, in order to continue using 
the same software even on hardware with a changed 
architecture, software must be rewritten each time 
to suit the novel hardware. For example, leading 
numerical simulation softwares for structural analysis 
and computational chemistry appeared in the late 
1960s, and these have been used to the present time 
with function extensions.
2-3 Execution efficiency of Numerical Simulation 
Software in Parallel and Distributed Systems
   In general, numerical simulation software 
results very low execution efficiency in parallel 
and distributed systems. Execution efficiency is 
the sustained performance as a ratio of theoretical 
performance as 100%. Figure 4 shows the relationship 
between numerical simulation software and its 
execution efficiency reported by Oliker et.al.[5] The 
evaluation covered the simulations shown below 
which were selected from various science and 
technology fields. The names of numerical simulation 
software used to investigate execution efficiency are 
written in parentheses.
•Linear equation system with a dense coefficient 
matrix (LINPACK)
•Ab initio calculation (PARATEC)
Prepared by the STFC based on Reference[5]
Figure 4 : Execution efficiency of Numerical Simulation Software in a Parallel and Distributed 
System (Results of calculation by a parallel and distributed system using 512 AMD 
Opteron processors)
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•Fluid dynamics (ELBM3D)
•Plasma fusion (GTC)
•High energy physics (BeamBeam3D)
•Gas dynamics (HyperCFlow)
   The execution efficiencies shown in Figure 4 are 
obtained in a parallel and distributed system using 
512 AMD Opteron processors. Execution efficiency 
was over 70% for LINPACK, a benchmark program 
used for comparing high performance computers. 
However, we recognize from Figure 4 except for 
PARATEC,[NOTE 3] numerical simulation software has 
less than 25% execution efficiency. Even if parallel 
processing is introduced, numerical simulation 
software results low execution efficiency. If the 
software is developed for sequential processing, 
source codes which can not be parallelized remain 
for the sake of dependency of processes. While 
parallelization is applicable, data transfer delay 
and load balance among processors make it even 
more difficult to improve execution efficiency in a 
parallel and distributed system. Therefore progress in 
numerical simulation software does not sufficiently 
catch up with hardware performance improvements.
Components  of  Numer ica l 
S i m u l a t i o n  a n d  S o f t w a r e 
Fundamental Technology
 
   Numerical simulation is divided into many 
components, and these are arranged in the five layers 
shown in Figure 5: Theory, mathematical model, 
algorithms, software, hardware.[17]
   On the left side of Figure 5 shows usual components, 
and on the right are new components which should be 
considered. Here, software fundamental technology is 
a set of common components classified in the software 
layer which are used in various numerical simulations, 
such as functions linking with hardware.
   As shown on the left side under “Usual Components 
in Numerical Simulation”, various components 
at each layer must be considered for developing 
numerical simulation software. In the case of software 
for sequential processing, there was no need to 
make a program enabling complicated parallel and 
distributed processing. However, if there is a need 
for numerical simulation software which runs on a 
parallel and distributed system, mathematical models 
and theories as well as algorithms should be designed 
in consideration of hardware architecture. In the 
past software development, each layer was relatively 
independent, but with progress in the use of parallel 
and distributed systems, each layer has been closely 
related. 
   On the right side of the figure, some “New 
Components for Software and Hardware which 
Should be Considered” in the hardware layer 
contains GPUs, heterogeneous processors, and the 
heterogeneous parallel distributed systems which 
use these processors. In the software layer, there are 
Software Development Kits (SDKs) for above parallel 
processors such as CUDA,[20] MARS,[24] and the 
standard OpenCL.[25][NOTE 4] Moreover, combination 
of MPI/OpenMP, and grid computing middleware 
are added to parallel and distributed processing 
frameworks as new components. 
   These components should be considered in software 
development for high performance numerical 
simulation to make full use of novel hardware. 
Due to this situation, software automatic tuning 
related technology plays more important roles as a 
fundamental technology in software development for 
high performance computing. These are discussed in 
detail below.
[NOTE 3] 
PARATEC shows an exceptionally high execution efficiency of about 55%, because Fast Fourier 
Transform (FFT) accounts for the majority of the calculations which can be accelerated by parallel 
processing.
[NOTE 4] 
Specification for an Application Program Interface (API) created by the Khronos Group, which can 
provide integrated handling of multi-core CPUs, GPUs and Cell/B.E. However, with OpenCL 1.0,we 
must write specific programs for each architecture to enahance performace.
3
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Software Automatic Tuning
4-1 Software automatic tuning in Numerical 
Simulation
   Software tuning is a process to adjust software in 
order to make full use of hardware performance. 
Software automatic tuning in numerical simulation 
automatically improves execution efficiency without 
time-consuming manual tuning by adjusting software 
to suit hardware.
   Figure 6 explains an outline of software automatic 
tuning with an example. Let’s consider the case of 
solving the fundamental equation described by a 
partial differential equation using the finite element 
method. In this numerical simulation, the linear 
equation system is solved. Here, the items shown in 
the bottom of Figure 6 represent factors affecting 
calculation speed and calculation accuracy, which 
are called tuning conditions. Tuning conditions are 
divided into simulation models, numerical properties 
of linear equations, solution algorithms, quality of 
calculation program, and the computer system. These 
factors are subdivided into several factors which 
further affect each condition. Arrowed lines shown in 
the figure denote the subdivided factors. 
   A basic software automatic tuning process consists 
of the following 5 processes.
(1) Experiment: Set tuning conditions and execute the 
software
(2) Measurement: Obtain measurement items from 
experimental results, and calculate the evaluation 
function
(3) Analysis: Estimate the performance model from 
the measurement items and evaluation function
(4) Learnning: Automatically update the tuning 
conditions
(5) Decision: Determine optimal tuning conditions
   This process improves performance while 
repeating steps (1) to (4) with changing the tuning 
conditions, then finally obtains the optimal tuning 
conditions in step (5). Among these tuning conditions, 
some items can be automatically determined by 
usual compiler optimization technology. But the 
compiler optimization technology can not handle 
algorithm selection, parameter adjustment and so 
on. Consequently, we define an evaluation function 
reflecting calculation speed of numerical simulation, 
then solving optimization problems, automatic tuning 
is achived which selects optimal algorithms and 
adjusts parameters.
   Next, we explain the effects of software tuning and 
the necessity of automatic tuning, taking the example 
of a size 400x400 matrix multiplication computation. 
The histogram in Figure 7 shows the distribution of 
calculation speed obtained from all 16,129 tuning 
Prepared by the STFC based on Reference[9,17-25]
Figure 5 : Components of Numerical Simulation
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conditions in a 400×400 matrix multiplication, in 
which the number of results with the same calculation 
speed is counted. In this case, the highest calculation 
speed is 1459 MFLOPS, and there are peaks at 1300, 
1175 and 1100 MFLOPS in the histogram whose 
height indicates the number of tuning conditions with 
the same speed. This suggests that the optimal solution 
is not easily obtained, even if we define the evaluation 
function using calculation speed. Tuning conditions 
greatly vary the calculation speed, therefore there is 
a small peak near 600 MFLOPS, which is under half 
of the maximum calculation speed. We can obtain the 
optimal solution if we investigate the whole search 
space, but this results in large tuning calculation 
cost. Consequently, we need an automatic tuning 
method which efficiently finds conditions maximizing 
performance from a huge number of tuning condition 
candidates. 
   Software automatic tuning can be divided into 
the functions of static automatic tuning, dynamic 
automatic tuning, and advanced automatic tuning. 
These functions are used to create numerical 
calculation libraries and applications with automatic 
tuning functions. In developing automatic tuning 
functions, different development environments 
such as an integrated automatic tuning development 
environment, language extension etc. are required. 
Figure 8 shows these relationships. 
   According to the history of automatic tuning 
research and development, software automatic tuning 
was first applied to the parts of numerical calculation 
libraries depending on  hardware. This is now called 
static automatic tuning. Next, optimization considering 
property of input data was applied to numerical 
calculation. This is now called dynamic automatic 
tuning. Dynamic automatic tuning investigates the 
matrix size and distribution of nonzero elements, then 
automatically determines suitable tuning conditions 
in addition to the static tuning functions. In order to 
implement these dynamic automatic tuning functions, 
it was necessary to extend the specifications of the 
programming language (programming language 
extension) to a development environment. In order 
to archieve advanced automatic tuning, numerical 
optimization techniques and databases has been used, 
and the research is now in progress on constructing 
integrated development environments for automatic 
tuning software which includes verification of 
performance improvement. However, the scope of 
application is still limited to numerical calculation 
[NOTE 5] 
In linear equation systems and eigenvalue problems, sometimes it does not give numerical solution 
in which  iteration depends on the initial parameters and algorithms. Even in these cases, a numerical 
calculation library with automatic tuning functions is useful, because initial values and parameters are 
automatically adjusted.
Prepared by the STFC based on References[30-33]
Figure 6 : Outline of Software Automatic Tuning
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libraries, and there are expectations for progress in 
automatic tuning research which is also applicable 
to numerical simulations in addition to matrix 
calculations and signal processing.
4-2 Numerical Calculation Libraries with Automatic 
Tuning Functions
   Numerical simulations frequently use numerical 
calculation libraries for matrix calculations and 
signal processing. Operations executed by these 
numerical calculation libraries often cause bottlenecks 
decreasing performance. By incorporating automatic 
tuning functions into numerical calculation libraries 
for linear equation systems, eigenvalue problems, FFT, 
etc., the performance of numerical simulations can be 
improved. 
   Numerical calculation libraries with automatic 
tuning functions are also classified into numerical 
calculation libraries with static automatic tuning 
functions depending on hardware, and numerical 
calculation libraries with dynamic automatic tuning 
functions depending on input data. Characteristics of 
tuning techniques used in these numerical calculation 
libraries with automatic tuning functions are shown 
below.[NOTE 5]
(a) Numerical calculation library with static automatic 
tuning functions
• During installation, it evaluates the hardware 
configuration and performance such as the numbers 
of processor cores and data transfer rate, then 
adjust the parameters used in libraries to maximize 
performance.
(b) Numerical calculation library with dynamic 
automatic tuning functions
• According to the matrix size and distribution of 
nonzero elements in a sparse matrix, it selects the 
algorithms and calculation parameters for linear 
equation systems and eigenvalue problems.
Figure 7 : Relation between Automatic Tuning Conditions and Matrix Calculation Speeds
Prepared by the STFC based on References[40]
Figure 8 : Software Types and Software Automatic Tuning Functions
Prepared by the STFC based on References[30-33, 40, 42]
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Name Type Organization Functions
PHiPAC
(Portable High 
Performance ANSI C)
Dense matrix 
calculation
University of 
California, Berkeley, 
United States
Library automatically accelerating a matrix multiplication loop 
by adjusting to the hardware architecture. The code generator 
outputs multiple source codes which implement different tuning 
conditions, then   the fastest codes are automatically selected. 
Specifically, it improves memory access efficiency by using 
cache that introduces local variables. Moreover it improves 
execution efficiency by parallelization for independent codes 
using loop unlooling and elimination of conditional branches.
ATLAS
(Automatically Tuned 
Linear Algebra 
Software)
Dense matrix 
calculation
University of 
Tennessee,
United States
Matr ix calculat ion l ibrar y inc luding automat ic tuning 
functions that supports parts of BLAS (Basic Linear Algebra 
Subprograms) and LAPACK (Linear Algebra PACKage). It 
generates multiple programs with different block sizes which 
affects matrix calculation performance to adjust hardware. 
During library installation, it uses a timer to measure execution 
time and select an optimized program.
FFTW
(the Fastest Fourier 
Transform in the West)
Signal 
processing
Massachusetts 
Institute of 
Technology, 
United States
High speed Fourier transform library including automatic 
tuning functions which reduces memory access frequency 
and amount of calculations. In addition to the automatic tuning 
during installation, it executes run-time optimization based on 
the input data size. The parallelized library using MPI and  Cell 
B.E. implementation have been developed so far.
SPIRAL
(Software/Hardware 
Generation for DSP 
Algorithms)
Signal 
processing
Carnegie Mellon 
University, 
United States
Library containing automatic tuning functions for signal 
processing, such as FFT, DCT and Wavelet transforms.
OSKI
(Optimized Sparse 
Kernel Interface)
Sparse 
matrix 
calculation
University of 
California, Berkeley
Lawrence Livermore 
National Laboratory, 
United States
Automatic tuning library for sparse matrices developed by the 
BeBOP (Berkeley Benchmarking and Optimization Group). 
This can also handle parallel processing in combination with 
the PETSc numerical calculation library using MPI and BLAS.
ILIB
(Intelligent LIBrary)
Dense and 
sparse matrix 
calculation
University of Tokyo
Library for linear equation systems and eigenvalue problems 
using parallel algorithms. It selects a suitable algorithm based 
on the distribution of nonzero elements. It can be applied for 
both sparse and dense coefficient matrices. 
ABCLib
(Automatically 
Blocking and 
Communication-
adjustment Library)
Dense and 
sparse matrix 
calculation
University of Electro- 
Communications
Numerical calculation library for  parallel distributed systems. 
It implements automatic blocking which corresponds to cache 
size parameter tuning, and dynamic selection for optimal 
communication reflecting the input data.
Xabclib
(eXtended ABCLib)
Dense and 
sparse matrix 
calculation
University of Tokyo
Parallel automatic tuning library that extends ABCLib using 
OpenATLib. It suppor ts eigenvalue problems using the 
LANCZOS method, and linear equation systems using the 
GMRES method.
Table 1 : Numerical Calculation Libraries with Automatic Tuning Functions for which R&D is in progress
Prepared by the STFC based on References[32, 33, 38, 39, 43]
Figure 9 : Trends in Development of Numerical Calculation Libraries with Automatic Tuning Functions
Prepared by the STFC based on References[32, 33, 38, 39, 43]
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• Applies tuning techniques corresponding to 
dynamically allocated processors and number of 
cores.
   Figure 9 shows the history of developments of 
these numerical calculation libraries with automatic 
tuning functions, and predicted future developments. 
PHiPAC and ATLAS are libraries which implement 
static optimization for dense matrix calculations. The 
following are numerical calculation libraries with 
dynamic automatic tuning functions for parallel and 
distributed systems: FFTW and SPIRAL for signal 
processing, and OSKI, ILIB, ABCLib and Xabclib 
for matrix calculations. ILIB had been extended 
to ABCLib, and moreover its numerical algorithm 
selection during run-time and communications 
methods tuning were improved in Xabclib.[33] Table 
1 summarizes trends in development of numerical 
calculation libraries which focus on each automatic 
tuning function. As shown in Table 1, many research 
institutions tackle researches on numerical calculation 
libraries with these automatic tuning functions.
   In general, future research topics will be 
performance enhancement by improved optimization 
methods, and automatic tuning techniques for novel 
hardware architectures. Regarding heterogeneous 
parallel and distributed system which is considered as 
one of typical novel hardware architectures, research 
is still at the stage of manual tuning.[35,36] Thus 
progress from manual tuning into automatic tuning is 
expeceted.
4-3 Programming Language Extension and 
Integrated Development Environments for 
Automatic tuning
   As described above, in order to achieve dynamic 
automatic tuning functions, programming language 
extension is introduced for automatic tuning in 
existing programming languages. Moreover, for 
advanced automatic tuning, support tools including 
performance evaluation and analysis functions are 
used from integrated development environments. 
For once we write source code containing automatic 
tuning functions, we can easily improve performance 
corresponding to updated hardware such as a large 
scale parallel and distributed system. Consequently, it 
results benefits of reduced hardware dependency and 
improved software portability.
   Figure 10 shows the history of development of 
programming language extensions and integrated 
development environments for software automatic 
tuning, and forecasted future development 
trends.[31,33,40-43] Here, items with a * denote integrated 
development environments, and the others are 
prog ram ming lang uage extensions.  ROSE 
and Active Harmony are programming language 
extension tools which add performance measurement 
functions for automatic tuning into source code 
written in various programming languages. POET in 
combination with ROSE, and CHiLL in combination 
with Active Harmony, are integrated development 
environments which optimize various parameters 
of software automatic tuning. ABCLibScript 
provides a programming language extension 
with multiple functions for automatic tuning, but 
Figure 10 : Trends in Development of Programming Language Extension and Integrated 
Development Environments for Automatic Tuning
Prepared by the STFC based on References[31,34,41,42,44]
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applicable programming language is currently 
limited to FORTRAN, C language extension is now 
planned. VisABCLib is a software automatic tuning 
integrated development environment which handles 
ABCLibScript, with the special feature of advanced 
functions for visualizing software performance. 
SPRAT is a programming language extension that 
generates CUDA source code for GPUs and C++ 
source codes for multi-core CPUs, to achieve higher 
performance by automatically switching calculations 
between CPUs and GPUs corresponding to hardware 
performance.[34] 
   High performance numerical calculation libraries, 
such as matrix calculation and signal processing, 
have been developed using programming language 
extensions and integrated development environments 
for automatic tuning, but different issues remain in 
automatic tuning for general numerical simulations. 
For example, in simulations which describe interaction 
between f luids and rigid (or elastic) bodies and 
interaction in molecular dynamics, etc., conditional 
branches often appear in loop iteration, which cannot 
be handled sufficiently by automatic tuning techniques 
for high performance numerical calculation libraries. 
Consequently, software development based on 
automatic tuning for these general simulations will be 
a research topic.
   As shown in Table 2, many research institutions 
tackle research on both programming language 
extensions and integrated development environments.
New Moves towards Software 
Automatic Tuning Applications
   The history of software automatic tuning began 
from research on performance enhancement in 
numerical calculation libraries. Therefore it has 
focused on performance enhancement for numerical 
calculation libraries such as linear equation systems 
and eigenvalue problems, and applications to general 
numerical simulation software seem to be inactive 
so far. A problem is insufficient cooperation between 
Name Organization Functions
ROSE
Lawrence 
L i ve r more  Nat i ona l 
L a b o r a t o r y , U n i t e d 
States
Programming language extension in order to convert source code written in 
FOTRAN, C, C++, OpenMP, and UPC. By using ROSE, it allows to implement 
automatic tuning for source codes written in various programming languages.
POET (Parameterized 
O p t i m i z a t i o n s  f o r 
Empirical Tuning)
University of Texas at 
Austin, United States
Integrated development environment which applies optimization techniques 
such as full search, simplex method, simulated annealing, genetic algorithms, 
etc. to parameter adjustment by automatic tuning. Used in combination with 
ROSE.
Active Harmony University of Maryland, United States
Programming language extension for automatic tuning for run-time software 
performance measurement and feedback.
CHiLL
University of Southern 
C a l i f o r n i a ,  U n i t e d 
States
Integrated development environment for automatic tuning with optimization 
techniques which adjust  parameters  by changing region correspoinding to 
simplex  in search space. Used in combination with Active Harmony.
FIBER (Framework 
of Install-time, Before 
E xecute - t ime,  and 
Run-time Auto-tuning)
University of Tokyo
Development framework for numerical calculation libraries with automatic tuning 
during installation, before execution and run-time. It supports the following 
automatic tuning techniques.
•During installation: Optimization of library to match target hardware.
•Before execution: Optimization depending on problems such as matrix size
•Run-time: Optimization considering distribution of nonzero elements in a sparse 
matrix, optimization of communication methods
ABCLibScript University of Electro- Communications
Programming language extension for automatic tuning specialized for 
numerical simulation. It automatically executes 3 tuning techniques: block width 
adjustment, algorithm selection, loop unrolling adjustment.
ABCLibCodeGen generates automatic tuning programs from source codes 
written in FORTRAN with additional ABCLibScript description. Then it repeats 
performance sampling, thereby an automatically tuned program can be 
obtained.
VizABCLib University of Electro- Communications
Programming support tool using ABCLibScript that has the following functions.
•Interactive display for automatic tuning code
•Generate a log in automatic tuning process
•Compare predicted performance and measured performance
•Systematic performance evaluation
•Database of information required in automatic tuning: calculation scheme, 
algorithms, etc.
SPRAT Tohoku University
Compiler generating both C++ program for CPU and CUDA program for GPU 
from source code written in a special programming language which does not 
depend on the CPU and GPU.
Table 2 : Characteristics of Automatic Tuning Programming Language Extensions and Integrated Development 
Environments on R&D in progress
Prepared by the STFC based on References[31-34, 41-44]
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computer scientists who pursue software automatic 
tuning and researchers in various fields using 
numerical simulation. As an example of promoting 
such cooperation, in the Scientific Discovery through 
Advanced Computing (SciDAC-2) program by the 
Office of Science of the U.S. Department of Energy, 
there is the Performance Engineering Research 
Institute (PERI)[45] project which focuses on software 
performance engineering including automatic tuning. 
Their activities are described below.
   The background to launch PERI is as follows. 
In the SciDAC-1 program started in 2001, PERI’s 
predecessor the Performance Evaluation Research 
Center (PERC) project achieved  research works on 
benchmarking, analysis, performance modeling and 
optimization of numerical simulation programs for 
high performance computing, and their application 
to climate prediction models, plasma turbulence 
and accelerator simulations. From these research 
works and their applications, it makes the issues 
described in Section 2 clear. There are  obstacles to 
smooth progress in research in which software must 
be rewritten for novel hardware because hardware 
lifetime is shorter than software lifetime. Problems 
between both types of researchers were also pointed 
out: researchers using numerical simulation do not 
provide information on portability of source code, on 
the other hand, computer scientist are not interested in 
tools to port developed software. While considering 
these problems, the PERI project was begun as a 
successor project to PERC.
   Currently, both the SciDAC program and INCITE 
(Innovative and Novel Computational Impact on 
Theory and Experiment) program are included in the 
Advanced Scientific Computing Research (ASCR) 
program by the Office of Science, Department of 
Energy in the U.S. SciDAC-2 is a program which 
focuses on software fundamental technology in high 
performance computing. On the other hand, INCITE 
program mainly provides high performance hardware 
and computing resources for numerical simulations.
5-1 SciDAC-2 Research on Fundamental Software 
for Numerical Simulation
   As shown in Figure 11, SciDAC-2 is broadly 
grouped into 3 organizations in charge of Research on 
fundamental technologies, Application of fundamental 
technologies, and Scientific applications. Table 3 
shows each project and research topics of SciDAC-2 
in 2009. It is a notable aspect that Outreach Center 
in SciDAC-2 which acts as a support organization 
Figure 11 : Components of the SciDAC-2 Program including PERI Project
Prepared by the STFC based on References[45]
CACAPES Argonne National Laboratory
(1) SciDAC-2  (Refer to Table 3) (2) PERI  (Refer to Table 4)
Research on 
fundamental
technologies
PDSI
PERI
ULTRAVIS
Lawrence Berkeley National Lab
Oak Ridge National LaboratoryOrganizations
Lawrence Livermore National Lab
APDEC
CEDPS
CScADS
North Carolina State University
University of Maryland
participating in 
software
performance
engineering
research
ESG
ITAPS
Outreach
University of North Carolina
Rice UniversitySupport for 
SciDAC-2
project University of Oregon
SciDAC-2
Application of 
fundamental
technologies
SDM
TASCS
University of Southern California
University of Tennessee at Knoxville
University of Utah
GTCTOPS
VACET
Material Sci. Chem.
Verification of 
performance enhancement S3D
Performance databaseSupport for 
joint
hLife Science
Climate
Fusion Energy
Scientific
applications
Liaison
researc
Promote joint research with 
Groundwater
Physics
other projects
64
S C I E N C E  &  T E C H N O L O G Y  T R E N D S
for disclosure of research results, etc. In addition to 
publishing project information, this Outreach Center 
plays important roles, such as user support and 
training, and active promotion for building up closer 
connections between projects. 
5-2 Research on Sof tware Per formance 
Engineering in PERI Program
(1) Roles of PERI
   As part of the SciDAC-2 program, a goal of PERI 
is to provide software development technology for 
high performance computing to numerical simulation 
research in other projects. PERI is in charge of the 
following R&D.
•Performance modeling for numerical simulations
•Accurately predict the execution speed which can be 
obtained from developed software.
•Software automatic tuning R&D
•Set highly difficult long term research targets for 
reducing the researchers’ programming burdens.
•Application R&D
•Apply research works in PERI to numerical 
simulations in other R&D projects in SciDAC-2.
(2) PERI’s Organization and Operation
   Looking at PERI’s organization and operation, it 
Abbreviation of 
organization Organization name Topics
CACAPES
Combinatorial Scientific 
Computing and Petascale 
Simulations Institute
Load balancing for parallel computing, automatic differentiation, sparse 
matrix calculation
PDSI Petascale Data Storage Institute
Specifications, standards, algorithms, and performance measurement tool 
development focused on data storage
PERI Performance Engineering Research Institute
Software performance engineering:
software performance modeling, performance prediction, software 
automatic tuning, applications
ULTRAVIS Institute for Ultra-Scale Visualization
Development of visualization tools for extracting potential information from 
huge data sets
APDEC Applied Partial Differential Equations Center Algorithms and software framework for partial differential equations
CEDPS Center for Enabling Distributed Petascale Science
High reliable and high performance data transfer mechanism and resource 
allocation and virtualized environment on grid
CScADS
Center for Scalable 
Application Development 
Software
Petascale computing platform, communication library, mathematical 
library, open source compiler
ESG Earth System Grid Center for Enabled Technologies
Data creation for next generation simulation integrating the atmosphere, 
sea and land for climate and weather forecasts
ITAPS
Interoperable Technologies 
for Advanced Petascale 
Simulations Center
Mutual use of SciDAC applications, and compatible data manipulation 
tools for mesh, geometry, etc.
Outreach Outreach Center Share information among projects, support services, training, transfer of SciDAC research results to new organizations
SDM Scientific Data Management Center
Science and technology computing workflow automation, data mining, 
data analysis, efficient access to storage
TASCS
Center for Technology 
for Advanced Scientific 
Component Software
Develop component software  for parallel simulations, hardware and 
software  to improve quality, robustness, dynamic adaptability, and 
usability. 
TOPS Towards Optimal Petascale Simulations R&D to solve bottlenecks of scalable solvers and applications
VACET
Visualization and Analytics 
Center for Enabling 
Technologies
R&D on data visualization and analysis software
Material 
science,
Chemistry
Petascale computational chemistry and material modeling, quantum 
simulation of nanostructures, crack analysis under stress, chemical 
reactions and interactions in fluids
Life science
Impacts of microbes and 
bacteria on environment. 
Energy generation.
Hydrogen generation, bioethanol and energy generation from microbes
Climate Climate and weather
Successive, dynamic and adaptive  grid computing for physical and 
chemical models of earth climate, cloud modeling and its validation, 
improvement of global climate model, and atmosphere model.
Fusion energy Alternative clean energy Turbulence analysis for plasma fusion
Groundwater Model for contaminant dispersion by groundwater and geometric, biological and chemical model of underground
Physics Subatomic particles, nuclear energy, astrophysics, turbulence analysis of shock waves, open science grid
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Table 3 : Organizations and Topics in SciDAC-2 Program 
Prepared by the STFC based on References[45]
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Organization Topics
Argonne National 
Laboratory
Service infrastructure software quality enhancement for numerical simulations (in cooperation with TASCS).
Software performance databases: interface extension and addition of simple interface for application 
developers.
Definition and component implementation of interface to automate learning in automatic tuning.
Infrastructure to share hardware performance database among applications.
Performance analysis interface extension using PerfExplorer.
Making more robust analysis component prototype based on machine learning (in cooperation with University 
of Oregon).
FLASH application performance evaluations on Argonne National Laboratory’s Blue Gene/P and Oak Ridge 
National Laboratory’s Cray XT3.
Lawrence Berkeley 
National Laboratory
PERI project management.
Check progress of PERI and fundamental technology research organizations.
Analysis processing of plasma turbulence analysis team.
Quantum calculation software tuning of material simulations for new solar cells.
Development and testing of automatic tuning functions for applications on multi-core processors.
Lawrence 
Livermore National 
Laboratory
Empirical tuning using POET, which is a tool for automatic tuning.
Continue survey of software performance evaluation, especially cross-platform models.
Coordinate with PERI researchers of other organizations and integrate various performance prediction tools.
Application of software automatic tuning and performance prediction tools to SciDAC applications.
Generate models showing activity of MPI applications.
Extension of MPI tracing mechanism which measures communication patterns.
Implementation of functions which measure performance distribution of MPI events.
Survey of advanced techniques for ideal tracing including timestamps.
Promote activities of performance enhancement verification teams.
Oak Ridge National 
Laboratory
Continue development of interconnect simulator for network topology and routing settings, which is required 
by the teams verifying performance enhancement.
Comparison of models and simulation results for performance measurement in large scale systems.
Improve accuracy of models which identify scaling bottlenecks.
Support joint research for applications in climate and weather, fusion, material science, and groundwater.
Promote application of PERI’s research results.
Promote cooperation with projects outside SciDAC.
North Carolina 
State University
Continue support for joint research of application teams, analyze performance and optimize on Cray XT4 and 
BlueGene/P.
Continue to support communication of application teams with PETSc developers and users, and improve I/O 
and user routines.
Rice University
Continue joint work with Cray and IBM to solve problems of performance sampling using hardware counter 
function of OS.
Introduce HPCToolkit at the stage after OS problems are fixed.
Continue to work on extension of path profiling function of optimization code of HPCToolkit.
Continue to work on extension of performance analysis techniques for OpenMP and MPI+OpenMP programs.
Coordinate with SciDAC and INCITE application teams.
University of 
California, 
San Diego
α testing of network simulator.
β release of network simulator.
Basic R&D for memory tracing estimation in large scale data and processor systems.
University of 
Maryland
Integration of automatic tuning framework including an empirical search function.
Complete integration of Active Harmony with the ChiLL framework, and start evaluation.
Development of PERI-DB search API.
Support for performance enhancement verification teams.
University of 
Oregon
Continue support for performance measurement and analysis of petascale applications.
Continue performance measurement and fluid analysis and plasma turbulence analysis applications of 
performance enhancement verification teams.
Continue integration of performance database with PERI-DB group.
Use PerfExplorer in data analysis of performance enhancement verification teams.
University of 
Southern California
Management of entire PERI project.
Continue API development for automatic tuning users.
Research to determine specifications related to automatic tuning and ChiLL.
Coordinate with SciDAC and INCITE application teams.
R&D on data copying libraries (cooperate with University of Utah).
Continue integrating Active Harmony with ChiLL (joint research with University of Maryland and University of 
Utah).
University of 
Tennessee at 
Knoxville
Continue development of cross-platform performance counter library which supports PERI performance 
modeling and automatic tuning.
Research on empirical search techniques for automatic tuning, and integration with PERI automatic tuning 
framework.
Research on optimization techniques for multi-core architectures, and integration with PERI automatic tuning 
framework.
Cooperate in building database of performance enhancement verification teams.
University of Utah
Drive the PERI automatic tuning groups, make reports with external joint researchers, and coordinate poster 
presentations and paper publications.
Introduce thread mechanisms in automatic tuning compiler technology.
Develop of data compiler library (joint research with University of Southern California)
Continue to integrate Active Harmony with Chill (cooperate with University of Southern California and 
University of Maryland).
Work to build a stable release of CHiLL (cooperate with University of Southern California).
Table 4 : Participating Organizations in PERI and Topics
Prepared by the STFC based on References[46
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is noteworthy that they form and operate a highly 
productive organization based on comprehensive 
understanding of the components in numerical 
simulations as shown in Figure 5, focused on R&D 
in software performance engineering for software 
fundamental technologies. Specifically, it works 
to share R&D goals, and to build up a connection 
between each fundamental research and applied R&D. 
As a result, PERI seems to be excellent at quickly 
removing obstacles on the way to practical use.
   As shown in Figure 11, PERI contains groups being 
in charge of software performance engineering, 
and groups supporting joint research on numerical 
simulation applications etc. Table 4 shows the topics 
assigned to 4 national laboratories and 8 universities. 
In addition to each project’s R&D, it is noteworthy 
that they work on coordination with other projects 
in PERI, SciDAC-2, INCITE, etc. In supporting 
organizations for joint research, there are plasma 
fusion simulation applications (GTC), fluid simulations 
(S3D), performance database building, and liaison for 
joint research with other projects. Note that the liaison 
group members are also members of groups being in 
charge of software performance engineering.
   A meeting of all PERI groups is held each year, 
and biweekly telephone conferences are held for 
close coordination. It is also publicly decided that 
unscheduled meetings are held Monday mornings. 
Moreover, limited resources are focused on important 
SciDAC-2 projects, and they take care not to change 
a research organization for general computer science 
and mathematics which are unrelated to software 
performance engineering. In this way, efficient 
research management is performed, and in order 
to smoothly apply research results to numerical 
simulations, Outreach Center supporting SciDAC-2 
projects and liaison within PERI play important roles.
Issues for Research Promotion in 
Japan
   As described above, there is a steady increase in 
numerical simulations on parallel distributed systems 
using commodity processors, but it is extremely 
difficult to develop software for high performance 
computing which makes full use of hardware 
performance. This is why software fundamental 
technology with automatic tuning technology as 
the core is playing an important role in software 
development for high performance computing. 
Especially for heterogeneous parallel distributed 
systems, tuning itself is at a research stage before 
automation, and there is a need to advance research 
which aims at practical use of automatic tuning.
   In Japan, researchers in numerical computing who 
belong to universities and companies have launched 
the Automatic Tuning Research Group. They 
reported a survey of automatic tuning technology[48] 
and created a specification of Application Program 
Interface (API) in the OpenATLib automatic tuning 
library and programming language extension. Also, 
the Automatic Tuning Research Group has held the 
International Workshop on Automatic Performance 
Tuning (iWAPT) since 2006, which is also attracting 
the attention of overseas researchers.
   The research works in Japan at a level similar 
to in the U.S., but issues remain its promotion. A 
roadmap from research to practical use in numerical 
simulations, resource allocation and sharing among 
researchers are insufficient in Japan, because the 
promotion organization consists of the researchers 
themselves. Especially for R&D on software 
fundamental technologies at universities and research 
institutes, it may be most efficient to pursue research 
and applications in parallel with overlook of the 
related projects, like SciDAC-2 and its PERI in the U.S. 
We hope to reconsider of research management in 
research organizations in Japan, in order to efficiently 
drive fundamental technology research and applied 
research.
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ABCLib: Automatically Blocking and Communication-adjustment Library 
APDEC: Applied Partial Differential Equations Center 
ASCR: Advanced Scientific Computing Research 
ATLAS: Automatically Tuned Linear Algebra Software 
CACAPES: Combinatorial Scientific Computing and Petascale Simulations Institute 
CEDPS: Center for Enabling Distributed Petascale Science 
CScADS: Center for Scalable Application Development Software 
ESG: Earth System Grid Center for Enabled Technologies 
FFT: Fast Fourier Transform 
FFTW: the Fastest Fourier Transform in the West 
FIBER: Framework of Install-time Before Execute-time, and Run-time auto-tuning 
GPU: Graphics Processing Unit 
GTC: Gyrokinetic Turbulence Code 
HPC: High Performance Computing 
ILIB: Intelligent Library 
INCITE: Innovative and Novel Computational Impact on Theory and Experiment 
ITAPS: Interoperable Technologies for Advanced Petascale Simulations Center 
iWapt: International Workshop on Automatic Performance Tuning 
OSKI: Optimized Sparse Kernel Interface 
PARATEC: Parallel Total Energy Code
PDSI: Petascale Data Storage Institute
PHiPAC: Portable High Performance ANSI C
PERC: Performance Evaluation Research Center
PERI: Performance Engineering Research Institute
SciDAC: Scientific Discovery through Advanced Computing 
SDK: Software Development Kit 
SDM: Scientific Data Management Center 
SPIRAL: Software/Hardware Generation for DSP algorithms 
TASCS: Center for Technology for Advanced Scientific Component Software 
TOPS: Towards Optimal Petascale Simulations 
ULTRAVIS: Institute for Ultra-Scale Visualization 
VACET: Visualization and Analytics Center for Enabling Technologies 
Xabclib: eXtended ABCLib
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Introduction
   Efforts to establish a low-carbon society have been 
initiated by reducing dependence on fossil fuels 
including petroleum, coal, and natural gas, based on 
such renewable energy as sunlight and wind power. As 
part of the effort, the Agency for Natural Resources 
and Energy (ANRE) has set out a goal to significantly 
increase the extent to which solar power generation 
is introduced in Japan tenfold by 2020 and 40-fold by 
2030.[1] With a goal to develop solar power generation 
as a major energy source by 2030, the New Energy 
and Industrial Technology Development Organization 
(NEDO) has created the Photovoltaic Roadmap 
Toward 2030 (PV2030), a guideline for technological 
progress in Japan. Aiming to develop photovoltaic 
generation as a principle technology to support CO2 
reduction by 2050 with a contribution to not only 
Japan but the global community as well, PV2030 
has also been revised to further promote the use of 
photovoltaic generation and maintain the Japanese 
industry’s international competitiveness (PV2030+[2]). 
To promote the use of photovoltaic generation, 
PV2030+ aims to accomplish the following:
1) Improved cost efficiency of solar cell modules, 
including cost reduction
   Develop technologies for manufacturing solar cell 
modules and high performance system devices at 
low costs. Inexpensive system design. Simplified 
installation work. Extend the system life to further 
improve cost efficiency.
2) Transformation into usable energy for the sake 
of expanded use and applications
   Establish system-use technologies for eliminating 
the mismatch between generation and power demand 
5
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through interconnection with system power and 
combination with batteries. Establish reliability as an 
industrial product.
3) Fostering of social infrastructures, use 
infrastructures, and use environment
   Build a recycling and reuse framework. Design 
systems through government-business cooperation.
4) Industrial evolution and international 
competitiveness
   Promote the procurement of raw materials in 
overseas markets. Develop overseas production bases. 
Foster human resources.
   In addition to these challenges, research and 
development have been desired of new concepts such 
as a quantum dot and new structures such as a tandem 
structure. Ultra-high-efficiency solar cells with light-
collecting and other new systems have also been 
anticipated.
   This report introduces the trends of research and 
development for dye-sensitized solar cells, of which 
Japan has particularly strong capabilities and which 
have color variations, cost advantages, and other 
features that are not found in other types of solar cells, 
in light of promoting the extent to which photovoltaic 
generation is generally introduced, as mentioned 
previously.
Current Situation of Dye-sensitized 
Solar Cells
2-1 Comparison of Solar Cell Materials
   Table 1 shows the types and characteristics of solar 
cell materials for comparison. In terms of energy 
conversion efficiency and long-term reliability, the 
mainstream solar cells at present are silicon-based. For 
the sake of promoting the extent to which photovoltaic 
1
2
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generation is used in the future, the challenge is to 
reduce the material and process costs significantly 
from the current 46 yen/kWh. Crystalline silicon solar 
cells are used in large quantities, but have a unstable 
cost factor, namely price fluctuations due to material 
supply. The problem with amorphous silicon solar 
cells is low energy conversion efficiency. Non-silicon 
compound semiconductors are under development, 
whereas such materials have essential problems, 
including resource depletion and toxicity in the long 
term.
   Unlike the foregoing cells, dye-sensitized solar cells 
have the following advantages:
1) Capable of production in a simple way
   No vacuum process is required for manufacturing. 
The solar cells and panels can be produced in a 
simple way in open air. This means a significant cost 
reduction of 1/5 to 1/10 as compared to silicon solar 
cells.
2) Colorable, transparent
   The use of dye and its wide selection allow colored 
cells and transparent cells.
3) Flexible thin structure
   Using aggregates of fine particles of photoelectric 
conversion materials, the solar cells can be formed as 
flexible thin films.
4) Generation characteristics insusceptible to the 
incident angle and intensity of the sunlight
   Generation characteristics can be maintained even 
in a weak light condition, such as under faint light in 
the morning and evening and when indoors.
5) Lighter weight
   Plastic substrates can be used to reduce the weight of 
solar cells and panels.
   With these advantages, dye-sensitized solar cells 
can be installed in locations where appearance is 
important and other solar cells are hardly applicable, 
such as the glass panes and inner and outer walls 
of a building, the sunroof and outer panels of an 
Type Material Structure/process
Measured 
conversion 
efficiency (%)[3]
Cost 
competitive-
ness
Advantages
Disadvantages 
(Necessary 
improvements)
Si-based
Single-crystal Si
n-type Si layer doped 
on single-crystal 
p-type Si layer
25.0 × High efficiency, high reliability
Not suited for mass 
production; High cost, 
variable raw material 
p r i c e ,  l i t t l e  r o o m 
for improvement in 
conversion efficiency
Polycrystalline 
Si
n-type Si layer doped 
on polycrystalline 
p-type Si layer
20.4 △
Lower cost than 
single-crystal Si; 
High efficiency, high 
reliability
Lower efficiency than 
s i n g l e - c r y s t a l  S i ; 
Variable raw material 
price
Amorphous Si
p-layer, i layer, and 
n layer deposited by 
CVD process
9.5 △
Relatively small use 
of Si material; Lower 
cost than single-
crystal Si
Lower efficiency than 
single-crystal Si; Light 
degradation
Compound-
based
GaAs Metal-organic CVD 26.1 ×
High efficiency; 
Endure radiations in 
space
Low deposition rate; 
Using toxic As; High 
cost
CdTe
p-type CdTe 
polycrystalline layer 
on n-type CdS layer
16.7 △
A variety of 
production methods; 
Optimum band 
gap for generation; 
Lower cost than 
single-crystal Si
Us ing h igh ly  tox ic 
Cd; Dependent on 
t h e  a m o u n t  o f  Te 
resources
CIS/CIGS Vapor deposition of CIS/CIGS layers 19.4 △
High optical 
absorbance
D e p e n d e n t  o n  I n 
resources
Dye-
sensitized
Dye, 
semiconductor, 
electrolyte
Place dye-absorbed 
TiO2 electrode in 
electrolyte
10.4 ○
Capable of 
production by 
simple process in 
open air; Colorable, 
transparent; 
Maintain generation 
characteristics 
under room light etc.
U l t r a v i o l e t 
degradation 
Organic thin 
film based
F u l l e r e n e , 
polymer
Apply mixture of 
p-type polymer and 
n-type fullerene etc.
5.2 ○
Little thickness; 
Capable of 
manufacturing 
by inexpensive 
application process
U l t r a v i o l e t 
d e g r a d a t i o n ;  L o w 
efficiency
Table 1 : Types and Characteristics of Solar Cell Materials (Comparison of Single-Junction Cells, as of May 2009)
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automobile, and the enclosure of a cellular phone. This 
allows the creation of new markets with expanded 
demand. Figure 1 shows examples of prototype 
models for dye-sensitized solar cell panels. Such 
panels can be installed on the colored arched roof of a 
garage, taking advantage of the excellent design and 
drainage performance. The panels can be variously 
freely decorated for room walls, windows, and interior 
use.
2-2 Trends of Dye-Sensitized Solar Cells
2-2-1 Principle of Operation
   A dye-sensitized solar cell is one of the solar cells 
that uses organic dyes to gain photovoltaic force. It is 
also called a Grätzel cell after the inventor, a professor 
of the Swiss Federal Institute of Technology in 
Lausanne (EPFL: Ecoles Polytechniques Fédérales de 
Lausanne).
   Figure 2 shows the cell structure and the principle 
of operation for the dye-sensitized solar cell. The 
light incident on the transparent electrode (photo-
electrode) excites the dye in the cell from the ground 
Figure 1: Prototype Models of Dye-Sensitized Solar Cell Panels 
Mounted on arched roof (left; indicated by the arrow) Decorated for interior use (right) 
 
 
 
 
 
 
 
 
 
 
Source: Reference4] Source: Reference5] 
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Figure 2: Cell Structure (left) and Principle of Operation (right) of Dye-Sensitized Solar Cell 
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Figure 2 : Cell Structure (left) and Principle of Operation (right) of 
Dye-Sensitized Solar Cell
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state to an excited state, whereby an electron ( e- ) is 
formed. The e- passes through titanium oxide (TiO2) 
to reach the transparent electrode, and flows into the 
external circuit. Meanwhile, the loss of e- in the dye is 
supplemented with iodine ions ( 3I - ) in the electrolyte. 
At this point, 3I - are transformed (oxidized) into iodine 
( I3- = I2 + I - ), and then return to 3I - (reduction) by 
receiving e- that is supplied from the counter electrode. 
Such an electron transfer has been accounted for in 
terms of the energy level and electron transfer rate. 
The former provides the explanation that the energy 
level of the conduction band of titanium oxide and 
the redox level of iodine ions and iodine should be 
situated between the excited level and ground level 
of the dye molecules, so that electrons are moved by 
a phenomenon similar to that of water flowing from 
a high to low level. In the latter point of view, the 
main electron transfer proceeds preferentially because 
the electron transfer rates in the respective reaction 
processes are more than 10 times higher than in the 
reverse reactions and sub reactions. Suppose that 
sunlight that had a higher energy than the difference 
between the ground level and excited level of the dye 
is supplied and converted into as much electricity as 
possible. In such cases, the theoretical calculation of 
the energy conversion efficiency is 33%.[6] 
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図表 4　色素増感太陽電池の変換効率の推移および今後の研究開発目標
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自に計測したセル変換効率
○：（独）産業技術総合研究所
などの評価標準機関が計
測したセル変換効率
□：（独）産業技術総合研究所な
どの評価標準機関が計測し
たモジュール変換効率
●：（独）NEDO によるセル変
換効率目標値
■：（独）NEDOによるモジュー
ル変換効率目標値
参考文献2）、3）、12 ～ 16）を基に科学技術動向研究センターにて作成
アルファベット
J：日本
S：スイス
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N：オランダ
図表 5　色素増感太陽電池および太陽電池全般に関する国別研究論文数（上位国）
科学技術動向研究センターにて作成
年前半時点での最大実測値は、セ
ル変換効率で 11.2%（シャープ株
式会社発表）、モジュール効率
8.4%（ソニー株式会社発表）となっ
ている。これまでの変換効率の推
移および今後の開発目標を図表 4
に示す。
　モジュール効率についても、
2008 年以降に 8%を超える値が報
告されるようになり、NEDOによ
る PV2030+ における 2010 年にお
ける開発目標値をすでに凌いでい
る。
　なお、変換効率については、（独）
産業技術総合研究所のような評価
標準を有する機関による評価数値
が最も信頼性が高いが、一般的に
は、それぞれの研究機関が独自に
計測した数値が通用する場合が多
いため、図表 4では両方を示して
いる。現時点では、実用化サイズ
で8％の変換効率が実現でき、安定
した製造技術が確立できることが、
市場化できる最低ラインと考えら
れる。一方、モジュール変換効率
が 15% となった場合には 7 円／
kWhの発電コストが可能になると
の試算もある 11）。今後のセルおよ
びモジュールの変換効率の開発目
標を達成するための技術課題と対
応策については、3─2章で後述する。
2-2-3　日本と世界との比較
　この領域は研究開発のレベルと
いう観点では、グレッツェル教授
率いるEPFLおよび日本の複数の
研究機関が世界をリードしている。
EPFLはレーザー分光による解析
や半導体理論、色素の分子軌道計
算といった基礎研究的手法に基づ
くアプローチに秀でている。一方、
日本の研究機関は、民間企業と大
学や独立行政法人との共同研究に
よる色素開発やセルデバイス化と
いった応用研究的手法が奏功して
いる。現在ではセル、モジュール
ともに日本の研究成果が変換効率
の世界最高値を示している。また、
今後の主たる技術課題である電解
質の擬固体化やプラスチック基板
の開発に関しても、日本は世界を
リードしている。日本がこれまで
色素増感太陽電池の研究開発にお
いて優勢である要因としては、以
下が挙げられる。
1）　ナノテクノロジー・材料分野
の研究開発力が国際的に高い17）。
電気化学では本多・藤嶋効果を
含む光電気化学に関連する基礎
研究が質・量ともに充実してい
た。
2）　光電極やセルを作製する際に
日本の「ものづくり技術 18）」の強
みが発揮された。
3）　国家プロジェクトにおいて、
複数の研究機関出身の研究者が
一同に介しコラボレーションす
ることによって得られた要素技
術開発の成果を、研究者が出身
研究機関の独自の技術と融合さ
せ、それぞれ発展させることが
できた。
　研究論文については、色素増感
太陽電池および太陽電池全般の国
別研究論文数（上位国）を 1980年と
2004 年から現在までに分けて図表
5 に示す。この結果は Thomson 
Reuters 社 ISI の デ ータベース
Web of Knowledgeを用いて検索し
たものであり、検索に用いたキー
ワードは「dye ─ sensitized solar 
cell」および「Solar cell」である。色
素増感太陽電池の研究開発は太陽
電池全般に比べて、日本の研究論
文数が多い。これは複数の大学、
公的研究機関、民間企業が発表し
ているためである、しかし、近年、
中国・韓国からの論文も急増して
いる。これは日本と同様に、この
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Figure 3 : Changes in Conversion Efficiency of Dye-Sensitized Solar Cell and Future 
Goals of Research and Development
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2-2-2 History of Research and Development
   In the early 1970s, research was conducted on photo-
sensitizers for photographic use. The research involved 
the absorption of dye on oxide semiconductors for 
the purpose of quantifying the dye-based spectral 
sensitization phenomena. This paved the way for the 
extraction of a photocurrent to an external circuit 
through the electrodes.[8] The first dye-sensitized 
solar cell present to the world, a cell from which 
an electric current can be taken out based on the 
electromotive force between the two electrodes, was 
developed in 1976 by Professor Tsubomura et al. at 
Osaka University, using porous zinc oxide as the dye 
support. The energy conversion efficiency was 2.5%.[9] 
In 1991, Professor Grätzel et al. at EPFL, Switzerland, 
presented a prototype of the current dye-sensitized 
solar cell, which had an improved conversion 
efficiency of 7.12%.[10] The findings of the Grätzel's 
research are characterized as follows:
1) Titanium oxide nanoparticles were used to increase 
the dye absorption area to a large scale.
2) Ru-based dyes with a wide range of optical 
absorption were developed.
3) A cell structure with relatively small loss of 
conversion efficiency was devised.
   Research efforts continued as will be described in 
the chapter on technological trends. In the first half 
of 2009, the maximum cell conversion efficiency in 
actual measurement was 11.2% (announced by Sharp 
Corporation) and the maximum module efficiency 
was 8.4% (announced by Sony Corporation). Figure 
3 shows the past changes in the conversion efficiency 
and future goals of development.
   Since 2008, module efficiencies of above 8% have 
been reported, already exceeding the development 
goal as of 2010 in NEDO PV2030+.
   The most reliable evaluation values on the 
conversion efficiencies are presented by authorizing 
institutes with the industrial standard, such as the 
National Institute of Advanced Industrial Science 
and Technology (AIST), whereas numerical values 
independently obtained by individual research 
facilities are often accepted. Figure 3 shows both 
values. At present, practical-sized products with a 
conversion efficiency of 8%, accompanied by reliable 
manufacturing techniques, are considered to be the 
minimum requirement for the market. According to 
estimates, a module conversion efficiency of 15% 
allows generation cost as low as 7 yen/kWh.[11] The 
technological challenges and measures for achieving 
the goals of development of the cell and module 
conversion efficiencies in the future will be described 
in Section 3-2.
2-2-3 Comparison Between Japan and the World
   In this field of research and development, EPFL, led 
by Professor Grätzel, and several Japanese research 
institutes are leading the world. EPFL excels at 
approaches based on basic research methods, such as 
a laser spectroscopic analysis, semiconductor theories, 
and dye molecular orbital calculation. The Japanese 
research institutes are successful in pursuing applied 
research methods, such as the development of dyes and 
cell devices in collaboration with private companies, 
universities, and independent administrative 
inst itut ions. At present, Japanese research 
achievements provide the world's highest records 
both in the cell and module conversion efficiencies. 
Japan is also leading the world in developing quasi-
solid electrolytes and plastic substrates, which are 
major technological challenges for the future. Due to 
the following factors, Japan has been in the leading 
position in research and development of dye-sensitized 
solar cells:
1) The internationally high capabilities of research and 
development in the fields of nanotechnologies and 
materials.[17] In electrochemistry, basic researches 
on photo-electrochemistry, including the Honda-
Fujishima effect, have been rich in both quality and 
quantity.
2) The advantages of the Japanese monozukuri (basic 
manufacturing) technologies[18] have been utilized in 
manufacturing photo-electrodes and cells.
3) There have been national projects in which 
researchers from different research institutes gather 
to collaborate. The results of development of the 
respective technologies have been successfully 
merged with the original technologies of their own 
research institutes for further improvement.
   Figure 4 shows the number of papers on dye-
sensitized solar cells and all solar cells from each 
major country, from 1980 to 2003 and since 2004. 
These results were obtained from the Thomson 
Reuters’ ISI Web of Knowledge database, with the 
search keywords “dye-sensitized solar cell” and “solar 
cell.” Japan has more papers on dye-sensitized solar 
cell than on any other solar cells. The reason is that 
more than one university, public research organization, 
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and private company published the papers. In recent 
years, papers from China and South Korea have 
been increasing sharply. This appears to be due to 
positive investment in this field of research[19] and the 
background of the monozukuri technologies as in 
Japan.
   Table 2 shows major publicly-funded research 
programs in Japan, the United States, and Europe. 
Dye-sensitized solar cells are regarded as next-
generation solar cells close to practical use, and given 
research grants in all of Japan, the United States, and 
Europe.
   In regard to commercialization, G24 Innovations 
(U.K.) and Solaronix SA (Switzerland) have already 
released commercial products. Dyesol (Australia) 
has been making efforts toward commercial 
production, including the delivery of modules to 
public organizations. Konarka Technologies, Inc. 
(U.S.) aims to prepare flexible products for the market. 
In Japan, Nissha Printing Co., Ltd. has announced 
that it will ship out samples in 2010,[20] but has yet 
to reach commercialization. Prototype models have 
been released by Aisin Seiki Co., Ltd., Toyota Central 
R&D Labs., Inc., Fujikura Ltd., Sony Corporation, 
TDK Corporation, Rohm Co., Ltd., Hitachi Maxwell, 
Ltd., and Peccell Technologies, Inc. The development 
for practical use is continuing. Because Grätzel's 
basic patent (Switzerland) expired on April 12, 2008, 
efforts toward commercialization and practical use are 
expected to be more active in the future.
Tr e n d s  o f  R e s e a r c h  a n d 
Development of Dye-Sensitized 
Solar Cells
3-1 Component Technologies
   Research and development of the respective 
technologies of dye-sensitized solar cells will be 
described for a total of six items, including the four 
major parts of the cell structure shown in Figure 2 and 
two articles on device configuration.
(1) Photo-electrode
   As mentioned above, one of the characteristics of 
the Grätzel cell is that the photo-electrode is made 
of nano particles of titanium oxide (TiO2) with a 
porous structure as the support for dye absorption. 
Layers of titanium oxide with different particle 
sizes can be stacked to provide a light confinement 
effect (Professor Arakawa et al. at Tokyo University 
of Science). This has been combined with the light 
scattering from star-shaped particles of titanium 
oxide to provide a cell conversion efficiency of above 
10% (Sumitomo Osaka Cement Co., Ltd.).[11] An 
improvement of the conversion efficiency over a wide 
range of wavelengths by TiCl4 surface treatment 
(Grätzel et al.) has been reported.[21] Research has 
also been made to improve the conductivity of TiO2 
through morphological control, such as the formation 
of nanotubes, as well as to coat the surface of TiO2 
with a different type of oxide, such as niobium oxide 
(Nb2O5), thereby suppressing electron leakage from 
the titanium oxide to the electrolyte solution. Research 
papers have been published for oxide semiconductor 
materials other than titanium oxide and composite 
materials with other oxide semiconductors for the sake 
of improved charge separation efficiency. Such efforts, 
however, have not been successful in providing 
characteristics superior to those of simple titanium 
oxide. As for the method of manufacturing the photo-
electrode, the uniform formation of the electrode is 
essential to favorable characteristics. After various 
attempts, screen printing is considered to be suitable 
in terms of mass production.
Country/region Program/project Period
Japan
NEDO: Research and Development of Photovoltaic Generation 
System Technologies
JST: Basic Research Program "Creative Research for Clean Energy 
Generation Using Solar Energy"
Years 2006 – 2009
Years 2009 – 2016
Europe FP7 : ROBUST DSC project Years 2007 – 2010
U.S. DOE: Solar Energy Technologies Program Years 2007 – 2011
NOTE) FP7: The E.U. 7th Framework Programme for Research
DOE: Department of Energy
Table 2 : Major Publicly Funded Research Programs on Dye-Sensitized Solar Cells
Prepared by the STFC
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(2) Dye
   Dye-sensitized solar cells use the dye to expand 
the available range of wavelengths in the spectrum 
of sunlight. The dye therefore plays the essential 
role substantially. The dye that was first used in the 
Grätzel cell is a ruthenium (Ru) bipyridine complex 
with a carboxyl group. This dye can efficiently absorb 
visible light in a wavelength range of up to 800 nm. 
The carboxyl group provides chemical bonding to 
the surfaces of titanium oxide particles. The resulting 
advantage was the smooth injection of electrons 
from the dye to the titanium oxide.[22] Figure 5 shows 
the action spectrum of dye-sensitized cells with 
different ruthenium (Ru) dyes. Professor Grätzel et 
al. then changed the substituent group and found 
a dye commonly called black dye, which absorbs 
the spectrum of up to 900 nm with a photoelectric 
conversion efficiency as high as 80% for incident 
monochromatic light. The cell using this dye records 
the highest performance at present. Since ruthenium 
is an expensive metal, ruthenium-free dyes have also 
been developed. However, no dye has been reported 
to surpass ruthenium in performance. It should be 
noted that AIST (Professor Arakawa et al., currently 
at Tokyo University of Science) presented a coumarin 
organic dye that contains no metallic element and 
exhibits a conversion efficiency of around 8%. A 
carbazole dye presented by AIST senior researcher 
Hara et al. provides an improved cell conversion 
efficiency and longer life.[23] Studies have also been 
made on the stability of the dye. Ruthenium dyes 
have a turnover (the possible number of photovoltaic 
conversions per dye molecule) of above ten million, 
which compares with ten years of light irradiation.[24] 
(3) Electrolyte
   The electrolyte in a dye-sensitized solar cell has 
a redox potential that determines the potential 
of the cell's positive electrode. The electrolyte is 
indispensable for the sake of electron transfer in the 
electrolyte, based on the physical diffusion of redox 
pairs. The highest conversion efficiency ever has been 
achieved by an electrolyte solution of acetonitrile in 
which iodine ions and iodine are dissolved. Having 
a low evaporating pressure, acetonitrile is prone to 
evaporation and drops in the conversion efficiency at 
high temperatures or with long-term use. Techniques 
for sealing the electrolyte in the cell have thus been 
developed. The solidification of the electrolyte 
is also required due to concern about physical 
damage to the cell. A quasi-solid electrolyte made 
of a combination of a nonvolatile ionic liquid and a 
gel with a conversion efficiency of above 7% was 
reported (Professor Hayase et al. at Kyushu Institute 
of Technology).[25] Aiming at a fully solid electrolyte, 
there have been researches on the use of inorganic 
compounds such as CuI and CuSCN, conductive 
polymers such as polypyrrole, low-molecular 
Figure 5: Action Spectrum of Dye-Sensitized Cells With Different Ruthenium (Ru) Dyes 
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Figure 6: Prototype Examples of Dye-Sensitized Solar Cell Modules 
Plastic substrate module (left) and large module for outdoor use (right) 
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materials such as Triphenyldiamine, and amorphous 
organic compounds such as OMe-TAD.
(4) Counter Electrode
   The counter electrode plays the role of returning 
electrons that are generated at the photo-electrode 
and delivered through the external circuit, back to 
the electrolyte. Since the electrolyte is corrosive, the 
counter electrode requires high corrosion resistance 
as well as a high reaction rate when reducing iodine 
in the electrolyte to an iodide ion. Considering 
the balance between these factors, a conductive 
glass electrode coated with platinum (Pt) has been 
used heretofore. Carbon electrodes and conductive 
polymers have been examined as an alternative to 
expensive Pt, whereas such materials do not come up 
to Pt in terms of the reduction rate.
(5) Cell encapsulation/modularization
   For a better dye-sensitized solar cell, it is 
understandably necessary to improve the overall 
performance of the cell device. Dr. Han of Sharp 
Corporation (currently of the National Institute 
for Materials Science) et al. clarified the losses in 
the respective components of a cell by an internal 
resistance analysis, and achieved the world's highest 
performance at present through loss-reducing 
approaches.[26] AIST ((then) Managing Director 
Sugihara et al.) successfully improved the conversion 
efficiency up to 11% by stacking a plurality of cells in 
tandem.[27] Attempts to improve efficiency were also 
made to encapsulate a cell with optical nanofibers.[28] 
The glass substrate can be replaced with plastic to add 
flexibility to the cell (Professor Miyasaka et al. at Toin 
University of Yokohama).
   For higher output, solar cells need to have an 
increased area for light reception. A single cell of a 
greater size, however, typically has a higher substrate 
resistance with a significant drop in output per unit 
area. This requires more than one cell to be connected 
for upsizing (modularization). Various methods have 
been examined to connect cells to each other. A 
module with connecting grids achieved a conversion 
efficiency of 9.0% (Professor Arakawa et al. at Tokyo 
University of Science).[29]
   For cell and module stabilities, a single small cell 
that is stable under simulated solar light for more than 
7000 hours was reported.[30] Figure 6 shows prototype 
examples of a module with a plastic substrate[31] 
(Peccell Technologies, Inc.) and a large module for 
outdoor use[32] (Fujikura Ltd.).
3-2 Technological Challenges for the Future and 
Measures of Dye-sensitized Solar Cells
   Future challenges in technological development 
for dye-sensitized solar cells are summarized in the 
following three points.
1) Improved energy conversion efficiency
   Much is still unknown about the sources of loss, 
including the reaction mechanism. To improve the 
conversion efficiency, it is first necessary to discover 
a dye that can increase the number of photons 
absorbed and the range of absorption in the solar 
spectrum. It is also important to match the redox 
Figure 5: Action Spectrum of Dye-Sensitized Cells With Different Ruthenium (Ru) Dyes 
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potential of the electrolyte to that of the dye. For 
research and development, computational simulation 
can be effectively used to design optimum dyes 
and electrolytes. Meanwhile, one of the approaches 
considered to be effective in designing the photo-
electrode, including the dye, is to clarify the 
relationship between the structure and properties 
of the electrode materials and the charge-transfer 
mechanism,[33] and design the optimum electrode 
structure. As for the counter electrode, it is necessary 
to clarify the relationship between the corrosion 
behavior of candidate materials in the electrolyte 
and the catalyst activity of the reduction reaction 
of the electrolyte, and narrow down the candidate 
materials. Such development needs to be followed by 
optimization of light management in which the light 
confinement effect of the photo-electrode is extended 
to a cell level, including the glass substrate, electrolyte, 
and counter electrode. To improve module efficiency, 
sophisticated module design and fine processing 
technologies are also needed.
2) Long-term reliability
   In view of reliability and long-term stability, it is 
desired to verify and improve the cell conversion 
efficiency and durability. An established method 
of making a contact at the interfaces between the 
electrolyte and the electrodes is required for a 
solidified electrolyte in particular. The mechanism of 
dye desorption and the mechanism of reaction of the 
electrolyte's composition change, which contribute to 
degraded long-term stability of a dye-sensitized solar 
cell, also require further elucidation.
3) Higher throughput
   As employed herein, the throughput refers to 
the amount of products that are produced from 
raw materials in a given time. The cell production 
process provides improved throughput by virtue of 
the advantage of using no vacuum system. A roll-
to-roll process is being considered. For example, a 
circuit pattern is printed on a roll of substrate as large 
as several hundreds of meters in length and around 
1 m in width. The substrate is laminated with a roll 
of sealing film or the like before being rewound 
Figure 7: Example of Roll-to-Roll Process for Electronic Paper 
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on another reel. The substrate is passed through 
the production machines continuously. The mutual 
connection of the production machines significantly 
saves the labor and devices for transportation. Figure 
7 shows an example of a roll-to-roll process for 
electronic paper.[34] 
   The cold film formation of the photo-electrode 
can be effectively combined with print-based fine 
patterning. The process of absorption of the dye into 
titanium oxide, which is the key to the electrode 
production, also needs to be clarified for the sake of 
faster production processes.
3-3 Other Developments
   Photochemical cells in general, including dye-
sensitized solar cells, are characterized by how the 
photoelectric conversion reaction involves a redox 
reaction. Taking advantage of the characteristic, 
electrons or holes occurring from the electrodes or 
ions in the electrolyte can be utilized to implement a 
charge-storing function, like a secondary battery or 
capacitor in the solar cells. This means the possibility 
of achieving power assurance in the dark within a 
single cell, which is one of the challenges common to 
all solar cells.
   Figure 8 shows the principle of operation that is 
proposed as an energy storable dye-sensitized solar 
cell (Professor Segawa at Tokyo University).[35] In 
this example, the dye-sensitized solar cell includes 
a conductive polymer charge storable electrode 
aside from the ordinary photo-electrode and counter 
electrode. Photovoltaic function is performed between 
the photo-electrode and the counter electrode as in 
ordinary dye-sensitized solar cells. For charging, the 
photo-electrode and the charge storable electrode 
are connected so that electrons occurring from the 
photo-electrode are accumulated into the charge 
storable electrode through an external circuit. With 
the accumulation of electrons in the charge storable 
electrode, anions are released into the electrolyte 
to maintain the charge balance. For discharge, the 
charge storable electrode and the counter electrode 
are connected to discharge electrons from the charge 
storable electrode while anions are accumulated 
again. The discharged electrons are passed through 
the external circuit, and consumed in the counter 
electrode for the reduction reaction of iodide ions in 
the electrolyte.
   If a system can be constructed so that the electrons 
exchanged between the cell electrodes through the 
Figure 9: Mechanism of Water Decomposition Reaction Simulating Two Stages of 
Photoexcitation and Charge Transfer 
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external circuit are consumed by new electrochemical 
reactions at the respective electrodes, then an 
artificial photosynthesis may become possible. For 
example, Figure 9 shows the mechanism of a water 
decomposition reaction that simulates two stages 
of photoexcitation and charge transfer, which are 
among the characteristics of photosynthesis, using a 
dye-sensitized titanium oxide (TiO2) electrode (by 
Professor Grätzel).[36] The first stage of photoexcitation 
reaction at the tungsten oxide (WO3) electrode initially 
produces an electron and a hole. The hole decomposes 
water into oxygen. The electron is transported 
through the medium within the same system (such 
as ions in the solution) to reach the dye-sensitized 
TiO2 electrode. The electron at the dye-sensitized 
TiO2 electrode is raised to a higher energy level by 
the second stage of photoexcitation reaction, whereby 
water is decomposed into hydrogen. The two stages 
of photoexcitation and charge transfer are referred to 
as “Z scheme” since they look like “Z” sideways. To 
achieve this artificial photosynthesis, it is necessary 
to improve the efficiency of the light-based charge 
separation, develop a medium that transports charges 
within the system with high efficiency, and develop 
an electrode catalyst that promotes the CO2 reduction 
reaction.
Conclusion
 
   In view of the photovoltaic generation discussed in 
Chapter 1, dye-sensitized solar cells have the following 
potentials:
1) Improved cost efficiency of solar cell modules, 
including cost reduction
   Dye-sensitized solar cells require no vacuum 
system for manufacturing, and thus have an essential 
advantage in terms of production cost. There is still 
a lot of room for improvement in the photoelectric 
conversion efficiency. A significant improvement 
in the cost efficiency of solar cell modules can be 
expected.
2) Transformation into usable energy for the sake 
of expanded use and applications
   Using various types of dyes, dye-sensitized solar 
cells have wide color variations for excellent decorative 
potential. The photovoltaic phenomenon in a dye-
sensitized solar cell involves a redox reaction, and the 
ions involved can be used for the development of an 
energy storable solar cell and artificial photosynthesis.
3) Fostering of social infrastructures, use 
infrastructures, and use environment
   Dye-sensitized solar cells contain no toxic substance 
as a cell component material. The materials are 
relatively easy to separate and recover, which is 
advantageous in view of a recycling and reuse 
framework for solar cell panels.
4) Industrial evolution and international 
competitiveness
   There is as yet no particular problem in procuring 
the raw materials of dye-sensitized solar cells 
from overseas markets. The Asian regions have a 
background suited for introducing the monozukuri 
technologies, which is advantageous to the 
development of production bases in Asia. Japan's 
superior capabilities for research and development 
of materials and nanotechnologies can be utilized to 
secure international competitiveness of the product 
technologies on dye-sensitized solar cells.
   Dye-sensitized solar cells are collections of 
various technologies. The distinct characteristics, 
unlike those of other solar cells, require a broader 
spectrum of views and ideas in terms of research 
and development and the way of applications. 
For the sake of improved cell characteristics and 
industrial evolution, various fields of specialization 
therefore need to be merged. One good example is the 
integration between amorphous silicon, which accepts 
all types of base materials, and the plastic thin film 
technologies, whereby an amorphous solar cell film 
of little thickness, light weight, and high flexibility 
was successfully developed.[37] Dye-sensitized solar 
cells are expected to benefit from the exchange of 
researchers between research fields such as organic 
complex chemistry and micromechanics, and 
electrochemistry and chemical engineering, to name a 
few. The fields of materials and print engineering can 
be integrated for improved production efficiency. Cell 
module designers and interior designers can cooperate 
to broaden the applications, taking advantage of the 
dye-sensitized solar cells. Such integration of different 
fields of specialization requires mediators and 
intermediary settings. I hope for more frameworks 
to facilitate exchanges among researchers, engineers, 
and people who are capable of setting the directions of 
research and development.   
4
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Introduction
Science fiction writer Arthur C. Clark has made 
future science and technology predictions, and Table 
1 describes those predictions of him that concern 
space activities.[1] The recent emergence of carbon 
nanotubes, which are very strong and light, has raised 
the possibility of developing the space elevator listed 
in the table’s first column, and it is predicted that the 
elevator would come true around 2050 according to 
the nanotechnology field of the technology strategy 
map 2009 published by the New Energy and 
Industrial Technology Development Organization 
(NEDO), a Japanese independent administrative 
agency.[2] Demands for the space guard listed in the 
second column have always been high. About one 
hundred years ago, a small solar system body entered 
into Earth’s atmosphere, and blasted near Tunguska, 
Siberia on June 30, 1908.[3,4] Since the blast area was 
not a big city and was scarcely populated, there were 
no human casualties then; however, photos recording 
the blast area vividly show how powerful, destructive 
and devastating the blast was. Since a small solar 
system body impact to Earth, though catastrophic, 
is very rare, and since to prevent such an impact 
beforehand is not technically and economically 
feasible, the space guard initiative that protect 
humans from such disasters is not yet realized. The 
geostationary satellite listed in the third column has 
already been realized, and has become essential to 
our daily life in the communication and broadcasting 
fields. With regard to the nuclear space propulsion 
listed in the fourth column, the U.S. National 
Aeronautics and Space Administration (NASA) once 
planned it for the exploration mission that would 
orbit around Jovian moons; however, the plan was 
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terminated thereafter.
Launch costs of rockets, which are the only space 
transportation systems currently available, are on 
the order of 10,000 dollars per kilogram. Since an 
artificial satellite is required to be rigid to withstand 
the severe rocket launch environment as well as to be 
lightweight because of the expensive rocket launch 
cost, and furthermore since it is required to be highly 
reliable and to have a long design-life because its on-
orbit maintenance and repair are impractical, the 
satellite itself is inevitably expensive.
   On the other hand, there is an argument that by 
introducing not mere improvements of existing proven 
technologies, but totally new concepts that are not 
illogical and absurd empty theories but are based on 
sound physical principles, space activities with far less 
costs could be realized and totally new perspective 
could be opened for space activities.[5]
   This report will show first that space technology has 
potential to deal with global issues, and then introduce 
concepts and ideas that could bring innovation to 
space activities (hereinafter referred to as “space 
innovation”) as well as a research institute that 
supported such advanced concept research activities, 
deriving examples mainly from the U.S., which is one 
of the most advanced space-faring nations.
Clear and Present Global Issues, 
and Their Solutions with Space 
Technology
   A U.S. National Research Council (NRC) report 
published in 2009 recommends promoting space 
activities that address U.S. national imperatives as 
well as such activities as climate and environmental 
monitoring, science inquiry, advanced space 
technology developments, and international 
2
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cooperation under the U.S.’s leadership.[6] It states that 
those areas where space is not traditionally considered 
should also be addressed.
   The global warming and energy issues are now 
one of the most critical that we humans face. As 
reported by English scientific journal “Nature,” many 
countries in the world are promoting the technology 
development and utilization of new renewable 
energy sources such as wind, geothermal, solar 
and ocean tide as well as bio fuels to replace fossil 
fuels with them.[7] In addition, Japan’s greenhouse 
gases observing satellite “IBUKI” (GOSAT) is the 
first satellite ever launched in the world to globally 
monitor the density distributions of greenhouse 
gases that cause global warming.[8] The satellite is 
expected, by identifying CO2 sources and sinks, to 
help us tackle global warming although it is not able 
to directly control greenhouse gas emissions as could 
be done with the carbon capture and storage (CCS) 
technology.[9]
   Could space activities contribute to us humans 
more actively? For example, one proposal is “space 
solar power” where solar power would be generated 
by satellites circling geostationary and other Earth 
orbits, and the generated energy would be transmitted 
to the ground as microwave or laser beams.[10,11] Another 
proposal is “Earth’s sunshade,” one of geoengineering/
climate engineering techniques, where numerous 
spacecraft would be placed at a Lagrange point between 
the Sun and Earth to reduce the amount of incoming 
solar radiation to cool Earth.[12] Notwithstanding such 
proposals, the space solar power is still not deemed 
to be a practical solution to the energy issue because 
of its technical and economic aspects, for example, as 
described in the Nature article mentioned above.[7]
2-1 Tackling Global Warming
   Global warming is one of the most urgent critical 
issues that we humans face, and the leaders of the 
Group of Eight, meeting in L’Aquila, Italy and 
aiming to reach an agreement by the end of 2009 in 
Copenhagen, reiterated their willingness to share 
with all countries the goal of achieving at least a 
50% reduction of global emissions by 2050 to keep 
the increase in global average temperature above 
preindustrial levels no more than two degrees 
(1) Space Elevator
• A space elevator consists of the tether that connects a spacecraft and an anchor on the ground. The tether could also be used to 
transport materials from the ground to space.
• In his 1979 novel “The Fountain of Paradise,” it is constructed on top of a fictional mountain. He elaborated the concept in his 1981 
technical paper. Actually, a Russian scientist named Konstantin Tsiolkovsky first conceived the idea in 1895.
• NASA has studied space elevator concepts for a long time. Recent developments with carbon nanotubes have raised the possibility 
of developing a tether strong enough to connect a spacecraft to Earth, which is one of the most critical issues involved.
• There have been competitions to encourage required technology developments.
(2)Space Guard
• This prediction has not come true yet. In his 1972 novel “Rendezvous with Rama,” astronomers working for Project Spaceguard, an 
Earth defense system against asteroid strikes, detect in 2131 an alien probe hurling toward the solar system. 
• Asteroids and comets frequently visit Earth. NASA has conducted investigation, named the Spaceguard Survey, to study how to 
monitor these visiting bodies and to assess the threat they may pose. The U.S.’s primary policy objective is to map 90% of Near 
Earth Objects (NEOs).
• In his novel “The Hammer of God,” he envisaged that a rouge asteroid could be deflected from its Earth-bound orbit course by 
landing on it and fitting thrusters.
• Japan’s asteroid explorer “HAYABUSA” (MUSES-C) successfully landed on asteroid Itokawa in 2005; however, deploying thrusters 
and attempting a deflection is still science fiction.
(3)Geostationary Communications Satellite
• Herman Potocnik and Konstantin Tsiolkovsky earlier conceived the idea. His contribution, outlined in his 1945 article, was the 
proposal to use a set of satellites to form a global communications network.
• Since the orbital period of a satellite orbiting precisely 35,786 kilometers above the equator coincides with Earth’s rotation period, 
such a satellite always remains over the same place.
• The first “Syncom 3” satellite was placed into geostationary orbit in 1964, only 19 years after his 1945 article. It orbited above the 
Pacific Ocean and beamed pictures from the Tokyo Olympics to the U.S., the first trans-Pacific TV transmission. 
• Geostationary satellite communications networks now provide services such as phone calls, data transmission, and TV 
broadcasting for most of the world’s inhabited regions. Geostationary meteorological and ground observation satellites are also 
operational now.
• What he did not foresee was the development of the transistor and later the integrated circuit, which mean satellites are far smaller 
than what he imagined, which would have used valve technology and needed regular maintenance.
(4)Nuclear Power Space Flight
• His 1951 novel “Prelude to Space” envisaged bringing nuclear energy into use, powering a spacecraft named Prometheus.
• In the early days of the Cold War, U.S. planners studied Project Orion, which involved a spacecraft propelled by detonating a series 
of nuclear bombs behind it.
• NASA once studied Project Prometheus, a plan to launch a nuclear-powered explorer. The plan called for a Jupiter Icy Moon 
Orbiter (JIMO) that could circle around one Jovian satellite to another in search of life. The project was terminated, and there is little 
sign of restarting such a project.
Table 1 : Sir Arthur C. Clark’s Future Predictions
Source: Reference[1]
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Centigrade.[13] Although it is needless to say that to 
reduce greenhouse gas emissions is important to 
prevent global warming, geoengineering that tries to 
artificially control climate is under discussion as a last 
resort when the reduction efforts alone could not stop 
global warming.[14]
   The UK’s Royal Academy published in September 
2009 a comprehensive report on geoengineering, 
in which carbon dioxide removal (CDR) techniques 
that artificially remove CO2 from the atmosphere 
and solar radiation management (SRM) techniques 
that artificially reflect a small percentage of the Sun’s 
light and heat back into space are discussed.[15] The 
SRM’s effectiveness has already been proven because 
of the fact that volcanic ashes due to the eruption of 
Mt Pinatubo remained in the atmosphere for a long 
time, the amount of sunlight reflected back into space 
increased, and then came a peak global cooling of 
about 0.5 degrees Centigrade.
   According to a report of the Intergovernmental Panel 
on Climate Change (IPCC), the global radiative forcing 
would increase about 4 W/m2 if the atmospheric CO2 
concentration became twice that of the preindustrial 
concentration.[16] Radiative forcing is an index that 
expresses a change in the energy equilibrium between 
the ground surface and the atmosphere due to changes 
in various factors, including those in the concentration 
of greenhouse gases, as the rate of energy change 
per unit area at the tropopause, which represents the 
atmospheric boundary between the troposphere and 
the stratosphere, and is expressed as a positive figure 
when it has the effect of warming the ground surface 
and as a negative figure when it has the effect of 
cooling it.[16,17]
  Figure 1 shows the energy balance between the 
Sun and Earth, indicating that Earth’s atmosphere is 
in the equilibrium of 235 W/m2. Roughly speaking, 
if incoming solar radiation could be reduce by one 
percent, the Sun’s radiative forcing could be reduced 
by about 2.35 W/m2, and to reduce the incoming solar 
radiation by about 1.8 percent would suffice to cancel 
out the above mentioned radiative forcing increase of 
about 4 W/m2.
   In Table 2, various SRM techniques are compared 
with respect to their maximum radiative forcing 
values, annual costs per unit of radiative forcing, and 
associated risks. Those compared are (1) the human 
settlement albedo technique that would increase the 
albedo, which is the ratio of the diffusely reflected to 
the incident light, of buildings, roads and pavements, 
(2) the grassland and crop albedo technique that would 
change crop varieties and grasslands to more reflective 
species, (3) the desert surface albedo technique that 
would cover desert areas with reflective sheets, (4) the 
cloud albedo technique that would disperse sea water 
to the sky to increase the number density of cloud-
condensation nuclei (CCN) and thereby to increase 
the albedo of maritime cloud, (5) the stratospheric 
aerosol approach, as the eruption of Mt Pinatubo has 
already proved its effectiveness, that would increase 
the amount of aerosols in the stratosphere to reflect 
more incoming solar radiation, and (6) the space-
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based reflector technique that would place reflectors or 
other devices between the Sun and Earth, for example, 
at one of the Sun-Earth Lagrange points, L1 shown 
in Figure 2 to reduce the amount of solar radiation 
incoming to Earth as well as (7) the conventional 
mitigation approach to reduce greenhouse gas 
emissions.
   If their potential risks are not taken into account, the 
cloud albedo and stratospheric aerosol approaches, 
both of which could cool Earth, seem attractive 
when only their costs are compared with that of the 
conventional mitigation approach. Except for the 
timing when the required technologies could be ready, 
the space-based reflector technique, which might give 
a first impression that it could be very expensive, is 
estimated to be comparatively less expensive in this 
comparison.
SRM Technique Maximum Radiative Forcing (W/m2)
Cost per Year per Unit of 
Radiative Forcing
($109/yr/ W/m2)
Possible Side-effect Risk (at Max Likely Level)
Human Settlement Albedo(a) −0.2 2,000 Regional Climate Change L
Grassland and Crop Albedo(b) −1 N/A Regional Climate ChangeReduction in Crop Yields
M
L
Desert Surface Albedo(c) −3 1,000 Regional Climate ChangeEcosystem Impacts
H
H
Cloud Albedo(d) −4 0.2 Termination Effect
(h)
Regional Climate Change
H
H
Stratospheric Aerosols(e) Unlimited 0.2
Termination Effect
Regional Climate Change
Changes in Strat. Chem.
H
M
M
Space-based Reflectors(f) Unlimited 5
Termination Effect
Regional Climate Change
Reduction in Crop Yields
H
M
L
Conventional Mitigation(g)
(for comparison only) −2 ～ −5
(g) 200 Reduction in Crop Yields L
(a) Radiative forcing estimate from Lenton & Vaughan (2009). Mark Sheldrick (private communication) has estimated the costs of 
painting urban surfaces white, assuming a re-painting period of once every 10 years, and combined paint and manpower costs 
of ₤15,000/ha. On this basis the overall cost of a ‘white roof method’ covering a human settlement area of 3.25x1012 m2 would be 
₤488 billion/yr, or ₤2.4 trillion per W/m2 per year.
(b) Radiative forcing estimate from Lenton & Vaughan (2009).
(c) Radiative forcing estimate from Gaskill (2004).
(d) Radiative forcing estimate from Latham et al. (2008). Cost estimate from Brian Launder assuming 300 to 400 craft per year plus 
operating costs, giving a total cost of ₤1 billion per year. 
(e) Costs here are the lowest estimated by Robock et al. (in press) for the injection of 1 TgC H2S per year using nine KC−10 Extender 
aircraft. It is assumed that 1 TgS per year would produce a -1 W/m2 radiative forcing [cf. Lenton & Vaughan (2009) quote 1.5 to 5 
TgS/yr to offset a doubling of CO2].
(f) For a radiative forcing sufficient to offset a doubling of CO2 (-3.7 W/m2), a launch mass of 100,000 tons is assumed. Cost 
assessment is predominantly dependent on expectations about the future launch costs and the lifetime of the solar reflectors. 
Launch costs of $5,000/kg are assumed, and that the reflectors will need to be replaced every 30 years. This produces a total 
cost of $17 billion per year for -3.7 W/m2, or about $5 billion per year per W/m2 (Keith 2000; Keith, private communication).
(g) Conventional mitigation: 0.5 to 1% of Global World Product (GWP) required to stabilize CO2 at 450 to 550 ppmv (Held 2007). 
Current GWP is about $40 trillion per year, so this represents about $400 billion per year. Assuming that unmitigated emissions 
would lead to about 750 ppmv by 2100, then the unmitigated RF = 3.7/ln(2)*ln(750/280) = 5.25 W/m2, and the conventional 
mitigation instead leads to a RF = 3.7/ln(2)*ln(500/280) = 3.1 W/m2. So the net change in radiative forcing due to this mitigation 
effort is about 2.15 W/m2. On this basis the cost of conventional mitigation is about $200 billion per year per W/m2. Stern 
estimates 1% of global GDP per year, which is currently about $35 trillion (amounting to an annual cost of $350 billion per year), 
to establish at 500 to 550 ppmv of CO2 equivalent (http://www.occ.gov.uk/activities/stern_papers/faq.pdf). This gives a similar 
conventional mitigation cost of $150 to 200 billion per year per W/m2.
(h) ‘Termination effect’ refers here to the consequences of a sudden halt or failure of the geoengineering system. For SRM 
approaches, which aim to offset increases in greenhouse gases by reductions in absorbed solar radiation, failure could lead 
to a relatively rapid warming which would be more difficult to adapt to than the climate change that would have occurred in the 
absence of geoengineering. SRM methods that produce the largest negative radiative forcings, and which rely on advanced 
technology, are considered higher risks in this respect.
Table 2 : Comparison of SRM Techniques
Source: Reference[15]
Source : NASA
Figure 2 : Sun-Earth System Lagrange Points 
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   Figure 3 shows climate model simulation results of 
geoengineering cooling and termination effects using 
“the A2 scenario,” one of six IPCC global warming 
scenarios, as a baseline.[18] The left hand side of Figure 
3 shows surface air temperature and other simulation 
results where geoengineering processes are initiated 
in 2000 (GEO: blue), 2025 (ON_2025: green), 2050 
(ON_2050: orange) and 2075 (ON_2075: purple), 
respectively to cancel radiative forcing increases due 
to carbon dioxide accumulations. The right hand side 
shows, using the case where geoengineering cooling 
is initiated to cancel temperature increase due to 
carbon dioxide accumulations in 2000 (GEO: blue) as 
a baseline, simulated surface air temperatures where 
the geoengineering techniques are terminated in 2025 
(OFF_2025: green), 2050 (OFF_2050: orange) and 
2075 (OFF_2075: purple), respectively.
   If some SRM technique were implemented, the 
surface temperature could be reduced in several years 
unlike a CDR technique that would require a much 
longer time period to do so. However, since a SRM 
process would not help reduce carbon dioxide and 
other greenhouse gases in the atmosphere, and since 
to terminate a once implemented geoengineering 
process would cause abrupt warming and thereby 
environment changes, it would be absolutely 
necessary to continue such a geoengineering process 
once initiated. The acidification of sea water caused 
by dissolving carbon dioxide gases would also remain 
a problem to be tackled.[19] When considering the fact 
that carbon dioxide remains in the atmosphere quite 
a long time, it can be said that the reduction of carbon 
dioxide emissions and the removal of carbon dioxide 
in the atmosphere are also necessary.
   The UK Royal Society’s report recommends 
international research and development, and 
evaluation as well as multi-lateral governance by 
the United Nations or other international bodies for 
geoengineering because its unilateral implementation 
by a single nation or an organization could cause 
undesirable effects to other nations and regions.[15] 
2-2 Space Solar Power
   The Sun is a natural nuclear fusion reactor, and, 
unlike a ground nuclear fusion reactor still being 
studied for its realization, has existed for about 4.6 
billion years. Since a space-based solar power system 
could generate electric power irrespective of day and 
night, weather and seasons for 24 hours a day and 365 
days a year, it could be a base load power plant unlike 
intermittent ground-based solar and wind power 
plants.[10,11] The solar radiation intensity in the space 
environment near Earth is about 1,366 W/m2 while 
that on the ground is about 250 W/m2 on average due 
Source: Reference[18]
Figure 3 : Geoengineering Cooling and Termination Effects 
Prescribed geoengineering radiative forcing (a), simulated globally averaged surface air
temperature (b), simulated atmospheric CO2 (c), and simulated change in combined land and
ocean carbon storage (d) for runs A2 (red), GEO (blue), ON_2025 (green), ON_2050 (orange),
and ON 2075 (purple).
Simulated surface air temperature (a) and annual rate of
temperature change (b) for runs A2 (red), GEO (blue),
OFF_2025 (green), OFF_2050 (orange), and OFF_2075
(purple)._
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to atmospheric scattering and absorption as well as 
due to seasonal, weather and day-and-night changes 
(Figure 4).[11]
   A large space structure to generate GW-class 
electric power was once studied because on-orbit solar 
radiation energy intensity per unit area is higher.[20] 
A space solar power satellite is assumed to transmit 
generated electric power as microwave or laser beams. 
While there exist concerns that the transmission beam 
might cause environmental and biological problems, 
there are also an opinion and survey results that if the 
energy density is no more than 10 mW/cm2, which 
is the exposure limit set by the U.S. Occupational 
Safety and Health Administration (OSHA),[21] it would 
do no harm to biota.[22,23] Such transmission facility 
could also be applied to areas where a power grid 
from a power plan and other infrastructure were not 
established.
   The National Security Space Office of the U.S. 
Department of Defense published a report on space 
solar power on October 10, 2007 at the time when 
the crude oil price was rising, and Japanese news 
papers reported this publication. A space solar power 
concept, like a space elevator concept, was proposed 
a long time ago but is still being discussed. Dr. 
Peter Glaser of the Arthur D. Little Company first 
proposed a space solar power concept in 1968 that 
would transmit microwave beams to the ground, and 
then from the 1970s to the 1980s, when the oil crises 
occurred, the Department of Energy (DOE) and the 
National Aeronautics and Space Administration of the 
U.S. jointly studied such concepts, and announced a 
“1979 Reference System.”[20,24,25]
   According to this joint study, a solar power satellite 
(SPS) was like a flat-panel, whose dimension was 
about 5 kilometers by 10 kilometers by 0.5 kilometers, 
and the diameter of whose transmission antenna was 
about one kilometer. Each satellite could generate 
about 5 to 10 GW electric power continuously.[20] 
The study envisioned that 60 such satellites would be 
deployed on-orbit, and asserted that reusable space 
transportation vehicles such as two-stage-to-orbit 
launchers were necessary to reduce costs to launch 
materials to low earth orbit.[20] The costs for non-
recurring research and development, including the 
cost of the first SPS, for procuring a single SPS, and 
for the maintenance of a single SPS were estimated 
in 1979 dollars to be $102.4 billion, $11.3 billion and 
$204.4 million, respectively.[20] As a final verdict, the 
U.S. National Research Council (NRC) and the then 
U.S. Congressional Office of Technology Assessment 
(OTA) concluded that the DOE-NASA concept, while 
technically feasible, could not be programmatically 
and economically achievable.[24] However, space solar 
power concepts were studied in the United States in 
the 1990s and the 2000s.[25]
   Figure 5 shows the advances in the science and 
technology areas related to space solar power in the 
last 30 years or so. With these advances, new solar 
power satellite configurations have evolved, and the 
design proposed in the report of the National Security 
Space Office (Figure 6) has a characteristic that the 
primary and secondary mirrors collect the sunlight 
to irradiate the solar arrays more efficiently, thereby 
Comparison of Solar Energy Available in Space and on the Ground
Space
J Aune verage
Dec. Average
Average 
Solar Energy 
A il blva a e
Source: Reference[10]
Figure 4 : Solar Energy Available in Space and on the Ground 
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increasing the amount of electric power generated per 
unit mass.[11] The transmission antenna is placed just 
behind the solar array section to ease the wire harness 
problem.
   An example of private sector initiatives is PowerSat’s 
plan.[26] The company plans to deploy about 300 
satellites in geostationary orbit, and to transmit 
generated power to a ground receiving antenna via 
microwave by forming a virtual antenna by these 
satellites as well as to transfer the satellites from low 
earth orbit (LEO) to geostationary orbit (GEO) with 
electric propulsion systems: the company has filed 
patent for these two ideas. The total power generated 
would be about 2.5 GW. The company plans to use 
thin-film solar cells to reduce the satellite’s weight, and 
estimates that the program cost and the development 
period would be about $3 to 4 billion and about 10 to 
12 years, respectively.
Space Innovation
3-1 The Reason Why Innovation for Space 
Activities
   Table 3 shows an example of cost estimates for 
space solar power systems.[27,28] The estimates are for 
base power load generation cases because space solar 
systems could generate electric power continuously. 
The systems are assumed to be operational in 2020 
1977 2007
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Source: Reference[11]
Figure 5 : Science and Technology Advances for Space Solar Power
Source : Reference[11] © Mafic Studios, Inc.
Figure 6 : An Example of Current Solar Power Satellite Design Proposals
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to 2030. The launch costs in the table are those 
required for the space systems to be competitive 
with the ground systems rather than actual costs. 
From the table, we may conclude that launch costs 
should be reduced at most by a factor of two from the 
current values to make the space solar power systems 
competitive with the terrestrial power systems. There 
is an initiative in Europe to develop large-scale solar 
thermal power plants in the Sahara desert, and there 
would be little incentives for Europe to construct a 
space solar system if they were developed.[29]
   As the afore mentioned Earth sunshade and space 
solar power ideas imply, space technology has 
potential to tackle and solve global issues; however, 
such solutions cannot be realized economically at 
the current technology level because of, for example, 
launch costs and other factors. What is really needed 
is innovation that could implement space systems with 
totally new ideas rather than mere improvements of 
existing technologies. The Review of U.S. Human 
Space Flight Plans Committee, the final report of 
which was issued on October 22, 2009 after its 
summary report was issued on September 8, 2009, 
proposed alternate exploration goals and means as 
well as budget increase for the NASA exploration 
program, stating that given the current budget, 
meaningful human space flight could not be achieved 
because the program’s budget did not increase as 
originally envisioned.[30,31] Even NASA’s large-scale 
projects sometimes met with cost issues.
   Notwithstanding current situations, a U.S. 
researcher, citing principles listed in Table 4, proposes 
renewed thinking to make space innovation really 
come true. In addition to the adoption of next-
generation electric propulsion systems such as 
ion engines and the exploitation of tether satellites 
that consist of main spacecraft and cables called 
tethers, he proposes to deploy gossamer bimorph 
membranes in the space environment rather than to 
develop highly rigid structures that can withstand the 
launch environment, or to use coherent cooperation 
among many spacecraft in order to implement large-
aperture antennas. Table 5 describes detailed methods 
to implement the principle of “Replace structures 
with information” in Table 4, where he proposes to 
exploit formation flight approaches rather than truss 
structures that are, though necessary during launches, 
virtually unnecessary in the space environment, and 
to deploy large yet lightweight mirrors on orbit with 
plastic-wrap-like bimorph membranes rather than 
those with rigid structures.
3-2 Ideas for Space Innovation
(1) A Space Elevator
   If implemented, a space elevator could dramatically 
change space activities. The space elevator, the 
original idea of which was conceived by a Russian 
scientist named Konstantin Tsiolkovsky, is now 
studied as an application of tether satellites: the space 
elevator’s center of mass circles in geostationary 
orbit while its tether part spins once per orbital 
revolution.[32,33,34] In addition to the elevator’s merit 
that it can exploit Earth’s rotation energy to launch 
payloads, the space elevator could use the excess 
energy dissipated by a descending payload to ascend 
another payload if linear motor cars could be used 
there, and the elevator is expected to lower launch 
costs significantly when compared with conventional 
chemical propulsion rockets.[34]
   A Russian engineer named Yuri Artsutanov 
Total Power 
Supplied (GW) Concept
Electricity Generation 
Cost (Euro/kWh)
Required Launch 
Costs (Euro/kg)
0.5 Terrestrial[NOTE 1]
Space[NOTE 2]
0.09 (0.06)[NOTE 3]
0.28 (0.28) N/A
5 Terrestrial
Space
0.08(0.05)
0.04(0.04) 750 (200)[NOTE 3]
10 Terrestrial
Space
0.08(0.05)
0.08(0.05) 620 (90)
50 Terrestrial
Space
0.08(0.05)
0.04(0.03) 770 (270)
100 Terrestrial
Space
0.08(0.05)
0.03(0.03) 770 (250)
500 Terrestrial
Space
0.08(0.05)
0.04(0.04) 670 (210)
NOTE 1: Distributed solar power plants.
NOTE 2: Microwave wireless power transmission based space systems.
NOTE 3: Figures in parentheses are for pumped hydro-storage option scenarios.
Table 3 :Terrestrial vs. Space-based Power Systems
Source: Reference[27,28]
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published his space elevator study result in 1960.[32,33,34] 
Studied in his paper is a structure that may replace 
conventional rockets in the future, whose one end is 
anchored to Earth and whose center of mass circles 
above the equator in geostationary orbit.[36] On the 
tower’s lower side below its center of mass and closer 
to Earth, the gravitational force is superior, which is 
proportional to the inverse of the square of a distance 
from Earth’s center while on the upper side above 
the center of mass, the centrifugal force is superior, 
which is proportional to a distance from Earth’s 
center; therefore, the space elevator is a structure 
in tension where the gravitational and centrifugal 
forces balance at its center of mass located at about 
42,166 kilometers from Earth’s center (upper part of 
Figure 7). He envisages a vehicle similar to a linear 
motor car as transport to go up and down the space 
elevator and a solar power facility at the first stop at 
an altitude of 5,000 kilometers to provide electricity to 
the vehicle. Electric power supply to the vehicle is said 
to be unnecessary above the second stop located at an 
altitude of geostationary orbit because the centrifugal 
force would move it upward. He imagines that the final 
stop is located at an altitude of about 60,000 kilometers 
where laid out are facilities such as greenhouses, 
observatories, solar power stations, workshops, and 
fuel depots as well as launching-landing structures for 
interplanetary rockets. He asserts that interplanetary 
rockets, unlike rockets launched from Earth, could 
leave the structures without requiring powerful 
engines because the rockets there already had attained 
required interplanetary travel speed.
   During the cold war when Artsutanov published 
his paper, such information could not be transferred 
from the East to the West, and U.S. researchers 
independently studied space elevator concepts. Jerome 
Pearson, one of such U.S. researchers, published his 
technical paper in a professional journal in 1975, 
where he stated problems standing in the way of 
building a space elevator were (1) buckling due to its 
self weight, (2) material strength, and (3) dynamic 
stability, and showed his analytical study results. He 
stated that the first problem above could be solved by 
building a structure not in compression but in tension, 
and that the space elevator’s total length, if no counter 
weight were placed at the elevator’s outer end, would 
be about 144,000 kilometers (cf. the distance between 
Earth and its Moon is about 384,000 kilometers); 
further, he stated that the second problem above could 
be solved by changing the tether’s cross-sectional 
area exponentially with the sum of the gravity and 
centrifugal force potentials as a variable.[34] While 
existing skyscrapers such as Chicago’s Willis Tower 
and New York City’s Empire State Building in the U.S., 
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
Replace structures with information
Adopt distributed space systems. Use coherent cooperation among many spacecraft to implement coherent sparse 
apertures.
Use adaptive gossamer membranes to make large yet lightweight, filled apertures.
Fabricate large gossamer membranes in the benign space environment.
Transport energy and information, rather than mass, through space.
Use spectrally matched multiple bandgap cells and films for high-efficiency solar power.
Replace chemical combustion in propulsive devices with electromagnetic and electrostatic forces and plasmas.
Exploit electromagnetic, dynamic, and static properties of long tethers.
Beam power to remote or difficult to access locations.
Service, repair, and upgrade large and complex spacecraft.
Leverage the moon’s shallow gravity well to mine, manufacture, and transport materials and devices from the moon to 
Earth orbit and Earth.
Exploit the explosion in machine computing, visualization, and artificial intelligence.
Utilize designer materials, especially nanomaterials.
Exploit nanotechnology, MEMS, and NEMS (nanoelectromechanical systems)
Table 4 : High-Leverage Principles to Pursue in Space Concepts
                 “Don’t fight the space environment – use it to advantage.”
Source: Reference[5]
• No truss structures - precision stationkeep all elements (formation flying)
• Initially shapeless primary mirror
• Limp plastic-wrap-like piezoelectric bimorph membrane
 Uninflated, unsupported, free
 Adaptive throughout its surface
 Shaped into a precise figure by electron beam only when in space
• Liquid crystal second-stage corrector to take out remaining errors
• An extremely lightweight, inexpensive, easy-to-build system
Table 5 : Concept Principles “Replace Structures with Information”
Source: Reference[5]
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the Petronas Twin Towers in Kuala Lumpur, Malaysia, 
and Taipei 101 in Taiwan are about 400 to 500 meters 
high because they are compression structures, a 
gigantic space elevator would be theoretically possible 
by constructing it entirely as a structure in tension.
   With regard to the third problem above, he analyzed 
the elevator’s vertical vibration modes excited by the 
Moon’s tidal forces and lateral vibration modes caused 
by payloads moving along it, assuming that they 
would be allowed to travel at a critical velocity for 
only a few hours, and he concluded that the elevator 
was dynamically stable.[34]
   Table 6 shows the physical properties of typical 
high-strength materials as well as the ratios of their 
geostationary to ground tether cross-sectional areas 
when tapered exponentially (taper ratios) as described 
above (with regard to the characteristic speed, 
please refer to the MMOSTT section below). High 
strength and low density materials are required to 
achieve realistic taper ratios, and Mega-meter (Mm: 1 
Mm=106 m) class CNT cables must be prerequisite. To 
construct lunar space elevators are said to be possible 
with currently available high-strength materials 
because the Moon’s gravity is one sixth of Earth’s.[37] 
Notwithstanding, there is a claim on CNT cables that 
their micro-scale strength is not scalable, and that their 
macro-scale strength would be substantially weaker.[38]
   The space elevator’s main characteristic as a 
space transportation system is that it could exploit 
Earth’s rotation as a renewable energy source to 
launch payloads.[34] When launched by chemical 
propulsion rockets, payloads obtain the potential and 
kinetic energy, for example, required to circle Earth 
from the thermal energy produced by propellant 
Source: Reference[35]
Figure 7 : A Space Elevator Concept
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combustion. On the other hand, with regard to space 
elevator launches, ascending payloads were imparted 
Earth’s rotation energy via the elevator, and they 
would have already acquired the energy necessary 
to circle geostationary orbit when they reached to 
a geostationary orbit altitude. The space elevator’s 
outer top would circle at the same angular velocity 
as that of the elevator’s center of mass, and the outer 
top’s speed would reach about 10.93 kilometers 
per second. A payload released from the top could 
f ly inward to Mercury whose distance from the 
Sun is 0.39 astronomical units (AUs: one AU is an 
average distance between the Sun and Earth, and is 
about 150 million kilometers) or outward to Saturn 
whose distance from the Sun is 9.6 AUs within 
the solar system. Furthermore, if the elevator’s net 
centrifugal force could accelerate a payload from 
the geostationary orbit altitude where the elevator’s 
center of mass would be, to the elevator’s top, the 
payload could obtain the radial velocity of about 
10.1 kilometers per second in addition to the above 
transverse velocity, and could fly outward to solar 
system bodies beyond Saturn. Hammer throws by the 
space elevator, which would rotate in the equatorial 
plane in sync with Earth’s rotation, could be terrific. 
As ancient Romans’ roads laid by the Roman Empire 
were ground transportation infrastructure at that time, 
the space elevator might become future space traffic 
infrastructure.
   One of the biggest problems in constructing the 
space elevator is the enormous amount of material 
required. Assuming that high-strength material of a 
taper ratio of 10 and U.S. space shuttle launches are 
used, the number of launches for the construction 
is unrealistic 24,000.[34] Because of this unrealistic 
number of launches, an alternative method is also 
studied for constructing the space elevator, which 
might remind us “Kumo no ito (the Spider’s Thread),” 
a Japanese short story.[39,40] The idea is first to launch 
a satellite into geostationary orbit to deploy thin 
thread upward and downward from there, then to send 
upward one climber after another being powered by 
microwave or laser beams from the ground to add one 
thread after another to gradually strengthen the space 
elevator’s structure.
   In addition to deterioration and damages caused 
by winds, lightning, radiation, atomic oxygen, 
space debris and micro meteorites, there would be 
possibilities that the space elevator, orbiting in the 
equatorial plane, would collide with low earth orbit 
(LEO) satellites that always cross the equatorial plane 
(lower part of Figure 7), and to establish a space 
traffic management (STM) system under international 
cooperation would inevitably become a must.[41] If 
collapsed, part of it would circle Earth, part of it would 
burn up in the atmosphere, and part of it would fall 
onto the ground.
   Other examples of space elevator concept 
applications include a geostationary satellite whose 
lower end would be equipped with sensors and circle 
in low earth orbit. If such a satellite were implemented, 
high-resolution imaging from a fixed point over the 
equator would become possible.
(2) MMOSTT
   An idea named Moon & Mars Orbiting Spinning Tether 
Transport (MMOSTT) is also an application of the tether 
satellite concept like the space elevator.[42,43] A tether 
satellite, about 100 kilometers long and weighing 
about 20 tons, would orbit in low earth orbit over the 
Material Density(ρ:kg/m3)
Tensile Strength 
(σ: GPa)
Characteristic 
Height[NOTE 7]
 (h=σ/ρg: km)
Taper Ratio
(e0.776Re/h)[Note8]
Characteristic Speed[NOTE 9]
(Vc=(2σ/fρ)1/2: km/s)
SWCNT[NOTE 1] 2266 50 2250 9.0 4.7 3.8
T1000G[NOTE 2] 1810 6.4 361 9.2×105 1.9 1.5
ZYLON PBO[NOTE 3] 1560 5.8 379 4.7×105 1.9 1.6
Spectra 2000[NOTE 4] 970 3.0 315 6.5×106 1.8 1.4
M5[NOTE 5] 1700 5.7 342 1.9×106 1.8 1.5
M5 (planned)[NOTE 5] 1700 9.5 570 5.9×103 2.4 1.9
Kevlar 49[NOTE 6] 1440 3.6 255 2.7×108 1.6 1.3
NOTE 1: Single-wall carbon nanotube
NOTE 2: TORAY carbon fiber
NOTE 3: TOYOBO aramid PBO fiber
NOTE 4: Honeywell extended chain polyethylene fiber
NOTE 5: Magellan honeycomb polymer
NOTE 6: TORAY and DuPont aramid fiber
NOTE 7: Or breaking height. The term “g” is acceleration by Earth’s 
gravity, and is equal to about 9.8 m/s2
NOTE 8: Re is Earth’s radius, and about 6,378 km
NOTE 9: The safety factor, f is two in the left column and three in the 
right.
Table 6 : Physical Properties of Typical High-strength Materials
Source: Reference[34,37]
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equator while rotating around its center of mass with 
its control station on one end that would also serve as 
a counter weight. MMOSTT would receive payloads 
from hypersonic planes and other vehicles flying at 
an altitude of about 300 kilometers, and would launch 
them to geostationary transfer orbit (GTO), lunar 
transfer orbit (LTO) and other higher energy orbit 
by imparting part of its energy to them (Figure 8). 
An upper stage, which would be usually discarded 
after mission and become space debris, of a launch 
vehicle that would put MMOSTT into orbit would be 
connected to the control station to increase its counter 
weight mass. MMOSTT’s other end would house a 
payload grapple assembly. When seen from a payload, 
the payload grapple assembly would descend very 
rapidly from above and then ascend promptly, and the 
assembly would have to capture it in a very short time 
period. MMOSTT, so to speak, would conduct trapeze 
and hammer throw actions in orbit.
   The energy lost due to capturing and releasing a 
payload could be recovered by generating along-
track thrust through the interaction between currents 
generated by the solar panel and running through 
the tether’s conducting part, and Earth’s magnetic 
field; thus, MMOSTT would theoretically require no 
propellant.[42,43] As long as current technologies were 
used, a chemical propulsion rocket would be required 
to launch MMOSTT into orbit; however, it could 
thereafter be a space transportation system solely 
using renewable solar energy.
   Tether material strength is also an important design 
parameter for MMOSTT like the space elevator.[42, 43] 
To optimize its weight, its tether cross-section must 
change exponentially: the ratio of the tether mass to the 
payload mass (MT/Mp) is exponentially proportional 
to the square of ΔV/ Vc, where ΔV is the velocity 
imparted to the payload and Vc is the characteristic 
velocity of the tether material, which depends on its 
strength and density (Table 6). To transfer a payload 
into GTO or LTO, the velocity increment of about 
three kilometers per second is required; therefore, it 
is said that MMOSTT, imparting velocities twice to 
give the required velocity increment, could be realized 
with currently available high-strength materials such 
as Spectra 2000.[43]
(3) Sail Propulsion
   The propellant exhaust velocity of an ion engine, 
a kind of electric propulsion systems, is ten times 
higher than that of a chemical propulsion system, and 
can achieve the same amount of velocity change as 
that of the chemical system only using one tenths of 
propellants consumed by the chemical system; hence, 
ion engines have been used for such missions as solar 
exploration like Japan’s “HAYABUSA” (MUSES-C) 
asteroid explorer, which require large velocity 
changes, and geostationary communications satellites, 
for which long mission lives are required.[44] The ion 
Source: Reference[43]
Figure 8 : MMOSTT’s Concept of Operation
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engine (1) first converts solar energy to electric power, 
and (2) then generates thrust by ionizing propellants, 
and then accelerating and exhausting them through 
the electric field; thus, it generates thrust from solar 
energy in two stages.
   On the other hand, sail propulsion techniques, which 
would convert solar energy directly into thrust and 
therefore would not need propellant, have been studied 
for a long time.[45] One is the solar sail that, using solar 
radiation pressure due to photons’ particle properties, 
reflects solar light to generate thrust. Another is the 
magnetic sail that, utilizing the interaction between 
solar wind plasma and the magnetic field generated by 
an onboard superconducting magnetic coil, deflects 
the plasma to generate thrust.
   For the solar sail, the key is how to produce 
lightweight thin film membranes.[45] Below is the 
maximum acceleration to be attained from the solar 
radiation pressure (prad), where S is the area of the 
solar sail, and ρ is the film’s area density.
(Radiation pressure force to the sail) / (the sail’s mass) 
= (S×prad) / (S×ρ) = prad/ρ
   The radiation pressure in the space environment 
near Earth is about 5×10-6 Pa, and if we could assume 
that the thin film membrane whose area density 
were about 0.01 kg/m2 could be manufactured, the 
acceleration of 5×10-4 m/s2 similar to that of ion 
engines could be attained.[45] To obtain thrust of 1 N, 
or about 0.1 kgf, since the area, S=0.2×106 m2 (thrust/ 
prad=1 N/(5×10-6 Pa)), a 450 meter by 450 meter sail 
would be required, and the sail’s mass would be about 
2,000 kg.[45]
   Because the solar sail would inevitably require large 
area membranes, but could generate quite small thrust, 
the Japan Aerospace Exploration Agency (JAXA), a 
Japanese independent administrative agency, has been 
studying the solar power sail (Figure 9) that is a hybrid 
propulsion system using both solar sail and ion engine 
techniques.[46] With part of its 50 meter diameter sail 
being covered with thin film solar cells, it is to provide 
electric power to its ion engines and other onboard 
equipment, and Jupiter and other solar system body 
exploration missions are under study.
   Under JAXA’s current plan, a small-scale 
technology demonstrator named “IKAROS” 
(Interplanetary Kite-craft Accelerated by Radiation 
Of the Sun) will be launched in 2010 together with the 
“AKATSUKI”(PLANET-C) Venus Climate Orbiter. 
This mission is to demonstrate (1) the large membrane 
deployment, (2) the solar power generation, (3) the 
solar sail acceleration, and (4) the solar sail navigation 
(Figure 10).[47] IKAROS, with no ion engines onboard, 
will fly to Venus by only solar sail propulsion.
   Since the dynamic pressure of solar wind plasma 
near Earth is about 7x10-7 Pa and is much smaller than 
that of solar radiation pressure, one could imagine that 
the sail using the solar wind plasma would require a 
much larger sail.
   A U.S. researcher studied a magnetic sail, which 
could withstand the solar wind’s dynamic pressure 
and wide open its sail to travel the solar system.[48] If 
the magnetic sail could magneto-hydro dynamically 
(MHD) interact with the solar wind like Earth’s 
magnetosphere does, he showed that the magnetic sail 
could generate the acceleration (F/M) as described 
below, where ρ and V are the solar wind’s density and 
velocity, respectively, and where Rm, ρm, I and j are 
the magnetic sail’s radius, density, and electric current 
and its density running through the superconducting 
coil. μ is the permeability of free space and is equal to 
4πx10-7.
F/M=0.59(μρ2V4 Rm/I)1/3(j/ρm)
   If we take the solar wind’s typical values, V=5×105 
m/s and ρ=(8.35×10-21 kg/m3)/Rs2, where Rs is the 
magnetic sail’s distance from the Sun measured in 
the astronomical unit (AU), and if we assume for the 
superconducting coil that Rm=31.6 km, ρm =5000 
kg (similar to copper oxide’s density), j=1010 A/m2 
and the diameter φ=2.52 mm, then the magnetic sail 
Source: JAXA[46]
Figure 9 : A Solar Power Sail Concept
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weighing about five tons (I is about 50 kA, and the 
magnetic density (Bm) is about 10-6 T) would have the 
self acceleration of 0.017 m/s2 near Earth.[48] Although 
the magnetic sail would be quite large, it would be 
as good as the solar sail as far as self acceleration 
performances are concerned.
   On the one hand, some could argue that to deploy 
such a large superconducting coil in space would 
be unrealistic; however, on the other hand, research 
results were published, which stated that if charged 
particles were injected into a 10 kilometer radius 
magnetic field created by a 10 centimeter radius coil, 
the field could be enlarged and efficiently interact 
with the solar wind, resulting in a realistic space 
propulsion system (Figure 11).[49,50] This concept is 
called a magneto-plasma sail, and was once regarded 
as promising because the sail was thought to generate 
large thrust even though it would have to inject 
charged particles, thus requiring propellant onboard.
   Later some argued against the research results, 
stating that the results were based on a false 
assumption that injected particles would behave 
magneto-hydro dynamically, and that the strength of 
such a magnetic field could not withstand the solar 
wind’s dynamic pressure and the wind would flow 
through the sail.[51] One might say that because the 
concept was based on a false assumption, it was a 
virtual physical phenomenon which could be realized 
in a virtual world like that of the movie “Matrix.”
We might still need a strong enough magnetic field to 
open a large sail that could withstand the solar wind.
3-3 Possibilities Space Innovation Might Open
   The Review of U.S. Human Space Flight Plans 
Committee proposed to develop a in-orbit refueling 
facility.[31] If compared with the situation of an isolated 
space flight heading from Earth to its destination 
without any refueling, such an in-orbit facility could 
ease the burden to space transportation systems, 
and their development and operations costs could be 
lowered. If two-stage-to-orbit space launch vehicles 
came true whose operations were similar to airplanes, 
their operations costs might become lower because 
they would not have expendable parts like the U.S. 
space shuttle’s external tanks. Furthermore, If, for 
example, came true space transportation systems 
such as the solar power sail, MMOSTT and the space 
elevator that could use solar energy, Earth’s rotation 
 Dimension: 1.6 m in diameter x 1 m high for the main body, and 20 m diagonally long x 7.5 μm thick for the 
membrane
 Weight: 315 kg (including the membrane’s 15 kg)
Source: JAXA[47]
Figure 10 : Small Solar Power Sail Demonstrator “IKAROS”
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energy and other reusable energy and that were totally 
different from chemical propulsion systems, their 
launch costs would be drastically reduced because 
they would consume a little or no propellants.
   If launch costs were lowered, access to space could 
become easier; thereby, spacecraft design-life and 
reliability requirements might become lesser, and 
spacecraft development costs could be lowered. If 
lightweight and small satellites with thin-film or 
formation-flight technologies applied were realized, 
satellites with functions similar to bigger ones might 
be deployed with less launch costs. While a current 
spacecraft is to become space debris after its mission 
ends, a future spacecraft might be returned to 
Earth for reuse, or on-orbit maintenance, repair and 
improvement might be realized if launch costs could 
become lower drastically.
   If lightweight and super-strong carbon nanotubes 
could be used with reasonable costs, higher-
performance launch vehicles and lighter spacecraft 
could be realized.
   For you information, collisions with spacecraft 
and space debris would pose serious problems to 
large space structures such as the space elevator 
and MMOSTT because of their large collision cross 
sections. Though not discussed in this paper, full-scale 
space debris measures and space traffic management 
(STM) established under international cooperation 
would become mandatory when space activities would 
become more active.[41] As a next step for the future, 
the U.S. Federal Aviation Agency (FAA) is studying, 
under its “NextGen” next generation air traffic 
control system study, how to deal with operationally 
responsive space (ORS) launches, which the U.S. 
Air Force is envisioning, in addition to airplanes.[52] 
Furthermore, the U.S. Defense Advanced Research 
Projects Agency (DARPA) issued a solicitation in 
September 2009 to request information on innovative 
approaches to remove space debris and solve problems 
imposed by the debris.[53]
The U.S.’s Approach to Create 
Innovation for Space Activities
   All the ideas shown in Section 3-2 except the solar 
power sail were studied under the funding of the 
NASA Institute for Advanced Concepts (NIAC). In 
addition to them, also funded were such researches as 
one on a large yet lightweight telescope, the surface 
of which is a thin film bimorph membrane and 
the diameter of which is about 20 to 30 meters, to 
observe ex-solar planets and formation flying of such 
telescopes to form a virtual telescope whose diameter 
is several hundred meters,[54] and one on formation 
Outer Space Magnetic Field
Spacecraft (MPS)
1.Magnetic Field 
Creation
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Magnetic FieldOuter Space
Plasma Injection 2.Magnetic Field Expansion
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Source: Reference[45]
Figure 11 : Principles of How a Magneto-plasma Sail Works
4
98
S C I E N C E  &  T E C H N O L O G Y  T R E N D S
flying of numerous number of very small satellites in 
geostationary orbit to virtually form a large antenna of 
30 to 40 kilometers in diameter to conduct very high 
resolution Earth observation.[55]
   NIAC was an external entity formed in February 
1998 under NASA’s contract to the Universities Space 
Research Association (USRA) to infuse strategically 
advanced concepts into NASA’s future missions.[56] 
Its objective was to create new innovative ideas for 
10 to 40 year future missions rather than to provide 
technical assistance to on-going projects (Figure 12). 
It awarded to basic researches whose technology 
readiness levels (TRLs) were TRL 1 to 2.[57] It also 
conducted outreach activities to U.S. citizens and 
especially to young people to make them interested in 
science and technology.[56]
   Former U.S. President George W. Bush announced 
an initiative in January 2004 for human space 
activities to go beyond the low Earth orbit limit and 
expand to the Moon and other solar system bodies 
like the Apollo program did in the 1960s to the 1970s, 
and NASA has started implementing this initiative. [58] 
However, on the contrary, NASA has met with a 
funding problem because its appropriated budget 
figures have not increased as envisioned, and because 
of this funding problem, the NIAC contract was 
terminated. NIAC ceased its activities on April 31, 
2007.[59]
   NIAC received the total funding of about 36.2 
million dollars during its activity period of about nine 
years. NIAC awarded about 70% of this total funding 
to external entities for their research activities, and 
spent about 30% for its own operations.[56] NIAC awarded 
research funding to (1) “Phase 1” projects which 
conducted concept studies each with a performance 
period of about six months and research funding 
of about 50,000 to 75,000 dollars and (2) “Phase 2” 
projects which conducted follow-on studies each with 
a performance period of no more than 24 months 
and research funding of no more than about 400,000 
dollars. NIAC received 1,309 research proposals in 
total, and awarded 27.3 million dollars in total to 
126 Phase 1 and 42 Phase 2 researches. Some NIAC 
researches, because of their potential for future 
missions, received additional research funding from 
the Department of Defense and other U.S. federal 
agencies. For your information, NASA’s annual budget 
when NIAC operated was about 13 to 17 billion 
dollars.[31]
   The U.S. National Research Council (NRC), 
considering the situation that although NASA had 
contracted to operate the virtual institute of NIAC 
before to create advanced concepts, NASA terminated 
the contract and consequently has lost opportunities 
to create innovative space ideas by external entities, 
published a report in 2009.[60]
   In this report, the NRC recommended to reestablish 
a NIAC like institution, stating that NASA, currently 
being solely devoted to project developments, does 
not invest in advanced research and development for 
Source: Reference[56]
Figure 12 : NIAC’s Mission
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the future and that this situation would have negative 
consequences for future U.S. space activities.[60] 
However, to strengthen such an institution’s potential 
to contribute to NASA’s future missions, the NRC also 
made such recommendations as to include researches 
whose results could be infused into NASA missions 
in ten years, to extend Phase 1 and 2 performance 
periods and increase their research funding amounts, 
and to newly establish “Phase 3” projects each with a 
performance period of no more than about four years 
and research funding of no more than about five million 
dollars to fully demonstrate concepts’ feasibilities. 
The NRC also recommended that it was necessary to 
more widely disseminate proposal solicitations and to 
strengthen reviewers including the discipline, age and 
gender aspects. To explore space innovation concepts 
requires not only to nurture researchers and engineers 
who can propose highly advanced concept proposals 
but also to establish functions to review and select 
such proposals.
Conclusion
   “Anything one can imagine, other men can make 
real” is a saying of science fiction writer Jules Verne, 
and was aired in a Japanese TV advertisement before. 
Although our imagination may not always come true, 
there are some ideas that have made impact upon us 
when realized; for example, the industrial revolution 
brought about by the invention of steam engines 
and further the popularization of automobiles and 
airplanes have totally changed our society and life 
style.
   As to space activities, while there is no argument 
against the importance of improving existing rocket 
and satellite technologies, efforts to create innovation 
for future space activities 10 years and beyond are also 
important because space technology has potential to 
tackle and solve global issues.
   When space innovation would advance, what future 
would be open to us humans? Though very optimistic, 
Figure 13 shows an example of what effects could 
be brought as space innovation would advance.[5] If 
space system weights and costs could be reduced by 
several orders of magnitude not by several percent, 
what consequences such reductions would bring is 
out of our imagination. We might be surprised at the 
emergence of a good “black swan,” an idea proposed 
by Mr. Nassim Nicolas Taleb.[61]
   The U.S. Apollo program around the 1960s is said 
to have brought various advanced technologies such 
as fuel cells[62] and computers.[63] If space innovation 
described in this paper came true, what would be 
the effects such innovation would bring? The author 
hopes that Japan, as one of the developed nations, 
would engage in advanced research activities fully to 
be able to conduct its space activities with totally new 
ideas and without being caught with old ideas, and 
to create innovation for space activities to contribute 
more and more to our society and economy. We could 
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also expect that outreaching and educating our young 
people, Japan’s next-generation with such advanced 
research activities could make them more interested in 
science and technology.   
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 About   SCIENCE AND TECHNOLOGY FORESIGHT CENTER
I t is essential to enhance survey functions that underpin policy formulation in order for the science and technology administrative organiztions, with MEXT 
and other ministries under the general supervision of the Council for Science 
and Technology Policy, Cabinet office (CSTP), to develop strategic science and 
technology policy.
N ISTEP has established the Science and Technology Foresight Center (STFC) with the aim to strengthen survey functions about trends of important 
science and technology field.  The mission is to provied timely and detailed 
information about the latest science and technology trends both in Japan and 
overseas, comprehensive analysis of these trends, and reliable predictions of future 
science and technology directions to policy makers.
B eneath the Director are six units, each of which conducts surveys of trends in their respective science and technology fields.  STFC conducts surveys 
and analyses from a broad range of perspectives, including the future outlook for 
society.
T he research results will form a basic reference database for MEXT, CSTP, and other ministries.  STFC makes them widely available to private companies, 
organizations outside the administrative departments, mass media, etc. on NISTEP 
website.
The following are major activities:
1. Collection and analysis of information on science and technology trends through 
expert network
STFC builds an information network linking about 2000 experts of 
various science and technology fields in the industrial, academic and 
government sectors.  They are in the front line or have advanced 
knowledge in their fields.
Through the networks, STFC collects information in various science 
and technology fields via the Internet, analyzes trends both in Japan 
and overseas, identifies important R&D activities, and prospects the 
future directions.  STFC also collects information on its own terms 
from vast resources.
Collected information is regularly reported to MEXT and CSTP. 
Furthermore, STFC compiles the chief points of this information as 
topics for “Science and Technology Trends” (monthly report).
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2. Reserch into trends in major science and technology fields
Targeting the vital subjects for science and technology progress, 
STFC analyzes its trends deeply, and helps administrative 
departments formulate science and technology policies.
The research results are published as articles for “Science 
Technology Trends” (monthly report).
3. S&T foresight and benchmarking
S&T foresight is conducted every five years to grasp the direction of 
technological development in coming 30 years with the cooperation 
of experts in various fields.
International Benchmarking of Japan’s science and engineering 
research also implemented periodically.
The research results are published as NISTEP report.
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