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SEMI-LINEAR WAVE EQUATIONS
WITH EFFECTIVE DAMPING
MARCELLO D’ABBICCO, SANDRA LUCENTE, MICHAEL REISSIG
Abstract. We study the Cauchy problem for the semi-linear damped wave equation
utt −△u+ b(t)ut = f(u), u(0, x) = u0(x), ut(0, x) = u1(x),
in any space dimension n ≥ 1. We assume that the time-dependent damping term b(t) > 0 is effec-
tive, in particular tb(t)→∞ as t→∞. We prove the global existence of small energy data solutions
for |f(u)| ≈ |u|p in the supercritical case p > 1 + 2/n and p ≤ n/(n− 2) for n ≥ 3.
We consider the Cauchy problem for the dissipative semi-linear equation
utt −△u+ b(t)ut = f(u), t ≥ 0, x ∈ Rn,
u(0, x) = u0(x),
ut(0, x) = u1(x),
(1)
where the time-dependent damping term b(t) > 0 is effective, in particular tb(t)→ ∞ as t → ∞, and
the nonlinear term satisfies
f(0) = 0, |f(u)− f(v)| . |u− v|(|u|+ |v|)p−1, (2)
for a given p > 1. Our aim is to establish the existence of C([0,∞), H1) ∩ C1([0,∞), L2) solutions
of (1) assuming small initial data in the energy space H1 × L2 or in some weighted energy spaces.
Clearly this will require suitable assumptions on b(t) and on the exponent p in (2). In Section 1 we first
present some results related to the the semi-linear wave equation with a constant damping term. We
refer the interested reader to [ITY, N10] and to the quoted references for the damped wave equation
with x-dependent damping term b(x)ut. In Section 2 we state our main theorems and some auxiliary
results.
1. The classical semi-linear damped wave equation
Many papers concern with the classical semi-linear damped wave equation, i.e. with the case b ≡ 1:
utt −△u+ ut = f(u),
u(0, x) = u0(x),
ut(0, x) = u1(x).
(3)
For the sake of clarity we put
pGN(n) = 1 +
2
n− 2 =
n
n− 2 , for n ≥ 3,
pFuj(n) = 1 +
2
n
, for n ≥ 1.
As stated in [NO], for initial data (u0, u1) ∈ H1×L2 with compact support in BK(0), and p ≤ pGN(n)
if n ≥ 3, the problem (3) admits a unique local solution u ∈ C([0, Tm), H1) ∩ C1([0, Tm), L2) for some
maximal existence time Tm ∈ (0,+∞] and for any t < Tm it holds suppu(t, ·) ⊂ BK+t(0).
One of the first results on global existence theory has been given in [NO] establishing global existence
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for small data by using the technique of potential well and modified potential well. Let W˜ ⊂ H1 be
the interior of the set {
u ∈ H1 : ‖∇u‖2L2 ≥ ‖u‖p+1Lp+1
}
.
In particular, by assuming (u0, u1) ∈ W˜ × L2 the authors remove the compactness assumption on the
support of the data and they prove the local existence of the solution, provided that p < (n+2)/(n−2)
if n ≥ 3 (Theorem 1 in [NO]). In Theorem 3 of the same paper, they prove the global existence, provided
that the data in W˜ ×L2 satisfies energy smallness assumptions and the exponent satisfies p ≥ 1+ 4/n
with p < (n+2)/(n−2) if n ≥ 3 (we remark that this set is not empty). In such a case, the energy of the
solution to (1) satisfies the same decay estimates of the linear equation, i.e. ‖ut(t, ·)‖2L2+‖∇u(t, ·)‖2L2 ≤
C(1 + t)−1.
Assuming compactly supported data (u0, u1) ∈ H1×L2 pointwise sufficiently small, a global existence
result for p > pFuj(n), and p ≤ pGN(n) if n ≥ 3, has been proved in [TY] (we remark that this set
is never empty). The approach followed in [TY] makes use of the Matsumura estimates [M] for the
solution to the Cauchy problem for the classical damped linear wave equation
utt −△u+ ut = 0, u(0, x) = u0(x), ut(0, x) = u1(x). (4)
In order to state these estimates we define
Am,k := (Lm ∩Hk)× (Lm ∩Hk−1), (5)
‖(u, v)‖Am,k := ‖u‖Lm + ‖u‖Hk + ‖v‖Lm + ‖v‖Hk−1 (6)
for m ∈ [1, 2) and k ∈ N. If (u0, u1) ∈ Am,1 for some m ∈ [1, 2), then the solution to (4) satisfies
‖u(t, ·)‖L2 ≤ C(1 + t)−n2 ( 1m− 12 )‖(u0, u1)‖Am,0 ,
‖∇u(t, ·)‖L2 ≤ C(1 + t)−n2 ( 1m− 12 )− 12 ‖(u0, u1)‖Am,1 ,
‖ut(t, ·)‖L2 ≤ C(1 + t)−n2 ( 1m− 12 )−1‖(u0, u1)‖Am,1 .
(7)
Since in [TY] the data (u0, u1) ∈ H1 × L2 has compact support, the authors apply Matsumura’s
estimates for m = 1. Moreover, they find that the energy of the solution to (3) satisfies (7) for m = 1
and they prove a blow-up result in finite time if p < pFuj(n), provided that f(u) = |u|p and that∫
Rn
uj(x) dx > 0 for j = 0, 1. The same result is obtained in [Z01] for the case p = pFuj(n).
We remark that the exponent pFuj(n) is the Fujita’s one, the same which guarantees the existence of
a non-negative classical global solution to the semi-linear heat equation
ut −△u = up, u(0, x) = u0(x),
provided that u0 ≥ 0 is sufficiently smooth. The Fujita exponent is sharp, that is, if p ≤ pFuj(n), the
semi-linear heat equation does not admit any global regular solution (see [Fu]).
Coming back to the global existence theory for the semi-linear classical damped wave equation, the
condition on the compact support of the data has been relaxed in [IT] by assuming small data in a
suitable weighted Sobolev space:
I2 :=
∫
Rn
e|x|
2/2
(|u1|2 + |∇u0|2 + |u0|2) dx ≤ ǫ2. (8)
Condition (8) implies that (u0, u1) ∈ (W 1,1 ∩H1)× (L1∩L2) ⊂ A1,1, therefore in [IT] the authors can
use Matsumura’s estimates (7) for m = 1.
Furthermore, in [IMN] the authors show that the smallness in weighted Sobolev spaces or compactly
supported data can be avoided assuming smallness in A1,1 and the critical exponent remains pFuj(n)
for n = 1, 2. Since their technique requires p > 2, the authors obtain global existence only for
2 < p ≤ 3 = pGN(3) if n = 3 (we remark that pFuj(3) = 1+ 2/3 < 2). In [IO] this result is extended to
initial data in Am,1 for m ∈ (1, 2).
In this paper, we are going to follow the approach in [IMN, IO, IT]. In particular we are going to use
some Matsumura-type estimates for the linear wave equation with time-dependent effective damping,
derived by J. Wirth [W07]. In order to do this, we are going to extend these estimates to a family of
Cauchy problems with initial time as parameter.
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We remark that the Cauchy problem for the classical wave equation (i.e. b ≡ 1) is independent of
translation in time, since the coefficients of the equation do not depend on t and hence Duhamel’s
principle easily applies, whereas for a non-constant b = b(t) the situation is more complicated.
2. Main Results
In order to present our results we fix the class of effective damping terms b(t) which are of interest
in the further discussions.
Hypothesis 1. We make the following assumptions on the damping term b(t):
(i) b(t) > 0 for any t ≥ 0,
(ii) b(t) is monotone, and tb(t)→∞ as t→∞,
(iii) ((1 + t)2b(t))−1 ∈ L1([0,∞)),
(iv) b ∈ C3 and ∣∣b(k)(t)∣∣
b(t)
.
1
(1 + t)k
, (9)
for any k = 1, 2, 3,
(v) 1/b 6∈ L1.
The damping term b(t) is effective according to [W05, W07].
Definition 1. We denote by B(t, 0) the primitive of 1/b(t) which vanishes at t = 0, that is,
B(t, 0) =
∫ t
0
1
b(τ)
dτ. (10)
Thanks to conditions (i) and (v) in Hypothesis 1, B(t, 0) is a positive, strictly increasing function,
and B(t, 0)→ +∞ as t→∞.
Let us consider the Cauchy problem for the linear damped wave equation:
utt −△u+ b(t)ut = 0,
u(0, x) = u0(x),
ut(0, x) = u1(x).
(11)
In 2005, J. Wirth derived Matsumura-type estimates for the solution to (11) (see Theorem 5.5 in [W05]
and Theorem 26 in [W07]).
Theorem A. If Hypothesis 1 is satisfied and (u0, u1) ∈ Am,1 for some m ∈ [1, 2], then the solution to
the Cauchy problem (11) satisfies the following decay estimates:
‖u(t, ·)‖L2 ≤ C(1 + B(t, 0))−
n
2 (
1
m−
1
2 )‖(u0, u1)‖Am,0 , (12)
‖∇u(t, ·)‖L2 ≤ C(1 + B(t, 0))−
n
2 (
1
m−
1
2 )−
1
2 ‖(u0, u1)‖Am,1 , (13)
‖ut(t, ·)‖L2 ≤ C(b(t))−1(1 +B(t, 0))−
n
2 (
1
m−
1
2 )−1‖(u0, u1)‖Am,1 . (14)
In order to prove our results for semi-linear damped wave equations we need a further assumption
on b(t) in the case of increasing b(t).
Hypothesis 2. Let b ∈ C1([0,∞)), b(t) > 0. We assume that there exists a constant m ∈ [0, 1) such
that
tb′(t) ≤ mb(t), t ≥ 0. (15)
Remark 1. We recall that if b(t) is as in Hypothesis 1, then it is either increasing or decreasing. If b(t)
is decreasing, then (15) holds for m = 0. On the other hand, if b(t) is increasing, condition (15) is
stronger than the upper bound of (9) for k = 1.
Our first result is based on a generalization of the ideas in [IT].
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Notation 1. Given ρ : Rn → [0,∞), we say that f ∈ Lq(ρ) for some q ∈ [1,∞] if ρf ∈ Lq. Similarly,
for any f ∈ L2(ρ) such that ∇f ∈ L2(ρ) we write f ∈ H1(ρ).
It is easy to see that H1(ρ) →֒ H1 if ρ > 0 and 1/ρ ∈ L∞.
Since in this paper we will work with exponential weight functions, for the sake of brevity we will
denote Lq(eg) as Lqg and H
1(eg) as H1g for any g : R
n → R.
We assume that the initial data of (1) is small in H1α|x|2 × L2α|x|2 for some α ∈ (0, 1/4]. We put
I2α :=
∫
Rn
e2α|x|
2 (|u0(x)|2 + |∇u0(x)|2 + |u1(x)|2) dx. (16)
Theorem 1. Let n ≥ 1 and p > pFuj(n). Moreover, let p ≤ pGN(n) if n ≥ 3. Let α ∈ (0, 1/4]. Then
there exists ǫ0 > 0 such that, if Iα ≤ ǫ0, where Iα is introduced in (16), then there exists a unique
solution to (1) in C([0,∞), H1) ∩ C1([0,∞), L2).
Moreover, there exists a constant C > 0 such that the solution satisfies the decay estimates
‖u(t, ·)‖L2 ≤ C Iα (1 +B(t, 0))−
n
4 , (17)
‖∇u(t, ·)‖L2 ≤ C Iα (1 +B(t, 0))−
n
4−
1
2 , (18)
‖ut(t, ·)‖L2 ≤ C Iα (1 +B(t, 0))−
n
4 (1 + t)−1. (19)
Finally, the wave energy is uniformly bounded in the family of weighted spaces L2ψ(t,·), where
ψ(t, x) =
α|x|2
(1 +B(t, 0))
, (20)
namely, ∫
Rn
e
2α|x|2
(1+B(t,0))
(|∇u(t, x)|2 + |ut(t, x)|2) dx ≤ CI2α, t ≥ 0.
We notice that ψ(0, x) = α|x|2 gives the weight at t = 0.
The decay estimates (17)-(18)-(19) for the solution of the semi-linear problem (1) correspond to the
decay estimates (12)-(13)-(14), with m = 1, for the solution of the linear problem (11). In particular,
the decay factor (1 + t)−1 in (19) is equivalent to (b(t))−1(1 + B(t, 0))−1 in (14), as we shall see in
Remark 11.
Now let us assume (u0, u1) ∈ A1,1 (see (5)). We follow the approach in [IO] to gain a global existence
result for this larger class of data. This goal will restrict our range of admissible n and p.
Theorem 2. Let n ≤ 4 and let :
p > pFuj(n) if n = 1, 2,
2 ≤ p ≤ 3 = pGN(3) if n = 3,
p = 2 = pGN(4) if n = 4.
(21)
Let (u0, u1) ∈ A1,1. Then, there exists ǫ0 > 0 such that, if
‖(u0, u1)‖A1,1 ≤ ǫ0,
then there exists a unique solution to (1) in C([0,∞), H1) ∩ C1([0,∞), L2). Moreover, there exists a
constant C > 0 such that the solution satisfies the decay estimates
‖u(t, ·)‖L2 ≤ C ‖(u0, u1)‖A1,1 (1 +B(t, 0))−
n
4 , (22)
‖∇u(t, ·)‖L2 ≤ C ‖(u0, u1)‖A1,1 (1 +B(t, 0))−
n
4−
1
2 , (23)
‖ut(t, ·)‖L2 ≤ C ‖(u0, u1)‖A1,1 (1 +B(t, 0))−
n
4 (1 + t)−1. (24)
As in Theorem 1 the solutions to the semi-linear Cauchy problem (1) and to the linear one (11)
have the same decay rate.
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Remark 2. Since we are interested in energy solutions in Theorem 2 the restriction p ≥ 2 appears in
a natural way. In both Theorems 1 and 2 the Fujita exponent pFuj(n) appears as a lower bound of
admissible exponents p. The optimality of this bound follows from the result in Section 2.3.
2.1. Examples.
Example 1. Let us choose
b(t) =
µ
(1 + t)κ
for some µ > 0 and κ ∈ (−1, 1). (25)
Being κ ∈ (−1, 1), Hypothesis 1 holds. Indeed tb(t) ≈ (1+t)1−κ and (1+t)2b(t) ≈ (1+t)2−κ as t→∞,
so that 1/b 6∈ L1 and ((1 + t)2b(t))−1 ∈ L1.
Hypothesis 2 holds since (15) is satisfied for m = max{−κ, 0}.
We observe that 1 + B(t, 0) ≈ (1 + t)1+κ. Therefore we can apply Theorems 1 and 2 with Iα = ǫ
and ‖(u0, u1)‖A1,1 = ǫ, respectively. The decay in (17)-(18)-(19) or in (22)-(23)-(24) can be rewritten
as
‖u(t, ·)‖L2 ≤ C ǫ (1 + t)−(1+κ)
n
4 ,
‖∇u(t, ·)‖L2 ≤ C ǫ (1 + t)−(1+κ)(
n
4+
1
2 ),
‖ut(t, ·)‖L2 ≤ C ǫ (1 + t)−(1+κ)
n
4−1.
In particular, for κ = 0 we have a constant coefficient in the damping term and we cover the results
described in Section 1.
Example 2. Let us multiply the function b(t) in (25) by a logarithmic positive power. We consider the
following coefficient b(t) in the damping term:
b(t) =
µ
(1 + t)κ
(log(c+ t))γ for some µ > 0, γ > 0, and κ ∈ (−1, 1], (26)
where c = c(κ, γ) > 1 is a suitably large positive constant.
It is easy to check that conditions (i)-(iv)-(v) in Hypothesis 1 hold and that tb(t) → +∞ as t → ∞.
Moreover, condition (iii) in Hypothesis 1 holds for any γ > 0 if κ ∈ (−1, 1) and for any γ > 1 if κ = 1,
since
((1 + t)2b(t))−1 =
1
µ(1 + t)2−κ(log(c+ t))γ
.
For κ = 0 the assumption (ii) in Hypothesis 1 is satisfied. Let κ ∈ (−1, 1], κ 6= 0. If we explicitly
compute b′(t), then we derive
b′(t) = − µκ
(1 + t)κ+1
(log(c+ t))γ +
µγ
(1 + t)κ(c+ t)
(log(c+ t))γ−1
=
µ
(1 + t)κ+1
(log(c+ t))γ
(
−κ+ γ(1 + t)
(c+ t) log(c+ t)
)
,
therefore we get
b′(t) ≈ 1
(1 + t)κ+1
(log(c+ t))γ ≈ b(t)
1 + t
provided that c = c(κ, γ) > e
γ
|κ| . We proved that b(t) is monotone and this concludes the proof of
Hypothesis 1.
If κ ∈ (0, 1], then Hypothesis 2 holds since b(t) is decreasing. If κ ∈ (−1, 0], then (15) is satisfied
for c > e
γ
1+κ . In facts
tb′(t)
b(t)
=
t
1 + t
(
−κ+ γ(1 + t)
(c+ t) log(c+ t)
)
< −κ+ γ
log c
< 1.
In particular, in correspondence with κ = 0, we have
tb′(t)
b(t)
=
tγ
(c+ t) log(c+ t)
<
γ
log c
< 1.
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Example 3. Analogously to Example 2 we can multiply the function b(t) in (25) by a logarithmic
negative power, namely, we can consider the coefficient
b(t) =
µ
(1 + t)κ(log(c+ t))γ
for some µ > 0, γ > 0 and κ ∈ (−1, 1), (27)
where c = c(κ, γ) > 1 is a suitably large positive constant. It is easy to check that Hypotheses 1 and 2
are satisfied if c = c(κ, γ) > 1 is sufficiently large.
Example 4. We can also consider iteration of logarithmic functions, eventually with different powers,
like
b(t) =
µ
(1 + t)κ
(log(c1 + (log(c2 + t))
γ2))γ1 ,
b(t) =
µ
(1 + t)κ
(log(c1 + (log(c2 + (log(c3 + . . .)))
γ3))γ2)γ1 .
2.2. A special class of effective damping. In [N11] and [LNZ] the authors studied damping terms
with time-dependent coefficient (25). They can obtain the following results:
Theorem B. Let p > pFuj(n) and p < (n+ 2)/(n− 2) if n ≥ 3. Let b(t) = µ(1 + t)−κ for κ ∈ (−1, 1)
and µ > 0. Let (u0, u1) ∈ H1 × L2, compactly supported.
Then, there exists ǫ0 > 0 such that, if∫
Rn
e
(1+κ)|x|2
2(2+δ)
(|u0(x)|p+1 + |∇u0(x)|2 + |u1(x)|2) dx ≤ ǫ2 (28)
for an arbitrarily small δ > 0 and for some ǫ ∈ (0, ǫ0], then there exists a unique solution u ∈
C([0,∞), H1) ∩ C1([0,∞), L2) to (1) which satisfies
‖u(t, ·)‖L2 ≤ C(δ)ǫ (1 + t))−
(1+κ)n
4 +
ε
2 , (29)
‖∇u(t, ·)‖L2 + ‖ut(t, ·)‖L2 ≤ C(δ)ǫ (1 + t)−
(1+κ)(n+2)
4 +
ε
2 (30)
for a small constant ε = ε(δ) > 0 and large constant C(δ) with ε(δ)→ 0 and C(δ)→∞ as δ → 0.
Moreover, in [LNZ] the authors establish that there does not exist any global solution u ∈ C([0,∞), H1)∩
C1([0,∞), L2) in the case f(u) = |u|p with 1 < p ≤ pFuj(n) and initial data such that∫
Rn
u1(x) + bˆ1u0(x)dx > 0 with bˆ
−1
1 =
∫ ∞
0
exp
(
−
∫ t
0
b(s)ds
)
dt.
We remark that in (28) the exponents p and κ come into play.
Recalling Notation 1, for some β > 0, q ≥ 1 and K > 0, we put
Dβ,q,K =
{
(u0, u1) ∈
(
H˙1β|x|2/2 ∩ Lqβ|x|2/q
)× L2β|x|2/2 | supp(u0, u1) ⊂ BK(0)} ,
Dβ = H
1
β|x|2/2 × L2β|x|2/2.
Let β(κ, δ) := (1 + κ)/(2(2 + δ)). After fixing a small δ > 0 the space of initial data in Theorem B is
given by ⋃
K>0
Dβ(κ,δ),p+1,K ,
whereas the space of initial data in Theorem 1 is D2α for some α ∈ (0, 1/4].
Since β(κ, δ) < 1/2, we observe that for any δ > 0, p > 1 and κ ≤ 1 we have
Dβ(κ,δ),p+1,K ⊂ Dβ(κ,δ),2,K ⊂ D1/2,2,K ( D1/2 ⊂ D2α ( A1,1, (31)
for any K > 0 and α ∈ (0, 1/4]. Hence the class of admissible small data in [LNZ] is strictly contained
in the class of admissible small data in Theorem 1. In particular,
• we do not assume compactly supported initial data;
• in Theorem 1 we do not choose u0 from a weighted Lp+1 space but from a weighted L2 space;
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• the space with weight eβ(κ,δ)|x|2 is properly contained in D1/2, the space in Theorem 1 corre-
sponding to α = 1/4;
• in Theorem 2 we enlarge the class of initial data to A1,1.
We can enlarge the class of initial data, since we use Matsumura’s type estimates which are avoided
in [LNZ]. This technique has other advantages. First of all we can consider more general b(t), not only
the ones that growth like tκ (see Examples 2 and 3, and Hypothesis 4 in Section 7).
Moreover, if (u0, u1) ∈ Dβ(κ,δ),p+1,K for some K > 0, then applying Theorem B we know that there
exists ǫ0 > 0 such that for any ǫ ∈ (0, ǫ0) the solution corresponding to data (ǫu0, ǫu1) exists globally
in time. Here ǫ0 > 0 depends on u0, u1 and K. Due to (31) these data can be used in Theorem 1 and
Theorem 2, but the corresponding ǫ0 > 0 depends only on (u0, u1). Finally, in the decay estimates for
the solution u and the energy (∇u, ut), an ε/2 loss of decay appears in Theorem B, on the contrary,
in Theorem 1 and Theorem 2 we have optimal decay rates.
2.3. Optimality. The sharpness of the Fujita exponent pFuj in Theorems 1 and 2 is of special inter-
est. This question was discussed by Y. Wakasugi from Osaka University and the first author during
scientific stays at TU Bergakademie Freiberg. In the following we present only the result. Details of
the proof will be included in a forthcoming paper.
If f(u) = |u|p with 1 < p ≤ pFuj blow-up phenomena appear for (1). This result can be proved by
using, as in [LNZ], the transformation of the equation into divergence form and a modification of test
function method developed by Qi. S. Zhang in [Z01].
We make the following assumptions on b(t).
Hypothesis 3. Let b(t) satisfy (i) and (v) in Hypothesis 1, that is, b(t) > 0 and 1/b 6∈ L1. Moreover,
we assume that b ∈ C2 and that
|b′(t)| ≤ Cb2(t) (32)
together with
lim inf
t→∞
b′(t)
b(t)2
> −1. (33)
We remark that Hypothesis 3 is weaker than Hypothesis 1.
Theorem C. Let us assume Hypotheses 2 and 3 and let p ≤ pFuj(n). Then the function
β(t) := exp
(
−
∫ t
0
b(τ) dτ
)
is in L1(0,∞) and there exists no global solution u ∈ C2([0,∞)×Rn) to (1) with f(u) = |u|p for initial
data (u0, u1) ∈ C∞0 (Rn) satisfying ∫
Rn
(
u0(x) + bˆ1u1(x)
)
dx > 0, (34)
where bˆ1 := ‖β‖−1L1(0,∞).
Example 5. Let us consider b(t) = µ(1 + t)−κ as in (25) in Example 1 for some κ ∈ (−1, 1] and µ > 0.
Then Hypothesis 3 holds provided that µ > 1 if κ = 1.
Let b be as in (26) in Example 2, that is, b(t) = µ(1 + t)−κ(log(c+ t))γ . Then Hypothesis 3 holds for
any µ > 0, κ ∈ (−1, 1], γ > 0 with a suitable constant c. Analogously, we can prove Hypothesis 3 if b
is chosen as in Examples 3 and 4.
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3. Linear decay estimates
In order to prove Theorems 1 and 2 we have to extend the decay estimates (12)-(13)-(14) given
by J. Wirth for the Cauchy problem (11) to a family of parameter-dependent Cauchy problems with
initial data (0, g(s, x)) for some function g.
Let s ≥ 0 be a parameter. We consider the following Cauchy problem in [s,∞)× Rn:
vtt −△v + b(t)vt = 0, t ∈ [s,∞),
v(s, x) = 0,
vt(s, x) = g(s, x).
(35)
It is clear that we have to extend Definition 1.
Definition 2. We denote by B(t, s) the primitive of 1/b(t) which vanishes at t = s, that is,
B(t, s) =
∫ t
s
1
b(τ)
dτ = B(t, 0)−B(s, 0). (36)
Then we have the following result:
Theorem 3. Let b(t) satisfy Hypothesis 1 and let g(s, ·) ∈ Lm ∩ L2 for some m ∈ [1, 2]. Then the
solution v(t, x) to (35) satisfies the following Matsumura-type decay estimates:
‖v(t, ·)‖L2 ≤ C(b(s))−1(1 +B(t, s))−
n
2 (
1
m−
1
2 )‖g(s, ·)‖Lm∩L2, (37)
‖∇v(t, ·)‖L2 ≤ C(b(s))−1(1 +B(t, s))−
n
2 (
1
m−
1
2 )−
1
2 ‖g(s, ·)‖Lm∩L2 , (38)
‖vt(t, ·)‖L2 ≤ C(b(s))−1(b(t))−1(1 +B(t, s))−
n
2 (
1
m−
1
2 )−1‖g(s, ·)‖Lm∩L2. (39)
We remark that the constant C > 0 does not depend on s.
We remark that Hypothesis 2 does not come into play in Theorem 3.
3.1. Application of Duhamel’s principle to the semi-linear problem. Let us denote by E1(t, s, x)
the fundamental solution to the linear homogeneous problem (35), in particular
E1(s, s, x) = 0 and ∂tE1(s, s, x) = δx,
where δx is the Dirac distribution in the x variable. Here the symbol ∗(x) denotes the convolution with
respect to the x variable. By Duhamel’s principle we get
unl(t, x) =
∫ t
0
E1(t, s, x) ∗(x) f(u(s, x)) ds (40)
as the solution to the inhomogeneous problem
unltt −△unl + b(t)unlt = f(u(t, x)), t ∈ [0,∞),
unl(0, x) = 0,
unlt (0, x) = 0.
(41)
Let ulin(t, x) be the solution to (11). Then
ulin(t, x) = E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x), (42)
where E1(t, 0, x) is as above, and by E0(t, 0, x) we denote the fundamental solution of the homogeneous
Cauchy problem (11) with initial data (δx, 0), that is
E0(0, 0, x) = δx and ∂tE0(0, 0, x) = 0.
Now the solution to (1) can be written in the form
u(t, x) = ulin(t, x) + unl(t, x)
= E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x) +
∫ t
0
E1(t, s, x) ∗(x) f(u(s, x)) ds. (43)
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3.2. Properties of B(t, s). In the proof of Theorems 1 and 2 we will make use of some properties of
the function B(t, s) which follow from Hypothesis 2 for the coefficient b(t).
Remark 3. If (15) holds, then it follows that the function t/b(t) is increasing and(
t
b(t)
)′
=
b(t)− tb′(t)
b2(t)
≥ (1−m) 1
b(t)
.
Moreover, since |b′(t)|/b(t) ≤M/(1 + t) for some M > 0 (see (9)), we derive(
t
b(t)
)′
=
b(t)− tb′(t)
b2(t)
≤ 1 +M
b(t)
.
In particular, for any s ∈ [0, t] we can derive
B(t, s) =
∫ t
s
1
b(τ)
dτ ≈ t
b(t)
− s
b(s)
. (44)
Remark 4. By integrating (15) over [s, t] we derive
b(t)
b(s)
≤
(
t
s
)m
for any s > 0 and t ≥ s,
that is, for any λ ∈ (0, 1] and for any t ∈ [0,∞), it holds
b(λt) ≥ λmb(t). (45)
We remark that, in particular, b(t) ≤ tmb(1) for t ≥ 1. Therefore Hypothesis 2 implies (v) in Hypoth-
esis 1, since m ∈ [0, 1).
Remark 5. Thanks to (9) for k = 1 there exists a constant M ≥ 0 such that
b′(t)
b(t)
≥ − M
1 + t
≥ −M
t
, t > 0. (46)
It is clear that if b(t) is increasing, then we can take M = 0.
By integrating (46) over [s, t] we derive
b(t)
b(s)
≥
(
t
s
)−M
for any s > 0 and t ≥ s,
that is, for any λ ∈ (0, 1] and for any t ∈ [0,∞) it holds
b(λt) ≤ λ−M b(t). (47)
Properties (45)-(47) play a fundamental role in the next estimates.
Remark 6. Conditions (45)-(47) guarantee that for any fixed λ ∈ (0, 1) we have
b(s) ≈ b(t), s ∈ [λt, t]. (48)
Indeed, let λ1 := s/t. Then λ1 ∈ [λ, 1]. Hence, we get
λmb(t) ≤ λm1 b(t) ≤ b(s) ≤ λ−M1 b(t) ≤ λ−M b(t)
from (45)-(47).
Remark 7. By using (15) and its consequences (44) and (45) we can prove that for any fixed λ ∈ (0, 1)
it holds
B(t, 0) ≥ B(t, λt) ≈ t
b(t)
− λt
b(λt)
≥ t
b(t)
− λ
1−mt
b(t)
= δ
t
b(t)
≈ B(t, 0),
where we put δ = 1− λ1−m > 0 since λ ∈ (0, 1) and m ∈ [0, 1). Therefore,
Cλ,mB(t, 0) ≤ B(t, λt) ≤ B(t, 0) for λ ∈ (0,
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Remark 8. By using (44) and (47) we can prove that for any fixed λ ∈ (0, 1) it holds
B(λt, 0) ≈ λt
b(λt)
≥ λ1+M t
b(t)
,
and, consequently,
Cλ,MB(t, 0) ≤ B(λt, 0) ≤ B(t, 0) for λ ∈ (0, 1). (50)
Remark 9. By splitting the interval [0, t] into [0, t/2] and [t/2, t] and by using (50) we can derive
B(s, 0) ≈ B(t, 0), s ∈ [t/2, t], (51)
whereas by using (49) we get
B(t, s) ≈ B(t, 0), s ∈ [0, t/2]. (52)
Remark 10. By using Taylor-Lagrange’s theorem (with center t) and (48) with λ = 1/2 we obtain
B(t, s) ≈ t− s
b(t)
≈ t− s
b(s)
, s ∈ [t/2, t]. (53)
Indeed b(s) ≈ b(r) ≈ b(t) for any r ∈ [s, t] ⊂ [t/2, t], thanks to (48), and
B(t, s) = B(t, t) + (s− t)∂sB(t, r) = 0 + t− s
b(r)
for some r ∈ [s, t].
Remark 11. We observe that
b(t)(1 +B(t, 0)) ≈ 1 + b(t)B(t, 0) ≈ 1 + t.
Thanks to (44) it suffices to prove only the first equivalence.
Since b(t) > 0 for any t > 0, the equivalence holds on compact intervals. It remains to observe that
the behavior of the two objects is described in both cases by b(t)B(t, 0) for t→∞.
Indeed, since B(t, 0) → ∞ (we recall that 1/b 6∈ L1), it follows 1 + B(t, 0) ≈ B(t, 0), therefore
b(t)(1 + B(t, 0)) ≈ b(t)B(t, 0). On the other hand, applying once more (44), it follows b(t)B(t, 0) ≥
C t→∞. Therefore 1 + b(t)B(t, 0) ≈ b(t)B(t, 0).
4. Proof of Theorem 1
4.1. Local existence in weighted energy space. We have the following local existence result in
weighted energy spaces.
Lemma 1. Let b(t) > 0. Let 1 < p ≤ pGN(n). Let ψ ∈ C1([0,∞) × Rn) such that for any t ≥ 0 and
a.e. x ∈ Rn one has
ψ(t, x) ≥ 0,
ψt(t, x) ≤ 0,
b(t)ψt(t, x) + |∇ψ(t, x)|2 ≤ 0,
∆ψ(t, x) > 0,
infx∈Rn ∆ψ(t, x) = C(t) > 0.
(54)
For any (u0, u1) ∈ H1(eψ(0,x)) × L2(eψ(0,x)) there exists a maximal existence time Tm ∈ (0,∞] such
that (1) has a unique solution u ∈ C([0, Tm), H1)∩C1([0, Tm), L2). Moreover, for any T < Tm it holds
sup
[0,T ]
‖eψ(t,·)u(t, ·)‖L2 + ‖eψ(t,·)∇u(t, ·)‖L2 + ‖eψ(t,·)ut(t, ·)‖L2 <∞.
Finally, if Tm <∞, then
lim sup
t→Tm
‖eψ(t,·)u(t, ·)‖L2 + ‖eψ(t,·)∇u(t, ·)‖L2 + ‖eψ(t,·)ut(t, ·)‖L2 =∞. (55)
The proof follows the same lines of the Appendix of [IT]. We underline that the local existence
result does not require Hypotheses 1 or 2.
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4.2. Energy estimates in weighted energy space. Let us observe that the function ψ(t, x) given
in (20) satisfies (54) since α ∈ (0, 1/4]. Therefore the local existence result is applicable. Indeed
ψ(t, x) =
α|x|2
1 +B(t, 0)
verifies
ψt = − α|x|
2
(1 +B(t, 0))2b(t)
, ∇ψ = 2αx
1 +B(t, 0)
, △ψ = 2nα
1 +B(t, 0)
,
together with the fundamental property
b(t)ψt + |∇ψ|2 = −α(1 − 4α)|x|
2
(1 +B(t, 0))2
≤ 0 (56)
since α ∈ (0, 1/4]. We underline that for α = 1/4 the equation b(t)ψt + |∇ψ|2 = 0 is related to the
symbol of the linear parabolic equation b(t)ut −△u = 0, that is, we have in mind the parabolic effect
when we introduce the weight eψ(t,x).
Lemma 2. Let us assume that (u0, u1) ∈ H1ψ(0,x) ×L2ψ(0,x), and let γ = 2/(p+ 1) + ε for some ε > 0.
If u = u(t, x) is a local solution to the equation in (1) in [0, T ), then for any t ∈ [0, T ) the following
energy estimate holds:
E(t) ≤ CI2α + CIp+1α + Cε
(
sup
[0,t]
(1 +B(s, 0))ε‖eγψ(s,·)u(s, ·)‖Lp+1
)p+1
, (57)
with Iα given by (16) and
E(t) :=
1
2
∫
Rn
e2ψ(t,x)
(|ut(t, x)|2 + |∇u(t, x)|2) dx .
Proof. First we prove that
E(t) . I2α + I
p+1
α + ‖e
2
p+1ψ(t,·)u(t, ·)‖p+1Lp+1 +
∫ t
0
∫
Rn
|ψt(s, x)|e2ψ(s,x)|u(s, x)|p+1dxds. (58)
Straight-forward calculations gives the following relation:
∂t
(
e2ψ
2
(|ut|2 + |∇u|2 − F (u)))
= ∇ · (e2ψut∇u) + ψte2ψ|ut|2 + e
2ψ
ψt
|ut∇ψ − ψt∇u|2 − e
2ψ
ψt
u2t (b(t)ψt + |∇ψ|2)− 2ψte2ψF (u),
where F (u) :=
∫ u
0 f(τ)dτ is a primitive of the nonlinear term |f(τ)| ≃ |τ |p, hence, |F (u)| ≤ C|u|p+1.
After integration over [0, t]× Rn, by taking into consideration ψt ≤ 0 and (56) we can estimate
G(t) ≤ G(0)− 2
∫ t
0
∫
Rn
ψt(s, x)e
2ψ(s,x)F (u(s, x))dxds,
where we put
G(t) := E(t)−
∫
Rn
e2ψ(t,x)
2
F (u(t, x))dx =
∫
Rn
e2ψ(t,x)
2
(
|ut(t, x)|2 + |∇u(t, x)|2 − F (u(t, x))
)
dx.
We remark that the divergence theorem can be applied being
e2ψ(s,·)ut(s, ·)∇u(s, ·) ∈ L1(Rn).
This follows from Lemma 1. Therefore,
E(t) . G(0) + ‖e 2p+1ψ(t,·)u(t, ·)‖p+1Lp+1 +
∫ t
0
∫
Rn
|ψt(s, x)|e2ψ(s,x)|u(s, x)|p+1dxds.
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In order to gain (58) it remains to show that G(0) . I2α + I
p+1
α . This reduces to prove that∫
Rn
e2α|x|
2 |u0|p+1dx . Ip+1α .
Since p + 1 < pGN(n) + 1 ≤ 2nn−2 for n ≥ 3 (no requirement for n = 1, 2) from Sobolev embedding it
follows that∫
Rn
e2α|x|
2 |u0|p+1dx .
[∫
Rn
e
4α
p+1 |x|
2 (|u0|2 + |∇u0|2) dx+ ∫
Rn
e
4α
p+1 |x|
2 |x|2|u0|2dx
] p+1
2
.
The assumption p > 1 gives (1 + |x|2)e 4αp+1 |x|2 ≤ Ce2α|x|2 . This concludes the proof of (58).
Now, by virtue of
|ψt(s, x)|e(2−γ(p+1))ψ(s,x) = ψ(s, x)
(1 +B(s, 0))b(s)
e−(p+1)εψ(s,x) ≤ Cε
(1 +B(s, 0))b(s)
from (58) we derive
E(t) ≤ CI2α + CIp+1α + C‖e
2
p+1ψ(t,·)u(t, ·)‖p+1Lp+1 + Cε
∫ t
0
1
(1 +B(s, 0))b(s)
‖eγψ(s,x)u(s, x)‖p+1Lp+1ds.
For any ε > 0 it holds ∫ t
0
1
(1 +B(s, 0))1+εb(s)
ds =
∫ 1+B(t,0)
1
1
τ1+ε
dτ ≤ 1
ε
,
therefore
E(t) ≤ CI2α + CIp+1α + C‖e
2
p+1ψ(t,·)u(t, ·)‖p+1Lp+1 + C′ε
(
sup
[0,t]
(1 +B(s, 0))ε‖eγψ(s,·)u(s, ·)‖Lp+1
)p+1
.
To complete the proof it is sufficient to notice that the third term is estimated by the fourth one,
since γ > 2/(p+ 1) and B(s, 0) ≥ 0. 
4.3. Decay estimates for the semi-linear problem. Let us observe that we can apply the estimates
in Theorem 3 for m = 1 if (u0, u1) ∈ H1α|x|2 × L2α|x|2. Indeed, for any v ∈ L2α|x|2 it holds∫
Rn
|v(x)| dx ≤
(∫
Rn
e2α|x|
2 |v(x)|2 dx
) 1
2
(∫
Rn
e−2α|x|
2
dx
) 1
2
.
Hence,
H1α|x|2 × L2α|x|2 ⊂ (W 1,1 ∩H1)× (L1 ∩ L2) ⊂ A1,1 . (59)
Having in mind the application of Theorem 3 for m = 1 we need to estimate f(u(s, ·)) in L1 ∩ L2 by
using the weighted energy spaces.
Analogously to Lemma 2.5 in [IT], after a change of variables one has for any β ≥ 0∫
Rn
e−
β|x|2
(1+B(t,0)) dx =
(
1 +B(t, 0)
β
)n/2 ∫
Rn
e−|y|
2
dy ≤ Cβ(1 +B(t, 0))n/2.
Applying Ho¨lder’s inequality this implies for any ε > 0 it holds
‖f(u(s, ·))‖L1 ≤ C‖u(s, ·)‖pLp ≤ Cε,p(1 +B(s, 0))n/4‖eεψ(s,·)u(s, ·)‖pL2p . (60)
On the other hand, by using the trivial estimate ‖e−2εpψ(t,·)‖L∞ ≤ C we get
‖f(u(s, ·))‖L2 ≤ C‖eεψ(s,·)u(s, ·)‖pL2p . (61)
Thanks to Theorem 3 combined with the estimates (60)-(61) we are able to prove the following fun-
damental statement, which is completely analogous to Lemma 2.4 in [IT] for b ≡ 1.
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Lemma 3. For j + l = 0, 1 it holds
(b(t))l(1 +B(t, 0))(n/4+j/2)+l‖∇j∂ltu(t, ·)‖L2 ≤ CIα + Cε
(
sup
[0,t]
h(s)‖eεψ(s,·)u(s, ·)‖L2p
)p
,
where we put
h(s) := (1 +B(s, 0))
n/4+1+ε
p . (62)
Proof. We come back to the representation of the solution to (1) given in (43). Recalling (59) it holds
‖(u0, u1)‖A1,1 ≤ CIα. Thanks to (12) and (13) for m = 1 and j = 0, 1, we get
‖∇julin(t, ·)‖L2 ≤ CIα(1 +B(t, 0))−(n/4+j/2),
and thanks to (14) for m = 1 we derive
‖∂tulin(t, ·)‖L2 ≤ C(b(t))−1Iα(1 +B(t, 0))−n/4−1.
Therefore, we can focus our attention to the nonlinear contribution
unl(t, x) =
∫ t
0
E1(t, s, x) ∗ f(u(s, x)) ds.
We first consider s ∈ [0, t/2]. If s ∈ [0, t/2], then property (52) gives us B(t, s) ≈ B(t, 0). Therefore,
thanks to (37) and (38), by using (60) and (61), we estimate∥∥∥∇j ∫ t/2
0
E1(t, s, x) ∗ f(u(s, x)) ds
∥∥∥
L2
≤ C
∫ t/2
0
(b(s))−1(1 +B(t, s))−(n/4+j/2)(1 +B(s, 0))n/4‖eεψ(s,·)u(s, ·)‖pL2pds
≤ C(1 +B(t, 0))−(n/4+j/2)
(
sup
[0,t]
h(s)‖eεψ(s,·)u(s, ·)‖L2p
)p ∫ t/2
0
(b(s))−1(1 +B(s, 0))−(1+ε)ds.
After the change of variables r = B(s, 0) we derive∫ t/2
0
1
b(s)
(1 +B(s, 0))−(1+ε)ds =
∫ B(t/2,0)
0
(1 + r)−(1+ε)dr ≤ Cε. (63)
Since E1(t, t, x) = 0 for any t ∈ [0,∞) we remark that
∂tu
nl(t, x) =
∫ t
0
∂tE1(t, s, x) ∗ f(u(s, x)) ds.
Taking into consideration (39), (60), (61) and (63) we have∥∥∥ ∫ t/2
0
∂tE1(t, s, x) ∗ f(u(s, x)) ds
∥∥∥
L2
≤ C
∫ t/2
0
(b(s)b(t))−1(1 +B(t, s))−n/4−1(1 +B(s, 0))n/4‖eεψ(s,·)u(s, ·)‖pL2pds
≤ C(b(t))−1(1 +B(t, 0))−n/4−1
(
sup
[0,t]
h(s)‖eεψ(s,·)u(s, ·)‖L2p
)p
.
Now we consider s ∈ [t/2, t]. Formula (51) gives us B(s, 0) ≈ B(t, 0). On the other hand (53) gives
us B(t, s) ≈ (t− s)/b(t). It is sufficient to use the energy estimates (that is, the L2−L2 theory for the
linear Cauchy problem given by (37)-(38)-(39) with m = 2):
‖∇j∂ltE1(t, s, x) ∗ f(u(s, x))‖L2 . (b(s))−1(b(t))−l(1 +B(t, s))−j/2−l‖u(s)‖pL2p ,
that holds for j + l = 0, 1. Therefore, it follows
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t/2
∇j∂ltE1(t, s, x) ∗ f(u(s, x)) ds
∥∥∥
L2
≤ C
(
sup
[0,t]
h(s)‖eεψ(s,·)u(s, ·)‖L2p
)p
(h(t/2))−p
1
(b(t))l
∫ t
t/2
1
b(s)
(1 +B(t, s))−j/2−lds.
For j = 0 and l = 0 we derive ∫ t
t/2
1
b(s)
ds = B(t, t/2) ≤ 1 +B(t, 0), (64)
whereas for j = 1 and l = 0 after putting r = B(t, s) we conclude∫ t
t/2
1
b(s)
(1+B(t, s))−1/2ds =
∫ B(t,t/2)
0
(1+r)−1/2dr = 2(1+B(t, t/2))1/2−2 . (1+B(t, 0))1/2, (65)
and, analogously, for j = 0 and l = 1 we obtain∫ t
t/2
1
b(s)
(1 +B(t, s))−1ds =
∫ B(t,t/2)
0
(1 + r)−1dr = log(1 +B(t, t/2)) ≤ log(1 +B(t, 0)). (66)
To conclude the proof it is sufficient to notice that
(h(t/2))−p(b(t))−l(1 +B(t, 0))1−j/2−l(log(1 +B(t, 0))l . (b(t))−l(1 +B(t, 0))−n/4−j/2−l,
for j + l = 0, 1. 
4.4. Conclusion of the proof to Theorem 1. Let us define
W (τ) := ‖eψ(τ,·)(∂t,∇)u(τ, ·)‖L2 + (1 +B(τ, 0))(n/4+1/2)‖∇u(τ, ·)‖L2
+ b(τ)(1 +B(τ, 0))n/4+1‖ut(τ, ·)‖L2 + (1 +B(τ, 0))n/4‖u(τ, ·)‖L2.
Thanks to Lemmas 2 and 3 we can estimate
sup
[0,t]
W (τ) . Iα+I
p+1
2
α +
(
sup
τ∈[0,t]
(1+B(τ, 0))ε‖eγψ(τ,·)u(τ, ·)‖Lp+1
)(p+1)/2
+
(
sup
τ∈[0,t]
h(τ)‖eεψ(τ,·)u(τ, ·)‖L2p
)p
.
In order to manage the last two terms we use a Gagliardo-Nirenberg type inequality (see Lemma 9 in
Appendix A) and we get
‖eσψ(t,·)v‖Lq ≤ Cσ(1 +B(t, 0))(1−θ(q))/2 ‖∇v‖1−σL2 ‖eψ(t,·)∇v‖σL2 (67)
for any σ ∈ [0, 1] and v ∈ H1σψ(t,·), where
θ(q) :=
n
2
− n
q
= n
(1
2
− 1
q
)
(68)
for q ≥ 2, together with q ≤ 2∗ if n ≥ 3, where 2∗ := 2n/(n− 2) = 2pGN(n).
By using (67), since γ = 2/(p+ 1) + ε, it follows
‖eγψ(τ,·)u(τ, ·)‖Lp+1 ≤W (τ) (1 +B(τ, 0))(1−θ(p+1))/2−(1−2/(p+1)−ε)(n/4+1/2), (69)
‖eεψ(τ,·)u(τ, ·)‖L2p ≤W (τ) (1 +B(τ, 0))((1−θ(2p))/2−(1−ε)(n/4+1/2)). (70)
Recalling (62), we observe that the quantities
max
τ∈[0,t]
(1 +B(τ, 0))
1−θ(p+1)
2 −(1−
2
p+1−ε)(
n
4+
1
2 )+ε, (71)
max
τ∈[0,t]
(1 + B(τ, 0))
n/4+1+ε
p +
1−θ(2p)
2 −(1−ε)(
n
4+
1
2 ), (72)
are uniformly bounded in [0,∞), provided that ε > 0 is sufficiently small, since p > pFuj(n). Indeed,
1− θ(p+ 1)
2
−
(
1− 2
p+ 1
)(n
4
+
1
2
)
=
n/4 + 1
p
+
1− θ(2p)
2
−
(n
4
+
1
2
)
=
1− (p− 1)n/2
p
< 0.
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Let us define
M(t) := max
[0,t]
W (τ),
and let ǫ = Iα. We remark that M(0) = W (0) ≤ (2 + b(0))ǫ. We have proved that
M(t) ≤ c0(ǫ + ǫp+1) + c1(M(t))
p+1
2 + c2(M(t))
p (73)
for some c0, c1, c2 > 0. We claim that there exists a constant ǫ0 > 0 such that for any ǫ ∈ (0, ǫ0] it
holds
M(t) ≤ Cǫ, (74)
in particular E(t) ≤ C2ǫ2, uniformly with respect to t ∈ [0,∞). Straightforward calculations (see [IT])
give also
‖eψ(t,·)u(t, ·)‖L2 . ǫ(1 + t), t ∈ [0, T ). (75)
Thanks to (74) and (75), the global existence of the solution follows by contradiction with the condi-
tion (55) of Lemma 1. Let us prove our claim (74). We define
φ(x) = x− c1x
p+1
2 − c2xp
for some fixed constants c1, c2 > 0. We notice that φ(0) = 0 and φ
′(0) = 1. Moreover, φ(x) ≤ x
for any x ≥ 0, and we take x > 0 such that φ′(x) ≥ 1/2 on [0, x]. Therefore φ is strictly increasing
and φ(x) ≤ x ≤ 2φ(x) for any x ∈ [0, x]. Let
ǫ0 := min
{
1,
x
2 + b(0)
,
x
4c0
}
.
If Iα = ǫ for some ǫ ∈ (0, ǫ0], then
M(0) =W (0) ≤ (2 + b(0))ǫ < x. (76)
Since φ(x) is strictly increasing on [0, x] it follows from (76) that
φ(M(0)) ≤ φ(x). (77)
Thanks to (73) we get
φ(M(t)) ≤ c0(ǫ + ǫp) ≤ 2c0ǫ (78)
for any t ≥ 0. Since M(t) is a continuous function and
2c0ǫ < 2c0ǫ0 ≤ x/2 ≤ φ(x)
it follows from (77) and (78) that M(t) ∈ (0, x) for any t ≥ 0. Therefore, since x ≤ 2φ(x) in [0, x] we
also derive from (78) that
M(t) ≤ 2φ(M(t)) ≤ 4c0ǫ.
This concludes the proof of (74) and as a consequence the global existence result. The relation (74)
implies directly the decay estimates (17)-(18)-(19) for the semi-linear problem (1) (see Remark 11).
5. Proof of Theorem 2
In order to prove the global existence of a solution in C([0,∞), H1) ∩ C1([0,∞), L2) such that the
estimates (22)-(23)-(24) are satisfied for any t ≥ 0 we introduce the space
X(t) =
{
u ∈ C([0, t], H1) ∩ C1([0, t], L2)}
with the norm
‖u‖X(t) := sup
0≤τ≤t
[
(1 +B(τ, 0))n/4‖u(τ, ·)‖L2 + (1 +B(τ, 0))n/4+1/2‖∇u(τ, ·)‖L2
+ (1 +B(τ, 0))n/4(1 + τ)‖ut(τ, ·)‖L2
]
.
We remark that if u ∈ X(t), then ‖u‖X(s) ≤ ‖u‖X(t) for any s ≤ t.
We shall prove that for any data (u0, u1) ∈ A1,1 the operator N which is defined by
Nu(t, x) = E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x) +
∫ t
0
E1(t, s, x) ∗(x) f(u(s, x)) ds
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satisfies the following two estimates:
‖Nu‖X(t) ≤ C ‖(u0, u1)‖A1,1 + C‖u‖pX(t), (79)
‖Nu−Nv‖X(t) ≤ C‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)) (80)
uniformly with respect to t ∈ [0,∞). Arguing as we did at the end of the proof of Theorem 1 from (79)
it follows that N maps X(t) into itself for small data. These estimates lead to the existence of a unique
solution of u = Nu. In fact, taking the recurrence sequence u−1 = 0, uj = N(uj−1) for j = 0, 1, 2, . . . ,
we apply (79) with ‖(u0, u1)‖A1,1 = ǫ and we see inductively that
‖uj‖X(t) ≤ C1ǫ, (81)
where C1 = 2C for any ǫ ∈ [0, ǫ0] with ǫ0 = ǫ0(C1) sufficiently small.
Once the uniform estimate (81) is checked we use (80) once more and find
‖uj+1 − uj‖X(t) ≤ Cǫp−1‖uj − uj−1‖X(t) ≤ 2−1‖uj − uj−1‖X(t) (82)
for ǫ ≤ ǫ0 sufficiently small. From (82) we get inductively ‖uj − uj−1‖X(t) ≤ C2−j so that {uj} is a
Cauchy sequence in the Banach space X(t) converging to the unique solution of N(u) = u. Since all of
the constants are independent of t we can take t→∞ and we gain the global existence result. Finally,
we see that the definition of ‖u‖X(t) leads to the decay estimates (22)-(23)-(24).
Therefore, to complete the proof it remains only to establish (79) and (80). More precisely, we put
‖v‖X0(t) := sup
0≤τ≤t
[
(1 +B(τ, 0))n/4‖v(τ, ·)‖L2 + (1 +B(τ, 0))n/4+1/2‖∇v(τ, ·)‖L2
]
, (83)
and we prove two slightly stronger inequalities than (79) and (80), namely,
‖Nu‖X(t) ≤ C ‖(u0, u1)‖A1,1 + C‖u‖pX0(t), (84)
‖Nu−Nv‖X(t) ≤ C‖u− v‖X0(t)
(‖u‖p−1X0(t) + ‖v‖p−1X0(t)). (85)
These conditions will follow from the next proposition in which the restriction on the power p and on
the dimension n will appear.
Proposition 4. Let us assume (21). Let (u0, u1) ∈ A1,1 and u ∈ X(t). For j + l = 0, 1 it holds:
(1 + t)l(1 +B(t, 0))(n/4+j/2)‖∇j∂ltNu(t, ·)‖L2 ≤ C ‖(u0, u1)‖A1,1 + C‖u‖pX0(t), (86)
(1 + t)l(1 +B(t, 0))(n/4+j/2)‖∇j∂lt
(
Nu(t, ·)−Nv(t, ·))‖L2
≤ C‖u− v‖X0(t)
(‖u‖p−1X0(t) + ‖v‖p−1X0(t)). (87)
Proof. We first prove (86). As in the proof of Theorem 1 we use two different strategies for s ∈ [0, t/2]
and s ∈ [t/2, t] to control the integral term in Nu. In particular, we use Matsumura’s type estimate
(37)-(38)-(39) for m = 1 if s ∈ [0, t/2] and for m = 2 (i.e. energy estimates) if s ∈ [t/2, t]. Together
with (12)-(13)-(14) and Remark 11 we get
‖∇j∂ltNu(t, ·)‖L2 ≤ C(1 + t)−l(1 +B(t, 0))−(n/4+j/2)‖(u0, u1)‖A1,1
+ C
∫ t/2
0
(b(s))−1(b(t))−l(1 +B(t, s))−(n/4+j/2+l)‖f(u(s, ·))‖L1∩L2ds
+ C
∫ t
t/2
(b(s))−1(b(t))−l(1 +B(t, s))−j/2−l‖f(u(s, ·))‖L2ds (88)
for j + l = 0, 1. By (2) we can estimate |f(u)| . |u|p, so that
‖f(u(s, ·))‖L1∩L2 . ‖u(s, ·)‖pLp + ‖u(s, ·)‖pL2p ,
and, analogously,
‖f(u(s, ·))‖L2 . ‖u(s, ·)‖pL2p .
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We apply Gagliardo-Nirenberg inequality (see Remark 16 in Appendix A):
‖u(s, ·)‖pLp . ‖u(s, ·)‖p(1−θ(p))L2 ‖∇u(s, ·)‖
pθ(p)
L2 , (89)
‖u(s, ·)‖pL2p . ‖u(s, ·)‖
p(1−θ(2p))
L2 ‖∇u(s, ·)‖
pθ(2p)
L2 , (90)
where
θ(p) =
n
2
p− 2
p
, θ(2p) =
n
2
p− 1
p
.
We remark that the requisite θ(p) ≥ 0 implies that p ≥ 2, whereas the requisite θ(2p) ≤ 1 implies
that p ≤ pGN(n) if n ≥ 3. The main difference with respect to the proof of Theorem 1 is that to apply
Gagliardo-Nirenberg inequality we need p ≥ 2, since we use the Lp ∩ L2p norm of u and not its Lp+1
norm.
We estimate ‖f(u(s, ·))‖L1∩L2 and ‖f(u(s, ·))‖L2 by using (89), (90) and ‖u‖X0(t):
‖f(u(s, ·))‖L1∩L2 . ‖u‖pX0(s)(1 +B(s, 0))−p(n/4+θ(p)/2) = ‖u‖
p
X0(s)
(1 +B(s, 0))−(p−1)n/2, (91)
since θ(p) < θ(2p), whereas
‖f(u(s, ·))‖L2 . ‖u‖pX0(s)(1 +B(s, 0))−p(n/4+θ(2p)/2) = ‖u‖
p
X0(s)
(1 +B(s, 0))−(2p−1)n/4. (92)
Summarizing we find
‖∇j∂lNu(t, ·)‖L2 ≤ C(1 + t)−l(1 +B(t, 0))−(n/4+j/2)ǫ
+ C‖u‖pX0(t)
∫ t/2
0
(b(s))−1(b(t))−l(1 +B(t, s))−(n/4+j/2+l)(1 +B(s, 0))−(p−1)n/2 ds
+ C‖u‖pX0(t)
∫ t
t/2
(b(s))−1(b(t))−l(1 +B(t, s))−j/2−l(1 +B(s, 0))−(2p−1)n/4 ds
for j + l = 0, 1. First, let s ∈ [0, t/2]. Due to (52) and (44) we can estimate∫ t/2
0
(b(s))−1(b(t))−l(1+B(t, s))−(n/4+j/2+l)(1+B(s, 0))−(p−1)n/2ds . (1+B(t, 0))−(n/4+j/2)(1+ t)−l.
Indeed, since p > pFuj(n) after the change of variables r = B(s, 0) we get∫ t/2
0
1
b(s)
(1 +B(s, 0))−(p−1)n/2 ds =
∫ B(t/2,0)
0
(1 + r)−(p−1)n/2 dr ≤ C.
Analogously, for s ∈ [t/2, t] by using (51) we have∫ t
t/2
1
b(s)
1
(b(t))l
(1 +B(t, s))−j/2−l(1 +B(t, 0))−(2p−1)n/4ds
≤ C(1 +B(t, 0))−(2p−1)n/4 1
(b(t))l
∫ t
t/2
1
b(s)
(1 +B(t, s))−j/2−lds.
Thanks to (64)-(65)-(66) in the proof of Theorem 1 we get
1
(b(t))l
(1 +B(t, 0))−(2p−1)n/4
∫ t
t/2
1
b(s)
(1 +B(t, s))−j/2−lds
≤ C(1 +B(t, 0))−(2p−1)n/4+1−j/2−l(b(t))−l(log(1 +B(t, 0)))l . (1 +B(t, 0))−n/4−j/2(1 + t)−l.
By using Remark 11 we prove (86) once we get
(1 +B(t, 0))1−(p−1)n/2(log(1 +B(t, 0)))l ≤ C , l = 0, 1
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as follows being p > pFuj(n).
Now we prove (87). We remark that
‖Nu−Nv‖X(t) =
∥∥∥∥∫ t
0
E1(t, s, x) ∗(x) (f(u(s, x))− f(v(s, x))) ds
∥∥∥∥
X(t)
.
Thanks to (37)-(38)-(39) we can estimate
‖∇j∂ltE1(t, s, x) ∗(x) (f(u(s, x))− f(v(s, x)))‖L2
.
{
(b(s))−1(b(t))−l(1 +B(t, s))−
j
2−l−
n
4 ‖f(u(s, ·))− f(v(s, ·))‖L1∩L2 , s ∈ [0, t/2],
(b(s))−1(b(t))−l(1 +B(t, s))−
j
2−l‖f(u(s, ·))− f(v(s, ·))‖L2 , s ∈ [t/2, t],
for j + l = 0, 1. By using (2) and Ho¨lder’s inequality we can now estimate
‖f(u(s, ·))− f(v(s, ·))‖L1 . ‖u(s, ·)− v(s, ·)‖Lp
(
‖u(s, ·)‖p−1Lp + ‖v(s, ·)‖p−1Lp
)
,
‖f(u(s, ·))− f(v(s, ·))‖L2 . ‖u(s, ·)− v(s, ·)‖L2p
(
‖u(s, ·)‖p−1L2p + ‖v(s, ·)‖p−1L2p
)
.
Analogously to the proof of (84) we apply Gagliardo-Nirenberg inequality to the terms
‖u(s, ·)− v(s, ·)‖Lq , ‖u(s, ·)‖Lq , ‖v(s, ·)‖Lq ,
with q = p and q = 2p, and we conclude the proof of (85) by using the assumption p > pFuj(n) and
the convergence of the integrals in (64)-(65)-(66). 
6. Proof of Theorem 3
In order to prove Theorem 3 we follow the strategy in [W07]. The main goal is to show how the
strategy can be extended to a parameter-dependent family of Cauchy problems. For additional details
we refer the reader to that paper.
We will prove a statement more general than (37)-(38)-(39), namely, that
‖∂lt∂αx v(t, ·)‖L2 (93)
≤ C(b(s))−1(1 +B(t, s))− |α|2 −n2 ( 1m− 12 )(b(t))−l(1 +B(t, s))−l‖g(s, ·)‖Lm∩H[|α|+l−1]+ ,
for l = 0, 1 and for any α ∈ Nn. The inequality (93) for |α| ≤ 1− l gives us (37)-(38)-(39).
We perform the Fourier transform of (35) and we make the change of variables
y(t, ξ) :=
λ(t)
λ(s)
v̂(t, ξ) , where λ(t) := exp
(
1
2
∫ t
0
b(τ) dτ
)
, (94)
so that we derive the Cauchy problem
y′′ +m(t, ξ)y = 0 y(s, ξ) = 0, y′(s, ξ) = ĝ(s, ξ), (95)
where we put
m(t, ξ) := |ξ|2 −
(
1
4
b2(t) +
1
2
b′(t)
)
.
Let us define η(t) := b(t)/2 and
〈ξ〉η(t) :=
√∣∣∣|ξ|2 − η2(t)∣∣∣.
We divide the extended phase space [s,∞) × Rn into four zones. We define the following hyper-
bolic, pseudo-differential, reduced and elliptic zones in correspondence of sufficiently small ε > 0 and
sufficiently large N > 0:
Zhyp(N) =
{
t ≥ s, |ξ| ≥ η(t),
〈ξ〉η(t)
η(t)
≥ N
}
,
Zpd(N, ε) =
{
t ≥ s, |ξ| ≥ η(t), ε ≤
〈ξ〉η(t)
η(t)
≤ N
}
,
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Zred(ε) =
{
t ≥ s,
〈ξ〉η(t)
η(t)
≤ ε
}
,
Zell(ε) =
{
t ≥ s, |ξ| ≤ η(t),
〈ξ〉η(t)
η(t)
≥ ε
}
.
Remark 12. Since η(t) is monotone there exists the limit
η∞ := lim
t→∞
η(t) ∈ [0,∞].
We distinguish the following four cases:
• If η(t)ց 0, then for any ξ 6= 0 there exists T|ξ| ≥ s such that (t, ξ) ∈ Zhyp(N) for any t ≥ T|ξ|.
• If η(t)ց η∞ > 0, then for any |ξ| > η∞
√
N2 + 1 there exists T|ξ| ≥ s such that (t, ξ) ∈ Zhyp(N)
for any t ≥ T|ξ|. Moreover, (t, ξ) ∈ Zell(ε) for any |ξ| ≤ η∞
√
1− ε2 and (t, ξ) ∈ Zhyp(N) for
any |ξ| ≥ η(s)√N2 + 1.
• If η(t)ր η∞ > 0, then for any |ξ| < η∞
√
1− ε2 there exists T|ξ| ≥ s such that (t, ξ) ∈ Zell(N)
for any t ≥ T|ξ|. Moreover, (t, ξ) ∈ Zell(ε) for any |ξ| ≤ η(s)
√
1− ε2 and (t, ξ) ∈ Zhyp(N) for
any |ξ| ≥ η∞
√
N2 + 1.
• If η(t)ր∞, then for any ξ ∈ Rn there exists T|ξ| ≥ s such that (t, ξ) ∈ Zell(N) for any t ≥ T|ξ|.
We define
h(t, ξ) = χ
( 〈ξ〉η(t)
εη(t)
)
εη(t) +
(
1− χ
( 〈ξ〉η(t)
εη(t)
))√
|m(t, ξ)|,
where χ ∈ C∞[0,+∞) localizes: χ(ζ) = 1 if 0 ≤ ζ ≤ 1/2 and χ(ζ) = 0 if ζ ≥ 1. For any (t, ξ) 6∈ Zred(ε)
it holds |m(t, ξ)| ≥ Cε2η2(t). Therefore, h(t, ξ) ≥ C1εη(t).
Let V (t, ξ) = (ih(t, ξ)y(t, ξ), y′(t, ξ))T . From (95) we obtain
V ′ =
(
h′(t, ξ)/h(t, ξ) ih(t, ξ)
im(t, ξ)/h(t, ξ) 0
)
V, V (s, ξ) = (0, ĝ(s, ξ))T . (96)
For any t ≥ t1 ≥ s we denote by E(t, t1, ξ) the fundamental solution of (96), that is, the matrix which
solves
∂tE(t, t1, ξ) =
(
h′(t, ξ)/h(t, ξ) ih(t, ξ)
im(t, ξ)/h(t, ξ) 0
)
E(t, t1, ξ) , E(t1, t1, ξ) = I (97)
for any t ≥ t1. It is clear that V (t, ξ) = E(t, s, ξ)(0, ĝ(s, ξ))T and that E(t, t2, ξ) = E(t, t2, ξ) E(t2, t1, ξ),
for any t ≥ t2 ≥ t1 ≥ s.
For t2 ≥ t1 and (t2, ξ), (t1, ξ) ∈ Zhyp(N, ε), we will write E(t2, t1, ξ) = Ehyp(t2, t1, ξ). Similarly for the
other zones.
6.1. Diagonalization in the hyperbolic zone. Recalling the definition of χ, in Zhyp(N) it holds
h(t, ξ) =
√
m(t, ξ). Therefore we can write the system in (96) as
∂tV = i
√
m(t, ξ)
(
0 1
1 0
)
V +
∂t
√
m(t, ξ)√
m(t, ξ)
(
1 0
0 0
)
V. (98)
The constant matrix
P =
1√
2
(
1 1
−1 1
)
,
is the diagonalizer of the principal part of (98), that is,
P
(
0 1
1 0
)
P−1 =
1√
2
(
1 1
−1 1
)
P−1 =
(
1 0
0 −1
)
.
If we put W (t, ξ) = PV (t, ξ), then (98) becomes
∂tW = i
√
m(t, ξ)
(
1 0
0 −1
)
W +
∂t
√
m(t, ξ)
2
√
m(t, ξ)
(
1 −1
−1 1
)
W. (99)
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Then we apply a step of refined diagonalization to (99). The second diagonalizer depends on
√
m(t, ξ)
and on ∂t
√
m(t, ξ). For this reason there will appear terms where also ∂2t
√
m(t, ξ) comes into play.
By using (9) for k = 1, 2, 3 (we recall that both b(t) and b′(t) appear in the definition of m(t, ξ)) we
derive suitable estimates for the entries of the new system.
Summarizing, for any (t1, ξ), (t2, ξ) ∈ Zhyp(N) with t1 ≤ t2, the fundamental solution in (97) can be
written as
Ehyp(t2, t1, ξ) = E˜hyp,0(t2, t1, ξ)Qhyp(t2, t1, ξ),
where
E˜hyp,0(t2, t1, ξ) = diag
(
exp
(−i ∫ t2
t1
√
m(τ, ξ) dτ
)
, exp
(
i
∫ t2
t1
√
m(τ, ξ) dτ
))
,
and ‖Qhyp(t2, t1, ξ)‖ ≤ C, uniformly. We remark that in the last estimate we used the property
m(t2, ξ) ≈ |ξ| ≈ m(t1, ξ) ,
which holds in Zhyp(N), to control the term
exp
(
1
2
∫ t2
t1
∂τ
√
m(τ, ξ)√
m(τ, ξ)
dτ
)
=
(
m(t2, ξ)
m(t1, ξ)
)1/4
,
which appears after the refined diagonalization step.
6.2. Diagonalization in the elliptic zone. In Zell(ε) it holds h(t, ξ) =
√
−m(t, ξ), therefore we can
write the system in (96) as
∂tV = i
√
−m(t, ξ)
(
0 1
−1 0
)
V +
∂t
√
−m(t, ξ)√
−m(t, ξ)
(
1 0
0 0
)
V. (100)
The constant matrix
P˜ =
1√
2
(−i 1
i 1
)
,
is the diagonalizer of the principal part of (100). If we put W (t, ξ) = P˜ V (t, ξ), then (100) becomes
∂tW =
√
−m(t, ξ)
(
1 0
0 −1
)
W +
∂t
√
−m(t, ξ)
2
√
−m(t, ξ)
(
1 −1
−1 1
)
W. (101)
If t1 ≥ t with a sufficiently large t ≥ s, then we can perform a step of refined diagonalization. On the
other hand, since the subzone
Zcomp(ε, t) = {t ≤ t} ∩ Zell(ε) ⊂ [s, t]×
{|ξ| ≤ max{η(s), η(t)}} ,
is compact, the fundamental solution is bounded there. So we may assume t1 ≥ t. For any (t1, ξ), (t2, ξ) ∈
Zell(ε) with t1 ≤ t2 the fundamental solution in (97) can be written as
Eell(t2, t1, ξ) = E˜ell,0(t2, t1, ξ)Qell(t2, t1, ξ),
where
E˜ell,0(t2, t1, ξ) =
(
m(t2, ξ)
m(t1, ξ)
)1/4
diag
(
exp
(∫ t2
t1
√
−m(τ, ξ) dτ), exp(− ∫ t2
t1
√
−m(τ, ξ) dτ))
and ‖Qell(t2, t1, ξ)‖ ≤ C uniformly. We remark that the term
exp
(
1
2
∫ t2
t1
∂τ
√
m(τ, ξ)√
m(τ, ξ)
dτ
)
=
(
m(t2, ξ)
m(t1, ξ)
)1/4
,
which appears in E˜ell,0(t2, t1, ξ) is not bounded. Consequently, it can not be included in Qell(t2, t1, ξ)
as we did during the diagonalization procedure in Zhyp(N).
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6.3. Estimates in the reduced and pseudo-differential zones. In Zred(ε) we can estimate
√
|m(t, ξ)| ≤
Cεη(t) and therefore also h(t, ξ) ≤ Cεη(t). By rough estimates this implies
‖Ered(t2, t1, ξ)‖ ≤ exp
(
Cε
∫ t2
t1
η(τ) dτ
)
.
Since C is independent of ε we can take ε < 1/(2C), so that the exponential growth is slower than the
growth of λ(t2)/λ(t1).
In Zpd(N, ε) it holds h(t, ξ) =
√
m(t, ξ). We can roughly estimate by the symbol class of ∂t
√
m(t, ξ)/
√
m(t, ξ):
‖Epd(t2, t1, ξ)‖ ≤ exp
(
c
∫ t2
t1
(1 + τ)−1 dτ
)
=
(
1 + t2
1 + t1
)c
≤ C′ε exp
(
Cε
∫ t2
t1
η(τ) dτ
)
,
for any ε > 0, since tη(t)→∞.
6.4. Representation of the solution. We come back to our original problem (35). Let
y(t, s, ξ) = Ψ(t, s, ξ)ĝ(s, ξ)
be the solution to (95). Then, thanks to our representation for the fundamental solution E(t2, t1, ξ)
given in (97), we derive(
0 i|ξ|Ψ
0 Ψ′
)
(0, ĝ(s, ξ))T = diag(|ξ|/h(t, ξ), 1)E(t, s, ξ) diag(0, 1)(0, ĝ(s, ξ))T ,
that is,
Ψ(t, s, ξ) = −iE12(t, s, ξ)/h(t, ξ), Ψ′(t, s, ξ) = E22(t, s, ξ).
We write the Fourier transform of the solution to (35) as v̂(t, ξ) = Φ̂(t, s, ξ)ĝ(s, ξ). Recalling (94), we
obtain
Φ̂(t, s, ξ) =
λ(s)
λ(t)
Ψ(t, s, ξ) = −iλ(s)
λ(t)
1
h(t, ξ)
E12(t, s, ξ), (102)
Φ̂′(t, s, ξ) =
λ(s)
λ(t)
(
Ψ′(t, s, ξ)− 1
2
b(t)Ψ(t, s, ξ)
)
=
λ(s)
λ(t)
(
E22(t, s, ξ) + ib(t)
2h(t, ξ)
E12(t, s, ξ)
)
. (103)
According to Remark 12, for any frequency ξ 6= 0 and initial time s ≥ 0 (with no loss of generality
we can assume s ≥ t) we can distinguish various cases. We first consider the case of η(t) decreasing,
η(t)ց η∞ with η∞ ∈ [0,+∞), and (s, ξ) ∈ Zell, that is, |ξ| ≤ η(s)
√
1− ε2.
• If |ξ| > η∞
√
N2 + 1, then there exist tpd > tred > tell ≥ s such that for any t ≥ tpd it follows
that
E(t, s, ξ) = Ehyp(t, tpd, ξ)Epd(tpd, tred, ξ)Ered(tred, tell, ξ)Eell(tell, s, ξ).
In particular, this happens for any frequency ξ 6= 0 if η∞ = 0.
• If η∞
√
1 + ε2 < |ξ| ≤ η∞
√
N2 + 1, then there exist tred > tell ≥ s such that for any t ≥ tred it
follows that
E(t, s, ξ) = Epd(t, tred, ξ)Ered(tred, tell, ξ)Eell(tell, s, ξ).
• If η∞
√
1− ε2 < |ξ| ≤ η∞
√
1 + ε2, then there exists tell ≥ s such that for any t ≥ tell it follows
that
E(t, s, ξ) = Ered(t, tell, ξ)Eell(tell, s, ξ).
• If |ξ| ≤ η∞
√
1− ε2, then E(t, s, ξ) = Eell(t, s, ξ).
On the other hand, if |ξ| ≥ η(s)√N2 + 1, then E(t, s, ξ) = Ehyp(t, s, ξ) for any t ∈ [s,∞). The
intermediate cases are clear.
If we consider the case of η(t) increasing, η(t)ր η∞ with η∞ ∈ (0,+∞], then the situation is reversed.
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In particular, for any frequency |ξ| ∈ [η(s)√N2 + 1, η∞
√
1− ε2) (if this set is not empty), there
exist tred > tpd > thyp ≥ s such that for any t ≥ tred it follows that
E(t, s, ξ) = Eell(t, tred, ξ)Ered(tred, tpd, ξ)Epd(tpd, thyp, ξ)Ehyp(thyp, s, ξ).
6.5. Estimates for the multipliers. We have to derive estimates for |Φ̂(t, s, ξ)| in each zone of the
extended phase space. The estimates for |Φ̂′(t, s, ξ)| will be obtained by a more refined approach.
Since E12(t, s, ξ) is multiplied by
λ(s)
λ(t)
1
h(t, ξ)
we look in each zone for an estimate of the scalar and non-negative term
a(t2, t1, ξ) :=
λ(t1)
λ(t2)
h(t1, ξ)
h(t2, ξ)
‖E(t2, t1, ξ)‖
for any (t1, ξ), (t2, ξ) in that zone with t1 ≤ t2. Indeed, from (102) it follows
|Φ̂(t, s, ξ)| . 1
h(s, ξ)
a(t, s, ξ).
Following the ideas from the proof to Theorem 17 in [W07] we can easily check that the desired estimate
in Zell(ε) is
aell(t2, t1, ξ) . exp
(
−C |ξ|2
∫ t2
t1
1
b(τ)
dτ
)
= exp(−C |ξ|2B(t2, t1)). (104)
We remark that the estimate
h(t1, ξ)
h(t2, ξ)
(m(t2, ξ))
1
4
(m(t1, ξ))
1
4
≈ (m(t1, ξ))
1
4
(m(t2, ξ))
1
4
plays a fundamental role.
In Zred(ε) it holds h(t, ξ) ≈ η(t) ≈ |ξ| while h(t, ξ) ≈ |ξ| in Zpd(N, ε) and in Zhyp(N). Therefore,
we can assume h(t1, ξ)/h(t2, ξ) ≈ 1 in all these zones. The best estimate is obtained in Zhyp(N).
Since E(t2, t1, ξ) is bounded we conclude
ahyp(t2, t1, ξ) .
λ(t1)
λ(t2)
; (105)
on the other hand, in Zpd(N, ε) we have
apd(t2, t1, ξ) ≤ (1 + t2)
c
(1 + t1)c
λ(t1)
λ(t2)
, (106)
whereas in Zred(ε) we have
ared(t2, t1, ξ) ≤ exp
(
Cε
∫ t2
t1
b(τ) dτ
)
λ(t1)
λ(t2)
≡
(
λ(t1)
λ(t2)
)1−2δ
, (107)
where we choose ε > 0 such that δ := Cε < 1/2. It is clear that in the zones Zhyp(N), Zpd(N, ε)
and Zred(ε) we can uniformly estimate a(t2, t1, ξ) by the upper bound from (107), which is the worst
among (105)-(106)-(107). Moreover, we remark that the parameter |ξ| does not come into play in these
estimates. Nevertheless, we should be careful when we compare with the estimate (104), which has a
completely different structure. Having this in mind we define
Πhyp(ε) = Zred(ε) ∪ Zpd(N, ε) ∪ Zhyp(N),
and we denote by t|ξ| the separating curve among Zell(ε) and Πhyp(ε), that is, the separating curve
between Zell(ε) and Zred(ε)). This curve is given by
η2(t|ξ|)− |ξ|2 = ε2η2(t|ξ|), i.e. t|ξ| = η−1
( |ξ|√
1− ε2
)
.
We distinguish two cases.
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• For small frequencies |ξ| ≤ η(s)√1− ε2, since h(s, ξ) ≈ η(s) ≈ b(s) it holds
|Φ̂(t, s, ξ)| . 1
b(s)
exp(−C|ξ|2B(t, s)) for t ≤ t|ξ|, (108)
|Φ̂(t, s, ξ)| . 1
b(s)
exp
(
−C|ξ|2B(t|ξ|, s)
)(λ(t|ξ|)
λ(t)
)1−2δ
for t ≥ t|ξ|. (109)
We recall that t|ξ| = ∞ if |ξ| ≤ η∞
√
1− ε2 (in particular, this is trivially true if η(t) is
increasing).
• For large frequencies |ξ| ≥ η(s)√1− ε2, since h(s, ξ) ≈ |ξ| it holds
|Φ̂(t, s, ξ)| . 1|ξ|
(
λ(s)
λ(t)
)1−2δ
for t ≤ t|ξ|, (110)
|Φ̂(t, s, ξ)| . 1|ξ|
(
λ(s)
λ(t|ξ|)
)1−2δ
exp
(
−C|ξ|2B(t, t|ξ|)
)
for t ≥ t|ξ|. (111)
We recall that t|ξ| = ∞ if |ξ| ≥ η∞
√
1− ε2 (in particular, this is trivially true if η(t) is
decreasing).
6.6. Estimates for the time derivative of the multipliers. We consider Φ̂′(t, s, ξ). In Πhyp(ε) we
directly use the representation (103) together with b(t) . h(t, ξ) and h(s, ξ) ≈ |ξ| ≈ h(t, ξ). Therefore,
for large frequencies |ξ| ≥ η(s)√1− ε2 and for t ≤ t|ξ| we can estimate
|Φ̂′(t, s, ξ)| .
(
λ(s)
λ(t)
)1−2δ
, (112)
whereas for small frequencies |ξ| ≤ η(s)√1− ε2 and t ≥ t|ξ| we get
|Φ̂′(t, s, ξ)| . |Φ̂′(t|ξ|, s, ξ)|
(
λ(t|ξ|)
λ(t)
)1−2δ
. (113)
It remains to estimate two objects:
• Φ̂′(t, s, ξ) in the case of small frequencies |ξ| ≤ η(s)√1− ε2 for any t ≤ t|ξ|,
• Φ̂′(t, s, ξ) for large frequencies |ξ| ≥ η(s)√1− ε2 and for any t ≥ t|ξ| (we remark that this case
comes into play only if η(t) is decreasing).
A direct estimate for Φ̂′(t, s, ξ) is not appropriate for small frequencies |ξ| ≤ η(s)√1− ε2 and t ≤ t|ξ|.
Taking account of
Φ̂′′ + |ξ|2Φ̂ + b(t)Φ̂′ = 0, Φ̂(s, s, ξ) = 0, Φ̂′(s, s, ξ) = 1
and setting y(t, ξ) = Φ̂′(t, s, ξ) we get
y′ + b(t)y = |ξ|2Φ̂(t, s, ξ), y(s, ξ) = 1. (114)
This leads to the integral equation
y(t, ξ) = exp
(
−
∫ t
s
b(τ) dτ
)(
y(s, ξ) +
∫ t
s
exp
(∫ τ
s
b(σ) dσ
)
|ξ|2Φ̂(τ, s, ξ) dτ
)
,
that is,
Φ̂′(t, s, ξ) =
λ2(s)
λ2(t)
+
∫ t
s
λ2(τ)
λ2(t)
|ξ|2Φ̂(τ, s, ξ) dτ.
Analogously to Lemma 20 in [W07] we can prove that
|Φ̂′(t, s, ξ)| . |ξ|
2
b(s)b(t)
exp
(− C|ξ|2B(t, s)). (115)
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Indeed, by using (108) in the integral and applying integration by parts (we remark that b(τ)λ2(τ)/λ2(t) =
∂τ (λ
2(τ)/λ2(t))) we get
|Φ̂′(t, s, ξ)| . λ
2(s)
λ2(t)
+
∫ t
s
(
λ2(τ)
λ2(t)
b(τ)
)( |ξ|2
b(s)b(τ)
exp
(− C|ξ|2B(τ, s))) dτ
=
λ2(s)
λ2(t)
+
|ξ|2
b(s)b(t)
exp
(− C|ξ|2B(t, s))− 1
b(s)
∫ t
s
λ2(τ)
λ2(t)
∂τ
( |ξ|2
b(τ)
exp
(− C|ξ|2B(τ, s))) dτ.
One can show that for η(t) increasing or decreasing the second term determines the desired estimate.
Therefore we derive (115). Combined with (113) this allow us to derive for small frequencies |ξ| ≤
η(s)
√
1− ε2 the following estimates:
|Φ̂′(t, s, ξ)| . |ξ|
2
b(s)b(t)
exp(−C|ξ|2B(t, s)) for t ≤ t|ξ|, (116)
|Φ̂′(t, s, ξ)| . |ξ|
b(s)
exp(−C|ξ|2B(t|ξ|, s))
(
λ(t|ξ|)
λ(t)
)1−2δ
for t ≥ t|ξ|. (117)
We remark that we used b(t|ξ|) ≈ |ξ| in (117).
To estimate Φ̂′(t, s, ξ) for large frequencies |ξ| ≥ η(s)√1− ε2 and for any t ≥ t|ξ| we slightly modify
this approach. Indeed, we still put y(t, ξ) = Φ̂′(t, s, ξ), but now we look for an estimate of the solution
to {
y′ + b(t)y = |ξ|2Φ̂(t, s, ξ), t ≥ t|ξ|,
y(t|ξ|, ξ) = Φ̂
′(t|ξ|, s, ξ).
(118)
By using (111) for Φ̂(t, s, ξ) and (112) for Φ̂′(t|ξ|, s, ξ) we derive for t ≥ t|ξ| the following inequality:
|Φ̂′(t, s, ξ)| . λ
2(t|ξ|)
λ2(t)
[(
λ(s)
λ(t|ξ|)
)1−2δ
+
∫ t
t|ξ|
λ2(τ)
λ2(t|ξ|)
|ξ|2
(
1
|ξ|
(
λ(s)
λ(t|ξ|)
)1−2δ
exp
(− C|ξ|2B(τ, t|ξ|))
)
dτ
]
.
(
λ(s)
λ(t|ξ|)
)1−2δ [λ2(t|ξ|)
λ2(t)
+
1
|ξ|
∫ t
t|ξ|
(
λ2(τ)
λ2(t)
b(τ)
)( |ξ|2
b(τ)
exp
(− C|ξ|2B(τ, t|ξ|))) dτ
]
.
We can now easily follow the previous reasoning. Therefore, we derive for large frequencies |ξ| ≥
η(s)
√
1− ε2 and for any t ≥ t|ξ| the estimate
|Φ̂′(t, s, ξ)| .
(
λ(s)
λ(t|ξ|)
)1−2δ |ξ|
b(t)
exp
(− C|ξ|2B(t, t|ξ|)). (119)
6.7. Small frequencies and large frequencies. We are now in position to prove the following
statement.
Lemma 5. For any s ∈ [0,∞) and for any t ≥ s let us define
Θ(t, s) := max{η(s), η(t)}
√
1− ε2.
Then the estimates (110)-(112) hold for any |ξ| ≥ Θ(t, s), whereas for any |ξ| ≤ Θ(t, s), we have the
following:
|Φ̂(t, s, ξ)| . 1
b(s)
exp
(− C′|ξ|2B(t, s)), (120)
|Φ̂′(t, s, ξ)| . |ξ|
2
b(s)b(t)
exp
(− C′|ξ|2B(t, s)). (121)
Remark 13. The small frequencies |ξ| ≤ Θ(t, s) are the ones such that (s, ξ) ∈ Zell(ε) or (t, ξ) ∈ Zell(ε),
whereas the large frequencies |ξ| ≥ Θ(t, s) are the ones for which both (s, ξ), (t, ξ) ∈ Πhyp(ε
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Proof. The first part of Lemma 5 is trivial since |ξ| ≥ Θ(t, s) means that (s, ξ) ∈ Zhyp(ε) and t ≤ t|ξ|.
To prove (120)-(121) for |ξ| ≤ θ(t, s) we distinguish three cases:
(A) |ξ| ≤ max{η(s), η(t)}√1− ε2;
(B) η is decreasing and η(t)
√
1− ε2 ≤ |ξ| ≤ η(s)√1− ε2;
(C) η is increasing and η(s)
√
1− ε2 ≤ |ξ| ≤ η(t)√1− ε2.
In the case (A) the two conditions (120), (121) coincide with (108), (116).
Now let η(t) be a decreasing function. Since b(τ) . |ξ| . b(σ) for any τ ≤ t|ξ| ≤ σ it holds
exp
(−C1|ξ|2B(t|ξ|, s))+ (λ(t|ξ|)λ(t)
)2C2
= exp
(
−C1|ξ|2
∫ t|ξ|
s
1
b(τ)
dτ − C2
∫ t
t|ξ|
b(σ) dσ
)
dξ
≤ exp
(
−min{C1, C2}|ξ|2B(t, s)
)
.
So (120), (121) immediately follows from (109), (117) in the case (B). Let η(t) be an increasing
function. Since b(σ) . |ξ| . b(τ) for any τ ≤ t|ξ| ≤ σ it holds(
λ(s)
λ(t|ξ|)
)2C1
− exp(C2|ξ|2B(t|ξ|, s)) = exp
(
−C1|ξ|2
∫ t|ξ|
s
b(τ)dτ − C2
∫ t
t|ξ|
1
b(σ)
dσ
)
dξ
≤ exp
(
−min{C1, C2}|ξ|2B(t, s)
)
.
Then (120), (121) follows from (111), (119) by using b(s) . |ξ| in the case (C). 
6.8. Matsumura-type estimates. In order to estimate the L2 norm of ∂lt∂
α
xΦ(t, s, x) ∗(x) g(s, x)
for l = 0, 1 and for any |α| ≥ 0 we follow the ideas in [M] and we distinguish between small and large
frequencies. We fix t ∈ [s,∞).
Lemma 6. The following estimate holds for large frequencies |ξ| ≥ Θ = Θ(t, s):
‖|ξ||α|∂ltΦ̂(t, s, ·)ĝ(s, ·)‖L2{|ξ|≥Θ} .
1
b(s)
(
λ(s)
λ(t)
)1−2δ
‖g(s, ·)‖H[|α|+l−1]+ (122)
for l = 0, 1 and for any |α| ≥ 0, where [x]+ denotes the positive part of x.
Proof. First, let |α|+ l ≥ 1. We can estimate
‖|ξ||α|∂ltΦ̂(t, s, ·)ĝ(s, ·)‖L2{|ξ|≥Θ} ≤ ‖|ξ|
1−l∂ltΦ̂(t, s, ·)‖L∞{|ξ|≥Θ}‖|ξ||α|+l−1ĝ(s, ·)‖L2{|ξ|≥Θ}
for any |α| + l ≥ 1 since |ξ| ≤ 〈ξ〉. The second term can be estimated by ‖g(s, ·)‖H|α|+l−1 . Thanks to
the estimates (110), (112), namely
|∂ltΦ̂(t, s, ξ)| . |ξ|−1+l(λ(s)/λ(t))1−2δ ,
we get a decay uniformly in |ξ| ≥ Θ which is given by(
λ(s)
λ(t)
)1−2δ
= exp
(
−(1/2− δ)
∫ t
s
b(τ) dτ
)
.
Now let |α| = l = 0. If η∞ > 0, then Θ(t, s) ≥ C = η∞
√
1− ε2 > 0 for any s, t, and we can follow the
reasoning above since |ξ|−1 ≈ 〈ξ〉−1 uniformly in |ξ| ≥ C. Otherwise, if η(t) → 0, then after recalling
that b(s) . |ξ| for large frequencies we can estimate
‖Φ̂(t, s, ·)ĝ(s, ·)‖L2
|ξ|≥Θ
.
1
b(s)
(
λ(s)
λ(t)
)1−2δ
‖g(s, ·)‖L2.
This completes the proof. 
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Remark 14. If η(t) → η∞ > 0, or if we are interested into an estimate for s ∈ [0, S] and t ≥ s for
some fixed S > 0, then Θ(t, s) is uniformly bounded by a positive constant. Therefore (see the proof
of Lemma 6), we can replace ‖g(s, ·)‖H[|α|+l−1]+ in the estimate (122) by ‖g(s, ·)‖H|α|+l−1 , that is, by
‖g(s, ·)‖H−1 in the case |α| = l = 0.
In particular, this is possible if we are only interested in estimates for s = 0. This explains the
difference in the regularity of the initial data (0, g(s, ·)) if we compare (12) (Lm ∩ H−1 regularity)
and (37) (Lm ∩ L2 regularity).
Lemma 7. The following estimate holds for small frequencies |ξ| ≤ Θ = Θ(t, s):
‖|ξ||α|∂ltΦ̂(t, s, ·)ĝ(s, ·)‖L2{|ξ|≤Θ} .
1
b(s)
(B(t, s)b(t))−l(B(t, s))−
|α|
2 −
n
2 (
1
m−
1
2 )‖g(s, ·)‖Lm (123)
for l = 0, 1 and for any |α| ≥ 0.
Proof. Let m′ and p be defined by 1/m+ 1/m′ = 1 and 1/p+ 1/m′ = 1/2, that is, 1/p = 1/m− 1/2.
We can estimate
‖|ξ||α|∂ltΦ̂(t, s, ·)ĝ(s, ·)‖L2{|ξ|≤Θ} ≤ ‖|ξ|
|α|∂ltΦ̂(t, s, ·)‖Lp{|ξ|≤Θ}‖ĝ(s, ·)‖Lm′{|ξ|≤Θ}.
We can control ‖ĝ(s, ξ)‖Lm′ by ‖g(s, ·)‖Lm . So we have to control the Lp norm of the multiplier.
Thanks to (120), (121) we can estimate
‖|ξ||α|∂ltΦ̂(t, s, ·)‖Lp{|ξ|≤Θ} .
1
b(s)(b(t))l
(∫
{|ξ|≤Θ}
|ξ|p(|α|+2l) exp (− Cp|ξ|2B(t, s)) dξ) 1p .
Let ρ = Cp|ξ|2B(t, s). After a change of variables to spherical harmonics (the term ρn−1 appears) we
conclude∫
{|ξ|≤Θ}
|ξ|p(|α|+2l) exp (− Cp|ξ|2B(t, s)) dξ . (B(t, s))−(p(|α|+2l)+n)/2 ∫ ∞
0
ρp(|α|+2l)+n−1e−ρ dρ.
We remark that the case Θ(t, s) → ∞ brings no additional difficulties. The integral is bounded and
we get a decay given by
1
b(s)(b(t))l
(B(t, s))−|α|/2−l−n/(2p) =
1
b(s)
(B(t, s)b(t))−l(B(t, s))−
|α|
2 −
n
2 (
1
m−
1
2 ). (124)
The proof is finished. 
One can easily check that the decay function given in (123) is worst than the one in (122). Therefore,
gluing together (122) and (123), we derive (93). This concludes the proof of Theorem 3.
7. Generalizations and improvements
7.1. Admissible damping terms. We may include oscillations in the damping term b(t)ut if we
replace Hypotheses 1 and 2 by the following.
Hypothesis 4. We assume that b = b(t) satisfies the conditions (i)-(iii)-(iv)-(v) in Hypothesis 1.
Moreover, we assume the existence of an admissible shape function η : [0,∞)→ [0,∞) such that∣∣∣∣ b(t)η(t) − 2
∣∣∣∣ . 11 + t ,
and η ∈ C1, η(t) > 0, monotone, and tη(t) → ∞ as t → ∞. Finally, it satisfies (15), that is,
tη′(t) ≤ mη(t) for some m ∈ [0, 1).
Then the statements of Theorem 3 and Theorems 1 and 2 are still valid.
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Remark 15. Let us assume that we have a life-span estimate for the local solution to (1), which
guarantees that Tm(ǫ)→ ∞ as ǫ→ 0, where Tm = Tm(ǫ) ∈ (0,∞] is the maximal existence time (see
Lemma 1). Then condition (15) in Hypothesis 2 can be weakened to
l := lim sup
t→∞
tη′(t)
η(t)
< 1, (125)
that is, it holds
tη′(t)/η(t) ≤ m < 1, t ≥ t0 (126)
for some t0 ≥ 0, where we take m ∈ (l, 1). Indeed, there exists ǫ1(t0) > 0 such that Tm(ǫ) ≥ 2t0 for
any ǫ ∈ (0, ǫ1(t0)], and this allow us to rewrite the proof of Theorems 1 and 2 starting from t0.
7.2. Semi-linear damped wave equation with small data in Lm ∩ H1. An intermediate case
between the L2 framework in [NO] and the L1 context in [IMN] has been studied in [IO]. For initial
data in Am,1, the authors find the critical exponent p(n,m) = 1+(2m)/n for n ≤ 6, for any m ∈ (1, 2)
if n = 1, 2 and for suitable m ∈ [m,m) if 3 ≤ n ≤ 6.
If we consider data (u0, u1) ∈ Am,1, for some m ∈ (1, 2), then we can follow [IO] to extend Theorem 2.
The range of admissible exponents for the nonlinear term will also depend on the choice of m ∈ (1, 2).
Appendix A. Gagliardo - Nirenberg inequality
Here we state some Gagliardo-Nirenberg type inequalities which come into play in the proofs of
Theorems 1 and 2.
Lemma 8 (Gagliardo-Nirenberg inequality, see Theorem 9.3 in [Fr], Part 1). Let j,m ∈ N with j < m,
and let u ∈ Cmc (Rn), i.e. u ∈ Cm with compact support. Let a ∈ [j/m, 1], and let p, q, r in [1,∞] be
such that
j − n
q
=
(
m− n
r
)
a− n
p
(1− a).
Then
‖Dju‖Lq ≤ Cn,m,j,p,r,a‖Dmu‖aLr ‖u‖1−aLp (127)
provided that (
m− n
r
)
− j 6∈ N, (128)
i.e. n/r > m− j or n/r 6∈ N. If (128) is not satisfied, then (127) holds provided that a ∈ [j/m, 1).
Remark 16. If j = 0, m = 1 and r = p = 2, then (127) reduces to
‖u‖Lq . ‖∇u‖θ(q)L2 ‖u‖
1−θ(q)
L2 , (129)
where θ(q) is given from
− n
q
=
(
1− n
2
)
θ(q)− n
2
(1− θ(q)) = θ(q)− n
2
, (130)
that is, θ(q) is as in (68). It is clear that θ(q) ≥ 0 if and only if q ≥ 2. Analogously θ(q) ≤ 1 if and
only if
either n = 1, 2 or q ≤ 2∗ := 2n
n− 2 . (131)
Applying a density argument the inequality (129) holds for any u ∈ H1. Assuming q < ∞ the
condition (128) can be neglected also for n = 2. Summarizing the estimate (129) holds for any finite
q ≥ 2 if n = 1, 2 and for any q ∈ [2, 2∗] if n ≥ 3.
In weighted spaces H1ψ(t,·) we can derive the following statements:
Lemma 9. Let q ≥ 2 be such that (131) holds, and let θ(q) be as in (130). We have the following
properties for any σ ∈ [0, 1] and t ≥ 0:
(i) Let ψ ≥ 0. If v ∈ H1ψ, then v ∈ H1σψ and for j = 0, 1 one has
‖eσψ(t,·)∇jv(t, ·)‖2 ≤ ‖∇jv‖1−σ2 ‖eψ(t,·)∇jv(t, ·)‖σ2 .
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(ii) Let ∆ψ ≥ 0. If v ∈ H1σψ, then eσψ(t,·)v ∈ H1 and
‖∇(eσψ(t,·)v)‖2 ≤ ‖eσψ(t,·)∇v‖2.
(iii) Let ∆ψ ≥ 0. If v ∈ H1ψ, then
‖eσψ(t,·)v‖Lq . ‖eσψ(t,·)v‖1−θ(q)L2 ‖eσψ(t,·)∇v‖
θ(q)
L2 .
(iv) Let ψ ≥ 0 such that infx∈Rn ∆ψ(t, x) =: C(t) > 0. Then
‖eσψ(t,·)v‖Lq ≤ (C(t))−
1−θ(q)
2 ‖eσψ(t,·)∇v‖2.
Proof. The statement (i) is trivial for σ = 0 and requires only Ho¨lder’s inequality for σ ∈ (0, 1]. The
property (ii) is obtained by integration by parts, see Lemma 2.3 in [IT]. For (iii) one combines (ii)
with a Gagliardo-Nirenberg inequality (Lemma 8). For (iv) one combines (iii) with integration by
parts used in proving (ii). 
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