Abstract-We discuss the blind deconvolution of multiple input/multiple output (MIMO) linear convolutional mixtures and propose a set of hierarchical criteria motivated by the maximum entropy principle. The proposed criteria are based on the constant-modulus (CM) criterion in order to guarantee that all minima achieve perfectly restoration of different sources. The approach is moreover robust to errors in channel order estimation. Practical implementation is addressed by a stochastic adaptive algorithm with a low computational cost. Complete convergence proofs, based on the characterization of all extrema, are provided. The efficiency of the proposed method is illustrated by numerical simulations.
A Globally Convergent Approach for Blind MIMO Adaptive Deconvolution
I. INTRODUCTION

A. Problem Formulation
T HE SO-CALLED signal deconvolution problem for multiple inputs/multiple output (MIMO) linear convolutional mixtures arises in a wide variety of signal processing and communications applications. It is a crucial issue in wireless multiuser digital communication systems, for instance, when the different users share parts of the same frequency band and are received on an omni-directional antenna. The restoration of multiple input signals is also required when two orthogonally polarized sources are mixed by multipath propagation with finite delay spread (see [27] ). In this case, we know that the two sources are temporally and spatially mixed. The resulting undesirable effects, which must be suppressed, are, respectively, known as inter-symbol interference (ISI), corresponding to the perturbation from a delayed and scaled versions of the same signal, and inter-user interference (iui) for the additive perturbations occurring from the other incoming signals. In this paper, we consider the extraction of the input signal from the only knowledge of the output mixture, i.e., when weak a priori information is available on the channel (in particular, the geometry of the antenna manifold is supposed unknown) and where only some mild assumptions on the input signal are considered. Specifically, we do not consider a training approach Manuscript received May 20, 1998 ; revised July 14, 2000. The associate editor coordinating the review of this paper and approving it for publication was Prof. Arnab K. Shaw.
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using knowledge of part of the input sequence; see [16] . This problem, which is referred to as blind MIMO deconvolution or blind source separation of convolutional MIMO mixtures, is crucial for eavesdropping and when the training sequence is too short (semi-blind approaches).
B. Data Model
In order to address more precisely the problem, let us first introduce the channel propagation model and eight assumptions denoted A1)-A8). The justification of these assumptions will appear in the sequel.
Throughout this paper, we consider the MIMO convolutional linear mixture, for which the received signal on the th sensor is (1) where is the symbol rate of all input signals. We suppose that each sensor receives a contribution from each of the sources. The th source contribution on the th sensor is the convolutional mixture of the input sequence , drawn from a discrete alphabet, with the unknown impulse response . The impulse responses , are assumed to have a finite time span and to incorporate the propagation channel effects due to various multipath propagation caused by obstacles or nonhomogeneities of the propagation media as well as pulse shaping and receiver filters. We denote by the additive noise received at sensor .
After sampling at baud rate 1 , we obtain the discrete-time signal . The received signal collected on sensors can now be written as
Let us now define ( ), which is a polynomial function, as (3) where the th component of ( ) with for . 1 Sampling at an higher rate can be considered to add temporal diversity to the spatial diversity of factor L. From the finite time-span of , it is understood that is finite, and it is called the degree of . Then, the transfer function is a matrix of polynomials, and (2) can have the following compact notation: (4) where stands for the transfer function applied to the -dimensional signal of interest . The -dimensional noise contribution is defined from . We assume the following in the sequel. A1) (strictly more sensors than sources). A2)
for all , where means the subspace spanned by the vectors between brackets. A3)
is a column reduced matrix, i.e., Rank , where denotes the highest degree term of the polynomial . A4) Each is an independent and identically distributed sequence with , .
is circular and sub-Gaussian, i.e., its normalized kurtosis satisfies in the real-valued case. A5) The sources are mutually independent. A6) The sources are independent from the noise vector . A7)
, where will define the length of received data processed per equalizer output. A8) (will be needed in Section IV).
C. Related Work
Next, we give an overview of the main contributions in blind source separation of convolutional MIMO mixtures and introduce the motivation for the proposed approach.
1) Second-Order Statistics Methods:
Most recent methods on blind deconvolution of MIMO convolutional mixtures are based on second-order statistics (SOS) and can be viewed as extensions of blind channel identification approaches for the single-input/multiple-output (SIMO) case. In [30] , a solution based on cancellation of all covariance matrices of the observation corresponding to all possible delays is proposed (see also [17] for a left inverse identification and the pioneering contributions of Gardner [10] and Tong [25] for the SIMO case). From the covariance matrix of a vector collecting the multiples observations , a signal-subspace approach is proposed in [12] , generalizing the SIMO subspace approach of Moulines et al. [19] . A linear prediction method is also proposed in [12] in order to estimate a left inverse (see [1] for the SIMO case).
Unfortunately, it is known that all these methods suffer from lack of robustness. In particular, they rely on a perfect knowledge of the degrees of the columns of the transfer functions in order to ensure uniqueness of the solution. Furthermore, SOS methods cannot solve the mixture separation problem. They reduce the problem to the instantaneous source separation problem, which requires more than SOS knowledge. This two-stage estimation approach results most often in a nonadaptive implementation. In order to avoid a two-stage procedure, we consider in the sequel one-stage HOS-based approaches.
2) High-Order Statistics Methods: Although many approaches based on HOS exist for the specific problem of instantaneous mixture separation [i.e., when ], very few results are available for convolutional mixtures. One can, however, mention the significant contribution of Yellin and Weinstein for a channel model. They show that under mild assumptions on the input signal statistical distribution, cancellation of outputs' cross-cumulants leads to the separation of a convolutional mixture [31] . Independently, Thi et al. proposed algorithms based on the cancellation of high-order moments generated by nonlinear functions [15] , [21] ). Unfortunately, the resulting cost functions often suffer from undesired local minima. This is a major drawback for HOS-based methods, in particular when we are interested in the development of adaptive algorithms.
Extensions of equalization approaches using HOS were also proposed based on successive restoration of the sources. A deflation approach is proposed by Delfosse and Loubaton in [7] : a multistage maximization procedure using the Shalvi-Weinstein criterion in [13] . A subtraction approach based on the constant modulus (CM) cost function was first investigated in [27] and updated by Tugnait in [29] using some invertibility properties. The approach consists of subtracting the contribution of the estimated signal from the mixtures in order to estimate next a different source. Unfortunately, derived adaptive algorithms suffer from highly increasing variance of estimation as the number of sources increases.
More recently, some constrained approaches relying on the CM ability to capture one source from convolutive mixtures (to be recalled in Sections IV and V) have been proposed independently in [22] and [24] (see [4] for the instantaneous mixtures case). They use decorrelation constraints in order to tune several filters to simultaneously capture different sources. However, spurious minima may be caused by the additive decorrelation constraints.
In this paper, we propose a set of composite hierarchical criteria motivated by the maximum entropy principle in order to guarantee that all minima achieve perfectly restoration of different sources. Practical implementation is addressed with an efficient stochastic adaptive algorithm.
D. Organization
The paper is organized as follows. In Section II, we recall results on invertibility of MIMO transfer functions. In Section III, we introduce the family of hierarchical criteria resulting from the maximum entropy principle and the associated adaptive optimization algorithm. In Section IV, we characterize the stationary points and, in Section V, the stable extrema. Illustrative simulations are reported in Section VI. The conclusion is given in Section VII.
Note that all the analysis is performed in the noise-free context. Moreover, for reasons of simplicity, we have chosen to derive all proofs in the real-valued case. vector of length corresponding to the contribution of source .
An important feature concerning the restoration of the input signal relies on the left invertibility of the matrix . Lemma 1 [12] : Under A-1), A-2), A-3), and A-7), is full-column rank. These assumptions are referred as the left-invertibility conditions of the convolutional mixing transfer function . Under the system left-invertibility conditions, all combined channel-receiver impulse responses are achievable, in particular, the separating solutions leading to the exact solution for and for , corresponding to the vector previously defined. The estimation of separating vectors , under the left invertibility assumption of , is investigated in the following sections.
III. HIERARCHICAL CRITERIA
A. Maximum Entropy Principle
In this subsection, we give preliminary results connected to the maximum entropy principle, and we define the notion of hierarchical criteria.
Let be a set of filtered outputs with , where . The maximum (Shannon) entropy principle [14] consists of looking for a set of vectors , where , such that (6) where we suppose that is a given real nonlinear function differentiable and monotonously increasing. Note that the index does not refer specifically to the source . The entropy can be expressed as Using entropy additivity for monotonically transformed vectors as in [2] , one may check that for any set of indices , the entropy can be rewritten as (7) where denotes the Kullback-Leibler divergence between the probability density and . is the product of the marginal distributions .
(we omit to note the filters in the proof).
Then, using Bayes's rule, and the definition of Expression (7) implies that if , with , is a subset of separating vectors, the estimation of a new separating vector (with ) corresponds to (8) Note that since , . corresponds to the extraction of a source provideing a good choice of . From the instantaneous source separation case, it is known that a good choice for the nonlinearity is given by the cumulative distribution function of the source to be extracted (i.e., is the source pdf); see, for instance, [23] . In the convolutive case, if is the source pdf, it can be shown that the entropy global maxima are separating sources. The proof of this claim can be deduced from [23] ; see [28] . The second term is understood to be a measure of independence between the and since if is independent of . In other words, the minimization of the above criterion (8) results in the minimization of a cost function , leading to recover an input source, under independence constraints related to the other sources "previously" estimated and given by . The point of interest is that the estimated vector leads necessarily to the estimation of a new source with . According to this result, a general guiding principle is provided for the restoration of input signals by the following procedure: (9) This set of criteria is based on a hierarchical principle since each new vector is estimated with a new cost function that depends on the previous criteria minima.
B. New Cost Function Definition
In this subsection, we introduce a set of hierarchical criteria motivated by the structure in (9). Since we do not know a priori the sources pdfs (in the digital communication case, the sources alphabets), the choice of the proposed set of criteria is motivated by the thought that the hierarchical structure will force the th filter to be a separating one selecting a different source if we can be sure that are separating filters. Therefore, the first criterion needs only to be able to extract one source from the mixtures. To do so, we choose the CM criterion because it is known (see [27] , for a first statement) to be able to capture one source from mixtures. The exact conditions for a capture are derived in Sections IV and V, which is an original result when the sources have different kurtosis .
We propose the following set of hierarchical criteria :
where denotes the CM cost function [11] , [26] defined in the real-valued case as where is an a priori constant dispersion. The second term of (10) is a quadratic function in terms of and based on SOS of the observations. It corresponds to a decorrelation constraint between and , where the delay covers , with
. If the filters outputs are true input sources, the decorrelation term becomes a measure of independence. In the sequel, we show that the decorrelation term is a simple and sufficient constraint, requiring no a priori knowledge as in to guarantee that each criterion leads to the selection of a the different source when A-8) is satisfied.
is a positive constant that was introduced to control the constraint level. Its effect on (10) is studied in the sequel.
C. Adaptive Optimization
For each function , we propose to derive a simple stochastic gradient descent algorithm for minimizing simultaneously the criteria (11) for , with a small positive step-size. The stochastic gradient is given by the expression where , , and where the second term is . is the estimation of covariance matrix , which can be estimated recursively by (12) where is a small positive constant. An important point is that for small enough and , the asymptotic convergence points (in mean) of the algorithm (11) are exactly the minima of the criteria since the estimator of in (12) is unbiased; see [3] . In particular, convergence to a saddle point is not possible.
In the following sections, we propose an analysis of the extrema of . We will show in particular that the proposed criteria associated with an appropriate choice of do not admit spurious local minima, i.e., all minima correspond to separating filters restoring different signals, in contrast to the symmetrical criteria used in [22] and [24] .
IV. EXTREMA ANALYSIS Because of the hierarchical structure, the extrema solutions of the cost function depend on the extrema solutions of . Thus, we need to substitute all extrema solutions of into in order to find the extrema in terms of . The analysis of the extrema of is therefore derived by induction. We first establish that minima are separating solutions. Then, assuming that is a set of separating solutions corresponding to the minima of the criteria , we investigate the extrema of in terms of . We derive a condition on in order to prevent ourselves from capturing a source restored by . Finally, we address the stability of the separating solution and the stability of other possible extrema.
A. Property of the Extrema
In this subsection, we study the extrema of : the CM costfunction under the invertibility conditions stated in Lemma 1 [see A-1)-A-3), and A-7)]. The analysis is derived from calculation of the gradient with respect to the vector and expressed in terms of the overall impulse response . (14) where , where it is understood that . Proof: See Appendix A. The extrema in (13) give a mixture of the sources for , and we will show in Section V that they are unstable. The only solutions corresponding to the (perfect) restoration of one source are of the form where is the dispersion constant associated with the th source.
In conclusion, under the conditions defined above, admits two sets of extrema: a set of separating solutions leading to a global impulse response of the form and a set of solutions given by (13) , selecting linear combinations of the sources. In the next subsection, we characterize the minima of (10) in terms of and exhibit a simple condition to suppress the undesired solutions.
B. Extrema Setting of
An analytical analysis of the extrema is proposed in this section. The extrema are defined by zeroing the gradient . If we introduce separating solutions in , characterization of the extrema settings of cost function in terms of becomes easily derivable. For each criterion , we may a priori classify the extrema in separating solutions in terms of overallimpulseresponse belongingtothesubset of separating vectors and other solutions of the form belonging to as the subset of nonseparating extrema. We denote as the set of all extrema of in terms of . We give, in (15), the mean gradient equation that must be solved to define these extrema.
For a given set of vectors such that , the extrema of are solutions of the following equation, which is derived in Appendix B: (15) where is the gradient of the CM cost derived in Appendix A.
is a subset of dimension , whichs contain the subscripts of all sources selected by criteria . denotes a canonical vector of length , with 1 on the th entry and a null vector of the same dimension. The first term of (15) corresponds to the CM criterion (see Appendix B to get the full expressions) and the second term to the additive constraints. The solutions of equation (15) (18) . By introducing the result of in the previous expression and , we arrive at (17) .
The expression of the separating solution of is then easily established. The solution is expressed in terms of the constraint level in the next proposition. Proposition 3: The separating solution of is described by for elsewhere. (19) The selection of means that the restored source at the th step has already been selected once. According to the previous result, one can remark that it is always possible to select the level constraint in order to avoid separating solutions given by previous criteria . We get the simple condition (20) where we recall that in the real case. Actually, to prevent selection of the same source, we only have to verify that each criterion has a level constraint such as [see A-8)]. In this case, does not belong to the subset . We would like to use the smallest possible value of in order to not disturb the good behavior of the CMA. Roughly speaking, the knowledge about the minimal is similar to the knowledge of the dispersion constant. Note that this condition is not too restrictive in practice since for QAM, sources so that can be set to 4. Proof: The result is deduced from Proposition 3. Let the subscript of the nonzero component . 
V. STABILITY ANALYSIS
Following our proof by induction, we investigate the stability of the extrema . The approach is based on a straightforward analysis of the sign definiteness of the Hessian matrix of in terms of . Let us point out that according to the triangular form of the criteria, the only two situations that must be addressed correspond to vector belonging either to or to .
A. Stability Conditions
The stability conditions are derived in Appendix C. Proposition 6 sums up the main result.
Proposition 4: The extrema of criterion corresponding to minima must verify (21) with , where and are symmetric matrices of dimension defined, respectively, by
where is a block-diagonal matrix of dimension , where is a Jordan matrix of dimension ( if and 0 elsewhere).
B. Stability of
Let us consider first the case where all extrema belong to . In this case, it is straightforward to verify that is a diagonal matrix. Indeed, . (29) where the (with ) denotes positive terms and a matrix of dimension of negative determinant. The notation corresponds to a vector of dimension 2 extracted from .
Proof: See Appendix C. We can easily verify that there is some vector such that , where the th entry of is such that if is the subscript of a nonzero component of , and elsewhere. Introducing a complementary definition for , i.e., when and elsewhere, we get , i.e., is a saddle point. According to the result of Lemma 2, the extrema characterization of can be easily derived. It is summarized in the next lemma.
Lemma 3: Under the assumptions A-1)-A-7), the extrema of can be classified as
where (global minima). The minima of are necessarily separating solutions, and each criterion selects a different source.
Lemma 3 proves, in particular for , the CM capture property, i.e., minima are separating solutions. The separating solution is given up to a scaling factor that depends on and the constant dispersion of the selected source. In practical situations, we have to elaborate upon strategies to provide the user the best possible factor , for instance, in terms of minimizing the remaining CM cost. If all the sources have similar known dispersion constant , one should consider . Any other constant will scale all the separating filters accordingly. When the sources have different dispersion constant, one can choose so that all extracted sources have the closest possible mean energy:
. This choice results in , which requires the knowledge of all . Indeed, when for all sources, the previous expression reduces to .
VI. SIMULATIONS
We evaluate the performances of the proposed technique in two different settings. Simulations are performed in a scenario of two BPSK input sequences ( ) impinging on a threesensor array ( ). In example I, we consider an "academic" random channel, where the columns are polynomials of degree 2. In simulation example II, the channel propagation model is simulated according to the Clarke model [5] in a context of wireless communications. In these examples, we are interested in the restoration of the two-input signals ( ). We quantify performance of the input signal restoration through the global inter-symbol interference (GISI) index defined as GISI This measure takes into account both the ISI of the signal of interest and the IUI induced by the other sources.
Example I: In the first example, we consider the channel for which the zero locations of functions with and are displayed in Table I . We check that satisfies A-3) since the maximal degree terms and are linearly independent, and A-2) Rank for all because all matrix determinants do not share common roots (see Table II ). None of these determinants is close to 0, showing, therefore, that the channel is not too difficult to equalize. All simulation parameters are summarized in Table III. In Fig. 1 , we plot the GISI, for each signal of interest, with respect to the number of iterations. Six different realizations with the same initialization (see Table III ) are plotted in Fig. 1 . At mean convergence of and , we display the associated global impulse response and averaged over 500 iterations [ Fig. 1(b) ]. In this example, and achieve the restoration of and , respectively. Example II: In the second setting, the channel is simulated according to the model of Clarke, where for each sensor and one source, the multipath time-continuous channel is obtained according to the relation, where path has equal amplitude and delay . The number of rays impinging on the sensor is within each path. The sensors are uniformly distributed over a circular array.
is an i.i.d. uniform process in . Assuming planar wavefronts, is the propagation delay of a ray with random angular incidence from the array origin to sensor . Here, denotes the array radius and the wavelength ( cm) at 900 MHz. The symbols are of duration s. Square root raised cosine filters with a roll off of 0.5 are used for pulse shaping and reception filters. The overall channels are sampled at the baud rate and normalized to have unit gain; see Fig. 2 for the frequency responses of the columns of . The other simulation parameters are described in Table IV. We verify in Fig. 3 , for three different realizations and initialization and , that the behavior of the algorithm is similar to the behavior of the academic example I. This result is to be compared with Fig. 4 for which we use, for , the "bad initialization" [in the sense that it corresponds to the same basin of attraction as the initialization of ] . In the first case, the convergence of and to separating solutions is slow but correct. In the second case, the constrain effect pushes to another basin of attraction of the global cost function corresponding to the extraction of the source . In Figs. 5 and 6 , we investigate the effect of the parameter . For the same initialization and the same input sequence and , we consider two different penalty constraints. When is large enough, , and the decorrelation constraint pushes the restoration filter to a basin of attraction of the CM costfunction, which leads to the restoration of the second source (see Fig. 6 ). As predicted by our analysis, this is not the case when is too small, as in Fig. 5 , where ).
VII. CONCLUSION
In this paper, we have proposed a new globally convergent approach for the multiple-input/multiple-output adaptive blind deconvolution problem when the number of outputs is strictly greater than the number of inputs. The originality of our work is to combine the CM criterion and triangular decorrelation constraints into a hierarchical set of criteria motivated by entropy maximization. Thanks to this new composite criteria design, we prove that each filter restores perfectly an arbitrary source different from the others, provided the sources are i.i.d., subGaussian, and independent from each other. In particular, there are no local minima corresponding to a spatio-temporal mixture of the input signals or to selecting the same source several times. This result implies that the proposed simple adaptive gradient descent algorithm is guaranteed to asymptotically converge in the mean to the desired settings. Moreover, the use of the constant modulus criterion implies some robustness to noise and to the system invertibility conditions (see [9] in the single source case). Further work should imply the study of the robustness of the proposed algorithm.
APPENDIX A
A. Proof of Proposition 1
Expressed in terms of the global impulse response , the gradient of the CM cost-function is given by 
Thus, has a zero contribution. Let us consider now the last term
. We obtain
The contribution of is equal to . For the contribution, we have , where diag . Note that this contribution corresponds to the gradient of the CM criterion for a single source and multiple outputs (see [9] for details). Finally, the contribution (32) becomes the expression for (36)
In order to write the global system, we introduce the diagonal matrix defined above. Then, it is easy to verify that the th subvector is equal to the expression (36). Thus, the gradient the CM in terms of the global impulse response is written as 
where diag is a diagonal matrix defined in Appendix A corresponding to the CM gradient. Note first that we may suppress the matrix from (40) since it is full column rank. Next, we focus on the expression of the constraint derivation for which the vectors ( ) define the separating solution . If we denote as the subset of the subscripts of all sources selected by the criteria , we get , we obtain . By introducing in the previous expression, becomes the compact form (22) . In the same way, the contribution of is given by (44) where . Finally, is a minimum if the contribution of the Hessian matrix of the CM criterion plus the contribution of the Hessian of the constraint criterion are positive at the extrema point .
B. Proof of Lemma 3
For extrema of and a given , it is easy to show that can be decomposed as , where is a diagonal matrix of positive terms, and is a sparse matrix for which the only nonzero entries form a symmetric matrix ; it is understood that the subscripts are referred to the block coordinates of matrix
. We see that and that for the diagonal en- 
