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sin necesidad de conductor. El vehículo  incorpora una serie de sensores como son el  láser para  la detección 
de objetos y obstáculos,  cámaras  integradas para ver  la  carretera, GPS  integrado  sin el mapa de  la  ciudad 
donde el vehículo va a  circular y  sensores en  los  límites exteriores del  coche que  indican  si el vehículo ha 
impactado con algún objeto. Este sistema de control debe ser eficiente además de rápido. En definitiva debe 
cumplir con todos los requisitos que hacen útil y usable un software. 































cuyo  objetivo  es  reflejar  el  trabajo  realizado,  tanto  a  la  hora  de  realizar  el  sistema  de  control  como  la 
investigación previa que se ha realizado. 















información  deseada  para  que  el  vehículo  circule  de  manera  correcta.  Algunas  de  estas  fuentes  de 
información  son  los  semáforos,  obstáculos  y  posibles  vehículos  que  encontrará,  pero,  sin  duda  alguna,  la 
aplicación más grande de este sistema de visión se realizará en  la  localización de  los carriles por  los que el 
vehículo deberá circular. El principal objetivo es reconocer estos carriles de manera que indique al sistema si 
el vehículo circula correctamente o se debe realizar algún tipo de corrección en su movimiento (curvas, giros, 
etc.)  mediante  el  reconocimiento  de  las  marcas  vales  horizontales,  es  decir,  las  líneas  que  delimitan  los 
carriles.  
Todo este proyecto  se  realizara  con Microsoft Robotics Developer Studio  (MRDS), herramienta que 
proporciona grandes ventajas a la hora de realizar proyectos de este calibre ya que posee características que 
ayudan al programador a realizar su trabajo, características enfocadas a la robótica y robots autónomos, algo 







Naturalmente,  se  está  ante  un  sistema  que  no  posee  el  cien  por  cien  de  eficacia  debido  a  la 
complejidad del mismo y a las numerosas variables que entran en juego en la realización de este proyecto. De 
hecho,  si  miramos  el  mundo  real  de  un  conductor,  podemos  ver  que  incluso,  nosotros  mismos,  los 
conductores, cometemos errores de medición de distancias, radio de giro, etc. Por ello se considera aceptable 
no  tener  un  cien  por  cien  de  eficacia  aunque,  por  supuesto,  el  objetivo  del  proyecto  es  aumentar  ese 
porcentaje al máximo para que el recorrido del vehículo sea exitoso en la gran mayoría de casos y situaciones. 
Por último, es necesario apuntar que el proyecto se va a realizar íntegramente sobre la plataforma de 
Robochamps Urban Challenge  (RUC) que nos ofrece una base sobre  la que poder  trabajar cómodamente y 
dedicar todos los esfuerzos a realizar en lo realmente importante que es la codificación del sistema de control 
automático. 
1.1.‐ ROBOCHAMPS  URBAN  CHALLENGE 
Robochamps  se  trata  de  una  competición  de  robótica  a  nivel  mundial  en  el  que  se  propone  la 
construcción  de  sistemas  robóticos  en  un  entorno  virtual  que  realicen  unos  ciertos  objetivos.  Esta 





















Además, este paquete de  iniciación está escrito en el  lenguaje C#  con  lo que  se  invita a  realizar el 
concurso en dicho lenguaje. 
Por otro  lado,  los componentes virtuales que simulan  los componentes hardware necesarios para el 
funcionamiento del vehículo son: 
• Motor: se proporciona un servicio que simula un motor estándar de un solo eje y sin dirección. 
Para  realizar  los  giros  es  necesario  aplicar  distintas  potencias  a  cada  una  de  las  ruedas  por 
separado, algo que en los vehículos corrientes no es así, ya que poseen un eje directriz. Por ello se 




algún objeto que  se  interponga en  su  trayectoria y devolver  la distancia a  la que  se encuentra 
dicho objeto. 
 
• GPS:  en  el  paquete  ofrecido  por  RUC,  también  se  encuentra  un  servicio  que  simula  un  GPS, 
aunque dicho GPS no posee  los mapas por  los cuales el vehículo va a circular. El GPS es de gran 







• Sensores de  impacto: el vehículo de RUC posee cinco sensores de  impacto, uno en cada  lateral, 
otro en  la parte delantera, uno más en  la parte trasera y, por último, un quinto en el techo del 
vehículo. Estos sensores informarán de cualquier impacto si se ha producido en su zona, tanto de 
manera  interna  en  el  código,  como  de  manera  visual  mostrándose  en  rojo  en  el  interfaz 
suministrado por RUC y deteniendo el vehículo en ese mismo momento. 
 
• Cámaras web:  se suministran  servicios para simular dos cámaras web situadas en  los extremos 




ofrece  la  competición  Robochamps  y  que  ayuda  a  centrarse  en  lo  verdaderamente  importante  para  este 
proyecto, que es la creación de un sistema autónomo de control de un vehículo. 

























Más  concretamente,  la  robótica  se  encarga  de  transformar  el mundo  real mediante  un  estado  de 
entrada y obtener un estado de salida. Esta transformación se consigue mediante la utilización de elementos 






estos procesos en cada una de estas arquitecturas,  siempre  se  tienen en cuenta estas variables ya que de 
ellas depende el buen funcionamiento de un robot. 
Los robots son usados en diversas aplicaciones, desde aplicaciones pedagógicas hasta las aplicaciones 
más  industriales  como  pueden  ser  los  brazos  robóticos  de  las  cadenas  de montaje  de  automóviles.  Cada 
aplicación posee su propio conjunto de problemas y su conjunto de  requerimientos. Mientras que algunos 
robots se orientan más a mostrar novedades y evolución en esta disciplina,  la  introducción de  los robots en 
las factorías es lo que realmente ha tenido un impacto considerable de la robótica en el mundo actual, si bien, 
este tipo de robots no son los que trataremos en este proyecto (McKerrow, 1991). 
2.2.‐ HISTORIA  DE  LA ROBÓTICA 
Por  siglos,  el  ser  humano  ha  construido  máquinas  que  imitan  las  partes  del  cuerpo  humano.  Los 
antiguos egipcios unieron brazos mecánicos a  las estatuas de sus dioses. Estos brazos  fueron operados por 
sacerdotes,  quienes  clamaban  que  el  movimiento  de  estos  era  inspiración  de  sus  dioses.  Los  griegos 
construyeron  estatuas  que  operaban  con  sistemas  hidráulicos,  los  cuales  se  utilizaban  para  fascinar  a  los 
adoradores de los templos. 
El inicio de la robótica actual puede fijarse en la industria textil del siglo XVIII, cuando Joseph Jacquard 
inventa  en  1801  una  máquina  textil  programable  mediante  tarjetas  perforadas.  La  revolución  industrial 
impulsó  el  desarrollo  de  estos  agentes  mecánicos,  entre  los  cuales  se  destacaron  el  torno  mecánico 









de hacer dibujos. Una serie de  levas se utilizaban como  ' el programa  ' para el dispositivo en el proceso de 





máquinas dañinas y amenazadoras. La palabra checa  'Robota' significa servidumbre o  trabajador  forzado, y 
cuando se tradujo a inglés se convirtió en el término robot. 
Entre  los  escritores  de  ciencia  ficción,  Isaac  Asimov  contribuyó  con  varias  narraciones  relativas  a 
robots,  comenzó  en  1939,  a  él  se  le  atribuye  popularizar  el  término  “Robótica”.  La  imagen  de  robot  que 














El  desarrollo  en  la  tecnología,  donde  se  incluyen  las  poderosas  computadoras  electrónicas,  los 
actuadores de  control  retroalimentados,  transmisión de potencia  a  través de engranes,  y  la  tecnología  en 
sensores  han  contribuido  a  flexibilizar  los  mecanismos  autómatas  para  desempeñar  tareas  dentro  de  la 
industria. Son varios los factores que intervienen para que se desarrollaran los primeros robots en la década 




de  Devol.  También  en  ese  año  aparecen  las  primeras  computadoras:  J.  Presper  Eckert  y  John  Maulchy 
construyeron el ENAC en  la Universidad de Pensilvania y  la primera máquina digital de propósito general se 
desarrolla  en  el MIT.  En  1954,  Devol  diseña  el  primer  robot  programable  y  acuña  el  término  "autómata 










Technology  (MIT), el Stanford Research  Institute  (SRI) y en  la universidad de Edimburgo. Poco después  los 
japoneses que anteriormente importaban su tecnología robótica, se sitúan como pioneros del mercado. 
Otros desarrollos Importantes en la historia de la robótica fueron: 
En 1960 se  introdujo el primer robot "Unimate'', basada en  la transferencia de artículos. Utilizan  los 
principios de control numérico para el control de manipulador y era un robot de transmisión hidráulica. 















aquellos  que  son  capaces  de  desenvolverse  por  sí  mismos  en  entornos  desconocidos  y  parcialmente 
cambiantes sin necesidad de supervisión. 
El primer robot móvil de la historia, pese a sus muy limitadas capacidades, fue Electro‐Light‐Sensitive 











En  los  setenta,  la NASA  inicio  un  programa  de  cooperación  con  el  Jet  Propulsión  Laboratory  para 
desarrollar plataformas capaces de explorar terrenos hostiles. El primer fruto de esta alianza seria el MARS‐
ROVER,  que  estaba  equipado  con  un  brazo  mecánico  tipo  STANFORD,  un  dispositivo  telemétrico  láser, 
cámaras estéreo y sensores de proximidad. 
En los ochenta aparece el CART del SRI que trabaja con procesado de imagen estéreo, más una cámara 










2.3.‐ ¿QUÉ ES  UN  ROBOT?  























Es  cierto,  como  acabamos  de  observar,  que  los  robots  son  difíciles  de  definir.  Sin  embargo,  no  es 
necesariamente un problema el que no esté todo el mundo de acuerdo sobre su definición. Quizás, Joseph 











Uno de  los tipos de robots más comunes en  la sociedad actual son  los brazos robóticos  industriales. 
Estos brazos robóticos, ya sean autónomos o movidos por un ser humano son muy útiles a la hora de realizar 
tareas  y  sobre  todo  tareas  repetitivas  donde  el  ser  humano  puede  perder  eficiencia  debido  al  cansancio. 













robot a partir de  la adquisición y  tratamiento de  la  información  sensorial y del objetivo u objetivos que  le 
hayan sido indicados (Lope, 2006). 




Algunos  autores,  en  vez  de  hablar  de  arquitecturas,  se  refieren  a  este  campo  como  “paradigma” 
(Murphy, 2000). Según Robin Murphy, un paradigma es “una  filosofía o conjunto de hipótesis y/o  técnicas 




Las  arquitecturas  de  control  poseen  una  serie  de  características  comunes  que  deben  cumplir  para 









Estas  características  hacen  que  el  robot  consiga  un  dinamismo  tal,  que  gracias  a  él  será  capaz  de 
aprender y desenvolverse de manera idónea en un entorno a priori desconocido. 
Otro punto a comentar es  la elección de unas arquitectura u otra  la cual y, como bien  indica Ramón 
Ignacio  Barber  Castaño  en  su  tesis  doctoral  (2000),  “depende  enteramente  de  la  comparación  de  ambas 
filosofías  bajo  el  marco  de  una  tarea  determinada,  del  entorno  y  de  las  capacidades  computacionales  y 
sensoriales del robot”. Por lo que no existe una normativa o regla en la que se marqué qué arquitecturas hay 




Por  la  relación  de  tres  elementos  comúnmente  conocidos  en  robótica:  detección‐planificación‐
actuación.   Como su propio nombre  indica,  las  funciones de un robot se dividen en tres partes. En  la parte 
detección, los sensores recogen los datos del entorno. El apartado de planificación se encarga de decidir qué 






Por  la manera en que  la  información recibida de  los sensores es procesada y distribuida a través del 
sistema: o cuanto afecta al humano, animal o máquina  lo que recibe por  los sensores. Es decir,  la reacción 
que se ofrece cuando se recibe información del exterior por medio de los sensores. 
Teniendo en cuenta esta división creada por Robin Murphy, existen tres paradigmas sobre los que se 
basan  las  arquitecturas  actuales:  paradigma  jerárquico  (deliberativo,  planificado),  paradigma  reactivo  y, 





































con  un  “planning”  definido  previamente  el  cual  indicará  al  robot  qué  debe  hacer  para  lograr  alcanzar  el 




 Las desventajas mostradas por  este  tipo  de  arquitecturas  son  lentitud  en  el procesamiento de  las 










Un  ejemplo  de  arquitectura  deliberativa,  jerárquica  o  planificada  es  la  arquitectura Nasa  Standard 
Reference Model (NASREM). 
Esta arquitectura creada por James S. Albus representó la culminación de 15 años de trabajo por parte 
del National  Institute of Standards and Techonolgy (NIST) en  la  investigación de  los sistemas en tiempo real 








y  evaluar  el  entorno  que  rodea  al  sistema.  El  modelo  de  mundo  es  el  mejor  sistema  de  estimación  y 

































se  estructura  de  forma  vertical.  Bajo  esta  descomposición  vertical,  un  agente  comienza  con  primitivos 
comportamientos de supervivencia y evoluciona a nuevos tipos de comportamiento, desde  los más simples 
hasta  los más avanzados. Cada uno de estos comportamientos tiene acceso  independiente a  los sensores y 
actuadores,  de  manera  que,  si  algo  sucede  con  los  comportamientos  avanzados,  los  básicos  seguirán 
funcionando de manera correcta (Murphy, 2000).  
De manera  concreta,  a  la  hora  de  realizar  un  sistema  robótico  operativo,  los  comportamientos  se 
realizan  en  capas  que  son  independientes  y  que,  como  se  ha  comentado,  tienen  acceso  a  los  sensores  y 
actuadores. 
Al  principio  se  dudaba  de  la  eficacia  de  este  paradigma.  Los  usuarios  de  robótica  no  estaban 
conformes  con  la  imprecisa  manera  en  la  que  los  comportamientos  discretos  se  combinaban  con  los 
comportamientos  más  potentes.  Finalmente,  los  rápidos  tiempos  de  ejecución  asociado  a  unos 


















Llegados a este punto y, una vez que  se ha  introducido el paradigma  reactivo, es obligatorio  tratar 
sobre la arquitectura que más se ajusta a este paradigma, la arquitectura de subsunción de Rodney Brooks. 
Rodney Brooks desarrolló esta arquitectura a mediados de los ochenta en el MIT argumentando que el 
paradigma  jerárquico  y  sus  arquitecturas  evolucionaban  en  detrimento  de  la  construcción  de  robots  de 
trabajo  reales. Decía que  la construcción de modelos de mundo y  razonamientos usando  representaciones 
simbólicas del  conocimiento era un  impedimento para el  tiempo de  respuesta de un  robot y  llevaba a  los 
investigadores de robótica por el camino equivocado (Arkin, 1999). 
Según (Murphy, 2000), la arquitectura de subsunción de Rodney Brooks es la arquitectura basada en el 
paradigma  reactivo más  influyente  en  el mundo  de  la  robótica.  En  parte,  esta  influencia  fue  debida  a  la 




El  termino comportamiento en  la arquitectura de  subsunción de Brooks  tiene un  significado menos 
preciso que en otras arquitecturas. Un comportamiento es una red de módulos de actuación y  detección que 







acciones  para  la  consecución  de  metas.  Cada  capa  puede  ser  vista  como  un  comportamiento 
abstracto para una tarea en particular. 
 
• Los  módulos  que  están  en  capas  altas  pueden  ser  sobrescribir  o  suprimir  la  salida  por 





• Se  evita  el  uso  de  estados  internos.  Se  entiende  estado  interno  como  cualquier  tipo  de 














Hacia finales de  los ochenta,  la tendencia en  inteligencia artificial de robots era diseñar y programar 
basándose en el paradigma reactivo. Pero el coste de aplicar el paradigma reactivo era que debías eliminar la 
planificación o cualquier otra función que involucrara memorizar o razonar sobre el estado global del robot en 
relación  a  su  entorno.  Esto  significa  que  un  robot  no  podría  planear  una  ruta  optima,  crear  mapas, 




debía perder en gran  logro que supuso el paradigma reactivo  (Murphy, 2000). Además,  la búsqueda de  los 
paradigmas  robóticos  es  emular  los  comportamientos  humanos  que  encontramos  a  diario,  esto  es,  era 
imprescindible contar con un sistema reactivo (Arkin, 1999). 
Debido,  principalmente  a  estas  razones  expuestas  arriba,  se  hizo  necesaria  la  creación  de  un 
paradigma híbrido. 
El  actual  pensamiento  de  la  comunidad  robótica  es  que  el  paradigma  híbrido  es  la mejor  solución 























• Jerarquías  de  estado:  usan  el  conocimiento  del  estado  del  robot  para  distinguir  entre 
comportamientos  reactivos  y  actividades deliberativas.  Los  comportamientos  reactivos  se  ven  sin 
estado y funciones solo de presente. Las funciones deliberativas pueden ser divididas entre las que 
necesitas  un  conocimiento  de  un  estado  pasado,  anterior  y  las  funciones  que  requieren 
conocimiento de un estado futuro. 
• Estilos orientados al modelo: Se caracterizan por que  los comportamientos  tienen acceso a partes 
del modelo de mundo. 
2.4.4.‐ ARQUITECTURAS APLICADAS AL PROYECTO 





















2.5.‐ LA ROBÓTICA  COGNITIVA  
La  palabra  cognición  corresponde  a  una  etimología  latina  de  los  términos  conocimiento  y  conocer. 
Según el diccionario de  la Real Academia Española, conocer es “averiguar por el ejercicio de  las  facultades 
intelectuales,  la  naturaleza,  cualidades  y  relaciones  de  las  cosas”1.  Obviamente  debemos  aplicar  esta 
definición  al  área  de  los  robots  y  lograr  que  dichas  máquinas  logren  actuar  de  manera  simulada  como 
humanos en el proceso del conocimiento. 
Según Neisser (1976), cualquier cosa que conozcamos acerca de la realidad, tiene que ser mediada, no 






robótica,  los sensores,  laser y otros componentes que analizan el entorno serán  los que proporcionen esta 
sensación a los robots.  
La percepción consiste en organizar e interpretar esa información que se ha captado con anterioridad. 
Nuevamente,  si  aplicamos  este  proceso  cognitivo  a  la  robótica  vemos  que  el  robot  debe  ser  capaz  de 
entender la información que se ha captado en los elementos que nos proporcionan datos del entorno.  
La  atención  o  concentración  es  la  capacidad  que  permite  centrarse  en  la  información  que  en  ese 
momento se considere primaria durante un espacio de tiempo. Un robot deberá saber qué es más importante 
en cada momento para  lograr reaccionar de manera satisfactoria a  los estímulos recibidos del exterior, por 
ejemplo, un posible  impacto con una  farola a 10 metros o un semáforo en  rojo a 2 metros. Mediante este 
proceso el  robot, aunque capte el  impacto a 10 metros debe  saber que  la prioridad está en no  saltarse el 
semáforo en rojo y se debe detener.  
La memoria es el proceso por el cual se es capaz de recuperar información almacenada en un pasado y 
reutilizarla  en  el  presente,  de  manera  que  no  es  necesario  aprender  dos  veces  lo  mismo.  Aplicado  este 
proceso  a  un  robot,  la  máquina  debe  ser  capaz  de  memorizar  ciertos  elementos  o  situaciones  que  han 
sucedido  para  poder  elaborar  un  proceso  de  selección  en  el  caso  de  que  se  encuentre  en  una  situación 
parecida o incluso exacta. 




Por todo ello,  la  investigación en robótica cognitiva se centra en proporcionar a  los robots funciones 
cognitivas superiores que les permita razonar, actuar y percibir de manera robusta en entornos desconocidos 
y cambiantes. Se dice que esta rama de  la robótica  intenta  lograr que  los robots adquieran una consciencia 
artificial,  algo  que  los  humanos  poseemos  de  manera  innata  y  que  se  corresponde  con  un  conjunto  de 
procesos cognitivos. La consciencia se refiere al conocimiento de uno mismo, conocimiento de su situación en 

































el  robot no sabe qué es una curva, o qué es un grado de giro,  todo debe conocerlo para poder  reaccionar 
correctamente. El robot, tomando el anterior caso como ejemplo, recogerá los datos obtenidos de las líneas 
que  le  indican qué situación  tiene  la carretera. Analizando esas  líneas obtendrá el patrón que actualmente 
está siguiendo  la carretera (recta, curva, etc.). Desgraciadamente el robot no puede anticipar una curva con 







el  proyecto.  El  objetivo  principal,  como  se  ha  comentado,  es  el  de  incorporar  procesos  que  los  humanos 
realizamos a diario y de manera natural, instintiva,  en un robot que no conoce nada de dichos procesos y que 

















de movimiento,  ya  sea  por  ruedas,  piernas  u  otro  sistema  de  locomoción,  que  posee  un  cierto  grado  de 
autonomía.  
Más concretamente,  la propiedad de autonomía que, se puede decir, es el concepto  introducido en 





Estos  robots  los  encontramos  en  varias  áreas  como  sistemas  de  manufactura,  automatización  de 
sistemas  de  oficina,  mantenimientos  de  sistemas  y  sistemas  de  seguridad,  y  por  supuesto,  se  siguen 
extendiendo. 




dispone de múltiples  soluciones. Muchas de ellas están basadas en  recursos que  intentan asemejar  lo que 
existe  en  la  vida  real,  es  decir,  sistemas  de  movimiento  mediante  piernas,  patas,  etc.  Encontramos  una 
excepción, la cual no es un recurso biológico, sino que es un recurso inventado por el hombre, la rueda. 

























La  cinemática es el estudio más básico de  cómo  se  comportan  los  sistemas mecánicos. En  robótica 
móvil  necesitamos  entender  el  comportamiento  de  un  mecanismo  robótico  para  realizar  robots  que  se 
ajusten al máximo a  las  tareas que en un  futuro van a  realizar y para entender cómo crear el software de 
control para dicho robot. 
Cuando  analizamos  la  cinemática  de  un  robot  móvil  principalmente  estamos  hablando  de  robots 
móviles  equipados  con  ruedas.  El proceso de  comprensión  de  la  cinemática de un  robot  comienza  con  el 
proceso  de  descripción  de  la  contribución  de  cada  rueda  al  movimiento.  Cada  rueda  juega  un  rol  en  el 
movimiento de un robot móvil y a su vez tiene sus restricciones a la hora de mover la máquina. 














Los  sensores  exteroceptivos  adquieren  información  del  entorno  del  robot,  como  puede  ser  la 
intensidad de la luz, la amplitud del sonido entre otros. 
Los sensores pasivos se encargan de medir  la energía ambiental que entra en  los sensores, esto es, 
mediciones  de  variables  ambientales  que  se  encuentran  en  el  entorno  del  robot  como  pueden  ser 
temperatura, sonidos (mediante un micrófono), etc.… 
Lo  sensores  activos  emiten  energía  al  entorno  para  provocar  una  reacción  del  entorno  y  tomar  la 












adivinar, el  sistema de  localización de un  robot  se encarga de detectar  la posición global y  relativa que el 
robot tiene en ese momento. Por supuesto, para este fin el robot debe ayudarse de sensores y demás soporte 





Hasta  ahora,  hemos  tratado  apartados  que  estaban  enfocados  a  elementos  del  robot,  elementos 
físicos o externos. En la planificación y navegación vamos a entrar en la parte cognitiva del sistema del robot. 































interpretación  perceptual.  Una  manera  de  construir  este  objetivo  podría  ser  el  desarrollo  de  un  diseño 
personalizado de una aplicación específica. Esta solución podría ser válida cuando se trata con robots sencillos 
pero si tratamos con robots avanzados, la solución descrita se queda corta (Siegwart, y otros, 2004). 
Existen  dos  tipos  de  navegación  que  se  pueden  diferenciar,  navegación  global  y  navegación  local. 
Como su nombre indica, la navegación global consiste en la recreación de rutas por las que el vehículo, robot 
o sistema debe pasar para llegar desde el punto A en el que se encuentra en este mismo hasta instante hasta 
el punto objetivo B pasando por una  cantidad de puntos variables. Esta navegación no  tiene en  cuenta  la 
posibilidad  de  encontrar  posibles  obstáculos  o  interrupciones,  simplemente  se  encarga  de  suministrar  la 
información acerca del camino óptimo para alcanzar la meta. 
Este  tipo  de  navegación  es  extremadamente  eficaz  cuando  se  está  ante  un  entorno  totalmente 
conocido, ya sea por mapa o por otro  tipo de  información. Si se conocen  todos  los elementos que pueden 
interferir en el camino de nuestro vehículo, el sistema de navegación global creará una ruta óptima evitando 
todo obstáculo que se conozca. 
Por  otro  lado,  la  navegación  local  está  enfocada  al  control  en  cada  momento  del  vehículo.  Esta 
navegación sí que tiene en cuenta los posibles obstáculos o cambios de ruta que se deban realizar de manera 






















de navegar  localmente es  la de  los semáforos,  los cuales se comprueban siempre antes de tomar cualquier 
otra decisión. Una vez comprobado que el semáforo no nos impide el paso, se continúa con la gestión de los 
datos y la toma de decisiones. 















que hay en ellas para obtener  información. Para un ordenador,  la parte de captación de  imágenes ya está 
hecha.  Tan  solo  debemos  utilizar  el  hardware  deseado  para  capturar  imágenes  (cámaras  web,  cámaras 
digitales, videocámaras,…) y una vez obtenidas estas  imágenes, debemos realizar  la parte de procesamiento 
de imágenes, aunque esta fase es una ardua tarea. 
Para  que  el  ordenador  pueda  procesar  la  información  contenida  en  la  imagen  se  debe  facilitar  el 



















• Segmentación:  el  siguiente  paso  a  realizar  es  la  segmentación.  Básicamente,  la  segmentación  se 
encarga de dividir la imagen en las partes u objetos que la constituyen. Generalmente, este proceso 
es  uno  de  los  más  complejos  que  existen  en  visión  artificial  aparte  de  ser  un  proceso  bastante 





datos que contiene  la  frontera de  la región o  los puntos de  la misma. En este momento se deben 





o Representación por  frontera:  Es posible  segmentar una  imagen en  regiones a  través de  la 
detección  de  la  frontera  de  cada  región  para  las  cuales  existe  un  cambio  significativo  de 
atributos a ambos lados de la frontera. Esta representación es apropiada cuando el objetivo 
se  centra  en  las  características  de  la  forma  externa  como  concavidades,  esquinas  o 
convexidades. 
 
o Representación por  regiones: Esta  representación es  la más  simple de  todas y  consiste en 
agrupar  los  pixeles  vecinos  con  amplitud  similar  para  finalmente  acabar  formando  una 




cuantitativa que  sea  interesante o  rasgos que  sean básicos a  la hora de diferenciar objetos. Es  la 





















Dichas  imágenes son  las que  las cámaras simuladas se encargan de capturar del mundo virtual y por 
ello  estás  imágenes  sintéticas  carecen  de  algunos  obstáculos  que,  de  ser  imágenes  de  un  mundo  real, 


























Para  el  ámbito  del  proyecto,  algunos  de  estos  elementos  no  son  necesarios.  Por  ejemplo,  no 
disponemos  de  una  tarjeta  de  adquisición  de  imagen  ya  que  la  imagen  capturada  por  nuestras  cámaras 
(sensores ópticos) ya están digitalizadas y en un formato que el ordenador puede comprender.  
2.8.‐ HERRAMIENTAS  UTILIZADAS 
En  este  apartado  se  va  a  describir  las  aplicaciones  y  herramientas  básicas  en  la  realización  del 
proyecto. 
2.8.1.‐  MICROSOFT ROBOTICS DEVELOPER STUDIO 












Esta herramienta está enfocada  tanto para profesionales del  sector  con un nivel muy avanzado de 
conocimientos  como  para  nuevos  estudiantes  que  se  quieran  embarcar  en  el mundo  de  la  robótica  y  no 
dispongan del hardware necesario para  realizar una  investigación concreta. En este  sentido, MRDS es muy 
versátil  y,  una  vez  superado  el  periodo  de  aprendizaje,  se  pueden  lograr  grandes  resultados  sin  que  el 
problema sea una gran complicación. 
Para  lograr  estos  objetivos  descritos, MRDS  ofrece  una  serie  de  herramientas  que  nos  facilitan  el 
trabajo. 
MRDS  contiene  servicios  en  tiempo  de  ejecución  (runtime),  gracias  a  que  utiliza  la  biblioteca 
Concurrency and Cordination Runtime (CCR) con la cual es posible le realización de aplicaciones asíncronas. El 







visual. En vez de programar de  la manera habitual,  línea  tras  línea, MVPL propone otra manera, distinta y 






Su utilización dentro de este proyecto  se ha  limitado  a  razones de  aprendizaje  y de  realización de 
pruebas  a  nivel  básico  para  lograr  un  conocimiento  en  lo  que  se  refiere  a  servicios  ya  que  al  ser 
completamente visual es más fácilmente asimilable para una persona sin conocimientos en este campo. 
2.8.3.‐ MICROSOFT VISUAL SIMULATION ENVIRONMENT 
MRDS  tiene como objetivo el  llegar a una gran cantidad de usuarios,  tanto profesionales y expertos 
como  personas  que  desean  iniciarse  en  el  mundo  de  la  robótica.  Uno  de  los  grandes  aspectos  que 
contribuyen a esta adaptación tan grande es Microsoft Visual Simulation Environment (MVSL). 
El MVSL es un entorno de simulación, es decir, como si de un  juego se  tratara, en MRDS es posible 
simular  cualquier  tipo de entorno en  tres dimensiones, desde  ciudades,  casas hasta  lugares  imaginarios o 
ficticios, todo ello con las reglas físicas que el usuario desee. 
Como  se  ha  comentado  con  anterioridad,  MVSL  está  diseñado  de  tal  manera  que  satisface  las 
exigencias de  los usuarios más avanzados y, al mismo  tiempo, permite al usuario  con poca experiencia de 
programación acceder de una manera sencilla a un entorno virtual. La integración de Ageia PhysX2 permite la 





















MSVS  soporta  lenguajes  como  Visual  Basic,  Visual  C++,  Visual  C#  y  Visual  J#  y  dichos  lenguajes 






.NET Framework es un componente  integral de Windows que admite  la creación y  la ejecución de  la 



































desde  las  tradicionales herramientas de  interfaz gráfica de usuario  (GUI) o de  línea de comandos hasta  las 






lo que, utilizando MSVS  como editor, obtienes  se obtiene una  gran  cantidad de  ventajas,  como plantillas, 
facilidad a la hora de depurar y asistentes para código, entre otras. 
La  sintaxis de C# es muy expresiva, pero  también es  sencilla  y  fácil de  aprender.  La  sintaxis de C# 
basada en signos de  llave podrá ser reconocida  inmediatamente por cualquier persona  familiarizada con C, 
C++ o Java ya que reutiliza muchos aspectos del código C. 
La sintaxis de C# simplifica muchas de las complejidades de C++ y proporciona características eficaces 
tales  como  tipos  de  valores  que  admiten  valores NULL,  enumeraciones,  delegados,  expresiones  lambda  y 
acceso  directo  a memoria.  C#  admite métodos  y  tipos  genéricos,  que  proporcionan mayor  rendimiento  y 













manera  sencilla  y  rápida.  La  versión  utilizada  es  la  1.7.0  ya  que  es  la  última  versión  estable  y  se  puede 
conseguir desde su página oficial3, donde además se puede obtener  información variada acerca de la librería 
y del autor. La librería está desarrollada en C# y con el objetivo de ser utilizada en ese mismo lenguaje. 


















3.1.‐ CICLO  DE  VIDA  DEL  SOFTWARE 
El ciclo de vida de un software cualquiera es, según podemos encontrar en  la norma The  Institute of 
Electrical and Electronics Engineers (IEEE) 1074, como “aproximación lógica a la adquisición, el suministro, el 
desarrollo,  la  explotación  y  el  mantenimiento  del  software”.  Mientras  que  la  norma    International 
Organization  for Standardization  (ISO) 12207‐1 entiende un ciclo de vida del  software como “un marco de 
referencia que contiene los procesos, las actividades y las tareas involucradas en el desarrollo, la explotación 
y  el  mantenimiento  de  un  producto  software,  abarcando  la  vida  del  sistema  desde  la  definición  de  los 
requisitos hasta la finalización de su uso”. 
Ambas  consideran  una  actividad  como  un  conjunto  de  tareas  y  una  tarea  como  una  acción  que 
transforma entradas en salidas. 
Introducido lo que un ciclo de vida significa, existen varios modelos de ciclo de vida. Cada uno posee 






obvias,  puesto  que  el  propósito  del  mismo  no  es  realizar  un  software  completamente  funcional  sino 







prescribe  como  realizar  ninguno  de  los  procesos  mostrados  en  la  figura.  Simplemente  muestra  una 
organización  posible  a  la  hora  de  realizar  un  software  completo.  Así  mismo,  estos  procesos  son  los 
recomendados o mostrados por  la norma  ISO 12207‐1. La norma  IEEE 1074 tiene sus propios procesos y su 
propia organización que puede diferir o no de la mostrada en la norma ISO 12207‐1. 
En  el  ámbito  del  proyecto  habrá  procesos  que  no  se  realizaran  o  que  se  saltarán.  Procesos  como 
adquisición,  suministro,  formación, mejora… no  serán  realizados en este  software puesto que  se  salen del 
propósito  principal  de  este  proyecto.  Por  ello,  y  para  no  desviarnos  de  nuestro  ámbito  se  comentaran 
brevemente los procesos que se realizarán en este proyecto. 
PROCESO DE DESARROLLO 














• Diseño de  la arquitectura del sistema: se establece  la arquitectura de alto nivel,  la cual  identificará 






• Diseño  detallado  del  software:  se  realiza  un  diseño  detallado  para  cada  componente  software, 
incluidas las bases de datos. 
• Codificación  y  pruebas  del  software:  se  desarrollan  y  se  documentan  los  distintos  componentes 
software  y  las  bases  de  datos.  Posteriormente  se  prueba  cada  uno  de  ellos  para  asegurar  que 
satisfacen los requisitos. 
• Integración  del  software:  se  integran  los  componentes  del  software  y  se  prueban  según  sea 
necesario. 
• Prueba  del  software:  el  desarrollador  lleva  a  cabo  la  prueba  de  cualificación  en  función  de  los 
requisitos especificados. 







Al  igual que  el  resto de procesos,  las  tareas descritas  en  el proceso de desarrollo no  se  realizaran 









































Se  lleva a cabo  la planificación de  la siguiente  iteración en el ciclo de vida y se prepara para volver a 
empezar de nuevo con el ciclo. 




Este modelo  reconoce  explícitamente  las  diferentes  alternativas  para  alcanzar  los  objetivos  de  un 
proyecto,  identifica  los  riesgos  asociados  con  cada  una  de  las  alternativas  y  las  diferentes  maneras  de 
resolverlos, divide el proyecto en ciclos,  lo que  implica que existe un acuerdo para  los cambios a realizar o 
para  terminar dicho proyecto en  función de  lo aprendido en  su desarrollo y  se adapta a  cualquier  tipo de 
actividad incluso en algunas en las que no existen otros métodos. 









herramientas  de  trabajo  y  a  la  creación  de  pequeños  ejemplos  que  aumentasen  en  complejidad 
paulatinamente y a su vez que se encontraran nuevos desafíos y problemas que, al  final del proyecto 
pueden parecer sencillos, pero que para un aprendiz pueden resultar bastante complejos. 
Una  vez  estudiado  las  herramientas  con  las  que  se  iba  a  trabajar,  era  necesario  conocer qué 
ofrecía RUC, qué nos proporcionaba y qué no. Es de vital importancia conocer el entorno donde se va a 










Una  vez  finalizado,  o  en  otras  palabras,  una  vez  que  ya  se  ha  terminado  el  apartado  de 
“formación”, se comenzó con  lo que es el proyecto propiamente dicho. A partir de este momento se 
intentó seguir una estructura de prototipos para ceñirse al ciclo de vida elegido lo máximo posible. Para 
ello,  se  procuró  ir  realizando  pequeñas  tareas  y  una  vez  realizadas,  obtener  información  valiosa 
mediante las pruebas a las que se sometía ese prototipo. Con el resultado de esas pruebas, obtener los 








enfoque  híbrido.  Los  cinco  prototipos  creados  en  torno  al  enfoque  reactivo  son  debidos  a  que  los 
primeros de ellos sirvieron de toma de contacto, para saber cómo reaccionaba el sistema, como ofrecía 
los  datos,  etc.  Finalmente  el  quinto  prototipo  mostró  de  manera  clara  la  necesidad  un  cambio 
importante de filosofía. 
A pesar de  la diferencia en el número de prototipos entre ambos enfoques, el  tiempo que  se 
utilizó para cada uno de los enfoques es similar. De manera muy general, la primera etapa se utilizó para 
desarrollar  el  sistema  de  análisis  de  imágenes  y  obtención  de  información  de  las  mismas,  aunque 










































• El producto  incorpora un sistema de toma de decisiones en base a  la  información obtenida por  las 
cámaras del vehículo y los láseres de aproximación. 
 
• El producto  también  incorpora un  sistema de ejecución de acciones que  indica  lo que el vehículo 
hará y como se comportará. 
 
• Se hace uso de  las metodologías estudiadas en el  campo de  la  robótica y más  concretamente,  la 


































El  proyecto,  debido  a  su  gran  amplitud  posee  una  serie  de  restricciones  para  que,  en  el  tiempo 
estimado, fuera posible su realización: 


















La  restricción más  importante en este  tema se encuentra en el hardware gráfico el cual debe  tener 
una potencia considerable siendo compatible con DirectX 9.0c4 y, si es posible, con la tecnología Ageia PhysX. 
Además el consumo de memoria RAM también es considerable por  lo que se recomienda tener mínimo un 














planteado  en  el  apartado de  análisis. Para  ello,  se  intenta  aportar  todo  tipo de  recursos  tales  como 
diagramas e imágenes para ver de una manera clara y concisa el funcionamiento del sistema. 
Hasta ahora hemos delimitado el qué vamos a hacer, qué  se desea  conseguir  con este proyecto. A 
partir de este punto, se explica cómo se va a realizar el proyecto para la consecución de las metas. 





• El  vehículo:  El  vehículo  es  el  que  contiene  todos  los  elementos  virtuales  que  nos  prestaran  la 
información  para  poder  conducirlo  de  manera  correcta.  Sin  estos  elementos  sería  imposible  la 
realización del mismo. 
 
• Sistema  de  gestión  de  imágenes:  este  sistema  es  el  encargado  de  gestionar  las  imágenes  que 
capturan las webcams. Desde la solicitud del frame que en ese instante está gestionando  la cámara 
hasta guardar una muestra válida con  la  información necesaria para  la toma de decisiones. En ese 
proceso también se  incluye el tratamiento de  la  imagen de manera que ayude a obtener  los datos 
que  nos  interesan  de  una manera más  clara,  el  proceso  de  búsqueda  de  esos  datos  que  son  de 
interés y la obtención de datos derivados de los obtenidos en la gestión anterior. 
 




















































suciedad como podría pasar en un mundo  real. Las  imágenes  son muchas más nítidas  lo que nos 
permite actuar de una manera más restrictiva  teniendo en cuenta menos variables 
 




• Entrada:  Este  módulo  tiene  como  entrada  las  imágenes  capturadas  por  las  webcams  que  están 
situadas en el vehículo. Dichas  imágenes son solicitadas por este   módulo para su  tratamiento. El 
lanzamiento  de  estas  peticiones  no  se  realiza  aleatoriamente,  sino  que  se  controla  con  un  reloj 
interno. 
 
• Proceso: en resumen, como se ha comentado anteriormente, este módulo se encarga de  tratar  la 
imagen, buscar los datos interesantes para el modulo de toma de decisiones y guardar dichos datos. 
 
Pero más  concretamente,  una  vez  que  se  recibe  la  imagen  de  la webcam,  comienza  su 
tratamiento. En un primer momento se busca por la imagen la posible existencia de semáforos. Esto 










tan solo una operación, un resultado  totalmente válido para  la obtención de  los datos necesarios. 
Más adelante se detallará el funcionamiento de este filtro. 
 
  Una vez aplicado el  filtro comienza el proceso de búsqueda de  los datos que a posteriori 
servirán para tomar  las decisiones. En esta búsqueda de datos principalmente se  intentan obtener 
referencias válidas para guiar al vehículo por el carril, en este caso, las líneas que delimitan el carril. 




















• Entrada:  la entrada de este modulo  se debe dividir en dos partes ya que,  según el desarrollo del 
proyecto,  se  cambió  a medida  que  se  avanzaba  en  el mismo.  El  cambio  de  entrada  radica  en  la 




arquitectura  deliberativa  y  la  entrada  de  este  módulo  pasó  a  ser  un  conjunto  de  datos  que 
representaban  los datos obtenidos de analizar varias  imágenes suministradas por  las webcams con 
los cuales deliberar qué acción debe realizar el vehículo. 
 
















se  establece,  y  las  analiza. Una  vez  reconocido  sus  datos,  comienza  el  proceso  de  decisión  que 
dependerá de múltiples factores. Uno de estos factores es la máquina de estados, ya que el vehículo 
entrará en distintos estados dependiendo de  la situación y  lo que  los datos  indiquen. Los posibles 
estados  se  estudiaran más  adelante  con  la  ayuda de un  gráfico.  Teniendo  en  cuenta  la  situación 
actual del vehículo y la situación futura que muestran los datos obtenidos, se toma la decisión que el 




se procede a ejecutar  la orden, que simplemente es un mensaje al motor del vehículo  indicando  la 
potencia que debe aplicar sobre las ruedas. 
 
• Salida:  la  salida  es  la misma  ya  sea  en  la  etapa  del  enfoque  reactivo  o  en  la  etapa  del  enfoque 






















o  carecen  de  sentido,  simplemente  se  dedica  a  tomar  decisiones  con  los  datos  obtenidos  en  ese mismo 
instante. 
Por  lo  que,  teniendo  cuenta  lo  comentado,  era  cuestión  de  tiempo  que  el  vehículo,  en  alguna 
situación, ya fuera extrema o de total normalidad, realizara acciones que no fueran en concordancia con  la 
situación  real  del  entorno.  Por  ello,  realizando  las  pruebas  se  observaban  comportamientos  extraños, 
erróneos. El índice de éxito en las pruebas era bajo, ya que casi siempre se encontraba con algunos datos que 











se están  leyendo en este momento  son datos  fiables y que  siguen un patrón o por el  contrario  son datos 
inválidos de una situación que se ha dado de manera casual en ese preciso instante. Con la inclusión de esta 
parte deliberativa y transformando el sistema a un sistema híbrido el aumento de fiabilidad se hizo notable 
desde  la primera ejecución. Tan solo había que perfeccionar  la novedad que se había  incluido y el sistema 
lograría comprender las situaciones a las que el vehículo se enfrenta. 
Además de  incluir datos nuevos para deliberar qué debemos hacer, también se  incluyo una máquina 









y  a  las muestras  almacenadas  obtenidas  de  las webcams  disponibles  completando  un  sistema  basado  en 
reglas. 













Este  algoritmo  fue  desarrollado  en  1986  por  John  F.  Canny  y  tiene  por  objetivo  la  detección  de 
contornos  en  las  imágenes.  Este  algoritmo  es  considerado  como  uno  de  los  mejores  en  su  ámbito,  la 
detección  de  dichos  contornos,  y  se  basa  en  la  primera  derivada  y  en  la  utilización  de  mascaras  de 
convolución.   Se encarga de hallar  los puntos de contorno que no son más que zonas de píxeles en  las que 
existe un cambio brusco de nivel de gris. 
Este algoritmo se basa en tres criterios: 
• Detección:  criterio  que  expresa  el  hecho  de  evitar  la  eliminación  de  bordes  importantes  y  no 
suministrar bordes falsos. 
 






es usada por que toma el valor de cero en todas  las regiones donde no varía  la  intensidad y tiene un valor 





El objetivo en este paso es  la obtención de  la magnitud y  la dirección del vector gradiente de cada 
pixel. Para ello,  lo primero que se  realiza es  la aplicación de un  filtro gaussiano a  la  imagen original con el 









El  objetivo  de  esta  fase  es  el  adelgazamiento  del  ancho  de  los  bordes  obtenidos  en  la  fase  de 






























En  la  figura 22  se puede observar  los estados por  los que pasa  la  imagen hasta que  finalmente  se 
obtiene la imagen definitiva tratada con el filtro de Canny. Primeramente se realiza la obtención del gradiente 
(imagen  b)  en  la  que  se  observa  el  contenido  de  los  bordes  en  relieve,  posteriormente,  y  como  indica  el 
proceso más arriba, se procede a realizar la supresión no máxima (imagen c) en la que se obtienen los bordes 















En  este  diagrama  se  muestran  dos  webcam  que  contienen  la  misma  información  algo  que  no  es 











En  este  diagrama  de  secuencia,  ilustra  una  iteración  completa  del  sistema  que  se  ha 
implementado en su versión final. El cronometro  implementado  (reloj en  la figura) solicita cada cierto 



















los que el vehículo puede entrar y desde qué estado. En gran parte  todos  los estados  son accesibles 






pruebas  y  se obtenían  resultados que ayudarían a  implementar el  siguiente prototipo. Naturalmente  cada 
uno de los prototipos no era implementado desde cero, sino que se coge como base el anterior prototipo y a 







mover  el  vehículo  de  manera  manual  y  todos  los  elementos  de  dicho  vehículo  son  funcionales  pero  no 
realizaría ninguna acción por sí mismo. 



























el  paradigma  reactivo  o  arquitectura  reactiva.  Debido  a  la  necesidad  de  sintetizar  solo  se  mostraran  los 
prototipos más importantes para el desarrollo del proyecto y los que mayor relevancia han tenido. 
PRIMER PROTOTIPO 
En  esta  primera  iteración  se  dio  comienzo  al  proyecto  codificando  las  bases  de  cada  uno  de  los 













era  el  correcto  (véase  Figura 27),  el  filtro  de  Canny,  aunque  aplicado  de  una manera  estándar,  algo  que 










Este primer sistema de búsqueda de  información  intentaba  localizar  los pixeles blancos que estaban a una 
altura determinada de manera manual, o dicho de otra manera, se buscaban los pixeles por el eje “x” que se 
encontraban en una  línea a una altura “y”, tomando  los  límites de  la  imagen como eje de coordenadas. Un 
problema  que  se  obtenía  con  este  método  es  que  se  conseguían  pixeles  que  no  aportaban  nada  de 
información, como por ejemplo, pixeles que estaban muy alejados del lugar donde el vehículo se encontraba. 











que el vehículo se encuentra ante un semáforo en  rojo se envía  la orden de detener el motor, se anula  la 









especialmente,  el de  comprobar  las  imágenes  tomadas  y  su procesado.  El  sistema de  toma de decisiones 
simplemente se integró de esta manera para ver que el coche respondía y cómo enviarle órdenes.  
Partiendo de este prototipo como base se fue mejorando poco a poco con multitud de mejoras como 
la  implementación  de  distintos  sistemas  de  búsqueda  de  información  en  las  imágenes,  mejoras  en  el 

















Para hallar dichas  líneas, se realiza un proceso dos veces, para cada una de  las  líneas que delimitan. 
Dicho proceso es el que sigue a continuación: 











colindantes  incrementando  y  decrementando  la  coordenada  “x”  de  igual  manera  para  ir 
expandiendo la búsqueda de manera equilibrada por ambos lados de la coordenada “x” original. Es 
decir, se buscaría por orden en las coordenadas (x‐1, y‐1), (x+1, y‐1) y así sucesivamente. 








“y”,  desde  la  coordenada  “y”  preestablecida  al  inicio  del  proceso.  Por  lo  que  los  máximos  valores  que 
podemos obtener son treinta pixeles por cada línea. 




de comportamiento  formando una  línea o  simplemente  son pixeles  sueltos. Para ello  se comprueba uno a 
uno  los pixeles y  siempre  se comprueba con el anterior. Se  realiza  la comprobación observando  si el pixel 
anterior  es  mayor  o  menor  en  cuanto  a  la  coordenada  “x”  que  el  siguiente  y  este  comportamiento  se 
contabiliza en variables que ayudan posteriormente a decidir qué patrón sigue la línea. En caso de mostrarse 



















aplicar  potencia.  La  única  comprobación  que  se  realiza  aquí  es  la  medición  de  la  distancia  del  centro 
estipulado a las líneas. En el caso de que el vehículo se acerque mucho a la línea izquierda, en otras palabras, 
que entrase dentro del rango estimado, se realiza una corrección a  la derecha, una pequeña ampliación de 
potencia en  la rueda  izquierda que hace que el coche se centre y vuelva hacia el centro del carril. De  igual 

















si el vehículo está muy  cerca de  la  línea  izquierda. Si estamos girando a  la derecha  la  rueda que  sufre  las 








hecho  producía  que  en  un  determinado  número  de  veces  en  plena  curva  el  sistema  con  los  datos 
proporcionados en la imagen interpretará que debe seguir recto o que al perder una de las líneas el sistema 
perdiera datos y se volviera poco fiable. 


































En este último prototipo  se explica  la  inclusión de  la  arquitectura deliberativa en el proyecto  y  las 
mejoras que se han introducido a partir de él. Finalmente, la aplicación de dicha arquitectura se ha mostrado 
como la solución más eficaz ya que solo han existido dos prototipos deliberativos frente a los cinco prototipos 






se  podría  considerar  como  un  elemento más  del  vehículo.  Dicho  timer  lanza  la  petición  de  nuevo  frame 
cuando  termina  de  procesar  la  imagen  actual  más  una  espera  de  diez  milisegundos.  Con  esto  se  logra 
gestionar más imágenes en menos tiempo ya que el sistema no espera a que la cámara refresque sino que se 
solicita el  frame cuando se necesita y, simultáneamente, no se entorpece el funcionamiento del sistema ya 







lugar de enviarlos directamente al módulo de  toma de decisiones. En este  sentido,  lo que  se ha hecho es 
almacenar  los datos temporalmente para, una vez terminado el proceso de búsqueda, guardar dichos datos 
junto con  los que se obtuvieron con anterioridad, si  los hubiera. Además de esto, ya no se espera a que  la 
webcam  actualice  el  frame  sino  que  el  mismo  modulo  solicita  el  frame  deseado  en  el  momento  que  lo 
necesita  para  gestionarlo.  Se  realizan  dos  peticiones,  una  por  cada  cámara  y  en  cada  ejecución  de  este 
módulo se obtienen datos de dos imágenes, una por cada una de las cámaras existentes en el vehículo. Con 
ello  se  consigue  obtener  desde  otra  perspectiva  distintos  datos  lo  que  hace  más  fiable  la  decisión  que 
posteriormente se tome en el siguiente modulo. 










la ayuda del  teorema de Pitágoras5, el  teorema del seno6 y  tomando  las coordenadas de  los pixeles como 
puntos del triangulo  formado se calcula el ángulo que  interesa y se almacena en una estructura que posee 
más datos de  interés y que, a  la postre,  junto con el  resto de estructuras almacenadas, será con  lo que se 
tome la decisión final. 
Como se puede observar  imagen  (véase Figura 30) se conocen dos puntos del triangulo, con  lo que 
formar el triángulo rectángulo es directo. Teniendo las coordenadas de todos los puntos es sencillo calcular la 
longitud de  los catetos y posteriormente  la  longitud de  la hipotenusa con el teorema de Pitágoras. Una vez 
calculado esto, obtener el ángulo buscado es sencillo dando que se posee  la  longitud de  la hipotenusa y el 
ángulo opuesto a  la hipotenusa, que es noventa grados. Con estos datos se aplica el teorema del seno y se 
obtiene el valor del ángulo deseado. 
Estos  ángulos  se  interpretan  inversamente,  es  decir,  cuanto más  pequeño  es  el  ángulo, más 
grado de giro o de potencia en  la rueda se ha de aplicar e,  inversamente, cuanto menos ángulo haya 
menos potencia se ha de aplicar para girar. Para hacer que este cálculo sea inverso y se obtenga un valor 
















solicita dicho  frame  y este proceso  íntegro  se  realiza  también  con  la otra  imagen. Una  vez  se  termina de 
procesar las dos imágenes es cuando el módulo de toma de decisiones entra en acción. 
MÓDULO TOMA DE DECISIONES 
Quizás el módulo de  toma de decisiones es el más afectado debido a  la  inclusión de  la arquitectura 
híbrida. Anteriormente a este concepto, este módulo tan solo debía comprobar los datos de una imagen y en 
base a  lo que veía actuar. Ahora, con  la  introducción del enfoque deliberativo este sistema se ve obligado a 
comprobar  las muestras  almacenadas  por  el modulo  de  gestión  de  imágenes  y  comprobar  los  datos  que 
indican cada una de ellas. Con estos datos el sistema será capaz de obtener el patrón que la carretera sigue y 
tomar una decisión mucho más fiable y acertada. 
Primeramente,  se  comprueba  todas  las muestras una  a una.  En el  caso de proyecto el número de 
muestras a analizar simultáneamente se ha limitado a cinco. Diversas pruebas han dado como resultado este 
número  indicando  que  es  suficiente  para  decidir  qué  debe  hacer  el  vehículo.  Una  vez  analizadas  estas 
muestras se determina que patrón siguen y en base a ello decidir. 
Como de costumbre, se decidirá con el patrón que las muestras han indicado y con la información que 
se  posee  de  la  situación  actual  del  vehículo.  Esta  última  información  ha  cambiado  un  poco,  de  nuevo 
intentando adaptarse al enfoque deliberativo introducido. Estos cambios tienen que ver en la introducción de 
un estado lógico como si el vehículo fuera una máquina de estados. Anteriormente se poseía un estado pero 
este cambiaba de manera  reactiva con cada decisión del vehículo, este nuevo estado  lógico  solo cambiará 
cuando, efectivamente, el coche cambie su comportamiento. 
Por  lo tanto, teniendo en cuenta ambos datos, tanto  las muestras como el estado  lógico, se tomará 
una decisión. En este caso, al igual que en el enfoque reactivo la decisión más cómoda es la de seguir recto, 
que una  vez deliberado que  se desea  ir  recto,  simplemente  se  aplicará  la potencia deseada  y mandará  la 
orden, aparte de cambiar el estado lógico si es que este no se encontraba en “Recto”. 






base, que es 0.3, para girar. Dependiendo del giro, este cálculo  se aplica a  la  rueda  izquierda o a  la  rueda 
derecha. Este cálculo se realiza siempre que  las muestras  indiquen que se debe girar, se calcula  la potencia 
con los ángulos guardados en las muestras para actualizar el giro y comprobar que el vehículo va por el buen 
camino.  





igual  que,  en  un  caso  determinado,  una  persona  real  podría  hacerlo.  Para  ello  se  ha  contemplado  esta 
posibilidad añadiendo como posibles estados dentro de  la máquina de estados. Cuando  las muestras dan el 
coche por perdido, o dicho de otra manera, la mayoría de muestras del almacén no tienen datos de las líneas, 











Esta  solución  creada  para  las  rotondas  se  tomó  debido  a  la  amplitud  del  proyecto.  Para  relajar  el 










válido  y  cumple  con  los  objetivos  marcados  o  si,  por  el  contrario,  no  se  ha  logrado  obtener  una 
implementación que de solución al problema. 
Se van a pasar por alto las pruebas realizadas en el primer prototipo ya que, aunque es un prototipo 
muy  representativo,  las pruebas de dicho prototipo son  irrelevantes por su escasa eficacia y no se pueden 
comparar al resto del proyecto.  
Como se ha comentado con anterioridad, el primer prototipo solo era capaz de decidir si se debía girar 





























Respecto  a  las  estructura  de  las  pruebas,  se  diferenciaran  entre  prototipo  reactivo  y  el  híbrido  y 









5.2.‐ PRUEBAS  PROTOTIPO  REACTIVO  
Llegados  a  este  punto,  el  prototipo  tiene  la  capacidad  de  decisión  suficiente  para  abordar  una 
carretera que guarda continuidad, es decir, este prototipo no gestiona cruces ni rotondas, pero es capaz de 
seguir una carretera a través de sus  líneas. Dentro de este marco  las pruebas se  limitan a un corto espacio, 
una  línea  recta  y  un  giro  a  la  izquierda  hasta  llegar  a  la  primera  rotonda  en  la  cual  el  vehículo  podría 
reaccionar de la manera más imprevista. 
Como  se  ha  comentado  en  el  apartado  de  implementación,  en  este  prototipo  reactivo  solo  se  ha 


































El problema  radica en que, aunque  se disponga de un punto central,  los pixeles  seleccionados 
podrían estar indistintamente a la derecha o a la izquierda de dicho punto central, algo que en futuros 
prototipos  se mejora.  Además,  el  prototipo  reactivo  cuando  encuentra  la  más  mínima  variación,  la 
ejecuta sin pensarlo con lo que, en este tipo de situaciones, se vuelve muy inestable. De ser un prototipo 






















Las  correcciones  realizadas  son muy  pequeñas  y  delicadas,  son  prácticamente  inapreciables  y 
aunque el coche no va dando bandazos de lado a lado del carril si hacen que vaya realizando diagonales 
no muy exageradas. El uso de esta corrección es sobre todo en la salida de las curvas donde puede que 
el  vehículo  no  haya  quedado  centrado  sobre  el  carril  correspondiente.  Con  estas  correcciones  se 
pretende centrar el vehículo para que se encuentre en las mejores condiciones para atacar el siguiente 
giro con mayor comodidad. 




Por último,  se puede observar  cómo en esta prueba  se está en una  situación más precaria en 
cuanto a frames se refiere. En el momento de la realización de la prueba, se disponían de 18 frames lo 













Precisamente  este  hecho  es  el  que  hace  descender  la  efectividad  del  conjunto  ya  que, 









































Como  demuestra  la  imagen  (véase  Figura 35), mientras  el  vehículo  estaba  circulando  el  semáforo 
comenzó su proceso para pasar de verde a rojo. Ya en el ámbar o amarillo el sistema reacciona frenando el 
vehículo pero  en  este  caso  como  se puede  ver ha  sido  imposible  incluso  con un paradigma  reactivo,  que 
instantáneamente sin necesidad de más pruebas detendría el vehículo. 
En este caso el sistema comprobó la imagen y detectó una cierta cantidad de pixeles rojos, que están 
mostrados en  la  imagen tratada. Con esos pixeles rojos, se tomó  la decisión de detener al vehículo, aunque 
como se aprecia en la imagen grande, el vehículo está en una situación incorrecta, en mitad de paso de cebra 
entorpeciendo el posible cruce de viandantes por dicho paso. 









Para estos  casos el error es  tolerable, aunque no deja de  ser un error. Pero bien es  cierto, que en 










 Este  punto  constará  de  las  pruebas  realizadas  en  el  entorno  virtual  cuando  el  vehículo  se 
encuentra girando en curva. Debido a  lo  limitado del mapa  las pruebas se realizaran sobre una misma 
curva. Es reseñable que  todas  las curvas dispuestas en el mapa de RUC son exactamente  iguales algo 











En esta  imagen  se puede  ver  como el  vehículo  interpreta  la  curva mediante  las  líneas que  se 








es  posible  asegurar  que  el  vehículo  consiga  realizar  la  curva  debido  a  que  casi  continuamente  está 
cambiando su grado de giro para adaptarlo a la curva. En el momento que se obtenga una imagen con 
datos  anómalos  a  los  que  están  sucediendo  se  tomará  una  decisión  con  la  que  probablemente  se 
terminaría fuera del asfalto de manera irremediable. 
Obviamente  hay  un  porcentaje  el  cual  es  aceptable  ya  que  incluso  un  ser  humano  tampoco 
garantiza el cien por cien de las curvas realizadas correctamente por lo que existe un margen permitido 
aunque este prototipo no llegue a dicho margen. 

















Este prototipo ha reaccionado al reconocimiento de  la curva en cuanto se detectó  la misma  lo 
que ha hecho que el vehículo girara demasiado pronto.  Intentando corregir ese giro prematuro se ha 
intentado rectificar con lo que el vehículo se ha puesto recto dentro de la curva y al comenzar a leer de 
nuevo si había curva o no era demasiado tarde. Como se puede apreciar en  la  imagen,  la cámara web 
del vehículo perdió una de las líneas de referencia, incluso toma la supuesta línea que delimita el carril 
por  la derecha como  línea  izquierda con  lo que, en este punto, es  imposible corregir  la situación y el 
vehículo finalmente acabaría fuera de la calzada. 































vehículo  reacciona  con  demasiada  antelación  a  las  curvas,  es  decir,  que  el  paradigma  reactivo  es 
demasiado  precipitado  en  la  toma  de  decisiones  por  lo  que  se  ve  necesario  la  introducción  del 
paradigma deliberativo en el proyecto, algo que asegure que se encuentra ante una curva. 













5.3.‐ PRUEBAS  PROTOTIPO  HÍBRIDO 
Ya utilizando el prototipo híbrido, además de  incluir  las mejoras que el paradigma deliberativo 
ofrece, se han implementado otras ya comentadas en el apartado de implementación como el grado de 
giro variable según el ángulo  formado por  la  línea y una horizontal,  la utilización de  las dos webcams 
disponibles, etc. 
Con todas las mejoras implementadas se ha intentado incrementar los porcentajes de efectividad 
que  el  paradigma  reactivo  presentaba  y  desde  la  primera  ejecución  con  el  paradigma  híbrido 









tramo  recto de  la  ciudad dentro de  los  límites del  carril y  sin ningún problema. Ya  con el paradigma 
reactivo  esta  situación  era  bien  llevada  por  lo  que  no  hay  razón  para  dudar  de  la  capacidad  del 
paradigma deliberativo en estos casos y así se demuestra. 
En  las  imágenes  obtenidas por  las webcam  se  puede  observar  las  perspectivas  distintas  y  los 
datos  obtenidos  en  cada  una  de  ellas.  Ambas  cámaras  capturan  de manera  correcta  las  líneas  que 
delimita el carril. 














Las  capturas  realizadas  por  las  webcam  nos  muestran  dos  perspectivas  y  sin  embargo  las 
imágenes  tratadas  devuelven  lo  mismo,  no  se  genera  confusión  y  las  líneas  que  se  capturan  son 
finalmente  las  líneas  que delimitan  el  carril obteniendo por  lo  tanto datos  correctos.  En  caso de no 


















De  una  manera  algo  más  frecuente,  encuentra  pixeles  cercanos  al  punto  central  e  intenta 







Para este  caso no  se han  tomado  imágenes de prueba puesto que  la  situación  se  resuelve de 
igual manera que en el prototipo reactivo. La respuesta por parte del sistema es exactamente la misma 
ya que el  sistema, cada vez que ordena que el vehículo  siga  recto, comprueba  las distancias entre el 













Teniendo  en  cuenta  los  casos  estudiados  y  viendo  los  puntos  donde  el  prototipo  reactivo 




Desde  luego el porcentaje obtenido demuestra una gran estabilidad  los que nos  indica que el 
vehículo  sería  capaz de  circular prácticamente  sin problemas durante un  largo perdido de  tiempo en 
línea recta. 
A su vez, el mantener los pequeños cambios de dirección para colocar el vehículo en recta dentro 







pruebas  del  prototipo  reactivo  son  válidas  para  este  apartado.  Además,  la  efectividad  obtenida  por 
parte del prototipo  reactivo  fue muy buena  y no es necesario  realizar  cambios que afectasen a esta 
efectividad aunque sí que se probó a integrar esta decisión en el paradigma deliberativo.  





quedarse  parado  encima  del  paso  de  cebra  aunque moleste  a  los  viandantes.  Por  estas  razones  se 
decidió dejar el paradigma reactivo para los semáforos. 
5.3.3.‐ GIRANDO 




















más  estable  y,  principalmente,  girar  cuando  el  sistema  delibere  que  está  ante  una  curva.  Con  esta 




















de  las  líneas de referencia  lo que hace más complicado decidir qué acción se ha de realizar. Como se 
observa en las imágenes tratadas, se puede observar que la única línea de referencia para el sistema es 
la  línea  pintada  de  rojo,  cuando  esa  línea  debería  ser  la  exterior  y  no  la  interior  como  se  está 
interpretando en estos momentos. Otro factor se puede observar en la figura grande y es que el pésimo 
rendimiento del hardware gráfico, que tan solo nos ofrece 11 frames por segundo hace que el vehículo 
comience  a  girar  demasiado  tarde  y  por  lo  tanto  que  vaya  muy  ceñido  al  borde  exterior  lo  que 
finalmente  provoca  esta  pérdida  de  líneas  de  referencia  y  por  lo  tanto  la  salida  del  vehículo  de  la 
calzada. 
Esta situación, en condiciones optimas, es difícil que se produzca ya que el sistema por lo general 

















Una  de  las  posibilidades  para  lograr  regresar  al  carril  original  podría  surgir  cuando  ocurre  un 
cambio de estado en la carretera, es decir, que el estado de la misma cambie a recto o nueva curva pero 





Otro  de  las  factores  que  ha  podido  generar  esta  situación  es  el  bajo  rendimiento  que  se  ha 
obtenido  en  esta  prueba  por  parte  del  sistema  hardware,  que  en  este  caso  solo  ha  sido  capaz  de 





paradigma  era  que  el  vehículo  se  salía  demasiado  de  la  calzada.  Con  la  ayuda  de  estas  pruebas  es 
claramente observable que  la  fiabilidad del conjunto se ha aumentado enormemente hasta  tal punto 








Esto se debe a varios factores, uno de ellos es  la obtención de más  información y sobre todo  la 
toma de decisiones teniendo en cuenta dicha información. Cuando se toma la decisión en este prototipo 
se puede afirmar, con un 90% de posibilidades de acierto, que el vehículo se encuentra ante una curva y 










situación óptima para  tomarla.  Se ha de hacer hincapié  en que el  sistema  implementado para  estas 
situaciones no es el más eficaz dado que se simplemente se ha limitado a realizar un sistema que trazara 








Como  vemos  en  la  imagen  superior,  se  observa  que  el  vehículo  cruza  los  dos  carriles  de  la 
rotonda  y  que  su  destino  no  es  otro  que  la  primera  salida  a  la  derecha.  En  este  caso  las  imágenes 
obtenidas  por  las  cámaras  tan  solo  comunican  cuando  se  ha  salido  de  la  rotonda  ya  que  cuando  el 
























Como  se  puede  observar  en  la  imagen  grande  se  ve  como  el  vehículo  no  ha  girado  lo 
suficientemente  pronto  y  ha  terminado  impactando  con  la  farola.  Como  se  ha  comentado  en  el 
apartado de implementación, el sistema desarrollado para el tratamiento de rotondas es simple y llano 















Este  número  comprensible  se  ha  intentado  aproximar  a  la  mitad  de  las  veces,  aunque 
dependiendo de la situación puede variar este número.  
5.4.‐ CONCLUSIONES  GENERALES 
En  este  apartado  se  demostrará  y  justificará  la  elección  del  paradigma  híbrido  a  la  hora  de 




prácticamente  la única parte que  tiene considerable dificultad que es el giro del vehículo.  Ir en  línea 
















































Con  todos  estos  datos  se  puede  afirmar  con  total  rotundidad  que  el  sistema  híbrido  es  el 
acertado para situaciones de giro. Además, se entiende que se ha  logrado unos porcentajes bastante 








ha mejorado  con  la  inclusión  de  paradigma  híbrido  al  prototipo  reactivo.  Con  el  prototipo  reactivo 
muchas  reacciones eran precipitadas  lo que hacía que el vehículo  intentase  rectificar esas decisiones 


















calzada.  Si  bien,  es  cierto  que  el  porcentaje  de  incursiones  en  otros  carriles  se  aumenta  con  el 







Uno  de  los  apartados  que  queda  más  por  evolucionar  es  el  paso  por  rotondas  del  sistema. 




















Prototipo hibrido 90% 90% 50% 90% 90% 10% 5% 25%
































6.‐ CONCLUSIONES  Y  LÍNEAS  FUTURAS  DE  TRABAJO  
Tras el estudio de  la tecnología aplicada y  la realización de este proyecto, se está ante un sin  fin de 
posibilidades y un trabajo que podría ser amplísimo. Aunque primero, se tratarán las conclusiones sacadas de 
este proyecto  y, posteriormente,  se  comentarán  las posibles  ampliaciones que podrían  realizarse  sobre el 
mismo en un futuro. 
6.1.‐ CONCLUSIONES 
Una vez  finalizado el proyecto, una de  las mayores  conclusiones que  se pueden obtener es el gran 
aprendizaje obtenido del uso de arquitecturas robóticas. Se ha logrado comprobar de manera práctica cómo 




este  modo,  incluso  se  podría  considerar  un  logro  llegar  a  la  primera  curva  aunque  en  muchos  casos  el 
vehículo se queda por el camino. 
Por  lo  tanto,  se  ha  evidenciado  que  el  enfoque  reactivo  no  era  el  más  idóneo  para  este  tipo  de 
problemas y a la vez, comprobando el apartado de pruebas, se ha demostrado que el enfoque híbrido, con la 
inclusión  del  apartado  deliberativo,  es  el  enfoque  más  correcto  para  la  situación  a  la  que  se  enfrenta 






vehículo,  obtener  datos  y  cuando  esté  todo  listo,  continuar  con  la  decisión  tomada.  Por  suerte,  en  este 
proyecto  se ha encontrado ese equilibrio  con  lo que no ha  sido necesario detener el  vehículo en ninguna 
situación, si bien, la velocidad máxima que el vehículo alcanza es bastante baja, precisamente para favorecer 
este hecho. 
Otra  conclusión  que  se  puede  obtener  es  la  similitud  de  los  comportamientos  robóticos  con  los 
humanos. En numerosas ocasiones,  tanto en privado como en  reuniones con el  tutor,  se ha  recurrido a  la 
inspiración  en  los  procesos  humanos  cognitivos  para  decidir  qué  hay  que  hacer.  Sobre  todo  a  la  hora  de 
realizar giros, en el momento de introducir el giro dinámico, es decir, adaptado según la posición del coche y 








su  MVSL  exige  muchos  recursos,  sobre  todo  gráficos.  Para  un  buen  funcionamiento  de  las  webcams  es 
necesario  disponer  de  al  menos  30  frames  por  segundo  para  que  funcionen  de  manera  óptima.  Si  se 









procesador,  si asemejamos ambos  componentes a  su nivel. Esto presentó algunas dificultades añadidas ya 






términos nunca vistos antes  y que  requieren de un proceso de adaptación. En este aspecto,  los  tutoriales 
proporcionados  por  MRDS  y  el  seguimiento  de  los  mismos  en  la  página  web  de  Microsoft  han  sido  de 
grandísima utilidad para conseguir un conocimiento básico con el cual poder entender el funcionamiento de 
esta  nueva  tecnología.  Aún  así,  estos  conocimientos  son  limitados  y  es  cierto  que  se  podría  estudiar  la 










más  cosas.  Un  punto  un  poco  menos  flexible  es  el  estudio  de  las  imágenes  en  las  que  se  ha  centrado 
pensando  en  que  las  imágenes  disponibles  serían  de  128x128.  En  caso  de  cambiar  la  resolución  de  estas 
imágenes  el  código  se  debería  cambiar  pero  se  ha  de  tener  en  cuenta  que  sería  cambio  de  grandes 
dimensiones ya que se cambia por completo la fuente de información que tenemos, algo de vital importancia 
para el desarrollo del proyecto. 
Las  ventajas  que  se  pueden  obtener  de  este  proyecto  es  que  con  pocos  recursos  se  ha  logrado 
implementar un sistema de visión artificial para conducir un vehículo sin ningún tipo de asistencia. Aunque el 
sistema, como  indican  las pruebas, en ningún momento se muestra  infalible, si muestra seguridad distintos 
momentos clave, como puede ser a la hora de girar. Otra de las ventajas de este proyecto es la oportunidad 
de  realizar  una  gran  cantidad  de  pruebas  sin  la  necesidad  de  poner  en  juego  un  coche  real  o  un  robot 
autónomo gracias al entorno virtual que se suministra, incluso no solo el mismo vehículo, sino las cámaras y 
demás elementos hardware los cuales incrementarían el coste total del proyecto. 



























provocaría  grandes  cambios  de  código,  simplemente  realizar  una  sección  donde  se  gestione  el  paso  por 
rotondas y posteriormente agregarlo a  la  toma de decisiones como si de una decisión más se  tratara. Otra 








Otra  línea de trabajo, esta ya algo más compleja, es  la utilización del GPS  integrado en el vehículo y 
que RUC pone a nuestra disposición en el starter kit. Con la inclusión del GPS se podría almacenar el camino 






expandido mucho más.   Una vez aprendido el mapa e  inspeccionado  la  zona  sería posible  conducir  con el 
vehículo de una manera más segura, incluso aumentando la velocidad en zonas rectas y frenando cuando se 
llegue a una curva, diseño de rutas para ir de un punto “a” a un punto “b” de distintas maneras…Básicamente 
las  funcionalidades  que  cualquier  GPS  que  se  puede  adquirir  hoy  día,  siempre  y  cuando  el  mapa  fuera 
conocido. 





tomar  las  decisiones.  Actualmente,  en  el  proyecto  mostrado  se  utilizan  unas  reglas  que  vienen  a  ser 
condiciones que se comprueban con una base de hechos que no son más que  los datos almacenados en  las 








giro,  las  redes  neuronales  serían  capaces  de  simular  este  razonamiento  y  predecir  mediante  patrones 





















Con esta mejora  se podría ahorrar  la carga de proceso que  tiene el módulo de  toma de decisiones 
pero por  el  contrario,  se  cargaría  el módulo de  gestión de  imágenes. Aún  así  la  fiabilidad mejoraría  y  las 
decisiones no se verían demasiado afectadas por el posible ruido y molestias de  la  imagen. Este recurso   en 
imágenes de un mundo  real, no virtual, sería el  recurso más acertado por que  las  imágenes  reales poseen 
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ANEXO  A:  CONTENIDO  DEL  CD  
Junto  con el documento  impreso  se anexa un CD que  contiene el  código  fuente y otros datos 
necesarios  para  la  ejecución  del  proyecto.  En  este  anexo  se  explicará  de  manera  detallada  cómo 










Una vez termine  la  instalación puede aparecer un error relacionado con el código  inicial, algo 
que se puede no tener en cuenta ya que no se va a realizar nada con ese código inicial, sino que se va a 
copiar el proyecto encima de dicho código. 
Paso 3: copiar proyecto entregado en  la  ruta  indicada: se procede a  la  instalación del proyecto en sí, 
para  ello  es  necesario  extraer  del  archivo  comprimido  “código.rar”  en  la  ruta  “C:\Documents  and 




para  adaptarse  a  cualquier  ordenador,  es  necesario  especificar  un  par  de  rutas  que  son  distintas 
dependiendo del ordenador y usuario que lo esté utilizando dentro de las propiedades del proyecto. 
Paso 1: acceder a las propiedades del proyecto: para acceder a las propiedades del proyecto, ya dentro 




pantalla  debe  haber  un  cuadro  llamado  “Explorador  de  soluciones”,  de  no  aparecer  este  cuadro  es 










Paso  2:  una  vez  abiertas  las  propiedades  del  proyecto,  se  accede  a  una  ventana  donde  aparecen 
multitud  de  parámetros  a  modificar.  Los  parámetros  que  se  deben  modificar  para  que  el  proyecto 
función correctamente son: 
En  las opciones a modificar o personalizar, se hace click sobre “Depurar”, en  la Figura 51 el botón 1. 
Dentro  de  la  pestaña  depurar,  es  necesario  modificar  dos  líneas.  La  primera  especifica  la  ruta  del 





















ANEXO  B:  PLANIFICACIÓN  DEL PROYECTO 
Debido  a  lo  aparatoso  que  resulta  incluir  la  planificación  en  el  apartado  correspondiente  de 
gestión del proyecto,  se ha preferido enviar  a esta  sección dicho  apartado. Aún  así  la  legibilidad del 
mismo  es  algo  complicada debido  a  que  se  ha  realizado  un  diagrama de Gantt  indicando  las  tareas 
realizadas y es algo aparatoso. 
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