Today, air pollution is a great issue, and the transport sector is an important emission source. In this study, we present an integrated land use, transport and environment model in which transport-related pollutants are assumed to influence people's housing location choices, and a continuum modeling approach is applied. The pollutants generated by the transport sector are dispersed by the wind and they affect air quality. The air quality changes people's housing choices, which in turn changes their travel behavior. We assume that the road users are continuously distributed over the city, that the road network is relatively dense, and that this network can be approximated as a continuum. The total demand is categorized into several classes, and the modeled region contains several subdistricts. People who live in different subdistricts or who belong to different classes of commuters are assumed to have different perceptions of travel time, air quality and the housing provision-demand relationship. The finite element method and the Newton-Raphson algorithm are adopted to solve this problem, and a numerical valuation is given to illustrate the effectiveness and efficiency of the proposed model.
Introduction
The housing location choice model is fundamental to land use models, and ultimately to travel demand models. The prediction of housing location choices is important for making decisions on how to allocate housing development and commercial activities.
Traditionally, the housing location choice has been viewed as a tradeoff between transport costs and housing prices (Giuliano, 1989) . Wheaton (1977) found that when the elasticity of housing prices exceeds the travel costs, people may choose to live further from their work locations. Rosen (1974) formulated the theory of hedonic prices to explain the spatial equilibrium between provider and buyer. The idea of hedonic prices was later widely adopted in studies of housing prices (Huh and Kwak, 1997, Orford, 2000) . However, Ellickson (1981) pointed out that hedonic prices cannot predict consumer behavior. Since that study, logit models have been used in studies to predict housing location choices (Ben-Akiva and Bowman, 1998 , Bhat and Guo, 2004 , Zongdag and Pieters, 2005 . In these studies, various kinds of detailed information about houses and households are considered, including the sizes and neighboring environments of houses, the structures of families and the types or times of travel. Based on the interactions between land use and transport, discrete modeling techniques such as logit models have been used by several researchers to develop integrated land use, transport and environment models (Wegener and Fuerst, 2004 , Wegener, 2004 , Wagner and Wegener, 2007 . These models consider how land use influences transport type, and how transport-related pollutants and noise affect land-use patterns.
In applying such models to a two-dimensional region, one factor to consider is that many transport-related decision variables are continuous, especially housing location choices and travel destinations. In this type of situation, discrete modeling techniques do not work properly. However, there is another type of logit model, known as a continuous logit model (Ben-Akiva et al., 1985, Ben-Akiva and Wantantada, 1981) , which can be applied to consider continuous choice settings. Wong (2007, 2005) incorporated a continuous logit model into a continuum modeling frame to study travel patterns and housing location choices in an urban city. They assumed that within the modeled region, all of the variables were continuous, and that the differences between adjacent areas were slight. Thus, the transportation system in the city could be described by smooth mathematical functions (Vaughan, 1987; Wong and Wong, 2015, 2016) . Compared to the discrete modeling approach, the continuum modeling approach has several inherent advantages (Ho and Wong, 2006) . First, rather than modeling the actual number of links/nodes as is done in the discrete modeling approach, the continuum modeling approach approximates the region as a continuum, and thus reduces the problem of size. Second, in the modeling setup process, the continuum approach requires less data, which makes this approach more suitable for an initial planning stage in which data availability is limited. Third, the continuum approach provides a better understanding of global characteristics such as travel demand, land development intensity and travel cost. Fourth, the results of the continuum approach are more realistic, because the discrete modeling approach normally uses only one node to represent one zone, and the OD matrix is the OD between these zones, even though the characteristics within a zone may differ greatly. Nevertheless, the continuum modeling approach can also work well with discrete modeling approach in a mixed discrete/continuum modeling framework (Du et al., 2016) .
Due to the inherent advantages of the continuum modeling approach, this study generally follows the works of Ho and Wong (2005) , Wong (1998) and Wong et al. (1998) in considering a continuum transportation system. It is assumed that there are no sources of emissions other than transport in the modeled region. In addition to transport costs and housing prices, the air quality is a third factor that influences people's choices of residence.
Here, an integrated model of land use, transport and environment is introduced within the frame of the continuum modeling approach, and an attempt is made to solve the problems involved by applying the finite element method (FEM). A numerical example is given in the final section.
Model formulation
In this section, a city of arbitrary shape and with more than one central business district (CBD) is studied. The modeled region can be divided into several subdistricts, as shown in Figure 1 . The road network outside the CBDs is assumed to be relatively dense, so that it can be approximated as a continuum. Transport demand and housing provision are continuously distributed around the CBDs, and all of the employment happens within the CBDs. People travel between their homes and the CBDs along the least costly routes during peak hours. Their choices of destination are determined by their perceptions of the travel costs and the externalities of the CBDs. People who live in different subdistricts or who belong to different user classes are assumed to have different perceptions of travel time, air quality and the housing provision-demand relationship. We denote the region of the city center as  , the outer boundary of the city as  , the location of the CBD n as n O and the boundary of the CBD n as cn  . We also assume that no road users will travel across the city's outer boundary (  ). 
where for class m commuters to patronize CBD n; m N is the total number of user classes, and n N is the total number of CBDs.
We next define the travel cost potential. Let ( , ) c x y be the local travel cost, which is related to the travel speed as ( , ) 1/ ( , ) c x y v x y  (3) where the travel cost is expressed in hours per unit length of movement at location ( , )
x y . As travel speed is a monotonic decreasing function of the total flow intensity, we define a BPRtype relationship between local travel cost and traffic intensity as follows: 
Also, equation (6) is equivalent to the following equations (7) and (8):
In equation (6), the flow vector is the direct opposite of the gradient of the scalar function ( , )
where "//" means that the two vectors are traveling in the same direction.
For each type of commuters, the flow vector and trip demand must satisfy the flow conservation conditions in their region of the city.
( , ) ( , ) 0, ( , ) , ,
where ( , )
is the gradient of the flow vector ( , ) mn x y f , and ( , ) mn q x y is the travel demand of the class m commuters at location ( , )
x y who will travel to the CBD n. This density is expressed as the number of commuters per unit area per unit of time.
Apart from the transportation cost, there is also a cost incurred in each CBD, which is known as the market externality. This externality is specified as a function of the market share of the facility, which is represented as mn S (expressed in the same unit as the transportation cost, namely CNY) for the class m commuters' perception of travel cost to the CBD n. This externality could have a decreasing value, to represent a positive externality (in economies of scale or of employment opportunities), or it could have an increasing value for a negative externality (i.e., congestion). The value could also be convex in a case with a positive externality when the share is small, and a negative externality when the share is large. This convex pattern may arise because some cost is fixed (such as the investment in the infrastructure) for the CBD, as such fixed costs should be shared by all of the road users. In that case, the larger the volume of demand, the smaller the cost of this factor. However, more demand will also cause severe congestion, which can result in more delay and increased cost. In our model, mn S is defined as a function of n V (the total demand for the CBD n),
, and n V is sum of all classes of road users who will travel to the CBD n.
Then, the perceived cost of class m users traveling to the CBD n can be denoted as mn C ( )
where mn  is the biased component that represents the preference of class m users traveling to the CBD n. The total perceived cost for each class of road users to the CBDs can then be defined as mn  , where
For any route p used by class m commuters from location (H) to the CBD n, the total perceived cost (including the transportation cost and the CBD's externalities) is
where
For any route p used by class m travelers from location (H) to the CBD n, the total perceived cost (including the transportation cost and the CBD's externalities) is
The inequality in equation (14) results from the fact that for route p , the vectors / mn mn f f and ds are not parallel, and in that case ( / ) mn mn ds   f f ds. So, for the unused routes, the total perceived cost is at least equal to that of the used routes. This model thus guarantees that the users will choose the least costly route between their destinations and their homes in a user-optimal manner.
For a particular class of users, the probability of a user choosing a CBD as his destination depends on the total perceived cost from his home to his destination, which is governed by a logit-type distribution: The interaction between housing allocation and traffic equilibrium is governed by the demand distribution function, which is used to describe the way in which road users choose their home locations in the city. Ho and Wong (2005) identified housing rent and travel cost as the basic variables that affect commuters' choices of where to live. In the case examined in this study, the externalities of the CBDs and the local air quality are also considered. The following equation is used to incorporate the housing allocation problem into the transportation equilibrium problem.
where m Q is the total demand of class m commuters, which is fixed in this model; m U is the utility function perceived by class m commuters to all of the CBDs from the location ( , )
x y , and m  is a positive scalar parameter that measures the model's sensitivity.
Combining equations (15) and (18) reveals that for ( , ) , ,
We also consider the boundary conditions that must be satisfied. 0, ( , ) , ,
In equation (20), as the users at cn  are already at the boundary of the CBD n, they will incur no transportation cost in traveling to the CBD n. In equation (21), we assume that there is no traffic flow across the city boundary, and that class m road users do not enter any CBD other than the CBD they are heading toward.
In this model, it is assumed that the transportation sector is the only source of emissions. The pollutants generated from moving vehicles will disperse in a certain manner, which will then affect the air quality. The concentration of pollutants influences people's decisions about their housing locations. There are several models for estimating transport-related pollutant emissions. Here, the acceleration and speed-based model is used, in which the emission rate is defined as a function of vehicle type, instantaneous speed and acceleration. In this study, we apply the model proposed by Ahn et al. (2002 Ahn et al. ( , 1999 , in which the emission rate is defined as a function of the instantaneous acceleration and speed, as follows:
where a is the instantaneous acceleration (km/h 2 ); v is the instantaneous speed (km/h); ,
is the model regression coefficient for speed power i and acceleration power j, and k E is the instantaneous fuel consumption and emissions rate with the superscript (k) denoting different kinds of emissions HC, CO, NO x (mg/s), and fuel consumption FC (gal/h).
There is no single representative measure of traffic related air pollution. However, as suggested by Wardman and Bristow (2004) , NO x levels can be usefully selected, as this pollutant has clearly adverse health effects. Here, we consider only the NO x emissions. The parameters involved are summarized in the following Table 1 . 
where t is defined as the pollutant concentration for a single-point emissions source that has an emission rate of Q , x is the distance that the pollutants travel in the downwind direction, y is the cross-wind distance from the pollution source measured along the perpendicular direction to the wind direction, z is the height at which the pollution concentration is concerned, h is the height of the emissions source, u is the wind speed along the same direction as x , and 0.5 0.5 1 1 2 2
(1 ) ,
are the parameters determined by the Pasquill stability, which is the combined effect of the weather conditions and the topographical roughness of the city, and this factor represents the speed at which pollutants disperse. It is assumed that no chemical transformations occur during dispersal. A typical dispersion type with an emissions source at point (0, 0, 0) is plotted in Figure 2 . It is assumed that the wind direction is the same as x, and that the pollutant concentration is measured at ground level (
As this model considers the concentration of emissions at ground level, 0 z  , the pollutant concentration at point ( , ) p p x y is an integration of all of the upwind point emissions sources, 
Solution algorithm
The problem can be written as a system of differential equations, including equations (1), (2), (7), (8), (10) and (19), which can be solved by applying the finite element method (FEM). We first apply the weighted residual technique to transform these equations into the following expressions, where ( , ) w x y is the weight function in the weighted residual technique, and this function can take any value. For ( , ) , , 
Wind direction
After the region is discretized, we can set the local interpolation function ( , ) N x y to ( , ) w x y , i.e., the Galerkin formulation. For a specific node s , the governing equations for all classes of commuters are given as follows.
( 
where k J is the Jacobian matrix of vector k R at iteration k , and  is the step size, which is obtained by a line search to achieve the minimum R(Ψ) . We compare the relative error
, then it is assumed that the solution to the system of equations (33) is found. The solution procedure is summarized as follows:
Solution Procedure
Step 1: Find an initial solution for 0 Ψ . Set 0 k  .
Step 2: Evaluate k R(Ψ ) and k J(Ψ ) .
Step 3: If the relative error / k k R(Ψ ) Ψ is less than the accepted error  , then stop and take k Ψ as the solution.
Step 4: Otherwise, apply the line search method (with the smallest interval of  ) to determine the step size *  that minimizes the norm of the residual vector
Then,
Step 5: Replace k Ψ with
  , and go to Step 2.
Numerical example
As an example, this study considers two neighboring cities in Jiangsu Province, Wuxi and Suzhou. It is assumed that people engage in activities in two places: their home and a CBD. However, only their activities in the CBDs generate a transportation demand. The parameters used are given in Table 2 . Road users are classified into two classes. The total demand at the peak hours is assumed to be 400,000 units/h, and the proportion of Class 1 commuters is about 80%, which amounts to 320,000 units/h. It is also assumed that the existing housing provision ( , ) H x y depends on the housing's distance from the two CBDs, and that the maximum potential housing provision is where (68.04, 49.01) and (97.78, 20.41) are the centers of the two CBDs. Figure 3 , and they indicate good convergent properties. Mesh 3 is adopted for the discussion that follows. The whole computation took about 16,151 seconds with the hpcpower2 system (http://www.hku.hk/cc/ccsystem/hpcpower2/), which was provided by the Computer Center of the University of Hong Kong. Table 3 shows the degrees of attractiveness of the two CBDs and the way in which the total demand is split between them. The results show that the most important factor influencing the attractiveness of the CBDs is their locations. In this case, as the area adjacent to CBD 2 is much larger than that of CBD 1, more people will patronize CBD 2, including both Class 1 and Class 2 road users. Several other factors are also influential, such as the externalities of the CBDs. Both the biased parts of these externalities (assumed to be fixed) and the demandrelated parts (assumed to be sensitive to the volume of demand) may affect the demand of the CBDs, but these effects are comparatively non-obvious in this case. Figure 4 shows the travel cost for Class 1 road users. The travel cost for Class 2 road users is twice that of Class 1 users, as the travel cost increases with the distance to the destination. Furthermore, for road users who live near the CBDs, the travel cost contours for cases when the road users need to travel to the more distant CBD are not very regular. This irregularity results from the travel flow intensity, which is much higher because the road users cannot travel across the CBD directly, and this difficulty increases their travel cost. Figure 4 also shows that due to the comparatively higher flow intensity (shown in Figure 5c ) and the associated lower travel speed, the travel cost increases faster in the area between the CBDs. Figure 5 shows the flow pattern of the travelers. Figure 5c reveals that the flow intensity near regions A and B is relatively higher. This pattern occurs because the region between CBD 1 and CBD 2 is comparatively narrow (and acts as a bottleneck). At the same time, there is a considerable volume of demand for travel across this area. For many of those who live around CBD 2, the least expensive route for traveling to CBD 1 is near the boundary (regions A and B), as shown in Figure 5a (the relatively longer vector). The same pattern can be seen in Figure 5b , and for Class 2 road users the situation is similar.
(c) Total flow intensity (veh/h/km) Figure 5 : Flow pattern Figure 6 shows the housing rent prices for Class 1 road users. As the provision-demand relationship is the same as for Class 2 road users, the two housing rent patterns are quite similar. The housing rent is extremely high near the CBDs, because the provision of housing in these places is lower, which is logical, as most of the buildings provided around the CBDs are for commercial activities. For most parts of the modeled region, the housing rent changes only slightly, and at a comparatively low level. Furthermore, in this case, the region A (between the two CBDs), has a relatively lower housing rent due to the congestion and lower air quality to which this region is subject. Figure 7 shows the pollutant concentration (NO x ) at ground level, 0 z  . Given the prevailing wind from the southeast, this figure clearly shows that the upwind locations are much less polluted than the downwind locations, due to the dispersion effect. At the same time, there is a positive relationship between traffic flow intensity and pollutant concentration. Therefore, the locations with higher traffic flow intensity have higher emissions, which results in a higher pollutant concentration. As the dispersion effect decreases sharply with distance, locations far from the emissions sources have a negligible effect from pollution. As it is assumed that there are no sources of emissions in the CBDs, the pollutant concentrations in the downwind locations are lower than those in the upwind locations. Figure 8 shows the demand contours for each type of road user and for the total demand distribution over the city. The figures in the left column represent the demand distribution without consideration of air quality, and the figures in the right column represent the demand distribution with air quality considered. Given the costs of travel, people prefer to live closer to the CBDs, but the housing rents closer to the CBDs are relatively higher, and the air quality there is lower. Hence, the actual demand distribution is a tradeoff among all of these factors. A comparison of the two columns in Figure 8 , taking account of the prevailing wind (which is assumed to emanate from the southeast), shows that the distribution type for Class 1 road users is almost uniform, as these road users do not see air quality as an important factor when making housing location decisions. However, variation can be clearly seen in the behavior of Class 2 road users, as is particularly obvious in the regions adjacent to the commuters' destinations. As the air quality around the CBDs is poor, fewer people live there, and the downwind regions are affected more than the upwind regions. This shift can be also seen in Figures 8i and 8j . 
Conclusions
In this study, the continuum modeling approach is adopted to study how air quality affects people's choices of residence location. The integrated land use, transport and environment model assumes that transportation is the only source of emissions. For each housing provision pattern there is a specific housing choice and traffic pattern, and in turn the related emissions affect people's housing location choices. The FEM is adopted to solve this problem numerically. There are several possible extensions to the modeling approach described in this study. As we use NO x to represent the pollutants generated from transportation, we may use the Air Pollution Index instead in future studies. Although we model only the work trips taken during peak hours in this study, a dynamic continuum model which incorporates other trip purposes could also be developed in the future studies.
