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Resumo
Neste trabalho, os parâmetros espectrais de RMN de 13C foram calculados para
materiais carbonosos ordenados e desordenados através de simulações computacio-
nais. A blindagem magnética em RMN de 13C foi calculada em uma monocamada de
grafeno usando a teoria do funcional da densidade (DFT) e o método GIPAW (gauge-
including projector augmented plane wave). Após realizar os testes de convergência
envolvendo a variação do número de pontos k e do tamanho da supercélula, os
cálculos foram então estendidos a sistemas contendo mais de uma folha de grafeno,
incluindo a bicamada de grafeno e o grafite hexagonal. Com respeito aos materiais
carbonosos desordenados, os deslocamentos químicos de RMN de 13C correspon-
dendo a diferentes sítios em modelos atomísticos de carbonos amorfos hidrogenados
também foram calculados para diferentes quantidades de H através do emprego di-
nâmica molecular e métodos de primeiros princípios. Os modelos foram validados
através das funções de distribuição de pares e as frações de átomos de carbono sp3
e sp2 foram determinadas através da análise das ligações do átomo de carbono nas
estruturas. Especificamente, os resultados obtidos permitiram distinguir os desloca-
mentos químicos associados com diversos tipos de sítios de carbono, com diferentes
estados de hibridização e ligados ou não com átomos de hidrogênios. Os resultados
dos cálculos mostraram bom acordo com espectros experimentais de RMN de 13 de
diferentes tipos de materiais carbonosos, evidenciando o poder de cálculos DFT na
previsão de parâmetros de RMN em materiais baseados no grafeno e para identificar
características estruturais locais de materiais carbonosos desordenados.
Palavras-chave: Materiais carbonosos; grafeno; RMN de 13C; DFT/GIPAW; Dinâmica
molecular.
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Abstract
In this work, the 13C NMR spectral parameters of both ordered and disordered
carbon materials were calculated using computational simulations. The 13C NMR
shielding in a single graphene sheet was calculated using density functional theory
(DFT) via the gauge-including projector augmented plane wave (GIPAW) method.
After performing convergence tests involving changes of k-sampling and supercell
size, the calculations were extended to graphene-based systems, including graphene
bilayer and stacked graphene sheets, finally leading to hexagonal graphite. Regar-
ding the disordered carbon materials, the 13C NMR chemical shifts corresponding
to different sites in atomistic models of amorphous hydrogenated carbons were
also computed at different H contents by employing molecular dynamics and first-
principles methods. The models were validated by the pair distribution functions
and further bonding analyses were carried out to determine the amounts of sp3 and
sp2 carbons in the structures. Specifically, the obtained results allowed the distinction
of the chemical shifts associated with different types of carbon sites, with different
hybridization states and bonded or not to a hydrogen atom. The calculated results
showed good agreement with experimental 13C NMR spectra of different types of
carbon materials, evidencing the power of the DFT calculations to predict NMR
parameters in graphene-based nanocarbons and to identify local structural features
of disordered carbon materials.
Keywords: Carbon materials; graphene; 13C NMR; DFT/GIPAW; Molecular dyna-
mics.
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Capítulo 1
Introdução
O objetivo deste cápitulo é contextualizar o tema estudado neste trabalho. São
apresentados os aspectos gerais desta tese, os objetivos, os materiais estudados e a
organização.
1.1 Aspectos Gerais – Motivação
O desenvolvimento e a caracterização dos materias têm grande importância na
evolução científica e tecnológica [1–7]. Dentro deste campo de estudos, os materiais
carbonosos destacam-se por possuírem um amplo espectro de aplicações [8–11].
Existem vários alótropos do carbono, a diversidade de aplicações é tamanha que,
por exemplo, o grafite é macio e pode se desfazer facilmente ao ser cisalhado no
papel (quando a tensão é aplicada paralelamente aos planos), enquanto o diamante
é o material com maior dureza encontrado na natureza. Mesmo que um material seja
constituído unicamente por carbono, o modo como os átomos se arranjam influi de
forma crucial em suas propriedades. Materiais como fulerenos, nanotubos e grafeno,
exemplificam a diversidade de formas que um conjunto de átomos de carbono pode
tomar (veja a Figura 1.1) e sua importância científica e tecnológica.
1
2Figura 1.1. Evolução cronológica da descoberta do fulereno, nanotubo e do
grafeno. A investigação de novos materiais e alótropos do carbono é um campo
de estudo muito ativo. (Referência: Adaptado de Hirsch, A. [12])
Simulações computacionais baseadas na Teoria do Funcional da Densidade
(DFT) [13,14] têm desempenhado um papel importante na previsão de propriedades
de materiais nanoestruturados. De fato, a DFT tem sido implementada em um
número crescente de programas computacionais [15–17] que permitem investigar
propriedades ópticas [18,19], magnéticas [20,21], dentre outras propriedades obtidas
via cálculos de estrutura eletrônica.
Num contexto geral, os cálculos de DFT e a implementação de novos méto-
dos com aproximações mais elaboradas (com maior poder de descrição de sistemas
reais complexos) também fornecem um caminho complementar ao descobrimento
e a possibilidade de síntese de novos materiais estáveis. Neste sentido, Sheng et
al. [22] fizeram a predição de um novo alótropo cristalino do carbono, estrutural-
mente estável, chamado T-carbono. Este material é obtido substituindo cada átomo
da estrutura do diamante por um tetraedro de carbonos, veja a Figura 1.2. As propri-
3edades estruturais, vibracionais e eletrônicas foram investigadas através de cálculos
de primeiros princípios. Esta investigação revelou que o T-carbono é um semicon-
dutor com um gap direto de aproximadamente 3,0 eV e que sua dureza de Vickers é
61,1 GPa menor que a do diamantei. Isto indica que, uma vez obtida em laboratório,
esta forma de carbono poderia ter várias aplicações, como por exemplo, fotocatálise,
adsorção, armazenamento de hidrogênio e em tecnologia aerospacial.
Figura 1.2. Estrutura do T-carbono. (a) A estrutura cristalina do T-carbono é
obtida substituindo cada átomo da estrutura do diamante por um tetraedro de
carbonos. (b)-(d) T-carbono nas direções [100], [110] e [111], respectivamente.
(Referência: Sheng, X.-L. et al. [22].)
iEm 2015 Narayan e Bhaumik [23] descobriram experimentalmente um alótropo do carbono que
foi chamado de Q-carbono, descrito como a terceira fase sólida do carbono, depois do diamante e do
grafite. O Q-carbono é mais duro que o diamante e é ferromagnético. Narayan e Bhaumik [24] também
desenvolveram uma técnica que permite produzir diamante e materiais relacionados à temperatura
ambiente e pressão atmosférica a partir do Q-carbono.
4Num contexto mais restrito à caracterização estrutural de materiais, a imple-
mentação de métodos computacionais que permitam a obtenção de parâmetros de
espectroscopia e a simulação dos espectros pode facilitar o mapeamento de gru-
pos/funcionais químicos e a interpretação dos espectros experimentais ou nos casos
em que os experimentos não são possíveis ou que o aparato experimental seja muito
complexo [21, 25–33]. A Ressonância Magnética Nuclear (RMN) é, em particular,
uma poderosa técnica de análise estrutural – um dos fatores que diferenciam esta
técnica de espectroscopia das demais é a sua sensibilidade ao arranjo estrutural local.
O deslocamento químico δ é um parâmetro importante em RMN para caracterização
dos materiais [34–37]. No experimento de RMN o campo magnético sentido por dois
núcleos pertencentes a uma mesma molécula são diferentes quando os ambientes
químicos são diferentes. Por exemplo, prótons localizados nos grupos -CH3 experi-
mentam campos magnéticos levemente diferentes de prótons pertencentes a grupos
-CH2 [38]. O campo externo aplicado induz uma circulação adicional dos elétrons
nas nuvens eletrônicas, os quais geram campos magnéticos locais secundários nos
diferentes sítios dos núcleos atômicos [38]. Ou seja, ambientes eletrônicos distintos
produzem repostas distintas ao campo externo, fazendo com que os núcleos experi-
mentem campos locais diferentes. Este efeito é chamado de delocamento químico e
é obtido a partir da blindagem isotr´opica σ usando-se a expressão:
δ = σre f − σamostra, (1.1)
onde σre f é a blindagem de uma composto de referência e σamostra é a blindagem
isotrópica da amostra.. Em muitos estudos têm-se utilizado uma outra expressão
para converter as blindagens calculadas em deslocamentos químicos [39–48]. Estes
trabalhos utilizam o benzeno como uma referência intermediária pelo fato desta
molécula possuir similaridades com materiais como grafeno, grafite, nanotubos
(todos apresentam anéis de carbono com hibridização sp2). Deste modo espera-se
5que eventuais erros sistemáticos embutidos nos cálculos sejam cancelados através
do uso desta referência intermediária. A expressão utilizada é apresentada a seguir:
δG/TMS = −[σG − σisoBenzeno] + σBenzeno/TMS (1.2)
onde, σG e σisoBenzeno correspondem aos parâmetros calculados de blindagem para
um dado sistema e para a molécula isolada de benzeno, respectivamente; o parâme-
tro δBenzeno/TMS é o deslocamento químico experimental de RMN de 13C do benzeno
(na fase gasosa) com respeito ao líquido tetrametilsilano (TMS), o qual é a referência
primária utilizada em RMN de 13C [49]. No decorrer desta tese, nós utilizamos esta
expressão (Equação 1.2) para converter as blindagens em delocamentos químicos.
Apesar da espectroscopia RMN de 13C ser amplamente utilizada na caracteri-
zação de materiais carbonosos nanoestruturados, incluindo nanografites, fulerenos,
nanotubos de carbono, grafite, óxido de grafeno, etc, [50–54], interpretações dos
espectros utilizando cálculos de primeiros princípios ainda são escassas.
Com relação aos materiais carbonosos, os exemplos mais comuns de cálculos
de parâmetros de RMN usando DFT são encontrados em estudos de filmes de
carbono amorfo, fulerenos e nanotubos de carbono. Mauri et al. [48] foram os
primeiros a aplicar métodos de DFT no cálculo dos deslocamentos químicos de
carbonos amorfos hidrogenados, determinando as frações dos atomos de carbono
sp2 e sp3 ligados ou não com hidrogênio, de modo que os espectros encontrados
foram validados com dados experimentais de RMN no estado sólido presentes na
literatura. Deschamps et al. realizaram cálculos DFT para prever o espectro RMN
de 13C do fulereno C70 e mostraram que os parâmetros calculados também podem
ser úteis na interpretação de espectros de carbonos nanoporosos [55]. Também
são comuns na literatura os cáculos dos parâmetros de RMN de 13C em nanotubos
de carbono aplicando o método GIPAW (gauge including projected augmented wave).
Estudos de tubos com diferentes diâmetros, tanto metálicos quanto semicondutores,
6têm sido reportados, incluindo dados do deslocamento químico isotrópico e dos
tensores de blindagem [41,43,56,57]. Zurek el al. investigaram os efeitos da presença
de defeitos estruturais (por exemplo, defeitos do tipo Stone-Wales) nos tensores de
blindagem de 13C em diferentes sítios [41]; os sítios atômicos pertencentes ao defeito
apresentaram tensores de blindagem menores que o restante da estrutura, além disso
foi previsto um alargamento espectral das linhas de RMN de 13C.
O parâmetros de RMN do grafeno e de seus materiais correlatos também têm
sido alvo de estudo por cálculos de DFT. Problemas de convergência usando o mé-
todo GIPAW para o cáculo dos tensores de blindagem de 13C foram reportados por
Vähäkangas et al. [58]. Esses problemas foram atribuídos ao gap nulo da estrutura
eletrônica do grafeno, que torna impossível o uso da teoria de perturbação. Estes
autores usaram cálculos com sistemas finitos (clusters) para obter o delocamento quí-
mico isotrópico e a blindagem anisotrópica do grafeno. Neste caso, foram usados
anéis aromáticos concêntricos de tamanhos crescentes [58]. Em um estudo relacio-
nado, Özcan et al. investigaram a dependência dos delocamentos químicos de 13C
com o tamanho de vários fragmentos de grafeno, destacando as diferenças observa-
das para bordas dos tipos zigzag e armchair [59]. Cálculos similares também foram
realizados para sistemas aromáticos policíclicos de tamanhos variados [39, 60, 61],
incluindo uma análise detalhada sobre os efeitos de curvatura nos parâmetros de
blindagem calculados [61]. Os problemas de convergência citados acima não foram
mencionados em outros estudos envolvendo o cálculo de deslocamentos químicos
do grafeno via DFT (usando condições periódicas de contorno) [39,57]. As caracterís-
ticas espectrais de RMN de 13C também foram calculadas usando DFT e comparadas
com resultados experimentais, permitindo a construção de um modelo para o óxido
de grafeno consistindo de clusters de carbono sp2 dentro de regiões altamente oxi-
dadas [62]. Vale a pena mencionar também alguns estudos sobre o cálculo de um
parâmetro conhecido como deslocamento químico independente do núcleo (NICS
-nucleus-independent chemical shift), no qual são usados átomos sonda “fantasmas”
7colocados nas proximidades de sistemas de grafeno ou de moléculas poliaromáticas;
geralmente os NICSs são relacionados com os efeitos das correntes de anéis e po-
dem ser usados como um índice de aromaticidade, sendo sensíveis às propriedades
estruturais como curvatura, tamanho de cluster e distância do cluster [61, 63, 64].
1.2 Objetivos
O objetivo geral deste trabalho é obter parâmetros espectrais de RMN de 13 C
de materiais carbonosos utilizando simulações computacionais.
Os objetivos específicos são:
• Obter valores convergidos para as blindagens magnéticas de RMN de 13C da
monocamada de grafeno utilizando DFT e estender estes cálculos a sistemas
contendo mais de uma camada de grafeno, além de avaliar o efeito do tipo de
empilhamento sobre a blindagem magnética.
• Utilizar simulações de dinâmica molecular para construir modelos atomísticos
de carbonos amorfos hidrogenados com diferentes quantidades de H e, então,
empregar cálculos DFT para prever os espectros de RMN de 13C desses mo-
delos. Adicionalmente, analisar os tipos de ambientes químicos presentes nos
modelos e associá-los com os deslocamentos químicos de RMN de 13C.
1.3 Materiais estudados
1.3.1 O Carbono
O carbono, elemento da coluna IV da tabela periódica, tem 4 elétrons de valên-
cia ocupando os orbitais 2s, 2px, 2py e 2pz. O carbono forma 2 tipos de ligação, as do
tipo σ, que são caracterizadas por serem muito fortes e definirem propriedades me-
8cânicas e estruturais, e as ligações pi, fracas ligações que ocorrem devido à interação
de orbitais p não hibridizados [65].
Na ligação química os orbitais atômicos se combinam, este processo se chama
de hibridização. O carbono, em particular, possui três tipos diferentes de hibridiza-
ção [65] (Veja a Figura 1.3):
• Hibridização sp – o orbital px se combina com o orbital s para formar o orbital
sp ao longo da direção x, os demais orbitais encontram-se ortogonais a esse.
As moléculas orgânicas lineares geralmente são formadas com esse tipo de
ligação (Figura 1.3.1-(a)).
• Hibridização sp2 – os orbitais s, px e py se combinam e formam 3 orbitais
sp2 no plano xy, estes orbitais formam ângulos de 120◦ entre si, os orbitais
pz permanecem ortogonais ao plano xy. O grafeno e o grafite são exemplos
(Figura 1.3.1-(b)) .
• Hibridização sp3 – o orbital s se combina com os orbitais p (px, py, pz) e gera
quatro orbitais sp3 resultando em uma geometria tetraédrica. O diamante é
um exemplo (Figura 1.3.1-(c)).
9(a)
(b)
(c)
Figura 1.3. Representação dos tipos de hibridização do carbono. (a) sp, (b) sp2 e
(c) sp3. (Referência: Carey, F. A [65])
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1.3.2 Monocamada e Bicamada de Grafeno, Grafite
1.3.2.1 Monocamada de Grafeno
Consistindo de uma camada isolada de grafite, o grafeno tem atraído grande
atenção desde que foi obtido experimentamente pela primeira vez em 2004 por
por A. Geim e K. Novoselov [66]. Este interesse deve-se, em particular, às suas
propriedades físicas surpreendentes e inúmeras aplicações tecnológicas [67–70]. Por
ser um material promissor, tanto do ponto de vista teórico quanto do tecnológico,
muitos esforços têm sido realizados para elucidar os aspectos teóricos relacionados
à estrutura eletrônica do grafeno através do emprego de métodos tanto analíticos
quanto computacionais. Neste sentido, os métodos baseados em DFT têm provado
ser eficazes. Exemplos bem sucedidos da aplicação de cálculos DFT para o grafeno e
materiais correlatos incluem o estudo de propriedades magnéticas [71,72], hiperfinas
[21,73], ópticas [74], eletrônicas [71,75,76] e mecânicas [77,78], dentre muitas outras.
Características Estruturais – Antes de falar das propriedades do grafeno é impor-
tante entender suas características estruturais. O grafeno é um alótropo do carbono
com estrutura bidimensional e constituída apenas por átomos de carbono. Os átomos
se arranjam numa estrutura hexagonal que pode ser vista como uma rede triangular
com 2 átomos de base por célula unitária, como na Figura 1.4.
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Figura 1.4. Esquerda: Estrutura cristalina do grafeno pode ser vista como duas
subredes triangulares interpenetrantes (a partir dos átomos de base A (azul) e B
(amarelo)). a1 e a1 são os vetores unitários da rede triangular com a base formada
pelos átomos A e B e (δ1, δ2, δ3) são os vetores direcionados aos primeiros vizinhos
de um átomo da rede. Direita: A zona de Brillouin do grafeno, com os vetores
( b1 e b2 ) da rede recíproca e os pontos K e K′ onde se localizam os cones de
Dirac (pontos de Dirac). (Referência: Castro Neto, A. H et al. [68])
Os vetores de rede no espaço real (a1, a1) podem ser escritos em coordenadas
cartesianas como [68]:
a1 =
a
2
(
√
3, 1), a2 =
a
2
(
√
3,−1), |a1| = |a2| = a, (1.3)
onde a é o parâmetro de rede, ou seja, a distância entre duas células unitárias vizinhas,
no caso do grafeno a = 2, 46 Å (a ditância interatômica no grafeno é d = 1, 42 Å).
No espaço recíproco, definido como o conjunto de vetores de onda k que
produzem ondas planas com a mesma periodicidade da rede [79], os vetores a1, a1
são representados como (veja a Figura 1.4):
b1 =
2pi
a
(
1√
3
, 1), b2 =
2pi
a
(
1√
3
,−1), (1.4)
estes são os vetores da rede recíproca do grafeno.
Os cones de Dirac são localizados nos vértices da zona de Brillouin do grafeno
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(K e K′), estes pontos são importantes no estudo das propriedades eletrônicas do
grafeno porque em suas proximidades a dispersão de energia pode ser considerada
linear [68]. Tais pontos são chamados de pontos de Dirac e suas posições podem ser
escritas no espaço recíproco como segue:
K = (
2pi√
3a
,
2pi
3a
), K′ = (
2pi√
3a
,−2pi
3a
), (1.5)
Propriedades Eletrônicas – A estrutura bidimencional do grafeno é mantida por
fortes ligações químicas covalentes entre os átomos de carbono. No plano de grafeno
cada átomo forma 3 ligações σ devido à hibridização sp2 dos orbitais 2s, 2px e 2py,
enquanto o elétron de valência restante participa da ligação pi, formada por uma
interação fraca entre os orbitais 2pz, os quais são perpendiculares ao plano de grafeno.
Desta maneira, as ligações fortes σ mantêm a estrutura coesa e são importantes
nas propriedades mecânicas do grafeno, enquanto os orbitais pi desempenham um
papel significativo na condução elétrica e na interação entre duas ou mais folhas de
grafeno [69, 80, 81].
No grafeno, os elétrons das ligações pi são os que dão origem à banda mais
energética de valência (BV) e à Banda de Condução (BC), já os elétrons das liga-
ções σ são menos importantes na condução elétrica, pois, nesse tipo de ligação, os
elétrons encontram-se mais ligados, preenchendo, predominantemente, estados de
mais baixa energia na BV [68]. A energia de dispersão dos elétrons pi do grafeno foi
obtida pela primeiraii vez por P. R. Wallace em 1947 [82] utilizando a aproximação de
ligação forte (tight-binding). A função de onda eletrônica correspondente aos orbitais
pi deslocalizados do grafeno é uma combinação linear das funções de Bloch ΦA e ΦA.
Para a sub-rede A, tem-se:
iiO trabalho de Walace [82] tinha o objetivo de descrever a estrutura de bandas do grafite. Porém,
ele usou como ponto de partida um modelo em que era considerado inicialmente apenas um plano
da estrutura do grafite. No final do trabalho ele acrescentou as interações entre os planos e chegou à
descrição da estrutura eletrônica do grafite.
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ΦA =
1√
N
∑
RA
eik•RAφ(r − RA), (1.6)
a função de onda ΦB para a sub-rede B é equivalente à equação 1.6. N é o número
de células unitárias, RA são as posições do sítio A e φ(r−RA) é o orbital atômico 2pz,
localizado em RA. A soma é feita sobre todos os vetores de rede RA.
Na aproximação de vizinhos mais próximos, na qual cada sítio A possui três
sítios vizinhos B próximos (primeiros vizinhos), os autovalores de energia dos elé-
trons na região dos pontos de Dirac (K e K′) podem ser obtidos a partir da seguinte
expressão [83]:
E(kx, ky) = ±γ0
[
1 + 4 cos(
√
3kxa
2
) cos(
kya
2
) + 4 cos2(
kya
2
)
]1/2
, (1.7)
onde γ0 é a integral de transferência entre orbitais pi vizinhos e a =
√
3d, em que
d = 1, 42 Å é a distância carbono-carbono. O gráfico da energia de dispersão da
Equação 1.7 é mostrado na Figura 1.5. O ramo positivo da Equação 1.7 representa
a banda pi∗ ou banda anti-ligante, que é totalmente vazia. Por outro lado, o sinal
negativo na Equação 1.7 representa a bandapi, chamada de banda ligante, essa banda
é totalmente ocupada. No estado fundamental, o grafeno possui a BV totalmente
preenchida e a BC totalmente vazia.
Uma propriedade interessante da estrutura de bandas do grafeno é a presença
dos pontos de Dirac (K e K′), sua ocorrência se dá quando as bandas de valência e de
condução se tocam em pontos discretos. Nos pontos de Dirac a energia de dispersão
tem a mesma forma matemática que a de férmions não massivos movendo-se à
velocidade da luz (quasipartículas quirais sem massa)iii. O nível de Fermi do grafeno
puro passa pelos pontos onde as bandaspi∗ epi sofrem degenerescência (ou seja, passa
pelos pontos K e K′). Além disso, no grafeno a relação de dispersão linear envolve
iiiOs portadores de carga na monocamada de grafeno são quasipartículas quirais sem massa
com dispersão linear de energia [85, 86]. Este comportamento é descrito pela Hamiltoniana de
Dirac [86–89].
14
E
n
er
g
ia
Buracos
Elétrons
K'
K
Banda de valência
Banda de condução
Figura 1.5. Estrutura do grafeno no espaço real e a representação de sua energia
de dispersão espaço recíproco.(a) Cada átomo de carbono na estrutura do grafeno
faz três ligações covalentes fortes σ. (b) Estrutura de bandas do grafeno – o
grafeno é um semimetal no qual as bandas de valência e condução se tocam em
pontos discretos (K e K′) da zona de Brillouin. (Referência: Adaptado de Wilson,
M. [84])
uma velocidade (velocidade de Fermi) que é muito menor que a velocidade da luz.
Isso significa que experimentos de ”imitam” o comportamento de férmions de Dirac
podem ser realizados com excitações de baixas energia no grafeno [86].
De acordo com a teoria dos sólidos [79,90,91], quando os átomos se juntam para
formar um cristal, os estados eletrônicos de energia dos átomos isolados se combinam
para formar as bandas de energia, as quais representam as energias permitidas para
os elétrons no cristal. As bandas de energia são separadas por regiões proibidas ou
gaps. A classificação dos materiais em isolantes, semicondutores e metais depende
de como os elétrons se distribuem nas bandas de energia. Os elétrons de valência não
participam da condução elétrica (no estado fundamental). No material classificado
como isolante, há uma região de energias proibidas que separa os níveis mais altos
ocupados e os níveis mais baixos ocupados. Sólidos isolantes em T = 0 K, mas
cujo gap de energia seja pequeno o suficiente de tal maneira que a excitação térmica
possa levar a uma condutividade observável, são chamados de semicondutores
intrínsecos. No caso dos metais a BC é parcialmente preenchida (o nível de Fermi
corta a BC). A Figura 1.5 indica que o grafeno é um semicondutor de gap zero, ou
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um semimetal sem superposição de bandas, já que há degenerescência das bandas
pi∗ e pi exatamente no nível de Fermi.
1.3.2.2 Bicamada de Grafeno
O estudo da bicamada de grafeno iniciou-se em 2006 com a publicação de
três trabalhos [92–94] destinados a descrever suas propriedades pela primeira vez.
Em seu trabalho, McCann et al. [92] demonstraram que a estrutura de bandas da
bicamada possui gap igual a zero. Ohta et al. [93] fizeram observações experimentais
da dispersão de energia e da formação de um gap de energia no ponto de Dirac K
quando um campo elétrico transversal às camadas é aplicado (devido à dopagem da
bicamada). Novoselov et al. [94] mediram a condutividade Hall quantizada prevista
por McCann et al. [92]. A bicamada e a monocamada de grafeno compartilham
algumas propriedades, por exemplo, a natureza quiral dos portadores de carga, a
alta mobilidade dos elétrons e a estabilidade mecânica da estrutura [83,95]. A seguir
veremos as propriedades estruturais e eletrônicas básicas da bicamada de grafeno.
Características Estruturais – A bicamada de grafeno consiste em duas monocama-
das de grafeno separadas por uma distância de equilíbrio d. As folhas permanecem
unidas na estrutura devido à interação de van der Waals (o valor da energia de
interação entre as camadas está no intervalo 15 – 20 eV [96]). Com relação aos tipos
de empilhamento das camadas, no empilhamento do tipo AB (veja a Figura 1.6),
os sítios B1 da camada inferior são localizados exatamente abaixo dos sítios A2 da
camada superior e os sítios A1 da camada inferior encontram-se exatamente abaixo
do centros dos anéis da camada superioriv; por outro lado, no empilhamento AA
todos os sítios A1 e B1 da camada inferior estão exatamente abaixo dos sítios A2
e B2 da camada superior. O empilhamento AB corresponde ao que é observado
ivMetade dos átomos da camada superior estão alinhados exatamente acima dos átomos da
camada inferior, enquanto a outra metade dos átomos encontra-se exatamente acima dos centros dos
anéis da camada inferior [97].
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experimentalmente na estrutura hexagonal do grafite (conhecido como estrutura
Bernal [98]), contudo, alguns estudos experimentais apontam que estruturas com-
postas por duas ou mais camadas de grafeno podem apresentar ilhas/regiões com
empilhamento AA [99, 100], o que torna sistemas como bicamadas, multicamadas e
grafite com este tipo empilhamento objeto de interesse em estudos teóricos e expe-
rimentais.
A bicamada de grafeno possui 4 átomos de base por célula unitária e os vetores
primitivos são iguais aos da monocamada de grafeno, como na Equação 1.3.
Figura 1.6. Estrutura da bicamada de grafeno: (a) com empilhamento do tipo AB.
(b) Os dois tipos distintos de sítios C1 e C2 são indicados.(Referência: McCann,
E. et al. [92].)
Desta maneira, a bicamada é representada no espaço recíproco de forma aná-
loga ao grafeno. Ou seja, a primeira zona de Brillouin é hexagonal e também possui
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os pontos de Dirac K e K′ (veja a Figura 1.4).
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Propriedades Eletrônicas – A estrutura eletrônica da bicamada de grafeno pode
ser obtida através de uma adaptação no método da aproximação de ligação forte
(maiores detalhes podem ser vistos nas referências [68, 81]. De forma semelhante
ao grafeno na seção 1.3.2.1, o Hamiltoniano é construído levando em consideração
as energias de interação entre os orbitais 2pz dos quatro átomos na célula unitária
[81], denotados por A1, B1, A2, B2 (indicados na Figura 1.6-(b)): γ0 é devido à
interação entre os primeiros vizinhos (na mesma camada, equivalente a interação na
monocamada de grafeno); γ1 a interação entre os átomos A2 e B1; γ3 a interação entre
A1 e B2 e; γ4 a interação entre os átomos A1 – A2 e B1 – B2, a mais fraca de todas.
De forma semelhante à monocamada de grafeno, a energia de dispersão perto dos
pontos de Dirac da bicamada, obtida dos autovalores da Hamiltoniana do modelo
de ligação forte, é dada por:
E±(q) = ±
[
V − 2V(~vFq)
2
t2ec
+
(~vFq)4
2t2ecV
]
, (1.8)
na Equação 1.8 tec é a energia de salto entre camadasv, t é a energia de salto na
mesma camadavi, vF é a velocidade de Fermi na monocamada e V é um parâmetro
com dimensão de energia associado a um campo elétrico externo perpendicular aos
planos da bicamada. Sob a presença de um campo elétrico o gap de energia da
bicamada de grafeno pode ser diferente de zero, o que é de interesse tecnológico
na construção de dispositivos eletrônicos. A dispersão de energia perto do ponto
K da bicamada de grafeno com empilhamento AB (obtida pelo modelo de ligação
forte [101], mostrada na Figura 1.7–esquerda tem o seguinte comportamento: Há
um gap mínimo de energia, diferente de zero, quando V , 0; sua dispersão de
energia torna-se parabólica quando V = 0, apresentando estrutura de bandas de um
semimetal (Figura 1.7–esquerda [68, 81, 102].
vConhecido como interlayer hopping energy na literatura [68, 81]
viHopping enery, é relacionada com o parâmetro γ0, que envolve interações entre os vizinhos na
mesma camada [68, 81].
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Na Figura 1.7–direita pode-se ver a dispersão de energia para a bicamada de
grafeno com empilhamento AA obtida através do método de ligação forte [101].
Desta forma, a dispersão para baixas energias da bicamada AA apresenta, essenci-
almente, duas cópias (deslocadas) da estrutura de bandas da monocamada [101].
Figura 1.7. Dispersão de energia para as bicamadas com empilhamentos AB
(esquerda) e AA (direita). (Referência: Tabert, C. J. and Nicol, E. J. [101].)
1.3.2.3 Grafite
O grafite consiste em várias camadas emplilhadas de grafeno unidas devido
à interação de van der Waals [82]. Assim como a bicamada, possui quatro átomos
em sua célula unitária e a zona de Brillouin tem base hexagonal no plano kxky e
altura igual a 2pic na direção de kz. Diferentemente da bicamada e da monocamada, o
grafite é um materiail tridimensional, suas camadas se empilham na direção do eixo
c (perpendicular às camadas). Os vetores de rede da célula unitária do grafite AB
são dados pela expressão:
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a1 =
a
2
(
√
3, 1, 0), a2 =
a
2
(
√
3,−1, 0), a2 = c(0, 0, 1) (1.9)
|a1| = |a2| = a = 2, 46 Å, |c| = 6, 71 Å.
O grafite com empilhamento AB é a forma mais estável e mais comum na na-
tureza. A primeira descrição das propriedades eletrônicas do grafite foi formulada
por P. R Wallace [82] em 1947, utilizando o modelo de ligação forte e desconside-
rando as interações entre camadas, o que em um primeiro momento, coincide com
a descrição de uma folha de grafeno, feita na subseção 1.3.2.1. Além do modelo de
Walace [82], um outro trabalho obteve a estrutura de banda do grafite tratando-o
como uma monocamada (seção 1.3.2.1) e posteriormente considerando as interações
entre as camadas como perturbações (modelo SWM – proposto em 1958 por Slonc-
zewski, Weiss e McClure [103,104]). Maiores detalhes da teoria podem ser vistos nos
trabalhos originais. De acordo com o modelo SWM o grafite é um semimetal com
sobreposição parcial das bandas de valência e de condução, o que confere um caráter
metálico mesmo a T= 0 K [103,104] . O empilhamento das camadas exerce um papel
fundamental na estrutura de bandas do grafite, pois, se as fracas interações entre as
camadas não existissem, o grafite seria um semicondutor de gap zero.
1.3.3 Materiais Desordenados - Modelos Atomísticos
Diferentemente do grafeno, bicamada de grafeno e do grafite, que apresentam
estruturas com ordenamentos de longo alcance e constituídas unicamente por liga-
ções sp2, os materiais carbonosos desordenados têm a estrutura composta por uma
variedade de átomos de carbono com ligações sp, sp2 e sp3. Por este motivo, existe
uma variedade de materiais carbonosos desordenados – negros de fumo, Carbonos
amorfos, Carbonos ativados, DLCs (Diamond-Like Carbon), fulerenos, querogênios,
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dentre outros [105, 106]. De modo geral, as propriedades dos materiais carbonosos
desordenados variam de acordo com a densidade, as frações de carbonos sp2 e sp3, a
porosidade, a presença de outros elementos como hidrogênio e oxigênio, o método
experimental de produção, etc.
Os Carbonos amorfos (a-C) e os Carbonos amorfos hidrogenados (a-C:H) pos-
suem estruturas compostas por redes de átomos sp2-sp3. As propriedades desses
materiais dependem das frações de ligações sp2 e sp3 presentes na estrutura.
Caracterizar e entender as características estruturais de materiais desordena-
dos, por exemplo, a-C e a-C:H, é um desafio. Com isso, diferentes técnicas com-
putacionais surgiram com intuito de gerar modelos estruturais e descrever suas
propriedades. De modo geral, existem três metodologias principais destinadas a
construção de modelos atomísticos – (I) consiste em construir unidades estruturais
guiadas por observações experimentais; (II) é baseada no Método de Monte Carlo
Reverso (Reverse Monte Carlo Method (RMC)); (III) métodos miméticos, o mais popu-
lar é o método de liquid quench ultilizado na dinâmica molecular (DM). O modelo
estrutural mais simples baseado no método I consiste em construir blocos de grafite
separados por poros (fendas) [107–110]. Na técnica II, os modelos atomísticos são
baseados no método de RMC [111–117]. Esta é uma técnica de reconstrução, onde a
função de distripuição de pares (PDF) (experimental) é ultilizada como alvo para o
algoritmo de Monte Carlo, assim o algoritmo gera novas configurações do modelo
estrutural vizando minimizar a diferença entre a PDF simulada e a experimental
(alvo). Existem ainda variações deste método, como o método Híbrido de Monte
Carlo Reverso [118].
Os métodos miméticos (III) tentam ”imitar” o processo experimental e as rea-
ções químicas que ocorrem durante a formação do material carbonoso desordenado.
Vamos enfatizar aqui o método liquid quench, pois ele foi utilizado para gerar as
estruturas dos materiais carbonosos desordenados apresentados na seção 3.2 do
capítulo 3. Neste método, um líquido estável a alta temperatura é resfriado até
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atingir a fase sólida numa temperatura mais baixa. O método surgiu de cálculos de
primeiros princípios dispostos a descrever o a-C [119, 120]. Desde então surgiram
campos de força destinados a descrever os potenciais das interações interatômicas e
campos de forças reativos (como o Reax [121,122]) que utilizam o conceito de ordem
de ligação para simular reações químicas. Assim, diversos trabalhos na literatura
utilizam o liquid quench para gerar e descrever estruturas de materiais carbonosos
desordenados [123–127]. A vantagem de utilizar potenciais reativos em relação ao
método RMC é que não há necessidade de parâmetros experimentais para realizar
as simulações.
Em 2016, Ranganathan et al. [127] utilizaram o método liquid quench em con-
junto com campos de força reativos para gerar estruturas de Carbonos amorfos
(a-C) com densidades variando entre 0,5 e 3,2 g/cm3 (Figura 1.8), correspondendo
a Carbonos amorfos mesoporosos e nanoporosos, respectivamente. Os modelos es-
truturais mostraram estar em acordo com outros resultados presentes na literatura.
Eles investigaram os efeitos de vários parâmetros do método liquid quench como a
taxa de resfriamento, o tempo de aquecimento e o tamanho da supercélula (caixa de
simulação). Também foi mostrado que o tamanho de poro é sensível ao aumento da
caixa de simulação – em sistemas com densidades inferiores a 1 g/cm3 o aumento
da caixa de simulação produziu poros maiores na estrutura enquanto as frações de
hibridizações sp2 e sp3 se mantiveram inalteradas.
Os Carbonos amorfos de baixas densidades (veja na Figura 1.8 a estrutura
com 0,5 g/cm3) são caracterizados como carvões vejetais e possuem uma estrutura
com poros grandes, sendo classificados como carbonos mesoporosos. Os Carbonos
amorfos com maior densidade geralmente apresentam uma estrutura com nanopo-
ros, como por exemplo o DLC, que é representado pela estrutura com densidade
igual a 3,2 g/cm3 na Figura 1.8.
Na seção 3.2 do capítulo 3 são apresentados modelos estruturais de materiais
carbonosos desordenados com diferentes densidades e quantidades distintas de
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Figura 1.8. Modelos estruturais do a-C para densidades variando entre 0,5 e 3,2
g/cm3 (notação da figura 1 g/cc = 1g/cm3). (Referência: Ranganathan et al. [127])
hidrogênio.
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1.4 Organização da tese
Esta texto está dividido em 4 capítulos. Este capítulo destina-se a contextuali-
zar o tema da tese. No capítulo 2, a base teórica dos métodos utilizados nos cálculos
computacionais é apresentada, em particular, os fundamentos da Teoria do Funcio-
nal da Densidade (DFT) e da Dinâmica Molecular (DM). O capítulo 3 destina-se a
apresentação dos resultados e discussões e é subdividido em duas seções principais:
Na seção 3.1 são apresentados os cálculos de parâmetros de RMN de 13C em materi-
ais cristalinos (monocamada e bicamada de grafeno (AA e AB), grafite (AA e AB));
a seção 3.2 destina-se aos resultados de cálculos DFT (RMN, GIPAW) realizados em
modelos atomísticos gerados por cálculos Dinâmica Molecular. Por fim, no capítulo
4 são apresentadas as conclusões e perspectivas futuras.
Capítulo 2
Fundamentos Metodológicos
Neste capítulo são abordados os métodos que foram utilizados no decorrer
deste trabalho. De modo prático, nas simulações computacionais de materiais são
ultilizados uma série de métodos teóricos apropriadamente implementados em um
software (no caso deste trabalho, os cálculos foram realizados utilizando o Quantum
Espresso [15]).
A equação de Schrödinger, proposta em 1926 pelo físico austríaco Erwin Schrö-
dinger é uma das equações mais importantes da mecânica quântica, ela determina a
função de onda de sistemas interagentes (por exemplo, átomos, moléculas e sólidos).
As propriedades físicas dos materiais dependem de diversos fatores que envolvem
o tipo de espécie atômica e a maneira com a qual os átomos se arranjam e interagem,
estes podem assumir diferentes estruturas cristalinas no caso dos sólidos cristali-
nos e números de coordenação atômica no caso dos materias amorfos. A solução
da equação de Schrödinger auxilia a entender estas propriedades e, embora seja
possível encontrar sua solução analítica para sistemas simples (com menos de duas
partículas interagentes), esta tarefa não é possível nos casos de materiais reais, os
quais possuem muitos átomos. Seria preciso resolver muitas equações, para se ter
ideia, um mol de certo material possui um número de átomos da ordem de grandeza
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de 1023, além disso, as funções de onda têm dependência espacial (x,y,z), tornando
o problema impossível de ser resolvido de forma exata. Para tornar este problema
mais simples, surgiram métodos baseados em aproximações que tornam o problema
de muitos corpos tratável, estes métodos são apresentados a seguir.
2.1 O problema de Muitos Corpos Interagentes
Dentre as aproximações destinadas a simplificar o problema de muitos corpos
interagentes, encontra-se a aproximação de Born-Oppenheimer (ABO) [128]. Os
núcleos são considerados estáticos, pois possuem massa muito maior que a massa
dos elétrons. Neste sentido, na ABO os elétrons se movem na presença de um campo
externo gerado pelos íons estáticos. Esta aproximação desacopla o movimento
dos elétrons do movimento dos íons/núcleos, fazendo com que a função de onda
dependa explicitamente das posições dos elétrons e parametricamente das posições
dos núcleos. A equação de Schrödinger independente do tempo pode ser escrita
como:
HˆΨ = EΨ (2.1)
onde E é a energia total do sistema, Ψ é a função de onda que descreve o sistema,
Hˆ representa o operador Hamiltoniano total que é formado pelos termos de energia
cinética e potencial, como segue:
Hˆ = Tˆe + TˆN + Vˆee + VˆNN + VˆNe (2.2)
estes termos do Hamiltoniano são escritos de forma explicita abaixo:
Tˆe é operador de energia cinética dos elétrons:
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Tˆe = −12
N∑
i=1
∇2i (2.3)
TˆN é o operador de energia cinética dos núcleos:
TˆN = −12
M∑
α=1
1
Mα
∇2α (2.4)
Vˆee é o operador de energia potencial repulsiva elétron-elétron:
Vˆee =
1
2
N∑
j,i
N∑
i=1
1
| ri − r j | (2.5)
VˆNN é o operador de energia potencial repulsiva núcleo-núcleo:
VˆNN =
1
2
M∑
α,β
M∑
β=1
ZαZβ
| Rα − Rβ | (2.6)
VˆNe é o operador de interação Coulombiana atrativa elétron-núcleo:
VˆNe = −
N∑
i=1
M∑
α=1
Zα
| ri − Rα | (2.7)
juntando todos os termos na expressão 2.1, o hamiltoniano eletrônico pode escrito
de forma explícita como:
Hˆele = −12
N∑
i=1
∇2i +
1
2
N∑
j,i
N∑
i=1
1
| ri − r j | −
1
2
N∑
i=1
M∑
α=1
Zα
| ri − Rα | (2.8)
O Hamiltoniano da expressão 2.8 tem um papel central na solução da equa-
ção de Schrödinger. Portanto, é fundamental que o Hamiltoniano de energia seja
bem descrito através de aproximações e eventuais correções aos termos de energia
cujas expressões exatas sejam desconhecidas. A ABO é, inicialmente, um grande
passo neste sentido, sendo amplamente utilizada em métodos de estrutura eletrô-
nica, porém esta aproximação, sozinha, não é capaz de descrever bem materiais
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reais. Diversos métodos foram propostos i neste processo de desenvolvimento e
aprimoramento de soluções aproximadas para a equação de Schrödinger com o ob-
jetivo de se obter o estado fundamental de um sistema de elétrons em um átomo,
molécula ou sólido.
A Teoria do Funcional da Densidade é abordada na seção 2.2. O que torna a
DFT especial é que a densidade eletrônica desempenha papel chave na solução de
problemas de muitos corpos interagentes, isto é, este método não é baseado dire-
tamente nas funções de onda. Consequentemente os problemas de muitos corpos
tornam-se muito mais simples, uma vez que a densidade eletrônica é dependente
somente das coordenadas espaciais (x,y,z). A DFT foi proposta em 1964 por P.
Hohenberg e W. Kohn [13] e vem sendo amplamente utilizada em cáculos de estru-
tura eletrônica. De fato, a Teoria do Funcional da Densidade é tão importante que,
pelo seu desenvolvimento, W. Kohn e John A. Pople receberam o prêmio Nobel de
química em 1998 [132].
iDo ponto de vista histórico diversos métodos foram desenvolvidos para resolver de forma apro-
ximada a equação de Schrödinger com o objetivo de se obter o estado fundamental de um sistema de
elétrons em um átomo, molécula ou sólido. Contribuições de Hartree (aproximação de Hartree) [129]
e Fock (Método Hartree-Fock) [130, 131] foram fundamentais no processo de desenvolvimento de
métodos baseados em função de onda. Em 1928 Hartree introduziu o método do campo autocon-
sistente para o cálculo aproximado de funções de onda e energia para átomos. Apesar da função
de onda eletrônica total do sistema de N elétrons ser construída como um produto de spin orbitais,
a função de onda de Hartree não satisfaz a propriedade antisimétrica da função de onda eletrônica
total, o que precisa ser cumprida desde os elétrons são férmions e o princípio de exclusão de Pauli
deve ser satisfeito. Em 1930, Fock propôs o uso de um determinante de Slater em vez de produtos de
Hartree para representar função de onda eletrônica total garantindo a propriedade antisimétrica.
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2.2 Teoria do Funcional da Densidade (DFT)
Nos métodos tradicionais baseados em funções de onda existe uma limitação
quanto a dimensionalidade, uma vez que a função de onda para um sistema de N
elétrons depende de 3N variáveis mais N variáveis de spin. A Teoria do Funcional
da Densidade tem como variável principal a densidade eletrônica, a qual depende
apenas das 3 variáveis espaciais, isto representa uma simplificação significativa do
problema de muitos corpos. Do ponto de vista computacional também há um ganho
significativo de custo, possibilitando que muitos problemas complexos sejam estu-
dados com custos computacionais viáveis. Estes fatos são indicativos da importância
da DFT no universo científico.
A densidade eletrônica foi empregada pela primeira vez como variável fun-
damental nos trabalhos independentes propostos por L. H. [133] e E. Fermi [134].
Estes estudos resultaram no modelo de Thomas-Fermi, o qual foi aprimorado por
P. A. M. Dirac (1930) [135]. O modelo de Thomas-Fermi considera a densidade do
sistema como aquela relativa a um gás de elétrons não interagentes e homogêneo,
a energia cinética é então expressa em função desta densidade, esta relação se dá
através de um ente matemático chamado de funcional. A questão que cabe ressaltar,
é que a densidade é igual a densidade local em qualquer ponto, ou seja, se em um
dado ponto do espaço a densidade local é ρ(r), então considera-se a densidade em
qualquer outro ponto da distribuição eletrônica igual a esta densidade local.
No modelo de Thomas-Fermi o funcional energia cinética é dado por:
TTF[ρ(r)] = CF
∫
ρ5/3(r)d3r; com CF =
3
10
(3pi2)2/3 = 2, 871 (2.9)
ou seja, a enercia depende apenas da densidade eletrônica. Ao levar em conta as in-
terações elétron-núcleo e elétron-elétron, interações de natureza atrativa e repulsiva
respectivamente, bem como as interações de troca num gás de elétrons, tem-se:
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ETFD[ρ(r)] = CF
∫
ρ5/3(r)d3r +
∫
ρ(r)v(r)d3r +
1
2
"
ρ(r)ρ(r′)
| r − r′ | d
3rd3r′ −Cx
∫
ρ(r)
4
3 d3r
(2.10)
onde, Cx = 34 (
3
pi )
1
3 e ETFD[ρ(r)] é o funcional energia de Thomas-Fermi-Dirac [136].
Cada termo da Equação 2.10 possui seu significado físico, a partir da direita da
igualdade tem-se:
• CF
∫
ρ5/3(r)d3r é a energia cinética dos elétrons;
• ∫ ρ(r)v(r)d3r é a energia da interação elétron-núcleo;
• 12
!
ρ(r)ρ(r′)
|r−r′| d
3rd3r′ é o termo de Hartree
• Cx
∫
ρ(r)
4
3 d3r é a energia de troca de um gás de elétrons
Este modelo foi importante e serviu de inspiração para o desenvolvimento da
Teoria do Funcional da Densidade [132]. Embora em alguns casos esta aproximação
tenha obtido êxito, como por exemplo, a energia de ligação de alguns átomos [137,
138], este método não é suficientemente eficaz no caso de sistemas maiores e para
uma aplicação mais geral.
2.2.1 Os teoremas de Hohenberg-Kohn
Os dois teoremas de P. Hohenberg e W. Kohn, escritos em 1964 [13], são a
base da DFT. Eles formalizam matematicamente o uso da densidade como a variável
fundamental da DFT. O primeiro e o segundo teoremas, também conhecidos como
princípio básico de Hohenberg-Kohn e princípio variacional de Hohenberg-Kohn,
são mostrados a seguir e não são provados aqui, mas a prova pode ser vista, por
exemplo, nesta referência [139].
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Teorema I: Lema básico de H. K. A densidade eletrônica do estado fundamental ρ(r) de
um sistema quântico de muitos corpos interagentes sobre a ação de um potencial externo v(r)
determina este potencial unicamente, exceto por uma constante aditiva.
Corolário: ρ(r) determina o número de elétrons N =
∫
ρ(r)dr, determina o potencial
externo v(r), determina a função de onda e também todas as propriedades eletrônicas do
estado fundamental do sistema.
Teorema II: Princípio variacional de HK
Pode-se definir um funcional universal para energia E[ρ(r)] em termos da densidade ρ(r),
válido para qualquer potencial externo v(r). Para um potencial particular, a energia exata do
estado fundamental E0 é o valor mínimo global do funcional E[ρ(r)] e a densidade ρ(r) que
minimiza esse funcional é a densidade exata do estado fundamentalρ0(r).
Estes teoremas são fundamentais, pois garantem a unicidade da solução. O
teorema I confere à densidade do estado fundamental o atributo de determinar uni-
camente o potencial externo ao qual os elétrons estão sujeitos, além disso, extende
esta propriedade aos demais observáveis físicos. Desta maneira é possível obter
todos observáveis a partir da densidade eletrônica do estado fundamental de ma-
neira única. O teorema II afirma que é possível definir um funcional universal em
termos da densidade e que a densidade que minimiza este funcional é a densidade
do estado fundamental, e vai além, este funcional minimizado resulta na energia do
estado funamental. Esta é a base formal na qual se alicerça a DFT, onde a densidade
eletrônica desenpenha o papel de variável chave, na próxima seção discute-se as
equações de Kohn-Sham.
2.2.2 As equações variacionais de Kohn-Sham
A proposta dos teoremas de Hohenberg-Kohn é minimizar o funcional global,
o que consiste numa tarefa inicialmente simples: minimização de um funcional uni-
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versal de energia cujo parâmetro chave é a densidade. Porém, isto não fornece uma
maneira prática de resolver os sistemas de interesse científico. Um avanço impor-
tante neste sentido se deu devido ao trabalho de W. Kohn and L. J. Sham [14]. Eles
desenvolveram um método baseado nos trabalhos de Hohenberg e Kohn e trataram
um sistema não-homogêneo de elétrons interagentes através de aproximações envol-
vendo um sistema de referência mais simples com a mesma densidade do problema
original. O sistema de referência considerado foi o gás de elétrons não interagentes
sujeitos a um campo local efetivo v(r), uma aproximação para o funcional universal
G[ρ(r)] deste sistema pode ser escrita como segue:
G[ρ(r)] ≡ T[ρ(r)] + Exc[ρ(r)] (2.11)
onde T[ρ(r)] é o funcional da energia cinética (elétrons não interagentes) e Exc[ρ(r)] é a
energia de troca e correlação. Este último funcional é aproximado, pois engloba tam-
bém os correções para as energias potenciais e cinéticas que não têm uma expressão
analítica conhecida. Para ficar claro onde são feitas as aproximações, reescreve-se
o funcional universal E[ρ(r)] para o sistema interagente de elétrons explicitando as
interações conhecidas:
E[ρ(r)] =
∫
v(r)ρ(r)dr +
1
2
"
ρ(r)ρ(r′)
| r − r′ | drdr
′ + T[ρ(r)] + Exc[ρ(r)] (2.12)
a partir da direita da igualdade na Equação 2.12 tem-se: a interação elétron-núcleo
devido ao campo efetivo; a interação Coulombiana elétron-elétron, conhecida como
termo de Hartree; a energia cinética dos elétrons não interagentes e por fim a energia
de troca e correlação.
A densidade eletrônica e a energia cinética podem ser escritas de maneira exata
através da superposição de um conjunto de N spin-orbitais:
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ρ(r) =
N∑
i=1
| ψi(r) |2 (2.13)
T[ρ(r)] =
N∑
i=1
〈ψi(r)| −12 ∇ |ψi(r)〉 (2.14)
A partir de certas considerações (ortonormalidade dos spin-orbitais, como
vínculo, e a condição de extremo da energia na Equação 2.12), obtém-se a equação
de Kohn-Sham:
[
−1
2
∇2 + vKS(r)
]
ψi(r) = iψi(r) (2.15)
onde ψi(r) é a função de onda do estado eletrônico i (orbitais de partícula única, ou
orbitais de Kohn-Sham), i é o autovalor de Kohn-Sham e vKS(r) é o potencial efetivo
de Kohn-Sham dado por:
vKS(r) = v(r) +
∫
ρ(r′)
| r − r′ |dr
′ + vxc(r) (2.16)
Deve-se observar que a partir das equações de Kohn-Sham a energia total
eletrônica pode ser determinada formalmente sem aproximações em função dos
autovalores i (energias orbitais) ( [14, 136]):
E =
N∑
i
i − 12
"
ρ(r)ρ(r′)
| r − r′ | drdr
′ −
∫
vxc(r)ρ(r)dr + Exc[ρ(r)] (2.17)
A resolução da equação de Kohn-Sham exige um processo de iteração. Um
esquema auto-consistente é apresentado na Figura 2.1.
Pode-se explicar este processo da seguinte maneira:
• Escolhe-se a priori um funcional de troca e correlação Exc[ρ] (este termo será
discutido na próxima seçao) e uma densidade inicial ρ0(r);
• À partir de ρ0(r) constrói-se o potencial efetivo vKS(r);
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• A equação de Kohn-Sham
[
−12∇2 + vKS(r)
]
ψi(r) = iψi(r) é então resolvida para
se obter ψi(r);
• Calcula-se uma nova densidade ρ1(r) utilizando ρ(r) = ∑Ni=1 | ψi(r) |2;
• Se o critério de convergência for satisfeito, então os observáveis são calculados.
Se não, então repete-se o processo utilizando a nova densidade ρ1(r) calculada.
Figura 2.1. Esquema auto-consistente de solução das equações de Kohn-Sham.
2.2.3 Funcionais para troca e correlação
Apesar das equações de Kohn-Sham serem exatas, é preciso fazer aproximações
para o funcional de troca e correlação. A fórmula exata para Exc[ρ] não é conhecida e
não deve ser simples. Neste sentido, existem diversas aproximações para esse termo,
aqui abordaremos apenas a Aproximação de Densidade Local (LDA, do inglês Local
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Density Approximation) e a Aproximação de Gradiente Generalizado (GGA, do inglês
generalized gradient approximation).
Na aproximação LDA a energia de troca e correlação é igual a energia de um
gás de elétrons homogêneo com a mesma densidade. Deve-se, ainda, considerar que
a densidade ρ(r) varia suavemente nas vizinhanças do ponto r. O funcional de troca
e correlação do gás de elétrons homogêneo pode ser escrito em função da energia de
correlação por elétron do gás hxc e de sua densidade ρ(r)
Exc[ρ(r)] =
∫
ρ(r)hxc(ρ(r))d
3r (2.18)
Na aproximação LDA o termo Exc[ρ(r)] é dado por:
ELDAxc [ρ(r)] =
∫
ρ(r)LDAxc d
3r =
∫
ρ(r)
[
x(ρ(r)) + c(ρ(r))
]
d3r (2.19)
Na prática é usual separar LDAxc (ρ(r)) em termos de contribuições de troca e de
correlação.
LDAxc (ρ(r)) = x + c (2.20)
onde x e c são os termos de troca e de correlação, respectivamente. A energia
de troca do gás de elétrons homogêneo possui forma analítica conhecida, porém,
a energia de correlação não é conhecida nem para o caso do gás homogêneo. O
valor de c foi reportado na literatura com alta precisão [140], algumas expressões
analíticas foram obtidas desse resultado [141, 142].
A priori a aproximação LDA foi desenvolvida para sistemas nos quais a den-
sidade varia suavemente de um ponto para outro no espaço, porém na prática esse
método fornece bons resultados para vários sistemas, em particular os metálicos.
O sucesso surpreeendente deste método aproximativo se deve em parte pelo can-
celamento de erros sistemáticos. De fato, uma evidência disso é que geralmente a
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LDA subestima o termo de correlação, mas superestima o termo de troca, gerando
assim bons resultados para alguns sistemas. Além disso, geralmente os parâmetros
de rede de sólidos são subestimados via LDA, enquanto que, energia de coesão,
frequências de fônon e módulo elástico são superestimados [143].
Ao incluir a polarização de spin na LDA obtêm-se uma aproximação mais geral
chamada Aproximação de Densidade de Spin Local (local spin density approximation
- LSDA). Neste caso, a energia de troca e correlação pode ser escrita da seguinte
forma:
ELSDAxc [ρ
↑, ρ↓] =
∫
ρ(r)hxc(ρ
↑(r), ρ↓(r))d3r
=
∫
ρ(r)
[
hx(ρ
↑(r), ρ↓(r)) + hc (ρ
↑(r), ρ↓(r))
]
d3r,
(2.21)
onde ρ↑(r) e ρ↓(r) são densidades de spin up e spin down, respectivamente.
A outra aproximação abordada aqui para o funcional de troca e correlação é
a Aproximação de Gradiende Generalizado (Gradient Generalized Gradient Approxi-
mation, GGA). Na GGA considera-se um elemento adicional a densidade local: o
gradiente da densidade. A GGA descreve melhor sistemas com densidades eletrô-
nicas não homogêneas no espaço e pode ser escrita como:
Exc[ρ(r)] = EGGAxc [ρ(r)] =
∫
f (ρ(r),∇ρ(r))d3r, (2.22)
Para viabilizar os cálculos práticos, f deve ser uma função analítica parametri-
zada. Existem várias propostas de parametrização, entre elas, a mais utilizada é a de
Perdew, Burke e Ernzeshof (GGA-PBE) [144]. O funcional GGA com parametrização
de Perdew, Burke e Ernzeshof (GGA-PBE) foi ultilizado em todos os cálculos de DFT
desta tese.
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2.3 Método de Ondas Planas e Pseudopotencial
Um dos métodos mais ultilizados em DFT para tratar sistemas periódicos é o
de ondas planas. O uso de pseudopotenciais permite expandir as funções de onda
em um conjunto relativamente pequeno de ondas planas.
O Teorema de Bloch [79] diz que em um sistema periódico cada função de onda
eletrônica associada ao Hamiltoniano monoeletrônico pode ser escrita como,
Ψ j(r) = eik.rf j(r), (2.23)
ou seja, o produto de uma onda plana eik.r por uma função f j(r) com a periodicidade
da rede.
Pode-se escrever a função com periodicidade da rede através de uma expansão
em um conjunto de base discreto de ondas planas:
f j(r) =
∑
G
c j,Gei(G).r, (2.24)
de modo que G é um vetor de translação da rede recíproca definido por R.G = 2piη
(com η inteiro), e R é o vetor de rede do cristal (vetor de translação no espaço real).
Consequentemente, pode-se escrever cada função de onda eletrônica da se-
guinte maneira:
Ψ j(r) =
∑
G
c j,k+Gei(k+G).r, (2.25)
onde c j,k+G são os coeficientes de Fourier da expansão.
A função de onda de Kohn-Sham 2.25 é expandida numa base infinita de
ondas planas, como essa expansão com infinitos termos é impossível, ná prática ela
é truncada em certo ponto (chamado de energia de corte). Neste caso usa-se um
critério que considera os coeficientes c j,k+G das ondas planas com energia cinética
menor que (1/2) | k + G |2, pois a contribuição de componentes de Fourier maiores
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que | k + G | é pequena.
A equação de Kohn-Sham toma a seguinte forma [145] quando usa-se ondas
planas para expandir as funções de onda de Kohn-Sham:
∑
G′
[1
2
| k + G |2 δGG′ + V(G −G′)
]
ci,k+G′ = ici,k+G′ , (2.26)
onde δGG′ é o delta de Kronecker. O potencial V(G −G′) é escrito abaixo
V(G −G′) = Vion(G −G′) + VH(G −G′) + Vxc(G −G′), (2.27)
e a matriz do Hamiltoniano HGG′(k) para o ponto k na zona de Brillouin tem, portanto,
a seguinte forma:
HGG′(k) =
1
2
| k + G |2 +V(G −G′) (2.28)
Uma das formas de solucionar a Equação 2.26 é através da diagonalização do
Hamiltoniano HGG′(k).
O comportamento oscilatório da função de onda nas proximidades do núcleo
se torna um entrave quando ultiliza-se o método de ondas planas. Isso se deve ao
fato de que é necessário usar um número muito grande de ondas planas quando as
oscilações são intensas, ou seja, a energia de corte torna-se grande. Isso aumenta con-
sideravelmente o custo computacional, pois aumentaria a dimensão das matrizes a
serem diagonalizadas. Contudo, existe um método que foi desenvolvido especifica-
mente com intuito de amenizar o problema oscilatório perto do núcleo, este método
é chamado de aproximação de pseudopotencial.
Na aproximação de pseudopotencial trata-se a função de onda dos elétrons de
caroço de forma particular, de modo a contornar o seu comportamento oscilatório
intenso. Os elétrons de caroço são mais blindados pois encontram-se na parte
mais interna dos átomos, enquanto os elétrons de valência participam das ligações
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químicas e geralmente definem as propriedades físicas do materiais. Basicamente,
o objetivo da aproximação de pseudopotencial é eliminar as oscilações da função
de onda dos elétrons de caroço substituindo o potencial real no caroço por uma
função menos profunda e mais suave, diminuirndo assim o número de ondas planas
necessárias para descrever a função de onda dos elétrons de caroço, veja a Figura
2.2.
Figura 2.2. Esquema representando a construção da pseudofunção e pseudopo-
tencial (Referência: Kaxiras, E. [146]).
Por fim, existem algumas condições que são necessárias para que o pseu-
dopotencial descreva de forma eficiente o potencial do caroço: fora da região de
caroço o pseudopotencial deve coincidir com o potencial verdadeiro e a pseudofun-
ção de onda coincide com a verdadeira função de onda obtida por meio de uma
descrição que inclui todos os elétrons. Dentre as diversas maneiras de se gerar
pseudopotenciais, pode-se destacar Troullier & Martins com os pseudopotenciais de
norma-conservada [147], Vanderbild com pseudopotenciais ultrasuaves (semiempí-
ricos) [147] e a abordagem de Rappe-Rabe-Kaxiras-Joannopoulos [148].
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2.4 Método GIPAW
Durante muitos anos, os cálculos teóricos do deslocamento químico se manti-
veram limitados a sistemas finitos, como moléculas e clusters [26,27,149], com alguns
exemplos de sistemas finitos um pouco maiores, denominados estendidos, também
tratados através de métodos de cluster sob uma abordagem da química quântica [28].
A primeira aproximação a tratar explicitamente o emprego de condições periódicas
de contorno em sólidos cristalinos reais foi proposta em 1996 por Mauri et al., eles
formularam uma teoria para o cálculo de primeiros princípios da susceptibilidade
magnética e dos deslocamentos químicos em materiais isolantes [29,150]. O método
PAW, proposto por Blöchl [151], fornece um caminho para recuperar a forma dos
orbitais all-electron de Khon–Sham nas proximidades do núcleo através da recons-
trução do pseudopotencial, contudo, o método PAW não preserva a invariância de
translação na presença de um campo magnético uniforme. Um notável avanço do
método PAW se deu em 2001, quando Pickard e Mauri [30] propuseram uma descri-
ção invariante na presença de um campo magnético uniforme que ficou conhecida
como GIPAW ii. Desta forma, o GIPAW é um método de primeiros princípios que
permite o cálculo all-electron dos deslocamentos químicos usando pesudopotenci-
ais. Devido a sua alta precisão, o método GIPAW tem se tornado uma ferramenta
importante para enterder e interpretar espectros experimentais de RMN, existem
muitos exemplos de sua aplicação no cálculo de parâmetros de RMN associados a
um número vasto de núcleos (incluindo aqueles com spin 12 bem como núcleos qua-
drupolares) em diferentes tipos de materiais [45–47, 152–160]. Em 2007, d’Avezac et
al. [25] aperfeiçoaram o método GIPAW para o cálculo das blindagens em metais,
ampliando a gamma de materiais que podem ser estudados com este método. O
iiO método GIPAW é descrito na publicação original de Pickard el al. de 2001 [30], a descrição
para metais proposta por d’Avezac el al. pode ser vista nesta referência [25]. Quando um campo
magnético é aplicado, o Hamitoniano do método PAW não possui invariância translacional. Basica-
mente, o método GIPAW é uma extensão do método PAW que possui invariância translacional do
Hamiltoniano na presença de um campo magnético uniforme.
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aperfeiçoamento contínuo da capacidade computacional e a disponibilidade de pa-
cotes computacionais implementando cálculos GIPAW são fatores que contribuem
para a expansão do uso do método para o estudo de sistemas complexos, incor-
porando assim questões físicas importantes como efeitos dinâmicos e desordens
estruturais [161].
2.4.0.1 Método PAW
Blöchl [151] introduziu um operador linearT que transforma as pseudofunções
de onda 〈ψ| naquelas correspondendo as funções de onda all-electron 〈ψ| = T 〈ψ|. O
operador T é dado por
T = 1 +
∑
R,n
[|φR,n〉 − |φR,n〉] 〈pR,n| , (2.29)
onde 〈pR,n| é um conjunto de projetores tais que 〈pR,n|φR′,m〉 = δR,R′ . Além disso,
|φR,n〉 é um conjunto de funções de onda parciais all-electron, |φR,n〉 é um conjunto de
pseudofunções parciais, o vetor R corresponde as posições dos sítios atômicos e n
denota os números quânticos de momento angular (e um número adicional, no caso
de haver mais de um projetor para o mesmo número quântico n no mesmo sítio).
Desta forma, o valor esperado de um determinado operador O (〈ψ|O |ψ〉) pode ser
expresso como o valor esperado do pseudo-operador O (〈ψ|O |ψ〉) através da relação
O = T †OT .
Em seu trabalho, Blöchl [151] definiu uma região ΩR (a qual chamou de região
aumentada) para cada sítio atômico e supôs que (i) fora dessa região as funções de
onda |φR,n〉 e |φR,n〉 coincidem e os projetores 〈pR,n| se anulam, (ii) dentro da região
ΩR as funções parciais |φR,n〉 definem um conjunto completo para as funções de
onda all-electron, o que significa dizer que, dentro de ΩR, qualquer função de onda
all-electron com significado físico pode ser escrita como uma combinação linear das
funções |φR,n〉, (iii) as regiões ΩR para os diferentes sítios atômicos não se sobrepõem.
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Adicionalmente, por uma questão de simplicidade, supõe-se que as normas de
|φR,n〉 e |φR,n〉 são iguais dentro da região aumentada ΩR [151], o que recupera
o formalismo de pseudopotenciais de norma conservada na forma proposta por
Kleinman-Bylander [162].
Na ausência do campo magnético aplicado Bapl a pseudo-Hamiltoniana é es-
crita como
H = T †HT = 1
2
p2 + Vlocal(r) +
∑
R
VnlR , (2.30)
na Equação 2.30, p é o operador de momento, Vlocal(r) é definida como a parte local
do pseudopotencial e VnlR é a parte não local do pseudopotencial, definada como
VnlR =
∑
n,m
|pR,n〉 aRn,m 〈pR,m| , (2.31)
os coeficientes an,m representam as intensidades da energia potencial não local e eles
dependem de R, uma vez que cada sítio pode ser ocupado por uma espécie atômica
diferente.
O método PAW recupera a forma all-electron das funções de onda a partir
do pseudopotencial, além disso a relação entre a pseudo-Hamiltoniana e a Hamil-
toniana all-electron na ausência de campo também pode ser escrita em termos da
transformação linear da Equação 2.29. O problema é que na presença de uma campo
magnético uniforme o método PAW não preserva a invariância translacional, ou seja,
os autovalores de energia da Hamiltoniana do sistema na presença de campo não se
conservam perante translações do vetor R (cada sítio é localizado pelo vetor R, na
qual está centrada a região aumentada ΩR, porém no método PAW o potencial vetor
A(r) = 11B × r só pode ser definido na origem de apenas 1 (uma) região aumentada,
o que não é prático, já que os sistemas estudados em DFT não se limitam a sistemas
com um único sítio atômico).
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2.4.0.2 Método GIPAW – cálculo das blindagens
Para resolver o problema da invariância translacional no método PAW, Pickard
e Mauri [30] introduziram uma transformação dependente do campo magnético TB
TB = 1 +
∑
R,n
e(i/2c)r·R×Bapl[|φR,n〉 − |φR,n〉] 〈pR,n| e−(i/2c)r·R×Bapl , (2.32)
esta transformação define o método GIPAW. A pseudo-Hamiltoniana GIPAW (HG)
na presença de um campo magnético uniforme é escrita como a segue
HG =
1
2
p2 + Vlocal(r) +
∑
R
e(i/2c)r·R×BaplVnlR e
(−i/2c)r·R×Bapl +
1
2c
L ·Bapl + 18c2 (Bapl× r)
2, (2.33)
onde r × p é o operador de momento angular e c é a velocidade da luz. Repare que
a pseudo-Hamiltoniana GIPAW coincide com a pseudo-Hamiltoniana PAW quando
Bapl = 0 (Equação 2.30). A pseudo-Hamiltoniana H produz autovalores de energia
invariantes perante translações do potencial vetor nas diferentes regiões aumenta-
das. Num contexto da teoria de perturbação, pode-se expandir H em potências de
Bapl
HG = H
(0)
G + H
(1)
G + O(B
2), (2.34)
onde H
(0)
G é a pseudo-Hamiltoniana não perturbada e coincide com a Equação 2.30.
A pseudo-Hamiltoniana perturbada em primeira ordem (H
(1)
G ) é dada por
H
(1)
G =
1
2c
L + ∑
R
R × vnlR
 · Bapl, (2.35)
onde
vnlR =
1
i
[r,VnlR ], (2.36)
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os colchetes indicam um operador de comutação.
Operador de corrente – A aplicação de um campo magnético uniforme Bapl numa
amostra de matéria induz correntes elétricas no interior da mesma. Em materiais
isolantes não magnéticos, contribuem para esta corrente somente os elétrons que se
movem nos orbitais devido ao campo Bapl, enquanto que em metais há um efeito
adicicional devido a interação de Bapl com os elétrons livres [25, 30]. O cálculo do
tensor de blindagem para materiais isolantes é feito no GIPAW seguindo o caminho
dado a seguir. Primeiro calcula-se as correntes induzidas nos orbitais eletrônicos
devido à aplicação do campo magnético uniforme Bapl, onde o operador de corrente
calculado na posição r′ é dado por [30],
J(r′) = Jp(r′) − Bapl × r
′
2c
|r′〉 〈r′| , (2.37)
em que Jp(r′) é o operador de corrente paramagnética,
Jp(r′) = −p |r
′〉 〈r′| + |r′〉 〈r′|p
2
. (2.38)
Usando a transformação da Equação 2.32, pode-se obter o operador de corrente
GIPAW (JG(r′)) fazendo a operação T †B Jp(r′)TB, que resulta em
JG(r′) = Jp(r′) − Bapl × r
′
2c
|r′〉 〈r′| +
∑
R
e(i/2c)r·R×B[∆JpR(r
′) + ∆JdR(r
′)]e(−i/2c)r·R×B, (2.39)
onde ∆JpR(r
′) é o operador de corrente paramagnética,
∆JpR(r
′) =
∑
n,m
|pR,n〉 [〈φR,n| Jp(r′) |φR,m〉 + 〈φR,n| Jp(r′) |φR,m〉] 〈pR,m| , (2.40)
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e ∆JdR(r
′) é o operador de corrente diamanética,
∆JdR(r
′) = −Bapl × (r
′ − R)
2c
∑
n,m
|pR,n〉 [〈φR,n|r′〉 〈r′|φR,m〉 − (2.41)
〈φR,n|r′〉 〈r′|φR,m〉] 〈pR,n| , (2.42)
o operador JG(r′) pode ser expandido em potências de Bapl até primeira ordem como
JG(r′) = J
(0)
G (r
′) + J(1)G (r
′) + O(B2apl), (2.43)
com
J(0)G (r
′) = Jp(r′) +
∑
R
∆JpR(r
′), (2.44)
e
J(1)G (r
′) = −Bapl × r
′
2c
|r′〉 〈r′| +
∑
R
(∆JdR(r
′) +
1
2ci
[Bapl × R · r,∆JpR]). (2.45)
Para obter as equações para o valor esperado desses termos de corrente em
sistemas periódicos infinitos, Pickard e Mauri [30] escreveram as pseudofunções de
onda como funções de Bloch, |ψ(0)n,k〉 = eik·r |u(0)n,k〉, onde k é um vetor na rede recíproca
dentro da primeira zona de Brillouin e os autovalores de energia são denotados
por En,k. Fazendo uma série manipulações algébricas e transformações (veja no
artigo original de Pickard e Mauri [30]) obtém-se o valor esperado para a corrente,
que é dividido em três contribuições: a contribuição para a corrente devido aos
elétrons de caroço (j1bare); o termo de correção paramagnética (j
1
∆p); e o termo de
correção diamagnética (j1
∆d) (o índice (1) indica aproximação de primeira ordem).
Utilizando a teoria de perturbação e as Equações 2.43, 2.44 e 2.45, as expressões para
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as contribuições de corrente são dadas por
j(1)bare((1)) = limq−→0
1
2q
[Sbare(r′, q) − Sbare(r′,−q)], (2.46)
j(1)
∆p((1)) = limq−→0
1
2q
[S∆p(r′, q) − S∆p(r′,−q)], (2.47)
j(1)
∆d((1)) = 2
∑
R,o
〈ψ(0)o |∆JdR(r′) |ψ(0)o 〉 , (2.48)
onde o índice o indica a soma sobre os estados ocupados e Sbare(r′, q) e S∆p(r′, q) são
funções definidas como abaixo
Sbare(r′, q) =
2
cNk
∑
i=x,y,z
∑
o,k
Re[
1
i
〈u(0)o,k| Jpk,k+qiGk+qi(Eo,k)B × uˆi · vk+qi,k |u
(0)
o,k〉], (2.49)
S∆p(r′, q) =
2
cNk
∑
i=x,y,z
∑
o,k,l,τ
Re[
1
i
〈u(0)o,k|∆Jpl,τ,k,k+qiGk+qi(Eo,k)B × uˆi · vk+qi,k |u
(0)
o,k〉], (2.50)
nas expressões 2.49 e 2.50, ui são os vetores unitários na três direções Cartesianas, l e τ
são vetores da rede cristalina e as coordenadas internas dos átomos respectivamente.
Ainda nas Equações 2.49 e 2.50, o operador função de Green Gk(Eo,k) é dado por
(usando a mesma notação que Pickard e Mauri [30]
Gk(E) =
∑
e
|u(0)e,k〉 〈u(0)e,k|
E − Ee,k , (2.51)
onde e indica a soma sobre os orbitais não ocupados.
As Equações 2.46, 2.47 e 2.48 permitem calcular os valores esperados das contri-
buições de corrente devido aos elétrons de caroço j(1)bare((1)), à correção paramagnética
j(1)
∆p((1)) e a correção diamagnética j
(1)
∆d((1)).
Após calcular as correntes, utiliza-se a lei de Biot-Savart para determinar o
campo magnético induzido (Bind) devido a circulação de elétrons nos orbitais em
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cada posição nuclear (R) e, então, obtêm-se o tensor de blindagem através da relação
Bind = [σ]Bapl. (2.52)
Na Equação 2.52, [σ] é o tensor de blindagem e Bind é o campo magnético
induzido
Convém destacar a questão da convergência de cálculos DFT/GIPAW do gra-
feno que foi alvo de estudo no capítulo 3 na seção 3.1: Vähäkangas et al. [58]
realizaram cálculos com GIPAW dos tensores de blindagem do grafeno e reporta-
ram problemas de convergência (blindagem em função do número de pontos k). A
blindagem apresentou um comportamento oscilatório e divergente nos pontos de
Dirac. Isto se deve ao fato de que Vähäkangas et al. utilizaram uma versão anterior
do GIPAW na qual a teoria de perturbação falha para materiais de gap zero e metais
(Veja as Equações 2.51). Para ser mais específico, o método gipaw foi, inicialmente,
implementado para materiais isolantes, estes materiais eram melhor descritos por
apresentarem um gap de energia grande (> 5 eV). A teoria de perturbação é utilizada
no GIPAW para expressar o Hamiltoniano do sistema (Hamiltoniano perturbado)
em potências de B (após a aplicação de um campo magnético (B)) e possibilita o cál-
culo das correntes induzidas numa aproximação de primeira ordem (a aplicação do
campo externo induz correntes). No nosso trabalho nós utilizamos uma versão mais
recente do Quantum Espresso (Versão 5.1), na qual foi implementado um métodoiii
capaz de descrever metais e semicondutores [25].
iiiA técnica de smearing foi publicada em 1995 por de Gironcoli [163] e possibilitou tratar metais
via Teoria de Perturbação num contexto da DFT (Esta técnica fornece um tratamento eficiente da
superfície de Fermi). Em 2007 d’Avezac [25] et al. estenderam a técnica de smearing ao GIPAW, o que
possibilitou realizar cálculos de blindagem em materiais com gap muito pequeno e metais
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2.5 Dinâmica Molecular
A dinâmica molecular clássica (DM) é fundamentada nos princípios da Mecâ-
nica Clássica e descreve a evolução temporal de um conjunto de partículas sujeitas
a um potencial de interação. Num sistema de N partículas a força que age em cada
partícula ”i” é descrita pela Segunda Lei de Newton:
fi(t) = miai(t) = −∂V(r1, ..., rN)∂ri , i = 1, ...,N, (2.53)
onde mi e ri correspondem a massa e a posição no instante de tempo t da partícula
i, enquanto V(r1, ..., rN) representa o potencial ao qual a partícula i está sujeita na
presença das demais partículas do sistema. As equações de movimento podem ser
reescritas como um sistema de equações diferenciais, como abaixo:

dri
dt
(t) = vi(t),
dvi
dt
(t) = fimi .
(2.54)
No estudo de materiais, onde o número de partículas é grande, é impossível
resolver as equações 2.54 analiticamente, portanto, é necessário utilizar métodos nu-
méricos para resolver as equações de movimento. Basicamente, na MD as equações
2.54 são integradas no tempo para obter as posições e velocidades das partículas do
sistema em cada instante da simulação [164], assim pode-se extrair as propriedades
de interesse.
2.5.1 Algoritmo de Verlet
As equações de movimento para o sistema de partículas interagentes (Equações
2.54) podem ser resolvidas usando diversos métodos de integração (Verlet, leapFrog,
predição-correção, etc. [165, 166]), o algoritmo mais empregado é o de Verlet e suas
variantes [165]. Neste trabalho, as simulções de DM foram realizadas utilizando o
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algoritmo de integração padrão implementado no pacote computacional LAMMPS
(Large-scale Atomic/Molecular Massively Parallel Simulator), que é uma variante do
algoritmo de Verlet (chamada time-reversible measure-preserving Verlet iv , baseado na
referência [167]). No algoritmo original de verlet as novas posições ri(t + ∆t) no
instante de tempo t + ∆t são calculadas a partir das posições nos instantes de tempo
t e t − ∆t utilizando o método de diferenças finitas, como a seguir:
ri(t + ∆t) ≈ 2ri(t) − ri(t − ∆t) + fi(t)mi ∆t
2 (2.55)
A estimativa das novas posições contém um erro da ordem ∆t4 onde ∆t é o passo
de tempo de integração (timestep). Note que as velocidades não são necessárias para
o cálculo das novas posições na Equação 2.55. Estas são requeridas, por exemplo,
no cálculo da energia cinética, assim é usual definir
vi(t) =
ri(t + ∆t) − ri(t − ∆t)
2∆t
. (2.56)
O erro na velociade na Equação 2.56 é da ordem de ∆t2. Note que as novas
posições e as velocidades na Equações 2.55 e 2.56 não são calculadas para o mesmo
instante de tempo. Existe uma variação mais usada do algoritmo Verlet que permite
calcular as posições e as velocidades no mesmo instante de tempo e evita erros da
ordem de ∆t2 para o cálculo da velocidade, este método é chamado de algoritmo de
velocidades de Verlet (velocity Verlet, [168]) e as posições e velocidades que descrevem
a dinâmica do sistema são escritas da seguinte forma:
ri(t + ∆t) = ri(t) + vi(t) +
fi(t)
2mi
∆t2, (2.57)
vi(t + ∆t) = vi(t) +
fi(t + ∆t) + fi(t)
2mi
∆t. (2.58)
ivMais informações podem ser vistas no manual de comandos do LAMMPS: http://lammps.
sandia.gov/doc/fix_nh.html (acessado em Junho de 2018.)
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Observe que, neste algoritmo, as novas velocidades só podem ser calculadas
depois que as novas posições foram computadas. Cabe enfatizar que, assim como
o algoritmo original de verlet, o algoritmo de velocidades de Verlet é iterativo,
portanto faz-se necessário definir a priori o conjunto de velocidades iniciais e posições
iniciais para as partículas do sistema. Nas simulações de DM deste trabalho, a
distribuição inicial de velocidades iniciais foi definida por uma distribuição de Gauss
de velocidadesv para as N partículas e as posições iniciais foram dadas num arquivo
de entrada. As forças fi em cada partícula i são calculadas para cada timestep a
partir da variação espacial da energia potencial (Equação 2.53). Porém, o potencial
V(ri, .., ri) não possui uma forma analítica para sistemas complexos, além disso ele
depende de quais espécies atômicas constituem o sistema. A seguir falamos de
alguns dos potenciais que definem as interações entre as partículas do sistema, o
conjunto de parâmetros que definem um potencial é chamado de campo de força.
2.5.1.1 Potenciais
É necessário conhecer a energia potencial do sistema para calcular as forças
na integração da equações de movimento. Existem diversos potencials destinados
a descrever as interações em diferentes sistemas. O potencial é dependente de
fatores como os tipos de espécies atômica que compõem o sistema e da fase (gasosa,
líquida e sólida). Todos os tipos de potenciais existentes podem ser incorporados no
LAMMPS, dentre eles alguns exemplos comuns são: EAM (embedded-atom method,
[169]), Tersoff [170, 171], ReaxFF [121, 122, 172], dentre outros. O campo de força
utilizado nas simulações de DM deste texto foi o ReaxFF [121, 122, 172]. Este campo
de força é uma classe de potenciais reativos cujos parâmetros são determinados por
cálculos de primeiros princípios. Estes potenciais foram construídos para responder
dinamicamente ao ambiente químico e descrever a formação e a quebra de ligações
vVeja o manual de comandos do LAMMPS: http://lammps.sandia.gov/doc/velocity.html
(acessado em Junho de 2018.)
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[173]. De forma geral a energia potencial do sistema é escrita como [121]:
V(r) =
∑
Vl +
∑
Vθ +
∑
VVvdW +
∑
Velec. (2.59)
Na Equação 2.59
∑
Vl é a energia de estiramento em relação ao seu valor de
equilíbrio, Vθ é a energia de deformação do ângulo de ligação em relação ao seu
valor de equilíbrio, VVvdW é a energia devido as interações de van der Waals e Velec
representa as energias de ligação de atração/repulsão eletrostática. Estes termos de
energia dependem de dezenas que parâmetros, que no caso do potencial ReaxFF são
calculados utilizando métodos de primeiros princípios. As expressões do potencial
reaxFF são bastante complexas, de modo que uma descrição completa pode ser vista
com detalhes nas referências [121, 122, 172]).
2.5.2 Condições Periódicas de Contorno
Numa caixa de simulação cúbica de faces centradas (CFC) com 1000 átomos,
cerca de metade dos átomos estão expostos na superfície. Certamente, este sistema
não pode ser considerado representativo (de um sistema macroscópico/bulk) pois o
número de coordenação (igual a 12 na célula CFC) não é satisfeito pelos átomos de
superfície [173]. O método chamado de condições periódicas de contorno resolve
este problema criando infinitas imagens/cópias no entorno da caixa de simulação
(veja a Figura 2.3).
Os átomos que contam na simulação são apenas aqueles pertencentes à caixa
principal. Por exemplo, se um átomo/partícula k se move para fora da caixa principal
para uma imagem logo acima, então a imagem deste átomo (pertencente à imagem
de baixo da caixa principal) move-se para dentro da caixa principal de simulação
para substituí-lo (veja isso na Figura 2.3). O raio do potencial de corte (rcut) também
é representado na Figura 2.3, geralmente ele é definido de acordo com tipo de
campo de força, deste modo só são contabilizadas as forças entre a partícula i com
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Figura 2.3. Representação do método de condições periódicas de contorno em
duas dimensões. Caixa de simulação no centro e suas imagens no entorno. O
círculo menor de raio rcut representa o raio de corte para o potencial de interação.
O círculo maior indica a lista de vizinhos do átomo denotado por i no centro do
círculo. (Referência: Lee J. G. [173])
as partículas que estão a uma distância no máximo igual ao raio de corte (Figura
2.3). Basicamente, o raio de corte serve para truncar potencial a partir de distâncias
interatômicas onde a interação é insignificante.
2.5.3 Termostato de Nosé-Hoover
No ensemble NVT (número de partículas, volume e temperatura constan-
tes, ensemble canônico) o modo de manter a temperatura do sistema constante é
colocá-lo em contato com um reservatório grande de calor. Sob essas condições, a
probabilidade de encontrar o sistema em um dado estado de energia é dado pela dis-
tribuição de Boltzmann. Nas simulações de DM realizadas no capítulo 3, utilizamos
o termostato de Nosé-Hoover [174, 175] para controlar a temperatura, o qual é um
algoritmo determinístico para simulações de DM à temperatura constante. A ideia
é introduzir uma variável dinâmica fictícia η, que do ponto de vista físico pode ser
entendida como um termo de dissipação (atrito), que permite acelerar ou desacelerar
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as partículas do sistema até que a temperatura seja igual ao valor alvo [174]. Este
sistema com a variável adicional η é chamado de sistema estendido, e suas equações
de movimento podem ser escritas como:
mi
d2ri
dt2
= fi(t) − ηmivi(t) (2.60)
Q
dη(t)
dt
=
N∑
i=1
mi
v21
2
− 3N
2
kBT). (2.61)
Onde Q é uma massa fictícia (representa a massa do reservatório), T é a tem-
peratura alvo e kB é a constante de Boltzmann. A temperatura não é fixa para este
sistema estendido, ela tende ao valor alvo estipulado. As equações de movimento
(2.60, 2.61) para o termostato de Nosé-Hoover podem ser integradas através do al-
goritmo de Verlet (com velocidade) (subseção 2.5.1) com pequenas modificações: As
quatro primeiras etapas são dadas por:
ri(t + ∆t) = ri(t) + vi(t) + [
fi(t)
mi
− η(t)vi(t)] · ∆t
2
2
, (2.62)
vi(t + ∆t/2) = vi(t) + [
fi(t)
mi
− η(t)vi]∆t2 . (2.63)
Cálculo das forças em funçao das novas posições (via potencial):
fi(t) = fi(ri(t + ∆t)) (2.64)
η(t + ∆t/2) = η(t) +
∆t
2Q
[
N∑
i=1
mi
vi(t)2
2
− 3N + 1
2
kB] (2.65)
Após as quatro primeiras etapas, o algoritmo torna-se igual ao algoritmo de
velocidade de Verlet, com as duas equações dadas abaixo:
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η(t + ∆t) = η(t + ∆t/2) +
∆t
2Q
[
N∑
i=1
mi
vi(t + ∆t/2)2
2
− 3N + 1
2
kB] (2.66)
vi(t + ∆t) =
vi(t + ∆t/2 + ∆t2
fi(t+∆t)
mi
)
1 + ∆tη(t + ∆t)
(2.67)
Após esta ultima etapa, um novo passo de tempo irá ser realizado, e assim
por diante, até atingir a temperatura alvo. Vale lembrar que no sistema estendido o
Hamiltoniano se conserva, tratando-se de um ensemble microcanônico [176], porém,
no equilíbrio
η(t)
dt
= 0 o sistema recupera a forma canônica.
Capítulo 3
Resultados e Discussões
Neste Capítulo são apresentados os resultados de cálculos de parâmetros de RMN em
diversos sistemas. Por questão de organização, os materials carbonosos abordados neste
capítulo foram divididos em duas seções de acordo com a respectiva organização estrutural:
materiais cristalinos, compreendidos neste estudo pelo grafite, bicamada de grafeno e grafeno,
cujos resultados são descritos na seção 3.1; e os materiais desordenados, representados por
materiais carbonosos desordenados hidrogenados, que por sua vez são descritos na seção 3.2.
3.1 RMN de Materiais Carbonosos Cristalinos
3.1.1 Introdução
Tendo em vista os avanços obtidos no cálculo de parâmetros de RMN em ma-
teriais cabonosos e a importância de métodos que possibilitem não só o cálculo mas
também a interpretação de espectros de RMN de 13C, apresentamos neste trabalho
cálculos de primeiros princípios que elucidam algumas questões importantes a res-
peito do delocamento químico em diferentes sitios atômicos no grafeno, bicamada
de grafeno e no grafite. Dada a existência de questões de convergência no grafeno,
como mencionado acima, foi feita uma análise detalhada com respeito à convergên-
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cia dos valores de blindagem calculados para o grafeno em relação ao mapeamento
da primeira zona de Brillouin no espaço recíproco; também foram estudados os
efeitos associados com a distância entre camadas e o tipo de empilhamento (AA ou
AB) [97,98]. Os tensores de blindagem foram então usados para simular os padrões
de pó de cada sistema, os quais foram comparados com espectros experimentais de
RMN de 13C obtidos para materiais carbonosos previamente reportados na literatura.
3.1.2 Detalhes Computacionais
Os cálculos de DFT foram realizados usando o método GIPAW como imple-
mentado na versão 5.1 do pacote Quantum Espresso (QE) [15], além disso, foram
empregados: o funcional de troca e correlação GGA–PBE [177]; os pseudopotenciais
de norma conservada de Troullier–Martins [147], o qual descreve a interação entre os
elétrons de caroço e valência; a correção de Grimme et al. [178], um método semiem-
pírico para as interações de van der Waals. Todas as estruturas foram relaxadas de
forma que as forças de Hellmann-Feynman fossem menores que 0,01 eV/Å. A energia
de corte usada foi de 1088 eV (80,0 Ry), este parâmetro é um delimitador para as
expansões em ondas planas, portanto, quanto maior for a energia de corte, maior é o
número de ondas planas expandidas, isto aumenta o tempo computacional, porém
este valor foi encontrado através de um teste de otimização, logo, mantêve-se o
equilíbrio entre custo computacional versus acurácia.
Os sistemas estudados foram o grafeno, a bicamada de grafeno com empi-
lhamentos AA e AB e grafite (também AA e AB) [97, 98]. No caso do grafeno e
da bicamada de grafeno, foi usada uma região de vácuo de 15, 0Å na direção per-
pendicular as camadas, isto foi feito para evitar interações entre os sistemas e suas
respectivas imagens periódicas. O parâmetro de rede obtido para o grafeno no
cálculo de relaxação da estrutura foi de 2,46 Å, este valor está em conformidade
com resultados anteriores, tanto experimentais [179], quanto teóricos (DFT) [20]. A
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integração na zona de Brillouin foi realizada usando uma malha de pontos k do tipo
k × k × 1, na qual o valor de k foi variado juntamente com o tamanho da supercélula
afim de investigar a convergência dos parâmetros de RMN calculados. Dos testes
de convergência, a supercélula com 18 átomos e malha de pontos k 20 × 20 × 1 foi
adotada para o grafeno; nos outros sistemas uma única célula unitária foi suficiente,
de modo que as malhas necessárias à convergência para a bicamada de grafeno AA
e AB foram 35 × 35 × 1 e 25 × 25 × 1 respectivamente, no caso do grafite a malha
30 × 30 × 1 foi suficiente para ambos os tipos de empilhamento. Nos cálculos não
foram levados em conta nenhuma correção devido à forma geométrica e aos efeitos
de susceptibilidade magnética, devido ao fato destes efeitos serem significantes ape-
nas em amostras orientadas (textura, anisotropia), o que não é o caso das amostras
estudadas experimentalmente neste trabalho.
Usando o método GIPAW, os tensores de blindagem de 13C das estruturas
relaxadas foram calculados para cada sítio atômico. Partindo das componentes
calculadas do tensor de blindagem (σi j) em seu sistema de eixos principais (sitema
no qual a matriz do tensor [σ] é diagonal), ordenado da forma σ11 ≤ σ22 ≤ σ33, os
parâmetros de blindagem isotrópica (σiso), span (Ω) e skew (κ) foram computados
como segue [180, 181]:
σiso =
1
3
(σ11 + σ22 + σ33), (3.1)
Ω = σ33 − σ11, (3.2)
κ =
3(σiso − σ22)
Ω
. (3.3)
A blindagem isotrópica define a posição média da linha associada com um dado
sítio; em líquidos e gases, esta é a única componente do tensor de blindagem que
sobrevive devido a alta mobilidade molecular. O parâmetro Ω definido na Equação
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3.2 corresponde à largura total do padrão de pó observado experimentalmente,
enquanto o parâmetro κ (Eq. 3.3) reflete o quanto o arranjo local em torno do núcleo
desvia-se da assimetria axial: κ = ±1 para a simetria axial (+1 prolata e −1 oblata);
κ = 0 para um sítio com σ22 igual a média entre entre σ11 e σ33 [180]. As definições
apresentadas acima para os parâmetros span e skew são relacionadas a anisotropia
e assimetria do tensor de blindagem, estes parâmetros são empregados em outras
convenções usuais para a blindagem [180, 181].
É comum que resultados teóricos sejam diretamente validados via comparação
direta com resultados experimentais. Desta forma, faz-se necessário converter os
valores calculados de blindagem em deslocamentos químicos, o que significa que um
composto químico conveniente deve ser escolhiddo como uma referência padrão
para definir a escala de deslocamentos químicos [50, 181]. Como discutido em es-
tudos anteriores [41, 44, 56], o benzeno é uma referência intermediária apropriada
para o cálculo dos delocamentos químicos em materiais carbonosos, uma vez que,
espera-se que a similaridade eletrônica entre o sitema estudado e a molécula de
referência leve ao cancelamento de erros sistemáticos presentes nos cálculos. Se-
guindo esta abordagem, a molécula de benzeno isolada no vácuo foi escolhida como
uma referência intermediária, com os deslocamentos químicos calculados da forma
a seguir:
δG/TMS = −[σG − σisoBenzeno] + σBenzeno/TMS (3.4)
Nesta expressão, σG e σisoBenzeno correspondem aos parâmetros calculados de blin-
dagem para um dado sistema e para a molécula isolada de benzeno, respectivamente;
o parâmetro δBenzeno/TMS é o deslocamento químico experimental do benzeno (na fase
gasosa) com respeito ao líquido tetrametilsilano (TMS), o qual é uma referência
muito usada em RMN de carbono. O valor experimental do deslocamento químico
do benzeno (13C) adotado neste trabalho foi δBenzeno/TMS = 126, 9 ppm, enquanto o
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valor calculado para a blindagem do mesmo foi σisoBenzeno = 38, 8 ppm; usando estes
valores numéricos na equação 3.4, todos os valores de blindagem calculados foram
convertidos em deslocamentos químicos (com respeito ao TMS), assim foi possível
comparar diretamente os parâmetros de espectros experimentais com os calculados.
3.1.3 Resultados e Discussões
3.1.3.1 Cálculos DFT - Grafeno puro e questões de convergência
Os cáculos de DFT foram feitos para o grafeno puro usando supercélulas de
tamanhos diferentes e variando apropriadamente a malha de pontos-k. Em uma
monocamanda de grafeno puro e sem defeitos, todos os átomos de carbono são
quimicamente equivalentes, deste modo, os cálculos produzem um único tensor de
blindagem para todos os sítios da folha de grafeno. Na Figura 3.1 é mostrado como as
blindagens calculadas de 13C (σiso) variam como uma função do número de pontos-k
na primeira zona de Brillouin para os diferentes tamanhos de supercélula. Para cada
supercélula, o valor de σiso foi calculado aumentando o número de pontos-k até que
a convergêngia fosse então atingida.
Como pode ser notado na Figura 3.1 as oscilações dos valores de σiso observadas
para valores pequenos de k tornam-se menores à medida que o tamanho da supercé-
lula é aumentado. Como esperado, a convergência é mais rápida para supercélulas
maiores. Usando uma supercélula 3 × 3 não há oscilações significantes para k = 20,
ou seja quando a malha de pontos-k é igual a 20×20×1, por esta razão, a supercélula
de 18 átomos (3× 3) foi escolhida neste trabalho como tendo valores convergidos de
σiso.
Como mencionado anteriormente, um forte comportamento oscilatório ao
passo em que k é aumentado foi previamente reportado [58], de modo similar ao
que foi observado para nanotubos de carbono semimetálicos [44]. Entretanto, os
resultados aqui apresentados claramente indicam que a convergência pode ser al-
60
0 10 20 30 40 50
k-grid (k x k x 1)
35
36
37
38
39
40
1
3
C
 
σ
is
o
(p
p
m
) 
1x1 
2x2 
3x3 
4x4 
Figura 3.1. Blindagem isotrópica de 13C no grafeno como uma função de k para
diferentes tamanhos de supercélula. Linhas tracejadas são guias.
cançada satisfatoriamente com um número moderado de pontos-k desde que seja
empregada uma supercélula razoavelmente grande. Assim, estes resultados mos-
tram de maneira concisa que o cálculo do tensor de blindagem de carbono no grafeno
empregando condições periódicas de contorno é de fato factível, demonstrando boa
concordância com estudos previamente reportados [39, 57]; portanto, os cálculos
via DFT de parâmetros de RMN em sistemas baseados no grafeno não são restritos
apenas a sistema finitos (clusters).
A Tabela 3.1 apresenta os valores convergidos das componentes do tensor
blindagem de 13C para o grafeno juntamente com os resultados obtidos para os
demais sistemas analisados neste estudo, os quais são discutidos posteriormente. A
partir destes resultados os valores de deslocamneto químico δiso, span e skew foram
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calculados usando as fórmulas das Equações 3.1, 3.2, 3.3. Estes valores são mostrados
na Tabela 3.2, onde outros resultados teóricos e experimentais da literatura também
são apresentados para efeito de comparação.
Tabela 3.1. Componentes calculadas dos tensores de blindagem dos sistemas
estudados neste trabalho
sistema σ11 (ppm) σ22 (ppm) σ33 (ppm) σiso (ppm)
monocamada de grafeno -20,1 -20,1 154,4 38,1
bicamada de grafeno (empilhamento AA) -28,1 -28,1 156,9 33,6
bicamada de grafeno (empilhamento AB) – sítio C1 -18,6 -18,6 155,9 39,6
bicamada de grafeno (empilhamento AB) – sítio C2 -23,9 -23,9 154,9 35,7
grafite (empilhamento AA) -29,5 -29,5 156,3 32,5
grafite (empilhamento AB) – sítio C1 -20,4 -20,4 156,5 38,6
grafite (empilhamento AB) – sítio C2 -35,0 -35,0 153,9 28,0
O valor convergido de σiso de 13C para o grafeno é 38, 1 ppm para todos os tama-
nhos de supercélula (Veja na Tabela 3.1 e na Figura 3.1). Em relação ao deslocamento
químico, usando a Equação 3.4 obteve-se um valor de δiso = 127, 6 ppm, o qual está de
acordo com os valores calculados por Lai et al. [57] (127, 4 ppm) e Skachkov et al. [182]
(127, 1 ppm), porém nosso resultado é cerca de 10 ppm maior que o encontrado por
Thonhauser et al. [39].
Atualmente não existem resultados experimentais de RMN obtidos direta-
mente da monocamada de grafeno, o que é compreensível devido à pequena sen-
sibilidade de RMN de 13C e das dificuldades com o aparato experimental exigido
para tais experimentos. Por outro lado, existem dados experimentais de RMN de
13C reportados para materiais de certa forma similares aos grafeno, como o óxido
de grafeno reduzido (rGO - do inglês reduced graphene oxide), o qual é composto
iOs parâmetros informados são a blindagem isotrópica em relação ao TMS (σiso) e o span (Ω);
o valor do skew κ = ±1 foi encontrado para todos os materiais investigados neste trabalho, como
esperado para sistemas com simetria axial em torno do eixo perpendicular aos planos do grafeno
(conhecido como eixo c no caso do grafite).
iin.d = não determinado
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Tabela 3.2. Sumário de parâmetros de blindagem calculados e derivados de
experimentos de RMN de 13C para os sistemas estudados neste trabalho i
sistema σiso (ppm) Ω (ppm) referência observações
monocamada de grafeno 127,6 174,5 este trabalho cálculo DFT
127,4 n.d ii [57] cálculo DFT
118,0 n.d [39] cálculo DFT
127,1 n.d [182] cálculo DFT
117 n.d [183] resultado experimental obtido para o
óxido de grafeno reduzido
123 n.d [184] resultado experimental obtido para o
óxido de grafeno reduzido
122, 119 n.d [185] resultado experimental obtido para o
óxido de grafeno reduzido após dois
estágios de tratamentos químicos
118 n.d [186] resultado experimental obtido para o
óxido de grafeno reduzido
122 n.d [187] resultado experimental obtido para o
óxido de grafeno reduzido
128 n.d [51] resultado derivado indiretamente
de experimentos com uma esfera de HOPG
bicamada de grafeno (empilhamento AA) 132,1 185,0 este trabalho cálculo DFT
bicamada de grafeno (empilhamento AB) – sítio C1 126,1 174,5 este trabalho cálculo DFT
bicamada de grafeno (empilhamento AB) – sítio C2 130 178,8 este trabalho cálculo DFT
grafite (empilhamento AA) 133,3 185,8 este trabalho cálculo DFT
grafite (empilhamento AB) – sítio C1 127,2 177,0 este trabalho cálculo DFT
grafite (empilhamento AB) – sítio C2 137,8 188,9 este trabalho cálculo DFT
grafite (empilhamento AB) – sítio C1 124,3 n.d [39] cálculo DFT
grafite (empilhamento AB) – sítio C2 134,9 n.d [39] cálculo DFT
grafite 119 178 [188] Experimento de RMN de 13C (estático)
grafite 119,5 180,8 [189] Experimento de RMN de 13C (estático)
grafite moído 121(2) 173(5) este trabalho Experimento de RMN de 13C (estático)
carbonos sp2 da fuligem de fulereno 162(2) 183(5) este trabalho Experimento de RMN de 13C (estático)
por várias folhas de grafeno corrugadas e aleatoriamente dispostas [183]. Os es-
pectros de RMN de 13C destas amostras de rGO geralmentes exibem uma linha
larga atribuída a casbonos sp2, com valores médios reportados dentro do intervalo
117 − 123 ppm (Veja a Tabela 3.2) [182, 184–187]. Outra evidência indireta para as
características da blindagem do grafeno é notada ao analisar os resultados de RMN
de 13C para uma esfera de grafite pirolítico altamente orientado (highly oriented py-
rolytic graphite (HOPG)) [190]. Aplicando uma correção semi-empírica devido aos
efeitos macroscópicos associados com a susceptibilidade magnética do grafite, a qual
possui uma forte anisotropia, o valor δiso = 128 ppm foi então determinado para uma
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monocamada de grafeno [51,190]. Estes valores experimentais estão razoavelmente
de acordo com o valor de deslocamento químico para uma única folha de grafeno
reportado neste estudo.
Os valores calculados para os parâmetros span e skew foram, respectivamente,
174, 5 ppm e +1 (Tabela 3.2). Como esperado, o valor do parâmetro skew é perfeita-
mente consistente com a simetria axial em torno do eixo perpendicular ao plano do
grafeno. Este resultado é comum a todos os sistemas carbonosos estudados neste
trabalho (ou seja, (σ11 = σ22) para todos os sistemas, veja na Tabela 3.1). Até onde
sabemos, não há nenhum estudo aplicando DFT que reporte o valor dos parâmetros
CSAiii da blindagem magnética do grafeno. Por outro lado, cálculos teóricos do span
realizados para clusters de anéis aromáticos concêntricos produziram valores se apro-
ximando de uma limite aproximadamente igual a 200 ppm enquando o tamanho do
cluster era aumentado [58]. Resultados similares de span foram obtidos em cáculos
envolvendo sitemas aromáticos policíclicos de diferentes tamanhos [60, 61]. O span
calculado em nosso trabalho é também comparável à estimativa experimental que
resultou em 163(5) ppm para um plano de grafeno (esta estimativa foi derivada dos
resultados experimentais de RMN obtidos em amostras de HOPG [51,190]) e com o
valor de 170 ppm extraído diretamente do óxido de grafeno reduzido [187].
3.1.3.2 Cálculos DFT - Bicamada de grafeno
Após o método DFT-GIPAW ter se mostrado apropriado para o cálculo da blin-
dagem magnética de 13C no grafeno, foram realizados cálculos com a bicamada de
grafeno a fim de investigar a influência das interações entre as camadas nos parâme-
tros de blindagem. Foram considerados dois tipos diferentes de empilhamento, AA e
AB (visto na seção 1.6 do capítulo 1). Os valores de distâncias interplanares obtidos
após a relaxação estrutural foram iguais a 3, 52 Å e 3, 25 Å para os empilhamen-
iiiEste parâmetro de anistropia da blindagem é muito usado em RMN de sólidos, no inglês é
chamado de chemical shift anisotropy (CSA))
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tos AA e AB respectivamente, valores que são comparáveis à distância interplanar
observada no grafite (3, 34 − 3, 35 Å, dependendo da temperatura) e com cálculos
realizados para bicamadas de grafeno [191–193].
Figura 3.2. Bicamada de grafeno com empilhamento do tipo AB. Os dois tipos
distintos de sítios C1 e C2 são indicados
As componentes do tensor de blindagem do 13C foram então calculadas para os
empilhamentos AA e AB e os resultados são mostrados nas Tabelas 3.1 e 3.2. A partir
destes dados, os espectros de RMN de 13C foram simulados e estão apresentados na
Figura 3.3, que também inclui os espectros obtidos para a monocamada de grafeno
e para o grafite, os quais serão discutidos depois. É possível distinguir 2 sítios
distintos no caso AB: sítios C1 cujos átomos estão exatamente abaixo do centro dos
anéis da camada adjacente; sítios C2 correspondendo aos átomos alinhados com
outros átomos da camada adjacente (Figura 3.2).
Os resultados encontrados para o deslocamento químico e o span na bicamada
de empilhamento AA (δiso = 132, 1 ppm e Ω = 185, 0 ppm) são maiores que os valores
encontrados para a monocamada (Tabela 3.2), indicando que as interações entre as
camadas desempenham um papel importante. Analisando as blindagens obtidas
para a bicamada de grafeno AB, observou-se uma diferença de cerca de 4 ppm entre
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Grafite (empilhamento AB)
Grafite (empilhamento AA)
Bicamada de grafeno (empilhamento AB)
Bicamada de grafeno (empilhamento AA)
Monocamada de grafeno
Deslocamento químico (ppm TMS)
Figura 3.3. Espectros simulados de RMN de 13C (padrões de pó) da monocamada
de grafeno, bicamadas (AA e AB) e grafite (AA e AB), construídos a partir dos
resultados dos cálculos de DFT. A orientação da aplicação do campo também é
indicada, podendo ser paralela ou perpendicular ao eixo c da estrutura hexagonal
do grafite.
os sítios C1 e C2, com o sítio C1 apresentando os parâmentros σiso e span próximos
aos valores obtidos para a monocamada de grafeno. Por outro lado, os valores
numéricos correspondentes ao sítio C2 na bicamada AB são comparáveis àqueles
encontrados para a bicamada AA, o que é compreensível, devido a proximidade entre
os átomos de carbono nos dois casos. Vale a pena observar, no caso da bicamada
AB, que a diferença entre as blindagens associados com os sítios C1 e C2 é maior
para as componentes σ11 e σ22 (∼ 5 ppm no plano perpendicular a c) do que entre
as componentes σ33 (∼ 1 ppm), como mostrado na Tabela 3.1, por este motivo, a
aplicação de um campo magnético paralelo ao eixo c fornece uma resposta magnética
mais intensa do que a aplicação do mesmo campo paralelo a c (veja na Figura 3.3),
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consequentemente, a distinção entre estes sítios é observada com maior clareza
em altas frequências ( deslocamentos químicos próximos de 200 ppm) dos espectros
simulados na Figura 3.3.
3.1.3.3 Cálculos DFT - Grafite
As duas possibilidades de empilhamentos AA e AB também foram conside-
radas para a estrutura tridimensional do grafite. O empilhamento AA dá origem a
uma estrutura hexagonal simples, enquanto o empilhamento AB (Figura 3.2) corres-
ponde ao que é observado experimentalmente (estrutura Bernal) [98]. As distâncias
de equilíbrio interplanares encontradas, iguais a 3, 47 ppm e 3, 22 ppm para os empi-
lhamentos AA e AB, respectivamente, estão de acordo com resultados experimentais
e teóricos previamente reportados [98, 179, 191, 194].
As componentes dos tensores de blindagem de 13C no grafite (AA e AB) são
mostradas na Tabela 3.1, enquanto os parâmetros de deslocamentos químico constam
na Tabela 3.2 e os espectros simulados estão apresentados na Figura 3.3. De maneira
similar ao que foi discutido no caso das bicamadas de grafeno, pode-se observar
a partir dos espectros simulados que existe uma diferença significante (∼ 15 ppm)
entre as componentes no plano dos tensores de blindagem (σ11 = σ22) dos sítios C1
e C2, enquanto as componentes fora do plano (σ33) diferem menos (∼ 3 ppm) para os
mesmos sítios. Estes resultados mostram que os cristalitos cujos planos de grafeno
estão orientados paralelamente ao campo magnético apresentam maior sensibili-
dade ao tipo de empilhamento (em termos do efeito da blindagem nos núcleos de
13C), de modo que em alta frequência, observa-se uma diferença significante (∼ 185
- 200 ppm) nos padrões de pó da Figura 3.3. De maneira inversa, os deslocamentos
químicos são mais próximos quando os planos de grafeno do cristalitos estão ori-
entados perpendicularmente ao campo magnético (9 - 12 ppm). Como esperado, os
deslocamentos químicos associados aos sítios C2 encontram-se bem próximos dos
valores observados para todos os sítios do grafite com empilhamento AA.
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A fim de investigar a influência das interações entre as camadas no grafite
com empilhamento AB nos deslocamentos químicos, cálculos de DFT foram reali-
zados variando-se a distância interplanar e mantendo fixas as posições dos átomos
em cada camada. A relaxação eletrônica foi feita para cada distância interplanar,
determinando assim os tensores de blindagem para o grafite com diferentes distân-
cias interplanares. A Figura 3.4 mostra como os delocamentos químicos isotrópicos
dos sítios C1 e C2 do grafite variam em função da distância interplanar. Nota-se
que para pequenas distâncias interplanares os valores dos deslocamentos químicos
referentes aos sítios C1 e C2 são significativamente distintos, observando-se uma
diferença de cerca de 10 ppm para a distância de equilíbrio de 3.22 Å (indicada pela
linha vertical tracejada na Figura 3.4). Além disso, esta diferença cresce indefini-
damente à medida que a distância interplanar é reduzida. Por outro lado, quando
a distância interplanar é maior que cerca de 5 Å, os deslocamentos químicos de C1
e C2 tornan-se indistinguíveis de tal maneira que convergem para o mesmo valor
da monocamada de grafeno (indicada pela linha horizontal tracejada na Figura 3.4)
quando a distância interplanar é maior que 14 Å aproximadamente. Este compor-
tamento pode ser interpretado qualitativamente em termos da interação de van der
Waals entre as camadas e da sobreposição de orbitais pi de camadas adjacentes, as
quais são as principais interações que determinam a distância de equilíbrio e o tipo
de empilhamento no grafite e na bicamada de grafeno [191–193]. De fato, cálculos
anteriores [193] mostraram que a energia total da bicamada de grafeno com empi-
lhamento AB muda pouco quando a distância de separação das camadas é superior
a cerca de 5 Å, o qual é próximo ao valor a partir do qual os deslocamentos químicos
dos sítios C1 e C2, observados no presente trabalho, são indistinguíveis. O mesmo
trabalho [193] estabeleceu o valor de 6,9 Å como o espaçamento crítico, acima do
qual a interação entre camadas é desprezível na bicamada de grafeno. Entretanto,
é pertinente notar aqui que os valorers do deslocamento químico correspondendo à
monocamada de grafeno foram atingidos pelos sítios C1 e C2 somente quando a dis-
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tância entre as camadas é relativamente maior que este valor crítico. Veja na Figura
3.4 como os valores se aproximam da linha horizontal (monocamada de grafeno)
longe da distância crítica.
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Figura 3.4. Variação dos deslocamentos químicos relativos aos sítios C1 e C2 da
estrutura do grafite (empilhamento AB) em função da distância interplanar. A
linha tracejada horizontal indica o valor obtido para a monocamada de grafeno;
a linha tracejada vertical indica o valor calculado de equilíbrio da distância
interplanar no grafite AB.
3.1.3.4 Comparação com Resultados Experimentais
Como mencionado acima no decorrer do texto, de acordo com o conhecimento
do autor não há resultados experimentais de RMN de 13C obtidos diretamente tanto
na monocamada quanto na bicamada de grafeno. No caso do grafite, a tarefa de
encontrar resultados experimentais de RMN de 13C que possam ser adequadamente
comparados com predições de cálculos teóricos não é fácil. Tal dificuldade se deve
à ocorrência de campos magnéticos internos cuja magnitude pode ser grande o
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suficiente para provocar alterações nos sinais de RMN em amostras macroscópicas
devido à forte anisotropia da susceptibilidade magnética do grafite.
Nos dois estudos mais detalhados lidando com experimentos de RMN de 13C
em amostras orientadas (HOPG) [190, 195], a distinção entre os sítios C1 e C2 foi
observada somente quando a amostra foi orientada de maneira que o campo mag-
nético estivesse perpendicular em relação ao camadas de grafeno; um dubleto foi
observado para esta orientação, com uma separação nos deslocamentos químicos
de cerca de 40 ppm, enquanto um singleto foi detectado quando o campo magnético
foi orientado paralelamente as camadas de grafeno. Contudo, se por um lado, o
deslocamento químico do singleto correspondendo a orientação paralela foi perto
de 200 ppm (portanto, em boa concordância com o trabalho aqui apresentado, como
mostra a Figura 3.3), por outro lado, o dubleto aparece extremamente deslocado para
baixas frequências, alcançando valores em torno de −300 ou −380 ppm para as amos-
tras orientadas com as formas elipsoidal [195] ou esférica [190], respectivamente. A
razão para este grande deslocamento está relacionada com a forte anisotropia da
susceptibilidade diamagnética do grafite, a qual introduz fortes campos magnéticos
(campos desmagnetizantes e campos de Lorentz) dentro da amostra. Estes campos
internos dependem da forma geométrica da amostra e afetam significativamente os
deslocamentos químicos observados experimentalmente [51, 190, 195]. Levando em
conta estes campos adicionais e aplicando as correções apropriadas, os valores espe-
rados de blindagem da monocamada de grafeno (isto é, sem os efeitos relacionados
a susceptibilidade magnética) podem ser determinados, como indicado na Tabela
3.2 [51]. Desta forma, não é possível fazer a comparação direta entre os cálculos do
presente trabalho e os resultados experimentais obtidos para as amostras orientadas.
Além disso, vale a pena observar que a magnitude da diferença entre os delocamen-
tos químicos dos sítios C1 e C2 no grafite aqui observados é muito menor que os
valores observados para as amostras orientadas. De fato, é esperado que o maior
alargamento presente nos espectros das amostras de grafite não orientadas torne
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difícil a detecção direta das diferenças dos deslocamentos químicos associados com
dois sítios não equivalentes na estrutura do grafite, o que pode expl´icar porque esta
diferença não é usualmente observada em experimentos de RMN de 13C realizados
com amostras grafíticas. [50–52, 54, 188, 189, 196–199].
Existem poucos exemplos bem documentados dos padrões de pó (do grafite
e materiais grafíticos) obtidos de experimentos de RMN de 13C. Como indicado
na Figura 3.1, Rngesing e colaboradores obtiveram δiso = 119 ppm e Ω = 178 ppm
usando amostras orientadas (HOPG), porém não foram fornecidos detalhes sobre a
forma geométrica da amostra [188]. Em um estudo tratando com negros de fumo,
Darmstadt et al. determinaram os valores de δiso = 119, 5 ppm e Ω = 180, 8 ppm para
o pó de grafite por meio de simulação espectral considerando um padrão de pó
CSA (Chemical shift anisotropy) [189]. O deslocamento químico isotrópico também
pode ser obtido em experimentos realizados com rotação de ângulo mágico (Magic
Angle Spinning - MAS) – um experimento de RMN MAS 13C usando pó de grafite
resultou em um espectro mal definido e muito largo, com o máximo em torno de
112 ppm [198].
Os efeitos da susceptibilidade encontrados no grafite podem ser reduzidos
por meio de dopagem de boro, a qual promove uma mudança no nível de Fermi e
uma diminuição da componente da susceptibilidade magnética correspondendo ao
campo magnético paralelo ao eixo c [51]. Neste contexto, uma amostra de grafite com
dopagem de boro (0,54 % atômica) produziu valores de σiso = 128 ppm e Ω = 155 ppm,
portanto, em bom acordo com o que é esperado para a monocamada de grafeno (veja
a Tabela 3.1).
Outra forma de reduzir os efeitos da susceptibilidade magnética se dá através
da introdução de defeitos que mudam a estrutura e reduzem a forte anisotropia da
susceptibilidade magnética típica de materiais grafíticos. Desta maneira, materiais
carbonosos contendo átomos de carbono com hibridização sp2 e com baixa crista-
linidade são bons candidatos para experimentos de RMN visando determinar os
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Deslocamento químico (ppm TMS)
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Figura 3.5. Espectros experimentais de RMN de 13C de amostras moídas de
grafite (a) e fulereno de fuligem (b) obtidos para amostras estáticas. Padrões de
pó CSA obtidos pelo ajuste espectral são também obtidos para cada caso. O pico
estreito em b, o qual não foi incluído no ajuste, é devido a rápida rotação das
moléculas de fulereno C60. (Referência [200])
parâmetros de blindagem associados com estruturas localmente grafênicas. Carvão
Vegetal [196], negro de fumo [189], e fuligem [197, 199] são alguns exemplos de ma-
teriais para os quais espectros de RMN de 13C foram reportados, exibindo padrões
de pó (CSA) característicos de materiais baseados no grafeno. A Figura 3.5 apre-
senta dois exemplos de espectros experimentais de RMN de 13C para materiais deste
tipo [200], incluindo uma amostra de grafite moído (na Figura 3.5-a) e uma amostra
de negro de fulereno (Figura 3.5-b); os parâmetros obtidos pelos ajustes espectrais
são dados na Tabela 3.1. No caso do grafite, a moagem em tempos moderados causa
o surgimento de defeitos estruturais e a redução dos tamanhos do cristalitos, levando
a uma diminuição dos efeitos associados com a circulação de elétrons através das
camadas grafênicas [54]. Como resultado, o padrão de pó de RMN de 13C obtido
para o grafite moído é um pouco mais estreito e o deslocamento químico isotrópico
é deslocado para frequências mais altas em comparação com os resultados previa-
mente reportados para o grafite [188, 189]. Para o fulereno de fuligem, o espectro
exibe um deslocamento químico similar e um span ligeiramente maior. Observa-se
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também uma linha estreita em 144 ppm, que corresponde ao sinal devido às molé-
culas de C60 que rotacionam com rapidez [197, 199], as quais possuem mobilidade
suficiente para causar um estreitamento do padrão de pó por rápido movimento
molecular. Em ambos espectros, a alta frequência (perto de 200 ppm e associada com
cristalitos orientados de maneira que o campo magnético é perpendicular ao eixo c)
é melhor definida que o outro extremo do padrão de pó (perto de 0 ppm e associada
com cristalitos orientados com o campo magnético paralelo ao eixo c). O ajuste
do espectro tem sempre maior acurácia perto de altas frequências. Por outro lado,
assim como em outros materiais carbonosos, de maneira geral em baixas frequências
é um pouco larga e mal definida devida aos efeitos da susceptibilidade magnética
residual, que causa uma distribuição dos deslocamentos químicos e pode até impe-
dir que a distribuição das orientações dos cristalitos seja completamente aleatória
quando a amostra é colocada na presença dos fortes campos magnéticos usados nos
experimentos de RNM de 13C no estado sólido.
Estas características podem ser qualitativamente comparadas com os padrões
de pó de RMN de 13C descritos acima. Uma comparação dos espectros experimentais
dos materiais carbonosos aqui analisados (Figura 3.5) com os espectros simulados
construídos teoricamente a partir dos resultados dos cálculos de DFT para os siste-
mas baseados no grafeno (Figura 3.3) mostra que há uma conformidade razoável em
termos das características gerais espectrais – forma dos padrões de pó, deslocamen-
tos químicos isotrópicos, posição aproximada dos picos). É também notória, a boa
concordância entre os delocamentos químicos calculados e os valores experimentais
para o caso em que os cristalitos estão orientados com o campo magnético paralelo
às camadas grafênicas, ou seja, perpendicular ao eixo c, o qual corresponde à altas
frequências nos padrões de pó. Para todos os sistemas estudados teoricamente,
o valor do deslocamento químico obtido das componentes planares do tensor de
blindagem (σ11 = σ22) permanecem dentro do intervalo 185 − 200 ppm, o que con-
corda razoavelmente bem com os valores obtidos pelo ajuste do espectro de RMN
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obtido para o fulereno de fuligem (σ11 = σ22 = 187 ppm) e com o grafite moído
(σ11 = σ22 = 179 ppm).
Observando o espectro calculado na Figura 3.3 fica evidente que a distinção
entre os dois sítios estruturalmente não equivalentes no grafite AB (devido ao em-
pilhamento AB) é mais visível em altas frequências dos espectros, apesar destas
diferenças não serem observadas nos padrões de pó experimentais comumente re-
portados para os materiais carbonosos, incluindo os da Figura 3.5, estes devem ser
supostamente formados pela superposição de contribuições oriundas de planos de
grafeno contendo defeitos estruturais e agregados de maneira turbostrática [50].
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3.2 RMN de Materiais Carbonosos Desordenados
3.2.1 Introdução
As propriedades de RMN de sistemas contendo milhares de átomos – que é
o caso de modelos atomísticos derivados de cálculos com DM – não podem ser di-
retamente preditas por cálculos DFT, os quais lidam com quantidades não maiores
que poucas centenas de átomos [201, 202]. Neste sentido, nesta seção utilizamos
DM para produzir modelos de tamanhos relativamente pequenos (do ponto de vista
da DM) e então realizamos cálculos de DFT para prever propriedades de RMN
destes modelos – com a finalidade de determinar as características espectrais de
RMN associadas com diferentes tipos de ambientes químicos presentes nos modelos
atomísticos. Mais especificamente, este trabalho descreve os cálculos dos desloca-
mentos químicos de carbonos desordenados hidrogenados com diferentes razões
H/C, usando uma combinação de simulações de DM e DFT. As simulações de DM
foram empregadas para produzir os modelos estruturais do carbonos desordenados
hidrogenados. A partir destas simulações, foram determinadas as PDFs e as fra-
ções de átomos de carbono exibindo hibridizações sp, sp2 e sp3 para cada modelo
estrutural. Os cálculos DFT foram então realizados a fim de determinar os tenso-
res de blindagem de RMN de 13C para cada sítio atômico. Estas grandezas foram
associadas aos tipos de hibridizações e com as razões H/C. Os resultados obtidos
nos cálculos foram analisados considerando os valores das razões H/C para cada
sistema e foram confrontados com resultados experimentais diponíveis na literatura
para sistemas com composições químicas similares.
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3.2.2 Detalhes Computacionais
3.2.2.1 Produção dos modelos atomísticos – Simulações com DM
Os modelos atomísticos dos carbonos desordenados contendo H foram pro-
duzidos usando o método de liquid quench da DM e o potencial reativo ReaxFF
(chamado de ReaxFFC−2013) [122], o qual descreve a química e a dinâmica de car-
bonos na fase condensada com maior acurácia em relação as sua versões anterio-
res [121, 172]. A fim de maximizar o número de ligações entre os átomos de H e
C, as interações atrativas H–H foram ”desligadas”– fazendo o valor do parâmetro
de energia de dissociação (De) igual a zero no potencial ReaxFF (veja detalhes nas
referências [121,122,172]). No método liquid quench, um líquido com uma densidade
apropriada é primeiramente equilibrado à alta temperatura através da fusão de um
cristal com célula cúbica simples de lado L e com os átomos de C e H dispostos
aleatoriamente nos sítios da rede. As composições iniciais dos sistemas A, B e C
e os demais dados de entrada são mostradas na tabela 3.3. Estes sistemas foram
resfriados até a temperatura ambiente, mantendo as densidades constantes, usando
uma rampa linear de temperatura (a temperatura decresce de forma linear). Variar
quantidadess como a densidade, a composição e as taxas de resfriamento, permite
gerar modelos atomísticos com diferentes composições químicas, texturas e porosi-
dades. Todas as simulações foram realizadas utilizando o pacote computacional de
código aberto LAMMPS [203].
Tabela 3.3. Dados de entrada e composições iniciais usados na simulação de
liquid quench para construção dos modelos atomísticos.
Propriedade Sistema A Sistema B Sistema C
Número de átomos de C 206 108 76
Número de átomos de H 10 108 140
Razão H/C 0,05 1,00 1,86
tamanho da supercélula – L (Å) 12,95 11,71 11,56
Densidade (g/cm3) 1,9 1,9 1,9
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Todas as simulações foram realizadas usando o termostato e barostato de Nosé-
Hoover [174, 175]. No processo de aquecimento, o ensemble NVT foi utilizado para
produzir um líquido estável a 6000 K. A temperatura variou de forma linear de
300 até 6000 K. O tempo de simulação foi de 100 ps, com o timestepiv igual a
0,1 f s e a taxa de aquecimento igual a 57 K/ps. O líquido estável resultante foi
resfriado utilizando um ensemble NVT com rampa linear de temperatura (6000 até
300 K), com o parâmetro Tdampv igual a 100 timesteps e um valor de timestep igual
a 0,1 f s. Então, para gerar modelos mais reais, cada líquido foi resfriado a quatro
taxas distintas de temperatura (100, 50, 25 e 5 K/ps) de 6000 até 300 K. O processo de
resfriamento resultou em estruturas contendo uma parte sólida e moléculas menores
de hidrocarbonetos (a quantidade destas moléculas depende de condições como a
razão H/C, a densidade, e a taxa de resfriamento) presas na estrutura sólida porosa.
Após o resfriamento, todas as moléculas foram removidas das estruturas, mantendo
apenas as partes sólidas das mesmas. A fim de relaxar as estruturas dos sólidos
resultantes, o ensemble NPT foi empregado, utilizando o método anisotrópicovi
para a pressão externa aplicada (barostato). Os ângulos das caixas de simulação
foram matidos inalterados, assim, as caixas de simulação obtidas após a relaxação
foram todas ortorrômbicas. A relaxação foi realizada para um tempo de simulação
igual a 10 ps a uma temperatura fixa de 300 K e pressão alvo igual a zero, com o
Pdampvii igual a 2000 timesteps.
ivÉ o passo de tempo usado na integração das equações de movimento de Newton.
vO parâmetro Tdamp determina a rapidez com a qual a temperatura é equilibrada. Por exemplo,
um valor de Tdamp = 10,0 timesteps significa relaxar a temperatura em um período de tempo de
aproximadamente 10,0timesteps (veja no manual de comandos do LAMMPS disponível em: http:
//lammps.sandia.gov/doc/fix_nh.html (acessado em junho de 2018)). O termostato de Nosé–
Hoover não funciona apropriadamente para valores arbitrários de Tdamp. Se Tdamp for muito pequeno,
a temperatura pode flutuar muito; se Tdamp for muito grande, a temperatura tomará um tempo muito
longo para se equilibrar. Uma boa escolha para muitos modelos é definir Tdamp em torno de 100
timesteps em Veja o manual de comandos do Lammps disponível em http://lammps.sandia.gov/
doc/fix_nh.html (acessado em junho de 2018)
viNeste método o parâmetro aniso é definido de tal forma que as dimensões da caixa de simulação
são controladas independentemente usando as componentes Pxx, Pyy e Pzz do tensor de tensão, e
pela pressão externa especificada. Maiores detalhes podem ser vistos no manual de comandos do
LAMMPS: http://lammps.sandia.gov/doc/fix_nh.html. (acessado em Junho de 2018)
viiParâmetro similar ao Tdamp, define a rapidez com a qual a pressão é relaxada.
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3.2.2.2 Cálculos DFT
O pacote computacional QE (versão 5.1) [15] foi empregado no cálculo dos
tensores de blindagem usando o método GIPAW [30], como implementado na versão
5.1 do QE. O método de ondas planas foi usado para expandir as funções de onda. Em
todos os cálculos foi adotado o funcional de troca e correlação GGA–PBE [177]. Os
pseudopotenciais de norma conservada de Troullier-Martins [147] com reconstrução
GIPAW foram empregados para caracterizar as funções de onda eletrônicas. As
interações de van der Waals foram contabilizadas utilizando a correção de Grimme
et al. [178].
Seguindo os testes de convergência feitos na seção 3.1, na qual a convergência
das blindagens de RMN de 13C foi analisada para o benzeno, o grafite e o grafeno,
o valor da energia de corte foi definido como 1088 eV. Este valor se justifica porque
estes materiais (analisados na seção 3.1) possuem as mesmas espécies atômicas
que os sistemas estudados no trabalho apresentado nesta seção. As geometrias de
todas as estruturas foram relaxadas deixando tanto a forma quanto o volume das
supercélulasviii livres para variar até que as forças agindo em cada sítio atingissem
o critério de convergência estabelecido por padrão (<0,01 eV/Å). As geometrias
das supercélulas mudaram após a relaxação, deixando de ser ortorrômbicas para se
tornarem triclínicas.
Para sistemas grandes (do ponto de vista da DFT), como os apresentados neste
trabalho, uma malha de pontos k de 2×2×2 é suficiente para obter resultados satisfa-
tóriosix. O método GIPAW foi usado para calcular os tensores de blindagem de RMN
de 13C correspondentes a cada sítio de C das estruturas relaxadas (ambas, geometria
e energia autoconsistente relaxadas). A fim de comparar estes valores calculados
viiicaixas de simulação
ixDo ponto de vista da DFT, o número de átomos dos sistemas aqui estudados é grande, cálculos
com malhas superiores a 2 × 2 × 2 são computacionalmente muito caros para estes tipos de sistemas.
Além disso, pela teoria de sólidos cristalinos, quanto maior a célula de um cristal, menor são os
módulos dos vetores que definem a sua zona de Brillouin na rede recíproca. Isto diminui o número
de pontos k necessários para o mapeamento da zona de Brillouin.
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com resultados experimentais, as blindagens foram convertidas em deslocamentos
químicos utilizando a mesma expressão (Equação 3.4 ) que foi empregada na seção
3.1. Da mesma forma que na seção 3.1, a molécula de benzeno foi escolhida como
referência intermediária, com os valores de blidagem calculada e deslocamento quí-
mico idênticos aos citados na seção 3.1 (38,8 e 126,9 ppm, respectivamente). Como
discutido em trabalhos anteriores [41,44,200], a molécula de benzeno contém átomos
de C e H arranjados de forma similar ao arranjo químico local de muitos materiais
carbonosos.
3.2.3 Resultados e Discussões
3.2.3.1 Modelos Atomísticos Gerados via DM
Os modelos atomísticos foram gerados para três sistemas com 216 átomos (veja
a Tabela 3.3) com a mesma densidade (1,9g/cm3), denotados neste trabalho como
sistemas A, B e C. A diferença entre os sistemas é devido as suas razões H/C, com os
valores de 0,05, 1,00 e 1,86 correspondendo aos sitemas A, B e C, respectivamente.
Quatro taxas de resfriamento foram testadas para cada sistema (100, 50, 25 e 5
K/ps). Todas as estruturas resultantes do processo de resfriamento (liquid quench)
formaram uma fase sólida covalente, embora também foram observadas algumas
moléculas pequenas de hidrocarbonetos, especialmente para os sistemas B e C (que
possuem razões H/C maiores). Como mencionado, estas moléculas foram removidas
e então as estruturas resultantes foram relaxadas a temperatura ambiente e pressão
igual zero usando DM e o ensemble NPT. Instantâneos dos sistemas relaxados são
mostrados na Figura 3.6 e as PDFs correspondentes a essas estruturas para as quatro
taxas de variação da temperatura são apresentadas na Figura 3.7. Pode-se observar
que as estruturas (Figura 3.6) e as PDFs dos modelos A, B e C mudam sensivelmente
para as diferentes taxas de resfriamento – dentre as PDFs do modelo A (Figura 3.7-
(a)) a que melhor se aproxima de uma estrutura grafítica com domínios de grafeno
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foi aquela correspondente a estrutura gerada com a taxa de 5K/ps; o primeiro pico é
centrado em 1,42 Å (Veja o inset da Figura 3.7-(a)), portanto é o que melhor descreve
a distância C–C típica desse tipo de material (dc−c = 1,42 Å) [204, 205]; o segundo
pico, centrado em 2,48 Å, também está próximo das distâncias típicas em materiais
carbonosos compostos por domínios de grafeno [206].
100 K/ps 50 K/ps 25 K/ps 5 K/ps
Sistema A
Sistema B
Sistema C
Figura 3.6. Estruturas dos sistemas A, B e C geradas sob quatro taxas de resfria-
mento – 100, 50, 25 e 5K/ps
Portanto, na sequência deste texto serão apresentados apenas os resultados
obtidos para os sitemas gerados usando a menor taxa (5 K/ps), a qual corresponde
a situação mais próxima do equilíbrio térmico. As características destas estruturas
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são apresentadas na Tabela 3.4 e na Figura 3.8. A Figura 3.8 mostra que o modelo
A tem características de um pirocarbono, uma material grafítico altamente aniso-
trópico com domínios de grafeno em escala nanométrica [207]. Como mencionado,
isto é confirmado pela análise da PDF obtida para este sistema, mostrada na Figura
3.9, onde as PDFs dos sistemas A, B e C resfriados a taxa de 5 K/s são apresentadas
no mesmo gráfico para efeito de comparação), o primeiro pico é intenso e centrado
em 1,42 Å, o que está em conformidade com o valor esperado para o comprimento
de ligação sp2 do carbono. A existência de correlações de longa distância também
é observada na PDF do sistema A. Além disso, a análise dos ambientes químicos
dos sistemas relaxados, mostrada na Tabela 3.6, mostra que 96% dos átomos de car-
bono fazem três ligações (hibridização sp2) no caso do sistema A, o que confirma a
natureza grafítica deste sistema. De fato, as PDFs de carbonos nanoporosos consis-
tindo majoritariamente por folhas do tipo grafite (ricas em átomos de carbono com
hibridização sp2) foram obtidas através de experimentos com difração de raios X na
referência [208], estando em excelente acordo com a PDF obtida para o sistema A no
presente trabalho.
Por outro lado, na referência [209] as PDFs de pirocarbonos laminares e rugosos
foram determinadas por experimentos de difração de nêutrons, concluindo que a
estrutura local é similar a de materiais carbonosos grafíticos, com os três primeiros
vizinhos localizados à distâncias iguais a 1,42, 2,45 e 2,83 Å. Estes valores são
similares aos obtidos na análise da PDF do sistema A (1,42, 2,48 e 2,80 Å).
Tabela 3.4. Modelos A, B e C: composições, densidades e número de átomos ao
final da simulação de DM.
Numero de átomos Razão H/C Densidade (g/cm3)
Sistema A 216 0,05 1,90
Sistema B 193 0,87 1,46
Sistema C 170 1,57 1,27
De modo inverso, os sistemas B e C têm densidades menores e quase não
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Sistema A Sistema B Sistema C
Figura 3.8. Estruturas dos sistemas A, B e C resultantes do processo de
liquid quench a uma taxa de 5 K/ps.
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Figura 3.9. PDFs das estruturas resfriadas a 5K/ps.
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Tabela 3.5. Frações dos átomos de carbonos exibindo diferentes ambientes quí-
micos e tipos de hibridização para os sitemas A, B e C. O símbolo C-CnHn denota
um átomo de carbono ligado diretamente a n átomos de C e m átomos de H.
Vermelho, azul e verde representam os grupos com cabonos com coordenações
4, 3 e 2 respectivamente.
Sistema C-C4 C-C3H C-C2H2 C-CH3 C-C3 C-C2H C-CH2 C-C2
A 0,00 0,49 0,00 0,00 91,75 4,36 0,00 3,40
B 7,77 12,62 17,47 8,74 39,81 11,65 0,97 0,97
C 7,57 13,64 33,33 22,73 13,63 6,06 1,52 1,52
Tabela 3.6. Frações totais de átomos de carbono com números de coordenação
iguais a 4, 3 e 2.
coordenação 4 3 2
Sistema A 0,49 96,11 3,40
Sistema B 46,60 52,43 0,97
Sistema C 77,52 21,21 1,52
contêm anéis aromáticos. Suas razões H/C de 0,87 e 1,57 estão no intervalo de va-
lores correspondentes a materiais carbonosos desordenados exibindo quantidades
significativas de H, assim como carvões de baixo rank, chars de baixa temperatura,
asfaltenos e querogênios imaturos [210–212]. O sistema B apresenta quantidades pa-
recidas de átomos com hibridizações sp2 e sp3, como revelado pela análise detalhada
das ligações do carbono (Tabelas 3.5 e 3.6). Estes resultados podem ser compara-
dos com simulações de dinâmica modelular quântica (DMQ) [213] feitas com a-C:H
consistindo de 56 e 41% de átomos de carbono com coordenações iguais a 4 e 3 res-
pectivamente e uma pequena parcela com coordenação igual a 2, frações similiares
as encontradas para o sistema B (veja a Tabela 3.6): 52, 47 e ∼ 1%, respectivamente.
Além disso, a PDF obtida para o a-C:H na referência [213] exibe um primeiro pico
com dois máximos, o primeiro correspondendo a um comprimento de ligação C–C
ligeiramente menor comparado ao grafite e o segundo máximo correspondendo a
distância C–C encontrada no diamante. Os segundos vizinhos foram localizados a
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uma distância de ∼2,6 Å. Estes resultados estão em conformidade com a PDF calcu-
lada para o sistema B, como mostrado na Figura 3.9. Além disso, tanto os resultados
obtidos no presente trabalho quanto os obtidos com o método QMD estão em boa
concordância com as PDFs derivadas de experimentos de espalhamento de nêutrons
realizados em amostras de a-C:H [214].
No caso do sistema C, a análise mostrada na Tabela 3.6 mostra que este sistema
é primariamente composto por átomos de carbono sp3 (77%), dos quais metade são
ligados a dois átomos C e dois átomos H (C-C2H2), que são ambientes químicos
típicos presentes no polietileno. Isto é consistente com a PDF calculada para este
sistema, que apresenta um primeiro pico localizado em torno de 1,58 Å, que é o
comprimento de ligação típico de átomos de carbono sp3 [204, 205].
3.2.3.2 Cálculos dos deslocamentos químicos de RMN via DFT
Deslocamentos Químicos de RMN de 13C – Os espectros de RMN no estado sólido
de 13C de muitos materiais carbonosos (incluindo carvões minerais, chars, asfaltenos,
carbonos amorfos e materiais grafíticos, dentre outros) são geralmente compostos
por dois conjuntos de sinais em diferentes faixas de deslocamentos químicos: grupos
alifáticos (envolvendo átomos de carbono com hibridização sp3) resultam em sinais
com deslocamento químico isotrópico entre 0 e 90 ppm, enquanto os grupos aromá-
ticos (e outros grupos que também envolvem átomos de carbono com hibridização
sp2) são associados com sinais na faixa de delocamentos químicos entre 110 e 160
ppm [50], Estes deslocamentos químicos são levemente afetados pelas características
estruturais em diferentes tipos de filmes de carbonos amorfos hidrogenados, como
discutido em muitos trabalhos anteriores [215–219].
Na Figura 3.10 são mostrados os espectros de RMN de 13C obtidos a partir
dos deslocamentos químicos isotrópicos dos sistemas A, B e C. A intensidade (eixo
vertical) desses espectros é proporcional ao número de sítios correspondentes a cada
deslocamento químico. Os histogramas obtidos através da contagem da quantidade
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de diferentes sítios com diferentes deslocamentos químicos (de acordo como o nú-
mero e o tipo de espécies ligadas) são mostrados na Figura 3.11, onde o símbolo
C-CnHm denota um átomo de carbono diretamente ligado com n átomos de C e m
átomos de H.
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Figura 3.10. Espectros calculados para os sistemas A, B e C.
O espectro obtido para o sistema A é dominado por uma distribuição de des-
locamentos químicos com um pico intenso em torno de 140 ppm, o que está em
conformidade com os deslocamentos químicos esperados para átomos de carbono
sp2, como discutido em muitos trabalhos anteriores lidando com materiais amorfos
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Figura 3.11. Histogramas mostrando as distribuições de deslocamentos quími-
cos de acordo com o número e o tipo de espécies ligadas, calculados para os
sistemas A (topo), B (meio) e C (inferior) . O símbolo C-CnHm indica um car-
bono diretamente ligado a n átomos C e m átomos H.O eixo vertical indica a
intensidade (que é proporcional ao número de átomos de carbono com deter-
minado deslocamento químico) normalizada pelo número todal de átomos de
carbono de cada modelo.
ou grafíticos [215–219].
No caso do espectro obtido para o sistema B, pode-se notar que o pico sp3
(centrado em torno de 40 ppm) torna-se mais intenso porque sua quantidade de
hidrogênio (e a razão H/C) é maior. Para um sistema com H/C perto de 1(que é
o caso do sistema B, como dado na tabela 3.4), o espectro de RMN de 13C exibe
uma distribuição com picos sp2 e sp3 com intensidades comparáveis, em concordân-
cia com resultados experimentais previamente reportados para materiais cabonosos
com quantidades de hidrogênio relativamente altas [50]. De maneira similar, no
espectro obtido para o sistema C (o qual tem uma quantidade ainda maior de hi-
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drogênio), o pico sp3 é predominante, com a maior contribuição devido a grupos
C-C2H2 (similar ao ambiente químico do polietileno). Neste caso, o pico sp2 é mais
largo e relativamente fraco, o que é devido ao fato da razão H/C ser maior (1,57) e
de o sistema C ser altamente desordenado, levando a uma distribuição mais larga
de deslocamentos químicos.
Nos materiais carbonosos amorfos hidrogenados, é esperado que os tamanhos
dos domínios sp2 diminuam à medida que a razão H/C é aumentada, uma vez que
os átomos de H são ligados apenas aos carbonos das bordas dos clusters de anéis
sp2 [220]. Da mesma maneira, é esperado que a fração sp3 cresça com o aumento
da quantidade de H. Estas tendências são bem reproduzidas pelos cálculos de RMN
realizados para os modelos atomísticos obtidos por DM no presente estudo.
A largura dos picos relativos aos carbonos sp2 também é bastante afetada pe-
los tamanhos dos domínios sp2, como discutido previamente na literatura [64, 208].
Entre os modelos obtidos, a Figura 3.8 mostra que o sistema A exibe a estrutura mais
ordenada, composta por folhas aromáticas relativamente delgadas. Consequente-
mente, o pico sp2 do espectro calculado deste sistema é o mais estreito. Por outro
lado, o sistema B possui pequenos domínios sp2 e um grande número de cadeias,
enquanto o sistema C apresenta grupos sp2 isolados e um número muito reduzido
de anéis aromáticos. Como mostrado na Figura 3.10, o pico sp2 é progressivamente
mais largo nos espectros calculados de RMN de 13C dos sistemas B e C.
Vale a pena enfatizar que os cáculos DFT das componentes dos tensores de
blindagem aqui descritos fornecem informações apenas a respeito da contribuição
dos deslocamentos químicos à largura das linhas de RMN. Outras interações do spin
nuclear envolvendo interações dipolares e os efeitos da susceptibilidade magnética
macroscópica [50] não são considerados nos cálculos dos espectros. No caso dos
espectros de RMN de 13C no estado sólido de materiais carbonosos, as contribui-
ções no alargamento das linhas de RMN devido ao acoplamento dipolar são, em
geral, menores [50]. Isto é devido a dois aspectos: Primeiro, o acoplamento dipolar
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heteronuclear ao núcleo 1H é geralmente removido por técnicas de alta resolução
habitualmente empregadas em espectroscopia RMN de 13C no estado sólido (como
MAS e desacoplamento de alta potência [50]). Além disso, o acoplamento dipolar
homonuclear entre os núcleos 13C é insignificante, considerando a baixa abundância
natural do nuclídeo 13C (∼1,1%) [49]. Por outro lado, a alta anisotropia da susceptibi-
lidade magnética é conhecida por causar um grande alargamento da linha associada
com carbonos sp2 em materiais com alto grau de ordenamento estrutural [221]. Por
causa desse tipo de efeito, as linhas de RMN devido a carbonos sp2 são severamente
alargadas no grafite e em materiais grafíticos, apesar do fato desses materiais apre-
sentarem ambientes químicos bem definidos (em contraste com materiais menos
ordenados). Estes efeitos, os quais são particularmente importantes nos espectros
de RMN de 13C de materiais grafíticos, não são capturados pelos cálculos de DFT
dos tensores de blindagem descritos neste texto. Por esse motivo, espera-se que os
espectros previstos na Figura 3.10 sejam mais passíveis de serem comparados com
os espectros experimentais observados em materiais desordenados, tais como filmes
de carbonos amorfos hidrogenados [216, 218, 219].
Os resultados aqui reportados também estão de acordo com outros estudos de
primeiros princípios, tal como o trabalho pioneiro de Mauri et al. [48]. No trabalho
de Mauri et al., os espectros de RMN de 13C de materiais carbonosos desordenados
hidrogenados foram calculados através de métodos de primeiros princípios. Duas
amostras foram consideradas: uma amostra hidrogenada com densidade igual a 2,2
g/cm3, 64 átomos de C e 12 átomos H, numa supercélula cúbica; e uma amostra
contendo apenas átomos de C, com desidade de 2,9 g/cm3, com 64 átomos de C. O
valor do deslocamento químico isotrópico do pico sp2 na referência [48] (∼130 ppm),
está em conformidade com os deslocamentos químicos obtidos para os sistemas
A, B e C aqui previstos. No caso do pico sp3, a referência [48] indica que ele
está localizado em torno de 75 ppm, o que concorda com o valor encontrado no
presente trabalho para o pico sp3 relativo ao grupo C-C4 do sistema B (veja na
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Figura 3.11). Tanto os cálculos reportados na referência [48] quanto os reportados
aqui neste texto (para o pico sp3 relativo ao grupo C-C4) indicam que a posição
deste pico é deslocada do deslocamento químico correspondente ao diamante (∼36
ppm [222, 223]). De fato, a posição do pico C-C4 é mais próxima do deslocamento
químico correspondente ao pico sp3 encontrado experimentalmente no espectro de
RMN de 13C do carbono amorfo tetraédrico (ta-C), localizado em 69,1± 0,5 ppm [217].
Esta amostra apresentava uma razão sp2/sp3 de 0,22, o que indica que as espécies sp3
do tipo C-C4 fazem parte de uma matriz permeada por ilhas/clusters sp2, consistindo
de anéis aromáticos, cadeias e radicais.
3.2.4 Análise dos ”grupos químicos”
Como ilustrado na Figura 3.11, os sítios de carbono foram classificados por
grupos (como detalhado na Tabela 3.6) a fim de investigar a natureza dos diferentes
grupos químicos associados com cada intervalo/faixa de deslocamento químico. Na
distribuição obtida para o sistema A (Figura 3.11), existem trê grupos com que fazem
somente ligações C-C: o primeiro é o pico sp2 (C-C3) centrado em ∼135 ppm, que
corresponde aos átomos de carbono dos anéis aromáticos; o segundo é um sinal sp3
(C-C4) pequeno, localizado no intervalo 75 - 100 ppm; a terceira, o grupo C-C2, o qual
apresenta pequenos sinais espalhados ao longo do espectro no intervalo 105 - 275
ppm. Por outro lado, a distribuição de deslocamentos químicos obtida para o sistema
B (Figura 3.11) exibe um número maior de grupos que contêm ligações C-H. O sinal
sp2 (no intervalo 125 - 183 ppm) abrange mais grupos do tipo C-C2H, com a maioria
deles no intervalo 125 - 137 ppm, adjacente ao pico principal (C-C3) em ∼140 ppm. Há
também uma contribuição muito pequena devido ao grupo C-CH2 (em 122 ppm), a
qual não é possivel identificar na Figura 3.11 porque há apenas 1 (um) sítio desse
tipo. Esta distribuição é consistente, tanto em forma quanto em termos das posições
dos picos, com os resultados dos experimentos de RMN de 13C MAS reportados por
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Xu et al. na análise de filmes de Carbonos amorfos hidrogenados [215]. Com respeito
ao pico sp3, existem três tipos de átomos de carbono: C-C4, C-C3H, C-C2H2 e C-CH3.
Como esperado [48], as contribuições devido aos grupos C-C4 estão localizadas à
extrema esquerda do pico sp3, indo desde ∼ 30 até ∼ 105 ppm. Dentre os grupos
sp3 que possuem ligações C-H, o grupo C-C2H2, em particular, apresenta a maior
contribuição. Dentre deste conjunto de grupos (que contêm ligações com H), os
delocamentos químicos diminuem à medida que o numero de H aumenta, o que
está de acordo com a tendência geral observada para RMN de 13C em alcanos x.
No caso do sistema C, como ilustrado na Figura 3.11, as contribuições oriundas
dos grupos C-C3 e C-C2H são menores. Ambos os grupos têm baixas intensidades
em relação aos sistemas A e B. Os deslocamentos químicos dos grupos C-C3 mudam
pouco, enquato os deslocamentos químicos dos grupos C-C2H são levemente des-
locados para valores menores (92 - 138 ppm). Com respeito aos grupos sp3, todos
as intensidades aumentaram, com exceção do grupo C-C4, que é menos abundante
nesse sistema rico em hidrogênio. O intervalo de deslocamentos químicos é menor
(∼ 30 - 75 ppm) em comparação com os sistemas A e B e todas as contribuições
são deslocadas para valores menores de deslocamnetos químicos por causa da alta
quantidade de H no sistema C.
xVeja essa tendência em: https://www.science.oregonstate.edu/~gablek/CH335/Chapter10/
CarbonChemicalShift.htm (acessado em Junho de 2018)
Capítulo 4
Conclusões
Neste trabalho empregamos diferentes abordagens teórico/computacionais
para calcular parâmetros espectrais de RMN de 13C de materiais carbonosos. Os
materiais ordenados foram investigados utilizando cálculos DFT, enquanto os ma-
teriais desordenados tiveram suas estruturas geradas por dinâmica molecular e as
blindagens calculadas via DFT. Com relação aos resultados obtidos, a seguir apon-
tamos as conclusões e perpectivas futuras desta tese.
Materiais Ordenados – grafeno e grafite
• Uma escolha apropriada dos números de pontos k e dos tamanhos das super-
células permitiu encontrar valores bem convergidos das blindagens para todos
os sitemas estudados. Além disso, foi estudada a influência do tipo de empi-
lhamento nos parâmetros espectrais da bicamada de grafeno e do grafite. Nos
sistemas com empilhamento do tipo AB, observou-se que a diferença entre os
deslocamentos químicos do sítios não equivalentes A e B é mais pronunciada
nos casos onde os planos de grafeno dos cristalitos encontram-se orientados
paralelamente ao campo magnético externo. Adicionalmente, foi analisado
o efeito da variação da distância interplanar nos deslocamentos químicos do
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grafite AB. Constatou-se que, para distâncias interplanares superiores a cerca
de 5 Å, a diferença entre os deslocamentos químicos dos sítios A e B vai a zero.
Além disso, para distâncias interplanares superiores a ∼14 Å, os valores dos
deslocamentos químicos dos sítios A e B aproximam-se do valor correspon-
dente à monocamada de grafeno.
• Com relação aos parâmetros espectrais calculados, foi difícil compará-los com
resultados experimentais porque o grafite apresenta fortes efeitos devido a
sua susceptibilidade magnética anisotrópica e também pelo fato da razão si-
nal/ruído ser em geral baixa nos espectros de RMN de 13C de materiais gra-
fíticos. Apesar disso, os espectros simulados de RMN de 13C obtidos teorica-
mente apresentaram boa concordância com as características gerais presentes
nos espectros experimentais de materiais carbonosos sob condições estáticas,
incluindo a forma dos padrões de pó, os delocamentos químicos isotrópicos
e as posições aproximadas das altas frequências. A comparação foi especial-
mente favorável com respeito aos deslocamentos químicos medidos em altas
frenquências – onde o ajuste do espectro experimental ao padrão de pó teórico
foi melhor. Entretanto, devido à largura e a baixa razão sinal/ruído dos espec-
tros experimentais, não foi possível observar diretamente efeitos sutis, como a
diferenciação entre os sítios inequivalentes (A e B) do grafite e a sensibilidade
ao tipo de empilhamento.
Materiais Desordenados
• Foi empregada uma técnica que combina dinâmica molecular e DFT para vali-
dar modelos estruturais de materiais carbonosos desordenados com diferentes
quantidades de hidrogênio. Foi mostrado que a combinação de dinâmica mo-
lecular e DFT é uma técnica poderosa para, primeiramente, gerar modelos
estruturais de materiais carbonosos desordenados e, então, prever parâmetros
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de espectros de RMN de 13C destas estruturas. Além disso, foram exploraradas
características estruturais importantes como as densidades, as razões H/C, as
funções de distribuição de pares e as frações de átomos de carbono sp2 e sp3.
Foi observado que as propriedades estruturais mudam drasticamente quando
a quantidade de hidrogênio é aumentada – os modelos estruturais com maior
quantidade de hidrogênio apresentam átomos de carbono em sua estrutura
fazendo, majoritariamente, 4 ligações, com uma estrutura desordenada e rica
em cadeiais sp3, mas com uma parcela não desprezível de átomos de carbono
que fazem 3 ligações. Nos modelos com uma quantidade intermediária de
hidrogênio observou-se uma estrutura com quantidades parecidas de átomos
de carbono que fazem 3 e 4 ligações. No modelo com baixa quantidade de
hidrogênio foi observada uma estrurura com certa ordenação, composta por
planos de grafeno defeituosos e interligados por defeitos. Os átomos desta es-
trutura apresentaram, majoritariamente, 3 ligações, com uma pequena parcela
dos átomos com coordenação igual a 4. A quantidade observada de átomos
de carbono que fazem 2 ligações foi muito pequena em todas as estruturas. As
funções de pares destes materiais mostraram-se em bom acordo com relação
às distâncias interatômicas para os primeiros e segundos vizinhos.
• Os espectros teóricos de RMN de 13C foram calculados via DFT e mostraram
estar em conformidade com as caracteríscas gerais de espectros experimentais
de materiais carbonosos desordenados previamente reportados na literatura.
Por exemplo, as posições e as larguras dos picos representativos sp2 e sp3 dos
espectros teóricos demostraram estar em acordo com resultados experimen-
tais. Além disso, estes resultados também indicam concordância com outros
cálculos teóricos disponíveis na literatura. Nossos resultados distinguem os
deslocamentos químicos de diversos grupos com ambientes químicos diferen-
tes, o que pode oferecer uma excelente ferramenta para auxiliar a interpretação
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de espectros experimentais de materiais desordenados.
Perspectivas Futuras
• Uma das perspectivas futuras deste trabalho é a possibilidade de realizar cálcu-
los de parâmetros de RMN direcionados a grafenos contendo diferentes tipos
de defeitos, tais como defeitos Stone-Wales, monovacância, divacância, multi-
plas vacâncias, defeitos de linha, dentre outros. Sendo assim uma importante
ferramenta para descrever a estrutura destes materiais e mapear os desloca-
mentos químicos associados a átomos próximos desses defeitos. Cálculos deste
tipo em defeitos que induzem magnetismo na folha de grafeno também são
uma possibilidade interessante para estudos futuros.
• Os efeitos da susceptibilidade magnética do grafite (altamente anisotrópica)
e das interações dipolares heteronucleares 1H–13C, os quais podem contribuir
para o alargamento das linhas de RMN, foram desconsiderados nas simulações
apreentadas neste trabalho. Um importante aprimoramento futuro do método
aqui apresentado deveria levar em conta estes efeitos nas simulações e avaliar
a possibilidade de incluí-los nos espectros simulados através de software nos
quais estes efeitos estejam devidamente implementados.
• Com relação aos materiais carbonosos desordenados, nosso modelo estrutural
oferece uma base para a elaboração de outros modelos contendo outras espé-
cies atômicas, como oxigênio, para gerar modelos estruturais de querogênios,
carvões ativados, asfaltenos .
• Outro objeto de estudo que seria interessante, é a possibilidade de calcular
os deslocamentos químicos de 1H de moléculas adsorvidas nas paredes dos
poros de materiais carbonos porosos. Investigando diferentes sistemas com
diferentes tamanhos de poros (microporos, nanoporos) e espécies de moléculas
adsorvidas (H2, H2O, hidrocarbonetos, dentre outros.).
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