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Abstract 
Selection appropriate courses are one of the main student concerns in the universities which have direct major effects on their 
educational efficiency. Moreover the correct selections of the courses will decrease the student’s educational failure. Prediction 
scores of the courses is one of the effective approaches which helps the students to select their courses intelligently.  One can 
propose a model for predicting the student course scores based of the student’s educational history. In this paper we propose a 
Bayesian Network model for prediction of student scores. The proposed model predicts the students’ scores considering the 
students attributes and his educational history. To evaluate the efficiency of the proposed model, we use the GeNIe software(korb 
KB. , Nicholson AE) to run experiments. We have tested our proposed model on 500 different students which has been studied in 
various Information technology university levels. The results show that applying our proposed method has main effects on the 
quality of the students and can be used as a helpful tool for them. 
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1. Introduction  
Due to increasing the number of students, a great amount of educational data such as  personal information, 
educational status, record of taken courses  and courses scores should be store in the system databases ( K. R. Suneetha 
and R. Krishnamoorthi,2009). According to the huge volume of data, it cannot be analyzed using classical methods. To 
discover the useful knowledge form the huge educational data, data mining methods can be applied which is called 
educational data mining (Han. J. and Kamber .M,2006). The data mining methods can be used for conceiving 
student’s behavior, helping education and evaluating teachers, enhancing efficiency of electronic educational 
systems, developing curriculum, progressing their performance and predicting their courses scores. In this paper we 
propose a Bayesian Network model based on teacher, semester, student’s employment status and student’s gender 
features to predict the student course scores. These features have been considered as random variables in our model. 
The student scores will be predicting by applying Bayesian Network inference methods.  
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The rest of the paper is organized as follows. In section 2, Bayesian Networks has been described. Then in 
section 3 the proposed method has been described in detail. Moreover in this section the results over benchmarks are 
presented. The paper is concluded and discussed in section 4.  
2. Materials and Methods 
2.1. Bayesian networks 
Recently, researchers have been focused on planning under uncertain situations in artificial intelligence area of research (Sun L 
& Shenoy, 2007). Graphical models are a marriage between probability theory and graph theory.( P. Murphy,2001) There are two 
main kinds of graphical models: undirected and directed. Undirected graphical models, also known as Markov networks or 
Markov random _elds (MRFs), are more popular with the physics and vision communities.Directed graphical models, also 
known as Bayesian networks (BNs), belief networks, generative models, causal models, etc. are more popular with the AI and 
machine learning communities( M. I. Jordan,1999). 
Bayesian network is used as a powerful tool to help managers decide in uncertain situations. Bayesian networks can consider a 
set of relationships between variables and the confrontation uncertainty in expert systems .The basis of  Bayesian network 
structure is the Bayes rule that can be expressed as follows: 
 

These networks considered as tool to achieve engineering and applied mathematics to overcome complexity and 
uncertainty. A Bayesian Network which also  called a belief network is a  direct acyclic graph (DAG) graph that 
shows the relation between random variables and their dependencies .The BN nodes represent random variables and 
their edges shows the dependencies between random variables . (Sarkar S & Sriram R,2001). Joint probability 
distribution over random variables  in a Bayesian networks will be computed using local 
probability distribution of all nodes regarding the random variable dependencies which denoted as follows(Twardy, 
et al. 2006, Nicholson, 2004):  
 
Where  shows the random variable and  represents parents of the random variable .  
 
To construct a Bayesian Network, in the first step the random variable should be defined. Then in the second step 
the relation between these valiable will be defined. This relation leads to the Bayesian network structure. In the third 
step the conditional probabilities for each random variable should be computed. These conditional probabilities 
values will be stored in their corresponding tables. (Bilmes  course, 2004). (Korb and Nicholson, 2004). 
Since Bayesian networks are graph and used for modeling whole relationships between variables can be used as a 
robust model comparing with classical statistical models. In addition, Bayesian networks, can also show non-linear 
and causal relationships using the conditional probability tables(Bayat S. ,Cuggia M ,2008,Twardy, et al. 2006). 
These networks can be used for different types of inference, such as diagnostic, predictive, and so on. The main goal 
of inference is to estimate the values of hidden nodes, given the values of the observed nodes. If we observe the 
erative model, and try to infer the values of the hidden causes, this is called diagnosis, or bottom-up 
top-down reasoning ( P. Murphy,2001). 
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2.2. Discrete process in Bayesian networks 
A simple bayesian network can be applied only   on discrete data. According to this fact the real applications with 
continious data sould be converted to discrete values (Twardy, et al. 2006) .In previous researchs, a variety of 
methods for discrete process have been used. For example Sarkar and Sriram (Sarkar and Sriram, 2001) have been 
used the Bayesian networks to classify the median for discrete and Sun (2007) in the generalized Pearson-Tukey 
method[]. During discretize process, researchers are faced by decision making problems over number of categories. 
In the proposed method their have been used a model over some continuous random variables. In this paper the 
uniform expansion method has been used for discreting data based on the frequency the data fields which are 
divided into four groups. 
3. Proposed Method and results 
According to studies(Randy Garrison,2005, Suneetha and Krishnamoorthi, 2009) the dependency between variables 
affect the issue investigated as Figure 2, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. The proposed model (Garrison, 2005) 
This study has been done on 500 samples collected from the same group of students in various terms of IT, in 
Islamic Azad University of Sanandaj during 2003-2010.That 81% of them are only university student, and the rest 
are employed, 41% male and 59% female, 68% of students will learn advanced programming in first semester and 
32% obtain in the second semester. 
After pre-processing algorithms on the data, fields are obtained in Table 1. 
 
 
 
 
Table 1. Fields of research 
Filed name  Values   
Employ  Y / N   
gender  M / F   
Semester 
 
Teacher 
 
score                      
 1 / 2 
 
A / B / C 
 
fail / 10-12 / 13-15 / 16-18 / 19-20 
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The scatter of data in student score field is shown in Figure 1. 
 
       Fail 
      10-12 
      13-15 
      16-18 
      19-20 
 
 
 
 
 
 
 
  
  Figure 1. student score field 
  
After discriting needed data, we used different algorithms such as K2 and Bdeu, with different methodologies, such 
as PC and Greedy Thick Thinning, to build a Bayesian network. For the construction of Bayesian network, GeNIe 
software was used and for inference network we used different algorithms including, Likelihood Sampling, Logic 
Sampling and Clustering and we have checked output of the network in each step. 
Figure 3(a) indicates produced Bayesian network by applying Logic Sampling algorithm on the data. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   Figure 3. The implementation model in GeNIe software 
 
With performing a Query on the network can be easily seen that if the student is male and would obtain 
programming course in the first semester with Professor A: His grade with probability of 50% would be between 10 
to 12. With the same assumptions, if the student is female ,and obtain programming course with Professor C  her 
score will be between 13 to 15 with  67% probability . It easily can be seen in Figures 3(b) and 3(c). 
To test and evaluate the proposed model, we selected 100 records of students database randomly and stored 
separately. The number of records was not involved in the process of learning and inference network. Then we have 
100 records as input to the model. Finally, comparing the results we figured out that 66 records were predicted 
correctly, and it is a desirable result and shows that the accuracy of proposed model is 66 percent. 
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4480   Rafe Torabi et al. /  Procedia - Social and Behavioral Sciences  46 ( 2012 )  4476 – 4480 
4. Conclusion 
In this paper the Bayesian network model has been proposed to predict the student scores in the universities. The 
proposed model has been applied on 500 samples student university record from Azad University of Technology. 
The parameters of the proposed Bayesian network have been learned using maximum likelihood 
algorithm.  Moreover, the logic sampling method has been used to inference from the proposed network and predicts 
the student score of a predefined course. The results showed the accurate response to the query which can 
say firmly that they are also unaware of an experienced expert group. In addition to predicted score the turning point 
of this paper is to assist university officials and advisors to predict student 
success and strategy management and adopted before beginning the semester. 
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