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Abstract
We present a revisal of blind image deconvolution technique for the restoration of
linearly degraded images, without the explicit knowledge of either original image
or the psf- the point spread function. Even the scenes which consist of ﬁnite
support object over a uniformly black, white or grey background, this technique
works ﬁne. Occurrence includes certain types of medical imaging, astronomical
imaging, and (1-D) gamma ray spectra processing. The only information that
is required are the nonnegativity of the true image and the support size of the
original object.
The restoration procedure involves recursive ﬁltering of the blurred image to
minimize a convex cost function. The new approach is experimentally shown to
be more reliable and to have faster convergence than existing nonparametric ﬁnite
support blind deconvolution methods, for situations in which the exact object
support is known.
This thesis covers the basic implementation of NAS-RIF method, using steepest
descent, followed by implementation of swarm optimization technique- ACO, to
optimize the results.
Keywords: Image restoration, PSF, out-of-focus blur, motion blur, blind image
deconvolution.
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Introduction
The standard degradation model in most of images can be modeled as the
following [1] [2] -
푔(푥, 푦) = ℎ(푥, 푦) ∗ 푓(푥, 푦) + 푛(푥, 푦) (1.1)
where,
(푥, 푦) discrete pixel coordinate of the image
푔(푥, 푦) image which has been blurred
푓(푥, 푦) original image
ℎ(푥, 푦) the point spread function (PSF)
푛(푥, 푦) additive noise
∗ 2D convolution operator
Figure 1.1: Model for image degradation and restoration process. [1]
In the above model, the degraded image 푔(푥, 푦), the original image 푓(푥, 푦), and
the noise 푛(푥, 푦) are linearly combined, and as a result the problem of retrieving
the image from degraded image is called as linear image restoration problem. The
currently available image restoration algorithms accroach that the point spread
function is available a priori and they try to regain the original image by trying
to revert the PSF [3], by changing the information about the noise, original image
and PSF.
However, in real life, very little or no information is available about the original
image, and the point spread function is almost always unknown. Hence very
little can one accroach about the real image. In such cases, the current existing
linear image restoration algorithms are not applicable as they require some prior
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information about the PSF as well as the image. The method of concurrently
assaying the point spread function (or either the inverse of it) and reconstructing
the original image which is unknown is called as Blind Image Restoration. In the
cases where the noise 푛(푥, 푦) is disregarded, the process is distinctively called as
blind image deconvolution.
The reasons to act as the compelling factor to use blind image restoration are
many. In most of the situations, the ability to measure the amount of degradation
using either ﬁne tuning or online identiﬁcation methods is limited; and apart
from that, it may be dangerous, costly or tangibly impossible to acquire a priori
information about the image which is supposed to be captured. For eg, in space
imaging and sensor remote sensing, inconstancy in the value of Point spread
function are diﬃcult to distinguish, and it is almost impossible to statistically
portrait the original image. As a result of which, blind image deconvolution
techniques may be required for post processing.
In usual procedure, some a priori fact about the original image is required to
restore the image proﬁtably. The real deciding factor is to design an algorithm that
display the most suitable compromise among reliability, portability, computational
complexity and robustness to noise for a particular application [4] [5].
This thesis contributes by ﬁrst describing development and implementation
of a new blind image deconvolution technique, for restoring the images which
have been degraded linearly, or as per the given model 1.1. Speciﬁc information
about either the real image or the PSF is not necessary. The technique studied
requires that the images that are to be restored should be taken against white,
grey or a black background. Also that the object in consideration is within the
bounds of the image, that is, the support for the true image is deﬁned. The
only information needed for restoring the real image is the non negativity of
the original image and the true support size, or the edge size of the original
object in consideration. The restoration method comprises of repeatedly ﬁltering
of the degraded image to minimize a convex cost operation. The algorithm for
the studied image deconvolution technique is discussed in subsequent pages, with
various optimization techniques implemented.
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Another contribution of this thesis is to describe the designing of the
foretold algorithm with swarm optimization technique used for optimization. An
exhaustive study of the various techniques under swarm optimization is described,
followed with the embedding of the ACO technique as optimization strategy for
the blind deconvolution technique.
Despite the fact that this thesis deals with 2 dimensional signals, the work
proposed is equally applicable on 1 dimensional signals as well, for eg, 훾 ray
spectra processing.
4
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A lot of techniques are available to minimize a convex cost function. Since the
suggested cost function is a non linear function, it is very diﬃcult to statistically
determine the function which can be used as a minimizer for the given function.
Normally, the various methods available are diﬀerent from one another as they
make diﬀerent assumptions about the initial conditions, and work diﬀerently
subsequently. Also are diﬀerent are the inference of the structure for the descent
required, the requirement of the gradient, and argosy requirements.
2.1 General Descent Algorithms
Such an optimization algorithm is required which makes an eﬀectual usage of
the accessible facts. And since we have the knowledge of the cost function, and
hereby the corresponding gradient of the cost function, hence, the family of descent
algorithms [1] is considered.
In methods such as the descent algorithms, a catenation {푢푘} is build such
that [1]
푢푘 → 푢¯ where 퐽(푢¯) ≤ 퐽(푢) ∀푢 ∈ 푅 (2.1)
or at least [1]
▽퐽(푢푘)→ 0 when 푘 →∞ (2.2)
In this method, the cost function J is compelled to decrease at every step, or
iteration. And a minimization algorithm is said to converge only iﬀ equation 2.2
holds true.
In the given algorithm for a general descent, the following are the parameters.
J depicts the cost function given, 푢푘 is the projection of the result at the kth loop,
for the line search algorithm to ﬁnd the 푢푘+1, the direction is given by 푑푘, and the
current step size is given by 푡푘. The budget 퐽(푢) and ∇퐽(푢) exist and are known
to be decipherable.
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Algorithm 1 General Descent Algorithm [1]
Set an Initial guess
if 푓(푥) ≥ 훿 then
Determine the direction of descent
Perform Line Search
Update solution estimate
end if
We describe two diﬀerent types of descent algorithms, which have been
investigated: the steepest descent algorithm and the conjugate gradient algorithm.
2.1.1 Steepest Descent Algorithm
One of the most widely and popularly used method is the method of steepest
descent [6] [7]. The prime factor of it’s popularity being that it is undissembling
and very easy to use. In this method, the value of the cost function is calculated
based upon the current absicca, and and the direction is decided by computing
the ﬁrs order diﬀerential of the cost function. Now, to traverse along the steepest
negative direction, so as to reach the Global minima, the algorithm then assumes
a step size, which remains constant through out the working of the algorithm.
Although this algorithm is fairly simple and easy to implement, it suﬀers
problems like slow convergence to the solution, and inability to dynamically change
the step size. As a result, it at times may under reach the solution, or overshoot
the solution. The initial guess of the step size 푇푘 is very important. The following
is the algorithm used for steepest descent. In this, the new gradient of the line is
always perpendicular to the direction of the gradient traversed a step before that,
and hence may not reach the global minimum.
2.1.2 Conjugate Gradient Algorithm
This method is a much more eﬃcient method than the steepest descent algorithm,
and it assumes that the gradient of the cost function is calculable at every step, and
7
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Algorithm 2 Steepest Descent Algorithm
deﬁne the permissible 훿 value near the minima of the function 푓(푥)
ﬁnd a random starting point 푥(0)
Fix a step size 훼 to minimize 푓(푥)
if 푓(푥) ≥ 훿 then
Calculate the gradient of function 푓(푥) at 푥(0)
Let the search direction be −∇푓(푥)
Update 푥(푘+1) = 푥(푘) + 훼 ∗ 푑(푘) {where 푑(푘) is the direction of the fall of the
gradient}
end if
that this information can be used to improve the search for the global minimum.
The Conjugate gradient method [8] [9] uses the conjugate gradients for traversing
downhill, in place of the gradient of the cost function. As a result, the solution is
quick and reached in comparatively fewer iterations.
The following is the algorithm for the conjugate gradient algorithm:
Algorithm 3 Conjugate Gradient Algorithm
deﬁne the permissible 훿 value near the minima of the function 푓(푥)
ﬁnd a random starting point 푥(0)
if 푓(푥) ≥ 훿 then
Calculate the gradient of function 푓(푥) at 푥(0)
Let the search direction be −∇푓(푥)
Find an appropriate step size 훼 such that 푓(푥 + 훼(푘) ∗ 푑(푘)) < 푓(푥 + 훼 ∗ 푑(푘)
{where 푑(푘) is the direction of the fall of the gradient}
Update 푥(푘+1) = 푥(푘) + 훼 ∗ 푑(푘)
end if
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Swarm Intelligent Techniques [10, 11] consists of two keywords. First one is
Swarm which means a group or a herd of organisms moving together, towards
a common goal, second one being Intelligent which refers to the intelligence i.e.
the functioning of a herd working together to reach that common goal, or how it
reacts to a change in conditions etc. These techniques are biologically inspired
techniques, after studying the functioning various organisms like ants, particle
swarms, bird ﬂocks, and even the evolution of human population etc. Each of
these gives rise to a diﬀerent technique, which are heavily used these days in day
to day optimization problems. Our study of these techniques include implementing
them for optimizing continuous functions:
• Ant Colony Optimization (ACO): based on the study of Ant colonies looking
for food
• Particle Swarm Optimization (PSO): based on the study of Bird ﬂocks
searching for food
Now, we look into these Algorithms in depth.
3.1 Ant Colony Optimization
Ant Colony Optimization [12, 13] also known as ACO, is a population based
metaheuristic which is being used extensively now a days to solve complex
optimization problem. It has evolved after studying the foraging behavior of
some species of ants. While looking for food ants deposit some amount of a
chemical called pheromone to mark some favorable path. The higher the amount
of pheromone on a path more is the probability of an ant to take that path. This
gradual approach of foraging is harnessed to solve many optimization problems
which have huge solution set and are computationally classiﬁed as NP hard or NP
complete like Travelling Salesperson Problem [14].
In early 19th century, French entomologist Pierre-Paul Grasse´ [15] observed
that some species of ants and termites react to the stimuli created by one of
10
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them only. He called this phenomenon to be Stigmergy [16] to describe this
type of communication among individuals where the ”Workers are stimulated by
the performance they have achieved”. This phenomenon forms the basis of Ant
Colony Optimization algorithm.
3.1.1 Double Bridge Experiment
This was the ﬁrst experiment performed to test the pheromone production of
Argentine ants. In this, a setup was made consisting of two paths for ants to
travel to reach the food source. The ants were left to ﬁnd the optimized path.
The lengths of both the paths were varied, and interesting results were seen [12].
When the length of the paths were same, at the start of the two paths, for
the ﬁrst time the paths were taken randomly by ants. When more number of
ants started taking one side of the bridge that got more preference because of
high concentrations of pheromone deposited on it. It was found, by repeating the
whole experiment again and again that both of the bridges were taken with equal
probability.
Figure 3.1: Same length Setup for Double Bridge Experiment
When the length of the paths were signiﬁcantly diﬀerent, for the ﬁrst time
at the intersection the bridges were again chosen randomly. But the ant going
from the shorter bridge did reach the food source before the ants going from the
longer bridge. So the pheromone concentration increased at a faster rate on the
smaller path than on the longer one. Hence the shorter route was preferred by
11
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more number of ants the next time. After sometime it was observed that all the
ants took the shorter path towards the food source.
Figure 3.2: Diﬀerent length setup for Double Bridge Experiment
3.1.2 Algorithm
The construction of solutions to optimization problems using Ant Colony
Optimization by traversing the fully connected construction graph. The set of
all possible solution components are deﬁned using artiﬁcial ants, then they are
left to choose and traverse their paths randomly over that fully connected graph,
and pheromone values are updated with every iteration.
The basic algorithm consists of [17]:
Algorithm 4 Ant Colony Optimization
Require: numberOfAnts, Graph
1: Set Parameters and initial pheromone values, and rate of evaporation
2: while Optimal solution is not reached do
3: Construct Ant Solution
4: Demon Action
5: Update Pheromone
6: end while
First, we set the parameters and initial pheromone deposition and evaporation
rate. The steps after this are repeated again and again until an optimal solution
12
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is reached. These steps are as follows:
Construct Ant Solution
We start by construction a partially empty solution state 푠푝 = 휙, and then this
partial solution is extended by adding a solution component from the feasible value.
Finding a solution can be regarded as searching a path on a graph 퐺푐(푉,퐸), which
are deﬁned during the construction phase of the solution set. The path ﬁnding is
done probabilistically depending on the pheromone values that are there on all the
paths. This probability function varies in all the variants of Ant Colony System.
Demon Action
This is an optional step. Now we add some problem speciﬁc actions that may be
required. In this we implement some centralized action which can not be done by
a single ant, which are completely problem speciﬁc.
Pheromone Update
This is the most important step in the algorithm. The aim of this step is to
increase the pheromone values of the good solution and to decrease the values of
bad ones. This is achieved by:
1. Decreasing all the pheromone values by a certain factor.
2. Increasing the good values by conjugate of that factor, depending on the
ﬁtness value calculated.
We use a general pheromone upgradation equation:
휏 푘푖푗 = (1− 휌)휏 푘−1푖푗 + 휌
∑
푠
퐹 (푠), (3.1)
where,
• 휏 푘푖푗 is the pheromone value associated with a path,
• 휌 is a parameter called evaporation rate,
13
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• 퐹 (푠) is the ﬁtness value of each solution seen
Pheromone evaporation is the factor which deﬁnes the rate of forgetting the
bad solutions and as per the requirement of the problem can be taken to high
values, which might be infallible biologically.
3.1.3 ACO variants
There are a lot variations of ACO that have been published in the literature
for speciﬁc problem. Like for continuous optimization algorithms like CACO
(Continuous Ant Colony Optimization) [18]. Here are some of the earliest Ant
Colony variants:
Ant System
This was the ﬁrst ACO algorithm in literature [13], in this the pheromone values
are updated by all the ants that have completed a tour.
휏푖푗  (1− 휌)휏푖푗 +
푚∑
푘=1
Δ휏 푘푖푗 (3.2)
where,
• m are the number of ants,
• 휏푖푗 and 휌 are the pheromone value and the evaporation rate respectively,
• Δ휏 푘푖푗 is the quantity of pheromone laid on the edge (푖, 푗) by the 푘-th ant,
Δ휏 푘푖푗 =
⎧⎨⎩ 1퐿푘 if ant k uses the edge(푖, 푗)in its tour,0 표푡ℎ푒푟푤푖푠푒, (3.3)
where 퐿푘 is the tour length of 푘-th ant.
At each vertex Ant System makes a probabilistic decision by using:
푝(퐶푖푗∣푠푝푘) =
⎧⎨⎩
휏훼푖푗 .휂
훽
푖푗∑
푐∈푁(푠푘푝) 휏
훼
푖푗 .휂
훽
푖푗
if푗 ∈ 푁(푠푘푝),
0 표푡ℎ푒푟푤푖푠푒
(3.4)
where,
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• 푁(푠푘푝) are the solutions that do not belong to the partial solution 푠푘푝 of ant
푘,
• 휂푖푗 is the heuristic information and 휂푖푗 = 1푑푖푗 where 푑푖푗 is the length
component
• 훼 and 훽 are the parameters that control the pheromone and the heuristic
information.
Max-Min Ant System
This is another variant which was proposed in the literature [19], and it was
applied to the Travelling Salesperson Problem. It diﬀers from Ant System as only
the best ant add the pheromone trail, i.e. if the best path is taken the pheromone
trail is added, as per the following equation:
휏푖푗  (1− 휌)휏푖푗 +Δ휏 푏푒푠푡푖푗 (3.5)
where, Δ휏 푏푒푠푡푖푗 =
1
퐿푏푒푠푡
and 퐿푏푒푠푡 is the length of the tour of the best ant and it is
taken to be 0 otherwise. This is the usual idea i.e. taken for applying it to the
continuous functions.
3.2 Particle Swarm Optimization
Particle Swarm Optimization [20] also known as PSO, is a population based
stochastic which is being used to solve continuous as well as discrete optimization
problems. It was inspired by the social behavior of bird ﬂocking or ﬁsh schooling.
In this the each individual called as particle moves in the search space changing
its velocity and direction the rules of changing are taken randomly or are problem
speciﬁc. Then the particle checks for the food at the new position that it has
reached.
In PSO technique an individual is represented as a single particle in
n-dimensional space and the solution to the problem is encoded as the coordinates
15
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of the particle in space. PSO has been applied to many problems with tremendous
success [21] [22].
3.2.1 Algorithm
Algorithm 5 PSO
Require: particleList, GBEST, iterations
1: for 푖 = 0 to iterations do
2: for every particle in particleList do
3: calculate ﬁtness
4: if ﬁtness of particle > personal best ﬁtness of particle then
5: personal best = new ﬁtness
6: end if
7: if ﬁtness of particle > global best ﬁtness of particle then
8: global ﬁtness = new ﬁtness
9: end if
10: end for
11: for every particle in particleList do
12: update velocity
13: update position
14: end for
15: end for
The particles in the swarm are made to ﬂy in the solution space until they arrive
at the solution to the problem, i.e, the value of individual dimensions represent
values of the variables of the objective function. The solution is represented by a
ﬁtness function which is usually the objective function that needs to be maximized
or minimized. The result of evaluation of the ﬁtness function for a particular
particle is called the ﬁtness of the particle. Particles communicate with each other
and their search through the solution space is guided by the ﬁtness of the global
best particle, and their own ﬁtness. The particle i is a structure consisting of 4
16
Chapter 3 Swarm Intelligent Techniques
variables namely (푋푖, 푉푖, 푃퐵퐸푆푇푖, 퐹 푖푡푛푒푠푠푖) which are deﬁned as:
• 푋푖 = {푥1, 푥2, 푥3, ..., 푥푛} represents the position vector of the particle in
n-dimensional space.
• 푉푖 = {푣1, 푣2, 푣3, ..., 푣푛} represents the velocity vector of the particle in
n-dimensional space.
• 푃퐵퐸푆푇푖 = {푥1, 푥2, 푥3, ..., 푥푛} represents the position of the particle in which
it had the best ﬁtness value.
• 퐹푖푡푛푒푠푠푖 represents the ﬁtness of the particle i.
The PSO algorithm also maintains a GBEST value, which is the position
of current best ﬁtness value amongst all the particles in the swarm. The PSO
algorithm is given in Algorithm 5. At each successive iteration, the particle’s
velocity and position vectors are updated according to Equations (3.6) and (3.7)
respectively.
푉 푡푖 = 푤푉
푡−1
푖 + 푐1(푃퐵퐸푆푇푖 −푋푖) + 푐2(퐺퐵퐸푆푇푖 −푋푖) (3.6)
푋 푡푖 = 푋
푡−1
푖 + 푉
푡
푖 (3.7)
푉 푡푖 represents the velocity of particle i at iteration t and similarly 푋푖 is the
position of particle i at iteration t. 푤 is a linearly decreasing constraining factor
which limits the increase in the velocity of the particle and keeps the particle
within the bounds of the solution space. 푐1 and 푐2 are referred to as the cognitive
and the social factors respectively. They govern the amount of inﬂuence that
PBEST or GBEST have on the particle’s next position.
3.2.2 PSO variants
Since, the proposal of Particle Swarm Optimization, a lot of variants have been
proposed. Most of them change the way of velocity is updated for a particle. Some
of the main variants are listed below:
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Deiscrete PSO
The basic PSO is designed to search in the continuous domain, but there are a
number of variants that run in discrete spaces. In this algorithm the velocity of
the particle is taken to be continuous but the position is taken to be discrete and
are updated using:
푥푡+1푖푗 =
⎧⎨⎩ 1 if푟 < 푠푖푔(푣푡+1푖푗 ),0 otherwise , (3.8)
where,
• 푥푖푗 is the 푗푡ℎ component of the particle,
• 푟 is the uniformly distributed random number in the interval (0, 1],
• 푣푡+1푖푗 is the velocity function of the 푗푡ℎ particle, and
• 푠푖푔(푥) = 1
1+exp−푥
Fully Informed PSO
In basic PSO algorithm the particles is attracted towards its best neighbor [23],
in this algorithm particle uses the information provided by all its neighbors to
update its velocity. Their can be weights attached to the information so that the
results can be improved.
3.3 Results and Implementation
Ant Colony Optimization Algorithm and Particle Swarm Optimization Algorithm
have been used successfully on various optimization problems in literature. We
have implemented these algorithms for optimization of standard multiminima
optimization functions.
These functions are:
• Griewangk Function
푓1 =
푛∑
푖=1
푥2푖
4000
−
푛∏
푖=1
푥푖√
푖
+ 1
18
Chapter 3 Swarm Intelligent Techniques
• Rastringin Function
푓2 = 10푛+
푛∑
푖=1
(푥2푖 − 10 cos 2휋푥푖)
• Rosenbrock Function
푓3 =
푛−1∑
푖=1
(100(푥2푖 − 푥푖+1)2 + (1− 푥푖−1)2)
All of them have various local minimas, but global minima is present only at
(0,...,0).
3.3.1 Parameters
For, ACO:
• The number of Ants were taken to be 30,
• The pheromone updation rate was taken to be 0.05,
• the Evaporation rate was taken to be 0.95,
For, PSO:
• The number of particles were taken to be 30,
• The personal best constant was taken to be 2 and global best constant was
also taken to be 2.
The stop criteria was taken to be number of Functional evaluations, which was
30,000. The average value was found over 10 independent experiments. The table
shows the following results:
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Table 3.1: Average Results for Continuous Optimization
function ACO PSO
f1 3.57e+0 1.29푒+0
f2 4.93e+0 2.20푒+1
f3 2.11e+1 8.98푒+0
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4.1 Problem Formulation
The purpose of the doing blind deconvolution of an image is to get some
approximation of the actual, or the original image. In the studied algorithm,
the following assumptions are pre conceived: [2] [24]:
1. The degradation is modeled by the equation given in Introduction 1.1
2. The object under consideration is enclosed entirely within the image bounds
3. The image is composed of the background grey, white or black.
4. The image is completely non negative.
5. The true support of the image is given a priori.
6. The original image and the point spread function both are irreducible, which
means that either cannot be expressed as the 2 dimensional convolution of
2 or more images.
7. The point spread function and its inverse both are absolutely summable.
4.1.1 NAS-RIF Algorithm
In the Nonnegativity And Support Constraints Recursive Inverse Filtering
Algorithm also known as NAS-RIF algorithm [1] [2], the degraded image 푔(푥, 푦)
is used as input to a FIR ﬁlter 푢(푥, 푦). The output of the ﬁlter represents the
approximation of the original image, denoted by 푓ˆ(푥, 푦). The following describes
the cost function used for the deconvolution. It has three parts:
1. ﬁrst disciplines the negative pixels inside the support region.
2. second penalizes the pixels in the non support region which diﬀer in value
from the background value 퐿푏.
3. third component is active in case the background value of the true image 퐿푏
is black.
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Figure 4.1: NASRIF ﬂowchart. [2]
Figure 4.2: The concept of True Support [2]
The following is the equation for calculating the cost function:
퐽 =
∑
(푥,푦)∈퐷푠푢푝
푓ˆ(푥, 푦)
[
1− 푠푔푛(푓ˆ(푥, 푦))
2
]
+
∑
(푥,푦)∈퐷푠푢푝
[
푓ˆ(푥, 푦)− 퐿퐵
]2
+
훾
⎡⎣∑
∀(푥,푦)
푢(푥, 푦)− 1
⎤⎦2 (4.1)
Deﬁnitions
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- 푢푘 is the vector ﬁlter coeﬃcient 푢(푥, 푦) of dimension 푁푥푢 × 푁푦푢 in
lexicographical order at the 푘th iteration,
- 푢푘(푥, 푦) is the ﬁlter 푢(푥, 푦) at the 푘th iteration,
- 퐽(푢푘) is the cost function of Equation 4.1 at parameter setting 푢푘,
- ∇퐽푢푘 is the 푁푥푢푁푦푢 × 1 gradient vector of 퐽 at 푢푘,
- [푀 ]푥,푦 denotes the 푥th row and 푦th column of matrix 푀 ,
- < 푓, 푔 > represents the inner product of functions 푓 and 푔,
- ∣∣푓 ∣∣ is the Euclidean norm,
- 퐷푠푢푝 is the set of pixels inside the region of support,
- 퐷푠푢푝 is the set of pixels outside the region of support.
4.2 NAS-RIF using steepest descent
This algorithm makes use of the the steepest descent algorithm [1] described in
the section 2.1.1. The Step size is initially chosen such as to minimize the cost
function, and the gradient is computed everytime in each iteration.
The ﬁlter 푢푘(푥, 푦) is updated using the step size and the gradient.
Algorithm 6 NAS-RIF algorithm using steepest descent
Set initial conditions, 푢푘 = [0, 1, 0], tolerance 훿 > 0 and step size 푡
if 퐽(푢푘) ≥ 훿 then
푓푘(푥, 푦) = 푢푘(푥, 푦) ∗ 푔(푥, 푦)
calculate ∇퐽
calculate 퐽(푢푘)
푢푘+1 = 푢푘 + 푡 ∗ 푑푘
end if
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4.2.1 Results For Steepest Descent
Results for NAS-RIF using Steepest descent on Motion Blur images
Figure 4.3: Original, Blurred and Restored Image for NAS-RIF using steepest
Descent for motion blur
The method of NAS-RIF was implemented on a self generated sample image of
the letter A. The image was degraded using motion blur ﬁlter with length of PSF
as 7 and the direction as 10 ∘, and then subsequently restored using optimization
of Steepest Descent.
Results for NAS-RIF using Steepest descent on Out of Focus Blur
images
Figure 4.4: Original, Blurred and Restored Image for NAS-RIF using steepest
Descent for out of focus blur
4.3 NAS-RIF using conjugate gradient
This implementation of the NAS-RIF [1] [2] employs the conjugate gradient
method of optimization. The conjugate gradient method, being an iterative
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method, is used mainly where the system is so large that the direct method takes
up too much time.
In the following algorithm, the information about the gradient is used to update
the step size using the conjugate directions computed from previous gradient.
Algorithm 7 NAS-RIF algorithm using Conjugate Gradient
Set initial conditions, 푢푘 = [0, 1, 0], tolerance 훿 > 0
if 퐽(푢푘) ≥ 훿 then
푓푘(푥, 푦) = 푢푘(푥, 푦) ∗ 푔(푥, 푦)
calculate ∇퐽
calculate 퐽(푢푘)
if k=0 then
푑푘 = −∇퐽
else
훽푘−1 =
<∇퐽(푢푘)−∇퐽(푢푘−1),∇퐽(푢푘)>
∣∣∇퐽(푢푘−1)∣∣
푑푘 = −∇퐽(푢푘) + 훽푘−1푑푘−1
end if
Perform line minimization i.e 퐽(푢푘 + 푡푘푑푘) ≤ 퐽(푢푘 + 푡푑푘
푢푘+1 = 푢푘 + 푡푘 ∗ 푑푘
end if
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(a) Original Image
(b) Blurred Image
(c) Restored Image
Figure 4.5: NAS-RIF using Steepest Descent
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4.3.1 Results For Conjugate Gradient
Results for NAS-RIF using Conjugate Gradient on Out of Focus Blur
images
original image Blurred image filtered image
Figure 4.6: Original, Blurred and Restored Image for NAS-RIF using Conjugate
Gradient for out of focus blur
Figure 4.6 show the result, when Conjugate Gradient method was applied to
out of focus blur. The results were achieved in 6 iterations which was pretty less
compared to the steepest descent method.
Figure 4.7 shows the result when NAS-RIF using Conjugate Gradient Method
was applied to motion blur, again in this case the results were achieved in 7
iterations. The results can be further improved using morphological methods.
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(a) Original Image
(b) Blurred Image
(c) Restored Image
Figure 4.7: NAS-RIF using Conjugate Gradient Method
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In this chapter, we propose a diﬀerent approach for optimizing Blind Image
Restoration using NAS-RIF algorithm, as described in [2] [1], by using Swarm
Intelligent Technique to ﬁnd the global minimum in the cost function of NAS-RIF
as per the Equation 4.1. NAS-RIF algorithm using steepest descent, as explained
in Section 4.1 has a constant step size, which iteratively takes it closer to the
optimum value. In this new algorithm we have calculated this step size using the
pheromone updation value, as per the MAX-MIN Ant System, as explained in
Section 3.1.3.
5.1 Algorithm
The MAX-MIN ant system is used, ﬁrst twenty random instances of step size are
generated and each ant caries that value. Corresponding to each step size calculate
the cost function, then pheromone value corresponding to the minimum cost value
to the pheromone value of the same ant in the previous iteration are subtracted
and the change is added to every ant. Hence, all the ant moves towards the highest
gradient step and the results are found. The complete algorithm is as follows:
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Algorithm 8 NAS-RIF algorithm using Ant Colony Optimization
Set initial conditions, 푢푘 = [0, 1, 0], tolerance 훿 > 0 and number of ants 푛표푎
give randomly generated value to every ant {each ant holds a diﬀerent value of
the step size}
if 퐽(푢푘) ≥ 훿 then
for every ant do
푓푘(푥, 푦) = 푢푘(푥, 푦) ∗ 푔(푥, 푦)
calculate ∇퐽
퐽(푖) = calculate 퐽(푢푘) {for every ant we get a corresponding 퐽 value}
end for
minimum = min퐽(푢푘)
ﬁnd corresponding ant value {that is the corresponding to the minimum 퐽
value}
푝ℎ푒푟표푘+1 = 푝ℎ푒푟표푘(1 − 휌) + 휌 ∗ Δ푝ℎ푒푟표푚푖푛푖푚푢푚 {pheromone upgradation
equation}
푢푘+1 = 푢푘 + 푝ℎ푒푟표 ∗ 푑푘 {multiplying the new pheromone value to ﬁnd next
iteration 푢푘}
end if
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5.2 Implementation and Results for Proposed
NAS-RIF using ACO
5.2.1 Out of Focus Blur Images
original image Blurred image
Figure 5.1: Original, Blurred and Restored Image for proposed Ant Colony
Optimized NAS-RIF for out of focus blur
Figure 5.2: ACO working on the blurred Image 5.1 used for NAS-RIF using ACO
Figure 5.1 shows the original, blurred and restored image when NAS-RIF using
Ant Colony Optimization was applied to out of focus blur. Figure 5.2 shows all
the ants i.e. the intermediate result which were achieved by the new approach.
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(a) Original Image
(b) Blurred Image
(c) Restored Image
Figure 5.3: NAS-RIF using Ant Colony Method
Figure 5.3 shows the results of NAS-RIF where optimization of the cost
function was done using Ant Colony Optimization Method. The ﬁrst Figure
5.3(a) shows the original ﬁgure on which the blurring ﬁlter is applied to give the
Figure 5.3(b). During the course of Ant Colony Optimization Figure 5.4 shows
the working of all the ants trying to deblur the image and Figure 5.3(c) shows the
image corresponding to the least value of the cost function from all the ants.
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Figure 5.4: ACO working on the blurred Image 5.3(b) used for NAS-RIF
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Conclusion
NAR-RIF performed unsatisfactorily against motion blur, as is evident from
the results obtained. But after a lot of trial and testing, it was found that NAS-RIF
provides better results against Out-Of-Focus blur. The following were the testing
conditions:
1. The background of the image was taken to be white: This helped remove
the possibility of total black output.
2. The support size of the image was taken to be the smallest size of the
rectangle which could encompass the true image.
3. The output was tested with ﬁlter sizes of both 3푋3 as well as 5푋5: The
diﬀerence was that the number of iterations to reach the goal state reduced
exponentially with the increase in ﬁlter size.
The steepest descent algorithm as well as conjugate algorithm were
implemented and studied for NAS-RIF. The steepest descent algorithm, when
used for optimization, converged much slowly, and took many iterations before
stopping. The conjugate gradient algorithm, when used for optimizing NAS-RIF,
converged to result in much less iterations.
A novel implementation of NAS-RIF was proposed, using Ant Colony
Optimization Algorithm. The novel approach was run for both out of focus blur
and motion blur. The results that were obtained, were comparable to the results
of NAS-RIF using steepest descent and conjugate gradient.
Future works include the following:
1. Improvement of optimization algorithm for NAS-RIF.
2. Implementation of a novel support ﬁnding algorithm to be used in case when
the true support of the image is unknown.
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