Abstract. We reformulate Dubrovin's almost duality of the Frobenius structure to the setting of the Saito structures without metric. Then we formulate and study the existence and uniqueness problem of the natural Saito structure on the orbit spaces of finite complex reflection groups from the viewpoint of the almost duality. We give a complete answer to the problem for the irreducible groups.
1. Introduction 1.1. Almost duality for Frobenius structures. Dubrovin introduced the Frobenius structure in [4] . Later he defined the almost Frobenius structure in [6] . These are both structures on the tangent bundles of manifolds consisting of flat metrics (i.e. nondegenerate bilinear forms whose Levi-Civita connections are flat), multiplications and nonzero vector fields. However, they must satisfy slightly different conditions. Dubrovin showed that given a Frobenius structure, one can construct an almost Frobenius structure and vice versa. He called it the almost duality in the title of the article [6] . Later, Arsie and Lorenzoni introduced the notion of bi-flat F-manifold [1] . They showed, in semisimple case, that it can be regarded as an extension of the almost duality to the Frobenius structure without metric [2, §4].
Complex reflection groups.
Let V be a complex vector space of finite dimension n. A finite complex reflection group (or a unitary reflection group) G ⊂ GL(V ) is a finite 1.3. Frobenius structures on the orbit spaces of Coxeter groups. In 1979, Saito [15] showed the existence of flat coordinates on the orbit spaces of finite Coxeter groups.
See also Saito-Yano-Sekiguchi [14] . In 1993, Dubrovin [4] constructed Frobenius structures on them. See also [5] . Later Dubrovin [6] generalized the construction to the Shephard groups which include the Coxeter groups and form a proper subclass of the duality groups. These constructions may be regarded as applications of the almost duality.
1.4. Saito structures on the orbit spaces of the duality groups. The Saito structure without metric introduced by Sabbah [13] is a structure weaker than the Frobenius structure, consisting of a torsion-free flat connection and a multiplication on the tangent bundle together with a nonzero vector field. We call it Saito structure for short throughout this paper. If a Saito structure admits a compatible metric, it makes a Frobenius structure. Recently, Kato, Mano and Sekiguchi showed that there exist certain polynomial Saito structures on the orbit spaces of the duality groups 1 [9] . See also [8] . In [2, §5],
Arsie and Lorenzoni studied the same polynomial Saito structures based on their theory of bi-flat F -manifold [1] and computed many examples.
1.5. Aim and results of the paper. The aim of this article is to formulate and study the existence and uniqueness problem of the "natural" Saito structure for finite complex reflection groups from the viewpoint of the almost duality. We give a complete answer to the problem for the irreducible groups. Especially, it contains another proof of KatoMano-Sekiguchi's result (i.e. the case of duality groups).
The paper consists of two parts. The first part is devoted to formulating the almost duality for the Saito structure. We introduce the almost Saito structure in §2 and show the duality between the Saito structure and the almost Saito structure in §3 (Theorem 3.11). In §4.1, we recall the definition of Frobenius manifold and Dubrovin's almost duality and explain the relationship with §2 and §3. In §4.2, we recall the definition of ArsieLorenzoni's bi-flat F -manifold [1] and show that the almost duality for the Saito structure is a notion equivalent to the bi-flat F -manifold. §5 is devoted to matrix representations of (almost) Saito structures.
In the second part, we apply the formulation to the orbit spaces of finite complex reflection groups. In §6 we characterize, using the almost duality, the Saito structures we are looking for. We call it the natural Saito structure because it comes from the trivial connection on T V . In §7, we show that unique natural Saito structures exist for a certain class of finite complex reflection groups including the duality groups (Theorem 7.5, Corollary 7.6). For the duality groups, they coincide with the Saito structures studied 1 In the case of Shephard groups which are not Coxeter groups, the natural Saito structures do not coincide in general with the underlying Saito structures of Dubrovin's Frobenius structures.
by Kato-Mano-Sekiguchi [9] and by Arsie-Lorenzoni [2, §5] . We also show that four irreducible groups do not admit natural Saito structures ( §9.4.1). For the remaining irreducible groups, it turns out that all natural Saito structures are those induced from branched covering maps from the orbit spaces of some duality groups ( §8, §9.4.2, §9.4.3).
In appendix §C, the natural Saito structure for the rank two cases are listed. §A and §B contain proofs of some technical results.
1.6. Conventions. Throughout this paper, a manifold means a complex manifold. 
The Almost Saito structure
In this section, we first recall the definition of the Saito structure in §2.1 and give a definition of the almost Saito structure in §2.2. In §2.3, we introduce the regular almost Saito structure which is characterized by the property that the multiplication is completely determined by the connection and the vector field e. The regularity will play an important role in application to the finite complex reflection groups. In §2.4, we explain that an almost Saito structure is always accompanied with a two-parameter family of almost Saito structures. Roughly speaking, one parameter λ corresponds to the "twist" of the multiplication and another parameter ν corresponds to the shift of the parameter r.
2.1. Saito structure. The following notion was introduced by Sabbah in [13] .
Definition 2.1. A Saito structure (without a metric) on a manifold M consists of
• a torsion-free flat connection ∇ on T M,
• an associative commutative multiplication * on T M with a unit e ∈ Γ(M, T M ),
• a vector field E ∈ Γ(M, T M ) called the Euler vector field, satisfying the following conditions.
(SS1) ∇ x (y * z) − y * ∇ x z − ∇ y (x * z) + x * ∇ y z = [x, y] * z (x, y, z ∈ T M ) ,
[E, x * y] − [E, x] * y − x * [E, y] = x * y (x, y ∈ T M ) , (SS3) ∇e = 0 , (SS4) ∇ x ∇ y E − ∇ ∇xy E = 0 (x, y ∈ T M ) .
Remark 2.2. If (∇, * , E) is a Saito structure with a unit e, then (∇, * , E − λe) (λ ∈ C) is also a Saito structure. Therefore we may be able to think that a Saito structure is always accompanied with a one-parameter family.
We list a few formulas which will be useful later.
Lemma 2.3. Let (∇, * , E) be a Saito structure on M with a unit e. Then the following Substituting y = E into (2.1), we obtain the second equation:
Subtracting, we obtain (2.3).
(2.4):
Now assume that (∇, * , E) is a Saito structure on a manifold M with a unit e. If one chooses a nonzero constant c ∈ C * , one can construct a new multiplication * ′ by
x * ′ y = cx * y (x, y ∈ T M ). Then it is easy to see that (∇, * ′ , E) is also a Saito structure on M with a unit c −1 e. Therefore we introduce the following equivalence relation.
Definition 2.4. Two Saito structures (∇, * , E) and (∇ ′ , * ′ , E ′ ) on M are said to be equivalent if ∇ = ∇ ′ , E = E ′ and if there exists a nonzero constant c ∈ C * such that
2.2. The Almost Saito structure.
Definition 2.5. An almost Saito structure on a manifold N with parameter r ∈ C consists of
• a torsion-free flat connection ∇ on T N,
• an associative commutative multiplication ⋆ on T N with a unit E ∈ Γ(N, T N ),
• a nonzero vector field e ∈ Γ(N, T N ) satisfying the following conditions.
Let us list some formulas.
Lemma 2.6. Let (∇, ⋆, e) be an almost Saito structure on N with parameter r and a unit E. Then the following holds. For x, y, z ∈ T N ,
Using the torsion freeness of ∇ and (ASS3), we obtain
(2.7): the first equation immediately follows from (ASS2) if we substitute x = y = E.
Substituting y = e into (2.6), we obtain the second equation:
(2.8): changing (x, y, z) to (e, x, y) in (ASS1), we have
Subtracting this equation from (ASS2), we obtain (2.8).
(2.9) is obtained by
Let c ∈ C be a nonzero constant. If (∇, ⋆, e) is an almost Saito structure on a manifold N with parameter r, (∇, ⋆, ce) is also an almost Saito structure on N with parameter r.
So we introduce the following equivalence relation. Definition 2.7. Two almost Saito structures (∇, ⋆, e) and (∇ ′ , ⋆ ′ , e ′ ) on N are said to be equivalent if ∇ = ∇ ′ , ⋆ = ⋆ ′ and if there exists a nonzero constant c ∈ C such that e ′ = ce.
2.3.
The Regular almost Saito structure. Let N be a manifold. Given a pair (∇, e) consisting of a connection ∇ on T N and a vector field e ∈ Γ(N, T N ), define
We say that the pair (∇, e) is regular if Q is an isomorphism.
Lemma 2.8. Let e be a vector field on a manifold N and let ∇ be a torsion free, flat connection on T N. If the pair (∇, e) is regular, then a multiplication ⋆ on T N satisfying (ASS4) is unique and it is given by (2.10)
Proof. Immediate.
Remark 2.11. Let (∇, ⋆, e) be an almost Saito structure on N with parameter r and a unit E. Then by (ASS3) and (2.7),
Thus, if an almost Saito structure (∇, ⋆, e) has parameter r = 1, then it is not regular.
2.4. Two-parameter family. The next proposition shows that if there exists one almost Saito structure, then there exists a two-parameter family of almost Saito structures.
Let (∇, ⋆, e) be an almost Saito structure on a manifold N with parameter r ∈ C and a unit E. Take λ ∈ C and define
is a nonempty subset of N. Here I λ is the endomorphism of T N corresponding to I λ .
Proposition 2.12. Take ν ∈ C and define a new multiplication ⋆ λ and a new connection
is an almost Saito structure on N λ with parameter r + ν and the unit E − λe.
Proof. In this proof, x, y, z ∈ T N λ . First we show a technical lemma. Set
Lemma 2.13.
In the last line, we used (ASS1) and (2.9).
(2.12): put y
because of (2.8).
The commutativity and the associativity of ⋆ λ , and the torsion freeness of ∇ [λ,ν] follow from those of ⋆, ∇. As for the flatness of
Here we used (ASS4), the flatness of ∇ and (2.11).
Next let us check the conditions (ASS1)-(ASS4). (ASS1) follows from (2.11):
λ (x) and y
Then by (ASS2) and (2.7),
(ASS4):
x⋆ λ y e = ∇ x ∇ y e − ∇ ∇xy e + ∇ x⋆y e
This completes the proof of Proposition 2.12.
The 
So the matrix representation of Q = ∇ e with respect to (∂ u 1 , . . . , ∂ u n ) is given by
Then by the regularity of (∇, e), this matrix is invertible. This implies that e 1 , . . . , e n are local coordinates.
The above matrix representation also implies that Q(∂ e i ) = ∂ u i . Therefore by (ASS4),
3. Almost duality for the Saito structure
In §3.1, we show that one can construct a two-parameter family of almost Saito structures from a given Saito structure. In §3.2, we also show that one can construct a Saito structure if given an almost Saito structure. In §3.3, we explain that these constructions can be seen as inverse operations. We call this phenomenon the almost duality for the Saito structure.
In fact, a Saito structure is always accompanied with a one-parameter family (Remark 2.2) while an almost Saito structure is accompanied with a two-parameter family ( §2.4).
How they correspond via these constructions is mentioned in Remark 3.10.
3.1. From a Saito structure to an almost Saito structure. Let (∇, * , E) be a Saito structure on a manifold M and let e be its unit. Take λ ∈ C and define U λ ∈
Here U λ is the endomorphism of T M corresponding to U λ . We put the assumption that
Proposition 3.1. Choose r ∈ C and define a multiplication ⋆ λ and a connection ∇
Then
(1) ⋆ λ is commutative and associative with the unit E − λe.
(2) ∇ (λ,r) is torsion free and flat.
is an almost Saito structure on M λ with parameter r.
x * y e = ∇ x y . To prove Proposition 3.1, we first prove a technical lemma. Set
Lemma 3.4.
In passing to the last line, we used (SS1) and (2.4).
Proof of Proposition 3.1.
(1) The commutativity and associativity of * imply the same properties for ⋆ λ . By definition of ⋆ λ , it is clear that E − λe is its unit.
(2) The torsion freeness of ∇ and the commutativity of ⋆ λ imply the torsion freeness of ∇ (λ,r) . As for the flatness, we have
We used (SS4), the flatness of ∇ and (3.2). 
Condition (ASS1):
In the last line, we used (2.1) again.
Condition (ASS3):
given that E − λe is a unit of ⋆ λ ,
Condition (ASS4):
(4) Multiplication: notice that P λ = U −1 λ . Therefore
Connection: since x ⋆ λ y = x * y ⋆ λ e, it is easy to see that
This completes the proof of Proposition 3.1.
Definition 3.5. We call (∇ (0,r) , ⋆ 0 , e) in Proposition 3.1 the dual almost Saito structure of (∇, * , E) with parameter r ∈ C.
Remark 3.6. It would be simpler if we define (∇ (0,0) , ⋆ 0 , e) as the dual almost Saito structure of (∇, * , E). However, we adopt Definition 3.5 for the sake of application to the complex reflection groups.
3.2.
From an almost Saito structure to a Saito structure. Let (∇, ⋆, e) be an almost Saito structure with parameter r ∈ C on a manifold N and let E be its unit.
Here P is the endomorphism of T N corresponding to P. We put the assumption that N 0 is not empty.
Proposition 3.7. Define a multiplication * and a connection ∇ on T N 0 by
Then
(1) * is commutative and associative with the unit e.
(2) ∇ is torsion free and flat.
Before proving Proposition 3.7, we show the next auxiliary lemma. Let x, y, z ∈ T N 0 .
We set
Lemma 3.8.
Proof of Proposition 3.7.
(1) The commutativity and associativity of ⋆ imply the same property for * . By the definition, it is clear that e is a unit of * .
(2) The torsion freeness of ∇ and the commutativity of * imply the torsion freeness of ∇.
The flatness is shown as follows.
Here Q(x) = ∇ x e. We used (ASS4), the flatness of ∇ and (3.5).
(3) Let us check the conditions (SS1)-(SS4).
Condition (SS1):
Condition (SS2): putting x ′ = P −1 (x) and y
Condition (SS3):
given that e is a unit of * ,
Condition (SS4):
Connection: since x * y = x ⋆ P −1 (y) = x ⋆ (E * y) = x ⋆ y * E, it is easy to see that
This completes the proof of Proposition 3.7.
Definition 3.9. We call (∇, * , E) in Proposition 3.7 the dual Saito structure of (∇, ⋆, e).
Remark 3.10. Let (∇, ⋆, e) be an almost Saito structure and denote (∇, * , E) its dual Saito structure. If one considers a member of the two-parameter family of almost Saito
, then its dual Saito structure is given by (∇, * , E − λe).
Similarly, for the almost Saito structure (∇ (λ,r) , ⋆ λ , e) constructed from a Saito structure (∇, * , E) as in Proposition 3.1, its dual Saito structure is (∇, * , E − λe).
3.3.
Almost duality for the Saito structure. Propositions 3.1-(4) and 3.7-(4) imply the duality between the Saito structure and the almost Saito structure. The results in §3.1 and §3.2 can be summarized as follows.
Theorem 3.11. (i) Let (∇, * , E) be a Saito structure with a unit e and let (∇
be its dual almost Saito structure with parameter r ∈ C. Then the dual Saito structure of (∇ (0,r) , ⋆ 0 , e) is (∇, * , E).
(ii) Let (∇, ⋆, e) be an almost Saito structure with parameter r ∈ C and a unit E, and denote (∇, * , E) its dual Saito structure. Then the dual almost Saito structure of (∇, * , E) with parameter r is (∇, ⋆, e). on a manifold N together with a nondegenerate symmetric bilinear form g on T N satisfying He also showed that if (g, ⋆, e) is an almost Frobenius manifold structure on N of charge
and the unit E of ⋆ make a Frobenius structure on N 0 ⊂ N of charge D. Here P = e⋆ and N 0 ⊂ N are the same as §3.2. It is not difficult to see that the almost duality of the Frobenius manifold implies the almost duality between the underlying Saito structure and the almost Saito structure in the sense of Theorem 3.11.
Dubrovin also noted that given a Frobenius structure (η, * , E) of charge D, then the metric η and the intersection form g form a flat pencil of metrics g * −λη * on the cotangent •
given by U(x) = E * x is an isomorphism and E * x⋆y = x * y .
• "∇ and ∇ are almost hydrodynamically equivalent", i.e.
The bi-flat F -manifold and the almost duality for Saito structure are equivalent notions.
Precise statements are given in the next two lemmas.
In other words, (∇, * , E) is a Saito structure on M and (∇, ⋆, e) is the dual almost
Saito structure on M with parameter r = 0.
Proof. We write E * x = U(x) and ∇ x E = W(x) (x ∈ T M ). Notice that the equations (2.1),(2.2),(2.3) (2.4) and (2.5) hold since they are derived from (SS1),(SS2),(SS3).
Let x, y, z ∈ T M . First we show (4.7). Let us put z ′ = U −1 (z). Substituting z by z ′ in (SS1) and subtracting it from (ASS1), we have
In passing to the last line, we applied the almost hydrodynamically equivalent condition and (2.5). Since U is assumed to be invertible on M, we obtain
Now, if we set y to E, the LHS of (4.8) becomes
Here we used the torsion freeness of ∇, ∇ and ∇ E = 0. Therefore the RHS of (4.8) is zero when y = E. This implies (4.7) since the multiplication E * = U is invertible.
(SS4): To show that (∇, * , E) is a Saito structure on M, it is enough to show that (SS4)
holds. Expanding the flatness condition for ∇ by using (4.7), we have
Here we used the flatness of ∇. Now if we set y to e, this equation becomes
Here we used the condition ∇e = 0 and the torsion freeness of ∇. Using the flatness of ∇, we can write the second term in the RHS as follows.
Here we used the torsion freeness of ∇, (2.2) and ∇e = 0. Substituting this into (4.9), we
This equation is equivalent to (SS4).
The converse of Lemma 4.2 also holds.
Lemma 4.3. Let (∇, * , E) be a Saito structure on M with a unit e. Then
is a bi-flat F -manifold, where M λ , ∇ (λ,0) , ⋆ λ are the same as in §3.1.
Proof. It is enough to check that the connections ∇ and ∇ (λ,0) are almost hydrodynamically equivalent. This is immediate from (3.1):
Matrix representations
In this section, we describe the conditions for a Saito structure and an almost Saito structure by matrix representations.
the corresponding basis. The identity matrix and the zero matrix of order n are denoted I n and O n . For matrices A, B of order n, [A, B] = AB − BA.
5.1. Saito structure. Let (∇, * , E = n µ=1 E µ ∂ µ ) be a Saito structure on M with a unit e. Let us write
Let W, Q, C α , Γ α be matrices whose entries are given by
Then the commutativity and associativity of * are expressed as follows.
That e is a unit of * is expressed as
The torsion freeness and the flatness of ∇ are expressed as follows.
The conditions (SS1)-(SS4) are expressed as follows.
Together with (5.1), (5.2) can be simplified to
Together with the flatness of ∇, (5.4) can be simplified to
If one constructs an almost Saito structure (∇ (λ,r) , ⋆ λ , e) by (3.1), then the new multiplication ⋆ λ is expressed as
The new connection ∇ (λ,r) is given by
5.2. Almost Saito structure. Next consider an almost Saito structure (∇, ⋆, e) with a unit E. Let us write
Let Q, W, B α , Ω α be matrices whose entries are given by
Then the commutativity and associativity of ⋆ are expressed as follows.
That E is a unit of ⋆ is expressed as
The conditions (ASS1)-(ASS4) are expressed as follows.
Together with (5.9), (5.10) can be simplified as follows.
Together with the flatness of ∇, (5.12) can also be simplified as follows.
(5.14)
If one constructs a Saito structure (∇, * , E) by (3.4), then the new multiplication * is expressed as
The new connection ∇ is given by
6. The orbit spaces of complex reflection groups 6.1. Orbit spaces of finite complex reflection groups. Let n be a positive integer and let V = C n be equipped with the standard Hermitian metric. The standard coordinates of V are denoted u 1 , . . . , u n and the ring of polynomials on V is denoted
Let G ⊂ GL(V ) be a (not necessarily irreducible) finite complex reflection group. 
for any set of basic invariants x 1 , . . . , x n .
We regard C[x] as a graded ring with the grading deg
that for a homogeneous polynomial f ∈ C[u] or for a weighted homogeneous polynomial
, it holds that (6.1)
Let A be the arrangement of reflection hyperplanes of G. For each hyperplane H ∈ A, fix a linear form L H ∈ V * such that H = ker L H . Let e H be the order of the cyclic
Then it is known that Π is skew invariant and δ is invariant (i.e. g(Π) = det(g)Π and g(δ) = δ for any g ∈ G). Since
the discriminant locus of the orbit map ω :
is given by {∆ = 0} ⊂ M. Here we write ∆ for δ when we regard it as a polynomial in x, i.e. ∆(x(u)) = δ(u). We set
6.2. Natural connection on T M 0 . The trivial holomorphic connection on T V induces a connection ∇ V on T M 0 . Explicitly, it is given as follows.
The induced connection ∇ V is torsion free and flat.
Let us list a few properties of the connection matrix Ω α . Below, M(n, C[x]) denotes the ring of n × n matrices with coefficients in C[x].
Proposition 6.1.
Proposition 6.1 and Lemma 6.2 can be proven by studying pole orders along each reflection hyperplane H ∈ A. See §A.
Lemma 6.3.
Proof. By (6.1),
Notice that (6.9) implies that • ∇ = ∇ V .
• .10) ).
• e = 0 and e ∈ X −d 1 , i.e. e is a nonzero vector field on M of degree −d 1 .
(2) A Saito structure (∇,
• there exist ∇-flat coordinates t 1 , . . . , t n which form a set of basic invariants of G.
• all entries of the matrix representations of ∂ t α * (1 ≤ α ≤ n) with respect to the basis ∂ t 1 , . . . , ∂ t n are polynomials in t.
Remark 6.5. In the case when G is a Coxeter group, the Saito structure considered in [15] , [14] and [4] can be characterized as follows.
• The intersection form g (i.e. the metric of the dual almost Frobenius structure) is the complexification of the standard Euclidean metric.
• The Euler vector field is
• The unit vector field e is the vector field ∂ x 1 corresponding to a basic invariant x 1 of the maximal degree.
The Levi-Civita connection of the above intersection form g is the natural connection ∇ V .
Therefore the three conditions in Definition 6.4-(1) appear as a result of a straightforward generalization of the case of the Coxeter groups.
Let us mention that the Frobenius manifold structures for the Shephard groups [6, §5.3] is a result of a generalization in a different direction, in which one takes Proof. By (6.10), it is clear that ∇ V and
E deg satisfy the condition (ASS3). If the pair (∇ V , e) is regular, the multiplication ⋆ obtained from (ASS4) (or (2.10)) has the unit
Therefore the statement follows from Proposition 2.9. Lemma 6.6 can be used to show the nonexistence of the natural Saito structure for certain irreducible groups. See §9.4.1.
7.
When the discriminant ∆ is a monic of degree n in x 1 7.1. Assumptions. Let G ⊂ GL(V ) be a finite complex reflection group. In this section, we assume that G satisfies the conditions (i) and (ii) below.
(ii) there exists a set of basic invariants
is a monic polynomial of degree n as a polynomial in x 1 .
The assumption (i) implies that V does not contain a trivial representation of G.
Remark 7.1. If G is irreducible, then (i) (ii) are equivalent to the condition that G is a duality group. See §9.2.
We will see that the pair (∇ V , ∂ x 1 ) is regular on M 0 (Corollary 7.3). Moreover we show that it makes a regular natural almost Saito structure for G and that its dual Saito structure is a polynomial Saito structure defined on the whole orbit space M (Corollary 7.6). We do this by first constructing a polynomial Saito structure on the whole orbit space M, and show that its dual almost Saito structure is (∇ V , ∂ x 1 ) (Theorem 7.5).
For the sake of simplicity, we write C[
7.2. Constructing a polynomial Saito structure on M. By (6.5), ∆Ω γ αβ is a polynomial in x. By assumption (i), deg ∆ = nd 1 
Therefore it is at most of degree n as a polynomial in x 1 . So we can write it in the following form:
Here · · · means terms of degree less than n − 1 in x 1 . We also set
Lemma 7.2. Under the assumptions (i) and (ii), the following holds.
Proof. (For (7.3) and (7.4), the assumption (i) is not necessary.) (7.3): let us compute the degree of Γ
(7.4) By the expansion (7.1) and (7.3),
Here · · · means terms of smaller degree in x 1 . On the other hand, by (6.9),
The last equality follows from the assumption (ii). Comparing the coefficients of (x 1 ) n , we obtain (7.4).
(7.5): by the expansion (7.1),
On the other hand, since deg ∆ = nd 1 , ∆ det Ω 1 is a constant by (6.6). Therefore in the RHS, the denominator must divide the numerator. Given their degrees, ∆ det Ω 1 = det D 1 . By (7.3) (7.4), D 1 is triangular with diagonal entries
The last inequality holds since we assumed d α > 1.
(7.6): since deg ∆ = nd 1 and det Ω 1 = 0 by (7.5), Ω
) follows from (6.7). Given that
γ β is at most degree one as a polynomial in x 1 . So let us write Ω
). Then by the expansion (7.1),
Comparing the coefficients of (x 1 ) n , AD 1 = I n .
(7.7): by (7.6) and the expansion (7.1),
Here a ∈ C[x ′ ] is the coefficient of (
On the other hand, Ω −1
) by (7.6) and (6.8), and
So the LHS is a matrix with polynomial entries. Therefore in the RHS, the denominator ∆ must divide the numerator and its quotient is D
The proof of Lemma 7.2 is finished.
is represented by the matrix Ω 1 . By (7.5), it is invertible on M 0 . Thus Q is an isomorphism.
Lemma 7.4. Assume (i) and (ii). Let
Then the following holds.
Proof. (7.8) holds since Γ 1 = O n . (7.9) follows from the torsion freeness of ∇ V , i.e. Ω γ αβ = Ω γ βα . (7.10) (7.11) (7.12) follow from the flatness of ∇ V as follows.
we obtain
Let us simplify S 3 . Using
Noticing that
we have
Now regard S 1 , S 2 , S 3 as functions in x 1 . Then S 1 is a constant matrix. S 2 and S 3 depend on x 1 only through the factor Ω 1 and Ω 1 (I n − D −1 1 )Ω 1 . Since entries of Ω 1 are rational functions whose numerator and denominator have degrees n − 1 and n, entries of S 2 + S 3 are rational functions whose numerator and denominator have degrees 2n − 1 and 2n.
Therefore O n = S 1 + S 2 + S 3 implies that S 1 = O n and S 2 + S 3 = O n . Applying a similar argument to S 2 + S 3 = O n , we obtain S 2 = O n and S 3 = O n .
(7.13): by (6.9) and (7.4),
Therefore by (7.5),
Theorem 7.5. Assume that a finite complex reflection group G satisfies the conditions (i) and (ii) in §7.1. Let ∇ and * be a connection and a multiplication on the tangent bundle T M of the orbit space M of G given by
∇ α (∂ β ) = n γ=1 Γ γ αβ · ∂ γ , ∂ α * ∂ β = n γ=1 C γ αβ · ∂ γ .
Then (1) ∇ is torsion-free and flat.
(2) * is commutative and associative and its unit is e = ∂ x 1 .
(3) (∇, * , is the regular natural almost
Proof. We check the conditions by using the matrix representations in §5.
(1) follows from (7.9) (7.10).
(2) follows from (7.8) (7.9) and (7.12). The condition (5.5) : computing the LHS by the degree formula (6.1),
On the other hand, since
The calculation of the condition (5.6) is similar:
On the other hand,
Next we show that there exist ∇-flat coordinates t 1 , . . . , t n which are basic invariants.
Recall that the matrices Γ µ (1 ≤ µ ≤ n) are strictly upper triangular (see (7.3)). Therefore there exists a unique upper triangular matrix X ∈ M(n, C[x]) satisfying
(One can solve the system of differential equations starting from (γ, γ + 1) entries and then moving to (γ, γ + 2) entries, and so on. The integrability of the equations follows from the flatness of ∇.) It is clear that X is invertible and that X −1 ∈ M(n, C[x]). Then unique homogeneous solutions t 1 , . . . , t n of the equations is defined on the subset where U has rank n, that is, on M 0 = M \ {∆ = 0} by (7.13). By (7.13), the matrix representation B α of the multiplication ∂ α ⋆ is given by
Therefore by (5.8), the matrix representation of the dual connection ∇ (0,
is given by
Thus ∇ (0,
Regularity of the pair (∇ V , ∂ x 1 ) is already shown in Lemma 7.3.
Theorem 7.5 can be restated in the following way.
Corollary 7.6. If a finite complex reflection group G satisfies the assumptions (i) and
(ii), then (∇ V , ∂ x 1 ) makes a regular natural almost Saito structure for G. Its dual Saito structure can be extended to a polynomial Saito structure on the whole orbit space M.
is a unique natural almost Saito structure for G up to equivalence. 
Proof. The uniqueness follows since dim
Definition 7.7. The discriminant matrix of G with respect to a set of basic invariants x 1 , . . . , x n and a set of basic derivationsX 1 , . . . ,X n is the matrix
Here X β = ω * Xβ is a polynomial vector field on M corresponding toX β and ω : V → M is the orbit map.
Now assume that G is a finite complex reflection group satisfying the assumptions (i) and (ii) in §7.1. Take a set of basic invariants x 1 , . . . , x n satisfying the assumption (i). Let (∇, * ,
E deg ) be the natural Saito structure on M with the unit ∂ x 1 , given in Theorem 7.5. Define vector fields X 1 , . . . , X n on M by (7.14)
Notice that deg X α = d 1 − d α and notice also that
In this setting, the following proposition holds. 
. . ,X n are basic derivations for G and the matrix U defined in Lemma 7.4 is the discriminant matrix with respect to
Proof. (1) Since the matrix representation of
By Lemma 6.2, entries of
1 are polynomials in u. Entries of D 1 are polynomials in x by definition, and hence they are polynomials in u. Therefore this is a polynomial vector field globally defined on V . This is theX α in the proposition. Notice thatX α are independent on the complement of reflection hyperplanes of V since the matrix U is
. . ,X n are a set of basic derivations for G. By (7.15), it is immediate to see that entries of the discriminant matrix with respect to x 1 , . . . , x n and X 1 , . . . , X n are given by
Therefore the discriminant matrix is U. Now we will explain the relationship to Kato-Mano-Sekiguchi's result [9, §6].
In the rest of this subsection, we assume that G is a duality group (see §9.2 and [10, §12.6] for the definition). Notice that Proposition 7.8 holds for G since any duality group satisfies the assumptions (i) and (ii) and satisfies also the requirement in Proposition 7.8 (2). Let x 1 , . . . , x n be a set of basic invariants satisfying the assumption (i) and let (∇, * ,
(Recall that a set of ∇-flat basic invariants t 1 , . . . , t n exists and that t α is of the form
See the proof of Theorem 7.5-(3).) We can assume that the basic invariants x 1 , . . . , x n are ∇-flat coordinates.
Denote by (∇ V ) * the connection on the cotangent bundle T * M 0 which is dual to the natural connection ∇ V . Given that ∇ V is induced from the trivial connection on T V , it is clear that (∇ V ) * has local flat sections du 1 , . . . , du n where u 1 , . . . , u n are the standard
E deg * ∂ α for 1 ≤ α ≤ n as in (7.14). They form a basis of T M 0 since
by X 1 , . . . , X n . Let us write down the flatness equation for du i (1 ≤ i ≤ n) using this basis. Proof. It is enough to show that the connection matrix of ∇ V ∂α with respect to the basis X 1 , . . . , X n is the matrix appearing in the RHS of (7.16).
Since ∇ V is the connection of the dual almost Saito structure with parameter r = 
Then the connection matrix Ω X α with respect to the basis X 1 , . . . , X n is given by
It is not difficult to see that (7.16) is nothing but the Okubo type equation (102) As in the previous section, we assume that G is a finite complex reflection group satisfying the assumptions (i) and (ii) in §7.1. Take a set of basic invariants x 1 , . . . , x n satisfying the assumption (i). Let (∇, * ,
E deg ) be the natural Saito structure on M with the unit ∂ x 1 , given in Theorem 7.5. Modifying if necessary, we assume that the basic invariants
By (5.8), the matrix representation B α of ∂ x α ⋆ and the connection matrix Ω α of the dual conenction ∇ V with respect to the basis ∂ x 1 , . . . , ∂ x n satisfies the relation
and
This agrees with the formula of the structure constants in [2, Theorem 5.3].
8. The Case of branched covering 8.1. Setting. In this section, G is a finite complex reflection group acting on an ndimensional complex vector spaces V = C n and K is a normal reflection subgroup of G. Denote the degrees of K and G by d
K as automorphisms of the branched covering map
Proof. Let p ∈ V and let
= p} be the stabilizer subgroups. Then ω K (p) ∈ M K is contained in the ramification locus of π if and
is generated by reflections of K (resp. G) which fixes p.
is an unramified Galois covering with the Galois group G/K. Moreover, let us set M
is an unramified Galois covering with the Galois group G/K. In the next Definition 8.2,
If ∇ is a G/K-invariant connection on T U K , then the covering map π induces a connection ∇ π on T U G as follows. Let p ∈ U G and take an open neighborhood U of p such
This definition does not depend on the choice of the lifts. For, if x 2 , y 2 ∈ Γ(U 2 , T U K ) are the lifts of x, y to U 2 , then there exists g ∈ G/K such that g * x 1 = x 2 , g * y 1 = y 2 . Then
Therefore, given that the conditions for the Saito structures and almost Saito structures are local conditions, it is easy to see the following statements.
(
(3) If the above (∇, * , E) and (∇, ⋆, e) are dual to each other, then (∇ π , * π , π * E) and (∇ π , ⋆ π , π * e) are dual to each other.
8.2. Natural (almost) Saito structure via covering. We first give criterions for a natural almost Saito structure for K to be G/K invariant.
Proof. The G/K-invariance of ⋆ easily follows from those of ∇ V,K and e.
Let k K be the number of the degrees of K which are equal to d
We put the following assumptions on the pair (G, K). (1) The projection π :
Then π induces a natural Saito structure (∇ π , * π ,
Irreducible finite complex reflection groups
In this section, notations are the same as in §6 and §8. • G(1, 1, n) = S n for n ≥ 2 regarded as acting on the (n − 1)-dimensional invariant subspace i.e. the Weyl group of type A n−1 ,
• G(m, p, n) for m > 1, n > 1 and (m, p, n) = (2, 2, 2),
• 34 exceptional cases named G 4 , . . . , G 37 .
G(2, 2, 2) does not appear in the list since G(2, 2, 2) = A 1 × A 1 .
9.2. Duality groups. For an irreducible finite complex reflection group G, the following conditions are equivalent [3] [11].
• G satisfies the assumptions (i) and (ii) in §7.1.
•
• G is generated by n reflections.
Such G is said to be well-generated, or G is called a duality group. The duality groups are the monomial groups G (m, 1, 1 For the duality groups of rank two, we list the natural Saito structure in Tables 5, 6 , 7,
8 . These results agree with the computations in [2] . From these tables, we can see that some admit a Frobenius structure, but some do not.
9.3. G(m, p, n) which are not duality groups. The degrees of G(m, p, n) are
In fact,
where e k denotes the k-th elementary symmetric polynomial, form a set of basic invariants.
If p > 1 and n > 1, the maximal degree is (n − 1)m which is of multiplicity one if (p, n) = (2, 2). In the following, we consider the cases of irreducible G(m, p, n)'s which are not duality groups.
9.3.1. The case when the maximal degree has multiplicity one. First, we assume that either 1 < p < m and n ≥ 3 or 2 < p < m and n = 2. In these cases, a natural (almost) Saito structure is unique if exists since the maximal degree has multiplicity one. The group
they satisfy the assumptions (i)-(iv)
. We apply the construction of Proposition 8.5 to (G, K) = (G(m, p, n), G(m, m, n)). Let us set
We put d 
defined by (ii) The connection ∇ π has a logarithmic pole along {x n = 0}.
We show that (C π ) γ αβ is a polynomial in x. It is easy to see that
The omitted cases are equivalent to one of the above cases under the symmetry of α and β. On the other hand, µ m/p -invariance of the multiplication * implies that (y n ) k appears in the polynomial C γ αβ only if
Comparing the above two equations, it is clear that C γ αβ is a polynomial in x n except for the case α = n, β = n, γ = n. To see that C γ nn (γ = n) is a polynomial, it is enough to show that deg
Note that the last inequality holds for any γ = n if and only if p > 1 .
We have Proof. Let K = G(m, m, n) and G = G(m, 1, n). Note that their discriminants are related
So we have
The above inequality certainly holds for γ = n since it is equivalent to d 
We can see that (∇ V , e) is regular for any nonzero e ∈ X −d 1 .
We can also see that there exist only three lines l 1 , l 2 , l 3 ⊂ X −d 1 such that e ∈ l i (e = 0) and ∇ V make a natural almost Saito structure. They are the ones induced by branched covering maps π : M K → M G(2k,2,2) from the orbit spaces of certain duality groups K.
See Table 10 for the covering maps. The connections of the natural Saito structures are logarithmic along the ramification loci of the branched covering maps. However, one can check that all the multiplications are defined over the whole space M G(2k,2,2) .
9.4. Exceptional groups which are not duality groups. The discriminant ∆ of G is monic of degree n + 1 in x 1 (and hence G is not a duality group).
The pair (∇ V , e) is regular since the matrix representation Ω 1 of ∇ V e is invertible on M 0 . Then the multiplication ⋆ on T M 0 defined by (ASS4) or (2.10) is represented by matrices (see (5.14))
We can check that these B α 's do not satisfy (ASS2) (or (5.13)). Thus by Lemma 6.6, G does not admit any natural almost Saito structure, hence it does not admit any natural In this section, notations are the same as in §6.1.
Let us fix a reflection hyperplane of G, say, H 1 ∈ A and set e 1 = e H 1 , the order of the cyclic subgroup G H 1 preserving H 1 pointwise. Let us fix a basis e 1 , . . . , e n of V as follows:
e 1 is an eigenvector of g ∈ G H 1 (g = Id) whose eigenvalue is not one; e 2 , . . . , e n form a basis of H 1 which is the eigenspace of g with eigenvalue one. Denote by (v 1 , . . . , v n ) the
A.1. Lemmas. Let us set
Proof. The action of g ∈ G H 1 can be written, with some e 1 -th root of unity µ, as ge 1 = µe 1 and ge i = e i (i = 1). Therefore g(
For the sake of convenience, we introduce the notation
Note the following facts.
• If
For 1 ≤ α ≤ n and 1 ≤ i ≤ n, we put By the algebraic independence of z α , it follows that R d is a representation of G/K via
Since the group G/K is finite and abelian, we may assume that z α (α ∈ I d ) are eigenvectors of A g for any g ∈ G K . The claim follows from this.
Next, we put (B.3)
Then it is immediate to show that g(y α ) = χ α (g)y α . Moreover, we have y α = z α + a polynomial in z α+1 , . . . , z n .
So y 1 , . . . , y n are algebraically independent and form a set of basic invariants of K. holds for any g ∈ G/K because the action of G/K preserves the grading. Then by the same argument as in Lemma B.1, we can show that χ 1 : G/K → C * given by χ 1 (g) = A Table 10 . Covering maps for G(2k, 2, 2) = σ 2k , τ 2 2k , ρ (k > 1). Table 11 . Covering maps for G 7 = r, r 1 , r 2 . Table 13 . A covering map for G 15 = r, r 1 , r 3 .
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