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R E S U M E N
El consumo de los dispositivos electrónicos es un tema de investi-
gación muy importante. El interés generado por este campo se debe
principalmente a dos factores: el incumplimiento de la ley de Moore en
los procesadores más recientes y la demanda de una mayor autonomía
en dispositivos portátiles como el móvil. A pesar de ello, la existen-
cia de caracterizaciones energéticas en procesadores es muy escasa,
debido en parte a que los fabricantes apenas ofrecen documentación.
El trabajo comienza con un estudio de los fundamentos del control
de potencia en procesadores. A continuación, se describe y se realiza
la instrumentación del entorno experimental para modelar la caracte-
rización térmica y energética de la Raspberry Pi 3B, una plataforma
simple y barata. También se estudian los planos de control de voltajes
y frecuencias de la plataforma junto con la gestión de potencia y rendi-
miento. Esta parte termina con el análisis del comportamiento térmico
y energético de la Raspberry Pi. En la segunda parte del proyecto se
analiza el mercado de las placas base y se configura un equipo que
permita realizar un ajuste más fino del control de potencia y rendi-
miento que el hecho en la Raspberry Pi. Éste está compuesto por un
procesador Intel Core i7-7800X y la placa base Asus Rampage VI Extreme
Omega. Tras esto, se estudia el control de potencia y rendimiento de
la plataforma. Por último, se instrumenta un entorno experimental a
partir del cual se modela el comportamiento energético y térmico del
equipo adquirido.
Una de las aportaciones del proyecto es la instrumentación de un
entorono experimental para modelar el comportamiento energético de
las dos plataformas con la posibilidad de adaptarlo a otros equipos
similares. También se aporta la documentación del control de poten-
cia y rendimiento más la distribución de alimentación y señales de
reloj en cada plataforma. Por último, se analizan los modelos térmi-
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I N T R O D U C C I Ó N
1.1 fundamento del problema
La potencia consumida por un procesador se compone de la poten-
cia estática, fundamentalmente debida a corrientes de fuga, y de la
potencia dinámica consumida por la actividad de conmutación de los
transistores. La potencia estática depende de la temperatura de una
forma en general no lineal, característica de cada circuito. La potencia
dinámica es proporcional a la frecuencia y al cuadrado de la tensión
de alimentación, dependiendo de una constante de proporcionalidad
también característica de cada circuito. Aunque existen modelos para
estimar la potencia estática y la constante de proporcionalidad de la
potencia dinámica, solamente la experimentación puede ofrecer un
dato fiable para un procesador dado. Esta experimentación se basa
en la medida directa de la potencia consumida por el procesador
mientras ejecuta un software intensivo en cálculo, con una utilización
irrelevante de la memoria dinámica y del subsistema de entradas
- salidas. Realizando experimentos en los que se fijan unos valores
mientras se varían otros, del conjunto de variables que influyen en la
potencia (temperatura, voltaje, frecuencia), se pueden estimar la po-
tencia estática y el modelo de variación de potencia dinámica respecto
al voltaje y frecuencia.
La realización de estas medidas no es trivial. No puede realizarse
en cualquier tipo de sistema ni con cualquier tipo de procesador. El
BIOS de la placa, el firmware de gestión de potencia integrado en los
reguladores de tensión de la misma y en el propio procesador, o las
interacciones de los drivers de distribución de alimentación y señales
de reloj entre otros factores, complican la toma de medidas. A estas
dificultades hay que añadir la del control de temperatura, y la escasa
documentación pública sobre los elementos que hemos citado.
Sin embargo, sólo un trabajo de estas características permite aden-
trarse en los detalles de gestión de potencia de un microprocesador
comercial moderno. Tanto el modelo de potencia como el estudio
de los detalles del sistema de distribución y gestión de potencia y
frecuencia son imprescindibles para dar solidez a la investigación en
diferentes campos. Por ejemplo, sin un modelo adecuado de potencia
no es posible diseñar y evaluar de forma fiable mecanismos de control
de temperatura y minimización del consumo, un tópico de tremenda
actualidad en Arquitectura de Computadores, prácticamente en todos
los segmentos (servidores, computación personal, y sistemas empotra-
dos tiempo real). El solo hecho de elaborar una metodología adecuada
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y fiable para estimar modelos de potencia supone una aportación
importante.
1.2 objetivos
El objetivo general de este Trabajo Fin de Grado (TFG) es la selección,
preparación e instrumentación de un sistema que permita investigar
el modelo de potencia de un microprocesador, estableciendo una
metodología apropiada, y proporcionando un conocimiento lo más
preciso posible de los mecanismos en placa base y procesador que
intervienen en la distribución y regulación de potencia.
Los objetivos específicos son:
Realizar un primer análisis sobre un sistema sencillo de disponi-
bilidad inmediata, como una Raspberry Pi.
Selección, adquisición, montaje y configuración del sistema (pla-
ca base, fuente, microprocesador, elementos de control de tem-
peratura, vatímetro).
Estudiar, comprender y documentar la gestión de potencia de la
placa y procesador utilizados.
Seleccionar programas para estresar el procesador y herramien-
tas para recolectar los datos.
Realizar experimentos y analizar los resultados obtenidos
1.3 alcance
Los resultados obtenidos en el desarrollo del proyecto, recogidos en
esta memoria y sus anexos, constituyen el primer paso en la estimación
de un modelo de potencia para un microprocesador comercial actual,
que será incorporado a diferentes vías de investigación del Grupo de
Arquitectura de Computadores de la Universidad de Zaragoza (GaZ).
1.4 planificación
El diagrama de Gantt del proyecto está en el Anexo A.1 y en el
Cuadro 1.1 se muestras las horas dedicadas.
1.5 descripción del documento
El resto de esta memoria se organiza como sigue. El Capítulo 2
proporciona información básica sobre el modelo de potencia de un
procesador y los elementos y conceptos en los que se basa. El Capítu-
lo 3 introduce las características de la primera plataforma estudiada
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tarea horas
1. Estudio de trabajos previos 7
2. Estudio de fundamentos 22
3. Configuración del entorno experimental Raspberry 5
4. Documentación de la plataforma Raspberry 33
5. Medición y análisis de resultados Raspberry 20
6. Identificación y configuración de la plataforma Asus 36
7. Configuración equipo de medida 17
8. Documentación de la placa base Asus 67
9. Documentación del procesador Intel 98
10. Configuración del entorno experimental Asus 36
11. Experimentos plataforma Asus 58
11. Escritura memoria y documentación 90
Horas totales: 489
Cuadro 1.1: Horas dedicadas
(Raspberry Pi) y sus detalles en cuanto gestión de energía, temperatura
y frecuencia. El Capítulo 4 presenta la instrumentación y experimentos
realizados sobre la Raspberry Pi. El Capítulo 5 explica la arquitectura
de gestión de potencia y clocking de la placa Asus y del procesador
Intel Skylake montado. Los resultados experimentales sobre este últi-
mo sistema se presentan en el Capítulo 6. Finalmente, el Capítulo 7
recapitula el trabajo realizado y establece sus líneas de continuación.
Los anexos recogen documentación y material complementario.
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F U N D A M E N T O S
En este capítulo se explica la potencia dispada por un procesador
y algunas técnicas utilizadas para reducir su consumo. También se
analiza el estado del arte en cuestiones de caracterización térmica y
energética en procesadores.
2.1 potencia disipada
Dada su naturaleza, toda la potencia consumida por un procesador
se transforma en calor. Debido a que este no deja de ser un gran
circuito de conmutación, se puede dividir en dos tipos, potencia
estática y dinámica:
Ptotal = Pest + Pdin (2.1)
2.1.1 Potencia estática
El consumo estático se debe a las corrientes de fuga producidas en
los transistores de efecto de campo (Metal-oxide-semiconductor Field-
effect transistor o MOSFET) cuando no están conmutando (Ec. 2.2). Se
diferencian dos corrientes principales: la corriente subumbral (Isub) y
la corriente de la puerta de óxido (Iox).
La primera aparece al aplicar una diferencia de potencial entre la
fuente y el drenador del transistor. En el mundo macroscópico, no
debería haber ninguna pérdida porque el sustrato es un semiconductor
y el transistor debería comportarse como un condensador. Pero, debido
a la pequeña distancia que separan ambos extremos, el transistor deja
de comportarse como una carga capacitiva y se genera un pequeño
canal entre la fuente y el drenador a través del cual pasa una pequeña
corriente. El efecto que produce la segunda corriente es el mismo, pero
ahora esta corriente se establece entre la puerta y el sustrato debido al
grosor del óxido que separa ambas partes (Fig. 2.1).
Pest = VI f uga = V(Isub + Iox) (2.2)
El porcentaje de potencia estática respecto a la potencia total di-
sipada por un procesador se incrementa al disminuir la escala de
intregración. Años atrás, con escalas de integración superiores a 32
nm y técnicas muy efectivas de reducción de corrientes de fuga, la
5
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Figura 2.1: Transistor MOSFET 2D de tipo P.
potencia estática no era una pequeña parte de la potencia total. Actual-
mente es más relevante dado que su valor ha incrementado al reducir
la escala de integración por debajo de los 20nm.
2.1.2 Potencia dinámica
La potencia dinámica se produce durante la conmutación de un
transistor. Para entender como se genera esta potencia se explica el
funcionamiento de una puerta NOT (Fig. 2.2) construida con dos
transistores MOSFET. Cuando la tensión de entrada es menor que
la tensión de umbral (Vi = 0V < Vth) se cumple que Vo = VDD
porque el transistor NMOS no conduce (VSG1 = Vi = 0V) mientras
que el transistor PMOS sí conduce (VSG2 = VDD). En caso contario,
(Vi = VDD), conducirá el NMOS y no el PMOS, y por tanto, Vo = 0V.
En la salida Vo hay conectado un condensador que representa la
capacidad equivalente de las puertas conectadas a la puerta NOT.
La conmutación de esta capacidad (0–>1 o 1–>0) viene determinada
por la actividad del procesador. Además, los valores concretos de
capacidad varían de un modelo de procesador a otro y también entre
los del mismo modelo debido a las variaciones en el proceso de
fabricación (process variation) explicadas en la Sec. 2.2. Durante la
transición de un valor lógico a otro hay que descargar o cargar el
condensador, por lo que el tiempo necesario para que el transistor
alcance un nuevo valor correcto varía en función de la capacidad del
condensador y la diferencia de voltaje entre el drenador y la fuente
(detalles en el Anexo A.2). En resumen, la potencia dinámica está
definida por la Ec. 2.3, donde CL representa la capacidad equivalente
del chip completo, f la frecuencia de conmutación, V el voltaje y A la
actividad o porcentaje de conmutaciones simultáneas del procesador.
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Figura 2.2: Esquema de una puerta NOT con dos MOSFET. Los tres termina-
les de cada transistor se llaman puerta, drenador y fuente: G, D y
S, respectivamente.
En la práctica, la actividad se suele aproximar a 0,5 para el procesador,
pero puede bajar mucho para las memorias cache en chip de último
nivel.
Pdin = A · CL f V2 (2.3)
El escalado de frecuencia máxima es lineal con la tensión [31, 40].
Por tanto, al reducir la frecuencia lo hace también la tensión (Ec. 2.4),
pudiéndose aproximar la potencia total a la Ec. 2.5. Es decir, la po-






Ptotal ' ACL f 3 + Pest (2.5)
Sin embargo, hay que tener en cuenta que al reducir el voltaje (VDD)
también hay que reducir la tensión umbral (Vth), lo que conlleva un
aumento exponencial de la potencia estática, ya que la intensidad de
fuga aumenta (Ec. 2.6). Además, la corriente de fuga aumenta con la
temperatura:
I f ugas ∝ e(−qVth/kT) (2.6)
Teniendo en cuenta estas aproximaciones, se plantea la siguiente
hipótesis: Ejecutando en dos procesadores una tarea X totalmente paraleli-
zable a mitad de frecuencia (y voltaje) se consume un cuarto de la energía










P1 es la potencia consumida en la versión secuencial y t el tiempo
que tarda en terminar (Ec. 2.7).
2.1.3 Tipos de transistores
En el año 2011 Intel R© lanzaba al mercado el primer procesador de
propósito general construido con transistores 3D [29]. Esto supuso
un cambio en el proceso de fabricación de los procesadores, aunque
el principio de funcionamiento seguía siendo el mismo que el de los
transistores 2D.
2.1.3.1 Transistor 2D
El transistor plano o 2D tiene la fuente y el drenador incrustados en
el sustrato. Además, el tipo de dopaje (tipo n o p) debe ser distinto
entre el sustrato y los otros dos terminales (Fig. 2.1). La puerta está
separada del sustrato por una pequeña capa de óxido.
El principal problema de este transistor es el gran incremento de las
corrientes de fugas al disminuir el tamaño del transistor. Por ejemplo,
la corriente subumbral (Isub) se genera porque la superficie de la fuente
y el drenador son muy grandes y se crea una gran carga capacitiva.
Por tanto, cuando ambos terminales están separados por una distancia
tan pequeña, incrementa la corriente subumbral ya que la fuerza
del campo eléctrico es mayor. Si la diferencia de potencial aplicada
en los dos terminales fuera muy alta puede que la puerta no sea
capaz de seguir controlando el funcionamiento del transistor ya que la
corriente subumbral sería muy cercana a la corriente de conducción del
transistor en estado de saturación. Estas pérdidas incrementan mucho
con escalas de integración inferiores a 32nm.
2.1.3.2 Transistor 3D
La diferencia del transistor 3D o tri-gate con los 2D reside en su
geometría. En los transistores 3D, fuente, puerta y drenador sobresalen
de la superficie del sustrato. La puerta es un escalón perpendicular
que envuelve al canal que forma la fuente y el drenador (Fig. 2.3).
Esto hace que la puerta sea capaz de controlar el transistor con una
tensión umbral menor. La reducción del voltaje umbral se debe a que
la anchura del canal es menor, lo que hace que su carga capacitiva
disminuya.
La intensidad máxima del transistor se regula con la altura del
canal o añadiendo más canales en paralelo. Las razones que hacen que
estos transistores sean los más usados en circuitos con una escala de
integración inferior a 20 nm son la disminución de la potencia estática
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y de la latencia de conmutación junto al incremento de la corriente
conducida en el estado de saturación [43] [45].
Figura 2.3: Transistor MOSFET 3D o tri-gate
En la Fig. 2.4 se muestra una vista microscópica de un transistor
plano de Intel R© de 32nm y otro 3D de 22nm.
Figura 2.4: Vista microscópica de un transistor 2D (izquierda) y otro 3D
(derecha). Fuente: [29].
2.2 técnicas de ahorro energético
En esta sección se presentan cinco de las técnicas más usadas para
thermal throttling en los procesadores actuales. Thermal throttling o
ahogamiento térmico:
estado térmico del
procesador en el que
se alcanza una
temperatura




2.2.0.1 Instrucción de bajo consumo
Esta técnica consiste en insertar intrucciones de bajo consumo en el
pipeline de ejecución del procesador, por ejemplo nops. Estas instruc-
ciones reducen el consumo de ciertas zonas del procesador como las
unidades vectoriales, de coma flotante o de enteros ya que no las usan.
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2.2.0.2 Escalado dinámico de voltaje y frecuencia
El escalado dinámico de voltaje y frecuencia o Dynamic Voltage and
Frequency Scaling (DVFS) es un mecanismo de control de potencia y
rendimiento que consiste en cambiar la frecuencia y/o el voltaje de
ciertas zonas del procesador como la CPU, cache, controladores de
memoria, GPU, etc.
En la mayoría de los equipos en los que está disponible, el Sistema
Operativo (SO) o el propio procesador se encarga de modificar fre-
cuencia y voltaje basándose en parámetros como la temperatura o la
carga del procesador. En equipos destinados a overclocking es común
encontrarse con parámetros en el BIOS o en programas del SO que
permiten al usuario modificar dichas variables. Se explicará más en







encima o por debajo

















El escalado de voltaje adaptativo (Adaptive Voltage Scaling, AVS) es
un caso específico de DVFS que solo modifica la tensión suministrada
a un dominio del procesador para ahorrar energía.
No todos los procesadores del mismo modelo pueden alcanzar las
mismas configuraciones de DVFS debido a las variaciones en el proceso
de fabricación (Process Variation) del chip, producidas por factores
incontrolables, que impiden que todos los procesadores rindan igual.
Se pueden distinguir tres tipos de transistores según está característica:
Débil (weak): necesitan un voltaje más alto que gran parte de la
población analizada para poder operar a la frecuencia nominal.
Este tipo de dispositivos tienen una potencia estática menor que
el resto de dispositivos de la misma población.
Nominal: la tensión necesaria para que operen a la frecuencia
intermedia es la nominal.
Fuerte (strong): son capaces de operar a la frecuencia estándar
con una tensión menor a la utilizada por la mayoría de transisto-
res. A cambio, su potencia estática suele mayor que en los otros
dos casos [14].
2.2.0.3 Media-Frecuencia
Esta técnica consiste en usar tanto el flanco de subida del reloj como
el de bajada. Con esto se puede reducir la frecuencia del árbol de
relojes a la mitad. A pesar de reducir la potencia dinámica consumida
por el árbol de relojes, esta técnica no es muy utilizada debido a la
complijidad añadida en el control de los registros.
2.2.0.4 Clock gating
Con esta técnica se deshabilita la señal de reloj que llega a ciertas
zonas del procesador. La potencia dinámica se reduce, ya que la
variable A de la Ec. 2.3 disminuye. La implementación de esta técnica
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requiere un circuito complejo para no alterar el resto de relojes al
apagar el de una parte del procesador [40].
2.2.0.5 Power gating
Esta técnica consiste en cortar la alimentación de una zona del
procesador. Es la forma en la que más energía se ahorra, aunque la
disponibilidad del dispositivo en cuestión disminuye debido a que
el tiempo necesario para que vuelva a funcionar es mayor que en el
resto de casos.
2.3 trabajos relacionados
En el últimos años se ha incrementado el interés por el control de
potencia y rendimiento de los sistemas electrónicos, probablemente
debido al auge del Cloud, IoT o de dispotivos como el teléfono móvil.
Además, la escala de integración de los componentes electrónicos está
alcanzando unos límites donde la potencia estática se incrementa de
manera desmesurada.
El estudio que más se ajusta a los experimentos que se pretende
realizar en este TFG es el publicado en el Blog de Henry [21]. En él se
realiza una comparación energética entre un procesador Intel R© Core i5
de la generación Sandy Bridge (32nm) y otro de la generación Ivy Bridge.
El primero está construido con transistores 2D de 32nm y el segundo
con transistores 3D de 22nm. En el primer experimento se fija un
voltaje y se varía la temperatura mientras se registra la potencia total
consumida. El experimento se repite dos veces a diferentes frecuencias.
A partir de estos resultados se obtiene una gráfica con la variación de
la potencia estática respecto a la temperatura y otra con la relación
entre potencia dinámica y temperatura. En el segundo experimento
se varía solo el voltaje para obtener el comportamiento de ambas
potencias con el voltaje. Por último, se obtienen todos los puntos de
operación (voltaje y frecuencia) de cada procesador.
También hay estudios de la potencia consumida en centros de datos.
Por ejemplo, Khan et al. [32, 33] determina la precisión de los conta-
dores RAPL (Running Average Power Limit) de Intel R© en un centro de
datos con más de 900 nodos.
Otro artículo relacionado es [38] en el que se razona la implicación
que tiene el voltaje subumbral y el voltaje de alimentación usado por
un transistor. Con ello, se implementa un controlador de potencia
para multiprocesadores que consiste en ajustar la tensión para conse-
guir una mejor eficiencia energética del sistema. En los experimentos
presentados no se realiza una caracterización térmica y energética
del sistema obteniendo la potencia dinámica y estática por separado.
Además, para los resultados finales de eficiencia energética se tiene
en cuenta el consumo total del sistema y por tanto, en las medidas
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obtenidas al estresar el procesador se produce un error en la medición
al no descontar la energía consumida por el resto de componentes.
En el otro extremo, se encuentran las competiciones de overclocking
donde se crean ligas según las capacidades de los equipos utilizados
por los participantes [24]. La posición en estos rankings se establece
según la puntuación que obtiene su equipo al ejecutar un determinado
test. Como consecuencia, hay muchos foros dedicados al overclocking
y también muchos blogs que tienen guías para realizar overclocking o
revisiones sobre placas base y procesadores. Por ejemplo, en el blog
xDevs [49] se explica como realizar overclocking a una Raspberry y
unas modificaciones para conseguir mejores resultados, pero no se
proporciona una caracterización de la potencia consumida.
Respecto al segundo equipo utilizado en este trabajo (Sec. 5), y otros
similares, no se dispone de una documentación en la que se explique
el control de potencia y rendimiento del equipo y un análisis de la
potencia consumida por el procesador. Por ejemplo, en el portal de
revisiones de AnandTech existe una publicación que proporciona una
comparación de la potencia total consumida por un equipo con este
procesador versus otros procesadores parecidos del mercado [52]. El
problema de estos resultados es su poca precisión, ya que al medir la
potencia tienen en cuenta todos componentes del equipo. Además, han
sido obtenidos solo con un par fijo de frecuencia y voltaje por lo que
no se puede obtener la potencia estática y dinámica del procesador.
3
P L ATA F O R M A R A S P B E R RY
En este capítulo se describe el equipo hardware empleado en la
primera parte del trabajo, así como la razón por la que fue elegido.
Además, se explica en detalle la gestión de la energía, temperatura y
frecuencia que realiza este equipo.
El primer equipo sobre el cual se ha realizado una caracteriza-
ción térmica y energética es una placa Raspberry Pi Model 3B [20]
(Fig. 3.1). Su principal componente es el System on Chip (SoC) BCM2837
de BroadCom, compuesto por un procesador de cuatro núcleos cons-
truido con transistores 2D de 28nm [8]. La frecuencia base por defecto
es de 1.2 GHz y tiene 40 pines con modo General Purpose Input
Output (GPIO), una DRAM de 1 GB y una GPU integrada en el SoC. El
SO se instala en una tarjeta microSD que posteriormente se inserta en
la placa. Para este proyecto se ha utilizado la distribución Raspbian





Figura 3.1: Diagrama de bloques de la Raspberry Pi 3 B
Fuente: Overclocking for Raspberry Pi 3 Model B [49]
La arquitectura de lenguaje máquina o Instruction Set Architecture
(ISA) es ARMv8-A y soporta sistemas operativos tanto de 32 como de
64 bits. La comunicación con el dispositivo se puede realizar de forma
remota mediante uno de los interfaces de red (WiFi o Ethernet), o de
forma local mediante teclado, ratón y pantalla.
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Al realizar los experimentos, la temperatura del procesador subía
por encima de los 75oC dado que se había incrementado la frecuencia
y el voltaje tal como se explica en el Cap. 4.3 Para bajar la temperatura
del dispositivo se instalaron disipadores en el procesador, memoria
RAM y el Hub que conecta los puertos USB y Ethernet (Fig. 3.4).
También se conectó un pequeño ventilador de 5V a los pines 4 y 6 del
interfaz GPIO (Fig. 4.2).
Figura 3.2: Vista frontal de la Rasp-
berry Pi
Figura 3.3: Vista trasera de la Rasp-
berry Pi
Figura 3.4: Raspberry Pi 3B con disipadores instalados sobre el procesador
(verde), USB/Ethernet hub (plata) y memoria RAM (naranja).
Se optó por trabajar con este equipo durante la primera parte del
proyecto debido a dos razones. La primera fue la gran demora en la
llegada del pedido con el equipo profesional destinado a overclocking
(Cap. 5). La segunda, que toda la información relativa a la Raspberry
está disponible por ser hardware libre (Raspberry Pi Foundation, [18]).
Además, es un dispositivo sencillo y hay una guía oficial para hacer
overclocking del mismo [17]. En este sentido, la Raspberry Pi resultó
ideal para dar los primeros pasos del proyecto.
3.1 dominios de frecuencia
En la parte trasera de la Raspberry Pi 3B (Fig. 3.5) hay un oscilador
de cristal que genera una señal de reloj de 19.2 MHz. Para variar su
frecuencia se utilizan cinco Phase-Locked Loop (PLL)s independientes
que multiplican la señal de entrada por un número entero [44]. La
señal obtenida de cada PLL pasa por un divisor del que salen cuatro
señales cuyas frecuencias son el resultado de dividir la frecuencia
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Figura 3.5: Oscilador de la parte trasera de la Raspberry Pi 3B
de entrada por un entero. De esta forma, modifcando el valor de los
registros hardware usados para los multiplicadores y divisores de los
PLLs, se puede conseguir un amplio rango de frecuencias (Ec. 3.1),
incluso que no sean múltiplo de 19.2 MHz [48].
F = 19,2MHz ∗ registro_PLL
registro_divisor
(3.1)
En la figura 3.6 se muestra un diagrama con el árbol de señales de
reloj utilizadas en la Raspberry Pi 3B. Este diagrama ha sido construido
a partir de información obtenida de los fuentes del sistema operativo
y varios blogs y foros [48].
Hemos podido determinar que la señal utilizada por el procesador
es la que proviene del PLL C ya que sus cuatro señales descendientes
varían al modificar la frecuencia del procesador. Algo parecido ocurre
con el PLL H al conectar el cable HDMI (Fig. 3.6). En cambio, con la
memoria RAM y la GPU no se han encontrado evidencias de que las
conexiones sean como en la Fig. 3.6, aunque tendría que ser similar
porque se puede cambiar la frecuencia de la memoria RAM y GPU de
forma independiente.
Además, este SoC ofrece la posibilidad de usar los pines 7, 29 y 31 del
interfaz GPIO como señal de reloj. Cada una de estas señales pueden
usar directamente la señal generada por el oscilador (19.2 MHz) o
una de las señales, configurables por software, que provienen de las
salidas de los divisores A, C, D o H.
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Figura 3.6: Diagrama con el árbol de señales de reloj (clock tree) de la Rasp-
berry Pi 3B
3.2 distribución eléctrica
En la Raspberry Pi 3B hay cuatro railes de voltaje: 5V, 3.3V, 1.8V y
1.2V. El raíl de 5V es el primero del circuito ya que la alimentación
del equipo se realiza a través de un puerto micro USB a 5V. Este raíl
consta de un fusible que limita la intensidad a 2.5A y un diodo (caída
de tensión de 0.1V) construido con un transistor para permitir solo
la corriente entrante al circuito. Estos 5V se utilizan para alimentar
los pines 2 y 4 del interfaz GPIO más los puertos HDMI y USB. Para
proteger los puertos USB y HDMI contra cortocircuitos o corrientes
entrante hay otro diodo parecido al anterior.
En led que hay en una de las esquina de la placa se apaga cuando
la tensión de entrada es inferior a los 4.7V. Este es controlado por un
microprocesador APX803 [26] que monitoriza el circuito eléctrico.
Los raíles de 3.3V y 1.8V se obtienen con un regulador conmutado
doble [27]. El raíl de 3.3V se usa para alimentar el resto de pines de la
interfaz GPIO y los puertos del audio, pantalla y cámara. En cambio,
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Figura 3.7: Distribución eléctrica en la Raspberry Pi 3B
módulos como la memoria RAM o los PLL de la Fig. 3.6 se alimentan
desde el raíl de 1.8V.
En el arranque de la Raspberry, el último raíl en ser alimentado es
el de 1.2V. La regulación del voltaje se realiza mediante un regulador
conmutado RT8088A [11] dotado de comunicación serie. El procesador
consta de un circuito integrado para el control de potencia (Power Ma-
nagement Integrated Circuit o PMIC) que establece la tensión adecuada
en función de la temperatura y frecuencia del procesador tal como se
explica en la Sec. 3.3. El voltaje establecido por el PMIC es enviado al
regulador RT8088a mediante un bus I2C.
Este modelo se topa con varios problemas que fueron descubiertos
durante la realización de este TFG. Por ejemplo, en los momentos de
más carga, el sistema no es capaz de suministrar la potencia necesaria
y algunos periféricos como el USB o lector microSD dejan de funcio-
nar hasta un nuevo reinicio. De hecho, al cambiar la frecuencia del
sistema este solicita demasiada potencia durante el arranque y, en
consecuencia, el puerto SD deja de funcionar correctamente a mitad
de una escritura y se corrompe el SO. Para evitar este problema, se
cambió de una tarjeta SD class 2 (2 MB/s escritura) a una class 10
(10 MB/s escritura) con mejores características.
En la nueva Raspberry Pi 3B+ se integran todos estos dispositivos en
un chip MXL7704 controlado mediante interfaz I2C [39]. Con esto, se
evitan los problemas de alimentación del dispositivo usado en este TFG.
Además, la utilización de este chip reduce el tiempo de respuesta de
tal forma que, ante una variación de la carga del sistema, el tiempo
que tarda en suminstrarle la tensión necesaria al procesador es menor.
En consecuencia, la eficiencia energética del dispositivo es mejor y se
mejora la respuesta del sistema ante los picos de carga [1].
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3.3 control de potencia y rendimiento
La Raspberry Pi 3B utiliza la técnica de escalado dinámico de vol-
taje y frecuencia (DVFS) para conseguir un mayor ahorro energético.
Este control lo realiza el subsitema CPU Frequency Scaling(CPUFreq)
que consta de varias políticas de gestión de energía y rendimiento.
Cada política responde a distintas heurísticas que en función de unos
parámetros de entrada obtienen los valores adecuados de voltaje y
frecuencia para que el equipo alcance un cierto balance entre rendi-
miento y consumo. La temperatura del chip o la carga de trabajo del
SO son ejemplos de parámetros de entrada. Una vez obtenido el par
de valores de voltaje y frecuencia, un driver se encarga de aplicar los
cambios en el hardware.
Figura 3.8: DVFS en la Raspberry Pi 3B
Las principales políticas de gestión de energía y rendimiento son
ondemand y performance. En la política ondemand la frecuencia depende
de la carga del SO mientras que en la segunda el procesador siempre
funciona a la máxima frecuencia. CPUFreq también ofrece un interfaz
al usuario para modificar y consultar el estado del control de potencia
(ver Anexo A.3).
En el caso de la Raspberry Pi 3B las únicas frecuencias disponibles
vienen determinadas por las variables arm_freq y arm_freq_min (en
MHz) del fichero /boot/config.txt. La modificación del voltaje que
alimenta al procesador (CPU+GPU) se indica mediante las variables
over_voltage y over_voltage del mismo fichero. Sus posible valores
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están comprendidos entre -16 (0.8V) y 8 (1.4V), en incrementos de
0.025V. El valor máximo de la tensión está restringido a 1.35V, a menos
que se inicialice la variable force_turbo a 1, pero ello conlleva la
pérdida de la garantía. El fabricante tiene constancia de que se ha
incumplido dicha restricción porque esa inicialización modifica un
registro de forma permanente.
Cualquier cambio en el fichero /boot/config.txt solo tiene efecto
al reiniciar el equipo.
El SoC tiene un sensor de temperatura, y la GPU ejecuta un software
que encuesta el registro de este sensor para asegurarse de que la
temperatura del chip no supera los 80oC. Si esto ocurriera se inicia
el proceso de thermal throttling o ahogamiento térmico en los núcleos
reduciendo tanto la frecuencia de la CPU como la tensión a sus niveles
mínimos [19] (Fig. 3.8). En caso de superar los 85oC también se realiza
thermal throttling en la GPU. La monitorización de la temperatura en
los experimentos se realizan mediante el firmware vcgencmd.
El DVFS realizado en la Raspberry es muy simple ya que solo tiene
dos modos de funcionamiento. Cuando el sistema está funcionando




E X P E R I M E N TA C I Ó N
En este capítulo se detalla el equipo de medida y el software uti-
lizado en los experimentos de la plataforma Raspberry. También se
definen los experimentos a realizar, la metodología seguida para lo-
grarlo y se analizan los resultados obtenidos.
4.1 medición
Figura 4.1: Analizador de potencia Newtons4th PPA520
Para la medición de la potencia se utiliza el analizador de potencia
Newtons4th PPA520 (Fig. 4.1) que permite medir dos fases simultá-
neamente [36]. Soporta un máximo de 20 A y 1000 V con picos de
300 A y 2500 V [37]. Consta de un pantalla para la visualización de
las mediciones, pero también se puede comunicar con un ordenador
mediante puerto serie, Ethernet o USB.
Las conexiones realizadas para medir la potencia consumida por
la Raspberry se muestran en la Fig. 4.2. Han requerido seccionar el
cable de alimentación que sale del cargador de la Raspberry (corriente
continua a 5V con intensidad máxima de 2.5A), midiendo la intensidad
en el polo positivo. A continuación, se colocan en paralelo los dos
cables utilizados para la medición del voltaje. Las conexiones se deben
hacer en este orden para evitar la pequeña caída de tensión producida
en la resistencia interna utilizada por el PPA520 en la medición de la
intensidad. Las mediciones realizadas con este conexionado no son
muy precisas dado que se mide la potencia consumida por todo el
equipo y no sólo por el procesador. En los experimentos se intenta
reducir este error desactivando la conexión wifi, el entorno gráfico,
la GPU y el puerto HDMI para eliminar sus respectivos consumos. Por
tanto, los principales consumidores, exceptuando el procesador, serán
la DRAM, el puerto RJ45 y el hub ethernet utilizado para la conexión
con el ordenador personal.
Se consideró la posibilidad de cortar el raíl provienente del regu-
lador de tensión (componente RT8088 en la Fig. 3.7) que alimenta el
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Figura 4.2: Medición de potencia en la Raspberry Pi 3B
procesador y realizar las medidas en ese punto. Esto no fue posible
debido al poco espacio libre que hay en el lugar del circuito impreso
donde se encuentran tales pistas.
Durante los experimentos realizados (Sec. 4.3 y 4.4) se observó que
el voltaje aplicado no es el especificado en el fichero \boot\config.txt,
sino que se realiza un ajuste de unos cuantos milivoltios según el
estado térmico del SoC. Para verificar la precisión de las lecturas de
voltajes realizadas vía software, se midió la tensión proporcionada
al procesador por medio de los puntos de test PP58 (positivo) y PP4
(negativo) mostrados en la Fig. 3.7. Las diferencias entre el valor
medido y el proporcionado por software son del orden de milivoltios
por lo que se consideran despreciables y se valida la hipótesis de que
la Raspberry Pi realiza un pequeño ajuste sobre el el voltaje (AVS)
especificado en el fichero \boot\config.txt.
4.2 software y metodología












El programa utilizado para estresar la CPU es sysbench [34]. Este soft-
ware calcula números primos y comprueba los resultados obtenidos.
La ejecución de este programa provoca un calentamiento significativo
del procesador, porque la parte aritmética tiene una alta actividad y
apenas se interacciona con la memoria. Mediante argumentos se le
puede indicar el número de primos a calcular y el número de hilos
utilizados.
Dado que en los experimentos realizados en este TFG se necesita
experimentar con más de dos frecuencias, siempre se trabaja con los
valores máximos de frecuencia y voltaje. Para cambiar estos valores,
entre experimentos se modifican los valores necesarios del fichero
\boot\config.txt y se reinicia el sistema. Con el objetivo de agilizar
los experimentos se implementaron dos scripts en bash. Uno monitoriza
el voltaje, frecuencia y temperatura y el otro cambia el gobernador
a performance, inicia el programa de estrés y almacena el registro
del primer script en un fichero. La comunicación con la Raspberry
y el lanzamiento de estos scripts se realizan mediante ssh desde un
ordenador personal con Debian 4.9.
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La recolección de las medidas proporcionadas por el analizador de
potencia PPA 520 se lleva a cabo con ayuda del programa PPALoG
proporcionado por el fabricante. Para ello hay que especificar en
la interfaz de usuario del programa el fichero destino de los datos
registrados, el tiempo de monitorización, intervalo entre medidas y
los datos a registrar (intensidad pico, potencia, . . . ). Dado que este
programa es para Windows 10, se utiliza desde un ordenador auxiliar.
Finalmente, se implementó un script en Python para combinar los
resultados obtenidos por software y los proporcionados por el aparato
de medida. Este script también se utiliza para crear gráficas a partir
de los resultados.
4.3 experimento 1 : potencia dinámica y frecuencia
4.3.1 Descripción
Este experimento se hace para analizar el comportamiento de la
potencia dinámica al variar la frecuencia (Ec. 2.3). Consta de cinco
puntos a diferentes frecuencias en los que se toman medidas cada se-
gundo durante tres minutos. A continuación se explica la metodología
seguida en la preparación de este experimento.
Primero se elige la frecuencia mínima modificando el parámetro
arm_freq con la nueva frecuencia. Después se reinicia el sistema para
que tenga efecto. Si arranca con la nueva configuración y es capaz de
ejecutar correctamente el programa sysbench durante 10 minutos se
considera estable y los pares voltaje y frecuencia se dan por válidos.
En caso de que el sistema no arranque, hay que modificar el fichero
/boot/config.txt montando la tarjeta sd en otro ordenador. En ocasiones
esta tarjeta se corrompe durante un mal arranque del sistema debido a
una mala configuración del voltaje y/o frecuencia. En esas situaciones,
hay que instalar de nuevo el SO en la tarjeta. Estos pasos se repiten
hasta encontrar la frecuencia más pequeña para la que el sistema
es estable (700 MHz). Después, se repite el mismo procedimiento
para encontrar la máxima frecuencia (1200). Se utiliza el voltaje por
defecto (1.2V). No se puede fijar una temperatura constante para el
procesador dado que el ventilador instalado en la Raspberry Pi no se
puede regular.
Una vez establecido el rango de frecuencias, se procede a realizar
el experimento. En primer lugar, se debe modificar el fichero /boo-
t/config.txt con la configuración del primer punto del experimento.
Después se reinicia el sistema y se ejecuta el script que lanza el pro-
grama sysbench en cuatro núcleos. Este script también almacena en un
fichero parámetros de monitorización como el voltaje del procesador
o la temperatura. Todos estos pasos se deben realizar de forma remota
mediante ssh ya que la interfaz gráfica ha sido deshabilitada (Sec. 4.1).
Antes de la ejecución del script anterior se comienzan a tomar medidas
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en el analizador de potencia utilizando el programa PPALoG. Este
programa se ejecuta en un ordenador auxiliar con Windows 10. Al
acabar los experimentos se consolidan todos los ficheros en uno, y se
sincronizan los datos con un script propio implementado en Python.
Para cada punto del experimento se toma la mediana como mues-
tra más representativa ya que al principio del mismo hay bastante
variación en la potencia medida.
4.3.2 Resultados
Las mediciones obtenidas forman claramente una recta. Aplicando
una regresión lineal se obtiene P = 0,002 f + 1,737 como ecuación de
la recta. El coeficiente 0.002 (2 si f está en GHz) expresa el valor de
las incógnitas ACV2 en la ecuación:
P = A · CL f V2 + Pest (4.1)
El término independiente de la recta obtenida es la potencia estática
que consume la Raspberry Pi con un voltaje de 1,2V.
Figura 4.3: Comportamiento de la potencia al variar la frecuencia entre
700MHz y 1200MHz con tensión constante 1.2V y temperatu-
ra no controlada (varía entre 45oC y 52.5oC).
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4.4 experimento 2 : potencia y voltaje
4.4.1 Descripción
El objetivo de este experimento es comprobar que la potencia diná-
mica aumenta cuadráticamente al incrementar el voltaje (Ec. 2.3). El
experimento está compuesto por 5 puntos a diferentes voltajes. Debido
a la limitación del ventilador, se utiliza la mínima frecuencia posible
(700MHz) ya que con frecuencias y voltajes muy altos se calienta de-
masiado el procesador. Además, al establecer una frecuencia pequeña
es posible usar un rango de voltajes mayor ya que el equipo es estable
con los menores voltajes permitidos. En este experimento solo hay que
ajustar el voltaje mínimo (1.05V). El proceso es parecido al del experi-
mento anterior. Primero se configura el equipo con el voltaje deseado
y después se realiza una prueba de estabilidad durante 10 minutos. En
cada punto del experimento se toman medidas cada segundo durante
tres minutos. Para cambiar la configuración durante el experimento se
debe modificar el fichero /boot/config.txt y volver a reiniciar el equipo.
4.4.2 Resultados
Figura 4.4: Variación de la potencia al cambiar el voltaje. Se varía el vol-
taje entre 1.05V y 1.35V. La frecuencia está fija a 700MHz y la
temperatura no se controla (varía entre 43oC y 50oC).
Al analizar los resultados obtenidos se observa que la potencia
no varía cuadráticamente con la tensión (Fig. 4.4). Esto se debe a
limitaciones impuestas por la plataforma utilizada. La primera de
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ellas es el pequeño rango de voltajes utilizables. Probablemente con
un mayor rango de voltajes hubiera sido posible ver un crecimiento
cuadrático de la potencia dinámica ya que la diferencia de consumos
entre los puntos de mínimo y máximo voltaje hubiera sido mayor. La
segunda limitación es la temperatura, ya que el ventilador no se puede
regular y es muy pequeño.
4.5 conclusiones
El estudio y experimentación con la Raspberry Pi ha permitido un
primer contacto con el problema de control de potencia y rendimiento,
y la familiarización con los procedimientos de medida de potencia y
variación de frecuencia en un entorno sencillo, aunque limitado. Estas
limitaciones han impedido la obtención del resultado esperado en el
caso del segundo experimento (Sec. 4.4).
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A continuación se describen los principales componentes del equipo
profesional para overclocking configurado en la segunda parte del
TFG. Además, se explica la gestión de energía y rendimiento que este
realiza.
5.1 placa base y componentes auxiliares
Se ha elegido una placa Asus Rog Rampage VI Extreme Omega[3].
El chipset soportado es Intel x299. Este chipset fue elegido porque los
procesadores compatibles no incorporan GPU, ya que en caso contrario
el calentamiento de la GPU podría interferir en los experimento. Se
pueden instalar hasta tres tarjetas gráficas y ocho memorias DIMM
hasta una capacidad máxima de DRAM de 128GB. Se han poblado
cuatro zócalos con módulos de 8GB y 2400MHz para ocupar los
cuatro canales[50].
Figura 5.1: Diagrama de componentes de la Asus Rog Ramapge VI Extreme
Omega. Fuente: [30]
Respecto al almacenamiento, se pueden instalar hasta tres discos
de estado solido NVMe con formato M.2 y seis puertos SATA III (6
Gb/s). Además, es posible tener un sistema de almacenamiento RAID
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0, 1, 5 o 10 ya que ofrece soporte hardware para ello. En este caso, se
optó por un SSD de 240GB para instalar el SO y un disco duro de 1TB
como almacenamiento adicional[47, 51]. En la Fig. 5.1 se muestra los
componentes soportados por el chipset.
La principal razón para elegir esta placa es que está específicamente
diseñada para realizar overcloking (Subsubsección 2.2.0.2), con regula-
dores de tensión (VRM) muy robustos. Los comentarios positivos en
foros especializados en overclocking [42, 53] fueron refrendados por
técnicos con experiencia en esta técnica a los que pudimos consul-
tar. Además, el BIOS de Asus es uno de los mejores ya que permite
realizar muchas configuraciones relacionadas con el overclocking. Por
ejemplo, permite dibujar una gráfica para regular las revoluciones de
los ventiladores en función de la temperatura de los componentes.
Para refrigerar el VRM se cuenta con dos ventiladores que también
se pueden regular. Además, hay una pantalla OLED en la que se
muestran los códigos de error durante el arranque y la temperatura
del procesador. También es posible instalar dos BIOS desde un USB
con ayuda de un botón que hay en la placa.
Figura 5.2: Asus Rog Ramapge VI Extreme Omega. Fuente: [3]
Por otra parte, si el sistema se apaga debido a un problema de
estabilidad durante el overclocking, se dispone de un pulsador para
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arrancar en modo seguro estableciendo la configuración de fábrica en
el BIOS. Otro pulsador permite cargar la última configuración estable
del BIOS. Por último, el programa AISuite 3 ofrece una interfaz que per-
mite modificar la mayoría de parámetros del BIOS desde Windows 10.
Este programa también cuenta con un modo de funcionamiento en el
que se realiza un overclocking automático.
La elección de la placa se complementó con la elección e instala-
ción de de una fuente de alimentación y de un sistema específico de
disipación de calor (detalles en las Secs. A.8 y A.9).
5.2 procesador
El procesador es un Intel Core i7-7800X de séptima generación inte-
grado a 14nm+. Con arquitectura Skylake, es la primera generación de
procesadores Intel Core Series X para servidores, comercializada desde
mitad de 2017. Combinan características de los Intel Core (clientes) y
los Intel Xeon [10] (servidores) (ver Anexo. A.7).
La organización interna del procesador depende de su línea de
fabricación, en función del número de núcleos: bajo (LCC), alto (HCC)
y extremo (XCC). El procesador adquirido es un LCC (menos de diez
núcleos). Por tanto, su distribución podría ser similar a la mostrada en
la Fig. 5.3. Posiblemente este procesador contiene diez núcleos, cuatro
de ellos desactivados en producción (por defecto u otros motivos).
Los controladores de memoria están en ambos lados del procesador
y cada uno gestiona dos canales de memoria. La conexión entre los
diferentes núcleos se realiza mediante una malla 2D compuesta por
anillos. En cuanto a la cache, cada núcleo tiene una L1 de datos de
32KiB y una L2 privada e inclusiva de 1MiB. Además, en cada núcleo
hay una porción (1,375MiB) de la cache L3, que es compartida y no
inclusiva.
5.3 dominios de frecuencia
En la placa base hay un oscilador que genera una señal de reloj fija.
Esta señal atraviesa un PLL del cual se obtiene el reloj de referencia
del sistema o Base Clock (BCLK). El BCLK es usado por el procesador,
DRAM y PCH, entre otros, como señal de reloj principal (Fig. 5.4). En el
PCH y DRAM hay otros PLLs que multiplican el BCLK por un valor para
obtener la frecuencia de reloj adecuada. Por ejemplo, desde el PCH se
suministra el reloj al DMI y PCIe. El BCLK por defecto es de 100MHz y
se puede modificar con una precisión de 1MHz.
En el procesador hay un PLL más complejo que genera una señal
para cada núcleo y otra para la malla de interconexionado y caches de
último nivel. Estas señales son múltiplos del BCLK. También se permite
que todos los núcleos funcionen a la misma frecuencia.
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Figura 5.3: Distribución interna del Intel Core i7-7800X. Diagrama adaptado
a partir del mostrado en wikichip [56]
5.4 distribución eléctrica
La mayoría de componentes del equipo son alimentados por el cable
ATX de 24 pines que conecta la placa base y la fuente de alimentación.
La PSU comienza a suministrar corriente cuando el pin PS_ON se
conecta al pin al negativo, es decir, al pulsar el botón de encendido
de la placa. Este cable está compuesto por tres raíles diferentes: 3.3V,
5V y 12V. Con el raíl de 3.3V se alimentan dispositivos de pequeño
consumo como los módulos DIMM o tarjetas PCIe. El de 5V se utiliza
principalmente para discos duros. Por último, el raíl de 12V alimenta
ventiladores de gran tamañano y el PCIe usado por la GPU. La corriente
suministrada por estos raíles atraviesa unos reguladores de tensión
conmutados, que reducen la tensión de entrada a la requerida por
los componentes que lo van a utilizar. Por ejemplo, en la placa base
analizada hay un regulador para los dispositivos de audio, otro para
el generador de señales de reloj global y otro para los módulos de
DRAM.
El procesador se alimenta mediante un cable EPS12V de 8 pines
de los cuales cuatro son positivos y otros cuatro negativos, con una
diferencia de potencial entre ellos de 12V.
Al encender el equipo, transcurre un pequeño período transito-
rio durante el cuál la tensión suministrada no es estable. Una vez
finalizado este período, la placa base pone en alto la señal del pin
POWER_GOOD del cable de 24 pines y se comienza el incio del sis-
tema. Si esta señal no está en estado alto, se fuerza el reinicio del
sistema, que no tiene lugar hasta que dicha señal alcanza el valor alto.
La corriente suministrada al procesador atraviesa el módulo de regu-
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Figura 5.4: Árbol con la distribución de las señales de reloj en la Asus Ram-
page VI Extreme Omega. Fuente de la imagen del generador de
reloj: [6]
lación de voltaje (VRM), del que salen cinco raíles. Los raíles VCCD1
y VCCD2 alimentan los dos controladores de memoria que hay en
el procesador. Los raíles VCCIO y VCCSA suministran la corriente
a las zonas de entradas-salidas y a la zona del sistema agente del
procesador. Por último, el raíl VCCIN alimenta principalmente a los
núcleos, caches de último nivel y red de interconexión del procesador.
Las regulaciones de voltaje realizadas por el VRM son controladas
por un microcontrolador externo llamado TPU. Este microcontrolador
ajusta la tensión final de cada regulador del VRM y otros parámetros
como la frecuencia de conmutación de las fases o la calibración de la
línea de carga (Sec. 5.4.2). La parte del VRM que se encarga de la regu-
lación del VCCIN, compuesto por 16 fases conectadas en paralelo que
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Figura 5.5: Distribución eléctrica en la Asus Rog Rampage VI Extreme Ome-
ga.
transforman de 12V a 1.85V aproximadamente. El microcontrolador
IR35201 o DIGI+ Power Control genera 16 señales PWM diferentes con
una frecuencia máxima de 1MHz en función de las órdenes recibidas
del TPU. Cada una de estas señales controla una de las fases, que traba-
jan de forma secuencial. Es decir, en un instánte dado solo transforma
una de las fases mientras los transistores de potencia (IR3555) del
resto de las fases se están enfriando [46]. Por tanto, cuantas más fases
tenga un VRM es más probable conseguir una señal estable ya que
los transistores se calientan menos. También incrementa la corriente
máxima suministrable.
En el procesador el raíl VCCIN se divide en varios dominios. El
encargado de la gestión de energía dentro del procesador es la Unidad
de Control del Paquete o PCU. Este reside en el dominio del sistema
agente y es un microcontrolador integrado con un hardware específico
para ejecutar unas máquinas de estados. Está conectado con todos
los núcleos y otros bloques funcionales a través de los Agentes de
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Figura 5.6: Módulo de regulación del voltaje en Asus Rog Rampage VI Ex-
treme Omega. Fuente: [6]
Gestión de Energía (PMAs). Los PMAs recolectan información como el
consumo de energía y temperatura y ejecutan funciones de control.
Estas PMAs contienen puertas para apagar los núcleos individualmente
o porciones de la cache de último nivel (L3). La PCU también se
comunica con los VRM y el BIOS de la placa base. La PCU solicita al
VRM el voltaje requerido por cada uno de los raíles usando el protocolo
SVID (Sec. 5.4.1). Con esta gestión de energía se consigue una mayor
eficiencia ya que un núcleo puede estar ejecutándose a un voltaje alto
mientras que el resto pueden estar apagados o en un estado de reposo
debido a la poca actividad del procesador (Sec. 5.5):
Mediante los contadores RAPL, Intel recolecta eventos hardware
y los combina junto con el voltaje, frecuencia y temperatura para
obtener una aproximación de la potencia consumida. Esta información
se utiliza para decidir si en un núcleo determinado se va a ejecutar
a la frecuencia Turbo (Sec. 5.5) o si hay que iniciar el proceso de
ahogamiento térmico (Sec. 5.5).
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5.4.1 Serial Voltage Identification (SVID)
SVID es un protocolo de comunicación serie y bidirrecional utilizado
por el procesador para especificar al VRM el voltaje que este le debe
suministrar. Está compuesto por la señal de reloj, el bus de datos de
datos de 8 bits y una señal de alerta (clock, data, alert). A través del bus
de datos, la PCU pide a los reguladores externos el voltaje más adecua-
do basándonse en condiciones como la temperatura o frecuencia del
procesador. Después de cada petición del procesador por el bus de
datos, el VRM debe enviar de vuelta un mensaje de confirmación. El
identificador de asociado a cada voltaje está almacenado en una tabla
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Figura 5.7: Conexiones del protocolo de comunicación SVID.
Con este protocolo se pueden gestionar hasta 16 raíles de alimen-
tación de forma simultánea. Aunque, antes de enviar información
relacionada a otro raíl por el bus de datos, el procesador debe infor-
mar al VRM del cambio de raíl. En la tabla 5.1 se muestran los valores
máximos y mínimos permitidos para los raíles del procesador utili-
zado en este TFG. La especificación del protocolo SVID [54] permite
solictar voltajes hasta 3.04V aunque estos no son utilizado en este
equipo.
Mín Máx Unidad
VCCIN -0.3 2.15 V
VCCD -0.3 1.35 V
VCCIO -0.3 1.35 V
VCCSA -0.3 1.35 V
Cuadro 5.1: Tensiones máximas y mínimas permitidas
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Mín Máx Unidad
VCCIN 1.55 1.80 V
VCCD 1.05 1.20 V
VCCIO 0.95 1.00 V
VCCSA – – V
Cuadro 5.2: Rango de voltajes de funcionamiento de los raíles de alimenta-
ción familia Skylake-X
En la tabla 5.2 se muestran el rango de voltajes utilizado por cada
raíl en la familia Skylake-X.
Además, este protocolo tiene cuatro modos de funcionamiento: PS0,
PS1, PS2 y PS4. PS0 es el estado de máximo rendimiento y la VRM debe
ser capaz de responder a incrementos o decrementos en la tensión
de 25mV/µs para el raíl VCCIN y de 10mV/µs para el resto de raíles.
Para notificar al VRM del modo de funcionamineto se utiliza la señal
PSI# y mediante la señal PROCHOT# el procesador notifica al VRM
de una situación de sobrecalentamiento para que este inice también
el proceso ahogamiento térmico. La señal VR_HOT# es similar a la
PROCHOT# pero ahora el dispositivo sobrecalentado es el VRM.
Ante un cambio brusco del nivel de carga de un procesador, se
produce un incremento (decremento) en la corriente y un decremento
(incremento) de la tensión solicitada a los VRM. Para suavizar estos
picos de tensión e intensidad, el TPU monitoriza la tensión de salida
y en caso de detectar un cambio ajusta de nuevo los parámetros del
VRM para estabilizar de nuevo la tensión. Estos picos disminuyen al in-
crementar la frecuencia de de trabajo del VRM ya que estas variaciones
de la tensión nominal se detectan y regulan más rápido.
Para evitar alcanzar el valor mínimo o máximo permitido por el
procesador cuando se dan estas situaciones, el controlador del VRM le
aplica un offset (Vo f f set) a la tensión proporcionada al procesador. De
esta forma, cuando el procesador solicita al VRM una tensión próxima
al valor máximo soportado, realmente se le está suministrando un
voltaje menor mientras que al solicitar un voltaje muy bajo se le aplica
un offset positivo(Fig. 5.8).
Este control que realiza el VRM es muy importante en los equipos
usados para overclocking o undervolting ya que se somete al procesador
a una gran carga de trabajo y los voltajes utilizados son cercanos a los
valores límites.
Además, hay que tener en cuenta que los raíles que alimentan al
procesador tienen un pequeña resistencia (RLL) que provocan que la
tensión solicitada por el procesador sufra una caída de tensión (Vdroop)
que es proporcional a la carga del sistema (Ec. 5.1).
Vcc = VID−Vdroop = VID− ICCRLL (5.1)
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Figura 5.8: Transición voltaje de plena carga a reposo con el protocolo SVID.
Fuente: [7]
La regulación de esta caída de tensión se realiza mediante la cali-
bración de la línea de carga (Sec. 5.4.2).
5.4.2 Calibración de la línea de carga
La calibración de la línea de carga o Load-Line Calibration (LLC) es
un mecanismo usado por el controlador del VRM para contrarestar la
caída de tensión que hay entre este y el procesador. Para ello, el VRM
en lugar de proporcionar el voltaje especificado por el SVID le aplica un
offset al voltaje para que al procesador le llegue el voltaje especificado
mediante el interfaz SVID.
Desde el BIOS se puede establecer la máxima variación permitida
entre el voltaje pedido y recibido. Reducir mucho esta diferencia de
potencial puede ser peligroso para el equipo dado que al operar con
voltajes muy altos/bajos siguen existiendo picos de tensión debidos a
las variaciones de carga del sistema, que pueden alcanzar valores no
permitidos por procesador (Fig. 5.9).
5.5 control de potencia y rendimiento
El control de potencia y rendimiento en la placa Asus tiene tres mo-
dos de funcionamiento en función del agente que toma las decisiones
del control (SO, PCU o BIOS).Los estados para el
control de potencia y
rendimiento
definidos por Intel
pueden variar de los
definidos en el
estándar ACPI
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Figura 5.9: Transición voltaje de plena carga a reposo usando LLC.
Fuente: [7]
En el modo por defecto, el SO realiza el control de potencia y rendi-
miento. Para ello, se utiliza la tecnología Intel Speed Step (Sec. 5.5.2),
que es la implementación del estándar ACPI. Con este modo de fun-
cionamiento se utilizan los estados ACPI en los que cada núcleo opera
a una frecuencia y voltaje establecidos por fabricante (Anexo A.4).
El cambio a un nuevo estado lo decide el subsitema del SO encarga-
do del control de potencia y rendimiento. Para ello, se requiere un
controlador que aplique los cambios necesarios en el hardware.
Los estados de potencia y rendimiento de este procesador son PC0,
PC1, PC3 y PC6. En el estado PC0 al menos un núcleo está ejecutando
instrucciones. En cambio, el PC6 es el estado de reposo más profundo
en el que ciertas partes del procesador están apagadas. También hay
unos estados a nivel de núcleo: CC0, CC1, CC3 y CC6. Un estado PC
o CC mayor implica mayor ahorro energético y mayor latencia de
transición al estado de funcionamiento. Pero, volver al estado CC0
desde un estado CC profundo cuesta unas décimas de microsegundos
durante las cuales el núcleo no está ejecutando instrucciones. Además,
esta transición entre estados conlleva un mayor consumo energético.
Por tanto, una transición a un estado CC profundo para un corto
período de tiempo, puede resultar en un mayor consumo de energía
que la ahorrada durante la estancia en dicho estado.
Intel cuenta con un algoritmo que calcula la energía consumida
por una transición, en base al cual puede ignorase una orden del
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sistema operativo si el PCU considera que es ineficiente en términos
energéticos. El estado del procesador se define en función del estado
de menor ahorro energético de todos los núcleos. Es decir, si un núcleo
está en CC1 y resto en CC3 el estado del procesador será PC1.
El segundo modo utiliza la tecnología Intel Speed Shift (Sec. 5.5.3).
En este caso, se le especifica al PCU un rango de rendimiento y un
valor de eficiencia energética. Después, este realiza el control necesario
para que se cumplan dichas condiciones. Estos valores pueden ser
modificados por el SO mediante registros de modelo específico o MSR.
Esta técnica no supone una gran mejora en cuanto al ahorro energético
global [23]. Sin embargo, en sistemas con muchos picos de cargas
se consigue una mejora significativa en el rendimiento ya que los
cambios de frecuencias tienen menos latencia. Esto se debe a que el
ajuste lo realiza un hardware dedicado y se evita la traza de llamadas
al sistema del método anterior.
En el último modo de funcionamiento, el BIOS indica al PCU la fre-
cuencia y el voltaje. Esto se realiza mediante el bus PECI que conecta el
procesador con el controlador empotrado de la placa base. En este mo-
do, cada núcleo tiene un estado de reposo y otro de pleno rendimiento
[5]. La frecuencia máxima de cada núcleo se ajusta multiplicando la
señal BCLK por un entero. El ajuste del voltaje desde el BIOS se puede
realizar de tres formas diferentes:
Manual: el usuario especifica un voltaje para cada núcleo.
Offset: el usuario especifica un offset que se le aplica al voltaje
nominal.
Adaptativo: el PCU regula el voltaje de forma automática. Este
modo de funcionamiento es parecido al utilizado por la tecnolo-
gía Intel Speed Shift.
El control de temperatura lo realiza el PCU junto con el microcontro-
lador DTS.
5.5.1 Sensor Térmico Digital
El Sensor Térmico Digital o DTS es un microcontrolador integrado
en el procesador que monitoriza varios sensores de temperatura con
una resolución de 1oC [12]. Cuando alguno de estos alcanza una
temperatura crítica se activa el Circuito de Control Térmico o TCC
para reducir la temperatura. Para ello hay dos mecanismos diferentes:
Thermal Monitor 1 y 2 (TM1 y TM2). El primero utiliza la técnica de clock
gatting y el segundo hace DVFS (Sec. 2.2). Las temperaturas umbrales a
partir de las que se activan los mecanismos TM1 y TM2 se modifican
en el MSR IA32_THERM_INTERRUPT. Además, Intel usa el interfaz
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de comunicación PECI para que componentes de la placa base como
los ventiladores monitoricen la temperatura del procesador y regulen
su velocidad. T_JUNCTION es la
temperatura máxima
a la que un circuito
electrónico puede
operar sin que sufra
daños irreparables.
Mediante la señal PROCHOT# se le indica al VRM que disminuya
la potencia suministrada ya que el procesador se ha sobrecalentado.
Con temperaturas muy cercanas a la T_JUNCTION, se envía la señal
THEMALTRIP_N a la placa base y el equipo se apaga inmediatamente.
5.5.2 Enhanced Intel SpeedStep Technology
Enhanced Intel SpeedStep Technology (EIST) es la implementación de
Intel de los estados P o performance de ACPI [13, 16]. Para activar
esta tecnología, el BIOS durante el arranque debe escribir un 1 en el
bit 16 del MSR IA32_MISC_ENABLE. A continuación, el procesador
comienza a funcionar en el estado establecido por defecto. Cada
vez que el subsistema del SO encargado del control de potencia y
rendimiento quiera realizar un cambio de estado debe escribir en el
MSR IA32_PERF_CTL el identificador del estado objetivo. El estado
actual se consulta leyendo el MSR IA32_PERF_STATUS.
Los puntos de operación permitidos (pares frecuencia y voltaje)
están almacenados en el BIOS. Además, en el procesador hay un MSR
con los puntos de máximo y mínimo de rendimiento para asegurar
que el BIOS no permite establecer frecuencias y voltajes no permitidos.
La regulación del voltaje y frecuencia se realiza de manera indepen-
diente [22] para reducir el tiempo de indisponibilidad del procesador
durante la transición de un estado a otro (unos 10µs). Esta reducción
se debe a que el PCU incrementa el voltaje antes que la frecuencia. Por
tanto, el procesador puede seguir trabajando inmediatamente después
de cambiar la frecuencia ya que se tiene un voltaje suficientemente
alto para que el sistema no tenga problemas de estabilidad (Fig. 5.10).
Figura 5.10: Cambio de frecuencia usando EIST
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La utilización de esta técnica para el control de potencia y rendi-
miento supone una mejora en el rendimiento y ahorro energético
debido a que en momentos de mucha carga los núcleos que sean
necesarios operan en estados de alto rendimiento y después vuelven a
estados de menor rendimiento o hibernación.
5.5.3 Intel Speed Shift Technology
En los manuales de
Intel, esta tecnología












Intel Speed Shift Technology o ESST es una alternativa o mejora de
la EIST (Sec. 5.5.2). Este nuevo mecanismo de control de potencia y
rendimiento no tiene unos estados fijos sino que opera en un rango de
frecuencias y voltaje controlados de forma autónoma por el hardware
específico del procesador (PCU) [13, 23].
A continuación, se detalla el funcionamiento básico del contro-
lador que el SO necesita para utilizar ESST. El sistema lee el MSR
IA32_HWP_CAPABI-LITIES para averiguar el rango de rendimiento
del procesador. Este registro contiene 4 campos: Guaranteed_Performance,
Most_Efficient_Performance, Highest_Performance y Lowest_Performance.
Los últimos dos especifican el rango de rendimiento que se le pue-
de indicar al procesador y el primero hace referencia al rendimien-
to mínimo garantizado. Para cambiar el rango de rendimiento, el
controlador debe modificar el MSR IA32_HWP_REQUEST de cada
núcleo. Este registro contiene, entre otros, los siguientes campos:
Minimum_Performance, Maximum_Performance, Desired_Performance y
Energy_Performance_Preference. Estos campos son parecidos a los ante-
riores. Energy_Performance_Preference indica la política con la que se
realiza un cambio de frecuencia. Cuando su valor es bajo se prioriza el
rendimiento. Esto conlleva que ante un pico de carga se hará un cam-
bio brusco de frecuencia y voltaje. En cambio, cuando este valor sea el
máximo (0x0FF) los cambios de estados serán más conservadores.
El campo Desired_Performance indica el nivel de rendimiento ideal
para cada núcleo controlado. El control aplicado por el PCU es una
fusión de los dos requisitos anteriores y otros parámetros externos
como la temperatura y el nivel de potencia.
Esta tecnología tiene prioridad sobre la EIST cuando ambas son
activadas desde el BIOS. Su uso no supone en general un gran ahorro
energético en el consumo total del sistema. En cambio, en equipos con
muchos picos de carga sí que se consigue una mejora considerable
debido a que la transición de la frecuencia mínima a la máxima se
baja de 100ms con EIST a 35ms con ESST [23]. Esta reducción se debe a
que ya no hay una traza de llamadas del SO para cambiar de estado
dado que el hardware realiza todo este control.
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5.5.4 Intel Turbo Boost Max Technology 3.0
Es una característica de casi todos los procesadores de Intel que
permite que al menos uno de los núcleos incremente su frecuencia de
manera automática durante un tiempo si se cumplen ciertas condicio-
nes de potencia, temperatura y corriente consumida por el procesador.
El periodo durante el cual los núcleos elegidos permanecen en un
estado de rendimiento superior viene marcado por tres parámetros
configurables desde el BIOS: los niveles de potencia y temperatura y el
tiempo de la ventana de alto rendimiento.
En los procesadores Intel, la potencia máxima consumida viene
determinada por dos niveles de potencia. El nivel I coincide con el
TDP, es decir, la potencia consumida por el procesador en condiciones
normales será inferior a esta. En cuanto al nivel II, el fabricante de la
placa base lo ha establecido en 1,25 ∗ TDP, es decir, 175W. Este nivel
indica la potencia máxima que el procesador puede consumir durante
el periodo de tiempo establecido por la ventana de alto rendimiento.
Algo parecido ocurre con los niveles de temperatura (Sec. 5.5.1).
Figura 5.11: Comportamiento dinámico del Intel Turbo Max. 3.0
En caso de que el nivel térmico o el de potencia sean superados
durante un periodo de tiempo mayor al establecido por la ventana
de alto rendimiento se procede a activar los circuitos de ahogamiento
térmico o de potencia.
La tecnología Turbo Boost se activa solo cuando el sistema se en-
cuentra en el nivel I y la utilización del procesador es superior a cierto
umbral (Fig. 5.11).
En resumen, desactivar las tecnologías Intel Turbo y SpeedShift
durante los experimentos es crucial ya que permite establecer una
frecuencia fija en los núcleos del procesador.

6
E X P E R I M E N TA C I Ó N Y R E S U LTA D O S
En este capítulo se explica la instrumentación necesaria para medir
potencia en la plataforma Asus. Después, se exponen los programas
utilizados en los experimentos. Al final del capítulo, se definen los
experimentos a realizar y se analizan los resultados obtenidos.
6.1 medición
La placa base se conecta a la fuente de alimentación utilizando entre
dos y tres mangueras. La manguera principal presenta 24 pines y
se usa para suministrar corriente a todos los componentes excepto
al procesador. Para alimentar al procesador se utiliza la manguera
EPS12V de 8 pines, de los cuales cuatro son positivos (12V) y cuatro
negativos. Antes de llegar al procesador, esta corriente atraviesa los
reguladores de tensión de la placa base para ser transformados de 12V
a 1.85V aproximadamente (Sec. 5.4). Al principio se utilizó solo una de
las dos mangueras para alimentar al procesador. La experimentación
llevó a añadir la manguera EPS12V auxiliar, ya que al sobrepasar los
140W de consumo del procesador la tensión de entrada al VRM era
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Para la medición de potencia se seccionaron las dos mangueras
EPS12V para conectarlas al analizador de potencia Newtons 4th PPA
520 (Fig. 6.1). Dado que cada manguera EPS12V está compuesta por
ocho cables, se instaló una borna repartidora con dos polos (Fig. 6.2)
y 10 conexiones por polo [15]. Cada uno de los polos (barra con 10
orificios) se utiliza para conectar los cuatro cables de cada manguera
EPS12V. Por tanto, en el polo superior de la borna se juntan los ocho
cables positivos de alimentación en el mismo punto eléctrico y en el
polo inferior se reparten de nuevo para alimentar al procesador por
los conectores EPS12V de la placa base. Entre ambos polos se conecta
el amperímetro. Medir el voltaje requiere conectar el polo inferior
de la borna con uno de los cuatro cables negativos de alguna de las
mangueras EPS12V.
Con este conexionado se mide la potencia consumida por el procesa-
dor y el VRM. Para medir solo la potencia consumida por el procesador
se intentó analizar el circuito impreso de la placa base con el objetivo
de desoldar algún componente entre el VRM y medir en ese punto.
Debido a la compleja circuitería y reducido espacio no se encontró
ningún punto en el que se pueda desoldar y conectar el analizador de
potencia.
En la figura 6.3 se muestra el montaje final de la plataforma Asus.
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Figura 6.1: Conexionado eléctrico para la medición de potencia en la placa
Asus.
6.2 software
En esta sección se va a exponer el software empleado en los ex-
perimentos. Primero se trata el programa utilizado para torturar el
procesador y después se explica el proceso de recolección de datos se-
guido en los experimentos. La mayoría de los programas para ejecutar
pruebas y estresar un computador suelen ser estar disponibles solo
para Windows y macOS, lo que determinó el SO utilizado (Windows 10).
Uno de los programas utilizados es AISuite 3 [4], un software propie-
tario de Asus que proporciona una interfaz del BIOS desde Windows 10.
Permite modificar parámetros similares a los nativos del BIOS (Sec. A.6).
AISuite 3 presenta cuatro secciones: monitorización de sensores, ajustes
del VRM, regulación de los ventiladores y zona para overclocking. En
este TFG se utiliza la sección de los ventiladores, que permite dibujar
una gráfica para especificar la velocidad del ventilador en función de
la temperatura. También se utiliza la ventana de overclocking para mo-
dificar el voltaje y frecuencia de cada núcleo. Además, hay una opción
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Figura 6.2: Conexión de las mangueras EPS12V en la borna repartidora. En
la parte superior está la entrada al amperímetro y en la inferior
la salida.
para establecer una configuración óptima de todos los parámetros y
obtener la mejor relación entre consumo y rendimiento.
6.2.1 Tortura del procesador
Para tomar la mejor decisión se hizo un pequeño análisis parecido al
realizado en [55]. Las medidas y análisis de potencia consumida por el
procesador al ejecutar los principales programa de estrés disponibles
se encuentran en el A.5 llevó a utilizar Prime95 porque era el programa
que más potencia media consumía. Además, a diferencia de los otros
programas, el consumo era constante durante toda la ejecución.
Prime95 busca números primos de Mersenne y al encontrar uno
utiliza la prueba de Lucas-Lehmer para verificar su validez [57]. No sólo
estresa el procesador sino que comprueba la estabilidad del mismo, ya
que ante un falso positivo o negativo muestra un mensaje en el infor-
me generado. Puede ser ejecutado por línea de comandos o mediante
interfaz gráfica. Los parámetros configurables son el número máximo
de primos a buscar, el número de hilos o búsquedas de primos a eje-
cutar y el tamaño de las estructuras de datos utilizadas. Para este TFG
el tamaño de los datos a utilizar se ha configurado para que quepan
en la cache L2. También se habilita el uso de instrucciones pertene-
cientes a la extensión vectorial AVX-512. De esta forma, se ejecutarán
muchas instrucciones de cálculo, pocos saltos y apenas operaciones
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Figura 6.3: Entorno experimental de la plataforma Asus
de memoria, consiguiendo así un alto consumo de los núcleos del
procesador.
6.2.2 Recolección de datos
Los datos registrados en los experimentos provienen del analizador
de potencia y de los contadores de eventos de Intel. Por una parte, se
mide la potencia con el PPA 520 y se leen en tiempo real con ayuda
del programa PPALoG, en un proceso idéntico al descrito en la Sec. 4.1.
El resultado de esta medición es un fichero con el tiempo, voltaje,
intensidad y potencia registradas por el PPALoG cada segundo. Por
otra parte, también se toman medidas de sensores y eventos hardware
utilizando los siguientes programas HWiNFO e Intel VTune Amplifier.
HWiNFO es un programa con una interfaz gráfica que permite ver
en tiempo real el valor de la mayoría de sensores del equipo [25].
Muestra la temperatura y voltaje de cada núcleo y permite almacenar
los valores en un fichero CSV. Se probaron otras alternativas como
CPU-Z pero HWiNFO fue la más completa.
Intel VTune Amplifier es un programa desarrollado por Intel que
realiza un análisis de rendimiento basado en los eventos hardware e
identifica los cuellos de botella en el procesador. Una de las opciones
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más útiles es la de ejecutar un programa y registrar información sobre
él. Por ejemplo, en este proyecto se utiliza para ejecutar Prime95 y
registrar durante un tiempo determinado métricas como el número
de instrucciones ejecutadas o la ocupación del procesador.
Figura 6.4: Flujo de datos en los experimentos con la plataforma Asus.
Para analizar los datos experimentales, se implementó un script en
Python que lee los ficheros CSV almacenados por cada programa y
sincroniza los datos. La sincronización no se puede hacer utilizando
el tiempo registrado en cada fichero ya que el reloj del analizador de
potencia cambia su valor durante algunos experimentos. Por tanto, se
implementó un algoritmo para sincronizar las medidas basándose en
el brusco cambio de la potencia consumida por el procesador cuando
este empieza a ejecutar el programa de tortura. Finalmente, con los
datos del experimento ya filtrados se genera la gráfica correspondiente.
La Fig. 6.4 muestra el flujo de datos durante los experimentos.
6.3 experimento 1 : potencia dinámica y frecuencia
6.3.1 Descripción
Con este experimento se pretende obtener una caracterización de
la potencia dinámica al variar la frecuencia. Para ello, hay que variar
la frecuencia del procesador manteniendo la temperatura constante,
para que no varíe también la potencia estática (dependiente de la
temperatura) y enmascare los resultados.
En cada fase del experimento se varía la frecuencia desde 1,2GHz
hasta 3,2GHz en incrementos de 200MHz. La temperatura se mantiene
constante a 60oC mediante la funcionalidad de regulación de los








inferior a los 59oC.
ejecutar Prime95 durante 10 minutos para verificar que el sistema es
estable. El voltaje usado por los seis núcleos es de 1,0V. Al escoger
la temperatura se debe comprobar que el ventilador es capaz de
disipar suficiente calor para tener una temperatura del procesador
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de 60oC. Además, se debe comprobar que al establecer la mínima
frecuencia y reducir la velocidad del ventilador al máximo, se genera
la temperatura necesaria para alcanzar los 60oC.
El experimento se ejecuta sobre los seis núcleos utilizando 12 hilos
independientes de Prime95 buscando cada uno números primos du-
rante 3 minutos. Las medidas se toman cada segundo, obteniendo 180
muestras en cada punto del experimento. Como muestra más repre-
sentativa se toma la mediana. Esto evita tomar un espurio como valor
de referencia de un punto del experimento. Todos los experimentos
de este TFG se han realizado con las tecnologías Intel Speed Step, Speed
Shift y Turbo desactivadas. Esto se hace para que el BIOS se haga cargo
del control de potencia y rendimiento, evitando así que el SO o el PCU
se encarguen de este control(Sec. 5.5).
6.3.2 Resultados
En la figura 6.5 se observa que la potencia medida con el PPA 520
tiene una varianza despreciable. Los cinco espurios que hay pertenecen
a las primeras medidas tomadas donde el procesador todavía está
en un periodo transitorio ya que no se ha conseguido estabilizar la
temperatura. Este diagrama respalda la decisión anterior de tomar la
mediana como muestra representativa de cada punto del experimento.
Figura 6.5: Distribución de la potencia medida con el PPA 520 a una frecuen-
cia de 1.4GHz, voltaje del núcleo de 1.0V y temperatura constante
a 60oC.
En la figura 6.6 se muestran los puntos obtenidos en este experimen-
to. A partir de estos puntos se hace una regresión lineal y se obtiene
la recta Pdin = 34,026 ∗ f + 29,4592. Las medidas se ajustan bastante
bien a la recta.
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Figura 6.6: Potencia medida con el PPA520 variando la frecuencia entre
1.2GHz y 3.2GHz con incrementos de 200MHz. La temperatura y
el voltaje se mantienen constantes a 60oC y 1.0V
En el blog de Henry se realiza este mismo experimento con un
procesador de la generación Sandy Bridge de 32 nm y otro de 22nm de
la generación Ivy Bridge [21]. Las relaciones obtenidas entre la potencia
dinámica y la frecuencia son Pdin−Ivy = 20,1 ∗ f + 0,5659 y Pdin−Sandy =
19,0 ∗ f + 0,0819. Es decir, la potencia dinámica tiene un factor de
incremento mayor en el caso de los procesadores con transistores 2D
(Sandy Bridge) que en el de los procesadores con transistores 3D (Ivy
Bridge). Esto es lógico ya que los transistores 3D tienen una menor
latencia de conmutación. Comparando nuestro procesador (generación
Skylake) con los utilizados por Henry se obtiene que la potencia en
Skylake se incrementa mucho más rápido al aumentar la frecuencia
que en los procesadores analizados por Henry (Fig. 6.7). Esto se debe
a la composición de cada procesador ya que la capacidad de cada uno
es diferente. También influye la actividad del procesador debido a que
los experimentos se realizaron con diferentes versiones de Prime95
que utilizan instrucciones vectoriales distintas.
6.4 experimento 2 : potencia y voltaje
6.4.1 Descripción
El objetivo de este experimento es obtener la relación que existe
entre el voltaje y las potencias dinámica (Pdin) y estática (Pest) en
la plataforma Asus. Para ello se realizan tres medidas (P1 y P2) a
temperatura constante (a fin de que que no varíe la potencia estática),
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Figura 6.7: Variación de la potencia dinámica al incrementar la frecuencia
a temperatura y voltaje fijo. Se compara el procesador Skylake
utilizado en este experimento con otros dos de las generaciones
Ivy Bridge y Sandy Bridge.
en las que en consecuencia solo se varía la frecuencia. Considerando
la Ec. 2.5 esto da lugar a un sistema de dos ecuaciones (para P1 y P2
respectivamente) y dos incógnitas (Pest y V), de las que se pueden
despejar Pest y AC (Ecs. 6.1, 6.2 y 6.3). Los voltajes desaparecen porque
las muestras escogidas han sido obtenidas con el mismo voltaje.
∆Pdin= P2 − P1 = Pest_2 + ACV22 f2 − Pest_1 − ACV21 f1 (6.1)
AC =
∆Pdin
V22 f2 −V21 f1
=
∆Pdin
f2 − f1 (6.2)
Pest = P2 − Pdin
= P2 − ACV22 f2 = P2 −
∆Pdin




P1 f2 − P2 f1
f2 − f1 (6.3)
Aunque sólo son imprescindibles dos experimentos a dos frecuen-
cias distintas, se decidió realizar tres experimentos para dar más
solidez a los resultados. Cada experimento consta de tres fases, cada
fase a una frecuencia (2,0GHz, 2,3GHz y 2,6GHz respectivamente),
y tomando medidas en 11 puntos diferentes, durante tres minutos
en cada uno. La única diferencia entre estos puntos es el voltaje de
los núcleos del procesador. El rango de voltajes se varía desde 0,75V
hasta 1,1V con incrementos de 35mV. Durante todo el experimento se
mantiene una temperatura constante de 65oC.
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Figura 6.8: Potencia medida con el PPA520 variando el voltaje entre 0.75V
y 1.1V a temperaturaconstante (65oC) repitiendo el experimento
con tres frecuencias: 2.0GHz, 2.3GHz y 2.6GHz
Para elegir el voltaje mínimo (0,75V), se realizó un test de estabili-
dad del sistema. Para ello, se ejecutaron 12 hilos de Prime95 durante
10 minutos a la frecuencia máxima del experimento (2,6GHz). Si al
final de los 10 minutos no se ha encontraba ningún fallo, se volvía a
decrementar el voltaje hasta encontrar el voltaje mínimo para el cuál el
sistema es estable. Una vez encontrado el voltaje mínimo, se comproba-
ba la temperatura máxima que es capaz de generar el procesador con
el ventilador a la velocidad mínima con frecuencia y voltaje mínimos
(2,0GHz y 0,75V). A continuación, se buscaba el voltaje máximo al
cual el ventilador es capaz de mantener el procesador a la temperatura
obtenida en el paso anterior. Este último paso se realizaba con una
frecuencia de 2,6GHz, que es el punto que más calor genera de todo
el experimento. En todos los casos se ha tomado la mediana como
muestra representativa de un punto del experimento.
6.4.2 Resultados
En la figura 6.8 se muestra la variación de la potencia total consu-
mida por el procesador al incrementar el voltaje. Se observa que la
potencia crece linealmente con el voltaje, lo que se contradice con el
modelo de potencia esperado (2.5).
Estos resultados sólo pueden deberse a que no se han consegui-
do establecer correctamente algunas condiciones del experimento.
Para tratar de solucionarlo se repitió este experimento varias veces
realizando diferentes cambios.
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Primero, se consideró el hecho de que el primer mecanismo de
defensa térmica de este tipo de procesadores consiste en la inyección
de instrucciones nop (de bajo consumo) en el pipeline. Esto se podría
detectar analizando el número de instrucciones por segundo (IPS). Por
ello se recurrió a un análisis de rendimiento utilizando el programa
Intel VTune Amplifier. Sin embargo, el IPS no cambia en ninguna de
las partes del experimento a frecuencia constante, ya que se ejecuta el
mismo número de instrucciones independientemente del voltaje del
procesador, por lo que se desestimó esta posible causa.
Después, se repitió el experimento ejecutando Prime95 en un solo
núcleo a 50oC, para descartar la posibilidad de que el procesador
aplique ahogamiento térmico o de potencia (por rebasamiento de tem-
peratura o de potencia; ver Sec. 5.5.4). Los resultados fueron parecidos
a los mostrados en la Fig. 6.8.
En otro experimento, se cambió a 0 el valor del parámetro AVX Ins-
truction Core Ratio Negative Offset desde el BIOS. El valor de esta opción
en el experimento mostrado en la figura 6.8 era Auto. Esto implica
que al ejecutar un programa con muchas instrucciones vectoriales el
PCU puede reducir automáticamente la frecuencia y el voltaje de los
núcleos del procesador que considere necesario para evitar que este
caliente. Esto tendría sentido al ejecutar Prime95 ya que la mayoría
de instrucciones que se ejecutan son vectoriales. El experimento sin
embargo volvió a producir resultados aproximables a una función
lineal.
También, se midió la potencia consumida por todo el equipo directa-
mente en el enchufe. El objetivo de este experimento es corroborar que
el procesador solo se alimenta por las mangueras EPS12V y no por
la manguera principal que alimenta al resto del equipo (Fig. 6.1). El
resultado fue el esperado: la diferencia de potencia entre las medidas
del vatímetro conectado a la red eléctrica y el PPA 520, que mide la
potencia del procesador, es constante durante todo el experimento.
Esta diferencia corresponde al consumo de la fuente de alimentación
y del resto de componentes de la placa base.
Tras el análisis de resultados de todos los experimentos anteriores,
se concluye con la siguiente hipótesis: el procesador realiza un ajuste au-
tónomo del voltaje aplicado a los núcleos del procesador en ciertas condiciones
independientemente de la configuración especificada en el BIOS o programa
AISuite 3. De hecho, en el manual de Intel para desarrolladores soft-
ware [28] se especifica que el PSU podría ignorar una orden del SO
para no entrar en un estado de reposo (estado C) debido a que no es
eficiente, como ya describimos en la Sec. 5.5. Algo parecido podría
estar ocurriendo en este caso cuando el BIOS le pide al PCU que aplique
un voltaje especificado por el usuario. Este podría ignorar la orden del
BIOS al considerar que ese nuevo voltaje es ineficiente energéticamente.
La diferencia de este experimento con el caso que se recoge en el
manual de Intel es que no se utiliza el estándar ACPI (no hay estados
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C) y que las órdenes del control de potencia y rendimiento lo hace el
BIOS a través del bus PECI y no el SO.
6.5 experimento 3 : potencia estática y temperatura
6.5.1 Descripción
Este experimento persigue determinar la variación de la potencia
estática con el cambio de temperatura del procesador. Se ha fijado
una frecuencia de 2.0GHz y un voltaje de 1.0V. En cada punto del
experimento, primero se regula la temperatura con la aplicación AISui-
te 3. Después se lanza Prime 95 con 12 hilos independientes mediante
el interfaz gráfico. Tras esto, se espera un tiempo para que la tem-
peratura del procesador se estabilice y se inician los programas de
recolección de datos. En cada punto del experimento se toman 180
medidas durante tres minutos. Al terminar un punto del experimento,
se apagan solo los programas de recolección de datos y se vuelve a
regular la velocidad del ventilador para el siguiente punto. La dife-
rencia de temperatura entre cada punto es de 5oC. El experimento
finaliza a los 75oC ya que a partir de esta temperatura es probable
que el procesador realice ahogamiento térmico y esto influiría en las
medidas de potencia.
6.5.2 Resultados
La potencia estática es proporcional al inverso de una función expo-
nencial con la temperatura en el exponente:
Pest ∝ e(−qVth/kT) (6.4)
Es decir, la forma de la función es parecida al de un logaritmo. Dado
que la potencia dinámica no varía, el cambio en la potencia observado
en el experimento se debe a únicamente a la potencia estática.
Los puntos medidos en el experimento se aproximan sin embargo
a una función lineal. Esto sucede porque las temperaturas medidas
no son tan extremadamente altas como para ver llegar a ver la zona
asintótica. Para alcanzar esta zona se tendría que probar a deshabili-
tar todas las medidas de protección relacionadas con la temperatura
(Sec. 5.5.1). Esto permitiría realizar el experimento a mayores tempe-
ratura sin ahogamiento térmico, aunque asumiendo un riesgo muy
probable de estropear el procesador.
6.5.3 Conclusiones
El estudio de la gestión de potencia y rendimiento de esta plata-
forma ha supuesto un gran reto debido a la poca documentación
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Figura 6.9: Variación de la potencia estática medida con el PPA520 al cambiar
la temperatura. Se varía la temperatura entre 42oC y 75oC.El
voltaje y la frecuencia están fijos a 1.0V y 2.0GHz.
disponible. Los resultados obtenidos en el segundo experimento (Sec.
6.4) evidencian la existencia de un mecanismo autónomo de control
térmico o de consumo que se activa cuando los ajustes establecidos
por el usuario o el SO son ineficientes.
7
C O N I D E R A C I O N E S F I N A L E S
7.1 conclusiones
En la primera parte del proyecto se ha instrumentado un entorno
experimental para obtener el comportamiento térmico y energético
de una Raspberry Pi. Además, se detallaron los pasos y herramientas
necesarias para replicar el estudio realizado. También se documenta-
ron los planos de control de voltajes y frecuencias de la placa junto
con la gestión de potencia y rendimiento. Al analizar los resultados
descubrimos las limitaciones que este equipo tiene y sus implicaciones
en los resultados.
En la segunda parte del proyecto se hizo un análisis del mercado de
las placas base identificando las características recomendables para rea-
lizar overclocking. Después, se configuró y montó el equipo adquirido,
y se configuró y documentó el entorno experimental necesario para
modelar su comportamiento energético y térmico. A continuación, se
documentó la gestión de potencia y rendimiento de la plataforma com-
binando información de diferentes fuentes dado que la documentación
proporcionada por los fabricantes es muy escasa. Este estudio permite
conocer las implicaciones de las diferentes tecnologías utilizadas en el
comportamiento de la plataforma.
Con los experimentos realizados en la plataforma Asus se descu-
brió que la potencia se incrementa linealmente con el voltaje, y no
cuadráticamente como se esperaba a partir del modelo habitual de
potencia. Esto se debe a que la unidad de control de potencia del
procesador hace un ajuste autónomo del voltaje en caso de encontrar
una configuración más eficiente que la impuesta por el SO o el BIOS.
La principal conclusión de este trabajo es que incluso con un equipa-
miento altamente configurable, pueden existir mecanismos de control
térmico o de consumo que alteren las medidas de potencia, cuya
posibilidad de gestión habrá que seguir estudiando, incluyendo la
posibilidad de recurrir a otros modelos de placa o procesador.
7.2 trabajo futuro
El trabajo realizado hasta el momento abre varias vías de continui-
dad que exponemos a continuación.
Adquirir un nuevo procesador Intel de la familia Skylake-X Re-
fresh y repetir los experimentos en la misma placa base. Con esto
se podría obtener una comparación del comportamento ener-
gético y térmico entre dos procesadores muy similares con dos
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años de diferencia. En este nuevo proyecto bastaría con montar
el nuevo procesador y seguir las instrucciones del Cap. 6.
Evaluación de algoritmos de planificación tiempo real para mul-
tiprocesadores sensible a temperatura y energía en la plataforma
Asus basándose en la caracterización térmica y energética ob-
tenida en este TFG. Estos resultados servirían para validar los
diferentes algoritmos desarollados por el Grupo de Arquitectura
de Computadores de la Univ. de Zaragoza (GaZ) y el grupo de
Ingeniería de Control de la Unidad Guadalajara del Centro de
Investigaciones y Estudios Avanzados (CINVESTAV) de México.
Desarollo de un controlador para Linux que ofrezca una interfaz
parecida al de la aplicación AISuite 3.
Desarollo de un controlador para el módulo CPUFreq de Linux
que permita realizar un control personalizado de la potencia y
rendimiento.
Adquisición y montaje un sistema de refrigeración líguida en
la plataforma Asus. Esto ofrecería un control de temperatura
más preciso y con mayor poder de refrigeración que el realizado
en este TFG dado que la capacidad de absorción del agua es
mayor que la del aire. Por tanto, se podrían repetir todos los
experimentos con unos rangos de frecuencias y voltajes más
amplios y obtener así una caracterización aún más completa.
Realizar ingeniería inversa al programa AISuite 3 para obtener
más información del control de potencia y rendimiento realizado
por la plataforma Asus. Esto permitiría averiguar de forma más
precisa la comunicación entre BIOS y PCU (Sec. 5.5)
Construir un ventilador regulable por PWM e implementar un
módulo para el control de temperatura para la Raspberry Pi [2].
A
A N E X O S
a.1 diagrama gantt del proyecto
En esta sección se muestra el diagrma de Gantt del proyecto. En él
no están incluidas las horas de trabajo previo, dedicadas a la parte de


















































































































































































































































































































































Figura A.1: Diagrama de Gantt
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a.2 velocidad de conmutación mosfet
Los transistores MOSFET tienen tres zonas de funcionamiento: corte,
óhmica y saturación. Cuando está en corte no hay conducción entre
el drenador y la fuente, mientras que en las otras dos sí que conduce.
Por tanto, un transistor que está conduciendo para dejar de hacerlo,
debe salir de la zona de saturación, pasar por la óhmica y llegar a
la zona de corte. Este tiempo de conmutación viene marcado por el
tiempo de carga o descarga del condensador que está conectado a la
salida del transistor (Fig. 2.2).
Las condiciones de conducción entre el drenador y la fuente en las









donde IDS representa la intensidad entre el drenador y la fuente, VGS
la tensión entre la puerta y fuente y k es una constante que depende de
la anchura del canal entre drenador y fuente. Vth es la tensión umbral
que se debe superar para que un transistor NPN empiece a conducir.
Figura A.2: Tiempo de conmutación
en un MOSFET
Figura A.3: Zonas de funcionamiento
de un MOSFET
Partiendo de un transistor que se encuentra en saturación en el
punto A de la Fig. A.3 (t = 0 y VDS = VDD) con una corriente de
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Figura A.4: Esquema puerta NOT con dos MOSFET
conducción IDS del transistor Q1, se obtiene que la tensión de salida
de la puerta NOT (Fig. A.4) es:
Vo = VDD − QCL = VDD −
tIDS
CL




siendo Q la carga perdida y CL la capacidad del condensador en un
instante t.
Cuando Vo = VDS1 = VGS1 −Vth (Fig. A.3, punto B), se pasa a la zona




k(VDD −Vth)2 ∗ CL (A.2)
A partir del instante t = t1, la descarga del condensador se realiza
como un circuito compuesto por una resistencia (rDS1) y un condensa-
dor. Para hallar el tiempo restante t2 en el que la salida de la puerta
NOT pasa de un valor lógico 1 a 0, hay que despejar t2 de la ecuación
A.3
V0 = V0(t = t1)e
−(t−t1)







τ = rDS1CL =
CL
k(VDD −Vth) (A.4)




El tiempo de propagación de la puerta NOT de nivel alto a bajo o
viceversa viene determinado por:








De la ecuación A.6 se observa que para conseguir una alta velo-
cidad de conmutación se necesita una pequeña tensión de umbral
y capacidad del condensador adyacente, mientras que la tensión de
alimentación y la constante de transconductancia k deben ser lo más
altas posible. Relacionando la ecuación A.6 con la frecuencia de un





Respecto a la potencia dinámica, es proporcional a la actividad
(número de puertas que conmutan simultáneamente, A) y la carga
capacitiva del circuito integrado. También hay que tener en cuenta
una pequeña pérdida debida a la fuga por cortocircuito entre fuente
y masa mientras el transistor está en zona la óhmica, aunque está se
puede considerar despreciable en la mayoría de los casos.
Pdin = ACV2F + tHL AVIshort ' 12CV
2F (A.8)
a.3 gestión de energía y rendimiento en linux
El escalado de rendimiento de CPU en Linux se realiza por medio de
un subsitema llamado CPUFreq (CPU Frequency Scaling) que está com-
puesto por tres capas: núcleo (core), gobernadores (scaling governors)
y drivers de escalado (scaling drivers). El CPUFreq core proporciona
el bloque necesario para comunicarse con el scheduler y gestionar
los diferentes gobernadores. También es capaz de comunicarse con la
interfaz de usuario desde la cuál se puede modificar y consultar el
estado del control de rendimiento (performance scaling). La principal
función de esta parte es independizar el control de potencia y rendi-
miento del sistema de la plataforma hardware.
Los scaling governors son los algoritmos o políticas específicos de cada
sistema que establecen la relación entre el rendimiento y consumo
energético de un sistema. Alguno de ellos usan parámetros como el
nivel de batería o la carga de trabajo del equipo. Los gobernadores
disponibles en el SO Linux utilizado en la Raspberri Pi en este TFG son:
conservative, ondemand, userspace, powersave, y performance.
Por último, el scaling driver es el firmware encargado de realizar los
cambios en el hardware para que la elección tomada por la política
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de gestión de energía tenga efecto. Los drivers son dependientes del
sistema y solo se permite tener registrado/activo uno de ellos[58].
A continuación, se explica el funcionamiento de CPUFreq en Rasp-
bian, el SO instalado en la Raspberry utilizada en este TFG.
Durante el proceso de arranque el cargador del sistema o bootloa-
der establece una tensión y frecuencia por defecto. Tras cargar los
módulos más importantes del sistema, como el driver de la sd, se
carga un módulo con el controlador de energía usado por el equi-
po. A continuación, se crea el struct cpufreq_driver y se completa
con características del sistema relacionadas con control de potencia
y rendimiento. Por ejemplo, contiene una tabla con las frecuencias
disponibles, la latencia de transición de frecuencia o la frecuencia
actual. En el caso de la Raspberry Pi 3B, las frecuencias máximas y
mínimas con las que se completa este struct están especificadas en el
fichero /boot/config.txt bajo las variables arm_freq y arm_freq_min,
respectivamente.
Al invocar la función cpufreq_generic_init(strcut cpufreq_policy
*policy...) se completa el struct cpufreq_policy con la informa-
ción relativa al hardware proporcionada por el driver. Cada conjunto
de CPUs que compartan algún registro hardware relacionado con el
control de potencia y rendimiento estará representado por un único
struct cpufreq_policy. Este struct contiene la máscara de CPUs a las
que representa, las frecuencias soportadas, etc. En el siguiente paso,
CPUFreq crea el interfaz que permite al usuario modificar y consultar
los estados de consumo y rendimiento del sistema. Para ello, en Rasp-
bian se crea un kobject en el directorio /sys/devices/system/cpu/.
Posteriormente se añade a la estructura cpufreq_policy un punte-
ro al gobernador utilizado por defecto. De esta manera al cambiar
de gobernador desde espacio de usuario, solo hay que invocar una
función que cambie el gobernador apuntado por dicho campo. Una
vez iniciado el gobernador, el planificador o scheduler se encarga de
la actualización periódica de los gobernadores invocando a la fun-
ción handle_update() del subsistema CPUFreq. A su vez, este invoca
al gobernador correspondiente, que invoca al driver para aplicar los
cambios necesarios en el hardware.
Los gobernadores disponibles en Raspbian son:
performance: el procesador siempre opera a la máxima frecuen-
cia
powersave: el procesador siempre opera a la mínima frecuencia
userspace: el usuario elige una de las frecuencias posibles del
procesador escribiendola en el fichero /sys/devices/system/
cpu/cpufreq/cpuX/policy0/scaling_setspeed
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ondemand: la frecuencia se establece según el ratio de utilización
del procesador en el periodo anterior. El tiempo transcurrido
entre actualizaciones se puede modificar desde el espacio de
usuario. También se puede establecer un umbral de utilización a
partir del cuál la CPU en cuestión pase a ejecutarse a su máxima
frecuencia.
conservative: es muy parecido al gobernador ondemand pero,
aquí los cambios son menos agresivos dado que se realizan pe-
queños incrementos o decrementos de la frecuencia. Además, el
periodo en actualizaciones del estado energético del procesador
es más grande.
En la figura A.5 se muestra un diagrama con los módulos principales
de CPUFreq. También hay un un resumen de la pila de invocaciones
realizadas durante el inicio del SO (flechas 1-4) y la actualización
periódica del estado de energía y rendimiento (flechas 5-7.3).
Figura A.5: Diagrama de bloques y ejecución de CPUFreq en la Raspberry Pi
3B
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a.4 advanced configuration and power interface
El Advanced Configuration and Power Interface o ACPI es un estándar
definido por empresas como Intel o Hewlett-Packard para establecer
una interfaz común para el control de potencia y rendimiento de una
máquina. Esta interfaz se define tanto desde el punto de vista del
hardware como del software.
Los principales componentes del estándar ACPI son los registros,
el firmware y las tablas de descripción del sistema (Fig. A.6). En las
tablas ACPI de descripción del sistema se describe en lenguaje máquina
de ACPI (AML) el interfaz hardware. Por ejemplo, estas tablas contienen
los pares de frecuencia y voltaje permitidos por el procesador. Los
registros ACPI son los registros del equipo que se deben modificar en
el control de potencia y rendimiento. Por útlimo, el firmware ACPI es
un código que, basándose en los registros y tablas ACPI, implementa
acciones básicas de control como el arranque, apagado o cambio de
estado de potencia y rendimiento de un componente dado.
Figura A.6: Relación entre los principales componontes del estándar ACPI.
Fuente: [9].
Para llevar a cabo este control, el subsitema del SO encargado del
control de potencia y rendmiento (OSPM) se comunica con un contro-
lador que interpreta el código AML de las tablas ACPI y proporciona la
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información necesaria al SO para que realice dicho control. Después,
el firmware ACPI aplica los cambios especificados por el OSPM. La
implementación del intérprete y el firmware que aplica los cambios
en el hardware se suele hacer en un mismo controlador o driver.
La interfaz definida por ACPI permite controlar la energía consumida
por cada componente que conforma un equipo informático. Para ello,
primero se definen los siguientes estados de funcionamiento global
del sistema:
G3 - Mechanical Off : el equipo no está conectado a una fuente de
energía eléctrica.
G2 - Soft Off : estado de larga duración en el que el hardware no
ejecuta código.
G1 - Sleeping: estado en el que no se ejecuta código del usuario.
Por ejemplo, al suspender un equipo se entra en este estado.
G0 - Working: estado de funcionamiento normal del sistema en
el que se ejecuta código del usuario y SO.
Legacy: se entra en este estado cuando algún componente no es
compatible con el estándar ACPI.
Ciertos componentes como los discos duros se pueden controlar de
forma individual mediante los estados D:
D3 - Off : apagado
D3 - hot: estado de ahorro energético en el que se almacena
parte del contexto del componente. En ciertas ocasiones, puede
que sea necesario un reinicio del dispositivo para su correcto
funcionamiento.
D2: estado de menor ahorro energético que el D3 pero en el que
se guarda más información del contexto.
D1: estado de reposo en el que menos energía se ahorra y más
información del contexto se almacena. Para volver al estado D0
nunca es necesario un reinicio del componente.
D0 - Fully-On: componente en pleno funcionamiento.
Además, el estado G1 se divide en otros cinco estados donde S1
corresponde al estado menos profundo ya que el equipo consume
mucha más energía que en el estado S5.
En el estado G0 se definen los estados C de reposo para el procesador
(Fig. A.7):
C0: el procesador ejecuta instrucciones
C1: el procesador ya no ejecuta instrucciones
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Figura A.7: Estados ACPI y sus relaciones. Fuente: [9].
C2: estado de mayor ahorro energético y con una mayor latencia
de transición al estado C0.
C3: en este estado las caches L3 mantienen el estado pero ya no
realizan snooping.
Estos estados se definen a nivel de procesador (estados Package C o
PC) y de núcleo (estados Core C o CC). El estado del procesador lo
determina el estado del núcleo de menor profundiad. Es decir, si un
núcleo se encuentra en el estado CC1 y el resto en el CC3 el estado del
procesador será PC1.
A su vez, el estado C0 se divide en estados P o performance. El
número de estados P depende del modelo del procesador y también
están definidos a nivel de núcleo. P1 corresponde al estado de máximo
rendimiento y consumo energético mientras que en el estado Pn se
obtiene un rendimiento bajo.
Por último, en el estado C0 existen unos estados especiales (estados
T) de baja potencia a los que accede cuando el procesador supera unos
umbrales de temperatura y se aplica el ahogamiento térmico.
a.5 elección programa para estresar el procesador
Los candidatos a ser elegidos como programa de estrés del proce-
sador para este proyecto son: Prime95, AIDA64, Intel Extreme Tuning
Utility y OCCT. La prueba realizada consiste en ejecutar cada programa
y analizar los consumos de potencia.
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Figura A.8: Comparación de potencia por los siguientes programas de estrés:
Prime95, AIDA64, Intel Extreme Tuning Utility y OCCT
A partir de la gráfica A.8 se obtiene que el mejor programa para
este caso es Prime95 dado que es el que más potencia media consume
y además los hace de manera constante.
a.6 bios
A continuación, se muestra un lista con los apartados y opciones
(en azul) más relevantes que se pueden modificar desde la BIOS de la
placa ASUS RAMPAGE VI EXTREME OMEGA:
CPU Configuration
• CPU Power Management Configuration
◦ Autonomous Core C-State: estados de reposo o bajo
rendimiento
◦ Intel Speed Shift Technology
◦ MFC Mode Overrirde: si se activa se podrá descativar el
Turbo 3.0 desde la aplicación de Intel. En caso contrario,
los estados turbo son gestionados por el SO.
• Active Processor Cores: permite apagar un núcleo por com-
pleto
• Maximum CPU Core Temperature: temperatura máxima
permitida por un core.
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Extreme Tweaker: desde esta sección se realizan la mayoría de
controles usados para el overclocking.
• Ai Overclock Tuner: manual o auto. Se utiliza para ajustar
el BCLK. En modo manual se especifica la frecuencia del
bus con una precisión de 1MHz (por defecto son 100MHz).
• ASUS MultiCore Enhancement: la optimización turbo se
realiza según las heurística de ASUS. Si se desactiva esta
opción, los estados Turbo son gestionados por Intel.
• AVX Instruction Core Ratio Negative Offset
• AVX-512 Instruction Core Ratio Negative Offset
• CPU Core Ratio: frecuencia de los núcleos. En auto la fre-
cuencia se ajusta según las condiciones del equipo, con Sync
All Cores el usuario establece la misma frecuencia a todos
los núcleos y by core usage permite ejecutar cada núcleo a la
frecuencia y tensión especificado por el usuario.
• Min, Máx CPU Cache Ratio: frecuencias máximas y míni-
mas de la caché L3.
• CPU SVID Support: si se desactiva esta opción el procesador
ya no comunica a los VRM el voltaje necesario.
• DRAM Timing Control: panel de control y monitorización
de los ciclos de latencia de la DRAM
• External Digi+ Power Control: desde este menú se pueden
ajustar parámetros relacionados con los reguladores de
la fuente como el LLC, la corriente máxima a través del
canal que alimenta el procesador, etc. También se puede
ajustar la frecuencia de los VRM, los voltajes de arranque
de los princiaples dominios eléctricos procesador (núcleos,
sistema agente y entrada/salida).
• CPU Power Management: este panel sirve para ajustar pa-
rámetros relacionados con el control de potencia interno
del procesador.
◦ Enhanced Intel SpeedStep Technology
◦ Turbo Mode
◦ CPU Integrated VR Current Limit: intensidad máxima
de los reguladores de tensión integrados. Aumentando
este valor se evitan iniciar el proceso de ahogamiento de
potencia debido a que la potencia consumida durante
un periodo de tiempo es demasiado alta.
◦ CPU Integrated VR Fault Management
◦ CPU Integrated VR Efficiency Management: regula la
eficiencia de los reguladores integrados.
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• Tweaker Paradise: apartado con las configuraciones de los
PLLs y voltajes del controlador de memoria.
• CPU Input Voltage: voltaje del raíl principal (VCCIN)que
alimenta el procesador. Desde la BIOS permite un rango
entre 0.8V y 2.7V, aunque los valores de funcionamiento en
condiciones normales están entre 1.55V y 1.80V.
• DRAM Voltage: voltaje de los railes que alimentan dos
controladores de memoria.
• CPU VCCIO Voltage: voltaje del raíl que suministra energía
al dominio eléctrico de la entrada/salida del procesador.
• CPU System Agent Voltage: tensión de entrada al sistema
agente.
• Uncore Voltage Offset: establece un offset respecto a la
tensión nominal de otros dominios internos del procesador.
Por ejemplo, la Unidad de Control de Potencia ( PCU).
• CPU Core voltage: voltaje que alimenta los cores. Este atri-
buto no permite regular la tensión de cada núcleo por
separado.
• CPU cache Voltage: voltaje suministrado a la caché L3.
• PCH Core Voltage: tensión de fucnionamiento del PCH.
• PLL voltage: voltaje del PLL principal que genera el reloj
del sistema.
a.7 principales características del procesador intel
utilizado
Las características más relevantes del procesador Intel Core i7-7800X
utilizado en este proyecto son las siguientes:




Caché L3 compartida: 8,25MB
TDP: 140W
Temperatura máxima: 100 oC
Canales de memoria: 4
Tamaño máximo de memoria: 128GB
Tipo de memoria: DDR4− 2400
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Tecnologías para el control de energía y rendimiento: Intel Turbo
Boost Max 3.0, Intel Speed Step e Intel Speed Shift
Extensiones vectoriales: Intel SSE4.1, Intel SSE4.2, Intel AVX2,
Intel AVX-512 e Intel AVX-512 FMA
a.8 fuente de alimentación





placa base de Asus
muy parecida [35] .
Dicho equipo con el
procesador a 4.8GHz
y 1.27V consumía




La elección de la fuente de alimentación o PSU se realizó en función
de la potencia máxima requerida, estimada en unos 300W. Se optó por
una fuente de alimentación RMx Series RM750x, que suministra una
potencia máxima de 750W, para posibilitar futuras ampliaciones. Es
una fuente modular con una eficiencia del 93% para 400W y 92% para
250W. Tiene dos puertos para conexiones EPS12V mediante los que
se alimenta al procesador, uno de 24 pines para la placa base, cuatro
para componentes instalados en el PCIe y nueve para conectores SATA.
a.9 refrigeración
El ventilador instalado es un Noctua NH-U9S. Tiene un disipador
de aluminio de 807cm3 y 10 caleoductos [41]. El ventilador tiene
un amplio rango de velocidades (400rpm − 2000rpm) y un caudal
máximo de 79m3/h. Por el momento, solo hay acoplado un ventilador
pero existe la posibilidad de añadir uno más en el otro extremo del
disipador.
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