Abstract. Parikh matrices have been a powerful tool in arithmetizing words by numerical quantities. However, the dependence on the ordering of the alphabet is inherited by Parikh matrices. Strong M -equivalence is proposed as a canonical alternative to M -equivalence to get rid of this undesirable property. This new combinatorial property proves to be natural and interesting on its own. Some characterization results for M -equivalence as well as strong M -equivalence are obtained. Finally, the opposite notion of weak M -equivalence will be presented.
introduction
Parikh matrices was introduced in [12] as an extension of the Parikh vectors. The classical Parikh's Theorem [13] states that the set of Parikh vectors that are images of a context free language under the Parikh mapping is a semilinear set. The definition of Parikh matrices is ingenious, natural, intuitive and amazingly simple. Still, Parikh matrices prove to be a powerful tool in studying (scattered) subword occurrences [5, 10, 15, 17] , and have sparked the study of subword histories [6, 11, 18, 20, 22] . Nevertheless, due to the limited number of entries in a Parikh matrix, not every word is uniquely determined by its Parikh matrix. Two words are M-equivalent iff they have the same Parikh matrix and a word is M-unambiguous iff it is not M-equivalent to another distinct word. The characterization of M-equivalence and M-unambiguity have been the most actively researched problems in this area [1, 2, 3, 4, 7, 9, 10, 16, 19, 21, 23, 24, 25, 26] .
Inherent in the definition of Parikh matrices is the dependency on the ordering of the alphabet. Because of this, the words abc and bac are M-equivalent with respect to {a < b < c} but they are not M-equivalent with respect to {a < c < b}. This undesirable property has led us to propose the notion of strong M-equivalence, one that is absolute in the sense that not only dependency on the ordering of the alphabet is avoided, independency from the alphabet is also achieved. Strong M-equivalence, which will be studied in section 3, should be central to the study of Parikh matrices because of their strong connection. However, it is a standalone topics of interest because it is in fact a natural combinatorial property between words that does not rely on Parikh matrices.
In the subsequent section, some characterizations of M-equivalence and strong M-equivalence for "low level" ternary words are obtained. Additionally, examples of ternary words that are M-equivalent but not ME-equivalent [19] to each other will be shown to exist abundantly and constructed systematically. This last result is motivated by the counterexamples provided in [23] that show that ME-equivalence is not identical to M-equivalence. Next, the opposite notion of weak M-equivalence is introduced and studied. Although as natural as strong M-equivalence, weak M-equivalence fails to be transitive. However, some of its elementary properties are presented, which should give credence to its value of investigation. In the final section, some open problems will be highlighted as well as laying down what to expect from our future work on these newfound topics.
Subwords and Parikh Matrices
We will begin by recalling basic notions regarding Parikh matrices and some known results as needed. The reader is referred to [14] for language theoretic notions and results not detailed here.
Suppose Σ is an alphabet. The set of words over Σ is denoted by Σ * . The empty word is denoted by λ. Let Σ + denote the set Σ * {λ}. An ordered alphabet is an alphabet Σ = {a 1 , a 2 , . . . , a s } with an ordering on it. For example, if a 1 < a 2 < ⋯ < a s , then we may write Σ = {a 1 < a 2 < ⋯ < a s }. On the other hand, if Σ is an ordered alphabet {a 1 < a 2 < ⋯ < a s }, then the underlying alphabet is {a 1 , a 2 , . . . , a s }. Frequently, we will abuse notation and use Σ to stand for both the ordered alphabet and its underlying alphabet, for example, as in "w ∈ Σ * ", when Σ is an ordered alphabet. For 1 ≤ i ≤ j ≤ s, let a i,j denote the word a i a i+1 ⋯a j . If w ∈ Σ * , then w is the length of w. Definition 2.1. A word w ′ is a subword of a word w iff there exist words x 1 , x 2 , . . . , x n and y 0 , y 1 , . . . , y n , some of them possibly empty, such that w ′ = x 1 x 2 ⋯x n and w = y 0 x 1 y 1 ⋯y n−1 x n y n .
In the literature, for example [14] , our subwords are usually called "scattered subwords". The number of occurences of a word u as a subword of w is denoted by w u . Note that two occurrences of u are considered different if they differ by at least one position of some letter. The support of w, denoted supp(w), is the set {a ∈ Σ w a ≠ 0}. Notice that the support of w is independent of Σ.
Suppose Σ is an ordered alphabet {a 1 < a 2 < ⋯ < a s }. The Parikh mapping Ψ∶ Σ * → N s is defined by Ψ(w) = ( w a 1 , w a 2 , . . . , w as ).
We say that ( w a 1 , w a 2 , . . . , w as ) is the Parikh vector of w.
Let M k denote the multiplicative monoid of k by k upper triangular matrices with nonnegative integral entries and unit diagonal. The following Parikh matrix mapping is a generalization of the Parikh mapping, where the Parikh vector of a word is contained in the second diagonal of the Parikh matrix of the word.
Theorem 2.3. [12]
Suppose Σ = {a 1 < a 2 < ⋯ < a s } and w ∈ Σ * . The matrix Ψ Σ (w) = (m i,j ) 1≤i,j≤s+1 has the following properties:
Definition 2.4. Suppose Σ is an ordered alphabet {a 1 < a 2 < ⋯ < a s }.
(1) Two words w,
Note that the notion of M-equivalence depends on the ordered alphabet Σ. Sometimes, when Σ is not understood, we may say that the two words are M-equivalent with respect to Σ. Similarly, for the various relations that we will encounter in this paper, following the general practice, the respective ordered/unordered alphabet Σ will be suppressed if it is understood.
The following theorem essentially was proved in [12] . Proof. Only a sketch of the proof will be provided. We ask the interested reader to refer to [12] for terminology that are used here but not elsewhere in this paper. By Theorem 4.2 in [12] , [Ψ Σ (w)] −1 = Ψ Σ○ (w) (rev) . According to the definition, Ψ Σ○ (w) is equal to Ψ Σ○ (w), although A is not explicitly defined there for a matrix A. Hence, Ψ Σ (w) = Ψ Σ○ (w)
and conversely
For the properties of A and A (rev) that we use, see Proposition 4.1 in [12] . Let Sym(s) denote the symmetric group of order s and σ ∈ Sym(s). If Σ = {a 1 , a 2 , . . . , a s } is an alphabet of size s, then σ induces a morphism σ ′ from Σ * onto Σ * defined by σ ′ (a i ) = a σ(i) for all 1 ≤ i ≤ s. For simplicity, we may identify σ ′ with σ and write σw for σ ′ (w) whenever it is understood. Now, suppose Σ is an ordered alphabet {a 1 < a 2 < ⋯ < a s }. Let σΣ denote the ordered alphabet {a σ −1 (1) < a σ −1 (2) < ⋯ < a σ −1 (s) }. Clearly, Σ ′ is an ordered alphabet with underlying alphabet {a 1 , a 2 , . . . , a s } if and only if Σ ′ = σΣ for some σ ∈ Sym(s).
Proof. Since Ψ Σ , Ψ σΣ and σ are morphisms, it suffices to show that Ψ Σ (σa q ) = Ψ σΣ (a q ) for 1 ≤ q ≤ s. Now, a q is the σ(q)-th letter in the ordering of σΣ because a q = a σ −1 (σ(q)) . On the other hand, σa q = a σ(q) and so σa q is also the σ(q)-th letter in the ordering of Σ. Thus Ψ Σ (σa q ) = Ψ σΣ (a q ) as required.
The following are two elementary rules for deciding whether two words are M-equivalent.
Suppose Σ = {a 1 < a 2 < ⋯ < a s } and w, w ′ ∈ Σ * . E1. If w = xa k a l y and w ′ = xa l a k y for some x, y ∈ Σ * and k − l ≥ 2, then w ≡ M w ′ . E2. If w = xa k a k+1 ya k+1 a k z and w ′ = xa k+1 a k ya k a k+1 z for some x, z ∈ Σ * , 1 ≤ k ≤ s − 1 and y ∈ (Σ {a k−1 , a k+2 }) * , then w ≡ M w ′ . If the size of the alphabet is at least three, then rule E1 is obviously valid by Theorem 2.3. In other words, the Parikh matrix of a word w is not sensitive to the mutual ordering of any two consecutive distinct letters in w that are not consecutive in the ordering of the alphabet. Meanwhile, rule E2 is sufficient to characterize M-equivalence for binary alphabets. For clarification, Rule E2 allows a 1 a 2 a 2 a 1 to be obtained from a 2 a 1 a 1 a 2 and vice versa. Definition 2.8. Suppose Σ is an ordered alphabet and w, w ′ ∈ Σ * . We say that w and w ′ are 1-equivalent, denoted w ≡ 1 w ′ , iff w ′ can be obtained from w by finitely many applications of rule E1. We say that w and w ′ are elementarily matrix equivalent (ME-equivalent), denoted w ≡ M E w ′ , iff w ′ can be obtained from w by finitely many applications of rule E1 and rule E2.
The term ME-equivalence is coined by Salomaa in [19] .
Strong M-equivalence
The core object of this study will now be formally introduced. From now on, unless specifically stated, an alphabet does not come with an ordering on it.
Definition 3.1. Suppose Σ is an alphabet. Two words w, w ′ ∈ Σ * are strongly M-equivalent with respect to Σ, denoted w s ≡ M w ′ iff w and w ′ are M-equivalent with respect to any ordered alphabet Σ ′ with underlying alphabet Σ.
In other words, two words are strongly M-equivalent if and only if they are indistinguishable by any Parikh matrix mapping induced by some ordering on the alphabet. However, we can still cast strong M-equivalence in terms of a single Parikh matrix mapping in the following way. 
Proof. This follows immediately from Lemma 2.6.
Next, strong M-equivalence remains an equivalence relation, as desired. Proof. Easy because M-equivalence is an equivalence relation that is left invariant and right invariant. 
Proof. This is immediate from Theorem 2.3. Theorem 3.4 should put to rest any doubt on the significance of strong Mequivalence. It shows that strong M-equivalence is indeed a very natural and symmetrical combinatorial property between words. Futhermore, the property does not invoke Parikh matrices and thus need not factor in the ordering of the alphabet. In fact, this could have taken to be the defining property of strong M-equivalence.
Furthermore, strong M-equivalence enjoys two properties not possessed by M-equivalence, as shown by the next two propositions. First, strong Mequivalence is absolute in the sense that it is independent from the alphabet. Hence, we can simply say that two words are strongly M-equivalent without implicitly/explicitly referring to any specific alphabet. Second, it is preserved under morphisms induced by permutations. Therefore, all these justify the importance and morality of the study of strong M-equivalence. Proof. Assume w and w ′ are strongly M-equivalent with respect to supp(w). Fix v ∈ Σ * such that v a ≤ 1 for all a ∈ Σ. By Theorem 3.4, we need to show that
Therefore, w and w ′ are strongly M-equivalent with respect to Σ. The converse is similar but using the fact that supp(w) ⊆ Σ. Proposition 3.6. Suppose Σ = {a 1 , a 2 , . . . , a s } is an alphabet of size s and w, w ′ ∈ Σ * . If w and w ′ are strongly M-equivalent, then σw and σw ′ are strongly M-equivalent for all σ ∈ Sym(s).
Proof. Assume w and w ′ are strongly M-equivalent. Given σ ∈ Sym(s). Suppose Σ ′ is any ordered alphabet with underlying alphabet Σ. By Lemma 2.6,
The second equality holds because w s ≡ M w ′ and σΣ ′ is just another ordered alphabet with underlying alphabet Σ. Thus σw and σw ′ are strongly M-equivalent since Σ ′ is arbitrary.
Clearly, if w ′ is obtained from w by swapping some two consecutive distinct letters, then w and w ′ are not strongly M-equivalent. The following is an elementary rule for deciding whether two words are strongly M-equivalent. It will be shown in Proposition 3.8 that it is a sound rule.
Suppose Σ is an alphabet and w, w ′ ∈ Σ * . SE. If w = xabybaz and w ′ = xbayabz for some x, z ∈ Σ * , a, b ∈ Σ and y ∈ {a, b} * , then w and w ′ are strongly M-equivalent.
Definition 3.7. Suppose Σ is an alphabet and w, w ′ ∈ Σ * . We say that w and w ′ are strongly elementarily matrix equivalent (MSE-equivalent), denoted w ≡ M SE w ′ , iff w ′ results from w by finitely many applications of rule SE.
Note that for binary alphabets, MSE-equivalence is identical with MEequivalence.
Proposition 3.8. Suppose Σ is an alphabet and w, w ′ ∈ Σ * . If w and w ′ are MSE-equivalent, then they are strongly M-equivalent.
Proof. We may assume that w is obtained from w ′ by a single application of rule SE because of transitivity of strong M-equivalence. Suppose w = xabybaz and w ′ = xbayabz for some x, z ∈ Σ * , a, b ∈ Σ and y ∈ {a, b} * . Fix any v ∈ Σ * such that v c ≤ 1 for all c ∈ Σ. By Theorem 3.4, it suffices to show that
The case v b = 1 but v a = 0 is similar. Next is the case a and b both appear in v but not consecutively. This case is in fact similar to the previous two cases due to y ∈ {a, b} * . Finally, if a and b appear consecutively in v, say as ab, then w v = w ′ v follows because abyba and bayab are M-equivalent with respect to {a < b}.
If the alphabet is binary, then strong M-equivalence is nothing more than Mequivalence. In other words, if w and w ′ are M-equivalent with respect to {a < b}, then w and w ′ are strongly M-equivalent. This follows from Theorem 2.5 becuase {b < a} is the dual of {a < b}. Alternatively, by Theorem 2.3, it suffices to show that w ba = w ′ ba and this follows easily from the identity v ab + v ba = v a v b for all v. Therefore, that brings us to the next section, where strong M-equivalence among certain ternary words are investigated.
Ternary Alphabet
Notice that if Σ is a ternary alphabet, then there are six possible ordered alphabets having Σ as their common underlying alphabet. They come in pairs: {a < b < c},{c < b < a}; {b < c < a},{a < c < b}; {c < a < b},{b < a < c}. Proof. The forward direction is immediate from the definition of strong Mequivalence. We prove the backward direction. Suppose Σ = {a, b, c} and w, w ′ ∈ Σ * . Due to Theorem 2.5, it suffices to show that assuming w and w ′ are Mequivalent with respect to {a < b < c} and with respect to {b < c < a}, they are M-equivalent with respect to {c < a < b}. From our assumption, we already know that w and w ′ have the same Parikh vector, w ca = w ′ ca and w ab = w ′ ab .
Hence, it remains to show that w cab = w ′ cab . This follows from the identity v abc + v acb + v cab = v ab v c . (A little reflection should convince the reader that this identity holds for all v ∈ Σ * .) Note that w acb = w ′ acb since w and w ′ are M-equivalent with respect to {a < c < b}, the dual of {b < c < a}.
It was claimed in [3] that for any alphabet, ME-equivalence is identical with M-equivalence. However, it was overturned in [23] 
Here, we will show how badly the two rules fail to characterize M-equivalence. Along the way, a two-stage rule of transformation is obtained that can generate words that are M-equivalent but not ME-equivalent. However, for ternary words from the "lowest layer", M-equivalence and ME-equivalence coincide.
Theorem 4.2. Suppose Σ = {a < b < c} and w, w ′ ∈ Σ * and w abc = w ′ abc = 0. Then w and w ′ are M-equivalent if and only if they are ME-equivalent.
Proof. Of course, it suffices to prove the forward direction. First, note that for every w ∈ Σ * , if w abc = 0, then w ≡ 1 w 1 w 2 for some w 1 ∈ {b, c} * and w 2 ∈ {a, b} * . (Alternatively, see Theorem 5.6 in [26] , which is a generalization of this fact.) Hence, without loss of generality, assume w = w 1 w 2 and w ′ = w are M-equivalent with respect to {b < c}. Therefore, w is MEequivalent to w 
Suppose Σ = {a < b < c}. Note that for every v ∈ Σ * , if v abc = 1, then a little reflection shows that v is 1-equivalent to v 1 abcv 2 for some v 1 ∈ {b, c} * and v 2 ∈ {a, b} * . Assume w and w ′ are M-equivalent words over Σ such that w abc = w ′ abc = 1. For our purposes, let us assume w = w 1 abcw 2 and w ′ = w is not interesting since then w 1 is M-equivalent to w ′ 1 with respect to {b < c} and w 2 is M-equivalent to w ′ 2 with respect to {a, b}. In this case, w is ME-equivalent to w ′ .
For the interesting case, we may assume w 1 b > w ′ 1 b . We will now describe a two-stage transformation that is sort of taking w to w ′ . Notice that w 1 bc and w ′ 1 bc * b⋯b
are M-equivalent with respect to {b < c}. Hence, by Theorem 2.7, w 1 bc can be transformed into w are M-equivalent with respect to {a < b < c}.
However, the word obtained through this two-stage transformation (for the interesting case) is not ME-equivalent to its predecessor. To see this, it suffices to note that for every word of the form w 1 abcw 2 , where w 1 ∈ {b, c} * and w 2 ∈ {a, b} * , any application of rule E2 on w 1 abcw 2 must either be applied on w 1 or w 2 . Hence, the end result is another word of that form w
is to be ME-equivalent to w 1 abcw 2 , we must have w 1 b = w ′ 1 b , which is not the case. Example 4.3. Consider w = cbbabcab and w ′ = bcabcbba. Then w and w ′ are Mequivalent but not ME-equivalent. These are much shorter and simpler than the examples of length 14 as seen before. In fact, we are tempted to believe that they are examples of the shortest length. Let us describe how the twostage transformation above leads us to these two words. First, we start with the word cbbbc due to the fact that this is the unique shortest word ending with the factor bc that is M-equivalent to some word in {b, c} * bcb + , namely, bcbcb. This means w 1 = cbb and w ′ 1 = bc. Next, we look for the shortest word beginning with the factor bab that is M-equivalent to some word in ab{a, b} * . There is a unique such word, namely babab, which is M-equivalent to abbba. This means w 2 = ab and w ′ 2 = bba. Hence, w = w 1 abcw 2 and w ′ = w ′ 1 abcw ′ 2 are exactly so. Now, we move to the characterization of strong M-equivalence. First, we restrict to words w over {a, b, c} such that w abc = 0. Unlike before, now we note that w = w 1 w 2 w 3 for some w 1 ∈ {b, c} * , w 2 ∈ {a, c} * and w 3 ∈ {a, b} * . Proof. The backward direction follows from Proposition 3.8.
For the forward direction, suppose w = w 1 w 2 w 3 and w ′ = w
for some w 1 , w ′ 1 ∈ {b, c} * , w 2 , w ′ 2 ∈ {a, c} * and w 3 , w ′ 3 ∈ {a, b} * . Assume w and w ′ are strongly M-equivalent. Notice that w 2 ac = w ac = w ′ ac = w 
Case 2. w are M-equivalent with respect to {a < c}. Therefore, we have
Surprisingly, rule SE is also sufficient to characterize strong M-equivalence among words w over {a, b, c} such that w abc = 1. This probably due to some limitation to the structure of those words imposed by the condition. Proof. Again, the backward direction follows from Proposition 3.8.
Assume w and w ′ are strongly M-equivalent. From w abc = w ′ abc = 1, it follows that w = w 1 aw 2 bw 3 cw 4 and w ′ = w Using the claim, it can be verified that w 1 and w ′ 1 are M-equivalent with respect to {b < c} and w 4 is M-equivalent to w ′ 4 with respect to {a < b}. Hence, by Theorem 2.7, it follows that w is MSE-equivalent to w ′ . In fact, the rewriting rules of the form xacycaz → xcayacz or xcayacz → xacycaz, where y ∈ {a, c} * , are not needed. Example 4.9. Just as ME-equivalence fails to characterize M-equivalence for ternary ordered alphabet, MSE-equivalance does not characterize strong Mequivalence either. By Corollary 4.8, if w and w ′ are to be counterexamples, w abc = w ′ abc must be at least two. Indeed, consider w = bccaabcba and w ′ = cbabccaab. It is easy to check that they are strongly M-equivalent. However, rule SE cannot be applied to either of them. Therefore, w and w ′ are not MSE-equivalent.
Weak M-equivalence
If strong M-equivalence is the universal form of M-equivalence, now the existential counterpart will be introduced.
Definition 5.1. Suppose Σ is an alphabet. Two words w, w ′ ∈ Σ * are weakly M-equivalent with respect to Σ, denoted w w ≡ M w ′ , iff w and w ′ are M-equivalent with respect to some ordered alphabet Σ ′ = {a 1 < a 2 < ⋯ < a s } with underlying alphabet Σ. We say that the ordering a 1 < a 2 < ⋯ < a s on the alphabet Σ realizes that w and w ′ are weakly M-equivalent.
If an ordering is fixed on the alphabet, then weak M-equivalence amounts to the following. Proposition 5.2. Suppose Σ = {a 1 < a 2 < ⋯ < a s } and w, w ′ ∈ Σ * . Then w and w ′ is weakly M-equivalent if and only if Ψ Σ (σw) = Ψ Σ (σw ′ ) for some σ ∈ Sym(s).
Proof. As before, this follows immediately from Lemma 2.6.
Clearly, ab is not weakly M-equivalent to ba with respect to {a, b} but they are with respect to a (strictly) larger alphabet. However, we have the following. Similarly, cab and cba are weakly M-equivalent. However, suppose < * is an ordering on Σ realizing that acb and cba are weakly M-equivalent. Then a and b cannnot be consecutive in < * . Similarly, a and c cannnot be consecutive in < * . There is no such ordering < * . Therefore, acb and cba are not weakly M-equivalent. Proof. Assume w and w ′ are weakly M-equivalent. Given σ ∈ Sym(s). Suppose Σ ′ is an ordered alphabet with underlying alphabet Σ such that
and so σw and σw ′ are weakly M-equivalent.
However, weak M-equivalence is not absolute, for example, by considering ab and ba. They become weakly M-equivalent simply by expanding their common support with some expendable letters. In fact, the following theorem says that there is a bound to the number of inessential letters that are required to be added in order for a pair of words having the same Parikh vector to become weakly M-equivalent. Proof. Suppose Σ is any alphabet of size at least 2 supp(w) − 1 that includes supp(w). Let Σ ′ be any ordered alphabet with underlying alphabet Σ such that the letters in supp(w) are not consecutive. Obviously, this is possible because Σ ≥ 2 supp(w) − 1. By Theorem 2.3, Ψ Σ ′ (w) = Ψ Σ ′ (w ′ ) as all entries are zero except on the main and second diagonal due to the choice of Σ ′ . The second diagonals are the same because w and w ′ have the same Parikh vector. Therefore, w and w ′ are M-equivalent with respect to Σ ′ and hence they are weakly M-equivalent. 
Future Work and Open Problems
M-ambiguity has been actively studied in parallel with M-equivalence. Therefore, the strong version of M-ambiguity cannot be overlooked.
Definition 6.1. Suppose Σ is an alphabet and w ∈ Σ * . We say that w is strongly M-ambiguous iff there exists w ′ ∈ Σ * such that w ≠ w ′ and w s ≡ M w ′ . Otherwise, w is strongly M-unambiguous.
Analogously, we may define w to be weakly M-ambiguous iff there exists w ′ ∈ Σ * such that w ≠ w ′ and w w ≡ M w ′ . However, this notion is uninteresting because for any alphabet of size at least three, the only weakly M-unambiguous words are words of the form a⋯a for some a ∈ Σ. Meanwhile, weakly Mambiguity coincide with M-ambiguity for the binary case.
The characterization of M-unambiguous ternary words in the form of a long list was obtained by Serbǎnutǎ in [24] . Moreover, an upper bound for the length of M-unambiguous words in terms of the size of the alphabet was provided by the same author in [23] . However, every M-unambiguous word is strongly M-unambiguous but not vice versa. Although more words are strongly Munambiguous, the characterization of strongly M-unambiguous ternary words could be given by a shorter or neater list due to the symmetrical nature of strong M-equivalence. On the other hand, one could follow Serbǎnutǎ's approach and study the length of strong M-unambiguous words. In particular, whether there is a longest strongly M-unambiguous ternary word seems to be interesting on its own.
Meanwhile, the characterization of M-equivalence, also known as the injectivity problem, for ternary and higher alphabets has been a long due open problem. The best result so far is Theorem 9 in [19] by Salomaa. However, his characterization involves rewriting rules that do not preserve M-equivalence and cannot easily be generalized to higher alphabet. In this paper, some positive results are obtained when the problem is attacked layer by layer. Future work on M-equivalence, strong M-equivalence or weak M-equivalence can proceed along this line. In particular, in view of Example 4.9, finding a canonical (finite) set of rewriting rules that characterizes strong M-equivalence among words w over the alphabet {a, b, c} such that w abc = 2 is the next immediate goal.
Finally, weak M-equivalence is a natural notion in the study of Parikh matrices and enjoys nice properties like preservation under morphisms induced by permutations. Although weak M-equivalence as defined is not absolute, this can be overcome by dictating that weak M-equivalence between two words with the same Parikh vector is only considered with respect to the common support. However, Theorem 5.6 and 5.8 seem to downplay the importance of weak Mequivalence. Therefore, as part of a continuation of this paper, we will show that weak M-equivalence is indeed as rich as strong M-equivalence, as it led to other interesting combinatorial questions.
