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1Multi-Class Supervised Novelty Detection
Vilen Jumutc and Johan A.K. Suykens, Senior member, IEEE
Abstract—In this paper we study the problem of finding a
support of unknown high-dimensional distributions in the pres-
ence of labeling information, called Supervised Novelty Detection
(SND). The One-Class Support Vector Machine (SVM) is a
widely used kernel-based technique to address this problem.
However with the latter approach it is difficult to model a mixture
of distributions from which the support might be constituted.
We address this issue by presenting a new class of SVM-like
algorithms which help to approach multi-class classification and
novelty detection from a new perspective. We introduce a new
coupling term between classes which leverages the problem of
finding a good decision boundary while preserving the compact-
ness of a support with the l2-norm penalty. First we present our
optimization objective in the primal and then derive a dual QP
formulation of the problem. Next we propose a Least-Squares
formulation which results in a linear system which drastically
reduces computational costs. Finally we derive a Pegasos-based
formulation which can effectively cope with large datasets that
cannot be handled by many existing QP solvers. We complete our
paper with experiments that validate the usefulness and practical
importance of the proposed methods both in classification and
novelty detection settings.
Index Terms—Novelty detection, One-Class SVM, classifica-
tion, pattern recognition, labeling information.
I. INTRODUCTION
Novelty or anomaly detection is a widely recognized ma-
chine learning problem where one tries to find a compact sup-
port of some unknown probability distribution. Many existing
methods, like One-Class SVM [1] or Bayesian approaches [2],
heavily rely on the i.i.d. assumption and deal with unlabeled
data. Contrary to these methods it was proposed recently [3] to
approach novelty detection from a classification perspective.
In this setting one tries to tackle density estimation via a
weighted binary classification problem. However, while the
results presented in [3] are consistent with those obtained by
other works on Novelty Detection [4], [5], it is still unclear
how these methods behave when the i.i.d. assumption does
not hold or data are generated by a mixture of distributions.
In this research we try to close the gap by answering some
of the following questions. What if we model the support of
each distribution (class) separately? How, in this case, are
these models relating to each other? What is the optimal
interpretation of such a problem?
In this paper we concentrate on presenting three different
extensions of our previous method of Supervised Novelty
Detection (SND) introduced in [6]. The first extension is
formulated in terms of a QP problem with box constraints.
The second one is a Least-Squares problem given by a linear
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Karush-Kuhn-Tucker (KKT) system. The third one is related to
large-scale problems where one cannot approach the solution
with standard QP solvers. In our previous research [6] we
derived only the binary formulation of the SND method while
in the current paper we extend it to the multi-class case. In
this setting one is interested in obtaining decision functions
for each class respectively while trying to keep the data
description compact [7]. This merges together objectives of
novelty detection and classification and reveals the importance
of bringing them together. The outliers in this scheme can be
identified as the data which are not covered by any of the
classes related to the obtained decision functions.
To illustrate the practical importance of the Supervised
Novelty Detection we apply it to data from AVIRIS (Airborne
Visible/InfraRed Imaging Sensor) [8]. Some previous papers
on anomalous change detection [9], [10] already exploited
the importance of SVM-based approaches in hyperspectral
analysis of infrared images. However we can extend this along
the lines of classification and detect hyperspectral changes
among different types of terrain while trying to automatically
categorize the pixels according to these types. Another promis-
ing application of SND are Intrusion Detection Systems (IDS).
Here the goal is to identify intruders which might be scattered
between many existing user groups. We cannot rely then on
the fact that all users are originated from the same underlying
distribution. Therefore many existing approaches would fail
to generalize under the i.i.d. assumption. One might consider
intruders as a separate class and resolve the problem in a multi-
class fashion. But this approach is not very practical because
of the initial diversity of intruders and high risk of overfitting
of the resulting classifier. Combining One-Class with Multi-
Class SVM might not be an optimal solution because of an
added complexity and intermediate difficulties with integration
in the provided solution.
The remainder of this paper is structured as follows. Section
II gives a general view of our approach and discusses some
related methods proposed in the literature. Section III gives
some conventional notations and reviews the binary case of
the SND method. Section IV outlines the multi-class QP
and Least-Squares formulation while Section V extends the
SND algorithm to large-scale problems with the newly derived
optimization objective and provides theoretical bounds for
convergence. Section VI discusses some implementation and
algorithmic issues. Section VII provides the experimental
setup and results. Finally Section VIII concludes the paper.
II. PROBLEM STATEMENT AND RELATED WORK
A. Problem statement
Supervised Novelty Detection (SND) is designed for finding
outliers in the presence of several classes/distributions. While
2being useful for detecting the outliers, the SND method
can be effectively used for multi-class classification and it
supplements the class of SVM-based algorithms. One can
regard our approach as an extension of the original work
by Scho¨lkopf et al. [1] for One-Class SVM where one deals
with the support of a high-dimensional distribution. Contrary
to Scho¨lkopf’s approach we deal with labeled data and take
the i.i.d. assumption for every class separately. We might
also find some connections to [11] where the authors try to
ablate outliers while trying to locate them with a new SVM
objective reformulated in terms of a hinge loss. SND doesn’t
try to find outliers in the existing data pool of data. In general
our objective is quite opposite. We try to find the support of
each distribution per class such that we can identify outliers
within our test or validation set while keeping a necessary
discrimination between the observed classes. Moreover we
can use outliers at the learning stage just by keeping their
labels negative for all involved classes. This strategy helps to
incorporate all available information at once.
B. Difference with other SVMs
We can think of SND as solving a density estimation
problem for each involved distribution per class while trying
to separate the classes as much as possible. In practice this
results in finding an appropriate trade-off between the amount
of errors, separation and compactness1 of our model describing
these particular distributions. The demonstrated problem is not
of the same kind as other SVMs where one copes only with
optimal separation (minimization of an average error) and
the smoothness of the classifier. For instance, in Laplacian
SVMs [12] one uses additional regularization to keep the
values of the decision function for adjacent points similar
but this regularization mostly affects unlabeled samples. In
other methods [11] one is estimating outliers explicitly via a
reformulated hinge-loss penalty. This setting is quite different
from our objective of density estimation where we deal with
the outliers either implicitly (see Section VI-B for further
remarks) or explicitly by setting all respective labels to −1’s.
III. BINARY CASE
A. Notation
We first introduce terminology and some notational con-
ventions. We consider training data with the corresponding
labeling given as a set of pairs
(x1, y1), ..., (xn, yn), xi ∈ X , yi ∈ {−1, 1},
where n is the number of corresponding observations in the
set X . Let X be a compact subset of Rd.
In Section III-C index i spans the range 1, n if it is
not declared explicitly. Greek letters α, β, λ, ξ without in-
dices denote n-dimensional vectors, while in Section IV-A
Greek letters α, β, λ, ξ spanning only one index denote n-
dimensional vectors. In Section V letters w and x denote d-
dimensional vectors. Otherwise Greek letters denote constants
or scalars throughout the paper.
1by that we mean finding the smallest unit ball in the feature space that
captures all the data, see [1] for details
B. Illustrative example
According to the classical work by Scho¨lkopf et al. [1] in
One-Class SVM we aim at mapping the data points into the
feature space and separating them from the origin with maxi-
mum margin. From the joint perspective of density estimation
for multiple distributions simultaneously we require more than
only the compactness properties discussed in the previous
section. From the model perspective we need a classification
scheme which would preserve compactness and separation of
distributions simultaneously. In our illustrative example we are
Fig. 1. SND solution in the feature space. SND aims at separating training
data by minimizing the inner product between the normal vectors w1 and w2
to the decision hyperplanes while maximizing the margins (distances) between
these hyperplanes and the origin.
emphasizing two core objectives of the SND method:
• maximizing margins ρ1‖w1‖ and
ρ2
‖w2‖ ,
• pushing θ closer to 180◦ angle (making cos θ ' −1).
If we take a look at the illustrative example in Figure 1 we
can notice that these objectives are contradicting with each
other. By making angle θ closer to 180 degrees we are making
margins ρ1‖w1‖ and
ρ2
‖w2‖ smaller as it can be observed from
Figure 2. This can be explained as well from the cosine
perspective
cos θ =
〈w1, w2〉
‖w1‖‖w2‖
as we should maximize ‖w1‖, ‖w2‖ (denominator) and mini-
mize 〈w1, w2〉 (numerator) in order to minimize the cosine and
push angle θ closer to 180◦. Following exactly this reasoning
we present our binary QP problem in Section III where we
trade-off the minimization of a coupling term 〈w1, w2〉 in the
cosine, minimization of the l2-norms for the normal vectors
w1 and w2 and the training errors ξi. We maximize the ρ1, ρ2
values as well as they do enter the definition of the margins
for both decision hyperplanes.
In Figure 3 we show some clear advantages of the SND
approach over One-Class SVM. The latter is not capable of
identifying an outlier if it is located on the line connecting
centroids of each distribution. One-Class SVM treats all sam-
ples as being drawn from the same distribution under the i.i.d.
assumption.
3Fig. 2. SND solution in the feature space if we are emphasizing the second
objective, making cos θ ' −1.
Fig. 3. Qualitative figure illustrating the main difference between SND
solution (left) and One-Class SVM solution (right) in the input space. SND
can provide the better and more compact estimate of each distribution. If an
outlier sample (marked with the red square) was located on the line connecting
centroids of each distribution One-Class SVM method would not detect such
an outlier.
C. Binary QP problem
For the completeness we recap in this section the binary
formulation of our approach [6] and then continue with the
generalized multi-class QP and Least-Squares problem in the
next sections.
First we start with the initial set of constraints which clarify
the nature of our optimization problem w.r.t. normal vectors
w1, w2 and maximization of the ρ bias terms [1], [13]
〈w1,Φ(xi)〉 ≥ ρ1 − ξ(1)i , {xi ∈ X |yi = 1},
〈w2,Φ(xi)〉 ≤ ρ2 + ξ(2)i , {xi ∈ X |yi = 1},
〈w1,Φ(xi)〉 ≤ ρ1 + ξ(3)i , {xi ∈ X |yi = −1},
〈w2,Φ(xi)〉 ≥ ρ2 − ξ(4)i , {xi ∈ X |yi = −1},
(1)
where yi ∈ {−1, 1}. To make a link between the One-Class
SVM formulation and our method we join the constraints in
Eq.(1) and propose the following optimization problem
min
w1,w2∈F ;ξ,ξ∗∈Rn;ρ1,ρ2∈R
γ
2 (‖w1‖2 + ‖w2‖2) + 〈w1, w2〉
+C
∑n
i=1(ξi + ξ
∗
i )− ρ1 − ρ2
(2)
s.t. yi(〈w1,Φ(xi)〉 − ρ1) + ξi ≥ 0, i ∈ 1, n
yi(〈w2,Φ(xi)〉 − ρ2)− ξ∗i ≤ 0, i ∈ 1, n
ξi ≥ 0, ξ∗i ≥ 0, i ∈ 1, n
(3)
where γ and C are trade-off parameters. The decision func-
tions are
fc1(x) = 〈w1,Φ(x)〉 − ρ1,
fc2(x) = 〈w2,Φ(x)〉 − ρ2. (4)
The final decision rule collects fc1 and fc2 as follows
c(x) =
{
argmaxci fci(x), if maxi fci(x) > 0
cout, otherwise,
(5)
where ci is either the positive or negative class in the binary
classification setting and cout stands for the outliers’ class.
Remark 1: Here we should stress the main difference with
the binary classification setting where labels yi are strongly
associated with classes ci. Our decision rule implies a separate
class which doesn’t directly enter the formulation in Eq.(2)
but is thoroughly used for determining tuning parameters and
calculation of the performance measures for our method. These
data are assigned to an outliers’ class as it doesn’t belong to
any of the encoded classes and can be seen as an unsupervised
counterpart of our algorithm that can enter the optimization
objective but those yi labels for all classes will be set to
−1. This is different from Laplacian SVMs [12] and manifold
regularization [14]. The data Z are a subset of X defined as
follows
z1, . . . , zm ∈ Z ⊆ {X : yi = −1, i ∈ 1, nc}, (6)
where nc gives the total number of classes. This setting
explicitly follows the multi-class case of Section IV and will
be explained in detail in Section VI-B.
Using αi, λi,≥ 0 and βi, β∗i ≥ 0 Lagrange multipliers we
introduce the following Lagrangian
L(w1, w2, ξ, ξ∗, ρ1, ρ2, α, λ, β, β∗) = γ2 (‖w1‖2 + ‖w2‖2)
+〈w1, w2〉+ C
∑n
i=1(ξi + ξ
∗
j )
−∑ni=1 αi(yi(〈w1,Φ(xi)〉 − ρ1) + ξi)
+
∑n
i=1 λi(yi(〈w2,Φ(xi)〉 − ρ2)− ξ∗i )
−∑ni=1 βiξi −∑nci=1 β∗i ξ∗i − ρ1 − ρ2.
(7)
Before going to the final dual representation of Eq.(2) let Φ
be a feature map X → F in connection to a positive definite
Gaussian kernel [15], [16]
k(x, y) = 〈Φ(x),Φ(y)〉 = e− ‖x−y‖
2
2σ2 . (8)
By setting the derivatives of the Lagrangian with respect
to the primal variables to zero, obtaining the saddle point
conditions and substituting those into the Lagrangian one
can directly obtain the matrix form of the corresponding
Lagrangian to be maximized
max
α,λ
LD(α, λ) = µ12 (α
TGα+ λTGλ) + µ2(αTGλ), (9)
s.t. C ≥ αi ≥ 0, ∀i
C ≥ λi ≥ 0, ∀i
yTα = 1,
yTλ = −1,
(10)
where y is a vector of labels, K is the kernel matrix of
dimension n × n with Kij = k(xi, xj) = 〈Φ(xi),Φ(xj)〉,
4G = K ◦ yyT , µ1 = γ1−γ2 , µ2 = 11−γ2 , and ◦ denotes
component-wise multiplication. LD is maximized and supple-
ments the class of QP problems with box constraints. We can
ensure the concavity of our dual objective in Eq.(9) by setting
γ > 1. The latter condition is a straightforward consequence
from the eigendecomposition of the matrix in the quadratic
form of our optimization objective.
IV. MULTI-CLASS CASE
A. Multi-class QP problem
In this subsection we develop a generic QP formulation
for the multi-class setting of our algorithm which returns
decision functions fi for each of the involved target classes
(distributions). These functions encode the support for each
distribution and output positive values in a corresponding
region capturing most of the data points drawn from it.
Combining ideas from One-Class SVM and our assumption
we presented previously in Section III-C the following QP
problem is formulated
min
wi∈F ;ξi∈Rn;ρi∈R
γ
2
∑nc
i=1 ‖wi‖2 +
∑nc
i,j=1;i 6=j〈wi, wj〉
+C
∑n
i=1
∑nc
j=1 ξij −
∑nc
i=1 ρi
(11)
s.t. yij〈wj ,Φ(xi)〉 ≥ ρj − ξij , i ∈ 1, n, j ∈ 1, nc
ξij ≥ 0, i ∈ 1, n, j ∈ 1, nc
(12)
where yij ∈ {−1, 1}, γ and C are trade-off parameters and nc
is the number of classes. Here we observe that we are working
with the set of indices Y , where every entry yi ∈ {−1, 1}nc .
The decision functions are
fci(x) = 〈wi,Φ(x)〉 − ρi, (13)
and the final decision rule is derived in Eq.(5). Using
αij , βij ≥ 0 as Lagrange multipliers we introduce the fol-
lowing Lagrangian
L(w, ξ, ρ, α, β) = γ2
∑nc
i=1 ‖wi‖2 +
∑nc
i,j=1;i 6=j〈wi, wj〉
+C
∑n
i=1
∑nc
j=1 ξij −
∑n
i=1 ρi −
∑n
i=1
∑nc
j=1 βijξij
−∑ni=1∑ncj=1 αij(yij〈wj ,Φ(xi)〉 − ρj + ξij).
(14)
By setting the derivatives of the Lagrangian with respect to
the primal variables to zero and defining η = γ + n − 2 we
obtain
wi =
η
∑n
j=1 αjiyjiΦ(xj)−
∑n
j=1
∑nc
p=1,p6=i αjpyjpΦ(xj)
(η + 1)(γ − 1) ,
(15)
C − βij − αij = 0, ∀i ∈ 1, n ∀j ∈ 1, nc (16)∑n
i=1 αij = 1, ∀j ∈ 1, nc. (17)
Substituting Eq.(15-17) into the Lagrangian and using the
kernel trick with the expression given by Eq.(8) one can di-
rectly obtain the matrix form of the corresponding Lagrangian
to be maximized
max
αi
LD(αi) = 1
µ
nc∑
i
λTi Kαi, (18)
s.t. C ≥ αij ≥ 0, ∀i ∈ 1, n, ∀j ∈ 1, nc∑n
i=1 αij = 1, ∀j ∈ 1, nc
(19)
where λi = (γ + n − 2)(αi ◦ yi) −
∑nc
j=1,j 6=i(αj ◦ yj), µ =
(η + 1)(γ − 1), K is a kernel matrix of size n × n and ◦
denotes component-wise multiplication. LD is maximized and
is almost identical to one defined in Eq.(9) if we take nc = 2.
The expression for fi becomes
fci(x) =
η
∑n
j=1 αjiyjik(xj , x)−
∑n
j
∑nc
p=1,p 6=i αjpyjpk(xj , x)
(η + 1)(γ − 1) −ρi,
(20)
where k(x, y) stands for our preferred kernel function in
Eq.(8).
We can ensure the concavity of our dual objective in Eq.(18)
by examining necessary conditions for the primal problem in
Eq.(11) to be strictly convex. This can be done by applying
the Gershgorin circle theorem to bound the minimal positive
eigenvalue. It is very easy to verify when γ > nc−1 we have
λmin > 0.
B. Least-Squares problem
To obtain Least-Squares (LS-SND) formulation with equal-
ity constraints of our initial problem we reformulate Eq.(11)
in terms of squared error residuals ξij
min
wi∈F ;ξi∈Rn;ρi∈R
γ1
2
∑nc
i=1 ‖wi‖2 +
∑nc
i,j=1;i6=j〈wi, wj〉
+γ22
∑n
i=1
∑nc
j=1 ξ
2
ij −
∑nc
i=1 ρi
(21)
s.t. yij〈wj ,Φ(xi)〉 = ρj − ξij , i ∈ 1, n, j ∈ 1, nc.
(22)
The Lagrangian for this problem is
L(wi, ξ, ρ, α) = γ12
∑nc
i=1 ‖wi‖2 +
∑nc
i,j=1;i 6=j〈wi, wj〉
+γ22
∑n
i=1
∑nc
j=1 ξ
2
ij −
∑nc
i=1 ρi
−∑ni=1∑ncj=1 αij(yij〈wj ,Φ(xi)〉 − ρj + ξij),
(23)
where the αij values are the Lagrange multipliers which can be
both positive and negative now due to the equality constraints.
By substituting η = γ1 +n−2 the conditions for optimality
now yield
wi =
η
∑n
j αjiyjiΦ(xj)−
∑n
j
∑nc
p=1,p6=i αjpyjpΦ(xj)
(η + 1)(γ1 − 1) ,
(24)
αij = γ2ξij , ∀i ∈ 1, n ∀j ∈ 1, nc (25)
∑n
i=1 αij = 1, ∀j ∈ 1, nc. (26)
By substituting the expressions for wi and ξij in our equality
condition, applying the kernel trick in Eq.(8) and preserving
matrices Gij = K ◦ yiyTj and constants from Eq.(19) we
can obtain the following linear Karush-Kuhn-Tucker (KKT)
system of the form
Ωα? = θ, (27)
5which we solve in αi and ρi, where
Ω =

0 . . . 0
...
. . .
...
0 . . . 0
1T1 . . . 0
T
n
...
. . .
...
0Tn . . . 1
T
n
1n . . . 0n
...
. . .
...
0n . . . 1n
−ηG
?
11
µ
. . .
G1nc
µ
...
. . .
...
Gnc1
µ
. . . −ηG
?
ncnc
µ

(28)
defining G?ij = Gij +
µ
ηγ2
I and
α? =

ρ1
...
ρnc
α1
...
αnc

θ =

1
...
1
0n
...
0n

(29)
and 1n and 0n denote vectors of length n. To clarify the
structure of the matrix Ω we should refer to every part of
this matrix separately. The upper-left submatrix is a square
matrix of size nc×nc where all residuals are zeros. The upper-
right and bottom-left matrices are block diagonal where every
element on the diagonal is a vector 1n. These matrices are
identical but the upper-right matrix is transposed. The bottom-
right matrix is a square matrix of size nnc×nnc where every
element on the diagonal is of the form − ηµ (Gii+I/γ2) and any
off-diagonal element is bound to matrix Gij in the following
form: Gijµ . The final decision function and the decision rule
are of the same form as in Eq.(20) and Eq.(5).
Remark 2: Additionally we should emphasize that the
Least-Squares form of our algorithm is of much less com-
plexity than QP formulation and results in only one linear
system of size nnc × nnc. This drastically decreases compu-
tational costs for the cross-validation procedure which will be
presented in Section VII-A and mentioned in the description
of Algorithms 2 – 3.
V. LARGE-SCALE OPTIMIZATION PROBLEM
A. Algorithm
To cope with large-scale datasets we propose a scalable first-
order optimization algorithm for the multi-class QP problem.
The formulation is inspired by the Pegasos algorithm [17]
and we provide theoretical justification along the lines of the
Pegasos formulation.
Remark 3: The large amount of variables significantly
slows down every iteration of any QP solver and starting
from several thousands of variables even our approach for
tuning the parameters (see Section VII-A) becomes unfeasible.
To tackle this problem one may study a scalable SMO-
like method by Platt [18] or Nesterov’s approach for convex
optimization [19]. However we selected here a Pegasos-like
implementation of the SND algorithm which makes use of
the Nystro¨m approximation of the RBF kernel [20], [21]
and converges with the selected accuracy  within O(R2λ )
iterations. This result originally provided in [17] is much better
than previously implemented approaches (e.g. SVM-Perf [22])
which like Pegasos make use of the subgradient descent but
converge in O( R2λ2 ).
First we rewrite our optimization objective in Eq.(11) in
terms of the hinge loss. Second we move the bias terms ρi
into the hinge loss. Finally we optimize only over the weights
wi which are joint together as
w =
 w1...
wnc

to be compatible with the original formulation of the Pegasos
algorithm. We benefit from the convergence analysis provided
in [17] and present our adjustments for the SND method in
Theorem 1.
We derive an approximate instantaneous objective function
in the primal for the SND method by
f(w;At;Bi; Γ) = λ2w
TΓw+
1
m
nc∑
i=1
∑
(x,y)∈At
L(w;Bi; (x, y)),
(30)
where the hinge loss for the i-th class is given by
L(w;Bi; (x, y)) = max{0, 1− y(〈w,BTi x〉+ ρi)}, (31)
and At is our working subset (subsample) at iteration t and
matrices Γ and Bi are of the special form
Γ =
 γI11 . . . I1nc... . . . ...
Inc1 . . . γIncnc
 ,
Bi =
(
0 . . . Ii . . . 0
)
.
(32)
In the above equations we expect w to be of dimension dnc
where d is our input dimension and nc is the number of
classes. Every identity matrix or zero matrix is of dimension
d × d and ρi ∈ R. Scalar m denotes the size of the working
subset At.
Here we should emphasize that we carry out optimization
only w.r.t. w and we include ρ (which is part of the hinge
loss) as a additional (last) element of vector w. This strategy,
originally proposed in [17], allows us to rely on the strong
convexity of the optimization objective.
Next we present a brief summary of the large-scale SND
method in Algorithm 1 and continue with the analysis in the
next subsection. Below we denote the whole dataset by S.
The above algorithm is based on the Pegasos formulation
but differs in the computation of the subgradient and the
projection step. Now we can see that the subgradient
∇t = λΓw(t) − 1
m
nc∑
i=1
∑
(x,yi)∈A+t(i)
yiB
T
i x (33)
6Algorithm 1: Pegasos-based SND algorithm
Data: S, γ, λ, T,m
1 Compute Γ and Bi matrices defined in Eq.(32)
2 Set w(1) randomly s.t. ‖w(1)‖ ≤√nc/λ(γ + nc − 1)
3 for t = 1→ T do
4 Set ηt = 1λt
5 Select At ⊆ S, where |At| = m
6 A+t(i) = {(x, y) ∈ At : y(〈w,BTi x〉) < 1},∀i
7 w(t+
1
2 ) =
w(t) − ηt(λΓw(t) − 1m
∑nc
i=1
∑
(x,y)∈A+
t(i)
yBTi x)
8 w(t+1) = min
{
1,
√
nc/λ(γ+nc−1)
‖w(t+12 )‖
}
w(t+
1
2 )
9 end
10 return w(T+1)
depends on the additional matrices Γ and Bi introduced in
Eq.(32) and in projection step (10) we have slightly different
rescaling term.
B. Analysis
In this subsection we present a convergence analysis which
brings to our algorithm the same convergence bounds as in
Pegasos. We extend the analysis presented in [17] to our
instantaneous objective by presenting Theorem 1. But first
we recap the important lemma from [17] which establishes
necessary conditions for our theorem.
Lemma 1 (Shalev-Shwartz et al., 2007): Let f (1), ..., f (T )
be a sequence of λ-strongly convex functions w.r.t. the
function 12‖ · ‖2. Let B be a closed convex set and define∏
B(w) = arg minw′∈B ‖w − w′‖. Let w(1), . . . , w(T+1) be
a sequence of vectors such that w(1) ∈ B and for t ≥ 1,
w(t+1) =
∏
B(w
(t) − ηt∇t), where ∇t is a subgradient of
f (t) at w(t) and ηt = 1/λt. Assume that for all t, ‖∇t‖ ≤ G.
Then, for all u ∈ B we have
1
T
T∑
t=1
f(w(t)) ≤ 1
T
T∑
t=1
f(u) +
G2(1 + ln(T ))
2λT
.
Based on the above lemma, we are now ready to bound the
average instantaneous objective of Algorithm 1.
Theorem 1: Assume ‖x‖ ≤ R for all (x, y) ∈ S. Let w∗ =
arg minw f(w;At;Bi; Γ) and let c =
√
λnc(γ + nc − 1) +
ncR. Then, for T ≥ 3 and γ > nc − 1 we have
1
T
T∑
t=1
f(w(t);At;Bi; Γ) ≤ 1
T
T∑
t=1
f(w∗;At;Bi; Γ)+c
2 ln(T )
λT
.
Proof: To prove our theorem it suffices to show that all
conditions of Lemma 1 hold. First we show that our problem
is strongly convex. It is easy to verify that matrix Γ given
in Eq.(32) is always positive definite if γ > nc − 1 which
implies that Bregman divergence is always bounded from
below w.r.t to λ and 2-norm ‖ · ‖. Since f (t) is a sum of λ-
strongly convex function λ2w
TΓw and another convex function
(hinge-loss), it is also λ-strongly convex. Next by assuming
B = {w : ‖w‖ ≤ √nc/λ(γ + nc − 1)} and the fact that
‖x‖ ≤ R we can bound subgradient ∇t. The explicit form
for the subgradient evaluated at point x is given in Eq.(33).
Using the triangular inequality and denoting 2-norm by ‖ · ‖
one obtains
‖∇t‖ ≤ λ‖Γw‖+
∑
i ‖BTi x‖ ≤ λ‖Γ‖‖w‖+ nc‖x‖ ≤
≤ λ(γ + nc − 1)‖w‖+ ncR ≤
√
λnc(γ + nc − 1) + ncR.
The upper bound on ‖Γ‖ is derived using the Gershgorin circle
theorem as follows:
‖Γ‖ ≤
√
υmax(Γ∗Γ) = υmax(Γ) ≤ D(γ, nc−1) = γ+nc−1,
where Γ∗ is the conjugate transpose of Γ, υmax is the
maximum eigenvalue and D(γ, nc−1) is the Gershgorin circle
with the center γ and radius nc− 1. The first equality follows
from the block-wise structure of matrix Γ. The last inequality
follows from the fact that diagonal elements of Γ are the
same and equal to γ everywhere and the sum of off-diagonal
elements is exactly nc − 1, which is clear from the structure
of Γ in Eq.(32). Finally we have to show that w∗ ∈ B. To
do so, we derive the dual form of our objective in terms of
the dual variables αi ∈ [0, 1]n, i ∈ 1, nc related to decision
functions fci in Eq.(13) such that we have the following mixed
optimization objective
max
αi
min
w
1
m
nc∑
i=1
‖αi‖1 − λ2w
TΓw
and after assuming strong duality and the optimal solution w.r.t
the primal variable w∗ and dual variables α∗i one gets
λ
2
w∗TΓw∗+
1
m
nc∑
i=1
∑
x∈S
L(w∗;x) = −λ
2
w∗TΓw∗+
1
m
nc∑
i=1
‖α∗i ‖1.
For simplicity we replace the notation for the hinge-loss with
L(w∗;x). Rearranging the above, using the non-negativity of
the hinge-loss and applying the Gershgorin circle theorem
we obtain our bound: ‖w‖ ≤ √nc/λ(γ + nc − 1). Now we
can plug-in everything back to inequality in Lemma 1 which
completes the proof.
C. Fixed-Size approach
One of the crucial aspects in estimating the support of some
unknown high-dimensional distribution is the non-linearity of
the feature space where we are trying to find a solution. As
it was discussed in [1] we cannot rely on the linear kernel in
this case and should use the RBF kernel instead. To overcome
restrictions of Algorithm 1 which operates only in the primal
space we apply a Fixed-Size approach [20] to approximate
the RBF kernel with some higher dimensional explicit feature
vector.
First we use an entropy based criterion to select the pro-
totype vectors (small working sample of size m  n)2
and construct kernel matrix K. Based on the Nystro¨m ap-
proximation [21] an expression for the entries of the ap-
proximation of the feature map Φˆ(x) : Rd → Rm, with
Φˆ(x) = (Φˆ1(x), . . . , Φˆm(x))T is given by
Φˆi(x) =
1√
λi,m
m∑
t=1
uti,mk(xt, x),
2see Section 4 of [20] for the details
7where λi,m and ui,m denote the i-th eigenvalue and the i-th
eigenvector of K defined in Eq.(8). Using the above expression
for Φˆ(x) we can proceed with the original formulation of
Algorithm 1 and find the solution of our problem in primal.
VI. ALGORITHMS AND EXPLANATIONS
A. Coupling term and γ explained
To illustrate the importance of the coupling term 〈wi, wj〉
we implemented a toy example where initially the coefficient
γ in Eq.(11, 21) is fixed and the other hyperparameters were
obtained via the tuning procedure described in Section VII-A.
Fig. 4. Decision boundaries of the SND method for varying values of the
γ hyperparameter, illustrating the importance of small cosθ and minimized
‖w1‖, ‖w2‖.
As we can see in Figure 4 the parameter γ directly affects
the decision boundaries of the SND method as it increases
from 1.1 in the topmost subfigure to 100 in the bottom one.
To facilitate the reasoning of how γ value affects the coupling
term and and the overall model consistency we provide each
subfigure with the effective value of ‖w1‖, ‖w2‖ and cos θ
terms which are calculated w.r.t. our dual representation in
Eq.(9) and the kernel expansion in Eq.(8) as
cos θ =
〈w1, w2〉
‖w1‖‖w2‖ =
αTGλ√
(αTGα)(λTGλ)
,
where ‖w1‖ =
√
αTGα, ‖w2‖ =
√
λTGλ and G = K ◦ yyT
relates to the matrix calculated from the training data. From
examining Figure 4 one can observe that only carefully chosen
parameter γ and a trade-off for 〈w1, w2〉 term can bring
necessary discrimination between classes while preserving the
compactness of the support. This means that any over- or
underestimation of γ parameter can lead to an unsatisfactory
solution. The central subfigure of Figure 4 clearly indicates
that a minimal cos θ term doesn’t ensure the best possible
solution. This fact empirically illustrates our intuition and
reasoning about the relation between the coupling term and
margins as the top and bottom subfigures provide a good
separation between classes but do not ensure the compact
support for one of the distributions. We can see that ‖w1‖,
‖w2‖ are quite large (of 102 magnitude) and one of the classes
almost completely covers the entire space.
B. Classification and novelty detection algorithms
In this section we present a general purpose algorithm for
SND which can be applied both in classification and novelty
detection settings.
To clarify how the SND method can be used in both
settings: classification and novelty detection, we present a brief
algorithmic summary for these settings in Algorithms 2–3. One
should notice that the main difference between both algorithms
is the cross-validation step, decision rule and the input data.
In the presented algorithms the ”CrossvalidateSND” func-
tion stands for the tuning procedure which will be described
in the next section. The crucial difference between Algorithm
2 and 3 is the usage of the data Z defined in Eq.(6). The SND
model is tuned to perform novelty detection with respect to
data Z and maximize the observed detection rate. In binary
classification problem in Eq.(2) we cannot use data Z because
of the labeling limitation on yi ∈ {−1, 1}. We have to switch
to the multi-class optimization objective in Eq.(11). Here we
refer to Z as a matrix containing subset Z ⊆ X which is
labeled negatively everywhere, by taking yi = −1, i ∈ 1, nc. It
can be used in the cross-validation procedure, such that we do
care about maximizing detection rate of those samples along
with minimization of the validation error for positively labeled
samples. As a result of the ”CrossvalidateSND” function we
output the optimal parameters γ,C for the SND model and the
optimal RBF kernel width σ. Finally c(x) decision functions
are defined by the means of the dual variables αi, the primal
variables ρi, the optimal parameters γ, σ and the labeling Y
in Eq.(5) and Eq.(20). Here we can notice that for Algorithm
2 we are not giving any alternative decisions in c(x) and are
obliged to select between classes ci.
8Algorithm 2: SND for binary classification
input : training data X of size l × d, class labels Y of
size l × nc
output: SND explicit decision rule
1 begin
2 [γ, σ, C]← CrossvalidateSND(X,Y );
3 [α, ρ]← ComputeSND(X,Y, γ, σ, C);
4 c(x)← argmaxci fci(x);
5 end
Algorithm 3: SND for novelty detection
input : training data X of size l × d, outliers’ data Z of
size m× d, class labels Y of size l × nc, −1z
matrix of minus ones of size m× nc
output: SND explicit decision rule
1 begin
2 [γ, σ, C]← CrossvalidateSND(X,Y, Z,−1z);
3 [α, ρ]← ComputeSND([X;Z], [Y ;−1z], γ, σ, C);
4 c(x)←
{
argmaxci fci(x), if maxi fci(x) > 0
cout, otherwise
;
5 end
VII. EMPIRICAL RESULTS
A. Experimental setup
In all our experiments for all tested SND and SVM mod-
els we use a 2-step procedure for tuning the parameters.
This procedure consists of Coupled Simulated Annealing
[23] initialized with 5 random sets of parameters for the
first step and the simplex method [24] for the second step.
After CSA converges to some local minima we select the
tuple of parameters that attains the lowest error and start the
simplex procedure to refine our selection. On every iteration
step for CSA and simplex method we proceed with a 10-
fold cross-validation. While being considerably faster than the
straightforward grid search technique obtained parameters tend
to vary more because of the randomness in initialization.
We selected the universal RBF kernel (see [25]) that is
generally capable to separate all compact subsets and is
suitable for many kinds of data. The choice of the RBF kernel
was motivated by [1] where the authors explain an obvious
advantage of it and that the data are always separable from
the origin in the feature space (see Definition 1 in [1]). We
tune the bandwidth of the RBF kernel in Eq.(8) with additional
trade-off parameters for all methods using the tuning procedure
described within the previous paragraph.
For the large-scale version of SND we use the Nystro¨m ap-
proximation and the Fixed-Size approach [20] where the σ pa-
rameter was inferred via cross-validation procedure described
above. The active subset was selected via maximization of the
Renyi entropy. The size of this subset was set to be
√
n for
all methods that utilize Nystro¨m approximation. Finally we fix
the m parameter in Algorithm 1 to be 0.1|S|.
For the Toy Data (1) we performed 100 iterations with
random sampling of size 100 according to the separate uniform
TABLE I
DATASETS
Dataset # of attributes # of classes # of data points
Toy Data (1) 2 2 200
Toy Data (2-4) 2 2 150
Arcene 10000 2 900
Ionosphere 34 2 351
Parkinsons 23 2 197
Sonar 60 2 208
Zoo 17 7 101
Iris 4 3 150
Ecoli 8 5 336
TAE 5 3 151
Seeds 7 3 210
Arrhythmia 279 2 452
Pima 8 2 768
Madelon 500 2 2000
Red Wine 12 2 1599
White Wine 12 2 4898
Magic 11 2 19020
distributions from intersecting intervals [0, 1] and [−0.5, 0.5],
collected averaged error rates with corresponding standard
deviations. For novelty detection we performed 100 iterations
with random sampling from three different distributions3 (see
Figure 6) scaled to the range [−1, 1] for all dimensions. For
all toy datasets in every iteration we splitted all data points in
proportion 80% to 20% into training and test counterparts.
In novelty detection setting 15% of all data samples were
generated as outliers. For all UCI datasets [26] (except for
Arcene and large scale datasets) we used 5 independent 10-
fold splittings and performed averaging and paired t-tests
[27] for the comparison of errors. Arcene was split into
training and validation datasets initially and we simply run the
classification scheme 10 times. For the large scale datasets we
run all methods 50 times with the random split in proportion
of 50% by 50% for training and test data respectively. For the
properties of UCI and toy datasets one can refer to the Table
I.
We implemented the original QP formulation of the SND
method as an optimization problem using the Ipopt package
(see [28]), which implements a general purpose interior point
search algorithm. The Least-Squares version of SND was
implemented using standard Matlab backslash operation. The
large-scale version of SND and Pegasos were implemented
in Matlab. LS-SVM with Fixed-Size approach is entirely
implemented in Matlab as well. For learning C-SVM and
One-Class SVM we used the LIBSVM package [29]. All
experiments were run on Core i7 CPU with 8GB of RAM
available under Linux CentOS platform.
B. Numerical results with UCI datasets
First we present some results for the classification setting
where we can fairly compare our method to C-SVM [15] and
LS-SVM [30]. Then we proceed with some results for the
large-scale UCI datasets. Then we continue with the novelty
detection scheme in the presence of two and more classes and
some number of outliers. Here we simply present preliminary
3Toy Data (2-4)
9results for different toy problems and report performance in
terms of general test error and detection rate4. Finally in the
next subsection we present real life example from anomalous
change detection in AVIRIS (Airborne Visible/InfraRed Imag-
ing Sensor) images [8].
TABLE II
AVERAGED MISCLASSIFICATION ERROR ON TEST DATA
Dataset SND C-SVM LS-SVM
Toy Data (1) 0.1395± 0.097 0.1385± 0.078 0.1325± 0.085
Arcene 0.1620± 0.006 0.1730± 0.095 0.1810± 0.091
Ionosphere 0.0684± 0.043 0.0740± 0.031 0.0483± 0.030
Parkinsons 0.0613± 0.046 0.0721± 0.060 0.0621± 0.064
Sonar 0.0962± 0.069 0.1250± 0.105 0.1205± 0.101
Zoo 0.0500± 0.081 0.0733± 0.119 0.1071± 0.119
Iris 0.0467± 0.068 0.0440± 0.065 0.0493± 0.067
Ecoli 0.1263± 0.069 0.1240± 0.061 0.1562± 0.062
TAE 0.4031± 0.159 0.4346± 0.146 0.5545± 0.131
Seeds 0.0667± 0.060 0.0650± 0.050 0.0838± 0.073
TABLE III
AVERAGED MISCLASSIFICATION ERROR ON TEST DATA
Dataset LS-SND C-SVM LS-SVM
Toy Data (1) 0.1425± 0.079 0.1450± 0.081 0.1395± 0.079
Ionosphere 0.0803± 0.033 0.0705± 0.044 0.0541± 0.034
Parkinsons 0.0566± 0.046 0.0664± 0.065 0.0647± 0.050
Sonar 0.1198± 0.059 0.1173± 0.074 0.1283± 0.054
Arrhythmia 0.2193± 0.050 0.2220± 0.050 0.2286± 0.061
Pima 0.2325± 0.039 0.2308± 0.043 0.2391± 0.039
Zoo 0.1487± 0.145 0.0671± 0.079 0.1518± 0.109
Iris 0.0667± 0.070 0.0427± 0.060 0.0347± 0.043
Ecoli 0.1586± 0.084 0.1192± 0.044 0.1376± 0.040
TAE 0.4219± 0.110 0.4300± 0.141 0.5655± 0.116
Seeds 0.0905± 0.063 0.0629± 0.049 0.0905± 0.063
TABLE IV
AVERAGED MISCLASSIFICATION ERROR ON TEST DATA
Dataset SND Pegasos NyFS-LSSVM
Pima 0.2885± 0.024 0.2866± 0.020 0.2333± 0.020
Madelon 0.4307± 0.022 0.4272± 0.017 0.4531± 0.014
Red Wine 0.2648± 0.016 0.2625± 0.014 0.2583± 0.014
White Wine 0.2747± 0.021 0.2715± 0.014 0.2381± 0.008
Magic 0.1474± 0.012 0.1576± 0.004 0.1375± 0.003
Tables II-III present results for independent runs of QP and
Least-Squares formulation of SND method in comparison to
C-SVM and LS-SVM. All misclassification rates are collected
on the identical test sets described in Section VII-A. Compar-
ing the results in Tables II-VI we can clearly observe that
our method is quite comparable in terms of generalization
error to C-SVM and LS-SVM. In Tables V-VI we show p-
values of a pairwise t-test which gives a clear evidence that
generalization errors for SND and LS-SND are comparable
to the corresponding values obtained for C-SVM and LS-
SVM and there is no statistically significant difference in
the mean values. However in Table III we can see that LS-
SND algorithm almost in all cases is superior to LS-SVM and
4we report the percentage of the detected outliers
TABLE V
P-VALUES OF A PAIRWISE T-TEST ON GENERALIZATION ERROR BETWEEN
SND AND OTHER METHODS
Dataset to C-SVM to LS-SVM
Toy Data (1) 0.87329 0.63883
Arcene 0.71842 0.52162
Ionosphere 0.73986 0.24175
Parkinsons 0.65938 0.97501
Sonar 0.47715 0.53844
Zoo 0.25673 0.011471
Iris 0.84167 0.84356
Ecoli 0.85788 0.02481
TAE 0.30483 1.9013e-09
Seeds 0.86329 0.20278
TABLE VI
P-VALUES OF A PAIRWISE T-TEST ON GENERALIZATION ERROR BETWEEN
LS-SND AND OTHER METHODS
Dataset to C-SVM to LS-SVM
Toy Data (1) 0.8265 0.79085
Ionosphere 0.2189 0.00016358
Parkinsons 0.33084 0.40091
Sonar 0.8537 0.44872
Pima 0.82858 0.40384
Sonar 0.8537 0.44872
Zoo 0.0006965 0.90418
Iris 0.007038 0.068409
Ecoli 0.0039443 0.11129
TAE 0.75031 6.5273e-09
Seeds 0.18541 1
TABLE VII
P-VALUES OF A PAIRWISE T-TEST ON GENERALIZATION ERROR BETWEEN
LARGE-SCALE PEGASOS-BASED SND AND OTHER METHODS
Dataset to Pegasos to NyFS-LSSVM
Pima 0.66776 9.5771e-22
Madelon 0.37543 1.4418e-08
Red Wine 0.45226 0.032591
White Wine 0.37445 9.4174e-20
Magic 9.3029e-08 1.0061e-07
obtains lower generalization errors. In general we can observe
better performance from QP versions of SVM but this can be
easily explained by properties of hinge-loss which better deals
with the outliers. The latter disadvantage can be easily handled
with a weighted formulation of LS-SVM [31].
TABLE VIII
EFFECTIVE VALUES OF THE l2-NORMS AND THE cosθ VALUE BETWEEN
THE CORRESPONDING NORMAL VECTORS IN FIGURE 5
Classes (ci - cj ) cos θ norms (‖wi‖, ‖wj‖)
c1 - c2 -0.3795 (0.5113, 0.4928)
c1 - c3 -0.4812 (0.5113, 0.5174)
c2 - c3 -0.4034 (0.4928, 0.5174)
For the second part of our numerical experiments we applied
a large-scale modification of the SND algorithm to five large
UCI datasets and collected corresponding misclassification er-
rors. Table IV presents these results and we can see that almost
everywhere NyFS-LSSVM [?] (Nystro¨m Fixed-Size LS-SVM)
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Fig. 5. Pegasos-based SND method in a novelty detection scheme with 3
classes. Size of the toy dataset is 9200.
TABLE IX
AVERAGED MISCLASSIFICATION ERROR / (DETECTION RATE) FOR SND
AND ONE-CLASS SVM
Dataset SND One-Class SVM
Toy Data (2) 0.0083 / (0.9746) 0.0233 / (1)
Toy Data (3) 0.0113 / (1) 0.0233 / (1)
Toy Data (4) 0.0366 / (0.8182) 0.0791 / (0.7808)
method achieves better performance than SND or Pegasos al-
gorithms. This can be simply addressed by the nature of NyFS-
LSSVM method, which is an exact algorithm while Algorithm
1 and Pegasos are approximate algorithms. On the other hand
SND and Pegasos are very similar in the achieved results
but for the largest Magic dataset SND surprisingly achieves
better performance with very high statistical significance (see
Table VII). One of the major advantages of Pegasos-based
algorithms is the price of every iteration/training which can
be controlled by m parameter in Algorithm 1. The example of
novelty detection problem solved by this large-scale algorithm
one can observe in Figure 5. Table VIII represents a pivot
table of the effective values for the l2-norms and the cosθ
value between the corresponding normal vectors and decision
boundaries (hyperplanes in the feature space) in Figure 5. This
information helps us to understand the connection in a large-
scale setting between the pairwise discrimination of classes
and the corresponding compact support of the distributions
from which these classes are drawn.
For the third part of our numerical experiments we have
chosen to apply SND in an anomaly detection scheme in
the presence of 2 or more classes. In this setting we cannot
fairly compare our method to other SVM-based algorithms
because of an obvious novelty of our problem. So we restrict
ourselves to evaluating the SND algorithm for our 3 toy
datasets and comparing it to One-Class SVM in terms of total
misclassification error (assuming binary setting: non-outliers
vs. outliers) and detection rate of outliers. From the Table IX
we can clearly conclude that SND provides better support for
underlying distributions and gives comparable or even better
detection rates. One can also observe decision boundaries
of the SND method for several random runs on different
toy problems (Toy Data (2-4)) in Figure 6. The latter figure
Fig. 6. SND method in a novelty detection scheme with 2 classes. Subfigures
(a) through (c) represent SND boundaries in the presence of outliers (+) and
correspond to Toy Data (2) through (4).
provides a better view on SND properties and output decision
boundaries in the presence of the scattered outliers. In Figures
7 and 8 we can see a comparison of the SND approach with
One-Class SVM. In Figure 7 we use for One-Class training all
data points available in both classes while in Figure 8 we try to
find the support for each class/distribution separately. Here by
the white color we denote intersecting regions of two separate
One-Class SVM estimators. However One-Class SVM is able
to capture many data points by the underlying support it still
far from the correct density estimation.
Analyzing these figures one can clearly observe the im-
portance of labeling to capture the different underlying dis-
tributions in the data. One of the key advantages of the
SND approach is a better understanding and modelling of the
support for a mixture of distributions where one possesses a
certain amount of information about each distribution.
C. Real life example
To justify the practical importance of our method we applied
the SND Algorithm 1 in the context of AVIRIS data (Airborne
Visible/InfraRed Imaging Sensor) [8]. We took one of the high
definition greyscale images and extracted two disjoint sub-
11
Fig. 7. Comparison of SND (a,c) and One-Class SVM (b,d) in the novelty
detection scheme.
images of sizes 205×236 and 283×281 pixels respectively.
The first sub-image was used for training the SND algorithm
while the second one for test purposes.
We extracted for every pixel its intensity and averaged
intensity of the window of size 10×10 of surrounding pixels
excluding the nearest 5×5 pixels. Finally we took these values
along with pixel intensities as our 2-dimensional training/test
datasets. We separated the training image by the average white
color intensity of the mentioned window across all pixels.
Finally we defined outliers as the white spots on the darker
Fig. 8. Comparison of SND (a) and two joint One-Class SVMs (b) in
the novelty detection scheme showing a clear improvement of SND. White
region depicts the area which belongs to the support of both One-Class SVMs
simultaneously.
greyscale region5 by taking pixels belonging to that segment
of the processed image with intensities grater than 190. The
setting is artificial but it will help us to evaluate our approach
w.r.t. real life data.
We applied Algorithm 3 to the final training data of size
48380 and determined σ parameter of the RBF kernel, λ and
γ parameters of Algorithm 1 using 10-fold cross-validation
on training data as described in Section VII-A. On every step
of Algorithm 3 the SND model was calculated via Algorithm
1 and non-linearity of the model was achieved applying the
Fixed-Size approach described in Section V-C.
In Figure 9 we can see these AVIRIS images while in Figure
10 we notice the same images but after the segregation to
different terrains and detection of outliers by the SND and
Pegasos6 algorithms. As we can see our method is capable of
good image segregation while being able to detect anomalous
spots in the test image7. Both methods were able to detect
outliers denoting pixels of interest8 while Pegasos was much
less accurate in estimating the densities of two classes and
resulted in the increased number of the detected outliers9.
These results can be extended to anomalous change detection
when we consider the problem of finding anomalous changes
in the obtained scenes of the same image.
In Figure 11 we can observe two histograms corresponding
to the different decision functions obtained by SND Algorithm
5these spots correspond to the tracks remained after the transition of the
fast boats
6we trained 2 Pegasos-based classifiers w.r.t. each class
7black pixels pointed by arrows in Figure 10
8big fast-boat transition track
9222 for SND and 507 for Pegasos
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Fig. 10. AVIRIS training image after preprocessing (left) and test image after evaluation by the SND algorithm (middle) and the Pegasos algorithm (right)
with pointed out outliers.
Fig. 9. AVIRIS training (top) and test (bottom) images.
3 which was evaluated on AVIRIS test image. Topmost image
corresponds to the function which outputs positive values for
the marine region and the bottom one outputs positive values
for the land views. Analyzing these figures we can clearly
notice some revealing patterns and distributions of output
values. For instance in the images we can see two major peaks
which obviously correspond to two classes. In general outliers
are not concentrated as there are no intersecting peaks on both
histograms. This fact corresponds to the intuition of [3] and
validates the usefulness of the SND approach.
VIII. CONCLUSION AND FUTURE WORK
In this paper we approached the novelty detection problem
and estimation of the support for a high-dimensional distri-
bution from the new perspective of multi-class classification.
This setting is mainly designed for finding outliers in the
presence of several classes while being valuable as a general
purpose classifier as well. The SND setting can be potentially
extended for a semi-supervised case with and an intrinsic norm
[14] applied in conjunction with coupling terms (see Eq.(11)).
The latter formulation implies that we need only few labeled
data points to approximate the coupling term fairly well and
the other data can be involved in the manifold learning. We
consider the latter approach as a promising extension of our
method for future work. We demonstrated that the performance
and obtained generalization errors are comparable or even
less than for other SVMs. The experimental results verify the
usefulness of our approach for both settings: classification and
novelty detection.
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