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Abstract
We propose a systematic approach to the construction of invariant union of polytopes (IUP)
in expanding piecewise affine mappings. The goal is to characterize ergodic components in
these systems. The approach relies on using empirical information embedded in trajectories in
order to infer, and then to solve, a so-called conditioning problem for some generating collection
of polytopes. A conditioning problem consists of a series of requirements on the polytopes’
localisation and on the dynamical transitions between these elements. The core element of the
approach is a reformulation of the problem as a set of piecewise linear inequalities for some
matrices which encapsulate geometric constraints. In that way, the original topological puzzle
is converted into a standard problem in computational geometry. This transformation involves
an optimization procedure that ensures that both problems are equivalent, ie. no information is
dropped when passing to the analytic formulation.
As a proof of concept, the approach is applied to the construction of asymmetric IUP in
piecewise expanding globally coupled maps, so that multiple ergodic components result. The
resulting mathematical statements explain, complete and extend previous results in the litera-
ture, and in particular, they address the dynamics of cluster configurations. Comparison with
the numerics reveals that, in all examples, our approach provides sharp existence conditions and
accurate fits of the empirical ergodic components.
August 12, 2020.
1 Introduction
The main motivation of this work resides in proving loss of ergodicity in expanding piecewise affine
systems of globally coupled maps. More precisely, this means the (symmetry-breaking-induced)
emergence of several Lebesgue ergodic components when the coupling strength increases, from an
ergodic absolutely continuous invariant measure (acim) at weak coupling. Systems of coupled
maps are deterministic models of collective systems of interacting units. They have revealed a rich
phenomenology, depending upon the coupling strength and the characteristics of the individual
dynamics, while being amenable to some mathematical analysis [4, 10]. In particular, the breakdown
of ergodicity can be regarded as the analogue in a purely deterministic setting (ie. without any
reference to random processes), of the basic phase transitions in Statistical Mechanics [6, 7]. From
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a dynamical systems perspective, this phenomenon is a particular case of a global bifurcation of a
symmetric attractor with positive volume [5, 20].
Analytic proofs of ergodicity breaking have been established for piecewise affine coupled maps
with a small number N of units [6, 17, 18]. Moreover, a computer-assisted proof has been developed
in [7], which in principle, applies to any N ∈ N. However, in practice, its implementation turns
out to be computing resource-intensive. So far, the proposed construction could only be completed
for N up to 6. Therefore, more effective approaches remain to be provided in order to envisage
addressing (very) large numbers of units.
While ergodicity is a central notion in dynamical systems [11], in particular as foundations of
Statistical Mechanics are concerned [8], and notwithstanding the various conceptual criteria for
ergodicity that have been provided, such as the existence of a transitive orbit, no universal method
exists to establish this property in an arbitrary system. Nonetheless, examples have been given of
proved ergodicity in non-trivial parameter families [2].
Similarly, no universal method exists to establish absence of ergodicity. However, when fo-
cus is made on the existence of several ergodic components of positive Lebesgue measure (called
Lebesgue ergodic components for short), for expanding piecewise affine maps of Rd whose affine
domains are polytopes, a natural way to proceed is to build up dynamically invariant unions of
(sub-)polytopes (IUP) that contain at least one but surely not all ergodic components.1 A partic-
ularly relevant subcase is when the maps commute with some Z2-symmetry. Then, it suffices to
prove the existence of IUP that are disjoint from their symmetric image (AsIUP). (NB: Accurate
definitions of IUP and AsIUP are given in Section 2 below.)
Piecewise affine mappings as above must have finitely many Lebesgue ergodic components [19],
yet (non-trivial) IUP need not exist and no universal approach is at hand for their construction.
However, the proofs of AsIUP in coupled maps in [6, 17, 18] suggest that numerical simulations
of orbits may contain enough relevant information to infer such sets. Indeed, those AsIUP have
been obtained by implicitly using knowledge, extracted from the numerics, about the location and
dynamics of the polytopes involved in their union.
Based on these insights, the purpose of this paper is to develop a systematic approach to the
construction of IUP in piecewise affine mappings of Rd. The approach firstly consists in expressing
any IUP as a collection of polytopes that satisfy certain topological conditions, a so-called condi-
tioning problem. Then, it aims to obtain solutions of this problem. The mentioned topological
conditions are inspired from the empirical information contained in numerical trajectories. They
specify the polytopes’ location in the atomic partition and the location of the corresponding im-
ages under the dynamics (the images are all assumed to be contained in the IUP in order to ensure
dynamical invariance; see details in Section 2).
To address conditioning problems implies dealing with and manipulating polytopes in arbitrary
dimension. To that goal, we find it convenient to regard polytopes as intersections of half-spaces.
More precisely, polytopes will be represented using tables (constraint matrices) that collect in-
formation about the direction and location of the constraining hyper-planes. In addition, constraint
matrices will be equipped with an optimization procedure, which ensures a sharp description of the
polytopes (namely all constraints are made active); and hence one-to-one correspondence between
optimized constraint matrices and polytopes.
Furthermore, basic topological and geometric operations on polytopes will be expressed in terms
of operations on (optimized) constraint matrices, so that the topological conditions of a conditioning
problem will be converted into inequalities on matrix entries. In this way, any conditioning problem
1In this setting, every IUP must contain an invariant set, which itself must contain an open ball [19], hence every
IUP must contain a Lebesgue ergodic component.
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will be reformulated as the problem of finding a collection of constraint matrices whose entries
satisfy certain multidimensional piecewise linear inequalities. In order to obtain the desired IUP,
it will then remain to find solutions of these inequalities, via standard analysis of piecewise linear
problems.
The most simple instance of application of this approach is in dimension one and involves either
interval exchange transformations [12] (see also [13, 14] for examples with multiple Lebesgue ergodic
components) or piecewise expanding interval maps. IUP are invariant unions of intervals in this
case (mostly interesting when their Lebesgue measure is smaller than that of the interval on which
the map is defined). The analytic formulation of a conditioning problem intends to determine the
interval boundaries from imposing the location of the intervals and of their images in the IUP.
Independently, focus in this paper will be made on the application to AsIUP in examples of
globally coupled maps. In a way, the resulting mathematical statements can be regarded as a
reconsideration of the results in [6, 17, 18], which includes justification, completion and extension
to the family of cluster maps; yet previously open questions therein are also addressed. The
coupled map examples are families of mappings that are parametrized by a number  ∈ (0, 12)
which quantifies the coupling strength. Interestingly, ergodicity holds when  is sufficiently small
[15]. Therefore, to determine conditions on  for which ergodicity fails - or to say the least, for
which a non-trivial IUP exists - is also part of the problem in this case. Another interesting feature
in this setting is that, despite that the conditioning problems do not explicitly impose that the IUP
should also be AsIUP, in each case, the resulting sets all turn out a posteriori to be asymmetric,
as expected from the numerics.2
The rest of the paper is organised as follows. Section 2 contains a detailed description of the
approach and of its implementation, together with theoretical considerations about the polytope
representation by constraint matrices and their manipulation. Section 3 presents the results of a full
analysis of the conditioning problems associated with coupled maps of low dimension (which include
the dynamics of cluster configurations in arbitrary dimension). In particular, the analysis shows
instances for which no solution exists when the set of admissible faces is too limited and others
for which all solutions are determined. In order to illustrate the results, the computed AsIUP are
plotted against numerical ergodic components and this reveals that sharp approximations of the
numerics have been obtained in this way. The analysis itself and related proofs are reported in the
Appendices and further details of the implementation are given in the Supplementary Material.
Finally, some concluding remarks and suggestions of open questions are given in Section 4.
2 Conditioning problems for IUP and their analytic formulation
This section introduces the approach to IUP in this paper, from the basic definitions of the dynamics
and of the conditioning problem, to the polytopes’ representation and their manipulation in terms
of matrices of constraints, and to an algorithmic presentation of the implementation.
2Asymmetry can be explicitly included in the conditioning problem, for instance by considering finer symbolic
partitions. However, the necessity of such consideration, which generates computational complications, is question-
able. Indeed, in tested examples of AsIUP for G2, (see Section 3), the resulting set turns out to be identical to the
original one. No AsIUP additional feature has resulted from such more elaborated consideration.
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2.1 Dynamics, empirical information and conditioning problems
2.1.1 Definition of the dynamics and related notions
Let d ∈ N and M ⊂ Rd be a bounded polytope, typically M = (0, 1)d. Let A be a finite set
(alphabet) and consider the following partition of M (atomic partition)
M =
⋃
ω∈A
Aω mod 0
where every set Aω is an open convex polytope (atom).
Let F : M 	 be the mapping defined by F = aId + B where a > 13 and B : M → Rd is some
piecewise constant function, viz. B is constant on each Aω. Let Bω := B|Aω be the corresponding
constant.
A forward invariant set U (ie. such that F (U) ⊂ U) is called an Invariant Union of Polytopes
(IUP) if there exists a finite collection {Pk}nk=1 of polytopes such that U =
⋃n
k=1 Pk.
Naturally, the collection {Aω}ω∈A of all atoms is a trivial IUP. Here, we are interested in
IUP whose Lebesgue measure is (notably) smaller than that of M . A mapping F needs not have
such non-trivial IUP (in particular if {Aω}ω∈A is a Markov partition and F is transitive on M
[11]). However, if it does, hints about such sets might be obtained from numerical simulations of
trajectories.
In the case where F commutes with some Z2-symmetry Σ,4 any IUP U such that Σ(U)∩U = ∅
is said to be an Asymmetric IUP (AsIUP). As mentioned before, if an AsIUP exists, then F must
have two Lebesgue ergodic components, at least.
2.1.2 Empirical information from numerical orbits
Suppose that the simulation of some orbit {F tx}t∈N of a piecewise affine mapping F as above
reveals that the points F tx aggregate on a finite number of clusters in phase space which they visit
perpetually. A set of aggregated points is called a cluster if the minimal distance between its points
is microscopic and the distance between any two clusters is macroscopic. Here microscopic means
small and getting arbitrarily small as the number of orbit points increases. Macroscopic means
bounded below by a positive number, independently of the number of orbit points, see Appendix
A for a quantitative criterion.
Assume that these features of the orbit under consideration convey the numerical evidence
of a genuine invariant set with positive Lebesgue measure. Then, the standard construction of
symbolic dynamics in piecewise expanding systems that possess a Markov partition [11] suggests
that this set might be characterized based upon certain topological features, in particular, its
structure, localisation and dynamics. Accordingly, the following details are to be extracted from
the observation under consideration (Fig. 1, left panel):
• the number of clusters, say q. Let then {Kk}qk=1 be an enumeration of the clusters,
• their localisation in phase space, ie. for k ∈ {1, · · · , q}, let Ak ⊂ A be such that Kk ∩Aω 6= ∅
iff ω ∈ Ak,
3The approach is mostly relevant in the case a ≥ 1 (see in particular footnote 1). However, it equally applies to
the case a ∈ (0, 1) where it can be used to prove the existence of stable periodic orbits. For simplicity, focus here will
be made on the case a > 1.
4ie. Σ : M 	 and Σ2 = Id; for instance Σ = 1− Id when M is the unit hypercube.
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Figure 1: Illustration of the approach. Left. Assuming the observation that points F tx of an orbit
{F tx}t∈N aggregate in a collection of clusters {Ki}3i=1 that they visit perpetually, the approach
starts by collecting the following information: the number of clusters, their localisation in phase
space (ie. K1 ∩ Aω 6= ∅ iff ω ∈ {4, 5} and likewise for K2 and K3) and the dynamical transitions
between clusters (namely F (K1 ∩ A4) ⊂ K2 and F (K1 ∩ A5) ⊂ K3 and likewise for K2 and K3).
Right. This empirical information suggests to find an IUP
⋃3
k=1 Pk as a solution of a condition
problem with similar dynamical characteristics.
• the transition between clusters, ie. for each Kk ∩ Aω 6= ∅, let `(k, ω) ∈ A be such that
F (Kk ∩Aω) ⊂ K`(k,ω).5
To collect these details can be made largely automatized, or at least be made systematic, see Ap-
pendix A for related instructions. Such an automatization is particularly useful when the dimension
d is large and direct visualisation in phase space is not practicable.
2.1.3 Conditioning problems for IUP
In order to mathematically confirm that an observation as above materializes an authentic invariant
set of F , it suffices to prove the existence of an IUP with similar characteristics [19]. This task can
be envisaged via a so-called conditioning problem, namely the question of determining a collection
of polytopes that satisfy the topological conditions extracted from the observation (Fig. 1, right
panel). In formal terms, a conditioning problem can be expressed as follows:
Conditioning problem for an IUP. Assume that q, {Ak} and {`(k, ω)} as above are given.
Find a collection {Pk}qk=1 of polytopes that satisfy the following series of conditions:
• For each k ∈ {1, · · · , q}, we have Pk ∩Aω 6= ∅ iff ω ∈ Ak.
• For each Pk ∩Aω 6= ∅, we have F (Pk ∩Aω) ⊂ P`(k,ω).
The following comments are in order:
In practice, the conditions above may only be imposed for a sub-collection of polytopes, once
such a restriction suffices to ensure that the full union set U =
⋃q
k=1 Pk is an IUP of F . This
comment is particularly relevant in presence of symmetries, see below.
5That distinct clusters are separated by a macroscopic distance implies that `(k, ω) must be unique, ie. no image
F (Kk ∩Aω) can intersect two clusters.
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Some IUP might include dynamical iterates of some of their constituents, ie. some Pk′ might
be the image under F of some atomic restriction of some Pk. In this case, we shall impose
the stronger condition F (Pk ∩ Aω) = P`(k,ω) for some pairs (k, ω) of indices (see some of the
coupled map examples).
Unless we have F (Pk ∩Aω) = P`(k,ω) for all admissible pairs (k, ω), the non-wandering set Ω
of the restriction F |U is expected to have Lebesgue measure smaller than that of U , and F |Ω
need not be conjugated to a topological Markov chain. However, most importantly for our
purpose, every IUP must support an acim, as said before.
2.1.4 Symmetric IUP and related reduced conditioning
Assume the existence of a group of affine transformations {σi}si=1 with σi : M 	 which all commute
with F . Then, we may consider IUP that are composed by orbits under this group, ie.
U =
s⋃
i=1
q′⋃
k=1
σi(Pk).
In this case, it obviously suffices to solve the conditioning problem for the polytopes Pk, the
conditions on the remaining polytopes σi(Pk) (when σi 6= Id) will automatically follow from the
commutation property. This simplification (reduced conditioning) will largely be employed in the
coupled map examples below, where the symmetry groups are given by subgroups of the N -element
permutation group (or more precisely, their representation in the space under consideration).
In order to specify a conditioning problem in presence of symmetries, one also needs to collect
from the numerics, those labels I(k, ω) ∈ {1, · · · , s} of the symmetries involved in the dynamical
conditions, viz. such that F (Pk ∩ Aω) ⊂ σI(k,ω)(P`(k,ω)). In summary, a conditioning problem in
presence of symmetries can be formulated as follows.
Conditioning problem for an IUP, in presence of symmetries. Given q,6 {Ak}, {`(k, ω)}
and indices {I(k, ω)}, find a collection {Pk}qk=1 of polytopes that satisfy the following series of
conditions:
• For each k ∈ {1, · · · , q}, we have Pk ∩Aω 6= ∅ iff ω ∈ Ak.
• For each Pk ∩Aω 6= ∅, we have F (Pk ∩Aω) ⊂ σI(k,ω)(P`(k,ω)).
Naturally, this formulation of conditioning problem is an extension of the previous one, which can
be recovered in the case where σI(k,ω) = Id for all (k, ω).
2.2 Analytic representation of polytopes and their manipulation
2.2.1 Analytic representation of polytopes: definition and basic considerations on
coefficient matrices
To address conditioning problems requires dealing with arbitrary polytopes in arbitrary dimension.
Considering that every (open) polytope in Rd can be regarded as the intersection of (open) half-
spaces, see for instance [9], we are going to characterize polytopes using interval constraints on
some linear combinations of the coordinates {xi}di=1 and to represent them using matrices that
collect the constraints.
6From now on, we use the symbol q instead of q′, for simplicity.
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In a more formal way, this means that given any open polytope P ⊂ Rd, there exist a non-
degenerate7 coefficient matrix α = (αi1 αi2 · · · αid)ei=1 ∈ Re×d where e ≥ d, and a constraint
matrix m = (mi mi)
e
i=1 ∈ Re×2, so that
P = Pαm :=
{
x ∈ Rd : mi < (αx)i < mi for all 1 ≤ i ≤ e
}
. (1)
The matrix m can also be regarded as the pair of vectors m = (m,m) where m = {mi}ei=1, and
m = {mi}ei=1.
A priori, both α and m vary with the polytopes under consideration. However, given the nature
of the conditioning problems, we shall be concerned by a single coefficient matrix α for the whole
collection of polytopes. Only the constraint matrices m will be specific to the elements of the IUP.
A natural candidate for α is the canonical coefficient matrix associated with the symbolic
partition, viz. every polytope face is parallel to some atom face.8 For simplicity, we may drop the
superscript α in Pαm and use the notation Pm in this case.
However, as some coupled map examples show, some conditioning problems turn out to have no
solution in the canonical setting, ie. there cannot exist such conditioned IUP whose faces of its Pk
are (all) parallel to atom facets. More/different rows have to be added to α in order to include more
directions and to obtain admissible solutions. We shall see in the examples that suitable coefficient
matrices may be obtained (at the expense of cumbersome calculations) as part of the solution of
the conditioning problem. In this case, this means that the information about face orientation is
also implicitly embedded in the transcripted empirical knowledge.
2.2.2 Analytic representation of polytopes: optimization procedure
When the coefficient matrix has more rows than columns (ie. e > d), for some polytopes P , some
constraints in (1) need not be active. An inequality in (1) is said to be an active constraint [3]
if there exists a point in the closure P for which it becomes an equality. Conversely, a constraint
is said to be not active or inactive, if it cannot be saturated by a point in P .
When some constraints are not active, matrices m such that Pαm = P are not unique, because
modifying (slightly) the entries associated with inactive constraints does not alter the polytope.
Inactive constraints are problematic in the conditioning problem because they may yield stronger
than necessary inequalities on some of the entries of the constraint matrices, which may in turn
prevent one to obtain solutions.
Furthermore, to obtain necessary and sufficient conditions for the existence of solutions in the
formalism of equation (1) requires to be able to assert that a polytope Pαm is not empty.
9 This can
be done by introducing an optimization scheme, namely a transformation O : Re×2 	 on constraint
matrices, that aims to make all constraints active [7].
Let e > d and a coefficient matrix α be given. For each i ∈ {1, · · · , e}, consider the set Λi of
vectors λ = (λk)
e
k=1 ∈ Re with at least e− d vanishing entries, which uniquely solve the system of
equations
(λTα)j = αij , 1 ≤ j ≤ d. (2)
More precisely, given any s ∈ {1, · · · , d} and S ⊂ {1, · · · , e} of cardinality s, if it exists, let λ be
the unique solution of the equations obtained from (2) by letting λk = 0 for k ∈ {1, · · · , e}\S. The
7A coefficient matrix is said to be non-degenerate if all the vectors αi = {αij}dj=1 are distinct vectors in the real
projective space RPd.
8In particular, all atoms, their images and all pre-images, can be captured by this canonical matrix, see Appendix
B for related notations of the constraint matrix entries.
9Naturally, the condition mi < mi for all i ∈ {1, · · · , e} is necessary for having Pαm 6= ∅.
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set Λi is made of all such solutions λ when S and s vary.
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Independently, given a ∈ R and a constraint matrixm, consider the vectors e(a,m) := {ek(a,m)}ek=1
and e(a,m) := {ek(a,m)}ek=1 defined by{
e(a,m) = m and e(a,m) = m if a ≥ 0
e(a,m) = m and e(a,m) = m if a < 0
The optimized constraint matrix O(m) = (O(m), O(m)) is defined by
O(m)
i
= max
(λk)∈Λi
e∑
k=1
λkek(λk,m) and O(m)i = min
(λk)∈Λi
e∑
k=1
λkek(λk,m), ∀i ∈ {1, · · · , e},
As announced, a crucial property of the optimization procedure is that it determines the existence
of the corresponding polytope and also makes sure that all constraints are active. These properties
are summarized in the following statement.
Lemma 2.1. [7] (i) Given any constraint matrix m, the polytope Pαm defined by (1) is not empty
iff O(m)
i
< O(m)i for all i ∈ {1, · · · , e}.
(ii) If Pαm 6= ∅, then PαO(m) = Pαm and all constraints in the definition of PαO(m) are active.
(iii) The direction/plane
∑d
j=1 αijxj = O(m)i (resp.
∑d
j=1 αijxj = O(m)i) defines an edge/a face
of Pαm iff
max
(λk)∈Λi
(λk)6=(δk,i)
e∑
k=1
λkek(λk, O(m)) < O(m)i
resp. O(m)i < min
(λk)∈Λi
(λk)6=(δk,i)
e∑
k=1
λkek(λk,m)
 .
Remark: In the coupled maps example, the optimization procedure can be used to determine the
atoms of the partition, which are not know a priori, see Appendix B. Moreover, statement (iii) of
the Lemma will be employed in order to identify the faces/edges of the constructed polytopes.
2.2.3 Analytic formulation of topological operations and geometric transformations
on polytopes
To address conditioning problems also requires to manipulate and to execute certain topological
operations on polytopes, especially to define the intersection between two such sets, to compute
the image under affine transformations and to verify inclusion in a given polytope. The formalism
of equation (1) allows one to implement these operations on constraint matrices, as presented in
this section. Below, we consider those operations that will be employed in the sequel, assuming
that the non-degenerate coefficient matrix α is given, unless otherwise specifically mentioned.
The proofs of the claims in this section are all elementary and mostly left to the reader.
• Intersection. Given two constraint matrices m and m′, the intersection constraint matrix m∩m′
is defined by the following vectors
(m ∩m′) := {max{mi,m′i}}ei=1 and (m ∩m′) := {min{mi,m′i}}ei=1 .
An immediate consequence of statement (ii) in Lemma 2.1 is the following elementary characteri-
zation of the intersection of polytopes.
10Each Λi must be a non-empty finite set. In particular it contains the canonical vector (λk)
e
k=1 = (δk,i)
e
k=1, where
δk,i is the Kronecker symbol.
8
Claim 2.2. Pαm∩Pαm′ 6= ∅ iff PαO(m∩m′) 6= ∅. Moreover, if not empty, we have Pαm∩Pαm′ = PαO(m∩m′).
Of note, the following observation is convenient in order to ensure empty intersection
If (m ∩m′)
i
≥ (m ∩m′)i for some i ∈ {1, · · · , e}, then Pαm ∩ Pαm′ = ∅.
• Inclusion. We say that m ⊂ m′ holds for the constraint matrices m and m′ if m′i ≤ mi and
mi ≤ m′i for all i ∈ {1, · · · , e}. Similarly as for the intersection, we have
Corollary 2.3. (i) Pαm ⊂ Pαm′ iff O(m) ⊂ m′.
(ii) Pαm = P
α
m′ iff O(m) = O(m
′).
Proof: (i) O(m) ⊂ m′ implies PαO(m) = Pαm ⊂ Pαm′ . Conversely, assume that O(m) 6⊂ m′. Then
statement (ii) in the Lemma implies that there is a point in Pαm that does not satisfy all constraints
that define Pαm′ .
(ii) O(m) ⊂ O(m′) implies Pαm = PαO(m) ⊂ PαO(m′) = Pαm′ . Then, a similar argument obtained by
exchanging the roles of m and m′ easily yields the desired statement. 
• Basic affine transformations.
∗ Translations. Given a constraint matrix m and x ∈ Rd, let m + αx be the constraint matrix
defined by m+ αx := (m+ αx,m+ αx).
Claim 2.4. O(m+ αx) = O(m) + αx and Pαm + x = P
α
O(m)+αx.
∗ Dilations. Given a constraint matrix m and a > 0, let am be the constraint matrix defined by
am := (am, am).
Claim 2.5. O(am) = aO(m) and aId(Pαm) = P
α
aO(m).
As a consequence, we have for the restriction to atomic pieces, of a piecewise affine mapping aId+B
as above
F |Aω(Pαm) = aPαm +Bω = PαaO(m)+αBω .
∗ Sign inversion. Given a constraint matrix m, let m′ be the constraint matrix defined by m′ :=
(−m,−m).
Claim 2.6. O(m′) = (−O(m),−O(m)) and −Id(Pαm) = PαO(m′).
•More general affine transformations. For conditioning problems that involve some symmetry,
we also need to make sure that the action of such transformation on polytopes can be implemented
on constraint matrices. To that goal, we introduce the following notion.
Given a non-degenerate coefficient matrix α, an invertible affine transformation σ of Rd is said
to be α-compatible if the following relation holds
ασx = Apiαx+ B, ∀x ∈ Rd (3)
where A = diag(ai) is a diagonal matrix with {ai} ∈ Re \ {0}, pi ∈ Πe is the (representation in
Re of the) group of permutations of {1, · · · , e} and B ∈ Re. If σ is α-compatible, then it induces
a transformation m 7→ σ(m) on constraint matrices (NB: once again, we use the same symbol for
simplicity) defined by{
σ(m)
i
= aipi (m)i + Bi and σ(m)i = aipi (m)i + Bi if ai > 0,
σ(m)
i
= aipi (m)i + Bi and σ(m)i = aipi (m)i + Bi if ai < 0.
As before, the following statement readily follows from the definitions.
9
Claim 2.7. Let a coefficient matrix α and an invertible affine transformation σ be given.
(i) If σ is α-compatible, then we have σ(Pαm) = P
α
σ(m).
(ii) If σ is α-compatible and the diagonal matrix A in (3) writes A = aId|Re for some a ∈ R \ {0},
then we have O ◦ σ = σ ◦O.
Any affine transformation aId|Rd + Bω, and in particular the inversion symmetry Σ = 1 − Id
typically involved in AsIUP, trivially satisfy all assumptions of this statement, for any coefficient
matrix α. However, and as mentioned above, a real concern is to make sure that the symmetries
involved in a conditioning problem are α-compatible, for a suitable matrix α.11 This issue is
addressed by the following statement.
Claim 2.8. Let {σi}si=1 be a collection of affine transformations of Rd which generate a finite
group. Then there exist e ≥ d and an e× d non-degenerate coefficient matrix α such that every σi
is α-compatible.
In particular, any collection of symmetry transformations in the coupled map examples below
satisfies the assumptions of this Claim.
Proof. Notice first that if a transformation σ satisfies (3) for some diagonal matrix A and vector
B, then the transformation x 7→ σx+B′ satisfies the same relation with the same A and the vector
B + αB′. Hence, we may assume w.l.o.g. that the σi are linear transformations of Rd.
Let {σi}gi=1 be an enumeration of the group of transformations, ie. for i > s, σi is a product of
generators and assume that an e× d non-degenerate matrix α0 is given (for instance α0 = Id). We
claim that the (e · g)× d matrix α defined by
α =

α0σ1
α0σ2
...
α0σg

is as desired, up to non-degeneracy. Indeed, that {σi}gi=1 is a group implies that, for every i ∈
{1, · · · , s}, there exists a permutation pi of {1, · · · , g} such that
σj ◦ σi = σpij , ∀j ∈ {1, · · · , g}.
It easy to conclude that σi satisfies (3) with A = Id|Re·g , B = 0, and pi the permutation in
{1, · · · , e · g} (or rather its representation in Re·g) defined by the permutation of e-blocks of indices
induced by pi.
It remains to prove that α can be chosen to be non-degenerate. Assume it is not, viz. there
are two rows that are multiple of each other, αι′ = cαι for some pair ι, ι
′ and c ∈ R \ {0}. In this
case, the row ι′ should be removed form α. Moreover, equation (3) implies that we must also have
αpiι′ = cαpiι for the permutation pi associated with transformation σi; hence the row piι′ should also
be removed. Likewise, the rows pikι′ for every k and every such permutation pi should be removed
from α, so that the matrix becomes non-degenerate. That pi = Id for σi = Id and the assumption
that α0 is non-degenerate imply that the resulting matrix cannot non-empty (and contains α0). 
11Otherwise, when we only have σ(Pαm) ⊂ Pασ(m), this condition does not suffice to ensure that m ⊂ σ(m′) implies
Pm ⊂ σ(Pm′).
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2.3 Analytic formulation of conditioning problems and implementation of the
systematic approach to IUP construction
The results of the previous sections can be grouped into the following statements, which provide a
formulation of the conditioning problems in terms of constraint matrices.
Given a coefficient matrix α, let {mω}ω∈A be the collection of optimized constraint vectors
associated with the atomic collection {Aω}ω∈A, viz. mω = O(mω) and Aω = Pαmω for all ω.
Proposition 2.9. (i) Analytic formulation of a standard conditioning problem. Given a
coefficient matrix α, the collection of polytopes {Pαmk}qk=1 associated with the constraint matrices{mk}qk=1 satisfy the conditioning problem defined by q, {Ak} and {`(k, ω)} iff
• For each k ∈ {1, · · · , q}, we have PαO(mk∩mω) 6= ∅ iff ω ∈ Ak.
• For each PαO(mk∩mω) 6= ∅, we have aO(mk ∩mω) +αBω ⊂ m`(k,ω) (or aO(mk ∩mω) +αBω =
O(m`(k,ω)) if the original topological condition is an equality).
(ii) Analytic formulation of a conditioning problem with symmetries. Assume that a
coefficient matrix α is given such that {σi}si=1 is a group of α-compatible transformations. Then,
the collection of polytopes {Pαmk}qk=1 associated with the constraint matrices {mk}qk=1 satisfy the
conditioning problem defined by q, {Ak}, {`(k, ω)} and {I(k, ω)} iff
• For each k ∈ {1, · · · , q}, we have PαO(mk∩mω) 6= ∅ iff ω ∈ Ak.
• For each PαO(mk∩mω) 6= ∅, we have aO(mk ∩mω) +αBω ⊂ σI(k,ω)(m`(k,ω)) (or aO(mk ∩mω) +
αBω = (O ◦ σI(k,ω))(m`(k,ω)) if the original topological condition is an equality).
This proposition is the core element of the following computational approach to the construction
of IUP. In particular, the analysis of coupled map examples in the next section closely follows this
sequence of instructions.
Implementation of systematic approach to IUP construction.
• Preliminaries: Given a polytope M ⊂ Rd and a piecewise affine mapping F = aId + B from
M into itself, suppose that the numerical simulation of some orbit provides evidence of a
non-trivial invariant set with positive Lebesgue measure.
• From the observation, get the topological information about the structure, localization and
dynamics of the empirical orbit, viz. q, {Ak} and {`(k, ω)} (and also the indices {I(k, ω)} in
the case where F commute with a group {σi}si=1 of symmetries). See Section 2.1.2 for details
and notations.
• Consider some coefficient matrix α (Section 2.2.1), for instance the canonical matrix associ-
ated with the symbolic partition of F or, ideally, an arbitrary coefficient matrix. Then,
∗ In presence of symmetries. Check (or make sure) that all transformations {σi}si=1 are
α-compatible (Section 2.2.3).
∗ Compute the solutions Λi of (2) in order to specify the corresponding optimization
function O (Section 2.2.2). Then, compute the optimized constraints matrices mω =
O(mω) associated with the atoms Aω for ω ∈ Ak and k ∈ {1, · · · , q}.
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• Assume the existence of a collection {mk}qk=1 of optimized constraint vectors (ie. mk = O(mk)
for all k) which satisfy the conditions of Proposition 2.9, either (i), or (ii) in the presence of
symmetries.
• Use the conditions PαO(mk∩mω) 6= ∅ iff ω ∈ Ak and Pαmk ⊂ M to obtain restrictions on the
range of the entries of mk. Use these restrictions in order to simplify the formal expression of
the constraint matrices mk∩mω, and subsequently to simplify the expression of O(mk∩mω).
• In absence of symmetries: Use the simplifications above to solve the piecewise linear inequali-
ties aO(mk∩mω)+αBω ⊂ m`(k,ω) (or piecewise linear equations aO(mk∩mω)+αBω = m`(k,ω))
for the matrices {mk}qk=1, or to prove that no solution exist for the given matrix α. In the
latter case, reconsider the problem with a larger, and to be determined, matrix α.
• In presence of symmetries: Use the simplifications above to solve the piecewise linear inequali-
ties aO(mk∩mω)+αBω ⊂ σI(k,ω)(m`(k,ω)) (or piecewise linear equations aO(mk∩mω)+αBω =
(O ◦ σI(k,ω))(m`(k,ω))12) for the matrices {mk}qk=1, or to prove that no solution exist for the
given matrix α. In the latter case, reconsider the problem with a larger, and to be determined,
matrix α.
• Assuming solutions exist, check that all matrices mk are indeed optimized and that all con-
ditions PαO(mk∩mω) 6= ∅ iff ω ∈ Ak hold.
• In case of AsIUP, check that Σ(U) ∩ U = ∅ holds for the IUP generated by the collection
{Pαmk}qk=1.
Remarks: (i) In low dimension, to complete the computations associated with this procedure re-
main accessible. However, the computations become heavy when the number of rows of α (ie.
admissible number of faces) increases. Computation may require the use of formal tools for alge-
braic manipulation. In particular, computations related to the AsIUP that emerges at the second
bifurcation of the three-dimensional map G3, involved ten possible faces (viz. the corresponding
constraint matrices m ∈ R10×2) are executed using the software Mathematica (see Supplementary
Material).
(ii) For IUP/AsIUP that are given by other means (e.g. ad-hoc solutions), the same series of
operations can be applied in order to prove that the proposed sets are indeed solutions of the
conditioning problem. In particular, this is the adopted approach for the AsIUP that emerges for
G3, at the second bifurcation.
3 Application to globally coupled maps and their cluster dynamics
This section presents results of the application of the approach above to the construction of AsIUP
in expanding piecewise affine systems of coupled maps. We start by giving definitions of the
dynamics for arbitrary number N of particles, and also for arbitrary cluster configurations. The
definitions include the restriction to some reduced mappings of the (N−1)-dimensional cube which
capture any possible ergodicity failure. The results themselves describe the emergence of AsIUP
in the lowest dimensions, namely dimension two and three, for some cluster configurations (fairly
general configurations in dimension two, uniform distribution in dimension three). The proofs,
which proceed as indicated in the implementation scheme in the previous section, are all given in
the Appendix.
12If the transformation σI(k,ω) satisfies the conditions in statement (ii) of Claim 2.7, then this set of equations
simplifies as aO(mk ∩mω) + αBω = σI(k,ω)(m`(k,ω))
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3.1 Systems of piecewise expanding globally coupled maps
Definition of the original (cluster) system Fρ,: Let N ∈ N and let ρ = {ρi}Ni=1, where all
ρi ≥ 0 and
∑N
i=1 ρi = 1, denotes a cluster distribution. Consider the mapping Fρ, : TN 	
defined by
(Fρ,(u))i = 2
ui +  N∑
j=1
ρig(uj − ui)
 mod 1, ∀i ∈ {1, · · · , N}, u ∈ TN ,
where  ∈ [0, 12) and g represents pairwise elastic interactions on the circle [16] and is defined by
g(u) = u− h(u) for all u ∈ T1 with
h(u) =
{ bu+ 12c if u 6∈ 12 + Z
0 if u ∈ 12 + Z.
Here, b·c is the floor function. Hence g is piecewise affine, with slope 1 and discontinuities at all
points of 12 + Z. The symmetry g(−u) = −g(u) mod 1 implies that Fρ, commutes with −Id.
The mappings Fρ, can be regarded as an extension of the globally coupled maps FN, in [6],
which can be recovered for uniform distributions (ie. ρi =
1
N for all i), viz.
FN, := F{ 1N }Ni=1,
.
More generally, Fρ, captures the dynamics of cluster configurations in the globally coupled map.
Indeed, mean field coupling in the definition of FN, implies that we have
FN, ◦ σ = σ ◦ FN,
for every σ ∈ ΠN , where ΠN is the group of permutations of {1, · · · , N} (or more precisely, its
representation in TN ). Therefore, given any integer K ≤ N and any cluster distribution {nkN }Kk=1,
the set of configurations u ∈ TN with such cluster distribution, viz.
u1 = · · · = un1 , un1+1 = · · · = un1+n2 , etc
is invariant under FN, and the dynamics in this set is governed by F{nkN }Kk=1,
. As such, detailed
knowledge about the dynamics of F{nkN }Kk=1,
might be useful to get insights into the dynamics of
FN,.
Independently, upon selection of the distribution ρ, the mappings Fρ, provide a natural instance
where to investigate the emergence of AsIUP depending on additional symmetries of the dynamics.
In particular, one may first consider the case of FN, and then investigate AsIUP for non-uniform
distributions ρ, either when any transformation in a sub-group of permutations commutes with the
dynamics or when no other symmetry than −Id prevails.
Definition of the reduced map Gρ,: Ergodicity of the mappings Fρ, can be examined in a
more convenient family of piecewise affine mappings of the (N − 1)-dimensional unit cube [7, 18],
which turn out to be of the form considered in Section 2 with a = 2(1− ) > 1.
Let d = N − 1, M = (0, 1)d and consider the map Gρ, defined on M by
Gρ, = {2(1− )Id + 2Bρ}
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where for x ∈ Rd, the notation {x} = {xi − bxic}di=1 stands for the vector with fractional part
coordinates. The piecewise constant function Bρ reads
(Bρ(x))i = (ρi+ρi+1)h(xi)+
i−1∑
j=1
ρj
h( i∑
k=j
xk)− h(
i−1∑
k=j
xk)
+ N−1∑
j=i+1
ρj+1
(
h(
j∑
k=i
xk)− h(
j∑
k=i+1
xk)
)
.
for i ∈ {1, · · · , d}.
The map Gρ, can be obtained as the projection to M of the mapping obtained from Fρ, by
applying the change of variables piN of TN defined by [18]13
(piNu)i =
{
ui − ui+1 mod 1 if 1 ≤ i ≤ N − 1∑N
j=1 uj mod 1 if i = N
As before, for the uniform cluster distribution { 1d+1}d+1i=1 , we use simplified notations, namely
Gd, := G{ 1d+1}
d+1
i=1 ,
and Bd := B{ 1d+1}
d+1
i=1
.
Notice that Bd(Rd) ⊂ 1d+1Zd.
Symmetries: The change of variable piN implies that Gρ, inherits the symmetries of Fρ,. In
particular, the following properties hold.
• Let Σ = 1− Id. We have Gρ, ◦ Σ|M∩G−1ρ,(M) = Σ ◦Gρ,|M∩G−1ρ,(M).14
• Gd, commutes with every element in a group of transformations that is isomorphic to Πd+1.
Below, we proceed with the analysis of the conditioning problems for AsIUP of the following
mappings
• the two-dimensional mappings G{ρi}3i=1, with distributions such that ρ1 = ρ3,
• the two-dimensional mappings G{ρi}3i=1, with fully asymmetric distributions,
• the three-dimensional mapping G3,.
3.2 AsIUP for two-dimensional mappings in the family of coupled maps
3.2.1 AsIUP for maps G{ρi}3i=1, with distributions ρ1 = ρ3
Throughout this section we consider (partly symmetric) 3-cluster distributions {ρi}3i=1 with ρ1 = ρ3
(which forces ρ2 = 1− 2ρ1), so that they are described by a single parameter % := ρ1 = ρ3 ∈ (0, 12).
Definitions: A simple analysis concludes that the map G%, := G{ρi}3i=1, explicitly writes
(G%,(x))i = 2(1− )xi + 2(B%(x))i − h(xi), i = 1, 2 ∀x = {xi}2i=1 ∈ (0, 1)2
where (B%(x))i = (1− %)h(xi) + % (h(x1 + x2)− h(x3−i)).
Atomic partition: For convenience, the atoms of the symbolic partition associated with G%, are
labelled using concatenations of the values of h(x1), h(x2) and h(x1 + x2). A simple geometric
13See [7, 18] for more details in the case of the original map FN,.
14The restriction to M ∩G−1ρ,(M) incorporates the fact that h(1− u) = 1− h(u) iff u 6∈ 12 + Z.
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analysis (or use the systematic procedure described in Appendix B) concludes that the square
(0, 1)2 decomposes into 6 such atoms, namely (see Fig. 2)
A = {000, 001, 011, 101, 111, 112} .
Symmetries: The map σ321 acting in (0, 1)
2, and induced, via the change of variables pi3, by
the representation (u1, u2, u3) 7→ (u3, u2, u1) in T3 of the transposition 1 ↔ 3 (meaning that the
particles 1 and 3 are exchanged) in the original map F{ρi}3i=1,, writes
σ321(x) = (1− x2, 1− x1).
In addition to the commutation with Σ, for every % ∈ (0, 12), we have G%, ◦ σ321|M∩G−1ρ,(M) =
σ321 ◦G%,|M∩G−1ρ,(M) and G%, also commutes with the reflection (x1, x2) 7→ (x2, x1).
Basic phenomenology and state-of-the-art: Numerical simulations of the dynamics of the
uniform cluster distribution map G2, (obtained for % =
1
3) have revealed the following features
[6, 18]. Ergodicity holds for  < 0.417 . . .. For larger values of , the attractor decomposes into six
ergodic components (see left panel in Figure 2). This phenomenology has been fairly well captured
by mathematical statements. In particular, six distinct AsIUP have been identified, which proved
to exist for  ≥ 4−
√
10
2 ∼ 0.419 [18] (one of them is represented in the left panel of Fig. 2).
While the exhibited AsIUP give a rather accurate description of the numerics, interrogations
remain about their foundation and shape, in particular about those edges that are not aligned with
any discontinuity lines of G2,, and about their persistence for more general cluster distributions,
when the symmetry group is smaller than Π3, and in particular for % 6= 13 . (NB: The phenomenology
for % 6= 13 is similar to that of G2,, with the exception that only 2 two ergodic components may
emerge. This is especially the case when |%− 13 | is large, see right panel in Figure 2.)
As shown below, these questions can be answered for every value of % ∈ (0, 12), by solving the
(reduced) IUP conditioning problem associated with the observations. Not only the AsIUP depicted
in Fig. 2 emerges as a solution, but a whole family of AsIUP is obtained, with distinct inclined
lines (and whose existence domain in the coupling range depends on the inclination slope). Besides,
it is also proved that no such IUP can exist, whose boundaries are only given by discontinuities’
directions.
Conditioning problem for IUP of G%,: Given that the red trace in Fig. 2 consists of two
clusters and is globally invariant under the action of σ321, given its location in the atomic partition
and given the dynamics in the corresponding atoms, we consider the following reduced conditioning
problem for the map G%,:
Conditioning Problem 3.1. Find a polytope P ⊂ (0, 1)2 that satisfies the following conditions:
• P ∩Aω 6= ∅ iff ω ∈ {001, 011}.
• G%,(P ∩A001) = σ321(P ) and G%,(P ∩A011) ⊂ P .
If such a polytope P exists, then commutation of G%, and σ321 immediately implies that P∪σ321(P )
is an IUP for G%,. The analysis of Conditioning Problem 3.1 is given in Appendix C and yields
the following conclusions.
Absence of solution associated with the canonical coefficient matrix:
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Figure 2: Empirical ergodic components of G%, for (%, ) = (
1
3 , 0.43) (left) and (%, ) = (
2
5 , 0.41)
(right). Each component consists of 4 × 103 consecutive orbit points (one color per orbit), after
discarding transient behaviours (which are actually very short). One component is obtained by
iterating G%, and the other ones follow from applying symmetries. The figure also displays a related
maximal AsIUP P ∪σ321(P ) (where P = Pα2m2 is the maximal solution of Conditioning Problem 3.1)
which contains a single empirical ergodic component. By applying symmetries, more AsIUP can
be obtained, in particular one for each of the five other ergodic components. Discontinuity lines
x1,2 =
1
2 and x1 + x2 =
1
2 ,
3
2 and labels of the symbolic partition atoms, defined as concatenations
of the values of h(x1), h(x2) and h(x1 + x2), are also indicated.
Statement 3.2. Let α be the canonical coefficient matrix associated with G%,. Then no polytope
of the type Pαm can satisfy all conditions in Conditioning Problem 3.1.
The arguments in Appendix C in fact show that no solution of Problem 3.1 can have edges
along the direction of the anti-diagonal x1 + x2 = cst.
Families of solutions: Given a ∈ R, which we may assume a > 1 w.l.o.g., let αa be the matrix
such that the polytopes Pαam are defined as follows
Pαam =
x ∈ R2 :
m1 < x1 < m1
m2 < x2 < m2
ma·1+2 < ax1 + x2 < ma·1+2
m1+a·2 < x1 + ax2 < m1+a·2
 where m =

m1 m1
m2 m2
ma·1+2 ma·1+2
m1+a·2 m1+a·2

The matrix αa is chosen in a way that the transformation acting on the corresponding constraint
matrices, and induced by the symmetry σ321 above, is αa-compatible.
Statement 3.3. (i) Given % ∈ (0, 12), a > 1 and  ∈ (0, 12), there exists at most one optimized
constraint matrix ma such that P
αa
ma solves Conditioning Problem 3.1. The matrix ma is known
explicitly.
(ii) Given % ∈ (0, 12), the polytope Pαama is not empty and solves Conditioning Problem 3.1 iff
a ∈
(
1,min
{
2, 1+%1−% ,
%
3%−1
}]
and  ∈ [%,a, 12) for some uniquely defined %,a ∈ (0, 12).
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(iii) When Pαama is not empty, the union set P
αa
ma ∪ σ321(Pαama) is an AsIUP for G%,.
For the uniform distribution % = 13 , we have  13 ,a
= 3a+2−
√
9a2+4a−4
4 (see Appendix C), which
decreases with a ∈ (1, 2]15 between the following values
 1
3
,2 =
4−√10
2 and  13 ,1
= 12 .
For % close to 13 , first order expansions (see Appendix C) yield
%,a =  1
3
,a + δa(%− 13) +O
(
(%− 13)2
)
,
where δa is a negative constant for all a ∈ (1, 2], which decreases when a increases. In particular,
% 7→ %,a is decreasing for % near 13 . In this neighbourhood, one can also show that a 7→ %,a
is decreasing; hence the coupling threshold for which we are sure that ergodicity breaking holds
decreases when % increases.
The explicit expression of ma is given in Appendix C (see (6)), which shows that the sets P
αa
ma
are nested (see Fig. 3 left).16 In particular, for % = 13 , the previously obtained AsIUP for G2,,
which is represented in Fig. 2 right, is nothing but the largest one, namely Pα2m2 ∪ σ321(Pα2m2).
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Figure 3: Left. Example of an empirical ergodic component of G2, for  = a ' 0.473 for a = 1.2,
together with the AsIUP Pαama for a = 1.2 (dashed edges), a = 1.6 (dotted edges) and a = 2 (solid
edges). Right. Empirical ergodic components of Gρ, for the distribution ρ = {0.463, 0.2, 0.337}
and  = 0.42. Since the upper red cluster intersects the atom A112, the conditioning problem of
any IUP that contains this component must be distinct from Problem 3.4.
In addition, the results here imply that, for every  ∈ [ 1
3
,2,
1
2), there exists a (smallest) AsIUP
P
αa
ma ∪ σ321(Pαama ) (where a := min{a ∈ (1, 2] :  1
3
,a ≤ } is the reciprocal of a 7→  1
3
,a), which is
our best fit of the ergodic component (and appears to be a pretty accurate delimitation of it, see
Fig. 3 left), and whose Lebesgue measure (area) vanishes as → 12 .
15Notice that (1, 2] is the largest domain for the slope a, when % varies in
(
0, 1
2
)
. On the other hand, this domain
shrinks to the singleton set {1} when %→ 0 and %→ 1
2
.
16More precisely, we have Pαama ( P
αa′
ma′ when a < a
′, but the left edge x1 = (1 − 2%), the top edge x2 =
1− 2 (1− %− (1− 2%)) and the vertex ( 1
3
, 1
3
) of Pαama do not depend on a.
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3.2.2 AsIUP for G{ρi}3i=1, with asymmetric distributions
In this section, we consider the map G{ρi}3i=1, for an (a priori) arbitrary distribution {ρi}3i=1, so
that Σ is the only symmetry. Notice that the atomic partition remains the same as the one of G%,.
Conditioning problem for IUP: The conditioning problem is obtained by duplicating the con-
ditions in Conditioning Problem 3.1, taking into account that the symmetry σ321 no longer applies.
Conditioning Problem 3.4. Find two polytopes P1, P2 ⊂ (0, 1)2 which satisfy the following con-
ditions:
• P1 ∩Aω 6= ∅ iff ω ∈ {001, 011} and P2 ∩Aω 6= ∅ iff ω ∈ {111, 011},
• G{ρi}3i=1,(P1 ∩ A001) = P2, G{ρi}3i=1,(P2 ∩ A111) = P1 and G{ρi}3i=1,(Pj ∩ A011) ⊂ Pj for
j = 1, 2.
Families of solutions for weakly asymmetric distributions: By using continuation arguments
for distributions {ρi} with |ρ1 − ρ3| small, one obtains the following statement.
Statement 3.5. (i) Given % ∈ (0, 12), |δ| < %, a > 1 and  ∈ (0, 12), there exists at most one
pair (m1,m2) such that (P
αa
m1 , P
αa
m2) solves the Conditioning Problem 3.4 for the map G{ρi}3i=1, with
ρ1 = %+ δ and ρ3 = %− δ. The matrices m1 and m2 depend continuously on δ
(ii) For every % ∈ (0, 12), a ∈ (1,min{2, 1+%1−% , %3%−1}] and  ∈ (%,a, 12), there exists ∆ > 0 such that
the polytopes (Pαam1 , P
αa
m2) are non-empty and solve the Conditioning Problem 3.4 iff |δ| < ∆. For
other values of a and/or , the conditioning problem has no solution (Pαam1 , P
αa
m2).
(iii) When (Pαam1 , P
αa
m2) are non-empty, the union set P
αa
m1 ∪Pαam2 is an AsIUP for the map G{ρi}3i=1,
with ρ1 = %+ δ and ρ3 = %− δ.
The proof is given in Appendix D. Notice that while the restriction ρ1 ∼ ρ3 in this statement
is a by-product of the continuation arguments used in the proof, the right panel in Fig. 3 suggests
that the Conditioning Problem 3.4 has no solution when |ρ1 − ρ3| becomes large. To investigate
a suitable conditioning problem in this case, and more generally to investigate all conditioning
problems for AsIUP associated with Gρ, will be the subject of future studies.
3.3 AsIUP for the map G3,
Definitions: The map G3, explicitly writes
(G3,(x))i = 2(1− )xi + 2(B3(x))i − h(xi), i = 1, 2, 3, ∀x = {xi}3i=1 ∈ (0, 1)3
where 
(B3(x))1 =
2h(x1)−h(x2)+h(x1+x2)−h(x2+x3)+h(x1+x2+x3)
4
(B3(x))2 =
2h(x2)−h(x1)−h(x3)+h(x1+x2)+h(x2+x3)
4
(B3(x))3 =
2h(x3)−h(x2)−h(x1+x2)+h(x2+x3)+h(x1+x2+x3)
4
Atomic partition: The atoms of the symbolic partition associated with G3, are labelled using
concatenations of the values of h(x1), h(x2), h(x3), h(x1 + x2), h(x2 + x3) and h(x1 + x2 + x3).
A systematic analysis based on the optimization function (see Appendix B) concludes that the
cube (0, 1)3 decomposes into 26 atoms. For the sake of space, only those atoms involved in the
conditioning problems will be considered here.
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Symmetries: The permutation group Π4 can be generated by transpositions. Here, we shall
be especially interested in the transformations σ4231 and σ1324 acting in (0, 1)
3, and respectively
induced by the transpositions (u1, u2, u3, u4) 7→ (u4, u2, u3, u1) and (u1, u2, u3, u4) 7→ (u1, u3, u2, u4)
in T4. They write
σ4231(x) = {−x2 − x3, x2,−x1 − x2} and σ1324(x) = {x1 + x2,−x2, x2 + x3} .
Let also
σ4321 := σ4231 ◦ σ1324 = σ1324 ◦ σ4231, ie. σ4321(x) = {−x3,−x2,−x1} .
In the analysis of the second bifurcation, we shall use the transformations σ2134 induced by
(u1, u2, u3, u4) 7→ (u2, u1, u3, u4) and σ3124 := σ2134 ◦ σ1324 whose explicit expressions are
σ2134(x) = {−x1, x1 + x2, x3} and σ3124(x) = {−x1 − x2, x1, x2 + x3} .
Basic phenomenology and state-of-the-art: Numerical simulations of the dynamics of G3,
have revealed the following features [7, 17]. Unlike for G2,, a symmetric ergodic component exists
for all  ∈ [0, 12). For  < 0.393 . . ., this component is unique and ergodicity holds (see [17] for
mathematical results related to the existence of a symmetric IUP). For larger values of , six
asymmetric components emerge, which persist for  up to 12 (see left panel in Figure 4). At
 ∼ 0.437, an additional group of 8 asymmetric ergodic components emerges (see Fig. 5), which
also persists for  up to 12 .
3.3.1 Conditioning problem for IUP of G3, that emerges at the first bifurcation
The observed first bifurcation has been captured by mathematical statements. In particular, six
distinct AsIUP have been identified, which proved to exist for  ≥ 3 [17] (where 3 ∼ 0.397 is
the real root of some cubic polynomial, see expression before Statement 3.7 below); one of them
is represented in the right panel of Fig. 4. While the corresponding faces are all aligned with
discontinuity planes, interrogations remain about the foundation and uniqueness of such invariant
sets. As before, these questions can be answered by solving the (reduced) IUP conditioning problem
associated with the observations.
Conditioning Problem 3.6. Find two polytopes P1, P2 ⊂ (0, 1)3 which satisfy the following con-
ditions:
• P1 ∩Aω 6= ∅ iff ω ∈ {000101, 100101}
• σ4321(P2) = P2 and P2 ∩Aω 6= ∅ iff ω ∈ {110111, 110112, 110212, 100101, 100111, 100112}.
• G3,(P1 ∩A000101) ⊂ P2 and G3,(P1 ∩A100101) ⊂ P1.
• G3,(P2 ∩A110111) = P1, G3,(P2 ∩A110112) ⊂ σ4231(P1), G3,(P2 ∩A110212) ⊂ P2.
The transformations σ4231 and σ4321 are both α-compatible for the canonical coefficient matrix
α associated with G3,. From the expressions of the constraints matrices associated with the atoms,
given at the beginning of Appendix E, it results that we have
σ4321(A110111) = A100112, σ4321(A110112) = A100111 and σ4321(A110212) = A100101,
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Figure 4: Left. Asymmetric empirical ergodic components of G3, for  = 0.4. Each component
consists of 4 × 103 consecutive orbit points (one color per orbit). One component is obtained by
iterating G3, and the other ones follow from applying symmetries. (NB: G3, also has a symmetric
ergodic component [7, 17], which is not represented on this picture.) Right. Related maximal AsIUP
Orb〈σ4231,σ1324〉(P1, P2) (where (P1, P2) = (P
α
m1(0)
, Pαm2(0)) is the largest solution of the Conditioning
Problem 3.6) which contains the red ergodic component (and that one only). Of note, the atomic
partition of G3, is not indicated here for the sake of clarity; see [17] for a representation of this
partition.
which easily imply that, when such P1 and P2 exist, then the corresponding orbit set under the
sub-group 〈σ4231, σ1324〉, namely17
Orb〈σ4231,σ1324〉(P1, P2) = P1 ∪ σ4231(P1) ∪ σ1324(P1) ∪ σ4321(P1) ∪ P2 ∪ σ4231(P2),
is an IUP of G3,.
The analysis reported in Appendix E reveals that the Conditioning Problem 3.6 has indeed
solutions of the form (Pαm1 , P
α
m2) for the canonical matrix α of G,3.
18 Let 3 be the real root of the
cubic polynomial
43 − 142 + 15− 4.
Statement 3.7. Let α be the canonical coefficient matrix associated with G,3. A solution (P1, P2) =
(Pαm1 , P
α
m2) of Conditioning Problem 3.6 exists iff  ∈
[
3,
1
2
)
. Moreover, every such solution writes
(Pαm1(δ), P
α
m2(δ)
) for an arbitrary δ := {δi}5i=1 ∈ ∆, where the five-parameter families of constraint
matrices m1(·),m2(·) and the set ∆ are respectively given by equations (15) and (16), and by
equation (17) in Appendix E. The corresponding orbit set
Orb〈σ4231,σ1324〉(P
α
m1(δ)
, Pαm2(δ))
is an AsIUP of G3,.
17Notice that σ4321(P2) = P2 implies σ4231(P2) = σ1324(P2).
18We do not know whether or not this problem admits solutions for other coefficient matrices.
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Moreover, we have 0 ∈ ∆ for all  ∈
[
3,
1
2
)
, ∆3 = {0} and equations (15) and (16) show that
the polytopes Pαmi(δ) are nested; in particular, we have
mi(δ) ⊂ mi(0) for i = 1, 2, ∀δ ∈ ∆.
As for the solution in Statement 3.3 above, best fit of the empirical ergodic component by the
AsIUP here can accordingly be obtained by optimizing over δ ∈ ∆.19 Besides, the AsIUP obtained
in [17], which is represented in Fig. 4 right, is nothing but
Orb〈σ4231,σ1324〉(P
α
m1(0)
, Pαm2(0)).
3.3.2 Conditioning problem for IUP of G3, that emerges at the second bifurcation
The additional asymmetric ergodic components that emerge in the numerics for  > 0.437 were
clearly identified in [17], with accurate localisation and dynamics. Nevertheless, to prove the
existence of an IUP that would contain a single one of these components remained unsolved,
especially because some of the directions of their faces remained evasive. Here, we first confirm that
such IUP cannot be captured by using only the canonical coefficient matrix. Then we provide the
missing faces and we check that a given candidate polytope indeed solves the following conditioning
problem.
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Figure 5: Left. Additional asymmetric empirical ergodic components of G3, for  = 0.44 (NB: For
the sake of clarity, the symmetric ergodic component and the asymmetric components that emerge
at  ∼ 0.397 are not represented on this picture). Right. Related AsIUP Orb〈σ2134,σ1324〉(P ), where
P solves the Conditioning Problem 3.8, that contains a single one of these ergodic components.
Conditioning Problem 3.8. Find a polytope P ⊂ (0, 1)3 which satisfies the following conditions
• P ∩Aω 6= ∅ iff ω ∈ {000000, 000001, 000101},
19In practice, the smallest AsIUP might not be easily computed because the constraints on the coordinates of ∆
are inter-dependent.
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• G3,(P∩A000000) ⊂ P∩A000101, G3,(P∩A000001) ⊂ σ3124(P ) and G3,(P∩A000101) ⊂ σ2134(P ).
When such a polytope exists, then the orbit set20 Orb〈σ2134,σ1324〉(P ) (which consists of six
elements) is clearly an IUP for G3,.
Statement 3.9. Let α be the canonical coefficient matrix associated with G3,. Then no polytope
of the type Pαm can satisfy all conditions in Conditioning Problem 3.8.
The proof, given in Appendix F.1, in fact shows that no solution of Conditioning Problem 3.8
can have faces of the type x1 = cst.
For simplicity, we provide here a solution obtained from direct geometric considerations in phase
space and use the constraint matrix formalism to compute its existence condition. Let p∗ = 2−2(3−2)
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and
p∗1 = 1− p∗, p∗2 = 1− 2p∗, and p∗3 = 1− 3p∗,
and let P be the polytope resulting from the intersection of the half-spaces defined by the following
inequalities

2 ≤ x2, 0 ≤ x3, 2(3− 2) ≤ x1 + x2, x1 + 2x2 + 3x3 ≤ 1, p∗1x1 + p∗2x2 + p∗3x3 ≤ p∗2
and − p∗x1 + p∗2x2 + p∗3x3 ≤ 0. (4)
Statement 3.10. The polytope P is not empty and solves Conditioning Problem 3.8 iff  ∈[
5−√17
2 ,
1
2
)
.22 In this case, the orbit set Orb〈σ2134,σ1324〉(P ) is an AsIUP of G3,.
The structure of the proof is presented in Appendix F.2. Details of the calculations are provided
in the Mathematica notebook ”AsIUPG3SecondBif.nb" (given in Supplementary Material).
4 Concluding remarks and open questions
In this paper, we have developed a systematic method to convert empirical information from nu-
merical simulations into a set of piecewise linear inequalities (and equations) for some matrices
that define the polytopes of an IUP. Accurate existence conditions and fits of the numerics in the
coupled maps examples have demonstrated the feasibility and the efficiency of this approach. To a
large extent, the numerical phenomenology has been confirmed by mathematical results.
Motivated by the emergence of at least two Lebesgue ergodic components in systems of globally
coupled maps (and leaving aside the evaluation of the exact number of such components), focus
has been made on the investigation of AsIUP in this setting. However, the approach, including the
systematic collection of empirical information in Appendix A, can in principle be applied to any
mapping in Rd of the form aId+B with a > 1 with B being piecewise constant on convex polytopes.
Such a broad potential calls for a series of questions related to the theoretical foundations of the
approach. These questions can be regarded as some motivations for future studies.
Probably the most prominent theoretical challenge is to ensure the existence of (non-trivial)
IUP for arbitrary mappings of the form aId + B, and in particular to prove that every forward
invariant set of such mappings is contained in some IUP.
20Recall that σ3124 = σ2134 ◦ σ1324.
21Notice that 1− 3p∗ < 0 < 1− 2p∗ for  ∈ (0, 1
2
).
22 5−√17
2
∼ 0.438
22
Equally relevant for our purpose would be to assert that every IUP can be obtained as a solution
of a conditioning problem, ie. to specify the number of polytopes, their location and the relative
transitions between these sets suffices to determine an IUP. As the analysis of the two-dimensional
cluster map in Section 3.2.1 shows, this not only means to determine the constraint matrices m
but also the supporting coefficient matrix α.
In the examples, comparison of the IUP with the numerics shows that, given the limited number
of faces that have been employed, the resulting fits appear to be somewhat accurate, especially as
certain faces are concerned. However, the computed solutions do not always seem to exploit the
full potential of polytopes associated with a given coefficient matrix. This raises the question of fit
improvement.
For instance, the coefficient matrix αa in Section 3.2.1 allows for hexagons. Fig. 2 suggests that
such sets might provide better fits of the numerics of G%,. Since the quadrilaterals described in
Statement 3.3 are the unique solutions of Conditioning Problem 3.1, given such matrix αa, one may
investigate if, by imposing more topological/geometric conditions, hexagonal solutions coud result.
More generally, given a coefficient matrix, one may intend to increase, if possible, the number of
faces of the solution polytopes, in order to reduce the Lebesgue measure of the IUP.
Alternatively, given a conditioning problem, fit improvement might result by considering co-
efficient matrices with larger number of rows. Can this process be iterated in order to obtain an
arbitrary approximation of a Lebesgue ergodic component (or a union of such components)?
In addition, in all examples but the last one, the computations have been implemented manually.
However, the lists of instructions in Section 2.3 and in Appendix A suggest that the implementation
can be largely automatized. By doing so, we except to be able to address coupled map examples
with larger (large?) number N of sites.
We conclude by a suggestion for an additional application. Claim 2.8 implies that the approach
equally applies to piecewise affine mappings of the form aσ +B provided that σ generates a finite
group. In particular, the approach could be applied to investigate the loss of ergodicity in certain
piecewise isometries (viz. a = 1), the dynamics of which remains largely unknown [1].
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A Systematic procedure to define a conditioning problem and nu-
merical considerations
The purpose of this Appendix is to provide a list of instructions for the setting up of a conditioning
problem from the knowledge of a numerical orbit (which we assume to generate one empirical ergodic
component - the procedure is similar for the union of several ergodic components). The instructions
include the case of a reduced conditioning problem, to which considerations can be limited in the
presence of symmetries. The instructions are provided in such a way that the procedure can be
automatized.
Some instructions rely on a clustering algorithm. Such an algorithm typically involves a pa-
rameter, which quantifies the distance between any point and its closest neighbor. In order to
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identify the clusters, one starts from a large value of this parameter and decreases this value until
the number of identified clusters (ie. sets of points for which the minimal pairwise distance is not
larger than the parameter) reaches a plateau. The value of this plateau is retained as the number
of clusters (unless it is comparable to the number of orbit points.)
Similar considerations apply to testing inclusion of (the image of) one cluster into another one.
This implies considering inclusion of every point in the latter inside one sufficiently small ball
around a point in the former. Once inclusion is asserted, equality can be also tested in a similar
way, for those clusters that appear to have (hyper-)planar faces.
Assuming that a clustering algorithm has been identified, the (macroscopic) clusters of an
empirical orbit (whose number should be independent of the number of orbit points, provided that
the latter is sufficiently large), the instructions can be enumerated as follows:
• in presence of symmetries:
∗ Identify the symmetries of the cluster collection, namely those (sub-group of) symmetry
transformations that leave invariant this collection23
∗ Identify symmetric relationships between clusters, ie. those clusters that are images of
other, or simply invariant, under the previously identified symmetries.
• Identify those atoms each cluster intersects.
• Compute the transition graph associated with clusters, ie. identify localisation of the image
of each atomic cluster component.
• Suppress redundant dynamical information, ie. those transitions that follow from other ones
by applying the dynamics (or symmetries).
B Systematic procedure for the symbolic partition of Gd,
Given the piecewise constant function Bd in the map Gd, defined in Section 3, constraint matrices
associated with the canonical coefficient matrix can be written as m = (mi+···+j mi+···+j)1≤i≤j≤d
and the corresponding polytopes are defined by
Pm :=
{
x ∈ Rd : mi+···+j <
j∑
k=i
xk < mi+···+j , 1 ≤ i ≤ j ≤ d
}
.
In this setting, the following procedure determines the symbolic partition of Gd, for arbitrary d ∈ N
and, in particular the constraint matrices associated with each atom. It consists of the following
operations:
• List all a priori possible values of the vector
{
h(
∑j
k=i xk)
}
1≤i≤j≤d
for x ∈ (0, 1)d by using
that each h(
∑j
k=i xk) may take any value in {0, · · · , j − i+ 1}.
• For each vector
{
h(
∑j
k=i xk)
}
1≤i≤j≤d
,
∗ Define the constraint matrix m∗ with entries
m∗i+···+j = max{0, h(
j∑
k=i
xk)−12} and m∗i+···+j = min{h(
j∑
k=i
xk)+
1
2 , j−i+1}, 1 ≤ i ≤ j ≤ d
23By invariance, we mean here invariance up to some accuracy in the location of individual points
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∗ Compute the optimized matrix O(m∗) and test Pm∗ 6= 0. If the test is positive, then let
A{h(∑jk=i xk)}1≤i≤j≤d := PO(m∗) be the atom with label
{
h(
∑j
k=i xk)
}
1≤i≤j≤d
.
C Analysis of Conditioning Problem 3.1
This appendix presents the analysis of Conditioning Problem 3.1 which in particular yields the
proofs of Statements 3.2 and 3.3. The analysis follows the plan described in Section 2.3.
For the sake of space, we shall only consider the matrix αa defined in Section 3.2.1, assuming
a ≥ 1. Considerations about the canonical matrix associated with the symbolic partition (and the
about corresponding constraint matrices in R3×2) will be assumed by letting a = 1 and by using
the following identifications
m1+2 = m1·1+2 = m1+1·2,
and similarly for m1+2.
Expression of the optimization function O: By computing, using Mathematica, the elements
of the sets Λi of specific solutions of the equation (2) associated with αa, one obtains the following
expression of the corresponding optimizing function m 7→ O(m)
O(m)
1
= max
{
m1,
ma·1+2−m2
a ,m1+a·2 − am2,
ama·1+2−m1+a·2
a2−1
}
O(m)
2
= max
{
m2,
m1+a·2−m1
a ,ma·1+2 − am1,
am1+a·2−ma·1+2
a2−1
}
O(m)
a·1+2 = max
{
ma·1+2, am1 +m2,
(a2−1)m1+m1+a·2
a , am1+a·2 − (a2 − 1)m2
}
O(m)
1+a·2 = max
{
m1+a·2, am2 +m1,
(a2−1)m2+ma·1+2
a , ama·1+2 − (a2 − 1)m1
}
and the coordinates O(m)i are obtained by replacing max by min, mj by mj and vice-versa.
In the case a = 1 (canonical matrix), repetitions of identical terms in the resulting expressions,
and terms of the form 00 , both should be disregarded.
Optimized constraint matrices associated with atoms involved in Problem 3.1: The
atoms A001 and A011 (see Fig. 2) can be respectively written as P
αa
m001 ∩
{
x ∈ R2 : 12 < x1 + x2
}
and Pαam011 , where
m001 =

0 12
0 12
1
2
1+a
2
1
2
1+a
2
 and m011 =

0 12
1
2 1
1
2 1 +
a
2
a
2
1
2 + a

From now on, we assume that m = O(m) is an optimized constraint matrix of a polytope Pαam
which satisfies Conditioning Problem 3.1.
Restricting the range of constraint matrices entries:
Claim C.1. The localisation condition in Problem 3.1 implies that we must have
0 ≤ m1, m1,m2 ≤ 12 ≤ m2 ≤ 1 and 12 ≤ ma·1+2,m1+a·2.
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Proof. The inequalities m2 ≤ 12 ≤ m2 follow from the fact that m∩m001 6= ∅ and m∩m011 6= ∅. The
inequality m1 ≤ 12 is proved by contradiction. If, otherwise, we had m1 > 12 , then the opimization
assumption and statement (ii) of Lemma 2.1 would imply that we would have Pαam ∩(A101∪A111) 6= ∅
which is incompatible with the localisation condition in Problem 3.1.
Similar arguments based on the condition Pαam ⊂ (0, 1)2 imply the inequalities
0 ≤ mi and mi ≤ 1, for i = 1, 2.
The inequalities 12 ≤ ma·1+2,m1+a·2 are obtained in the same way. If otherwise, we had ma·1+2 < 12
(resp. m1+a·2 <
1
2) then, by optimality and a ≥ 1, we would have x1 + x2 ≤ ax1 + x2 < 12 (resp.
x1 + x2 ≤ x1 + ax2 < 12) for some (x1, x2) ∈ Pαam ; hence Pαam ∩A000 6= ∅ which is also incompatible
with the localisation condition. 
In addition to these localisation-induced restrictions, anticipated considerations about restric-
tions resulting from the constraints on dynamics in Problem 3.1 substantially shorten and simplify
the analysis to follow. The following statement is particularly useful.
Claim C.2. We must have ma·1+2 ≤ am1 + 12 .
Proof. By contradiction, assume ma·1+2 > am1 + 12 and suppose that we have shown that this
implies the inequality
m1+a·2 > m1 + a2 . (5)
Then, a simplification of the expression O(m ∩m011)1, based on the assumption m = O(m) (see
Section ?? in Supplementary Material), yields the following conclusion
O(m ∩m011)1 = min
{
m1,
ma·1+2−12
a ,m1+a·2 − a2
}
= m1.
However, when applied to this entry, the dynamics-induced condition 2(1 − )O(m ∩ m011) +
2B%,011 −
(
0
1
) ⊂ m writes
2(1− )O(m ∩m011)1 = 2(1− )m1 ≤ m1,
and the last inequality is impossible given that 2(1− ) > 1 and m1 > 0.
In order to complete the proof, it remains to show that ma·1+2 > am1 + 12 implies (5). By
contradiction again, suppose that we have m1+a·2 ≤ m1 + a2 . Then the optimization assumption
m = O(m) implies the first inequality below
ma·1+2 ≤ m1+a·2 + (a
2 − 1)m1
a
≤ m1 +
a
2 + (a
2 − 1)m1
a
= am1 +
1
2 ,
and the last inequality contradicts the assumption ma·1+2 > am1 + 12 . 
Constraint matrices associated with atomic restrictions: Together with the expression of
the optimization function, the inequalities in Claim C.1 and C.2 imply the following restrictions on
the other entries of m
ma·1+2 ≤ 1+a2 and m1+a·2 ≤ 12 + a.
Using all those inequalities here and above, the expressions of the constraint matrices m ∩ m001
and m ∩m011 associated with atomic restrictions simplify as follows
m ∩m001 =
(
m1
1
2 ma·1+2 min{m1+a·2, 1+a2 }
m1 m2 ma·1+2 m1+a·2
)T
,
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and
m ∩m011 =
(
m1 m2 ma·1+2 m1+a·2
m1
1
2 ma·1+2 max{m1+a·2, a2}
)T
.
Notice that, in addition to mi < mi for all i, necessary conditions for the corresponding polytopes
to be non-empty yield the following additional requirements
m1+a·2 <
1+a
2 and
a
2 < m1+a·2.
Expressions of the optimized constraint matrix O(m ∩ m001): The inequalities above on
the entries of m can be used to simplify the expression of the optimized matrix O(m ∩m001), see
Section ?? of Supplementary Material. This yields
O(m ∩m001)1 = max
{
m1,
ma·1+2−12
a ,m1+a·2 − a2
}
and O(m ∩m001)1 = m1
O(m ∩m001)2 = m2 and O(m ∩m001)2 =
1
2
O(m ∩m001)a·1+2 = max
{
ma·1+2, am1+a·2 − a
2−1
2
}
and O(m ∩m001)a·1+2 = ma·1+2
O(m ∩m001)1+a·2 = m1+a·2 and O(m ∩m001)1+a·2 = min
{
m1+a·2, a2 +m1,
a2−1
2 +ma·1+2
a
}
(In)equalities induced by the conditions on dynamics: The transposition-induced transfor-
mation σ321 on constraint matrices is αa-compatible and writes (denoted by the same symbol)
σ321(m) =
(
1−m2 1−m1 1 + a−m1+a·2 1 + a−ma·1+2
1−m2 1−m1 1 + a−m1+a·2 1 + a−ma·1+2
)T
Using also the expression of G%,, the values B%,001 = %
(
1
1
)
and B%,011 =
(
0
1
)
, the dynamics conditions
in Problem 3.1 express as follows on constraint matrices (especially as the left equation is concerned)
2(1− )O(m ∩m001) + 2%
(
1
1
)
= σ321(m) and 2(1− )O(m ∩m011) + (2− 1)
(
0
1
)
⊂ m.
For those entries of O(m ∩m001) that are trivial, the left equation here immediately gives some of
the entries of m. In particular, that O(m ∩m001)2 = 12 yields
m1 = (1− 2%),
and O(m ∩m001)1 = m1 together with O(m ∩m001)2 = m2 yield
m1 = m2 = r% where r% :=
1−2%
3−2 .
Likewise, considerations that imply O(m ∩m001)a·1+2 and O(m ∩m001)1+a·2 result in
ma·1+2 = m1+a·2 = (1 + a)r%
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Solving the remaining equations: Altogether, the remaining entries of O(m ∩m001) simplify
as follows
O(m ∩m001)1 = max
{
(1− 2%), ma·1+2−
1
2
a , (1 + a)r% − a2
}
O(m ∩m001)a·1+2 = max
{
ma·1+2, a(1 + a)r% − a
2−1
2
}
O(m ∩m001)1+a·2 = min
{
m1+a·2, 1+aa r% +
a2−1
2a
}
and the corresponding equations write
2(1− ) max
{
(1− 2%), ma·1+2−
1
2
a , (1 + a)r% − a2
}
+m2 = 1− 2%
2(1− ) max
{
ma·1+2, a(1 + a)r% − a
2−1
2
}
+m1+a·2 = (1 + a) (1− 2%)
2(1− ) min
{
m1+a·2, 1+aa r% +
a2−1
2a
}
+ma·1+2 = (1 + a) (1− 2%)
The following statement is proved independently, see Section ?? of Supplementary Material.
Claim C.3. We must have ma·1+2 > a(1 + a)r% − a
2−1
2 .
Accordingly, when solving the last two equations, focus can be made on the alternative in the
last equation. However, we must have m1+a·2 > 1+aa r% +
a2−1
2a because otherwise the last two
equations would be solved as
ma·1+2 = m1+a·2 = (1 + a)r%
and the same values of ma·1+2 and m1+a·2 above would imply that Pαam would be empty. Using the
inequality m1+a·2 > 1+aa r% +
a2−1
2a and Claim C.3, one can solve the last two equations as
ma·1+2 =
1+a
a (a(1− 2%) + (1− )(1− 2r%)) = 1+aa (r% + (a− 1)(1− 2%))
and
m1+a·2 = 1+aa
(
ar% + 2(a− 1)(1− )2(1− 2r%)
)
.
This expression of ma·1+2 implies that Claim C.3 is equivalent to  > 1− a2 .
It remains to compute the value of m2 using the first equation. Notice that the expression of
ma·1+2 shows that
max
{
(1− 2%), ma·1+2−
1
2
a , (1 + a)r% − a2
}
= (1− 2%) iff  ≥ 1− a2 .
Therefore, we have m2 := ma2 = 1 − 2 (1− %− (1− 2%)). Altogether, we have shown that
Problem 3.1 has at most a unique solution ma (which also depends on % and ) given by
ma :=
(
r% 1− 2 (1− %− (1− 2%)) (1 + a)r% 1+aa
(
ar% + 2(a− 1)(1− )2(1− 2r%)
)
(1− 2%) r% 1+aa (r% + (a− 1)(1− 2%)) (1 + a)r%
)T
(6)
Proof of Statement 3.2: This is immediate, because for a = 1, expression (6) yields
maa·1+2 = maa·1+2
(
and ma1+a·2 = ma1+a·2
)
.
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which both imply Pαama = ∅. 
Additional restrictions on the parameters that result from Problem 3.1: In order to
ensure the existence claim in Statement 3.3, one needs to verify that, in addition to the optimality
condition ma = O(ma), the entries of ma satisfy both the conditions that have been exhibited
above in this section and the remaining ones in the conditioning problem. To that goal, we assume
that ρ ∈ (0, 12), a > 1 and  ∈ (max{0, 1 − a2}, 12) and we first establish those extra conditions
on these parameters that result from this verification. The conditions in Statement 3.3 will follow
from an analysis of all conditions combined together.
Checking the conditions related to Pαama 6= ∅ and to localisation yields the following conclusions.
• The only additional restriction resulting from the inequalities in Claim C.1 and C.2 and the
inequalities mai < mai comes from
1
2 ≤ maa·1+2 and writes24
a
2(1+a) − r% ≤ (a− 1)(1− 2%)
This inequality is actually weaker than the inequality (8) below. Moreover, the inequalities
maa·1+2 ≤ 1+a2 and ma1+a·2 ≤ 12 +a will follow from the ones here, once optimality is ensured.
• The only additional restriction resulting from the localisation conditions ma1+a·2 < 1+a2 and
a
2 < ma1+a·2 comes from the second inequality and writes
a
2(1+a) − r% < 2a−1a (1− )2(1− 2r%) (7)
• It remains to make sure that Pαama ∩ A000 = ∅, viz. Pαama ∩
{
x ∈ R2 : x1 + x2 < 12
}
= ∅. This
condition can be regarded as 12 ≤ ma1+2 = O(ma)1+2 when adding one coefficient to the
matrix α so that constraints on the sum x1 + x2 are also imposed. Explicit computation of
the corresponding optimization function then yields the inequality
1
2 ≤max
{
ma1 +ma2,maa·1+2 − (a− 1)ma1,ma1+a·2 − (a− 1)ma2,
(a−1)ma1+ma1+a·2
a ,
(a−1)ma2+maa·1+2
a ,
maa·1+2+ma1+a·2
a+1
}
The expression of the entries of ma imply that this inequality simplifies as follows
1
2 ≤ max
{
(1 + a)r% − (a− 1)(1− 2 (1− %− (1− 2%))), 1+aa r% + a−1a (1− 2%)
}
.
Elementary algebra then shows that this is equivalent to
a
2(1+a) − r% ≤ a−11+a(1− 2%) (8)
In order to check those inequalities that are associated with the dynamical conditioning 2(1−
)O(ma ∩m011) + (2− 1)
(
0
1
) ⊂ ma, it is convenient to proceed similarly as before to simplify the
entries of O(m ∩ m011) (Section ?? in Supplementary Material), prior to evaluate the resulting
expressions for O(ma ∩m011). Using the restriction  ∈ (max{0, 1 − a2}, 12), one then obtains the
following expressions
O(ma ∩m011)1 = ma1 and O(ma ∩m011)1 =
maa·1+2−12
a
O(ma ∩m011)2 =
1
2 and O(ma ∩m011)2 = ma2
O(ma ∩m011)a·1+2 = ama1 +
1
2 and O(ma ∩m011)a·1+2 = maa·1+2
O(ma ∩m011)1+a·2 =
a
2 +ma1 and O(ma ∩m011)1+a·2 = ma1+a·2
24We always have 1
4
< r% <
1
2
.
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Accordingly, for the entries O(ma ∩m011)1 and O(ma ∩m011)2, the condition 2(1−)O(ma∩m011)+
(2− 1)(01) ⊂ ma respectively implies the redundant inequalities
0 ≤ ma1 and ma2 ≤ 1.
Combining the conditions that result for the entries O(ma ∩m011)2 and O(ma ∩m011)a·1+2 yield
r% ≤ min
{
, 11+a
}
. (9)
For the entry O(ma ∩m011)1+a·2, one gets ma1+a·2 ≤ a which rewrites as
2a−1a (1− )2(1− 2r%) ≤ a1+a − r% (10)
Now evaluating the condition for the entry O(ma ∩m011)1 yields
2(1− )(1 + a)r% ≤ ar% + 1−  (11)
Finally, for the entries O(ma ∩m011)a·1+2 and O(ma ∩m011)1+a·2, we respectively get the inequal-
ities
(1 + a)r% ≤ (1 + (1− 2)a2)(1− 2%) + a and (1 + a)r% ≤ 2(1− )(1− 2%) + a (12)
The condition a > 1 implies that the right inequality is stronger than the left one.
Proof of the existence conditions in Statement 3.3: In order to determine the domains of
parameters for which all conditions (7) - (12) hold, we consider separately the cases ρ ∈ (0, 13] and
ρ ∈ (13 , 12) because  7→ r%() is non-decreasing (resp. decreasing) in the first (resp. second) case.
Notice that
r%(0
+) = 13 and r%(
1
2
−
) = 1−%2 .
Analysis for ρ ∈ (0, 13]:
• Equation (7): Both sides are non-increasing with ; hence it suffices to verify that the value
of the LHS for  = 0+ is not larger than the value of the RHS for  = 12
−
, which requires
a ≥ 12 .
• Equation (8): Monotonicity implies that it suffices to check this condition for  = 0+, which
imposes a ≤ 2.
• Equation (9): The map  7→ r% is concave; hence if (9) holds, then it does for  in a left
neighborhood of 12 . Moreover the condition a > 1 imposes that it holds iff r%(
1
2
−
) ≤ 11+a , viz.
a ≤ 1+%1−% (and we have 1+%1−% ≤ 2).
• Equation (10): By continuity, (10) holds for  in a left neighborhood of 12 iff a−12a % < a1+a− 1−%2 ,
which holds under our conditions on a and %.
• Similar considerations apply for equations (11) and (12).
Altogether, it follows that, for every ρ ∈ (0, 13] and every a ∈ (1, 1+%1−%], all conditions (7) - (12)
hold iff  ∈ [%,a, 12) where %,a is the maximum of the roots in (0, 12) of the polynomials associated
with the inequalities (10) - (12).
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For the uniform cluster distribution % = 13 , one checks that  13 ,a
is actually given by the right
inequality in (12); hence the value  1
3
,a =
3a+2−√9a2+4a−4
4 . By continuity (and anticipating the
conclusion of the analysis below), the property holds for % close to 13 . Assuming that %,a =
 1
3
,a + δa(%− 13) +O
(
(%− 13)2
)
and solving the right inequality in (12) to first order in %− 13 yields
a cumbersome value of δa, which is negative for a = 1 and which decreases when a increases.
Analysis for ρ ∈ (13 , 12):
• Equation (7): The LHS increases with  and the RHS decreases; hence we must have a2(1+a) −
1−%
2 ≤ a−12a %, which holds under our conditions on a and %.
• Equation (8): By continuity, (8) holds for  in a left neighbourhood of 12 if a− (1+a)(1−%) <
(a− 1)(1− 2%), which is equivalent to a < %3%−1 . Moreover, anticipating the condition a ≤ 2
below, notice that %3%−1 ≤ 2 iff % ≥ 25 . When % satisfies this condition, one checks that the
derivative wrt  of the LHS in (8) at  = 12 is larger than the derivative of the RHS; hence
(8) also holds for  in a left neighbourhood of 12 when a =
%
3%−1 .
• Equation (9): That the LHS decreases with  and the condition a > 1 impose that (9) holds
for  in a left neighbourhood of 12 iff r%(
1
2
−
) < 11+a , viz. a <
1+%
1−% .
• Equation (10): The LHS decreases with  and the RHS increases; hence it suffices to check
this condition for  = 0+, which imposes a ≤ 2 (and we have 2 < 1+%1−%).
• Strict inequalities at  = 12 (which holds under our conditions on a and %) and continuity
arguments imply that equations (11) and (12) hold for  in a left neighbourhood of 12 .
Similarly as before, it follows that, for every ρ ∈ (13 , 12) and every a ∈ (1,min{2, %3%−1}], all
conditions (7) - (12) hold iff  ∈ [%,a, 12).
Finally, it remains to verify that ma is indeed an optimized constraint matrix, ie. we have
ma = O(ma). This is done in Section 1.3 of Supplementary Material, where the edges of P
αa
ma are
also identified. 
Proof that Pαama∪σ321(Pαama) is an AsIUP. That Pαama satisfies the conditions of Problem 3.1 makes
Pαama ∪ σ321(Pαama) an IUP. Moreover we have
• ma1 < Σ(ma)1 = 1−ma1; hence Pαama ∩ P
αa
Σ(ma)
= ∅ where PαaΣ(ma) := Σ(Pαama),
• σ321(ma)1 = 1−ma2 = Σ(ma)1 = 1− r%; hence σ321(Pαama) ∩ Σ(Pαama) = ∅,
which, together with the commutation of σ321 and Σ imply that the IUP does not intersect its
image under Σ, and hence it is actually an AsIUP. Statement 3.3 is proved. 
D Analysis of Conditioning Problem 3.4
In principle, Conditioning Problem 3.4 could be analysed following the plan in Section 2.3, as in
the previous Appendix for Conditioning Problem 3.1. However, for simplicity, we apply instead a
continuation argument to the solution of Problem 3.1. Indeed, as shown in Section ?? of Supple-
mentary Material, the solution Pαama is a quadrilateral with edges
x1 = ma1, x1 + ax2 = ma1+a·2, x2 = ma2, and ax1 + x2 = maa·1+2,
which are determined by the condition G%,(P ∩A001) = σ321(P ). More precisely, we have
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• the edge x1 = ma1 is obtained as the image of the line x1 = 12 , viewed as belonging to A111,
• the edge x2 = ma2 is obtained as the image, of the image (located in A111), of the line x2 = 12
viewed as belonging to A001,
• the pair of edges x1 + ax2 = ma1+a·2 and ax1 + x2 = maa·1+2 are obtained as solving a pair
of equations induced by the condition G%,(P ∩A001) = σ321(P ).
For Conditioning Problem 3.4, these conditions can be duplicated as follows. For j = 1, 2, let
Pαamj be a quadrilateral with edges
x1 = mj
1
, x1 + ax2 = mj
1+a·2, x2 = mj2, and ax1 + x2 = mja·1+2,
which are determined by the conditions G{ρi}3i=1,(P1∩A001) = P2, G{ρi}3i=1,(P2∩A111) = P1. More
precisely, we have
• the edge x1 = m11 is obtained as the image of the line x1 = 12 , viewed as belonging to A111,
The edge x1 = m21 is obtained as the image of x1 = m11 (located in A001).
• the edge x2 = m22 is obtained as the image of the line x2 = 12 , viewed as belonging to A001.
The edge x2 = m12 is obtained as the image of x2 = m22 (located in A111) .
• the pair x1 +ax2 = m11+a·2 and x1 +ax2 = m21+a·2 (resp. ax1 +x2 = m1a·1+2 and ax1 +x2 =
m2a·1+2) is obtained by imposing that these edges must be exchanged under the dynamics,
and that the first one belongs to A001 and the second one belongs to A111.
Proof of Statement 3.5: The entry pairs {mj
1
}2j=1 and {mj2}2j=1 follow immediately from the
conditions above. Moreover, both pairs {mj
1+a·2}
2
j=1 and {mja·1+2}2j=1 are solutions of pairs of
linear equations whose discriminant is (1 − 2)(3 + 2). Hence they are also uniquely determined.
The remaining entries of m1 and m2 are obtained using linear combinations in the definition of the
optimization function O, so that both matrices are optimized matrices.
The map G{ρi}3i=1, continuously depends on {ρi}3i=1; hence so do the entries of m1 and m2. For
δ = 0, we have m1(0) = ma and m2(0) = σ321(ma) by optimality; hence for  ∈ (%,a, 12), the entries
of m1(0) satisfy the inequalities (7) - (12) above associated with existence in Problem 3.1 and all
these inequalities are strict. Similarly, the entries of m2(0) satisfy all strict inequalities associated
with σ321(ma) and induced by the conditioning 3.1.
By continuity, the same inequalities must hold for the matrices m1(δ) and m2(δ) when δ 6= 0 is
small enough. As shown above for the Problem 3.1, it is easy to check that under these conditions,
the solution pair (m1,m2) is unique. Existence and uniqueness of the solution of the Conditioning
Problem 3.4 immediately follow (and by optimality, the continued polytopes Pαam1(δ) and P
αa
m2(δ)
must be quadrilaterals defined by the same types of edges as Pαama and σ321(P
αa
ma)).
Proof that Pαam1(δ) ∪ P
αa
m2(δ)
is an AsIUP. Similarly as in the end of Appendix C, it suffices to
show that we have
m1(δ)1 < 1−m1(δ)1 and m2(δ)1 = 1−m1(δ)1,
because these conditions imply Pαam1(δ) ∩ Σ(P
αa
m1(δ)
) = ∅ and Pαam2(δ) ∩ Σ(P
αa
m1(δ)
) = ∅.
The inequality above holds for δ = 0 and hence for δ > 0 small by continuity. In order to show
the equality, we observe that the knowledge of the polytope edges imply that we must have (the
dependence on δ is not mentioned for clarity)
m11 =
am1a·1+2−m11+a·2
a2−1 and m21 =
am2a·1+2−m21+a·2
a2−1
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which, together with the equations of the edges{
2(1− )m11+a·2 + 2(%− δ + a(%+ δ)) = m21+a·2
2(1− )m21+a·2 + 2(1− %+ δ + a(1− %− δ))− (1 + a) = m11+a·2{
2(1− )m1a·1+2 + 2(a(%− δ) + %+ δ) = m2a·1+2
2(1− )m2a·1+2 + 2(a(1− %+ δ) + 1− %− δ)− (1 + a) = m2a·1+2
implies that m2(δ)1 +m1(δ)1 does not depend on δ (nor on %), and hence it must be equal to 1 for
all δ ≥ 0. Statement 3.5 is proved. 
E Analysis of Conditioning Problem 3.6
As for Conditioning Problem 3.1, the analysis in this Appendix follows the plan described in
Section 2.3. For Conditioning Problem 3.6, it suffices to consider the canonical coefficient matrix α
associated with G3,. Therefore, we may use the adapted notations introduced in Appendix B. For
convenience, we write the corresponding constraint vector in R6×2 using the following representation
m =
(
m1 m2 m3 m1+2 m2+3 m1+2+3
m1 m2 m3 m1+2 m2+3 m1+2+3
)T
E.1 Preliminaries
Expression of the optimization function O: Proceeding as for the optimizing function in
Problem 3.1, one obtains the following expression of the corresponding optimizing function m 7→
O(m)
O(m)
1
= max
{
m1, m1+2 −m2, m1+2+3 −m2+3, m1+2+3 −m2 −m3, m3 +m1+2 −m2+3
}
O(m)
2
= max
{
m2, m1+2 −m1, m2+3 −m3, m1+2+3 −m1 −m3, m1+2 +m2+3 −m1+2+3
}
O(m)
3
= max
{
m3, m2+3 −m2, m1+2+3 −m1+2, m1+2+3 −m1 −m2, m1 +m2+3 −m1+2
}
O(m)
1+2
= max
{
m1+2, m1 +m2, m1+2+3 −m3, m1 +m2+3 −m3, m2 +m1+2+3 −m2+3
}
O(m)
2+3
= max
{
m2+3, m2 +m3, m1+2+3 −m1, m3 +m1+2 −m1, m2 +m1+2+3 −m1+2
}
O(m)
1+2+3
= max
{
m1+2+3, m1 +m2+3, m3 +m1+2, m1 +m2 +m3, m1+2 +m2+3 −m2
}
As before, the coordinates O(m)i+···+j can be obtained by replacing max by min, mi′+···+j′ by
mi′+···+j′ and vice-versa.
Optimized constraint vectors associated with atoms involved in Conditioning Problem
3.6: The optimized constraint vectors mω associated with the involved atoms Pmω are
m000101 =
(
1
2
1
2
1
2 1
1
2 1
0 0 0 12 0
1
2
)T
, m100101 =
(
1 12
1
2
3
2
1
2
3
2
1
2 0 0
1
2 0
1
2
)T
,
m100111 =
(
1 12
1
2
3
2 1
3
2
1
2 0 0
1
2
1
2 1
)T
, m100112 =
(
1 12
1
2
3
2 1 2
1
2 0 0 1
1
2
3
2
)T
,
m110111 =
(
1 1 12
3
2 1
3
2
1
2
1
2 0 1
1
2 1
)T
, m110112 =
(
1 1 12
3
2
3
2 2
1
2
1
2 0 1
1
2
3
2
)T
,
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and
m110212 =
(
1 1 12 2
3
2
5
2
1
2
1
2 0
3
2
1
2
3
2
)T
.
Consequence of the symmetry σ4321 on constraint matrices entries: The symmetry trans-
formation σ4321(x) = {−x3,−x2,−x1} induces the following transformation on constraint matrices
σ4321(m) =
(
1−m3 1−m2 1−m1 2−m2+3 2−m1+2 3−m1+2+3
1−m3 1−m2 1−m1 2−m2+3 2−m1+2 3−m1+2+3
)T
which is obviously α-compatible. This immediately yields the following property.
Claim E.1. Let m2 = O(m2) be the optimized constraint matrix of polytope Pm2 which satisfies
the symmetry σ4321(Pm2) = Pm2. Then we have
m21 +m23 = m21 +m23 = m22 +m22 = 1
m21+2 +m22+3 = m21+2 +m22+3 = 2
m21+2+3 +m21+2+3 = 3
From now on, we assume that m1 = O(m1) and m2 = O(m2) are optimized constraint matrices of
polytopes P1 := Pm1 and P2 := Pm2 which satisfy Conditioning Problem 3.6.
Restricting the range of constraint matrices entries: Similar arguments to those in the proof
of Claim C.1 can be used to show the following statement.
Claim E.2. The localization conditions in Problem 3.6 imply that we must have
m11,m12,m13,m12+3 ≤ 12 ≤ m11,m11+2,m11+2+3
and
m22,m23,m22+3 ≤ 12 ≤ m21,m22,m22+3 and m21+2,m21+2+3 ≤ 32 ≤ m21+2,m21+2+3.
The previous restrictions are supplemented by the following ones (which are consequences of
the assumption Pk ⊂ (0, 1)3)
0 ≤ mki+···+j < mki+···+j ≤ j − i+ 1.
E.2 Expressions of the optimized constraint matrices associated with atomic
restrictions
Expression of O(m1 ∩m000101): Anticipating that some of the entries of m1 can be immediately
computed using those entries of O(m2 ∩ m110111) that are numerical values and the condition
G3,(P2 ∩A110111) = P1 (see next Subsection) and using also the inequalities in Claim E.2, we have
m1 ∩m000101 =
( 1
2 m12 m13 1− 2 m12+3 1− 2
m11

2 0 m11+2

2 m11+2+3
)T
.
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The expression of O(m1 ∩ m000101) then simplifies as follows (see Section 2.1 of Supplementary
Material for details of the computation)
O(m1 ∩m000101)1 = m11 and O(m1 ∩m000101)1 =
1
2
O(m1 ∩m000101)2 = max
{

2 ,m11+2 − 12
}
and O(m1 ∩m000101)2 = m12
O(m1 ∩m000101)3 = max
{
0,m11+2+3 − 12 −m12
}
and
O(m1 ∩m000101)3 = min
{
m13,
1
2 +m12+3 −m11+2
}
O(m1 ∩m000101)1+2 = m11+2 and O(m1 ∩m000101)1+2 = min
{
1− 2 , 12 +m12
}
O(m1 ∩m000101)2+3 = max
{

2 ,m11+2+3 − 12
}
and O(m1 ∩m000101)2+3 = m12+3
O(m1 ∩m000101)1+2+3 = m11+2+3 and O(m1 ∩m000101)1+2+3 = min
{
1− 2 , 12 +m12+3
}
Expressions of O(m2 ∩m110111): Using the inequalities in Claim E.2 and the trivially computed
values below of m21 and m23, we have
m2 ∩m110111 =
(
1 m22 m23
3
2 min{m22+3, 1} 32
m21
1
2 0 max{m21+2, 1} 12 max{m21+2+3, 1}
)T
,
The expression of the corresponding optimized matrix simplifies as follows (see Section 2.1 of
Supplementary Material)
O(m2 ∩m110111)1 = m21 and O(m2 ∩m110111)1 = 1
O(m2 ∩m110111)2 =
1
2 and O(m2 ∩m110111)2 = min
{
m22,
3
2 −m21
}
O(m2 ∩m110111)3 = 0 and O(m2 ∩m110111)3 = min
{
m23,m22+3 − 12
}
O(m2 ∩m110111)1+2 = max
{
m21+2,m21 +
1
2
}
and O(m2 ∩m110111)1+2 = 32
O(m2 ∩m110111)2+3 =
1
2 and O(m2 ∩m110111)2+3 = min
{
m22+3,
3
2 −m21
}
O(m2 ∩m110111)1+2+3 = max
{
m21+2+3,m21 +
1
2
}
and O(m2 ∩m110111)1+2+3 = 32
E.3 (In)equalities induced by dynamical conditioning
Inequalities induced by G3,(P1 ∩A000101) ⊂ P2: Together with Corollary 2.3, the expression of
G3, and the value B3,000101 =
1
4
 21
0
 imply that the dynamics condition G3,(P1∩A000101) ⊂ P2
expresses on constraint matrices as
2(1− )O(m1 ∩m000101) + 2
 21
0
 ⊂ m2 (13)
In particular, O(m1 ∩m000101)1 = 12 implies 1 ≤ m21 and therefore we must have (hence the
anticipated expression of m2 ∩m110111 above)
m21 = 1 and m23 = 0.
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Equalities induced by G3,(P2 ∩A110111) = P1: The expression of G3, and the value B3,110111 =
1
4
 23
0
 imply that the dynamics conditionG3,(P2∩A110111) = P1 expresses on constraint matrices
as
2(1− )O(m2 ∩m110111) + 2
 23
0
−
 11
0
 = m1 (14)
For those entries of O(m2 ∩m110111) that are trivial, this equation immediately gives some entries
of m1. In this way, one gets (hence the anticipated expression of m1 ∩m000101 above)
m11 = 1− , m12 = m12+3 = 2 , m13 = 0 and m11+2 = m11+2+3 = 1− 2 .
Moreover, Claim E.1 implies that we have O(m2 ∩m110111)1+2 + O(m2 ∩m110111)2+3 = 2, which
in turn implies, using the corresponding entries of the equation
m11+2 +m12+3 = 1.
E.4 Computing the entries of m1 and m2
Here, the entries of m1 and m2 that remain to be determined are obtained by considering the
remaining (in)equalities from (13) and (14) above.
Computing (m11,m21,m23): The inequality that implies the entry O(m1 ∩m000101)1 in (13) and
the equality with O(m2 ∩m110111)1 in (14) constitute the following independent two-dimensional
system, whose solution also provides an expression for m23 when using the property in Claim E.1.
We have{
2(1− )m11 −m21 ≥ −
2(1− )m21 −m11 = 1− 
⇐⇒
{
m11 = 1− 2p∗ + 2(1− )δ1
m21 = 2p
∗ + δ1 ⇐⇒ m23 = 1− 2p∗ − δ1
for arbitrary δ1 ≥ 0, where p∗ = 2−2(3−2) (defined before Statement 3.10 above) solves the equation
[17]
p∗ = 1− 2 − 2(1− )p∗.
The following statement is proved independently, see Section 2.2 of Supplementary Material.
Claim E.3. We must have m21 +
1
2 ≤ m21+2, or equivalently m22+3 ≤ m23 + 12 .
Computing (m12,m22,m22): From Claim E.3, we have
m22 ≤ m22+3 −m23 = m22+3 ≤ m23 + 12 = 32 −m21.
Therefore, the equality that impliesO(m2 ∩m110111)2 in (14) and the inequality withO(m1 ∩m000101)2
in (13) constitute the following independent two-dimensional system, whose solution also provides
an expression for m22 when using the property in Claim E.1. We have{
2(1− )m12 −m22 ≤ − 2
2(1− )m22 −m12 = 1− 32
⇐⇒
{
m12 = p
∗ − 2(1− )δ2
m22 = 1− p∗ − δ2 ⇐⇒ m22 = p∗ + δ2
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for arbitrary δ2 ≥ 0.
Computing (m11+2,m12+3,m21+2,m22+3): From Claim E.3, the equality that impliesO(m2 ∩m110111)1+2
in (14) and the inequality with O(m1 ∩m000101)1+2 in (13) constitute the following independent
two-dimensional system, {
2(1− )m11+2 −m21+2 ≥ −32
2(1− )m21+2 −m11+2 = 2− 52
whose solution also provides the expression of (m12+3,m22+3), when using symmetries relationships{
m11+2 = 1− p∗ + 2(1− )δ3
m21+2 = 1 + p
∗ + δ3
⇐⇒
{
m12+3 = p
∗ − 2(1− )δ3
m22+3 = 1− p∗ − δ3
for arbitrary δ3 ≥ 0.
Computing m13: From Claim E.3, the equality that implies O(m2 ∩m110111)3 together with the
expression of m22+3 yields the following expression
m13 = p
∗ − 2 − 2(1− )δ3.
Computing (m11+2+3,m21+2+3,m21+2+3): Claim E.3 implies m21+
1
2 ≤ m21+2+3; hence the above
equality that impliesO(m2 ∩m110111)1+2+3 in (13) and the above inequality withO(m1 ∩m000101)1+2+3
in (14) constitute the same independent two-dimensional system as the one for (m11+2,m21+2). Its
solution also provides an expression for m21+2+3 when using the property in Claim E.1. We have{
m11+2+3 = 1− p∗ + 2(1− )δ4
m21+2+3 = 1 + p
∗ + δ4 ⇐⇒ m21+2+3 = 2− p∗ − δ4
for arbitrary δ4 ≥ 0.
Computing (m21+2,m22+3): At this stage, all entries of m1 and m2 have been determined,
excepted m21+2 and m22+3. All information (14) has been used above; hence we use instead that
we must have m21+2 = O(m2)1+2, ie.
m21+2 ≤ min
{
m21 +m22,m21+2+3 −m23,m21 +m22+3 −m23,m22 +m21+2+3 −m22+3
}
= min {2− p∗ −max{δ2, δ3, δ4}, 1− 2p∗ − δ2 − δ4 +m21+2}
which imposes
δ2 + δ4 ≤ 1− 2p∗ and
{
m21+2 = 2− p∗ − δ5
m22+3 = p
∗ + δ5
for arbitrary δ5 ≥ max{δ2, δ3, δ4}.
In summary, we have
m1 =
(
1−  p∗ − 2(1− )δ2 p∗ − 2 − 2(1− )δ3 1− 2
1− 2p∗ + 2(1− )δ1 2 0 1− p∗ + 2(1− )δ3
p∗ − 2(1− )δ3 1− 2

2 1− p∗ + 2(1− )δ4
)T
(15)
and
m2 =
(
1 1− p∗ − δ2 1− 2p∗ − δ1 2− p∗ − δ5 1− p∗ − δ3 2− p∗ − δ4
2p∗ + δ1 p∗ + δ2 0 1 + p∗ + δ3 p∗ + δ5 1 + p∗ + δ4
)T
(16)
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E.5 Proof of Statement 3.7
To prove this statement, one needs to check that, in addition to m1 = O(m1) and m2 = O(m2), the
entries of m1 and m2 satisfy all the required conditions in the previous sections. This verification
uses elementary algebra and assumes  ∈ (0, 12) which in particular implies
1
2 < 2p
∗ < 1,
and mini∈{1,··· ,4} δi ≥ 0 and δ5 ≥ max{δ2, δ3, δ4}.
Checking the basic inequalities 0 ≤ mki+···+j ≤ mki+···+j ≤ j − i+ 1: For k = 1 and k = 2 we
respectively get the following additional restrictions{
2(1− )δ1 ≤ 2p∗ − 
2(1− ) max{δ2, δ3, δ4} ≤ p∗ − 2
and
{
max{δ1, δ3 + δ5} ≤ 1− 2p∗
max{δ2, δ4} ≤ 12 − p∗
Checking the inequalities in Claim E.2: These inequalities yield the following additional
restrictions
2(1− )δ1 ≤ 2p∗ − 12 and δ5 ≤ 12 − p∗.
At this stage, all restrictions imposed by the localisation conditions in Problem 3.6 have been
included.
Checking the inequalities in Claim E.3: The two inequalities are equivalent and yield the
following additional restriction
δ1 ≤ 12 − p∗ + δ3
Checking the remaining inequalities in the condition G3,(P1∩A000101) ⊂ P2: The inequal-
ities in (13) that involve the entries
O(m1 ∩m000101)2, O(m1 ∩m000101)3, O(m1 ∩m000101)3, O(m1 ∩m000101)1+2,
and
O(m1 ∩m000101)2+3 and O(m1 ∩m000101)1+2+3
remain to be considered. Together with the inequality 2(1−) max{δ2, δ3, δ4} ≤ p∗−(1−)2 (which
will be obtained independently below) they yield the following additional constraints
2(1− ) min{p∗ − 2 − 2(1− )δ3, 2p∗ − 12 − 4(1− )δ3} ≤ 1− 2p∗ − δ1
δ5 ≤ (32 − )− p∗
(
and note that (32 − ) ≤ 12 for  ∈ (0, 12)
)
Checking the inequalities resulting from the condition G3,(P1 ∩ A100101) ⊂ P1: Using
Claim E.2 and some of the entries computed above, we have
m1 ∩m100101 =
(
1−  m12 m13 1− 2 m12+3 1− 2
1
2

2 0 m11+2

2 m11+2+3
)T
.
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Using also the explicit entries of m1 above, the expression of O(m1 ∩m100101) then simplifies as
follows (see Section 2.1 of Supplementary Material)
O(m1)1 = max
{
1
2 , 1− 2p∗ + 2(1− )(max{δ2, δ4}+ δ3)
}
and O(m1)1 = 1− 
O(m1)2 =

2 and O(m1)2 = min
{
p∗ − 2(1− )δ2, 1−2
}
O(m1)3 = 0 and O(m1)3 = min
{
p∗ − 2 − 2(1− )δ3, 12 − 
}
O(m1)1+2 = max
{
1− p∗ + 2(1− )δ3, 1+2
}
and O(m1)1+2 = 1− 2
O(m1)2+3 =

2 and O(m1)2+3 = min
{
p∗ − 2(1− )δ3, 1−2
}
O(m1)1+2+3 = max
{
1− p∗ + 2(1− )δ4, 1+2
}
and O(m1)1+2+3 = 1− 2
The expression ofG3, and the valueB3,100101 =
 10
0
 imply that the dynamics conditionG3,(P1∩
A100101) ⊂ P1 expresses on constraint matrices as
2(1− )O(m1 ∩m100101)− (1− 2)
 10
0
 ⊂ m1
Using the expression of O(m1 ∩ m100101) above, one obtains after elementary algebra that this
condition yields the following additional conditions
2(1− )δ1 ≤ 2p∗ − 1 + 
2(1− ) max{δ2, δ3, δ4} ≤ p∗ − (1− )2
Checking the inequalities resulting from the condition G3,(P2 ∩ A110212) ⊂ P2: Claim
E.2, the values above of m21 and m23 and also the inequalities m22+3 ≤ m22 + m23 ≤ 32 and
m21+2+3 ≤ m21 +m22+3 ≤ 52 , we have
m2 ∩m110212 =
(
1 m22 m23 m21+2 m22+3 m21+2+3
m21
1
2 0
3
2
1
2
3
2
)T
,
The expression of the corresponding optimized matrix simplifies as follows (see Section 2.1 of
Supplementary Material)
O(m2 ∩m110212)1 = max
{
2p∗ + δ1, 12 + p
∗ + δ2
}
and O(m2 ∩m110212)1 = 1
O(m2 ∩m110212)2 =
1
2 and O(m2 ∩m110212)2 = 1− p∗ − δ2
O(m2 ∩m110212)3 = 0 and O(m2 ∩m110212)3 = min
{
1− 2p∗ − δ1, 12 − p∗ − δ4
}
O(m2 ∩m110212)1+2 =
3
2 and O(m2 ∩m110212)1+2 = 2− p∗ − δ5
O(m2 ∩m110212)2+3 =
1
2 and O(m2 ∩m110212)2+3 = min
{
1− p∗ − δ3, 32 − 2p∗ − (δ2 + δ4)
}
O(m2 ∩m110212)1+2+3 =
3
2 and O(m2 ∩m110212)1+2+3 = 2− p∗ − δ4
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The expression ofG3, and the valueB3,110212 =
 11
0
 imply that the dynamics conditionG3,(P2∩
A110212) ⊂ P2 expresses on constraint matrices as
2(1− )O(m2 ∩m110212)− (1− 2)
 11
0
 ⊂ m2
Using the expression of O(m2 ∩ m110212) above, one obtains after elementary algebra that this
condition yields the following additional conditions
δ1 ≤ 12 − p∗ + min{δ2, δ4} and δ1 ≤ (1− 2p∗) + 2(1− ) min{δ2, δ4} and δ5 ≤ − p∗
Checking the inequalities resulting from the condition G3,(P2∩A110112) ⊂ σ4231(P1): Using
Claim E.2 and some of the entries computed above (including that m21+2+3 ≤ 2, we have
m2 ∩m110212 =
(
1 m22 m23
3
2 m22+3 m21+2+3
m21
1
2 0 m21+2
1
2
3
2
)T
,
Using also the explicit entries of m2 above, the expression of O(m2 ∩m110112) then simplifies as
follows (see Section 2.1 of Supplementary Material)
O(m2 ∩m110112)1 = max
{
2p∗ + δ1, 12 + p
∗ + δ3
}
and O(m2 ∩m110112)1 = 1
O(m2 ∩m110112)2 =
1
2 and O(m2 ∩m110112)2 = min
{
1− p∗ − δ2, 32 − 2p∗ − δ1
}
O(m2 ∩m110112)3 = 0 and O(m2 ∩m110112)3 = min
{
1− 2p∗ − δ1, 12 − p∗ − δ3
}
O(m2 ∩m110112)1+2 = max
{
1 + p∗ + δ3, 2p∗ + δ1 + 12
}
and O(m2 ∩m110112)1+2 = 32
O(m2 ∩m110112)2+3 =
1
2 and O(m2 ∩m110112)2+3 = min
{
1− p∗ − δ3, 52 − 4p∗ − 2δ1
}
O(m2 ∩m110112)1+2+3 =
3
2 and O(m2 ∩m110112)1+2+3 = min
{
2− p∗ −max{δ3, δ4}, 52 − 2p∗ − δ1
}
In addition, the expression of m1 implies that 0 ≤ m11+2 < m11+2 and 0 ≤ m12+3 < m12+32.
Therefore, we have
σ4231|Pm1 (x) = (1− x2 − x3, x2, 1− x1 − x2),
which satisfies (3) (but not the assumptions of the second Claim 2.7), and then
σ4231(m1) =
(
1−m12+3 m12 1−m11+2 1−m13 1−m11 2−m11+2+3
1−m12+3 m12 1−m11+2 1−m13 1−m11 2−m11+2+3
)T
The expression of G3, and the value B3,110112 =
 11
0
 imply that the dynamics condition
G3,(Pm2∩A110112) ⊂ σ4231(Pm1) requires that the following inequality on constraints matrices hold
2(1− )O(m2 ∩m110112) + 2
 33
1
−
 11
0
 ⊂ σ4231(m1)
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Using the expression of O(m2 ∩m110112) and m1 above, one checks, after elementary algebra, that
this condition does not bring additional restriction on the parameters.
Checking optimality: Using the explicit values of m1 and m2 in the conditions m1 = O(m1) and
m2 = O(m2) respectively yields the following additional restrictions (see Section 2.3 of Supplemen-
tary material)
δ3 + max {δ2, δ4} ≤ δ1, δ3 ≤ min{δ2, δ4} and δ5 + δ1 −min{δ2, δ4} ≤ 1− 2p∗
Resulting conditions on parameters: Collecting all conditions on parameters above, one finally
obtains the following inequalities

0 ≤ 2(1− )δ1 ≤ 2p∗ − (1− )
δ1 ≤ (1− 2p∗) + 2(1− ) min{δ2, δ4}
0 ≤ 2(1− ) max{δ2, δ4} ≤ p∗ − (1− )2
and

0 ≤ δ3 ≤ min{δ2, δ4}
δ3 + max {δ2, δ4} ≤ δ1
max{δ2, δ4} ≤ δ5 ≤ − p∗
δ5 + δ1 ≤ 1− 2p∗ + min{δ2, δ4}
(17)
Now, the condition (1− )2 ≤ p∗ is equivalent to  ≥ 3 and this inequality implies p∗ < . Together
with 12 < 2p
∗ < 1, we conclude that when  ≥ 3, there exists ∆ ⊂ R5, which contains the origin,25
such that every quintuple δ = {δi}5i=1 ∈ ∆ satisfies the inequalities above. In particular, every
quintuple as follows
0 ≤ δ1 ≤ min
{
2p∗−(1−)
2(1−) , (1− 2p∗)
}
0 ≤ min{δ2, δ4} ≤ max{δ2, δ4} ≤ min
{
p∗−(1−)2
2(1−) , δ1, 1− 2p∗ − δ1, − p∗
}
0 ≤ δ3 ≤ min {δ2, δ4, δ1 −max{δ2, δ4}}
max{δ2, δ4} ≤ δ5 ≤ min {1− 2p∗ − δ1, − p∗}
belong to ∆ (so that ∆ must have positive volume when  > 3).
Proof that Orb〈σ4231,σ1324〉(P1, P2) is an AsIUP. This immediately follows from the facts that,
when the explicit dependence on the parameters is included, we have for i = 1, 2
Pmi(δ) ⊂ Pmi(0) ∀δ ∈ ∆,
Σ(Pmi(0)) ∩Orb〈σ4231,σ1324〉(Pm1(0), Pm2(0)) [17].
Statement 3.7 is proved. 
F Analysis of the Conditioning Problem 3.8
F.1 Proof of Statement 3.9
The constraint matrices under consideration here are those related to the matrix α associated with
the symbolic partition; hence we use the same notations as those in Appendix E.
The proof proceeds by contradiction and aims to show that if m = O(m) is an optimized
constraint matrix of a polytope Pm which satisfies Conditioning Problem 3.8, then its entries must
satisfy
2(1− )m1 +m1 ≤ 1−  ≤ 2(1− )m1 +m1
25Of note, ∆3 = {0}.
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which clearly implies m1 ≤ m1; hence Pm = ∅.
Optimized constraint matrices associated with atoms involved in Conditioning Problem
3.8: In addition to m000101, the optimized constraint matrices mω associated with the involved
atoms Pmω are
m000000 =
(
1
2
1
2
1
2
1
2
1
2
1
2
0 0 0 0 0 0
)T
, m000001 =
(
1
2
1
2
1
2
1
2
1
2 1
0 0 0 0 0 12
)T
,
From now on, we assume that m = O(m) is an optimzed constraint matrix of a polytope
P = Pm which satisfies Conditioning Problem 3.8.
Restricting the range of constraint matrices entries: Similar arguments to those in the proof
of Claim C.1 can be used to show that the following statement holds.
Claim F.1. We must have
m1,m2,m3,m1+2,m2+3,m1+2+3 <
1
2 < m1+2,m1+2+3 <
3
2 .
To proceed, it suffices to consider those entries of the atomic restrictions that are involved in
the determination of the coordinates m1 and m1.
Expression of O(m ∩m000000): According to the previous Claim and the definition of m000000,
we have
m ∩m000000 =
(
m1 m2 m3
1
2 m2+3
1
2
m1 m2 m3 m1+2 m2+3 m1+2+3
)T
which implies
O(m ∩m000000)2 = min
{
m2,
1
2 −m1, m2+3 −m3, 12 −m1 −m3, 12 +m2+3 −m1+2+3
}
= min
{
m2,
1
2 −m1 −m3
}
following similar arguments as before.
That the condition G3,(P ∩A000000) ⊂ P ∩A000101 expresses on constraints matrix (thanks to
Corollary 2.3) as
2(1− )O(m ∩m000000) ⊂ m ∩m000101 (18)
implies in particular, and together with the expression of m ∩m000101 below, that we must have
1
2 −m1 −m3 < m2. Anticipating that we are going to show that m3 = 0, we must in fact have
1
2 −m1 < m2 (19)
Expression of O(m ∩m000001): According to Claim F.1 and the definition of m000001, we have
m ∩m000001 =
(
m1 m2 m3
1
2 m2+3 m1+2+3
m1 m2 m3 m1+2 m2+3
1
2
)T
which implies
O(m ∩m000001)2 = min
{
m2,
1
2 −m1, m2+3 −m3, m1+2+3 −m1 −m3,m2+3
}
= min
{
m2,
1
2 −m1
}
= 12 −m1
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where we used Claim F.1 and the inequality (19). Moreover, Claim F.1 implies m11+2 < 1 so that
we have
σ3124|Pm(x) = (1− x1 − x2, x1, x2 + x3),
which satisfies (3). Therefore, the condition G3,(Pm ∩ m000001) ⊂ σ3124(Pm) requires that the
following inequality on constraints matrices holds
2(1− )O(m ∩m000001) + 2
 10
1
 ⊂ σ3124(m) (20)
In particular, the inequality 2(1 − )O(m ∩m000001)2 ≤ σ3124(m)2 = m1 then yields 1 −  ≤
2(1− )m1 +m1, which is nothing but the second of the desired inequalities.
In order to show m3 = 0, we first compute
O(m ∩m000001)1+2+3 = max
{
1
2 , m1 +m2+3, m3 +m1+2, m1 +m2 +m3, m1+2 +m2+3 −m2
}
= 12
because O(m)
1+2+3
= m1+2+3 <
1
2 . The inequality
1 +m3 = σ3124(m)1+2+3 ≤ 2(1− )O(m ∩m000001)1+2+3 + ,
then yields m3 ≤ 0. Therefore, we must have m3 = 0.
Expression of O(m ∩m000101): According to Claim F.1 and the definition of m000101, we have
m ∩m000101 =
(
m1 m2 m3 m1+2 m2+3 m1+2+3
m1 m2 m3
1
2 m2+3
1
2
)T
which implies
O(m ∩m000101)1 = min
{
m1, m1+2 −m2, m1+2+3 −m2+3, m1+2+3 −m2 −m3, m3 +m1+2 −m2+3
}
= m1
Moreover, Claim F.1 implies that we have
σ2134|Pαm(x) = (1− x1, x1 + x2, x3)
which satisfies (3). Hence, the condition G3,(P ∩ A000101) ⊂ σ2134(P ) requires that the following
inequality on constraints matrices hold
2(1− )O(m ∩m000101) + 2
 21
0
 ⊂ σ2134(m) (21)
and we have σ2134(m)1 = 1 − m1. The first of the desired inequality is a direct consequence of
2(1− )O(m ∩m000101)1 +  ≤ σ2134(m)1. 
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F.2 Proof of Statement 3.10
This appendix contains the structure of the proof of Statement 3.10. Computational details can
be found in the Mathematica notebook ”AsIUPG3SeondBif.nb” in Supplementary Material. As
announced, we use constraint matrices in order to characterize polytopes. Given the half-spaces that
are involved in the definitions of both the solution polytope P and the atoms involved in Problem
3.8, and given that the symmetries σ2134 and σ3124 should satisfy the condition (3), consider the
matrix α such that the polytopes Pαm are defined as follows
Pαm =

x ∈ R3 :
m1 < x1 < m1
m2 < x2 < m2
m3 < x3 < m3
m1+2 < x1 + x2 < m1+2
m2+3 < x2 + x3 < m2+3
m1+2+3 < x1 + x2 + x3 < m1+2+3
m1+2·2+3·3 < x1 + 2x2 + 3x3 < m1+2·2+3·3
mp∗1·1+p∗2·2+p∗3·3 < p
∗
1x1 + p
∗
2x2 + p
∗
3x3 < mp∗1·1+p∗2·2+p∗3·3
m−p∗·1+p∗2·2+p∗3·3 < −p∗x1 + p∗2x2 + p∗3x3 < m−p∗·1+p∗2·2+p∗3·3
m−p∗·1−2p∗·2+p∗3·3 < −p∗x1 − 2p∗x2 + p∗3x3 < m−p∗·1−2p∗·2+p∗3·3

where
m =
(
m1 m2 m3 m1+2 m2+3 m1+2+3 m1+2·2+3·3 mp∗1 ·1+p∗2 ·2+p∗3 ·3 m−p∗·1+p∗2 ·2+p∗3 ·3 m−p∗·1−2p∗·2+p∗3 ·3
m1 m2 m3 m1+2 m2+3 m1+2+3 m1+2·2+3·3 mp∗1 ·1+p∗2 ·2+p∗3 ·3 m−p∗·1+p∗2 ·2+p∗3 ·3 m−p∗·1−2p∗·2+p∗3 ·3
)T
Each entry of the corresponding optimization procedure m 7→ O(m) involves 60 combinations of
entries.
Checking that P is not empty. The polytope P defined by (4) can be regarded as a polytope
Pαm where the entries of m are given by (4) together with default values for a polytope inside [0,
1
2 ]
3,
eg.
m =
( 1
2
1
2
1
2 1
1
2
3
2 1 p
∗
2 0 0
0 2 0

2(3− 2) 0 0 0
p∗3
2 −p
∗
2 +
p∗3
2 −3p
∗
2 +
p∗3
2
)T
As indicated in Lemma 2.1, in order to check that Pαm is not empty, it suffices to verify that
O(m)
i
< O(m)i for all i.
Checking that P is localized as required. This amounts to verifying that the entries of m
satisfy the condition in Claim F.1.
Checking the dynamical conditions.
Checking G3,(P∩A000000) ⊂ P∩A000101. A preliminary step is to compute the optimized constraint
matrices associated with the atoms A000000 and A000101. This is done by first considering constraint
matrices m000000 and m000101 in Appendix E (obtained for the matrix associated with the symbolic
partition) and related elementary bounds, and then by applying the optimization procedure.
Once the atoms are characterized, atomic restrictions P ∩A000000 and P ∩A000101 are computed
using intersections and again the optimization procedure. Then, explicit computations show that, in
the current context, the inequalities (18) (which are equivalent to the condition G3,(P ∩A000000) ⊂
P ∩A000101) hold iff  ∈
[
5
√
17
2 ,
1
2
)
.
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Checking G3,(P ∩ A000001) ⊂ σ3124(P ). The expression of σ3124|Pαm in the previous section also
satisfies (3) in the current context and we have
σ3124(m) =
(
1−m1+2 m1 m2+3 1−m2 m1+2+3 1 +m3 1 +m1+2·2+3·3 p∗1 +m−p∗·1−2p∗·2+p∗3 ·3
1−m1+2 m1 m2+3 1−m2 m1+2+3 1 +m3 1 +m1+2·2+3·3 p∗1 +m−p∗·1−2p∗·2+p∗3 ·3
mp∗1 ·1+p∗2 ·2+p∗3 ·3 − p∗ m−p∗·1+p∗2 ·2+p∗3 ·3 − p∗
mp∗1 ·1+p∗2 ·2+p∗3 ·3 − p∗ m−p∗·1+p∗2 ·2+p∗3 ·3 − p∗
)T
Then, explicit computations show that, in the current context, the inequalities (20) (which are
equivalent to the condition G3,(P ∩A000001) ⊂ σ3124(P )) hold for all  ∈
[
5
√
17
2 ,
1
2
)
.
Checking G3,(P ∩ A000101) ⊂ σ2134(P ). The expression of σ2134|Pαm in the previous section also
satisfies (3) in the current context and we have
σ2134(m) =
(
1−m1 m1+2 m3 1 +m2 m1+2+3 1 +m2+3 1 +m1+2·2+3·3 p∗1 +m−p∗·1+p∗2 ·2+p∗3 ·3
1−m1 m1+2 m3 1 +m2 m1+2+3 1 +m2+3 1 +m1+2·2+3·3 p∗1 +m−p∗·1+p∗2 ·2+p∗3 ·3
mp∗1 ·1+p∗2 ·2+p∗3 ·3 − p∗ m−p∗·1−2p∗·2+p∗3 ·3 − p∗
mp∗1 ·1+p∗2 ·2+p∗3 ·3 − p∗ m−p∗·1−2p∗·2+p∗3 ·3 − p∗
)T
Then, explicit computations show that, in the current context, the inequalities (21) (which are
equivalent to the condition G3,(P ∩A000101) ⊂ σ2134(P )) hold for all  ∈
[
5
√
17
2 ,
1
2
)
.
Proof that Orb〈σ2134,σ1324〉(P ) is an AsIUP. Using the expressions of the optimized matrices and
of the symmetry-induced transformations on these matrices (and that these transformations all
satisfy (3)), one easily checks that the following relations hold
sup {x3 : x ∈ P} = sup {x3 : x ∈ σ2134(P )} = (1−)
2
3
sup {x3 : x ∈ σ1324(P )} = sup {x3 : x ∈ σ3124(P )} = p∗
sup {x3 : x ∈ σ3214(P )} = sup {x3 : x ∈ σ2314(P )} = 1− p∗
and (1−)
2
3 < p
∗ < 1− p∗ for all  ∈ (0, 12). It follows that
sup
{
x3 : x ∈ Orb〈σ2134,σ1324〉(P )
}
= 1− p∗ < 1− (1−)23 ≤ inf
{
x3 : x ∈ Σ
(
Orb〈σ2134,σ1324〉(P )
)}
from where the desired conclusion easily follows from the commutation of Σ with every transfor-
mation in the subgroup 〈σ2134, σ1324〉. 
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