We address the problem of forecasting spatial activities on a daily basis that are subject to the types of multiple, complex calendar e ects that arise in many applications. Our problem is motivated by applications where we generally need to produce thousands, and frequently tens of thousands, of models, as arises in the prediction of daily origin-destination freight o ws. Exponential smoothingbased models are the simplest to implement, but standard methods can handle only simple seasonal patterns. We propose a class of exponential smoothing-based methods that handle multiple calendar e ects. These methods are much easier to implement and apply than more sophisticated ARIMAbased methods. We show that our techniques actually outperform ARIMA-based methods in terms of forecast error, indicating that our simplicity does not involve a n y loss in accuracy.
Introduction
We address the problem of forecasting daily demands that arise in large freight transportation applications at a fairly high level of detail. Our most speci c issue is the need for daily forecasts of freight demand, generally extended for one or two w eeks into the future. In addition, we require models that include not only the attributes of origin and destination, but often several other characteristics as well, such a s w eight and commodity class. These forecasts may be used directly, or as inputs to other optimization models which use the demand forecasts to produce estimates of other activities. The optimization models require demand forecasts at the most detailed level, even when there is a lot of uncertainty surrounding a disaggregate forecast. As a result, we generally face the need of estimating tens of thousands of models, which t ypically need to be updated every day.
A large less-than-truckload LTL motor carrier, for example, may serve 500 cities with potentially 500 2 markets. While in practice such demand matrices are rarely dense, the need to include other attributes can create model databases with as many as 100; 000 models. While there is a lot of noise when estimating models at this level of disaggregation, the forecasts may be used in other models which require forecasts of shipments with a vector of attributes such as origin, destination, weight and type. For example, we h a ve used these forecasts in network models which o w individual shipments through the network, and forecasting systems which project both inbound and outbound tonnages by aggregating more detailed origin-destination forecasts. These models need to forecast activities at a very high level of detail in some cases, we treat these forecasts as random variables, although it is common to use a point estimate. In most cases, we will then calculate statistics from these models that are aggregated upward, such as the total ow o ver a link or through a node.
Our problem arises in applications where the only data available to estimate the models is historical activities. We can provide an initial estimate of the forecast parameters by training the model using history, and then update the parameters daily or weekly or monthly as new information becomes available. In some cases, such as freight o ws for an individual shipper, there may be no history, since new shippers may be added to the problem dynamically. W e assume that we do not have access to other exogenous economic parameters. For this reason, the method is unlikely to be e ective in providing extended forecasts for example, more than a few months into the future.
The need to estimate so many models limits our ability to use many standard estimation methods such as ARIMA, least-squares or other techniques that require working with a full history of data for each model. We are unable to store a complete history of data for so many models. In addition, we w ould like to re-estimate these models each d a y as new information arrives, since these demand patterns are nonstationary. For this reason, we prefer to work with exponential smoothing-based models that require only the actual observation from the previous period and the previous model to produce an updated model. In the paper, we compare our results against ARIMA models, where ARIMA methods serve a s a b e n c hmark. We argue that our methods are much simpler than ARIMA, and are even slightly more accurate, allowing us to conclude that the methods here are signi cantly easier to implement with no corresponding loss in accuracy actually, there appears to be a slight improvement.
In practice, estimation methods based on exponential smoothing see the excellent review by Gardner 1987 are typically based on quarterly, monthly or possibly weekly data. The standard models assume that a single seasonal coe cient describes the periodic demand uctuation. Daily forecasts, on the other hand, are better described by assuming that a superposition of multiple calendar e ects govern the demand process. Some e ects are strictly periodic and easy to de ne such as the day o f w eek and month of year. Others are regular but harder to de ne such as the beginning and end of month and the end of quarter. Even more di cult are the holiday e ects. Holidays may be xed to a date Christmas, Independence Day, xed to a speci c day o f w eek Labor Day, Memorial Day, or vary from year to year Easter. Also, it may not be clear which days are a ected by a holiday. F or example, if Christmas falls on a Sunday, then the demand may drop sharply during the three days before Christmas. On the other hand, if it falls on a Wednesday, then the three-day period from Tuesday t o T h ursday m a y h a ve relatively low demand.
For testing purposes, we h a ve real-world data sets consisting of six years of Monday through Friday freight demand consisting of the total demand originating at 25 cities. We h a ve c hosen to do our testing at this level of aggregation since there will not be as much noise on a relative basis compared to the more disaggregate origin-destination data. This choice will simplify the comparison of competing techniques. The demands have the following general characteristics: 1 the baseline and trend may c hange slowly over time; 2 the daily trend e ect T is small relative t o the baseline S; 3 larger short-term trends appear sporadically over time; and 4 seasonal e ects may c hange the daily demand by a s m uch a s 25. On a city-by-city basis, though, the demands exhibit a wide range patterns of trend, seasonality and noise.
We make the following contributions in this paper:
1. We formulate a forecasting model, called damped trend multi-calendar DTMC exponential smoothing, that incorporates multiple periodic and non-periodic calendar e ects into the standard Brown single season exponential smoothing model. The model combines all the simple features of exponential smoothing, but provides for the complex calendar e ects that arise in daily demand forecasting.
2. We present t wo sets of updating equations for the model, one based on standard exponential smoothing, and a second derived from stochastic optimization principles, which w e believe t o be completely new. The two methods are shown to be quite similar in form. The alternative derivation is provided in the appendix.
3. We demonstrate experimentally, using real-world data sets, that the DTMC model provides better forecasts than both single exponential smoothing about 2 percent l o wer average RMSE and the best tted seasonal autoregressive i n tegrated moving average ARIMA model we could nd about 3 percent l o wer average RMSE.
In Section 2, we derive the DTMC model from the Brown single season exponential smoothing model. In Section 3, we document the experimental design details necessary for practical use of the forecasting system. In Section 4, we perform the experimental comparisons using the 25 realworld data sets described previously. Finally, in Section 5, we summarize the major test results and present ideas for future research. In the Appendix, we provide an alternative derivation of our method based on stochastic optimization techniques.
Exponential Smoothing Models
In this section, we i n troduce the Brown single season exponential smoothing model and transform it into one capable of incorporating multiple calendar e ects. In addition, we present several properties of exponential smoothing models.
We start with the basic model:
X t = S t + T t t I t + t : 1 where t corresponds to an individual day. F ollowing standard notation in the exponential literature Gardner 1987 S t is the base component, T t is the trend term which provides an estimate of the slope of the data, I t is the seasonal multiplier on day t, and t is a random error component with mean 0 and variance 2 . A t a p o i n t in time t 0 , w e might h a ve a model: F t 0 ;t = S t 0 + T t 0 t , t 0 I t 0 ;t 2 where F t 0 ;t is the forecast for time t t 0 made at time t 0 , and S t 0 ; T t 0 and I t 0 ;t are estimates of the baseline, trend and seasonal e ects as of time t 0 . T o understand the role of the baseline and trend, note from equation 2 that S t 0 represents the estimate of the intercept of the forecast at t = t 0 and T t 0 is the estimate of the slope or trend.
Exponential smoothing techniques feature intuitive, easy to implement models with low memory and computing requirements. In spite of this simplicity, the accuracy of short-range forecasts using exponential smoothing has been shown to be similar to that of more complex, resource intensive forecasting systems Gardner 1987 where is a smoothing parameter that determines the weight placed on the most recent demand. The weights in equation 4 decrease exponentially and sum to one making the sum an exponentially weighted average. Of course, in practice, an in nite demand history is not available, so an initial forecast estimate is used to minimize the truncation error.
We i n troduce notation for our demand model 1 with baseline, trend, seasonal and noise components. We adopt the notation and model formulations suggested by For our experiments, we use only the one-step ahead forecasts, so we denoteX t 1 byX t and e t 1 by e t . The methods, though, appear in their general form.
To the single season forecasting equation, we shall add a dampening multiplier, , to the trend as developed by Gardner and McKenzie 1985 to discount the e ect of the trend in the future. Damped trend models produce signi cantly better long-range forecasts than linear trends that tend to overshoot the future Gardner and McKenzie 1989. There is a side bene t for our one-step ahead forecasts in that setting = 0 allows us to e ectively turn o " the trend for data sets that do not exhibit a trend. The seasonal multipliers represent elements in a cycle such as months of the year I t,11 to I t . The subscript t , p + m mod p refers to the forecasted month.
Having speci ed a forecasting equation, we need equations to update the baseline, trend and seasonal terms. There are two popular exponential smoothing updating schemes that include trend and seasonal terms. To illustrate, let = 1 and let = 2 , and t = X t ,X t that is, the error is the actual observation minus the forecast. In this case, equation 6 reduces to: S t = X t + X t ,X t =I t,p = 1 , X t + X t =I t,p 9 which i s t o s a y that our estimate of the baseline, S t , as in equation 3, is a weighted combination of the old forecast for time t and the observed demand for time t. The presence of I t,p in the denominator simply deseasonalizes the data.
Notice that I t replaces I t,p to continue the sliding window o f p seasonal multipliers. The original Brown equations relate the new estimates in terms of the old estimates and the new demands. Accordingly, some of the complexity in the smoothing terms above can be attributed to using the error-correcting form of the updating equations.
Next, we extend the Brown model de ned by equations 5 8 to include multiple calendar e ects. We start by i n troducing additional notation. In this manner, we can easily add as many calendar attributes as desired even non-periodic ones such as holidays without further complicating the model.
The forecasting equation for the DTMC model iŝ
We use I m t and Q j2J I m t j i n terchangeably in the equations that follow. The updating equations for the baseline and trend are exactly the same as equations 6 and 7 except the calendar subscript changes to t , 1.
The updating equation for the calendar multipliers changes signi cantly. Instead of updating I t , w e update a j;t for each j 2Ĵ = fj 2 J : y j t + m = 1 g whereĴ is the set of active attributes at period t + m. W e do not update the nonactive attributes because they are not used in the forecast. The DTMC model, then, consists of the forecasting equation 10 and updating equations 6, 7, and 16. After each update, the calendar coe cients, a j;t , are normalized for each attribute class day o f w eek, month of year to sum to zero. For deseasonalized data, the undamped version = 1 of this model has all of the optimality properties of the Brown model including the rapid response to demand changes without overshooting. The damping multiplier improves long-range forecasting as cited previously and provides a way to turn down the trend part of the model if the demand shows no trend. Finally, the multiple calendar e ects allow non-periodic seasons" such as beginning and end of month and holidays that ARIMA and other xed period models cannot provide.
Experimental Design
The fundamental research question we w ant to answer is whether the DTMC model provides better forecasts than a standard procedure such as ARIMA. However, to answer this question, there are speci c implementation details that we m ust rst resolve. In particular, four questions drive the experimental design. First, how d o w e detect changes in the demand process? We e v aluate three control chart methodologies to solve this problem. Second, how d o w e initialize the coe cients of the forecasting model? Third, how d o w e select the proper smoothing parameters? Finally, h o w d o we use tted ARIMA models to provide a comparison with our forecasting system? We dedicate the remainder of this section to answer these questions.
We guage the accuracy of any forecasting technique using the mean-squared error MSE of the one-step ahead forecasts. We h a ve c hosen to use one-step ahead measurements for three reasons. First, given the nature of our smoothing, forecasts of demands several days in the future will not di er signi cantly from the one-step ahead forecast, and hence we do not expect a measurable di erence in the quality of the results if we compare results within short horizons. Second, given the nature of our daily update, it was extremely e cient to get the one-step ahead error, while it is quite di cult to estimate errors more than one-day in the future. Finally, forecasts more than one or two w eeks into the future will introduce errors that re ect that we are using pure history, and do not have access to any other economic data. Our forecasting methodology, when applied to long-term forecasts, will su er the same weaknesses as any time-series technique which lacks exogenous information.
Control Charts
Control charts monitor forecast bias and signal the forecasting models to adjust when errors fall outside the control limits. We e v aluate three di erent tracking signals, the Trigg, Exponentially Weighted Moving Average EWMA, and Shewhart signals in our experiments. In all cases, the tracking signal must respond quickly to permanent c hanges in the base demand level, but not over- When a tracking signal falls outside the control limits, our forecasting system needs to adapt automatically to correct the problem. For applications such as ours with a large number of models, the best action is to increase the baseline smoothing coe cient to adjust quickly to the higher or lower demand level. Di erent applications of this idea appear in FLowers 1980, Shor 1985, Trigg and Leach 1967, and Whybark 1973. We adopt a variation of the Whybark technique. When a control limit is broken, we set the baseline smoothing coe cient, , to a high value such as 0.35 for the next period and the trend multiplier and calendar smoothing coe cient to zero to protect the trend and calendar coe cients while the baseline adjusts itself. The smoothing coe cients are reset when the tracking signal crosses a lower threshold, usually equal to the original control limit. This allows the baseline to adjust until the errors are under control see Figure 1 
Model Initialization
Next, we consider model initialization. The model we use for the experiments includes four calendar e ects: day o f w eek, week of month, month of year, and end of quarter. The week of month is broken down into three parts: the rst and last seven days of the month and the days in between. This choice was based on a visual analysis of the data. The pattern arises because of a tendency of shippers to push more freight out in the last week, which in turn produces a light period in the rst week of the next month. The middle two w eeks appeared to be relatively stable. End of quarter is de ned to be the last seven days of March, June, September and December. There are two attributes for the end of quarter e ect, either the day is in the end of quarter or it is not. Each of the four calendar e ects, then, has exactly one attribute active for any given day. The calendar e ects are normalized separately so that the multiplers average one for each calendar e ect set.
Traditionally, seasonal data sets are deseasonalized using a heuristic Johnson and Montgomery 1974, Montgomery, Johnson and Gardiner 1990, and Winters 1960 or decomposition Makridakis and Wheelwright 1978, and then the baseline and trend are initialized using the deseasonalized data. There are two reasons why w e do not follow tradition. First, the calendar e ects we model are not easily deseasonalized because they are not necessarily periodic. Second, having thousands of models to initialize makes more sophisticated techniques impractical. Instead, we employ backcasting Ledolter and Abraham 1984 and multiple passes through the training portion of the data set to perform the initialization or model tting.
Numb e r o f B a c k Training
Testing and Forth Passes Avg. RMSE Avg. RMSE  1  11859  10925  2  11691  10939  3  11679  10955  4 11641 10966 Figure 2 presents three cities with di erent demand attributes. These demand variations allow us to examine the quality of our forecasts under di erent conditions. We split the 25 demand sets into two parts: the training set April 1988 to March 1991 and the testing set April 1991 to February 1994. We start by forecasting forward in time from 1988 to 1991 using only the baseline, trend and control chart if available. After that, we add the calendar e ects to the others and backcast forecast backward in time from 1991 to 1988, then forecast from 1988 to 1991. Multiple backward and forward passes will lower the training set errors, but after more than one or two passes, the testing set errors increase due to over tting the training set. The values in Table 2 are typical of the training results for the DTMC model. For this reason, we use only one backward and forward pass in the experiments that follow. Observe that regression techniques that provide the best set of parameters on a training set are comparable to running a larger number of training passes, and may be expected to provide even worse results.
Smoothing Parameter Selection
To nd a good set of smoothing parameters, , and , w e adopt the modi ed grid search found in Gardner and McKenzie 1985. Using eight di erent parameter triplets forming a cube, we compare the one-step ahead mean-squared error MSE for each. The triplet with the lowest MSE forms the center of the next, proportionately smaller, cube. The search continues until the cube size falls below some tolerance. Since we conduct a grid search for each model, each city nds the set of parameters most appropriate for its demand characteristics. 
Handling zero demand
There are two approaches for handling observations of zero demand. In our work, we h a ve found that sometimes it is necessary to ignore observations of zero, while in others, we h a ve to treat the situation of no observations as a zero, and build this into the forecast. In this paper, the lack o f a n y observations on a given day is treated as a zero and the parameters are updated accordingly. Caution must be used here since some disaggregate models can have v ery small baselines. Demand can arise in infrequent clumps. Since there may be thousands of such models which, when aggregated upward, account for a signi cant amount of the total, such models cannot be routinely ignored. However, we do use a tolerance level to determine when a model should be discarded.
We h a ve used this method in a rail application where some freight m o vements can be sporadic. In this setting, we forecast only positive observations, and depend on a di erent process to predict zero observations. While it is important to be sensitive to this issue, a detailed treatment i s b e y ond the scope of this paper. where 1 , 2 , 1 , 5 and 5 are tted parameters,ẑ t is the forecasted demand, a t is a white noise term, and B is a multiplicative backshift operator. Any v ariable multiplied by B has its time subscript shifted backward by the power of B; that is, B k z t = z t,k .
ARIMA Model Selection
We m a y also express the ARIMA2; 1; 11; 0; 1 5 model as an explicit function of the previously observed demands and noise terms. z t , 1 + 1 z t,1 + 1 , 2 z t,2 + 2 z t, 3 
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, 5 z t,5 , 1 + 1 z t,6 + 1 , 2 z t,7 + 2 z t,8 = a t , 1 a t,1 , 5 a t,5 , 1 a t,6 This ARIMA model serves as the benchmark against which all experimental RMSE's are normalized. In addition, for the testing portion of the demand set, the ARIMA parameters are re-optimized daily. Reoptimizing daily is impractical for the thousands of models encountered in reality, but for the experiments we run, this provides better ARIMA forecasts for comparison. As an aside, higher order ARIMA models were considered, but none had a RMSE more than 1 percent l o wer than ARIMA2; 1; 11; 0; 1 5 over the training set. In all, nearly 100 di erent ARIMA models were tested.
Experimental Comparisons
We present results for three di erent sets of experiments described below.
We examine the validity of modeling multiple calendar e ects and conclude that using only the day o f w eek e ect gives results slightly better than the best ARIMA model and using multiple e ects drops the average RMSE another 2 percent.
We examine the relationship between trend-adjusted models and the need for control charts and conclude that dampening the trend is superior to using a full trend in these relatively-at demand sets and that control charts have little e ect on the training sets, but give a slight improvement for the testing sets.
We test the e ect of each of the control charts under a range of control parameters. EWMA charts give the most accurate and consistent results. Trigg charts also improve accuracy, but are more sensitive to the control parameters. The Shewhart charts provide no improvement.
First, we examine the value of modeling multiple calendar e ects. For this set of experiments, we do not use a control chart, and we set the value of the trend multiplier to zero to turn o the trend portion of the model. We justify these assumptions in the next set of experiments. We use the single backward and forward pass with grid search technique described in Section 3. The results of these experiments averaged over all cities appear in Table 3 . This table shows the accuracy of models incorporating di erent calendar e ects. We show the error for both the training data and the testing data. The errors are summarized two w ays. The rst is the RMSE ratio, giving the RMSE for our model over the RMSE obtained using an ARIMA2; 1; 11; 0; 1 5 model. The second is the percent of time that our forecast produced an error smaller than the ARIMA method. The We conclude that modeling day o f w eek e ects is the best single calendar e ect to model. In fact, this is the same 5-day period used by the ARIMA model and the results are comparable. However, the combination of day, w eek and month yields RMSE statistics that are 2.5 percent l o wer than ARIMA on average and beat the ARIMA model in 21 of 25 cities 84 percent over the training and testing sets. The improvement o ver the ARIMA model is even more pronounced considering the ARIMA parameters are re-optimized daily and the DTMC parameters are optimized only over the training set. Based on these results, the day, w eek and month calendar e ects appear in all subsequent experiments.
Next, we examine the relationship between the trend multiplier, , and control charts. When = 1, the model includes the full linear trend. When = 0, the trend in the forecasting model is forced to zero. These extreme cases are appropriate for data sets with strong and nonexistent trends, respectively. H o wever, the grid search in Section 3 nds the optimal for each city. W e examine the results for each of these three values of with and without a control chart. The control chart we use for this experiment is the EWMA with = 0 :10, CC = 0 :25, Low = High = 2.5. The results appear in Table 4 .
The optimal value of is near zero for most of the cities, so it is no surprise that the damped trend results are comparable to the no trend" results. The full trend model has a signi cantly higher RMSE than the other two models because most cities have no noticeable daily trend, but the full trend model tries to force a trend on the data. The control chart has limited value with the training sets, but provides a slight improvement on the testing sets, especially with the full trend model. Since the damped trend model is nearly identical to the no trend model, we set = 0 for all cities in subsequent experiments and reduce the grid search from eight points to four at each stage.
The nal set of experiments examine the individual control chart parameters. A detailed comparison of the di erent control charts is not given for reasons of space, but the important results are summarized in table 5. The EWMA control chart is the clear winner among the control charts. The EWMA has the highest accuracy, l o west standard deviations and tightest consistency across parameter values. These qualities stand out even more for the testing sets, indicating how w ell the EWMA chart would perform in practice.
As a nal experiment, we w ere interested in knowing the e ect of multiple training passes. We ran the same control chart experiment as before with three back-and-forth passes through the training set instead of one. The results appear in Table 5 . The two-pass result, not quoted, falls midway b e t ween the one and three-pass values. While the three-pass RMSE decreases by 0.5 percent for the training set, the testing set RMSE increases by 0.1-0.2 percent for each o f t h e control charts. This highlights why e v aluations based on training set statistics can be deceptive when model over tting is present.
Conclusions
The DTMC model we propose incorporates multiple periodic and non-periodic calendar e ects in an original, but intuitive w ay. It has proved itself, in practice, to provide better forecasts than the best tted ARIMA models re-optimized daily and single season exponential smoothing. In addition, we have shown that the EWMA control chart complements the DTMC model well. While the control chart does not signi cantly improve the forecasts on a day-to-day basis, it provides additional stability at little computational cost.
We need to emphasize that the ARIMA models we h a ve employed are not practical for the large applications that have motivated our research. We w ould have been happy if our results were the same or slightly worse than the ARIMA models, which require sophisticated software and extensive historical datasets. Our method is easy to code and the models are easy to update on a daily basis with modest storage requirements. That our methods also outperform sophisticated ARIMA techniques, even if by a small margin based on comparisons of RMSE statistics is an important result. More signi cantly, ARIMA methods, as well as classical exponential smoothing methods, are not designed for the irregular patterns created by calendar e ects. It would be possible to estimate a dummy v ariable regression model, but this would require having access to all the historical data at the same time, a requirement that is not feasible in our context. Ideas for further investigation include nding better ways to operate the multiple passes during the training phase. Speci cally, w e w ant a better way of initializing the calendar multipliers that Although the derivation of the DTMC updating equations 6, 7 and 16 based on the Brown model is correct, we felt it would be worthwhile if we could derive the updating equations from a pure optimization perspective. As we build the notational foundation, we will progress toward an original derivation based on subgradient optimization.
We start with a one-step ahead forecasting model consisting of only a baseline and calendar coe cients. Without loss of generality, the results can be extended to include a trend though the equations become more cumbersome. In addition, we will assume a stationary demand process.
We use the following forecasting model for period k, where is a vector whose rst component describes the baseline via exp 0 and whose other components describe the calendar e ects used to forecast the demand at period k. I f w e let j = 0 be the rst component of , then we can de neJ = f0g J, set y 0k = 1 for all k, and simplify the forecasting model to be the last equality in equation 23.
Let ; F; P be the underlying probability space for the demand D where is a set of elementary outcomes, F is a set of events, and P is a probability measure on F. Since we assume the demand is stationary, then P remains constant o ver time and the optimal value for the vector becomes independent of time. where s k is a predetermined step size that is positive with in nite sum and nite squared sum.
To perform scaling, we use the step size rule developed for nondi erentiable optimization see Shor 1985:
where H k L and H k U are estimated lower and upper bounds on H k and k 2 0; 2 such that the conditions on s k hold. In our case, H k L = 0 and H k U = " k 2 are appropriate estimates.
For a particular outcome, the random vector rĤ may o r m a y not provide a proper direction of descent. However, the only conditions that need to hold are that rĤ has an expectation that is a subgradient o f H at and that the norm of rĤ has bounded expectation. All that remains is to use equations 26 and 27 to compute jrHj 2 32 We conclude that the two calendar updating equations 31 and 32 agree since each h a ve similar proportion value ỹ k = J k versus 1=jĴj for j 2Ĵ, 0 otherwise, smoothing parameter k =2 v ersus 1 , 2 , , and relative error terms " k =F k v ersus e t =S t I 1 t,1 . With the proper manipulations, the baseline updating equations agree similarly. T h us, we conclude that the independent derivations produce similar updating equations.
