In this paper, we define the K-theoretic Hall algebra for 0-dimensional coherent sheaves on a smooth projective surface, prove that the algebra is associative and construct a homomorphism to a redefined shuffle algebra analogous to Negut [9]).
Introduction
Let S be a smooth surface. We consider the stack Coh n of 0-dimensional length n coherent sheaves on S, which can be represented by a quotient stack:
n is studied in Section 3. Therefore, the Grothendick group of Coh n can be represented by K(Coh n ) = K GLn (Quot • n ) and we denote KCoh the abelian group KCoh = ∞ n=0 K(Coh n ).
Schiffmann and Vasserot ( [11] ) expect there is an algebra structure on KCoh, which is called the K-theoretic Hall algebra of S. The general principle for constructing the K-theoretic Hall algebra is to consider the stack Corr n,m of short exact sequences 0 → E n → E n+m → E m → 0 where E n ∈ Coh n , E m ∈ Coh m and E n+m ∈ Coh n+m . for any two non-negative integers n, m. There is a natural diagram: where q is a proper map. They expect that there is an appropriate definition of pull back map p ! : K(Coh n × Coh m ) → K(Corr n,m ) and push forward q * : K(Corr n,m ) → K(Coh n+m ) such that q * • p ! induces an associative algebra structure of KCoh.
In the case S = A 2 , Schiffmann and Vasserot ( [11] ) studied an equivariant version of K-theoretic Hall algebra. In the case S = T * C where C is a smooth curve, Minets ([7] ) studied an analogous moduli stack, the moduli stack of Higgs sheaves. Their work rely on a canonical embedding of Quot • n into some smooth schemes, which seems difficult to be generalized to all the surfaces.
In this paper, we represent Corr n,m as a quotient stack
Corr n,m = [F lag • n,m /P m,n ] in Section 3. Instead of embedding Quot • n into a smooth scheme, we consider a resolution of universal quotients where ψ n,m is a locally complete intersection morphism. We use ψ ! n,m to define p ! and prove that it does not depend on the choice of resolutions. Hence we give the appropriate definition of K-theoretic Hall algebra in Definition 4.2. This generalize the work of Schiffmann and Vasserot ( [11] ) and Minets ([7] ). Moreover, based on the techniques of refined Gysin maps between two vector bundles which we develop in Section 2.3, we prove that the K-theoretic Hall algebra is associative. Another question we are considering in the paper is the relation between the K-theoretic Hall algebra and the shuffle algebra. The shuffle algebra is considered by Schiffmann and Vasserot ([12] ) for quivers and Negut (5) for surfaces.
The idea is to consider T n ⊂ GL n which is the maximal torus formed by diagonal matrices. The fixed locus (Quot • n ) Tn = (Quot • 1 ) n = S n in Lemma 3.14. By Theorem 2.8 and Thomason localization theorem 2.10, we have
Then it is natural to expect their is a algebra on KSh and the localization theorem will induce an algebra homomorphism from KCoh to KSh. For this question, we redefined the shuffle algebra in Definition 5.1 and prove there is a homomorphism τ in (5.2) from KCoh to KSh: Theorem 1.2 (Theorem 5.3). τ is an algebra homomorphism between (KCoh, * KCoh ) and (KSh, * KSh ). This paper is dedicated to my advisor, Andrei Negut. It is hard to imagine any academic breakthrough of myself without his tremendous unselfish help. I would also like to acknowledge Davesh Maulik for many useful suggestions for proving several lemmas, and Shuai Wang for useful discussions about the relation to enumerative geometry.
Equivariant K-theory
In this section, we recall some basic facts about equivariant K-theory. There are many references for this material, like [2] , [3] , [1] , and [10] . We work in the category of separated schemes of finite type over a field k, equipped with an action of a simply connected, reductive group G. All morphisms are equivariant with respect to the action of G.
Grothendick groups. The Grothendick group of equivariant coherent sheaves
K G (X) is generated by classes [F ] for each G-equivariant coherent sheaf F on X, subject to the relation [F ] = [G] + [H] for any exact sequence of G-equivariant coherent sheaves 0 → G → F → H → 0 Given E a rank n locally free sheaf over X, we define [∧ • (E)] = n i=0 (−1) i [∧ i E].
Locally Complete Intersection Morphisms and Refined Gysin Maps.
Definition 2.1. We define f : X → Y to be a locally complete intersection morphism (short for l.c.i. morphism) if f is the composition of a regular embedding and a smooth morphism.
Given a Cartesian diagram
This construction also holds if F has an equivariant structure. The refined Gysin map has the following properties:
). Consider following Cartesian diagrams 2.2:
. Morphisms Between Vector Bundles. Now we assume V and W are two locally free sheaves over X. Their total spaces are to two vector bundles and we still denote them V and W .
Remark 2.6. In this paper, we will not distinguish locally free sheaves and vector bundles which are their total spaces.
Let φ : V → W be a linear morphism, and let Y = φ −1 (0) be the pre-image of zero section of W . Then we have the following cartesian diagram:
where pr V and pr W are projection maps and i W is the zero section. ρ = (id, φ).
be a commutative diagram of vector bundles where all the rows are exact sequences.
, then Y is an affine bundle over X 2 . Moreover we have a cartesian diagram:
where ψ is a l.c.i. morphism, and ψ ! • φ ! 3 = φ ! 2 as morphisms from K(X) to K(X 2 ).
Proof. We have the following two Cartesian diagrams:
Then we have
by Lemma 2.5
as morphisms K(X) → K(X 2 ). And we also have the following Cartesian diagram:
2.4. Localization Theorem. Let T = ( m ) n be the maximal torus of G. Then following theorems compare K G (X) and K T (X T ), where X T is the fixed locus of X with respect to the T action. We denote i X the closed embedding from X T to X. We also denote the representation ring of T by Rep(T ).
Theorem 2.8 (Theorem 6.1.22 of [2] ). If G is simply connected, then the natural restriction map K G (X) → K T (X) gives rise to an isomorphism K G (X) = K T (X) W . Theorem 2.10 (Thomason localization theorem, Theorem 2.2 of [13] ). The map:
is an isomorphism. Moreover, if i X is a regular embedding, then
is also an isomorphism.
One corollary of the localization theorem is that 
13. This lemma still holds even if N or M are not smooth, but i is a regular embedding.
One application of Lemma 2.12 is that Lemma 2.14. Let X be a quasi-projective scheme with trivial T action. Let W and V be two T equivariant vector bundles satisfying W T = X and V T = X, and
we have the following fiber square:
Proof. The fact that Y T = X is trivial. Let i W be the zero section of W , then i ′ * and i * W are isomorphisms, by Lemma 2.12 and Theorem 2.10. Thus in order to prove equation 2.5 holds, we only need to prove
by the Tor spectral sequence, and it is also [∧ • V ]F by lemma 2.12 2.5. Induction. Let P ⊂ G be a closed algebraic subgroup which has an action on X. Then we define the induced space, G × P X, to be the space of orbits of P acting freely on G × X by h : (g, x) → (gh −1 , hx). Then by (5.2.17) of [2] , we have inverse ring homomorphisms:
Now we assume T ⊂ P and P is a parabolic subgroup of G, and we denote H the Levi subgroup of P . We denote W the Weyl group of G, and W H the Weyl group of H. Let g = Lie(G) and p = Lie(P ), then g ∈ Rep(T ) and p ∈ Rep(T ) by adjoint representations.
Then if X T is connected, we consider following morphisms:
where j is the inclusion map from X to Y by map x to (x, e) and e is the identity element of G.. We will have
and the commutative diagram:
where all Y i are different connected components of Y T and Y 1 = X T , the only components which has non-empty intersection with X. Thus s *
And we also have the fiber square:
by Lemma 2.12. Now we only need to prove T X Y = g/p. Notice that Y is a fiber bundle over G/P with fiber X:
where the bottom line corresponds to the identity element. Hence T X Y = π * (g/p) = g/p.
2.6. K-theory of Artin stacks. Now we assume Y is an Artin stack, then in [14] , Toen defined the K theory of Y . A special case of Artin stacks is group quotient, i.e. Y = [X/H], where X is a scheme and H is an algebraic group with group action on X, then we have:
Lemma 2.16 (Lemma 2.11 of [14] ).
Refined Gysin map of Quot Schemes and Flag Schemes
We work over an algebraically closed field k of characteristic 0. Fix a smooth projective surface S with an ample divisor O(1).
3.1.
Geometry of Quot Schemes. Given d a non-negative integer, we let Quot d be Grothendieck's Quot scheme which represents the moduli space of quotients of coherent sheaves {φ :
For any scheme X and f : X → Quot • n , we will abuse the notation, using E d to denote f * E d ∈ Coh(X × S), I d to denote f * I d ∈ Coh(X × S) and π = π X to denote the projection from X × S to X.
Resolution of The Kernel
Sheaf. Now we consider the resolution of kernel sheaf I d by locally free sheaves. Lemma 3.5. There exists a short exact sequence
Let V d be its kernel and V d is also locally free by Lemma 2.1.7 of [6] . Now we assume n, m two non-negative integers and we use Quot • n,m to denote Quot • n × Quot • m . Given a standard resolution of locally free sheaves of I m over
Proposition 3.6. W n,m and V n,m are locally free sheaves and
To prove this theorem, we recall a theorem about cohomology along fibers:
Theorem 3.7 (Chapter III, Theorem 12.11 of [5] ). Let f : X → Y be a projective morphism of noetherian schemes, and let F be a coherent sheaf on X, flat over Y . Let y be a closed point of Y . Then for any non-negative integer, there is a natural map
If φ i is surjective, then it is an isomorphism. Moreover, if R i f * (F ) is locally free in a neighborhood of y, then φ i−1 (y) is also surjective.
Now we prove the Proposition 3.6.
Proof. We assume W m has rank r. Let X = Quot • n,m × S, Y = Quot • n,m and f = π. Then for any closed point b ∈ Y , X b = b × S, and W ∨ m ⊗ E n | b×S has dimension 0 and length nr. Thus
By Theorem 3.7, we have R i π * (Hom(W, E n )) = 0 for i > 0. Let us take i = 1 in the last sentence of Theorem 3.7, φ 0 (b) is also an isomorphism. Hence W n,m is locally free. The analogous proof also holds for V.
The exact sequence 3.1 induces a left exact sequence over Quot • n,m × S
and thus induces a linear morphism W n,m = π * Hom(W m , E n ) V n,m = π * Hom(V m , E n ) π * ψn,m
We abuse the notation W n,m and V n,m to denote the total space of W n,m and V n,m , and ψ n,m to denote π * ψ n,m . Then ψ n,m : W n,m → V n,m is a linear morphism between two vector bundles.
3.3. Flag Schemes. Let d • = (d 0 , d 1 , . . . , d l ) be a sequence of non-decreasing integers, such that d 0 = 0 and d l = d. Fix a flag F = {k d1 ⊂ . . . ⊂ k d l }. . We denote
For any closed point {φ : Proof. We construct τ ′ which is an inverse map of τ , i.e. a natural transfomation from the functor Hom(−, F lag) to Hom(−, F lag • n,m ). Given a test scheme X and a morphism f : X → F lag, we have a long exact sequence
and the universal coherent sheaf E n over X × S, which are flat over X. Moreover, it induces a morphism t : W m → E n such that tv m = 0. We consider the following morphism:
and denote E n+m the cokernel of t. Then we have the exact sequence:
and moreover a exact sequence:
We decompose p = ε n ⊕ p 2 for ε n : E n → E n+m and p 2 : k m ⊗ O → E n+m . Then we have the following diagram:
where all the rows are exact sequences and all the columns except the right one are also exact. Then (1) It is easy to construct the dashed morphism ε m and prove that the right column is also exact by diagram chasing. (2) E n+m is also flat over X, by the fact E m and E n are flat over X.
k n+m ⊗ O → E n+m , and we have the following diagram:
where all the columns and rows are exact, and thus it induces a morphism f ′ :
Hence we construct τ ′ and it is easy to check that τ ′ is the inverse of τ .
3.5. Refined Gysin Map. By the Cartesian diagram 3.3, we have the refined Gysin map: 
Moreover we have the Cartesian diagram:
Hence we have
Proposition 3.12. ψ ! n,m+l ψ ! m,l = ψ ! n+m,l ψ ! n,m as two morphisms from K(Quot • n,m,l ) to K(F lag • n,m,l ). Proof. Given a sufficient large r, similar to Lemma 3.5 we define W l = π * π * (I l (r))⊗ O(−r), W m = π * π * (I m (r))⊗O(−r) and W n = π * π * (I n (r))⊗O(−r) over Quot • n,m,l × S. We also define W m+n = π * π * (I n+m (r)) ⊗ O(−r) over F lag • n,m × Quot • l , and W m+l = π * π * (I m+l (r))⊗O(−r). Then have surjective maps to I l , I m , I n , I m+n , I n+l respectively, and we define V l , V m , V n , V m+n , V n+l to be their kernels respectively.
Then we have the exact sequence: where Corr • n,m,l = ψ −1 n,m (0) and F lag • n,m,l = ψ −1 n,l+m (0). Let Y 1 = f −1 (Corr • n,m,l ). Then by Lemma 2.5, there is a Cartesian diagram:
Similarly, we have the following exact sequences of locally free sheaves over
It is obvious Corr • n,m,l = ψ −1 m,l (0) and F lag • n,m,l = ψ −1 n+m,l (0). Let Y 2 = f ′−1 (Corr • n,m,l ). And we also have the Cartesian diagram ψ2 Now we prove that Y 1 and Y 2 are isomorphic, and ψ 1 = ψ 2 . Recall that over Corr • n,m,l × S, we have following diagrams: 
By Section 3.4, we have a global section t n,m : Corr • n,m,l → W n,m and t m,l : ,m,l ) ). Then for every closed point x ∈ Y 1 , which corresponds to a morphism from W l to E n+m , where h n+m • x = t m,l . Then h n+m • x • g m+l = t m,l • g m+l = 0, thus there exists a unique morphism x ′ from W m+l to E n s.t x • g m+l = h m • x ′ . By diagram chasing, we can prove that x ′ • g m = t n,m . Hence we construct an isomorphism between Y 1 and Y 2 , and ψ ! 1 = ψ ! 2 . Thus by Lemma 2.7 and Equation 3. In Section 3.3, we defined a morphism p d• :
We will also use notations P m,n , p m,n and q m,n to denote P d• ,p d• and q d• where d • = (0, n, n + m). And P m,n,l , q m,n,l are short for P d• and q d• where d • = (0, n, n + m, n + m + l).
Remark 3.13. All the refined Gysin map on the above sections can be defined equivariantly by same constructions, and Proposition 3.11 and Proposition 3.12 also have equivariant version.
Let T d ⊂ G d be the maximal torus formed by diagonal matrices. Now we study the fixed locus of T d action on
Let pr ij : S d+1 → S × S be the projection to i-th and j-th factors. Then the universal sheaf E d over (Quot • 1 ) d × S = S d+1 has the following formula:
and also
where ∆ is the diagonal map S → S × S, I ∆ is the ideal sheaf of ∆ and O ∆ is the structure sheaf of diagonal.
Proof. See Lemma 3.1 of [7]
Next we study some properties of T m+n -fixed locus of Quot • n,m . First let m = 1 and n = 1, we have Quot • 1 × Quot • 1 × S = S 3 and still let pr ij : S 3 → S × S be the projection to the i-th and j-th factor. Then we have the following projection lemma: And the similar results also hold for V. Now we assume m and n to be any non-negative integers. Then (Quot • 1 ) n × (Quot • 1 ) m = S n × S m , is the fixed locus of Quot • n × Quot • m under the T n × T m action, which is the maximal torus of G n × G m . Then for the universal coherent sheave E m | S n ×S m ×S ∈ Coh(S n × S m × S) and E n ∈ Coh(S n × S m × S), we have
Taking a sufficient large r, we know that there is a surjection map from W m = π * π * (I m (r)) ⊗ O(−r) to I m and let V m be its kernel, where π is the first projection map form Quot • n,m × S to Quot • n,m . Also we denote W = π * 1 π 1 * (I ∆ (r)) ⊗ O(−r), where π 1 is the projection from S × S to S, and it also has a surjection to I ∆ . We denote V to be its kernel. Then over S n × S m × S we have
We have the following exact sequence
which induces the following equation 
where Coh d is the moduli stack of dimension 0, degree d coherent sheaves on S. In fact, [Quot • d /Gl d ] = Coh d , which follows from the fact that all dimension 0 coherent sheaves are generated by their global sections. 
By Proposition 3.11, we can define the Gysin refined map
Now we consider the following diagram: (4.1) In this section, we will also prove that (KCoh(S), * KCoh ) is associative. Proof. Given any three non-negative integers n, m, l, then * KCoh n+m,l • * KCoh n,m : K(Coh 0,n (S))⊗K(Coh 0,m (S))⊗K(Coh 0,l (S)) → K(Coh 0,n+m+l (S)) is induced by the diagram:
K P n,m,l (F lag • n,m × Quot • l ) K P n+m,l (F lag • n+m,l ) K P n,m,l (Quot • n,m,l ) K P n+m,l (Quot • n+m,l )
qn,m * q n+m,l * ψ ! n,m Moreover, we have the following commutative diagram by Lemma 2.2 K P n,m,l (F lag • n,m,l ) K P n+m,l (F lag • n+m,l ) is induced by q n,m+l * • q m,l * • ψ ! n,m+l • ψ ! m,l . Notice q n+m,l • q n,m = q n,m,l = q n,m+l • q m,l , so q n+m,l * • q n,m * = q n,m+l * • q m,l * . And ψ ! n+m,l •ψ ! n,m = ψ ! n,m+l •ψ ! m,l by Proposition 3.12. So we have * KCoh n+m,l • * KCoh n,m = * KCoh n,m+l • * KCoh m,l and hence * KCoh is associative.
Shuffle Algebra and K-theoretical Hall algebra
In this section, we study the equivariant K-theory of Quot schemes through the localization theorem 2.10, and construct a homomorphism from the K-theoretical hall algebra to shuffle algebra, which is introduced by [9]. 5.1. Localization for KCoh. Let d be a non-negative integer, and σ d the permutation group of order d, which is also the Weyl group of maximal torus T d in G d .
By Theorem 2.8, we have K G d (Quot • d ) = (K T d (Quot • d )) σ d . By Lemma 3.14, we have (Quot d ) T d = S d . and K T d (S d ) loc = K(S d )(z 1 , . . . , z d ) Sym . Then by localization theorem 2.10, there is an isomorphism 
