Throughout this paper, let us denote by X a Banach space, X * its topological dual, B X the closed unit ball in X, B(x, δ) the closed ball centered at x ∈ X with radius δ > 0 and B * the closed unit ball in X * . We adopt the following notation: " s →" (respectively " w * →") denotes the convergence with respect to the strong (respectively the weak * topology), while x n f → x ( respectively x n C → x) means that the sequence {x n } n∈N converges to x while {f(x n )} n∈1N converges to f(x) ( respectively x n → x while x n ∈ C). For each closed convex set C ⊂ X, d C denotes the distance from x to C: d C (x) := inf y∈C x − y . We use the symbol F : X −→ −→ Y to denote a set-valued (multivalued) mapping F , that is a mapping which assigns to each x ∈ X a subset (possibly empty) of Y . We note graph F := {(x, y) ∈ X × Y : y ∈ F (x)} le graph of F . Let f : X → 1R ∪ {+∞} be given and be a fixed nonnegative number. We recall ( [9] ) that the Fréchet −subdifferential of f at x ∈ Domf is defined by
Clearly , x * ∈ ∂ F f(x) if and only if for each η > 0, there is δ > 0 such that
2)
The limiting Fréchet −subdifferential at x ∈ Domf is defined bŷ Note that if f is a lower semicontinuous convex function, then ∂ F f(x) =∂ f(x) = ∂f(x) + B * for all ≥ 0, where ∂f is the subdifferential in the sense of convex analysis. For nonconvex functions a similar formula is true (see [9] , [19] ). Namely, assume that X is an Apslund space, that is, a Banach space in which every convex lower semicontinuous function is Fréchet differentiable on a dense G δ −subset of the interior of its domain (see [18] for other characterizations of Asplund spaces ). Then one has∂ f(x) =∂f(x) + B * .
Further, let δ C (.) denote the indicator function of a set C ⊂ X, that is δ C (x) = 0 if x ∈ C and δ C (x) = +∞ otherwise. The set of Fréchet −normals to C at x is given by N F (C, x) := ∂ F δ C (x).
Obviously we have N F (C, x) := x * ∈ X * : lim sup
The set of limiting Fréchet −normals to C at x is defined bŷ N (C, x) :=∂ δ C (x) = lim sup
In this paper we shall frequently make use of a "fuzzy sum rule", originally proven by Fabian [5] in the context of Asplund spaces for a sum of two functions, when one of which is locally Lipschitzian, and then extended by Jourani [10] to the case where both functions are lower semicontinuous. First let us introduce some notations.
For every f 1 , f 2 : X → 1R ∪ {+∞}, we set S 1 := (x, α, β) ∈ X × 1R × 1R : f 1 (x) ≤ α ;
We say that the pair (f 1 , f 2 ) satisfies the metric inequality (MI) at x 0 ∈ Domf 1 Domf 2 , if there are a > 0, r > 0 such that
for all (x, α, β) ∈ B(x 0 , r) × B(f 1 (x 0 ), r) × B(f 2 (x 0 ), r). Note that if one of the functions f 1 and f 2 is locally Lipschitzian at x 0 , then (MI) holds. Moreover, if X is an Asplund space, then (MI) also holds provided there are a cone K * locally compact in the weak* topology and r > 0 such that
for all (x, α) ∈ B(x 0 , r) × B(f 1 (x 0 ), r) epif 1 and
Actually the first part of the above condition can be substituted by the following weaker one: for every sequences {(x n , λ n )} n∈1N and {(x * n , λ * n )} n∈1N satisfying the following relations:
In [20] a function satisfying this latter condition is called sequentially normally epicompact.
We finally recall the promised extended fuzzy sum rule (see [10] ): Assume that X is an Asplund space and f 1 , f 2 : X → 1R ∪ {+∞} are lower semicontinuous and satisfy (MI) at
and x
In the sequel, the following sum rule for the limiting Fréchet −subdifferential (see [10] ) will be needed: Let f 1 and f 2 be lower semicontinous and satisfy (MI) at x 0 ∈ Domf 1 ∩ Domf 2 . Then for every ≥ 0, we havê
Limiting Fréchet −subdifferential of marginal functions
Let us consider a general parametrized constrained optimization problem:
where ϕ : U × X → 1R {+∞} is a lower semicontinuous function defined on the product of two Banach spaces U and X, and F is a set-valued map from U to X. In general, p is nonsmooth, even if ϕ is differentiable and F (u) = X for all u ∈ U . In this section we wish to establish a calculus rule for the limiting Fréchet −subdifferential of p in terms of the limiting Fréchet −subdifferential of ϕ and the normal cone to the graph of F. For this purpose, let us derive a formula for the −normal setN (graphF, .) by using the distance function d (F, .) 
Proposition 2.1 Let U and X be Banach spaces and let F be a set-valued map from U to X with closed graph. Letx ∈ F (ū). Then one haŝ
Proof. We follow the proof of [21] . For the inclusion "⊆", let (u
. Indeed, by the definition, there are sequences
(2.4) We now construct sequences {(ū n ,x n )} n≥1 ⊂ graphF converging to (ū,x) and
and hence by (2.4) and (2.5) one obtains
By the Ekeland variational principle [2] , there exists ( 
Proof. This is derived from Proposition 2.1, by using the set-valued mapping
In [9] , was given a formula to compute the −subdifferential of p when ϕ(., .) is locally Lipschitzian. A similar formula for the limiting Fréchet −subdifferential of p can be established under a compactness assumption and a qualification condition.
Theorem 2.3
Assume that U and X are Asplund spaces, F has a closed graph and ϕ is lower semicontinuous and sequentially normally epi-compact at (ū,x) wherē u ∈ U andx ∈ F (ū) with p(ū) = ϕ(ū,x). Assume further the following conditions: 
Proof. Invoke the proof of Theorem 2.18 in [9] by using the fuzzy sum rule (see Section 1) instead of Theorem 2.17 of [9] .
In order to proceed to another rule, let us recall [23] that a set-valued map F from U to X is said to be Lipschitzian atū ∈ U if it has nonempty closed values on U and if there exist κ > 0 and a neighbourhood V ofū such that
Observe that F is Lipschitzian atū iff it has nonempty closed values and the function d (F, .) 
The following result of [3] will be also needed.
Lemma 2.4 Suppose that
We now are able to provide a rule to compute the limiting Fréchet −subdifferential of p when ϕ(u, .) is uniformly Lipschitzian with respect to the second variable. The compactness asumption and the qualification condition i) of the previous theorem are no more needed.
Theorem 2.5 Assume that U and X are Asplund spaces, F is Lipschitzian atū, where (ū,x) ∈ U × X with p(ū) = ϕ(ū,x) and ϕ is lower semicontinuous in both variables and uniformly Lipschitzian in the second variable atx for u sufficiently close toū with a common Lipschitz constant κ. If condition ii) of the previous theorem is satisfied, then one haŝ
As a result one obtainŝ
Proof. Assume that ϕ(u, .) is Lipschitzian in a ball B(x, 3δ 1 ) with a common Lipschitz constant κ for every u nearū. Obviously, ϕ(u, .) is also uniformly Lipschitzian in the ball B(x, 2δ 1 ) for all x ∈ B(x, δ 1 ). According to condition ii), there
. Choose a positive number δ 2 < δ 0 and take u * ∈∂ p(ū). Due to the definition, there are se-
Moreover, by condition ii), without loss of generality, we may assume that there is a sequence {x n } n∈1N ⊂ X with x n →x and p(u n ) = ϕ(u n , x n ). Then, the sequence {u * n } n≥1 is bounded, that is there exists λ 0 > 0 such that u * n ≤ λ 0 for all n ∈ 1N. By (1.2), for each η > 0, there exists δ n,η > 0 such that
Thus, for every n ≥ 1, there exists a positive number γ 1,n such that γ 1,n < min{δ n,η , δ0 4λ0 }, and
When n is large, say n ≥ n 0 , one has
) is Lipschitzian with constant κ, one deduces that
It follows that for n ≥ n 0 , there exists γ 2,n > 0 such that
, γ 2,n }B X . One has
We distinguish two cases:
In the first case, as noticed before, there exists
By Lemma 2.4, one has p(u
In the second case, since |p(
Thus, (2.11) also holds. Therefore, (u *
By the assumption, we can apply the sum rule to obtain
and to derive (2.6). Using Proposition 2.1, we deduce (2.7) and the proof is complete.
It is worthwhile noticing that if ϕ(., .) is locally Lipschitzian, then ϕ(u, .) is uniformly Lipschitzian. The converse does not necessarily hold. For example, ϕ : 1R 2 → 1R, ϕ(u, x) = | u | + x is uniformly Lipschitzian with respect to the second variable at x = 0, but it is not locally Lipschitzian around (0, 0). Moreover, Theorem 2.3 and 2.5 cannot be deduced from each other. Neither the conditions used in these theorems imply each other. This can be seen by the following examples.
Hence ϕ is not sequentially normally epi-compact at (0, 0). 
2) Consider the function
otherwise. We see that ϕ is not uniformly Lipschitzian and F is not Lipschitzian around zero. Despite of this, all the conditions of Theorem 2.3 are satisfied. Observe also that when F (u) = C for all u ∈ U with C a nonempty closed subset of X, Theorem 2.5 is an improvement of Theorem 2.18 in [9] , in which ϕ is required to be Lipschitzian in both variables. 
) is uniformly Lipschitzian on U 0 . Apply Theorem 2.5 to achieve the proof.
−subdifferential of composite functions
A calculus rule for the limiting Fréchet −subdifferential of the composition of a locally Lipschitzian function with a Fréchet differentiable mapping has been established in [9] . A similar result for the Kruger-Mordukhovich subdifferential has been obtained in [19] for the composition of a normally compact function with a strictly Lipschitzian mapping. The concept of strict Lipschitzianity is an infinite dimension version of locally Lipschitzian mappings and is actually equivalent to the concept of compact Lipschitianity of Jourani and Thibault [13] . In this section, we wish to extend the chain rules of [9] for the Fréchet −subdifferential and the limiting Fréchet −subdifferential to a broader class of functions. Let us first introduce the notion of strictly compactly Lipschitzian mappings. Definition 3.1 Let X and Y be Banach spaces. A mapping F : X → Y is said to be strictly compactly Lipschitzian atx ∈ X if for each sequences x n →x, h n → 0, h n = 0, the sequence
has a norm convergent subsequence.
Recall [19] that a mapping F : X → Y is said to be strictly Lipschitzian at x ∈ X if it is Lipschitzian atx and the sequence
has a convergent subsequence in the norm topology of Y for each v ∈ X, x n →x and t n ↓ 0 as n → ∞.
It is obvious that a strictly compactly Lipschitzian mapping is strictly Lipschitzian, hence locally Lipschitzian. The converse is also true if Y is finite dimensional. In general, a strictly Lipschitian mapping fails to be strictly compactly Lipschitian, as the examplke of the mapping
shows. Moreover, if F is strictly Fréchet differentiable and its derivative F is a compact operator, or if F is a composition G • F 0 where G is strictly differentiable with G being a compact operator and F 0 is Lipschitzian, then F is strictly compactly Lipschitzian. The class of mappings with the above properties is quite large. It includes for instance Fredholm integral operators with Lipschitzian kernels.
The following proposition provides another characterization of strictly compactly Lipschitian mappings. (see Thibault [23] for a similar characterization of strictly Lipchitz mappings
Proposition 3.2 Let X and Y be Banach spaces. Then a mapping F : X → Y is strictly compactly Lipschitian atx ∈ X if and only if there is a set-valued mapping
Proof. Let K and r be as in the proposition. Let x n → x, h → 0. Then there are y n ∈ K(h n ), a n ∈ B Y such that
Since h∈αB K(h) is compact, the sequence {y n } n∈1N has a convergent subsequence. This implies that
has a convergent subsequence.
Conversely, suppose that F is strictly compactly Lipschitian at x ∈ X. Define
Obviously,
and (i) holds. We claim that K is compact. Indeed, let {k n } n∈1N be a sequence in K. For every n, there are sequences
Hence, there exist x n →x, h n → 0 such that
Since F is strictly compactly Lipschitian, the sequence
has a convergent subsequence. Hence, {k n } has a convergent subsequence too. The proof is complete.
Below we give a characterization of strictly Lipschitian mappings. has a norm convergent subsequence, the sequence
Proof. The "if" part is obvious. For the "only if" part, suppose that F is strictly Lipschitian. Let x n → x and h n → 0, (h n = 0) such that the sequence
has a convergent subsequence. Without loss of generality, we may assume that hn hn → v. Since F is strictly Lipschitian, the sequence
has a convergent subsequence. On the other hand, one has
where M is a Lipschitz constant of F. It follows that the sequence
also has a convergent subsequence and the proof is complete.
Observe that for mappings from a finite dimensional space to a Banach space there is no distinction between strict Lipschitzianity and strictly compact Lipschitzianity. Neverthless, the class of strictly Lipschitzian mappings does not coincide with the class of Lipschitzian mappings. For example, the mapping F : 1R → c 0 defined by F (x) = ((sin nx)/n) n is Lipschitzian, but not strictly Lipschitzian. Moreover, one can show without any difficulties that the class of strictly compactly Lipschitzian mappings is a vector space, that is, if F and H are strictly compactly Lipschitzian, then tF and F + H are strictly compactly Lipschitzian for all t ∈ 1R; the product of two strictly compactly Lipschitzian mappings is strictly compactly Lipschitzian, and so is the composition of a strictly compactly Lipschitzian mapping with a Lipschitzian mapping.
Another charaterization of strictly Lipschitzian and strictly compactly Lipschitzian mappings is given in terms of Fréchet normal cones.
Proposition 3.4 Let X and Y be Banach spaces and F : X → Y be a Lipschitzian mapping at x ∈ X. The following assertions hold: (i) If F is strictly Lipschitzian at x, then for each sequences
x n → x, (x * n , −y * n ) ∈ N F (graphF, .)(x n , F (x n )) with y * n w * → 0, one has x * n w * → 0. (ii) If F is strictly compactly Lipschitzian at x, then for each sequences x n → x, (x * n , −y * n ) ∈ N F (graphF, .)(x n , F (x n )), with y * n w * → 0, one has x * n → s 0.
Moreover, if in addition X is an Asplund space and Y is reflexive, then the converse of (i) and (ii) is true.
Proof. The first assertion was proven in Abdouni-Thibault [1; Lemma 2.5] and [19] . For the converse assertion, suppose X is an Asplund space and Y is reflexive. Let h ∈ X and x n → x, t n ↓ 0. We show that the sequence
has a norm convergent subsequence. Since Y is reflexive, and {y n } n∈1N is bounded (because F is Lipschitzian at x), the sequence {y n } n∈1N has a weak-convergent subsequence. We may assume that y n w → y. By the Hahn-Banach theorem, for each n, there exists y * n ∈ Y * such that
Then, the sequence {y * n } n∈1N is bounded and we may assume that y * n w * → y * . Using the mean value theorem ( [16] , [19] , [26] 
On the other hand,
Since y * n w * → y * , y n w → y and y * n , y n − y = y n − y 2 , the above shows that y n s → y.
For the second assertion, let
and y * n w * → 0. We want to show that x * n → 0. For every n, take h n ∈ X with h n = 1 such that x * n , h n > x * n − 1/n. Pick a sequence δ n ↓ 0 such that for all x ∈ x n + δ n B X , one has
Consequently, by taking x = x n + δ n h n , we obtain
Since F is strictly compactly Lipschitzian, we may assume that the sequence
Conversely, let x n → x, h n → 0. In order to show that the sequence {y n } n∈1N defined by y n := (F (x n + h n ) − F (x n ))/ h n has a norm convergent subsequence, we use the same argument as the one developed in the converse part of the first assertion. Indeed, we may assume that y n w → y. Take y * n such that y * n , y n − y = y n − y 2 , y * n = y n − y and y * n w * → y * . By the mean value theorem, there are
The proof is complete.
We are now ready to obtain the main result of this section. Recall that δ graphF (., .) is the indicator function of the graph of F. 
Proof. In order to show (3.1), let us define
Observe that
Assertion (a) is a consequence of a similar formula for limiting Fréchet subdifferential ( [19] ); we include its proof for sake of completness. Let
By using the fuzzy sum rule with δ =
Observe that the sequence {y * n } n∈N is bounded. Since X is Asplund, the closed unit ball in X * is weak*-sequentially compact. Hence we may assume that y * n
The fuzzy sum rule applied to y * n F = (y * n −y * )F +y * F, with δ = γ = 1 n , yields the existence of sequences {u we have u
Similarly to the proof of (3.1), there are sequences (F (x) ). Let us now apply the fuzzy sum rule to y *
* and (3.2) follows. The proof is complete.
We mention that the fuzzy sum rule is satisfied for g(v) + δ graphF (u, v) if g is locally Lipschitzian or more generally, if g is sequentially normally epi-compact and the following qualification condition is verified: 
where "co" denotes the convex hull of a set and
Clearly, F is locally Lipschitzian. Hence it is strictlly compactly Lipschitzian. Note also that g is convex Lipschitzian witĥ
Applying Theorem 3.5 to the functions g and F above, we obtain (3.5) and (3.6) due to the fuzzy sum rule and the sum rule of the limiting Fréchet −subdifferential.
For the purpose of applications we derive the following corollary. Then for each γ > 0, δ > 0 one has
Proof. Let g(y) := max{ y * , y : y ∈ K} be the support functional of K. Obviously, g is convex Lipschitzian and
So f = g • F and the corollary follows immediately from Theorem 3.5.
Application to optimality conditions
Let f be a function from X to 1R ∪ {+∞} and x ∈ X. Recall [9] that x is an
A necessary condition for x to be an . −minimizer of f is that x satisfies the inclusion 0 ∈ ∂ F f(x). Certainly, this holds when (4.2) is satisfied for all y in some neighbourhood of x.
We shall say that x is a local −minimizer (respectively . −minimizer ) of f if (4.1) (respectively (4.2)) is satisfied in some neighbourhood of x. Similarly, x is said to be an −minimizer (respectively . −minimizer ) of f on C if (4.1) (respectively (4.2)) is satisfied for all y ∈ C.
By using the Ekeland variational principle, the following relation between −minimum and . −minimum points has been given in [9] : Let f : X → 1R ∪ {+∞} be lower semicontinuous. If x 0 is an −minimizer of f on a nonempty set C ⊆ X, then for every δ > 0, there existsx ∈ B(x 0 , δ) such thatx is an /δ . − minimizer of f on C.
For convex functions, it is well known that every local minimum is a global minimum. For −convex functions, a similar property can be expected. Recall [9] that a function f : X → 1R ∪ {+∞} is −convex if it satisfies the following inequality for every x, y ∈ X and λ ∈ (0, 1) : Proof. The proof is similar to the convex case. Let x be a local 2 . −minimizer of f. There is δ > 0 such that
y−x ∈ x + δB and
Since f is 1 . −convex, one has
The proof is complete. Proof. Letx ∈ C be an . −minimizer of f on C which is Lipschitzian atx with a Lipschitz constant κ. By Lemma 2.4,x is a local . −minimizer of the function h(x) := f(x) + κd C (x). Therefore 0 ∈∂ (f(.) + κd C (.))(x). By the sum rule and Corollary 3.2, we obtain 0 ∈∂ f(x) +N C (x). Now, let f be an −convex function, and let C be convex. It is obvious thatN C (x) is the normal cone in the sense of convex analysis, that is,
. By virtue of Lemma 3.5 in [9] , we obtain
Since −x * ∈ N C (x), one has x * , x −x ≥ 0 for all x ∈ C. Combining these two inequalities, we obtain f(x) ≥ f(x) − ( + ) x −x for all x ∈ C. The proof is complete.
Let us now consider a general constrained minimization problem:
where
Assume that X and Y are Asplund spaces, and S ⊆ Y is a nonempty convex closed cone. Denote by C := {x ∈ X : F (x) ∈ −S} the feasible set of (CP) and by S * := {y * ∈ Y * : y * , y ≥ 0 ∀y ∈ S} the dual cone to S. We say that x ∈ C is a local −solution (resp., . −solution) of (CP) if x is a local −minimizer ( resp., . −minimizer ) of f on the feasible set C of (CP). Now we can state the main result of this section about a necessary condition for (CP) to have a local . −solution via Fréchet −subdifferential and limiting Fréchet −subdifferential.
Theorem 4.4 Let X and Y be Asplund spaces. Assume that f is Lipschitzian at
x ∈ C and F is strictly compactly Lipschitzian in some neighborhood ofx. Ifx is a local . −solution of (CP), then for each sequence of positive numbers δ n ↓ 0, there exist sequences
Moreover, if t := (λ, y * ) is a weak*-limit point of the sequence {t n } n∈1N , then
Proof. The proof we present here is based on Clarke [3] . Let us consider the following set:
Since this set is weak * -compact, by the Asplund property, it is weak * -sequentially compact. Fix a sequence {δ n } n∈N such that δ n ↓ 0 and t := (λ, y * ) ∈ T. Consider the mappings defined by
and
Observe that G δn (.) is lower semicontinuous, lim x→x,n→∞ G δn (x) = 0, and
Indeed, if for some x ∈ X, G δn (x) was negative, then as S is a convex closed cone, x would be a feasible solution and f(x) < f(x) − x −x , which is a contradiction. In this way,
. By the Ekeland variational principle, there exists u n ∈x + δ n B X such that
It follows that u n is a minimum point of the function G δn (.) + δn 4
. − u n and therefore
Let us apply the fuzzy sum rule, to obtain
Let t x = (λ x , y * x ) be a point at which the maximum defining G(x) is attained. We have t x = 1. Indeed, if t x < 1, then as G δn (x) > 0, we obtain
Now, using Corollary 3.7, we obtain
(4.9) Combining (4.7), (4.8) and (4.9) one can find sequences t n = (λ n , y * n ) ∈ T, x n →x, and z n →x such that
and lim
Therefore lim n→∞ y * n , F (x) = 0. Applying the fuzzy sum rule to the function
we obtain (4.3) and the first part is proved.
For the second part, let t = (λ, y * ) be a weak * -limit point of {t n } n∈1N . Then t ∈ S * and y * , F (x) = lim n→∞ y * n , F (z n ) = 0, so that (4.6) is satisfied. By (4.3), there are sequences
Since f is Lipschitzian, the sequence {x 1 * } n∈1N is bounded. Using the Asplund property, this sequence has a weak*-limit point, and we may assume that
Consequently, x 1 * ∈ λ∂ f(x) and similarly to the proof of Theorem 3.5, we have −x 1 * ∈∂ y * , F (x), which completes the proof.
Note that the sequence {t n } n∈1N used in the first part of Theorem 4.4, may have no nonzero weak * -limit points. In this case, the second part of the theorem is trivial and does not give any information . It was established by Loewen in [15] that if S * is locally compact (in particular, if Y is finite dimensional or IntS is nonempty) then the sequence {t n } n∈1N has a nonzero weak * -limit point. Next, we give a condition on the function F , which ensures that the sequence {t n } n∈1N has a nonzero weak * -limit point. Proof. Let t n := (λ n , y * n ). If {λ n } n∈1N has a nonzero limit point, then we are done. Let us consider the case where λ n → 0. In this case, y * n → 1. As in the proof of Theorem 4.4, there is a sequence {z n } n≥1 ⊂ X converging tox such that L(z n , t n ) = G(z n ). We claim that if n is large, then F (z n ) / ∈ −S and y * n , F (z n ) = (1 − λ n ) max{ y * , F (z n ) : y * ∈ S * , y * ≤ 1}.
Indeed, if F (z n ) ∈ −S, then f(z n ) ≥ f(x) − z n −x . When n is large, one has G(z n ) = L(z n , t n ) < L(z n , (1, 0)), which is a contradiction. For every y * ∈ S * with y * ≤ 1 − λ n , we have (λ n , y * ) ∈ T and L(z n , λ n , y * ) ≤ L(z n , λ n , y * n ), hence y * , F (z n ) ≤ y * n , F (z n ) . Take x n ∈ X such that F (x n ) = F (x) and z n − x n < 2d z n , F −1 (F (x) . Note that z n →x, hence x n →x. Since F is strictly compactly Lipschitzian, the sequence Recall [8] , [13] that a mapping F : X → Y is said to be metrically regular at x 0 ∈ X if there exist r > 0 and a > 0 such that
for all (x, y) ∈ (x 0 + rB x ) × (F (x 0 ) + rB Y ). Clearly, if F is metrically regular at x, then it satisfies the condition (4.11). For more details on metric regularity, the reader is refered to [8] and [13] .
Using the remark above and the argument of Theorem 4.4, we derive a necessary condition for . −solutions of the following problem : For exact optimal solutions ( = 0), a similar result was obtained in [17] , [20] for the case where Y is a finite dimension space (say, Y = 1R n ) and S = 1R n + , and in [1] , [6] for Ioffe's approximate subdifferential. Note that in general, the limiting Fréchet subdifferential is smaller than the approximate subdifferential. Therefore the conclusion of Theorem 4.6 is charper than the corresponding one of [6] . The following example shows that the conclusion of Theorem 4.6 is not true if condition (ii) above is not satisfied. The feasible set C of this problem is {0} and obviously Theorem 4.6 fails to be true.
