Abstract-Dictionary-based super-resolution (SR) algorithms usually select dictionary atoms based on the distance or similarity metrics. Although the optimal selection of the nearest neighbors is of central importance for such methods, the impact of using proper metrics for SR has been overlooked in literature, mainly due to the vast usage of Euclidean distance. In this paper, we present a very fast regression-based algorithm, which builds on the densely populated anchored neighborhoods and sublinear search structures. We perform a study of the nature of the features commonly used for SR, observing that those features usually lie in the unitary hypersphere, where every point has a diametrically opposite one, i.e., its antipode, with same module and angle, but the opposite direction. Even though, we validate the benefits of using antipodally invariant metrics, most of the binary splits use Euclidean distance, which does not handle antipodes optimally. In order to benefit from both the worlds, we propose a simple yet effective antipodally invariant transform that can be easily included in the Euclidean distance calculation. We modify the original spherical hashing algorithm with this metric in our antipodally invariant spherical hashing scheme, obtaining the same performance as a pure antipodally invariant metric. We round up our contributions with a novel feature transform that obtains a better coarse approximation of the input image thanks to iterative backprojection. The performance of our method, which we named antipodally invariant SR, improves quality (Peak Signal to Noise Ratio) and it is faster than any other state-of-the-art method.
. The proposed AIS (Antipodally Invariant Super-Resolution) achieves both the best quality (PSNR) and the fastest speed (s) in comparison with most recent state-of-the-art methods. All algorithms run Set14 with a ×2 upscaling factor, see Table III for more information. without further information is a deeply ill-posed problem, and therefore, it needs to be addressed with a certain prior knowledge. Although SR is a relatively young research field, many of those priors have been proposed.
Some of the simplest and earliest image SR methods were based on piecewise linear and smooth priors (i.e. bilinear and bicubic interpolation, respectively), resulting in fast interpolation-based algorithms. Tsai and Huang [1] showed that it was possible to reconstruct higher-resolution images by registering and fusing multiple images, thus pioneering a vast amount of approaches on multi-image SR, often called reconstruction-based SR. This idea was further refined, among others, with the introduction of iterative back-projection for improved registration by Irani and Peleg [2] , although further analysis by Baker and Kanade [3] and Lin and Shum [4] showed fundamental limits on this type of SR, mainly conditioned by registration accuracy. Learning-based SR, also known as example-based, overcame some of the aforementioned limitations by avoiding the necessity of a registration process and by building the priors from image statistics. The original work by Freeman et al. [5] aims to learn from patchor feature-based examples to produce effective magnification well beyond the practical limits of multi-image SR.
Example-based SR approaches using dictionaries are usually divided into two categories: internal and external dictionary-based SR. The first exploits the strong selfsimilarity prior. This prior is learnt directly from the relationship of image patches across different scales of the input image. The opening work on this subcategory was introduced by Glasner et al. [6] , presenting a powerful framework for fusing reconstruction-based and example-based SR. Further research on this category by Freedman and Fattal [7] introduced a mechanism for highfrequency transfer based on examples from a small area around each patch, thus better localizing the cross-scale self-similarity prior to the spatial neighborhood. The recent work of Yang et al. [8] further develops the idea of localizing the cross-scale self-similarity prior arriving to the in-place prior, i.e. the best match across scales is located exactly in the same position if the scale is similar enough.
External dictionary-based SR uses other images to build their dictionaries. A representative widely used approach is the one based on sparse decomposition. The main idea behind this approach is the decomposition of each patch in the input image into a combination of a sparse subset of entries in a compact dictionary. The work of Yang et al. [9] uses an external database composed of related low and high-resolution patches to jointly learn a compact dictionary pair. During testing, each image patch is decomposed into a sparse linear combination of the entries in the low-resolution (LR) dictionary and the same weights are used to generate the high-resolution (HR) patch as a linear combination of the HR entries. Both the dictionary training and testing are costly due to the L 1 regularization term enforcing sparsity. The work of Zeyde et al. [10] extends sparse SR by proposing several algorithmic speed-ups which also improve performance. However, the bottleneck of sparsity methods still remains in the sparse decomposition. In the neighbor embedding algorithm of Gao et al. [11] they propose a method that builds neighborhoods for linear embedding in a unified feature subspace spanned by LR-HR image patches rather than in the original LR feature space alone.
More recently, regression-based SR has received a great deal of attention by the research community. In this case, the goal is to learn a certain mapping from the manifold of the LR patches to that of HR patches, following the manifold assumption already used in the earlier work of Chang et al. [12] .
The mapping of the manifold is assumed to be locally linear and therefore several linear regressors are used and anchored to the manifold as a piecewise linearization [13] . The key observation of performing the neighbor embedding just for a predefined set of anchor points allowed to preprocess them during training time, thus lessening substantially the testing time complexity. Our recent work [14] puts light in how to properly create the neighborhoods in such methods, obtaining sizable benefits in terms of reconstruction quality. In addition to that, we also explored sublinear search structures for the regressor nearest neighbor search, as this takes a significant quota of the running time from within the processing of the whole SR pipeline.
In this paper we follow the same research direction and we introduce the following contributions: 1) We study and provide insight about the behavior of distance metrics used during the regression process. We detect the importance of antipodal invariance. 2) We provide a suitable and efficient spherical hashing framework to exploit a fast regressor search. In order to benefit from antipodal invariance, we introduce a new simple yet effective transform which makes Euclidean distance (and also spherical hashing) antipodally invariant. 3) We present a novel feature transform based on gradients and Iterative Back Projection which improves the quality of the upscaled image thanks to a better first coarse approximation The confluence of all the mentioned contributions yields state-of-the-art speed and quality results. With our proposed approximate regressor search we are the fastest (about ×4−11 times faster) and we greatly improve in quality (about 0.2dB higher) compared to our predecessor A + . In addition, when performing exhaustive search we obtain even better PSNR results (up to 0.32dB higher).
The rest of this paper is organized as follows. Section II defines the problem and reviews the state-of-the-art and related work. In Section III we describe our proposed algorithm. In Section IV we discuss and assess the performance of the presented contributions separately. Experimental results and comparisons with state-of-the-art methods are provided in Section V. We conclude the paper in Section VI.
II. RELATED WORK
In the upcoming section we introduce the SR problem and how example-based approaches tackle it, followed by a review of relevant methods among the state of the art.
A. Problem Statement
Super-Resolution aims to upscale images which have an unsatisfactory pixel resolution while preserving the same visual sharpness, more formally
where Y is the input image, X is the output upscaled image, ↑ (·) is an upsampling operator and calligraphic font denotes the spectrum of an image. In the literature this transformation has usually been modeled backwards as the restoration of an original image that has suffered a certain degradation [9] 
where B(·) is a blurring filter and ↓ (·) is a downsampling operator. The problem is usually addressed at a patch level, denoted with lower case (e.g. y, x) and extracted from the respective uppercase image (e.g. Y, X). The example-based SR family tackles the super-resolution problem by finding meaningful examples from which a HR counterpart is already known, namely the couple of dictionaries D l and D h .
The low resolution patch y is decomposed as a linear combination of the atoms in the LR dictionary D l .
where β selects and weights the elements in the dictionary and λ weights a possible L p -norm regularization term. Once this linear combination of atoms β is obtained, the high resolution patch x can be obtained by applying those weights to the HR dictionary D h as x = D h β. The L p -norm selection and the dictionary-building process depend on the chosen priors and they further define the SR algorithm.
B. State of the Art
Regression-based SR methods have been one of the most prolific SR families of the recent years. This section we reviews some of the most relevant publications taking advantage of regression strategies, with a special emphasis on, but not limited to, piecewise linear regression schemes.
In regression-based SR the objective of training a given regressor R is to obtain a certain mapping function from LR to HR patches. LR patches form an input manifold M of dimension m and HR patches form a target manifold N of dimension n. Formally, for training pairs (y F , x) with y F ∈ M and x ∈ N, we would like to infer a mapping
The work of Kim and Kwon [15] on example-based learning builds on the framework of Freeman et al. [5] and aims to recover the HF content of X through a non-linear regression stage, which is then added to the bicubic interpolation. The regression consist in a Kernel Ridge Regression (KRR) whose cost functional reads:
where the f i is expressed as a Gaussian kernel:
The solution to the minimization problem of (4) is found only for a certain basis set of l b elements much smaller than the full training set size (l b l), due to prohibitive time complexity. These basis points are selected from the training datapoints through an incremental approach based on Kernel Matching Pursuit and gradient descent, having the necessity to apply additional simplifications to further reduce the complexity. The training time reported by the authors is still about a day in a desktop PC. After the KRR stage, the number of candidates for each final pixel is combined following a certain weighting learnt during training, contrasting with the usual overlapping weighting done in most SR algorithms. As the output of these two stages presents ringing artifacts, a modified natural image prior based on the one of Tappen et al. [16] is applied through Belief Propagation (BP).
The recent work of Timofte et al. [13] is especially remarkable for its low-complexity nature which achieves orders of magnitude speed-ups while having competitive quality results compared to the state-of-the-art. They propose a relaxation of the L 1 -norm regularization commonly used in most of the Neighbor Embedding (NE) and Sparse Coding (SC) approaches, reformulating the problem as a least squares (LS) L 2 -norm regularized regression, also known as Ridge Regression. While solving L 1 -norm constrained minimization problems is computationally demanding, when relaxing it to a L 2 -norm, a closed-form solution can be used. Their proposed minimization problem reads
where N l is the LR neighborhood chosen to solve the problem and y F is a feature extracted from a LR patch. The algebraic solution is
The coefficients of β are applied to the corresponding HR neighborhood N h to reconstruct the HR patch, i.e. x = N h β. This can also be written as the matrix multiplication x = R y F , where the projection matrix (i.e. regressor) is calculated as:
and can be computed offline, therefore moving the minimization problem from testing to training time. They propose to use sparse dictionaries of d s atoms size, trained with the K-SVD algorithm [17] . A regressor R j is anchored to each atom d j in D l , and the neighborhood N l in equation (8) is selected from a k-NN subset of D l :
The SR problem can be addressed by finding the NN atom d j of every input patch feature y F i and applying the associated R j to it. In the specific case of a neighborhood size k = d s , only one general regressor is obtained whose neighborhood comprises all the atoms of the dictionary and consequently does not require a NN search. This case is referred in the original paper as Global Regression (GR).
Other advances within this family of algorithms include the Naive Bayes SR Forest [18] , that uses an ensemble of bimodal trees in order to benefit from antipodal invariance. It is also highly competitive in speed thanks to the naive Bayes selection procedure which applies a single regressor per patch, differently from other forest approaches, e.g. SR Forest of Schulter et al. [19] , that apply as many regressors per patch as the number of trees in the ensemble. Another recent follow-up of ANR is the Multiple Linear Mappings (MLM) SR of Zhang et al. [20] , which trains each regressor with a set of orthonormal basis representative of the correspondent subspace (i.e. a subdictionary) and later performs a postprocessing stage based on non-local means regularization.
III. PROPOSED ALGORITHM
In this section we present our algorithm for fast and efficient regression-based SR, divided in four subsections that describe the main pillars of our contributions. We show an overview of the complete algorithm in Figure 2 .
A. Linear Regression Framework
As seen in Section II, selecting non-linear regression schemes (e.g. KRR of [15] ) results in prohibitive training complexity, which is usually mitigated by reducing the training Fig. 2 . Pipeline of our SR algorithm. Firstly, we extract feature vectors from the gradients of an image upscaled through IBP. Secondly, we find the best-fitted regressor R through spherical hashing using normalized features and our proposed AIT. We then apply the respective regressor to each feature vector and reconstruct the final image with overlapping patches.
sets under certain assumptions. In testing time, although nonlinear regression SR methods are reasonably fast, they still compare modestly with fast state of the art methods such as [13] , [14] , [21] .
Linear Regression is the most simple regression scheme, i.e. for each output variable it performs a linear weighted sum of the input variables. This is an oversimplification of the upscaling problem if we only consider one linear regressor. Instead, several linear regressors are anchored to different points of the manifold, obtaining a finer piecewise linear regression model. In such strategies, data have to be split in training time and during testing time the proper regressor has to be selected.
For the SR problem, the regression is applied to the input features and aims to recover certain components of the patch, e.g. missing high frequency. We model the linear regression framework in a general way as:
wherex is a coarse first approximation of the HR patch x, δ(·) is a metric evaluating the dissimilarity from the input features to the i th regressor cluster or anchor point and {R k } is an ensemble of trained regressors. The choice of how to obtainx affects the content to be learnt, since the regression output aims to recover x −x. We further discuss the importance of this in Section III-B together with the feature space selection for the transformation of y F .
B. Feature Space and Coarse Approximation
SR algorithms are usually performed in a feature space other than that of the raw luminance pixel values. In the literature, a common rule for this feature transformation is to enforce mid and high frequencies of LR patches, under the observation that similarity between LR and HR patch structures is somehow improved and therefore the prediction is easier. As for the HR feature space (i.e. the output feature space), the same principle of enforcing high frequencies also applies, in this case under the assumption that the high frequency bands are conditionally independent of the lower frequency bands, and thus suppressing low-frequency bands from the HR feature space collapses the training data for all possible low-frequency values into one value [5] . Differently from the input LR feature space, in the HR feature space we need to be able to reverse the features into pixel-based values for the final image reconstruction.
Several features have been proposed: The early work of Freeman et al. [5] already used a simple high-pass filter which consisted in the subtraction of a low-pass filter. In the same direction, [9] and [12] used concatenated first-and second-order gradients, as an inexpensive solution to the same high-pass filter approximation. This type of feature was further refined by Zeyde et al. [10] by introducing PCA compression in order to reduce the feature dimensionality and memory usage.
It is important to remark that most feature transformations are computed from a first coarse approximation, i.e. the upscaled imageX . We observed that the effect of this first approximation has been unnoticed in the literature, in which using bicubic interpolation or the patch-mean value is a common practice, both in LR and HR feature space. In this paper we propose a new feature transform which takes advantage of a better coarse approximation to obtain the LR input features, which we denote with y F .
The main idea is to obtain an image approximationX better than that obtained with bicubic interpolation but which is still within certain low-complexity boundaries. We present a feature transform based on a simplified Iterative Back Projection (IBP) algorithm of [2] , together with unidimensional 1-st and 2-nd order gradients. We refer to this novel feature transform as Gradient IBP (GIBP).
Starting with an initial guessX (0) of the HR image, IBP simulates the imaging process to obtain a LR imageỸ (0) corresponding to the observed input image Y . The difference image ) ) is computed and used to improve the initial guess by back-projecting each error value onto the corresponding field inX (0) , namelyX (1) 
. This process is repeated iteratively:
In the original work of Irani and Peleg [2] , the imaging process was modeled through a convolution with a given point spread function and a back-projection kernel. In our low-complexity approach, we model both functions with the simple and effective bicubic downscaling and upscaling kernel. With as few as n = 2 iterations the coarse approximation improves greatly when compared to bicubic. We filter this upscaled imageX with 1-st and 2-nd order unidimensional gradient filters (two vertical and two horizontal). At this point overlapping patches are extracted from each of the gradient images, and all the 4 gradient patches corresponding to the same patch position are concatenated together in a feature vector y F . Note that dimensionality of this feature is four times the patch size. If this eventually becomes a memory problem, a PCA compression can be applied with barely no information loss [10] .
Section IV-A assess the performance of our proposed feature transform. As for the HR feature space, we consistently use IBP, without the non-reversible gradient step and PCA compression. During training, we form our HR features simply by the subtraction of the the first coarse approximation to the ground-truth patch x −x (2) , so that our regression stage is specialized in correcting the errors that IBP is introducing. During testing, this HR feature transform requires substituting x byx (2) in Equation 10 .
C. Clustering and Training
As we have previously seen, recent regression-based SR use linear regressors because they can be easily computed in closed form and applied as a matrix multiplication. However, the mapping is highly complex and non-linear [22] . To model the non-linearity nature of the mapping, an ensemble of regressors {R k } is trained, representing a locally linear parametrization of , under the assumption that both manifolds M and N have a similar local geometry. We analyze the effect on the distribution of those regressors in the manifold (i.e. the anchor points) and the importance of properly choosing the N l in equation (8) , concluding on a new training approach.
In the work of Timofte et al. [13] , an overcomplete sparse representation is obtained from the initial LR training patches using K-SVD [17] . The atoms in this new reduced dictionary D l are used both as anchor points to the manifold and datapoints for the regression training. In their GR, a unique regressor R G is trained with all elements of the dictionary, therefore accepting higher regression errors due to the single linearization of the manifold. In order to achieve a more accurate regression they also propose the Anchored Neighborhood Regression (ANR). In ANR they use several regressors anchored to each sparse dictionary atom. They build for each of those atoms a neighborhood of k-NN composed by other atoms within the same sparse dictionary D l , and finally train a ridge regressor with the corresponding neighborhood.
Performing a sparse decomposition of a high number of patches efficiently compresses data in a much smaller dictionary, yielding atoms which are representative of the whole training dataset, i.e. the whole manifold. For this reason they are suitable to be used as anchor points, but also sub-optimal for the neighborhood embedding. They are sub-optimal since the necessary local condition for the linearity assumption is likely to be violated. The atoms of a sparse dictionary are a set of centroids that represent the whole training set and, as a consequence, they are not likely to be similar among them. Important variations within sparse atoms are to be expected, therefore being unappropriated for locally linear embedding.
Following this observation, in [14] we proposed a different approach when training linear regressors for SR: Using sparse representations as anchor points to the manifold, but forming the neighborhoods with raw manifold samples (e.g. features, patches). By doing so, we find closer nearest neighbors and, therefore, fulfill better the local condition. Additionally, a higher number of local independent measurements is available (e.g. mean distance for 1000 neighbors in the raw-patch approach is comparable to a 40 atom neighborhood in the sparse approach) and we can control the number of k-NN selected, i.e. it is not upper-bounded by the dictionary size. We show a low-dimensional example of our proposed training scheme in Figure 3 . Building dense and compact clusters through this methodology is a key contribution as it boosts performance at no complexity cost. Parallel in time, Timofte et al. presented a similar idea in their A+ algorithm [23] .
In the present work we further optimize the training stage by reviewing the nearest neighbor search strategy, which follows on Section III-D, where we propose the usage of different metrics that allow even better locality conditions.
D. Search Strategy: Antipodally Invariant Spherical Hashing
In this section we study the most appropriate metrics for evaluating the similarity between features and anchor points, presenting some insight about their behavior with antipodal points and the importance of properly dealing with them. We also present a novel search strategy that speeds up the regressor selection and introduce a modification of the Spherical Hashing algorithm [24] in order to benefit from antipodal invariance.
SR algorithms require performing comparisons between vectors in order to guide the algorithm in its decisions, e.g. features, anchor points, dictionary atoms. The comparison is performed following a given metric function δ(a, b) a, b ∈ R m which typically has been designed to quantify the similarity or dissimilarity of the two compared vectors. It is recurrent in literature the usage of Euclidean distance for this purpose. We show that for the characteristics of the features used in our proposed algorithm (which are also shared in other SR algorithms [10] , [13] , [14] , [23] ), Euclidean distance is suboptimal as it fails to manage antipodal points (i.e. two points on the surface of a sphere are antipodal if they are diametrically opposite).
We find further insight of the ambiguous variations that our defined metric should ignore when looking at scalar matrix multiplication in linear regression, i.e. for a given scalar λ our linear regression reads λx = R(λy). The regressor R and the associated linear operations are not modified by this scaling operation, as it is present at both sides of the equality. Normalizing feature vectors when comparing them is sometimes necessary as many dictionary optimization algorithms (as it is the case of K-SVD) enforce normalization to avoid a 0 solution. Even when it is not necessary, normalization is a good practice as it collapses training examples with similar structures but different scalar norms. During testing, the normalized features are used to find the best-suited regressor, while the non-normalized features are necessary for the final matrix multiplication.
However, vector normalization does not handle the cases where λ is negative, as the norms are strictly positive and can not compensate for λ ∈ R − . This is the case of antipodal points (i.e. there is a sign change).
Training and assigning different regressors for two antipodal points does not increase the performance by a better specialization, as the sign change is in both sides of the equality and the regressor and the associated linear operations are identical for two antipodal points (i.e. x = R(y) and −x = R(−y)). Each regressor is associated with an anchor point, which describes a certain mode in the structure of patches, regardless of this structure being a positive or negative change (e.g. positive or negative change in the gradient), which is described by the sign of the normalized vector. The metric utilized for selecting the best regressor should therefore be able to associate two antipodal points to the same anchor point, thus having antipodal invariance. In the same way, when building the neighborhoods during training, this observation also applies.
We define an antipodal invariant metric as:
We propose the usage of the Absolute Value of the Cosine Similarity (AVCS) as a better alternative to compare feature vectors to anchor points. This metric δ |·| (a, b) = |a · b| is antipodally invariant (respects Equation (12) ), and furthermore, requires less operations than a common Euclidean distance calculation. During training, we can use it as there are no time constrains. Refer to Section IV to assess the improvement of using antipodally invariant metrics both for training and for testing.
In testing time, the best-fitted regressor has to be selected from within the ensemble of trained regressor. Although stateof-the art regression-based SR has already pushed forward the speed with regard to other dictionary-based SR [9] , [10] , finding the right regressor for each patch takes a considerable quota of the processing time. In the work of [13] , most of the encoding time (i.e. time left after subtracting shared processing time, including bicubic interpolations, patch extractions, etc.) is spent in this task (i.e. ∼ 96% of the time).
In order to reduce the search complexity, binary splits (e.g. trees or hashing functions) are trained forming a hierarchical structure composed by several split nodes. These split nodes divide the space in such a way that the children leaves improve their information gain. We face several challenges when adapting binary search structures to our algorithm: The outcome of our training stage is a set of anchor points associated with their respective regressors. This dictionary is obtained independently and ahead from the search structure, does not have any hierarchical structure and the neighborhoods, which can be interpreted as clusters, share elements among them. Furthermore, antipodal invariance is an important aspect on the search strategy as discussed previously. This search structure has to be built, therefore, adapted to this scenario.
We choose hashing techniques over tree-based methods for two main reasons: Hashing schemes provide low memory usage (the number of splitting functions in hashing-based structures is O(log 2 (n)) while in tree-based structures is O(n), where n represents the number of clusters) and are highly parallelizable.
Binary hashing techniques aim to embed high-dimensional points in binary codes, providing a compact representation of high-dimensional data. Among their vast range of applications, they can be used for efficient similarity search, including approximate nearest neighbor retrieval, since hashing codes preserve relative distances. There has recently been active research in data-dependent hashing functions opposed to hashing methods such as [25] which are data-independent. Datadependent methods intend to better fit the hashing function to the data distribution [26] , [27] through an off-line training stage.
Among the data-dependent state-of-the-arts methods, we select the Spherical Hashing algorithm of Heo et al. [24] , which is able to define closed regions in R m with as few as one splitting function. This hashing framework is useful to model the inverse search scheme and enables to benefit from substantial speed-ups by reducing the NN search into applying a precomputed function, which conveniently scales with parallel implementations, as shown in Figure 4 .
Spherical hashing differs from previous approaches by setting hyperspheres to define hashing functions on behalf of the previously used hyperplanes. A given hashing function H (y F ) = (h 1 (y F ), . . . , h c (y F )) maps points from R m to a base 2 N c , i.e. {0, 1}
c . Every hashing function h k (y F ) indicates whether the point y F is inside kth hypersphere, modeled for Running times measured when computing 6-bit hash codes (6 hyperspheres) for increasing number of queries (in logarithmic axis and without re-ranking) for single-threaded (CPU) and parallel (CPU and GPU) implementations.
this purpose as a pivot p k ∈ R m and a distance threshold (i.e. radius of the hypersphere) t k ∈ R + as:
where δ( p k , y F ) denotes a distance metric between two points in R m (Euclidean distance in the work of Heo et al. [24] ). The advantages of using hyperspheres instead of hyperplanes is the ability to define closed tighter sub-spaces in R m as intersection of hyperspheres. An iterative optimization training process is proposed in [24] to obtain the set { p k , t k }, aiming a balanced partitioning of the training data and independence between hashing functions. We perform this mentioned iterative hashing-function optimization in a set of input patch features from training images, so that H (y F ) adapts to the natural image distribution in the feature space. Our proposed spherical hashing search scheme becomes symmetrical as we can see in Figure 6 , i.e. both image and anchor points have to be labeled with binary codes. This can be intuitively understood as creating NN subspace groups (we refer them as bins), which we label with a regressor by applying the same hashing functions to the anchor points. Relating a hash code with a regressor can be done during training time.
The search returns k-NN for each anchor point, thus not ensuring that all the input image patches have a related regressor (i.e. whenever the patch is not within the k-NN of any of the anchor points). Two solutions are proposed: (a) use a general regressor for the patches which are not in the k-NN of any anchor point, as proposed by [13] or (b) use the regressor of the closest labeled hash code calculated with the spherical Hamming distance, defined by [24] 
, where ⊕ is the XOR bit operation and ∧ is the AND bit operation. Note that although not being guaranteed, it rarely happens that a patch is not within any of the k-NN regressors (e.g. for the selected parameter of 6 hyperspheres it never occurs). Since we have not observed significant differences in performance, we select (a) as the lowest complexity solution.
In a similar way, an inverse search might also assign two or more regressors to a single patch. It is common in the literature to do a re-ranking strategy to deal with this issue [28] .
Antipodally Invariant SpH: During the opening of this section we discussed the goodness of properly dealing with the antipodes. However, as many other binary splits, the functioning of spherical hashing is unable to recognize antipodal vectors and put them together in a bin. This happens by cause of its thresholding mechanism, which is based on a directionless Euclidean distance from the center of a hypersphere to the feature point. As seen previously, antipodal patches should use the same regressor as the same linear operations are applied for both of them, with the unique difference of the input features' sign.
In order to benefit from the speed-ups of binary splits designed to use Euclidean distance, we propose a novel transformation which enables the benefits of antipodal invariance in the Euclidean space.
As described by the Borsuk-Ulam theorem [29] , any continuous function from an m dimensional unit sphere S m to an Euclidean m-space R m maps two antipodal points into a single point. The goal of our transformation is similar: to design a function which maps two antipodal points into a single point. However, in the situation addressed in this paper there is a mismatch between the sphere space and the Euclidean space, as we deal with a function mapping from S m−1 to R m .
Our idea builds on designing a continuous hyperplane that crosses S m−1 passing through the origin of coordinates, thus mapping two points into a single one. In order to do that, we enforce a forbidden space region, corresponding to the negative half-space of the qth dimension, i.e. the features must be y F · e q ∈ R + , where e q is the qth standard basis in the Euclidean m space.
In our proposed Antipodally Invariant Transformation (AIT), all the features lying outside that space are projected to their antipodes:
A low-dimensional illustrative example is shown in Figure 5 . The dimension q should have balanced positive and negative values so that the transformation is effective. For our training feature vectors (around 500K examples), all the dimensions were highly and similarly balanced, so we decided to select the dimension with less variation (PCA analysis).
If rather than transforming the points we just want to use an antipodally invariant metric which can operate in the Euclidean space, Equation (14) is applied in both vectors during the Fig. 6 . Spherical hashing adapted to the regressor search for SR. Certain hashing functions are optimized on feature patch statistics creating a set of hyperspheres intersections that are directly labeled with a hash code. In training time, regressors fill this intersections (i.e. bins) and in testing time the hashing function is applied to each patch, which will directly map it to a regressor. Fig. 7 . Average distance of the neighborhoods to their anchor points for increasing neighborhood sizes. (a) Shows the Euclidean distance of neighborhoods created before and after AIT of the features and (b) shows angular distance (i.e. the distance derived from cosine similarity) for the neighborhoods obtained with different metrics: Euclidean distance, AIT Euclidean distance and AVCS. In (a) we show how thanks to our AIT the clusters are tighter in the Euclidean space. In (b) we assess how we improve the invariance to antipodality with respect to Euclidean distance, being very close to the curve obtained with a pure antipodally invariant metric (i.e. AVCS).
Euclidean distance calculation:
and then used in the distance metric δ( p k , y F ) of Equation (13) . Thanks to this we obtain an Antipodally Invariant Spherical Hashing (AISpH) which is optimal for the SR regression problem and can be used for any other problem which shares the same feature characteristics. In Figure 7 we show the advantages of using our proposed AIT. In Figure 7 (a), we confirm that neighborhoods created with AIT features and Euclidean distance metric have lower average distances than without transformation, hence obtaining a better local condition and having a higher number of samples available for a given maximum distance. In Figure 7 (b), we asses the resilience to antipodal variance of AIT: The average angular distances obtained with AIT neighborhoods (Equation 15 ) are approaching those created with a pure antipodally invariant metric (i.e. AVCS). This is further validated by the results shown in Table II , where AIT and AVCS obtain similar PSNR performance.
IV. CONFIGURATION
In this section we assess and prove the optimal performance of the contributions of the paper separately. We use as baseline configuration our proposed algorithm, with 1 hypersphere and AIT, trained with the 91 training images from [8] , using a single scale (about 500k training samples) and a sparse dictionary of 1024 atoms whenever is not specified otherwise. The size of the neighborhoods is set to 3000 samples and we weight the regularization term with λ = 0.12. We select a patch size of 3 × 3 and extract full overlapping patches in the LR reference image (i.e. the number of patches extracted in the upper scales is the same as in the LR reference scale, thus the patch size and overlap ratio are proportionally adapted).
A. Feature Space
We compare the performance of our proposed GIBP features with the features proposed by Zeyde et al. which are based on the gradients of the bicubic interpolation. We compress both features with PCA in order to reduce the dimensionality, so that not only the features are more compact, but specially the regressors. In Table I we show how by using our proposed features we consistently improve in quality (i.e. from 0.06dB to 0.10dB) with respect the previously used features. We also asses that, as expected, the computation time of the whole SR algorithm increases as GIBP requires the computation of more bicubic interpolations (three interpolation against a single one). Nevertheless the increase in running time has low incidence with respect the whole SR pipeline (i.e. about 3% of the total SR time).
B. Search Strategy
In order to confirm the superiority of antipodally invariant metrics, we test Euclidean distance against AVCS and our proposed AIT+Euclidean distance. We only want to evaluate the incidence of the different metrics, excluding from the experimental setup the effect of the approximate search introduced with the AISpH (as this comparison is explicitly shown in the Results section). We perform experiments with the three different metrics used for both training and testing separately. The results clearly show the advantage of using an absolute invariant metric, as using them improves greatly the PSNR (+0.18 dB). We also prove the invariance of our AIT as the quality obtained with it is equivalent to the one of AVCS. We also observe that both training and testing improve the performance separately when handling properly antipodes (which is +0.12dB for the testing, and at least +0.06dB for the training).
C. Dictionary and Spheres Ratio
In our presented algorithm the size of the sparse dictionary is not necessarily associated with the number of hyperspheres used during testing time. Our hashing scheme defines several hash codes or buckets, and the regressors are labeled with them during training time. In the case of having more than one regressor per bucket, a reranking strategy is followed and thus the best-suited regressor is obtained from the bucket's candidates. The ratio between the number of sparse atoms and the number of buckets (2 s where s is the number of hyperspheres) gives an average number of regressors per hash code. In this section we show that our algorithm scales well in terms of quality when increasing the size of the sparse dictionary, and therefore, is worth increasing its size and adapting the number of hyperspheres to obtain the desired quality and speed trade-off. In Figure 9 we show how our algorithm scales better by increasing the dictionary size than A+, which improvement is always smaller and tends to saturate earlier. We obtain maximum quality by setting our dictionary size to 8192 elements and, afterwards, fixing a number of hyperspheres which gives us the desired speed. We aim to obtain the same speed as the original work of [14] where they used 1024 atoms and 6 hyperspheres. We obtain a very similar time figure (while obtaining substantially improved PSNR quality) with 7 spheres and 8192 atoms. Note also that with this particular configuration the difference between exhaustive search and approximate search is almost nonexistent, specially for upscaling factor ×4. We would like to remark that a comparison point to point in Figure 9 assess the speed-up thanks to our parallel implementation, since both algorithms are using exhaustive search and the algorithm complexity is therefore the same. The figure also shows that our methods is consistently obtaining better PSNR values (about 0.2dB higher) for different dictionary sizes, and that even with 1024 we perform better than A+ with 8192 atoms.
V. RESULTS
In this section we show experimental results of our proposed method and we compare its performance in terms of quality and execution time to other state-of-the-art recent methods. All the experiments were run on a Intel Xeon W3690 @ 3.47GHz equipped with 12GB of RAM memory. The methods included in our benchmark are: bicubic as a baseline, the K-SVD method of Zeyde et al. [10] (denoted as sparse), the SR method based on Deep Learning of Dong et al. [21] , both their opening work SRCNN [21] (referred as DL 9-1-5) and their most recent publication [30] (referred as DL 9-5-5) , the ANR method of Timofte et al. [13] and its improved version A+ [23] . The datasets and the whole experimental setup follows the one used in [8] , [9] , [14] , [21] , with the addition of the kodak dataset and the ×2 magnification factor. All the codes were obtained from their respective author's website. In the case of DL, the implementation they provide is slower than the used in their publication, which makes time comparison problematic. However, their reported times for DL 9-5-5 are slower than those of A + in their benchmark [30] . All methods are trained with the training dataset of [9] , which contains image crops with high frequencies with the exception of DL 9-5-5 that uses ImageNet (in the order of hundred of thousand images). For the neighborhood embedding, in both our AIS and A+ we use pyramid of multiple scales to obtain more training samples (12 scales). We upscale images by the magnification factors ×2, ×3 and ×4 with the authors' recommended configurations and measure PSNR, time, Structural Similarity (SSIM) [31] and Information Fidelity Criterion (IFC) [32] , which has the highest correlation with perceptual scores for SR evaluation [33] .
Our proposed AIS has a parallel implementation, and runs in the same CPU platform used for all methods. We use a LR patch size of 3 × 3 with LR full overlapping. We use a K-SVD sparse dictionary of 8192 elements and the chosen neighborhood size of 4250 k-NN, regularized with λ = 0.12. A+ uses a dictionary of 1024 atoms and a neighborhood size of 2048 atoms, as setting it to 4250 degraded their quality results. See Section IV-C for further discussion about the sparse dictionary size and the number of hyperspheres selected both in AIS and how it relates to A+. We present two configurations of our algorithm: 1 hypersphere (i.e. exhaustive search) which sets an upper quality limit and 7 hyperspheres which is our optimal configuration in terms of quality vs speed trade-off. By showing both configurations we evaluate the effect of the approximate search both in quality drop and in time speed-up, showing at the same time the full potential of the antipodal search and GIBP features.
We show objective evaluation of all methods in Table III and  Table V (PSNR), and Table IV (IFC and SSIM) . Additionally, we show an overview of PSNR vs time in Figure 1 . First of all, the PSNR obtained with our AIS is consistently around 0.2dB higher than A+, which is the most related compared method. The speed-up with respect A+ ranges from ×4.6 to 9.3, and it increases for other methods, e.g. DL 9-1-5 and 9-5-5. We are competitive in terms of PSNR when compared with DL 9-5-5, and we are substantially faster. We are consistently the best-performers both in SSIM and IFC for all datasets and magnification factors, confirming the good performance of our method.
Secondly, the algorithmic speed up of our AISpH (i.e. comparison between s = 1 and s = 7) ranges from ×4.8 to 11 depending on the upscaling factors. The drop in quality is very reduced and ranges from 0.01 to 0.07dB. With s = 7 we clearly outperform all the state-of-the-art methods in running time (with the exception of bicubic) while being highly competitive in quality (PSNR, IFC, SSIM). In Figure 8 we show close-ups for visual inspection. This subjective evaluation is in consonance with the objective results, as images present less ringing artifacts and sharper edges. 
VI. CONCLUSIONS
In this paper we extend our previous work on SR based on densely trained regressors and spherical hashing search [14] . In our initial work, we achieve high quality performance and vast speed-ups compared to the original work of [13] and other contemporary methods. In this paper, we further analyze the features used and the metrics involved during the regression process. The contributions of the paper are threefold: (1) We detect and study the importance of antipodal invariance in our search space, proposing the use of the absolute value of the cosine similarity for exhaustive search whenever time is not a constrain (i.e. during training), (2) we propose a novel transform which boosts the antipodal invariance in the Euclidean space, which we embed in the Spherical Hashing algorithm of Heo et al. [24] , thus obtaining an Antipodally Invariant Spherical Hashing, and (3) we present a feature transform that performs better thanks to a better coarse approximation of the upscaled gradients obtained by IBP. The regressors obtained with an antipodally invariant metric show a neat gain in PSNR over those obtained with Euclidean distance and, furthermore, AISH is optimally adapted to the search as the loss in quality compared to an exhaustive search is minimal. Finally, in our experimental results we compare our algorithm with recent state-of-the-art methods, proposing two main configurations of our algorithm which result in (a) exhaustive search or (b) approximate search. Our approximate search configuration widely ranks top in terms of execution time, while showing highly competitive quality results, e.g. improving up to 0.25dB in terms of PSNR when compared to A+ and up to ×9 faster.
