Music emotion is an important component in the field of music information retrieval and computational musicology. This paper proposes an approach for automatic emotion classification, based on rough set (RS) theory. In the proposed approach, four different sets of music features are extracted, representing dynamics, rhythm, spectral, and harmony. From the features, five different statistical parameters are considered as attributes, including up to the 4 th order central moments of each feature, and covariance components of mutual ones. The large number of attributes is controlled by RS-based approach, in which superfluous features are removed, to obtain indispensable ones. In addition, RS-based approach makes it possible to visualize which attributes play a significant role in the generated rules, and also determine the strength of each rule for classification. The experiments have been performed to find out which audio features and which of the different statistical parameters derived from them are important for emotion classification. Also, the resulting indispensable attributes and the usefulness of covariance components have been discussed. The overall classification accuracy with all statistical parameters has recorded comparatively better than currently existing methods on a pair of datasets.
Introduction
The automatic emotion classification of music has gained increasing attention in the field of music information retrieval. The research activities in this field are not only highly diversified, but also constantly growing. The diversity comes from the fact that emotions manifest in humans in a variety of ways. Automatic emotion classification establishes certain relationships between music and its effect in human emotional state like angry, happy, sad, etc. In addition, the growth is inevitable nowadays, to increase the accessibility to music databases. As the amount of music content continues to explode, the searching time is unexpectedly increasing. The solution of widespread music grouped under different emotions could lead to a reduction in the information retrieval time on an online system.
Even though music emotion recognition (MER) research has received increased attention in recent years, it faces many limitations and open problems. In fact, the current accuracy and feature selection of MER system show that there is plenty of room for improvement. For example, in Music Information moments for a music object have been extracted, such as mean, variance, skewness and kurtosis [14, 15] . Because it has recently been reported that the higher order moments, like skewness and kurtosis are useful for the genre/mood classification of music [16, 17] . In addition, covariance components of pairwise features within the same group of features have been included. For feature extraction, the MIR Toolbox [7] has been taken. Also, the rough set toolbox Rose2 has been used for the experiment of rule generation and classification [18] . Our experiment in Section 3 shows that only a limited number of attributes (statistical parameters) from several audio features turn out to be important and indispensable, which are attack slope, attack time, spectral flux, irregularity, spectral roughness, some of the mel-frequency cepstral coefficients (MFCCs), key clarity, harmonic change detection function (HCDF), and so on.
Another experiment shows that a group of harmony features could give the highest classification accuracy (58%) for emotion classification, as compared to others, i.e., spectral (52%), rhythm (46%), and dynamic (28%) ones. Also, the experiment shows that additional covariance components can increase the performance of accuracy.
To evaluate the overall classification accuracy of RS-based approach, two different datasets are used. The first one was obtained from music tracks of the University of Jyvaskyla (Jyu), Finland [19] , and the other from the Centre of Informatics and Systems of the University of Coimbra, Portugal [20] . The former has 50 pieces of music for 4 different classes, and the latter 903 pieces for 5 classes. When including all features and statistical parameters with covariance components, the proposed approach provides comparatively better performance than the others [13, 21] . An overall accuracy of around 72% has been achieved for a small formal dataset. With additional covariance components, the accuracy has been increased by 4.5, which indicates that the additional covariance components are helpful.
The rest of this paper is organized as follows. Section 2 describes the proposed RS-based approach, including the audio features that are used. Section 3 describes the experimental results, with discussion. Finally, Section 4 describes the conclusion of the proposed method, and suggests future work for the emotion classification of music.
Rough Set Approach Extraction

Overview of Proposed Approach
One of the important components of emotion classification is the emotion model. In the previous section, there are two emotion models, the categorical and the dimensional. The RS-based approach cannot be a dimensional model, but is a categorical model, because of the inherent nature of the RS approach. Basically, the decision rules from a rough set approach provide a class label so that it cannot be used for a regression problem.
In the dimensional model, Russell's two-dimensional emotion space [22] has been widely used, in which each axis corresponds to valence and arousal, respectively, as shown in Fig. 1 . One can roughly partition such continuous space into several categories for classifying music. For example the dataset obtained from Jyu has four classes of emotion including "happy", "angry/fear", "sad", and "tender", which occupy each quadrant from one to four respectively, as shown in Fig. 1 . Therefore, the distinction between the two models seems to be caused by the granularity of classes in a continuous space. In addition, it is noted that any finite number of emotion classes can be allowed, in the RS-based scheme. For example, the dataset in the experiment has 5 classes, which may be allocated in Russel's emotion space.
Fig. 1. Emotion space and selected categories.
An overall block diagram of the RS-based scheme is shown in Fig. 2 . Feature extraction, normalization and discretization process are shared with both training and classification processes. The goal of training is rule generation with minimal attributes. The generated rules are used to classify the emotion of a music object. After feature extraction from audio data, a set of statistical parameters up to the 4 th order central moments for each frame-based feature is extracted, and a covariance value of pair-wise features. The parameters and covariance values are treated as condition attributes in the rough set approach. Because the ranges of attribute value are diverse, they require compulsory normalization. Thereafter, discretization [23] of the decision table is required, to obtain a decision table, because the rough set approach is based on discrete attribute values. Without a discretized table, there is little chance that a new music object is recognized by a rule directly generated from the normalized table. Therefore, a discretization table is essential, for obtaining high quality classification rules. The next important step is to remove all the dispensable attributes, keeping only the indispensable ones, in order to obtain simplified classification rules in a suboptimal way. In this process, one can choose strong rules, for further simplification of decision rules. The final stage is to classify the music emotion, based on the obtained rules, for unlabeled music objects. In the research rough set toolbox, Rose2 has been used for training and classification.
Audio Features
Feature extraction encompasses the analysis and extraction of meaningful information from audio data, in order to obtain a compact and concise description. The features in MIR Toolbox [7] have been chosen in our research, which are divided into four groups, of dynamics, rhythmic, spectral, and harmony, as shown in Table 1 .
Frequently, the frame-based features are categorized with respect to the frame length; the feature extracted with shorter (longer) frame is called low (high)-level. In the research, the frame length for the low-level and high-level features were 46 ms and 2 s, respectively, with both having 50% overlap. Dynamics and spectral, and rhythm and harmony features correspond to low and high-level, respectively, as denoted in the first column of Table 1 in parenthesis. Because each frame-based feature provides a sequence of frame-wise values for an audio data, that helps to find out a set of a small number of meaningful scalar values. Usually, for the representative scalar attributes, the sample mean and standard deviation over all frames are taken.The mean (μ) and standard deviation (σ) for a N-frame sequence Xn are calculated by Eqs. (1) and (2), respectively.
In addition, the high-order central moments such as skewness and kurtosis over all frames have been taken. Recently, it has been reported that the higher order statistical parameters including skewness and kurtosis are helpful in classifying the genre of music. That is why a feature represented by a random variable may not be Gaussian distributed [24] . The skewness is a measure of asymmetry of a feature sequence, which can be calculated by
In addition, the inclusion of covariance components of pair-wise features has been proposed in the same group. It is noted that the features in the same group in Table 1 have the same number of frames for an audio data, because they are calculated using the frame length and overlap. Covariance is useful to grasp the polarity, and the degree of relationship between two features. The covariance of two feature sequences Xn and Yn of an audio data is calculated by
where X  and Y  are the means of Xn and Yn, respectively.
Therefore, 4n attributes of central moments, and n(n-1)/2 attributes of covariance components for n features have been considered in a group. The number of features in each group is represented in the second column of Table 1 , with the corresponding number of statistical parameters in parenthesis that are used for condition attributes. Note that for covariance computation MFCC components are separated from other spectral features.
RS-Based Decision Rule with Minimal Attributes
The selection of suitable attributes is an important problem. A RS-based scheme can significantly reduce the attributes while keeping meaningful information intact [25, 26] without using prior knowledge. During the rule generation process in rough set theory, the dispensable attributes are removed so that the final decision table can contain only minimal or indispensable attributes in a suboptimal way.
For the sake of simplicity, in this section the attributes of only two statistical parameters (mean and standard deviation) has been considered, from the features in Table 1 .
In rough set theory, a decision table is represented by ( , , , ) 
where q V is the domain of the attribute q, and f denotes the total decision function as :
The normalized decision table after feature extraction is shown in Table 2 . For the normalization, we simply take the maximum of the absolute value of each attribute to divide the attribute values, so that the range is confined in [-1, 1] . Each row of the table represents a music object, and each column represents an attribute. Therefore, there are 66 condition attributes (A1-A66) derived from audio features in Table 1 , and four different emotion classes for a decision attribute.
If the table has a large number of attribute values, i.e., card(Vq) is very large for some q Q  , then there is little chance of classifying a new music object by the rules generated from the table. Here, card() means the number of elements in a set. Therefore, discretization of the data table is essential, by proper partitioning of the attribute values. There are two methods of discretization: local and global. The local method is characterized by the operation being focused on only one attribute at a time, similar to a decision tree. But the global method is characterized by considering all attributes, to determine interval break points. Because the global method provides more efficient partitions than the local, based on that the global method is preferred, even though it takes a larger computation time. Several efficient discretization algorithms that use maximal discernible (MD) heuristics are discussed in detail in [25] . binary discretization has been used for each attribute, because it not only takes a smaller amount of time, but it also makes the structure of final rules and attributes more apparent, for easy interpretation. The part of the decision table discretized into binary values is shown in Table 3 . In RS theory, the reduct and core of attributes are used for reduction of the decision table. A reduct is defined as a minimal set of attributes that can classify the domain of objects as unambiguously as the original set of attributes. A set of attributes occurring in every reduct is called a core. The decision rules can be made based on the attribute in a reduct. 
which indicates the set of objects that can be correctly classified into D-elementary set generated by ID, using the knowledge expressed by IR.
If the set of attributes
To explain the above definitions in detail, let us consider a part of Table 3 , as shown in By taking the reduct Table 4 can be reduced to Table 5 , where '-' symbol indicates the dispensable attribute by taking a reduct. The attribute values (A25=1 Λ A48=1), (A48=1), and (A25=0) indicate the characteristics of decision class 1, 2, and 3, respectively. Note that A25 and A48 are meaningless to identify class 2 and class 3, respectively, in this specific example. Symbols 'Λ' and 'V' represent conjunction and disjunction operators, respectively. These attribute values are called reduct values. Intersections of the reduct values for each of the decision class yield the core values for the class. In this example, the decision classes 1, 2, and 3 have the same core values as their reduct values, respectively. This reduced Table 5 can be implemented to generate the decision rules in "IF-THEN" format. Table  6 shows an example of the decision rules obtained from a part of the whole decision table.
The rule generation from real data is not such a simple task as in the above example, because there can be insignificant rules from noisy data. Therefore, after removing dispensable attributes only significant rules can be chosen for further simplification. Usually the rule section process is based on the evaluation of goodness for each derived rule, after removing the dispensable attributes. The strength and coverage can be used as the measure of goodness for selecting a decision rule. These are defined as follows.
The rule generation from real data is not such a simple task as in the above example, because there can be insignificant rules from noisy data. Therefore, after removing dispensable attributes only significant rules can be chosen for further simplification. Usually the rule section process is based on the evaluation of goodness for each derived rule, after removing the dispensable attributes.
The strength and coverage can be used as the measure of goodness for selecting a decision rule. These are defined as follows.
In the equations A(S) and f(S) denote the number of cases (objects) that can be captured by a rule S in all decision classes, and that in the corresponding decision class, respectively. From Table 2, Table 7 has been obtained, after removing the dispensable attributes. The last column of the table represents the number of captured cases (objects), with corresponding strength/coverage values in parenthesis. As mentioned before, one can consider only the strong decision rules with higher strength or coverage in each class, for further simplification of the rules. For example, suppose a rule that has been the strongest coverage value selected in each class in Table 7 . Then there are four decision rules. Table 8 shows the corresponding reduct values for the selected four strongest rules from Table 7 . The final decision rules can be generated using the reduct values in the "IF-THEN" format, as shown in Table 9 .
Here, it has to note that there can be the case (object) that does not satisfy any of the "IF" conditions of simplified rules. Therefore, an additional "ELSE" condition is included. The input object that meets this "ELSE" condition can be treated as an "unknown" class. Table 9 . Decision rules obtained from reduced values in Table 8 Decision rule no.
Statement of the rule
IF THEN 1 (A25=1 Ʌ A55=0 Ʌ A63=0) 1 2 (A5=1 Ʌ A25=1 Ʌ A55=1 Ʌ A61=1 Ʌ A63=1) 2 3 (A5=0 Ʌ A61=0 Ʌ A63=1) 3 4 (A5=0 Ʌ A48=1 Ʌ A55=0 Ʌ A61=1) 4 5 ELSE Unknown
Experimental Results and Discussion
In order to validate the proposed rough set approach, there are several experimental results included in this section. In all the experiments, 5-fold cross-validation has been used to evaluate the performance of the classification accuracy. Also, the strong rules have been selected, for further simplification of the decision rules. The rules are removed in a class if they have less than 1/10 of the strongest rule, with respect to coverage value. For classification of music, a pair of datasets has been used. One was obtained from the music tracks of Jyu, Finland [19] , and the other from the University of Coimbra, Portugal [20] .
The Jyu dataset are divided into four different classes, for 50 music data. Each class has a different number of musical items: anger/fear (20) , sad (10), happy (10) , and tender (10) , where the value in each parenthesis represents the number of musical items. There are four distinct groups of features in Table  1 . In order to find out the degree of influence of each group, the Jyu dataset with each separate group of features have been tried to classify emotion. In this experiment all the statistical parameters as condition attributes have used including mean, standard deviation, skewness, kurtosis and covariance components. Among them, harmony features provided the highest classification accuracy (58%). The spectral category has a larger number of features, but it gave a classification accuracy lower than that of the harmony category. The rhythmic feature, which has the least number of features among the four groups, showed good classification accuracy (46%). The result is summarized in Fig. 3 .
In the second experiment tried to find out which pair or set of statistical parameters gives the better accuracy. For the experiment all four groups of features have been used in the Jyu dataset. The results of the experiment are shown in Table 10 . The overall classification accuracy of the two statistical parameters of mean and standard deviation were 61.5%. Adding high order moments like skewness and kurtosis, to the mean and standard deviation increased the classification accuracy up to 4.5% and 4.0% respectively. When the four statistical parameters of mean, standard deviation, skewness, and kurtosis were combined together, the classification accuracy reached 67.5%. The overall classification rate, after adding the covariance components with four statistical parameters, was increased by 4.5%. Thus it found that the covariance components also contributed to improving the performance of music emotion classification. Table 10 .
Another notable thing is that the effective attributes in the final classification rules in the 3 rd column of Table 10 , when increasing the statistical parameters. The effective attributes in the final rules with additional statistical parameters include all the attributes in the previous trial, without the additional parameters. For example, when all 5 statistical parameters were considered, the effective attributes in the final rules included all the attributes obtained from the trial with 4 statistical parameters. This fact can be verified, by comparing every entry of the third column in Table 10 . This means that the attributes taken to be indispensable in a trial with a smaller number of condition attributes are always selected to be indispensable, even though the number of condition attributes is increased. In this opinion, this might happen due to the orthogonal nature of tessellation in global discretization. The result of the rough set approach can show the strength of the classification rule, as well as the indispensable attributes. Table 11 shows the final 13 rules with coverage, only considered the statistical parameters, including the mean and standard deviation. Because the table is intended to just show the resulted rules with coverage, all music objects in the Jyu dataset were used for rule generation, without held-out data.
In this experiment the common attributes has retained, even though the final decision rules and their strengths change for every round of cross validation. This is due to the fact that 80% of the data for training is enough to capture the overall behavior of the dataset, for preserving the attributes and rules.
In general, the comparison of emotion classification is quite difficult, because the features and methods are diverging. This approach has tried to compare with others for the Jyu dataset that have been recently published. As shown in Table 12 , our approach provided higher classification accuracy than the others. The reason for the higher accuracy is partially due to the various features and additional statistical parameters, such as covariance components that have not been used before. The corresponding confusion matrix is given in Table 13 .
Again, the same experiment has been performed with the attributes that have been found to be indispensable in the last row of Table 10 . Even though a slightly different accuracy has been obtained for each class, the overall accuracy has not changed, as shown in Table 14 . This means the rules consisting of selected indispensable attributes are close to the optimal solution so that there is little room to change the classification performance.
Because all rules did not choose after removing insignificant attributes, the "ELSE" condition is necessary to take care of uncovered objects, as mentioned in Table 4 . Note that there was no such music object in Tables 13 and 14 that can be treated as "unknown". This means that the final "IF-THEN" rules from the rough set approach were so general, that they could classify all the unseen music objects in the dataset. Because the Jyu dataset has only 50 music objects, a similar experiment has been conducted with the Coimbra dataset, which consists of five different classes, for 903 music objects. In the dataset, each class contains a set of adjectives. The class, its corresponding adjectives, and the number of musical items are summarized in Table 15 .
For the classification example, we obtained 53.82% of overall accuracy, which is better than the 46.3% in the research results that Panda et al. [13] obtained for the same dataset. Here, all 5 statistical parameters as attributes have been used for all 4 categories of features. The confusion matrix is shown in Table 16 . In the table, one can see that there is no music object that is not captured by the final "IF-THEN" rules, as shown in the last column. Therefore, we can conclude that the common attributes in a pair of results from both datasets are generally influential, in classifying music emotion in the RS-based approach. 
Conclusions
The automatic emotion classification of music has gained increasing attention in the field of music information retrieval. In this paper, a RS-based approach for the classification of music emotion has been proposed, which can be characterized as a categorical approach to emotion recognition.
Different from the conventional machine learning algorithm, the RS-based approach represents the classification rules with "IF-THEN" rules. In addition, the RS-based approach makes it easy to visualize which attributes are important, after removing dispensable ones in the rule generation process. Furthermore, a set of logical decision rules has been obtained, with their strength, for classification of a certain class.
In the paper, four different groups of audio features have been implemented: dynamics, rhythm, spectral, and harmony. From each of the four frame-based features, four statistical parameters for condition attributes have been extracted, of mean, variance, skewness and kurtosis. In addition, in the paper, the inclusion of covariance components of pairwise features has been proposed within the same group of features.
Our experiment has shown that only a limited number of attributes from several audio features turned out to be indispensable, which are the attack slope, attack time, spectral flux, irregularity, spectral roughness, some of the MFCCs, key clarity, HCDF, and so on.
Another experiment has shown that a group of harmony features could give the highest classification accuracy among the four groups of features. In addition the experiment has shown that additional covariance components can increase the performance of classification accuracy. When this approach includes all features and statistical parameters with covariance components, the proposed approach has provided comparatively better accuracy than others on a pair of datasets.
