Abstract: Anti-islanding detection methods have been part of a secure operation for distributed energy resource inverters, avoiding the creation of non-intentional energization when the mains are lost. These detection mechanisms were conceived historically for current-controlled inverters. New control possibilities have broken ground, and current-or voltage-controlled inverters are a reality; however, special attention must be paid to detection strategies when applied to the latter ones. This paper addresses two topics: it exposes the lack of effectiveness of those detection algorithms based on the voltage/frequency displacement concept under voltage-controlled inverters and evaluates the applicability limits of the others based on the impedance measurement (IM). The IM is presented as a valid mechanism to achieve the islanding detection, but the exploration of its limits drives the concept of detection frequency bandwidth (DFBW), introduced in this paper. The DFBW is suggested as a practical approach to select the proper injection frequency to measure. Therefore, an improved strategy based on the IM and DFBW is proposed to allow achieving the detection towards (non-)resonant loads considering low computational burden. The results were experimentally validated in a 90-kVA four-wire voltage-controlled inverter, offering detection times of less than 100 ms in any case.
Introduction
Utility deregulation has sped up the possibilities for distributed energy resources (DER). The high penetration level of DERs is not only a well-consolidated reality today, but is also experiencing a steady rise thanks to a global environmental awareness of clean energies. A clear picture of this fact is their percentage share of the energy mix [1] . Although most DER inverters were conceived of in the past to behave as CC-VSI (current-controlled voltage source inverters), this situation is evolving. New control techniques, the use of information technologies, and the progress of power electronics have boosted alternative options for either grid-connected or grid-disconnected operation. Other behaviors like voltage-controlled (VC)-VSI inverters enhance grid flexibility services such as power sharing or non-zero voltage crossing between operation modes [2] [3] [4] . Currently, it is possible to distinguish between three main types of grid integration inverters [5] : -Grid supply inverters (GSI) are unidirectional CC-VSI when grid-connected, and their aim is to deliver the maximum power to the mains by means of maximum power point tracking (MPPT) algorithms [6] . They are the most common inverters installed in grid-connected systems, but always require a voltage master source for the energy exchange. As the situation of always delivering its maximum power is excessively rigid, some regulations like VDE 4105 [7] (Verband der Elektrotechnik, Elektronik und Informationstechnik) permit the grid-operator to manage the exchanged power by modifying the present AC system frequency. -Grid constitution inverters (GCI) are ideal VC-VSIs and act as the voltage reference source for GSIs in grid-disconnected operation. In grid-connected operation, it can be used as a passive back-up system, with no exchange of power, prepared to act in case of a black-out. In other words, during grid-connected operation, it acts as a mirror of the mains. However, this means that most of the time, a GCI is just wasting its internal losses. -Grid support and constitution inverters (GSCI) [8] [9] [10] are non-ideal VC-VSIs based on the AC droop control. They can respond in both operation modes (grid-connected and grid-disconnected) as voltage source, minimizing the impact on the transference in between modes. A GSCI manages the exchange power by establishing a delta of the amplitude and phase with respect to the mains in grid-connected mode. In grid-disconnected mode, they continue operating as VC-VSI, self-generating the amplitude and phase with the so-called secondary control.
Any of the previously listed inverter types (GSI, GCI, or GSCI) can still be operating in grid-connected mode when an unintentional grid disconnection occurs, a situation called islanding in the literature. Islanding situations put the involved installation (inverter included) in a vulnerable position in terms of safety because of the possibility of the inverter holding the energization of a grid section, so much so that anti-islanding (AI) regulations can be found such as VDE 4105, IEEE 1547, or IEC 61727 [7, 11, 12] , facing how to respond to this situation. These regulations define the threshold times to detect the islanding occurrence in order to stop feeding the fault and the times for considering a stable recovery of the mains to proceed with a following reconnection. The corresponding detection times are summarized in Table 1 . Putting AI detection methods (AIDM) into historical context, they appeared when the renewable integration did not consider islanded mode feeding options. Therefore, it is no wonder that AI standards were targeted for CC-VSIs, being the control type most widely used in the case of conventional photovoltaic farms or wind farms. However, new grid integration roles have emerged, demanding more VC-VSIs. In the next few years, electrical distribution grids are expected to be smarter due to the current changing energy scenario. New concepts related to efficiency, reliability, robustness, management, and business are finding their way, such as microgrids [13, 14] , smart-grids [15] , energy hubs [16] , power routers [17] , or virtual power plants [18] . In the mentioned new framework, GSIs will start to coexist in the grid with other devices such as GCIs and GSCIs. Hence, VC-VSIs will be required, and their implications for AI detection need to be analyzed and incorporated.
The present paper aims to face the challenge of using AIDM with VC-VSI, mainly focusing on GSCI, because of their future expected participation in DER integration. To the best knowledge of the authors, this has resulted in it being difficult to find works dealing with the interactions between AIDM and VC-VSIs. In fact, recent literature shows the same trend as in the past [19] [20] [21] [22] [23] [24] . These authors devoted efforts to enhance previously-existing AIDM, analyzing the effect under different grid faults or considering the criticality of the loads, but regularly assuming the inverter as a CC-VSI. The only exceptions found are not always focused on power electronics. Some authors as in [25, 26] mentioned AIDM for diesel generators, but this AIDM is based on remote strategies, in which the AI detector is not part of the generator itself. The present authors have published some preliminary papers in line with the challenge of AIDM for VC-VSI in [27, 28] . This paper addresses two main contributions. Firstly, we explore the lack of effectiveness of islanding detection methods based on voltage and frequency displacements applied to VC-VSI, paying special attention to GSCI. In this sense, the conventional definition of resonant load present in the literature should be reconsidered. In this work, it is redefined from a zero power flow point of view, extending its applicability to any kind of inverter (whether it be VC or CC).
Secondly, and according to the first part of the paper, IM strategies are chosen to overcome island detection in any inverter type, but their limitations are analyzed. One of the main contributions of the present article resides in the use of a new concept called DFBW (detection frequency bandwidth), which facilitates judging the performance of islanding detection depending on the local load type and the strength of the mains. For this purpose, an AIDM for VC-VSI based on the IM variation concept is applied. This method considers selecting appropriately a perturbation frequency according to the DFBW. The used AI method is based on [29] , but it has been modified to lessen the computational burden, being another of the key contributions. The final AI method proposed is validated in an experimental setup considering a three-phase four-wire 90-kVA GSCI, obtaining detection times of 100 ms in compliance with VDE 4105, IEEE 1547, or IEC 61727 [7, 11, 12] .
Thus, the paper is structured as follows. Section 2 introduces both VC-VSI and CC-VSI and extends the concept of (non-)resonant load to (non)zero power flow for generalization. Then, Section 3 summarizes the main AIDMs present in the literature. In Section 4, the main AIDM limitations when applied to VC-VSI are explored. This leads to Section 5, in which the proposed solution based on IM is presented. This proposal is evaluated experimentally in Section 6. Finally, Section 7 points out the derived conclusions.
Control Fundamentals
Firstly, before presenting the interactions between AI mechanisms and VSIs, it is significant to address its possible voltage and current source behaviors, referred to as VC-VSI and CC-VSI, respectively. The strict concept of resonant load detailed in the AI regulations is extended to (non)zero power flow ((N)ZPF) for generalization.
Control Type for VSI
A VC-VSI requires, at least, disposing of an LC-type (inductive-capacitive) filter at its output; see Figure 1a . The AC capacitor voltage, U C , is managed by a voltage control loop. Its control action regulates the reference of the inner current loop, I * L 1 , ensuring the converter current during operation. Usually, a second inductance is also considered, L 2 , which represents the aggregation of the leakage inductance of a transformer and the line impedance between the capacitor and the point of common coupling (PCC). This impedance makes possible a third master control loop corresponding to the AC droop control in GSCI. This allows handling the power exchange with the mains. Its control action determines the amplitude and phase for the voltage reference U * C . Accordingly, the aim of using an AC droop control strategy is to allow the operation of several VC-VSI in parallel, mainly without the use of communications [8] [9] [10] . AC droop control is usually considered as a non-ideal voltage source because its apparent power regulation is achieved by managing the difference of the frequency and voltage amplitude between U C and U PCC .
On the other hand, a CC-VSI only strictly requires an inductive output filter. Apparent power can also be controlled, but it is directly regulated according to a translation from the apparent power reference to amplitude and phase in terms of current, as shown in Figure 1b . The active or reactive power amount can be simply translated to current by the ratio of the reference over the instant voltage or the instantaneous voltage lagging a grid quarter period, respectively. Figure 1 shows an inverter connected to the grid with the resonant load type proposed in the mentioned AI standards [7, 11, 12] . They suggest that the concept of resonant load take place when the local consumption is nearly equal to the active power given by the inverter in terms of current, considering no reactive power, but with a resonance between the reactive components equal to the frequency of the grid. On the one hand, the active part is modeled by a lumped resistance. On the other hand, an inductance is parallelized with a capacitance to achieve the resonance frequency.
Zero Power Flow Concept
It should be highlighted that when the load is under resonance, there is no reactive consumption. Note that the resonance concept is linked to a voltage driven from the current delivered by the inverter. This conventional resonant concept is limited and less significant for VC-VSI where the voltage at the PCC is explicitly controlled by the inverter. In other words, this is due to the voltage and frequency being maintained by the control law of the inverter. Thus, when using VC-VSIs, the voltage loop stunts the mains loss detection. Note that these situations are possible even though the PCC power flow is nonzero. When the mains are lost, the voltage of the PCC, U PCC , is not released and becomes conditioned by the inverter. When the grid is off, the grid inertia is free, and U PCC becomes indirectly controlled by the inverter. As can be seen in Figure 1a , the AC capacitor voltage U C and the U PCC voltage are connected only through the output coupling impedance constituted by the inductance L 2 and its equivalent series resistance R 2 , which are usually small in value.
According to the exposed arguments, it is appropriate to reconsider the resonant load concept. The resonant load purpose is to be the worst scenario for the AI methods based on voltage and frequency displacements (AI-PM (Passive Methods)and AI-PF (Positive Feedback)), refer to Section 3 for better understanding. Thus, the worst scenario occurs assuming the power flow through the PCC (active and passive) to be about zero [28, 30] . Accordingly, the conception of zero (ZPF) or non-zero power flow (NZPF) exposed points out the resonant condition.
Main Anti-Islanding Detection Methods
Anti-islanding detection methods (AIDM) have been evolving during the last few decades. A summary picture of the main AIDM can be seen in Figure 2 , in which two categories can be defined: local or remote, according to if the AIDM is or is not part of the inverter itself. Then, three sub-categories can be considered; passive methods (PM), active methods (AM), and methods based on communications (C). The first adopted solution, called passive methods (PM), is based on the observation of the point of common coupling (PCC) (refer to Figure 1 ) to detect the loss of mains by means of monitoring the voltage or the frequency variations [31] [32] [33] . Passive detection methods (PM) operate by monitoring the voltage amplitude and the frequency of the PCC defining a non-detection zone (NDZ). The NDZ is essentially a window defined by the voltage amplitude and frequency thresholds where the inverter is not able to detect any island event. When the mains are off, due to any external occurrence (intentional or non-intentional), the voltage or the frequency could be pushed enough to exceed NDZ limits, as is described in Figure 3 . However, if a local load, usually called resonant load, is consuming all the power (active and reactive) that the inverter is delivering when the utility goes off, neither the voltage nor the frequency will change significantly. This fact hinders the island detection. Thus, active methods (AM) appeared to overcome this challenge. Their aim is to observe, as well as to provoke a perturbation, boosting the variation of some electric variable, consequently enhancing that observation. According to their operating principle, they can be classified into three main groups: -Positive feedback (PF): These are active methods injecting some perturbation in order to generate a voltage or frequency drift to make evident the islanding transition. Several examples can be found in the literature: active frequency drift (AFD) [31, 32] , slip mode frequency shift (SMS) [31] [32] [33] [34] , Sandia voltage shift (SVS), and Sandia frequency shift (SFS) [31, 32, 35] . -Impedance measurement (IM): An impedance measurement mechanism detects the utility disconnection thanks to the impedance change of the PCC. Some authors started using external switching impedances devices [36, 37] , but the increase of the computational capabilities of the inverters microcontrollers makes them able to inject harmonics under different approaches: simple harmonic injection [31, 38] , double harmonic injection [31, 38] , and also using inter-harmonics [39] [40] [41] . Finally, as indirect harmonic injection, PLL (phase locked loop) can also be found [29, 31] , as well as system identification-based methods [42] . -Based on communications [25, 26] : Some signal generator based on different carrying means aims to provide the state signals of the mains. Some examples of such possibilities are radio, power line carrier communication, power signals, or wireless alternatives. They usually need a remotely located transmitter and receiver, and this responds to why it is considered a remote AIDM. However, it is possible to find some examples based on a power device itself under a local conceptualization [25] .
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Limitations of AIDMs When Applied with the Presence of GSCI
This section aims to expose the limited capacities or constraints from those AI-PM and AI-AM locally embedded in a GSCI. AI-C are out of the scope of the present paper because they usually imply remote requirements. Thus, this section leads to answering why the AI-IM method results in a proper solution and contributes to analyzing the useful frequencies to apply to it. For this purpose, the frequency detection bandwidth (DFBW) will be introduced and evaluated according to the impedance PCC transfer function.
Passive Method Type
A droop control strategy is usually used in inverters (GSCI case) due to its ease of parallelization [4, 5, 9, 10] . The droop control manages the active and reactive power, modifying the module and phase of the AC capacitor voltage U C [9, 10] with respect to the PCC voltage U PCC . Nevertheless, for its proper operation, the droop control is based on grid-connected operation and needs the grid to hold the voltage of the PCC (module and phase). Due to this, the droop control requires great effort to change the injected power, active or reactive, under the absence of the mains. In other words, when the voltage loop's control action attempts to correct U C , so that it varies the power flow exchange with U PCC , the U PCC follows U C , which results in displacement. This phenomenon is qualitatively represented in Figure 4 by a mechanical analogy. In grid-connected mode, the grid is the point of support, i.e., acts as a wall/ground surface. Thus, the phase and amplitude between U C and U PCC are the "forces" connected to the point of support by rotational and linear springs, respectively. These springs are related to the impedance between U C and U PCC . The more "elongation" there is or the more "angle rotated" it is, the more the "force" results (active or reactive power managed by means of droop phase or amplitude action). In the case of grid absence, the point of support is lost, and any effort in gaining elongation or angle by U C will consequently drag U PCC . Grid-connected Grid-disconnected Although droop's control actions are affected by the sudden power flow interruption of grid-connected to grid-disconnected transitions, the effects result in being excessively smooth. This is due to the implicit slow dynamic behavior when emulating synchronous generator inertias [5] . Thus, due to a reduced time response, as well as limited droop control action's swing (in terms of voltage amplitude and phase), PM are not adequate because several standards require a detection in less than 160 ms, as will be detailed in Section 4.2.4. Thus, AI-PM shows an implicit lack of effectiveness in the conventional concept of resonant load and NZPF and ZPF.
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Active Method-Positive Feedback Type
In order to boost the potential of island detection, AI-AM are widely used in contrast to AI-PM. In the following lines, why AM-PF characterized by voltage and frequency shifts are not adequate when ZPF is assumed in VC-VSI is detailed. Thus, the following lines put the focus on the lack of effectiveness of the main AM-PF options; slip mode shift (SMS), active frequency drift (AFD), and Sandia voltage or Sandia frequency shift (SVS or SFS).
Operating Principle
Any AI-AM establishes different mechanisms to perturb, at least, one of the controlled arguments of an electric magnitude. The direct consequence is an intrinsic distortion of the waveform quality. Considering that the inner controlled magnitude is the inverter's output current, I L1 (see Figure 1) , it can be time-varying, described as:
Thus, according to the perturbation strategy, it is possible to change the peak amplitude of the controlled current I, the frequency ω, or the phase φ. Some AM-AI methods are called PF methods because their objective is try to make unstable, by some means, the controlled magnitude. The use of the current is the option addressed more often in the literature for AM-PF [31] [32] [33] [34] [35] .
When the inverter goes from grid-connected to grid-disconnected, the behavior of the voltage and frequency at the PCC is directly related to the impedance and the resonant load power consumption. In terms of the quality factor, q, and the resonant angular frequency, ω r , obtained as:
the resonant load impedance and its phase can be expressed by:
where R RL , L RL , and C RL are the resistance, the inductance, and the capacitor that characterize the classical definition of a resonant load, respectively. Otherwise, the active, P RL , and reactive, Q RL , power consumption of this kind of resonant load can be expressed as:
which can be represented in terms of q and ω r , by: Figure 5a shows the active power versus voltage and will be used as the basis plot for Figure 5b -d in which the quality factor q is considered. It can be seen in Figure 5b -d, deduced from Equations (3) and (6) , that the impedance (module and phase) and the reactive power slopes close to the resonant frequency are highly sensible with the quality factor q. Thus, it is a significant effect that the quality factor q affects AI strategies based on voltage and frequency displacements. The higher the quality factor q, the bigger will be the reactive power mismatch needed to move the frequency.
Notice that when grid-disconnected, AM-PF are acting on the local load characteristics to push the PCC voltage or frequency from the NDZ. 
Slip Mode Frequency Shift
SMS is an AM-PF that tries to destabilize the inverter by changing the frequency of the delivered current [31] [32] [33] [34] . It is based on the phase characteristic of the conventional resonant load concept. Thus,
where θ RL is the present phase in grid-disconnected mode absorbed by the resonant load, f is the frequency at the PCC, and f r and q are the resonant frequency and quality factor of the local resonant load, respectively. In order to make the frequency unstable, a perturbation is added on the current injected phase,
where θ SMS is strictly the phase of the set-point current and θ m and f m are the SMS parameters.
From Equations (7) and (8), it can be deduced that when grid-connected, the utility holds the frequency about its fundamental value [31] . Even so, when grid-disconnected, this is an unstable equilibrium point, and the frequency is forced to move out from the NDZ. However, SMS has to be injected by means of current directly to the resonant load, taking into account that the outermost controlled variable is U C . This AM results in being meaningless for GSCI.
Active Frequency Drift
AFD is a PF method that shares the same aim as SMS [31, 32] . The inverter current is distorted with a small zero current segment. Then, the current trends to change the frequency held by the grid. However when grid-disconnected, the frequency is drifted away from the NDZ. Once again, as like SMS, AFD has to be injected by means of current directly to the resonant load, and it is useless for VC-VSI.
Sandia Voltage Shift and Sandia Frequency Shift
SVS and SFS are two important AM based on PF strategies [31, 32, 35] . As a difference from SMS and AFD, the used perturbations in these cases are not directly based on current. Derived from Equations (4) and (5), these methods aim to destabilize the voltage or the frequency by modifying the active or reactive power loops. For the following explanation, consider Figure 1a .
In the SVS case, the variation between the PCC voltage, U PCC , and the rated voltage, U N , is accumulated to the active power reference amplified by a gain factor, k U , as is shown in Figure 6a . G PU (s) represents the transfer function, including the inverter, between the active power error and U PCC amplitude. If the grid is connected, the voltage variation is limited and small, offering a null average value (∆P * 0). Then, it affects only slightly the power reference, P * . If the grid is disconnected, any minor voltage discrepancy boosts (in positive or negative direction) the active power reference, which in the next algorithm iteration, will speed up U PCC even more.
The same idea of SVS can be exported to SFS in terms of frequency considering the negative slope of the relation between the reactive power and the frequency (refer to Figure 5b ), as can be seen in Figure 6b . In this case, the amplifier factor is k ω , and G Qω (s) represents the transfer function, including the inverter, between the reactive power error and ω PCC . If the SFS option is simulated under a GSI or a GSCI context, it can be seen how this fact is translated to extremely high positive feedback amplifier gains. The inverter and control parameters used to evaluate this discrepancy are summarized in Table 2 . In order to simulate CC-VSI, the voltage loop and the droop control have been removed. Figure 7a (CC-VSI) and Figure 7b (VC-VSI) represent the detection time when the inverter delivers 30 kW. The grid to which it is connected is 230 V and 50 Hz. The resonant load is 30 kW and the quality factor q = 2 is assumed (R RL = 1.76 Ω; L RL = 2.8 mH; C RL = 3.6 mF). As previously mentioned, high amplifier gains produce non-convenient disturbances. Figure 7a ,b shows the islanding detection times versus the mains' frequency at different k ω factors. Figure 7a shows slow detection times as closest to the rated frequency (50 Hz in the example), which is the frequency at the PCC. This is due to the small initial error of the positive feedback loop. Even considering this behavior, the detection times results in being fast enough to achieve the proposed time in the standard. In contrast, in Figure 7b , it can be noted that the response for a VC-VSI implies higher amplifying gains to achieve acceptable detection times without guaranteeing the aforementioned threshold times. Analogous results can be obtained using SVS instead of SFS. 
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. SFS detection times applied to CC-VSI and VC-VSI. (a) Operating with a grid supply inverter (GSI) (CC-VSI). (b) Operating with a grid support and constitution inverter (GSCI) (VC-VSI).
It can be concluded that the SVS and SFS methods reduce the NDZ, generating considerable variations in the voltage or the frequency to increase islanding detection capabilities. Nevertheless, it is essential to remark that the k ω and k U factors gains are significantly higher when applied to VC-VSIs instead of CC-VSIs. The higher the k ω and k U gain factors are, the higher the perturbation under grid-connected operation is required. This fact affects the quality indices of the electric magnitudes. Thus, conflicts with grid regulations can appear, meaning that maybe it is not a valid method for certified installations.
Active Method-Impedance Measurement Type
The aim of any IM active method is to determine the impedance measurement at the PCC. In order to achieve this objective, Ohm's law can be applied, then the voltage and current values of the PCC are needed. However, the proportionality between voltage and current is only maintained if there are not any active sources participating. In this sense, to decouple the impedance value from any voltage source in the system, the voltage and current information should be obtained at a different frequency from the grid-rated one. Thus, a little disturbance is added to produce a non-characteristic harmonic current in the grid. The same harmonic voltage value is obtained from the PCC. The key challenge is to select a suitable frequency that makes the detection feasible without exceeding the maximum total harmonic distortion level.
Analyzing the transfer function of the PCC impedance, the asymptotic magnitude Bode diagram for the grid-connected and grid-disconnected operation modes has been parametrized. Figure 8 represents the transfer function where the open loop block is the resonant load impedance and the feedback block is the grid equivalent series RL (resistive-inductive) model admittance, both represented also in Figure 1 .
The following section introduces the detection frequency bandwidth (DFBW) as a valid mechanism to explore the mentioned desired suitable frequency making IM valid and optimal. On the one hand, for the grid-connected case, the impedance Bode diagram has three characteristic angular frequencies:
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On the other hand, for the grid-disconnected case, the Bode diagram presents a resonance between the resonant load inductance and capacitance at ω 3 = 1/ √ L RL · C RL . If the different asymptotes of the transfer function depicted in Figure 8 are drawn, considering ω 1 -ω 4 , the area between the grid and the local load impedance Bode diagram allows defining a DFBW, as shown in Figure 9 . This is a bandwidth that goes from the resonance between the grid resistance and the local load inductance ω 1 to the resonance between the grid inductance and the local load capacitance ω 4 , and it can be expressed as:
where R G and L G are the resistance and the inductance of the grid. Nevertheless, harmonic injection is usually used in an IM. Hence, the useful bandwidth loses the sub-harmonics area and starts on the local load resonance, which matches with the fundamental grid frequency ω 3 . Then, it is possible to redefine a new DFBW as: The asymptotes shown in Figure 9 are directly related to the weakness of the grid and to the quality factor q of the resonant load. Figures 10 and 11 illustrate this behavior. In order to facilitate the analysis of how the asymptotes are shifted, a resonant load set at R RL = 1.76 Ω, C RL = 1.8 mF, and L RL = 5.6 mH will be considered, i.e., a 30-kW/phase resonant load. For the strong grid case, it is assumed L G = 30 mH and R G = 5 mΩ, while for the weak grid case, L G = 300 mH and R G = 50 mΩ are taken into account. Figure 10a shows the Bode diagrams of Figure 8 for both connected and disconnected scenarios assuming the mentioned 30-kW/phase resonant load, the strong grid case, and a quality factor q set to one (the value suggested in [7, 11, 12] ). It can be observed that the most sensitive change is near ω 3 (314.16 rad/s for the applied case). This responds to the assumed fundamental grid frequency in the paper. Around the utility angular frequency, it is expected that the grid-disconnected impedance will be higher than the grid-connected one in terms of gain. For higher frequencies, the detection could be unattainable. This is demonstrated in Figure 10b ,c, where it can be seen how the PCC impedance does not change at 350 Hz (≈2200 rad/s). This example allows deducing that the optimal multiple of the rated frequency for detection is 100 Hz (628.32 rad/s). In addition, it should be noted that the DFBW not only evolves with the weakness or strength of the mains, but also with q. As can be observed in Figure 11a , the DFBW is reduced for weak grids. This is due to the vertical displacement (upwards) of the grid resistance asymptote and the horizontal displacement (towards the left) of the grid inductance asymptote. Besides, considering Figure 11b , it can seen that the higher the resonant load quality factor, the narrower the DFBW. This is because of displacement towards the right of the load inductance asymptote and towards the left shift of the load capacitor asymptote. 
Partial Conclusions
As a conclusion of this section, Table 3 summarizes per each previously-explored algorithm if it is valid as AIDM for GSCI and details the possible interactions with this inverter type. Note that even in the case of using an AM-IM as AIDM, it is not always valid and is highly dependent on the type of grid, the resonant load quality factor, and mainly, on the frequency used for the detection. 
Improved Performance of Harmonic Injection by the Phase Perturbation Method
The AI method suggested in this paper is based on a combination of some existing solutions [29, 38, 39] , which have been selected and adapted to fit in an experimental platform with low availability of computational time. These high computational requirements are typical in the case of GSCI due to the extra control needs (more control loops) and extra secondary/tertiary loops to enhance droop control [4, 5, 9, 10] . This situation makes it especially important not to overload the inverter source code with excessive computational burden to add an AIDM. The method, presented in Figure 12 , is based on different steps classified into sections for better understanding.
It should be remarked that the main idea of the proposal is to detect a change in terms of impedance, and not to be accurate in the exact value of the PCC impedance. Thus, the improvement is aligned with reducing computation burden and sharing calculations at different rates. 
The Perturbation Injection (Section A)
As has been demonstrated in Section 4.3, the proper frequency for a 50-Hz rated grid is close to 100 Hz. Based on the method explained in [29] , the phase reference of the voltage on the AC capacitor U C * to inject a 100-Hz disturbance can be described by:
where k is an amplifying gain of the disturbance and θ * is the phase of the referenced voltage given by the droop control. In [29] , it is demonstrated that the consequence of adding this perturbation corresponds to a second harmonic injection, but without changing the zero crossing position and keeping the maximum and minimum values as the original sinusoidal waveform, as has been magnified in Figure 13 . It should be highlighted that this perturbation method requires a sum, a product, and a cosine. However, the cosine argument is directly θ * and avoids the inner product (2·π·ω r ), where ω r is the rated angular frequency of the grid. 
Impedance Calculation (Section B)
In [29] , the island detection method is based on variations of the quadrature synchronous reference voltage considering a symmetrical and balanced system. The methodology presented in this paper is able to detect the island in a generic unbalanced system, as in [38, 39] , where the detection is based on impedance measurement.
In the case of a four-wire microgrid inverter intended to operate with different power references per phase, an individual voltage measurement of each phase is needed, i.e., three degrees of freedom are being considered. Consequently, the voltage and current 100-Hz amplitude per phase must be obtained. As shown in Figure 14 , the discrete Fourier transform (DTF) is used. In this case, a DFT is a mathematics calculation that requires high computational burden. However, this is implicit in any IM-based AIDM. As AIDM, the IM does not require being accurate in value, but it should be precise in value change. Thus, it is proposed in Section 5.5 to calculate the DFT at a lower frequency than that used for control purposes. 
Trip Generation (Section C)
Sections A and B are intended to obtain an impedance value at PCC. The accurate value of the impedance itself is not the aim of the strategy. For this reason, the present section looks for creating a trigger signal indicating that a change in the impedance has occurred. To do this, a δ pulse will be created. This δ pulse contains the information of a grid-connected to grid-disconnected transition. The δ signal generation is obtained according to [29] . As a difference with respect to [29] , instead of using a delay and average calculations, the δ pulse detection is replaced by filters; see Figure 15a . In this sense, it is possible to decrease the memory and the required computational time. Figure 15b shows how the trip generation works. The first order low-pass filter, the faster one (about ms), intends to prevent erroneous island detections. Taking into account the time needed for the DFT, it should be set with a rising time close to the utility voltage period. Then, the second order filter, the slower one (about s), is designed to take off with a lower slope compared with the first order filter. In this sense, the δ pulse signal shows a fast rising behavior when a grid impedance change occurs and is slowly reduced to zero with a dynamics dominated by the second order filter response. Note that the δ has dynamic times in the order of the fast filter (ms). 
Islanding Decision (Section D)
According to all previous sections of the algorithm (A-C), at this point, it is possible to assume that the impedance at the PCC has suffered a change. However, the last step of the algorithm is presented in Figure 16 to provide a more stable decision to the islanding episode. Thus, a potential true/false grid failure flag is generated. This final step takes the δ value from the output of Section C and contrasts it with a δ lim . The δ lim is tuned considering the perturbation frequency and the expected DFBW. When δ exceeds δ lim , a counter allows shifting in time the decision to ensure a real detection.
Using an IM anti-islanding strategy, different from a PF one, the detection time is not directly proportional to the injected perturbation. The bigger the perturbation is, the more reliable the impedance measurement becomes, not the faster. In fact, the detection time is only fixed by the gap needed for the DFT calculation and the arranged delay by the decision. 
Calculation Rates Proposal
According to all previous subsections, it is proposed to apply the algorithm presented in Figure 12 , but sharing the calculations at two frequency rates: one at high frequency concerning inner control loop implications and one at low frequency for the detection heavy cost functions such as the DFT, as described in Figure 17 . 
Experimental Results
This section presents the setup used for the validation of the improved IM developed in Section 5. It also evaluates the proposal in terms of cost under the setup used and the feasibility in time for the detection.
Setup
The AI algorithm has been implemented on the 90-kVA VC-VSI inverter based on three Semikron IGD-2-424 power stacks, as shown in Figure 18 . The converter was a three-phase four-wire inverter, whose inner control loops (current and voltage) were based on adaptive proportional resonant controllers (PR) [30] . Each active phase was controlled independently by managing the active and reactive power set-points through an AC droop control strategy, as depicted in Figure 1a . The controller parameters and the values of the considered LCL output filter are summarized in Table 2 (same values used for simulations in Section 4.2.4).
The resonant load considered was 13.8 kW (three-phase) assuming a quality factor q of 0.5 (R RL = 11.5 Ω; L RL = 73 mH; C RL = 138 µF). In Figure 19 , the experimental resonant load used is shown. As can be observed, the required physical component to achieve q at 0.5 are really bulky, requiring uncommon values of inductances, resulting in it being even more difficult to achieve q values of one or two, as requested in [7, 11, 12] .
The detection algorithm was implemented in a TMS320F2809 DSP from Texas Instruments. The perturbation was adjusted injecting a 3.53-A rms second harmonic component, which corresponds to 2.5% current harmonic distortion in grid-connected mode (when off grid, the voltage harmonic distortion was less than 2%). The islanding decision was designed to identify steps of more than 0.4 Ω holding during at least 50 ms. 
Results
Computational Cost
As described in Section 5.5, the calculations required to apply the proposed IM as an AIDM were split at two frequency rates. The high frequency calculations were executed every 8 kHz (125 µs) and the low frequency ones at 1 kHz (1 ms). In Figure 20 , the different times required to compute each section can be seen.
The total time for the high frequency calculations represented less than 4% of the available 125 µs, and for the low frequency case, less than 0.5% of the available 1 ms. 
Detection Validation
This section evaluates the detection time in the experimental setup dividing the analysis of the ZPF and NZPF scenarios.
Detection under Zero Power Flow
The algorithm response under ZPF conditions, where all the local loads are consuming all the generated power, can be seen in Figure 21a ,b. Figure 21a refers to a detection considering that the inverter is delivering null power and there are no local loads. The detection time was achieved in 80 ms. Figure 21b presents another ZPF scenario. In this case, the inverter is delivering 4.6 kW per phase, but all this power is used to feed a local load connected at the PCC. The detection time was achieved in about 80 ms, as well. 
Detection under Non-Zero Power Flow
In the case of considering VC-VSI, both ZPF or NZPF conditions can make the island detection difficult. As has been mentioned before, this is due to the VC-VSI being the device that maintains the voltage at the PCC and not the resonant load (as is the case when CC-VSI are considered). Figure 22a -d shows the validity of the suggested AIDM also under NZPF scenarios. Figure 22a ,b illustrates the detection trigger when the inverter was delivering less power than the resonant local load required. The detection times obtained were 77 and 70 ms, respectively. Finally, Figure 22c ,d shows the detection trigger when the inverter exceeded the power required to feed the local load. In these last scenarios, the detections were achieved in 64 ms and 81 ms, respectively.
Note that even considering NZPF cases, the voltage magnitudes at the PCC (voltage and frequency) were practically unaltered. This is the key point of the need not to consider AIDM based on voltage or frequency displacements. 
Conclusions
This paper presents the difference of operation applied to the anti-islanding detection methods (AIDM) when an inverter is assumed as a voltage-controlled source (VC-VSI) or current-controlled source (CC-VSI). The existence of these two types of inverters limits the conventional resonant load concept required for island detection. Thus, the concept of zero and non-zero power flow (ZPF/NZPF) was introduced to extend the worst case for island detection for either CC-VSI or VC-VSI.
The paper also clearly exposed the problem of several (passive methods, four active methods based on positive feedback strategies and impedance measurement) AIDMs operating towards VC-VSIs, especially focused on GSCIs (inverters under AC droop control strategies widely used to parallelize several units). Moreover, the effects of using AIDM methods based on voltage and frequency displacement, passive and active (positive feedback), for which the detection is not feasible, have been presented. The analysis was extended to impedance measurement (IM) AIDM, and its limitations have been detailed. This applicability limitations' analysis was conducted to present the detection frequency bandwidth (DFBW) as a new tool that allows determining which external conditions are compatible with the detection feasibility; in other words, which kind of loads and grids (weak/strong) will be in the detection framework. In this sense, the optimal frequency to determine the impedance can be calculated.
The use of an AIDM (IM or other) in VC-VSI inverters requires a certain computational burden that usually is limited for such inverters. Thus, an improved IM method was proposed as a hybrid option based on existing methods, but focusing on the detection change and not on the impedance value accuracy. Thus, the proposed IM AIDM was split into high and low computation requirements, allowing it to be more time efficient.
The proposed IM AIDM anti-islanding method has been designed, simulated, and tested in a 90-kVA four-wire three-phase inverter. The selection of the optimal frequency to be injected for the detection method has been selected using the proposed DFBW concept. All the conducted tests have concluded that the detection strategy can be implemented with low computational costs; less than 4% for the high frequency calculations and less than 0.5% for the low frequency ones. Furthermore, the IM AIDM applied is able to generate an island detection flag below 100 ms. The detection time obtained with this method is below the minimum detection time fixed by standards of 160 ms. It is important to remark that for an IM, the consideration of a resonant load under zero power flow conditions at the PCC does not add time to the detection. Thus, for the present IM proposal, the strictest time requirements have been obtained over ZPF or NZPF situations, and CC-VSI or VC-VSI became valid, general, and efficient AIDM with a reduced computational cost. 
