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Algorithmic randomness and splitting of
supermartingales
Andrej Muchnik∗
Abstract
Randomness in the sense of Martin-Lo¨f can be defined in terms of lower semi-
computable supermartingales. We show that such a supermartingale cannot be
replaced by a pair of supermartingales that bet only on the even bits (the first one)
and on the odd bits (the second one) knowing all preceding bits.
1 Randomness and lower semicomputable super-
martingales
The notion of algorithmic randomness (Martin-Lo¨f randomness) for an infinite sequence of
zeros and ones (with respect to uniform Bernoulli distribution and independent trials) can
be defined using supermartingales. In this context, a supermartingale is a non-negative
real-valued function m on binary strings such that
m(x) >
m(x0) +m(x1)
2
for all strings x. Any supermartingale corresponds to a strategy in the following game.
In the beginning we have some initial capital (m(Λ), where Λ is the empty string). Before
each round, we put part of the money on zero, some other part on one, and throw away the
rest. Then the next random bit of the sequence is generated, the correct stake is doubled
and the incorrect one is lost. In these terms, m(x) is the capital after bit string x appears.
(If the option to throw away a portion of money is not used, then the inequality becomes
an equality, and the function m is a martingale.)
We say that a supermartingale m wins on an infinite sequence ω if the values of m on
the initial segments of ω are unbounded. The set of all sequences where m wins is called
its winning set.
Algorithmic probability theory often uses lower semicomputable supermartingales.
This means that for each x the value m(x) is a limit of a non-decreasing sequence of
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non-negative rational numbers M(x, 0),M(x, 1), . . ., and the mapping (x, n) 7→ M(x, n)
is computable.
The class of all lower semicomputable supermartingales has a maximal element (up
to a constant factor). Its winning set contains winning sets of all lower semicomputable
supermartingales; this set is called the set of nonrandom sequences. The complement of
this set is the set of random sequences.
This definition is equivalent to the standard definition given by Martin-Lo¨f (e. g.,
see [1]); sometimes it is called a criterion of Martin-Lo¨f randomness in terms of super-
martingales.
Some authors consider also a larger class of “computably random” sequences that
one gets if lower semicomputable supermartingales are replaced by computable martin-
gales (for simplicity, one can take rational-valued martingales). There is no maximal
computable martingale, and a sequence is called computably random if any computable
martingale is bounded on its initial segments. However, we keep Martin-Lo¨f definition
as the main one; in the rest of the paper “random” without additional adjectives means
“Martin-Lo¨f random”.
2 Odd/even decomposition of martingales
One can observe that for computable martingales it is sufficient to consider separately
bets on odd steps only and bets on even steps only to get the definition of randomness.
We say that a (super)martingale bets only on even steps (or, in other words, does not bet
on odd steps) if m(x) = m(x0) = m(x1) for all strings x of even length. (For instance, a
martingale is not betting at the third step if after the third coin tossing the capital does
not change, that is, if m(x0) = m(x1) = m(x) for every x of length 2. In terms of the
game this means that one half of the capital is put on zero and one half is put on one,
and in any case the capital remains the same.) Similarly, a (super)martingale bets only
on odd steps if m(x0) = m(x1) = m(x) for every x of odd length.
Now let us give the precise formulation of the observation above: for any computable
martingale t there exist two computable martingales t0 and t1 such that t0 bets only on
even steps and t1 bets only on odd steps, and the following holds: if t wins on some
sequence ω, then either t0 or t1 wins on ω.
This implies that the winning set of t is included in the union of the winning sets of
t0 and t1.
Proof : Adding a constant if necessary, we may assume that t is strictly positive
everywhere. Then we construct two martingales t0 and t1 as follows: on even steps, t0
divides its capital between zero and one in the same proportion as t does, and t1 does not
bet (puts equal stakes on zero and one); on odd steps, t0 and t1 change roles. Then the
gain of t (the current capital divided by the initial capital) equals to the product of the
gains of t0 and t1. Therefore, if both t0 and t1 are bounded on prefixes of some sequence,
so is t.
In other words, defining randomness with respect to computable martingales, we may
restrict ourselves to martingales that bet every other step (on even or odd steps only).
A similar statement is true for the Mises – Church definition of randomness (that uses
selection rules, see [1]): it is enough to split a selection rule into two rules; one selects
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only even terms, the other selects only odd terms.
It turns out, however, that for lower semicomputable supermartingales (and Martin-
Lo¨f random sequences) the analogous statement is wrong, and this is the main result of
the paper.
Theorem. There exists a Martin-Lo¨f non-random sequence ω such that no super-
martingale betting every other step (on even steps or on odd steps) wins on ω.
This result will be proved in the next sections. Now let us point out its relations to
the van Lambalgen theorem on randomness of pairs.
Any bit sequence α can be splitted into two subsequences of even and odd terms α0
and α1. It is easy to see that for a (Martin-Lo¨f) random sequence α, both sequences α0
and α1 are random. However, the converse statement is not true (trivial counterexample:
even if α0 = α1 is random, the sequence with doubled bits is not).
A well-known theorem of M. van Lambalgen [2] gives a necessary and sufficient condi-
tion for the randomness of α: it is random if and only if α0 is random with the α1-oracle
and α1 is random with the α0-oracle. (Informally, this means that even the player that
can see any elements of α1 before betting on α0 and vice versa cannot win on any of these
two sequences.) It would be natural to conjecture that there is no need to “look ahead”
(choosing the stakes on the (2n−1)th step, one does not need to use the bits at positions
2n, 2n+ 2, 2n+ 4, etc.). Surprisingly, this conjecture is wrong, as the theorem shows.
This can be considered as a paradox: imagine two referrees who toss a coin during
some tournament alternatively (for even and odd days respectively); we would expect
that if each of them does her job well (her subsequence is “on-line random” in the con-
text of the entire sequence, see [3]), then the entire sequence is random. The example
constructed in this paper show that this is not the case if we define randomness in terms
of supermartingales: it may happen the the entire sequence is flaw but the flaw cannot
be attributed to one of the referees.
3 Construction of a game
We present the proof using a certain infinite game of two players called Mathematician
(M) and Adversary (A).
Adversary constructs (enumerates from below) two supermartingales t0 and t1 (that
make bets on even and odd steps, respectively). Mathematician constructs a super-
martingale t. At each move, the players provide some approximations from below for
their supermartingales; these approximations have only finitely many non-zero values and
are itself supermartingales (betting on admissible steps only, for A’s supermartingales).
The sequence of approximating supermartingales is non-decreasing (the players cannot
decrease the values already announced). Thus the moves of the players are constructive
objects (can be encoded by binary strings, etc.). The players move in turn and can see
moves of each other (so we have a perfect information game). Additionally, the values
of all the supermartingales on the empty string are required to be 1 (this normalization
prevents infinite limit value on any string).
The game is an infinite sequence of moves of the players; it determines three limit
supermartingales. M wins if there exists a sequence ω such that M’s supermartingale t
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wins on ω (is unbounded on the prefixes of ω) and both A’s supermartingales t0 and t1
do not win (are bounded on the prefixes of ω).
Main Lemma. M has a computable winning strategy in the game.
It is easy to see that this lemma implies the theorem. Actually, the standard argument
(see [1]) shows that there are two maximal (up to a constant factor) lower semicomputable
supermartingales t0 and t1 of the type considered (making bets every other step). Let us
run M’s winning strategy against the enumeration of these two supermartingales by A.
(Note that in this case A does not use the information about M’s moves.)
Since the strategies of both players are computable, the limit supermartingale t is
lower semicomputable. Since M’s strategy wins, there is a sequence ω such that t wins
on ω but both t0, t1 (and therefore any other lower semicomputable supermartingale of
the type considered) do not win on ω. The theorem follows.
It remains to prove the Lemma. In the next sections, we redefine this game as a
game on an infinite binary tree and define versions of this game on a finite tree. Then we
explain how to combine winning strategies for the games on finite trees into one winning
strategy for the game on the infinite tree. Finally, we describe a winning strategy on a
finite tree.
4 Games on finite and infinite trees
It is convenient to consider an infinite binary tree that is a “field” of the game described.
The nodes of the tree are binary strings (x0 and x1 are children of x). The players
increase the current values (approximations from below) of their supermartingales (one
value per node for each supermartingale). “After the game ends” (the quotes are used
since the game is infinite), a referee comes and looks for an infinite tree branch with the
properties described in the winning conditions above.
Let us define an auxiliary game on a finite binary tree of a certain height h. As before,
the players make their moves and increase the current values of their supermartingales
(t for M and t0, t1 for A). The supermartingales t0 and t1 satisfy the same restrictions as
before: t0 bets on even steps, t1 bets on odd steps. The values of all three supermartingales
in the root (on the empty word) are equal to one all the time. In the other tree nodes, the
supermartingales are equal to zero in the beginning and then the players increase them
step by step.
The game on a finite tree is still infinite. “At the end” of this infinite game, we
consider the limit values of the supermartingales at the leaves of the tree to determine
the winner. The winning condition will be quite technical, but the idea is as follows: M
wins if there exists a leaf where M’s supermartingale t is substantially greater than 1,
while on the entire path to this leaf both A’s supermartingales t0 and t1 do not exceed 1
significantly (actually, this is a “finite version” of the winning condition on the infinite
tree).
Let us assume for a while (later we will need to consider a more complicated game)
that M has a winning strategy for the following version of the game: M can guarantee
that in one of the leaves t is greater than 2 while t0 and t1 do not exceed 1 on the path
to this leaf.
Then this winning strategy for M can be used as a building block for M’s strategy on
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the infinite tree. Indeed, we can start the second game on another finite tree whose root
is the winning leaf in the first tree, but with twice more money. (This means that the
actual M’s moves on the subtree of the infinite tree are twice bigger that M’s moves in
the second finite game. In other words, we apply the winning strategy for the finite tree
doubling all values of t.) In the limit, this second game gives a leaf (of the second finite
tree) where M’s supermartingale t exceeds 4 = 22 and A’s supermartingales t0, t1 still do
not exceed 1 (on the whole path from the root of the infinite tree). One more copy of
the game is then started from this leaf (with factor 4), it gives 8 = 23 in some leaf etc.
In the limit (where infinitely many finite games are combined), we get an infinite branch
where t goes to infinity while t0 and t1 are bounded.
This description is oversimpified and ignores some important points. First of all, we
should keep in mind that the game on the finite tree is infinite, and thus M must start
the next round (on the second finite tree grown from the leaf of the first one) when the
first game is still in progress (and therefore, the leaf chosen may be discredited later when
values of t0 and t1 increase).
From the formulation of the winning condition on the finite tree, we see that the
condition (for a certain leaf) can be fulfilled at some moment (t is large whereas t0, t1
are small yet), and then be violated (when A increases t0 or t1). Note that after that
the winning condition cannot be fulfilled again, hence a leaf cannot become a winning
candidate for the second time.
Starting a new subtree from the current winning candidate (and discarding this sub-
tree when and if this leaf is discredited), we get a picture like Figure 1. The grey triangles
Figure 1: Active and discontinued games on finite trees
represent subtrees where the game was started and then cancelled (the candidate in their
root was discredited); the white triangles represent active (currently) games. The dots
represent current winning candidates. (We may allow several winning candidates in the
same tree and start new subtree for all of them; however, in the picture above this is not
shown. In fact, we postpone new games and add the next tree of the same level only
when the previous one has been discarded.)
Note also that in reality M should play against A on the infinite tree (and not against
many adversaries on finite trees). However, the moves of A on the infinite tree can be
easily translated into moves of the adversaries in the active games on finite trees.
By the definition of the winning strategy on the finite tree, M’s supermatingale t
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doubles at each “level” compared to its value at the previous “level”; on the other hand,
A’s supermartingales t0, t1 do not exceed 1 along the entire path through the winning
leaves.
Let us see what happens with this picture in the limit. At the first level the winning
candidate may change only finitely many times. Hence, at some moment some candidate
will be “final” and will never be discredited. The game in the subtree starting from this
candidate will never be discarded and a winning leaf should appear there (and stabilize
after finitely many changes), and so on. In the limit, we get an infinite branch where M’s
supermartingale t is unbounded while both A’s supermartingales t0, t1 are bounded.
5 Game on a finite tree
Informal discussion
We begin with some informal discussion, which may help to understand the idea behind
the winning strategy for a finite tree game. However, the reader can safely proceed to
the formal statement and proof (that uses a slightly different and more simple, but less
intuitive, argument) if this informal introduction seems unclear.
Let us make several trivial observations. M wants to make the supermartingale t
greater than 1 in some leaf. But this means that t must remain less than 1 in some
other leaves (since the average, the root value, is 1). So what M really needs to do is to
find leaves that are not “promising” and not to waste t on them, saving the money for
the other leaves. In particular, M can skip the leaves that have already been discredited
(t0 or t1 exceeds 1 on the path to these leaves). If we put some C > 1 in all the
leaves except for some “discredited” one, then we are done: there exists some path on
which both A’s supermartingales are bounded by 1 (indeed, at each vertex one of the
supermartnigales does not play and the other loses in some direction) and this path ends
in a non-discredited leaf where we have put C. (To keep the average in the root not
exceeding 1, we let C = N/(N − 1) where N is the number of leaves.)
So, let us try to construct a strategy for M assuming additionally that A avoids dis-
crediting leaves “in advance”. M starts by placing some C > 1 in the leftmost leaf x.
Then A must discredit x by making one of t0, t1 greater than 1 in x or on the path to x.
Note that if t0 or t1 is greater than 1 below x then some other leaves become discred-
ited at the same time, and this should not happen according to our assumption. So A
has to increase one of its supermartingales in x itself. Moreover, A has to increase the
supermartingale that bets in x’s parent u (say, t0): the increase of the other supermartin-
gale will mean its increase in u and therefore also on the way to x’s brother y, so some
leaf would become discredited before M spent money on it (and this should not happen
according to our assumption).
At the second move, M places C in y. Now A cannot increase t0 on the way to y,
because then two more leaves (x’s cousins z and p) would be discredited prematurely.
Indeed, if t0 exceeds 1 on the way to y, then (due to averaging in u; note that t0 exceeds
1 in x) it exceeds 1 in u and also in its father v, since t0 does not play in v, which makes
other two grandsons of v (z and p in the picture) discredited. Therefore, at some point
t1 exceeds 1 in y (or on the way to y) and therefore in u (or on the way to u).
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Figure 2: The start of the game. The left column indicates which of the supermartingales
plays at a given level.
Then we place C in the third (from left to right) leaf z and wait until A makes one of
the supermartingales t0 and t1 greater than 1 in z or on the way to z. It could be only t0
for the same reasons as above (otherwise z’s brother p would be discredited). Next step
is to place C in p and wait until one of t0 and t1 exceeds 1 in p or on the way to p. This
could happen with t0 only: indeed, if t1 exceeds 1 on the way to p, then t1 exceeds 1 in
both u and q (p’s father) and therefore in v (averaging) and w (v’s father where t1 does
not play), which discredits four next leaves.
Continuing this process, we see that A is always forced to follow a certain pattern, if A
wants to avoid spreading down the values of t0 and t1 and hence discrediting some leaves
too early. To understand this pattern, we can imagine that each leaf contains a Boolean
variable: its value (0 or 1) says which of t0 and t1 exceeds 1 in this leaf. Note that the
values of these variables spread down by simple AND-OR rules: if the supermartingale
bets in the node and exceeds 1 in both children of this node, it should exceed 1 in the
node itself; the same is true if the supermartingale does not bet in this node and exceeds 1
in at least one of its children.
So the process resembles the evaluating of an AND-OR-tree whose leaves carry
Boolean values and AND/OR-layers alternate. “Early discrediting” corresponds to the
so called shortcut evaluation: unused variables correspond to the prematurely discredited
nodes. It is easy to see that if A assigns values to the leaves of an AND/OR-tree (say,
from left to right) and wants to avoid shortcut evaluation, there is only one way of doing
so (except for the last variable). The same is true in the game: if A wants at any rate to
avoid the cases where some leaves are discredited before M puts some value there, and
M goes from left to right, A has essentially no choice (except for the last moment).
The idea of the actual strategy of M is to use either the advantage that M can gain
when A deviates from the pattern (and discredits some leaf prematurely) or to use the
advantage that M can gain when A follows the pattern for the first 1/4 of all leaves. For
the first case, when M does not need to place anything in some prematurely discredited
leaf M can safely place C = N/(N − 1) in all the other leaves (where N is the number
of leaves). Note that it is much less than 2 that we planned initially but still enough for
our purposes as we see later. For the second case, let us consider the Boolean values in
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the leaves that prevent shortcuts, i.e., the sequence 0100010101000100...1 Every second
place is occupied by a zero, that is, at every second leaf, t0 is greater than 1. Hence,
two levels below, t0 is greater than 1/2 in all the nodes. And it is easy to see that the
sequence of labels is the same there: at every second node, t0 is greater than 1 again.
Therefore, four levels below the leaves, t0 is greater than 3/4 in all the nodes, and so on.
The same works for t1, if we go through the “odd” levels (one, three, five,... levels below
the leaves). Thus M can take any node, a sufficiently large subtree above it, and provide
that, say, t1 is close to 1 (though, may be, less than 1) in this node. Let the node be the
leftmost grandchild of the root (where t1 bets, but does not bet in the children of the
root). Then t1 is close to 1 in the left child of the root. Therefore it cannot exceed 1
significantly in the right child of the root, while t0 does not exceed 1 there (since t0 does
not bet in the root). Now M concentrates on the right half of the subtree and can put,
e.g., 4/3 in all its leaves (recall that 1/4 of all leaves remain free and the other 1/4 carries
only C). But A’s supermartingales do not exceed 1 significantly in the right child of the
root and therefore the same is true for some path in the right half of the tree.
In both cases, M has achieved something, but these achievements differ. To reflect
this, we have to change the definition of the finite game allowing two winning conditions
for A. Let us now proceed with the details. (The motivation as explained above is not
explicitly used in the sequel.)
Game on the finite tree: precise formulation
As we have explained, we do not achieve the earlier announced goal (M’s supermartingale
exceeds 2 in some leaf whereas A’s supermartingales do not exceed 1 on the path to it).
Let us explain what we can really achieve and how to use this for the winning strategy
in the infinite game.
Admissible increase of the supermartingales
We are not able to guarantee that (for the game on the finite tree) there exists a leaf
where t increases while both t0, t1 still do not exceed 1. Instead, we have to allow some
small increase for t0 and t1, limited by factor (1 + δ). These coefficients are multiplied
along the tree chain, but we manage to have decreasing values of δ along the chain so the
product is bounded by some constant.
On the other hand, we cannot guarantee also that t is multiplied at least by 2; only
some smaller factor (depending on δ, as we will see) can be achieved. We have to ensure
here that the product of these factors diverges to infinity.
More formally, for every finite subtree, a special version of lemma is used with appro-
priate factors (guaranteed increase for t and allowed increase for t0 and t1). The products
of the corresponding factors for preceding subtrees (along the path from the root) are
used as scaling factors for the current subtree. Note that scaling factors for M and A are
different and are multiplied separately. The winning condition for the preceding games
guarantees that the actual moves of A (divided by A’s scaling factor) do not violate
the rules of the game on the finite tree, and the moves of M in the game on the finite
1For more information about this sequence see http://www.research.att.com/ njas/sequences/A035263
and http://www.research.att.com/ njas/sequences/A096268.
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tree (multiplied by M’s scaling factor) do not violate the supermartingale property for
the composite tree. (If the winning condition is violated, the corresponding subtree is
discarded and M does not change t inside it anymore.)
Trees of variable height
The correction factors (possible increase of supermartingales in the game on finite tree)
depend on the height of the finite tree the game is played on. These heights we may
choose at our discretion, and we do this in such a way that the product of A’s coefficients
converges while the corresponding product of M’s coefficients diverges.
Two winning cases
Unfortunately, even this scheme (two increase factors depending on the tree height) is
not final. In the actual game on the finite tree, M wins in any of the two cases:
(1) either A’s supermartingales t0, t1 do not increase at all on the path from the root
to some leaf, whereas M’s supermartingale t in this leaf increases (even a small increase
in enough);
(2) or A’s supermartingales t0, t1 increase, but this increase is small while M’s super-
martingale t increases substantially.
More formally, for a tree of height h there are two pairs of real numbers,
(M1(h), m1(h)) and (M2(h), m2(h)). A leaf is called winning (at some step of the game)
if the leaf has the label i = 1 or the label i = 2 (attached by M as explained below) and
t is greater than Mi(h) in the leaf whereas t0, t1 are not greater than mi(h) on the path
to the leaf (here we speak about the current values of the supermartingales).
These pairs are: (
1 +
1
2h − 1
, 1
)
,
(
3
2
, 1 +
1
2⌊(h−1)/2⌋
)
.
(The exact values are not so important, we need only the properties mentioned above
in (1) and (2); in fact, we use only odd values of h.)
As mentioned above, we have one additional requirement: M must indicate the type
of the winning leaf. Namely, M can attach labels i = 1 or i = 2 to leaves; once attached,
the label cannot be removed; a leaf cannot carry both labels. Note that if the conditions
for supermartingales are fulfilled, but the leaf has no label or “wrong” label, this leaf is
not a winning leaf. (We need this to choose correctly the height of the next tree.)
At last, we are ready for an exact statement:
Main Lemma on games on finite trees. For this game on a tree of any odd height
h > 3, M has a winning strategy; this strategy guarantees that at least one winning leaf
appears and remains winning forever.
We prove the lemma in the next section. Now let us show how the lemma is used to
construct a winning strategy on the infinite tree.
M starts to play on a tree of a certain height, say h = 3. When a winning leaf appears,
M adds a new tree on top of this leaf (having it as a root). This new tree has the same
height h if i = 1, and it has a larger height h + 2 if i = 2. When this second-level
tree gets a winning leaf, M adds a new tree according to the same rule, and so on. For
technical convenience, we will assume that there is only one winning leaf at any moment
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postponing the others candidated until the current one is rejected. When a leaf is rejected
we discard everything that grows from this leaf.
(Note that Figure refsupermart1 above does not show this adequately: as we go up,
the heights of the trees grow; note also that the heights of trees of the same level may be
different.)
Let us consider the infinite branch (it is unique under our assumption) obtained in
the limit and the labels that appear along this branch. If there is only a finite number
of labels i = 2 along it, then the heights of the trees along the branch are the same
from some point, thus A’s supermartingales t0, t1 do not increase after this point and
M’s supermartingale t increases every time by a small, but constant factor, hence t is
unbounded.
Now consider the case of infinite number of i = 2 labels. For the trees where the
winning leaf has the label i = 2, A’s supermartingales t0, t1 increase at most by the
factor
1 + 1/(2⌊(h−1)/2⌋)
for odd h, and each h occurs only once. For the other trees, t0, t1 do not increase, thus
they are bounded. On the other hand, each of the infinitely many leaves with i = 2
provides that M’s supermartingale t increases by a factor of 3/2, and for the other trees,
t does not decrease (even increases a bit), hence t is not bounded. Therefore, in both
cases, we get an infinite branch where A’s supermatingales are bounded, whereas M’s
supermartingale is not.
Winning strategy
Let us describe M’s winning strategy on a tree of some odd height h. Before the game
starts, M selects some path from the root to one of the leaves, for example, the path that
always goes left. Denote the nodes on this path A0, A1, A2, . . ., and denote their brothers
by B1, B2, . . . (A0 denotes the root).
At the first move, M lets the value of supermartingale t to be c = 2h/(2h−1) in all the
leaves above B3, B5, . . . (Fig. 3) and labels all these leafs with i = 1. Other leaves keep
zero values. The values in the other (non-leaf) nodes are set so that t is a supermartingale,
i.e. as the average over the leaves that are their descendants. (Recall that initially the
value of t is zero everywhere except the root, where the value is 1 all the time.)
As a result of this move, several winning leaves appear. To avoid defeat, A has (at
some point) to increase A’s supermartingales: for each winning leaf, t0 or t1 must be made
greater than 1 somewhere on the path to this leaf. Consider two variants: this happens
either on the path to one of B3, B5, . . . or inside the subtrees rooted at B3, B5, . . .
First case: One of A’s supermartingales becomes greater than 1 in some Ai (note
that if a node is on the path to Bj then this node is Ai for some i).
M’s move: Set supermartingale t to be equal to c in all leaves except the leaf on
the selected path (the leftmost leaf Ah in our case), and label all these leaves with i = 1.
Below, t is adjusted by averaging (thus getting exactly 1 in the root).
Why this helps: Both A’s supermartingales are not greater than 1 in the root.
There exists a path where they both do not increase (let us construct this path from the
root: the supermartingale that does not bet in the node does not change, and we choose
the direction where the betting one does not increase). Hence, there is a leaf such that
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Figure 3: The first move of M
on the path to it both t0, t1 are not greater than 1. This cannot be M’s selected path
(the leftmost one in our case), since it goes through all Ai, including the “bad” one. But
in all other leaves, M’s supermartingale t is equal to c, thus one of them is winning.
Second case: In all the subtrees above B3, B5, . . ., A has increased t0 or t1. Therefore,
in all the nodes B3, B5, . . ., either t0 or t1 is greater than 1 (otherwise one can find a path
from Bj to a leaf where both t0, t1 are not greater than one, i. e. a winning leaf).
Actually, we may assume here that the supermartingale that is greater than 1 in Bj
does not bet in Bj and bets in the previous node Aj−1: the other possibility is covered by
the first case, since the supermartingale that does not bet in Aj−1 would have the same
value (greater than 1) in Aj−1 as in Bj . Hence, one supermartingale is greater than 1
in all B3, B5, . . .. To be definite, we say that it is the “odd” supermartingale t1 (this
is literally true for first, third, and all the games on finite trees with the odd numbers,
where t1 bets in the roots; for the games with even numbers, t0 and t1 switch their roles).
Lower bound. We can obtain lower bounds for the values of t1 in all Ai, going down
along M’s selected path. The supermartingale t1 does not bet in half of the nodes (and
keeps its value) while in the other half the lower bound is averaged with a value greater
than 1. Thus we get a bound as in Fig. 4 (the figure is for the tree of height 7). Since
the supermartingale t1 is not greater than 1 in the root and bets there, we get an upper
bound for its value in B1: 9/8 for the case in the figure and 1 + 1/2
(h−1)/2 in general.
M’s second move: In all the leaves above B1, the value of t is set to 3/2, and the
leaves are labeled with i = 2. Below, t is adjusted by averaging (it is easy to check that
the value in the root does not exceed 1: in the second quarter of the leaves, t is zero, and
in the first quarter, t is slightly greater than 1 in some leaves only).
Why this helps: In B1, both A’s supermartingales are not greater than 1+1/2
(h−1)/2
(we have shown this for t1; since t0 does not bet in the root, it does not exceed 1 also
in B1), and this holds along some path to a leaf above B1. But M’s supermartingale t
is 3/2 there.
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]
c c c 3/2
Figure 4: Lower bounds for t1 along the M’s selected path, and his second move
The construction of the winning strategy for the game on the finite tree (and thus the
proof of the theorem) is completed.
6 Non-uniform measures
Recall that martingales and supermartingales can be interpreted as a capital during a
game. So far we have considered a game where the coin is symmetric. If the next bit is
guessed correctly, the stake is doubled. But we can consider other distributions where
the declared probabilities of 0 and 1 are not equal. In this case it is fair that a stake
on a less probable outcome wins more than a stake on a more probable outcome. These
“non-symmetric games” correspond to (super)martingales with respect to a measure. A
non-negative function µ on binary strings is called a measure (probability distribution)
if µ(Λ) = 1 and
µ(x) = µ(x0) + µ(x1)
for all strings x. A supermartingale with respect to measure µ is a non-negative function
m on binary strings that satisfies the inequality
m(x) > m(x0)
µ(x0)
µ(x)
+m(x1)
µ(x1)
µ(x)
for all strings x. (For the uniform measure λ(x) = 2−length(x), we get our previous defini-
tion of supermartingales.)
When lower semicomputable supermartingales are considered, it is usually required
that the measure is computable. The definition of Martin-Lo¨f randomness is extended to
the case of arbitrary computable measures in a natural way, and the randomness criterion
based on lower semicomputable supermartingales works for the general case too.
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We stated our main theorem for supermartingales with respect to the uniform mea-
sure. But it holds for a wider class of computable measures.
Theorem. Let µ be a computable measure such that the conditional probabilities for
the next bit are separated from zero:
∃ε > 0 ∀x [µ(x0)/µ(x) > ε and µ(x1)/µ(x) > ε].
Then there exist a Martin-Lo¨f non-random with respect to µ sequence ω such that no
µ-supermartingale that bets every other step (only on even steps or only on odd steps)
wins on ω.
The proof follows the same line with minimal changes: one should adjust thresholds
in the winning conditions and select the path A0, A1, A2, . . . used in the winning strategy
with some caution.
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Àëãîðèòìè÷åñêàÿ ñëó÷àéíîñòü è ðàçáèåíèå
ñóïåðìàðòèíãàëîâ
Àí.À.Ìó÷íèê
∗
Àííîòàöèÿ
Îäíî èç (ýêâèâàëåíòíûõ) îïðåäåëåíèé ñëó÷àéíîñòè ïîñëåäîâàòåëüíîñòè â
ñìûñëå Ìàðòèí-Ë¼à èñïîëüçóåò ïåðå÷èñëèìûå ñíèçó ñóïåðìàðòèíãàëû. Ìû
ïîêàçûâàåì, ÷òî íå âñÿêèé òàêîé ñóïåðìàðòèíãàë ìîæíî çàìåíèòü äâóìÿ, äå-
ëàþùèìè ñòàâêè òîëüêî íà ÷¼òíûõ è òîëüêî íà íå÷¼òíûõ ÷ëåíàõ ïîñëåäîâà-
òåëüíîñòè.
1 Ñëó÷àéíîñòü è ïåðå÷èñëèìûå ñíèçó
ñóïåðìàðòèíãàëû
Îäíî èç îïðåäåëåíèé àëãîðèòìè÷åñêîé ñëó÷àéíîñòè äëÿ áåñêîíå÷íîé ïîñëåäîâàòåëü-
íîñòè íóëåé è åäèíèö (îòíîñèòåëüíî áåðíóëëèåâñêîãî ðàñïðåäåëåíèÿ  íåçàâèñèìû-
ìè èñïûòàíèÿìè è âåðîÿòíîñòüþ óñïåõà 1/2) èñïîëüçóåò òàê íàçûâàåìûå ñóïåðìàð-
òèíãàëû. Â àëãîðèòìè÷åñêîé òåîðèè âåðîÿòíîñòåé ñóïåðìàðòèíãàëîì íàçûâàåòñÿ
óíêöèÿ, îïðåäåë¼ííàÿ íà âñåõ äâîè÷íûõ ñëîâàõ, ïðèíèìàþùàÿ íåîòðèöàòåëüíûå
äåéñòâèòåëüíûå çíà÷åíèÿ è óäîâëåòâîðÿþùàÿ íåðàâåíñòâó
m(x) >
m(x0) +m(x1)
2
äëÿ ëþáîãî ñëîâà x. Òàêàÿ óíêöèÿ ñîîòâåòñòâóåò ñòðàòåãèè äëÿ èãðû, â êîòîðóþ ìû
âñòóïàåì ñ íåêîòîðûì íà÷àëüíûì êàïèòàëîì m(Λ) (ãäå Λ  ïóñòàÿ ñòðîêà), è ïåðåä
êàæäûì èñïûòàíèåì (áðîñàíèåì ìîíåòû) ÷àñòü èìåþùèõñÿ íà äàííûé ìîìåíò äåíåã
ñòàâèì íà íóëü, ÷àñòü íà åäèíèöó, à ÷àñòü âûáðàñûâàåì. Ïðîèãðàâøàÿ ñòàâêà (íà
íåïðàâèëüíûé èñõîä) òåðÿåòñÿ, à âûèãðàâøàÿ âîçâðàùàåòñÿ â äâîéíîì ðàçìåðå. Â
ýòîé òåðìèíîëîãèè m(x)  íàø êàïèòàë ïîñëå òîãî, êàê âûïàëè áèòû ñëîâà x. (Åñëè
âîçìîæíîñòü âûáðîñèòü ÷àñòü äåíåã íå èñïîëüçóåòñÿ, òî íåðàâåíñòâî îáðàùàåòñÿ â
ðàâåíñòâî, è ìû ïîëó÷àåì îïðåäåëåíèå ìàðòèíãàëà.)
∗
àáîòà áûëà âûïîëíåíà Àíäðååì Àëüáåðòîâè÷åì Ìó÷íèêîì (19582007) â 2003 ãîäó, òîãäà æå
îí ðàññêàçàë î íåé À.Â.×åðíîâó, êîòîðûé ïîäãîòîâèë ïðåäâàðèòåëüíûé òåêñò ñòàòüè. Ýòîò òåêñò
áûë ïðîñìîòðåí Àí.À.Ìó÷íèêîì, êîòîðûé ïðåäïîëàãàë ðàáîòàòü íàä íèì äàëüøå, íî èçìåíåíèé
âíåñòè íå óñïåë. Îêîí÷àòåëüíûé òåêñò ïîäãîòîâèëè À.Â.×åðíîâ è À.Øåíü â 20072008 ãîäàõ;
óêàçàííûå ëèöà íåñóò âñþ îòâåòñòâåííîñòü çà âîçìîæíûå îøèáêè â òåêñòå. àáîòà ïîääåðæàíà
ãðàíòàìè ÔÔÈ è Syomore (ANR, CNRS, Frane).
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Ìû ãîâîðèì, ÷òî (ñóïåð)ìàðòèíãàë m âûèãðûâàåò íà ïîñëåäîâàòåëüíîñòè ω, åñëè
åãî çíà÷åíèÿ íà íà÷àëüíûõ îòðåçêàõ ýòîé ïîñëåäîâàòåëüíîñòè íå îãðàíè÷åíû ñâåðõó.
Â àëãîðèòìè÷åñêîé òåîðèè âåðîÿòíîñòåé ÷àñòî ðàññìàòðèâàþò ïåðå÷èñëèìûå
ñíèçó ñóïåðìàðòèíãàëû: ýòî îçíà÷àåò, ÷òî m(x) åñòü ïðåäåë íåóáûâàþùåé ïîñëåäî-
âàòåëüíîñòè íåîòðèöàòåëüíûõ ðàöèîíàëüíûõ ÷èñåë M(x, 0),M(x, 1), . . ., è óíêöèÿ
(x, n) 7→M(x, n) âû÷èñëèìà.
Ñðåäè âñåõ ïåðå÷èñëèìûõ ñíèçó ñóïåðìàðòèíãàëîâ èìååòñÿ íàèáîëüøèé (ñ òî÷-
íîñòüþ äî ïîñòîÿííîãî ìíîæèòåëÿ); åãî âûèãðûøíîå ìíîæåñòâî (íàèáîëüøåå ïî
âêëþ÷åíèþ ñðåäè âûèãðûøíûõ ìíîæåñòâ ïåðå÷èñëèìûõ ñíèçó ñóïåðìàðòèíãàëîâ)
íàçûâàåòñÿ ìíîæåñòâîì íåñëó÷àéíûõ ïîñëåäîâàòåëüíîñòåé, à äîïîëíåíèå ýòîãî ìíî-
æåñòâà  ìíîæåñòâîì ñëó÷àéíûõ ïîñëåäîâàòåëüíîñòåé.
Ýòî îïðåäåëåíèå ýêâèâàëåíòíî êëàññè÷åñêîìó îïðåäåëåíèþ Ìàðòèí-Ë¼à (ñì.,
íàïðèìåð, [1℄), ïîýòîìó åãî ìîæíî íàçâàòü òàêæå êðèòåðèåì ñëó÷àéíîñòè ïî Ìàðòèí-
Ë¼ó â òåðìèíàõ ñóïåðìàðòèíãàëîâ.
Çàìå÷àíèå. Èíîãäà ðàññìàòðèâàþò òàêæå è áîëüøåå ìíîæåñòâî ïîñëåäîâàòåëü-
íîñòåé, êîòîðîå ïîëó÷èòñÿ, åñëè â ýòîì îïðåäåëåíèè çàìåíèòü ïåðå÷èñëèìûå ñíèçó
ñóïåðìàðòèíãàëû íà âû÷èñëèìûå ìàðòèíãàëû (äëÿ ïðîñòîòû áóäåì ñ÷èòàòü, ÷òî èõ
çíà÷åíèÿ  ðàöèîíàëüíûå ÷èñëà); ñðåäè âû÷èñëèìûõ ìàðòèíãàëîâ íåò íàèáîëüøåãî,
òàê ÷òî ïîñëåäîâàòåëüíîñòü íàçûâàþò ñëó÷àéíîé, åñëè âñå âû÷èñëèìûå ìàðòèíãàëû
íà íåé îãðàíè÷åíû.
2 ×¼òíûå è íå÷¼òíûå øàãè
Äëÿ âû÷èñëèìûõ ìàðòèíãàëîâ èìååò ìåñòî òàêîå ïðîñòîå íàáëþäåíèå: ïðè îïðåäå-
ëåíèè ñëó÷àéíîñòè ìîæíî îãðàíè÷èòüñÿ ìàðòèíãàëàìè, êîòîðûå äåëàþò ñòàâêè ëèáî
òîëüêî íà ÷¼òíûõ øàãàõ, ëèáî òîëüêî íà íå÷¼òíûõ øàãàõ. Áóäåì ãîâîðèòü, ÷òî (ñó-
ïåð)ìàðòèíãàë äåëàåò ñòàâêè òîëüêî íà ÷¼òíûõ øàãàõ, åñëèm(x) = m(x0) = m(x1)
äëÿ âñåõ ñëîâ x ÷¼òíîé äëèíû. (Íàïðèìåð, îòêàç îò ñòàâêè íà òðåòüåì øàãå îçíà÷àåò,
÷òî ïîñëå òðåòüåãî áðîñàíèÿ êàïèòàë íå ìåíÿåòñÿ, òî åñòü m(x0) = m(x1) = m(x)
ïðè äâóõáèòîâûõ x.)
Àíàëîãè÷íûì îáðàçîì (ñóïåð)ìàðòèíãàë äåëàåò ñòàâêè òîëüêî íà íå÷¼òíûõ
øàãàõ, åñëè m(x) = m(x0) = m(x1) äëÿ âñåõ ñëîâ íå÷¼òíîé äëèíû. (îâîðÿ îá îò-
ñóòñòâèè ñòàâêè, ìû èìååì â âèäó, ÷òî êàïèòàë äåëèòñÿ ïîðîâíó ìåæäó íóë¼ì è
åäèíèöåé, è ìû â ëþáîì ñëó÷àå îñòà¼ìñÿ ¾ïðè ñâîèõ¿.)
Ñîðìóëèðóåì òî÷íî óïîìÿíóòîå âûøå íàáëþäåíèå: äëÿ ëþáîãî âû÷èñëèìîãî
ìàðòèíãàëà t ñóùåñòâóþò äâà âû÷èñëèìûõ ìàðòèíãàëà t0 è t1, ïåðâûé èç êîòî-
ðûõ äåëàåò ñòàâêè òîëüêî íà ÷¼òíûõ øàãàõ, à âòîðîé  íà íå÷¼òíûõ, è âûïîëíåíî
òàêîå ñâîéñòâî: åñëè t âûèãðûâàåò íà íåêîòîðîé ïîñëåäîâàòåëüíîñòè ω, òî õîòÿ
áû îäèí èç ìàðòèíãàëîâ t0 è t1 âûèãðûâàåò íà ω. Îòñþäà ñëåäóåò, ÷òî âûèãðûøíîå
ìíîæåñòâî ìàðòèíãàëà t ñîäåðæèòñÿ â îáúåäèíåíèè âûèãðûøíûõ ìíîæåñòâ ìàðòèí-
ãàëîâ t0 è t1.
Äîêàçàòåëüñòâî: äîáàâèâ êîíñòàíòó, ìîæíî ñ÷èòàòü, ÷òî ìàðòèíãàë t âñþäó ïî-
ëîæèòåëåí. Ïîñòðîèì äâà ìàðòèíãàëà t0 è t1 òàê: íà ÷¼òíûõ øàãàõ t0 äåëèò êàïèòàë
ìåæäó íóë¼ì è åäèíèöåé â òîé æå ïðîïîðöèè, ÷òî t, à t1 íå äåëàåò ñòàâîê (=ñòàâèò
ïîðîâíó íà íóëü è åäèíèöó), à íà íå÷¼òíûõ øàãàõ  íàîáîðîò. Òîãäà âûèãðûø t (â
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ïðîöåíòàõ îò íà÷àëüíîãî êàïèòàëà) ðàâåí ïðîèçâåäåíèþ âûèãðûøåé t0 è t1, òàê ÷òî
åñëè ýòè äâà ìàðòèíãàëà îãðàíè÷åíû íà íà÷àëüíûõ îòðåçêàõ êàêîé-òî ïîñëåäîâà-
òåëüíîñòè ω, òî è t îãðàíè÷åí íà íèõ.
Äðóãèìè ñëîâàìè ìîæíî ñêàçàòü òàê: ïðè îïðåäåëåíèè ñëó÷àéíîñòè îòíîñèòåëü-
íî âû÷èñëèìûõ ìàðòèíãàëîâ ìîæíî îãðàíè÷èòüñÿ ìàðòèíãàëàìè, êîòîðûå äåëàþò
ñòàâêè òîëüêî ÷åðåç ðàç (ëèáî òîëüêî íà ÷¼òíûõ øàãàõ, ëèáî òîëüêî íà íå÷¼òíûõ).
Àíàëîãè÷íîå çàìå÷àíèå (òàêæå ïî÷òè î÷åâèäíîå) ìîæíî ñäåëàòü è äëÿ îïðåäåëåíèÿ
ñëó÷àéíîñòè ïî Ìèçåñó  ×¼ð÷ó (ñ ïîìîùüþ ïðàâèë âûáîðà, ñì. [1℄): äîñòàòî÷íî ðàç-
áèòü ïðàâèëî âûáîðà íà äâà, îäíî âûáèðàåò òîëüêî ÷ëåíû ïîäïîñëåäîâàòåëüíîñòè ñ
÷¼òíûìè èíäåêñàìè, äðóãîå  òîëüêî ñ íå÷¼òíûìè.
Îñíîâíîé ðåçóëüòàò ðàáîòû ñîñòîèò â òîì, ÷òî äëÿ ïåðå÷èñëèìûõ ñíèçó ñó-
ïåðìàðòèíãàëîâ (è ñëó÷àéíûõ ïî Ìàðòèí-Ë¼ó ïîñëåäîâàòåëüíîñòåé) àíàëîãè÷íîå
óòâåðæäåíèå íåâåðíî.
Òåîðåìà. Ñóùåñòâóåò íåñëó÷àéíàÿ ïî Ìàðòèí-Ë¼ó ïîñëåäîâàòåëüíîñòü ω,
íà êîòîðîé íå âûèãðûâàåò íè îäèí ïåðå÷èñëèìûé ñíèçó ñóïåðìàðòèíãàë, äåëàþ-
ùèé ñòàâêè òîëüêî íà ÷¼òíûõ øàãàõ, à òàêæå íè îäèí ïåðå÷èñëèìûé ñíèçó ñó-
ïåðìàðòèíãàë, äåëàþùèé ñòàâêè òîëüêî íà íå÷¼òíûõ øàãàõ.
Äîêàçàòåëüñòâî ýòîãî ðåçóëüòàòà áóäåò äàíî â ñëåäóþùèõ ðàçäåëàõ ñòàòüè. Ñåé-
÷àñ ìû îòìåòèì åãî ñâÿçü ñ òåîðåìîé Ëàìáàëüãåíà î ñëó÷àéíîñòè ïàðû.
Êàæäóþ ïîñëåäîâàòåëüíîñòü íóëåé è åäèíèö α ìîæíî ðàçáèòü íà äâå ïîäïîñëå-
äîâàòåëüíîñòè (÷¼òíûå è íå÷¼òíûå ÷ëåíû) è òåì ñàìûì ñîïîñòàâèòü ñ íåé ïàðó ïî-
ñëåäîâàòåëüíîñòåé α0 è α1. Íåñëîæíî ïîíÿòü, ÷òî äëÿ ñëó÷àéíîé (â ñìûñëå Ìàðòèí-
Ë¼à) ïîñëåäîâàòåëüíîñòè α îáå ýòè ïîñëåäîâàòåëüíîñòè (α0 è α1) áóäóò ñëó÷àéíû,
îäíàêî ýòî óñëîâèå õîòÿ è íåîáõîäèìî, íî íå äîñòàòî÷íî (î÷åâèäíûé êîíòðïðèìåð:
α0 = α1).
Èçâåñòíàÿ òåîðåìà Ì.Ëàìáàëüãåíà [2℄ ãîâîðèò, ÷òî ìû ïîëó÷èì íåîáõîäèìîå
è äîñòàòî÷íîå óñëîâèå, åñëè ïîòðåáóåì ñëó÷àéíîñòè α0 ñ îðàêóëîì α1 è íàîáîðîò.
Íåîðìàëüíî ãîâîðÿ, ýòî ñîîòâåòñòâóåò òîìó, ÷òî èãðîê èìååò âîçìîæíîñòü ïðî-
ñìàòðèâàòü (ëþáûå) ÷ëåíû ïîñëåäîâàòåëüíîñòè α1, äåëàÿ ñòàâêè íà α0, è íàîáîðîò.
Ìîæíî áûëî áû ïðåäïîëîæèòü, ÷òî íåò íåîáõîäèìîñòè â ¾ïðîñìîòðå âïåð¼ä¿ (êîãäà
ìû, äåëàÿ ñòàâêó íà íåêîòîðûé íå÷¼òíûé áèò, ïðîñìàòðèâàåì ÷¼òíûå, èäóùèå ïîñëå
íåãî, è íàîáîðîò)  íî, êàê ïîêàçûâàåò ñîðìóëèðîâàííàÿ òåîðåìà, ýòî íå òàê.
Ïîëó÷àåòñÿ ïàðàäîêñ: ïðåäñòàâèì ñåáå, ÷òî äâîå ñóäåé áðîñàþò ìîíåòû ïåðåä
íà÷àëîì èãð êàêîãî-òî òóðíèðà, íî äåëàþò ýòî ïî î÷åðåäè (îäèí ïî ÷¼òíûì äíÿì,
äðóãîé ïî íå÷¼òíûì. Áûëî áû åñòåñòâåííî îæèäàòü, ÷òî åñëè êàæäûé èç íèõ äåëàåò
ýòî äîáðîñîâåñòíî (ñîîòâåòñòâóþùàÿ ïîäïîñëåäîâàòåëüíîñòü ñëó÷àéíà â êîíòåêñòå
âñåé ïîñëåäîâàòåëüíîñòè, ñì. [3℄), òî è âñÿ ïîñëåäîâàòåëüíîñòü áóäåò ñëó÷àéíà. Îêà-
çûâàåòñÿ, ÷òî åñëè îïðåäåëÿòü ñëó÷àéíîñòü ñ ïîìîùüþ ñóïåðìàðòèíãàëîâ, òî ýòî íå
òàê: ðåçóëüòèðóþùàÿ ïîñëåäîâàòåëüíîñòü ìîæåò áûòü íåñëó÷àéíîé, íî âèíó çà ýòî
íåëüçÿ âîçëîæèòü íè íà îäíîãî èç ñóäåé.
3 Ïîñòðîåíèå èãðû, ñîîòâåòñòâóþùåé òåîðåìå
Äîêàçàòåëüñòâî òåîðåìû óäîáíî èçëîæèòü â âèäå íåêîòîðîé áåñêîíå÷íîé èãðû äâóõ
ëèö, êîòîðûå áóäóò èìåíîâàòüñÿ ¾ìû¿ è ¾ïðîòèâíèê¿.
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Ïðîòèâíèê ïîñòåïåííî ñòðîèò äâà ñóïåðìàðòèíãàëà t0 è t1 (äåëàþùèå ñòàâêè íà
÷¼òíûõ è íå÷¼òíûõ øàãàõ ñîîòâåòñòâåííî); ìû ñòðîèì îäèí ñóïåðìàðòèíãàë t. Ïî-
ñòðîåíèå ñîñòîèò â òîì, ÷òî íà êàæäîì øàãå èãðîêè óêàçûâàþò íåêîòîðîå ïðèáëèæå-
íèå ñíèçó ê ýòèì ñóïåðìàðòèíãàëàì, êîòîðîå èìååò ëèøü êîíå÷íîå ÷èñëî íåíóëåâûõ
çíà÷åíèé è ñàìî ÿâëÿåòñÿ ñóïåðìàðòèíãàëîì òðåáóåìîãî âèäà; â ïðîöåññå èãðû ýòè
ñóïåðìàðòèíãàëû ìîãóò òîëüêî ðàñòè (èãðîêè íå ìîãóò óìåíüøèòü óæå çàÿâëåííûå
çíà÷åíèÿ). Êàæäûé õîä ëþáîãî èç èãðîêîâ, òàêèì îáðàçîì, ìîæíî ñ÷èòàòü êîíñòðóê-
òèâíûì îáúåêòîì (çàêîäèðîâàòü äâîè÷íûì ñëîâîì è ò. ï.); èãðîêè õîäÿò ïî î÷åðåäè
è âèäÿò õîäû äðóã äðóãà (èãðà ñ ïîëíîé èíîðìàöèåé). Äîïîëíèòåëüíî ìû òðåáóåì,
÷òîáû çíà÷åíèÿ âñåõ ñóïåðìàðòèíãàëîâ íà ïóñòîì ñëîâå ðàâíÿëèñü åäèíèöå (íîðìè-
ðîâêà, íåîáõîäèìàÿ äëÿ òîãî, ÷òîáû çíà÷åíèÿ íå óõîäèëè â áåñêîíå÷íîñòü).
Ïàðòèÿ ïðåäñòàâëÿåò ñîáîé áåñêîíå÷íóþ ïîñëåäîâàòåëüíîñòü ÷åðåäóþùèõñÿ õî-
äîâ; â ðåçóëüòàòå ïàðòèè âîçíèêàåò òðè ïðåäåëüíûõ ñóïåðìàðòèíãàëà. Ñ÷èòàåòñÿ,
÷òî ìû âûèãðàëè â òàêîé (áåñêîíå÷íîé) ïàðòèè, åñëè ñóùåñòâóåò ïîñëåäîâàòåëü-
íîñòü ω, íà êîòîðîé íàø ñóïåðìàðòèíãàë t âûèãðûâàåò (íå îãðàíè÷åí íà íà÷àëüíûõ
îòðåçêàõ ω), â òî âðåìÿ êàê îáà ñóïåðìàðòèíãàëà ïðîòèâíèêà t0 è t1 íå âûèãðûâàþò
(îãðàíè÷åíû íà íà÷àëüíûõ îòðåçêàõ).
Îñíîâíàÿ ëåììà. Ñóùåñòâóåò âû÷èñëèìàÿ ñòðàòåãèÿ â ýòîé èãðå, ãàðàíòè-
ðóþùàÿ íàì âûèãðûø.
Íåñëîæíî çàìåòèòü, ÷òî ýòîé ëåììû äîñòàòî÷íî äëÿ äîêàçàòåëüñòâà òåîðåìû.
Â ñàìîì äåëå, ñòàíäàðòíûì îáðàçîì ìîæíî äîêàçàòü, ÷òî ñóùåñòâóþò äâà ìàêñè-
ìàëüíûõ (ñ òî÷íîñòüþ äî îãðàíè÷åííîãî ìíîæèòåëÿ) ïåðå÷èñëèìûõ ñíèçó ñóïåð-
ìàðòèíãàëà t0 è t1 îïèñàííîãî âèäà (äåëàþùèõ ñòàâêè òîëüêî íà ÷¼òíûõ/íå÷¼òíûõ
øàãàõ). Çàïóñòèì ñòðàòåãèþ, èñïîëüçîâàâ â êà÷åñòâå ïðîòèâíèêà ïåðå÷èñëåíèå ñíè-
çó ýòèõ äâóõ ñóïåðìàðòèíãàëîâ. Ïîñêîëüêó ñòðàòåãèÿ âû÷èñëèìà, òî è äàâàåìûé åé
ñóïåðìàðòèíãàë t áóäåò ïåðå÷èñëèì ñíèçó. Ïîñêîëüêó ñòðàòåãèÿ âûèãðûâàþùàÿ, òî
íàéä¼òñÿ ïîñëåäîâàòåëüíîñòü ω, íà êîòîðîé t âûèãðûâàåò, à t0 è t1 (è, çíà÷èò, ëþáûå
ïåðå÷èñëèìûå ñíèçó ñóïåðìàðòèíãàëû óêàçàííîãî âèäà) íå âûèãðûâàþò, îòêóäà è
âûòåêàåò óòâåðæäåíèå òåîðåìû.
Îñòàëîñü äîêàçàòü ëåììó. Ýòî áóäåò ñäåëàíî â ñëåäóþùèõ äâóõ ðàçäåëàõ: ìû
îïðåäåëèì âåðñèè ýòîé èãðû íà êîíå÷íîì äåðåâå è ïðåäúÿâèì ñòðàòåãèþ, ãàðàíòè-
ðóþùóþ âûèãðûø â ýòèõ âåðñèÿõ (â íåêîòîðîì òî÷íîì ñìûñëå), à çàòåì îáúÿñíèì,
êàê èç ýòèõ êîíå÷íûõ ñòðàòåãèé ñîáðàòü ñòðàòåãèþ äëÿ áåñêîíå÷íîé èãðû.
4 Èãðû íà êîíå÷íûõ è áåñêîíå÷íûõ äåðåâüÿõ
àññìîòðåííóþ íàìè èãðó óäîáíî ïðåäñòàâëÿòü ñåáå íà áåñêîíå÷íîì äåðåâå, âåðøè-
íàìè êîòîðîãî ÿâëÿþòñÿ äâîè÷íûå ñëîâà. Èãðîêè óâåëè÷èâàþò îöåíêè ñâîèõ ñóïåð-
ìàðòèíãàëîâ äëÿ âåðøèí ýòîãî äåðåâà, à ïîñëå îêîí÷àíèÿ áåñêîíå÷íîé ïàðòèè (åñëè
ìîæíî òàê âûðàçèòüñÿ) ïðèõîäèò àðáèòð è èùåò áåñêîíå÷íóþ âåòâü ñ òðåáóåìûìè â
îïðåäåëåíèè èãðû ñâîéñòâàìè.
Ìû áóäåì ðàññìàòðèâàòü òàêæå ïîõîæèå èãðû íà êîíå÷íûõ äåðåâüÿõ. Ïîëåì òà-
êîé èãðû ÿâëÿåòñÿ ïîëíîå äâîè÷íîå äåðåâî íåêîòîðîé âûñîòû h. Êàê è ðàíüøå, èãðî-
êè õîäÿò ïî î÷åðåäè, óâåëè÷èâàÿ òåêóùèå çíà÷åíèÿ ñâîèõ ñóïåðìàðòèíãàëîâ (t äëÿ
íàñ, t0 è t1 äëÿ ïðîòèâíèêà). Óñëîâèÿ íà t0 è t1 òå æå: t0 ìîæåò äåëàòü ñòàâêè òîëüêî
íà ÷¼òíûõ øàãàõ, t1  òîëüêî íà íå÷¼òíûõ. Çíà÷åíèÿ ñóïåðìàðòèíãàëîâ (âñåõ òð¼õ)
â êîðíå âñåãäà ðàâíû åäèíèöå; â îñòàëüíûõ âåðøèíàõ èçíà÷àëüíî ñóïåðìàðòèíãàëû
ðàâíû íóëþ è ïîñòåïåííî óâåëè÷èâàþòñÿ èãðîêàìè.
Èãðà ïî-ïðåæíåìó áåñêîíå÷íà, õîòÿ ÷èñëî âåðøèí è êîíå÷íî; äëÿ äàííîé (áåñêî-
íå÷íîé) ïàðòèè ìû ðàññìàòðèâàåì ïðåäåëüíûå çíà÷åíèÿ âñåõ òð¼õ ñóïåðìàðòèíãàëîâ
â ëèñòüÿõ äåðåâà è îðìóëèðóåì óñëîâèå âûèãðûøà â èõ òåðìèíàõ. Ýòî óñëîâèå ïî
òåõíè÷åñêèì ïðè÷èíàì äîâîëüíî ñëîæíîå, íî ñìûñë åãî òàêîé: ìû õîòèì, ÷òîáû â
îäíîì èç ëèñòüåâ äåðåâà íàø ñóïåðìàðòèíãàë t áûë çàìåòíî áîëüøå 1, â òî âðåìÿ
êàê íà ïóòè ê ýòîìó ëèñòó îáà ñóïåðìàðòèíãàëà ïðîòèâíèêà íå ïðåâîñõîäèëè áû
åäèíèöû, èëè â êðàéíåì ñëó÷àå î÷åíü íåíàìíîãî ïðåâîñõîäèëè åäèíèöó (ïî ñóòè,
ýòî íåàñèìïòîòè÷åñêèé âàðèàíò óñëîâèÿ íà áåñêîíå÷íîì äåðåâå, òðåáóùåãî, ÷òîáû t
ñòðåìèëîñü ê áåñêîíå÷íîñòè, à t0, t1 áûëè îãðàíè÷åíû).
Ïðåäñòàâèì ñåáå íà ìèíóòó, ÷òî íàì óäàëîñü ýòîãî äîñòè÷ü â ñëåäóþùåé (áî-
ëåå ñèëüíîé, ÷åì ìû ñìîæåì íà ñàìîì äåëå, íî îá ýòîì ïîòîì) îðìå: â îäíîì
èç ëèñòüåâ íàø ñóïåðìàðòèíãàë áîëüøå 2, à îáà ñóïåðìàðòèíãàëà ïðîòèâíèêà ïî-
ïðåæíåìó ìåíüøå 1. Òàêóþ ñòðàòåãèþ ìîæíî èñïîëüçîâàòü êàê ñîñòàâíóþ ÷àñòü
ïðè ïîñòðîåíèè âûèãðûøíîé ñòðàòåãèè íà áåñêîíå÷íîì äåðåâå: íàä âûèãðûøíûì
ëèñòîì ìû ìîæåì ïîñòðîèòü íîâîå òàêîå æå ïîääåðåâî, ãäå íà÷àòü òó æå ñàìóþ
èãðó, íî óæå èìåÿ äâóêðàòíóþ îðó. (Ýòî çíà÷èò, ÷òî õîäû â èãðå íà áåñêîíå÷íîì
äåðåâå âäâîå áîëüøå õîäîâ íà êîíå÷íîì äåðåâå âòîðîé èãðû, è ÷òî ìû ïðèìåíÿåì
âûèãðûøíóþ ñòðàòåãèþ äëÿ ýòîãî êîíå÷íîãî äåðåâà, óìíîæàÿ õîäû íà äâà.) Â ïðå-
äåëå ïîëó÷èì ëèñò, ãäå íàø ñóïåðìàðòèíãàë áîëüøå 4 = 22, à îáà ñóïåðìàðòèíãàëà
ïðîòèâíèêà ïî-ïðåæíåìó íå áîëüøå 1. Íà í¼ì ìîæíî âûðàñòèòü åù¼ îäíó êîïèþ
äåðåâà, ãäå ïîëó÷èòü óæå 23 = 8, è òàê äàëåå  è â ïðåäåëå ïîëó÷èòñÿ áåñêîíå÷-
íàÿ âåòâü, ãäå íàø ñóïåðìàðòèíãàë ñòðåìèòñÿ ê áåñêîíå÷íîñòè, à ñóïåðìàðòèíãàëû
ïðîòèâíèêà îãðàíè÷åíû.
Ýòî îïèñàíèå ÿâëÿåòñÿ óïðîù¼ííûì è èãíîðèðóåò íåêîòîðûå ìîìåíòû. Ïðåæäå
âñåãî íàäî èìåòü â âèäó, ÷òî èãðà íà êîíå÷íîì äåðåâå íå çàêàí÷èâàåòñÿ, ïîýòîìó
ìû äîëæíû íà÷èíàòü ñëåäóþùèå èãðû (íà ïðèñîåäèí¼ííûõ ïîääåðåâüÿõ), íå äî-
æèäàÿñü å¼ êîíöà è áóäó÷è ãîòîâûìè ê òîìó, ÷òî âûáðàííûé ëèñò âïîñëåäñòâèè
îêàæåòñÿ íå âûèãðûøíûì. Èç íàøåãî îïèñàíèÿ âûèãðûøà â èãðå íà êîíå÷íîì äåðå-
âå âèäíî, ÷òî óñëîâèå âûèãðûøà â äàííîì ëèñòå ìîæåò ñíà÷àëà âûïîëíèòüñÿ (íàø
ñóïåðìàðòèíãàë ñòàíåò áîëüøèì, à ó ïðîòèâíèêà îáà ñóïåðìàðòèíãàëà ïîêà ìàëû),
à ïîòîì íàðóøèòüñÿ (êîãäà ñóïåðìàðòèíãàë ïðîòèâíèêà óâåëè÷èòñÿ), íî ïîñëå ýòîãî
óæå âíîâü âûïîëíèòüñÿ íå ñìîæåò  òàê ÷òî ïîâòîðíî íè îäèí ëèñò â êàíäèäàòû íå
ïîïàäàåò.
Âûïóñêàÿ ïîääåðåâî èç òåêóùåãî êàíäèäàòà (è áðàêóÿ åãî è âñåõ ïîòîìêîâ, êîãäà
êàíäèäàò áóäåò îòáðîøåí), ìû ïîëó÷àåì êàðòèíó âðîäå ñëåäóþùåé (ðèñ. 1). Cåðûå
òðåóãîëüíèêè èçîáðàæàþò ïîääåðåâüÿ, ãäå èãðà áûëà çàïóùåíà, à ïîòîì îêàçàëîñü,
÷òî çðÿ (êàíäèäàò ïîä íèìè áûë îòìåí¼í); ñâåòëûå òðåóãîëüíèêè èçîáðàæàþò äåé-
ñòâóþùèå (íà íåêîòîðûé ìîìåíò) èãðû. Òî÷êàìè èçîáðàæåíû êàíäèäàòû, â êîòîðûõ
(íà äàííûé ìîìåíò) âûèãðûøíàÿ ñèòóàöèÿ. (Ìû áóäåì ñ÷èòàòü, ÷òî â êàæäûé ìî-
ìåíò â êàæäîì ïîääåðåâå âûáèðàåòñÿ êàêîé-òî îäèí èç âîçìîæíûõ êàíäèäàòîâ, íàä
êîòîðûì ñòðîèòñÿ ïîääåðåâî ñëåäóþùåé èãðû, è ïîêà ýòîò êàíäèäàò íå îòáðîøåí,
íàä äðóãèìè äåðåâüÿ íå ñòðîÿòñÿ. Â ïðèíöèïå ìîæíî áûëî áû ñòðîèòü äåðåâüÿ ñëå-
äóþùåãî óðîâíÿ íàä âñåìè êàíäèäàòàìè.)
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èñ. 1: Àêòèâíûå è îòìåí¼ííûå èãðû íà êîíå÷íûõ äåðåâüÿõ
Çàìåòèì, ÷òî íà ñàìîì äåëå íàì íóæíî èãðàòü ïðîòèâ îäíîãî ïðîòèâíèêà íà
áåñêîíå÷íîì äåðåâå (à íå ïðîòèâ ðàçíûõ ïðîòèâíèêîâ íà êîíå÷íûõ ïîääåðåâüÿõ).
Îäíàêî õîäû ïðîòèâíèêà íà áåñêîíå÷íîì äåðåâå åñòåñòâåííî ïåðåâîäÿòñÿ â õîäû â
èãðàõ íà (àêòèâíûõ â äàííûé ìîìåíò) êîíå÷íûõ äåðåâüÿõ.
Ïî îïðåäåëåíèþ âûèãðûøà íà êàæäîì ñëåäóþùåì óðîâíå íàø ñóïåðìàðòèíãàë
âîçðàñòàåò â äâà ðàçà ïî ñðàâíåíèþ ñ åãî çíà÷åíèåì íà ïðåäûäóùåì óðîâíå; ñ äðóãîé
ñòîðîíû, ïî òîìó æå îïðåäåëåíèþ âäîëü âñåãî ïóòè, ïðîõîäÿùåãî ïî âûèãðûøíûì
ëèñòüÿì, ñóïåðìàðòèíãàëû ïðîòèâíèêà íå ïðåâîñõîäÿò 1.
Ïîñìîòðèì, ÷òî ïðîèçîéä¼ò â ïðåäåëå ñ ýòîé êàðòèíêîé. Íà ïåðâîì óðîâíå âîç-
ìîæíî òîëüêî êîíå÷íîå ÷èñëî èçìåíåíèé êàíäèäàòîâ, ïîýòîìó â íåêîòîðûé ìîìåíò
ïîÿâèòñÿ îêîí÷àòåëüíûé êàíäèäàò, êîòîðûé íèêîãäà íå îòìåíèòñÿ. Ñ ýòîãî ìîìåí-
òà èãðà íàä íèì áóäåò àêòèâíîé, â íåé òîæå áóäåò òîëüêî êîíå÷íîå ÷èñëî èçìåíåíèé è
òàê äàëåå. Â èòîãå ìû ïîëó÷èì áåñêîíå÷íóþ âåòâü, íà êîòîðîé íàø ñóïåðìàðòèíãàë
íåîãðàíè÷åí, à îáà ñóïåðìàðòèíãàëà ïðîòèâíèêà îãðàíè÷åíû.
5 Èãðà íà êîíå÷íîì äåðåâå
Èäåÿ êîíñòðóêöèè
Íà÷í¼ì ñ íåîðìàëüíîãî îáúÿñíåíèÿ ïðè÷èí, ïî êîòîðûì â èãðå íà êîíå÷íîì äåðå-
âå ñóùåñòâóåò âûèãðûøíàÿ ñòðàòåãèÿ. ×èòàòåëü, êîòîðîìó ýòè îáúÿñíåíèÿ ïîêàæóò-
ñÿ íåïîíÿòíûìè, ìîæåò ñðàçó ïåðåéòè ê òî÷íûì îðìóëèðîâêàì è äîêàçàòåëüñòâàì
â ñëåäóþùèõ ðàçäåëàõ, êîòîðûå íà ýòè îáúÿñíåíèÿ íå îïèðàþòñÿ.
Íà÷í¼ì ñ î÷åâèäíûõ çàìå÷àíèé. Ìû õîòèì, ÷òîáû â íåêîòîðîì ëèñòå äåðåâà íàø
ñóïåðìàðòèíãàë t áûë áîëüøå 1. Ýòî îçíà÷àåò, ÷òî â êàêèõ-òî äðóãèõ ëèñòüÿõ îí
äîëæåí áûòü ìåíüøå 1 (ïîñêîëüêó ñðåäíåå çíà÷åíèå ñóïåðìàðòèíãàëà â ëèñòüÿõ íå
ïðåâîñõîäèò çíà÷åíèÿ â êîðíå, êîòîðîå ðàâíî 1). Òàêèì îáðàçîì, íàì íóæíî êàê-òî
íàéòè ëèñòüÿ, íà êîòîðûå ìîæíî íå òðàòèòü äåíåã ïîïóñòó, òåì ñàìûì ñýêîíîìèâ
äåíüãè äëÿ äðóãèõ ëèñòüåâ. Îäíà èç âîçìîæíîñòåé  íå òðàòèòü äåíüãè íà áåñïåð-
ñïåêòèâíûå ëèñòüÿ, íà ïóòè ê êîòîðûì îäèí èç ñóïåðìàðòèíãàëîâ ïðîòèâíèêà óæå
ïðåâûñèë åäèíèöó. Åñëè ìû ïîñòàâèì íåêîòîðîå C > 1 âî âñå îñòàëüíûå ëèñòüÿ, êðî-
ìå ýòîãî áåñïåðñïåêòèâíîãî, òî ýòî ãàðàíòèðóåò íàì âûèãðûø: íà íåêîòîðîì ïóòè èç
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êîðíÿ îáà ñóïåðìàðòèíãàëà ïðîòèâíèêà íå ïðåâîñõîäÿò åäèíèöû (â êàæäîé âåðøèíå
îäèí èç ñóïåðìàðòèíãàëîâ íå èãðàåò, à âòîðîé ïðè îäíîì èç èñõîäîâ ïðîèãðûâàåò), è
ïóòü ýòîò çàêîí÷èòñÿ â îäíîì èç ëèñòüåâ, ãäå ìû ïîñòàâèëè C. (×òîáû íå ïðåâûñèòü
ñðåäíåå çíà÷åíèå äëÿ íàøåãî ñóïåðìàðòèíãàëà â êîðíå, ìîæíî âçÿòü C = N/(N−1),
ãäå N  ÷èñëî ëèñòüåâ.)
×òî æå äåëàòü, åñëè ïðîòèâíèê íå ñîâåðøàåò òàêèõ îøèáîê è íå ñîçäà¼ò áåñïåð-
ñïåêòèâíûõ ëèñòüåâ, â êîòîðûõ ìû åù¼ íè÷åãî íå ïîñòàâèëè? Íà÷í¼ì ñ òîãî, ÷òî
ïîìåñòèì C â ñàìûé ëåâûé ëèñò x.
w
v t0
u t1
x
t0 y
t1
z
t0 p
t0
q t0t0
t1
t0
èñ. 2: Íà÷àëî èãðû. Â ëåâîé êîëîíêå óêàçàí ñóïåðìàðòèíãàë, èãðàþùèé íà äàííîì
óðîâíå.
Ïðîòèâíèê äîëæåí ðàíî èëè ïîçäíî íà ýòî îòâåòèòü, ñäåëàâ îäèí èç ñâîèõ ñóïåð-
ìàðòèíãàëîâ t0, t1 áîëüøèì åäèíèöû â x èëè íà ïóòè ê íåìó. Çàìåòèì, ÷òî âî âòîðîì
ñëó÷àå îí óæå ñîâåðøèò îøèáêó, î êîòîðîé ìû ãîâîðèëè (ïîÿâèòñÿ áåñïåðñïåêòèâ-
íûé ëèñò y  áðàò x).
Ïîýòîìó ìû ìîæåì ñ÷èòàòü, ÷òî îäèí èç ñóïåðìàðòèíãàëîâ ïðîòèâíèêà áîëüøå
åäèíèöû â ñàìîì ëèñòå x. Áîëåå òîãî, ìîæíî ñ÷èòàòü, ÷òî òàêîâûì îêàçàëñÿ ñó-
ïåðìàðòèíãàë, êîòîðûé äåëàåò ñòàâêè â îòöå x (îáîçíà÷èì ýòó âåðøèíó u); ïóñòü,
ñêàæåì, ýòî áóäåò t0. (Â ïðîòèâíîì ñëó÷àå çíà÷åíèå ýòîãî ñóïåðìàðòèíãàëà â u áûëî
áû áîëüøå åäèíèöû è y îêàçàëñÿ áû áåñïåðñïåêòèâíûì, õîòÿ ìû òóäà åù¼ íè÷åãî íå
ïîñòàâèëè.)
Íàøèì ñëåäóþùèì õîäîì ìû ïîìåùàåì C â y. Â îòâåò ïðîòèâíèê äîëæåí óâåëè-
÷èòü íà ïóòè â y îäèí èç ñâîèõ ñóïåðìàðòèíãàëîâ. Ýòî íå ìîæåò áûòü t0, ïîñêîëüêó
òîãäà ïîÿâÿòñÿ áåñïåðñïåêòèâíûå ëèñòüÿ. (Åñëè t0 ïðåâûøàåò 1 â y, òî è â u åñòü
ïðåâûøåíèå, ïîñêîëüêó â u ïðîèñõîäèò óñðåäíåíèå, à â x ïðåâûøåíèå óæå áûëî.
Åñëè åñòü ïðåâûøåíèå â u, òî åñòü ïðåâûøåíèå è â åãî îòöå v, ïîñêîëüêó â v ñóïåð-
ìàðòèíãàë t0 ñòàâîê íå äåëàåò.)
Òàêèì îáðàçîì, â íåêîòîðûé ìîìåíò ñóïåðìàðòèíãàë t1 ïðåâûñèò 1 â âåðøèíå y
èëè íà ïóòè ê íåé. Ïîñêîëüêó íà ïîñëåäíåì øàãå ñóïåðìàðòèíãàë t1 íå èãðàåò, òî
ýòî ïðåâûøåíèå ïðîèçîéä¼ò óæå â u èëè íà ïóòè ê u.
Ïîñëå ýòîãî ìû ïîìåùàåì C â ñëåäóþùèé (òðåòèé ñëåâà) ëèñò z; ïðîòèâíèê äîë-
æåí ñäåëàòü îäèí èç ñóïåðìàðòèíãàëîâ áîëüøèì åäèíèöû â z èëè íà ïóòè ê z, è ýòî
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ìîæåò áûòü òîëüêî ñóïåðìàðòèíãàë t0, èíà÷å ñëåäóþùèé ëèñò p ñòàíåò áåñïåðñïåê-
òèâíûì. Çàòåì ìû ïîìåùàåì C â p; îäèí èç ñóïåðìàðòèíãàëîâ ïðîòèâíèêà äîëæåí
ïðåâûñèòü åäèíèöó íà ïóòè â p, è ýòî ìîæåò áûòü òîëüêî t0, èíà÷å t1 ïðåâûñèò
åäèíèöó â u è q (îòöå p), à ñëåäîâàòåëüíî, è â v (óñðåäíåíèå), à ïîòîìó è â ïðåäøå-
ñòâóþùåé âåðøèíå w (ãäå t1 íå èãðàåò), è ïîÿâÿòñÿ ñðàçó ÷åòûðå áåñïåðñïåêòèâíûõ
ëèñòà.
Ïðîäîëæàÿ ýòîò ïðîöåññ, ìû âèäèì, ÷òî íà êàæäîì øàãå ó ïðîòèâíèêà åñòü òîëü-
êî îäíî âîçìîæíîå äåéñòâèå, åñëè îí õî÷åò èçáåæàòü ïðåæäåâðåìåííîé îòáðàêîâêè
âåðøèí, è ïîòîìó ìû çíàåì, êàêîé èç åãî ñóïåðìàðòèíãàëîâ äîëæåí ïðåâûñèòü åäè-
íèöó â êàæäîì èç ëèñòüåâ (êðîìå ïîñëåäíåãî). Ýòó çàêîíîìåðíîñòü ìîæíî ïîÿñíèòü
àíàëîãèåé. Ïðåäñòàâèì ñåáå, ÷òî â êàæäîì ëèñòå èìååòñÿ áóëåâà ïåðåìåííàÿ, çíà-
÷åíèå êîòîðîé (0 èëè 1) îïðåäåëÿåò, êàêîé èç ñóïåðìàðòèíãàëîâ ïðîòèâíèêà (t0 èëè
t1) ïðåâûøàåò åäèíèöó â äàííîì ëèñòå. Çíà÷åíèÿ ýòîé ïåðåìåííîé ðàñïðîñòðàíÿ-
þòñÿ âíèç (ê êîðíþ) ïî ïðîñòûì È-ÈËÈ-ïðàâèëàì: åñëè ñóïåðìàðòèíãàë èãðàåò â
âåðøèíå è åãî çíà÷åíèå ïðåâîñõîäèò åäèíèöó â îáîèõ ñûíîâüÿõ ýòîé âåðøèíû, òî îí
ïðåâîñõîäèò åäèíèöó è â ýòîé âåðøèíå; åñëè æå îí íå èãðàåò â âåðøèíå, òî äîñòà-
òî÷íî ïðåâîñõîäèòü åäèíèöó â îäíîì èç ñûíîâåé.
Ïðåæäåâðåìåííàÿ áåñïåðñïåêòèâíîñòü ëèñòà ñîîòâåòñòâóåò ïðè ýòîé àíàëîãèè òî-
ìó, ÷òî íàçûâàåòñÿ ñîêðàùåíèåì âû÷èñëåíèé (short-ut evaluation) â ÿçûêàõ ïðî-
ãðàììèðîâàíèÿ: åñëè îäíà èç ÷àñòåé êîíúþíêöèè ëîæíà (èëè îäíà èç ÷àñòåé äèçú-
þíêöèè èñòèííà), îòïàäàåò íàäîáíîñòü â âû÷èñëåíèè äðóãîé. Ïðîòèâíèê, ïðèñâàèâà-
þùèé çíà÷åíèÿ ïåðåìåííûì â ëèñòüÿõ È-ÈËÈ-äåðåâà ñëåâà íàïðàâî, è æåëàþùèé,
÷òîáû çíà÷åíèå êàæäîé ñëåäóþùåé ïåðåìåííîé (ïðè èçâåñòíûõ ïðåäûäóùèõ) ìîãëî
ïîâëèÿòü íà çíà÷åíèå âûðàæåíèÿ, òàêæå íå èìååò âûáîðà (äî ïîñëåäíåãî ìîìåíòà).
Èäåÿ âûèãðûøíîé ñòðàòåãèè: ëèáî ìû ïîëüçóåìñÿ ïðåèìóùåñòâîì, êîòîðîå äà¼ò
íàì ïðåæäåâðåìåííî äèñêðåäèòèðîâàííûé ëèñò (íàì íå íàäî òðàòèòü íà íåãî äåíü-
ãè), ëèáî èñïîëüçóåì ïðåèìóùåñòâà, êîòîðûå âîçíèêàþò ïîñëå òîãî, êàê ïðîòèâíèê
îáñëóæèò ïåðâóþ ÷åòâåðòü âñåõ ëèñòüåâ. Â ïåðâîì ñëó÷àå ìû ñìîæåì ïîñòàâèòü
C = N/(N−1) íà âñå ëèñòüÿ, êðîìå îäíîãî (ïðåæäåâðåìåííî äèñêðåäèòèðîâàííîãî);
çäåñü N îáîçíà÷àåò ÷èñëî ëèñòüåâ. Âî âòîðîì ñëó÷àå ïîñìîòðèì íà ïîñëåäîâàòåëü-
íîñòü áóëåâñêèõ çíà÷åíèé, ïðè êîòîðîé íå ïðîèñõîäèò ñîêðàùåíèÿ âû÷èñëåíèé, òî
åñòü 0100010101000100 . . .1 Êàæäûé âòîðîé ÷ëåí â ýòîé ïîñëåäîâàòåëüíîñòè íóëåâîé,
òî åñòü â êàæäîì âòîðîì ëèñòå ñóïåðìàðòèíãàë t0 ïðåâûøàåò åäèíèöó. Ïîýòîìó äâó-
ìÿ óðîâíÿìè íèæå âñå çíà÷åíèÿ t0 íå ìåíüøå 1/2, è ïîä÷èíÿþòñÿ òîìó æå çàêîíó,
òàê ÷òî â ïîëîâèíå èç íèõ t0 íå ìåíüøå 1. Åù¼ äâóìÿ óðîâíÿìè íèæå âñå çíà÷åíèÿ t0
íå ìåíüøå 3/4, à ïîëîâèíà íå ìåíüøå 1, è òàê äàëåå. Àíàëîãè÷íîå ðàññóæäåíèå ïðè-
ìåíèìî ê t1 ñî ñäâèãîì íà óðîâåíü. Ïîýòîìó ìû ìîæåì âçÿòü ëþáóþ âåðøèíó, íàä
êîòîðîé äîñòàòî÷íî áîëüøîå ïîääåðåâî, è ðàññ÷èòûâàòü íà òî, ÷òî â íåé (ñêàæåì) t1
åñëè è ìåíüøå 1, òî íåíàìíîãî. Âîçüì¼ì â êà÷åñòâå ýòîé âåðøèíû ñàìîãî ëåâîãî èç
÷åòûð¼õ âíóêîâ êîðíÿ (â êîòîðîì t1 äåëàåò ñòàâêè; â äåòÿõ êîðíÿ îí èõ íå äåëàåò).
Òîãäà t1 áóäåò òîëüêî ÷óòü-÷óòü ìåíüøå 1 è â ëåâîì ñûíå êîðíÿ. À çíà÷èò, t1 íå
ìîæåò áûòü ñèëüíî áîëüøå 1 â ïðàâîì ñûíå êîðíÿ, è åñëè ìû ñîñðåäîòî÷èì îñòàò-
êè äåíåã íà ëèñòüÿõ ïðàâîé ïîëîâèíû äåðåâà (íà êàæäûé ëèñò ïðèä¼òñÿ ïðèìåðíî
4/3, ïîñêîëüêó ÷åòâåðòü ëèñòüåâ îñòàþòñÿ ñâîáîäíûìè è åù¼ â îäíîé ÷åòâåðòè â íèõ
1
Ýòà ïîñëåäîâàòåëüíîñòü ðàññìàòðèâàåòñÿ â http://www.researh.att.om/njas/sequenes/A035263
è http://www.researh.att.om/njas/sequenes/A096268.
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ñòîèò C). Ñ äðóãîé ñòîðîíû, îáà ñóïåðìàðòèíãàëà ïðîòèâíèêà ëèøü íåìíîãî ìîãóò
ïðåâîñõîäèòü 1 â ïðàâîì ñûíå êîðíÿ, è ýòî ñâîéñòâî ðàñïðîñòðàíÿåòñÿ ñíèçó ââåðõ
õîòÿ áû â îäèí ëèñò.
Â îáîèõ ñëó÷àÿõ ìû äîñòèãàåì íåêîòîðîãî ïðåèìóùåñòâà íàä ïðîòèâíèêîì, íî
ïðåèìóùåñòâà ýòè ðàçëè÷íû, è òî÷íîå îïðåäåëåíèå êîíå÷íîé èãðû äîëæíî ýòî ó÷è-
òûâàòü. Ïåðåéä¼ì ê îðìàëüíîìó îïèñàíèþ ýòîé èãðû (êîòîðîå íå çàâèñèò îò èçëî-
æåííûõ âûøå íåîðìàëüíûõ ñîîáðàæåíèé).
Èãðà íà êîíå÷íîì äåðåâå: òî÷íîå îïðåäåëåíèå
Êàê ìû óïîìèíàëè, ñîðìóëèðîâàííàÿ íàìè äëÿ ïðèìåðà öåëü èãðû (äîáèòüñÿ, ÷òî-
áû íàø ñóïåðìàðòèíãàë áûë ðàâåí 2 â âåðøèíå, íà ïóòè ê êîòîðîé ñóïåðìàðòèíãàëû
ïðîòèâíèêà íå ïðåâûøàþò 1) ñîðìóëèðîâàíà ñëèøêîì ñèëüíî: ìû ñìîæåì äîñòè÷ü
ìåíüøåãî, íî ýòîãî îêàæåòñÿ äîñòàòî÷íî.
àçðåø¼ííûé ðîñò äëÿ ñóïåðìàðòèíãàëîâ
Â èãðå íà êîíå÷íîì äåðåâå íàì íå óäàñòñÿ ãàðàíòèðîâàòü, ÷òî â îäíîì èç ëèñòüåâ
(è íà ïóòè ê íåìó) îáà ñóïåðìàðòèíãàëà ïðîòèâíèêà áóäóò â òî÷íîñòè íå áîëüøå 1;
íåêîòîðûé èõ ðîñò (â 1 + δ ðàç) ïðèä¼òñÿ ðàçðåøèòü. Ýòè êîýèöèåíòû (1 + δ)
ïåðåìíîæàþòñÿ äëÿ äåðåâüåâ öåïî÷êè è íàêàïëèâàþòñÿ, íî åñëè ïðîèçâåäåíèå èõ
îãðàíè÷åíî êîíñòàíòîé, ýòî íå ñòðàøíî.
Ñ äðóãîé ñòîðîíû, íàì íå óäàñòñÿ è ãàðàíòèðîâàòü óâåëè÷åíèå íàøåãî ñóáìàð-
òèíãàëà â 2 ðàçà, à ëèøü â íåêîòîðîå ìåíüøåå ÷èñëî ðàç (íà êàæäîì óðîâíå, êàê ìû
óâèäèì, ñâî¼). Â ýòîì ñëó÷àå íàì, íàïðîòèâ, íåîáõîäèìî, ÷òîáû ïðîèçâåäåíèå ýòèõ
êîýèöèåíòîâ ñòðåìèëîñü ê áåñêîíå÷íîñòè.
îâîðÿ áîëåå îðìàëüíî, äëÿ êàæäîãî èç êîíå÷íûõ ïîääåðåâüåâ ìû ïðèìåíÿ-
åì ëåììó ñ ñîîòâåòñòâóþùèì ïîïðàâî÷íûìè ìíîæèòåëÿìè äëÿ çíà÷åíèÿ ñóïåðìàð-
òèíãàëîâ â êîðíå. Òàêèõ ìíîæèòåëåé äâà: äëÿ íàñ è äëÿ ïðîòèâíèêà, è îíè ïåðå-
ìíîæàþòñÿ îòäåëüíî. Óñëîâèå âûèãðûøà â ïðåäûäóùèõ ëèñòüÿõ ãàðàíòèðóåò, ÷òî
ðåàëüíûå õîäû ïðîòèâíèêà íå ïðåâûñÿò ðàçðåøàåìûõ â èãðå íà êîíå÷íîì äåðåâå (ñ
ïîïðàâêîé), è ÷òî íàøè õîäû íå íàðóøàò óñëîâèå ñóïåðìàðòèíãàëüíîñòè. (Êàê òîëü-
êî îäèí èç ëèñòüåâ íà ïóòè ïåðåñòà¼ò áûòü âûèãðûøíûì, ìû ïðåêðàùàåì èçìåíåíèÿ
â ïîääåðåâå.)
Äåðåâüÿ ïåðåìåííîãî ðàçìåðà
Ñêàçàííîå îá èçìåíåíèè êîýèöèåíòîâ âîçðàñòàíèÿ (äëÿ íàøåãî ñóïåðìàðòèíãàëà
è äëÿ ñóïåðìàðòèíãàëîâ ïðîòèâíèêà) ïðåäïîëàãàåò, åñòåñòâåííî, ÷òî âûñîòû êîíå÷-
íûõ äåðåâüåâ, íà êîòîðûõ âåäóòñÿ èãðû, ðàçëè÷íû. Ýòè âûñîòû ìû ìîæåì âûáèðàòü
ïî ñâîåìó óñìîòðåíèþ, ñòðåìÿñü äîñòè÷ü íàøåé öåëè (ðàñõîäèìîñòè ïðîèçâåäåíèÿ
íàøèõ êîýèöèåíòîâ è ñõîäèìîñòè ïðîèçâåäåíèÿ êîýèöèåíòîâ ïðîòèâíèêà).
Äâóõâàðèàíòíûé âûèãðûø
Ê ñîæàëåíèþ, è ýòà êàðòèíà (äâà êîýèöèåíòà óâåëè÷åíèÿ  äëÿ íàñ è äëÿ ïðî-
òèâíèêà,  çàâèñÿùèå îò âûñîòû) ÿâëÿåòñÿ óïðîù¼ííîé. Íà ñàìîì äåëå ó íàñ áó-
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äåò äâà âàðèàíòà âûèãðûøà; äëÿ äàííîé âûñîòû h äåðåâà áóäóò äâå ïàðû ÷èñåë
(M1(h), m1(h)) è (M2(h), m2(h)). Âûèãðûøíûì ëèñòîì ñ÷èòàåòñÿ òàêîé, â êîòîðîì
(äëÿ íåêîòîðîãî i ∈ {1, 2}) íàø ñóïåðìàðòèíãàë ïðåâîñõîäèò Mi(h), â òî âðåìÿ êàê
îáà ñóïåðìàðòèíãàëà ïðîòèâíèêà â ýòîì ëèñòå è íà ïóòè ê íåìó íå ïðåâîñõîäÿò
mi(h).
Ýòè ïàðû áóäóò òàêèìè:
(
1 +
1
2h − 1
, 1
)
,
(
3
2
, 1 +
1
2⌊(h−1)/2⌋
)
.
Êîíêðåòíûé âèä ýòèõ îðìóë íå òàê âàæåí. Ñóùåñòâåííî òî, ÷òî äëÿ âûèãðûøà
íàì äîñòàòî÷íî ñóùåñòâîâàíèÿ ëèñòà, â êîòîðîì âûïîëíåíî îäíî èç äâóõ: ëèáî
(1) íàø ñóïåðìàðòèíãàë óìíîæàåòñÿ (ïî ñðàâíåíèþ ñ êîðíåì) íà íåêîòîðûé êîý-
èöèåíò, õîòÿ áû íåíàìíîãî áîëüøèé 1, â òî âðåìÿ êàê ñóïåðìàðòèíãàëû ïðîòèâíèêà
íå óâåëè÷èâàþòñÿ, ëèáî
(2) íàø ñóïåðìàðòèíãàë ñóùåñòâåííî óâåëè÷èâàåòñÿ (â 3/2 ðàçà) öåíîé íåáîëü-
øîãî (è áûñòðî óáûâàþùåãî ñ ðîñòîì h) óâåëè÷åíèÿ ó ïðîòèâíèêà.
Ïðè ýòîì åñòü åù¼ îäíî óòî÷íåíèå: ìû îáÿçàíû óêàçûâàòü, êàêîé âèä âûèãðûøà
ìû ïëàíèðóåì â äàííîì ëèñòå. Ýòî îçíà÷àåò, ÷òî â õîäå èãðû ìû ìîæåì ñòàâèòü
íà ëèñòüÿõ (íåñòèðàåìûå è íåñîâìåñòíûå äðóã ñ äðóãîì) ïîìåòêè 1 è 2 (âèä
âûèãðûøà), è äîëæíû îáåñïå÷èòü, ÷òîáû â ïðåäåëå ñóùåñòâîâàë ëèñò ñ ïîìåòêîé,
â êîòîðîì äîñòèãàåòñÿ óêàçàííûé òèï âûèãðûøà. (Ïîìåòêà íà ëèñòå îïðåäåëÿåò
âûñîòó ñëåäóþùåãî äåðåâà, ðàñòóùåãî èç ýòîãî ëèñòà.)
Èòàê, ìû ãîòîâû ê îêîí÷àòåëüíîé îðìóëèðîâêå:
Îñíîâíàÿ ëåììà îá èãðàõ íà êîíå÷íûõ äåðåâüÿõ. Äëÿ ëþáîãî íå÷¼òíîãî
h > 3 â èãðå íà äåðåâå âûñîòû h ó íàñ åñòü ñòðàòåãèÿ, ãàðàíòèðóþùàÿ îäèí èç
äâóõ óêàçàííûõ âèäîâ âûèãðûøà.
Ïîêàæåì, êàê èç ýòîé ëåììû âûòåêàåò ñóùåñòâîâàíèå âûèãðûøíîé ñòðàòåãèè íà
áåñêîíå÷íîì äåðåâå. (Äîêàçàòåëüñòâî ëåììû ìû îòëîæèì äî ñëåäóþùåãî ðàçäåëà).
Â ñàìîì äåëå, íà÷í¼ì èãðàòü íà äåðåâå íåêîòîðîé âûñîòû, íàïðèìåð, 3. Åñëè ó
íåãî ïîÿâëÿåòñÿ âûèãðûøíûé ëèñò, òî íàä íèì ìû ñòðîèì íîâîå äåðåâî  òîé æå
âûñîòû 3, åñëè ëèñò ïåðâîãî ðîäà, è áîëüøåé âûñîòû, ñêàæåì, 5, åñëè ëèñò âòîðî-
ãî ðîäà. Åñëè ó ýòîãî äåðåâà âòîðîãî óðîâíÿ ïîÿâëÿåòñÿ âûèãðûøíûé ëèñò, òî ìû
ñòðîèì íàä íèì ñëåäóþùåå äåðåâî  íå ìåíÿÿ âûñîòó, åñëè ëèñò ïåðâîãî ðîäà, è óâå-
ëè÷èâàÿ âûñîòó íà 2, åñëè âòîðîãî ðîäà. (Êàê ìû óæå ãîâîðèëè, ìîæíî ñ÷èòàòü, ÷òî
â êàæäûé ìîìåíò âûèãðûøíûé ëèñò òîëüêî îäèí, îòêëàäûâàÿ èñïîëüçîâàíèå ñëå-
äóþùåãî äî òåõ ïîð, ïîêà ïðåäûäóùèé îêàæåòñÿ íåãîäíûì. Êîãäà ëèñò ñòàíîâèòñÿ
íåãîäíûì, âñ¼ ïîñòðîåííîå íàä íèì òàêæå îòáðàñûâàåòñÿ.)
(Îòìåòèì, ÷òî ïðèâåä¼ííûé âûøå ðèñóíîê 1 ñòàíîâèòñÿ íåàäåêâàòíûì: âûñîòà
äåðåâüåâ ðàñò¼ò ñíèçó ââåðõ, à íå óáûâàåò, êàê íàðèñîâàíî, è, êðîìå òîãî, âûñîòà
ðàçíûõ äåðåâüåâ îäíîãî óðîâíÿ ìîæåò áûòü ðàçíîé.)
Ïîñìîòðèì, ÷òî ìîæåò ïîëó÷èòüñÿ â ïðåäåëå íà áåñêîíå÷íîé âåòâè. Â íåé ëèáî êî-
íå÷íîå ÷èñëî âûèãðûøíûõ ëèñòüåâ âòîðîãî ðîäà, ëèáî áåñêîíå÷íîå. Åñëè êîíå÷íîå,
òî âûñîòû äåðåâüåâ â ýòîé âåòâè ñòàáèëèçèðóþòñÿ, ñóïåðìàðòèíãàëû ïðîòèâíèêà ñ
íåêîòîðîãî ìîìåíòà íå ðàñòóò (è ïîòîìó îãðàíè÷åíû), à íàø ñóïåðìàðòèíãàë ñ ýòîãî
æå ìîìåíòà óìíîæàåòñÿ íà ïîñòîÿííûé êîýèöèåíò (è ïîòîìó íåîãðàíè÷åí). Åñëè
áåñêîíå÷íîå, òî ïðè êàæäîì ïåðåõîäå âòîðîãî ðîäà ñóïåðìàðòèíãàëû ïðîòèâíèêà
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óìíîæàþòñÿ íà
1 + 1/(2⌊(h−1)/2⌋)
ñ î÷åðåäíûì h, à â ïðîìåæóòêàõ íå ðàñòóò, òàê ÷òî â öåëîì ïîñëåäîâàòåëüíîñòü
îðãàíè÷åíà. Ñ äðóãîé ñòîðîíû, êàæäûé ïåðåõîä âòîðîãî ðîäà óâåëè÷èâàåò íàø ñó-
ïåðìàðòèíãàë â 3/2 ðàçà, à â ïðîìåæóòêàõ îí íå óìåíüøàåòñÿ (è äàæå íåìíîãî
óâåëè÷èâàåòñÿ, íî ýòî íå âàæíî), òàê ÷òî â öåëîì îí íå îãðàíè÷åí.
Òàêèì îáðàçîì, â îáîèõ ñëó÷àÿõ ìû ïîëó÷àåì áåñêîíå÷íóþ âåòâü, ãäå ñóïåðìàð-
òèíãàëû ïðîòèâíèêà îãðàíè÷åíû, à íàø  íåò.
Âûèãðûøíàÿ ñòðàòåãèÿ: ïîäðîáíîñòè
Îïèøåì âûèãðûøíóþ ñòðàòåãèþ íà äåðåâå íå÷¼òíîé âûñîòû h. Âûáåðåì ïóòü èç
êîðíÿ â îäèí èç ëèñòüåâ, íàïðèìåð, ïóòü, èäóùèé âñ¼ âðåìÿ íàëåâî. Âåðøèíû âäîëü
ýòîãî ïóòè îáîçíà÷èì A0, A1, A2, . . .. Ìû íà÷í¼ì èãðó ñ òîãî, ÷òî ðàññìîòðèì áðàòüåâ
B3, B5, . . . è â äåðåâüÿõ íàä íèìè íàïèøåì ÷èñëî c = 2
h/(2h−1) (ðèñ. 3). Ïîä íèìè ìû
òîæå äîëæíû óâåëè÷èòü çíà÷åíèå íàøåãî ñóïåðìàðòèíãàëà, ïîëîæèâ åãî â êàæäîé
âåðøèíå ñðåäíåìó çíà÷åíèþ â ëèñòüÿõ-ïîòîìêàõ. (Íàïîìíèì, ÷òî èçíà÷àëüíî âñå
çíà÷åíèÿ íàøåãî ñóïåðìàðòèíãàëà ðàâíû íóëþ, êðîìå åäèíèöû â êîðíå, êîòîðàÿ
òàê è îñòà¼òñÿ åäèíèöåé íà ïðîòÿæåíèè èãðû.)
A0
A1
A2
B3A3
A4
B5A5
A6
A7
c c c
èñ. 3: Íàø ïåðâûé õîä
Â ðåçóëüòàòå ýòîãî ïîÿâëÿåòñÿ ñðàçó íåñêîëüêî âåðøèí, ãäå íàø ñóïåðìàðòèíãàë
íå ìåíüøå c. Ïðîòèâíèê, ÷òîáû èçáåæàòü ïðîèãðûøà (ïî ïåðâîìó âàðèàíòó), äîë-
æåí ñäåëàòü îäèí èç ñâîèõ ñóïåðìàðòèíãàëîâ áîëüøå åäèíèöû íà ïóòè â ëþáîé èç
ëèñòüåâ, â êîòîðûõ ñòîèò c. Îí ìîæåò äåëàòü ýòî ëèáî â äåðåâüÿõ íàä B3, B5, . . .,
ëèáî íèæå èõ. Íà÷í¼ì ñî âòîðîãî âàðèàíòà.
Ñëó÷àé À. Ïðîòèâíèê ñäåëàë îäèí èç ñâîèõ ñóïåðìàðòèíãàëîâ áîëüøå 1 â îäíîé
èç âåðøèí Ai (òîëüêî ýòè âåðøèíû âñòðå÷àþòñÿ íà ïóòè ê Bi íå äîõîäÿ äî íèõ).
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Íàøè äåéñòâèÿ: óâåëè÷èâàåì íàø ñóïåðìàðòèíãàë âî âñåõ âåðøèíàõ, êðîìå ñà-
ìîé ëåâîé, äî c. (Â îñòàëüíûõ âåðøèíàõ ïðîèçâîäèì óñðåäíåíèå; â êîðíå ýòî óñðåä-
íåíèå äà¼ò êàê ðàç åäèíèöó.)
Ïî÷åìó ýòîãî äîñòàòî÷íî: ïîñêîëüêó îáà ñóïåðìàðòèíãàëà ïðîòèâíèêà â êîðíå
íå áîëüøå 1, òî íàéä¼òñÿ ëèñò, íà ïóòè ê êîòîðîìó îíè îáà íå áîëüøå 1 (èùåì ëèñò
èç êîðíÿ ââåðõ, â êàæäîé âåðøèíå îäèí èç ñóïåðìàðòèíãàëîâ äåëàåò ñòàâêó, èä¼ì
ââåðõ òàê, ÷òîáû îí íå âîçðîñ  à âòîðîé çàâåäîìî íå èçìåíèòñÿ). Ýòîò ëèñò íå
ìîæåò áûòü ñàìûì ëåâûì (íà ïóòè ê íåìó îäèí èç ñóïåðìàðòèíãàëîâ ïðîòèâíèêà
áûâàåò áîëüøå åäèíèöû), à â îñòàëüíûõ ó íàñ ñòîèò c.
Ñëó÷àé Á. Ïðîòèâíèê óâåëè÷èë ñâîè ñóïåðìàðòèíãàëû â äåðåâüÿõ íàä
B3, B5, . . ., çàêðûâ âñå âåðøèíû, ãäå ìû ïîñòàâèëè c. Â ýòîì ñëó÷àå âî âñåõ âåð-
øèíàõ B3, B5, . . . îäèí èç ñóïåðìàðòèíãàëîâ ïðîòèâíèêà áîëüøå åäèíèöû. (Â ñàìîì
äåëå, èíà÷å èç ýòîé âåðøèíû ìîæíî áûëî áû ïðîòÿíóòü ïóòü ââåðõ, âäîëü êîòîðîãî
îáà ñóïåðìàðòèíãàëà ïðîòèâíèêà íå ïðåâîñõîäÿò åäèíèöû.)
Íèæíÿÿ îöåíêà. Ìîæíî ñ÷èòàòü áåç îãðàíè÷åíèÿ îáùíîñòè, ÷òî ïðåâîñõîäèò
åäèíèöó òîò èç ñóïåðìàðòèíãàëîâ, êîòîðûé ïåðåä ýòèì èãðàë (ïîñêîëüêó äðóãîé
ñóïåðìàðòèíãàë íå ìåíÿåòñÿ, äðóãîé âàðèàíò ïîêðûâàåòñÿ ñëó÷àåì À). Òàêèì îáðà-
çîì, ìîæíî ñ÷èòàòü, ÷òî íå÷¼òíûé ñóïåðìàðòèíãàë ïðîòèâíèêà áîëüøå 1 âî âñåõ
âåðøèíàõ B3, B5, . . .
Â ýòîì ñëó÷àå ìîæíî ïîëó÷èòü íèæíþþ îöåíêó íà çíà÷åíèÿ íå÷¼òíîãî ñóïåðìàð-
òèíãàëà â âåðøèíàõ Ai, èäÿ ñâåðõó âíèç. Â ïîëîâèíå ñëó÷àåâ îí íå äåëàåò ñòàâîê è
ïîòîìó íå èçìåíÿåòñÿ; â îñòàâøåéñÿ ïîëîâèíå ìû ïðîèçâîäèì óñðåäíåíèå ñ ÷èñëîì,
áîëüøèì 1. Ïîëó÷àåì òàêóþ îöåíêó, êàê íà ðèñóíêå 4 (ãäå îíà ïîêàçàíà äëÿ äåðåâà
âûñîòû 7): Ïîñêîëüêó â êîðíå íå÷¼òíûé ñóïåðìàðòèíãàë íå áîëüøå 1, òî â B1 îí íå
A0
[> 7
8
] A1
[> 7
8
] A2
B3[>
3
4
] A3
[> 3
4
] A4
B5[>
1
2
] A5
[> 1
2
] A6
[> 0] A7
B1 [6
9
8
]
c c c 3/2
èñ. 4: Íèæíèå îöåíêè äëÿ t1 âäîëü èçáðàííîãî ïóòè è âòîðîé õîä
áîëüøå 9/8 äëÿ íàøåãî ðèñóíêà, à â îáùåì ñëó÷àå  íå áîëüøå 1 + 1/2(h−1)/2).
Íàøè äåéñòâèÿ: âî âñåõ ëèñòüÿõ íàä B1 ìû ïîëàãàåì íàø ñóïåðìàðòèíãàë
ðàâíûì 3/2, íèæå ïî óñðåäíåíèþ (ëåãêî ïðîâåðèòü, ÷òî ìû íå ïðåâûñèì åäèíèöû â
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êîðíå, òàê êàê âòîðàÿ ÷åòâåðòü ëèñòüåâ íå èñïîëüçîâàíà âîîáùå, à â ïåðâîé ÷åòâåðòè
çíà÷åíèå ëèøü ÷óòü áîëüøå 1 è íå âî âñåõ âåðøèíàõ).
Ïî÷åìó ýòîãî äîñòàòî÷íî: òàê êàê â B1 îáà ñóïåðìàðòèíãàëà ïðîòèâíèêà íå
áîëüøå 1 + 1/2(h−1)/2 (à îäèí äàæå íå ïðåâîñõîäèò åäèíèöû, íî ýòî íåâàæíî), òî ýòî
æå âåðíî íà ïóòè ê îäíîìó èç ëèñòüåâ íàä B1. À íàø ñóïåðìàðòèíãàë â ëþáîì òàêîì
ëèñòå ðàâåí 3/2.
Çàìåòèì, ÷òî òðåáîâàíèå äåêëàðèðîâàòü òèï âûèãðûøà âûïîëíÿåòñÿ ëåãêî: âåð-
øèíû ñ c ìû äåêëàðèðóåì êàê âåðøèíû ïåðâîãî òèïà, à âåðøèíû ñ 3/2 äåêëàðèðóåì
êàê âåðøèíû âòîðîãî òèïà.
Ïîñòðîåíèå âûèãðûøíîé ñòðàòåãèè â èãðå íà êîíå÷íîì äåðåâå (è òåì ñàìûì
äîêàçàòåëüñòâî òåîðåìû) çàâåðøåíî.
6 Î íåðàâíîìåðíûõ ìåðàõ
Ñóïåðìàðòèíãàëû ñîîòâåòñòâóþò èçìåíåíèþ êàïèòàëà â õîäå èãðû. Äî ñèõ ïîð ìû
ïðåäïîëàãàëè, ÷òî èãðà èñïîëüçóåò ñèììåòðè÷íóþ ìîíåòó, è òîãäà ñòàâêà íà óãàäàí-
íûé áèò óäâàèâàåòñÿ. Åñëè ìîíåòà ïðåäïîëàãàåòñÿ íåñèììåòðè÷íîé, òî è ïðàâèëà èã-
ðû äîëæíû ñîîòâåòñòâåííî èçìåíèòüñÿ: ìåíåå âåðîÿòíûé èñõîä äà¼ò áîëüøåå óâåëè-
÷åíèå ñòàâêè. Ýòî îòðàæåíî â îïðåäåëåíèè ñóïåðìàðòèíãàëà îòíîñèòåëüíî çàäàííîé
ìåðû. Íåîòðèöàòåëüíàÿ óíêöèÿ µ íà äâîè÷íûõ ñëîâàõ íàçûâàåòñÿ (âåðîÿòíîñòíîé)
ìåðîé, åñëè µ(Λ) = 1 (ãäå Λ  ïóñòîå ñëîâî) è
µ(x) = µ(x0) + µ(x1)
äëÿ ëþáîãî x. Ñóïåðìàðòèíãàëîì îòíîñèòåëüíî µ íàçûâàåòñÿ íåîòðèöàòåëüíàÿ
óíêöèÿ m íà äâîè÷íûõ ñëîâàõ, äëÿ êîòîðîé
m(x) > m(x0)
µ(x0)
µ(x)
+m(x1)
µ(x1)
µ(x)
ïðè âñåõ x. (Äëÿ ðàâíîìåðíîé ìåðû, ãäå λ(x) = 2−n äëÿ ñëîâà x äëèíû n, ïîëó÷àåì
ïðåæíåå îïðåäåëåíèå.)
Êîãäà ãîâîðÿò î ïåðå÷èñëèìûõ ñíèçó ñóïåðìàðòèíãàëàõ, îáû÷íî ïðåäïîëàãàþò,
÷òî ìåðà µ âû÷èñëèìà. Â ýòîì ñëó÷àå ñîõðàíÿåò ñèëó êðèòåðèé ñëó÷àéíîñòè ïî
Ìàðòèí-Ë¼ó â òåðìèíàõ ïåðå÷èñëèìûõ ñíèçó ñóïåðìàðòèíãàëîâ.
Îñíîâíîé ðåçóëüòàò ýòîé ñòàòüè áûë ñîðìóëèðîâàí äëÿ ñëó÷àÿ ðàâíîìåðíîé
ìåðû, íî îí ïåðåíîñèòñÿ è íà áîëåå øèðîêèé êëàññ âû÷èñëèìûõ ìåð:
Òåîðåìà. Ïóñòü µ  âû÷èñëèìàÿ ìåðà, äëÿ êîòîðîé óñëîâíûå âåðîÿòíîñòè ïî-
ÿâëåíèÿ íóëÿ è åäèíèöû ïîñëå ëþáîãî ñëîâà x îòäåëåíû îò íóëÿ, òî åñòü íå ìåíüøå
íåêîòîðîãî ïîëîæèòåëüíîãî ε, íå çàâèñÿùåãî îò x. Òîãäà íàéä¼òñÿ ïîñëåäîâàòåëü-
íîñòü, íå ñëó÷àéíàÿ ïî ìåðå µ, íà êîòîðîé îãðàíè÷åí ëþáîé ïåðå÷èñëèìûé ñíèçó
ñóïåðìàðòèíãàë, äåëàþùèé ñòàâêè òîëüêî íà ÷¼òíûõ èëè òîëüêî íà íå÷¼òíûõ
õîäàõ.
Äîêàçàòåëüñòâî ñëåäóåò òîé æå ñõåìå, òîëüêî íàäî èçìåíèòü ÷èñëåííûå çíà÷åíèÿ
ïàðàìåòðîâ âûèãðûøà íà êîíå÷íîì äåðåâå, à òàêæå ïîäõîäÿùèì îáðàçîì âûáèðàòü
ïóòü A0, A1, A2, . . . äëÿ âûèãðûøíîé ñòðàòåãèè.
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