Abstract: Matched pairs appear frequently in studies of the association between a dichotomous exposure and a dichotomous outcome. The standard conditional logistic regression estimator of the common odds ratio is consistent, but uses only information from the doubly discordant pairs. To gain efficiency, Liang and Zeger (1988 , Biometrics, 44:1145-1156 and Kalish (1990, Biometrics, 46:493-499) proposed a weighted average estimator, which compromises between the standard estimator and the marginal odds ratio among the outcome discordant pairs. This estimator is useful in matched case-control studies, which by design generate outcome discordant pairs. In this article, we generalize the weighted average estimator, so that it incorporates information from doubly concordant pairs as well, whenever such pairs are available. We provide an R-function which implements the proposed weighted average estimators.
Introduction
Matched pairs arise frequently in studies of the association between a dichotomous exposure, X, and a dichotomous outcome, Y. For instance, in 1:1 matched case-control studies each case (Y ¼ 1) is matched to one control (Y ¼ 0), so that each pair is discordant in the outcome, as illustrated in Table 1 . When analyzing matched case-control data, it is common to assume that the conditional (on the pair) X-Y log odds ratio is constant across all pairs. The standard conditional logistic regression estimator of this log odds ratio is obtained by conditioning on the sufficient statistic X 1 þ X 2 for each pair, where X j is the exposure for individual j in the pair, and maximizing the resulting conditional likelihood (Breslow and Day 1980) . In the notation of Table 1 , the conditional likelihood estimator equalsβ 1 ¼ logðb=cÞ.β 1 uses only information from the "doubly" discordant pairs, that is, those pairs that are discordant in both outcome and exposure. An alternative strategy is to "ignore the pairing" and use the marginal X-Y log odds ratio among all the outcome discordant pairs,β 2 , as an estimator of the conditional log odds ratio. If X 1 and X 2 are independent, thenβ 2 is consistent, and more efficient thanβ 1 . However, if X 1 and X 2 are associated, thenβ 2 is generally inconsistent. Motivated by this feature, Liang and Zeger (1988) proposed a new estimator, defined as the weighted average ð1 À wÞβ 1 þ wβ 2 . They proposed to use the weight w ¼ ðbcÞ=ðadÞ, which consistently estimates the inverse of the X 1 À X 2 odds ratio, so that if X 1 and X 2 are independent, then w % 1, and if X 1 and X 2 are strongly associated, then w % 0. Liang and Zeger (1988) showed by simulation that their weighted estimator is often a reasonable compromise betweenβ 1 andβ 2 , in terms of bias and mean squared error (MSE). Kalish (1990) improved on Liang and Zeger's weighted estimator by deriving the optimal weight, which asymptotically minimizes the MSE of the estimator. Greenland (1991) showed how the weighted estimator can be extended to general stratified studies.
In many designs, data consist of pairs which are not necessarily discordant in either exposure or outcome, for example, in cohort and cross-sectional studies of twins and paired siblings. As a motivating example, we consider a twin study of fetal growth and asthma (Örtqvist et al. 2009 ). The association between asthma and low birthweight is fairly well established (Seidman et al. 1991; Gold et al. 1999; Villamor et al. 2009 ). This association could be due to a causal effect of impaired fetal growth, but could also be explained by confounding factors. In particular, gestational age is associated with both birthweight and asthma and may, therefore, be a confounder for the birthweight-asthma association (Örtqvist et al. 2009 ). Twins provide an excellent opportunity to control for the confounding effect of gestational age and at the same time control for other shared familial factors.
In the study of Örtqvist et al. (2009) , all twins born in Sweden in June 1992 to June 1998 were identified through the Swedish Twin Register at the age of 9 or 12 years. Data on zygosity and asthma were collected in telephone interviews with their parents. We, here, restrict attention to the monozygotic (MZ) twin pairs. In the interview questionnaire, asthma was dichotomized into "never asthma" or "ever asthma". Birthweight was obtained through the Medical Birth Register. If birthweight is dichotomized as well, then these data can be analyzed by the method proposed by Kalish (1990) , if attention is restricted to the outcome (asthma) discordant pairs, or, by symmetry, to the exposure (birthweight) discordant pairs, thus "mimicking" a matched study. However, these twin data differ from an ordinary matched study in that there are doubly concordant pairs as well, that is, pairs for which both twins have similar weight, and either both twins have asthma or no twin have asthma. The presence of such pairs offers several additional analysis alternatives. One option is to use the marginal X-Y log odds ratio among all pairs,β 3 , as an estimator of the conditional log odds ratio. A second option is to combineβ 1 andβ 3 into a weighted average, using the method proposed by Kalish (1990) to derive the optimal weight. A third option is to combine all three estimatorsβ 1 ,β 2 , andβ 3 into a weighted average. However, this requires a non-trivial extension of the weighted average method developed by Kalish (1990) .
In this article, we consider all three possibilities. In Section 2, we define the non-weighted estimatorsβ 1 , β 2 , andβ 3 . In Section 3, we generalize the method proposed by Kalish (1990) and derive the optimal weights for a weighted average of an arbitrary number of estimators. From this general result, we develop one weighted estimator which compromises betweenβ 1 andβ 3 and one weighted estimator which compromises betweenβ 1 ,β 2 , andβ 3 . The optimal weights contain unknown parameters and must be estimated from data. We propose consistent estimators of the weights. In Section 4, we carry out a small simulation study to investigate the performance of the proposed weighted estimators. In Section 5, we discuss the proposed estimators from a causal inference perspective. In Section 6, we return to the illustrational birthweightasthma example and analyze the data with our proposed methods.
Non-weighted estimators
We assume that data consist of n independent pairs, and we use X j and Y j to denote the exposure and outcome, respectively, for individual j in a given pair. Each pair contributes with one observation of ðX 1 ; X 2 ; Y 1 ; Y 2 Þ and falls into one of the following ten possible categories: 
Let P ¼ ðp 1 ; p 2 ; p 3 ; p 4 ; p 5 ; p 6 ; p 7 ; p 8 ; p 9 ; p 10 Þ T be the probability distribution over these ten categories, and let P ¼ ðp 1 ;p 2 ;p 3 ;p 4 ;p 5 ;p 6 ;p 7 ;p 8 ;p 9 ;p 10 Þ T be the observed proportions. For fixed n, T ¼ nP is multinomial with parameters n and P. The standard conditional logistic regression estimator,β 1 , is given bŷ
which converges in probability to
β 1 is often interpreted as the conditional X-Y log odds ratio, given the pair. That is, β 1 is interpreted as being equal to β in the statistical model
where α pair is a pair-specific intercept. This interpretation is not always valid though; Sjölander et al. (2012) showed that β 1 is only equal to β if the exposure and outcome of one subject is conditionally independent of the exposure and outcome of the other subject in the same pair, given the pair, i.e.
The condition in eq.
[1] is often plausible, but would for instance be violated if the exposure of one subject has a causal effect on the outcome of the other subject in the same pair. Liang and Zeger (1988) and Kalish (1990) which converges in probability to
β 2 can also be expressed as the conditional X-Y log odds ratio, given X 1 ÞX 2 , in the statistical model
We note that Liang and Zeger (1988) definedβ 2 as the X-Y log odds ratio among the outcome discordant pairs. In Section 5, we argue that despite the apparent symmetry, the X-Y log odds ratio among the exposure discordant pairs,β 2 , may be more useful as an estimator of β 1 . We define the estimatorβ 3 asβ 3 ¼ log ð2p 1 þp 2 þp 4 þp 6 Þðp 6 þp 7 þp 9 þ 2p 10 Þ ðp 4 þp 5 þ 2p 8 þp 9 Þðp 2 þ 2p 3 þp 5 þp 7 Þ & ' ;
A. Sjolander: Reducing Mean Squared Error in the Analysis of Binary Paired Data which converges in probability to
β 3 can also be expressed as the marginal X-Y log odds ratio in the statistical model
We note thatβ 1 uses only the doubly discordant pairs,β 2 uses only the exposure discordant pairs, and β 3 uses all pairs.
β 2 is consistent for β 1 if β 2 ¼ β 1 . It can be shown (see Appendix A) that this equality holds if the outcome of one subject is conditionally independent of the outcome of the other subject in the same pair, given the two subjects' exposures, i.e.
½2
It can be shown (see Appendix A) that this equality holds if condition [2] holds, and in addition the outcome of one subject j is conditionally independent of the exposure of the other subject j 0 in the same pair, given the exposure of subject j, i.e.
In Section 5, we discuss which underlying causal structures that would imply the statistical conditions [2] and [3] and whether these causal structures are plausible in practice.
Weighted estimators
The estimatorβ 1 is consistent for β 1 , whereasβ 2 andβ 3 are generally inconsistent for β 1 . However, the variance ofβ 1 is generally larger than the variance ofβ 2 and the variance ofβ 3 , sinceβ 1 only uses the doubly discordant pairs. The weighted estimator of Kalish (1990) compromises betweenβ 1 andβ 2 in such a way that the MSE is minimized. In this section, we develop one weighted estimator which compromises betweenβ 1 andβ 3 and one weighted estimator which compromises betweenβ 1 ,β 2 , andβ 3 .
We first derive the optimal (in the sense of minimizing the MSE) weights for a weighted average of an arbitrary number of estimators. Let θ be the scalar target parameter (e.g. θ ¼ β 1 ) and letθ be a K Â 1 column vector of estimators (e.g.
. Let w be a K Â 1 column vector of fixed (i.e. non-random) weights, which satisfy the constraint 1 T w ¼ 1, where 1 is the K Â 1 column vector with all elements equal to 1. Define the weighted estimatorθ w ¼ w Tθ . Following Kalish (1990) , we derive the weights w that minimize the MSE 
To gain some intuition behind these weights, note that for all reasonable estimatorsθ, the variance term in eq.
[4] will converge to 0 regardless of how the weights are chosen. Thus, the optimal weights will asymptotically strive to minimize the bias term. This implies that if one of the estimators inθ is consistent (i.e. asymptotically unbiased), thenθ wopt is consistent as well, since the weights can then always be chosen, so thatθ w becomes equal to that estimator, asymptotically. For instance, ifθ ¼ ðβ 1 ;β 2 Þ T ,
optθ will be close toβ 1 in large samples, which is consistent for β 1 . When K ¼ 2, this implies that the weight for the unbiased estimator inθ will be close to 1 in large samples. However, this is not necessarily true when K > 2. To see this, consider the case whenθ ¼ ðβ 1 ;β 2 ;β 3 Þ T . In the limit (i.e. in "infinite samples"), we have thatθ ¼ θ and VarðθÞ ¼ 0, so thatθ w becomes equal to w 1 β 1 þ w 2 β 2 þ w 3 β 3 . Setting this expression equal to β 1 and solving for ðw 1 ; w 2 ; w 3 Þ, under the restriction 
, and r 00 ¼ p 6 þ p 7 þ p 9 þ 2p 10 . We replace P in eq.
[6] with b P. We note that estimating w opt introduces additional variability that was not taken into account in its derivation. Thus, there is no guarantee that a weighted estimator which usesŵ opt has minimal MSE in finite samples.
The components ofŵ opt can be negative. For the special case of K ¼ 2, Kalish (1990) proposed to truncateŵ opt so that a negative weight is rounded to 0, and a weight larger than 1 is rounded to 1. This strategy is equivalent with truncatingŵ opt to the closest point in the space defined by ðw 1 þ w 2 ¼ 1; w 1 ! 0; w 2 ! 0Þ. Generalizing this strategy to arbitrary K, we propose to truncateŵ opt to the closest point in the space defined by 1 T w ¼ 1; w k ! 0 for k ¼ 1; :::; K À Á . In Appendix C, we present a simple algorithm for determining this point for K ¼ 3, which is useful for the application in this article. We useŵ opt to denote the truncated estimated weights. We defineβ 12 ¼ŵ T opt ðβ 1 ;β 2 Þ T ,β 13 ¼ŵ T opt ðβ 1 ;β 3 Þ T , and
Using the delta method, Kalish (1990) derived an analytic expression for the standard error ofβ 12 , which takes the uncertainty in the estimated weights into account. The same method can be used to derive an analytic expression for the standard error ofβ 13 . However, the standard error ofβ 123 is much more difficult, due to the more complex expression of this estimator. A simpler approach is to use a bootstrap procedure to numerically estimate the standard error.
Simulation study
To investigate the performance of the weighted estimators, we carried out a small simulation study. In Section 4.1, we describe the simulation model that we used to generate data. In Section 4.2, we present results on bias and MSE. In Section 4.3, we present results on bootstrap standard errors and coverage of bootstrap confidence intervals.
Simulation model
All samples were generated from the model
By symmetry, the first two rows in eq.
[7] completely defines PrðX 1 ; X 2 Þ. It follows from results in Chen (2007) that the last two rows in eq.
[7] completely defines PrðY 1 ; Y 2 jX 1 ; X 2 Þ. Under the parametrization in eq. [7] , it is easy to control the amount of deviation from the conditions in eqs [2] and [3] . ψ controls the amount of deviation from eq.
[2], so that eq.
[2] holds if and only if ψ ¼ 0 (Lipsitz et al. 1991) . When ψ ¼ 0, we have that
Thus, when ψ ¼ 0, f controls the amount of deviation from eq.
[3], so that eq.
[3] holds if and only if f ¼ 0. It is straight-forward to show that β 1 ¼ δ À f. Thus, under the parametrization in eq. [7] , β 1 can be explicitly controlled by setting δ ¼ β 1 þ f. In all simulations, we set β 1 to logð1:5Þ ¼ 0:41.
Bias and MSE
For each of the 3 Â 3 ¼ 9 combinations of ψ 2 ð0; β 1 ; 2β 1 Þ and f 2 ð0; β 1 ; 2β 1 Þ, we generated 10,000 samples of size n ¼ 500. For each sample, we calculatedβ 1 ,β 2 ,β 3 ,β 12 ,β 13 , andβ 123 . For each combination of ψ and f, we calculated the mean (over the 10,000 samples) absolute bias and MSE of each estimator. Figures 1  and 2 display the results (note that the vertical axes are truncated at 0.25). All estimators have quite small bias, except when fÞ0, in which case the bias ofβ 3 is very large and the bias ofβ 13 is notably larger than the bias of the remaining estimators. Thus,β 3 andβ 13 appear to be quite sensitive, in terms of bias, to deviations from eq. [3] . Even when ψÞ0, the bias ofβ 2 is small. Thus,β 2 appears to be quite robust to deviations from eq. [2]. For several scenarios,β 1 has larger bias than some of the other estimators. This should not be surprising; even thoughβ 1 is asymptotically unbiased, several authors have shown that the bias ofβ 1 may be substantial in small samples (e.g. Jewell 1986; Greenland et al. 2000) .
In terms of MSE, none of the estimators is uniformly optimal. Among the non-weighted estimators,β 3 is optimal when f ¼ 0, andβ 2 is optimal when fÞ0. Among the weighted estimators,β 13 is optimal when f ¼ 0, andβ 12 is optimal when fÞ0.β 12 andβ 13 appear to "compromise" between the non-weighted estimators; for most scenarios we have that minfMSEðβ 1 Þ; MSEðβ 2 Þg<MSEðβ 12 Þ<maxfMSEðβ 1 Þ; MSEðβ 2 Þg and minfMSEðβ 1 Þ; MSEðβ 3 Þg < MSEðβ 13 Þ < maxfMSEðβ 1 Þ; MSEðβ 3 Þg.β 123 appear to further compromise betweenβ 12 andβ 13 ; for most scenarios we have that minfMSEðβ 12 Þ; MSEðβ 13 Þg < MSEðβ 123 Þ < maxfMSEðβ 12 Þ; MSEðβ 13 Þg. In this sense,β 123 is the "most compromising" estimator and offers the strongest protection against large MSEs. To gain some intuition for this result, note that the optimal weights are guaranteed to reduce MSE. Thus, if we would have used the true optimal weights, thenβ 123 would had smaller MSE than all the other estimators. However, our weights are estimated, and there is no guarantee that the estimated weights reduce the MSE in finite samples. Sinceβ 123 uses three weights, the estimation of the weights may induce 
Bootstrap standard errors and coverage of confidence intervals
We next repeated the simulation described above, now generating 100 bootstrap replicates from each sample. For each replicate, we calculatedβ 1 ,β 2 ,β 3 ,β 12 ,β 13 , andβ 123 . We calculated the empirical standard deviations over 100 replicates, thus generating one bootstrap standard error for each estimator and each sample. For each combination of ψ and f, we calculated the mean (over the 10,000 samples) bootstrap standard error for each estimator. Using the bootstrap standard error, we evaluated whether the 95% bootstrap confidence interval est AE 1:96 Â s:e: covered the true value of β 1 or not. Table 2 displays the bootstrap standard error together with the empirical (over the 10,000 samples) standard error, for each scenario and estimator. For most scenarios, the bootstrap standard error agrees well with the empirical standard error. Table 3 displays the empirical (over the 10,000) samples coverage probability of the bootstrap confidence interval, for each scenario and estimator. The coverage probability is close to the nominal 95% level for all scenarios and all estimators, except forβ 3 when fÞ0.
Statistical consistency conditions and causal structures
In Section 2, we showed thatβ 2 is consistent for β 1 under condition [2], whereasβ 3 requires both conditions [2] and [3] for consistency. These conditions are "statistical", in the sense that they make no reference to causality per se. However, to determine whether the conditions are plausible or not, it may often be useful to interpret the conditions in terms of underlying causal structures. In this section, we discuss which underlying causal structures that would imply the statistical conditions [2] and [3] and whether these causal structures are reasonable in practice. Consider the causal diagram (Pearl 2009) in Figure 3 which displays a general unrestricted causal structure underlying the variables (X 1 ; X 2 ; Y 1 ; Y 2 ). In Figure 3 , U represents the set of all shared (i.e. constant within the pair) common causes of X and Y, whereas C represents all non-shared (i.e. possibly varying between individuals in the same pair) common causes of X and Y. For instance, in a study of dizygotic (DZ) twins, U would contain "uterine environment" and C would contain all genetic factors, since two DZ twins within the same pair have identical uterine environment, but not identical genes. If all arrows in Figure 3 C 1 ! X 1 U ! X 2 C 2 ! Y 2 on which X 1 and X 2 are "colliders" (Greenland 2003; Pearl , we induce an association between Y j and X j 0 through the path Y j C j ! X j U ! X j 0 on which X j is a collider. The third reason is that X j 0 has a causal effect on Y j . It follows that the statistical condition [2] requires either of the following two restrictions on the underlying causal structure in Figure 3 : (I) there are no non-shared common causes of X and Y, and no shared common causes of Y 1 and Y 2 or (II) there are no shared common causes of X 1 and X 2 , and no shared common causes of Y 1 and Y 2 . The causal structures obtained by imposing these two restrictions are illustrated in Figure 4I and 4II, respectively. The statistical condition [3] requires the same causal restrictions as the statistical condition [2] , but in addition it also requires that there is no causal effect of X j 0 on Y j , as illustrated in Figure 4III and 4IV.
Whether the causal structures in Figure 4I -4IV are reasonable or not depends heavily on what exposure and outcome we consider and how subjects in the same pair are related. The closer physiological or biological relation between subjects in the same pair, the more likely is the presence of shared common causes of X and Y, thus ruling out Figure 4I -4IV and implying a relatively strong deviation from conditions [2] and [3]. For instance, in studies of MZ twins, we would rarely believe that shared common causes are absent, almost regardless of what exposure-outcome pair we consider. On the other hand, in studies of cousin-pairs, the absence of shared common causes may sometimes be plausible, at least to an approximation, so that Figure 4II or 4IV could be relatively reasonable. In twin/sibling studies, the time window between X and Y may also play an important role. Early in life, siblings have many things in common, which make them relatively similar. During life span, the siblings accumulate individual experiences, which make them less similar. Thus, if the exposure is defined to occur early in life and the outcome typically occurs late in life (e.g. X ¼ birthweight, Y ¼ coronary heart disease), then the amount of nonshared common causes C may outweigh the amount of shared common causes, so that Figure 4II or 4IV would be relatively reasonable. It is easy to think of situations where a causal effect of X j 0 on Y j is most likely absent. For instance, your own physical activity level (X j ) likely affects your risk for coronary heart disease (Y j ), but your siblings' physical activity level (X j 0 ) most likely does not. However, one can also think of situations where a causal effect of X j 0 on Y j cannot be ruled out a priori. For instance, it can be argued that whether your sibling meets with a serious accident or not (X j 0 ) affects your own risk for depression (Y j ).
We end this section with two technical remarks. First, we note that the presence of a causal effect of X j 0 on Y j invalidates condition [1], which is necessary for β 1 to have the desired interpretation as a conditional (on the pair) log odds ratio (Sjölander et al. 2012) . Thus, even though the consistency conditions forβ 2 are weaker than the consistency conditions forβ 3 , this advantage ofβ 2 may be somewhat illusory, since it may be difficult to construct an underlying causal structure such that β 1 has the desired interpretation, andβ 2 is consistent for β 1 butβ 3 is not. Second, consider the marginal X-Y odds ratio among the outcome discordant pairs, sayβ Ã 2 . By symmetry withβ 2 , we have that consistency ofβ Ã 2 requires the statistical condition X 1 ?X 2 jðY 1 ; Y 2 Þ, under which the causal diagram in Figure 3 reduces to the causal diagram in Figure 4IV . Thus, despite the apparent symmetry between the statistical conditions Y 1 ?Y 2 jðX 1 ; X 2 Þ and X 1 ?X 2 jðY 1 ; Y 2 Þ, the latter requires more restrictive causal structures than the former. This is because of the asymmetry of the problem; X causes Y, not the other way around. For this reason,β 2 may be more useful, as an estimate of β 1 , thanβ Ã 2 .
Application
In this section, we return to the birthweight-asthma example introduce in Section 1 and analyze the data with our proposed methods. For our purpose, we dichotomize birthweight as follows. A pair is considered discordant in birthweight if the difference in birthweight is greater than 400 g or 15%; in these pairs, the smaller twin is considered "exposed", and the larger twin is considered "unexposed". This relative measure of birthweight discordance is mainly chosen to comply with existing conventions (e.g. Hultman et al. 2007 ), but has also been suggested as being more clinically relevant than absolute measures (Branum and Schoendorf 2003) . In pairs concordant in birthweight, both twins are considered as "exposed" if their mean birthweight is below 1.5 kg, otherwise both twins are considered as "unexposed". In total, there are 3,107 MZ pairs in the data set. 1,087 pairs are discordant in birthweight, and 175 pairs are discordant in both birthweight and asthma. Table 4 displays the obtained estimates together with bootstrap standard errors (10,000 replications), 95% bootstrap confidence intervals, and, for the weighted estimators, the corresponding weights. The table also displays the estimated absolute bias and MSE of each estimator, obtained by replacing the true value of β 1 in eq. [4] withβ 1 . For instance, the estimated absolute bias and MSE ofβ 2 are j0:179 À 0:288j ¼ 0:109 and 0:109 2 þ 0:095 2 ¼ 0:021, respectively. By definition,β 1 has estimated absolute bias equal to 0. This estimator, however, has the largest standard error.β 2 has the largest bias, but the second smallest standard error. β 3 has a bias in the middle range of all estimators, and the smallest standard error. Both the weighted estimatorsβ 13 andβ 123 perform quite well;β 13 has the third smallest bias and the second smallest MSE of all estimators, andβ 123 has the second smallest bias, and the third smallest MSE of all estimators. However,β 12 does not perform very well; this estimator has the second largest bias and largest MSE of all estimators. In the weighted estimatorβ 123 , w 1 is equal to 0. This may be counterintuitive, but is less surprising given that w 2 is close to ðβ 3 Àβ 1 Þ=ðβ 3 Àβ 2 Þ ¼ 0:259 and w 3 is close to ðβ 1 Àβ 2 Þ=ðβ 3 Àβ 2 Þ ¼ 0:741, which produces a weighted estimatorβ 123 close toβ 1 (see Section 3).
To interpret the analysis results it is useful to relate the example to the discussion on causal structures in Section 5. Following this discussion,β 2 is consistent for β 1 if either (I) there are no non-shared common causes of birthweight and asthma, and no shared common causes of asthma of two twins in the same pair, or (II) there are no shared common causes of birthweight of two twins in the same pair, and no shared common causes of asthma of two twins in the same pair. Clearly, these restrictions are highly unrealistic; it is for instance very likely that shared genetic and environmental factors may cause both twins in the same pair to develop asthma.β 3 is consistent for β 1 if (I) and (II) holds, and in addition there is no causal effect of birthweight of one twin on asthma in the second twin in the same pair. This additional restriction is quite realistic, since it is difficult to conceive of a mechanism through which such a "cross-wise" effect would occur. Because both restrictions (I) and (II) are highly unrealistic, we would not trustβ 2 orβ 3 to be close to β 1 . However, as discussed in Section 3, the weighted estimatorsβ 12 ,β 13 , andβ 123 are all consistent, despite the inconsistency inβ 2 orβ 3 . As shown in the simulation study (Section 4), bothβ 12 andβ 123 often have smaller finite-sample bias and MSE thanβ 1 , and would therefore be preferable. However, these two estimates are somewhat different. Also,β 123 is significantly (at 5% significance level) different from 0, whereasβ 12 is not. Thus, it could be argued that the analysis results are not entirely conclusive.
Discussion
In this article, we have explored the potential of reducing MSE in the estimation of the common odds ratio in binary paired data. We have compared three weighted estimators,β 12 ,β 13 , andβ 123 .β 12 was proposed by Kalish (1990) and only applies to pairs which are discordant in either outcome or exposure, e.g. matched case-control pairs, whereasβ 13 andβ 123 apply to doubly concordant pairs as well. In a simulation study, we observed thatβ 12 tends to have the smallest MSE when Y j and X j 0 are conditionally associated, given X j (condition [3] is violated), andβ 13 tends to have the smallest MSE when Y j and X j 0 are conditionally independent, given X j (condition [3] holds).β 123 tends to compromise betweenβ 12 andβ 13 and thus offers protection against large MSEs. Computing the weighted estimators requires some programming. We have implemented an Rfunction, paired, which computes the estimatorsβ 1 ,β 2 ,β 3 ,β 12 ,β 13 , andβ 123 for a given data set, together with bootstrap estimates of their standard errors, respectively. The R-function is available at http://www.meb.ki.se/~arvsjo/ and can also be obtained from the author upon request. In Appendix D, we describe its usage.
We note that the analytic expression for the optimal weights in eq.
[5] is valid for any vector of estimatorsθ, not necessarily odds ratios estimated from paired data. Thus, our method can, in principle, be applied in any setting where several candidate estimators are available and where the aim is to reduce the MSE with respect to a given target parameter. However, the variance-covariance matrix of the estimators, which enters into the optimal weights, must be calculated (and estimated) on a case-by-case basis. Examples T<-c(76,37,99,18,21,75,51,44,26,43) paired(T,100)
