Objectives: Medical decision support and other intelligent applications in the life sciences depend on increasing amounts of digital information. Knowledge bases as well as formal ontologies are being used to organise biomedical knowledge and data. However, these two kinds of artefacts are not always clearly distinguished. Whereas the popular RDF(S) standard provides an intuitive triple-based representation, it is semantically weak. Description logics based ontology languages like OWL-DL carry a clear-cut semantics, but they are computationally expensive, and they are often misinterpreted to encode all kinds of statements, including those which are not ontological.
Introduction

Medical decision support depends on knowledge representation
Health care processes are getting more complex. The cognitive abilities of individual caregivers and teams that manage acute and chronic disorders are increasingly challenged. On a population scale, well-founded decisions need to be made to warrant a maximum of health at acceptable costs.
Computerized decision support is, therefore, no longer a convenient add-on, but an urgent necessity. Decision support systems (DSSs) should match evidence-based domain knowledge against clinical data in order to assist the choices humans have to make.
For a long time, decision support has been a major use case for knowledge-based systems in the field of medicine. However, the integration of intelligent systems into the care process has, by and large, not fulfilled the predictions of expert system enthusiasts, not only because of the well-known knowledge acquisition bottleneck, but also as a consequence of the lack of syntactic and semantic integration of DSSs into health information systems: users have not been convinced that redundant data entry pays off. Recent spectacular advances have not been reached by the traditional expert system architectures based upon formal representation and reasoning, but by a massive heuristic re-use of unstructured "big data" [001, 002] . An example is the IBM Watson project, which processes texts written by humans for human use, achieving an impressive turnout in automated question answering. This technique is currently also experimentally applied to medicine [003] .
In light of these facts, do we need to revise the traditional approach to represent specific knowledge for machine use? Has not the body of facts and knowledge, constantly produced, maintained and updated by and for humans, accumulated enough to drive knowledge-based systems? Which is an adequate structure of this knowledge? Is human language sufficient for expressing all kinds of facts and knowledge?
Huge efforts are going into controlled biomedical vocabularies
Traditionally, knowledge has been encoded in natural language, be it in writing or in words spoken from teacher to learner. As a means of communications between humans, natural language is easily and naturally used by researchers and health professionals in their daily routine. Major contents of electronic health records are unstructured or semi-structured texts.
On the downside, not only is there a plethora of natural languages, but natural language expressions also tend to be ambiguous and are highly dependent on the linguistic and situational context in which they are used. This fact has fuelled costly efforts to precisely define the meaning of domain terms, or better yet, to unambiguously characterize the objects these terms denote. In biology and medicine, controlled vocabularies have been produced, maintained and enhanced to serve variegated purposes, such as reporting, billing, quality assurance, document retrieval and medical research. The problem is that due to the proliferation of data structures and vocabularies, the integration of data across system and institutional boundaries tends to be even less reliable than the communication of free text. The impressive growth of biomedical vocabularies in number and content can be observed every year by the UMLS Metathesaurus updates [004] .
The heterogeneity of these vocabularies reflects the different backgrounds, tasks, needs and languages of user communities and gives rise to serious obstacles in data aggregation and interoperability. Probably the most important use cases are disease classification for health statistics and billing, with the International Classification of Diseases [005] (currently undergoing its eleventh revision) being its most relevant terminological resource. Reimbursement of health services is also a driving force for ICD-9/ICD-10 CM, which also provide codes for medical procedures. A recent shift from a disease point of view to a functional viewpoint (also for a longterm planning of health expenditures) has emphasised the need for specific codes as provided by the International Classification of Functioning, Disability and Health (ICF) [006] . Standardised classification of drugs and their ingredients has motivated the WHO Drug Dictionary [007] , the ATC [008] , RxNorm [009] and DM+D [010] . Standardisation of lab data is the use case for LOINC [011] . Cross-domain vocabularies are MeSH [012] for medical literature indexing and, as an increasingly important resource on a global scale, SNOMED CT [013] for clinical documentation.
Ontology: more than a buzzword?
For good or bad, more and more biomedical vocabularies are named "ontology". In medical informatics, this term had been occasionally used for semantic networks [014] , for the GALEN concept representation system [015] and for domain representations in the context of medical language processing [016, 017] . It finally became popular in biomedical research circles with the success of the Gene Ontology [018] , and the practical impact of ontology-based terminology research and development has increasingly been recognised [019, 020] .
The pervasive use of the term "ontology" since the turn of the millennium has been repeatedly criticized. Seven different definitions were proposed in [021] and the continuing ambiguity of this word has been criticized in [022] , as well as the fact that "ontology" evolved from a technical term restricted to academic circles to a buzzword [023] . Indeed, in the Artificial Intelligence community it is hardly ever used in its original sense, viz. as a name for the philosophical study of the most general kinds of beings and the relations between these [024] , the study of the a priori nature of reality [025] , of entities as they exist in reality [026] or simply of what there is [027, 028] . Therefore, any use of this term must be preceded by an explanation of its intended meaning. Today, the term "ontology" is used in various ways as a cursory glance at bibliographic databases and web-based resources reveals:
1. Ontology as knowledge representation; 2. Ontology as a representation of terms; 3. Ontology as a representation of concepts;
4. Ontology as a representation of real entities.
Let us have a look at these uses in turn. According to the first group of uses of the term "ontology", an ontology is a part of a knowledge base or a means to structure it [029] . This does, of course, state a use case of ontologies rather than explain what they are. Other authors say that an ontology is a formal knowledge representation model [030, 031] , or a document or file that contains a set of resources and relations between them, defined as a series of triples [032] .
In this group also belongs the idea that by means of an ontology, knowledge can be captured and made available to both machines and humans [033] . This statement, however, is not intended to imply that ontologies and knowledge bases are the same kind of thing.
Few authors use the word "ontology" for a machine-readable representation of a domain's terminology and the relationships among the terms [034] rather follow Gruber's definition and see an ontology as an explicit representation of a conceptualization [035] . According to this point of view, an ontology defines the concepts, relationships, and other distinctions that are relevant for modelling a domain. The meanings (2) and (3) seem to be popular in circles that are mainly interested in thesaurus-like artefacts for query expansions or in controlled terms for semantic annotations, e.g. for texts. However, it appears to us that Gruber's definition of ontologies as conceptualizations is more often parroted than understood.
According to other authors, (formal) ontologies are 'theories that attempt to give precise mathematical formulations of the properties and relations of certain entities' [024] . Ontologies are, thus, 'representational artefacts whose representational units are intended to designate classes or types in reality and to relate them to each other' [036] . They are 'catalogues of the types of things that are assumed to exist' in a domain of interest [037] and consist of 'precise descriptive statements about some part of the world' [038] .
There is a strong coalition adhering to (4), though there have been fierce debates between supporters of (3) and (4) [026, 039] . With strong initiatives like the OBO Foundry [040] supporting (4), there may be a shift towards (4). This shift can be interpreted as a renaissance of the term's original philosophical use of this term; as a result, ontology as the study of the most general kinds of beings can be seen as such a representation of entities at the most general level.
However, a much bigger role in propagating (4) was probably played by the W3C standardization efforts that popularized OWL (and, in consequence, description logics [041] as described in more detail below) as the standard ontology language. As much as the increasing adherence to meaning (4) should be welcome (for reasons that will be set forth in the following), it should not be forgotten that a sloppy usage of the term "ontology" persists, especially in the commercial world. One has the impression that the term "ontology" is still shiny enough to sell better than the old-fashioned "thesaurus" or "vocabulary".
Biomedical ontologies gradually make their way
While there might be a trend in biomedical ontology towards understanding ontologies as representations of reality, this is not the only trend that can currently be observed. We identify the following trends:
• Creation of repositories and other infrastructure. The best starting point to get an up-todate overview of biomedical ontologies (and terminologies) is BioPortal, maintained by the U.S. National Center of Biomedical Ontologies [042] . It testifies the recent tendency in the field of biomedical ontology to consolidate the ontology infrastructure and to collect open access libraries of biomedical ontologies. BioPortal offers browser and Web service access and enables community participation in content evaluation and mapping [043] . Other repositories include the Open Biological and Biomedical Ontologies (OBO) Foundry initiative [044] and repositories for ontology design patterns (ODPs), like Ontology Design Patterns [045] and the ODPs Public Catalog [046].
• Development of tools and infrastructure. Protégé [047] is, by far, the most popular ontology editor. It has evolved from an editor for frame-based knowledge representation systems to a development framework for OWL-based ontologies. It comes with several plugins, e.g. for reasoning and visualization. The OWL API is a JAVA programming interface for manipulating OWL ontologies [048] . By now, a wide variety of tools and web infrastructure for ontology construction has been developed; including OntoFox [049], a tool for importing classes from existing ontologies and evaluation tools like the Ontology Pitfall Scanner OoOPS [050] ; and OntoCheck, a tool for checking class labels for compliance with naming conventions [051] .
• Establishments of ontology standards. The Open Biological and Biomedical Ontologies (OBO) initiative originated as a collection of controlled vocabularies. In the beginning, OBO ontologies consisted of terms which were interconnected by binary relationships, such as 'is a' and 'part of'. Since then, OBO has been supplemented by a formal language, the OBO file format, which has grown in semantic complexity over time. Finally, the use of the description logics-based (DLs) Semantic Web standard OWL [052, 038] was encouraged and tools for conversion between the OBO file format and OWL were proposed [053] . An evolving set of shared principles for the coordinated development of non-overlapping ontologies, the so-called OBO Foundry principles, were proposed [040] and the creation of defined classes, so called intra-ontology cross-products, was encouraged.
• Formally rigid and philosophically founded biomedical ontologies. While often starting from quite informal hierarchies, ontology development has tended to employ formally rigid languages and axiomatised relations. The OBO Foundry principles also include the rule to subsume any class under one class of the Basic Formal Ontology (BFO) [054] as the common top-level ontology of all OBO ontologies. By now, there are several distinct toplevel ontologies, all of which have been developed based on philosophical foundations, including DOLCE [055] and the Sowa diamond [056] . In order to ensure the correctness of taxonomic hierarchies, the evaluation method OntoClean has been developed [057] .
• Collaborative development of modularized biomedical ontologies. Developing an ontology is not a one-day job. It needs the collaboration of domain experts, computer scientists and often also philosophers. Due to the considerable costs of ontology development, the OBO Foundry has suggested a scheme of combining orthogonal ontology modules, each of which is collaboratively developed by a group of experts. Applied ontologists are now also organised in the International Association on Ontology and its Application (IAOA). The IAOA is publishing a journal, "Applied Ontology", organizing educational events and community efforts. Another very active virtual community is Ontolog [058], which organises, together with the IAOA and others, yearly "Ontology Summits". • Ontology-based development of WHO classifications. A subset of SNOMED CT is planned to be used as an ontological foundation of the upcoming ICD 11 (International Classification of Diseases) development [060] . A similar approach is planned for other WHO classifications like the ICF (International Classification of Functioning). These projects mark an important step towards a principle-based convergence of domain vocabularies.
• The development of domain-specific upper-level ontologies. The attempt to provide upper-level categories for the biomedical domain started with the UMLS semantic network [061] . The domain-independent upper-level ontology BFO [054] and the domainspecific relation ontology RO [062] were introduced to categorize and normalize OBO Foundry ontologies. BioTop [063] integrated upper-level classes with relations within one representational artefact with constraining axioms in OWL-DL together with mappings to several upper-level ontologies [064] . Ongoing developments in this field are a new version of BFO, which includes both classes and relations [065] , a new release of BioTop with mappings to BFO2, GFO-BIO [066] and the Semanticscience Integrated Ontology (SIO) [067] .
Four kinds of statements: A case study
Though formal ontology is a discipline neighbouring lexicology, terminology and knowledge representation, it must be clearly delineated from these disciplines: formal ontology is a distinct project. In order to argue for this, we will juxtapose formal ontology with different kinds of knowledge representations. In this fourfold distinction, ontological statements in a strict sense are limited to (1). They describe commonalities of the fragment of the domain to be represented, whereas (2) describe natural language expressions used for talking about the domain of interest, such as those provided by vocabularies and thesauri. Statements of type (3) are generally outside the ontology, but they are typically the referents of data in databases and their common properties are described by ontologies. Statements of type (4) correspond to most natural language predicates that refer to non-individuals, but lack the universal validity of (1).
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In the following, we want to apply this fourfold distinction within a little case study based on information collected from [069, 070, 071, 072] . In a nutshell, the example is about filariasis, an infection by parasitic worms, which affects significant portions of underserved populations in the tropics. The microscopic larvae are transmitted by insects. In their adult stage the worms destroy several body tissues. A severe late complication is elephantiasis in which the limbs swell and, over the years, acquire grotesque dimensions (Fig. 1 ).
The following assertions will be discussed in the remainder of the article:
[a01] Nematodes are also known as roundworms.
[a02] Filariae are nematodes.
[a03] Filariasis is a parasitic disease.
[a04] Filariasis is caused by filariae.
[a05] Filariasis is lymphatic, subcutaneous or serous cavity filariasis.
[a06] Elephantiasis is normally caused by lymphatic filariasis.
[a07] The female worms release larvae known as microfilariae into the host's bloodstream.
[a08] Patient X was diagnosed as being highly suspicious for lymphatic filariasis.
[a09] Lymphatic filariasis has elephantiasis as typical late complication.
[a10] Filariasis can be treated by albendazole.
[a11] Nematode infections may cause eosinophilia.
[a12] Filariasis is a neglected tropical disease.
[a13] According to the WHO, 43% of Nigerians are at risk for lymphatic filariasis.
Any of our four classes of statements is exemplified by some sentence in this sample:
• Statements on individuals: [a08,a13]
• Contingent statements: [a06,a07,a09,a10,a11,a12] 1 The distinction between (1) and (3) corresponds to the traditional distinction between "TBox" and "ABox" in description logics [068] . As much as the distinction as such is still fundamental for description logics theory and applications, the original naming is rather misleading: The TBox ("terminology box") is not about the terms proper, but about what the (general) terms denote; and the ABox ("assertional box") is not about assertions in general, but only about those restricted to individuals. It should also be noted that a knowledge base is not exhausted by TBox and ABox, as there are important statements (namely those that we call "contingent statements").
We will first introduce RDF triples as a syntactically standardised format in which the above statements can be expressed. This is then contrasted with the representation of these statements within a formal ontology. We will argue that only universal statements make up the proper content of ontologies. In the context of ontologies, terminological statements may be relevant as metadata, but they should, in principle, be dealt with by tools and formats created for thesauri and vocabularies. Finally, individual and contingent statements are best dealt with in separate data repositories which, however, should be structured by interlinking the data represented with appropriate ontologies.
Why RDF-triples are too simple to be helpful
A popular scheme for structuring predications like the above is the so-called Object-AttributeValue (OAV) triple. As a form of expressing semantic networks, OAVs had already been used in early intelligent systems [073] . Today, they occupy a central role in the formalism of the Resource Description Format (RDF) in the context of the Semantic Web where they are known as Subject-Predicate-Object (SPO) triples [074] . We can easily convert the major part of our sample sentences into this format:
[r01] <Nematode, synonym-of, Roundworm> As a result, such representations are hardly any more interoperable than natural language statements and they are nearly as ambiguous and flexible. RDF triples share with natural language statements a broad margin of discretion regarding their interpretation. Does <Filariasis, causes, Elephantiasis> mean that this will happen necessarily, usually or frequently?
Or does it just state that it is not impossible that it happens at all, as opposed to, e.g. <Filariasis, causes, Malaria>? Does it mean that Elephantiasis can only be caused by Filariasis?
Without additional knowledge about how to interpret the relation causes, we cannot decide this.
Humans, in everyday situations, communicate perfectly well when using such ambiguous statements because they are able to spontaneously adapt to relevant contexts of implicit background assumptions. However, such implicit knowledge is not accessible to computers.
Hence, if such statements are to be processed automatically, ambiguity and vagueness have to be avoided by precise naming of representational units, as well as logical axioms attached to them to preclude, or at least constrain, competing interpretations.
Formal ontologies -Representing what is universally true
Web Ontology Language (OWL) and Description Logics (DL)
Ontological representation of entity types presupposes the existence of an objective reality about which truths can be discovered by scientific methods [076] . For instance, science tells us that everything that is of the type Water molecule has a part that is of the type Oxygen atom without exception. The realist view (which postulates that we have at least partial access to the very nature of things in the domain we want to describe) has raised innumerable controversies (recently, e.g. [077, 078, 079, 080, 081] ). However, many of these controversies have only limited impact on practical issues in ontology engineering. For instance, the developer of an OWL file does not necessarily need to know whether a class corresponds directly to a type or universal (in the sense of ontological realism) or whether it is only a logical construct. Taking the realist stance has nevertheless some advantages. The most striking one is that, given consensus about the things that exist in a domain of interest, agreement can easily be reached about what is universally true for all members of a class.
Basic ontological assertions that concern the entities in a given domain can be formulated using a logic language that can also be processed by reasoning programmes. Description logics (DLs) have become a standard for ontologies with several language profiles [038] standardised by the World Web Wide Consortium (W3C) [041] ; the variants commonly used are decidable segments of first-order logic. In biology and medicine, DLs have increasingly been used, from projects GALEN and GALEN-in-use [082, 015] , over the SNOMED variants CT and RT [059] to the OBO Foundry ontologies [040] . There are several reasons for this:
• DLs are supported by a variety of software tools, such as the Protégé editor [047] and reasoning engines like Hermit [083] , Pellet [084] and FaCT++ [085] , which allow checking logical consistency and inferring new assertions.
• DLs commonly used for ontology construction are decidable; it is guaranteed that they will always return some result.
• DLs are user-friendly in a sense that users do not need to handle complicated formula with free variables like in FOL. The Manchester syntax [086] facilitates their intelligibility especially.
To use DLs properly, one has to understand their basic building blocks, represented by the names "class", "object property" and "individual", and also comprehend how their constituent logical symbols and expressions are interpreted. For example, all past, present and future individual humans are members of the class Human. "Object properties" are binary relations that can only have pairs of individuals as their extensions [087] . For instance, the pair constituted by the American continent and the planet earth lies within the extension of the relation "part of".
Classes in DL are always distinct from individuals; classes of classes are not allowed. There is no straightforward way to represent universals, concepts or types. Roughly, classes can be seen as proxies for them, for classes are possible extensions of universals, concepts or types. Relations between classes can, therefore, be interpreted as relations between the possible extensions of universals, concepts or types; this simplification has proved sufficient in most cases. Commonly, one uses the relation 'instance of' as relating individuals to universals, concepts or types, whereas the relationship between an individual and a class is called class membership. For example, a given individual filaria worm is an instance of the universal or type Filaria and it is a member of the class Filaria. Or the authors of this paper are members of the class Human.
(Strange enough, the RDF(S) language uses "rdf:type" to speak about class membership -a label that is also used in OWL.)
A limitation of OWL DL is that object properties only express binary relations, whereas it has been argued that the representation of facts in the life sciences often requires ternary relations with time as the third argument, e.g. 'has locus' (a, b, t). Assertions about individuals without time indexes are often incomplete. We may want to express that one individual organism is located within another organism, its mother, before birth, but not after delivery. N-ary description logics have been subject to research [088, 089] and ontology design patterns that reify n-ary relations have been proposed [090, 091] . Nevertheless, the inclusion of time aspects into the definition of object properties is still in an experimental stage in new versions of BFO and BioTop [092, 093] .
Subclasses and class members
In the following, we illustrate DL syntax and semantics through a set of increasingly complex examples; wrong statements which are included for clarification are marked with an asterisk.
To start, we take a look at the class Filaria (corresponding to the respective disease type or universal). The class Filaria extends, at every given time, the (mathematical) set of all individual filarial worms. In the same vein, the class Nematode extends to all individual nematode worms at all times. To relate the two classes, we introduce the key concept of subclassing or taxonomic subsumption. OWL expresses class inclusion by the rdfs:subclassOf relation; e.g. the class Filaria is a subclass of the class Nematode [a02]. In Manchester OWL Syntax, this is expressed by:
Semantically, a subclass statement like this corresponds to a necessary implication, i.e. it claims that in all possible worlds (and at all times, etc.) it is true that if something is a member of Filaria, then it is also a member of Nematode; or for short: All members of Filaria are of necessity also members of Nematode.
Logical constructors
More complex statements can be obtained by using operators and quantifiers. In the following example we use the keyword 'and' and add a quantified role, using the existential quantifier 
The representation of risks and dispositions
There are also cases in which we want to define a class A in terms of reference to a class B,
whereby not all members of A are related to any member of B. Typical cases are plans or risks.
For instance, the characterization of the class Risk for lymphatic filariasis, a disposition, requires a reference to the class Filariasis. Since any non-negated use of existentially quantified roles in a DL formalism corresponds to a statement of the form "for all … there is some …", we must resort to so-called value restrictions if we are to bring about the needed effect, as for not It must, however, be emphasised that by using the universal quantification (a.k.a. value restriction) or negation we move away from simple, but scalable DL dialects like EL++ [095] , to
DLs with a computational complexity that poses severe problems for large ontologies. For instance, the DL-variant OWL-DL (which is supported by common DL reasoners like FACT++ and HermiT) is NEXPTIME-complete [038] . These examples demonstrate the dilemma of logic-based representations: If the purpose is to logically represent and classify large terminological systems like SNOMED CT [096] , then the set of allowed constructors must be limited since value restrictions and negations easily lead to computational intractability; it has to be paid careful attention to which class a certain predicate is ascribed. Nevertheless, computationally more expensive expressions are important in order not to preclude adequate domain representations [097] .
The representation of non-ontological statements
Representing the meanings of natural language terms
We have already seen that ontologies are not always strictly distinguished from lexical representations of words or terms which are also found to be called ontologies, though they would more appropriately be called terminologies, vocabularies or thesauri. These latter artefacts represent the meanings of terms, i.e. the basic building blocks of human language.
Such representations have to account both for polysemy (one term has two or more distinct meanings, like "lead"), and (quasi-)synonymy (exchangeability of terms in most discourse contexts, like "nematode" vs. "roundworm" [a01]). Such artefacts are mostly known as thesauri or semantic lexicons. They may further contain semantic relations between the individual lexicon entries such as 'broader than' or 'narrower than'. WordNet [098] , MeSH [012] and most parts of the UMLS Metathesaurus [004] are typical examples of these sorts of representations, which have a long tradition in library science, with literature retrieval being their most common use case.
The hierarchy-building semantic relations are fundamentally different from the subclass relation in formal ontologies. As an example, in MeSH we can find both Plasma 'narrower than' Blood and 'Fetal Blood' 'narrower than' Blood; although, from an ontological point of view, the relations involved here would correspond to parthood and specialization, respectively. This difference may not matter for the applications MeSH was originally intended for since the 'narrower than' relation fits perfectly well with current needs of literature indexing and retrieval: Articles on blood plasma are as relevant to a query on blood as are articles on foetal blood.
It cannot be denied that ontologies and terminologies have similarities. Both come along as (structured) lists of terms. The crucial difference is whether these terms are intended to represent themselves or something else. In terminologies, terms are mentioned, whereas in ontologies they are used. If a term is mentioned, it functions as a representation of the linguistic entity that is instantiated by the term used. Terminologies are inventories of linguistic entities, whereas in ontologies, as opposed to terminologies, words are used and not only mentioned.
Thus, as a rule, ontologies are inventories of extra-linguistic entities. Here, natural language labels or terms are only instruments for the representation of other things. While both ontologies and terminologies are structures, the meaning of the edges has to change in accordance with the meaning of the nodes. Ontologies require (a) relations not between terms or concepts, but between those things the terms refer to; and (b) they require much more precision, beginning with the strict separation of taxonomy (subClassOf), partonomy ('has part', 'part Of') and instantiation (rdf:type), which are often run together as a single hierarchical relationship in thesauri [099] .
In sum, any representation of term meanings has to also represent the manifold ambiguities of natural human language, whereas ontologies aim at dissolving ambiguity. Hence, we have to keep lexico-semantic representations separate from formal ontologies, even if they are sometimes mixed up in loose language. Problems arise unavoidably when thesauri are automatically translated into ontologies [100, 101] . This may be tempting as they have certain features in common with ontologies. As the construction of an ontology out of a thesaurus requires numerous additional assumptions, for example concerning quantification, no automated conversion process can provide anything more than a raw sketch that requires careful manual elaboration and curation before it can be of any serious utility for inference purposes [102, 103] .
Nevertheless, virtually all formal ontology applications require a link between ontology classes and lexical items in the form of human-understandable labels. As many words change their meaning according to the context in which they are used, this bears a considerable risk when using them as labels. For instance, the first word in the statement "Feet have five toes" denotes feet that do not exhibit any congenital or acquired malformation. This would also exclude feet of (most) non-primates and feet of organisms in early embryonic stages [104, 105] . When we say that an ulcer is acute, we use the word "ulcer" in order to denote a process; when we say that an ulcer has a diameter of 15 mm, we use it as denoting a physical object. Unambiguous labels (e.g. "Canonic Human Foot" "Ulceration process") are, therefore, mandatory to prevent incorrect choices.
Optionally, synonyms, language references and information about the intended meaning may be given as metadata, but this information does not belong to the proper ontological content and is not used in automated reasoning. At the bottom line, we advocate that separate issues be treated by the separate artefacts: formal ontologies for the representation of the domain entities on the one hand and lexico-semantic representations for the representation of the domain language on the other.
Representation of individuals
Statements about individuals also do not belong to the content of ontologies proper. In practice, the individual/class boundary is often drawn in a loose and idiosyncratic way. For example, UniProt [106] entries are asserted to denote "instances" of the class protein. Some authors claim that it depends on the ontology's use case whether something should be represented as a class or as an individual [033, 107] . Such arbitrariness would lead to a forking of representations without need, thus hampering the very interoperability which ontologies are intended to support. The grammar of natural human language does, indeed, allow the use of generic terms and proper names quite similarly, as examples like "Salam is a tiger", "The tiger is a mammal" and "Tiger is a species" show. There are several controversial cases that seem to support such optionality. However, on closer inspection these cases always reveal hidden ambiguities [075] . Hence, in a rigorous formal ontological analysis there is no arbitrariness in the distinction between, e.g. this particular filaria here and now (an individual) and Filaria (a class).
In case of doubt, a good criterion to keep in mind is that individuals exist in space and time;
they cannot subsume each other, they can be referred to by proper names and (in many cases)
photographed. Classes, in contrast, do not exist in space and time; they do stand to each other in subclass relations, they can have multiple members and they can be referred to by common nouns. Whether an entity is an individual or a class or type is, thus, not a matter of choice on the part of who builds the ontology. Here, situations are phases (temporal segments) of an organism's life process in which a certain condition is present. A situation with C1 and C2 would, therefore, be both a situation with C1 and a situation with C2. Further research is required to ascertain the feasibility of expressing the linkage between information entities like diagnostic statements and types of medical conditions within a decidable ontological framework.
The really interesting knowledge is non-ontological
Although we pointed at ways how to extend the expressive power of ontology languages, such representation formalisms are only appropriate for the representation of a minor portion of scientific statements. In order to feed intelligent computer applications like decision support systems, much more is required to adequately capture a domain. Most typical textbook knowledge, like the association between diseases, signs and symptoms, is not appropriate content for an ontology; they are quantitative, probabilistic or estimative. As Rector [097] puts it: "There are very few interesting items of knowledge that are truly ontological in this strict sense." The same author introduced the term "background knowledge reference resource" to represent decision-relevant information that is widely known, but which a clinician might need to look up.
Default assumptions
In our example, this could be that the knowledge that elephantiasis is commonly a late complication of lymphatic filariasis [a09], which is usually sensitive to albendazole [a10], or that a foot typically has five toes. It refers to all kinds of statements that are assumed to be typically, but not universally true. Such knowledge is traditionally conveyed through scientific texts in a highly context-dependent fashion, often invoking prototypical assertions, such as about how signs and symptoms are related to diseases or how adverse effects are related to drugs, which are expressed in terms of qualitative and sometimes quantitative probabilities.
We will now discuss some examples that illustrate how formal ontology approaches and logical representation formalisms reach their limits when it comes to representing this kind of knowledge. Default knowledge [113, 114] There are other complicated constructions that result from attempts to encode non-trivial knowledge in formal ontologies. Good examples are potentialities expressed as dispositions.
Dispositions can exist without ever being realised and even without being able to tell the precise conditions in which a disposition is realised [117] . Albendazole, for example, is a substance that has a disposition to heal filariasis, but it will realise this disposition only when administered in a certain way to a certain sort of patient, even then the treatment may be unsuccessful. We can represent the class of processes of healing filariasis by:
Healing and 'has patient'
some 'Person having filariasis'
We could then represent the class of dispositions realised when filariasis is healed: would rule out any filariasis without elephantiasis, which can easily be ascertained by a simple syntactic transformation resulting in "there is no member of the class lymphatic filariasis that is not complicated by elephantiasis".
Other statements of background knowledge are meta-statements concerning classes. They are misleading because they look, at a first glance, like simple taxonomic relations. However, the difficulty of representing all the hidden assumptions underlying background knowledge (and the performance problems that result from using the rich logic needed for this) may suggest that we use, instead, a much simpler triple-based representation and devise special reasoning devices to fit these in. Alternatively, one might resort to a broad range of knowledge representation artefacts, such as default logics [121] , frames [122] , F-logic [123] and several kinds of computationally expensive DL extensions [041] , ch. 6. According to the strict sense we use in this paper, the resultant knowledge representation artefacts themselves should not be considered to be formal ontologies. However, classes used in such databases should be taken from and interlinked with appropriate formal ontologies for the respective domain along the lines pointed out in the above examples.
Frequencies and counts
Statements on frequencies and counts like disease prevalence or incidence, which are This demonstrates a way that probabilistic background knowledge could be expressed using DL individuals extended by arithmetic operators referring to individuals. This is, therefore, not in the scope of formal ontologies, just as little as in alternative approaches like probabilistic extensions [124, 125] .
Recommendations
Knowledge Representation evolved as a subdiscipline of Artificial Intelligence with the purpose of enabling computers to draw new conclusions from existing data and information. When the term "ontologies" became popular in computer science in the nineties, it was thus often regarded as a new catchword for something that already existed, namely knowledge representation artefacts, especially semantic networks [126] . The vision of the Semantic Web nourished the illusion that packaging all kinds of assertions into handy subject-predicate-object triples would automatically create some kind of semantics resulting in some kind of ontology.
What usually resulted were, however, just repositories of syntactically standardised statements without semantic standardization. These statements remained as ambiguous and contextdependent as natural language. In medical informatics, triple-based representation formats have been popularized since the first release of the UMLS metathesaurus [127] , but they reach back to [128] . Occasionally, even UMLS has been described as an ontology [129, 130] , but our impression is that -at least in biomedical informatics literature -this terminological confusion has gradually been overcome. It had been a merit of the Semantic Web to help standardise description logics dialects, which were readily taken up by ontology developers which then had interchangeable formats and public-domain tools like editors and reasoners at hand. has its range constrained to material objects, any assertion on the inherence of something in a different category, e.g. a process, would render the ontology inconsistent.
Current top-level ontologies are increasingly providing for these constraints.
• Ontological commitment [116] : No ambiguity can be allowed about what category of things are meant by a class in an ontology, e.g. Elephantiasis as the class of pathological processes, the class of pathologically altered body parts or the class of patients with this disorder. One possibility is to leave several interpretations open and allow for disjunctive class definitions in an ontology [136] .
• It is a repeatedly expressed desideratum that epistemic aspects should be treated in information models; yet there are overlaps between ontologies and information models which give rise to conflicting representations, requiring sophisticated mitigation strategies [139] . The very same complex information (e.g. a clinician's hypothesis of a stenosis of the left carotid artery) can be represented to different proportions in clinical ontologies and clinical information models and creates interoperability problems [140] . A way out of this dilemma could be to represent epistemic aspects or recorded information in a separate branch of the ontology [108] .
• Avoiding ontology artefacts: Typical medical classification systems pursue the goal of artificially producing exhaustive partitions for statistical purposes. This leads to sibling classes like the following ones in ICD-10, where I20 (Angina pectoris) has as subtypes:
I20.0 (Unstable angina); I20.1 (Angina pectoris with documented spasm); I20.8 (Other forms of angina pectoris); I20.9 (Angina pectoris, unspecified). Whereas I20.8 refers to the set theoretic complement of the union of I20.0 and I20.1 and is, therefore, dependent on the version of the terminology, I20.9 carries epistemic meaning. Such classes should be avoided in ontologies.
• Educational resources for good ontology training: There is still a tendency to create ontologies from the scratch by using editing tools like Protégé [141] with idiosyncratic upper-level classes and relations and with limited insight into the semantics of description logics. Training resources are therefore necessary, like the Pizza Ontology [142] and training material based on the GoodOD guideline [143] . Besides basic principles of logic and ontology, these resources should also convey descriptions of ontology construction and maintenance workflow, including quality assurance. The iterative use of a DL classifier to maintain consistency is fundamental. It also seems that a strict adherence to upper-level categories and relations (and, as a consequence, to the constraints attached to them) is a good method to keep developers on the right path and prevents them from generating idiosyncratic artefacts.
• Appropriate tooling: As much as we have observed an improvement in ontology editing and reasoning tools [141, 083, 084, 085] , we have to admit that they still depend on academic labs and public funding in terms of development and maintenance. It is desirable that ontology as an engineering discipline should be served by industry-standard tools.
• Evidence-based ontology engineering as an ultimate goal: Although the concept of Evidence-Based Software Engineering has not found an acceptance as broad as EvidenceBased Medicine [144] and brings up different methodological challenges [145] , there is a need to develop and refine approaches to measure the fitness for purpose of representational artefacts. These quality parameters must be empirically validated for their explicit scopes. Research on such parameters and on guidelines to sustain them is only in its beginning and it can hardly be abstracted from research on the efficiency of training such guidelines [146] . One direction of ontology evaluation can be the deployment of competency questions [147] as a way to formalize requirements and assess their fulfilment. Another option would be to benchmark the performance of an ontology for a certain use case (like annotation or information retrieval) [148] . The very idea of ontologies is, however, to function as a purpose-independent reference artefact. The claim to be empirically substantiated is that such purpose-independent biomedical ontologies can, in a second step, be linked to purpose-focussed computational artefacts like knowledge bases and decision-support systems, yielding both efficient performance and interoperability with other such systems.
Conclusion
In the past, knowledge bases and formal ontologies have not clearly been distinguished. Also, RDF-based representations, as popularized by the Semantic Web, have tended to blur this distinction. It is not necessary for being an ontology to be written in OWL, but neither is this sufficient: OWL files can be created or used for a variety of purposes and in many cases the underlying clear-cut semantics of description logics is being ignored or overridden. This practise is detrimental for the practise of both knowledge representation and formal ontologies. and contingent assertions. We have demonstrated how formal ontologies can be stretched toward this direction, but at the price of additional complexity which is not necessarily compensated by a real benefit. In light of still persisting quality issues, we formulate desiderata for good quality ontologies to be used as a stable framework which more context-dependent biomedical knowledge representation and reasoning applications like clinical decision support system can capitalize on. For this purpose, it can even be combined with probabilistic approaches used in "big data". Future research should examine the question if and how the same probabilistic heuristics working with structured data rooted in formal ontologies can outperform unstructured texts as sources for automated knowledge acquisition.
