It is well known that Backpropagation algorithm is one of the most basic algorithms in neural networks(NNs). Its role can not be overestimated in the field of neural networks. In this paper we propose a new variant of backpropagation algorithm through controlling the outputs of the hidden layers. The proposed algorithm therefore provides better generalization results than the basic backpropagation algorithm. The added term to the criterion function has the following property: (1) Small added noises in the inputs to the networks will not give evident effects to the outputs of the networks; (2) Small added noises in the weight matrix except the one between the hidden layer and output layer will not give large effects to the outputs of the networks. In addition, simulation comparisons are also made between the new algorithm and some conventional regularization methods, such as Laplace and Gaussian regularizer. Simulation results on the two-spiral problem, function approximation problem and Iris data classification problem confirm this assertion.
Introduction
The structure learning with forgetting1) or weight decay etc..
In the paper of reference2) an extensive review was given, and in the paper of reference3) the meaning of regularizer terms is explored from the viewpoint of statistical theory and some deep relations among the regularizer terms and parameters were given there, in addition some other interesting exploration of regularizer terms from functional analysis could be found in the paper4), 5). Please refer to these papers for further knowledge on regularizer terms. Such kinds of algorithms are proposed through adding a regular term to the criterion function with the aim to make the weight distribute unevenly, and make the neural networks have better generalization. But it should be pointed out that weight matrix is not the only factor which effects the performance of neural networks. This is particularly true for the multilayer neural networks. The other factors which should be considered are the outputs of the hidden layers. These factors should also be controlled in order to get a better generalization performance, especially the outputs of nodes in the layers close to the output layer should be considered, which have a much more direct effect on the total performance than the nodes close to the input layer. With these factor into consideration, in this paper a new kind of regularizer is proposed, the new regularizer has the following property: (1) Small added noises in the inputs to networks will not give evident effects to the outputs of the networks; (2) Small added noises in the weight matrix ex- 
Generalization
In this section we will review the backprogation and introduce a new algorithm, which adds a term to the backpropagation, and we get enhanced generalization ability.
In order to make this point much more clear, detailed comparisons will also be made.
Backpropagation Algorithm
The basic formula of backpropagation algorithm can be described as follows. Some notations will be first introduced. Wji(t+1)=Wi(t)+ij*6~*x2-l, (4) where of=f( ajar)b1+1W~+1. (5) Through these formulae the weight changes for the hidden nodes are carried out.
A New Algorithm
In the new algorithm a new term is added to the criterion function(1) used in the basic backpropagation. The flowchart of the new algorithm is the same as that of backpropagation algorithm. In the new algorithm, the criterion function is described as follows: Enew=E+a*i:(f(a)),)), (6) clear that computational burden in the new algorithm is the same as the backpropagation algorithm in one epoch, and only a term which controls the outputs of hidden layers is added. Therefor the new algorithm is easy to program. Furthermore, when the outputs of some hidden nodes are negligibly small, then these nodes can be temporarily deleted from the network, because we used eq. (6) and (0,1)-valued sigmoidal function. More concretely, we just set all weights connecting from these nodes to be zeros, therefore, the convergence of the networks can be accelerated.
Analysis of a Newly Added Term
Without loss of generality, a simple N0-N1-1 network with two layers will be used in this section. Then using the above notations, this network can be expressed as follows: 
Fig. 1 Two spiral problem
The two-spiral problem is a very difficult problem to solve using the basic Backpropagation in a reasonable time7). Please refer to other papers8), 9) which try to solve this problem using backpropogation algorithm. The second problem is a function approximation problem. The third one is Iris data classification problem, which is higher dimensional problem from machine learning databases12). In these simulations we test the generalization ability of neural networks by using the new algorithm. Also different initial structures of neural networks are set and used in the simulations. This is to test the pruning ability of the new algorithm. The meaning of different initial structures here is that the various numbers of hidden layers and various numbers of nodes in each layer are used.
Two-spiral Problem
The sample data of this problem are produced by the following formula (pseudo code) Fig. 8 . From Fig. 8 , one can easily note that the new algorithm reduces the size of the network more quickly in the first 60,000 iteration steps, after this step the structure of the network almost remain unchanged with only a small variation in the conection ratio of the network observed.
On the other hands, with Gaussain regularizer, the same connection ratio 0.265 is reached only after 120,000 iteration steps.
Function Approximation
The function to be used is: Table 2 Comparison of computation time between Gaussian and proposed algorithm (Function approximation) Table 3 Comparison of generalization errors between gaussian and proposed algorithm (Function approximation)
tainly impossible in the reconstructed figures. Also note that the simulation results do not vary with the changes in the network structure, while this property does not hold for the basic backpropagation.
Under the same simulation conditions, Gaussian regularizer method is also used to solve the same problem.
The total times in mean hours needed for solving this problem, that is to say, the algorithm is stopped once the preset error limit 0.0001 is obtained, are listed for comparison in Table 2 , while the generalization errors (sums of square errors) are listed in Table 3 . From Table 2 one can see the new algorithm converges more quickly than Gaussian regularizer method, while Table 3 shows the new algorithm behaves better in terms of the errors of generalization.
Next, a comparison is made to observe the pruning ability of the new algorithm. Conditions of simulation are: network structure is set to [2:35:20:1] , the number of iteration steps is set to 400,000, initial network is fully connected. In this example No1=2*35+35*20+20= 790. Gaussian regularizer is used under the same condi- Table  4 and Table  5 .
From Table 4 and Fig. 8 and Fig. 17 can also be observed.
Conclusions
In this paper a new variant of backpropagation is proposed with the aim to improve its generalization ability. The difference between the proposed method and the other methods is that the new proposed method in this paper accomplishes the aim through controlling the outputs of hidden layers, while the conventional regularizer methods through directly controlling the weight matrix.
This results in the great differences between these two kinds of methods. The new regularizer has the following property: (1) Small added noises in the inputs to the networks will not give evident effects to the outputs of the networks; (2) Small added noises in the weight matrix except the one between the hidden layer and output layer will not give large effects to the outputs of the networks.
These properties made the network generalize better and converge much more quickly.
