Quantum Approximate Optimization Algorithm (QAOA) [FGG14a] is a hybrid classical-quantum algorithm to approximately solve NP optimization problems such as MAX-CUT. We describe a new application area of QAOA circuits: graph structure discovery. We omit the time-consuming parameteroptimization phase and utilize the dependence of QAOA energy on the graph structure for randomly or judiciously chosen parameters to learn about graphs.
Introduction
Quantum Approximate Optimization Algorithm (QAOA), introduced by Farhi, Goldstone and Gutmann [FGG14a] in 2014, is an attempt to gain quantum advantage in solving combinatorial optimization problems of the form 
= , but we omit the subscript when it does not cause ambiguity. When minimized, this gives a maximum cut of via MAXCUT( ) = |ℰ ( )| − min ( ) Although the problem is classical, Farhi et al. construct a quantum circuit, called the QAOA circuit, that spits out good approximate solutions when its parameters are optimized. The optimization process is known as the QAOA optimization phase. It is a loop where the QAOA circuit is repeatedly run, its output is evaluated and the circuit parameters are reset. When the final parameter values are reached, the circuit is run a few more times to produce a set of candidate assignments to the optimization problem. Finally, the best of all candidates is chosen. The algorithm has become the most frequently discussed quantum-classical hybrid algorithm [MRBAG16] . More into the details, the level-QAOA circuit for a graph and for parameters = ( 0 , … , −1 ), = ( 0 , … , −1 ) computes an -qubit quantum state | ⟩, where = | ( )|, and
The product outside is responsible for making the levels. Since a single level is composed of two operators (the two products inside), it is tempting to think that the usual circuit depth of the level-QAOA circuit is 2 . Although ∏ ∈ ( ) − has depth one when presented as a quantum circuit, the depth of ∏ ⟨ ⟩∈ℰ ( ) − ⟨ ⟩ is typically not one, and finding the smallest depth implementation requires graph theory. All 2-qubit gates of the form − ⟨ ⟩ commute, but they share qubits. One has to refer to the Vizing theorem to get a depth + 1 rendering of these gates in the worst case (and depth in the best case), where is the maximum degree of . All-in-all we get a depth ( + 2) upper bound for the entire circuit.
Although is treated as the quantum Hamiltonian ∑ ∈{0,1} ( )| ⟩⟨ |, the ground energy, min⟨ | | ⟩, is achieved at a classical state because of the diagonal form of the Hamiltonian. Nevertheless, the QAOA circuit produces a quantum state, and this is precisely where its strength lies: it adds a quantum dimension to an otherwise classical problem.
The QAOA circuit is also called an "Ansatz," i.e. "rudiment" or "approach," meaning that it only gets us started solving the optimization problem max ( ). The remaining task is to choose the parameter values , (0 ≤ ≤ − 1), called angle sequences, in an optimal way. The optimized state is mathematically guaranteed to converge into the subspace spanned by the optimal classical solutions ( [FGG14a] , Section VI), but the rate of convergence may be very slow. For small , even after setting the parameters in the most optimal way, we may end up with a low-quality solution. * * * Unlike in the first part of the paper, where all statements were mathematically verified, in the second part, aside from the last section, we rely on computer experiments. We show that single random QAOA energies can already distinguish all non-isomorphic members of large classes of graphs such as all 3-regular graphs of size 16. Unfortunately, it also seems, that polynomial time graph isomorphism testing with QAOA is unlikely: the (Circular ladder( ), Moebius ladder( )) family of pairs of graphs seems to exhibit an exponentially shrinking sequence of average energy gaps. The average energy gap for two graphs, 1 and 2 is defined as
Our hard graph pairs may also disqualify annealer-based graph isomorphism testers as in [HY12] , and it could be interesting to analyze them for boson sampling-based testers as well.
We have found an interesting consequence of small energy gaps: due to a numerical observation what we call a decoupling phenomenon (see Section 13), small Δ( 1 , 2 , ) at large implies flat energy landscapes for both graphs. This in turn has hardness consequences on optimization.
There is a good news too: we have evidence that QAOA energy differences can be useful to detect "intuitive" graph similarity. Graph similarity is a measure that exists between any two graphs. In [SA19, SSL19] similarity is rigorously defined as the graph edit distance. In our article we have avoided the expensive graph edit distance calculations by replacing it with studying a Markov chain on graphs that makes a small local change at every step. We observe that the average QAOA energy gap between graphs that are farther in this walk is larger. * * *
In the third part we develop methods that mathematically address questions raised in the second part. The quantity □( 1 , 2 , ) = | ( 1 , , ) − ( 2 , , )| 2 ( , ) is uniform in [0, 2 ] 2 (3)
is easier to analyze than Δ( 1 , 2 , ), so we will focus on □( 1 , 2 , ). We assume that is large, which lets us focus on:
The QAOA dynamics. Let be an arbitrary graph. A QAOA circuit for with random angles and with increasing depth can be made a Markov chain on the 2 | ( )| dimensional complex unit ball, , with the transition rule:
Apply a new level of the QAOA circuit with random angles.
After each step we have updated the statistical ensemble of states on | ( )| qubits, which seems to weakly converge to a limiting distribution, Σ ∞ ( ), on . This gives rise to new graph parameters:
The QAOA moments of are defined as ( ) = ∫  ⟨ | | ⟩ (Σ ∞ ( )). The decoupling phenomenon, described in Section 13, gives
reducing the gap-question to the calculation of 1 and 2 of graphs. We provide a methodology for such a calculation in the form of higher order density matrices. We demonstrate the use of this tool by calculating some first and second QAOA moments for small graphs.
Part I

Explicit Formulas
The QAOA research has been taking diverse directions. A lot of emphasis is put on issues such as advantage over classical [FGG14b, FH16, Has19] , who make exact calculations. We follow their tradition and provide a number of explicit formulas for special cases.
Level-1: All graphs (Wang et al.)
We adopt the following result from Wang et al [WHJR18] (modified for our notations and corrected a typo). Let , and be the number of nodes that are connected only to the left, only to the right and to both nodes of an edge of . Then the level one QAOA energy ( ) = ⟨ , | | , ⟩ associated with edge of and rotation angles , ∈ [0, 2 ] is: In this section we prove Theorem 3, which we call the Triangle Theorem, which states that the level one QAOA energy of a three regular graph is:
( , , ) = 3 4 + 3 8 sin 4 sin 2 cos + 3 8 sin 2 2 sin 2 2 (5)
Since is three regular, we may encounter three different types of neighborhoods at edge-distance one as in Figure 1 . Let 0 , 1 and 2 count the number of edges of with these neighborhood types. These three parameters already determine the level one QAOA energy of cubic graphs as noted in [BBF + 18]. Let the single edge energy associated with type be . Then the total energy is
We replace 0 , 1 and 2 with just and . That we can do this is due to a co-incidence:
Proof. From the displayed expression of the previous section we can express 0 , 1 and 2 : 0 = 2,0,2 = 1 2 + 1 2 sin 4 sin cos 2 (7) 1 = 1,1,1 = 1 2 + 1 4 sin 2 2 (1 − cos 2 ) cos 2 + 1 2 sin 4 sin cos 2 (8) 2 = 0,2,0 = 1 2 + 1 4 sin 2 2 (1 − cos 2 2 ) + 1 2 sin 4 sin cos 2 (9)
To verify 0 + 2 = 2 1 all we have to show is that 2(1 − cos 2 ) cos 2 = 1 − cos 2 2 which can be easily seen from that both sides are 4 sin 2 cos 2 . Now we can eliminate 2 from Equation (6):
By counting the edges of all triangles in two different ways we get:
which together with Equation (10) gives us
since the number of edges of is 3 ∕2, as is 3-regular. Now Equations (7) and (8) and basic trigonometric identities immediately give Theorem 3.
Level Two: Cycles
The MAX-CUT QAOA expressions for level-2 have significant complexity. We have calculated the expression of the single edge-energy for cycles of length at least 6 to get an idea about its form and complexity. We could put the expression into other equivalent forms but they were not simpler. In [WHJR18] a significantly more complicated formula is given.
The 2-level QAOA energy for in • − • − • − • − • − • with angle sequence 0 , 1 , 0 , 1 :
= − 1 2 sin 2 1 cos 2 0 ⋅ sin 2 2 1 sin 4 0 − 2 sin 4 1 + sin 4 1 sin 2 2 0 = − 1 2 cos 2 1 sin 2 0 ⋅ sin 2 2 1 sin 4 0 − 2 sin 4 1 + sin 4 1 sin 2 2 0 = sin 2 0 sin 4 0 1 4 + 3 4 cos 4 1 = sin 2 1 sin 2 1 sin 2 0 sin 2( 1 + 0 )
The QAOA energy of a -cycle ≥ 6 is simply times the above amount.
Analysis of the single-edge graph
Formulas for level two QAOA are complex, but level seems nearly intractable. Here even the graph containing a single edge is a challenge. The straightforward state evolution for a , sequence gives the final state Then the energy value can be expressed as
It is worthwhile to write out ( , ) = 1 ( ) 1 ( ) ⊗ 2 ( ) 2 ( ) (for , ∈ [0, 2 ]).
( , ) = ⎛ ⎜ ⎜ ⎜ ⎜ ⎝ cos 2 2 − 2 sin 4 2 sin 4 sin 2 2 − 2 sin 4 cos 2 2 sin 2 2 2 sin 4 2 − sin 4 − sin 2 2 − cos 2 2 − 2 − sin 4 sin 2 2 2 sin 4 − 2 sin 4 cos 2 2
It is easy to see that
We can repeatedly apply the above, starting from 0 , to get:
Lemma 5. The expected QAOA energy of a graph containing a single edge is 1 2 for every . The lemma does not imply, that the average QAOA energy of every graph is |ℰ ( )|∕2. Experiments show that |ℰ ( )|∕2 is not always the average energy, but it is a good approximation. Assume we want to validate the QAOA algorithm on a quantum chip with an 8 by 8 grid architecture. Since this is our first test of the device, we want to choose a graph with low degree to reduce the circuit depth.
The architecture for instance allows to embed a cycle of length 64 without intersection. We use the formula in Section 2 to get the level one QAOA energy
+ 16 sin 4 sin 2
Another example is the graph C 48 shown in Figure 2 /a, which is 3-regular. The nice thing about C 48 is that it can be implemented on the 8 by 8 grid as shown in Figure 2 Further, if we set = = ∕4 the formula gives 42. In contrast, a random assignment would give energy 72/2 = 36, on expectation.
Part II
Graph Similarity and Graph Isomorphism 7 Algorithm
Our fundamental algorithm computes the QAOA energies of a set { 1 , … , } of graphs (often just 1 and 2 ) with respect to the same random degree sequences
If two graphs are isomorphic, their energies are the same for the same ( , ). Our experiments indicate that if two graphs are not isomorphic, their energies differ for some large enough . The indication is admittedly weak: we have not found any counter-example in spite of probing large families of graphs as well as some specific hard pairs. The smallest , which separates all graphs on nodes, which is not ruled out by our trials is ∕4. It would be surprising if more levels than a small constant times the number of edges (or even nodes) was necessary to separate any pair of connected graphs, if they are separable at all. Conjecture 2 expresses our belief that QAOA energies distinguish non-isomorphic graphs. This is one of our motivating questions. An even bigger question is if the energy gaps are large enough to be detectable with a quantum computer. As we shall see, we have counter-indications for that.
For our experiments we have computed the QAOA energies of all graphs with a classical simulator. Double precision was sufficient for us, although theoretically, with a polynomial factor overhead, we could have afforded computing all values with polynomially many digits of precision. In classical simulations the bottleneck is not the precision, but that the number of arithmetic operations grows exponentially with | ( )| even for polynomial . As long as we are satisfied with logarithmic digits of precision, i.e. with an additive = 1∕poly(| ( )|) output error, an estimator̃ ( , , ) of ( , , ) can be computed with a quantum computer for graphs with nodes and with = (poly( )) levels. This is stated, among others, in [FH16] , and the underlying algorithm is really simple: Here , the number of repetitions, is a parameter of the algorithm, which must be sufficiently large. If the fidelity of the circuit-output | ⟩ is 1 − , then for an actual output
showing that a circuit with fidelity inverse polynomially close to 1 still works sufficiently well.
The Cost of Communicating Isomorphism of Graphs
Consider the problem where Alice gets a graph 1 , Bob gets 2 , both on nodes, and they want to find out if 1 is isomorphic to 2 . If the only resource we care about is the communication cost between Alice and Bob, there is a constant bit 1% error protocol in the public coin setting, where a random string is given to both Alice and Bob (at no cost) before their exchange begins.
We will show how to reduce the problem to the following famous public coin communication protocol for the Equality function:
In this protocol both Alice and Bob get a random string ∈ {0, 1} . Then Alice sends over the modulo two inner product of and to Bob, who in turn outputs 1 if ( , ) = ( , ) and 0 otherwise. The protocol always succeeds when the two strings are equal, and if not, it will be revealed with probability 0.5. With a constant number of repetitions the probability of failure can be reduced to below 1%. At first the graph isomorphism problem seems much harder, since Alice and Bob have to deal with an unknown isomorphism between their respective input graphs. The predicate EQ( 1 , 2 ) can only reveal if 1 and 2 are written down in the same exact way. There is a way however to get around this problem. The idea is that Alice and Bob first independently bring their graphs into their respective canonical forms. A canonical form is a map  from graphs to strings with the property that for two graphs, 1 and 2 we have ( 1 ) = ( 2 ) if and only if the two graphs are isomorphic. Since graph isomorphism is an equivalence relation, such a map exists. The protocol fixes this map, and Alice and Bob are left to solve EQ(( 1 ), ( 2 )) with constant bits of communication (the communication is constant even if |( )| is exponential).
The problem becomes much harder if we are also concerned with the cost of computing . Laci Babai in a recent work has given a function  computable in time 2 polylog [Bab19a] . Such a function also solves the graph isomorphism problem in time 2 polylog , but the converse is not straightforward, and in fact three years have elapsed between results [Bab19a] and [Bab16] , where the first quasi-polynomial graph isomorphism algorithm was introduced.
The QAOA Ansatz for the MAXCUT problem of offers a way to construct a randomized map  ∶ → ( , , ) that canonically encodes graphs, conditional to Conjecture 2, when is sufficiently large. The associated protocol is:
Alice and Bob get the same random , (public randomness)
In most (but unlikely in all) cases,  separates two non-isomorphic graphs with high probability even if we do the computation only with logarithmically many bits of precision. In such cases we can replace ( , , ) with estimator̃ ( , , ), computed by the quantum algorithm of the previous section. Further, the energy values̃ ( 1 , , ) and̃ ( 2 , , ) need not be further composed with EQ if we are satisfied with logarithmic bits of communication between Alice and Bob. The QAOA map  itself behaves as a kernel function, something like the inner product in the EQ protocol. The following analogy might be enlightening:
Alice is given ∈ [ ] and Bob is given ∈ [ ] . Construct a time-and communication-efficient randomized communication protocol that finds out if and contain the same elements of [ ], each the same number of times
In the trivial solution Alice and Bob privately sort their input with multiple occurrences kept (hence both computing "the" canonical form of their respective sequences) and then apply the EQ protocol for the sorted sequences. There is a different protocol however, where a random ∈ [0, 2 ] is used. Alice sends over ∑ =1 − to Bob, who then compares this with ∑ =1 − , and outputs 1 if the two numbers are equal. We consider this protocol as the smaller brother of our QAOA based algorithm for graph isomorphism. It turns out that the above protocol for identifying multi-sets already performs well, when the numbers are calculated with (log ) digits of precision.
Further, it is not hard to see a connection between the above formulas and characteristic functions of probability theory. It would be worthwhile to explore if probability theory could take any use of QAOA energies or related formulas.
Graph Isomorphism and Quantum
Utilizing the power of quantum in the context of the graph isomorphism (GI) problem has been put forward in many works. Since the GI problem shares some common traits with the integer factoring problem, researchers sense here yet another spectacular demonstration of quantum advantage. Nevertheless, there are reasons to be cautious. Although both GI and factoring can be viewed as special cases of the hidden subgroup problem, the two problems behave differently. The GI problem (classically) is very easy on average: An early result of L. Babai, P. Erdős and S. M. Selkow [BES80] shows that a straightforward linear time canonical labeling algorithm applies to almost all graphs. The worst case classical complexity of GI is GI ∈ DTIME(2 log (1) ) [Bab16], while factoring seems to require time 2 for some > 0, possibly = 1∕3. Interestingly, while GI is relatively easy classically, it seems to resist the hidden subgroup problem approach, while the harder factoring yields to it.
A different quantum approach to GI is to look for quantum-computable graph invariants [MRS + 19, ZPDF16]. A prospective way of obtaining a full set of graph-invariants, i.e. an array of graph parameters that separate between any two non-isomorphic graphs, is via quantum walks. In a broader sense both [MRS + 19] and QAOA qualify as -particle quantum walks. In [GFZ + 10] it is experimentally shown that quantum walks of two interacting particles can successfully distinguish between some strongly regular graph pairs that single particle walks or non-interacting particle walks provably cannot. Similar results were obtained by S. D. Berry and J. B. Wang [BW11] . Godzil and Guo [GG11] calculate spectra of quantum walk operators, but they do not conclude that two interactive particle walks always distinguish non-isomorphic strongly regular graphs. J. Smith has a publication in the arXiv entitled "k-Boson quantum walks do not distinguish arbitrary graphs" [Smi10] . I. Hen and A.P. Young have experimentally tested a quantum annealing based graph isomorphism tester [HY12] with some satisfying outcomes, but the authors also express: "The results we presented here support a conjecture that the Quantum Adiabatic prescription can differentiate between all non-isomorphic graphs, given an appropriate choice of problem and driver Hamiltonians. This conjecture needs to be tested more thoroughly, both theoretically and also by experiments on real quantum annealers." We think, that if our algorithm does not work, there is little chance the annealing based algorithm will, since QAOA was distilled from the former. The same pairs may fool both. The work of D. Tamascelli and L. Zanetti [TZ14] is different from the previous ones, in that it starts with an equivalent rewriting of the graph isomorphism problem as an optimization problem, so there is a guarantee that their algorithm succeeds. The question is however the running time, that can easily be exponential.
In Even if our QAOA-based algorithms fail to detect graph isomorphism, they might still recognize if two graphs are similar. What is graph similarity?
Graph Similarity and QAOA energies
The QAOA energy-gap dependence from graph edit distance between pairs of graphs was studied in [SA19, SSL19]. Isomorphic graphs have graph edit distance zero. In general, graph edit distance between graphs 1 and 2 is the length of the shortest add-delete sequence of edges that takes 1 to some isomorphic copy of 2 . This distance is a metric. Shaydulin et al. have looked at how the maximal QAOA energy and optimal angle sequences are different for graphs that are close in graph edit distance. They have found that graph edit distance is a good predictor whether these differences are small or large. Our pursuits differ from the above research in three ways:
1. Our goal is not to find or estimate optimal QAOA angles, but rather to use QAOA to detect graph similarity.
2. We do not compare energies at optimal angles, but rather at random angles.
3. For our experiments we do not go through the hard task of computing graph edit distances. Rather, we are satisfied with a more heuristic method. We have designed a random walk on -regular graphs such that each step changes the graph edit distance by at most four. We expect that starting from any graph, as we walk away from it and plot the QAOA energy differences, they grow.
We have found energy difference that increases with the walk-length and eventually reaches a plateau, which is probably due to the walk mixing into random graphs. A graph similarity measure is a metric on all or on a select set of graphs. When this metric can be embedded into ℝ 2 , we can draw a visual image of how the graphs in our set (like all 3-regular graphs of a given size) cluster according to the metric. We call such an embedding a landscape, which is not to be confused with energy landscapes. Our landscapes are graph landscapes.
Graph landscapes made from QAOA energies reveal intriguing properties of graphs. Consider for instance the  16,3 , the set of all 3-regular graphs with 16 nodes. Let = 3, and fix , , Closer examination has revealed that the dominant clusters are formed by graphs with the same number of triangles. We have colored some subsets that contain graphs with the same number of triangles with different colors. Each color except the green corresponds to a fixed number of triangles. The dependence on the number of triangles is even more revealing when = 1. Figure 5 (a) shows such a landscape of all three regular graphs with 14 nodes. The clusters shrink to a single point, which hints at Theorem 3, and in fact this is how we have discovered it. The same structure is not true for 4-regular graphs any more, and we need more graph invariants to explain the landscape.
The clustering phenomenon [SA19, SSL19] .
12 What are the least distinguishable pairs of graphs? While plotting the landscape for all connected 3-regular graphs with 16 nodes for levels one, two and three we have noted that among all 4060 non-isomorphic three regular graphs, when reaching level three, only a single pair of graphs remained that always had the same QAOA energies. We have discovered that these two graphs were the Circular Lattice ( (8)) and the Moebius Lattice ( (8)) ( Figure 7 , left two). This can be explained by that the ⌈ ∕2⌉ − 1 edge-neighborhoods of ( ) and ( ) are the same. Following this clue we have examined the average gap from = 3 to 11 at level 60 (maximal gap seems to be reached at levels 2 already, so we do not expect better separation for > 60 and ≤ 11). and we have found the sequence exponentially decreasing. This table gives us the strongest evidence so far that a QAOA-based graph isomorphism tester may not work. We have arrived at one of the most surprising findings of this research, which we have only experimentally asserted. Let 1 and 2 be two non-isomorphic graphs. We have considered the expected energy difference for randomly chosen ( , ) in [0, 2 ] 2 :
A Decoupling Phenomenon
where was 1, 2, 3, …. Then we have computed similar expectations, where we randomly and independently picked ( , ) and ( ′ , ′ ) in [0, 2 ] 2 :
In other words, the QAOA energy of 1 decouples from that of 2 as we probe them on longer and longer identical angle sequences (of course only when graphs 1 and 2 are not isomorphic).
The expression Δ indep ( 1 , 2 , ) is uniquely determined by the distributions of ( 1 , , ) and ( 1 , , )
alone. But the expectation, □ indep , of the squared differences is easier to compute from these distributions than Δ indep :
where , , and are the following expectation values for uniformly random ( , ) in [0, 2 ] 2 :
In the last (third) part of the paper □ indep is what we are going to analyze by finding ways to compute , , and . Equation (12) turns out to have an interesting consequence if □ indep ( 1 , 2 , ) is "exponentially" small (like 10 −30 ). Since
the energy landscapes of both 1 and 2 at level are extremely flat.
Efficient graph isomorphism with QAOA? -an assessment
Even if QAOA energies of non-isomorphic graphs differ for randomly chosen degree sequences and for large enough as Conjecture 2 hypothesizes, we are not guaranteed to have a polynomial time quantum algorithm for testing graph isomorphism, because the energy gap may be too small or may be too large. In Section 12 we have unfortunately seen indications for the former. Below we formulate a sufficient condition for efficient isomorphism testing (under the usual circuit model, which is also the model for Shor's algorithm).
Theorem 6. Assume that there are polynomials ( ) and ( ) such that for any two graphs 1 and 2 on nodes there exists some ≤ ( ) such that
Then our main algorithm in Section 7 can be turned into a quantum-polynomial time graph isomorphism solver.
Proof. First, it is a minor issue that the theorem does not assume the knowledge of , since we can just try all 1 ≤ ≤ ( ). The level-QAOA circuits for 1 and 2 have at most ( )( + max{| ( 1 )|, | ( 2 )|}) gates. With error correction, each gate as well as the input preparation and the final measurement can be implemented with 1 − 1∕ ( ) fidelity, where we choose ( ) = 100 2 ( )( ( ) + 2)( + max{| ( 1 )|, | ( 2 )|})
Then, the fidelity of the entire circuit is not less than 1 − 1∕(100 2 ( )). The QAOA energies of 1 and 2 are upper bounded by 2 , so by Markov's inequality the probability that for a random degree sequence the QAOA energy difference of 1 and 2 is at least 1∕(2 ( )) is at least 1 2 2 ( ) . The 1 − 1∕(100 2 ( )) fidelity of the output enables us to compute the QAOA energy of both 1 and 2 for a given degree sequence with at least 1∕(50 ( )) precision in 1 − fraction of the time, where can be made any inverse polynomial (by sampling the energy sufficiently many times for the degree sequence in question). Set = 1 2 2 2 ( ) and run the distinguisher on 2 ( ) random degree sequences. Here is a userdefined number, where the user wants to achieve (1∕ ) error rate for the algorithm. Analyse the cases:
Case 1: 1 and 2 are isomorphic. In this case the true energy difference is zero for all degree sequences. By the in union bound the probability that we turn up something larger than 1∕(4 ( )) in 2 ( ) rounds (the rounds correspond to different random degree sequences) is at most 2 ( ) ∈ (1∕ ) for 1 and the same for 2 , so the probability of failure is at most 1∕ .
Case 2: 1 and 2 are not isomorphic. In this case the 2 ( ) probes must hit the set of angle sequences where the energy difference is at least 1∕(2 ( )) at least once (but typically Ω( ) times) with probability 1 − 2 − ( ) . When this happens, the algorithm may fail to output an energy difference 1∕(4 ( )) or greater with probability at most (1∕ ). So the error probability in this case is again at most (1∕ ).
A similar argument lets us replace Δ with □ (the expectation of squared energy differences). Next we look at the indications and counter-indications that the conditions of Theorems 6 holds.
Indications and counter indications
Our original hope of building an efficient QAOA-based graph isomorphism tester was based upon that we could separate all non-isomorphic pairs of graphs that our QAOA simulator could handle, and even entire classes, like all 3-regular graphs up to 18 nodes and strongly regular classes up to 26 nodes. Further, the separation usually happened already at a very low QAOA level:
Class or Pair of Graphs
QAOA Depth Giving Full Separation
Myazaki I and II, 20 nodes 4
Praust I and II, 20 nodes 4
All 4060 non-iso 3-regular graphs 4
All 41301 non-iso 3-regular graphs on 18 nodes 4
All 10 non-iso graphs in the SRG 26,10,3,4 family 3
Another indication that the number of levels will not be an issue, is that Δ( 1 , 2 , ) very quickly converges in terms of , and even quicker becomes convex in all examples we have looked at. Therefore, we do not anticipate any problem with Conjecture 2, and we also believe that the number of levels where the separation happens is bounded by a polynomial. If the conjecture is proven, it would be an analogue of the photon state -based tester result in [BFI + 18].
The issue is the energy gap. For a pair of graphs let us set large enough that the expected gap almost reaches the plateau (our experience is that the gap stabilizes as grows, and that a polynomial is sufficient). We consider families of pairs of graphs. Upon recognizing that the (Circular Ladder, Moebius Ladder) family can be a counter example, we started to work on proving that the (best) gap is exponentially shrinking. We suspected that already the much simpler cycle sequence ( 2 , + ) shows the behavior. That has turned out to be false -somewhat of a positive sign.
The uncoupling phenomenon has raised hopes once again: exponentially small un-coupled gap between two graphs would imply that the QAOA energy is very close to constant for both graphs. Surprisingly, however, our numerics strongly suggests that large circular ladders have indeed extremely flat energy landscapes.
A no-go theorem for hyper-graphs
Undoubtedly the most concrete evidence against a polynomial (or even quasi-polynomial) time QAOAbased graph isomorphism tester is that the energy gaps between the Ladder and the corresponding Moebius Ladder graphs seem to be exponentially shrinking. Not only that, but the shrinkage factor seems to even grow slightly (Figure 8 ). This is not the only counter-indication. An abstract look at the problem yields that certain proof methods must fail.
MAXCUT is just one of the many problems to which QAOA applies. Encouraged by the distinguishing power of QAOA on small MAXCUT instances we might try it on small combinatorial structures other than graphs.
Weighted Constraint Satisfaction problems (WCSP). A WCSP instance on bits is a set
is a function {0, 1} → ℝ that depends on of the bits. The task is again to find an -bit assignment that minimizes ∑ =1 . The QAOA circuits are analogous to those made for MAXCUT, except instead of two-qubit gates we have -qubit gates − . Unfortunately, there are two 6-bit non-isomorphic WCSPs that for all degree sequences give the exact same energy values. This is unlike the behavior of MAXCUT QAOA, where we have not found two non-isomorphic graphs so far with the exact same energy values for all .
The counter-example is a pair of systems, we call them 3,3 and 6 , each with = = 6, and each with a single constraint. These instances are not even "weighted" in the sense that their constraints are either satisfied by a ∈ {0, 1} 6 assignment, i.e. return 1 or are not, i.e. return 0. The single constraint of 3,3 is satisfied by those 6-tuples that have weight 2, and each satisfying assignment is the indicator function of an edge in a union of two disjoint triangles. 6 is similar, but the satisfying assignments are indicator functions of edges of a six-cycle. These instances should not be confused with MAX-CUT graph instances. In particular, the energy of an assignment for 3,3 and 6 is always either zero or one depending on whether is among the satisfying assignments or not. In contrast, the MAX-CUT energy for an assignment is the number of edges of the input graph that the assignment does not cut.
To compute the QAOA energies we use the Feynman path approach. A Feynman path for the level QAOA is a sequence
where is the number of bits of the instance. The path corresponds to an up-going input-output path of the QAOA circuit. To calculate the amplitude associated with this path, let us notice that each picks up a phase − ( , where ( ) is the energy associated with by the (diagonal) instance Hamiltonian, and the → +1 transition has amplitude
is the Hamming distance between , ∈ {0, 1} )
Here we are concerned only with the instances 3,3 and 6 , so ( ) is either 0 or 1. When computing the QAOA energy we sum up the amplitude squares for all the paths that terminate in any with ( ) = 1.
To compute the amplitude square, for every such we need to consider products of pairs of such paths, the second component conjugated. Thus, if is any of 3,3 or 6 :
What makes the QAOA energies the same for = 3,3 and = 6 is that one can find a one-one correspondence between their Feynman paths pairs , ′ ∶ = ′ ∧ ( ) = 1 with the same contribution.
To define such a correspondence, let ⊆ {0, 1} 6 be the set of assignments with Hamming weight . Let be either 3,3 or 6 . For every 1 , 2 ∈ {0, 1} and 0 ≤ 1 , 2 , ≤ 6 there turns out to be a unique number,
( 1 , 2 , 1 , 2 , ), that tells how many ways one find 2 ∈ 2 for an 1 ∈ 1 with ( 1 ) = 1 , that is fixed in advance (it turns out, all choices of 1 give the same numbers), such that 1.
( 2 ) = 1 2. ( 1 , 2 ) =
Not only that
( 1 , 2 , 1 , 2 , ) does not depend on the choice of 1 , but it does not depend on whether is 3,3 or 6 . So we set = .
Here we list some of the values of :
(0, 0, 0, 0, 0) = 1 (0, 0, 0, 0, 1) = 0 (0, 0, 0, 2, 2) = 9 (0, 1, 0, 2, 2) = 6 (0, 1, 1, 2, 1) = 2 (0, 1, 1, 2, 3) = 4 (1, 1, 2, 2, 2) = 2 ⋮
We leave it to the reader to verify that the existence of such an is sufficient to match up the terms in Equation (13) for 3,3 and 6 (hint: parse 0 , … , , ′ −1 … ′ 0 from left to right, and find a match by iteratively matching the s and ′ s).
Part III
The QAOA Dynamics
The research in part has grown out of the following problem:
Prove or disprove the observed exponential decrease of the average energy gap (Table 8) for the Circular vs. Moebius Ladder pairs.
In Table 8 = 60 was chosen, but in general we want to pick a which increases as the instances increase. According to our experiments, for any pair of graphs the energy gap stabilizes rather quickly, and we have never seen any violation of
Similar observation holds for the easier to handle □( 1 , 2 , ) quantity. Due to the hypothesized Equation (3), estimating the latter reduces to estimating QAOA moments, at least for large enough . Let us elaborate on this. In the introduction we have informally defined the QAOA dynamics. We now define it formally.
QAOA Dynamics
Let be a graph on nodes. We shall denote probability distributions on the set  = { | ∈ ℂ 2 , | | = 1} of qubit pure states, by upper case sigmas. We stick to the usual system of notations in probability theory and treat  just as a set. Thus, for a probability measure Σ on  the Σ( ) notation for ∈  returns the infinitesimal measure that Σ assigns to , that can be only used inside an integral. The stochastic map  that takes a distribution on  to a new distribution on  when we add a new level of QAOA with random angles, is a random mixture of unitaries:
In the dual form, let Σ be a probability measure on . Then for ∈ :
((Σ)) uniquely defines (Σ) in the sense that it tells how to integrate over (Σ). Let Σ 0 be the distribution, which is concentrated on |+⟩ ⊗ (the zeroth layer QAOA). We conjecture that the QAOA dynamics takes Σ 0 to a limiting distribution as tends to infinity:
Conjecture 7. The limiting distribution Σ ∞ = lim →∞  (Σ 0 ) exists.
Remark 8. The weakest notion of limit that is still useful for us is via the weak convergence of measures. We require that for all bounded, continuous functions on the 2 dimensional complex unit sphere lim →∞ ∫ ( Σ 0 ) exists and equals to ∫ (Σ ∞ ).
We shall accept Conjecture 7 as true in the sequel.
On von Neumann's Simplification of Statistical Ensembles
A basic tenet of quantum information theory, that goes back to von Neumann, states that when we see a probability distribution 1 , … , on pure quantum states | 1 ⟩, … , | ⟩, we can turn the object into the density matrix ∑ =1 | ⟩⟨ | without losing information that matters. This is true in most settings, but because in our study statistical ensembles
arise differently from how they arise in physics, we cannot use the simplification rule of von Neumann without further ado.
Let us clearly state the dos and don'ts. Assume Alice has a machine  1 with a red button, which when Bob pushes, he uniformly gets either |0⟩ or |1⟩. Let she have another machine  2 , which looks exactly like  1 , but upon the push of the button Bob uniformly gets either |+⟩ or |−⟩. Then there is no way Bob could distinguish between the two machines, however long he plays with them, since the output of both are expressed with the same density matrix:
No matter how many times Bob tries the buttons, no matter what measurements he performs on the output states, he remains un-informed about whether he holds  1 or  2 . Let us now give Bob the supernatural power that when he gets a (pure) state | ⟩, he can compute the energy value ⟨ || ⟩ associated with the Hamiltonian  = 1 0 0 0 (16) Then whether he holds  1 or  2 is no secret anymore. Even pushing the button only once, if the energy is either zero or one, Bob holds the first machine, and if it is 1 2 he holds the second. If he pushes the button 6 times he will measure energy values something like 1, 0, 0, 1, 1, 0 ( 1 ) versus 1 2 , 1 2 , 1 2 , 1 2 , 1 2 , 1 2 ( 2 ). Alice can easily give Bob the power of computing ⟨ || ⟩. She just installs a blue button on her quantum computer, which when Bob pushes, he gets the exact same pure state as in the previous run. Then by a few applications of the blue button Bob can do a full state tomography on , which in turn lets him estimate ⟨ || ⟩. In contrast, in physics experiments the randomness that selects a pure state from a set of pure states (thus yielding a mixed state) cannot be replicated and remembered: it is not under the control of the experimental device.
One can use the density matrix formalism if and only if the randomness creating the mixture is inaccessible and not replicable.
Note: When showing this section to D. Ding, he has pointed out that S. Popescu in [Pop18] describes a thought experiment leading to a very similar conclusion: any knowledge about the preparation of a statistical ensemble renders the density matrix formalism insufficient.
Higher Order Density Matrices
Our goal will be to compute the variance of the QAOA energy values over random angle sequences when the graph and the level are fixed. If the angle sequence is also fixed, we have a pure QAOA state. By randomizing over angle sequences we have created a statistical ensemble out of these pure states. This is a continuous ensemble, but for simplicity in this section we formulate everything in terms of discrete ensembles. Our definitions easily carry over to continuous ensembles.
Assume we have a statistical ensemble { 1 ⋅ | 1 ⟩, … , ⋅ | ⟩} of pure states, and a Hamiltonian  on the same Hilbert space. What information about the ensemble is sufficient to compute the variance of the random variable defined by:
The first thought would be that this should only depend on the density matrix, = ∑ =1 | ⟩⟨ |. In particular, we may have the illusion that what we are really computing is
But not! ( ) = () only if each is an eigenstate of . Otherwise we have to subtract the non-negative quantity ∑ =1 ⟨ | 2 | ⟩ − ⟨ | ) 2 | ⟩ from () to get ( ), or do a direct calculation to arrive at:
We focus on the expression ( 2 ) = ∑ =1 ⟨ || ⟩ 2 , since this is what requires explanation. The example in the previous section can be pushed one step further to show that is insufficient to express
( 2 ) (see example in the end of this section). Thus we also define Second Order Density Matrix:
Warning: In general (2) ≠ ⊗ , where is the usual (first order) density matrix. The point of introducing (2) is exactly that it carries information about the ensemble that does not.
Remark 9. Higher order density matrices are a tool in quantum chemistry where we trace out all but electrons from an -electron wave function [NYC09] . In this article we use this term, but the content and context differ (there is a relation nevertheless).
We have
In particular, the variance of the energy of a Hamiltonian with respect to pure states taken from a statistical ensemble of pure states is entirely determined by the Hamiltonian and the latter's first and second order density matrices. An ensemble { 1 ⋅ | 1 ⟩, … , ⋅ | ⟩} is a classical probability distribution on the unit sphere of a Hilbert space. Let us now also have a statistical ensemble { 1 ⋅ 1 , … , ⋅ } of unitary matrices, that can be interpreted as a stochastic map (dynamics) from to . The first and second order density matrices and (2) uniquely transform under such a map, yielding and (2) , where
The first equation is standard, and the second equation is easy to show. Maps as above are exactly the kind that take random level-p QAOA states into a random level-( + 1) QAOA states. The only difference is that the sums must be replaced with integrals because the distribution of the angles is continuous.
Example. Let Σ 1 = {0.5 ⋅ |0⟩, 0.5 ⋅ |1⟩} and Σ 1 = {0.5 ⋅ |+⟩, 0.5 ⋅ |−⟩} be statistical ensembles on the one qubit complex unit sphere and  be a Hamiltonian as in (16). Let 1 = {⟨ || ⟩} ∈Σ 1 , 2 = {⟨ || ⟩} ∈Σ 2 be two random variables. Then ( 2 1 ) = 1∕2 and ( 2 2 ) = 1∕4. We compute the second order density matrices,
1 and (2) 2 associated with 1 and 2 : 
Density matrices under the QAOA dynamics
We fix a graph and will study the distribution on qubit states that arise by running the QAOA circuit with random, level degree sequences ( (Σ 0 ), in our notations). One can easily compute the density matrices corresponding to these statistical ensembles. At level = 0 we have the density matrix 0 = (|+⟩⟨+|) ⊗ . Each new level is an application of the super-operator that acts on a density matrix as:
so the density matrix corresponding to a level random QAOA circuit is
Accepting the message of the previous section however, we will not try to represent the evolution of the random QAOA ensemble with density matrices alone. However, if we keep track of the evolution of second order density matrices as well, we already have enough information for what we need to compute. Let (2) 0 = ⊗2 0 . This is the second order density matrix corresponding to the statistical ensemble Σ 0 , concentrated on |+⟩ ⊗ .
By Equation (18) we can define the second order super-operator (2) made from  that takes second order density matrices to second order density matrices. For any second order density matrix (2) we have
The desired information about ∞ = lim →∞  0 can be now obtained from
The first order density matrix of Σ ∞ is ∞ The second order density matrix of Σ ∞ is
Computing first order density matrices
In this section we give a recipe for computing the evolution of density matrices under the QAOA dynamics. The integrals 1 2 ∫ 2 0 sin cos for , ∈ {0, 1, 2, …} will play a role in the calculations. Notice that if either or is odd than the integral is zero. If = 2 and = 2 then If we arrange the values of ( , ) in a triangle fashion, like = 0 (0, 0) = 2 (0, 1) (1, 0) = 4 (0, 2) (1, 1) (2, 0) where = 2 + 2 is the total degree of the trigonometric polynomial in the integrand, we obtain: Then depends only on those ( ′ , ′ ) entries of −1 for which C( ′ ) = C( ′ ).
Proof. For ≥ 1 we have
where
Notice that
so for any and those terms of the r.h.s. of (20) that correspond to an ( ′ , ′ ) with C( ′ ) ≠ C( ′ ) are zero.
Expressions (20), (21), (22) also give a recipe for computing from −1 :
where ( , ) is as in (19), and = ′ ′ = ( , ′ ) + ( , ′ ) 2
Computing second order density matrices
The computation of second order density matrices is very similar to that of the first order ones, and we only write down the expression. Recall that (2) 0 = (|+⟩⟨+|) ⊗2 . The recipe for computing (2) from (2) −1 is:
Conclusions
This paper is a continuation of formula-driven QAOA research. We have proposed a few quantities to calculate, and could find some theoretical and intuitive tools for the calculations. Although our focus was graph structure discovery, the ideas we give may turn out to be useful in investigating more traditional questions about QAOA as well. Because we have touched upon multiple approaches, we tried to be brief with each topic. For brevity we have also opted for leaving out some observations, for instance ones that concerned cases where the angles were randomly chosen from [0, ] rather than from [0, 2 ]. Nevertheless, we hope no major information is missing from the article, and that some ideas within it will induce further wide-ranging QAOA studies.
Part IV
Appendix 22 The Uncut-Polynomial
Polynomials made from graphs, such as the Chromatic and Tutte polynomials, are frequent tools in graph theory. We introduce a polynomial, related to these, which lets us conveniently think about QAOA-related tensor-networks. Among the applications of our polynomial are the Triangle theorem and the derivation of formulas in Sections 2 and 4. 
The definition is independent of , and the following facts are not hard to show:
1. is a tree if and only if ( ) = ∏ ∈ℰ ( ) ( + 1).
2. For any connected graph on nodes ( ) contains exactly 2 −1 terms (monomials), each with coefficient one.
3. Let be the cycle on node, with edges labeled with ℰ = {1, … , }. Then
Annulling Rules and identities
We shall now discuss rules that can be expressed in such a fashion, that certain variable replacements make ( ) identically zero, and we name them Annulling Rules. We also discuss other identities. First agree on a notation: When ( , ) is an edge of a graph, and we make a replacement , ← in the polinomial of , then we denote this with ( , ( , ) ∶ )
We cal also put multiple replacements into the argument, each of the form ∶ , where is an edge and is a value. Our first lemma describes one of the simplest annulling rules:
Lemma 12. Let be a graph, and a bridge in . Then ( , ∶ −1) = 0.
This lemma immediately follows from two simple facts: Fact 1. When consists of a single edge, , then ( ) = + 1, so ( , ∶ −1) = 0. Fact 2. The following lemma:
Lemma 13. Let graphs 1 and 2 share a single node , but do not share loops on . Then
Proof. Define ( ), ( 1 ) and ( 2 ) through the vertex . Comparing these expressions there will be a one-one correspondence between the terms of ( ) and pairs of terms with first and second components from ( 1 ) and ( 2 ) respectively.
Note: For vertex disjoint graphs, 1 and 2 , an extra factor of 2 comes in: Let 1 and 2 be vertex disjoint. Then
( 1 ∪ 2 ) = 2 ( 1 ) ( 2 ).
If a graph is a union of two graphs that intersect in two nodes, we still have an expression of the -polynomial of in terms of its components. First a definition:
Definition 14. We say that ′ arises from by identifying two nodes, , ∈ ( ) (i.e. merging them into a single node), if all edges between and become loops, and for any node all edges from to and from to become parallel edges between and the new node (i.e. we do not merge edges).
Lemma 15. Let graphs 1 and 2 share two nodes, and , but not edges. Then
( 1 ∪ 2 ) = ( ′ 1 ) ( ′ 2 ) + ( ′′ 1 , ( , ) ∶ 0) ( ′′ 2 , ( , ) ∶ 0) where we get ′ 1 from 1 by identifying nodes and , and ′′ 1 from 1 by adding an extra edge, ( , ) to 1 . We get ′ 2 and ′′ 2 from 2 similarly. The lemma holds even with loops and single or parallel edges on { , } in 1 , 2 or both, via
• It is clear that ( ′ 1 ) ( ′ 2 ) = ′ . • That ( ′′ 1 , ( , ) ∶ 0) ( ′′ 2 , ( , ) ∶ 0) = ′′ , follows from that ( , ) ← 0 sets all those terms of ( ′′ 1 ) and ( ′′ 2 ) zero that belong to cuts with ( ) = ( ) = 0. More generally: Lemma 16. Let be a graph with two distinct nodes and . Then
where we get ′ from by identifying nodes and and ′′ from by adding an extra edge, ( , ), to .
In the following lemma we use the notation − for the graph ( ( ), ℰ ( ) ⧵ { }).
Lemma 17.
1. Let be an edge of graph . Then ( , ∶ 1) = ( − ) 2. Let and be parallel edges in a graph .
( , ∶ , ∶ ) = ( − , ∶ )
We are ready to prove an annulling rule, which implies our Triangle Theorem. We only prove the annulling rule, without the Triangle Theorem implication. Lemma 18. Let , and ′ be arbitrary non-zero constants and be an arbitrary constant. Then the polynomial of the graph in Figure 11 with replacements of the variables associated to its edges as drawn, gives a non-zero polynomial.
Proof. We decompose into graphs and , induced on node sets = {1, 2, 6, 8} and = {6, 8, 7, 5, 9, 3, 4}
Then we apply Lemma 15, since and share exactly two nodes, 6 and 8. First notice that the term ( ′ ) ( ′ ) becomes zero after the replacements. For this we prove that ( ′ ) becomes zero. Graph ′ has node set {1, 2, 6∕8}}, where node 6/8 arises from merging nodes 6 and 8 of The two edges, (1, 6) and (1, 8) become parallel. Lemma 17 allows to merge, then delete these edges, and what we end up with is a path of length two as in the r.h.s. of Figure 12 . We finally apply Lemma 12 to show that polynomial of this graph with the replacement as indicated, becomes zero, as (1, 2) becomes a bridge.
′′ ⊠ Figure 13 : The graph ′′ with all the replacements and ⊠ with all the replacements.
Next we show that ( ′′ , (6, 8) ∶ 0) ( ′′ , (6, 8) ∶ 0) = 0 by showing that ( ′′ , (6, 8) ∶ 0) = 0. Figure 13 shows ′′ with all the replacements, including (6,8) ← 0. Just as we have decomposed through nodes 6 and 8, we now decompose ′′ through nodes 7 and 9, getting two graphs induced on node sets ⊠ = {6, 7, 8, 9} and ⩥ = {7, 3, 4, 9}
Applying Lemma 15 again for this decomposition (we do not write out the entire expression), we find that the first summand of the r.h.s. is zero for the same reason as ( ′ ) was zero. Thus, by looking at the other summand, we notice that it is sufficient to show that the polynomial of ⊠ on the right side of Figure 13 , with the replacements as shown on the edges, is zero. This is what we shall do below. Recall (or realize) that if the value of an edge is zero, only those cuts create non-zero terms, where the two end-points of the edge are evaluated differently by the cut. We compute ( ⊠ ) with the replacements shown in Figure 13 . We define the polynomial of ⊠ through node 6. This fixes (6) = 0 for all cuts in te sum, and also (8) = 1. We also have (9) = 1 − (7). This leaves us with four non-zero terms:
(7) (5) associated term | 0 0 ⋅ (5,7) ⋅ ∕ = ⋅ (5,7) 0 1 − ⋅ (5,9) ⋅ ∕ = − ⋅ (5,9) 1 0 ⋅ (5,9) 1 1 − ⋅ (5,7)
Thus with LIST = (6, 7) ∶ , (6, 8) ∶ 0, (6, 5) ∶ , (8, 5) ∶ − , (8, 9) ∶ 1∕ , (7, 9) ∶ 0 we have:
( ⊠ , LIST) = (5,7) − (5,9) − (5,7) + (5,9) = 0 24 QAOA energy, computed with the Uncut polynomial The QAQA energy of a graph is the sum of the QAOA energies of its edges. We can compute the QAOA energy of an edge of from the uncut polynomial of the graph ( , , ), which is constructed from , and the number of levels. In the definitions below we fix , and omit it from most notations. The zeroth edge-neighborhood of in , denoted by 0 ( ), consists only of . For > 0 the th edge neighborhood, ( ) of , consists of all elements of ( ) and of all edges that are incident to any edge in ( ). We also define ( ) as the set of nodes that are incident to any of the edges in ( ). For the number of levels, , for graph and for edge we define a graph ( , , ) with vertex set:
(( , , )) = {0} ∪ −1 ⋃ =0  ∪  ′ ∪  Both  and  ′ are copies of the set ( ). The set  is the copy of the set +1 ( ) ⧵ ( ).
The graph ( , , ) has several classes of labeled edges. The labels correspond to future replacements.
1. The node 0 of ( , , ) has four incident edges: two towards  0 , labeled with −1 , and two towards  ′ 0 , labeled with − −1 . We calculate the evolution of the second order density matrices and associated variances. Matrix (2) 1 has the pattern shown in Figure 16 , and one can observe the same pattern for (2) 2 , (2) 3 , etc. Let , and be the three parameters defining (2) . From the explicit expression in Section 19 one can show the recurrence We immediately notice that + = −1 + −1 , so the sum always remains 1∕8 = 0 + 0 . From = 1∕8 − we get the recurrence = −1 ∕4 + 1∕16, leading to (2) [(00, 00), (00, 00)] = (2) [(00, 11), (00, 11)] = (2) [(11, 00), (11, 00)] = (2) [(11, 11), (11, 11)] = we have that ( ⊗2 (2) ) = ∑ 1 , 2 ∈{0,1} 2 ( 1 ) ( 2 ) (2) [( 1 , 2 )( 1 , 2 )] = 4 = (1 − 1∕4 +1 )∕3
For
By Lemma 5 we have that ( ) is 0.5 for all . Therefore the variance of the QAOA energy for the Single Edge Graph (over random angles) for level is ( ⊗2 (2) ) − ( ) 2 = 1 12 − 1 3 × 4 +1 level ( ) 1 2 3 4 variance 0.0625 0.078125 0.08203125 0.0830078125
