Abstract Label ranking is a specific type of preference learning problem, namely the problem of learning a model that maps instances to rankings over a finite set of predefined alternatives. Like in conventional classification, these alternatives are identified by their name or label while not being characterized in terms of any properties or features that could be potentially useful for learning. In this paper, we consider a generalization of the label ranking problem that we call dyad ranking. In dyad ranking, not only the instances but also the alternatives are represented in terms of attributes. For learning in the setting of dyad ranking, we propose an extension of an existing label ranking method based on the Plackett-Luce model, a statistical model for rank data. This model is combined with a suitable feature representation of dyads. Concretely, we propose a method based on a bilinear extension, where the representation is given in terms of a Kronecker product, as well as a method based on neural networks, which allows for learning a (highly nonlinear) joint feature representation. The usefulness of the additional information provided by the feature description of alternatives is shown in several experimental studies. Finally, we propose a method for the visualization of dyad rankings, which is based on the technique of multidimensional unfolding.
Introduction
Preference learning is an emerging subfield of machine learning, which deals with the induction of preference models from observed or revealed preference information (Fürnkranz and Hüllermeier 2010) . Such models are typically used for prediction purposes, for example to predict context-dependent preferences of individuals on various choice alternatives. Depending on the representation of preferences, individuals, alternatives, and contexts, a large variety of preference models are conceivable, and many such models have already been studied in the literature.
A specific type of preference learning problem is the problem of label ranking, namely the problem of learning a model that maps instances to rankings (total orders) over a finite set of predefined alternatives (Vembu and Gärtner 2010) . An instance, which defines the context of the preference relation, is typically characterized in terms of a set of attributes or features; for example, an instance could be a person described by properties such as sex, age, income, etc. As opposed to this, the alternatives to be ranked, e.g., the political parties of a country, are only identified by their name (label), while not being characterized in terms of any properties or features.
In this paper, we introduce dyad ranking as a generalization of the label ranking problem. In dyad ranking, not only the instances but also the alternatives are represented in terms of attributes. For learning in the setting of dyad ranking, we propose an extension of an existing label ranking method based on the Plackett-Luce (PL) model, a statistical model for rank data (Luce 1959; Plackett 1975) . The extension essentially consists of expressing the parameters of this model as functions of a suitably defined joint feature representation of dyads.
To this end, we propose two approaches. The first one is based on a bilinear extension of an existing linear version of the PL model, where the representation is given in terms of a Kronecker product (Schäfer and Hüllermeier 2015) . The second one is much more flexible and makes use of a neural network that allows for learning a highly nonlinear joint feature representation. The usefulness of the additional information provided by the feature description of alternatives is shown in several experimental studies.
Another contribution of the paper is a method for the visualization of dyad rankings, which is based on the technique of multidimensional unfolding. While this technique has been used in statistics for quite a while, it has not received much attention in machine learning so far (Murata et al. 2017) .
The paper is organized as follows. In the next section, we introduce the problem of dyad ranking. Following a discussion of related problem settings in Sect. 3, we propose the jointfeature Plackett-Luce model in Sect. 4. In Sects. 5 and 6, we introduce two instantiations of this model, the first based on the Kronecker product for representing dyads, and the second making use of neural networks. In Sect. 7, we propose a method for the visualization of dyad rankings, which is based on the technique of multidimensional unfolding. All methods are evaluated experimentally in Sect. 8.
Dyad ranking
As will be explained in more detail later on (cf. Sect. 3), the learning problem addressed in this paper has connections to several existing problems in the realm of preference learning. In particular, it can be seen as a combination of dyadic prediction (Menon and Elkan 2010a, b, c) and label ranking (Vembu and Gärtner 2010) , hence the term "dyad ranking". Since our method for tackling this problem is an extension of a label ranking method, we will introduce dyad ranking here as an extension of label ranking.
Label ranking
Let Y = {y 1 , . . . , y K } be a finite set of (choice) alternatives; adhering to the terminology commonly used in supervised machine learning, and accounting for the fact that label ranking can be seen as an extension of multi-class classification, the y i are also called class labels or simply labels. We consider total order relations on Y, that is, complete, transitive, and antisymmetric relations, where y i y j indicates that y i precedes y j in the order. Since a ranking can be seen as a special type of preference relation, we shall also say that y i y j indicates a preference for y i over y j . We interpret this order relation in a wide sense, so that a b can mean that the alternative a is more liked by a person than alternative b, but also for example that an algorithm a outperforms algorithm b.
Formally, a total order can be identified with a permutation π of the set [K ] = {1, . . . , K }, such that π(i) is the index of the label on position i in the permutation. We denote the class of permutations of [K ] (the symmetric group of order K ) by S K . By abuse of terminology, though justified in light of the above one-to-one correspondence, we refer to elements π ∈ S K as both permutations and rankings.
In the setting of label ranking, preferences on Y are "contextualized" by instances x ∈ X , where X is an underlying instance space. Thus, each instance x is associated with a ranking where H is the underlying hypothesis space, P is the joint measure P(x, π) = P(x)P(π | x) on X × S K , and L is a loss function on S K .
As training data D, a label ranker uses a set of instances x n (n ∈ [N ]), together with information about the associated rankings π n . Ideally, complete rankings are given as training information, i.e., a single observation is a tuple of the form (x n , π n ) ∈ X × S K . From a practical point of view, however, it is important to allow for incomplete information in the form of a ranking of some but not all of the labels in Y:
where J ≤ K and {π(1), . . . , π(J )} ⊂ [K ] . For example, for an instance x, it might be known that y 2 x y 1 x y 5 , while no preference information is given about the labels y 3 or y 4 .
Dyad ranking as an extension of label ranking
In the setting of label ranking as introduced above, instances are supposed to be characterized in terms of properties-typically, an instance is represented as an r -dimensional feature vector x = (x 1 , . . . , x r ). As opposed to this, the alternatives to be ranked, the labels y i , are only identified by their name, just like categories in classification.
Needless to say, a learner may benefit from knowledge about properties of the alternatives, too. In fact, if the preferences of an instance are somehow connected to such properties, then alternatives with similar properties should also be ranked similarly. In particular, by sharing information via features, it would in principle be possible to rank alternatives that have never be seen in the training process so far, i.e., to do some kind of "zero-shot learning" (Larochelle et al. 2008) .
Returning to our above example of ranking music genres, suppose we know (or at least are quite sure) that Rock x Classic x Jazz for a person x. We would then expect that Pop is ranked more likely close to the top than close to the bottom, simply because Pop music is more similar to Rock than to Classic or Jazz. In contrast to a label ranker, for which the music genres are just uninformative names, we are able to make a prediction of that kind thanks to our knowledge about the different types of music.
Given that useful properties of alternatives are indeed often available in practice, we introduce dyad ranking as an extension of label ranking, in which alternatives are elements of a feature space:
where Y i ⊆ R, 1 ≤ i ≤ c. Then, a dyad is a pair
consisting of an instance x and an alternative y. We assume training information to be given in the form of rankings
of a finite number of dyads, where M i is the length of the ranking. Typically, though not necessarily, all dyads in (4) share the same context x, i.e., they are all of the form z ( j) = (x, y ( j) ); in this case, (4) can also be written as
Likewise, a prediction problem will typically consist of ranking a subset
in a given context x. Being provided with a dyad ranker, i.e., a model that produces a ranking of dyads as an output, this can be accomplished by applying that ranker to the set of dyads
, . . . , x, y (M) and then projecting the result to the alternatives, i.e., transforming a ranking of the form (4) into one of the form (5). This setting, which generalizes label ranking in the sense that additional information in the form of feature vectors is provided for the labels, is the main subject of this paper and will subsequently be referred to as contextual dyad ranking. Note that (5) covers the important case of pairwise comparisons as a special case (M i = 2). Pairwise comparisons are especially appealing in subjective preference judgments (David 1969) , and hence can be motivated from this point of view. Moreover, within machine learning, the case of pairwise preferences has been studied quite extensively, because it allows for reducing the problem of ranking to simpler learning problems, such as binary classification (Dekel et al. 2004 ).
Related settings
As already mentioned earlier, the problem of dyad ranking is not only connected to label ranking, but also to several other types of ranking and preference learning problems that have been discussed in the literature.
The term "dyad ranking" derives from the framework of dyadic prediction as introduced by Menon and Elkan (2010b) . This framework can be seen as a generalization of the setting of collaborative filtering (CF), in which row-objects (e.g., clients) are distinguished from column-objects (e.g., products). Moreover, with each combination of such objects, called a dyad by Menon and Elkan, a value (e.g., a rating) is associated. While in CF, row-objects and column-objects are only represented by their name (just like the alternatives in label ranking), they are allowed to have a feature representation (called side-information) in dyadic prediction. Menon and Elkan are trying to exploit this information to improve performance in matrix completion, i.e., predicting the values for those object combinations that have not been observed so far, in very much the same way as we are trying to make use of feature information in the context of label ranking.
CF and ranking are combined in collaborative ranking. Here, the aim is to provide personalized recommendations for users in the form of rankings on items (Weimer et al. 2007 ). In contrast to CF, where rankings can be obtained indirectly by sorting items according to predicted scores (which potentially leads to many ties), collaborative ranking tackles the ranking problem more directly.
Methods for learning-to-rank or object ranking (Cohen et al. 1999; Kamishima et al. 2011) have received a lot of attention in the recent years, especially in the field of information retrieval (Liu 2011) . In general, the goal is to learn a ranking function that accepts a subset O ⊂ O of objects as input, where O is a reference set of objects (e.g., the set of all books). As output, the function produces a ranking (total order) of the objects O. The ranking function is commonly implemented by means of a scoring function U : O −→ R, i.e., objects are first scored and then ranked according to their scores (Hüllermeier and Vanderlooy 2009) . In order to induce a function of that kind, the learning algorithm is provided with training information, which typically comes in the form of exemplary pairwise preferences between objects. As opposed to label ranking, the alternatives to be ranked are described in terms of properties (feature vectors), while preferences are not contextualized. In principle, methods for object ranking could be applied in the context of dyad ranking, too, namely by equating the object space O with the "dyad space" Z in (3); in fact, dyads can be seen as a specific type of object, i.e., as objects with a specific structure. Especially close in terms of the underlying methodology is the so-called listwise approach in learning-to-rank (Cao et al. 2007 ). We elaborate on the relation to approaches of that kind in more detail in Sect. 6. Dyads marked by a bullet are part of the training data. Predictions are sought for dyads marked by a shaded field y 1 y 2 y 3 y 4 y 5 y 6 y 7 y 8 y 9
Conditional ranking (CR) approaches preference modeling from a graph-theoretic perspective (Pahikkala et al. 2010 (Pahikkala et al. , 2013 . Relational data is considered as a multi-graph, where nodes correspond to objects that are represented by attributes. Edges between nodes are weighted by values y ∈ [0, 1], each one expressing a binary relation (strength of preference) between two nodes (Pahikkala et al. 2010) . A pair of nodes can be connected with multiple edges, thereby allowing one to express repeated measurements. The aim of conditional ranking is the prediction of a node ranking relative to (or "conditioned on") a reference node. The CR methods proposed by Pahikkala et al. (2010 Pahikkala et al. ( , 2013 are based on (efficient) variations of a kernel-supported regularized least-squares approach (RankRLS). To utilize them, it is necessary to extract contextual pairwise training data from the graph. These are identified by three connected nodes in the graph as follows:
where Q(a, b) is an edge weight between the nodes a and b. (v, v ) are used as target variables for learning a regression function. More specifically, RankRLS starts from the disagreement error (the number of violations of (6), i.e., with < instead of ≥ on the right-hand side) and uses the squared error as a surrogate. Thus, the loss on a preference (6) would be given by 1 − Q (v, v ) − Q(v, v ) 2 . Despite being easy to optimize, note that this loss is not monotone decreasing in the score difference (v, v ) , as it actually should. In most applications of CR so far, all nodes of the graph stem from the same domain, i.e., only a single type of object is considered (Pahikkala et al. 2010 (Pahikkala et al. , 2013 . The framework as such is more general, however, and the graph can also be bipartite. Then, v in (6) has a different type than v and v , which means that a tuple (v, v ) can be seen as a dyad. From this point of view, CR is indeed very close to dyad ranking, also because the kernel function used in CR is based on joint feature representations (Pahikkala et al. 2013) .
In comparison to CR, let us highlight the probabilistic and listwise nature as important features of our approach. Probabilistic predictions allow for representing the uncertainty in a prediction, which often turns out to be useful (as will be seen, for example, in Sects. 5.3.3 and 8) and provides the basis for extended problems settings, such as ranking with abstention (Cheng et al. 2010b (Cheng et al. , 2012 . Besides, the underlying probabilistic model is amenable to principled learning techniques such as maximum likelihood. The second property allows for making use of complete rankings as training information, with pairwise preferences (6) only being a special case. It avoids the need to break a ranking into a set of pairwise comparisons, which necessarily comes with a loss of information that may lead to biased estimations, especially for the PL model (Soufiani et al. 2014) .
The authors of CR distinguish four different prediction problems for dyadic data, which are illustrated in Fig. 1 (Pahikkala et al. 2014) . Problem A refers to the situation in which a prediction is sought for a dyad (x, y), such that both x and y have already been encountered in the training data, though not necessarily in combination ((x 3 , y 4 ) in the example). In contrast to this, problem D asks for a prediction on a dyad (x, y) such that neither x nor y is contained in the training data (zero-shot learning, (x 6 , y 8 ) in the example). Problems B and C are in-between: either x or y has already been encountered, but not both ((x 2 , y 7 ), (x 6 , y 2 ) in the example). A prediction in dyad ranking, which involves several dyads, can be a mixture of these situations. Its flexibility is clearly a strength of the framework: It is applicable to problems of type A and C, and provided predictive features are available on Y, also to settings B and D.
Finally, we note that dyad ranking deals with predictions (rankings of dyads) having a complex structure. Therefore, like for ranking and preference learning in general, there is also a natural connection to the field of structured output prediction (Bakir et al. 2007 ).
4 Joint-feature Plackett-Luce models
The basic model
The Plackett-Luce (PL) model is a parameterized probability distribution on the set of all rankings over a set of alternatives y 1 , . . . , y K . It is specified by a parameter
in which v i accounts for the "skill" (latent utility) of the option y i . The probability assigned by the PL model to a ranking represented by a permutation π is given by
This model is a generalization of the well-known Bradley-Terry model (Marden 1995) , a model for the pairwise comparison of alternatives, which specifies the probability that "a wins against b" in terms of
Obviously, the larger v a in comparison to v b , the higher the probability that a is chosen. Likewise, the larger the parameter v i in (7) in comparison to the parameters v j , j = i, the higher the probability that y i appears on a top rank. An intuitively appealing explanation of the PL model can be given in terms of a vase model: If v i corresponds to the relative frequency of the ith label in a vase filled with labeled balls, then P(π | v) is the probability to produce the ranking π by randomly drawing balls from the vase in a sequential way and putting the label drawn in the kth trial on position k (unless the label was already chosen before, in which case the trial is annulled). This explanation corresponds to the interpretation of the model as being a multistage model.
A nice feature of the Plackett-Luce model is that marginals (i.e., probabilities of rankings of a subset of the alternatives) can be computed very easily for this model: The probability of an incomplete ranking
is given by
i.e., by an expression of exactly the same form as (7), except that the number of factors is J instead of K . Note that we recover (8) as a special case of (9) for J = 2.
As an aside, we note that PL is arguably the most well-known model in the field of statistics for rank data, next to the Mallows model (Mallows 1957) . The latter is a distance-based model that belongs to the family of exponential distributions. It is specified by a location parameter π 0 ∈ S K and a spread parameter θ ≥ 0:
where D is a distance function on S K (typically the Kendall distance) and φ(θ) a normalization constant. Both models, Mallows and PL, have been used in the setting of label ranking (Cheng et al. 2009 ). In general, Mallows is a bit more difficult to handle, for example as it does not have simple closed-form expressions for the probabilities of incomplete rankings (Cheng et al. 2010a ).
Plackett-Luce model with features
The use of PL for label ranking, as proposed by Cheng et al. (2010a) , is to contextualize the skill parameters v k of the labels y k by modeling them as functions of the context x. More precisely, to guarantee the non-negativity of the parameters, they are modeled as log-linear functions:
The parameters of the label ranking model, namely the w
, are estimated by maximum likelihood inference.
Given estimates of these parameters, prediction for new query instances x can be done in a straightforward way:v = (v 1 , . . . ,v K ) is computed based on (11), and a rankingπ is determined by sorting the labels y k in decreasing order of their (predicted) skillsv k . This rankingπ is a reasonable prediction, as it corresponds to the mode of the distribution P(· |v).
Plackett-Luce model with joint features
In (11), the skill of the label y k is modeled as a log-linear function of x, with a label-specific weight vector w (k) . In the context of dyad ranking, this approach can be generalized to the modeling of skills for dyads as follows:
where is a joint feature map (Tsochantaridis et al. 2005) . Again, given an estimationŵ of the parameter in (12), a ranking of a set of dyads
is predicted by sorting the dyads z (i) in descending order of the corresponding skillsv i = v(z (i) ). This approach will be studied in more depth in the next two sections, for two different instantiations of the joint feature map.
Bilinear Plackett-Luce model (BilinPL)
As a first instantiation of the joint feature PL model (12), we consider the bilinear model (BilinPL) originally proposed by Schäfer and Hüllermeier (2015) :
This model is obtained by defining as the Kronecker (tensor) product:
which is a vector of length p = r · c consisting of all pairwise products of the components of x and y, also known as cross-products. Thus, the inner product w, (x, y) can be rewritten as a bilinear form x W y with an r × c matrix W = (w i, j ); the entry w i, j can be considered as the weight of the interaction term x i y j . The bilinear model (14) appears to be the most obvious generalization of the linear model (11) in the context of dyad ranking. As such, it constitutes a natural starting point, although one may of course think of more complex, nonlinear extensions, for example using (pairwise) kernel functions (Basilico and Hofmann 2004) . Likewise, one may also think of joint feature maps even simpler than the cross product x ⊗ y, for example the concatenation [x, y]. This, however, would not allow for capturing interactions between the dyad members. Besides, it is not a proper generalization, as it does not cover (11) as a special case.
Identifiability of the bilinear PL model
The bilinear PL model introduced above defines a probability distribution on dyad rankings that is parameterized by the weight matrix W. An important question, also from a learning point of view, concerns the identifiability of this model. Recall that, for a parameterized class of models M, identifiability requires a bijective relationship between models M θ ∈ M and parameters θ , that is, models are uniquely identified by their parameters. Or, stated differently, parameters θ = θ * induce different models M θ = M θ * . Identifiability is a prerequisite for a meaningful interpretation of parameters and, perhaps even more importantly, guarantees unique solutions for optimization procedures such as maximum likelihood estimation.
Obviously, the original PL model (7) with constant skill parameters v = (v 1 , . . . , v K ) is not identifiable, since the model is invariant against multiplication of the parameter by a constant factor c > 0: The models parameterized by v and v * = (cv 1 , . . . , cv K ) represent exactly the same probability distribution, i.e., P(π | v) = P(π | v * ) for all rankings π. The PL model is, however, indeed identifiable up to this kind of multiplicative scaling. Thus, by fixing one of the weights to the value 1, the remaining K − 1 weights can be uniquely identified.
Now, what about the identifiability of our bilinear PL model, i.e., to what extent is such a model uniquely identified by the parameter W? We can show the following result (a proof is given in Appendix A). (14) is identifiable.
Proposition 1 Suppose the feature representation of labels does not include a constant feature, i.e., |Y i | > 1 for each of the domains in (2), and that the feature representation of instances includes at most one such feature (accounting for a bias, i.e., an intercept of the bilinear model). Then, the bilinear PL model with skill values defined according to

Comparison between the linear and bilinear PL model
It is not difficult to see that the linear model (11), subsequently referred to as LinPL, is indeed a special case of the bilinear model (14). In fact, the former is recovered from the latter by means of a (1-of-K ) dummy encoding of the alternatives: The label y k is encoded by a K -dimensional vector with a 1 in position k and 0 in all other positions. The columns of the matrix W are then given by the weight vectors w (k) in (11).
The other way around, LinPL can also be applied in the setting of dyad ranking, provided the domain Y of the alternatives is finite. To this end, one would simply introduce one "metalabel" Y k for each feature combination (y 1 , . . . , y c ) in (2) and apply a standard label ranking method to the set of these meta-labels. 1 Therefore, both approaches are in principle equally expressive. Still, an obvious problem of this transformation is the potential size 2
of the label set thus produced, which might be huge. In fact, the number of parameters that need to be learned for the model (11) is r · |Y|, i.e., r · a c under the assumptions that each feature has a values. For comparison, the number of parameters is only r · c in the bilinear model. Moreover, all information about relationships between the alternatives (such as shared features or similarities) are lost, since a standard label ranker will only use the name of a meta-label while ignoring its properties.
Against the background of these considerations, one should expect dyad ranking to be advantageous to standard label ranking provided the assumptions underlying the bilinear model (14) are indeed valid, at least approximately. In that case, learning with (meta-)labels and disregarding properties of the alternatives would come with an unnecessary loss of information (that would need to be compensated by additional training data). In particular, using the standard label ranking approach is supposedly problematic in the case of many meta-labels and comparatively small amounts of training data.
Having said that, dyad ranking could be problematic if the model (14) is in fact a misspecification: If the features are not meaningful, or the bilinear model is not properly reflecting their interaction, then learning on the basis of (14) cannot be successful. The main observations can thus be summarized as follows:
-The linear PL model, like standard label ranking in general, assumes all alternatives to be known beforehand and to be included in the training process. If generalization beyond alternatives encountered in the training process is needed, then BilinPL can be used while LinPL cannot. -If the assumption (14) of the bilinear model is correct, then BilinPL should learn faster than LinPL, as it needs to estimate fewer parameters. Yet, since LinPL can represent all dependencies that can be represented by BilinPL, the learning curve of the former should reach the one of the latter with growing sample size.
Learning the bilinear PL model
Learning via maximum likelihood estimation
Suppose training data D to be given in the form of a set of rankings (4), i.e., rankings ρ 1 , . . . , ρ N of the following kind:
The likelihood of the parameter vector w is then given by
where we set
n . Like in the case of the linear PL model, the learning problem can now be formalized as finding the maximum likelihood (ML) estimate, i.e., the parameter
that maximizes the likelihood or, equivalently, minimizes the negative log-likelihood (NLL)
Since there is no analytical solution to this optimization problem, one has to rely on gradientbased methods, where the gradient ∇ n = (
with n,l) and
For such methods, the convexity of the function to be minimized is of critical importance (Boyd and Vandenberghe 2004) . In Appendix B, we therefore show that the negative loglikelihood function (18) is convex.
Optimization via iterative majorization
The MM algorithm proposed by Hunter (2004) belongs to the standard approaches for maximum likelihood estimation of the basic PL model parameters v. The acronym MM stands for majorization-minorization (minorization-majorization) in the case of minimization (maximization) problems. The prominent EM algorithm can be seen as a special instance of MM (Dempster et al. 1977) . While the standard Newton algorithm could in principle be applied to minimize the convex PL objective, it is known that the MM approach is more robust and faster in direct comparison (Guiver and Snelson 2009) . Although MM algorithms often need more iterations, they perform specifically well when operating far from the optimum point (Lange et al. 2000) . The MM algorithm is furthermore superior to Newton's method in the context of PL model training, because the latter requires special countermeasures to prevent erratic behavior (Hunter 2004) . The overall advantage of MM over Newton in terms of speed is mainly due to the time-intensive inversion of the Hessian in any Newton step. Recently proposed alternative optimization approaches are based on Bayesian inference. For example, Guiver and Snelson (2009) propose approximate inference based on expectation propagation and Caron and Doucet (2012) make use of Gibbs sampling. Maystre and Grossglauser (2015) propose an alternative approach for the basic PL model that is based on interpreting the maximum likelihood estimate as a stationary distribution of a Markov chain. This enables a fast and efficient spectral inference algorithm.
Recall that, in contrast to the basic PL model (7), the parameters v i are not real numbers in the BilinPL model (14) but functions of a weight vector w and a joint-feature vector. To adopt the MM algorithm for obtaining w * , we take a closer look at MM and adopt the perspective of minimization by majorization of the NLL (18).
The MM algorithm is not a concrete method but rather a prescription for constructing optimization algorithms. The idea is to construct a surrogate (or auxiliary) function g that majorizes a particular objective function f . The surrogate function should be simpler than the original function and should "touch" it at the so-called supporting point u, i.e., g(w, u) ≥ f (w) for all w. The iterative majorization approach essentially consists of the following steps, which drive the value of the objective downhill (Borg and Groenen 2005 (18) and to simplify the objective, one can exploit the concavity of the logarithm, i.e.,
which is a consequence of the "supporting hyperplane inequality" (Lange 2016) or first-order condition of concavity (Boyd and Vandenberghe 2004) :
where the right-hand side of (21) is the first-order Taylor approximation of f at the point x.
With (20), it is possible to express the surrogate function g(w, u) as follows:
Its gradient with respect to w is given by the partial derivatives
To realize step 2 of the MM algorithm, i.e., the update step, one needs to find a vector w * such that, at least approximately, ∇g ≈ 0 (for a fixed vector u). This can be accomplished by performing a single Newton step (Lange et al. 2000) with
The Hessian of g is computationally less complex than that of f . Yet, for the minimization of (18), it turns out that a quasi-Newton approach such as the L-BFGS method (Liu and Nocedal 1989) is in practice much more efficient. The proclaimed advantages of operating well in regions far from the optimum and the prevention of erratic behavior could not be observed with L-BFGS in the experiments provided in Sect. 8.
Online learning using stochastic gradient descent
An interesting alternative approach, especially in the large-scale learning regime, is stochastic gradient descent (SGD) with selective sampling (Bottou 1998 (Bottou , 2010 . The core idea of SGD is to update model parameters iteratively on the basis of a randomly picked example. The algorithm is explicated for the case of dyad ranking with the BilinPL model in Algorithm 1. It requires the specification of a data source, the total number of iterations, an initial learning rate, and a regularization parameter. The probabilistic nature of BilinPL can be leveraged (in line 3 of the algorithm) for sampling training instances in a selective way. More specifically, for each randomly sampled instance, our model allows for deriving the probability of the corresponding dyad ranking (given the current parameter estimates), as well as the probability of alternative rankings. Thus, it is possible quantify the uncertainty of the (current) model in its prediction and, therefore, to implement a kind of active learning via uncertainty sampling.
Algorithm 1 BilinPL with SGD
Require: data set S, initial learn rate η 0 , regularization parameter λ, no. iterations 1: i ← 0 2: for i < nIter do 3:
ρ ← sample a dyad ranking (S) 4:
i ← i + 1 6: end for 7: return w
Plackett-Luce networks
Due to the bilinearity assumption, BilinPL comes with a relatively strong bias. This may or may not turn out as an advantage, depending on whether the assumption holds sufficiently well, but in any case requires a proper feature engineering. The approach introduced in this section, called Plackett-Luce Network (PLNet), offers an alternative: It allows for learning a highly nonlinear joint-feature map expressed in terms of a neural network (Schäfer and Hüllermeier 2016) .
Architecture
The core idea of PLNet is to learn real-valued (latent) utility functions u = g(x, y), where g is the function implemented by a single multi-layer feed-forward neural network, and u determines the strength of the dyad z = (x, y) in a PL model. More specifically, the probability of observing the ranking
that is, by the PL probabilities induced by the parameters
PLNet is a multi-layer perceptron (MLP), the structure of which is shown in Fig. 2 . It consists of multiple layers and takes as input two vectors corresponding to the members of a dyad. There is at least one hidden layer with nodes using a sigmoidal activation function. The output layer produces a scalar value of the form
is not needed in the last layer, as it has no effect on the PLNet model (25): With the choice of the exponential function (to ensure positivity of the PL parameters), and the independence of b L of the inputs x and y, we have
and as noted before, the PL model is invariant against multiplication of the weights with a positive scalar. By the special choice of the linear activation function for the neuron at the output layer, the architecture is related to the joint-feature PL reference model (12) outlined in Sect. 4.3. The activation output of the neurons of the penultimate layer can be considered as a joint-feature vector (x, y), which is then linearly combined with a vector of weights to produce a utility score. Thus, the upper part of the network, i.e., the input layer down to the penultimate layer, can be considered as a joint-feature map (x, y).
Training
Our training procedure builds on the basic idea of back-propagation (Werbos 1974; Rumelhart et al. 1986 ), which, however, needs to be modified in various ways. First, the original backpropagation algorithm is derived for the squared error between prediction and target as a loss function, whereas PLNet seeks to minimize the negative log-likelihood. Second, the targets in PLNet are rankings instead of real numbers.
The processing of a single ranking 
Algorithm 2 PLNet Training
Step
3: Calculate derivatives using the outputs
is described in Algorithm 2. In training step t, the current PL network g t , which we refer to as the master network, is cloned M n times, yielding M n (read-only) PL networks g t,k . The kth dyad of ρ n , when entered into the network g t,k , yields the output u (k) . Proceeding that way for all 1 ≤ k ≤ M n , it is possible to evaluate the probability of that ranking according to (25) . Moreover, we can calculate errors to be used for back-propagation. Recall that the NLL is given by
With this specification of the NLL, the output error of the kth network, 1 ≤ k ≤ M n , can be expressed as follows:
This value can then be used for back-propagation on the kth virtual network to calculate
, and thus Δw
, with the learning rate η. The updates of the weights are not realized on the kth network directly, but they are used to carry out the weight adjustments on the master network instead. This can either be accomplished by a single update
or by a sequence of updates w j,i ← w j,i − Δw
To justify the accumulation of the weight changes from the individual networks, consider the error term (27) as a function of the network outputs, i.e.,
Note that E n depends on the network parameters θ only indirectly via the outputs. These can in turn be considered as functions that share the same variables. Taking the total derivative of (30) with respect to w j,i ∈ θ , we obtain
A summand
in (31) coincides with the objective of back-propagation on a single network k, i.e., the evaluation of
with respect to the kth network's output u (k) . After an update has taken place, the procedure can be repeated on the remaining training examples. The algorithm stops when the error has been sufficiently diminished. We call this procedure, which is a hybrid between the online and the batch variant of back-propagation, staged back-propagation (SBP). In batch training, the updated weights are accumulated for n training examples before updating the network, whereas in online back-propagation, the network is updated after each example. In SBP, the network is updated in an online manner over the training examples, but in a batch-wise mode on the elements of each single example.
We suggest early stopping as a means for regularization to prevent overfitting. 3 To this end, we track the NLL values of the training and validation data during the learning process (Prechelt 2012) . A good point to stop the training and to prevent over-fitting is when the validation NLL values start to increase again. Finally, predictions can be carried out straightforwardly using a trained PLNet. Given a set of dyads, we simply need to sort them in descending order of their utilities-as already explained, the ranking thus obtained corresponds to the mode of the PL distribution.
Applicability
PLNet can be applied to dyad ranking problems as well as to label ranking problems. As for the latter, one possibility is to use the dummy encoding mentioned in Sect. 5.2, in which the vectors of the domain Y are expressed as one-hot vectors. As in this case all values y i in the input layer will be 0, except one having the value 1, this approach could also be implemented by omitting the input vector y altogether, and instead adding label-specific biases for the activation functions of the first hidden layer neurons.
By relaxing the input type from a vector pair (x, y) to a single input vector z, PLNet would be applicable on the problem of object ranking, too (Cohen et al. 1999; Kamishima et al. 2011 ). It would consequently be possible to apply PLNet also on ordered joint querydocument vectors z = (q, d) as commonly encountered in the learning to rank domain.
Comparison with existing NN-based approaches
In this section, we provide a brief overview of other (preference) learning methods based on neural networks that share some similarities with PLNet.
Comparison training refers to a framework introduced for learning from pairwise preferences with a neural network (Tesauro 1989) . The network architecture consists of two subnetworks, which are connected to a single output node that indicates which of the two inputs is preferred over the other. The weights associated with the last hidden layer of one subnetwork is the mirrored version of the other subnetwork's weights. Two principal problems are addressed with this setup, namely efficiency and consistency. In the evaluation phase, only a single subnetwork is used to evaluate n alternatives, which are then sorted according to their scores. The network essentially implements a (latent) utility function (thereby enforcing transitivity of the predicted preferences).
A similar approach called SortNet is proposed by Rigutini et al. (2011) . They introduce a three-layered network architecture called CmpNN, which takes two input object vectors and outputs two real-valued numbers. The architecture establishes a preference function, for which the properties of reflexivity and symmetry (but not transitivity) are ensured by a weight-sharing technique. Huybrechts (2016) uses the CmpNN architecture (with 3 hidden layers) in the context of document retrieval.
The Bradley-Terry model was re-parameterized by a single layer neural network (consisting of a single sigmoid node) by Menke and Martinez (2008) . It is used for predicting the outcome of two-team group competitions by rating individuals in the application of e-sports. The model offers several extensions, such as home-field advantage, player contributions, time effects, and uncertainty. This model differs from our approach in the sense of being tailored for pairwise group comparisons, albeit considering individual skills. The inclusion of feature vectors is of no concern in this model, and the extension to rankings is only suggested for future work.
The label ranking problem, introduced in Sect. 2.1, has been tackled with neural network approaches previously (Ribeiro et al. 2012; Kanda et al. 2012) . A multi-layer perceptron (MLP) has been utilized by Kanda et al. (2012) to produce recommendations on metaheuristics (labels) on different meta-features (instances) within the realm of meta-learning. This kind of neural network exhibits an output layer with as many nodes as there are labels. The error signal used to modify the network's weights is formed by using the mean squared error on the target rank positions of the labels. In Ribeiro et al. (2012) more effort has been spent to incorporate label ranking loss information into the back-propagation procedure. To this end some variations of this procedure have been investigated. Both architectures are similar to each other and have two essential limitations: first, they depend on a fixed number of labels, and second, they cannot cope with incomplete ranking observations. In addition, they lack the ability to provide probabilistic information on their predictions. Zhang and Zhou (2006) train neural networks to minimize the ranking loss in multi-label classification. Thus, the network is adjusted such that, given an instance as an input, higher scores are produced as output for relevant (positive) labels and lower scores for irrelevant (negative) labels.
In the domain of information retrieval, the neural network-based approaches RankNet and ListNet have a probabilistic foundation (Burges et al. 2005; Cao et al. 2007 ). RankNet (Burges et al. 2005 ) uses pairwise inputs to learn a utility scoring function with the cross entropy loss. To this end, the training data consists of sample pairs together with target probabilities. These quantify the probability to rank the first sample higher than the second. With the introduction of target probabilities, this approach enables the interesting possibility of modeling ties between samples. ListNet (Cao et al. 2007; Luo et al. 2015) similarly uses the cross entropy as a metric, but in contrast to RankNet it processes lists of samples instead of pairwise preferences as basic observation. There are, however, some important differences between ListNet and our approach: -The learning approach in ListNet addresses only a special case of the PL distribution, namely the case of top-k data with k = 1. -In ListNet, a linear neural network is used. This is in contrast to our approach, in which non-linear relationships between inputs and outputs are learned. Linearity in the ListNet approach implies that much emphasis must be put on engineering joint feature input vectors. -In ListNet, the query-document features are associated with absolute scores (relevance degrees) as training information, i.e., quantitative data, whereas PLNet deals with rankings, i.e., data of qualitative nature. 4
Multidimensional unfolding of dyad ranking models
Multidimensional unfolding is an extension of multidimensional scaling (MDS) for twoway preferential choice data (Borg and Groenen 2005) . As such, it is a useful visualization tool for analyzing and discovering preference structures. In this section, we examine how dyad ranking data can be visualized by combining the learned models with multidimensional unfolding.
The unfolding problem
In multidimensional unfolding, the data is given as preference scores (e.g., rank-orders of preferences), typically of n 1 individuals for a set of n 2 items (Borg et al. 2012 ). Individuals are represented as "ideal points" in a common lower-dimensional space together with the items, in such a way that their distances to the items match with their preference scores. Unfolding methods produce point configurations in a lower-dimensional space as illustrated in Fig. 3 . The main assumption in unfolding is that all individuals perceive the world in the same way, which is reflected by one fixed configuration of the items. The differences between the individuals' preferences are realized by different ideal point positions relative to the item points (Borg and Groenen 2005) . Early works on unfolding by Coombs (1950) were motivated by the idea of expressing preferences of individuals over items on a joint continuum called J scale, i.e., a line. Folding the line on an individual's point allows one to study the preferences of that individual by inspecting the resulting locations of the objects on it. The term "unfolding" then refers to the inverse process of finding the common scale from given preferences (Busing 2010) . Technically, unfolding is a kind of multidimensional scaling where the within-sets proximities are missing. The objective in MDS is to find a point configuration X in a lowerdimensional space, such that the point distances are in accordance with the distances among the original data points. Kruskal (1964) introduced the squared error function (raw) stress, 5 which is the objective that needs to be minimized: where d i, j (X) are Euclidean distances between points x i , x j ∈ X in the lower-dimensional MDS space, and withd
the so-called disparities. Depending on the type of transformation f (·) on the input dissimilarities δ i, j , one distinguishes between nonmetric (or ordinal) MDS and metric MDS. Instead of a single configuration matrix X, there are two matrices involved in unfolding: X 1 of dimension n 1 × p for the configuration of individuals, and X 2 of dimension n 2 × p for the items configuration, where p denotes the dimensionality of the unfolding space. Correspondingly, the problem in unfolding can be stated as minimizing the following (raw) stress function:
Dyadic unfolding
With a trained dyad ranking model, it is possible to produce a matrix of skills for pairs of possibly new feature vectors from the domains X and Y. Let X be an n 1 × d 1 matrix and Y an n 2 × d 2 matrix of feature vectors. Then, the skills v i, j produced by the model on all pairwise vectors of X and Y can be grouped into a matrix S of dimensionality n 1 × n 2 . A reasonable goal for visualizing this data would be to find a lower-dimensional representation that takes all available proximities into account, which are in this case dissimilarities Δ X between objects (feature vectors) from X , dissimilarities Δ Y between objects (feature vectors) from Y, and the preferences on dyads, which can be represented by turning their (estimated) skills into dissimilarities Δ S . What is sought is a low-dimensional configuration of points X 1 and X 2 , such that distances of points within X 1 are in accordance with the dissimilarities Δ X , distances of points within X 2 are in accordance with the dissimilarities Δ Y , and distances of points between X 1 and X 2 are in accordance with Δ S . This objective can be expressed as
The strength of the relation between the proximities and the resulting configurations could for example be realized as a weighted sum of stress terms
with α + β + γ = 1. Expanding (36) yields
Typical formulations of stress such as (32), like the one used in the formulation (37), require dissimilarities δ i, j or dissimilarity transformations called disparitiesd i, j = f (δ i, j ). For the first two terms, these disparities can easily be obtained as pairwise Euclidean distances between the feature vectors within X and Y , respectively. For the transformation of the skills v i, j , there are several possibilities. Borg (1981) discusses functional relationships between the value scale v and distances in an unfolding model. The most obvious relationship is d i, j = 1/v i, j , which we call transformation t 1 (v i, j ) = 1/v i, j . Borg points out that the major drawback of this formula is that for almost similar items it requires v to become infinitely large. A better alternative, originally also motivated in (Luce 1961; Krantz 1967) 6 Another transformation (t 3 ) is the rank-transformation, which creates rank numbers in descending order of the skill values.
Combining unfolding with the PL models offers the possibility to enrich the visualizations with probabilistic information. For example, consider the neighborhood of a dyad member x i (or ideal point in the unfolding terminology), and suppose this neighborhood consists of M dyad members y j . Given the corresponding skills v(x i , y j ), the complete distribution over the rankings of these M members can be determined. Moreover, for each y j , an interesting piece of information is its (marginal) distribution over the ranks 1 ≤ k ≤ M, with
the probability that y j is put on position k in the ranking. Annotating y j with this distribution (or a part of it, e.g., the most probable positions) provides useful additional information.
Dyadic unfolding with SMACOF
The problem of minimizing (36) can be tackled by considering two facts on unfolding reported in the literature (Borg and Groenen 2005) . Given the preferences of individuals on items as a matrix of dissimilarities Δ, it is possible to create an unfolding solution using any regular MDS method that supports missing values. To this end, the method is applied to the matrix in which between-set dissimilarities are given and within-set dissimilarities are missing. A matrix of that kind would exhibit a block structure as follows:
A particular method that supports missing values and thus unfolding is SMACOF, which stands for "Stress Majorization of a Complicated Function" (De Leeuw and Heiser 1977; De Leeuw 1977) . This is a multidimensional scaling technique that is based on iterative majorization. The "complicated" goal function in SMACOF defines the optimization problem and is a weighted sum of the squared error function called (raw) stress,
The non-negative weights w i, j in (39) were originally included and suggested by De Leeuw to provide more flexibility. They can be used to express the importance of the residualŝ d i, j − d i, j (X) or can be used to handle missing data (Groenen and van de Velden 2016) . For multidimensional unfolding, the configuration matrix X can be decomposed in two matrices X 1 and X 2 , which are of dimensionality n 1 × p and n 2 × p, respectively. A weight matrix W can also be included in this case, which enables the aforementioned importance weighting or the indication of missing values. SMACOF requires W to be irreducible, symmetric, nonnegative, and hollow. The matrix W is structured into four blocks and contains (n 1 + n 2 ) 2 many entries:
where W 11 = W 22 = 0 accounts for the property of missing within-set proximities.
As reported in Borg and Groenen (2005, Chapter 11.3) , weights like those in the weighted stress function (39) provide a certain degree of flexibility. It is for example possible to mimic other stress functions, such as those used in Sammon's mapping, elastic scaling, or S-Stress. Moreover, weights can be used to encode reliability on a proximity, so that proximities with large weights have more impact on a resulting MDS solution than those that are less reliable.
Combining all this, "dyadic" unfolding can be performed by specifying an (n 1 + n 2 ) 2 weight matrix W as
The dissimilarity matrix has a block structure and is given by
where Δ S corresponds to the model skills that are transformed so as to express dissimilarity. The main difference to conventional unfolding is thus the inclusion of the within-set proximities. The iterative procedure employed by SMACOF is described in Algorithm 3. It is guaranteed that Stress is non-increasing and converges to a minimum, which, however, could be local (De Leeuw and Heiser 1977; Groenen and Heiser 1996) . The key point in this approach is the update step for the current configuration, the so-called Guttman transform. This step determines the descent direction of the majorized Stress function (39). More details on the derivation can be found in (Borg and Groenen 2005; De Leeuw and Mair 2009; Groenen and van de Velden 2016) . Our implementation of dyadic unfolding is based on a Matlab port of smacofSym from the 'smacof' R package (De Leeuw and Mair 2009).
Algorithm 3 SMACOF
Require: Dissimilarities δ, initial point configuration X 0 1:
Update X k via the Guttman transform 5:
Related visualization approaches for preference ranking data
Besides multidimensional unfolding, other approaches for visualizing ranking data have been developed in the past (Alvo and Yu 2014) . For instance, the permutation polytope, its combination with histograms and its projections belong to the classical approaches for visualizing ranking data (Marden 1995) . The main disadvantage of the classical approaches is the difficulty of their interpretability with a growing number of ranking items.
There are different visualization techniques based on the vector model of unfolding introduced by Tucker (1960) . The main idea is that subjects are represented as so-called preference vectors while items are identified as points. The closer the projection of an item is to a subject vector, the more preferred it is. Techniques that are based on the vector model include MDPref (Carroll and Chang 1970) , CATPCA (Meulman et al. 2004) , and VIPSCAL (Van Deun et al. 2005) . A disadvantage is that the visualization gets confusing as more and more preference vectors enter the scene.
More recently, Kidwell et al. (2008) proposed a visualization technique using MDS in conjunction with Kendall distance on complete and partial rankings. The visualizations are capable of highlighting clusterings by utilizing heat map density plots. An advantage of the newly proposed dyadic unfolding visualization over this and all other techniques is its capability of visualizing probabilistic information.
Experiments on dyad ranking
The following experiments are intended to evaluate the performance of our dyad ranking methods BilinPL and PLNet, as well as the usefulness of the dyad ranking setting itself. Thus, we are interested in conditions under which learning can benefit from taking additional label descriptions into account. Our focus is on the specific case of contextual dyad ranking and its comparison to standard label ranking.
In addition to BilinPL and PLNet, we included LinPL (as implemented by Cheng et al. (2010a) ) as well as the following state-of-the-art label ranking methods as baselines: Ranking by Pairwise Comparison (RPC, Hüllermeier et al. 2008) and Constrained Classification (CC, Har-Peled et al. 2002a, b) , both with logistic regression as base learner. 7 For comparing with conditional ranking, we used QueryRankRLS as implemented in the software package RLScore (Pahikkala and Airola 2016) . BilinPL, PLNet and other dyad ranking related methods are provided in the software package DyraLib. 8 BilinPL and PLNet are realized 7 CC was used in its online variant as described in ). 8 https://github.com/disc5/DyraLib. in Matlab, and as a proof of concept, the latter is also implemented in Python based on the TensorFlow deep learning framework (Abadi et al. 2015) .
Predictive performance is measured in terms of Kendall's tau coefficient (Kendall 1938 ), a rank correlation measure commonly used for this purpose in the label ranking literature (Vembu and Gärtner 2010; Zhou et al. 2014) . It is defined as
with C and D the number of concordant (put in the same order) and discordant (put in the reverse order) label pairs, respectively, and K the length of the rankings π andπ (number of labels). Kendall's tau takes values in [−1, +1], with τ = +1 for the perfect prediction π = π and τ = −1 ifπ is the exact reversal of π.
Learning curves on synthetic data
Ideal synthetic ranking data is created by sampling from the Plackett-Luce distribution according to the BilinPL model specification under the setting (5) of contextual dyad ranking. A realistic scenario is simulated in which labels can be missing, i.e., observed rankings are incomplete (Cheng et al. 2013) . To this end, a biased coin is flipped for every label, and it is decided with probability p ∈ [0, 1] to keep or to delete it. We choose a missing rate of p = 0.3, which means that on average 70% of all labels of the training set are kept while the remaining labels are removed. Feature vectors of dimensionality c = 4 for labels and dimensionality r = 3 for instances were generated by sampling the elements from a standard normal distribution (except for one instance feature, which is a constant). The weight components were sampled randomly from a normal distribution with mean 1 and standard deviation 9. The predictive performance is then determined on a sufficiently large number of (complete) test examples and averaged over 10 repetitions. Note that CC, LinPL, and RPC are standard label ranking methods that do not exploit any attribute information on labels.
The learning curves produced are shown in Fig. 4 for different numbers of labels. Overall, all ranking methods are able to learn and predict correctly if enough training data are available. In the limit, they all reach the performance of the "ground truth": given complete knowledge about the true PL model, the optimal (Bayes) prediction is the mode of that distribution (note that the average performance of that predictor is still not perfect, since sampling from the distribution will not always yield the mode). As expected, BilinPL benefits from the additional label description compared to the other label ranking approaches over a wide range of different training set sizes and numbers of labels. In comparison with the other approaches, the learning curves of PLNet and RankRLS are less steep and require careful tuning of their regularization parameters.
Label ranking on semi-synthetic UCI data
Label ranking algorithms are commonly evaluated using a suite of benchmark data sets introduced by Cheng et al. (2009) . The data is semi-synthetic in the sense of being based on real multi-class and regression data sets taken from the UCI Machine Learning Repository (Lichman 2013) , which are modified so as to fit the setting of label ranking; see Table 1 for the main properties of that data. For the multi-class data sets, rankings were generated by training a naive Bayes classifier on the complete data set and ordering the class labels according to the predicted class probabilities for each example. For the regression data sets, a subset of instance attributes were removed from the data and interpreted as labels. Rankings were then obtained by standardizing the attributes and then ordering them by size. This approach is justified by assuming that the original attributes are correlated and the remaining features contain information about the values and hence the ranking of the removed attributes. Average rank 3.063 3.438 2.000 4.500 2.000
The winning method per dataset is indicated in bold face
Experimental results
We compare the performance of BilinPL and PLNet to other state-of-the-art label ranking methods using 10-fold cross-validation. For PLNet, we use three layers with 10 neurons for the hidden layer. Labels were encoded for BilinPL and PLNet in terms of 1-of-K dummy vectors without utilizing further label descriptions. For BilinPL, an additional bias term (constant 1) is added to the representation of instances. The results provided in Table 2 suggest that PLNet is highly competitive, even compared with RPC, which is known for its strong performance. Most probably, this is due to its ability to model latent utilities in a flexible, nonlinear way. The price to pay is an increased danger of overfitting in cases where this flexibility is not needed. This can indeed be seen on data sets with many attributes but a small number of instances. Linear models are advantageous in comparison to PLNet if their inductive bias is correct, which is the case, for example, for the fried data.
Unfolding of label ranking predictions
We use the PLNet model on the example of the vowel data set to construct an unfolding. Being capable of modeling non-linear relationships, PLNet was able to outperform all other methods specifically on this data set. The vowel data consists of 528 instances and 11 labels. The data is split in the ratio 90/10 for training and test, and the transformation t 2 was applied. The new ideal point configuration was obtained after 123 iterations with a stress value of 0.1630 under the setting α = β = 0 and γ = 0.8 in (40). The circles indicate isopreference contours for a test instance in their center. The class labels (vowels) are arranged in such a way that those which are closer to the test instance are better suited than those that are farer away. The uncertainty that comes along with such an arrangement is indicated by probabilistic information of the form x : y, where x denotes a rank position and y is the corresponding probability. These numbers are calculated for that particular test instance relating to the labels and are given in Table 3 In Fig. 5 , the isopreference contours are drawn for a particular test instance denoted as a triangle. The mode predicted by our model for this instance is the ranking L10 L8 L9 L1 L2 · · · , which is reflected by the unfolding reasonably well. In the figure, the unfolding is supplemented by a list of top-3 positions (with corresponding probabilities) for each label according to (38) . The complete marginal distributions are given in Table 3 , with the values shown in the visualization highlighted in bold font.
Multi-label ranking of musical emotions
In this experiment, PLNet is used to rank labels that are specified in a multi-label classification context. The Emotions dataset is about songs that were annotated by experts using multiple emotional labels based on the Tellegen-Watson-Clark model (Trohidis et al. 2008) . In total, 593 songs from a variety of genres (Classical, Reggae, Rock, Pop, Hip-Hop, Techno, Jazz) were used from which 72 rythmic as well as timbre features were extracted and used as a feature representation.
To apply dyad ranking on this kind of multi-label data, a preference (x, y) (x, y ) is constructed for each song x and each pair of emotions y, y such that y is associated with (or relevant for) x but y is not. Once being trained on this data, a dyad ranker will be able to predict a ranking of emotions, contextualized by a song. Note, however, that such as ranking The ranking of rank positions is indicated via square brackets besides the probabilities C amazed-surprised angry-aggressive happy-pleased sad-lonely quiet-still relaxing-calm Fig. 6 Unfolding representation of modeled multi-label rankings of the Emotions data set with PLNet. Triangles denote instances (upright/gray: training, upside-down/green: testing) and six class labels. For a test instance which is located in the center of the two dotted circles, a special calibration label (C) divides the set of labels in two groups. Labels closer to the test instance are more appropriate than those that are more distant (Color figure online) only provides a relative order, but no (absolute) separation of relevant and non-relevant labels. This problem has been addressed by a technique called calibrated label ranking (Brinker et al. 2006; Fürnkranz et al. 2008) : An additional calibration label is introduced, which models exactly this separation. Correspondingly, preferences of all relevant labels over the calibration label and of the calibration label over all non-relevant labels are added to the training data.
PLNet is trained on 391 examples. The features were normalized by scaling them to [0, 1], and the six labels including the calibration label were encoded using 1-of-k encoding. The network consists of one hidden layer with 10 neurons and is trained using the procedure described above. The trained PLNet is then used to make predictions on 202 test examples. Training and test skills are used for dyadic unfolding with α = 0, β = 0, γ = 1. After 90 iterations of SMACOF, a final stress value of 0.0560 and a point configuration was obtained, which is shown in Fig. 6 . Fig. 7 The components of the "meta-learning for algorithm recommendation" framework shown above are based on (Brazdil et al. 2008 ). The left box shows the meta-data acquisition process which consists of the problem (or data set) description and the evaluation of the algorithms on the problems (or data sets). The box on the right side, the meta-level learning part, shows the meta-learning process and its outcome. In this case study, the meta-learner must be able to deal with qualitative data in the form of rankings and is furthermore allowed to use additional knowledge (side-information) about the algorithms if available As can be seen, the unfolding nicely reflects the similarity between emotions. For example, quiet-still is located much closer to relaxing-calm than ro happy-pleased. Likewise, angryaggressive and amazed-surprised are close to each other but quite far from the other emotions. Overall, the unfolding suggests a spectrum ranging from quiet-still to amazed-surprised, and the songs are distributed along that spectrum. The absolute fit seems to be better for the left side of the spectrum, as can be seen from the difference between the songs and the emotions.
Algorithm configuration
In the following experiment, we apply our dyad ranking methods in the setting of metalearning for algorithm recommendation as described by Brazdil et al. (2008) . In particular, given a problem instance, we aim at predicting rankings of configurations of genetic algorithm (GA). The dyad ranking setting is here explored in full generality, because rankings of different length are considered as well as features about instances (problems) and labels (algorithms).
The meta-learning framework provides several degrees of freedom, including the way in which meta-data is acquired (see Fig. 7 ). The meta-features as part of the meta-data should be able to relate a problem instance (e.g., a data set) to the relative performance of the candidate algorithms. They are usually made up by a set of numbers acquired by using descriptive statistics. Another possibility consists of probing a few parameter settings of the algorithm under consideration. The performance values of those landmarkers can then be used as instance-features for the meta-learner. In addition to the meta-features, the meta-data consists of rankings of the configurations, i.e., a sorting of the variants in decreasing order of performance.
In analogy to the majority classifier typically used as a baseline in multi-class classification, the meta-learning literature suggests a simple approach called the Average Ranks (AR) method (Brazdil et al. 2008) . This approach corresponds to what is called the Borda count in the ranking literature and produces a default prediction by sorting the alternatives according to their average position in the observed rankings. The AR of a configuration a j , 1 ≤ j ≤ M, which occurs in N j of the N rankings, is defined as
where R i, j is the rank of a j within the ith ranking (in which it occurs). In this experiment we focus on the task of ranking configurations for genetic algorithms (GAs). These GAs are applied on different instances of the traveling salesman problem (TSP). For the training, the GA performance averages are taken to construct rankings, in which a single performance value corresponds to the distance of the shortest route found by a GA. The GAs all share the properties of using the same selection criterion, which is "roulette-wheel", the same mutation operator, which is "exchange mutation", and "elitism" of 10 chromosomes (Mitchell 1998) .
We tested the performance of three groups of GAs on a set of TSP instances. The groups are determined by their choice of the crossover operator, which are cycle (CX), order (OX), or partially mapped crossover (PMX) (Larrañaga et al. 1999) . Problem instances are characterized by the number of cities and the performances of three landmarkers.
In total, 246 problems are considered, with the number of cities ranging between 10 and 255. For each problem, the city locations (x, y) are drawn randomly from the uniform distribution on [1, 100] 2 . Moreover, 72 different GAs are considered as alternatives with their parameters as optional label descriptions. They share the number of generations, 500, and the population size of 100. The combinations of all the other parameters, namely, crossover type, crossover rate, and mutation rate, are used for characterization: -Crossover types: {CX, OX, PMX} -Crossover rates: {0.5, 0.6, 0.7, 0.8, 0.9} -Mutation rates: {0.08, 0.09, 0.1, 0.11, 0.12}
The three landmarker GAs have a crossover rate of 0.6 and a mutation rate of 0.12, combined with one of the three crossover types, respectively. They are excluded from the set of alternatives to be ranked. The label and dyad rankers are faced with rankings under different conditions (M, N ), with N the number of training instances and M the average length of the rankings (M of the 72 alternatives are chosen at random while the others are discarded).
Experimental results
The results in Table 4 are quite consistent with our previous studies. Again, they confirm that additional information about labels can principally be exploited by a learner to achieve better predictive performance. In particular, BilinPL is able to take advantage of this information for small values of M and compares favorably to the other label rankers (and, in addition, has of course the advantage of being able to rank GA variants that have not been used in the training phase). As expected, standard label rankers (in this case, CC) surpass BilinPL only for a sufficiently large amount of training data. PLNet is superior to other approaches in cases of many labels and instances.
Unfolding of algorithm configurations
We used the bilinear PL model to create an unfolding solution for the meta-learning problem of recommending rankings over genetic algorithm configurations. To this end, we first trained the BilinPL model on 120 examples, each of which provides an incomplete ranking over only 5 of the 72 random configurations. The model was then used to predict the rankings on 126 new problem instances, and to complement the missing ranking information about the 120 training examples. Dyadic unfolding was then performed (using transformation t 2 ) and the pairwise within-set distances of points in X and Y . The calculation of the ideal point configuration under the setting of α = 0.1, β = 0.1, and γ = 0.8 required 24 SMACOF iterations with a final stress value of 0.0975.
The resulting unfolding configuration shown in Fig. 8 nicely reveals the degree of suitability of GA configurations for particular TSP problems: GAs of type OX and PMX are more suitable for smaller problems, while GAs of the type CX are better suited for TSPs with a larger number of cities. Moreover, the types of GA are reflected well by the different clusters. Each cluster is again (sub-)clustered according to mutation rates as indicated by different hues of colors. Isocontour circles are drawn exemplarily around a particular instance (here training problem 6 with 166 cities) to support the inspection of the GA ranking.
Similarity learning on tagged images
In this case study, we apply dyad ranking for similarity learning on image data, and make use of our visualization technique for unfolding image similarities. Observations are in the form of pairwise preferences over dyads (i.e., rankings of length 2), and all dyad members stem from a common domain. The images under consideration are taken from the Caltech256 data set, and each of them belongs to one of several categories (Griffin et al. 2007 ). The images mainly contain a single object, so that images can be identified with classes quite unambiguously.
Learning image similarity using dyad ranking
A collection of images, in which each image is tagged with a class label, can be used to infer a notion of preference. For learning a measure of similarity, we make the reasonable assumption that a pair of images sharing the same label are mutually more similar to each other than a pair of images with different labels. Given a finite set of class labels, there are multiple ways to construct dyad rankings based on this idea, as depicted in Fig. 9 . In panels (a)-(c), there are dyad rankings which have in common that the first ranked dyad contains instances that are similar and the second ranked dyad contains instances that are dissimilar. These rankings are thus of the form 
is a special case of (a) in which one of the second ranked dyad instances belongs to the same class as those from the first ranked dyad. Panel (c) is again a special case of (b) in which one of the instances of the second ranked dyad coincides with one of the instances of the first ranked dyad. This can be translated into a contextualized preference statement "instance x 1 is more similar to instance x 2 than to x 3 " . Since the extraction of all possible dyad rankings from the multi-class data would lead to a prohibitively large data set for conventional maximum likelihood estimation procedures (such as L-BFGS), the model is learned in an online fashion by sampling dyad rankings on the fly (cf. Sect. 5.3.3). This online approach is called SiDRa, which stands for "Similarity Learning using Dyad Ranking".
An important feature of the learning algorithm is the possibility of combining it with a selective sampling strategy (cf. Algorithm 4), which leverages the probabilistic information provided by the (bilinear) PL model. Roughly speaking, by selecting dyad pairs for which the (predicted) preference is highly uncertain, this strategy implements a simple form of uncertainty sampling. Compared to simple random sampling, it results in a speed up of the learning process, because an equivalent model can be constructed with fewer parameter updates.
The implementation is also available in DyraLib and is based on Matlab with parts written in C++. This approach is also encouraged by existing metric learning approaches, which until (uncertaintyHigh(w, x))) 7:
return (x , y ) (x , y ) 8: end procedure typically use training examples of type (c) in Fig. 9 (Bellet et al. 2013) . To this end, of course, a suitable feature representation for the images is needed.
Construction of image features
The Caltech256 data set has already been used for image similarity learning before (Chechik et al. 2009 (Chechik et al. , 2010 . The authors of these papers used a feature engineering approach, in which images are represented as sparse bag-of-visual words vectors. Taking advantage of recent progress in deep learning, we utilize deep convolutional neural networks (CNN) for generating feature representations. More concretely, we used a pre-trained CNN model called AlexNet, which has been created on the basis of the ImageNet data set (Krizhevsky et al. 2012; Jia et al. 2014) . For each image, 4096 dimensional sparse feature vectors were obtained from the outputs of the 6th fully connected (6fc) layer of the convolutional neural network.
Unfolding of image similarity
SiDRa was run with a learning rate η = 0.1 and a regularization parameter λ = 0.0001. The dyad rankings were obtained during the learning process by sampling images involving all possible cases (a)-(c) as outlined in Fig. 9 . The final BilinPL model comprised a weight matrix of 16 million elements (= 4096 2 ) and took 30 K iterations. The model was then used to produce a matrix of skill values for images in the test set. The rank-transform (t 3 ) of the skills was used for dyadic unfolding, which produced a configuration of points within 339 iterations.
The resulting unfolding solution is shown in Fig. 10 . As can be seen, images sharing the same tags tend to be members of the same clusters. One example of an interpretation of The Pearson product moment correlation coefficient on pairwise log scores v(x, x ), i.e., bilinear similarities, and pairwise column configuration point distances amounts to r = −0.791. This means, the lower the distance between two images in the unfolding solution, the higher their dyadic preference in terms of similarity.
Conclusion
In this paper, we proposed dyad ranking as an extension of the label ranking problem, a specific problem in the realm of preference learning, in which preferences on a finite set of choice alternatives are represented in the form of a contextualized ranking. While the context is described in terms of a feature vector, the alternatives are merely identified by their label.
In practice, however, information about properties of the alternatives is often available, too, and such information could obviously be useful from a learning point of view. In dyad ranking, not only the context but also the alternatives are therefore characterized in terms of properties. The key notion of a dyad refers to a combination of a context and a choice alternative.
We proposed a method for dyad ranking that is an extension of an existing probabilistic label ranking method based on the Plackett-Luce model. This model is combined with a suitable feature representation of dyads. Concretely, we developed two instantiations of this approach. The first, BilinPL, is a method based on the representation of dyads in terms of a Kronecker product. The second, PLNet, is based on neural networks and allows for learning a (highly nonlinear) joint feature representation of dyads. The usefulness of the additional information provided by the feature description of alternatives was shown in several experiments and case studies on algorithm configuration and similarity learning.
Last but not least, we proposed a method for the visualization of dyad rankings, which is based on the technique of multidimensional unfolding. We consider this as an interesting contribution, especially because visualization has hardly been studied in the field of preference learning so far. Again, the usefulness of our approach was shown in several case studies.
There are several directions for future work. We are specifically interested in developing a "deep" version of PLNet. So far, PLNet is based on standard multilayer networks. However, in many applications, it could be advantageous to replace these networks by deep architectures. In our case study on image data, deep features were first extracted manually from a convolutional neural net, and then used for dyad ranking in a second step. A much more elegant approach, of course, would be to combine these steps in a single method. PLNet with a deep neural net is an obvious candidate for such a method.
A Proof of Proposition 1
Recall that the basic PL model is invariant against multiplication with a positive constant, and that this is the only invariance of the model. Since the bilinear PL model defined by (14) is log-linear in W, invariance on the level of this parameter can only be additive. Now, suppose there are two parameters W = W * that both induce the same distribution on the set of all potential dyad subsets, which means that x W y = x W * y + γ
for all dyads (x, y), where γ is a constant that may depend on the parameters W and W * but not on the dyads (x, y). More specifically, for the case of contextual dyad ranking, γ is also allowed to depend on x, but again, must not depend on y. Under our assumptions, however, this independence cannot hold. In fact, denoting the elements of W and W * by w i, j and w * i, j , respectively, (42) means that Then, exploiting the fact that not all Δw i, j can vanish at the same time, it is not difficult to show that a variation of some values y j , which will also have an influence on the difference γ , is always possible.
B Convexity of the NLL (18)
To show the convexity of the negative log-likelihood function (18), recall that 
where the index n is dropped in ρ n and z (n,l) for better readability. Using the fact (e.g. from Luenberger (1973) ) that a function that consists of a sum of convex functions is convex again, it needs thus to be analyzed if each of the summands in (44) is convex to state the convexity
