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ABSTRACT 
In the theory of iterative methods, the classical Stein-Rosenberg theorem can be 
viewed as giving the simultaneous convergence (or divergence) of the extrapolated 
Jacobi (JOR) matrix &, and the successive overrelaxation (SOR) matrix cm, in the case 
when the Jacobi matrix &r is nonnegative. As has been established by Buoni and 
Varga, necessary and sufficient conditions for the simultaneous convergence (or 
divergence) of &, and c, have been established which do not depend on the 
assumption that &r is nonnegative. More recently, Buoni, Neumann, and Varga 
extended these results to the singular case, using the notion of semiconvergence. The 
aim here is to extend these results to consistent rectangular systems. 
1. INTRODUCTION 
Buoni and Varga [2] have given necessary and sufficient conditions for the 
simultaneous convergence (and divergence) of the successive overrelaxation 
@OR) iteration matrix C, and the extrapolated Jacobi (JOR) iteration matrix 
&,. Buoni, Neumann, and Varga [3] then extended these results to the 
singular case. The purpose of this note is to extend these results to consistent 
rectangular systems. This paper is subdivided in the following manner. 
Section 2 contains needed introductory material, Section 3 includes some 
auxiliary results, and Section 4 contains the main results which give necessary 
and sufficient conditions for the successive over-relaxation method and the 
extrapolated Jacobi method for rectangular consistent systems to simulta- 
neously semiconverge. Finally, Section 5 contains some examples to illustrate 
the main results. 
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2. NOTATION AND PRELIMINARIES 
The notation to be used is the following: 
C” the ndimensional complex space, 
C ?7lXll the m X n complex matrices, 
I* the identity matrix of order 72. 
For A E CmX”, 
A* 
R(A) 
WA) 
e(A) 
P(A) 
Index(A) 
M’ 
A+ 
the conjugate transpose of A, 
the range of A, 
the null space of A, 
the spectrum of A, 
the spectral radius of A, 
the least nonnegative integer k such that R( Ak) = R( Ak+‘), 
the orthogonal complement of a subspace M, 
the Moore-Penrose inverse of A, defined as the unique solution of 
the following four equations: 
AXA=A, 0) 
XAX=X, (2) 
AX = (AX)*, (3) 
XA=(XA)*. (4) 
Now AA+ and A+A are the unique orthogonal projectors onto R(A) and 
R(A+), respectively. Let I be a nonempty subset of (1, 2, 3, 4). A matrix 
x E uznx* satisfying Equation (i) for all i E lY is called a r-inverse of A. 
A matrix A E C n xn is said to be convergent if and only if 
lim Ak 
k-m 
(2.1) 
exists and is the zero matrix. It is well known that A is convergent if and only 
if p(A) -C 1. One says that A is semiconvergent if and only if the limit (2.1) 
exists. In [9] it is shown that A is semiconvergent if and only if (i) p(A) < 1; 
(ii) if p(A) = 1, then X E a(A) and JX] = 1 implies X = 1; and (iii) A has only 
linear elementary divisors corresponding to the eigenvalue 1. 
For A E CnXn, consider the splitting of A, 
A=D-L-U, (2.2) 
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where D, L, and U are n X n matrices with D nonsingular. Notice that D is 
not assumed to be diagonal, nor are L and U assumed to be triangular in (2.2). 
Associated with (2.2) are the following well-known iterative matrices: the 
successive overrelaxation (SOR) matrix C, defined by 
~,:=(D-~L)-'((~-~)D+~u) (2.3) 
for all sufficiently small complex relaxation factors w, and the extrapolated 
Jacobi (JOR) matrix 
&,: =I-wD-‘A. (2.4) 
For the case where A E Cm Xn and 
A=D-L-U (2.5) 
for arbitrary matrices D, L, and U E C mXn, then it is natural to rephrase (2.3) 
and (2.4) using the Moore-Penrose inverse in the following manner for 
complex 0. Let 
!?,: = (D - wL)+{(l- w)D + oU} (2.6) 
and 
&,: = D+ D - wD+A. (2.7) 
The purpose of this note is to find conditions under which 5, and C, 
simultaneously semiconverge for the same w. 
3. AUXILIARY RESULTS 
In this section are proved a few lemmas which set the stage for the 
comparisons of the semiconvergence of the matrices &, and C, associated with 
a given matrix A E CmX”. 
The following definition will be used extensively in the sequel. 
DEFINITION 3.1. For A E CmX”, A = D - L - U is said to be a Beta- 
splitting of A if and only if 
(i) R(L) c R(A) c R(D) and 
(ii) N(D) c N(A) G N(L). 
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LEMMA 3.2. For A E Cmx” and A = D - L - U a Beta-splitting of A, we 
have 
(i) DC DD+A = D+AD+ D and DD+AD+ = AD+ DD+, 
(ii) D+ DD+ L = D+ LD+ D and DD’LD+ = LD+ DD+. 
Proof. Since A = D - L - U is a Beta-splitting, then by [5, Lemma 5.11, 
AD+ D = A and DD+A = A; hence we have that D+DD+A = 
D+A = D+AD+ D, i.e., D+ D commutes with D+A. Similarly, AD+ DD+ = 
AD+ = DD+AD+, . i.e., DD+ commutes with AD+. This yields (i). The proof 
of (ii) follows in a similar fashion. n 
The next lemma is similar to results in Caradus [4]. 
LEMMA 3.3. Fur A E Cm’” and A = D - L - U a Beta-splitting of A, 
(I - wD+ L)-‘D+ is the Moore-Penrose inverse of D - OL for o sufficiently 
&7null. 
Proof. We first note that since R(L) c R(D) and DD+ = PRcDj, we have 
DDf L = L. Hence, (D - oL) = D(Z - oD+ L), and this gives 
(D-wL)(I-wD+L)-‘D+=DD+. (34 
From this we have 
=DD+D-DD+oL=D-oL. 
Thus (I - oD+ L)- ‘D+ is a {l)-inverse of D - wL. In a similar way, one can 
show that it is also a (2)-inverse. From (3.1), one sees that (I - wD+ L)-‘D+ 
is a {3)-inverse, since DD+ is an orthogonal projection. 
Consider 
(I - 0D+L)-lD+(D - 0~). (3 4 
Since D+ D commutes with Dt L, this becomes 
(I-wD+L)-‘D+(Z-wD+L)D+D=D+D. 
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Thus, (3.2) is an orthogonal projection because D+D is an orthogonal 
projection. Hence, (I - wDtL)-lD+ is a {4)-inverse. This completes the 
proof of the lemma. n 
Lemma 3.3 yields for A = D - L - U, a Beta-splitting of A, that F,U can be 
reformulated as 
c, = (I- uD+L) -‘D+ [(l- w)D + tiU] (3.3) 
for u sufficiently small. 
The following lemma exhibits a simple relationship between gU and $, for 
A = D - L - U a Beta-splitting of A. 
LEMMA 3.4. Let A = D - L - U be a Beta-splitting of A. Then for o 
sufficiently mull 
C, = &, - dD+L(Z - wD+L) -‘D+A. (3.4 
Proof. Now 
l?,=(D-wL)+[(D-wL)-wA] 
=D+D-w(D-wL)+A=D+D-w(Z-wD+L)-‘D+A. 
Expanding (I - wD+ L)- ’ in terms of its Neumann series for w sufficiently 
small, we find that C, becomes 
D+D-wD+A-w~D+L(Z-WD+L)-~D+A, (3.5) 
which can be reformulated to yield (3.4), proving the lemma. n 
Now set 
Q(w):=D+A+wD+L(Z-oD+L)-‘D+A. (3.6) 
The classical result of Ostrowski [lo, p. 2821 states that for each 4 E 
a( Q( w)), there exists y E u( D+A) such that 
15 - y( = O’(lwl”“). (3.7) 
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LEMMA 3.5. Let A = D - L - U be a Beta-splitting of A. Then for each 
X E a( C,), there exists a u E a( &,) such that 
Iu - Xl = O(lW(l+l’n ) for w sufficiently small. (3.8) 
Proof. First note that 
i?,, = D+ D - Q(w) for 0 sufficiently small. (3.9) 
Since A = D - L - U is a Beta-splitting of A, then by Lemma 3.2, D+ D 
commutes with D+A, Q(w), and i?,. Thus D+A, Q(o), and C, are reduced 
by the orthogonal decomposition 
C”=R(D+D)&V(D+D). (3.10) 
Since iV( D) c iV( A), and N( D+A) = N( Q( w)) for w sufficiently small, then 
N(D)=N(D+D)cN(D+A)=N(Q(w)) 
for o sufficiently small. We consider two cases for w sufficiently small but 
w f 0. 
Case (i). Assume N(D) is the trivial subspace. Then it is clear that D+ D 
is the identity on @“. Hence, as in [2], one finds that for w * 0, for each 
5 E o(Q(w)), 
[=w-‘(l-x), where X E u(C,) 
and for each y E a( D+A), 
y = w-1(1 - U), where u E 4.J 
Thus IX - U] = ]w]][ - y] and (3.8) follows from (3.7). 
Case (ii). Assume N(D) is nonzero. From (3.10), we find that 
c@(w)) = o(Q(w)D+D)‘J{O>, 
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and a@@,) = a( !?,D’ D)U{O}. Thus, (3.8), follows as in the first case by 
restricting D+A, Q(w), and C, to R(D+ 0) and then to N(D+ D), where the 
spectrum of the aforementioned matrices restricted to N(D+ D) is {O}. 
Finally, if o = 0, then C, = $+, = D+ D. This concludes the proof of the 
lemma. n 
The following result is essentially identical to a result in [3]. 
LEMUA 3.6. Let A = D - L - U be a Beta-splitting of A, and assume 
that there exists a real number 8 with 0 Q 8 -C 21r and 6 > 0 for which 
min{ Re( ei’t) : [ E o( D+A)/(O}} > 6 > 0 (3.11) 
and that index (D+A) = 1. Then 
min(Re(e”h(w)):X(w)Ea(Q(o))/{O}) >&/2>0 (3.12) 
for w sufficiently small and 
index( Q( 0)) = 1 for w sufficiently small. (3.13) 
4. MAIN RESULTS 
In this section, the main results will be established. The following defini- 
tion is due to Neumann [6]. 
DEFINITION 4.1. The splitting A = A, - A, is a s&proper splitting of 
A E Cmxn iff 
(i) R(A) c R(A,) and 
(ii) N(A,) c N(A). 
LEMMA 4.2. Let A = D - L - U be a Beta-splitting of A E Cm Xn. Then 
the following are s&proper splittings of A for w sufficiently small: 
(i) A = l/o D - l/w D&, and 
(ii) A = l/w (D - oL) - l/w (D - wL) c,. 
Proof. Since A = D - L - U is a Beta-splitting of A, then R(A) _C R(D) 
and N(D) c iV( A); hence (i) is a subproper splitting. To show that (ii) is a 
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subproper splitting it is enough to show, in view of Lemma 3.1, that 
A=A(D-oL)+(D-wL) and (D-wL)(D-oL)+A=A 
for o sufficiently small. However, since (D - wL)+( D - oL) = Dt D and 
(D - wL)(D - oL)+ = DD+, then the results follow from the definition of 
Beta-splittings and Lemma 3.2. W 
The following result will be needed in the sequel. 
LEMMA 4.3. Let A = D - L - U be a Beta-splitting of A E Cmx”. Then 
for any nonzero vector 4, the following are equivalent for w sufficiently 
small: 
F’urthemCre, dim JV( I - $, ) = dim iV( I - eti ). 
Proof. Assume (i) holds for some nonzero vector \t. Then 
$,+ = (D+ D - wD+A)$ = I// 
implies that 4 E R( D+) and hence D+A$ = 0. Since R(A) c R(D), then 
0 = DD+A$ = A#, and 4 E N(A), yielding (ii). 
Now assume (ii) holds for some nonzero vector +. Then D+AJ, = 0 and 
D+ D$ = 4. For o sufficiently small, 
C,$=(D-oL)+(D-wL-wA)+ 
=(D-wL)+(D-oL)+=D+D\c/=+ 
Thus (ii) implies (iii). 
Finally, suppose that (iii) holds for some nonzero vector #. This implies 
that 
(I-wD+L)-‘D+[(l-o)D+wU]+=$ 
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and that 
D+ [(l - 0)D + wU]$ = (I - oDfL)G 
and 
[(l- u)D+D + uD+U+ oD+L]# = 4. (4.1) 
Now substituting - A for - D + L + U in (4.1) one obtains that 
(Df D - oD+A)rC, = $,$ = 4. 
Hence (iii) implies (i), which complete the proof of the first part. The proof of 
the second part follows immediately. W 
LEMMA 4.4. Let A = D - L - U be a Beta-splitting of A E Cmxn. Zf 
index( D+A) 6 1, then 
(i) index(Z - &,) 6 1 and 
(ii) index(Z - em) < 1. 
Proof. Suppose that there exist two nonzero vectors x and y such that 
$wx=x+y and $,y=y, (4.2) 
i.e., index(Z - &,)> 1. By Lemma 4.2, y E R(D+)nN(A). Since swx E 
R( 0’) and since x = sWx - y E R( D+), then on multiplying both sides of the 
first equation of (4.2) by D+ D, one obtains 
D+ Dtux = &,x = D+ Dx + D+ Dy = D+ Dx - wD+Ax, 
which, upon canceling D+Dx, yields that D+ Dy = - oD+Ax = y. Since 
y E N(D+A) [recall y E N(A)], then (D’A)% = 0, while D+Ax * 0, which 
contradicts the hypothesis index(D+A) < 1; thus (i) holds. 
To prove that (ii) holds, assume that there exist nonzero vectors x and y 
such that 
c,x=x+y and C,y=y. (4.3) 
By Lemma 4.2, y E N(A) n R( 0’). Using (3.3), the first part of (4.3) may be 
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written as 
J. J. BUONI AND B. SUBRAMANIAN 
and 
(I - wD+L)-‘D+{(l- w)D + wU)x = x + y, 
D’{(l- 0)D + wU}x = (I - wD+L)(X + y), (4.4) 
which upon solving for x yields that x E R(D+). Hence (4.4) becomes 
x - oD+Ax = x + y - wD+Ly. (4.5) 
However, by (ii) of the definition of Beta-splitting of A [i.e. iV( D) c N(A) c 
N(L)], and since y E N(A), (4.5) becomes 
- wD+Ax = y. (4.6) 
Applying D+A to both sides in (4.6), one obtains that (D’A)2x = 0. Thus, 
index( D+A) > 2, a contradiction; and (ii) follows, completing the proof of the 
Lemma. n 
The first of the main results can now be stated. 
THEOREM 4.5. Let A = D - L - U be a Beta-splitting of A E 6” “‘. 
Assume that there exists 8, 0 G d c 277, such that 
min (Re( eiSt) : 5 E O( D+A)) > 0 (4.7) 
If0 
ad 
index( D+A) < 1. (4.8) 
Then C, and &, semiconverge for w = reie * with r > 0 but sufficiently small. 
Proof. Set o = reie^ for r > 0 and sufficiently small, and let u E u(&,). 
Since D+ D commutes with D+A, then we have 
(4.9) 
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where 6 = 0 or 1 and [ E a(D+A). Hence we have 
For 5 * 0 and S equal to 0 or 1, (4.10) is less than 1 for r sufficiently small, 
and hence &, semiconverges. On the other hand, if .$ = 0 and 8 = 1, then 
u = 1, i.e. 1 E u(&,). S ince the linearity of the elementary divisors correspond- 
ing to 1 follows from Lemma 4.4, then &, is semiconvergent. ” 
It remains to show that C, is semiconvergent for w = reie, r > 0 and 
sufficiently small. To this end, let A E a( C,). Then by Lemma 3.5, there exists 
u E a(&,) such that IX - UI = O(l~l~+~/“). Moreover 
IAl2 = lu12 + O(IWll+q 
= a2 - 2SrRe( e”[) + O(I~ll+l/n). (4.11) 
One then sees from (4.11) that Ih I < 1 if [ * 0 and 6 = 0 or 1 for r sufficiently 
small, and C, is semiconvergent. On the other hand, if 5 = 0 and 6 = 1, then 
from (4.9) u = 1. Since the linearity of the elementary divisors corresponding 
to 1 follows from Lemma 4.4, then C, is semiconvergent. w 
REMARK. The condition (4.7) is equivalent to the hypothesis that 0 is not 
in the closed convex huII of a(D+A)/(O). 
We can now prove a divergence theorem for the extrapolated Jacobi 
matrix. 
THEOREM 4.6. Let A=D-L-U be a Beta-splitting of AsCmXn. 
Furthermore, assume that either fm each 8 with 0 G 0 < 27 
min {Re( ei”.$) : [ E u( D+A)} < 0, 
E*O 
(4.12) 
where a( D+A)/{O} is nonempty, or, 
index( D+A) > 1. 
Then 5, is not semiconvergent for all w = rei8. 
(4.13) 
Proof If index(D+A) is greater than one, then it easily follows (as in the 
proof of Theorem 4.5) that index (I - 5,) is greater than one and that &, is 
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not semiconvergent for all w = re”. The hypotheses of the theorem preclude 
u(&,) = {O), and one may select a nonzero h E a(&,). Set X = 6 - w.$, where 
c E a(D+A) and 6 = 1 or 0. If S = 1 and [ * 0, then (4.12) yields that 
jX(2=1-2rRe(eie[)+r21512>11 and A==l, 
and &, is not semiconvergent. On the other hand, if 6 = 0, we shall show that 
5 must be zero. Assuming 5 * 0, there exists a nonzero vector 4 such that 
&w$=(D+D-wD’A)rjl= --tit+ and D’D$J=O, 
since 4 E R( Di D)n N( D+ D), which forces Ic, to be the zero vector. There- 
fore 6 = 0 implies that 5 = 0 and A = 0, which is a contradiction. H 
REMARK. The condition (4.12) is equivalent to the hypothesis that 0 is in 
the closed convex hull of u( D+A)/{O}. 
5. SOME EXAMPLES 
In this section, we present three examples which illustrate the main results 
of our paper. Consider the matrix 
(5.1) 
Selecting 
D.= . [ 1 0 -3 I and L:= 0 0 01 2 -1 0 1 3’ 
one finds that A = D - L - U is a Beta-splitting of (4.1) and that 0 is not an 
element of the closed convex hull of a( D+A)/{O}. Computational results show 
that &, semiconverges for 0 < r < 1 and that e, semiconverges for 0 < r < 0.5. 
Next consider the matrix 
_; -; _; . 
1 
Selecting 
(5.2) 
-3 1 and L: 0 0 0 = -2 1 -1 -1’ 1 
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one finds that A = D - L - U is a Beta-splitting of (5.2) and that 0 is not an 
element of the closed convex hull of a( D+A)/{O}. Computational results show 
that &, semiconverges for 0 < r < 0.433 and that e, semi-converges for 0 < r 
,< 3. 
It is worth noting the differences of the regions of semiconvergence in the 
above examples. In (5.1), &, h as a larger region of semiconvergence, while in 
(5.2), (?+ does. 
Finally, consider the matrix 
(5.3) 
Taking 
D:=[; y :] and L:=[! _y _:I, 
one finds that A = D - L - U is a Beta-splitting of (5.3) and that 0 belongs to 
the convex hull of a( A)/(O). 
For this matrix, neither &, nor Cw semiconverges for any w * 0, since their 
spectral radii are greater than 1 for w f 0. 
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