Abstract Large-scale cooperation underpins the evolution of ecosystems and the human society, and the collective behaviors by self-organization of multi-agent systems are the key for understanding. As artificial intelligence (AI) prevails in almost all branches of science, it would be of great interest to see what new insights of collective behavior could be obtained from a multi-agent AI system. Here, we introduce a typical reinforcement learning (RL) algorithm -Q learning into evolutionary game dynamics, where agents pursue optimal action on the basis of the introspectiveness rather than the birth-death or imitation processes in the traditional evolutionary game (EG). We investigate the cooperation prevalence numerically for a general 2 × 2 game setting. We find that the cooperation prevalence in the multi-agent AI is amazingly of equal level as in the traditional EG in most cases. However, in the snowdrift games with RL we also reveal that explosive cooperation appears in the form of periodic oscillation, and we study the impact of the payoff structure on its emergence. Finally, we show that the periodic oscillation can also be observed in some other EGs with the RL 
Introduction
In the ecosystem and human society, the phenotypic traits of different species and their behavior characters are very complex and diverse [1, 2, 3, 4, 5, 6, 7, 8] , which remain a puzzle till now. In 1973, the pioneering framework of evolutionary game (EG) theory was proposed to investigate the frequency of the competing populations in the ecosystem by incorporating the classic game theory and the concept of evolution [9] . Inspired by the idea, many research emerge [10, 11, 12, 13, 14, 15, 16, 17, 18] , with emphasis on the mechanisms behind the emergence of cooperation among unrelated individuals [19, 20, 21, 22] , and various mechanisms are revealed, such as direct or indirect reciprocity [11, 20, 23] , topological effect [13, 14, 24, 25, 26, 27, 28, 29] , self-adaption [14, 30, 31] , among others [13, 24, 25, 32, 33] .
In parallel, machine learning flourishes in the past decades [34, 35, 36, 37, 38, 39] that facilitates the applications of Artificial Intelligence (AI) to many other fields, such as pattern recognition [36, 40, 41] , disease prediction [42, 43, 44, 45] , decision making in games as well as human-level control [45, 46, 47, 48] , and so on [49, 50, 51, 52]. Reinforcement learning (RL) as one of the most powerful machine learning approaches [37, 38, 39, 48] , which is rooted in psychology and neuroscience, has been widely used to solve the problems in terms of states, actions, rewards, and decision making in various environments through exploratory trials [37, 53, 54] . Commonly used RL algorithms include temporal differences [37, 55] , dynamic programming [37, 39, 56 , 57], Dyna [37] , Sarsa [37] and Q-learning [37, 58, 59 ,60], which have made tremendous progresses and become the most exciting fields in AI. While the expertise of RL and AI in general make them a good candidate for understanding the complex behaviors in ecosystem and society such as cooperation, there is still a lack of such cross-fertilization.
Interesting questions are then raised: what's the performance in term of cooperation level if AI agents play the game together? And what's the difference between AI-agent systems and the traditional evolutionary games following rules like birth-death or imitation processes mimicking human systems? Addressing these questions is of paramount importance because clarifying the similarities and difference between AI and human system is the primary step to design human-machine systems, which is the inevitable trend in the future.
Here we investigate the collective behavior of AI agents in 2×2 reinforcement learning evolutionary games (RLEGs), specifically by means of Q-learning algorithm and compare them to the traditional EG. In each round, an agent in the population initiates a number of trial games with the rest, all individuals try to maximize their payoff and meanwhile they learn from their experiences. A striking finding is that the cooperation in the RLEGs evolve almost identical level as in the traditional EGs. However, in the snowdrift RLEGs we reveal that explosive cooperation appears in the form of periodic oscillation, which is able to improve the cooperation preference to some extent. Furthermore, different from EGs, the emergence of periodic oscillation is ubiquitous if there is a unique and mixed weak Nash equilibrium in the payoff matrix of the game setting, such as rock-paper-scissors and snowdrift game. Finally, we provide a qualitative explanation for these observations in RLEGs and in particular the impact of the learning parameters on the oscillatory behaviors.
Results

Reinforcement learning evolutionary game model
We start by introducing our reinforcement learning evolutionary game (RLEG), where each agent could be in one of n s states within the state set S = {s 1 , · · · s ns } and each could take one of n a actions from the action set A = {a 1 , · · · a na }. In each round τ , a random agent i is chosen in the system as an initiator, and plays a battery of pairwise games with the rest individuals (also called participants) with n a -actions (2 × n a ). Here, the elements in S and A are distinguished by their nature (state or action) but in typical cases they are just the same e.g. being cooperation (C) or defection (D) . At the end of the round, i gets a reward according to its opponents' action and its own according to a payoff matrix
. . . . . . . . .
where Π aa denotes i's reward if agent i with action a is against its opponent with action a . Therefore, i's average payoff at round τ isΠ i (τ ) = j∈Ω\i Π aiaj (τ )/(N − 1), where Ω \ i refer to all agents excluding initiator i.
In the classical Q-learning algorithm [61] , each agent seeks for optimal strategies in the sense that it maximizes the expected values of total reward by updating the so-called Q-table through learning. A key difference between initiators and participants is that initiators update both their states and Q-table, while each participant only takes one action as a response, see Fig.1 . This setting accounts for the fact that the initiators are actively engaged in the game that they seek for higher rewards, and always try to improve their wisdom via Q-table during the process, while participants are only passively involved in the games proposed without the expectation of lifting wisdom. Note that, the setting is just equivalent to asynchronous updating of Monte Carlo (MC) simulations [62, 63] .
The Q-table is a matrix of state (rows) -action (columns) combination S × A → as
. . . . . . . . . With this matrix, if the initiator i' state and action are s and a at τ th round, the element Q sa is updated as follows
where α ∈ (0, 1] is the learning rate and r(τ ) =Π i (τ ) is the reward received for the action moving from s(τ ) to s(τ + 1). Q max s a = max a (Q s a ) is the maximum element in the row of next state s , which is the estimate of optimal future value at s . The parameter γ ∈ [0, 1) is the discount factor determining the importance of future rewards. Agents with γ = 0 are short-sighted that they just consider the current rewards, while those with larger γ have better foresight. The evolving Q-function then can be expressed as Q(τ + 1) = g (Q(τ ), r(τ )), and Q sa (τ ) is replaced by Q sa (τ + 1) at the end of each round.
When the initiator i is in state s at τ th round, it takes action following Q-table
with probability 1 − , or a random action otherwise. Notice that, arg max a (Q sa (τ )) represents the action with the maximal Q-value in the row of state s. Each participant in Fig. 1 (Color online) The schematic diagram of the updating process in the well-mixed system. At round τ , a game is proposed by an initiator i against all the rest agents known as participants like j in the system. The initiator i takes action according to h function with probability 1 − , or acts randomly otherwise. The initiator i both updates its Q-table following g function and replaces its state s by current action at the end of round τ , while a participant j only takes action following its Q-table in response, but without updating its Q-table and state.
the round always selects the action with the largest value of Q sa (τ ) as Fig.1 shows. At the end of the round, i's state s(τ ) is instead of s(τ + 1) = a(τ ), i.e. s = a in the Eq.(1).
To summarize, the protocol of Q-learning algorithm is as follows: 1) Initialize matrix Q to zero to mimic the unawareness of agents to the game or environment at beginning, and initialize state s of each agent randomly. 2) For each round, a randomly generated initiator i plays the game with the rest agents and chooses the action a with largest value of Q sa (τ ) in the row of current state s with probability 1 − , or chooses an action randomly with probability .
3) The Q sa value of the initiator is updated according to Eq. (1), and the state is also updated as s(τ + 1) = a(τ ). 4) Each participant only takes the action a with largest value of Q sa (τ ) in the row of its current state s as response, therefore s(τ + 1) = s(τ ). 5) Repeat steps 2) -4) until the system state becomes statistically stable or evolves to the desired time duration.
Notice that agents in RLEGs that adopt reinforcement learning aim to maximize reward gradually rather than birthdeath or imitation processes in the traditional evolutionary game and its variants [1, 4, 64] . Besides, the coupling between the environment and agents' behaviors gives rise to a dynamic environment, which is different from paradigmatic Q-learning algorithm that individuals confront a static environment. This work is also different from the previously studied minority game system [65] that takes into account a periodic environment. Our setting then offers a scenario for complex coevolution where the adaption process and environment influence each other and trigger the emergence of some interesting collective behaviors. In the following, we will show the main results and the impact of various parameters on the actions and dynamical behaviors in the population.
Simulation Results in 2 × 2 RLEGs
In the RLEGs for a 2 × 2 game setting, the actions set and states set are the same as A = S = {C, D}, and the standard payoff matrix Π = (Π cc , Π cd ; Π dc , Π dd ) = (6, b; 6 + b, 2) with a tunable game parameter b. Different ranges of b correspond to different game categories: 1) b ∈ [0, 2] for Prisoner's Dilemma (PD) with a strict pure Nash equilibrium; 2) [2, 6] for Snowdrift (SD) with a weak mixed Nash equilibrium; 3) (−∞, 0) for Stag Hunt (SH) with two strict pure Nash equilibriums and a weak mixed Nash equilibrium; and 4) (6, ∞) for mixed stable (MS) with a mixed weak Nash equilibrium [1] . The Q-table here is denoted as
Before going any further, let's first review the traditional EGs for this 2 × 2 game, and specifically focus on the stable cooperation preference f * c in the mean-field treatment by replicator dynamics equation (RDE) [1] of EGs. Denoting ∆Π :d = Π dd − Π cd and ∆Π :c = Π cc − Π dc , in case I), when ∆Π :c · ∆Π :d < 0, f c = 1 is the stable fixed point if ∆Π :d > 0 (PD), and f c = 0 is stable otherwise. In case II), when ∆Π :c · ∆Π :d > 0, there is a stable mixed fixed point f c = ∆Π :d /(∆Π :d + Π :c ) if ∆Π :c < 0 (SD or MS), otherwise, the fixed-point is unstable (SH). For the latter, cooperation dominates if the initial preference is greater than the point, otherwise, defection dominates. In case II), cooperators' and defectors' rewards are identical at the mixed fixed-point.
We first investigate the cooperation prevalence in our RLEGs, as a function of b. Here we employ the fraction
to assess the cooperation preference in the tth Monte Carlo (MC) step, which includes N rounds of games denotes as τ
When δ = 1 if the initiator's action is C at τ l t round, and δ = 0 otherwise. With these, the average preference over MC step ρ c , is used to measures the cooperation preference. Fig. 2 shows the cooperation preference both in RLEGs by simulations and in EGs as a function of b for a couple of control parameters. A striking result is that, in almost all cases ρ c are close to f * c , which means the cooperation level is equally well when played by AI and by traditional approaches. And this equivalent performance applies to the whole range of parameters, implying the robustness to specific type of games and parameters.
However, a close lookup shows that ρ c is slightly greater than f * c , and the difference ρ c − f * c depends not only on learning parameters, but also on the game category (i.e. different b). In SH and PD region, the gap is time-dependent and enlarged with increasing exploration rate , but is narrowed down when the system approaches into the MS cate- gory. Similar to the dependence of f * c on initialization in SH EGs, ρ c in SH RLEGs also rely on agents' initial Q-table and cooperation preferences (Fig. S6 in S2. 2). Fig. 2(a-c) show also that the gap is not only sensitive to but also to α and γ when b is in the SD region. To understand these differences, we investigate the time series ρ c (t) for typical cases and we mainly focus on SD games since their differences are most significant. Shown in Fig. 3 explains how the difference between ρ c and f * c comes from. Unexpectedly, Fig. 3 reveals an oscillatory structure of ρ c (t) when the games are played by AI agents. In a typical period, the cooperation preference increases rapidly after a quiescent stage near f * c and relaxes to f * c afterwards. This explains why the cooperation level is enhanced at almost all cases in RLEGs than in the EGs. Further research shows that the period T and amplitude A of the oscillation increase with γ (b), but decrease with α (a), while larger increases the amplitude A but reduces the period T (c). The oscillation is covered by the noise in the extreme case γ = 0 that all agents are short-sighted as (d) shows. At last, we discover the oscillatory structure fades away as b approaches b (Fig. S5 in S2.1 ). It implies that the b is the transition point between oscillation and non-oscillation for the cooperation preference. We would like to note that in the traditional 2×2 EGs, the cooperation preference is always in equilibrium, oscillation is only possible when more than 2 states/actions are available in the system. Next, we further study the impact of the feature of payoff matrix Π on the oscillation dynamics. The above considers the weak Nash equilibrium cases, where is ∆Π :d /(∆Π :d + Π :c ), is always smaller than 1/2 in the standard game setting. Here we modify the payoff matrix in SD RLEGs and show that the form of the oscillation is dramatically changed compared to the scenarios shown in Fig. 3 when Fig. 4 (a). In addition, the oscillation fades away as ∆Π :d /(∆Π :d +Π :c ) tend to 1/2 as shown in Fig. 4(b) . These suggest that ∆Π :d /(∆Π :d +Π :c ) = 1/2 is the threshold separating oscillation form in the SD RLEGs. In Fig. 4 (cd), we also provide typical time series ρ c (t) for PD and MS RLEGs. In both case, the cooperation preference ρ c decay with t to the stable level in the end, without any oscillation expected. These complexities revealed here are absent in the traditional SD EGs, and are unique in multi-agent AI systems. To understand these observations, we build a system that consists of a number of noninteracting individuals, whose action and state sets A = S = {C, D}. Different from RLEGs, rewards for actions C and D are constant and denoted as r c and r d respectively, i.e. the environment is assumed to be static for all individuals. As in RLEG, each individual maximizes reward via reinforcement learning: updates both its Q-table and state. The updating of Q-table in the Q-learning algorithm involves the self-coupling (memory effect), inter-elements coupling (effect of estimated future reward), and environmental coupling (effect of current reward), through the learning parameters α, γ and the reward of actions.
To update actions, each individual either follows h function with probability 1 − or acts randomly with . Since the random scheme shares half chance with identical actions of following h function, the individual's action updating can then be summarized as in Fig. 5 1 is in the model, m-events can be regarded as perturbations in the world of f-events.
If the system follows only f-events, each individual's Qtable will be "frozen" in such a static environment finally. The freezing rate depends on learning rate α and discounting factor γ, where a larger α facilitates the freezing process, but γ does the opposite (S1.2). When get frozen, the individuals' behaviors will be in one of three modes as depicted in These frozen modes are reminiscent of various attractors in nonlinear dynamics, just the convergence rate towards these attractors is determined by the learning parameters α, γ and rewards of actions (S1.2), rather than the parameters in equations. However, when m-events are present, they do not only perturb individual's actions but may also "melt" modes as events that cannot be melted. According to the analysis, we find that only DDM is stable in a static environment as r c < r d (S1.3), and there is a mode flow CCM → CDM → DDM if r c < r d and → 0, i.e. the optimal action is reachable through the reinforcement learning in a static environment. The dependence of melting rate of the two unstable modes (i.e., CCM and CDM) on , γ, the reward gap ∆r = |r c − r d |, and α shows that the former three factors accelerate the melting process, while γ decreases the process (see S1.3). At last, elements of individuals' Q-table in various modes tend to be identical as r c = r d .
Intuitively, Q-table are beliefs aiming for the optimal action for individuals in different states and these beliefs are updated gradually in the evolution. Low learning rate means a strong memory effect for individuals because the old Qtable accounts for history takes a large fraction in the updating. As a result, a large α slows down both the freezing and melting processes. However, short-sighted individuals pay much attention to the reward in current round rather than in future, which means these individuals are more sensitive to the reward gap in the exploratory trials. Meanwhile, the probability of trials is positive to the exploration rate , therefore, γ, and ∆r accelerate the melting process. Furthermore, a great difference between elements in the row of state s signifies that it takes longer time to change its belief, i.e. the robustness of the beliefs are enslaved to the gaps between elements in the rows.
The stability of the 2 × 2 RLEGs
In a well-mixed RLEG, the reward for a cooperative or defective initiator at round τ and r c (τ ) = p c (τ )∆Π c:
Here, ∆Π c: = Π cc − Π cd and ∆Π d: = Π dd − Π dc , and p(τ ) = {p c , p d } denotes the shares of cooperators and defectors in the agents following h function, acting as the environment for current initiator. The process to explore the maximal reward is to narrow reward difference between agents in the evolution. Here, we denote the equilibrium as p * = {p * c , p * d }, at which the agent is unable to explore a better mode than the current one, therefore is where the evolution of p ideally settles down. Analogy to the Nash equilibrium point in 2 × 2 game, our equilibrium p * can also be classified into two categories: 1) pure and strict, and 2) mixed and weak. For the former, reward for initiators under f -events is greater than under m-events and p * c ∈ {0, 1}, while for the latter, reward for initiators in f -events equal to in m-events, i.e. r *
However, an equilibrium point p * is stable in a RLEG only if the system is able to resist various fluctuations around p * . For the strict case, initiators are unable to be better off by updating their mode at p * , such as DDM in PD RLEGs, therefore p * is stable. Notice that each pure equilibrium point is stable in 2 × 2 RLEGs, e.g. 
The reward change strengthen the beliefs to cooperation but weaken to defection in any events. With the change of the latter belief, p c is increased due to the flux from defectors to cooperators. For a fluctuations with δp c (τ ) > 0, the environment favors defectors rather than cooperators because r c (τ ) < r * c (r d (τ ) > r * d ) in the fluctuation. Hence, p c would decrease in this case. In short, the equilibrium point p * is stable in the MS RLEGs because δp c ·dp c /dt < 0 (Fig.4(c) ). By contrast, in case ii) p * is unstable (see Fig. S6 and S2.2) because the feedback of agent to fluctuations regarding p * in the RLEG is just opposite to class i).
In case iii), a standard SD RLEG, both r c and r d increase with p c but the rate of change for r d is higher than for r c . Thus, as δp c (τ ) < 0, the beliefs to defection are more fragile than to cooperation in f-events since r d (τ ) < r c (τ ) < r * c = r * d under the fluctuation. Besides, the shares at equilibrium point meet p * c < p * d . For these, the flux from defectors to cooperators is higher than the opposite, which results in the increase of p c . Therefore, the system is able to resist the fluctuations and keep the system around p * c (Fig. 3) . For δp c (τ ) > 0, the rewards for cooperation and defection are r d (τ ) > r * c and r c (τ ) > r * d but r c (τ ) < r d (τ ). So, the beliefs to defection are more fragile than to defection in m-events. Yet, the flux from defectors to cooperators is still higher than the opposite potentially because p * c < p * d . The flux will give rise to further increase of p c . Hence, the system is unstable for this type of fluctuation. Furthermore, the increase of δp c will cause further destruction of agents' beliefs in m-events. Therefore, an explosive increase of p c is triggered by the cascading effects as Fig.3 (a-c) In fact, during the quiescent stage in standard SD RLEGs, p c = p * c , agents' beliefs are weakened gradually. However, the fluctuations δp c > 0 cause the reward for both actions in the current round is higher than in the past. Therefore, some agents beliefs will be replaced by the new one in mevents, which triggers the increase of cooperators. Thereby, improve rate of increase for ρ c during the explosive stage ( Fig. 3(c) ). In addition, the new belief is strengthened gradually by f-events due to memory effect at quiescent stage although r c < r d at current stage. Yet, the belief for some cooperators will be melted finally because r c is always lower than r d before p c returns to p * c . Short memory effect and short-sighted means the reward gap takes a greater effect on the freezing as well as melting process as mentioned before. Therefore, high α and low γ decrease the period T as well as the amplitude A (Fig. 3(a-b) ). A higher exploration rate is able to cause a sharply explosive increase of p c but also shorten the melting process. Thus, takes a more complex effects to T and A in the oscillation as Fig. 3(c) shows.
The mean-field analysis of PD RLEGs
Here we attempt to construct a mathematical framework on the PD RLEG for the mean-field treatment, since there is a single pure strict equilibrium point for the PD game setting. In the standard PD game setting, an arbitrary initiator's reward is r d (τ ) =Π d (τ ) = (4 + b)p c (τ ) + 2 and r c (τ ) =Π c (τ ) = (6 − b)p c (τ ) + b as a defector and cooperator, respectively. Here, r d is alway higher than r c due to p c (τ ) ∈ [0, 1]. Therefore, the cooperation preference of initiators decreases in exploration trials. And, the preference is the same for initiators and participants just switch their roles in different rounds. This leads to self-consistent results in the end that p c (∞) = p * c = 0 and ρ c = /2 because ρ c = p * c (1 − ) + /2. It means that ρ c only depends on the exploration rate in the PD RLEGs (Fig. 2) . The time evolution ofQ(t) and Q-tableQ * at the stable point p * c . (a-d) show theQcc(t),Q cd (t),Q dc (t) and Q dd (t), respectively. The time points at which the elements become stable are indicated. The elements inQ * are displayed (black lines) for reference. The parameter setting is the same as Fig. 4(a) .
Thus, the stable Q-table for all agents are uniform and is
since the r c = b and r d = 2 at p * c = 0. To check the analysis, we show the time series of the average Q-tableQ(t) Fig. 6 show that the result of stable Q-table is reliable in our analysis. Moreover, another result in the static environment is also reflected in PD RLEGs, that is the convergence rate for the elements in Q-table decreases asQ dd ,Q cd ,Q dc , andQ cc .Q manifests one element dominant another one for the rival elements becauseQ * dd >Q * dc andQ * cd >Q * cc . A mean-field method is employed to calculate Q(t) and ρ c (t) numerically as Fig. 4(a) and Fig. 6 shows. In Eq. (4) of mean-field method, we replace each agents' Q-table with the mean Q-table. Besides, ρ c (τ ) means the fraction of agents at C state in the system, which is slightly different from cases in the simulation. The final cooperation preference,Q and the ranking of convergence rates in the calculation are identical to the simulation results. However, the times series are different during the transient process. The results imply that, on one hand, the mean-field method successfully captures long-term dynamics in the PD RLEGs since all agents' Q-table are identical in the end; on the other hand, the heterogeneity of Q-table for different agents cannot be omitted during transient process and will cause deviations as shown. The numerical results of MS and SD RLEGs also indicate that the mean-field results is decent only if heterogeneity of agents' Q-table is negligible during whole process ( Fig. S8 and Fig. S9 in S2.2) .
Oscillation in the
. Here, the RLEGs for rock-paper-scissors (RPS) game is investigated by simulations. In the corresponding RLEGs, the action and state sets are A = S = {R, P, S}, and the payoff matrix is
with a tunable parameter b 1 . In the traditional EGs, the evolution of collective behaviors is described by f = {f ai , a i ∈ A } in a three-dimensional simplex. Here, f ai is the action preference of a i . The mean field treatment [1] by the RDE of traditional EGs reveals that: 1) the fixed point f * = {1/3, 1/3, 1/3} is globally stable in the case of b 1 < 1; 2) the fixed point is unstable if b 1 > 1; 3) there is a center surrounded by neutral oscillation for b 1 = 1. Here, we point out that in the case 2) the trajectories of the replicator dynamics starting from arbitrary interior initial conditions will converge to the boundary of the simplex in oscillations with the increasing amplitude. Figure 7 shows the time series of the fraction of the three species in the initiators
And the shown with red dots are 1/3 ± ∆ρ, where ∆ρ is the deviation that is computed as the Euclidean distance between ρ(t) and ρ * , in which ρ = {ρ ai |a i ∈ A } and ρ * = {1/3, 1/3, 1/3}. Fig. 7(a) shows the case for b 1 < 1 where ρ * is globally stable at large except for some small irregular bursts. However, in the case of b 1 ≥ 1 as shown in Fig. 7(b, c) , clear oscillatory structures emerge in the time series in the RPS RLEGs. The difference for (b) and (c) lies in the envelope of these oscillatory trajectories, where in the case of b 1 = 1 there is some moments that the amplitude of oscillation almost diminishes while the oscillation is always significant in the case of b 1 > 1.
In the RLEGs for the RPS game, the equilibrium point for shares p * = {1/3, 1/3, 1/3}, which is mixed and weak.
Here, Θ(· · · ) is the Heaviside function
The previous analysis shows that the initiators exploring the optimal mode leads p toward to p * and reduce the reward gap between actions gradually. During the exploring process, the amplitude of the oscillation is diminished. However, the agent's belief becomes fragile to fluctuations since the gaps between elements in state row of Q-table are reduced. p * is stable if the system is able to resist various fluctuations. The simulation shows that the decrease of b 1 makes the system less sensitive to the fluctuations (a-c) as in EGs. Compare to the EGs, the stability of p * depends more on properties of payoff matrix in RLEGs, they cause abundant collective behaviors in the RLEGs for the identical RPS game setting. Furthermore, the trajectories here are different from the cases in the SD RLEGs because the system needs to resist more comlex and diverse fluctuations to keep p stay around p * .
Discussion and Conclusion
In this work, we propose a reinforcement learning evolutionary game model for a general two-player multi-actions (2 × n a ) game setting, where agents improve their adaption through Q-learning algorithm rather than birth-death process or imitation in the traditional evolutionary games. A striking finding is that the resulting cooperation preference in RLEGs is the same as the traditional EGs in 2 × 2 cases, resting on the Nash Equilibrium of the games. Furthermore we show that Snowdrift game cases present an oscillatory evolution with explosive cooperation in between, exhibiting quite different dynamical mechanism from the traditional EGs.
We investigate dynamics of an analogous individual's Qtable as well as its behavior in a static environment in theory, and apply these to analyze the stability of the RLEGs for the standard 2 × 2 game setting. The analysis indicates that the pure and strict equilibrium point is stable in the RLEGs for the game. Different from the stable mixed and weak equilibrium point for the MS region, oscillatory dynamics potentially emerges for the SD region. The qualitative analysis explicitly shows the impact of learning parameters on the oscillatory dynamics in the SD RLEGs: 1) Low learning rate and long-term sight is beneficial to amplitude and period by the increasing cascading effects after the breakdown of stability; 2) The long-sighted agents prolong the delay time to explore optimal action, the quiescent stage, and amplify the amplitude; 3) Higher exploration rate signifies a sharper increase of cooperation preference after the quiescent stage. Therefore, low learning rate and high discount factor as well as exploration rate facilitate the emergence of oscillation in the RLEGs.
Based on these analysis, one learns that a variety of collective behavior results from the dependence of stability at the equilibrium point for shares in RLEGs on more properties of the payoff matrix than in EGs. Furthermore, a numerical method combining with mean-field is put forward to obtain the dynamics of cooperation preference and average Q-table in the PD game. The result is partly consistent with the simulation, especially the final preference and average Q-table, and analysis in the static environment. We also show that the oscillatory dynamics is general in the RLEGs when with a mixed and weak equilibrium point for shares, such as Rock-Paper-Scissors game, where the collective behavior is also quite different from the corresponding traditional EGs.
Our work could lay out a foundation for further systematic investigation of evolutionary games from the perspective of machine learning. First, the simulations and analysis in the static environment contribute to the further understanding analytically in the future. Moreover, the numerical method embedding the mean-field takes the first step to build a mathematical framework of the RLEGs. At last, our work may also aid to understand the explosive events and oscillating behaviors in the society since reinforcement learning actually mimics the introspectiveness in human behavior patterns. 
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The reinforce learning in the static environment.
The preliminary of Q-learning for 2-actions and 2-states setting
To understand 2 × 2 RLEGs, we investigate individuals' learning dynamics and behavior features in a static environment. The system consists of a number of non-interacting individuals owning actions set A = {C, D} and state set S = {C, D}. However, different from RLEG, rc and r d for actions C and D are constant and the environment is static for each individual. The learning algorithm for individuals is same as for initiators in RLEG. Here, we investigate dynamics of an arbitrary individual's behavior and Q-table since non-interacting individuals are identical in the system. Similar to initiators' update method in RLEG, i's state s(τ ) is replaced previous action a(τ − 1) in the protocol. Then, update hops between the elements in Q-table are described by a double-layers graph as Fig. 1 (a-b) shows. Each hop in Fig. 1 is described via an iteration equation, e.g. the update as s(τ ) = C, a(τ ) = D 
The equation shows the update of elements in Q-table involve the self-coupling (memory effects), inter-elements coupling (effect of future reward), as well as coupling with environment (effect of reward) through learning rate α, discount rate γ and rewards, respectively. For instance, high γ will enhance the effect of future reward but weaken the sensitive to reward for a given α. The learning algorithm in the main text shows individuals have two methods to update action, 1) according to h function or 2) randomly. However, the random action maybe same or opposite to the action as follow h-function with an identical probability /2. So, we divide update events into two kinds on the basis of individual's action as Fig. 1 (a) and (b) show. Fig. (a) shows the update events that the individual's action is in line with h function. Fig. (b) shows opposite cases resulting from exploration events. The update events in Fig. (a) and (b) are called as freezing events (f-events) and melting events (m-events), respectively. The frequency of f-events 1 − /2 is much higher than /2 in the model. Therefore, m-events can be regarded as a disturbances in the world of f-events. In addition, we just show the elements associating with events along an update path since no more than two elements in Q-table associate with an update event only.
If only f-events, each individual's Q-table will be "frozen" in such a static environment finally. When frozen, individuals' behavior will be in one of three modes, i.e. update events form a closed path in the layer of f-events (Fig. 1(c) However, when m-events are present, they not only perturb individual's actions but may also "melt" modes as Fig. 1(c) shows. Here, we appoint an individual is in a certain mode if the individual is unable to leave it in f-events, and the individual is at the frozen point of the mode when Q-table is constant in f-events.
The freezing process and behavior modes
As the individual is in the CCM or DDM at τ moment, the update of Q-table in f-events only are that
and
respectively. Here, τ = τ + n(n ∈ N) denotes time in the CCM or DDM. The key element at the frozen point in CCM and DDM are max{Q ca } = Q Agents' behavior will be frozen at I) CCM, II) CDM or III) DDM in f-events. These modes are potentially melted and transformed to each other in m-events.
which suggest high α (short memory) and low γ (short-sighted) accelerates the freezing process.
After the individual is in the CDM at τ , updates involve two elements in Q-table under f-events only, Q cd and Q dc . Without loss of generality, we assume Q cd (τ ) > Qcc(τ ) when the individual enter the CDM. Then, updates of Q-table in f-events only are
and Q cd (τ + 1) = Q cd (τ + 2), above updates is translated into matrix expression
At the frozen points, the key elements in CDM are
which is also positive and negative connected with α and γ as in CCM and DDM. The analysis shows the key elements at frozen points of three modes are different as rc = r d .
The melting process and stable mode
A mode is the stable mode if the mode is unable to be eroded in m-events. We insist that there is only one stable mode as rc = r d . Then, we investigate the melting process in different modes and assume rc < r d without loss of generality. The key elements at frozen points in three modes meet
dd . The learning algorithm shows elements in a given state row are rivals because the largest one determine individual's action at the state. In fact, a frozen mode will lose the stability if one key element is less than its rival element in any case. Therefore, we focus the influence of m-event in various closed path on its rival element.
In the first case, the individual is at the frozen point of CCM, i.e. the key element, Qcc = Q CCM cc , is constant before the mode is melted. Then, the individual takes action D in an mevent at τ . The individual is assumed return to CCM in the next two f-events, i.e. the update events form a closed path (Fig. 2(a) ). Then, our attention is payed on the effect of m-event on the rival Q cd . To distinct f-events, superscript # is used to denote update in m-events. Then, the updates following the path are 
Above expression indicates Q dc → γQ
with the updates along the path. The result manifests Q cd will be greater than Q CCM cc finally, i.e. CCM is to lose the stability under the erosion of m-event in the close path.
In the second case, the individual is at frozen point of CDM and rival elements for key elements are Qcc and Q dd . Therefore, the mode is possible eroded if 1) updates of Qcc cause
in m-events. For the case 1), we assume the individual takes action C in state C at τ in an m-event. Here, the individual' behavior is also assumed returns to the CDM along a closed path (Fig. 2(c) ). Updates in the path can be expresses as 
Above updates along the path shows the rival element Qcc tend to Q CDM cd + rc < Q CDM cd . It means m-event in the path is unable to melt the mode. For the case 2), the individual's state and action are assumed at D at τ in an m-event. Then, updates of Q-table along the closed path as Fig. 2 
Repeat the path, the rival element Q dd → γQ Above analysis show that key elements at frozen point in different modes meet
Besides, the CCM and CDM is unstable under erosion of m-events. Therefore, it is reasonable to conclude that the DDM is stable. Here, we denote the individual's final Q-table in the stable mode asQ, whose elementsQ dd is identical to Q DDM dd logically. (4) and Eq. (7)). (c) shows the melting process for CDM in two different closed path (Eq. (5) and Eq. (6)). Demands for the hops in the path are showed on the arrows. Here, an gray arrow denotes the hop in f-event is replaced by one in m-event (yellow arrows). The black arrows are hops in f-events.
When the individual is at frozen point of DDM, the updates of Q cd and Q dc in a closed path with an m-event (Fig. 2 (b) ) are
Then, Q cd and Q dc will converge toQ dd and γQ cd + rc followingQ dd and Q cd , respectively. The rate of convergence is
for the m-event in the corresponding path. The probability of forming the closed path are
. However, the convergence rate in time not only depends on rate of convergence for m-events but also the probability. The update of Qcc in DDM demands two consecutive m-events to form a closed path (Fig. 3) , which has a much lower probability
Updates along the path are 
Repeat the path, the element Qcc converge to γQ dc + r d . The rate of convergence for the m-event in the closed path is
But, the rate of convergence in time is much lower than Q cd and Q dd since it is difficult to form the path. Here, we point out that Q cd and Q dc also converge toQ dd and γQ cd + rc along the path. In sum, Qcc, Q cd and Q dc are converge to γQ dc +r d , Q dd and γQ cd +rc respectively at last. But, the converge rate of the Qcc much lower than Q cd and Q dc in time as mentioned. According to analysis, we get the final Q-table in the stable modẽ
The final elements in the mode meetQ cd > Q
cc . Moreover, the result suggest the mode is stable indirectly because the rival element Q dc is always less thanQ dd .
Above analysis manifest that there are three feasible modes for the individual at the frozen point in the system. However, only one mode is stable confronting the erosion of mevents as rc = r d . Individuals urging by the reward maximization will adjust their Q-table and mode. In the adjustment of Q-table, high α increase the converge rate for each corresponding cyclic sequence of events. In time, the converge rate also rely on the probability of the events. Moreover, the stability CCM < CDM < DDM if rc < r d , which cause individual's behavior form a mode flow CCM → CDM → DDM as → 0. At last, we discover that gap between the rival elements in the stableQ will be reduced with the gap |rc − r d |, i.e. individuals' mode become fragile with the decrease of rewards gap.
The updating graph for 3-actions and 3-states
The modes for 3-actions and 3-states setting is much more complex than for 2-actions and 2-states setting. For a 3-actions and 3-states setting, the actions set and states set are A = S = {R, P, S}. There are eight feasible modes for individuals in the updating graph shown in Fig. 4 . Here, we figure out the modes containing identical actions is probably different, e.g. the mode in the form of cyclic R-S-P (RSPM) is different from in the form of cyclic R-P-S (RPSM). On the basis of the graph, one learns there are more melting channels to erode each frozen mode compare with 2-actions and 2-states setting. Because of the complexity of graph and melting channels, we abandon the subtle analysis on the multi actions setting in a static environment as in the previous and merely provide the updating graph.
Supplementary results in × RLEGs
In the section, we provide supplements in 2 × 2 for the main text and investigate SH RLEGs further in simulation. The supplementary for the M2.2 are manifested in 2.1 and 2.2 mainly. Furthermore, we investigate the SH RLEGs further by simulation in 2.2. The supplements about SD and MS numerical results for M3.3 is provided in 2.3. (Fig. 6 (c-d) ), which is quite different from the periodic oscillation in (a-b). However, the oscillation fades away as p * c − p * d tend to zero (e-f). Therefore, our analysis in the main text is verified by the simulation.
The further simulation and investigation in SD RLEGs
The further investigation on initialization in SH RLEGs
In the replicate dynamic equation (RDE) of traditional evolutionary game (EG) for Stag Hunt (SH) game setting, f * c = 1 and f * c = 0 are bistable fixed points on the cooperation preference. There is an unstable interior fixed point, fc = ∆Π :d /(∆Π :d + Π:c). The system will converge to all-cooperation if initial cooperation preference fc 0 < ∆Π :d /(∆Π :d +Π:c), otherwise, defection is dominating. In other words, the convergence direction determined by the initial cooperation preference. Interesting questions are then raised in SH RLEGs: whether there are bistable fixed cooperation preference? And, whether there is an appropriate Q-table setting under which the convergence direction determined by the initial cooperation preference?
As a matter of fact, the analysis in M3.2 indicates there are two pure strict equilibrium points and a mixed weak equilibrium point in the SH RLEGs. And, the strict points are stable while the weak point is unstable. Thus, there are bistable fixed cooperation preference as in the EGs in analysis. It is reasonable to assume there is attraction domain for each stable fixed cooperation preference. And the convergence direction depends on initialization locate at which attraction domain in the phase space. Here, we appoint the initialization in the protocol of main text as the standard initialization. To survey the influence of initialization on the convergence of cooperation preference, we replace the standard initialized method with a special method in our simulation. Different from the standard initialization in (a) of Fig. 7 , the each agent is at state C and its Q-table meets conditions, Qcc > Q cd and Q dc > Q dd , in the initialization. The result in (a) and (b) shows there are bistable cooperation preferences in RLEGs for the SH game setting as the analysis in M3.2.
For the high-dimensional RLEGs, the exact attraction domain of each fixed point is hard to be achieved. Less-than-ideal alternative, we focus on how to control the convergence direction in a certain initialize method. In other word, the method is able to insure the initial point in the desired attraction domain. On the basis of results in the static, we explore a method to initialize agents' Q-table, under which the convergence direction is only determined by the pc 0 as → 0. Here, pc 0 is the initial fraction of cooperators in the agents following h function.
The analysis in the static shows that a frozen individual's mode can be only eroded in m-events even though it is not the optimal. So, we set all agents are in a mode at pc 0 and their mode cannot be eroded in f-events, i.e. almost all agents are frozen in their initial mode before pc 0 changes for the initialization. In the initialization, 1) Qcc > Q cd , Q dc > Q dd for agents in CCM, 2) Q dd > Q dc and Q cd > Qcc for agents in DDM, and 3) Q cd > Qcc and Q dc > Q dd for agents in CDM. Besides, max
dd } for all agent. Then, the convergence direction only depends on pc 0 that cooperation dominates if pc 0 > p * c , otherwise defection dominates. The method is employed to initialize agents' Q-table and state in Fig. 7 (c-d) . In (c) and (d), pc 0 is just slightly greater and less than p * c , respectively. The simulation shows the convergence direction can be controlled via initial pc 0 in our method.
The numerical result in the RLEGs for SD and MS game settings
In the M3.3, a numerical method embedding mean-field is raised to apprehend RLEGs. In the method, we omit the heterogeneity of agents' Q-table so as to simplify the analysis and employ a homogeneous average Q-table for all agents. The method is decent as agents' Qtable is homogeneous at last, such as PD RLEG with a pure equilibrium point p * . It is able to give the final cooperation preference and agents' Q-table. Here, we state that the method is deficient via simulation if the heterogeneity of Q-table for different agents is non-negligible. In the case, the method always prove an identical final cooperation preference ρc(∞) = 1/2 and average Q-table if p * is weak and unique ( Fig. 8 and Fig. 9 ). Fig. 9 The compare between simulation and numerical result for the times series ofQsa over MC steps in MS and SD RLEGs. In RLEG for the MS and SD game, the parameters are shared with Fig. 8 (a) and (b), respectively.
