Abstract-The advances in data storage technologies like Storage Area Networking (SAN), virtualization of servers and storage, cloud computing have revolutionized the way the data is stored. A large number of business organizations, universities, hospitals, research organizations are now deploying SAN, not as a luxury but as a necessity. Scientific research organizations like NASA process terabytes of data every day. Accurate analysis and processing of the experimental data call for a need to efficiently store and retrieve the data to and from data storage media. Similarly social websites like YouTube, FaceBook handle large amounts of data every minute. So, the robust performance of any computing and retrieval applications demands a reduction in the latency of data access. Hidden Markov Models (HMM) have been successfully used by researchers to predict data patterns in the areas of speech recognition, gene prediction, cryptanalysis etc. The goal of this research is to reduce the scheduling delay in hypervisors and the latency of reading blocks of data from the disk array using Hidden Markov Models (HMM) in a server virtualized environment. HMM was implemented to identify patterns of read requests issued and exploited to reduce the overall read response time of a server. A Gaussian HMM is used to reduce the scheduling delay and a discrete HMM is used to reduce the read response time. Results observed using HMM were very promising compared to results without HMM in decreasing the overall latency in data access.
INTRODUCTION
Data prefetching has been a topic of research since mid 1960's and continues to gain interest from the research community, especially when high-end technologies like virtualization, cloud computing, extensive data mining, remote accessing of data have become a necessity for many organizations. A lot of business organizations, universities, research organizations and hospitals are now starting to deploy SAN to store the exponentially growing data. Research organizations like NASA are now looking at implementing advanced storage architectures to retain and distribute their explosive data [10] . Hence, the high tech innovations of hardware and software technologies have called for high performance computing environments and intelligent high performance algorithms [9] .
Research done in the past has indicated that the disk latency and access time can be reduced considerably by prefetching the data from the disk in advance and storing it in a cache [6] [11] . With advances in storage technologies like networked storage, hypervisor implementations, disaster recovery techniques and remote volume mirroring, a need arises to efficiently prefetch the data, so that the data access time can be reduced considerably. When analysed carefully, it can be observed that the total response time is not only a function of the read response time, but also a function of scheduling time. Hence, it is not only important to reduce the time taken to read data blocks from the disk but also to schedule the I/O requests issued by the hosts at the appropriate time. An efficient scheduling algorithm along with an efficient prefetching algorithm helps in alleviating the overall response time of a read request. The research done in this work is intended to reduce the overall latency of data access in server virtualized environments involving hypervisors. A hypervisor is a thin layer of software that resides on the Operating System (OS) of a server and abstracts the physical hardware from the guest operating systems running on it. The virtualized servers are also called Virtual Machines (VMs) or domains in the XEN hypervisor. The current scheduling algorithms in hypervisors are aimed at providing fair access to every VM and do not focus a lot on reducing the scheduling latency [2] . It is thus, very important to schedule the VMs in a timely manner.
II. MATHEMATICAL FORMULATION
The authors denote the total response time by T r , the waiting time of a domain in the queue by W d and the service time taken to service the domain as S d. The latency at the sender is L s and the latency at the receiver is L r . Thus,
T p = Transfer time on the physical interface (4) in (2),
where L q is the length of the run queue According to Little's law, the average number of customers in a stable system is equal to the average arrival rate multiplied by the average time the customer spends in the system. If the average arrival rate is denoted by 'Ȝ d ',
Substituting (9) in (6),
The authors further split the waiting time into two components. The first component is the time that a domain needs to wait after it has issued a request and before it is scheduled and is denoted by 'μ'. The second component is the time that a domain needs to wait after it has scheduled and before it is serviced. Thus,
where ୢ is the arrival time of the request from the domain Thus, (10) can be written as,
The authors introduce the variable 'Ԧ', denoting the degree of ordering of domains in the queue. The authors define the degree of ordering of the domains as the ratio of the arrival time of the request from the domain to the time at which the domain was scheduled.
p cannot be directly controlled and can be regarded as a constant 'C'. Hence, (12) becomes
(17) Thus, in order to reduce the total response time, the time for scheduling and the seek time needs to be reduced.
III. HIDDEN MARKOV MODELS Hidden Markov Model (HMM) is a modelling technique
used in statistical analysis problems in the area of pattern recognition and classification [7] , where the patterns are repetitive over time. HMMs are doubly stochastic in nature. That is, there are hidden entities in HMM that are not directly visible and need to be determined by another set of entities that are observable. HMMs can be mainly classified into two types depending on the nature of observations: either discrete or continuous [1] .
A Discrete HMM (DHMM) is a type of Hidden Markov Model wherein the observations are discrete in nature and do not vary continuously with time. A DHMM can be represented as a 5-tuple entity [1] as follows:
where ʌ =Initial probability of the hidden states, A i,j is the state transition matrix that describes the probability of transition between states, B i,j is the emission probability matrix that describes the probability of seeing the observations at each state, N is the number of states in the model and M is the number of distinct observations per state.
A Gaussian Hidden Markov Model (GHMM) is a type of HMM in which the probability density function (pdf) of the observations are normally distributed and continuous in nature.
Like a DHMM, a GHMM can also be represented as a 5-tuple entity as follows [1] but with a few changes:
where B i,j is the probability that the observation lies in the range [x, x+¨x], μ is the mean of the observations and is the co-variance matrix.
IV. XEN HYPERVISOR
The XEN hypervisor is an open source Virtual Machine Monitor (VMM) hosted by XEN, which provides a para virtualized environment for the guest VMs to run. In a para virtualized platform, the guest VMs are aware that they are virtualized and they communicate with the hypervisor through "hypercalls". This research studies the XEN hypervisor and proposes changes to the credit scheduler used in XEN [8] , in order to improve the scheduling time and hence, the overall latency of a data read. The authors propose using a GHMM on top of the default credit scheduler in order to reduce the waiting time of the VMs in the queue. The model is numerically evaluated and results indicate that the waiting time of the VMs can be considerably reduced when a GHMM is deployed for scheduling. The VMs running on the XEN hypervisor are known as domains.
The hypervisor and the domains share a common vector of ports known as a pending array that has a dual hierarchy [2] . The front end port of the array is set if the corresponding back end port is set [2] [3]. The domains and the hypervisor communicate through event channels. Every domain is assigned a port number and a set port corresponding to the domain either indicates a pending request from that domain or a packet that is waiting to be delivered to the domain. Figure 1 shows the architecture of the XEN hypervisor. The ports of the pending array are scanned for requests sequentially by the driver domain. The next time, the port is scanned after the last port that was scanned and so on. The authors of this research emphasize that the order of scanning of ports is a very important criterion in deciding the waiting time and the scheduling time of the domain. They propose changes to the scanning mechanism by using a GHMM that can help alleviate the scheduling delay.
V.
PREFETCHING IN SAN Fetching the desired block of data in advance of the request coming in, is known as prefetching. According to [6] , the data that is accessed is usually near in time, also known as temporal locality or near in space, also known as spatial locality. Prefetching algorithms are robust when the data access is sequential in nature.
However, if the data access pattern is random but is repeated over time, which is seen in most of the scientific applications [4] , there are not many prefetching algorithms on the hypervisor, which could prefetch the random blocks of data. The authors use a DHMM to prefetch blocks of data from the disk into a dynamic cache and find an improvement in the data access latency. The proposed mechanism uses a single cache that is shared by all the domains running on the hypervisor.
VI.
CREDIT SCHEDULING USING GHMM This section discusses an enhancement to the default credit scheduling mechanism used in XEN that helps reduce the waiting time of the domains in the run queue, hence decreasing the total response time. The enhancement algorithm uses GHMM to scan the pending array for requests. The authors consider a single server environment on which 5 domains run and each domain is assumed to possess a single Virtual CPU (VCPU). The hidden states of the GHMM represent the domain IDs and the observations are the arrival times of the requests from the domains. Hence, the model consists of 5 hidden states whose probability of transition needs to be determined from the observations. The training database consists of 30 arrival time patterns. The length of each pattern is 50, which is chosen for accuracy of classification. Hence, prediction of the next domain begins after the first 50 observations. The GHMM classifies the new sequence (arrival times) of the requests to the closely resembling pattern in the training database and uses a state transition matrix to determine the next domain that might place a request. The patterns are trained using the BaumWelch expectation maximization algorithm.
In the default XEN scheduler, the ports of the pending array are scanned by the driver domain sequentially. The authors of this research numerically analysed and found that this type of scanning could lead to higher waiting time of the domain to be scheduled and hence, they propose using a GHMM to scan the ports of the pending array. Suppose the current state is domain 2 and if the state transition matrix of the GHMM has determined after the 50 th observation that there is a high probability of transition to state 5 from state 2, then the port corresponding to domain 5 is scanned next in the pending array. If the port is set, the domain is scheduled, otherwise, the next most probable port is scanned. The default XEN would have scanned the port of domain 3 next instead of domain 5.
This method of scanning is very efficient when the prediction made by the GHMM is correct and when the distribution of arrival time is Gaussian and repetitive in nature. However, if the arrival times are highly random without any data pattern redundancy, the prefetching and prediction algorithms do not work very well. In real world systems, the requests made by most scientific applications exhibit data pattern redundancy [4] . The prefetching techniques discussed in this research are well suited to be implemented on servers hosting such scientific applications.
VII.
BLOCK PREFETCHING USING DHMM The authors use a Discrete HMM to model a block prefetch scenario with the block numbers as the hidden states and the observations are the sequence of reads and writes issued by the domains. The authors assume 6 blocks of data which are the hidden states and the length of the observations is 48, which is chosen in order to provide a balance between accuracy of prediction and wait time.
The training database consists of 30 access patterns of reads and writes obtained from traces of real world guest VMs running I/O. The log likelihood of the newly seen sequence is matched to one of the training patterns using a forwardbackward algorithm [1] . The state transition matrix obtained after training the new sequence is used for predicting the next block of data that the domain might access.
Every domain has its own training database residing on the disk that forms the metadata. The predicted block of data by the DHMM is prefetched into a common cache that is shared by the domains and the next time a domain wants to access a block, the cache is searched to see if the requested data block is present. If it is present, the block is accessed from the cache, if not present, it is fetched from the disk.
VIII.
SIMULATIONS AND RESULTS The prefetching and scheduling scenarios were modeled using MATLAB and Oracle databases. The training database and the actual data blocks are stored in the database tables that reside on the hard disk. Hence, the Oracle database is used to simulate the hard disk [5] .
The results of using GHMM are numerically evaluated and results indicate that implementing a GHMM reduces the waiting time of the domains by an average of 30%. Figure 2 shows the waiting times of the domains with and without GHMM. figure 5 show the block fetch time with different request sizes. The fetch time of the HMM based algorithm starts after the first 48 observations. This is because, the first 48 observations are used to classify the data request based on the training database and prefetching begins after the 48 th observation. When DHMM was used for prefetching, the time to fetch the data was reduced by an average of about 38.06%. The throughput of the system after using DHMM increases as shown in figure 6 . Using the statistics toolbox in MATLAB for DHMM, 87% of the patterns were correctly classified. When the HMM toolbox for MATLAB was used for GHMM classification, all the patterns were correctly classified resulting in 100% accuracy of classification. The above simulations assume that the predictions made by the HMM are correct. But, in real world applications, the complexity involved is much higher and the noise and distortions cannot be ignored.
Hence, about 10% errors in prediction were introduced and the latency of the data fetch was calculated. Whenever the wrong prediction is made and if the requested block of data is not present in the cache, it should be fetched from the disk. As it can be seen from figure 7, even when there is as little as 10% error in prediction, the latency of a read considerably increases. A cache miss also leads to a decrease in throughput and wastage of resources and bandwidth. The number of cache hits can be increased by increasing the size of the cache. Figure 7 shows the latency of read when there is a cache hit and when there is a cache miss and figure 8 shows the cache miss time when the cache is allowed to hold 2 and 3 blocks of data.
IX.
CONCLUSIONS AND FUTURE WORK The main focus of this research was to reduce the overall read response time in a server virtualized environment such as XEN. The algorithms developed in this research can be applied to applications generating repetitive patterns of I/O requests over time, particularly the scientific applications. The simulations indicate that deploying a Hidden Markov Model reduces the overall read response time by about 30-40%. A GHMM was used to improve the scheduling latency and a DHMM was used to alleviate the data block fetch latency.
However, HMM is a statistical based approach to model the complex scenarios and is a probabilistic approach. In such scenarios, the predicted results may not be very accurate. Hence, more fault tolerant algorithms need to be developed without compromising the performance of the system. This research is aimed at reducing the time taken for block read operations. However, the time required for data write is not addressed and the models developed in this research need to be implemented on a real world hypervisor environment and are left as future work.
