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Abstract
In the paper Optimal control of a Vlasov-Poisson plasma by an exter-
nal magnetic field - The basics for variational calculus [2] we have already
introduced a set of admissible fields and we have proved that each of
those fields induces a unique strong solution of the Vlasov-Poisson sys-
tem. We have also established that the field-state operator that maps any
admissible field onto its corresponding solution is continuous and weakly
compact. In this paper we will show that this operator is also Fréchet
differentiable and we will continue to analyze the optimal control problem
that was introduced in [2]. More precisely, we will establish necessary and
sufficient conditions for local optimality and we will show that an optimal
solution is unique under certain conditions.
Keywords: Vlasov-Poisson equation, optimal control, nonlinear partial
differential equations, calculus of variations.
1 Introduction
This paper is a sequel of Optimal control of a Vlasov-Poisson plasma by an ex-
ternal magnetic field - The basics for variational calculus [2]. It is recommended
to read this paper previously. However, we will briefly sketch the main results
of [2] here: We consider the three dimensional Vlasov-Poisson system in the
plasma physical case that is equipped with an external field B:

∂tf + v · ∂xf − ∂xψ · ∂vf + (v ×B) · ∂vf = 0, f
∣∣
t=0
= f˚ ,
ψf (t, x) =
∫
ρf (t, y)
|x − y| dy, ρf (t, x) =
∫
f(t, x, v) dv.
(1)
This system describes the time evolution of the distribution function
f = f(t, x, v) ≥ 0 (x, v ∈ R3, i.e., z = (x, v) ∈ R6) of a plasma whose ions
move under the influence of a self-consistent electric field −∂xψf = −∂xψf (t, x).
Thereby we assume that f˚ ∈ C2c (R6;R+0 ) is a fixed initial datum. The external
magnetic field B, that interacts with the particles via Lorentz force (v × B),
acts as a control in this model.
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In [2] we have already introduced a set of fields that are suitable for our
approach. For any final time T > 0 and any exponent β > 3 let V denote the
Banach space L2(0, T ;W 2,β(R3;R3))∩L2(0, T ;H1(R3;R3)) and let ‖·‖V denote
its standard norm. Then, for any radius K > 0, the closed ball
BK :=
{
B ∈ V
∣∣ ‖B‖V ≤ K}
is referred to as the set of admissible fields. Note that BK ⊂ L2
(
0, T ;C1,γ
)
where C1,γ denotes the Hölder space with exponent γ = 1−3/β. We have proved
that any admissible field B ∈ BK induces a unique strong solution
fB ∈ W 1,2
(
0, T ;Cb(R
6)
) ∩ C([0, T ];C1b (R6)) ∩ L∞(0, T ;W 2,β(R6))
of the initial value problem (1), i.e., fB satisfies (1) almost everywhere and for
all t ∈ [0, T ], supp fB(t) is contained in some ball BR(0) for some radius R > 0
depending only on f˚ , T , K and β. Moreover, fB preserves the p-norm, i.e., for
all t ∈ [0, T ] and any 1 ≤ p ≤ ∞ it holds that ‖fB(t)‖Lp = ‖f˚‖Lp .
Now it was possible to define the field-state operator
f. : BK → C
(
[0, T ];L2(R6)
)
, B 7→ fB .
We could show that there exist positive constants C1, C2, C3, L1, L2, L3 depend-
ing only on f˚ , T , K and β such that for all B,H ∈ BK the corresponding
solutions fB and fH satisfy

‖fB − fH‖C([0,T ];Cb) ≤ L1 ‖B −H‖V , ‖∂zfB‖C([0,T ];Cb) ≤ C1
‖∂zfB − ∂zfH‖C([0,T ];Cb) ≤ L2 ‖B −H‖γV , ‖∂tfB‖C([0,T ];Cb) ≤ C2
‖∂tfB − ∂tfH‖L2(0,T ;Cb) ≤ L3 ‖B −H‖γV , ‖D2zfB‖C([0,T ];Cb) ≤ C3.
(2)
where ∂z = ∂(x,v) denotes the gradient in phase space. This means that the field-
state operator is Lipschitz continuous. Moreover, we have already established
the following result: Let (Bk) ⊂ BK be weakly convergent in V with limit
B ∈ BK . Then
fBk ⇀ fB inW
1,2
(
0, T ;L2(R6)
)
, k →∞
which means weak compactness of the field-state operator as the set of admis-
sible controls is weakly (sequentially) compact. Note that [2, Prop. 15] provides
even more similar compactness results but only the above will be used in the
later approach.
With this knowledge we have started to analyze an optimal control problem
that we will also consider in this paper. The aim is to control the time evolution
of the distribution function in such a way that its value at time T matches a
desired distribution function fd ∈ C2c (R6) as closely as possible. More precisely
we want to find a magnetic field B such that the L2-difference ‖fB(T )− fd‖L2
becomes as small as possible. Therefore, we intend to minimize the quadratic
cost functional
2
J(B) =
1
2
‖fB(T )− fd‖2L2(R6) +
λ
2
‖DxB‖2L2([0,T ]×R3;R3×3) (3)
subject to B ∈ BK . Here λ is a nonnegative parameter. The field B is the
control in this model. Since ‖f(t)‖p = ‖f˚‖p for all 1 ≤ p ≤ ∞, t ∈ [0, T ] it
makes sense to assume that ‖fd‖p = ‖f˚‖p for all 1 ≤ p ≤ ∞ because otherwise
the exact matching f(T ) = fd would be impossible.
In [2, Thm. 16] we have established that this optimization problem has at
least one globally optimal solution. As the field-state operator is nonlinear there
is no reason to assume that it is convex. Thus, this result does not provide
uniqueness of this optimal solution. Of course, it is also possible that there are
several locally optimal solutions. Therefore, in Section 4, we will analyze the
optimization problem (3) with respect to the following topics:
• Necessary conditions of first order for local optimality,
• derivation of an optimality system,
• sufficient conditions of second order for local optimality,
• uniqueness of the optimal control under certain conditions.
The methods we are using are oriented towards the approach by F. Tröltzsch
in [3]. For this procedure we will need Fréchet differentiability of the field-state
operator that will be established in Section 3. As the Fréchet derivative is a
linear approximation we will find out that it is given by a linear inhomogenous
Vlasov equation. These general Vlasov equations will be analyzed in Section 2.
2 A general inhomogenous linear Vlasov equa-
tion
Let r0 ≥ 0 and r2 > r1 ≥ 0 be arbitrary. We consider the following inhomoge-
nous linear version of the Vlasov equation:
∂tf + v ·∂xf +A ·∂vf + (v×B) ·∂vf = ∂xψf ·C+ χΦa,f + b, f
∣∣
t=0
= f˚ (4)
The coefficients are supposed to have the following regularity
a = a(t, x, v) ∈ C([0, T ];C1b (R6)), (5)
b = b(t, x, v) ∈ C([0, T ];C1b (R6)), (6)
f˚ = f˚(x, v) ∈ C2c (R6), (7)
A = A(t, x) ∈ C([0, T ];C1,γ(R3;R3)), (8)
B = B(t, x) ∈ C([0, T ];C1,γ(R3;R3)), (9)
C = C(t, x, v) ∈ C(0, T ;C1b (R6;R3)), (10)
χ = χ(x, v) ∈ C1c (R6; [0, 1]) (11)
with
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supp a(t), suppb(t), supp f˚ , suppC(t) ⊂ Br0(0), t ∈ [0, T ], (12)
χ = 1 on Br1(0), suppχ ⊂ Br2(0) (13)
Moreover Φa,f is given by
Φa,f(t, x) := −
∫∫
x− y
|x− y|3 · ∂va(t, y, w) f(t, y, w) dwdy (14)
for all (t, x) ∈ [0, T ]× R3. We will also use the notation
Φ′
a,f(t, x) := −
∫∫
x− y
|x− y|3 ·
(
∂va ∂xf − ∂vf ∂xa
)
(t, y, w) dwdy . (15)
for (t, x) ∈ [0, T ]× R3. Note that
Φa,f =
3∑
i=1
∂xiψ∂viaf and
[
Φ′
a,f
]
j
=
3∑
i=1
∂xiψ∂via ∂xj f−∂vif ∂xj a, j = 1, 2, 3.
As a ∈ C([0, T ];C1b (R6)) with compact support suppa(t) ⊂ Br0(0) for all
t ∈ [0, T ], [2, Lem. 2] provides the following inequalities: For any r > 0 there
exists some constant c > 0 that may depend only on r and r0 such that for
almost all t ∈ [0, T ],
‖Φa,f(t)‖L2(Br(0)) ≤ c ‖∂va(t)‖∞ ‖f(t)‖L2(Br0(0)), f ∈ L2(0, T ;L2), (16)
‖Φ′
a,f(t)‖L2(Br(0)) ≤ c ‖∂za(t)‖∞ ‖∂zf(t)‖L2(Br0 (0)), f ∈ L2(0, T ;H1), (17)
‖Φa,f(t)‖L∞ ≤ c ‖∂va(t)‖∞ ‖f(t)‖L∞(Br0(0)), f ∈ L2(0, T ;L∞), (18)
‖Φ′
a,f(t)‖L∞ ≤ c ‖∂za(t)‖∞ ‖∂zf(t)‖L∞(Br0 (0)), f ∈ L2(0, T ;W 1,∞). (19)
If a ∈ C([0, T ];C2b (R6)) and f ∈ C([0, T ];C1b (R6)) then Φa,f is continuously
differentiable with respect to x with
∂xjΦa,f(t, x) =
3∑
i=1
∂xj∂xiψ∂viaf =
3∑
i=1
∂xiψ∂via∂xj f−∂xja∂vif =
[
Φ′
a,f
]
j
(t, x)
for all (t, x) ∈ [0, T ] × R3. Because of density this result holds true if
a ∈ C([0, T ];C1b (R6)). If merely f ∈ L2(0, T ;H1) the result holds true in
the weak sense.
Lemma 1. Let A,B ∈ C([0, T ];C1b (R3;R3)) be arbitrary. For any t ∈ [0, T ]
and z ∈ R6 the characteristic system
x˙ = v, v˙ = A(s, x) + v ×B(t, x) ,
has a unique solution Z ∈ C1([0, T ]× [0, T ]×R6;R6), Z(s, t, z) = (X,V )(s, t, z)
to the initial value condition Z(t, t, z) = z. For any r > 0 and all s, t ∈ [0, T ],
Z(s, t, Br(0)) ⊂ Bζ(r)(0) with ζ(r) := e2T
(
r +
√
T‖A‖L2(0,T ;L∞)
)
.
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Moreover, there exists some constant C(r) > 0 depending only on ‖A‖L2(0,T ;C1
b
),
‖B‖L2(0,T ;C1
b
) and r such that for all s, t ∈ [0, T ],
‖∂zZ(s, t, ·)‖L∞(Br(0)) ≤ C(r) and ‖∂tZ(s, t, ·)‖L∞(Br(0)) ≤ C(r) .
The proof is simple and very similar to the proof of [2, Lem. 8]. Therefore it
will not be presented.
Now we can establish an existence and uniqueness result for classical solu-
tions of the system (4) if the regularity conditions (5)-(11) hold. Unfortunately
the coefficients of the systems that will occur in this paper do not satisfy those
strong conditions. However, we will still be able to prove an existence and
uniqueness result for strong solutions of (4) if the regularity conditions are
slightly weaker.
Proposition 2. Suppose that the coefficients of the system (4) satisfy the regu-
larity conditions (5)-(11) and the support conditions (12),(13). Then the initial
value problem (4) has a unique classical solution f ∈ C1([0, T ]× R6). More-
over for all t ∈ [0, T ], supp f(t) ⊂ Bζ(r+1)(0) with r = max{r0, r2} and f is
implicitely given by
f(t, z) = f˚
(
Z(0, t, z)
)
+
t∫
0
[
∂xψf ·C+ χΦa,f + b
](
s, Z(s, t, z)
)
ds (20)
for any t ∈ [0, T ], z ∈ R6. Moreover, there exists some constant C > 0 depend-
ing only on T , r0, r2 and the standard norms of the coefficients such that
‖f‖C1
b
([0,T ]×R6) ≤ C.
Comment
(a) If we use a final value condition f
∣∣
t=T
= f˚ instead of the initial value
condition f
∣∣
t=0
= f˚ the problem can be treated completely analogously.
The results of Proposition 2 and Corollary 4 hold true in this case. Only
the implicit depiction of a classical solution must be replaced by
f(t, z) = f˚
(
Z(T, t, z)
)−
T∫
t
[
∂xψf ·C+ χΦa,f + b
](
s, Z(s, t, z)
)
ds (21)
(b) Suppose that C = 0 and recall that Φa,f depends only on f
∣∣
Br0(0)
. Hence,
if we choose r1 = ζ(r0) then for all t ∈ [0, T ] and z ∈ Br0(0),
f(t, z) = f˚
(
Z(0, t, z)
)
+
t∫
0
[
Φa,f + b
](
s, Z(s, t, z)
)
ds (22)
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because in this case χ
(
Z(s, t, z)
)
= 1 as Z(s, t, Br0(0)) ⊂ Br1(0). This
means that the values of f
∣∣
Br0 (0)
do not depend on the choice of χ as long
as (11) and (13) hold.
Proof of Proposition 2 Let c > 0 denote a generic constant depending only
on r0, r2, T and the norms of the coefficients. For t ∈ [0, T ] and z ∈ R6
let Z = (X,V )(s, t, z) denote the solution of the characteristic system with
Z(t, t, z) = z. Moreover, for t ∈ [0, T ] and z ∈ R6, we define a recursive se-
quence by f0(t, z) := f˚(z) and
fn+1(t, z) := f˚(Z(0, t, z)) +
t∫
0
[
∂xψfn ·C+ χΦa,fn + b
](
s, Z(s, t, z)
)
ds.
By induction we can conclude that all fn are continuous. Then for any fixed
τ ∈ [0, T ] and n ∈ N the functions f˚ , [∂xψfn · C](τ), [χΦa,fn](τ) and b(τ)
are continuous and compactly supported in Br(0) with r = max{r0, r2}. This
directly implies that f0(t) is compactly supported with supp f0(t) ⊂ Br(0) for
all t ∈ [0, T ]. Moreover, for any τ ∈ [0, T ], Lemma 1 implies that
supp f˚(Z(s, t, ·)) = Z(t, s, supp f˚)
supp
[
∂xψf ·C](τ, Z(s, t, ·)) = Z
(
t, s, supp ∂xψfn ·C(τ)
)
supp
[
χΦa,fn
]
(τ, Z(s, t, ·)) = Z(t, s, suppχΦa,fn(τ))
suppb
(
τ, Z(s, t, ·)) = Z(t, s, suppb(τ))


⊂ Bζ(r)(0) .
If we choose τ = s we can inductively deduce that supp fn(t) ⊂ Bζ(r)(0) for all
t ∈ [0, T ] and all n ∈ N. Finally, by another induction, fn ∈ C1(]0, T [×R6) as
the partial derivatives can be recursively described by:
∂tf0(t, z) = 0, ∂zif0(t, z) = ∂zi f˚(z),
∂tfn+1(t, z) = ∂z˚f(Z(0, t, z)) · ∂tZ(0) + ∂xψfn ·C(t, z) + χΦa,fn(t, z) + b(t, z)
+
t∫
0
∂z
[
∂xψfn ·C+ χΦa,fn + b
](
s, Z(s, t, z)
) · ∂tZ(s, t, z) ds
∂zifn+1(t, z) = ∂z˚f(Z(0, t, z)) · ∂ziZ(0, t, z)
+
t∫
0
∂z
[
∂xψfn ·C+ χΦa,fn + b
](
s, Z(s, t, z)
) · ∂ziZ(s, t, z) ds.
where
∂z
[
∂xψf ·C+ χΦa,fn + b
]
=
(
D2xψfn C+DxC ∂xψfn + ∂xχΦa,fn + χΦ
′
a,fn
+ ∂xb
DvC ∂xψfn + ∂vχΦa,fn + ∂vb
)
.
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Using Lemma 1, (18), (19) and [2, Lem. 2], we obtain the following estimates by
a straightforward computation:
‖f1(t)− f0(t)‖∞ ≤ c, ‖∂tf1(t)− ∂tf0(t)‖∞ ≤ c, ‖∂zif1(t)− ∂zif0(t)‖∞ ≤ c,
‖fn+1(t)− fn(t)‖∞ ≤ c
t∫
0
‖fn(s)− fn−1(s)‖∞ ds,
‖∂zifn+1(t)− ∂zifn(t)‖∞ ≤ c
t∫
0
‖fn(s)− fn−1(s)‖W 1,∞ ds,
‖∂tfn+1(t)− ∂tfn(t)‖∞ ≤ c
t∫
0
[
‖∂tfn(s)− ∂tfn−1(s)‖∞,
+ ‖fn(s)− fn−1(s)‖W 1,∞
]
ds.
Hence there exists some constant c∗ > 0 such that for all t ∈ [0, T ],
M1,0(t) ≤ c∗ and Mn+1,n(t) ≤ c∗
t∫
0
Mn,n−1(s) ds, n ∈ N
where Mm,n(t) denotes the expression
max {‖fm(t)− fn(t)‖∞, ‖∂tfm(t)− ∂tfn(t)‖∞, ‖∂zfm(t)− ∂zfn(t)‖∞}
for m,n ∈ N0. Thus by induction,
Mn+1,n(t) ≤ c∗ t
n
n!
≤ c∗T
n
n!
, t ∈ [0, T ], n ∈ N
and hence for m,n ∈ N with n < m,
Mm,n(t) ≤
m−1∑
j=n
Mj+1,j(t) ≤
∞∑
j=n
c∗
T j
j!
→ 0, n→∞ .
Consequently (fn) is a Cauchy-sequence in C
1
b ([0, T ] × R6) and converges to
some function f ∈ C1b ([0, T ]× R6) because of completeness. Obviously, as the
radius ζ(r) does not depend on n, supp f(t) ⊂ Bζ(r)(0) ⊂ Bζ(r+1)(0) for all
t ∈ [0, T ] and f satisfies the equation
f(t, z) = f˚(Z(0, t, z)) +
t∫
0
[
∂xψf ·C+Φa,f + b
]
(s, Z(s, t, z)) ds . (23)
One can easily show that f is a classical solution of (4) by differentiating both
sides of (23) with respect to t. We will finally prove uniqueness by assuming that
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there exists another solution f˜ of the initial value problem and define d := f− f˜ .
Then for any t ∈ [0, T ],
‖d(t)‖2L2 = 2
t∫
0
∫
∂xψd(s) ·C(s) d(s) + χΦa,d(s) d(s) dzds ≤ c
t∫
0
‖d(s)‖2L2 ds
and hence ‖d(t)‖L2 = 0 for all t ∈ [0, T ] by Gronwall’s lemma. This directly
implies that f = f˜ which means uniqueness.
Definition 3. We call f a strong solution of the initial value problem (4) iff
the following holds:
(i) f ∈ H1(]0, T [×R6) ⊂ C([0, T ];L2).
(ii) f satisfies
∂tf + v · ∂xf +A · ∂vf + (v ×B) · ∂vf = ∂xψf ·C+Φa,f + b
almost everywhere on [0, T ]× R6.
(iii) f satisfies the initial condition f
∣∣
t=0
= f˚ almost everywhere on R6.
(iv) There exists some radius r > 0 such that supp f(t) ⊂ Br(0), t ∈ [0, T ].
Corollary 4. We define r := max{r0, r2} and let C > 0 denote some constant
depending only on r0, r2 and the norms of the coefficients.
(a) Suppose that B ∈ L2(0, T ;C1,γ(R3;R3)), C ∈ L2(0, T ;H1 ∩ Cb(R6;R3)),
b ∈ L2(0, T ;Cb∩H1(R6)) and f˚ ∈ C1c (R6). Moreover, we assume that the
regularity conditions (5), (8), (11) and the support conditions (12), (13)
hold. Then there exists a unique strong solution f ∈ L∞ ∩H1(]0, T [×R6)
of the initial value problem (4) such that
‖f‖L∞(]0,T [×R6) + ‖f‖H1(]0,T [×R6) ≤ C
and supp f(t) ⊂ Bζ(3+r)(0) for almost all t ∈ [0, T ].
(b) Suppose that b = 0, C = 0 and B ∈ L2(0, T ;C1,γ(R3;R3)). Moreover,
we assume that the regularity conditions (5), (7), (8), (11) and the sup-
port conditions (12), (13) hold. There exists a unique strong solution
f ∈W 1,2(0, T ;Cb) ∩ C([0, T ];C1b ) of (4) such that
‖f‖L∞(]0,T [×R6) + ‖f‖H1(]0,T [×R6) ≤ C
and supp f(t) ⊂ Bζ(2+r)(0) for almost all t ∈ [0, T ]. If r1 = ζ(r0), the
values of f
∣∣
Br0(0)
do not depend on the choice of χ as long as (11) and
(13) hold.
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Proof To prove (a) we can choose (bk) ⊂ C([0, T ];C1b ), (Bk) ⊂ C([0, T ];C1,γ),
(Ck) ⊂ C([0, T ];C1b ) and (˚fk) ⊂ C2c (R6) such that
bk → b in L2
(
0, T ;Cb ∩H1
)
, ‖bk‖L2(0,T ;H1) ≤ 2‖b‖L2(0,T ;H1),
‖bk‖L2(0,T ;Cb) ≤ 2‖b‖L2(0,T ;Cb),
f˚k → f˚ in C1b (R6), ‖˚fk‖C1b ≤ 2‖˚f‖C1b
Bk → B in L2
(
0, T ;C1,γ
)
, ‖Bk‖L2(0,T ;C1,γ) ≤ 2‖B‖L2(0,T ;C1,γ)
Ck → C in L2
(
0, T ;Cb ∩H1
)
, ‖Ck‖L2(0,T ;H1) ≤ 2‖C‖L2(0,T ;H1),
‖Ck‖L2(0,T ;Cb) ≤ 2‖C‖L2(0,T ;Cb)
and for all t ∈ [0, T ], suppbk(t), supp f˚k, and suppC(t) ⊂ Br0+1(0). Then, due
to Proposition 2, for every k ∈ N there exists a unique classical solution fk of
(4) to the coefficients a, bk, f˚k, A, Bk, Ck and χ. Moreover for all t ∈ [0, T ],
supp fk(t) ⊂ B̺(0) with ̺ := ζ(2 + max{r0, r2}) = ζ(2 + r) .
Now let Zk denote the solution of the characteristic system to A and Bk satis-
fying Zk(t, t, z) = z and let c > 0 denote some generic constant depending only
on T , r0, r2 and the norms of the coefficients. From Lemma 1 we know that for
any r > 0 and all s, t ∈ [0, T ],
‖Zk(s, t, ·)‖L∞(Br(0)) < C(r) and ‖∂zZk(s, t, ·)‖L∞(Br(0)) < C(r) (24)
where C(r) > 0 depends only on r, ‖A‖L2(0,T ;C1
b
) and ‖B‖L2(0,T ;C1
b
). Then we
can conclude from the implicit description (20) that
|fk(t, z)| ≤ ‖˚fk‖∞ +
t∫
0
‖∂xψfk(s)‖∞ ‖Ck(s)‖∞ + ‖Φa,fk(s)‖∞ + ‖bk(s)‖∞ ds
≤ c+ c
t∫
0
‖fk(s)‖∞ ds, (t, z) ∈ [0, T ]× R6.
which yields ‖fk(t)‖L∞ ≤ c by Gronwall’s lemma. By differentiating (20) and
using (24) the z-derivative can be bounded similarly by
‖∂zfk(t)‖2L2 = ‖∂zfk(t)‖2L2(B̺(0)) ≤ c+ c
t∫
0
‖∂zfk(s)‖2L2 ds
which implies that ‖∂zfk(t)‖L2 ≤ c for all t ∈ [0, T ]. Finally one can easily show
that ‖∂tfk‖L2(0,T ;L2) ≤ c by expressing ∂tfk by the Vlasov equation. Since all
fk(t) are compactly supported in B̺(0) this yields
‖fk‖L∞(]0,T [×R6) + ‖fk‖H1(]0,T [×R6) ≤ c .
Then, according to the Banach-Alaoglu theorem, there exists f ∈ H1(]0, T [×R6)
such that fk ⇀ f after extraction of a subsequence. Moreover there exists some
9
function f∗ ∈ L∞(]0, T [×R6) such that fk ∗⇀ f∗ up to a subsequence, i.e., a
subsequence of (fk) converges to f
∗ with respect to the weak-*-topology on
L1(]0, T [×R6)∗. Thus f = f∗ ∈ L∞(]0, T [×R6) ∩ H1(]0, T [×R6). We will now
show that f is a strong solution of (4) by verifying the conditions of Definition 3.
Condition (i) is evident since f ∈ H1(]0, T [×R6) ⊂W 1,2(0, T ;L2) which di-
rectly yields f ∈ C([0, T ];L2) by Sobolev’s embedding theorem.
Condition (iv) is also obvious because supp fk ⊂ B̺(0) for all k ∈ N,
t ∈ [0, T ]. The radius ̺ does not depend on k and satisfies ̺ < ζ(3 + r).
Condition (ii): By Rellich-Kondrachov, fk → f in L2([0, T ] × R6) up to a
subsequence. This implies that ψfk → ψf and Φa,fk → Φa,f in L2([0, T ]× R3)
and the assertion easily follows.
Condition (iii): Finally, according to Mazur’s lemma, there exists some se-
quence (f¯k)k∈N ⊂ H1(]0, T [×R6) such that f¯k → f in H1(]0, T [×R6) where for
all k ∈ N, f¯k is a convex combination of f1, ..., fk. This means f¯k(0) = f˚ and
hence
‖f(0)− f˚‖L2 ≤ c ‖f − f¯k‖W 1,2(0,T ;L2) ≤ c ‖f − f¯k‖H1(]0,T [×R6) → 0, k →∞ .
Consequently f is a strong solution but we still have to prove uniqueness.
We assume that there exists another strong solution f˜ and define d := f − f˜ .
Then, by the fundamental theorem of calculus,
‖d(t)‖2L2 = 2
t∫
0
∫
∂xψd(s) ·C(s) d(s) + χΦa,d(s) d(s) dzds ≤ c
t∫
0
‖d(s)‖2L2 ds
for all t ∈ [0, T ]. Hence ‖f(t) − f˜(t)‖2
L2
= ‖d(t)‖2
L2
= 0 for every t ∈ [0, T ] by
Gronwall’s lemma. This proves (a).
To prove (b) we only have to approximate B. Therefore we choose some
sequence (Bk) ⊂ C([0, T ];C1,γ) such that
‖Bk −B‖L2(0,T ;C1,γ) → 0, and ‖Bk‖L2(0,T ;C1,γ) ≤ 2‖B‖L2(0,T ;C1,γ), k ∈ N.
Then for any k ∈ N there exists a unique classical solution fk of the system (4)
to the coefficients a, f˚ , A, Bk and χ according to Proposition 2. Recall that
for all t ∈ [0, T ], supp fk(t) ⊂ B̺(0) where ̺ := ζ(r + 1) with r = max{r0, r2}.
Again, let Zk denote the solution of the characteristic system to A and Bk
satisfying Zk(t, t, z) = z and in the following the letter c denotes some generic
positive constant depending only on T , r0, r2 and the norms of the coefficients.
Now for all s, t ∈ [0, T ] (where s ≤ t without loss of generality) and z ∈ B̺(0),
∣∣∣
|Zk(s)− Zj(s)| ≤
t∫
s
c (1 + ‖DxA(τ)‖∞ + ‖DxBk(τ)‖∞) |Zk(τ) − Zj(τ)| dτ
+ c
T∫
0
‖Bk(τ) −Bj(τ)‖∞ dτ
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which implies that ‖Zk(s, t, ·) − Zj(s, t, ·)‖L∞(Bρ(0)) ≤ c ‖Bk − Bj‖L2(0,T ;L∞).
Similarly, for any i ∈ {1, ..., 6} the difference of the i-th derivative can be
bounded by
|∂ziZk(s)− ∂ziZj(s)|
≤ c
t∫
s
[
(1 + ‖A(τ)‖C1,γ + ‖Bk(τ)‖C1,γ ) |∂ziZk(τ)− ∂ziZj(τ)|
+ (1 + ‖A(τ)‖C1,γ + ‖Bk(τ)‖C1,γ ) ‖Zk(τ)− Zj(τ)‖γ∞
+ ‖Bk(τ) −Bj(τ)‖C1
b
]
dτ
≤
t∫
s
c (1 + ‖A(τ)‖C1,γ + ‖Bk(τ)‖C1,γ ) |∂ziZk(τ)− ∂ziZj(τ)| dτ
+ c ‖Bk −Bj‖γL2(0,T ;C1
b
)
for all s, t ∈ [0, T ] and z ∈ B̺(0). Thus
‖∂zZk(s)− ∂zZj(s)‖L∞(B̺(0)) ≤ c ‖Bk −Bj‖γL2(0,T ;C1
b
)
.
Now for all t ∈ [0, T ], z ∈ B̺(0),
|fk(t, z)− fj(t, z)| ≤ ‖Df˚‖∞ |Zk(0, t, z)− Zj(0, t, z)|+ c
t∫
0
‖fk(τ)− fj(τ)‖∞dτ
≤ c ‖Bk −Bj‖L2(0,T ;L∞) + c
t∫
0
‖fk(τ) − fj(τ)‖∞ dτ
and thus Gronwall’s lemma implies that
‖fk − fj‖L∞(0,T ;L∞) ≤ c ‖Bk −Bj‖L2(0,T ;L∞)
Similarly, for all t ∈ [0, T ], z ∈ Br(0),
|∂zfk(t, z)− ∂zfj(t, z)| ≤ c‖Bk −Bj‖γL2(0,T ;C1
b
)
+ c
t∫
0
‖∂zfk(τ) − ∂zfj(τ)‖∞ dτ
and consequently ‖∂zfk − ∂zfj‖L∞(0,T ;L∞) ≤ c ‖Bk − Bj‖γL2(0,T ;C1,γ). By ex-
pressing ∂tfk and ∂tfj by their corresponding Vlasov equation we can easily
compute the estimate ‖∂tfk − ∂tfj‖L2(0,T ;Cb) ≤ c ‖Bk −Bj‖γL2(0,T ;C1,γ).
This means that (fk) is a Cauchy sequence in W
1,2(0, T ;Cb) ∩C([0, T ];C1b )
and thus it converges to some function f ∈ W 1,2(0, T ;Cb) ∩ C([0, T ];C1b ) be-
cause of completeness. Note that for all t ∈ [0, T ], supp f(t) ⊂ Bζ(r+2). From
the strong convergence one can easily conclude that f satisfies the system (4)
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almost everywhere and thus f is a strong solution according to Definition 3.
Moreover, by the definition of convergence, we can find k ∈ N such that
‖f − fk‖W 1,2(0,T ;Cb) + ‖f − fk‖C(0,T ;C1b ) ≤ 1 and consequently
‖f‖W 1,2(0,T ;Cb) + ‖f‖C(0,T ;C1b) ≤ 1 + ‖fk‖W 1,2(0,T ;Cb) + ‖fk‖C(0,T ;C1b ) ≤ c
as the sequence (fk) is bounded in C
1
b (]0, T [×R6) according to Proposition 2
and Bk is bounded by ‖Bk‖L2(0,T ;C1,γ) ≤ 2‖B‖L2(0,T ;C1,γ).
We will now assume that r1 = ζ(r0). As it has already been discussed in the
comment to Proposition 2 the values of fk|Br0(0) do not depend on the choice of
χ as long as (11) and (13) hold. As fk|Br0(0) converges to f |Br0(0) uniformely
on [0, T ]×Br0(0) this result holds true for f |Br0(0).
3 Fréchet differentiability of the field-state oper-
ator
Again, let K > 0 be arbitrary. We can now use the results of Section 5.1 to
establish Fréchet differentiability of the control state operator on B˚K (that is
the interior of BK).
Theorem 5. Let f. be the field-state operator as defined in [2, Def. 13]. For all
B ∈ BK , H ∈ V there exists a unique strong solution fHB ∈ L∞ ∩H1(]0, T [×R)
⊂ C([0, T ];L2) of the initial value problem

∂tf + v · ∂xf − ∂xψfB · ∂vf − ∂xψf · ∂vfB + (v×B) · ∂vf + (v×H) · ∂vfB = 0
f
∣∣
t=0
= 0 (25)
with supp f(t) ⊂ B̺(0) for all t ∈ [0, T ] and some radius ̺ > 0 depending only
on T,K, f˚ and β. Then the following holds:
(a) The field-state operator f. is Fréchet differentiable on B˚K with respect to
the C([0, T ];L2(R6))-norm, i.e., for any B ∈ B˚K there exists a unique
linear operator f ′B : V → C([0, T ];L2(R6)) such that
∀ε > 0 ∃δ > 0 ∀H ∈ V with ‖H‖V < δ :
B +H ∈ B˚K and
‖fB+H − fB − f ′B[H ]‖C([0,T ];L2)
‖H‖V < ε .
The Fréchet derivative is given by f ′B[H ] = f
H
B for all H ∈ V.
(b) For all B,H ∈ B˚K , the solution fHB depends Hölder-continuously on B
in such a way that there exists some constant C > 0 depending only on
f˚ , T,K and β such that for all A,B ∈ B˚K ,
sup
‖H‖V≤1
‖f ′A[H ]− f ′B[H ]‖L2(0,T ;L2) ≤ C ‖A−B‖γV . (26)
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CommentAs K > 0 was arbitrary the obove results hold true on B˚2K instead
of B˚K . Hence they are especially true for B ∈ BK .
Proof Let C denote some generic positive constant depending only on f˚ , K, T
and β. First note that the system (25) is of the type (4) since the coefficients of
(25) satisfy the regularity and support conditions of Corollary 4. Hence (25) has
a strong solution fHB ∈ L∞∩H1(]0, T [×R6). To prove Fréchet differentiability of
the field-state operator we must consider the difference fB+H−fB with B ∈ B˚K
and H ∈ V such that B +H ∈ B˚K . Therefore we will assume that ‖H‖V < δ
for some sufficiently small δ > 0. Now we expand the nonlinear terms in the
Vlasov equation (1) to pick out the linear parts. We have
∂xψfB+H · ∂vfB+H − ∂xψfB · ∂vfB
= ∂xψfB · ∂v(fB+H − fB) + ∂xψ(fB+H−fB) · ∂vfB +R1,(
v × (B +H)) · ∂vfB+H − (v ×B) · ∂vfB
= (v ×B) · ∂v(fB+H − fB) + (v ×H) · ∂vfB +R2
where R1 := ∂xψ(fB+H−fB) ·∂v(fB+H − fB) and R2 := (v×H) ·∂v(fB+H − fB)
are nonlinear remainders. Then R := R1 − R2 lies in L2(0, T ;H1 ∩ Cb) and
from [2, Lem. 2] and [2, Cor. 14] we can conclude that ‖R‖L2(0,T ;L2) ≤ C‖H‖1+γV .
Obviously fB+H − fB solves the initial value problem

∂tf + v · ∂xf − ∂xψfB · ∂vf − ∂xψf · ∂vfB + (v×B) · ∂vf + (v×H) · ∂vfB = R
f
∣∣
t=0
= 0 (27)
almost everywhere on [0, T ] × R6. From Corollary 4 (a) we know that this
solution is unique. Also according to Corollary 4 (a) the system

∂tf + v · ∂xf − ∂xψfB · ∂vf − ∂xψf · ∂vfB + (v ×B) · ∂vf = R ,
f
∣∣
t=0
= 0 .
(28)
has a unique strong solution fR. Then f
H
B + fR is a solution of (27) due to
linearity and thus fB+H − fB = fHB + fR because of uniqueness. It holds that
‖fR(t)‖2L2 = 2
t∫
0
∫
fR(s) ∂tfR(s) dzds = 2
t∫
0
∫
fR
(
∂xψfR · ∂vfB +R
)
dzds
≤ C
t∫
0
‖fR(s)‖2L2 + ‖fR(s)‖L2 ‖R(s)‖L2 ds .
Applying first the standard version and then the quadratic version of Gronwall’s
lemma (cf. Dragomir [1, p. 4]) yields
‖fR(t)‖L2 ≤ C ‖R‖L2(0,T ;L2) ≤ C ‖H‖1+γV
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Let now ε > 0 be arbitrary. Then for all t ∈ [0, T ],
‖fB+H − fB − fHB ‖C([0,T ];L2)
‖H‖V =
‖fR‖C([0,T ];L2)
‖H‖V ≤ C ‖H‖
γ
V < ε
if δ is sufficiently small. Hence assertion (a) is proved and the Fréchet derivative
is determined by the system (25).
To prove (b) suppose that A,B ∈ B˚K and H ∈ V with ‖H‖V ≤ 1. Now,
we choose sequences (Ak), (Bk), (Hk) ⊂ C([0, T ];W 2,β) ⊂ C([0, T ];C1,γ) such
that Ak → A, Bk → B, Hk → H in L2(0, T ;C1,γ) if k tends to infinity. From
Corollary 4 (and its proof) we can conclude that
‖fHkAk ‖H1(]0,T [×R6) ≤ C and ‖f
Hk
Bk
‖H1(]0,T [×R6) ≤ C,
fHkAk ⇀ f
H
A and f
Hk
Bk
⇀ fHB in H
1(]0, T [×R6) .
Since the (x, v)-supports of all occurring functions are contained in some ball
B̺(0) whose radius r depends only on f˚ , K, T and β but not on k, we can
apply the Rellich-Kondrachov theorem to obtain
fHkAk → fHA and f
Hk
Bk
→ fHB in L2([0, T ]× R6)
up to a subsequence. As Ak, Bk and Hk satisfy the regularity condition (9),
fHkAk and f
Hk
Bk
are classical solutions and can be described implicitely by the
representation formula (20). Note that [2, Lem. 8] holds true for ̺ instead of R.
Hence for all s, t ∈ [0, T ],
‖ZF (s, t, ·)‖L∞(B̺(0)) ≤ C, ‖∂zfF (s)‖∞ ≤ C, ‖D2zfF ‖L2(0,T ;L2) ≤ C
for all F ∈ {Ak, Bk ∣∣ k ∈ N}. Also recall that we know from [2, Lem. 9] (with ̺
instead of R) that for all s, t ∈ [0, T ],
‖fAk(s)− fBk(s)‖∞ ≤ C ‖Ak −Bk‖V ,
‖∂zfAk(s)− ∂zfBk(s)‖∞ ≤ C ‖Ak −Bk‖γV ,
‖ZAk(s, t, ·)− ZBk(s, t, ·)‖L∞(B̺(0)) ≤ C ‖Ak −Bk‖V .
Then we can conclude from the implicit description (20) that
‖fHkAk (t)− f
Hk
Bk
(t)‖L2
≤ C
t∫
0
(
1 + ‖fAk(s)‖H2 + ‖Hk(s)‖W 2,β
) ‖ZAk(s)− ZBk(s)‖L∞(B̺(0)) ds
+ C
t∫
0
(
1 + ‖Hk(s)‖W 2,β
) ‖∂vfAk(s)− ∂vfBk(s)‖L∞ ds
+ C
t∫
0
‖fHkAk (s)− f
Hk
Bk
(s)‖L2 ds
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and thus by Gronwall’s lemma,
‖fHkAk − fHkBk ‖L2(0,T ;L2) ≤ C ‖fHkAk − fHkBk ‖L∞(0,T ;L2) ≤ C ‖Ak −Bk‖
γ
V .
If k →∞, we obtain ‖fHA − fHB ‖L2(0,T ;L2) ≤ C ‖A−B‖γV that is (b).
4 An optimal control problem with a tracking
type cost functional
We will now consider the model problem that was introduced in [2, Sect. 5]. Let
f˚ ∈ C2c (R6) be any given initial datum and let T > 0 be some fixed final time.
Now, we want to find a control B ∈ BK such that the distribution function
fB at time T matches a desired distribution function fd ∈ C2c (R6) as closely as
possible. This is to be achieved by minimizing the L2-difference ‖fB(T )−fd‖L2 .
Therefore our optimization problem reads as follows:
Minimize J(B) =
1
2
‖fB(T )− fd‖2L2(R6) +
λ
2
‖DxB‖2L2([0,T ]×R3;R3×3),
s.t. B ∈ BK .
(29)
Here λ is a nonnegative parameter and the field B is the control in our model.
Since ‖f(t)‖p = ‖f˚‖p for all 1 ≤ p ≤ ∞, t ∈ [0, T ] it makes sense to assume
that ‖fd‖p = ‖f˚‖p for all 1 ≤ p ≤ ∞ because otherwise the exact matching
f(T ) = fd would be impossible from the beginning.
In [2, Thm. 16] we have already proved that this optimal control problem has
at least one optimal solution. Since the control-state operator f. is nonlinear
we cannot expect J to be convex. Of course the regularization term is strictly
convex with respect to B if λ > 0 but if λ is rather small (which makes sense in
this model) there is no chance that this property can be transferred to J . Hence
we can not conclude that there is only one globally optimal solution. Of course
the optimal control problem may also have several locally optimal solutions. In
the following subsection, these locally optimal solutions will be characterized by
necessary optimality conditions of first order.
4.1 Necessary conditions for local optimality
A locally optimal solution is defined as follows:
Definition 6. A control B¯ ∈ BK is called a locally optimal solution of the
optimization problem (29) iff there exists δ > 0 such that
J(B¯) ≤ J(B) for all B ∈ Bδ(B¯) ∩ BK
where Bδ(B¯) is the open ball in V with radius δ and center B¯.
To establish necessary optimality conditions of first order we need Fréchet
differentiability of the cost functional J .
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Lemma 7. The cost functional J is Fréchet differentiable on BK with Fréchet
derivative
J ′(B)[H ] = 〈fB(T )− fd, f ′B(T )[H ]〉L2(R6) + λ〈DxB,DxH〉L2([0,T ]×R3;R3×3)
for all H ∈ V. Let B¯ ∈ BK be a locally optimal solution of the optimization
problem (29). Then
J ′(B¯)[H ]
{
= 0, if B¯ ∈ B˚K
≥ 0, if B¯ ∈ ∂BK
, H ∈ BK with B¯ +H ∈ BK .
Proof As the control-state operator is Fréchet differentiable on BK so is the
cost functional J by chain rule. Thus, the function [0, 1] ∋ t 7→ J(B¯ + tH) ∈ R
is differentiable with respect to t and since B¯ is also a local minimizer of this
function, we have
0 ≤ d
dt
J(B¯ + tH)
∣∣
t=0
=
(
J ′(B¯ + tH)
[
d
dt
(B¯ + tH)
]) ∣∣∣
t=0
= J ′(B¯)[H ]
for any H ∈ BK with B +H ∈ BK . If B¯ is an inner point of BK this line even
holds with "=" instead of "≤".
If we consider BK as a subset of L
2([0, T ]× R3;R3) it might be possible to
find an adjoint operator
(
f ′B(T )
)∗
: C([0, T ];L2) → L2([0, T ]×R3;R3) of f ′B(T ).
Then, by integration by parts,
J ′(B)[H ] = 〈fB(T )− fd, f ′B(T )[H ]〉L2(R6) + λ
3∑
i=1
〈∂xiB, ∂xiH〉L2([0,T ]×R3;R3)
= 〈(f ′B(T ))∗[fB(T )− fd]− λ ∆xB,H〉L2([0,T ]×R3;R3)
for all H ∈ V . This means that the derivative J ′ would have the explicit
description J ′(B) =
(
f ′B(T )
)∗
[fB(T )− fd]− λ ∆xB. If now B¯ ∈ intBK were a
locally optimal solution it would satisfy the semilinear Poisson equation
−∆xB = − 1
λ
(
f ′B(T )
)∗
[fB(T )− fd] .
In general such an adjoint operator is not uniquely determined. This means that
we cannot deduce uniqueness of our optimal solution. A common technique to
find an adjoint operator is the Lagrangian technique. For B ∈ BK and
f, g ∈ H1(]0, T [×R6) with supp f(t) ⊂ BR(0) for all t ∈ [0, T ] we define
L(f,B, g) := 1
2
‖f(T )− fd‖L2 +
λ
2
‖DxB‖2L2
−
∫
[0,T ]×R6
(
∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf
)
g d(t, x, v) .
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L is called the Lagrangian. Obviously, by integration by parts,
L(f,B, g) = 1
2
‖f(T )− fd‖L2 +
λ
2
‖DxB‖2L2 + 〈g(0), f(0)〉L2 − 〈g(T ), f(T )〉L2
+
∫
[0,T ]×R6
(
∂tg + v · ∂xg − ∂xψf · ∂vg + (v ×B) · ∂vg
)
f d(t, x, v) .
In the definition of the Lagrangian f , B and g are independent functions. How-
ever, inserting f = fB yields
J(B) = L(fB, B, g), B ∈ BK , g ∈ H1(]0, T [×R6) . (30)
It is important that this equality does not depend on the choice of g. Since L
is Fréchet differentiable with respect to f in the H1(]0, T [×R6)-sense and with
respect to B in the V-sense we can use this fact to compute the derivative of J
alternatively. By chain rule,
J ′(B)[H ] =
(
∂fL
)
(fB, B, g)
[
f ′B[H ]
]
+
(
∂BL
)
(fB , B, g)[H ] (31)
for all B ∈ BK , H ∈ V and any g ∈ H1(]0, T [×R6). Here ∂fL and ∂BL denote
the partial Fréchet derivative of L with respect to f and B. We will now fix f, g
and B. Then
(∂fL)(f,B, g)[h] = 〈f(T )− fd, h(T )〉L2 − 〈g(T ), h(T )〉L2 + 〈g(0), h(0)〉L2
+
∫
[0,T ]×R6
(
∂tg + v · ∂xg − ∂xψf · ∂vg + (v ×B) · ∂vg
)
h d(t, x, v)
−
∫
[0,T ]×R6
Φf,g(t, x, v) h d(t, x, v) (32)
for all h ∈ H1(]0, T [×R6) with supph(t) ⊂ BR(0), t ∈ [0, T ] where Φf,g is given
by (14). Moreover,
(∂BL)(f,B, g)[H ] = λ〈DxB,DxH〉L2 −
∫
[0,T ]×R6
(v ×H) · ∂vf g d(t, x, v)
=
∫
[0,T ]×R3

−λ∆xB +
∫
R3
v × ∂vf g dv

 ·H d(t, x)
(33)
for all H ∈ V . Apparently, the derivative with respect to B looks pretty nice
while the derivative with respect to f is rather complicated. However if we insert
those terms in (31) we can still choose g. Now the idea of the Lagrangian tech-
nique is to choose g in such a way that the term (∂fL)(fB, B, g)[f ′B[H ]] vanishes.
We consider the following final value problem which we will call the costate
equation {
∂tg + v · ∂xg − ∂xψfB · ∂vg + (v ×B) · ∂vg = ΦfB ,g χ
g
∣∣
t=T
= fB(T )− fd
(34)
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where χ ∈ C2c (R6; [0, 1]) with χ = 1 on BRZ (0) and suppχ ∈ B2RZ (0) denotes
an arbitrary but fixed cut-off function. Here RZ is the constant from [2, Lem. 8],
i.e., for all s, t ∈ [0, T ], ZB(s, t, BR(0)) ⊂ BRZ (0). Existence and uniqueness of
a strong solution to this system will be established in the following theorem:
Theorem 8. Let B ∈ BK be arbitrary. The costate equation (34) has a unique
strong solution gB ∈W 1,2
(
0, T ;Cb(R
6)
)∩C([0, T ];C1b (R6))∩L∞(0, T ;H2(R6))
with compact support supp gB(t) ⊂ BR∗(0) for all t ∈ [0, T ] and some radius
R∗ > 0 depending only on f˚ , fd, T,K and β.
In this case gB
∣∣
BR(0)
does not depend on the choice of χ.
Moreover gB depends Hölder-continuously on B in such a way that there
exists some constant C ≥ 0 depending only on f˚ , fd, T,K, β and ‖χ‖C1
b
such
that for all B,H ∈ BK ,
‖gB − gH‖W 1,2(0,T ;Cb) + ‖gB − gH‖C([0,T ];C1b ) ≤ C‖B −H‖
γ
V . (35)
CommentNote that only the values of gB on the ball BR(0) will matter in the
following approach. Therefore it is essential that those values are not influenced
by the cut-off function χ.
Proof Step 1 : Obviously the system (34) has a unique strong solution gB in
the sense of Corollary 4 (a). Unfortunately the coefficients do not satisfy the
stronger regularity conditions of Corollary 4 (b) as the final value fB(T )− fd is
not in C2c (R
6). However, because of linearity, it holds that gB = g˜B −hB where
g˜B is a solution of
∂tg˜ + v · ∂xg˜ − ∂xψfB · ∂vg˜ + (v ×B) · ∂vg˜ = ΦfB ,g˜ χ, g˜
∣∣
t=T
= f(T )
and hB is a solution of
∂th+ v · ∂xh− ∂xψfB · ∂vh+ (v ×B) · ∂vh = ΦfB ,h χ, h
∣∣
t=T
= fd
Now the first system has a unique strong solution in the sense of Corollary 4 (a)
and the second one possesses a strong solution in the sense of Corollary 4 (b)
since fd ∈ C2c (R6). Indeed the solution g˜B is much more regular. As ΦfB ,fB = 0
one can easily see that fB is a solution of the first system and thus, be-
cause of uniqueness, g˜B = fB. Consequently gB = fB − hB lies in the space
W 1,2(0, T ;Cb)∩C([0, T ];C1b ). Due to Corollary 4 (b) the values of hB on BR(0)
do not depend on the choice of χ. Of course fB does not depend on χ either
and hence gB
∣∣
BR(0)
does not depend on the choice of χ.
Step 2 : We will now prove the Hölder estimate. It suffices to establish
the result for h. as the result has already been proved for f. in [2, Cor. 14].
Therefore let B,H ∈ BK be arbitrary and let C > 0 denote some generic
constant depending only on f˚ , fd, T , K, β and ‖χ‖C2
b
. According to [2, Lem. 3]
Lemma there exist sequences (Bk), (Hk) ⊂ C
(
[0, T ];C2b
)
such that
‖Bk‖V ≤ 2K, ‖Hk‖V ≤ 2K, ‖Bk −B‖V → 0, ‖Hk −H‖V → 0
18
if k → ∞. By Corollary 4 (b) (and its proof) the induced strong solutions hBk
and hHk satisfy
hBk → hB, hHk → hH inW 1,2(0, T ;Cb) ∩ C([0, T ];C1b ),
‖hBk‖W 1,2(0,T ;Cb) + ‖hBk‖C([0,T ];C1b ) ≤ C,
‖hHk‖W 1,2(0,T ;Cb) + ‖hHk‖C([0,T ];C1b ) ≤ C.
The constant C does not depend on k since ‖Bk‖V and ‖Hk‖V are bounded
by 2K. Also note that there exists some constant ̺ > 0 depending only on
f˚ , fd, T,K and β (but not on k) such that supphBk ⊂ B̺(0), supphHk ⊂ B̺(0).
As hBk and hHk are classical solutions they satisfy the implicit representation
formula (21). We also know from [2, Lem. 9] (with ̺ instead of R) that
‖fBk(t)− fHk(t)‖∞ ≤ C ‖Bk −Hk‖V ,
‖DzfBk(t)−DzfHk(t)‖∞ ≤ C ‖Bk −Hk‖γV ,
‖ZBk(t)− ZHk(t)‖L∞(B̺(0)) ≤ C ‖Bk −Hk‖V
‖DzZBk(t)−DzZHk(t)‖L∞(B̺(0)) ≤ C ‖Bk −Hk‖γV
for all t ∈ [0, T ]. Together with [2, Lem. 8] this yields
‖hBk(t)− hHk(t)‖L∞
≤ ‖fd‖C1
b
‖ZBk(T, t, ·)− ZHk(T, t, ·)‖L∞(B̺(0))
+
T∫
t
‖ΦfBk ,hBk (s, ZBk(s, t, ·))− ΦfHk ,hHk (s, ZHk(s, t, ·))‖L∞(B̺(0)) ds
≤ C ‖Bk −Hk‖γV + C
T∫
t
‖hBk(s)− hBk(s)‖L2 ds
and hence ‖hBk − hHk‖C([0,T ];Cb) ≤ C ‖Bk −Hk‖γV . By a similar computation,
‖∂zhBk(t)− ∂zhHk(t)‖L∞ ≤ C‖Bk −Hk‖γV + C
T∫
t
‖∂zhBk(s)− ∂zhBk(s)‖L2 ds
and consequently ‖∂zhBk(t)− ∂zhHk‖C([0,T ];Cb) ≤ C ‖Bk−Hk‖γV by Gronwall’s
lemma. Expressing ∂thBk and ∂thHk by their corresponding Vlasov equation
then yields ‖∂thBk − ∂thHk‖L2(0,T ;Cb) ≤ C ‖Bk −Hk‖γV . In summary, we have
established that
‖hBk − hHk‖W 1,2(0,T ;Cb) + ‖hBk − hHk‖C([0,T ];C1b ) ≤ C ‖Bk −Hk‖
γ
V .
For k →∞ this directly implies that
‖hB − hH‖W 1,2(0,T ;Cb) + ‖hB − hH‖C([0,T ];C1b) ≤ C ‖B −H‖
γ
V .
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and hence
‖gB − gH‖W 1,2(0,T ;Cb) + ‖gB − gH‖C([0,T ];C1b ) ≤ C ‖B −H‖
γ
V .
Step 3 : We must still prove that gB ∈ L∞(0, T ;H2). Since fB ∈ L∞(0, T ;H2)
has already been established in [2, Thm. 12], it suffices to show that hB is twice
weakly differentiable with respect to z andD2zhB ∈ L∞(0, T ;L2). Recall that for
any k ∈ N, fBk ∈ C([0, T ];C2b ) according to [2, Thm. 7] and hBk ∈ C([0, T ];C1b )
according to Theorem 2. Thus for all i ∈ {1, 2, 3},
∂xi∂vifBk hBk + ∂vifBk ∂xihBk ∈ C([0, T ];Cb),
supp
[
∂xi∂vifBk hBk + ∂vifBk ∂xihBk
]
(t) ⊂ BR(0), for all t ∈ [0, T ],
ψ(∂xi∂vifBk hBk+∂vifBk ∂xihBk ) ∈ C
(
[0, T ];C1b
) ∩ C([0, T ];H2(Br(0))) , r > 0.
The third line follows from [2, Lem. 2]. Consequently,
ΦfBk ,hBk =
3∑
i=1
∂xiψ∂vifBk hBk =
3∑
i=1
ψ(∂xi∂vifBk hBk+∂vifBk ∂xihBk )
lies in C
(
[0, T ];C1b
) ∩ C([0, T ];H2(Br(0))) for any r > 0 and hence
ΦfBk ,hBk χ ∈ C
(
[0, T ];C1b
) ∩C([0, T ];H2) (36)
since χ is compactly supported. We also know from [2, Lem. 8] (with ̺ instead
of R) that ZBk is twice continuously differentiable with respect to z and∥∥t 7→ ZBk(s, t, ·)∥∥L∞(0,T ;H2(B̺(0))) ≤ C, s ∈ [0, T ].
Now recall the implicit representation formula (21) for hBk that is
hBk(t, z) = fd
(
ZBk(T, t, z)
)−
T∫
t
[
ΦfBk ,hBk χ
](
s, ZBk(s, t, z)
)
ds (37)
for all (t, z) ∈ [0, T ]× R6. As fd ∈ C2c (R6) and ZBk(T, t, ·) ∈ C2(R6), the term
fd(ZBk(T, t, z)) is twice continuously differentiable with respect to z by chain
rule. By approximating ΦfBk ,hBk χ by sufficiently smooth functions one can
easily show that the second summand of (37) is twice weakly differentiable and
the derivatives can be computed by chain rule (with weak instead of classical
derivatives if necessary).
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Thus, for any i, j ∈ {1, 2, 3}, the weak derivative ∂zi∂zjhBk can be bounded by
‖∂zi∂zjhBk(t)‖L2 ≤ C ‖fd‖C2b ‖ZBk(0, t, ·)‖H2(B̺(0))
+ C
T∫
t
‖ΦfBk ,hBk (s)‖H2(B̺(0)) ‖∂zZBk(s, t, ·)‖2L∞(B̺(0)) ds
+ C
T∫
t
‖ΦfBk ,hBk (s)‖W 1,∞(B̺(0)) ‖ZBk(s, t, ·)‖H2(B̺(0)) ds
≤ C + C ‖ZBk(0)‖H2(B̺(0)) + C
T∫
0
‖ZBk(s)‖H2(B̺(0)) ds .
By (36) this finally yields ‖∂zi∂zjhBk‖2L∞(0,T ;L2) ≤ C. Then (∂zi∂zjhBk) is con-
verging with respect to the weak-*-topology on [L1(0, T ;L2)]∗ = L∞(0, T ;L2)
up to a subsequence. Because of uniqueness, the weak-*-limit of the sequence
(∂zi∂zjhBk) must be ∂zi∂zjhB and especially hB ∈ L∞(0, T ;H2). This com-
pletes the proof.
Now inserting the state fB and its costate gB in (31) yields
J ′(B)[H ] = (∂BL)(fB, B, gB)
[
H
]
, H ∈ V (38)
since f ′B[H ]
∣∣
t=0
= 0. This provides a necessary optimality condition:
Theorem 9.
(a) The Fréchet derivative of J at the point B ∈ BK is given by
J ′(B)[H ] =
∫
[0,T ]×R3

−λ∆xB +
∫
R3
v × ∂vfB gB dv

 ·H d(t, x), H ∈ V .
(b) Let us assume that B¯ ∈ BK is a locally optimal solution of the optimization
problem (29). Then for all B ∈ BK ,
∫
[0,T ]×R3

−λ∆xB¯ +
∫
R3
v×∂vfB¯ gB¯ dv

· (B − B¯) d(t, x)
{
= 0, if B¯ ∈ B˚K
≥ 0, if B¯ ∈ ∂BK
.
(c) If we additionally assume that B¯ ∈ B˚K then B¯ satisfies the semilinear
Poisson equation
−∆xB¯ = − 1
λ
∫
R3
v × ∂vfB¯ gB¯ dv. (39)
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In this case B¯ ∈ C([0, T ];C2b (R3)) with
B¯(t, x) = − 1
4πλ
∫∫
1
|x− y| w × ∂vfB¯(t, y, w) gB¯(t, y, w) dwdy (40)
for all t ∈ [0, T ] and x ∈ R3. Thus B¯ does not depend on the choice of χ
as long as χ = 1 on BRZ (0) as it only depends on gB¯
∣∣
BR(0)
.
Proof (a) follows immediately from (33) and (38). (b) is a direct consequence
of Lemma 7 and (a) with H := B − B¯ and (b) implies (39). Recall that for
almost all t ∈ [0, T ], B¯(t) has a continuous representative satisfying B¯i(t, x) → 0
if |x| → ∞ for every i ∈ {1, 2, 3}. Hence B¯ is uniquely determined by (40). We
must still prove that B¯ lies in C([0, T ];C2b (R
3)). Recall that fB¯ and gB¯ are in
W 1,2(0, T ;Cb(R
6)) ∩C([0, T ];C1b (R6)) as B¯ ∈ BK . Thus
p : [0, T ]× R3 → R3, (t, x) 7→
∫
v × ∂vfB¯ gB¯ dv
is continuous with supp p(t) ⊂ BR(0) for all t ∈ [0, T ]. By approximating fB¯ by
C([0, T ];C2b )-functions and using integration by parts one can easily show that
p is continuously differentiable where the partial derivatives are given by
∂xip = −
∫
(v × ∂vfB¯) ∂xigB¯ − (v × ∂vgB¯) ∂xifB¯ dv, i = 1, 2, 3.
Consequently B¯ ∈ C([0, T ];C2b (R3;R3)). Since gB¯ does not depend on χ as long
as χ = 1 on BRZ (0) the same holds for B¯.
Note that Theorem 9 provides only a necessary but not a sufficient condition
for local optimality. If a control B satisfies the above condition it could still be
a saddle point or even a local maximum point. Theorem 9 does also not pro-
vide uniqueness of the locally optimal solution. However the globally optimal
solution that is predicted by [2, Thm. 16] is also locally optimal. Thus we have
at least one control to satisfy the necessary optimality condition of Theorem 9.
Assuming that there exists a locally optimal solution B¯ ∈ B˚K we can easily
deduce from Theorem 9 that the triple (fB¯, gB¯, B¯) is a classical solution of some
certain system of equations.
Corollary 10. Suppose that B¯ ∈ B˚K is a locally optimal solution of the opti-
mization problem (29). Let fB¯ and gB¯ be its induced state and costate. Then
fB¯, gB¯ ∈ C1([0, T ]× R6) and the triple (fB¯, gB¯, B¯) is a classical solution of the
optimality system

∂tf + v · ∂xf − ∂xψf · ∂vf + (v×B) · ∂vf = 0, f
∣∣
t=0
= f˚
∂tg + v · ∂xg − ∂xψf · ∂vg + (v×B) · ∂vg = Φf,gχ, g
∣∣
t=T
= f(T )− fd
B(t, x) = − 14πλ
∫∫
1
|x−y| w × ∂vf(t, y, w) g(t, y, w) d(y, w) .
(41)
For all t ∈ [0, T ], supp fB¯(t) ⊂ BR(0) and supp gB¯(t) ⊂ BR∗(0).
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Proof From Theorem 9 we know that B¯ ∈ C([0, T ];C2b ). Thus by [2, Thm. 7]
the solution fB¯ is classical, lies in C
1([0, T ] × R6) ∩ C([0, T ];C2b ) and satisfies
supp fB¯(t) ⊂ BR(0), t ∈ [0, T ]. We can use the decomposition gB¯ = fB¯ + hB¯
from the proof of Theorem 8 and from Proposition 2 we can easily deduce that
gB¯ is classical, i.e., gB¯ ∈ C1([0, T ]× R6) with supp gB¯(t) ⊂ BR∗(0), t ∈ [0, T ].
The rest is obvious due to the construction of fB¯, gB¯ and Theorem 9.
4.2 A sufficient condition for local optimality
To prove that our cost functional is twice continuously Fréchet differentiable we
will need Fréchet differentiability of first order of the costate.
Lemma 11. Let g. : BK → C([0, T ];L2(R6)), B 7→ gB denote the field-costate
operator. For any B ∈ BK and H ∈ V there exists a unique strong solution
gHB ∈ H1(]0, T [×R6) of the final value problem

∂tg + v · ∂xg − ∂xψf ′B [H] · ∂vgB − ∂xψfB · ∂vg + (v×B) · ∂vg + (v×H) · ∂vgB
= ΦfB ,gχ− ΦgB ,f ′B [H]χ
g
∣∣
t=T
= 0 .
(42)
Then the following holds:
(a) The control-costate operator g. is Fréchet differentiable on B˚K with respect
to the C([0, T ];L2(R6))-norm, i.e., for any B ∈ B˚K there exists a unique
linear operator g′B : V → C([0, T ];L2(R6)) such that
∀ε > 0 ∃δ > 0 ∀H ∈ V with ‖H‖V < δ :
B +H ∈ B˚K and
‖gB+H − gB − g′B[H ]‖C([0,T ];L2)
‖H‖V < ε.
The Fréchet derivative is given by g′B[H ] = g
H
B for all H ∈ V.
(b) For all B,H ∈ B˚K , the solution gHB depends Hölder-continuously on B
in such a way that there exists some constant C > 0 depending only on
f˚ , T,K and β such that for all A,B ∈ B˚K ,
sup
‖H‖V≤1
‖g′A[H ]− g′B[H ]‖L2(0,T ;L2) ≤ C ‖A−B‖γV . (43)
The proof proceeds analogously to the proof of Theorem 5.
CommentAs K was arbitrary the above results hold true if B˚K is replaced
by B˚2K . Hence they are especially true on BK .
Continuous differentiability of the cost functional then follows:
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Corollary 12. The cost functional J of the optimization problem (29) is twice
Fréchet differentiable on B˚K . The Fréchet derivative of second order at the point
B ∈ B˚K can be described as a bilinear operator J ′′(B) : V2 → R that is given by
J ′′(B)[H1, H2] = λ 〈DxH1, DxH2〉L2([0,T ]×R3)
−
∫
[0,T ]×R6
(v ×H1) ·
(
∂vfB g
′
B[H2]− ∂vgB f ′B[H2]
)
d(t, x, v)
for all H1, H2 ∈ B˚K . Moreover there exists some constant C > 0 depending
only on f˚ , fd, T , K and β such that for all B, B˜ ∈ B˚K ,
‖J ′′(B)− J ′′(B˜)‖ ≤ C ‖B − B˜‖γV
where
‖J ′′(B)‖ = sup
{∣∣J ′′(B)[H1, H2]∣∣ ∣∣∣ ‖H1‖V = 1, ‖H2‖V = 1}
denotes the operator norm. This means that J is twice continuously differen-
tiable.
Proof Theorem 5 and Theorem 11 provide the decompositions
fB+H − fB = f ′B[H ] + fR[H ], gB+H − gB = g′B[H ] + gR[H ]
for B ∈ BK , H ∈ V with B +H ∈ BK where
‖fR[H ]‖C([0,T ];L2) = o(‖H‖V), ‖gR[H ]‖C([0,T ];L2) = o(‖H‖V)
if ‖H‖V tends to zero. Let now B ∈ BK and H1, H2 ∈ V with B +H2 ∈ BK be
arbitrary . Then, by Theorem 9 (a),
J ′(B +H2)[H1]− J ′(B)[H1]
= λ〈DxH1, DxH2〉L2
−
∫
[0,T ]×R6
(v ×H1) ·
(
∂vfB g
′
B[H2]− ∂vgB f ′B[H2]
)
d(t, x, v) +R
where
R := −
∫
[0,T ]×R6
(v ×H1) ·
(
∂vfB gR[H2]− ∂vgB fR[H2]
)
d(t, x, v)
−
∫
[0,T ]×R6
(v ×H1) · (∂vfB+H2 − ∂vfB) (gB+H2 − gB) d(t, x, v).
Using (2), (35), (26) and (43) one can easily show that
‖R‖ = sup{|R| : ‖H1‖V ≤ 1} = o(‖H2‖V)
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and hence J is twice Fréchet differentiable at the point B and the Fréchet
derivative is given by
J ′′(B)[H1, H2] = λ 〈DxH1, DxH2〉L2([0,T ]×R3)
−
∫
[0,T ]×R6
(v ×H1) ·
(
∂vfB g
′
B[H2]− ∂vgB f ′B[H2]
)
d(t, x, v)
for all H1, H2 ∈ V . To prove continuity let B, B˜ ∈ BK and H1, H2 ∈ V be
arbitrary and suppose that ‖Hi‖V ≤ 1 for i = 1, 2. Then
|J ′′(B)[H1, H2]− J ′′(B˜)[H1, H2]|
=
∣∣∣∣∣
T∫
0
∫
(v ×H1) ·
(
∂vfB g
′
B[H2]− ∂vfB˜ g′B˜[H2]
− ∂vgB f ′B[H2] + ∂vgB˜ f ′B˜[H2]
)
dzdt
∣∣∣∣∣
≤ C
T∫
0
‖H1(t)‖∞
[
‖∂vfB(t)− ∂vfB˜(t)‖L2 ‖g′B˜[H2](t)‖L2
+ ‖∂vfB(t)‖L2 ‖g′B[H2](t)− g′B˜[H2](t)‖L2
+ ‖∂vgB(t)− ∂vgB˜(t)‖L2 ‖f ′B˜[H2](t)‖L2
+ ‖∂vgB(t)‖L2 ‖f ′B[H2](t)− f ′B˜[H2](t)‖L2
]
dt
≤ C
[
‖g′
B˜
[H2]‖L2(0,T ;L2) + ‖∂vfB‖C(0,T ;L2) + ‖f ′B˜[H2]‖L2(0,T ;L2)
+ ‖∂vgB(t)‖C(0,T ;L2)
]
‖B − B˜‖γV
≤ C ‖B − B˜‖γV (44)
where the constant C > 0 depends only on f˚ , fd, T , K and β. This directly
yields continuity of the second order derivative with respect to the operator
norm.
The following theorem provides a sufficient condition for local optimality:
Theorem 13. Suppose that B¯ ∈ BK and let fB¯ and gB¯ be its induced state and
costate. Let 0 < α < 2 + γ be any real number. We assume that the variation
inequality
∫
[0,T ]×R3

−λ∆xB¯ +
∫
R3
v × ∂vfB¯ gB¯ dv

 · (B − B¯) d(t, x) = J ′(B¯)[B − B¯] ≥ 0
(45)
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holds for all B ∈ BK and that there exists some constant ε > 0 such that
λ ‖DxH‖2L2([0,T ]×R3) −
∫
[0,T ]×R6
(v ×H) · (∂vfB¯ g′B¯[H ]− ∂vgB¯ f ′B¯[H ]) d(t, x, v)
= J ′′(B¯)[H,H ] ≥ ε ‖H‖αV (46)
holds for all H ∈ BK . Then J satisfies the following growth condition: There
exists δ > 0 such that for all B ∈ BK with ‖B − B¯‖V < δ,
J(B) ≥ J(B¯) + ε
4
‖B − B¯‖αV (47)
and hence B¯ is a strict local minimizer of J on the set BK .
Proof Let B ∈ BK be arbitrary. We define the auxillary function
F : [0, 1] → R+0 , s 7→ J
(
B¯ + s(B − B¯)). Then F is twice continuously differen-
tiable by chain rule and Taylor expansion yields F (1) = F (0)+F ′(0)+ 12F
′′(ϑ)
for some ϑ ∈]0, 1[. By the definition of F this implies that
J
(
B
)
= J
(
B¯
)
+ J ′
(
B¯
)
[B − B¯] + 12J ′′
(
B¯ + ϑ(B − B¯))[B − B¯, B − B¯]
≥ J(B¯)+ 12J ′′(B¯)[B − B¯, B − B¯]
+ 12
(
J ′′
(
B¯ + ϑ(B − B¯))− J ′′(B¯))[B − B¯, B − B¯]
Now, according to Corollary 12,∣∣∣(J ′′(B¯ + ϑ(B − B¯))− J ′′(B¯))[B − B¯, B − B¯]∣∣∣ ≤ C ‖B − B¯‖2+γV
Suppose now that ‖B − B¯‖V < δ for some δ > 0. Then∣∣∣(J ′′(B¯ + ϑ(B − B¯))− J ′′(B¯))[B − B¯, B − B¯]∣∣∣
≤ C δ2+γ−α‖B − B¯‖αV ≤
ε
2
‖B − B¯‖αV
if δ is sufficiently small. In this case J
(
B
) ≥ J(B¯) + (ε/4)‖B − B¯‖αV . This
especially means that J(B) > J(B¯) for all B ∈ Bδ(B¯) ∩ BK and consequently
B¯ is a strict local minimizer of J .
4.3 Uniqueness of the optimal solution on small time in-
tervals
We know from Corollary 10 that for any locally optimal solution B¯ ∈ B˚K the
triple (fB¯, gB¯, B¯) is a classical solution of the optimality system

∂tf + v · ∂xf − ∂xψf · ∂vf + (v ×B) · ∂vf = 0, f
∣∣
t=0
= f˚
∂tg + v · ∂xg − ∂xψf · ∂vg + (v ×B) · ∂vg = Φf,g, g
∣∣
t=T
= f(T )− fd
B(t, x) = − 1
4πλ
∫∫
1
|x− y| w × ∂vf(t, y, w) g(t, y, w) d(y, w) .
(48)
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The following theorem states that the solution of this system of equations is
unique if the final time T is small compared to λ. As we will have to adjust T
λ
it is necessary to assume that 0 < λ ≤ λ0 for some constant λ0 > 0. Of course
large regularaization parameters λ do not make sense in our model, so we will
just assume that λ0 = 1.
Theorem 14. Suppose that λ ∈]0, 1] and suppose that there exists a classical
solution (f, g, B) of the optimality system (48), i.e., B ∈ C([0, T ];C1b (R3;R3))
and f, g ∈ C1([0, T ] × R6) with supp f(t), supp g(t) ⊂ Br(0) for some radius
r > 0. Then this solution is unique if the quotient T
λ
is sufficiently small.
Proof Suppose that the triple (f˜ , g˜, B˜) is another classical solution that is
satisfying the support condition with radius r˜. Without loss of generality we
assume that r = r˜. Let C = C(T ) ≥ 0 denote some generic constant that may
depend on T , f˚ , fd, r, ‖χ‖C1
b
and the C([0, T ];C1b )-norm of f , f˜ , g and g˜. We
can assume that C = C(T ) is monotonically increasing in T . First of all, by
integration by parts,
‖B(t)− B˜(t)‖∞ ≤ C
λ
‖g(t)− g˜(t)‖∞ + C
λ
‖f(t)− f˜(t)‖∞, t ∈ [0, T ]. (49)
Let now Z and Z˜ denote the solutions of the characteristic system of the Vlasov
equation to the fields B and B˜ satisfying Z(t, t, z) = z and Z˜(t, t, z) = z for any
t ∈ [0, T ] and z ∈ R6. Then for any s, t ∈ [0, T ] (where s ≤ t without loss of
generality) and z ∈ R6,
|Z(s, t, z)− Z˜(s, t, z)|
≤
t∫
s
C |Z(τ, t, z)− Z˜(τ, t, z)|+ C ‖∂xψf−f˜(τ)‖∞ + C ‖B(τ) − B˜(τ)‖∞ dτ
≤
t∫
s
C |Z(τ, t, z)− Z˜(τ, t, z)|+ C
λ
‖f(τ)− f˜(τ)‖∞ + Cλ ‖g(τ)− g˜(τ)‖∞ dτ
and hence
|Z(s, t, z)− Z˜(s, t, z)| ≤ C
t∫
s
1
λ
‖f(τ)− f˜(τ)‖∞ + 1λ ‖g(τ)− g˜(τ)‖∞ dτ (50)
by Gronwall’s lemma. Consequently
‖f(t)− f˜(t)‖∞ ≤ C ‖Z(0, t, ·)− Z˜(0, t, ·)‖∞
≤ C
t∫
0
1
λ
‖f(τ)− f˜(τ)‖∞ + 1λ ‖g(τ)− g˜(τ)‖∞ dτ
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which yields
‖f(t)− f˜(t)‖∞ ≤ C 1λ exp
(
C T
λ
) t∫
0
‖g(τ)− g˜(τ)‖∞ dτ
and thus
‖f − f˜‖C([0,T ];Cb) ≤ C Tλ exp
(
C T
λ
) ‖g − g˜‖C([0,T ];Cb) . (51)
For z ∈ Br(0) and t ∈ [0, T ] we can conclude from (20) that
|g(t, z)− g˜(t, z)|
≤ |(f(T )− fd)(Z(T, t, z))− (f˜(T )− fd)(Z˜(T, t, z))|
+
T∫
t
|[Φf,gχ](τ, Z(τ, t, z))− [Φf˜ ,g˜χ](τ, Z˜(τ, t, z))| dτ
≤ C ‖Z(T, t, ·)− Z˜(T, t, ·)‖∞ +
T∫
t
‖Φf,g(τ) − Φf˜ ,g˜(τ)‖L∞(Br(0)) dτ
+ C
T∫
t
‖Φf˜ ,g˜(τ)‖W 1,∞‖Z(τ, t, ·)− Z˜(τ, t, ·)‖∞ dτ .
We already know from inequality (50) that for t ≤ τ ≤ T ,
‖Z(τ, t, ·)− Z˜(τ, t, ·)‖∞ ≤ C
τ∫
t
1
λ
‖f(σ)− f˜(σ)‖∞ + 1λ ‖g(σ)− g˜(σ)‖∞ dσ .
Also recall that
‖Φf,g(τ)‖W 1,∞ ≤ ‖Φf,g(τ)‖∞ + ‖Φ′f,g(τ)‖∞
≤ C ‖f‖C([0,T ];C1
b
) ‖g‖C([0,T ];C1
b
) ≤ C
for every τ ∈ [0, T ]. Moreover, by (18),
‖Φf,g(τ) − Φf˜ ,g˜(τ)‖L∞(Br(0))
≤ C ‖∂z g˜‖∞ ‖f(τ)− f˜(τ)‖∞ + C ‖∂zf‖∞ ‖g(τ)− g˜(τ)‖∞
≤ C ‖f(τ)− f˜(τ)‖∞ + C ‖g(τ)− g˜(τ)‖∞
for all τ ∈ [0, T ]. This implies that for all t ∈ [0, T ],
‖g(t)− g˜(t)‖∞ ≤ C
T∫
t
1
λ
‖g(τ)− g˜(τ)‖∞ + 1λ ‖f(τ)− f˜(τ)‖∞ dτ
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and hence
‖g − g˜‖C([0,T ];Cb) ≤ C Tλ exp
(
C T
λ
) ‖f − f˜‖C([0,T ];Cb) (52)
by Gronwall’s lemma. Inserting (52) in (51) yields
‖f − f˜‖C([0,T ];Cb) ≤ C
(
T
λ
)2
exp
(
C T
λ
) ‖f − f˜‖C([0,T ];Cb) .
If now T
λ
is sufficiently small we have C
(
T
λ
)2
exp
(
C T
λ
)
< 1 and we can conclude
that f = f˜ on [0, T ] × R6. Then obviously g = g˜ by (52) and B = B˜ by (49)
which means uniqueness of the solution (f, g, B).
If B¯ ∈ B˚K is a locally optimal solution, the following uniqueness result holds:
Corollary 15. Suppose that λ ∈]0, 1] and let B¯ ∈ B˚K be a locally optimal solu-
tion of the optimization problem (29). Then the tripel (fB¯, gB¯, B¯) is a classical
solution of the optimality system (48) according to Corollary 10.
If now λ ∈]0, 1] and T
λ
is sufficiently small then B¯ is the only locally optimal
solution of the optimization problem (29) in B˚K .
Suppose that there is a globally optimal solution B ∈ B˚K . Then B = B¯ is
the unique globally optimal solution in B˚K . However it is still possible that there
are other globally optimal solutions in ∂BK .
Proof If λ ∈]0, 1] and T
λ
is sufficiently small then Proposition 14 ensures that
B¯ is the only locally optimal solution. Recall that there exists at least one
globally optimal solution according to [2, Thm. 16]. Let us assume that B ∈ B˚K
in one of these globally optimal solutions. As any globally optimal solution is
also locally optimal it follows that there is only one globally optimal solution in
B˚K and thus B = B¯.
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