Although there have been great strides in object recognition with optical images (photographs), there has been comparatively little research into object recognition for X-ray radiographs. Our exploratory work contributes to this area by creating an object recognition system designed to recognize components from a related database of radiographs. Object recognition for radiographs must be approached differently than for optical images, because radiographs have much less color-based information to distinguish objects, and they exhibit transmission overlap that alters perceived object shapes. The dataset used in this work contained more than 55,000 intermixed radiographs and photographs, all in a compressed JPEG form and with multiple ways of describing pixel information. For this work, a robust and efficient system is needed to combat problems presented by properties of the X-ray imaging modality, the large size of the given database, and the quality of the images contained in said database. We have explored various pre-processing techniques to clean the cluttered and low-quality images in the database, and we have developed our object recognition system by combining multiple object detection and feature extraction methods. We present the preliminary results of the still-evolving hybrid object recognition system.
INTRODUCTION
X-ray radiography is a powerful tool, which allows the visualization of an object's internal and external structure. In a radiograph, electromagnetic waves are directed at an object, and the electromagnetic energy that is not attenuated by each component is measured by a radiation detector behind the object. The resulting image, composed of a relative attenuation map for each location, is typically visualized on film or digitally. In general, the higher the contrast of an object to the background, the more the energy is attenuated by that object.
The ability of radiography to visualize objects concealed within other objects and the components of objects makes it extremely useful in a variety of industrial and medical applications. Traditionally, object recognition for X-ray images is done by a human analyst, which potentially leads to performance variation. 10 Our research aims to deliver an object recognition system for radiographs, which tests a provided radiograph against objects in a database to assist an analyst in determining the correct identity of the object in question.
Our exemplar database, compiled as part of a previous effort, contains both optical and X-ray images of each item. Additionally, each image is saved and compressed as a JPEG, losing clarity and detail within the originally large X-ray images. The images within the database were pre-processed by being pasted onto a white background, often with many images and extraneous objects pasted in a single image. The creation of a focused database, with only clean radiographs (i.e. without the extraneous information mentioned), is necessary to create a functional object recognition system. The processes and concepts will be illustrated using simple diagrams throughout the paper, as we cannot disseminate the actual images from our database.
Our object recognition system combines several object recognition approaches designed for optical images and synthetic aperture radar (SAR) in order to tackle the challenges presented by the X-ray imaging modality, including transmission overlap, little color information, and the low quality of the images within our specific database. Key components from other methods include the segmentation and tree structure of Blobworld If successful, the use of computer vision to recognize objects within radiographs could reduce error and improve repeatability and robustness. When applied to larger problems in which multiple objects must be recognized within a given radiograph, it could also increase efficiency and accuracy, despite transmission overlap. Ideally in future developments, if given a radiograph of an object with many components, our system would automatically locate and identify the individual components through comparison with the database. As seen in Figure 1 , instead of requiring the user to manually select the boxed region containing the phone, this enhanced system would automatically locate the phone within the cluttered bag. If the other objects in the bag created a composite object when combined with the phone, the system would ideally identify that composite object. We foresee our object recognition system having an impact in industrial and national security applications.
BACKGROUND
To begin our investigation, we performed a survey of the literature covering object recognition techniques currently used with other imaging modalities. However, we could not directly apply any of these methods to our work, due to differences in imaging modalities. A major difference between X-ray images and traditional photographs is that objects are represented in grayscale with similar textures instead of a large color spectrum. In X-ray imaging, when multiple objects overlap in one spot in the image, transmission overlap occurs in which the intensity levels of the overlapping regions are altered, and the object shape may appear differently. This is not a common challenge in photographs, as overlapping objects tend to occlude each other completely and thus do not affect object characteristics, except in the case of materially translucent objects. In an attempt to tackle the many challenges of the X-ray imaging modality, we were inspired by surveyed works to create our hybrid object recognition system. Some of the techniques studied include tumor detection, 14 Blobworld, 2, 3 histograms, 11 and Multinomial Pattern Matching (MPM).
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One automated tumor detection technique, designed by Zheng and Chan, operates by performing a statistical analysis of the radiograph, where the tumor becomes a statistical anomaly.
14 This tumor detection algorithm goes through three stages: fractal analysis, segmentation, and classification.
14 In fractal analysis, irrelevant features of the image are deleted, narrowing the search area. In segmentation, the Discrete Wavelet Transform (DWT) and Multiresolution Markov Random Field (MMRF) methods are used to further narrow the search area. DWT helps minimize noise in order to facilitate detection of regions of similar consistency.
11 MMRF determines probabilistic relationships between pixels within the object, which helps isolate the tumor as a statistical anomaly unrelated to neighboring pixels.
14 In the final stage, classification, each area of high tumor probability is analyzed for criteria typical of tumors. Afterwards, segments of high gray values and high probability are merged, with the segment of the highest gray value flagged as the most suspicious and tumor probable region. Even though these techniques are sufficient to detect a tumor, whose composition and resulting pixel values are different than the surrounding tissue, they are not effective for shape-based object recognition, especially when the objects all have similar composition and are susceptible to transmission overlap, like those in our database. The use of inner products to locate tumors as statistical anomalies is not easily transformed into a calculation that can represent fixed shapes. Although the approach in its entirety is not applicable to our investigation, fractal analysis could be useful in a potential future extension of this work, as it could help automatically select the object from a large collection of objects, instead of requiring a user to manually select the object of interest. Blobworld is an object recognition algorithm designed by Carson et al. 2 Its approach centers on decomposing a photograph into regions of similar color and texture. It then stores this information in "blobs" and searches for matching images in the database containing similar blobs. This color and texture centered method allows Blobworld to achieve some perspective invariance. Use of R*-trees, which breakdown the multi-dimensional data space into equally sized rectangles, allows Blobworld to increase the speed of its matching process.
3 In X-ray images, the pixel values seen are dependent on many factors, including the source, target, filter, energy spectrum of the radiation, the attenuation of the specific material, and more. Due to diverse image origins and a lack of knowledge about the specifications used to create the images within our particular dataset, we were left only knowing the relative values of the colors within each image, i.e. the images are most likely not calibrated uniformly. Additionally, many of the objects in our dataset are made of similar materials. These factors prevent us from emulating Blobworld, because the colors of each object are neither unique nor definitive. Furthermore, transmission overlap within X-ray images alters intensity levels within objects, potentially splitting overlapping areas into new objects, as seen with the overlapping triangular shaped area in Figures 2 and 3 , which would make object recognition via Blobworld even more challenging. Overall, our lack of color and texture data needed for Blobworld make it difficult to apply any aspects other than Blobworld's segmentation of the image into blobs, and transmission overlap makes even this aspect difficult.
Many current object recognition methods utilize histograms to identify objects specifically by color. However, this is not immediately applicable to our work, as the radiographs in our dataset may have been taken with differing energy spectrums, making multiple intensity ranges correspond to the same objects. Histogram manipulation is a powerful method used to increase contrast and clarity within images to aid in histogram based object recognition. There are two main approaches for histogram manipulation: histogram normalization and histogram equalization. In histogram normalization, the range of intensities in an image is expanded by scaling existing values. In the process, the shape and trend of the original histogram are kept. Histogram normalization could potentially make filtering the image into layers based on brightness easier, because the bins of pixel intensities would be more distinct, but it would only be pragmatic for images with a small range of intensity values. Histogram equalization is a similar process, but it differs from histogram normalization in the way it In order to gain more information about how to address object recognition with only gray-scale information and little detail in our images, we studied object recognition performed on different types of images. Multinomial Pattern Matching (MPM) is a technique created by researchers at Sandia National Laboratories to perform object recognition on SAR images.
6, 13 MPM generates robust templates from many different images of the object. Similar to radiographs, images generated by radar have pixel values that are relative, not definitive like photographs. MPM remaps images into a fixed number of brightness ranges as opposed to exact brightness values. Templates are generated from many of these quantized images. These templates capture the probability of each pixel in each location being in each brightness quantile. Because the templates are based on both relative pixel values and probability, the templates are resistant to differences in system parameters and the resulting varying pixel values.
6, 13 However, we are not able to apply MPM to our dataset, as there is only one image per orthogonal perspective per object, which is not enough information to perform the probability calculation needed to form an MPM template, even when testing an object at one perspective.
Although each of these techniques is successful at performing various object recognition tasks in photographs or radar images, each method has its limiting factors in relation to radiography. Due to the viewpoint constraints in our dataset, as well as the properties of radiography, we argue that none of these approaches alone would be able to successfully perform object recognition.
APPROACH

Exemplar Data Set
While our literature search uncovered a wide variety of solutions to object recognition problems, none were readily applicable to the specific research problem at hand. In particular, we are constrained by the image quality, variation in perspective, and properties of our exemplar data set, provided from a previous effort with a different objective. Figure 4 : Pixelated sample image with multiple objects after thresholding.
Data Set Cleaning
Our attempt to create an object recognition system for radiographs centers on the use of a pre-existing dataset, which contains images acquired with a digital radiography cabinet system with varying configurations. Each image in the database displays an object with many inner components. While sorting through our exemplar dataset, we encountered several areas of concern: duplicate images, optical photographs, low quality radiographs (compromised by JPEG compression), and extraneous objects within the radiographs. The creation of a focused database, with only clean radiographs of one object per radiograph, is necessary to create a functional object recognition system. In the first part of the Data Set Cleaning (DSC) algorithm, duplicate data is filtered out using commonalities in the naming scheme. The second part of the DSC algorithm focuses on separating photographs and X-rays by looking at colored versus grayscale pixel information, because all images within the dataset are stored as colored images. Extraneous objects within X-ray images were also inconsistently measured in color and in grayscale. To account for this, the percentage of grayscale to colored pixels is utilized to determine if the amount of color is small enough to consider the image an X-ray. Some X-ray images showed inconsistencies where pixels were not represented in grayscale (where all RGB values are equal) but were slightly differing in RGB values. Since all original X-rays are taken in grayscale, we were able to filter out X-rays with unequal RGB values by observing the difference between the RGB values and determining if the differences were small enough to still be considered grayscale and therefore an X-ray. In our case, we chose a difference of seven, which was the maximum difference in pixel values of sampled radiographs. In the third part of the DSC algorithm, a filtering technique is used to separate the desired X-ray image from the background and any extraneous objects. This part is done by converting the image to black objects on a white background, as seen in Figure 4 . Then, the region with the largest rectangular area, which contains the desired object, will be cropped from the original image and saved to the respective directories. Due to the inconsistencies between the tens of thousands of images in the database, the designed algorithm will not filter all images, but rather a vast majority of the images, leaving a few exceptions which can be manually organized.
Varying Perspective within Data Set
A long term goal for object recognition as a whole is invariance to perspective, i.e. the ability to detect an object when it is seen from any given angle. This is still an evolving field for photographs, and has not been studied extensively for X-ray images. Many of the techniques aiming to be perspective invariant are only able to achieve this for minimal changes in perspective.
10 Additionally, they rely on multiple images of the object from similar perspectives and tracking the color and texture data of the object, all of which were not available in our imaging modality.
10 These perspective invariant techniques may be possible with Computed Tomography (CT), as CT creates a 3-D reconstruction of the object. In CT, a 360 degree view is taken of the object, which would easily make our system perspective invariant, because all perspectives would be available for comparison. However, using CT scans would require an extreme amount of storage, time, and resources to operate.
Initially, for our investigation, we narrowed our focus to orthogonal points of view. This removed the need for our system to be perspective invariant, making the task approachable. In the future, this research will be expanded to explore perspective variance. In order to address the challenges with object recognition due to the X-ray modality and our specific dataset, we propose combining multiple aspects of different object recognition techniques, creating our own unique approach. The proposed Object Recognition (OR) system is broken into multiple parts. In this proposed approach, the first step is to create a database for use with this algorithm by applying the OR pre-processing steps to the exemplar database. Then, each image to be tested has the same OR pre-processing steps applied to it. After the test image is processed, a matching technique is used to compare it with the exemplar database that was created with known data, producing a result indicating whether or not it matched any objects in the database. The overall object recognition system is outlined in Figure 5 .
Object Recognition System Design
In order to make comparing the test image with the database as efficient as possible, we will apply a tree approach similar to the one used in Blobworld.
3 As a result, the test image will only be compared with images that have similar qualities. This will require determining a set of qualities and then sorting the radiograph database into a tree structure using these qualities.
We propose using three properties to create our tree: object size, number of brightness (pixel value) quantiles, and the number of objects per quantile. These properties have the potential to greatly increase efficiency, because they each split the data into distinct groups. However, there is an amount of error in the calculation of each parameter. For example, although measurements are used to calibrate the radiograph system for size (either the distances between the source, detector, and object are used or an object of known size is scanned), these methods are not precise. The number of quantiles has the possibility of error as well. Unlike MPM, where the entire dataset is decomposed into the same number of quantiles, our method decomposes each object into a different number of quantiles. The number of quantiles/layers is determined by user input, which introduces possibility of error if the user does not choose quantile numbers in the same manner as the person who generated the database. Even though this manual selection is a potential source of error, it is preferable over having the entire dataset be divided into the same number of quantiles, because this can lead to meaningless layers (made of only pieces of components) if the number of quantiles is too high for a given object. Error is also possible when counting the number of objects in each layer. Ideally, a component is defined to be of uniform composition, and therefore should be entirely in one layer (pixel bin). However, if too many of its pixels are labeled into another bin, often through transmission overlap as seen in Figures 2 and 3 , the algorithm will incorrectly count the number of components in each layer, leading to more error. Therefore, due to sources of error in each of the parameters, it is crucial that the sorting is done based on broad categories (size, number of layers and number of components per layer), in order to not inadvertently eliminate a match.
Object Recognition Pre-Processing Algorithm
The purpose of the Object Recogniton (OR) Pre-Processing Algorithm is to calculate the properties used for either the sorting or matching process later in the OR algorithm. As shown in Figure 6 , our pre-processing algorithm begins by sampling and removing the background of the image (the area around the desired object). This allows the object's outline to be preserved and clearer layers to be created. A user is required to input an estimate of a difference threshold (a measure of how much darker than the sampled value the pixels removed from the image will be). The closer the shade of the object is to the background, the smaller the difference threshold should be. After the background has been removed, our algorithm uses expectation maximization (EM) to separate the image into quantile layers based on brightness of components. A user will estimate the number of quantiles for each object, such that each object will have the same number of layers regardless of the perspective of the image. The number of quantiles will depend on how similar or different the components' attenuation properties and resulting pixel values are. Once the image is divided into quantiles, we will count the number of components within each quantile (components of the same brightness are likely to be of the same composition). Finally, feature detection and extraction is run on each layer of the object. For the feature detection aspect of the OR pre-processing algorithm, we will explore the use of Combined Corner and Edge Detector (CCED), 4 Maximally Stable Extremal Regions (MSER), 9 Speeded Up Robust Features (SURF),
11
Features from Accelerated Segment Test (FAST), 12 and Binary Robust Invariant Scalable Keypoints (BRISK).
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All of these feature detection techniques show promise for our needs and are available through the Computer Vision MATLAB toolbox.
An example of this process and potential errors are shown in Figures 2 and 3 . We first remove the background from the radiograph, creating Image B from Image A in Figure 2 , in order to clearly divide the image into its brightness quantiles. Once completed, the image is split into five brightness quantiles/layers which only contain the pixels belonging to that layer. The resultant layers are shown in Figure 3 . Due to the overlap of the square and the triangle in this perspective of the object, a smaller triangle has the same brightness as the star. This results in a total object count of six, even though there are only five components to the overall object. This is an example of possible error in the layer and object counting process. We are still developing our comparison algorithm, outlined in Figure 7 . As seen in Figure 5 , our comparison algorithm is run on both the test image and the exemplar dataset after they have been through the OR preprocessing algorithm. Based on the results of the OR pre-processing algorithm, the images are grouped into a category based on size, number of layers, and number of components per layer. After this has been done for the test image, a matching algorithm is run to compare it with the other objects in its category. We are evaluating use of the SAD (Sum of Absolute Differences) or the SSD (Sum of Squared Differences) distance metrics to compare the extracted features of the test image against those in its category. SAD is a simple calculation of the sum of the absolute difference between the intensity values of pixels (in row i and column j), while SSD is a slightly more complicated metric, which takes the sums of the differences squared. These methods are both used to see if an object is sufficiently similar to an image within the exemplar database, constituting a match. With SAD, both small and large changes in intensity have the same weighting. In SSD, small changes, especially under one, are rendered negligible, while large changes are exaggerated. The overall decision of which technique should be used depends on the characteristics of the dataset. If the dataset contains a large range, SSD should be used to catch large discrepancies, while if it contains a small range, SAD should be used to catch small discrepancies.
Comparison Algorithm
IMPLEMENTATION
Data Set Cleaning
The first step of the DSC algorithm is duplicate image removal. Duplicate data within the original dataset is characterized consistently with the same naming scheme. Based on this naming scheme, images with specific keywords are removed and placed into their respective directories.
The next step in the DSC algorithm, detailed in DSC Step 2, is to remove photographs. To calculate the percentage of grayscale points in order to evaluate whether or not the image is an X-ray, a for-loop iterates through the rows and columns and checks the values of each pixel. Then, a counter keeps track of how many pixels are consistent with X-ray characteristics, and a percentage is calculated. Images that have more than 90% of pixels with equal RGB values or RGB values that differ by less than seven (an observationally determined number) are grayscale X-ray images, while the rest are photographs.
DSC Step 2 Extracting X-ray Images
for each image in the exemplar data set do Read image pixel data Initialize counter n if pixels measured by intensity then Write image into new directory else for all pixels in image do if RGB values are equal then n=n+1 else if |R − G| <7 and |G − B| <7 then n=n+1 end if end for if n>0.9*total pixels then Write image into new directory end if end if end for
DSC Step 3 Removing Extraneous Data
for each image in the exemplar data set do Read image data Threshold image to form object rectangles Calculate area of each object rectangle Store location and dimension of the largest rectangle (likely containing the object of interest) Crop original image to object rectangle location and dimensions Write image to new directory end for
The final step, shown in DSC Step 3, crops pictures to the desired X-ray area. Here, objects are assumed to be the largest rectangular regions and the image is cropped around them. The major consensus between all X-ray images in our database is that extraneous objects tend to have smaller areas than the desired X-ray image area containing the object.
Object Recognition Pre-Processing Algorithm
Both the images in the exemplar data set and the test image are run through the OR Pre-Processing Algorithm, outlined in OR Step 1. The exemplar data set is processed ahead of the use of the object recognition tool and stored for later use, while the test image is processed each time the object recognition tool is run.
OR Step 1 Pre-Processing Algorithm
for each image in the exemplar data set do Read image data Convert the image to grayscale Remove the background (the portion that is not the object) Perform segmentation Separate each layer into its own array for each layer that is not the background do Count the number of objects in that layer Run feature extraction on that layer end for end for
The background removal process, shown in OR Pre-Processing: Details of Background Removal, is integral to the OR pre-processing algorithm, because it ensures that the object is properly isolated before being divided into brightness quantiles. If the background were not first removed, it may not be properly separated from the object, causing the object to appear as if it had a very different outline. Shape is a key factor in our object recognition system, so maintaining the object's proper boundaries is crucial. The algorithm requires manual input of a difference value. In the radiographs, the background is not one constant grayscale pixel values but a range of values. The difference value helps account for this fact by providing an estimate of this range. To ensure that the object is not inadvertently removed, the difference threshold should be viewed as a mark of how different the color of the object is from the background, with larger corresponding to a greater difference in shade. This way, the entire range of background pixel values may be removed without disturbing the object.
OR Pre-Processing Details of Background Removal
Input: Radiograph with no portion of the object in the top right corner of the image, difference value Output: Object is the only remaining portion of the image for each radiograph do Sample a corner pixel of the image, which never contains a portion of the object Calculate a darker grayscale value by subtracting the provided "difference" value from the sampled value Remove any pixels brighter than (with a grayscale value greater than) the calculated value end for
To perform segmentation of the object into brightness layers, we use an expectation maximization segmentation algorithm. We optimized the algorithm provided on the Mathworks file exchange by Professor Jose Vincente Manjon Herrera.
8 Given a grayscale image and the number of desired layers (determined by user input), the algorithm generates a histogram of each image and uses this information to optimally divide the image into the given number of layers. It then stores this information in a mask, correlating pixel location to the layer number in which the respective pixels belong. Potential future research could explore developing this algorithm to utilize the image properties in order to automatically determine the appropriate number of layers. This could possibly remove the source of error due to differing decisions in the number of necessary quantiles, because the algorithm would process the data consistently.
Next in the OR pre-processing algorithm, the layers are separated into arrays of the same size of the image, with each pixel considered in the layer set to its value from the original image and all of the other pixels set to zero. When processing the layers, object counting and feature extraction are only run on the layers that contain the object, because information about the background is of no use when attempting to recognize the object.
Object counting is performed by binarizing the image and then using provided MATLAB functions to locate each object component within the image. It is important that when counting the number of objects in each layer, only larger objects are considered. When the image is segmented into layers, some small groupings of pixels may be placed into different layers from the rest of the components to which they belong, thus changing the number of perceived objects in each layer. Because the manner in which this occurs will be very different for the exemplar images and the test images, these tiny objects should not be counted, in order to avoid error. Feature detection and extraction are run on each non-background layer of the object using functions from the MATLAB Computer Vision Toolbox. First, feature detection is run on each layer, using one of the Harris (CCED), MSER, SURF, FAST, or BRISK methods. Then, feature extraction, which allows the features to be used in the matching process that occurs later in the object recognition algorithm, is run on each layer and its detected features, using either the SAD or SSD distance metric.
Object Recognition Comparison Algorithm
After the exemplar dataset has been through the OR pre-processing algorithm, it is sorted into categories based on broad groupings of size, number of layers, and number of quantiles per layer. The final sorting and storing method has not been decided, though we are considering a simple tree, an R*-tree (like Blobworld), 3 and simple bins to store each group. Once a test image has been processed, it will be sorted in the same manner and compared against only the images in its own category. This comparison will be done with the feature matching function in the MATLAB Computer Vision Toolbox, using either the aforementioned SAD or SSD metric. We have not yet implemented the comparison step.
METHODS
Data Set Cleaning
Prior to image processing, Python is used extensively to read and gather general information from the metadata. Basic functions in MATLAB 2015a as well as the Image Processing Toolbox are used to read image data.
Object Recognition Algorithm
In order to test the performance of our object recognition pre-processing algorithm and comparison algorithm, we manually created a small, cleaned dataset. The overall data cleaning algorithm and process was not complete at the time of OR algorithm development. We chose to include 37 objects, and removed all of the photographs of these objects, leaving only radiographs. There are 146 radiographs in our dataset, with most objects having three images (corresponding to a front, side, and top view) and some having six (corresponding to a front, back, left side, right side, top, and bottom view). We manually cropped the extraneous objects from these remaining images using Microsoft Paint, which showed no signs of unnecessary data loss in the process. We then implemented our OR pre-processing algorithm in MATLAB 2015a, using many functions from the Image Processing and Computer Vision Toolboxes.
RESULTS
The portion of the DSC algorithm to remove duplicate images was successful and fully able to move one version of each image to a new directory.
Step 2 in the DSC algorithm for separating photographs from X-ray images was also successful in creating an X-ray image only directory. While testing this step, we discovered that some X-ray images are represented with unequal RGB values, but using the method described in DSC Step 2, we were able to move the appropriate X-ray images to a reduced directory. The image cropping algorithm, described in DSC Step 3, is still being developed. Currently, it is able to separate the desired X-ray image area from the background as well as extraneous objects in the X-ray image area. However, this process is still being refined to filter X-ray objects that have similar intensity levels to the background and to target desired objects that are smaller than the extraneous objects.
Initially, the OR pre-processing algorithm was implemented serially in MATLAB. Run times were slow, so the code was parallelized, yielding a significant increase in speed. The parallelized code was tested on the 146 images on a Dell R920 Server with Intel Xeon E7-4820 processors. When run serially, the algorithm required approximately eleven hours to execute. When parallelized with 37 threads (one per object), computation time is reduced to approximately one hour. This paralelization scheme was chosen for convenience, and if parallelized differently, this computation speed will be further improved.
The OR pre-processing algorithm performed as expected on the small database of manually cleaned images. Objects with many components (and therefore exhibiting a large amount of transmission overlap) were much more difficult to cleanly segment into components based on brightness. Increasing the number of layers did not improve performance in this aspect, because meaningless quantiles containing only the boundary around the object would be created instead of helping to properly separate components based on their composition and corresponding pixel values. Even though the algorithm had some difficulties with radiographs of complex objects, the simpler objects within the database worked extremely well with the OR pre-processing algorithm and were segmented into layers containing components of similar composition easily.
We are continuing to implement and test other parts of the object recognition system, including the comparison stage.
CONCLUSION
Although there are many differences between photographs and radiographs, we believe that object recognition using radiographs is possible. There is a wealth of image querying and object recognition literature for photographs that, once modified, can be applied to radiographs. In our work, we have successfully cleaned the provided database, creating an exemplar database of approximately 21,000 X-ray images. We have developed a hybrid object recognition system using a combination of photograph and radar based approaches. While a preliminary version of the pre-processing algorithm has been completed, the rest of the system is still being coded and tested. We will continue to explore ways to increase the speed of our pre-processing algorithm, including the use of graphics processors. The area of object recognition and querying of radiographs holds great promise for future research and expansion of our work. It provides nondestructive techniques for identifying and qualifying regions of interest, which is useful in a variety of industrial applications.
