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Abstract: The operation of Unmanned Aerial Vehicles (UAVs) in civil airspace is restricted by the
aviation authorities, which require full compliance with regulations that apply for manned aircraft.
This paper proposes control algorithms for a collision avoidance system that can be used as an
advisory system or a guidance system for UAVs that are flying in civil airspace under visual flight
rules. A decision-making system for collision avoidance is developed based on the rules of the
air. The proposed architecture of the decision-making system is engineered to be implementable
in both manned aircraft and UAVs to perform different tasks ranging from collision detection to
a safe avoidance manoeuvre initiation. Avoidance manoeuvres that are compliant with the rules
of the air are proposed based on pilot suggestions for a subset of possible collision scenarios. The
proposed avoidance manoeuvres are parameterized using a geometric approach. An optimal collision
avoidance algorithm is developed for real-time local trajectory planning. Essentially, a finite-horizon
optimal control problem is periodically solved in real-time hence updating the aircraft trajectory
to avoid obstacles and track a predefined trajectory. The optimal control problem is formulated in
output space, and parameterized by using B-splines. Then the optimal designed outputs are mapped
into control inputs of the system by using the inverse dynamics of a fixed wing aircraft.
Keywords: unmanned aerial vehicles; collision avoidance system; optimal control system; trajectory
planning; B-splines
1. Introduction
Unmanned Aircraft Systems (UAS) are being increasingly used for both civilian and military
applications particularly due to their ability to complete dull, dirty and dangerous missions [1]. The
operation of Unmanned Aerial Vehicles (UAVs) in civil/non-segregated airspace is, however, restricted
by the policies and regulations of the aviation authorities (e.g., Civil Aviation Authority (CAA) in the
UK, Federal Aviation Administration (FAA) in the USA), which require full compliance with the rules
and obligations that apply for manned aircraft [2–4].
In a manned aircraft the pilot in command has the ultimate responsibility for achieving the
collision avoidance manoeuvre using the see and avoid principle. A pilot’s decision-making process
during a conflict can be broken down using the so-called Observe, Orient, Decide, and Act loop [3,5].
The required time for a pilot to recognize an approaching aircraft and initiate an avoidance manoeuvre
is around 12.5 s [6] but may be greater because pilots differ in their response time [7]. Most of this time
is spent on collision recognition and decision making. Hence, a Decision-Making System (DMS) that
could be used as an advisory system will effectively save time and help both the on-board pilot in
manned aircraft, and the ground-based pilot for UAV’s to avoid the conflicts safely. In an autonomously
operating UAV, a DMS could be used to initiate avoidance manoeuvres.
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This paper presents control algorithms for a collision avoidance system for UAVs operating in
civil airspace under visual flight rules. The main contributions can be summarized as follows:
• Development of a DMS architecture for collision avoidance system in VFR conditions. The
proposed DMS architecture mimics the pilot decision making process during a conflict scenario.
• Propose, construct, and parameterize collision avoidance manoeuvres for a set of conflict
scenarios:
1. Head-on/overtaking conflict scenarios.
2. Approaching conflict scenarios.
The collision avoidance manoeuvres are proposed based on pilot suggestions (Extended
interviews and discussions about the problem have been carried out with a pilot at the National
Flying Laboratory Centre, Cranfield University).Hence, the shapes of the manoeuvres are similar
to those performed by manned aircraft.
• A geometric approach is proposed to parameterize the generated collision avoidance manoeuvres.
Thus the construction and generation the avoidance manoeuvres are simplified, hence the
computational time for avoidance manoeuvre generation is reduced.
• Development of a real-time local trajectory planning algorithm for a fixed-wing UAV using
B-splines and Model Predictive Control (MPC) system. The developed method is an extension of
a previous method that was proposed for a quad-rotor UAV [8]. Inverse dynamic model of the
fixed-wing aircraft has been developed using the differential flatness property of the fixed-wing
aircraft. The inverse dynamic model is used to map the generated trajectory into the UAV’s
control commands. A method that helps the optimization solver to avoid a local minimum is
proposed. Note that some of this section has been presented previously [9].
Note that the paper is not intended as a full prototype system. The obstacle detection problem,
which is a significant part of a full system and is a major research challenge in itself, is not considered
in this paper. Instead it is assumed that the needed parameters for the UAV and obstacles/intruders
are available for the proposed algorithm. The paper practical contribution is in terms of the integration
with the Rules-of-the-air. Note also that the system is not limited to UAVs, but is applicable to UAVs,
remotely piloted UAVs and manned aircraft. As such, the hardware implementation is not within the
scope of the paper.
This paper consists of nine sections including the introduction section. The remainder of this
paper is structured as follows. Section 2 provides a literature review of trajectory planning method
for collision avoidance systems for aircraft. Section 3 discusses the requirements and regulations of
using the UAVs in civil airspace. Section 4 proposes a DMS algorithm for the Collision Avoidance
Systems (CAS). Section 5 discusses the avoidance manoeuvres trajectory profiles generating process
for different conflict scenarios in which the UAV should change direction (right/left turn) in horizontal
plane. Section 6 shows some simulation results of the proposed system for a set of conflict scenarios.
Section 7 presents a local trajectory planning algorithm that is used for the collision avoidance system
for a fixed-wing aircraft. Section 8 tests the developed local trajectory planning algorithm and presents
the simulation results. The conclusions are given in Section 9.
2. Collision Avoidance Systems (CAS) and Trajectory Planning
In recent years, developments in sensors technology and powerful processing units have led
to a significant enhancement in both detection and resolving conflict scenarios [10]. References [11]
and [12] have categorized the collision avoidance approaches based on fundamental factors that can
express and identify the differences between each method, such as; sensing tools, encounter sensing
dimension, encounter current states projection, collision threat assessment, avoidance trajectories
calculation, and manoeuvre realization. Many approaches have been proposed to find an adequate
solution for the collision avoidance problem such as; Predefined Collision Avoidance [13], Protocol
Based Decentralized Collision Avoidance [14–17], Optimized Escape Trajectory Approaches [18–22],
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Potential Field Methods [23], Geometric Methods [24–27], and other approaches include trajectory
estimators and hybrid CAS systems [14,28].
A trajectory planner can be categorized as one of two types [29]: a global planner which requires
a good knowledge about the environment that the aircraft is going to fly in, and a local trajectory
planner which is an algorithm that is running continuously in order to allow the aircraft to deal with
events that may happen during the flight. Figure 1 shows a simple flight scenario where the aircraft
mission is to fly from point A to B with the existence of both a pre-known obstacle and an intruder
which is unknown till the sensing devices detect it during the journey.
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Figure 1. Simple flight scenario: global and local trajectories.
In order to complete this mission successfully, the global planner will calculate the optimal
trajectory for whole journey from A to B taking into consideration all known obstacles. The local
trajectory planner tracks the global trajectory and avoids the detected obstacle. After resolving the
conflict the aircraft will continue tracking the global trajectory heading to the destination point B.
There are many algorithms and approaches that have been proposed to solve the problem of local
trajectory planning, including the potential field method, roadmap method, approximate and exact
cell decomposition, rapidly exploring random trees method and wavefront planning method [30,31],
some of which are summarized below. The number of dimensions, the description of the constraints
and the space configuration contributes to the numerous factors that decide the most suitable method
for a given problem of planning. As the difficulty increases with the number of dimensions, most of
the approaches are restricted to two dimensional (2D) spaces.
2.1. Potential Field Method
This method was first presented by Khatib [23] for robotics. It expresses the way-points as
attractive forces and the obstacles as repulsive forces. By using simple electrostatic equations, a safe
trajectory can be generated and then the trajectory with a low flux density is selected as the preferred
path. This approach is appropriate for distributed and local collision avoidance where state information
is available from all aircraft and when the number of vehicles are small [32]. However, many difficulties
arise in practical systems such as saddle points and local minima that may occur when generating a
dynamic potential field and this may lead to aircraft loss of control or collision threat.
Another problem that may be faced in a practical implementation of this method is that the
dynamic limitations of the aircraft are not considered. Hence, the aircraft may not be able to fly the
generated trajectory. Finally, it is worth mentioning that the availability of state information is an
essential factor for potential field method. So any deficiency in the state information may produce an
improper field formation and then generate an aggressive control command that may be beyond the
aircraft performance [33].
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2.2. Wavefront Planning Method
The wavefront planning method breaks the region into pieces or cells in a framework and is also
identified as numerical potential field method [34]. Then the cells are given a numbers such that the
free cells are given zeros, the cells with obstacle are given ones, and the cell with target is given the
value of two. Then a wavefront from the target will be formed by setting the neighbouring cells around
target that have zero-valued with three and then setting the zero-valued cells adjacent to threes with
four and so on. The process stops when the unit comprising start is reached by the wavefront. the
path can be found by using a gradient descent from the start cell. In order to avoid the local minimum
randomized planning approaches [35–37] have been proposed by starting a sequence of arbitrary
walks when immovable.
2.3. Sample-based Approaches
This method starts by creating a map that can later be explored for a collision free path. A map is
created using Probabilistic Road-maps [38] by sampling points in the network of space. Nodes will be
then added to the map at the points that are outside the obstacles. Then the nodes are used to link
the network that near each other in order to find free collision paths. The best free collision path can
be identified on a map by using traditional approaches include Dijkstra’s algorithm [39] or A* [40].
However, the vehicle dynamic limitations make it difficult to locate the networks between the samples.
Rapidly Exploring Random Trees is continuation of Probabilistic Road-maps method which includes
vehicle dynamics, hence it takes into consideration the dynamic limitation. With Rapidly Exploring
Random Trees, a tree is repetitively extended by using control inputs that induce the system vaguely
near randomly chosen points [41–43].
3. UAV Integration in Civil Airspace
In order to integrate the UAV in the civil airspace it must meet an Equivalent Level Of Safety
(ELOS) comparable to a manned aircraft. ELOS refers to a combination of systems and a concept of
operations that reduce the chance of midair collision to an acceptable level [44]. Two groups are leading
the development of standards for safe and transparent UAS integration into non-segregated airspace:
EUROCAE WG-73 in Europe and RTCA SC-203 in the US [45]. A comparative study for these groups’
activities can be found in [45]. Some civil aviation authorities have published general requirements
for UAV operations in civil airspace, such as CAP-722 (Unmanned Aircraft System Operations in
UK Airspace-Guidance) that published by the CAA [46], and FAA road-map for the integration of
civil UAS in the National Airspace System [2]. Reference [44] establishes the requirements for a
sense-and-avoid system for a remotely piloted aircraft that fulfills the intent of collision avoidance
contained in the United States Federal Aviation Regulations and the convention on international
aviation rules of the air.
Guidelines for the safety integration of autonomous UAS into civil airspace has been proposed
in [47], which presents the challenges and proposes solutions to overcome them by both the UAV
manufacturers/operators and the civil aviation organisations. Reference [48] reviews the manned
aviation policies, procedures, and requirements and relates them to the equivalent policies and
requirements for unmanned aviation. Many projects have been conducted to achieve the civil aviation
authorities’ requirements for UAS integration in all classes of the civil airspace. The following are
some examples of these projects:
• Mid Air Collision Avoidance System (MIDCAS) (2009–2014) aimed to demonstrate the baseline of
acceptable solutions for the critical UAS self separation and midair collision avoidance functions
to contribute to the UAS integration in civilian airspace [4].
• Autonomous System Technology Related Airborne Evaluation and Assessment (ASTRAEA)
focused on the technologies, systems, facilities, procedures and regulations that will allow
autonomous vehicles to operate safely and routinely in civil airspace over the United Kingdom [3].
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• Sense and Avoid Flight Tests (SAAFT), sponsored by the Air Force Research Laboratory
(AFRL), which established the SAAFT program to demonstrate autonomous collision avoidance
capabilities in both cooperative and non-cooperative air traffic. The intent of the program is to
equip UAVs with collision avoidance capabilities and thus allow them the same access to national
and international airspace that manned aircraft have [49].
Although most research programmes focus on the technical requirements for UAV integration in
the civil airspace, recently legal and ethical questions for using UAVs in non-segregated airspace have
raised. Dubot [50] has proposed the first set of laws that should be applicable to unmanned aircraft
operating autonomously.
This research aims to develop a collision avoidance system that is able to issue the resolution
advisories, and generate and track safe avoidance manoeuvres. These manoeuvres should be similar
to those performed by a pilot in manned aircraft which are compliant with the rules of the air.
4. Decision-Making System Based on The Rules of the Air
A DMS for collision avoidance is developed based on the rules of the air in Visual Flight Rules
(VFR) conditions and CAA requirements [46]. The proposed architecture of the DMS is engineered
to be implementable in manned aircraft to perform different tasks ranging from collision detection
to generating avoidance Resolution Advisories (RA), and unmanned aircraft (remotely piloted and
autonomous UAV). The DMS is divided into multiple layers, where each layer is built to perform a
specific function. Figure 2 shows the proposed DMS architecture:
• Layer-1 Collision Detection and Prioritizing (CDP): This comprises two subsystems:
– Collision Detection (CD): Detects the conflicts and generates alerts and warnings flags that
will be used by other layers.
– Risks Prioritizing (RP): Defines which of the detected intruders has a greater threats than the
others, hence gives it a higher priority.
• Layer-2 Collision Assessment (CA): Detriments the collision scenario type (i.e., head-on, left/right
approaching, and overtaking/overtaken).
• Layer-3 Advisory System (ADS): Gives general conflict resolution advisories (e.g., turn right, turn
left, climb, descend, level, and hold speed and altitude)
• Layer-4 Avoidance Manoeuvre Generator (AMG): Generates avoidance manoeuvre that allows
the aircraft to avoid the collision.
Layer-2
Collision Assessment
Layer-3
Advisory System
Layer-4
Manoeuvre Generator
HMI
(Avionics)
Guidance & 
Control System
UAV & Intruders
States
DMS
Risk Prioritizing
Collision Detection
Layer-1
Figure 2. Decision-Making System (DMS) architecture.
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The proposed DMS architecture is engineered to be implemented for different functionalities for
manned aircraft, and at different level of autonomy of UAS, or at different classes of the flight control
mode (Class-0 to Class-6) [46]. For example, in Class-0 or manned aircraft the DMS can be used to
reduce the overall pilot workload by performing the flowing tasks:
• Collisions detection and risk prioritizing (Layer-1), so the pilot will know where the traffic is.
• Determines the collision scenario type (Layer-1, and Layer-2) this will help the pilot to decide
what actions are needed to avoid the conflict.
• Generates conflict resolution advisories by evaluating the collision type (Layer-3) to help the pilot
to initiate a suitable avoidance manoeuvre.
For the remotely piloted UAV (Class-1) this architecture helps the remote pilot to be aware of the
surrounding conflicts so the remote pilot could act in the same manner as an on-board pilot. Moreover,
Layer-4 can be used to activate highly autonomous mode to generate the avoidance manoeuvre.
Layer-4 can be used also in flight mode classes (2–6). The next subsections give a description of the
DMS layers.
4.1. Collision Detection and Risk Prioritizing Layer
This layer generates Alert Flags (AF1, AF2), Collision Flag (CF), and gives general information
about the collision risks, such as the intruder direction.
The inputs of the collision detection layer are the range, the range rate, the relative altitude,
and the bearing rate. The outputs are:
• Separation alert flags (AF1, AF2): Activated for the aircraft (intruder) which their range and
relative altitude are less than specific values (loss of separation). Two different sets of ranges and
relative altitudes can be used to generate two types of alerts. For example, AF1, is activated when
intruder within (range R1, and relative altitude L1) and AF2 will be activated for aircraft within
(range R2, and relative altitude L2). Having two levels of alert may help increase the safety and
may help the pilot to prioritize the intruders in case of multi-intruder scenarios. Some commercial
Portable Collision Avoidance Systems (PCAS) like XRX [51] give the user the ability to control
the values of the range and the relative altitude. For example, the range can be selected to be
6 NM, 3 NM, or 1.5 NM (1 NM = 1852 m), and the relative altitude can be ±2500 feet, ±1500 feet,
or ±500 feet (1 foot = 0.3048 m) .
• Collision flag (CF): Activated when a collision risk is detected by monitoring the the bearing angle
(if bearing angle is constant then the collision risk is activated).
Prioritizing
This is very important for multi-intruder scenarios as it defines which intruder should be given a
higher priority than the others so it can be avoided first. The proposed algorithm uses two different
methods for intruder prioritizing:
• The first method is a modified version the commercial (PCAS) XRX [51]. However, the commercial
PCAS is designed for manned aircraft, where the Communication and Control (C2), and data link
problems and delay problem are not issue as same as the remotely controlled UAV [2]. Remotely
piloted UAV needs a greater safety margin, hence three levels of alerts and warning (AF1, AF2,
CF) are proposed in this paper to give the remote pilot more time and greater safety margin
which would overcome the problems that may be associated with C2 link. The remote pilot can
modify the values of ranges and relative altitudes depend on the UAV manoeuvrability and the
flight environment. The prioritizing process can simply be determined by: intruder range and
relative altitude, intruder vertical speed (climbing or descending), and aircraft vertical speed
(climbing or descending). The prioritizing algorithm gives the highest priority to the intruder
with (CF) flag and gives the lowest priority to the intruder with (AF1) flag. Intruders that share
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the same flag will be prioritized based on their relative altitude from the aircraft, so the lower the
vertical separation the higher the priority. However, if the aircraft is descending/climbing then
the relative altitude sign will be taken in consideration. For example, if there are two intruders in
level flight and both are within ±L2 and both have (AF2) flag, the intruder at higher level will be
given higher priority if the aircraft is climbing, but it will given lower priority if the aircraft is
descending.
• Using Time to Collision (Tc): One drawback of the previous method for prioritizing is that the
relative speeds of the intruders with the aircraft are not taken into consideration. The relative
speed between the aircraft and an intruder is function to their speeds and headings. Thus, using
the ranges alone is not enough for the prioritizing process. In this paper time to collision (Tc) is
used in prioritizing process, the smaller the Tc, the higher the priority will be given. The range is
implicit in the time to collision (Tc = Ra/Vr, where Ra is the range, and Vr is the relative speed or
closure rate Vr = d(Ra)/dt).
4.2. Collision Assessment Layer
This layer receives the collision information of the highly prioritized intruder and determines
the conflict type. The assessment process uses heading angles of the aircraft and intruder, and the
bearing angle as inputs then applying the right of the way and the rules of the air in see and avoid
environment. The rules of right of way around the aircraft are shown in Figure 3. It can be seen that
the aircraft must give way to all traffic approaching from the opposite direction within 45◦ of the
aircraft’s centreline and for all air traffic that are approaching from starboard (right) side of the aircraft.
Balloons, gliders, airships, and aircraft towing objects always have the right of way except for cases
when aircraft are being overtaken by them. An aircraft has right of way when it is overtaken by an
aircraft within 70◦ of the aircraft’s centreline [52].
Figures 4 shows a simple illustration of the three main collision scenarios with their collision
avoidance rules. Both aircraft should turn right to avoid collision in head-on case. In the converging
scenario, aircraft (A) must turn right to give way to aircraft (B) then tracks behind it. In the overtaking
case, the overtaking aircraft (A) must turn right to keep out of the way of the overtaken one (B) that
will keep going on its way [53,54]. These cases are the general cases and there are many sub-scenarios
under each case.
+110
o
-110
o
0
o
+45
o
-45
o
All Traffic
All Traffic
Balloons
Gliders
Airships
Overtaking Traffic Gives 
Way
Figure 3. Rules of right of way around the aircraft.
Figure 5 shows the flowchart of the assessment algorithm, where the bearing and relative speed
are used to assess the type of conflict.
Robotics 2020, 9, 9 8 of 35
B
A
B
A
7
0 7
0
A
B
4
5
-4
5
(c)(a) (b)
Figure 4. Main collision scenarios and avoidance rules: (a) head-on, (b) converging, and (c) overtaking.
start
Bearing, Relative speed
-45°<Bearing<45° Relative speed> Vaircraft
Head-on
Yes
End
End
Yes No
No
Overtaking
45°<Bearing<110°
Right 
approaching
Yes
No
-45°>Bearing>-110°
Lift 
approaching
YesNo
Being 
overtakenEnd
Figure 5. Collision assessment algorithm flowchart.
The assessment output (collision type, the relative speed or closure rate Vr, and the time to
collide Tc) can be then passed to to the pilot (in manned aircraft), or the remote pilot in case of UAV.
The collision assessment layer also generates two flags to be used by the other DMS layers:
1. The intruder at Nine o’clock Flag (NF): When the intruder become at at 9 o’clock position relative
to the UAV (usually pilots use a clock position to give the relative direction of an object). In some
conflict avoidance scenarios (e.g., approaching conflict scenarios) in manned aircraft the pilot
observes the intruder position while performing the avoidance manoeuvre, and when the intruder
reaches the 9 o’clock position the pilot tries to restore the initial heading angle of the aircraft.
Hence, the aircraft flies parallel to its previous path.
2. Collision Resolved Flag (RF): When the intruder range is greater than a predefined value with a
positive relative speed Vr the collision is resolved.
4.3. Advisory System
The decision making functionality of the proposed DMS architecture is taken place in Layer-3,
which receives information from Layer-1 and Layer-2, then uses the rules of the air to generate
suitable Resolution Advisories (RA). The pilot or remote pilot can then uses these RA to avoid the
conflict. In this paper the level flight scenarios are discussed so the horizontal advisories for avoidance
manoeuvres are generated which are:
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• Turn right manoeuvre: If AF1=1 and AF2=0 then the the RA is single (Right), but if (AF2=1 or
CF=1) then the RA command is double (Right, Right) indicating that the pilot should make a
greater right turn than the single (Right) command.
• Turn left manoeuvre: Same as turn right case so if AF1=1 then (Left); if AF2=1 or CF=1 then
(Left,Left).
• Holding the current speed and altitude: The RA in this case is (Hold)
• Level off
Figure 6 shows the flowchart for the advisory algorithm that is used in head-on collision scenarios.
It can be seen that when (AF2) is not activated (which means that the intruder is far enough away to
make vertical manoeuvre) if the aircraft is climbing or descending the RA command is to level off the
aircraft. But if the aircraft is in level flight then the RA is (Right) in case there is no offset, and (Left) in
the offset case. However, if (AF2 or CF) are activated then the vertical resolution advisories will not
be taken into consideration for safety reasons due to the aircraft inertia in vertical manoeuvre. So the
advisory system will just generate the horizontal resolution advisories which are (Right, Right) when
no offset exists and (Left, Left) in the case of offset.
Figure 7 gives the flowchart for the advisory algorithm that generates the resolution advisories in
(overtaking, and being overtaken) scenarios. The conflict resolution advisories can be passed to the
remote pilot of the UAV, or can be shown on the avionics for manned aircraft.
Start
AF2=1Turn right
Aircraft descending
Or climbing
NoOffset=1 YesNo
Turn left
Yes
Level off
Yes
End
End
Head-on
Turn rightOffset=1 No
Turn left
Yes
End
NO
Issued advisories are:
1-(Right, Right): for right manoeuver 
2- (Left, left) for left manoeuver
Issued advisories are:
1-(Right): for right manoeuver 
2- (Left) for left manoeuver
Figure 6. Flowchart for advisory generating during head-on collision.
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AF2=1 Offset=1 No
Yes
End
Overtaking/
Overtaken
Issued advisories are:
1-(Right, Right): for right manoeuver 
2- (Left, left) for left manoeuver
3- (Hold): for holding current speed and level
No
Overtaking: Right
Overtaken: Hold 
current speed and 
level
Overtaking: Left
Overtaken: Hold current 
speed and level
YesOffset=1
Issued advisories are:
1-(Right): for right manoeuver 
2- (Left): for left manoeuver
3- (Hold): for holding current speed and 
level
Overtaking: Right
Overtaken: Hold 
current speed 
and level
Overtaking: Left
Overtaken: Hold 
current speed and 
level
Yes
No
End
Figure 7. Flowchart for Resolution Advisory (RA) generation for overtaking/overtaken conflict scenarios.
4.4. Collision Avoidance Manoeuvre Generation
The avoidance manoeuvre generation system generates the trajectory profiles of the avoidance
manoeuvre based on the information that received from the upper layers of the DMS and the rules of
the air. In order to achieve this function, a set of predefined manoeuvres are used. The parameters of
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the predefined manoeuvre are governed by the initial states of the UAV and the intruder, and UAV
dynamics constraints. This paper proposes a combination of level flight and a coordinated turn
manoeuvre with constant speed and altitude for the horizontal avoidance manoeuvres. The method
here is to construct a heading rate signal for the full avoidance manoeuvre, then apply this signal
to the UAV dynamic model to generate the avoidance manoeuvre trajectory profiles. The generated
avoidance manoeuvre trajectory profiles are, then, either passed to the inverse dynamics to generate
the UAV control inputs, or used as global trajectory profiles for the Local Trajectory Planning (LTP)
algorithm that will be discussed later in this paper.
5. Avoidance Manoeuvre Trajectory Profile Generation
The avoidance manoeuvre trajectory profiles are generated as follows:
1. Specify the avoidance manoeuvre type and find its characteristics: a coordinated turn and a level
flight manoeuvres are selected to perform the turning part and the straight flight part of the
avoidance manoeuvre respectively.
2. Find the heading rate for each part of the avoidance manoeuvre: the coordinated turn heading
rate can be found using the UAV current states and dynamic constraints. The level flight has a
zero heading rate.
3. Calculate the time periods that are associated with the defined heading rates depending on the
conflict scenario. Hence, the heading rate signal for the avoidance manoeuvre can be constructed.
4. Generate the avoidance manoeuvre profiles by applying the constructed heading rate to the UAV
dynamic model.
5.1. Avoidance Manoeuvres’ Types and Characteristics
A coordinated turn with a constant speed and altitude maneuver is preferred by pilots for the
turning part of the avoidance manoeuvre [55]. Figure 8 shows the forces acting on the aircraft when
performing a coordinated turn at a constant speed V.
Radius of turn  R
Bank angle  Ø 
Lift L
mV2/R
mg
Figure 8. Forces balance in equilibrium state of turning aircraft.
The acting forces on the aircraft are balanced at an equilibrium state. Hence, the projection of the
lift force on the horizontal axis and the centrifugal force are equal:
L sin(φ) =
mV2
R
(1)
where φ is the bank angle, m is the aircraft mass, V is the speed, R is the radius of turn, and L is the
total aircraft lift given by [56] L = 12ρSCLV
2where ρ is the air density, S is the wing area, CL is the lift
coefficient given by CL = CL0 + αCLα where CL0 , CLα are the zero-angle-of-attack lift coefficients and α
is the lift curve slope. The aircraft weight is equal to the projected lift force,
L cos(φ) = mg. (2)
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Hence, the turn radius can be calculated from (1) and (2):
R =
V2
g tan(φ)
. (3)
The full turn time is t = 2piR/V = 2piV/(g tan(φ)).
The heading rate ψ˙ is given by ψ˙ = 2pi/t = g tan(φ)/V. The maximum heading rate at a
specific speed is
ψ˙max = g
tan(φmax)
V
(4)
where φmax is the maximum roll angle. Constant altitude and speed during a turn is achieved by
increasing the lift and thrust to compensate the vertical lift reduction and the increase in the drag. The
normal load factor n is
n =
L
mg
. (5)
From (2), and (5) the normal load factor during the turn can be rewritten as n = 1/cos(φ). So
the bank angle is constrained by the maximum normal load factor, nmax = 12ρV
2SCLmax /(mg) =
1/cos(φmax).
The stall speed increases during the turn, hence, it must be taken into consideration:
Vstall(turn) = Vstall
√
n =
Vstall√
cos(φ)
(6)
where Vstall(turn) is the turn stall speed, Vstall is the level flight stall speed. Equation (6) shows that
the turn stall speed is increased when the the bank angle is increased. Also, the load factor must be
increased to maintain the aircraft altitude.
5.1.1. Avoidance Manoeuvre Generation for Head-on/Overtaking Conflict Scenarios
The UAV performs (right/left) manoeuvres to avoid a conflict in head-on and overtaking conflict
scenarios. The upper layers in the DMS determine the direction of turn. The same avoidance
manoeuvre is proposed for the head-on and the overtaking conflict scenarios. A head-on avoidance
manoeuvre is shown in Figure 9. The avoidance manoeuvre is divided into the following time periods:
1. Time period (T1): perform a coordinated turn to turn right with constant heading rate ψ˙1 to
change the heading angle by a predefined value ∆ψT1.
2. Time Period (T2): fly straight and level with a constant speed V to achieve a predefined clearance
distance dc.
3. Time Period (T3): a coordinated turn is initiated to turn left and so head parallel to the global
trajectory. This is achieved by using a constant heading rate with the same turn rate ψ˙3 = −ψ˙1 to
achieve heading angle change ∆ψT3 = −∆ψT1 .
4. Time Period (T4): fly straight and level parallel to the global trajectory until the collision
assessment layer sets the resolution flag RF.
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Figure 9. The geometric representation of the proposed head-on collision avoidance manoeuvre.
5.1.2. Avoidance Manoeuvre Generation for Approaching Scenarios
The rules of the air direct that the UAV must give the way to traffic that is approaching from
the right side by turning right and tracking behind the approaching intruder [52]. Three types of
avoidance manoeuvre are proposed using the coordinated turn with constant speed and altitude:
1. Right-Straight-Left (RSL) manoeuvre. This is similar to the head-on conflict avoidance manoeuvre
but with a heading angle change of pi2 rad. However, the straight part is controlled by activation
of the 9 o’clock flag NF. So the UAV turns right by pi2 rad, then travels straight until the intruder is
at 9 o’clock relative to the UAV, at this point the UAV turns left by pi2 rad so the UAV is heading
parallel to the global trajectory.
2. Right-Straight then Left-Straight (RS-LS) manoeuvre. The RSL uses the initial state of the
intruder (speed and heading angle) and assumes these will be held during the conflict avoidance
manoeuvre (according to the rules of the air). However, the available intruder state (measured
by the on-board sensing unit, or provided by the ground station) can be mismatched with the
actual one. In addition, using the intruder’s initial state values to calculate the whole avoidance
manoeuvre is not sufficient if these values change during the avoidance manoeuvre. Therefore,
updated values of the intruder’s state can be useful to reduce the mismatch effects and to overcome
the intruder’s state values changes problem. Hence, the RSL avoidance manoeuvre is modified
to the RS-LS avoidance manoeuvre. The RS-LS avoidance manoeuvre is divided into two parts:
Right-Straight (RS) that is initiated by collision flag CF, and Left-Straight (LS) that is initiated by
the nine o’clock flag NF flag.
3. Circle Manoeuvre. A coordinated turn is used to turn right and complete a full circle. The UAV
will return to the global trajectory at the end of circulation and can continue tracking the global
trajectory.
Some case studies of possible right approaching conflicts are given in Figure 10 to clarify the
proposed avoidance manoeuvres:
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Figure 10. Avoidance manoeuvres for different right approaching conflict scenarios.
• Scenario A. The UAV and the intruder initial positions are u0, and a0 respectively. The avoidance
manoeuvre can be divided into four parts: time Tm is divided into four time periods:
1. The UAV makes a full right turns manoeuvre ∆ψ = pi2 rad moving from u0 to u1. The time
period for this part is T1. At the end of T1 the intruder position is a1.
2. The UAV travels straight from u1 to u2a. This part is performed during the time period T2.
At the end of this period the intruder position is a2 where the bearing angle is pi2 rad (the
intruder is at 9 o’clock of UAV).
3. The UAV turns left by pi2 rad during the time period T3 moving to u3a position, where, it
becomes parallel to the initial path. The intruder position will be a3 at the end of this period.
4. The UAV then travel straight until the conflict resolution flag RF is activated where it can
resume tracking the global trajectory. The time period of this part is T4.
• Scenario B. In this scenario the UAV and the intruder are initially at u0, and b0 respectively. The
avoidance manoeuvre parts for this scenario are as same as the avoidance manoeuvre parts for
scenario A with shorter T2 time period (the time periods that shown at the bottom of Figure 10
are for scenario B). The RSL or RS-LS avoidance manoeuvres are suitable for this kind of conflict.
However, there are some right approaching conflicts that cannot be avoided using the RSL or
RD-LS. For example, when the intruder position at the end of the time period T1 is on the right
of the UAV, or if it is at a head-on position such as the intruder in conflict scenario C. The circle
avoidance manoeuvre is proposed to avoid these scenarios.
• Scenario C. The initial position of the UAV and the intruder are u0 and c0 respectively. At the end
of time period T1 the UAV and the intruder will be at u1 and c1 respectively, which means they
are nearly at a head-on conflict position (as can be seen in Figure 10). The proposed manoeuvre
to avoid this conflict is to make a full circle manoeuvre rather than going straight. A minimum
distance dc(min) is used to differentiate between the intruders that need to be avoided by using the
RSL/RS-LS, or the circle type avoidance manoeuvre. The RSL/RS-LS avoidance manoeuvres are
used for intruders which will be out of the shaded area, that is shown in Figure 10, at the end of
T1 time period. The circle type avoidance manoeuvre is used for the intruders that will be inside
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the shaded area at the end of time period T1. The shaded area is determined by the predefined
minimum clearance distance dc(min).
5.2. Avoidance Manoeuvres Parameterization
A geometric approach is proposed to parameterize the avoidance manoeuvres. The following
subsection presents the proposed methodology for each conflict scenarios.
5.2.1. Head-on Manoeuvre Parameterization
The avoidance manoeuvre shown in Figure 9 can be generated by using the heading rate shown in
Figure 11 as the command signal and holding the speed and altitude constant. Heading rate integration
gives the heading angle for the selected manoeuvre as shown in Figure 12.
ψ
ψmax
ψmax
T1
T2 T3
Time
ψ1
ψ3
̇ 
̇ 
̇ 
̇ 
̇ 
Figure 11. The heading rate of the proposed head-on collision avoidance manoeuvre.
ψ
T2
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ψ1 ψ2
ψ3
ΔψT1=ψ1-ψ0 ΔψT3=ψ3 – ψ2
T4 Ψ
Ψ
.
Figure 12. The heading angle of the proposed head-on collision avoidance manoeuvre.
The proposed avoidance manoeuvre can be defined by its heading rates (ψ˙1, ψ˙3), and the total
heading angle changes (∆ψ1, ∆ψ3). If these quantities are specified then the time periods (Tm, T1, T2,
T3, T4) can be calculated. The heading rate and the change in heading angles can be predefined to
satisfy some conditions:
1. The UAV must not head backwards during or after resolving the conflict. Thus, the heading
difference is constrained so ∆ψT1 <
pi
2 . This also guarantees that the intruder will be in the Field
of Regard (FOR) while the avoidance manoeuvre is performed (the requirement for the onboard
sensor system for a UAV is to cover the FOR of (±110◦) horizontal with respect to the longitudinal
axis of the UAV [44].
2. The UAV must be in parallel with its initial state (i.e., ψ0 = ψ3). This can be achieved by
∆ψT3 = −∆ψT1 where ∆ψT1 = T1ψ˙1, and ∆ψT3 = T3ψ˙3 are the total heading changes during
the time periods T1, and T3 respectively so T3ψ˙3 = −T1ψ˙1 ⇒ ψ˙1/ψ˙3 = −T3/T1. In this paper
ψ˙3 = −ψ˙1 , so T1 = T3.
3. The UAV should achieve a certain clearance distance from the expected Collision Point (CP),
i.e., the clearance distance should be greater than or equal to a predefined value dc as can be seen
in Figure 9. The clearance distance is the sum of the distances (D1, D2, D3) that are achieved
during the time periods (T1, T2, T3) respectively, i.e., D1 + D2 + D3 = dc. This condition can be
used to find T2. Now ψ˙1 = −ψ˙3, so D1 = D3, and from geometry D1 = R(1− cos(∆ψT1)) where
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R is the turn radius given by (3). Hence D2 = dc − 2R(1− cos(∆ψT1)). The relationship between
the time period T2 and the distance D2, at a constant speed V is
T2 =
D2
V sin(∆ψT1)
=
dc − 2R(1− cos(∆ψT1))
V sin(∆ψT1)
(7)
where 0 < ∆ψT1 <
pi
2 .
4. Calculation of T4, and Tm: the manoeuvre time Tm is going to be used in the next steps, for
instance, in the trajectory profiles discretization, and in the speed profiles integration for position
profile generation. Hence, it must be predefined as a constant value. The constant value of Tm
must be enough to perform the avoidance manoeuvre and resolve the collision. The time period
T4 can be calculated as T4 = Tm − (T1 + T2 + T3).
In manned aircraft, pilots use exaggerated turn manoeuvres to make other pilots aware of the
collision risk. Hence, in this paper the value of the heading and the heading rate are selected to perform
either an average manoeuvre (∆ψ = pi4 and ψ˙o = [50%− 75%]ψmax) or an exaggerated manoeuvre
(∆ψ = pi3 and ψ˙o = [75%− 100%]ψmax). The average manoeuvre is selected when the time to collision
Tc is within a predefined range value (e.g., greater than 20 s). In critical situations when the time to
collision is small, the exaggerated manoeuvre is selected.
5.2.2. RSL Avoidance Manoeuvre Parameterization
The RSL avoidance manoeuvre is divided into four time periods, T1, T2, T3, and T4, as can be seen
in Figure 13. The turn parts of this manoeuvre are achieved by a coordinated turn (T1 and T3 periods)
and constant speed level flight for the straight parts. The difference between the RSL manoeuvre and
the head-on manoeuvre (shown in Figure 9) is that in the RSL manoeuvre the UAV must complete
the right turn, but this is not necessary for the head-on manoeuvre. Hence, the RSL has a similar
shape of heading rate and heading angle those shown in Figures 11 and 12. However, the manoeuvre
parameters calculation is different because ∆ψT1 = ∆ψT3 = pi2 in the RSL manoeuvre. The following
steps are used to calculate the RSL avoidance manoeuvre parameters Tm, T1, T2, T3, and T4:
• Define the heading rate of turn, that can be linked to the maximum heading rate by defining two
types of manoeuvre (as for the head-on/overtaking avoidance manoeuvre).
• Calculate the time period T1 by T1 = ∆ψT1 /ψ˙1 = pi/(2ψ˙1).
• Calculate the time period T2. At the beginning of time period T2 the UAV and intruder are at u1
and b1 positions respectively. They move to positions u2, and b2 by the end of T2. Hence, the time
period T2 is given by
T2 =
dub2
V +Vb cos(θb)
(8)
where Vb is the intruder speed, θb is the angle between the intruder speed vector and the y-axis,
and dub2 is the projection of the distance between the UAV and the intruder at the end of the time
period T1 on the y-axis given by dub2 = Ry0 − (R + db1) where Ry0 is the initial intruder range
projection on the y-axis, R is the turn radius given by (3), and db1 is the projection on the y-axis
of the traveled distance by the intruder during the time period T1 given by db1 = Vb cos(θb)T1.
Unlike the avoidance manoeuvre for the head-on/overtaking conflict scenarios, the RSL avoidance
manoeuvre calculation depends on the intruder speed and heading (during the time period T2).
• Time period T3 is equal to T1 so that the UAV heading angle at the end of T3 is the same as the
UAV initial heading angle (ψ˙3 = −ψ˙1).
• Time period T4 is calculated by T4 = Tm − (T1 + T2 + T3).
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Figure 13. The Right-Straight-Left (RSL) avoidance manoeuvre for right approaching conflict scenario.
5.2.3. RS-LS Avoidance Manoeuvre Parameterization
The RS-LS avoidance manoeuvre is divided into two parts: Right-Straight RS that is initiated by
the CF flag, and Left-Straight LS that is activated by the NF flag. Figure 14 illustrates the sequence of the
RS-LS avoidance manoeuvre parts with the collision assessment flags; the heading rate values during
the time periods are shown at the bottom of the figure. The time values Tm1, and Tm2 are predefined
to be large enough to perform the avoidance manoeuvre. Time periods T1, and T3 are calculated the
same as for the RSL avoidance manoeuvre. The time period T2 = Tm1 − T1 is interrupted by the NF
flag, and the time period T4 = Tm2 − T3 is interrupted by the RF flag.
0
CF
T3
Tm1
T1 T2
T4
RF
Start the RS-LS avoidance manoeuvre
Stop the avoidance manoeuvre;
Return to the global trajectory
0
Time
ψ1
. .
ψ3
NF
Tm2
Start RS 
part 
Start LS 
part
Figure 14. The Right-Straight then Left-Straight (RS-LS) avoidance manoeuvre parts sequence.
5.2.4. Circle Avoidance Manoeuvre Parameterization
A geometric presentation of the circle avoidance manoeuvre is shown in Figure 15. The condition
to perform the circle manoeuvre instead of the RSL/RS-LS avoidance manoeuvre is:
Rx1 ≤ Xmin ⇒ Rx1 ≤ R + dc(min) (9)
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where Rx1 is the intruder range projection on the x-axis, when it at the position c1 (the intruder ranges
are measured from the reference frame origin at u0), R is the turn radius, and dc(min) is a predefined
minimum clearance distance, measured from the UAV position u1 (when it has completed a pi2 rad
right turn). The intruder range projection Rx1 is given by Rx1 = Rx0 + dc1, where Rx0 is the intruder
range projection on the x-axis when it is at the position c0, and dc1 is the projection of the intruder
traveled distance from c0 to c1 given by dc1 =
Tt
4 Vc sin(θc), where Vc is the intruder speed, θc is the
angle between the y-axis and the intruder speed vector as shown in Figure 15, and Tt is a full circle
turn time given below by (11). Then the circle avoidance manoeuvre condition can be written:
Rx0 ≤ R + dc(min) −
Tt
4
Vc sin(θc). (10)
This avoidance manoeuvre is simply a circle with a constant speed and altitude (coordinated
turn). The circle radius is controlled by the selected heading rate ψ˙ shown in Figure 16, and the UAV
speed V since the radius is given by (3). The UAV heading angle is shown in Figure 17. As can be seen
in Figures 16 and 17, the manoeuvre is divided into two periods:
• the circle turn time period Tt :
Tt =
∆ψTt
ψ˙1
=
2pi
ψ˙1
(11)
where ψ˙1 is the selected avoidance heading rate and
• the time period T4 = Tm − Tt where the manoeuvre time Tm is predefined.
CP
Tt
R c0
u1
c1
c2
u2
u3
dc(min)
xmin
Vc
θc
x
y
u0
Rx1
Rx0
dc1
Figure 15. The geometric representation of the proposed circle avoidance manoeuvre.
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Figure 16. Heading rate for the circle avoidance manoeuvre.
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5.3. Trajectory Profiles Generation and Parameterization
Trajectory profiles are required for the next steps of the collision avoidance system. The
constructed signal of the heading rate of the avoidance manoeuvre is used as the input for the
UAV lateral directional model to generate the avoidance manoeuvre trajectory profiles (speed, and
position). The lateral directional dynamics of the UAV under constant speed and altitude is given
by [57]:
x˙ = V cosψ
y˙ = V sinψ
ψ˙ = U
(12)
the pair (x, y) represents the UAV position, V is the UAV speed, and U is the input signal. A discrete
representation of this model is formed by an Euler approximation:
x(k + 1) = x(k) + TsV cosψ(k)
y(k + 1) = y(k) + TsV sinψ(k)
ψ(k + 1) = ψ(k) + TsU(k)
(13)
where Ts is the sampling time and k = 0, 1, . . . , n are the discrete steps. The relationship between
the time manoeuvre and sampling time is n = TmTs . Hence, the constructed heading rate signal is
discretized then used to generate the discrete speed and position profiles of the proposed avoidance
manoeuvre,
ψ˙ = [ψ˙(0), ψ˙(1), . . . , ψ˙(n− 1), ψ˙(n)] (14)
The generated trajectory profiles (position, and speed) can then be curve-fitted to calculate all
the trajectory profiles (position, speed, acceleration, and the rate of acceleration or jerk) which can be
used as a global trajectory for the LTP algorithm. The inverse dynamic algorithm that generates the
command signal for the UAV depends on the trajectory profiles (position, speed, acceleration, and
rate of acceleration) in the 3D reference frame. However, the discretized lateral directional model of
the UAV (13) with the constructed heading rate signal as input generates only the speed and position
profiles in the 2D reference frame. Thus NURBS curves are used to describe the trajectory profiles.
Appendix A gives an introduction to NURBS curves and their properties.
5.3.1. Avoidance Trajectory Parametrization
A 6th order Bezier curve [58] is used to curve fit the generated speed profiles. Using (A2)–(A4),
the 6th order Bezier curve basis functions are
B0 = (1− τ)6, B1 = 6τ(1− τ)5, B2 = 15τ2(1− τ)4,
B3 = 20τ3(1− τ)3, B4 = 15τ4(1− τ)2, B5 = 6τ5(1− τ), B6 = τ6
(15)
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Then the Bezier curve coefficients are used to generate the avoidance manoeuvre trajectory profiles
in the 3D reference frame. The curve fitting algorithm uses the least squares curve fitting technique.
The coefficients of the Bezier curve that fit the speed profiles are calculated as:
Cu˙ = Bls x˙, Cv˙ = Blsy˙, Cw˙ = Bls z˙ = 0 (16)
where C = [c0, c1, . . . , c6] are the Bezier curve coefficients, Bls is the curve-fit matrix which is calculated
off-line using the Bezier basis function matrices Bls = (BTB)−1BT . Then the calculated coefficients of
the Beizer curve are used to calculate the trajectory profiles (position, speed, acceleration, and rate of
acceleration) in the 3D reference frame. The curve fitted speed profiles in forward (u), lateral (v), and
vertical (w) axes are written:
u(τ) = cu˙0 B0(τ) + c
u˙
1 B1(τ) + c
u˙
2 B2(τ) + · · ·+ cu˙6 B6(τ)
v(τ) = cv˙0B0(τ) + c
v˙
1B1(τ) + c
v˙
2B2(τ) + · · ·+ cv˙6B6(τ)
w(τ) = cw˙0 B0(τ) + c
w˙
1 B1(τ) + c
w˙
2 B2(τ) + · · ·+ cw˙6 B6(τ)
(17)
However, in horizontal manoeuvres the vertical speed is zero (w(τ) = 0) hence:
cw˙i = 0 for i = 0, 1, . . . , 6 (18)
The relationship between the parameter τ and the avoidance manoeuvre time (Tm) can be used to
represent the time t = τTm. Therefore, the acceleration and the jerk profiles are given by:
du
dt
=
1
Tm
(
cu˙0
dB0(τ)
dτ
+ · · ·+ cu˙6
dB6(τ)
dτ
)
(19)
and
d2u
dt2
=
1
T2m
(
cu˙0
d2B0(τ)
dτ2
+ · · ·+ cu˙6
d2B6(τ)
dτ2
)
(20)
The acceleration and the jerk profiles for the lateral axis can be calculated in a similar way. The
acceleration and jerk profiles for the vertical axis are both zero. The position profile is driven by
integration of the basis functions with respect to time t
Binti =
∫ Tm
0
Bi(t)dt for i = 0, 1, . . . , 6 (21)
Hence, the trajectory profiles calculation is reduced to simple matrix multiplication:
u = Cu˙
T
B, u˙ =
1
Tm
Cu˙
T
B′, u¨ = 1
T2m
Cu˙
T
B′′, x = x0 + Cu˙
T
Bint (22)
v = Cv˙
T
B, v˙ =
1
Tm
Cv˙
T
B′, v¨ = 1
T2m
Cv˙
T
B′′, y = y0 + Cv˙
T
Bint (23)
w = Cw˙
T
B, w˙ =
1
Tm
Cw˙
T
B′, w¨ = 1
T2m
Cw˙
T
B′′, z = z0 + Cw˙
T
Bint (24)
where B is the discretized basis function matrix given by:
B =

B0(τ1) B0(τ2) · · · B0(τn)
B1(τ1) B1(τ2) · · · B1(τn)
...
... · · · ...
B6(τ1) B6(τ2) · · · B6(τn)
 (25)
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B′, B′′ are the discretized basis function derivatives matrices, and CuT , CvT , CwT are the vectors of
coefficients for forward, lateral, and vertical axis:
Cu˙
T
=
[
cu˙0 c
u˙
1 · · · cu˙6
]
; Cv˙
T
=
[
cv˙0 c
v˙
1 · · · cv˙6
]
; Cw˙
T
=
[
cw˙0 c
w˙
1 · · · cw˙6
]
(26)
6. Simulation Results of the Proposed Predefined Avoidance Manoeuvres
This section discusses simulation results for some avoidance manoeuvre scenarios.
MATLAB/Simulink is used to simulate the proposed avoidance manoeuvres for different collision
scenarios. Figure 18 shows the block diagram that is used to generate the simulation results. The UAV
with the controllers are modeled by the point-mass model, and it is assumed that the UAV is tracking
the generated command signals exactly. All the required parameters of the UAV and intruders are
assumed to be available for the DMS algorithm (the obstacle detection issue is not in the scope of this
paper). The switch and the dashed link that are shown in the block diagram represent the method for
generating the command signals by passing the trajectory profiles, that are generated by the curve
fitting algorithm, directly to the inverse dynamics.
Inverse 
Dynamics
Aircraft Model
Local Trajectory 
Planner
Trajectory
profiles 
Conflict 
Scenario
Avoidance 
Manoeuvre 
Generator
Control 
System
Actual values
Demanded values
Generated 
values
Vehicle state
Figure 18. Block diagram for Collision Avoidance Systems (CAS) simulation.
6.1. Right Approaching Conflict Scenario Simulation Results (RSL manoeuvre)
Figure 19 shows a right approaching scenario used to test the RSL avoidance manoeuvre. The
initial state for the UAV and the intruder are:
1. UAV initial state: V = 75 m/s, ψ0 = 0 rad, and φmax = pi3 rad
2. Intruder initial state: Vb = 75 m/s, ψb = pi3 rad, that means θb =
pi
6 rad, Ry0 = 1500 m, so Tc = 20 s
The exaggerated type of the RSL avoidance manoeuvre is selected (ψ˙1 = ψ˙max = 0.2263 rad/s),
so the turn radius is R = V/ψ˙1 = 331 m, the time period T1 = pi/(2ψ˙1) = 7 s, Ry0 = 1500 cos(pi6 ) =
1300 m, and db1 = Vb cos(pi6 )T1 = 455 m. Time period T2 is calculated using (8): T2 = 4 s. The
manoeuvre time Tm = 50 s, so T4 = Tm − (T1 + T2 + T3) = 32 s (because T3 = T1 = 7 s).
Figure 20 shows some simulation results for this scenario. The left column subplots show the
heading rate, heading angle, roll angle, and flight path angle (from top to bottom).
1. The input (heading rate) to generate the proposed RSL avoidance manoeuvre is shown in the
first subplot. It can be seen that the heading rate is at the maximum value (exaggerated type
avoidance manoeuvre).
2. The demanded heading angle ψd and the generated heading angle ψg are shown in the second
subplot. It can be seen that the generated heading angle tracks the demanded one with some
deviations.
3. The demanded and the generated roll angles, φd and φg, are shown in the third subplot. The
generated roll angle φg tracks the demanded one with some differences resulting from the sudden
change in the demanded value, but it does not exceed the maximum heading angle.
4. The demanded and generated flight path angles are shown in the fourth subplot. As the avoidance
manoeuvre is proposed to be performed in the horizontal plane the demanded flight path angle
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γd is zero. The generated flight path angle γg fluctuates around zero within the range ±3◦, which
is small enough to be considered negligible.
R
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0
0
 m
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ΔΨT1 =90
o
T1 T2 T3
R
T4
1500 m
θb =30
o
Vb=75m/s
V=75m/s
xb2
b1
b2
u1
dub1
Tm
Ry0
y
db1
b0
u2
Ry1
Figure 19. Right approaching scenario.
The right column of subplots in Figure 20 gives the simulation result of the speed V, forward
speed u, lateral speed v, and vertical speed w. It can be seen that the generated speeds (dashed lines)
are tracking the demanded speeds (solid lines). The generated UAV speed Vg is approximately 75 m/s
during the manoeuvre time. Figure 21 gives the 3D representation of the manoeuvre which shows that
the clearance distance is greater than the specified value that is 500 m.
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Figure 20. Simulation results of attitude (heading rate, heading angle, roll angle, and flight path angle)
for the RSL avoidance manoeuvre.
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Figure 21. 3D view of the Unmanned Aerial Vehicle (UAV) trajectory for the RSL avoidance manoeuvre.
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6.2. Right Approaching conflict Scenario Simulation Results (Circle manoeuvre)
Figure 22 shows a right approaching scenario used to test the circle avoidance manoeuvre. The
initial state for the UAV and the intruder are:
1. UAV initial state: V = 60 m/s, ψ0 = 0 rad, φmax = pi3 rad.
2. Intruder initial state: Vb = 75 m/s, ψc = 0.89 rad, that means θc = 0.68 rad, Range = 1500 m, and
Tc = 25 s.
An exaggerated type of the circle avoidance manoeuvre is selected (the heading rate is
ψ˙1 = 0.8ψ˙max = 0.2263 rad/s), so the turn radius is R = V/ψ˙1 = 265 m, and the time
period Tt = 2pi/ψ˙1 = 27.76 s. The predefined manoeuvre time is selected to be Tm = 40 s, thus
T4 = Tm − (Tt) = 12.24 s, and dc1 = Vc cos(θc) Tt4 = 455 m.
R
Rx1
c0
u1
c1
c2
u2
u3
dc(min)
xmin
Vc
θc
x
y
u0
Rx0
dc1
Figure 22. The circle avoidance manoeuvre for a right approaching conflict scenario.
The simulation results of this scenario are shown in Figure 23. The heading rate, heading angle,
roll angle, and flight path angle are shown in left column subplots (from top to bottom). It can be
seen that the generated signals track the demanded signals with acceptable fluctuations. For example,
the generated heading angle tracks the demanded one with very small deviations, also the generated
flight path angle tracks zero value with maximum error less than 2◦. However, the UAV dynamics lags
can be obviously noticed in the roll angle response in the third subplot.
The simulation result of the UAV speed V, forward speed u, lateral speed v, and vertical speed w
are shown in the right column of subplots. The generated speeds (dashed lines) track the demanded
speeds (solid lines) with very small differences. The generated UAV speed Vg is approximately 60 m/s
during the manoeuvre time. A 3D representation of the UAV avoidance manoeuvre trajectory, and
the intruder trajectory are shown in Figure 24, in which the position of the UAV and the intruder at
(t = Tt4 , t =
Tt
2 , and t = Tm) are highlighted to show the need for performing the circle avoidance
manoeuvre rather than the RSL/RS-LS manoeuvres. At t = Tt4 the UAV at position is (333,−213,1003)
m, and the intruder position is (154,-1090,1000) m so the intruder is at the right of the UAV where the
circle avoidance manoeuvre is the suitable option to avoid the conflict.
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Figure 23. Simulation results of attitude (heading rate, heading angle, roll angle, and flight path angle)
for the circle avoidance manoeuvre.
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Figure 24. 3D view of the UAV trajectory for the circle avoidance manoeuvre.
7. Local Trajectory Planning
Trajectory planners can be divided into two main categories [29]: global planners which require
good knowledge about the environment that the aircraft is going to fly in, and local trajectory planners
which are algorithms that run continuously in order to allow the aircraft to deal with unforeseen events
that may happen during the flight.
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This section presents an approach for generating collision avoidance trajectories based on B-spline
curves. Essentially, a finite-horizon optimal control problem is periodically solved in real-time hence
updating the aircraft trajectory to avoid obstacles and drive the aircraft to its global path. The proposed
approach can be summarized as follows:
1. Given a global trajectory that the aircraft is required to follow, solve the following optimal control
problem:
min
U(t)∈U
J(U(t)) (27)
where U is the control, U is the feasible space of control, and J is a cost measured over a finite
time horizon, t ∈ [t0, t f ], that drives the local trajectory to the global trajectory. Subject to the
aircraft dynamics constraints pair, state constraint given by:
X˙ = f (X,U) (28)
where the state X(t) ∈ X , and aircraft trajectory obstacles constraint given by:
Y = g(X) (29)
where the output Y(t) ∈ Y . Where X and Y are the feasible space of the state and the output
respectively.
2. The problem is solved by a direct method by inverting the dynamics, so the optimization is
performed in the output space Y(t) ∈ Y , and parameterizing the trajectory by a spline function.
The cost is augmented to maintain the constraints.
3. The generated local trajectory allows the UAV to track the global trajectory while avoiding any
intruder or conflict scenarios that may occur. The local trajectory optimization is periodically
solved on-line in a receding horizon approach to account for system uncertainties and obstacle
changes.
7.1. Differential Flatness of the Fixed-Wing Aircraft
A fixed wing aircraft dynamics can be expressed by a three Degree of Freedom (3-DoF) point-mass
model [55].
Figure 25 shows the coordinate system used for the derivation of the point-mass model. It is
assumed that the aircraft mass is constant and flying in still wind with zero sideslip and zero angle
of attack (flight path angle γ equals the pitch attitude θ). Thus, the aircraft mathematical model is
given by: 
x˙
y˙
z˙
γ˙
χ˙
V˙

=

V cosγ cosχ
V cosγ sinχ
V sinγ
(g/V)(n cos φ− cosχ)
(g/V)(n sin φ/ cosγ)
(T − D)/m− g sinγ

(30)
where x, y, z are the aircraft center of gravity coordinates in earth axis, γ is the flight-path angle, χ is
the heading angle, V is the aircraft speed, g is the gravity acceleration, φ is the bank angle, T is the
thrust, D is the drag, m is the total mass, n = L/(mg) is the load factor and L is the total aircraft lift.
The input and output vectors are defined respectively as:
U =
[
φ T n
]T
, Y =
[
x y z
]T
(31)
The optimal control problem is formulated in output space rather than control or input space
thanks to the differentially flatness property of the fixed wing aircraft model. If system’s state variables
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and inputs can be expressed as functions of the output vector and the derivatives of the output vector
the system is differentially flat [59,60]. Modifying (30) obtains:
V =
√
x˙2 + y˙2 + z˙2 (32)
γ = arcsin (z˙/V) (33)
χ = arcsin (y˙/(V cosγ)) (34)
φ = arctan ((χ˙V cosγ)/(g cosγ+V ˙˙γ)) (35)
n = (g cosγ+Vγ˙)/(g cos φ) (36)
T = D + mV˙ + mg sinγ (37)
The aerodynamic drag is given by [56]:
D = 12ρSCDV
2 (38)
where CD = CD0 + kC2L is the drag coefficient, CL = 2nmg/(ρSV
2) is the lift coefficient, ρ is the air
density, CD0 is the minimum drag coefficient of the aircraft and S is the wing area. Equations (32) to
(38) present the inputs and the states of the system as functions of the output vector and its derivatives,
hence the system is differentially flat. So the optimal problem can be formulated in output space rather
than control space. Thus, a sufficient description for the output space (trajectory profiles in our case) is
needed to make the optimal problem more tractable.
N
E
UP
ψ 
V
T-D
L
mg
ϒ 
Ø 
Figure 25. Aircraft point-mass model.
7.2. Local Trajectory Optimization
The optimal local trajectory profiles can be achieved by finding values of design variables
that minimize a defined cost function and satisfy all constraints. Hence, the trajectory must be
parameterized to find these design variables.
Trajectory Profiles Description Using B-Spline
The local trajectory profiles are described using 6th order Bezier functions, the same method as
the global trajectory profiles discussed in Section 5.3.1. The selection of 6th order polynomial functions
is justified in [61] where it gives good flexibility over the design horizon with an acceptable number of
design variables for trajectory planning for a quad-rotor UAV. Hence, this can be applied for fixed-wing
aircraft which generally have less maneuverability than quad-rotor vehicles. Equations (17)–(26) are
used in a similar way to parameterize the local trajectory profiles with two differences: the relationship
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between the curve parameter τ and time t can be defined as t = τth where a fixed time horizon (th) is
used, and the vertical speed profile is not zero, so the term Cw˙ = Bls z˙ in (16) is not zero for the local
trajectory profile calculation.
There are 21 coefficients to be determined (seven for each axis) by the optimal control problem as
the design variables. Using the initial boundary conditions at τ = 0 gives:
cu0 = u0, c
u
1 =
th
6
u˙0 + cu0 , c
u
2 =
t2h
30
u¨0 − cu0 + 2cu1 (39)
where u0, u˙0, and u¨0 are the initial values forward speed, acceleration and jerk respectively. Thus the
first three coefficients for each trajectory profile are calculated, so the number of design variables is
reduced to 12.
The computational time of the optimization problem can be reduced by converting it to
unconstrained optimal control problem. This is achieved by augmenting the aircraft and the obstacles
constraints in the cost function by using a penalty function method [61]. The Yukawa potential
function [62] is used as the penalty function to represent the aircraft performance constraints, this
ensures that the resulted optimal trajectory will be achieved without exceeding the aircraft performance
and control limits (i.e., ensure U ∈ U , X ∈ X ), so Cp = Ape−αpdp /dp, where Cp is the aircraft
performance constraint term added to the total cost function, Ap is the scaling factor, αp is the decay
rate and dp is the performance margin given by:
dp(%) = 100− 100
(
current state value
state max\min value
)
(40)
To avoid a zero value of dp, a minimum performance margin value dmin must be defined so that:
if dp ≤ dmin then dp = dmin
The collision avoidance constraint, Y ∈ Y , is also represented by the Yukawa potential function
and added to the cost function. As for the performance constraints, this punishes the cost function if the
aircraft approaches an obstacle, so Cob = Aobe−αobdob /dob, where Cob is a penalty term that represents
the obstacle constraints, Aob is a scaling factor, αob is the decay rate and dob is the distance between the
nearest point on the obstacle and the point of interest.
Using potential functions to describe the obstacle constraints simplifies the search algorithm
in the optimization process and handles the collision event in a manner which is closer to human
behaviour. For example, avoidance manoeuvres can vary according to many factors such as aircraft
speed, obstacle speed, aircraft manoeuvrability, and obstacle manoeuvrability. Additionally, due to the
difficulty in generating a full 3D illustration for the obstacles that are detected by the on-board sensor
unit the potential function approach does not need a 3D description of an obstacle, it just needs the
distance between the aircraft and the nearest point in the obstacle [8].
7.3. Total Cost Function
The following cost function is used for the optimization process:
J =
n
∑
i=1
[
λp J
p
i + λs J
s
i + λpc J
pc
i + λob J
ob
i
]
+ λt Jt (41)
where Jpi = (x
d
i − xai )2 + (ydi − yai )2 + (zdi − zai )2 is the position cost function, Jsi = (udi − uai )2 + (vdi −
vai )
2 + (wdi − wai )2 is the speed cost function, Jpci = ∑
q
j=1 Ape
−αpdp /dp is the vehicle performance
constraints penalty function, Jobi = ∑
m
j=1 Aobe
−αobdob /dob is the obstacle constraints penalty function,
and Jt = λh(ψdn − ψan)2 + λ f (γdn − γan)2 is the final target cost function and where λ are scaling
factors, n is the number of points that will be evaluated across the design horizon, q is the number
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of performance constraints, m is the number of detected obstacles, ψ is the heading angle and γ is
the flight path angle. The superscript a means the actual value, while the superscript d means the
demanded value.
The scaling factors λ can be tuned to control the balance between the different terms of the total
cost function; trajectory tracking terms (Jp, Js, Jt), and the constraints terms (the obstacle avoidance
term Job and performance constraint term Jpc). The scaling factors can be constants or they may vary
according to the situation. In other words, the priority of the cost function terms can be varied in order
to allow the aircraft to fly safely in different flight scenarios.
The optimal control problem is solved using a gradient-based method, which suffers from
the local minimum problem. The performance constraints tend to act as an enclosing boundary
around the entire search space, hence are less likely to result in local minimum. However, when
obstacles are detected this can have the impact of dividing the feasible design space into unconnected
regions, therefore reducing the effectiveness of the solver of the optimal problem. Thus, the obstacle
constraints are the primary source of the local minima. This paper proposes a method that reduces
the possibility of getting trapped in local minimum by providing a mechanism for the search to jump
to the different regions of the design space. A set of candidate trajectories are generated by applying
maximum/minimum inputs to the vehicle model with the current vehicle states as initial states to
ensure that the maximum performance manoeuvres in each axis are always available if required. Then
the one that gives the minimum cost is used to initiate the optimal problem solver. In this case the
input commands are:
φ =
[
φmin φc φmax
]
, T =
[
Tmin Tc Tmax
]
, n =
[
nmin nc nmax
]
(42)
where φc, Tc, and nc are the current values of the inputs, and φmin / max, Tmin / max, and nmin / max are the
minimum and maximum values of the inputs which can be calculated from the vehicle specifications
(the Aerosonde UAV [63] model and specifications are used here). This combination will produce
33 = 27 candidate trajectories.
8. Local Trajectory Planning Algorithm Simulation Results
The effectiveness of the proposed local trajectory planner is tested by simulating a set of collision
scenarios. Figure 26 shows the system block diagram that is used in MATLAB/Simulink to produce
the simulation results.
Inverse 
Dynamics
Aircraft Model
Local Trajectory 
Planner
(On-line)
Trajectory
profiles 
Predefined
Global Trajectory 
Vehicle state
Local Obstacles 
Detection( states 
estimation)
Controllers
Figure 26. System block diagram.
The global trajectory is level flight with constant speed v = 30 m/s, altitude 1000 m and heading
ψ = 0. The receding horizon time is th = 20 s and sampling time ts = 0.2 s. The optimization process
is updated every 2 s. The system is built in MATLAB/Simulink and the fminunc function is used
as a solver for the unconstrained optimal control problem. The scaling factor values are: λp = 100,
λs = 500, λpc = 1, λob = 1, λt = 1, λh = 10, λ f = 1. The obstacle is represented as a sphere, and a 4D
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model of the moving obstacle is generated using a straight projection method [64], which assumes that
the obstacle does not manoeuvre during the receding horizon time.
8.1. Trajectory Tracking and Pop-up Obstacle Avoidance
The UAV initial speed and heading is matched to the global trajectory, but its initial position is
vertically shifted from the global trajectory. A static pop-up obstacle must be avoided by the UAV.
The simulation result presented in Figure 27 shows that the UAV is converging to the global trajectory
before successfully avoiding the static obstacle. After passing the static obstacle, the UAV again
converges to the global trajectory.
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Figure 27. Converging to the global trajectory and avoiding a pop-up obstacle.
The UAV position, speed, heading angle, ψ, and flight path angle, γ, simulation results of this
scenario are shown in Figure 28.
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Figure 28. Position, speed, heading, and flight path angle during the manoeuvre.
8.2. Global Trajectory Tracking with Two Moving Intruders
This multiple conflict scenario simulates a situation where the UAV encounters two potential
collisions, head-on and overtaking. The UAV is in level flight at the initial position (0,10,1000) m, initial
heading ψ = 0, and initial constant speed v = 30 m/s. The first intruder (Intruder1) is in level flight
at initial position (2000,10,1000) m, initial heading ψ = pi rad, and constant speed v = 18 m/s. The
second intruder (Intruder2) is in level flight at initial position (2100,10,1000) m, heading ψ = 0 rad,
constant speed v = 15 m/s. The UAV is in head-on collision risk with Intruder1 so it will then overtake
Robotics 2020, 9, 9 30 of 35
Intruder2. The protection zone around each intruder is assumed to be 200 m. The UAV and the
intruders paths during these scenarios are shown in Figure 29. Both collision scenarios have been
avoided by the UAV successfully and then it returns to track the global trajectory after completing the
overtaking manoeuvre around Intruder2. To clarify the performed manoeuvres, the projection of the
UAV position on the horizontal and the vertical planes are included in Figure 29.
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Figure 29. Collision avoidance scenarios, head-on (intruder1), overtaking (intruder2).
The intruders, with their protection zones shown as spheres, are presented in Figure 29 at the
moment when they and the UAV have the same position on the x-axis. The time histories of UAV
position, speed, heading angle ψ, and flight path angle γ during these scenarios are shown in Figure 30.
The UAV and intruders’ positions on the x-axis are shown in the top-left subplot in Figure 30 (UAV
(solid line), Intruder1 (dashed line), and Intruder2 (dotted line)), while the other two subplots in the
left column show the y and z distance time histories. It can be noted that when the UAV and one of the
intruders have the same x distance, y and z will be at their maximum values, so the UAV is avoiding a
conflict with the intruders.
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Figure 30. Position, speed, heading, and flight path during the manoeuvre.
9. Conclusions
A multi-layer DMS is developed for a sense and avoid system based on the rules of the air in
VFR conditions. The proposed DMS architecture is engineered to be implemented for different
functionalities for manned aircraft, and at different level of autonomy of UAS. The avoidance
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manoeuvres generating process for different conflict scenarios, in which the UAV should change
direction (right/left turn) in horizontal plane, have been discussed. Two conflict scenarios are
discussed, namely head-on, and right approaching. The rules of the air give general instructions
for avoiding different conflict scenarios, but there are no specific procedures for performing the
avoidance manoeuvres. Hence, the proposed avoidance manoeuvres that are presented in this paper
are selected based on a pilot’s suggestions. A geometric approach is used to parameterize the proposed
avoidance manoeuvres. The avoidance manoeuver that generated by the DMS can be used as a global
trajectory for the developed optimal local trajectory planning LTP algorithm.
An optimal local trajectory generation that uses B-splines is proposed for a real-time collision
avoidance algorithm. Online avoidance manoeuvre generation, optimization, and global trajectory
tracking for different conflict scenarios are tested successfully in a simulation environment. The
predicted trajectory is generated by using MPC techniques. Essentially, a finite-horizon optimal control
problem is periodically solved in real-time hence updating the aircraft trajectory to avoid obstacles
and track a predefined global trajectory. The aircraft and obstacle constraints are augmented in the
cost function using a penalty function method. The computational time for the real-time collision
avoidance algorithm is reduced significantly by using the output space to formulate the optimal control
problem, and augmenting the vehicle/obstacle constraints in the cost function. A coarse grid approach
is proposed to help the optimal control problem solver to escape the local minima and ensure sufficient
coverage of the overall design space. Differential flatness of the system for a fixed wing aircraft is
used to produce an inverse dynamic model for the UAV. Hence, the generated local trajectory profiles
passed to the inverse dynamic model to generate the corresponding control signals. The simulation
results show that the proposed approach allows the UAV to track a predefined global trajectory, as
well as avoiding collisions with different types of conflict scenarios in real-time.
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Appendix A. What is the NURBS Curve
A NURBS curve is a vector-valued piecewise rational polynomial function. The pth degree
NURBS curve is given by:
P(τ) =
n
∑
i=0
Ri,p(τ)Ci (A1)
Ri,p(τ) =
wi Ni,p(τ)Ci
n
∑
i=0
wi Ni,p(τ)
; a ≤ τ ≤ b (A2)
where Ri,p(τ) are rational basis functions. The analytical properties of Ri,p(τ) determine the geometric
behavior of curves [65], wi are the weights, Ci are the control points, and Ni,p(τ) are the pth degree
B-spline basis functions. There are many ways to represent B-spline basis functions, for computer
implementation the recursive representation of B-spline basis functions is the most useful form [65].
Let U = [u0, u1, . . . , um−1, um] be a non-decreasing sequence of real numbers i.e, ui ≤ ui+1; i =
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0, 1, . . . , m− 1, ui called knots or breakpoints, and U is the knot vector that contain m + 1 knots. So the
ith B-spline basis function of p-degree (order p + 1), denoted by Np,i(τ) is defined as:
Ni,0(τ) =
{
1 if ui ≤ τ < ui+1
0 otherwise
(A3)
Ni,p(τ) =
τ − ui
ui+p − ui Ni,p−1(τ) +
ui+p+1 − τ
ui+p+1 − ui+1 Ni+1,p−1(τ) (A4)
and Ni,p(τ) = 0 if τ is outside [ui, ui+p+1]. The degree of the basis function p, number of control point
(n + 1), and number of the knots (m + 1) are related by m = n + p + 1.
The knot vector can be realized in different forms, but it must be a nondecreasing sequence of
real numbers. There are two types of knot vector, periodic and open, in two flavours, uniform and
nonuniform [58]. In a uniform knot vector, individual knot values are evenly spaced. In practice,
uniform knot vectors generally begin at zero and are incremented by 1 to some maximum value, or
it can be normalized in a range between 0 and 1. A periodic uniform knot vector will give periodic
uniform basis functions for which:
Ni,p(τ) = Ni−1,p(τ − 1) = Ni+1,p(τ + 1) (A5)
Thus, each basis function is a translation of the other. In an open uniform knot vector, the end
knot values have multiplicity equal to the order of the B-spline basis functions p + 1. NURBS basis
functions have many useful properties [58]. For example, they are non-negative, satisfy the portion
of unity property, have a local support, remain in the convex hull of the control points, and all their
derivatives exist in the interior of the knot span [ui, ui+p+1], where they are rational functions with
nonzero denominators. The recursive calculation of the NURBS basis functions makes them easily,
efficiently, and accurately processed in a computer.
The derivatives of B-spline curves can be calculated simply by computing the derivatives of their
B-spline basis functions. The kth derivative of P(τ), P(k)(τ), is given by:
P(k)(τ) =
n
∑
i=0
N(k)i,p (τ)Ci (A6)
where N(k)i,p (τ) is the kth derivative of B-spline basis functions which can be calculated recursively:
N(k)i,p (τ) = p
N(k−1)i,p−1 (τ)
ui+p − ui −
N(k−1)i+1,p−1(τ)
ui+p+1 − ui+1
 (A7)
Bezier curves represent a special case of NURBS where all the weights are equal to unity, i.e.,
wi = 1, and the knot vector is U = [0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1] (for p = 6). In this case the basis
functions are called Bernstein basis functions.
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