Decay of axisymmetric solutions of the wave equation on extreme Kerr backgrounds  by Aretakis, Stefanos
Available online at www.sciencedirect.comJournal of Functional Analysis 263 (2012) 2770–2831
www.elsevier.com/locate/jfa
Decay of axisymmetric solutions of the wave equation
on extreme Kerr backgrounds
Stefanos Aretakis
University of Cambridge, Department of Pure Mathematics and Mathematical Statistics, Wilberforce Road,
Cambridge, CB3 0WB, United Kingdom
Received 20 December 2011; accepted 14 August 2012
Available online 28 August 2012
Communicated by I. Rodnianski
Abstract
We study the Cauchy problem for the wave equation gψ = 0 on extreme Kerr backgrounds. Specifi-
cally, we consider regular axisymmetric initial data prescribed on a Cauchy hypersurface Σ0 which connects
the future event horizon with spacelike or null infinity, and we solve the linear wave equation on the domain
of dependence of Σ0. We show that the spacetime integral of an energy-type density is bounded by the
initial conserved flux corresponding to the stationary Killing field T , and we derive boundedness of the
non-degenerate energy flux corresponding to a globally timelike vector field N . Finally, we prove uniform
pointwise boundedness and power-law decay for ψ up to and including the event horizonH+.
Published by Elsevier Inc.
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1. Introduction
The Kerr family (MM,a, gM,a), with |a|M , constitutes a two-parameter family of rotating
stationary black hole solutions to the Einstein-vacuum equations. The wave equation for the
subextreme case (|a| < M) has been definitively understood very recently [25]. In this paper,
we consider extreme Kerr backgrounds (MM,gM) corresponding to |a| = M , and we study the
Cauchy problem for the wave equation
gψ = 0 (1)
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horizon H+ and terminating at spacelike or null infinity. For an introduction to the relevant
notions see Section 2.
The main results of this paper include:
(1) Integrated local energy decay, up to and including the event horizon H+ (this estimate de-
generates for the transversal derivatives at H+; see Theorems 1, 2).
(2) Energy and pointwise uniform boundedness of solutions, up to and including H+ (Theo-
rems 2, 4).
(3) Power-law energy and pointwise decay of solutions, up to and includingH+ (Theorems 3, 5).
Extreme black holes are central objects of study in the high-energy physics community (see
[37]); however, no results were previously known for the evolution of linear waves on extreme
Kerr. In this context, the fundamental aspect of extreme black holes is the degeneracy of the
redshift effect on H+. We remark that the assumption of axisymmetry allows us to concentrate
on this aspect without having to additionally deal with superradiance (see Section 1.2 for more
details). For comments on the non-axisymmetric case, see Section 1.3.
The author has previously studied the wave equation on a simpler model of extreme black
holes, namely the spherically symmetric charged solution of Reissner–Nordström [6,7]. Solu-
tions on such backgrounds were shown to exhibit both stability and instability properties. The
results of the present paper are of the form suggested by the stability results of [6,7]. The ana-
logues of the instability results will be addressed in a subsequent paper.
1.1. Previous work
To put our results into context, we briefly summarise previous mathematical work on the linear
wave equation on black hole spacetimes.
1.1.1. Schwarzschild and Kerr for |a| <M
Work on the wave equation (1) on black hole spacetimes began in 1957 for the Schwarzschild
case (a = 0) with the pioneering work of Regge and Wheeler [41], but the first complete quan-
titative result (uniform boundedness) was obtained only in 1989 by Kay and Wald [34]. During
the last decade, “X estimates” providing integrated local energy decay for Schwarzschild were
derived in [8,9,18]. In particular, [18] introduced a vector field estimate which captures in a stable
manner the so-called redshift effect, which allowed the authors to obtain quantitative pointwise
estimates on the horizon H+. Refinements for Schwarzschild were achieved in [21] and [38].
For results on the wave equation coupled with the Einstein(–Maxwell) system under spherical
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see [23].
With Schwarzschild understood, interest then shifted to the wave equation on Kerr back-
grounds. The first uniform boundedness result for general solutions of the wave equation on
slowly rotating Kerr (|a|  M) spacetimes was proven in [22] and decay results (again for
|a|  M) were derived in [24,44,3]. Decay results for general subextreme Kerr spacetimes
(|a| < M) were proven for axisymmetric solutions ψ in [24] and for general solutions in [25].
Two new methods [19,45] were presented recently for obtaining definitive decay estimates for
the energy flux as well as pointwise decay given integrated local energy decay bounds. Expo-
nential decay for Kerr–de Sitter (i.e. Kerr backgrounds with positive cosmological constant) was
obtained in [27,28]. The slowly rotating Kerr–AdS was treated in [31]. For previous work on
mode analysis of the wave equation see [46]; see also [29].
1.1.2. Extreme Reissner–Nordström
The fundamentally new aspect of extreme black holes is the degeneracy of the redshift effect
along the event horizon (see Section 5.2). This necessitates developing new methods, since the
results available for subextreme black hole backgrounds exploit – in one way or another – this
effect.
The tools needed for understanding the properties of solutions to the wave equation on spheri-
cally symmetric extreme black holes were developed in [6,7], where both stability and instability
results were shown for extreme Reissner–Nordström.1 Specifically, energy and pointwise decay
is shown for ψ , whereas non-decay (and blow-up) is shown for the transversal to H+ (higher)
derivative of ψ . Note that these instabilities are in sharp contrast with the subextreme case for
which decay holds for all higher order derivatives of ψ along H+.
We remark that the techniques introduced in [6,7] heavily exploit the spherical symmetry of
the background spacetime and thus break down in the case of extreme Kerr. This is then the
subject of the present paper.
1.2. Overview of results and techniques
In the present paper, we show stability results for axisymmetric solutions ψ of the form sug-
gested by the results of [6,7] for extreme Reissner–Nordström. The instability results for extreme
Kerr will be provided in a subsequent paper.
1.2.1. Conservation of degenerate energy
The Killing vector field T (see Section 2 for details) is spacelike in a region outsideH+ known
as the ergoregion, and therefore, the energy flux corresponding to T fails to be non-negative defi-
nite. This phenomenon is called superradiance. Nonetheless, superradiance is completely absent
for axisymmetric solutions ψ to the wave equation: If ψ is axisymmetric then the conserved
energy flux corresponding to the Killing field T is non-negative definite, yielding an a priori
bound. However, as in the Schwarzschild case, this flux degenerates at the event horizon H+.
See Section 5.1.
1 The Reissner–Nordström family is a 2-parameter family of spherically symmetric asymptotically flat Lorentzian
manifolds (MM,e, gM,e) which satisfy the Einstein–Maxwell equations. The extreme case corresponds to |e| = M . See
also [5].
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Having obtained a bound for the degenerate energy associated to T , the first problem one
would naturally try to address is that of the uniform boundedness of the non-degenerate energy
flux corresponding to a globally timelike vector field N . This non-degenerate energy agrees with
the energy as measured from a “local observer’s” point of view. In fact, in [23] it was shown that,
for a wide class of non-extreme black holes, the redshift on H+ together with the degenerate
estimate of Section 1.2.1 suffices to yield such bounds without carrying out further analysis of
dispersive properties. This method applies in particular to axisymmetric solutions on the general
subextreme Kerr (see Corollary 7.2 of [23]). However, in the extreme case the degeneracy of the
redshift (see Section 5.2) makes understanding of dispersion of ψ essential even for the problem
of boundedness. See also the discussion of Section 1.3 of [6].
Turning thus to dispersion, one of the main obstructions is the so-called trapping effect. In-
deed, in Kerr spacetimes one can easily infer from a continuity argument the existence of a family
of null geodesics which neither cross H+ nor terminate at null infinity. Such null geodesics are
called trapped and they are seen by the high frequency limit of solutions to the wave equation.
In Schwarzschild, all trapped null geodesics approach the hypersurface r = 3M known as the
photon sphere, and dispersion in such backgrounds was proven by employing energy currents
associated to vector fields which vanish precisely on this hypersurface.
Passing from Schwarzschild to Kerr for |a| = 0, the structure of trapped null geodesics be-
comes more complicated. Indeed, in the case of |a| = 0, there are null geodesics with constant r
for an open range of Boyer–Lindquist r values. In fact, Alinhac [2] explicitly showed that classi-
cal energy currents cannot yield non-negative definite spacetime estimates for general solutions
to the wave equation (see, however, the discussion below for the axisymmetric case). Indepen-
dent recent works have overcome this difficulty based on the separability of the wave equation
[24,25], the complete integrability of the geodesic flow and the use of pseudodifferential cal-
culus [44] and the existence of a non-trivial Killing tensor [3]. The equivalence, for Ricci flat
spacetimes, of these three geometric properties was shown in [10].
We adapt the method used for the first time in [24] (see also [23]). The main insight of [24]
is that, although the classical energy method cannot be directly applied to a general solution for
obtaining non-negative definite estimates, it could well be the case that the energy method can be
used in a more sophisticated form to individual modes; the separability of the wave equation, as
is used in [24], provides the means for considering such modes (see Section 8.2). This approach,
though having the disadvantage of taking the Fourier transform, has the advantage that it allows
for a clean way to deal with all frequency ranges emphasising the relevant geometric features,
and in particular, it does not require “fine-tunning” parameters in the sense of previous delicate
constructions for Schwarzschild. However, application of the virial frequency-localised currents
constructed in [24] gives rise to error terms that can only be bounded using the redshift effect,
and thus, they cannot be readily adapted to extreme Kerr.
In this paper, we construct novel microlocal currents which allow us to completely decouple
the integrated local energy decay from the redshift. In other words, we show that the 4-integral
of an energy-type density (which degenerates at H+) is bounded by the conserved flux of the
‘stationary’ Killing field T through Σ0 (see Theorem 1 of Section 3). In fact, we show that it
suffices to use this microlocalisation only in a spatially compact region located away from H+.
Note that in order to consider individual modes of a general solution, we need to take the Fourier
transform in time, and since, a priori, the solutions might not be L2(dt), we need to cut off in
time. The cut-off will create error terms that we control using auxilliary microlocal currents and
the introduction of novel classical vector fields (see Section 11).
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is much more favourable for axisymmetric solutions ψ to the wave equation. In this case, for the
entire range |a|M , the behaviour of high frequencies is intimately tied with the structure of the
trapped null geodesics which approach a unique hypersurface r = za,M , for a constant za,M that
depends only2 on a,M . Geometrically, this is reflected in the fact that trapped null geodesics
orthogonal to the axial Killing vector field Φ must necessarily approach the hypersurface r =
za,M . For this reason, we refer to this hypersurface as the “effective photon sphere”. Note that
for extreme Kerr, the effective photon sphere corresponds to r = (1 + √2 )M . The trapping can
then be quantified from the fact that the integrated energy decay estimate degenerates on this
hypersurface. The degeneracy is eliminated by commuting with T (for more details about the
trapping on extreme Kerr see the discussions in Sections 8.3 and 11.2.1).
In view of the above discussion, let us explicitly note that the obstruction uncovered by Al-
inhac [2] does not apply to the axisymmetric case, and thus one could in principle expect to
derive integrated decay (for |a|M) using purely classical currents; this remains, however, an
open problem. Nonetheless, the separability turns out to be extremely useful in view also of its
systematic approach to low frequencies as discussed above.
1.2.3. Uniform boundedness of energy
Using the above integrated local energy decay and a novel current which captures in a quan-
titative way the degenerate redshift close to H+, we infer boundedness of the non-degenerate
energy. At the same time, this yields the boundedness of the 4-integral of an energy-type den-
sity integrated over a neighbourhood of H+ (see Theorem 2). This integrated estimate, however,
degenerates with respect to the transversal to H+ derivative. This degeneracy is related to the
trapping along H+ and is a characteristic feature of degenerate horizons, first presented in [6].
1.2.4. Energy and pointwise decay
We obtain now decay of the degenerate energy (see Theorem 3) using (a) the integrated
local energy decay and the uniform boundedness of energy, (b) an adaptation of the Dafermos–
Rodnianski method [19] and (c) the existence of an appropriate causal vector field P . We note
that in our case, the assumptions of the Dafermos–Rodnianski method are not strictly satisfied in
view of the degeneracy at H+. An extension of this method which covers extreme black holes
was presented in [7] where a virial causal vector field P was introduced. This vector field was
used to derive a hierarchy of estimates in a neighbourhood of H+ that parallel the hierarchy
of [19] near I+. In Section 14, we show that the analogue of P can be constructed in extreme
Kerr, and we employ this vector field to prove energy decay.
To obtain pointwise estimates, one needs to derive estimates for non-degenerate higher order
energies and then apply appropriate Sobolev inequalities on Στ . Bounds on such higher order
energies were first derived in [22] by commuting with suitably chosen timelike vector fields
(essentially capturing the higher order redshift effect). In view, however, of the degeneracy of
the redshift in extreme Kerr, one cannot commute with timelike vector fields on H+. In fact, the
results of [7] suggest that non-degenerate higher order energies on Στ generically blow-up!
Nonetheless, by an interpolation argument, we prove non-degenerate L2 bounds for ψ on
the spheres S2(r). These can be used to derive non-degenerate bounds for higher order energies
controlling the derivatives of ψ which are tangential to S2(r). Indeed, although commutation
2 In fact, za,M is the unique root of s(r) = r3 − 3Mr + a2r + a2M in the domain of outer communications.
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sphere, Kerr possesses a third differential operator Q which commutes with g , which unlike T
and Φ , is of second order (see Section 5.3). This operator can then be used to bound an elliptic
operator on the spheres, and by a spherical Sobolev embedding we infer the required pointwise
results (see Theorems 4, 5). This technique was introduced by Andersson and Blue [3] in the
|a|  M case and requires higher regularity than the method of [22] described above. The fact
that this loss of regularity is necessary in extreme Kerr reveals another characteristic feature of
extreme black holes. See Section 15.
1.3. The non-axisymmetric case
We shall briefly describe several additional issues concerning the non-axisymmetric case
which are not present in the axisymmetric case considered in this paper.
The main features which emerge in the non-axisymmetric case are the problems of superradi-
ance (see Sections 1.2.1, 5.1) and the more complicated trapping. In particular, there are trapped
null geodesics which never leave the ergoregion, and thus the previous two difficulties are in
some sense coupled, at least in physical space. Regarding the subextreme case, one of the main
insights of [25] is that for all |a| < M , the superradiant frequencies3 are not trapped; thus these
difficulties uncouple when viewed with respect to this microlocalisation. In the extreme case,
however, the upper limit of the superradiant frequencies is in some sense marginally trapped.
This may be related to the existence of “essentially undamped” quasinormal modes located in
this frequency regime. Heuristics based on the existence of such modes and numerical analysis
of Andersson and Glampedakis [4] suggest that solutions ψ are subject to an ‘instability’ which
forces them to decay much more slowly. Proving, however, mathematically this ‘instability’ re-
mains an open problem and we hope that the methods of the present paper in conjunction with
those of [25] will be useful towards this direction. We remark that since superradiance is absent
in extreme Reissner–Nordström (as in the case considered in the present paper), this ‘instability’
is not present in such backgrounds.
1.4. The uniqueness problem and extremality
We end this introduction with a brief discussion of a related problem, namely the uniqueness
of Kerr black holes.
The “no-hair” conjecture states that the domains of outer communication of smooth, station-
ary, four dimensional, vacuum, connected black hole solutions are isometrically diffeomorphic
to those of the Kerr family of black holes. It is a well-known result (see [11,15,30]) that if the
event horizon is non-degenerate and if the metric in the domain of outer communications is real
analytic, then this conjecture holds. Regarding the degenerate case, Chrus´ciel and Nguyen [16]
showed that the domains of outer communication of analytic, stationary, electrovacuum space-
times with connected, non-empty, rotating, degenerate future event horizons are isometrically
diffeomorphic to the domain of outer communications of extreme Kerr–Newman black holes.
The assumption of analyticity is quite restrictive since, a priori, there is no reason that gen-
eral stationary solutions to the Einstein-vacuum equations be analytic in the ergoregion.4 The
3 The superradiant frequency range corresponds to 0  mω < ω+m2, where ω+ = a
2M(M+
√
M2−a2) is the angular
velocity of the event horizon (for the definition of the frequencies ω,m see Section 8.2).
4 Note that, in view of standard elliptic theory, stationary solutions are indeed analytic in the exterior of the ergoregion.
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Subsequently, the authors of [1] showed how to bypass the analyticity assumption in the case
where the stationary vacuum spacetime is a small perturbation of a given subextreme Kerr back-
ground.
The works on removing the analyticity assumption require in a fundamental way the event
horizons to be bifurcate, i.e. the future event horizon H+ and the past event horizon H− must
intersect on a 2-surface S homeomorphic to the sphere. Indeed, the existence of this sphere is
crucial in the arguments for the unique continuation and extension of the Hawking Killing vector
field in a neighbourhood of the event horizon. Moreover, Ionescu and Klainerman [33] have
very recently constructed local, stationary, vacuum extensions of a subextreme Kerr solution in a
future neighbourhood of a point p ∈H− (with p not on the bifurcation sphere) which admit no
extension of the associated Hawking vector field, emphasising, in particular, the importance of
the bifurcation sphere in the context of the uniqueness problem. Recall that in extreme Kerr there
is no bifurcation sphere, and hence, the uniqueness of extreme Kerr without analyticity may be a
very challenging problem.
2. Geometry of extreme Kerr
For the convenience of the reader, we briefly recall the geometric features of extreme Kerr
that are relevant to the considerations of this paper. In Section 2.1 we introduce the metric in
Boyer–Lindquist and Eddington–Finkelstein coordinates and then, in Section 2.2, we define the
differential structure of a manifold N on which the metric with respect to the latter coordinates
is regular. The wave equation will be considered in the region R⊂N defined in Section 2.5.
2.1. The metric
The Kerr metric with respect to the Boyer–Lindquist coordinates (t, r, θ,φ) is given by
g = gtt dt2 + grr dr2 + gφφ dφ2 + gθθ dθ2 + 2gtφ dt dφ,
where
gtt = −	− a
2 sin2 θ
ρ2
, grr = ρ
2
	
, gtφ = −2Mar sin
2 θ
ρ2
,
gφφ = (r
2 + a2)2 − a2	 sin2 θ
ρ2
sin2 θ, gθθ = ρ2
with
	 = r2 − 2Mr + a2, ρ2 = r2 + a2 cos2 θ. (2)
Schwarzschild corresponds to the case a = 0, subextreme Kerr to |a| < M and extreme Kerr to
|a| = M .
Note that the metric component grr is singular precisely at the points where 	 = 0. To
overcome this coordinate singularity we introduce the following functions r∗(r),φ∗(φ, r) and
v(t, r∗) such that
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∫
r2 + a2
	
, φ∗ = φ +
∫
a
	
, v = t + r∗.
In the ingoing Eddington–Finkelstein coordinates (v, r, θ,φ∗) the metric takes the form
g = gvv dv2 + grr dr2 + gφ∗φ∗
(
dφ∗
)2 + gθθ dθ2 + 2gvr dv dr + 2gvφ∗ dv dφ∗ + 2grφ∗ dr dφ∗,
where
gvv = −
(
1 − 2Mr
ρ2
)
, grr = 0, gφ∗φ∗ = gφφ, gθθ = ρ2,
gvr = 1, gvφ∗ = −2Mar sin
2 θ
ρ2
, grφ∗ = −a sin2 θ. (3)
For completeness, we include the computation for the inverse of the metric in (v, r, θ,φ∗) coor-
dinates:
gvv = a
2 sin2 θ
ρ2
, grr = 	
ρ2
, gφ
∗φ∗ = 1
ρ2 sin2 θ
, gθθ = 1
ρ2
,
gvr = r
2 + a2
ρ2
, gvφ
∗ = a
ρ2
, grφ
∗ = a
ρ2
.
2.2. The differential structure
Clearly, the metric expression (3) does not break down at the points where 	 = 0, and in
fact, it turns out (see [30]) that this expression is regular even for r < 0. On the other hand,
the curvature would blow-up at ρ2 = 0, i.e. the equatorial points of r = 0. This motivates the
following definition of the underlying differential structure of the Kerr spacetime.
Let (θ,φ∗) represent standard global5 spherical coordinates on the sphere S2 and Seq denote
the equator, i.e. Seq = S2 ∩ {θ = π/2}. Let also (v, r) be a global coordinate system on R×R.
We define the differential structure of the manifold N to be
N = {(v, r, θ,φ∗) ∈ {{R×R× S2} \ {R× {0} × Seq}}}.
On this manifold, given now parameters |a|M , the expression (3) defines a regular Lorentzian
metric.
From now on, we restrict our attention to extreme Kerr |a| = M , unless otherwise stated. The
event horizon H+ is defined by
H+ =N ∩ {r = M}.
The black hole region NBH corresponds to
NBH =N ∩ {r <M};
5 Modulo the standard degeneration at θ = 0,π .
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observers located at points with r >M . The exterior region D given by
D =N ∩ {r >M}
is the so-called domain of outer communications. This is precisely the region covered by the
Boyer–Lindquist coordinates. Note that we shall be interested in studying the solutions to the
wave equation in the region D ∪H+.
2.3. The Penrose diagram
A convenient graphic representation of the previously mentioned regions can be achieved
using Penrose diagrams (for relevant definitions see [30]). The Penrose diagram6 of the extended
region N is
This diagram represents pictorially the following fact: with respect to suitable definitions for
the asymptotic structure corresponding to future (past) null infinity I+ (I−), the region D can
be characterised by
D = J−(I+)∩ J+(I−).
We will not rely on such constructions in this paper, but we will often depict spacetime regions
in the above form.
2.4. Useful computations in Kerr
We denote by T = ∂v , Y = ∂r and Φ = ∂φ∗ the coordinate vector fields with respect to the
system (v, r, θ,φ∗). Then T = ∂t and Φ = ∂φ , where the coordinate vector fields are taken with
respect to the Boyer–Lindquist system. These two vector fields are manifestly Killing. Note that
6 The Penrose diagrams of the Kerr–Newman family are treated in detail in [12].
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now on the coordinate vector field ∂r∗ refers exclusively to the system (t, r∗, θ,φ).
The determinant of the metric with respect to the system (t, r, θ,φ) and (v, r, θ,φ∗) is
det(g) = −ρ4 sin2 θ . Therefore, one can easily show that the volume form dgvol takes the fol-
lowing form in the various systems:
(t, r, θ,φ): dgvol = ρ2 sin θ dt dr dθ dφ,(
t, r∗, θ,φ
)
: dgvol = ρ2 	
r2 +M2 sin θ dt dr
∗ dθ dφ,
(
t, r∗, θ,φ∗
)
: dgvol = ρ2 	
r2 +M2 sin θ dt dr
∗ dθ dφ∗,(
v, r, θ,φ∗
)
: dgvol = ρ2 sin θ dv dr dθ dφ∗.
It is important to remark that for r  re (where re > M) we have dgvol = ν dt dr∗ dθ dφ where
ν ∼ r2 and ∼ depends only on re, a,M .
The wave operator in (v, r, θ,φ∗) coordinates is (recall that ∂v = T , ∂r = Y and ∂φ∗ = Φ):
gψ = a2
ρ2
sin2 θ(T T ψ)+ 2(r
2 +M2)
ρ2
(T Yψ)+ 	
ρ2
(YYψ)
+ 2a
2
ρ2
(T Φψ)+ 2a
ρ2
(YΦψ)+ 2r
ρ2
(T ψ)+ 	
′
ρ2
(Yψ)+ 1
ρ2
/	(θ,φ∗)ψ,
where /	(θ,φ∗)ψ = 1sin θ (∂θ [sin θ · ∂θψ]) + 1sin2 θ ∂φ∗∂φ∗ψ denotes the standard Laplacian on S2
with respect to (θ,φ∗).
Regarding the tortoise coordinate r∗, in extreme Kerr we have
dr∗
dr
= r
2 +M2
(r −M)2 = 1 +
2Mr
(r −M)2 = 1 +M
2(r −M)
(r −M)2 +
2M2
(r −M)2 ,
and therefore,
r∗(r) = (r −M)+ 2M log(r −M)− 2M
2
r −M − 2M log(
√
2M). (4)
Clearly, we have r∗(M + √2M) = 0. Note that for large r we have r  r∗  2r . The coordinate
r∗ will be used throughout the paper. There will be several times where we will define a function
with respect to r∗ but depict its graph with respect to the r variable. Note also that r∗ → −∞ as
r → M in an inverse linear way.
2.5. The foliation Στ
Fix a sufficiently large constant R (in particular, let R > Re, where Re is as defined in
Proposition 7.1.1). Let H0 be a closed, connected, axisymmetric, spacelike hypersurface in
(D ∪H+) ∩ {r  R} such that ∂H0 = S1 ∪ S2, where S1 and S2 are (θ,φ∗) spheres on H+ and
{r = R}, respectively. (The prototype for such a hypersurface is {t∗ = 0, M  r  R}, where t∗
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Σ0 = H0 ∪ N˜0. Note that Σ0 crosses the event horizon H+ and “terminates at a sphere on null
infinity I+”.
Note that we will not explicitly use the exact formula that defines Σ0 but rather the geomet-
ric properties of Σ0 which we describe below. In fact, all we need is Σ0 to be an admissible
hypersurface of the second kind in the sense of [24].
We define the region
R= J+(Σ0)∩
(D ∪H+).
Note that R includes the event horizon H+. We consider now the foliation Στ = ϕTτ (Σ0), τ  0,
where ϕTτ is the flow of T . Since T is Killing, the hypersurfaces Στ are all isometric to Σ0.
We denote by nΣτ the future directed (unit) vector field normal to Στ . We define the regions
R(0, τ ) =⋃0τ˜τ Στ˜ , H+(0, τ ) =H+ ∩R(0, τ ) and I+(0, τ ) = I+ ∩R+(0, τ ).
On Στ we have an induced Lie propagated coordinate system (p,ω) such that p ∈ [M,+∞)
and ω ∈ S2. These coordinates are defined such that if Z ∈ Στ and Z = (vZ, rZ,ωZ) then p = rZ
and ω = ωZ . There exist bounded functions hi , i = 1,2,3 such that
∂p = h1T + h2Y + h3Φ. (5)
The volume form of Στ satisfies dgΣτ ∼ r2 dp dω. This observation allows us to use the same
Hardy inequalities that first appeared in [6] (see Section 4.4).
The importance of this foliation lies in the fact that its leaves follow the waves to the future
and thus capture the energy that is radiated away through I+.
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We briefly explain all the notations which are necessary for stating the main theorems.
The foliation Στ and the associated tangent vector field ∂p and the region R are defined
in Section 2.5. We consider the Cauchy problem7 for the wave equation in R with initial data
prescribed on Σ0.
The coordinate systems (t, r), (t, r∗) and (v, r) are described in Section 2. We denote T = ∂v ,
Y = ∂r and Φ = ∂φ∗ , where ∂v, ∂r , ∂φ∗ correspond to the system (v, r, θ,φ∗). Note that T ,Φ are
Killing vector fields and Y is transversal to H+. Let also N be a ϕTτ -invariant future directed
timelike vector field which coincides with T far away from H+.
We denote |/∇ψ |2 = 1
r2
|/∇S2ψ |2, where |/∇S2ψ |2 is the norm of the gradient of ψ on the unit
sphere S2 with respect the standard metric.
The current JV associated to the vector field V is defined in Section 4.3. For reference, we
remark that
J Tμ [ψ]nμΣ ∼ (T ψ)2 +
(
1 − M
r
)2
(Yψ)2 + |/∇ψ |2,
which degenerates on H+, whereas
JNμ [ψ]nμΣ ∼ (T ψ)2 + (Yψ)2 + |/∇ψ |2,
which does not degenerate on H+. Note that ∼ depends on M and upper bound for r .
The Carter operator Q is defined in Section 5.3. We consider the following symmetry opera-
tors of up to second order of Kerr
S0 = {id}, S1 = {T ,Φ}, S2 =
{
T 2,Φ2, T Φ,Q
}
,
and we denote |Skψ |2 =∑S∈Sk |Sψ |2.
Finally, the initial data are assumed to be as in Section 4.2 and moreover sufficiently regular
such that the right hand side of the estimates below are all finite. All the integrals are considered
with respect to the induced volume form. Then we have the following
Theorem 1 (Integrated local energy decay). Let δ > 0 and re > M . There exists a constant
Cδ which depends only on M,re and δ such that for all axisymmetric solutions ψ to the wave
equation we have
∫
{rre}
[
1
r3+δ
ψ2 + 1
r1+δ
(∂r∗ψ)
2 + (r − (1 +
√
2 )M)2
r3+δ
(
(T ψ)2 + |/∇ψ |2)]
 C(re, δ)
∫
Σ0
J Tμ [ψ]nμΣ0 .
7 For a well-posedness statement see Section 4.2.
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muting with the Killing field T . This commutation is related to the trapping on this hypersurface.
See also the discussion in Section 1.2.2.
Theorem 2 (Uniform boundedness of non-degenerate energy). There exists a constant C which
depends only on M such that for all axisymmetric solutions ψ to the wave equation we have∫
Στ
JNμ [ψ]nμΣτ +
∫
H+
JNμ [ψ]nμH++
∫
{r 2321M}
[
ψ2 + (T ψ)2 + (r −M)(Yψ)2 + |/∇ψ |2]
 C
∫
Σ0
JNμ [ψ]nμΣ0 .
Remark 3.2. We remark that the factor of Yψ degenerates at the event horizon. This degeneracy
is related to the trapping phenomenon along the event horizon of extreme Kerr. See Section 1.2.3.
Note also that 2321M < (1 +
√
2 )M .
Theorem 3 (Decay of degenerate energy). Let
ITΣτ [ψ] =
∫
Στ
JNμ [ψ]nμΣτ +
∫
Στ
J Tμ [T ψ]nμΣτ +
∫
Στ
r−1
(
∂p(rψ)
)2
and
E1[ψ] = ITΣ0[T ψ] +
∫
Σ0
JNμ [ψ]nμΣ0 +
∫
Σ0
(
∂p(rψ)
)2
,
where the vector field ∂p is defined in Section 2.5. Then, for all axisymmetric solutions ψ of the
wave equation we have ∫
Στ
J Tμ [ψ]nμΣτ  CE1[ψ]
1
τ 2
.
Theorem 4 (Pointwise boundedness). There exists a constant C which depends only on M such
that for all axisymmetric solutions ψ to the wave equation we have
|ψ | C ·√E2[ψ],
everywhere in R, where
E2[ψ] =
∑
k2
∫
Σ0
JNμ
[
Skψ
]
n
μ
Σ0
.
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on M and R such that
• For all axisymmetric solutions ψ to the wave equation we have
|ψ | CR
√
E3[ψ] 1√
r · τ , |ψ | CR
√
E3[ψ] 1
r · √τ
in {r R}, where
E3[ψ] =
∑
|k|2
E1
[
Skψ
]
.
• For all axisymmetric solutions ψ to the wave equation we have
|ψ | C√E3[ψ] 1
τ
1
2
in {r M}.
4. Preliminaries
4.1. Conventions
We summarise some conventions that we follow in the paper.
We use b and C to denote potentially small and large constants, respectively, which depend
only on M . Some (undetermined) constants may depend on other undetermined constants (say
ω1) and that will be stated explicitly at each instance by writing, for example, C(ω1). Note that
all constants will eventually depend only on M .
All the integrals should be considered with respect to the induced volume form, unless the
measure of integration is explicitly stated. Regarding the event horizon, we choose the normal to
be nH+ = T + 12MΦ and thus the volume form is taken respectively.
The functions 	,ρ are defined by (2). The spherical gradient will be involved in various
computations. By convention, we denote by |/∇S2ψ |2 the norm of the gradient of ψ on the unit
sphere S2 with respect to the standard metric gS2 . We also denote
|/∇gψ |2 = 1
ρ2
|/∇S2ψ |2.
Given any r-parameter such as R, we will denote by R∗ the value r∗(R). We will often refer
to r∗-ranges by their corresponding r-ranges. For example, we will describe using the coordinate
r the region over which we integrate and at the same time the variable of integration will be r∗.
Moreover, f ′ always denotes differentiation with respect to r∗, i.e. f ′ = df
dr∗ .
Finally, for simplicitly, we will write H+ instead of H+ ∩R etc. unless otherwise stated.
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We consider solutions of the Cauchy problem for the wave equation (1) with axisymmetric
initial data
ψ |Σ0 = ψ0 ∈ Hkloc(Σ0), nΣ0ψ |Σ0 = ψ1 ∈ Hk−1loc (Σ0), (6)
where k  1 and the hypersurface Σ0 is as defined in Section 2.5 and nΣ0 denotes the future
unit normal of Σ0. In view of the global hyperbolicity of R, there exists a unique solution to the
above equation in R such that for any spacelike hypersurface S,
ψ |S ∈ Hkloc(S), nSψ |S ∈ Hk−1loc (S).
Moreover, solutions depend continuously on initial data.
In this paper, we will be interested in the case where k  2 and assume that
limx→I+ rψ2(x) = 0. For simplicity, from now on, when we say “for all axisymmetric solu-
tions ψ of the wave equation” we will assume that ψ satisfies the above conditions. Note that
for obtaining sharp decay results, we will have to consider even higher regularity for ψ .
4.3. Energy currents
The vector field method is a robust method for deriving L2 estimates. One applies Stokes’s
theorem ∫
Σ0
Pμn
μ
Σ0
=
∫
Στ
Pμn
μ
Στ
+
∫
H+(0,τ )
Pμn
μ
H+ +
∫
I+(0,τ )
Pμn
μ
I+ +
∫
R(0,τ )
∇μPμ (7)
for suitable currents Pμ, where all the integrals are with respect to the induced volume form and
the unit normals nΣτ are future directed. By convention, along the (null) event horizon H+ we
choose nH+ = T + 12MΦ (see also Section 5.2). An important class of currents are the so-called
energy currents, which are produced by contracting the energy–momentum tensor
Tμν[ψ] = (∂μψ)(∂νψ)− 12gμν
(
∂αψ
)
(∂αψ),
which, in case ψ satisfies gψ = 0, is a symmetric divergence free (0,2) tensor. We will in
fact consider this tensor for general functions ψ : D → R in which case we have Div T[ψ] =
(gψ)dψ . Given a vector field V , we define the JV current by JVμ [ψ] = Tμν[ψ]V ν . The diver-
gence of this current is Div(J ) = Div(T)V + T(∇V ). We also define the currents
KV [ψ] = T[ψ](∇V ), EV [ψ] = Div(T)V = (gψ)(Vψ).
Note that from the symmetry of T we have KV [ψ] = Tμν[ψ]πμνV , where πμνV = (LV g)μν is
the deformation tensor of V . Clearly if ψ satisfies the wave equation then KV [ψ] = ∇μJVμ [ψ],
which is an expression of the 1-jet of ψ . Thus, if we use Killing vector fields as multipliers then
the divergence vanishes and so we obtain a conservation law. This is partly the content of a deep
theorem of Noether. For generalisations see [14].
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applying (7) with Pμ = JVμ .
Proposition 4.3.1. Let V1, V2 be two future directed timelike vectors. Then the quadratic ex-
pression T(V1,V2) is positive definite in dψ . By continuity, if one of these vectors is null then
T(V1,V2) is non-negative definite in dψ .
We finally remark that in Section 11 we make more general use of the vector field method.
See also Section 10.
4.4. Hardy inequalities
The Hardy inequalities presented in [6] for extreme Reissner–Nordström spacetime immedi-
ately generalise to extreme Kerr. Recall that in extreme Kerr 	 = (r −M)2. For the convenience
of the reader we state these inequalities below.
Proposition 4.4.1 (First Hardy inequality). For all functions ψ which satisfy the regularity as-
sumptions of Section 4.2 we have
∫
Στ
1
r2
ψ2  C
∫
Στ
	
r2
[
(T ψ)2 + (Yψ)2],
where the constant C depends only on M and Σ0.
Proposition 4.4.2 (Second Hardy inequality). Let r0 >M . Then for all functions ψ which satisfy
the regularity assumptions of Section 4.2 and for any positive number  we have
∫
H+∩Στ
ψ2  
∫
Στ∩{rr0}
(T ψ)2 + (Yψ)2 +C
∫
Στ∩{rr0}
ψ2,
where the constant C depends on M , , r0 and Σ0.
Proposition 4.4.3 (Third Hardy inequality). Let r0, r1 be such that M < r0 < r1. We define the
regions A = R(0, τ ) ∩ {M  r  r0}, B = R(0, τ ) ∩ {r0  r  r1}. Then for all functions ψ
which satisfy the regularity assumptions of Section 4.2 we have
∫
A
ψ2  C
∫
B
ψ2 +C
∫
A∪B
	
r2
[
(T ψ)2 + (Yψ)2],
where the constant C depends on M , r0, r1 and Σ0.
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5.1. Axisymmetry vs superradiance
One of the main new features which emerges from passing from Schwarzschild to Kerr is that
the ‘stationary’ Killing field T fails to be everywhere timelike in the exterior region. In general,
the region E ⊂D where T is spacelike is called the ergoregion and the boundary ∂E is called the
ergosphere. The ergoregion is well known for enabling the extraction of energy out of a black
hole. This “process” was discovered first by Penrose [39] and remains the subject of intense
research in the high energy physics community.
In the context of the wave equation, if T is spacelike then the energy flux JTμ [ψ]nμ, where
nμ is timelike, fails to be non-negative definite and thus the associated conservation law does
not imply uniform boundedness of the flux of T through Στ . In particular, the energy that is
radiated away through null infinity may be larger than the initial energy. This phenomenon is
called superradiance and is the main reason that obtaining any boundedness result (even away
from H+) is very difficult. In the last few years, this phenomenon was successfully treated in a
series of papers for the general subextreme Kerr. See Section 1.1 for relevant references.
Note that H+ ⊂ E and moreover supE r = 2M . However, the crucial observation is that su-
perradiance is absent if ψ is assumed to be axisymmetric. Indeed, we have the following
Proposition 5.1.1. Let Σ be an axisymmetric spacelike hypersurface and nΣ be its future di-
rected timelike unit normal. Let ψ be an arbitrary axisymmetric function, i.e. such that Φψ = 0.
Then
J Tμ [ψ]nμΣ  0.
Proof. We first show the following lemma.
Lemma 5.1.1. Let n be a vector orthogonal to Φ and ψ be an axisymmetric function. Then
JΦμ [ψ]nμ = 0.
Proof. We have
JΦμ [ψ]nμ = Tμν[ψ]Φμnν = (Φψ)(∂νψ)nν −
1
2
g(Φ,n)|∇ψ |2 = 0. 
Then, since for every point p there is a constant ω(p) such that T +ω(p)Φ is future directed
causal vector, from Proposition 4.3.1 we have
J Tμ [ψ]nμΣ = J T+ω(p)Φμ [ψ]nμΣ  0. 
The assumption of axisymmetry for Σ is in fact necessary, at least on the event horizon.
Indeed, if J Tμ [ψ]nμΣ  0 on H+, then, working in the (v, r, θ,φ∗) coordinates, if nΣ = nvT +
nrY + nφΦ then
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− 1
2
(
g(T ,T )nv + g(T ,Y )nr + g(T ,Φ)nφ)|∇ψ |2,
where |∇ψ |2 = 1
ρ2
[(a2 sin2 θ)(T ψ)2 + 	(Yψ)2 + 2(r2 + a2)(T ψ)(Yψ)] + |/∇ψ |2. Since the
coefficient of (Yψ)2 vanishes on H+, for general positivity we must have that the coefficient of
(T ψ)(Yψ) vanishes there too. The vanishing of this coefficient implies the desired result. The
above discussion applies for all |a|M ; by restricting to the extreme case we, in fact, obtain
J Tμ [ψ]nμΣ0 ∼ (T ψ)2 +
(
1 − M
r
)2
(Yψ)2 + |/∇ψ |2
for r R where the constants in ∼ depend on M and R. Similarly, we obtain ∫H+J Tμ [ψ]nμH+ 0,
and thus, since KT [ψ] = 0, we obtain the following
Proposition 5.1.2. Let Στ denote a foliation of spacelike axisymmetric hypersurfaces. If ψ is
also axisymmetric then ∫
Στ
J Tμ [ψ]nμΣτ 
∫
Σ0
J Tμ [ψ]nμΣ0 .
5.2. The degeneracy of the redshift effect
Even though T is not everywhere null on H+, the vector field
V = T + 1
2M
Φ
is Killing and normal to the horizon.8 In general, if there exists a Killing vector field V which is
normal to a null hypersurface then
∇V V = κV
on the hypersurface. The quantity κ is the so-called surface gravity. For the general subextreme
Kerr we have that κ > 0 and depends only on a,M (and in particular is constant on H+). For
the extreme Kerr we have κ = 0 on H+, and therefore, the integral curves of V are affinely
parametrised. This implies that the redshift that takes place along H+ degenerates in the extreme
Kerr. In subextreme Kerr, this celebrated effect was first used in the a = 0 case in [18] and later
in [22–25]. In that case, the redshift effect implies the existence of a ϕTτ -invariant timelike future
directed vector field N such that
KN [ψ] ∼ JNμ [ψ]Nμ (8)
8 It is worth mentioning that its null conjugate with respect to the (θ,φ∗) foliation (of spheres) of the event horizon is
V = Y + ( sin2 θ )T + ( 3+cos2 θ )Φ .4 8M
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there is in fact no ϕTτ -invariant timelike vector field N satisfying the weaker condition KN [ψ]
0. However, we can still quantitatively capture the degenerate redshift close toH+ by introducing
a novel current. Such a current appeared for the first time in [6].
We remark that in [7], it was shown that the degeneracy of redshift on the event horizon of
extreme Reissner–Nordström gives rise to a hierarchy of conservation laws. These laws were the
source of all instability results for the solutions to the wave equation on such backgrounds; they,
however, require fixing angular frequency, and thus, in view of the lack of spherical symmetry,
they do not apply in the case of extreme Kerr.
5.3. The Carter operator and Hidden symmetries
In Schwarzschild, on top of the stationary Killing field T , one has a complete set of spherical
Killing fields traditionally denoted Ω1,Ω2,Ω3. These Killing fields provide enough conserved
quantities to deduce that the Hamilton–Jacobi equations separate. In Kerr, although the only
Killing vector fields are T and Φ , the Hamilton–Jacobi equations still separate in view of a third
non-trivial conserved quantity discovered by Carter [12]. Penrose and Walker [40] showed that
the complete integrability of the geodesic flow has its fundamental origin in the existence of an
irreducible Killing tensor.
A Killing 2-tensor is a symmetric 2-tensor K which satisfies ∇(αKβγ ) = 0. For example,
the metric is always a Killing tensor. A Killing tensor will be called irreducible if it cannot be
constructed from the metric and other Killing vector fields.
A Killing tensor K yields a conserved quantity for geodesics. Indeed, if γ is a geodesic then
Kαβγ˙
αγ˙ β is a constant of the motion. It turns out that in Ricci flat spacetimes the separability
of Hamilton–Jacobi, the separability of the wave equation and the existence of an irreducible
Killing tensor are equivalent. Moreover, a Killing tensor gives rise to a symmetry operator K =
∇α(Kαβ∇β) with the property [K,g] = 0. In the Kerr spacetime the symmetry operator Q
associated to Carter’s irreducible Killing 2-tensor takes the form
Qψ = /	S2ψ −Φ2ψ +
(
a2 sin2 θ
)
T 2ψ. (9)
The differential operator Q was first used in the context of estimating solutions to the wave
equation by Andersson and Blue [3]. The authors commuted the wave equation with Q before ap-
plying suitable vector field multipliers in order to obtain integrated local energy decay for slowly
rotating Kerr backgrounds (|a|  M). The symmetry operator Q was additionally used as a com-
mutator for obtaining pointwise estimates. Note that in the subextreme case, this commutation
was in fact unnecessary for obtaining pointwise estimates in view of the redshift commutation
presented in [22] (see the discussion in Section 1.2.4). However, in extreme Kerr, in view of the
degeneracy of redshift, commuting with Q turns out to be useful (see Section 15).
6. The vector field X
The vector fields of the form X = f (r∗)∂r∗ will be useful for constructing currents with
non-negative definite divergence. Using (t, r∗, θ,φ∗) coordinates we obtain for axisymmetric
functions ψ
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([
1
2ρ2
(r2 +M2)2
	
− a
2 sin2 θ
2ρ2
]
f ′ +
[
r
ρ2
− a
2 sin2 θ
2ρ2
(∂rD)
]
f
)
(T ψ)2
+
([
1
2ρ2
(r2 +M2)2
	
]
f ′ +
[
− r
ρ2
]
f
)
(∂r∗ψ)
2 +
(
−f
′ + f (∂rD)
2
)
|/∇gψ |2,
where D = 	
r2+M2 and /∇g is as defined in Section 4.1. Note that f ′ = dfdr∗ .
6.1. Non-negative definite currents near and away H+
Let ψ satisfy gψ = 0 and Φψ = 0. Consider X = ∂r∗ (i.e. f = 1). Consider also the current
J
∂r∗ ,G
μ [ψ] = J ∂r∗μ [ψ] + 2Gψ∇μψ − (∇μG)ψ2.
Then
K∂r∗ ,G[ψ] = K∂r∗ [ψ] + 2G|∇ψ |2 − (gG)ψ2,
where
|∇ψ |2 =
[
− (r
2 +M2)2
	ρ2
+ a
2 sin2 θ
ρ2
]
(T ψ)2 + (r
2 +M2)2
	ρ2
(∂r∗ψ)
2 + |/∇gψ |2.
Therefore, if we choose G such that G = 	·r2(r2+M2)2 , then
K∂r∗ ,G[ψ] =
[
a2 sin2 θ
ρ2
(
2G− ∂rD
2
)]
(T ψ)2 +
[
−∂rD
2
+ 2G
]
|/∇gψ |2 − (gG)ψ2
= 1
ρ2
(r −M)(r2 − 2rM −M2)
(r2 +M2)2
×
[
a2 sin2 θ(T ψ)2 + |/∇S2ψ |2 +
(
3M(r −M)(r2 + 2rM −M2)
(r2 +M2)2
)
ψ2
]
.
The importance of this current lies in the observation that K∂r∗ ,G[ψ]  0 for r  (1 + √2 )M
and that K−∂r∗ ,−G[ψ] 0 for r  (1 + √2 )M .
Let us now look at the boundary term
∫
{r=c}
J
∂∗r ,G
μ [ψ]nμ
√
ρ2	 sin θ dt dθ dφ
that arises when we apply the divergence identity at r = c hypersurfaces (c is a constant). Note
that the unit normal to such hypersurfaces pointing towards infinity is n = r2+M2√
2
∂r∗ . We haveρ 	
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∂∗r ,G
μ [ψ]nμ
√
ρ2	
= J ∂∗r ,Gμ [ψ]∂μr∗ ·
(
r2 +M2)
= [Tr∗r∗ [ψ] + 2Gψ(∂r∗ψ)− (∂r∗G) ·ψ2](r2 +M2)
=
[
(∂r∗ψ)
2 − 1
2
gr∗r∗ |∇ψ |2 + 2Gψ(∂r∗ψ)− (∂r∗G) ·ψ2
](
r2 +M2)
=
[
r2 +M2
2
]
(∂r∗ψ)
2 +
[
r2 +M2
2
]
(T ψ)2 −
[
	
2(r2 +M2)
][
a2 sin2 θ(T ψ)2 + |/∇S2ψ |2
]
+
[
	 · r
(r2 +M2)
]
ψ(∂r∗ψ)−
[
(r −M)3
2(r2 +M2)4
(
r3 +M3 − 3r2M − 3rM2)]ψ2. (10)
For future use (see Section 12), let us define
J[ψ] = 2J ∂∗r ,Gμ [ψ]nμ
√
ρ2	
= [r2 +M2](∂r∗ψ)2 + [r2 +M2](T ψ)2 − [ 	
(r2 +M2)
][
a2 sin2 θ(T ψ)2 + |/∇S2ψ |2
]
+
[
	 · 2r
(r2 +M2)
]
ψ(∂r∗ψ)−
[
(r −M)3
(r2 +M2)4
(
r3 +M3 − 3r2M − 3rM2)]ψ2. (11)
Note that J[ψ] has in general no sign.
7. Estimates nearH+ and I+
7.1. A weighted positive definite current near I+
Regarding the neighbourhoods of I+, in [24] the following it is shown
Proposition 7.1.1. Let δ > 0. There exists a value Re which depends only on M and a constant
Cδ which depends on M,δ such that for all solutions ψ to the wave equation we have∫
{rRe}
[
1
r3+δ
ψ2 + 1
r1+δ
(∂r∗ψ)
2 + 1
r1+δ
(T ψ)2 + 1
r
|/∇ψ |2
]
 Cδ
∫
{Re−1rRe}
[
ψ2 + (∂r∗ψ)2 + (T ψ)2 + |/∇ψ |2
]+Cδ ∫
Σ0
J Tμ [ψ]nμΣ0
7.2. The vector field N
We will construct an appropriate current which will yield the desired estimate for a neigh-
bourhood of H+. The construction of such currents first appeared in [7].
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that KN [ψ] 0 on H+. Indeed, for axisymmetric ψ we have
KN [ψ] = FT T (T ψ)2 + FYY (Yψ)2 + FT Y (T ψ)(Yψ)+ F/∇|/∇ψ |2,
where
FT T = r
2 + a2
ρ2
d
dr
(
NT
)− a2 sin2 θ
2ρ2
d
dr
(
NY
)
,
FYY = 	2ρ2
d
dr
(
NY
)− d	dr
2ρ2
(
NY
)
,
F/∇ = −12
d
dr
(
NY
)
,
FT Y = 	
ρ2
d
dr
(
NT
)− 2r
ρ2
(
NY
)
.
Recall that in extreme Kerr we have 	 = (r − M)2, and thus, 	 vanishes on H+ to second
order. Note that the FYY vanishes on H+ whereas the coefficient FT Y does not vanish, since
NY = 0 on H+. Hence, we cannot obtain a positive definite current. However, we can still obtain
a non-negative current by appropriately modifying the energy current JNμ [ψ].
We first define in the region AN = {M  r  2321M} the vector field N to be such that
NT (r) = 18r − 35
2
M, NY (r) = −2r +M. (12)
It is an easy computation to see that N is a future directed timelike vector field in AN . We define
the current
J
N,− 12
μ [ψ] = JNμ [ψ] −
1
2
ψ∇μψ. (13)
We have the following proposition
Proposition 7.2.1. For all axisymmetric functions ψ , the divergence KN,− 12 [ψ] of the current
J
N,− 12
μ [ψ] defined by (13) is non-negative definite in AN and, in particular, there is a positive
constant C which depends only on M such that
KN,−
1
2 [ψ] C
(
(T ψ)2 +
(
1 − M
r
)
(Yψ)2 + |/∇ψ |2
)
. (14)
Proof. We have
KN,−
1
2 [ψ] = KN [ψ] − 1 |/∇ψ |2 = GTT (T ψ)2 +GYY (Yψ)2 +GTY (T ψ)(Yψ)+G/∇|/∇ψ |2,2
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GTT = r
2 + a2
ρ2
d
dr
(
NT
)− a2 sin2 θ
2ρ2
(
d
dr
(
NY
)+ 1),
GYY = 	2ρ2
d
dr
(
NY
)− d	dr
2ρ2
NY − 	
2ρ2
,
G/∇ = −12
d
dr
(
NY
)− 1
2
,
GT Y = 	
ρ2
d
dr
(
NT
)− 2r
ρ2
(
NY
)− r2 + a2
ρ2
.
Observe first that G/∇ = 12 > 0 and GTT  18. Moreover, GYY ∼
d	
dr
ρ2
since the dominant term
− d	dr2ρ2 NY has the right sign. Regarding now the coefficient GTY of the mixed term we have
GTY = (r −M)
ρ2
[
(r −M) · d
dr
(
NT
)+ (3r +M)]= 1 · 2,
where
1 = r −M
ρ2
, 2 = 1
ρ
[
(r −M) · d
dr
(
NT
)+ (3r +M)].
However,
21 GYY ⇔ r 
4
3
M
and
22 GTT ⇔
1
ρ2
[
18(r −M)+ (3r +M)]2  1
ρ2
(
r2 +M2)18 ⇔ r  23
21
M.
The proposition now follows from the spatial compactness of AN and the inequality |ab| 
1
2 (a
2 + b2). 
We will extend globally the vector field N in Section 13, where it is used to show uniform
boundedness of the non-degenerate energy.
Let re < 2321M . If M = {re  r  Re}, where Re is as defined in Proposition 7.1.1, then,
in view of the results of this section, it suffices to derive a non-negative definite estimate in
region M.
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Separating the wave equation involves taking the Fourier transform in time. Since, a priori,
we do not know that the solution is L2(dt) we must first cut off in time.
8.1. The cut-off ξτ
Let ξτ be a cut-off function such that ξτ (τ˜ ) = 0 for τ˜  0 and τ˜  τ and ξτ (τ˜ ) = 1 for
1 τ˜  τ − 1. Then the support of ∇ξτ is the region Sξ = {0 τ˜  1} ∪ {τ − 1 τ˜  τ }:
Let ψQ = ξτψ be the compactly supported in time function which arises from the cut-off ξτ
multiplied to the solution ψ of the wave equation. This cut-off version of ψ then satisfies the
following inhomogeneous wave equation
gψQ = F,
where
F = 2∇μξτ∇μψ + (ξτ )ψ. (15)
8.2. Separability of the wave equation
The complete separability of the wave equation on Kerr was used for the first time in the
context of energy currents and L2 estimates in [23,24]. This separability requires decomposing
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general case |a|M (ψ is not assumed to be axisymmetric in this subsection).
Let ξ ∈R and Pξf denote the following elliptic operator acting on a suitable dense subset of
L2(S2),
Pξf = −/	S2f −
(
ξ2 cos2 θ
)
f. (16)
Clearly P0 is the standard spherical Laplacian and more generally Pξ can be related to the Lapla-
cian on an oblate spheroid that is described by the parameter ξ . In view of standard elliptic theory,
we can infer the existence of a complete orthonormal system S(ξ)m (θ,φ) with m, ∈ Z,  |m|
of L2(S2) of eigenfunctions of Pξ with real eigenvalues λ(ξ)m:
PξS
(ξ)
m (θ,φ) = λ(ξ)m · S(ξ)m (θ,φ).
The functions S(ξ)m are known as oblate spheroidal harmonics. Note that for ξ = 0 these reduce to
the standard spherical harmonics Ym and λ(0)m = (+1). Given ξ ∈R, any function f ∈ L2(S2)
can be decomposed as follows
f (θ,φ) =
∑
m,
f
(ξ)
m · S(ξ)m (θ,φ),
where
f
(ξ)
m =
∫
S2
f (θ,φ) · S(ξ)m (θ,φ)dgS2 .
The following Parseval identity will be useful∫
S2
|f |2 dgS2 =
∑
m,
∣∣f (ξ)m ∣∣2.
All we will need about the eigenvalues λ(ξ)m is the following
Proposition 8.2.1. Let λ(ξ)m with m, ∈ Z,  |m| be the eigenvalues of Pξ defined by (16). If we
define Λ(ξ)m = λ(ξ)m + ξ2 then
Λ
(ξ)
m  |m|
(|m| + 1).
Proof. Let f (θ,φ) ∈ H 2(S2). Then, by expanding in the φ variable we obtain
f (θ,φ) =
∑
fm(θ) · eimφ,
m∈Z
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∫ 2π
0 f (θ,φ) · eimφ dφ. Consider now the operator
Pξ,mR = − 1
sin θ
d
dθ
(
sin θ
d
dθ
R
)
+ m
2
sin2 θ
R − (ξ2 cos2 θ)R.
Since f and fm are regular at the poles θ = 0,π , in view of the Sturm–Liouville theory, we have
that there exists a complete orthonormal system R(ξ)m , with m, ∈ Z, l  |m| of L2(sin θ dθ) of
eigenfunctions of Pξ,m with real eigenvalues λ(ξ)m . Then,
f (θ,φ) =
∑
m∈Z
∑
|m|
f
(ξ)
m ·R(ξ)m(θ) · eimφ,
where f (ξ)m =
∫ π
0 fm(θ) ·R(ξ)m sin θ dθ . Hence,
S
(ξ)
m (θ,φ) = R(ξ)m(θ) · eimφ. (17)
Consider the standard spherical decomposition of the function S(ξ)m (θ,φ):
S
(ξ)
m (θ,φ) =
∑
m′
∑
L|m′|
(
S
(ξ)
m
)
m′L · Ym′L(θ,φ),
where Ym′L are the standard spherical harmonics and (S(ξ)m )m′L =
∫
S2(S
(ξ)
m ) · Ym′L dgS2 . Hence,
in view of (17), if m′ = m then (S(ξ)m )m′L = 0. Therefore,
S
(ξ)
m (θ,φ) =
∑
L|m|
(
S
(ξ)
m
)
mL
· YmL(θ,φ),
which shows that S(ξ)m (θ,φ) is supported on (standard) angular frequencies greater or equal than|m|. By Poincaré inequality (see [7]) we obtain
Λ
(ξ)
m = Λ(ξ)m
∫
S2
∣∣S(ξ)m ∣∣2 = ∫
S2
(
λ
(ξ)
m + ξ2
)
S
(ξ)
m · S(ξ)m =
∫
S2
(
Pξ + ξ2
)
S
(ξ)
m · S(ξ)m
=
∫
S2
(−/	S2 + ξ2 sin2 θ)S(ξ)m · S(ξ)m  ∫
S2
−/	S2S(ξ)m · S(ξ)m
=
∫
S2
∣∣/∇S2S(ξ)m ∣∣2  |m|(|m| + 1)∫
S2
∣∣S(ξ)m ∣∣2
= |m|(|m| + 1). 
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(t, r, θ,φ). Let ψ̂Q(ω, r, θ,φ) denote the Fourier transform with respect to t , i.e.
ψ̂Q(ω, r, θ,φ) = 1√
2π
+∞∫
−∞
ψQ(t, r, θ,φ) · eiωt dt.
Since ψQ is compactly supported in t we have that ψ̂Q is of Schwartz class in ω ∈ R and,
moreover, smooth in r > M and smooth on the (θ,φ) spheres. For each ω ∈ R, we can further
decompose ψ̂Q(ω, r, θ,φ) in oblate spheroidal harmonics
ψ̂Q(ω, r, θ,φ) =
∑
m,
ψ̂Q(aω)m (ω, r) · S(aω)m (θ,φ).
In other words, for the temporal frequency ω, we take the spheroidal parameter to be ξ = aω.
We are thus led to the following decomposition
ψ(t, r, θ,φ) = 1√
2π
+∞∫
−∞
∑
m,
ψ̂Q(aω)m (r) · S(aω)m (θ,φ) · e−iωt dω.
Then the function
u
(aω)
m
(
r∗
)= (r2 + a2)1/2 · ψ̂Q(aω)m (r)
satisfies the following ODE
d2
(dr∗)2
u
(aω)
m +
(
ω2 − V (aω)m (r)
)
u
(aω)
m = H(aω)m , (18)
where
H
(aω)
m (r) =
	F
(aω)
m (r)
(r2 + a2)1/2 (19)
and
V
(aω)
m (r) =
4Mramω − a2m2 +	 ·Λ(aω)m
(r2 + a2)2 +
	(3r2 − 4Mr + a2)
(r2 + a2)3 −
3	2r2
(r2 + a2)4 ,
where Λ(aω)m = λ(aω)m + a2ω2. Although u is a complex-valued function of r , the potential V is
real9!
9 It is easy to verify that the same remark would fail to hold when we separate with respect to (v, r, θ,φ∗).
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Returning to the extreme case |a| = M , considering axisymmetric ψ (i.e. m = 0) and by
dropping the indices we obtain
V = (r −M)
2
(r2 +M2)2 Λ+
(r −M)3M
(r2 +M2)4
(
2r2 + 3rM −M2).
Regarding the maximum value of V we have the following
Lemma 8.3.1. For all frequencies (ω,Λ) we have
Vmax 
1
4M2
Λ+ 5
M2
.
Proof. It suffices to note that
(r −M)2
(r2 +M2)2 
1
4M2
for all r M . In fact, as expected, this expression attains its maximum at r = (1 + √2 ) and so
the constant on the right hand side could be further improved. Moreover, we have the following
bound
(r −M)3M
(r2 +M2)4
(
2r2 + 3rM −M2) 5r3M3
(r2 +M2)4 
5r6
r8
 5
M2
. 
It is clear that for all frequencies Λ,ω we have
V ∼ 	
r4
Λ+ 	
3/2
r6
, (20)
for all r M . The ∼ depends only on M . In particular, we have
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r2
Λ+ 1
r3
, for all r R,
V ∼ 1
(r∗)2
Λ− 1
(r∗)3
, for all r  re. (21)
The above shows that in extreme Kerr the potential V exhibits a symmetric asymptotic behaviour
towards the event horizon and infinity. This observation will be crucial for our constructions.
As regards the derivative with respect to r∗ of V we have in this case
V ′ = 2(r −M)
3
(r2 +M2)4
[
r − (1 + √2 )M][(r −M)+ √2M]
×
[
−Λ− 3M(r −M)
(r2 +M2)2
(
r2 + 2rM −M2)].
Note that for all frequencies, V ′ vanishes exactly at r = M and r = (1+√2 )M . This property
of trapping for extreme black holes was already captured in [7] using physical space techniques.
One should probably contrast at this point this behaviour of V ′ with the subextreme case. If
|a| <M and m = 0 then V ′ vanishes at r = rH+ and r = rΛ, where rΛ depends on the frequency
Λ and the limit limΛ→+∞ rΛ is a value of r which does not depend on ω,Λ,m. See also the
discussion in Section 11.2.1.
Recall now the value re = 2321M < (1 +
√
2 )M related to the modified redshift of Section 7.2.
Then in region A= {M  r  re} we have
V ′ ∼ 	3/2Λ+	2 (22)
and, if Re is as defined in Proposition 7.1.1, then in region B = {Re  r},
V ′ ∼ − 1
r3
Λ− 1
r4
. (23)
Finally, in the region M= {re  r Re} we have
V ′ ∼ [(1 + √2 )M − r](Λ+ 1). (24)
In all the above instances, the ∼ depends only on M .
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In view of the fundamental properties of the Fourier transform we have
+∞∫
−∞
∫
S2
(ψQ)2r2 dgS2 dt 
+∞∫
−∞
∑
m,l
∣∣u(aω)ml (r)∣∣2 dω,
+∞∫
−∞
∫
S2
(T ψQ)2r2 dgS2 dt 
+∞∫
−∞
∑
m,l
ω2
∣∣u(aω)ml (r)∣∣2 dω,
+∞∫
−∞
∫
S2
|/∇gψQ|2r2 dgS2 dt 
+∞∫
−∞
∑
m,l
Λ
(aω)
m
∣∣u(aω)ml (r)∣∣2 dω,
+∞∫
−∞
∫
S2
(∂r∗ψQ)2r2 dgS2 dt 
+∞∫
−∞
∑
m,l
[
2
∣∣∣∣ ddr∗ u(aω)ml (r)
∣∣∣∣2 + 2M2 ∣∣u(aω)ml (r)∣∣2
]
dω,
where we have used that
r2(∂r∗ψQ)2  2
[
∂r∗
(√
r2 + a2ψQ
)]2 + 2
M2
(ψQ)2r2.
Recall that /∇g is defined in Section 4.1. In fact, if we suppress the indices we obtain the following
identities:
+∞∫
−∞
∑
m,l
|u|2 dω =
+∞∫
−∞
∫
S2
(ψQ)2 ·
(
r2 +M2)dt dgS2,
+∞∫
−∞
∑
m,l
ω2|u|2 dω =
+∞∫
−∞
∫
S2
(T ψQ)2 ·
(
r2 +M2)dt dgS2,
+∞∫
−∞
∑
m,l
Λ|u|2 dω =
+∞∫
−∞
∫
S2
[|/∇S2ψQ|2 + a2 sin2 θ · (T ψQ)2] · (r2 +M2)dt dgS2,
+∞∫
−∞
∑
m,l
∣∣u′∣∣2 dω = +∞∫
−∞
∫
S2
(
∂r∗
(√
r2 +M2 ·ψQ
))2
dt dgS2,
where /∇S2ψ denotes the gradient of ψ on the unit sphere with respect to the standard metric and
dgS2 = sin θ dθ dφ.
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We next introduce the Fourier localised energy currents that will allow us to derive L2(dr∗)
estimates for each u(aω)m . Then by summing over λm,m, integrating in ω and using the above
estimates, we will obtain the required result in physical space.
It is clear from the estimates of Section 9 that we have to derive estimates for the quantity
Π
(aω)
m
(
ω2,Λ
)= ∣∣u′∣∣2 + |u|2 +ω2|u|2 +Λ|u|2 (25)
for all frequencies ω2 and Λ.
Without further delay, for arbitrary functions y(r∗), h(r∗), f (r∗), we define the currents (see
also [24])
J y1 [u] = y
[∣∣u′∣∣2 + (ω2 − V )|u|2],
J h2 [u] = hRe
(
u′u
)− 1
2
h′|u|2,
J f3 [u] = f
[∣∣u′∣∣2 + (ω2 − V )|u|2]+ f ′ Re(u′u)− 1
2
f ′′|u|2. (26)
We shall construct several combinations of these currents with appropriate multiplier functions
y,h,f such that the derivatives of the combined currents are non-negative definite (possibly
modulo small error terms). For convenience, we include the computations
(J y1 [u])′ = y′[∣∣u′∣∣2 + (ω2 − V )|u|2]− yV ′|u|2 + 2y Re(u′H ),(J h2 [u])′ = h[∣∣u′∣∣2 + (V −ω2)|u|2]− 12h′′|u|2 + hRe(uH),(J f3 [u])′ = 2f ′∣∣u′∣∣2 − fV ′|u|2 − 12f ′′′|u|2 + 2f Re(u′H )+ f ′ Re(uH). (27)
Note that these currents are well defined whenever y ∈ C0[M,+∞] and h ∈ C1[M,+∞] and the
higher order derivatives are just integrable. The expressions for the derivatives of these currents
involve only the real-valued functions |u|2 and |u′|2 (modulo the error terms from the cut-off).
This is precisely the motivation for these currents.
We shall require the multipliers to remain bounded as r → M and r → +∞. In order to
control the boundary terms we require the multipliers of the form y,f to be 1 for sufficiently
large values of r∗ and −1 for sufficiently small values of r∗ and h to compactly supported in r∗.
For simplicity, all the terms which involve the inhomogeneous term H will be denoted E(H).
These terms are controlled in Section 11.3.
11. Fourier localised estimates
In constructing currents which yield L2(dr∗) estimates for u(aω)m (and ddr∗ u
(aω)
m ), it is always
convenient to have frequency parameters which are either very small, or very large (unbounded)
or bounded but away from zero. In our case, the frequencies are Λ,ω. Note that in view of
Proposition 8.2.1 we have Λ  0. It is useful to mention that the potentially small frequency
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on M . We thus consider the following frequency ranges.
(1) Bounded frequency range
F1 =
{
(ω,Λ): |ω| ω1, 0Λ λ1
}
.
• The near-stationary frequencies
F1,1 =
{
(ω,Λ): |ω| ω0  1, Λ λ1
}
.
• The non-stationary frequencies
F1,2 =
{
(ω,Λ): ω0 < |ω| ω1, Λ λ1
}
.
(2) Unbounded frequency range
F2 =
{
(ω,Λ): |ω| >ω1 or Λ> λ1
}
.
• Trapped frequencies
F2,1 =
{
(ω,Λ): |ω| >ω1, 2M2ω2 Λ λ2ω2
}
.
• Angular dominated frequencies
F2,2 =
{
(ω,Λ): |ω| ω1, Λ > λ1
}∪ {(ω,Λ): |ω| >ω1, Λ > λ2ω2}.
• Time dominated frequencies
F2,3 =
{
(ω,Λ): |ω| >ω1, Λ 2M2ω2
}
.
Note that we are only looking for positive definite “bulk” terms in the region re  r  Re,
where Re is as defined in Proposition 7.1.1.
11.1. The bounded frequency range F1
First observe that it suffices to derive an integrated estimate for the quantity
Π1 =
∣∣u′∣∣2 + |u|2.
Indeed, in view of the boundedness of ω2 and Λ, the quantity Π defined by (25) is dominated
by the above expression with the constants depending on ω1, λ1.
The parameters ω2 and Λ are bounded. As we shall see, it is convenient to split this range
in two subranges. The first range corresponds to the case where the frequency ω2 is very small
(i.e. ‘almost’ zero) and the second range concerns ω2 which are bounded but bigger than a strictly
positive constant.
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This frequency range is defined by
ω2  ω20, 0Λ λ1,
where ω0 will be chosen very small.
First observe that if ω = 0 exactly, then for h = 1,(J h=12 [u])′ = ∣∣u′∣∣2 + V |u|2 +E(H),
for all r M , which in view of the positivity of V suffices to control the quantity Π1 in region
re  r  Re . However, although ω is very small in F1,1, it may not be exactly zero. Therefore,
the term V −ω2 (which would appear in the very same current) will cease to be positive for large
r and for r close to M (in view of the degeneracy of V at these limits). However, for sufficiently
small ω0, the term V − ω2 is positive in the region M = {re  r  Re}. That is to say, we
need to cut off the function h in regions A= {r  re} and B = {r  Re}. In order to absorb the
error terms that would arise, we add the current J y1 [u], for an appropriate function y which is
supported only in regions A,B.
Note first that(J h2 [u] +J y1 [u])′ = (h+ y′)∣∣u′∣∣2 + (h− y′)(V −ω2)|u|2 +(−12h′′ − yV ′
)
|u|2 +E(H)
= (h+ y′)∣∣u′∣∣2 + h(V −ω2)|u|2 + y′ω2|u|2
+
(
−1
2
h′′ − (yV )′
)
|u|2 +E(H).
Recall that r∗ → −∞ ar r → M and since re < (1 +
√
2 )M we have (re)∗ < 0. We next
present the details of this construction for each of the above regions.
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shown, by taking ω0 sufficiently small, these choices give us the positivity that we want.
In region A1,1 = {2(re)∗  r∗  (re)∗}, h = 4 max{−4(re)∗,4Re}, y(re) = 0, y(2(re)∗) =
−(2(re)∗)2 and y is linear with respect to the r∗ variable. Therefore, y′ = dydr∗ = −4(re)∗. Note
now that if we choose ω0 such that V −ω20  V2 in region A1,1, then
h · (V −ω2)− yV ′ − y′V  hV
2
− y′V =
(
h
2
− y′
)
· V > 0,
where we have used that V ′  0 and y  0 in this region.
In regionA1,2 = {(r1)∗  r∗  2(re)∗} (where r1 is sufficiently small, but not yet determined),
we have y(r∗) = −(r∗)2 and so y′ > 0 and, in view of (21), −yV = (r∗)2V ∼ Λ 1
(r∗)2 (r
∗)2 −
1
(r∗)3 (r
∗)2 = Λ− 1
r∗ . Therefore, in region A1,2 we have −(yV )′ ∼ 1(r∗)2 or, in other words, there
exists a constant c1 > 0 which depends only on M such that −(yV )′  c1(r∗)2 (note that we could
have instead chosen y = 1
V ·r∗ ). The only term that remains to be understood is − 12h′′. For this
reason we construct h such that h′′ is small in an appropriate sense. Recall that r = M is located
at r∗ = −∞. Note that for any fixed constant q > 0 the integral ∫ 2(re)∗−∞ − qr∗ = +∞ (recall that
r∗ is negative in A). Therefore, there exists a value (r1)∗ of r∗ which depends only on M and q
such that
∫ 2(re)∗
(r1)∗ −
q
r∗ > hmax. Hence, we can take h such that h = 0 for r∗  (r1)∗ and h′ ∼ − qr∗
and 12h
′′  q
(r∗)2 for r
∗  (r1)∗ (and h smooth in A). Clearly, it suffices to choose q = c14 and
thus (r1)∗ (and thus r1) is also now determined (and depends only on M). Then
−1
2
h′′ − (yV )′  c1 34(r∗)2 > 0.
As regards the term h · (V − ω2), since h 0 it suffices to consider ω0 such that V − ω20  0 in
region A1,2.
In region A1,3 = {M  r  r1}, we have h = 0 and y = −((r1)∗)2. Then, −yV ′  0.
In region B1,1 = {Re  r  2Re}, h = hmax, y(Re) = 0, y(2Re) = (2Re)2 and y is linear with
respect to the r variable. Therefore, y′ = dr
dr∗
dy
dr
 dy
dr
= 4Re. Note now that if we choose ω0 such
that V −ω20  V2 in region B1,1, then
h · (V −ω2)− yV ′ − y′V  hV
2
− y′V =
(
h
2
− y′
)
· V  0,
where we have used that V ′  0 in this region.
In region B1,2 = {2Re  r  R˜1} (where R˜1 is sufficiently large, but not yet determined), we
have y(r) = r2 and so y′ > 0 and yV = r2V ∼ Λ 1
r2
r2 + 1
r3
r2 ∼ Λ + 1
r
. Therefore, in B1,2 we
have (yV )′ ∼ − 1
r2
or, in other words, there exists a constant c0 > 0 which depends only on M
such that −(yV )′  c0
r2
. Now we can apply exactly the same argument as we did in region A1,2
to construct h in B1,2 such that h 0 and 12h′′  q0(r∗)2 and h(R˜1) = h′(R˜1) = 0 for any q0 > 0,
where R˜1 depends on q0. Clearly, we will choose q0 = c04 and thus R˜1 is also now determined.
Then
−1h′′ − (yV )′  c0
(
1
2 −
1
∗ 2
)
> 0,2 r 4(r )
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suffices to consider ω0 such that V −ω20  0.
Without loss of generality, we may assume that (R˜1)2 < ((r1)∗)2. Hence, there exists a con-
stant R1 such that R21 = ((r1)∗)2. Consider now the region B1,3 = {R˜1  r R1}. In this region,
we take y(r) = r2 and h = 0. The positivity of our current is preserved under the previous choices
in region B1,3.
In region B1,4 = {r  R1}, simply take h = 0 and y = ((r1)∗)2. Then the non-negativity of
this current is a consequence of the fact that V ′  0 in this region.
Regarding the precise choice for ω0, it suffices to take it such that V − ω20  V2 for r1 
r R1. Note that both r1 and R1 depend only on M and thus ω0 depends only on M too. Let ω0
be now chosen.
By rescaling the functions y,h, we may assume that y = −1 in region A1,3 and y = +1 in
region B1,4.
By integrating (J h2 [u] +J y1 [u])′ we obtain
b(λ1)
∫
M
[∣∣u′∣∣2 + (1 +ω2 +Λ)|u|2]dr∗

(J y=11 [u])(B)− (J y=−11 [u])(A)+
B∫
A
E(H)dr∗. (28)
The above estimate holds for all A r1 and B R1.
Remark 11.1. The above multipliers h,y are chosen to be independent of ω2,Λ and, in fact,
they do not even depend on ω0, λ1. In fact, the dependence of b on λ1 in (28) may be removed.
11.1.2. The non-stationary range F1,2
This frequency range is defined by
ω20 <ω
2  ω21, Λ λ1.
The construction we will present is quite general and depends only on the asymptotic behaviour
of V and its positivity. Observe that
(J y1 [u])′ = y′∣∣u′∣∣2 +ω2y′|u|2 − (yV )′|u|2 +E(H).
If we take y such that y′ > 0 and y bounded at the ends, then it remains to estimate the term
−(yV )′|u|2. In view of the fact that we do not require (J y1 [u])′ to be positive-definite pointwise
but only after integration, we can in fact apply integration by parts to this term. Then by Cauchy–
Schwarz and an appropriate choice for y, we can indeed bound this term using the remaining
two “good” terms. However, this y would not be sufficiently flat for large r (something required
later on). For this reason, we can decompose V into a flat and non-flat part for large r and apply
the above integration by parts for the flat part. This approach, however, will generate error terms
for large r that require coupling with Proposition 7.1.1. In order to avoid this we apply the above
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the arising boundary terms.
First note that we have
	3/2
r6
 V  C 	
r2
λ1
r2
, (29)
for all frequencies in F1,2 and all r M . Moreover,
0
+∞∫
r∗0
V dr∗ 
+∞∫
r0
V
2r2
	
dr 
+∞∫
r0
C
λ1
r2
dr = Cλ1
r0
 Cλ1
M
,
for all r0 M .
The main idea is to consider general constants A1,R2 and apply the following integration by
parts
(R2)∗∫
(A1)∗
−(yV )′|u|2 dr∗ = −yV |u|2((R2)∗)+ yV |u|2((A1)∗)+ (R2)
∗∫
(A1)∗
yV
[
uu′ + u′u]
−yV |u|2((R2)∗)+ yV |u|2((A1)∗)+ (R2)
∗∫
(A1)∗
[
−1
2
y′
∣∣u′∣∣2 − 4y2V 2
y′
|u|2
]
.
In view of the lower bound ω2 >ω20, we can take y such that y = yexp where
9y2expV 2
y′exp
= ω20y′exp ⇒ yexp =
1
2
e−3ω
−1
0
∫ +∞
r∗ V dr∗
in region {A1  r R2}.
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1
2
e−3ω
−1
0 C
λ1
M  yexp 
1
2
,
for all A1  r R2. Moreover, in the same region we have
y′exp =
3
2
ω−10 V e
−3ω−10
∫ +∞
r∗ V dr∗ .
Therefore,(J yexp1 [u])((R2)∗)− (J yexp1 [u])((A1)∗)
=
(R2)∗∫
(A1)∗
(J yexp1 [u])′dr∗
=
(R2)∗∫
(A1)∗
E(H)+ y′exp
∣∣u′∣∣2 + y′expω2|u|2 +
(R2)∗∫
(A1)∗
−(yexpV )′|u|2

(R2)∗∫
(A1)∗
[
E(H)+ y′exp
∣∣u′∣∣2 + y′expω2|u|2]+
(R2)∗∫
(A1)∗
[
−1
2
y′exp
∣∣u′∣∣2 − 4
9
y′expω20|u|2
]
− yexpV |u|2
(
(R2)
∗)+ yexpV |u|2((A1)∗)

(R2)∗∫
(A1)∗
[
E(H)+ 1
2
y′exp
∣∣u′∣∣2 + 5
9
y′expω20|u|2
]
− yexpV |u|2
(
(R2)
∗).
Recalling the expression for the current J yexp1 [u] we obtain
(R2)∗∫
(A1)∗
[
E(H)+ 1
2
y′exp
∣∣u′∣∣2 + 5
9
y′expω20|u|2
]
 yexp
[∣∣u′∣∣2 +ω2|u|2 − V |u|2]((R2)∗)+ yexpV |u|2((R2)∗)− (J yexp1 [u])((A1)∗)
= yexp
[∣∣u′∣∣2 +ω2|u|2]((R2)∗)− (J yexp1 [u])((A1)∗).
Since yexp  12 , we have
(R2)∗∫
(A1)∗
[
E(H)+ 1
2
y′exp
∣∣u′∣∣2 + 5
9
y′expω20|u|2
]

[
1 ∣∣u′∣∣2 + 1ω2|u|2]((R2)∗)− (J yexp1 [u])((A1)∗). (30)2 2
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Then for any B R2 we have
(J y=11 [u])(B∗)− (J y=11 [u])((R2)∗)=
B∗∫
(R2)∗
(J y=11 [u])′dr∗
=
B∗∫
(R2)∗
[
E(H)− V ′|u|2].
Recall that V ′  0 for r R2. Therefore,
B∗∫
(R2)∗
[
E(H)− V ′|u|2]= (J y=11 [u])(B∗)− [∣∣u′∣∣2 +ω2|u|2 − V |u|2]((R2)∗). (31)
By adding (30) and (31) we obtain
(R2)∗∫
(A1)∗
[
E(H)+ 1
2
y′exp
∣∣u′∣∣2 + 5
9
y′expω20|u|2
]
+
B∗∫
(R2)∗
[
E(H)− V ′|u|2]

(J y=11 [u])(B∗)− (J yexp1 [u])((A1)∗)− [12 ∣∣u′∣∣2 + 12ω2|u|2 − V |u|2
](
(R2)
∗)

(J y=11 [u])(B∗)− (J yexp1 [u])((A1)∗)− [12 ∣∣u′∣∣2 +
(
1
2
ω20 − V
)
|u|2
](
(R2)
∗).
In view of (29), we can chose R2 such that ( 12ω20 − V )((R2)∗) > 0. Note that R2 depends only
on M and λ1 (recall that ω0 was determined in Section 11.1.1). Therefore,
(R2)∗∫
(A1)∗
[
E(H)+ 1
2
y′exp
∣∣u′∣∣2 + 5
9
y′expω20|u|2
]
+
B∗∫
(R2)∗
[
E(H)− V ′|u|2]

(J y=11 [u])(B∗)− (J yexp1 [u])((A1)∗), (32)
for all B R2. Note that although the multiplier yexp that we constructed above is discontinuous
at r = R2, the difference of the corresponding boundary terms at r = R2 has the right sign
(provided we take R2 sufficiently large). This discontinuity can be removed by appropriately
rescaling the remaining multipliers (for all frequency ranges); however, for convenience we do
not do this here.
We now look at the region {M  r A1}, where
0 V  C(λ1)	,
0 V ′  C(λ1)	
3
2 .
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ω2y′ − (yV )′ = ω2y′ − yV ′ − y′V  [ω20 −C(λ1) ·	]y′ − y ·C(λ1)	 32 .
We now choose A1 such that for all M  r  A1 we have ω20 − C(λ1)	  ω
2
0
2 . Since ω0 has
been determined, A1 depends only on M and λ1. In particular, A1 < r1, where r1 is as defined in
Section 11.1.1. Hence, for all M  r A1, the term [ω20 − C(λ1) · 	]y′ is positive as long as y
is increasing.
Moreover, there exists A2 <A1 such that if y(A2) = 0 and y is linear with respect to r∗ then
y′ > 2
ω20
C(λ1)	
3
2 in [A2,A1] (clearly y  1/2 in this region).
We now consider r2 <A2 such that y(r2) = −1 and y is linear with respect to r∗ in [r2,A2].
Then y′ > 0 and y  0. Finally, in region {M  r  r2} we simply choose y = −1. Then y′ = 0.
The positivity of the current follows in view of the fact that V ′  0 in these regions.
Therefore, by integrating (J yexp1 [u])′ and using (32) we obtain
b(λ1,ω1)
∫
M
[∣∣u′∣∣2 + (1 +ω2 +Λ)|u|2]dr∗

(J y=11 [u])(B)− (J y=−11 [u])(A)+
B∫
A
E(H)dr∗. (33)
The above estimate holds for all A r2 and B R2.
11.2. The unbounded frequency range F2
In view of the unboundedness of some of the coefficients in Π defined by (25), we will have
to be careful and bound the “correct” expressions.
11.2.1. The trapped frequencies F2,1
In this frequency range we have both Λ and ω being unbounded but such that Λ ∼ ω2. There-
fore, we need to bound the quantity
Π2,1 =
∣∣u′∣∣2 +Λ|u|2.
In view of (20), it suffices to estimate
Π ′2 =
∣∣u′∣∣2 + V |u|2.
However, note that (in view of (18)) V always appears in the expression V − ω2 and this ex-
pression does not have a sign in the frequency range F2,1. Therefore, we cannot expect to
bound Π ′ . Recall now that Λ appears in V ′, which, however, degenerates at r = (1 + √2 )M .2
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actly at r = (1 + √2 )M . Recall that the derivative of the current J f3 does not involve V − ω2.
Indeed,
(J f3 [u])′ = 2f ′∣∣u′∣∣2 +(−fV ′ − 12f ′′′
)
|u|2 +E(H).
We consider the function ftrap ∈ C3[M,+∞] such that −1  ftrap  1 and f ′trap  0 and
moreover
(1) in region A1 = {M  r  re+M2 } we have ftrap = −1,
(2) in region A2 = { re+M2  r  re} we have ftrap − 12 ,
(3) in region M = {re  r  Re} we have ftrap(M +
√
2M) = 0, f ′trap  c1 > 0 and −f ′′′trap 
c2 > 0 (for the last condition we simply take f ′trap to be strictly positive and strictly concave),
(4) in region B1,1 = {Re  r Re + 1} we have ftrap  12 ,
(5) in region B1,2 = {Re + 1 r} we have ftrap = 1.
Since f ′  0 and, in particular, f ′  c1 > 0 in M the term 2f ′|u′|2 has always the right sign. It
remains to understand the term (−fV ′ − 12f ′′′). In region M we have
(
−fV ′ − 1
2
f ′′′
)
∼ (r − (1 + √2 )M)2Λ+ 1.
In the unbounded region B1,2 we have (−fV ′ − 12f ′′′) = −V ′  0. Finally, regarding the two
intermediate regions A2,B1,1, in view of (22) and (23) we have
(
−fV ′ − 1
2
f ′′′
)
∼ Λ− 1
2
f ′′′.
Since these two regions are compact, we can consider Λ (and thus ω1) large enough such that
Λ− 1f ′′′ ∼ Λ.2
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b
∫
M
[∣∣u′∣∣2 + |u|2 + (r − (1 + √2 )M)2[Λ+ω2]|u|2]

(J y=11 [u])(B)− (J y=−11 [u])(A)+
B∫
A
E(H)dr∗. (34)
The above estimate holds for all A ( re+M2 ) and B  (Re + 1).
Remark 11.2. As we have shown above, the trapping properties in the high frequency limit of
the wave equation are very closely related to the zeros of V ′ in the region r > rH+ . We have the
following situation:
1. For |a|  M and no symmetry restriction, we have that V ′ has a unique zero in this fre-
quency range, which, however, depends on ω,m,Λ. For fixed ω,m as Λ → +∞ these roots
converge to a fixed value of r . Trapping appears for all values of r which correspond to limit
points of the collection of these roots.
2. For |a| < M and m = 0 (which is the axisymmetric case), V ′ has a unique root which
depends only on Λ. Trapping then appears only on the (unique) limit of these roots as
Λ → +∞.
3. For |a| < M and no symmetry restriction, the situation is similar as in 1. However, in this
case, it suffices to further restrict to non-superradiant frequencies, since as is shown in [25]
the superradiant frequencies are non-trapped. Note that in [24], one did not need to decom-
pose in superradiant and non-superradiant frequencies.
4. For |a| = M and m = 0, which corresponds to the case of this paper, we have that V ′ has a
unique root and this root does not depend on any frequency parameter (not even on Λ). Note
that this behaviour of trapping on extreme black holes was reflected in [7] using physical
space methods.
11.2.2. The angular dominated frequencies F2,2
Recall that this frequency range is defined by
F2,2 =
{
(ω,Λ): |ω| ω1, Λ > λ1
}∪ {(ω,Λ): |ω| >ω1, Λ > λ2ω2}.
In view of the dominance of Λ, we need to derive an estimate for the quantity
Π2 =
∣∣u′∣∣2 +Λ|u|2.
It is only then that we can also estimate (25). In fact, in view of (20), V behaves like Λ in M
and so it suffices to estimate Π ′2 = |u′|2 + V |u|2 in this region.
Previously we derived estimates for any λ1 > 0, which means that we can here allow λ1 to be
as large as we want. This is convenient, since in view of (20), (22) and (23) we can make V and
V ′ as large as we want in regions where they do not degenerate. We will also consider λ2 to be
sufficiently large. No restriction will be imposed on ω1 for this range.
S. Aretakis / Journal of Functional Analysis 263 (2012) 2770–2831 2811As we have already mentioned, V only appears in the expression V − ω2. In the frequency
ranges under consideration, however, we expect V to dominate ω2 in region M. The current
which contains V − ω2 in its derivative is J h2 [u], and therefore, one possible choice would be
to simply take h = 1. However, in order to estimate the boundary terms we need to have h = 0
for say r  R + 1. In other words, we need to cut off this h. This cut-off will create error terms
(originating from −h′′) which need to be estimated by coupling J h2 [u] with another current.10
We cannot use J y1 [u], because V − ω2 appears with the wrong sign. Therefore, the best way
to estimate these terms is by using the current J f3 [u]. In fact, we can take f = ftrap defined in
Section 11.2.1. So we consider the current J ang[u] = J hcut2 [u]+J
ftrap
3 [u] where hcut is such that
0 hcut  1, hcut = 0 for r  re+M2 , hcut = 1 in region M and hcut = 0 for r R + 1.
Recall now that
(J h2 [u] +J f3 [u])′ = (2f ′ + h)∣∣u′∣∣2 + [h · (V −ω2)− 12h′′ − fV ′ − 12f ′′′
]
|u|2 +E(H).
First note that 2f ′trap + hcut is non-negative and, moreover, greater than 1 in M. Furthermore, in
the same region, if λ1, λ2 are sufficiently large, then V −ω2 ∼ V ∼ Λ. By construction, we also
have −ftrapV ′ − 12f ′′′trap > 0 in M.
In regions A2,B1,1 depicted in the figure above, for sufficiently large λ1, λ2 we have
V −ω2 > 0 and
−ftrapV ′ − 12f
′′′
trap −
1
2
h′′cut ∼ Λ−
1
2
f ′′′trap −
1
2
h′′cut  0.
Finally, clearly this current is non-negative definite in the regions A1,B1,2.
Note that this construction does not explicitly use the behaviour of V ′ in region M. The
constants λ1, λ2 can now be chosen. Hence the constants r2,R2 of Section 11.1.2 are now deter-
mined.
10 In Section 11.1.1 we had a similar situation, and there we used a smallness parameter q to make h′′ small; here,
however, in view of the largeness of Λ we may avoid that construction.
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ftrap
3 [u])′ we obtain
b
∫
M
[∣∣u′∣∣2 + (1 +ω2 +Λ)|u|2] (J y=11 [u])(B)− (J y=−11 [u])(A)+
B∫
A
E(H)dr∗. (35)
The above estimate holds for all A ( re+M2 ) and B  (Re + 1).
11.2.3. The time dominated frequencies F2,3
Recall that this frequency range is defined by
F2,3 =
{
(ω,Λ): |ω| >ω1,Λ 2M2ω2
}
.
In view of the dominance of ω2, we need to derive an estimate for the quantity
Π3 =
∣∣u′∣∣2 +ω2|u|2.
It is only then that we can also estimate (25).
Previously we derived estimates for sufficiently large ω1 > 0 (we needed ω1 to be large in
Section 11.2.1), which means that we can assume here that ω1 is as large as we want.
We are looking for a current which contains in its derivative the term +ω2 (with this sign!).
A quick inspection shows that we need to work with the current J y1 [u]. Indeed, recall that(J y1 [u])′ = y′|u|2 + y′ · (ω2 − V )|u|2 − yV ′|u|2 +E(H).
Since, we are clearly looking for a y = ytime such that ytime  0 (with ytime  c1 > 0 in
M) and −ytimeV ′  0 for all r  M , we can take ytime = ftrap, where ftrap is as defined in
Section 11.2.1. Therefore, it remains to estimate the term ω2 − V . Using Lemma 8.3.1 we have
ω2 − V  ω2 − Vmax  ω2 − 14M2 Λ−
5
M2
 ω2 − ω
2
2
− 5
M2
 ω
2
2
− 5
M2
.
Therefore, if we consider ω1 > 2
√
5
M
then ω2 − V  ω24 , for all r M in the frequency rangeF2,3.
With these choices, by integrating (J ftrap1 [u])′ we obtain
b
∫
M
[∣∣u′∣∣2 + |u|2 +Λ|u|2 +ω2|u|2]

(J y=11 [u])(B)− (J y=−11 [u])(A)+
B∫
A
E(H)dr∗. (36)
The above estimate holds for all A (M+re ) and B  (Re + 1).2
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Let now all the frequency parameters be determined. Let also r0 = min{r1, r2, re+M2 } and
R0 = max{R1,R2,Re + 1}. Note that r0 and R0 are now determined constants and depend only
on M , re and Re.
We next look at the error terms E(H) which arise from the cut-off. In view of (27), E(H)
contains terms of the form hRe(uH),2y Re(u′H) and 2f Re(u′H)+ f ′ Re(uH).
Since r ∈ [A,B] is bounded we will not worry about its powers and therefore, all the constants
will depend on M and A,B . Moreover, note that
max
{ArB}
{|y|, |h|, |hcut|, |yexp|, |ftrap|, ∣∣f ′trap∣∣}= C(A,B).
Then, for every fixed pair ω2,Λ we have
E(H)
∣∣E(H)∣∣ C(A,B)(∣∣Re(uH)∣∣+ ∣∣Re(u′H )∣∣)
 C(A,B)
(∣∣Re(uF )∣∣+ ∣∣Re(u′F )∣∣)
 C(A,B)
(
|u|2 + ∣∣u′∣∣2 + 1

|F |2
)
, (37)
for any  > 0, where we have used (19). Therefore, we need to recover -parts11 of |u|2 and |u′|2
in the whole interval [A,B]. Clearly, in view of (28), (33), (34), (35) and (36) this has already
been done in region M, and therefore, it suffices to do so in the regions R1 = {A r  re} and
R2 = {Re  r  B} (for A r0 and B R0).
By revisiting the constructions of Section 11, one sees immediately that we have in fact ob-
tained for all frequencies an estimate of the form
b(A,B)
∫
{Arre}
V ′|u|2 dr∗ + b(A,B)
∫
{RerB}
−V ′|u|2 dr∗

(J y=11 [u])(B)− (J y=−11 [u])(A)+
B∫
A
E(H)dr∗. (38)
Since V ′ does not degenerate in regions R1,R2 and in view of (22) and (23), we can take for all
frequencies an -part of |u|2 without any loss (where  depends only on M , A and B).
However, we do not have a similar estimate for |u′|2. That is why we introduce an auxiliary
current which will allow us to obtain an -part of |u′|2 by borrowing from the remaining good
terms.
This current is independent of the frequency range and is of the form J y1 [u], for an appropriate
y = yaux. Recall that(J y1 [u])′ = y′∣∣u′∣∣2 + [y′(ω2 − V )− yV ′]|u|2 +Ey[H ].
We will not worry about the term Ey[H ], since we can apply again (37).
11 Note that this  should only depend on M , A and B and not, in particular, on the frequencies (ω2,Λ).
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below.
Note that rph = (1 +
√
2 )M . Clearly y′aux > 0 in regions R1,R2. Note that these regions are
located far away from the event horizon and the photon sphere and r is bounded, and therefore,
for all frequencies we have V  b1|V ′| (where b1 depends only on M,A,B). Hence
y′aux
(
ω2 − V )− yauxV ′ −y′auxV − yauxV ′
−y′aux · b1
∣∣V ′∣∣− yauxV ′
= −(y′aux · b1 · sign(V ′)+ yaux)V ′
in R1 ∪R2.
Rescale now yaux such that −(y′aux ·b1 · sign(V ′)+yaux)V ′ > − 12b(A,B)|V ′|, where b(A,B)
is the constant on the left hand side of (38). Rescale it further, so in the regions {re  r  re+rph2 }
and {Re+rph2  r Re} the terms yaux|u′|2 and [y′aux(ω2 −V )− yauxV ′]|u|2 can be controlled by
the left hand side of (28), (33), (34), (35) and (36). Clearly, the “final” yaux does not depend on
the frequencies (ω2,Λ). Therefore, we obtain the following:
There exists a constant b(A,B) such that for all frequencies (ω2,Λ) we have
b(A,B)
∫
{Arre}∪{RerB}
[∣∣u′∣∣2 + |u|2]dr∗

(J y=11 [u])(B)− (J y=−11 [u])(A)+
B∫
A
E(H)dr∗. (39)
Note that Eyaux(H) is now included in the E(H). The above estimate holds for all A  r0 and
B R0.
11.4. Microlocal integrated decay estimate
We can now show the following
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A r0 and B R0. Then there exists a constant b > 0 which depends only on M , re and Re and
a constant  > 0 which depends on M , re , Re, A and B such that for all frequencies (ω2,Λ) we
have
b
∫
M
[∣∣u′∣∣2 + |u|2 + (r − (1 + √2 )M)2[Λ+ω2]|u|2]dr∗

(J y=11 [u])(B)− (J y=−11 [u])(A)+ 1
B∫
A
|F |2 dr∗. (40)
Proof. Let I˜main[ψ] = |u′|2 +|u|2 + (r − (1+
√
2 )M)2[Λ+ω2]|u|2. Then from (28), (33), (34),
(35), (36), (39) and (37) we have that there exists a constant b = b(M, re,Re) such that
b
∫
M
I˜main[ψ]dr∗ + b(A,B)
∫
{Arre}∪{RerB}
[∣∣u′∣∣2 + |u|2]dr∗

(J y=11 [u])(B)− (J y=−11 [u])(A)+
B∫
A
E(H)dr∗

(J y=11 [u])(B)− (J y=−11 [u])(A)+C(A,B)
B∫
A
[

∣∣u′∣∣2 + |u|2 + 1

|F |2
]
dr∗.
It suffices to choose  such that C(A,B) < min{b, b(A,B)}. 
12. Physical space estimates
12.1. The Main Estimate I
We next turn the above microlocal estimate into a physical space estimate.
Proposition 12.1.1. Let re, r0,R0, b,  be as in Proposition 11.4.1. Then if ψQ is as defined in
Section 8.2 then
b
∫
M
[
(∂r∗ψQ)2 + (ψQ)2 +
(
r − (1 + √2 )M)2[|/∇ψQ|2 + (T ψQ)2]]

∫
{r=A}
J[ψQ]dt dgS2 +
∫
{r=B}
J[ψQ]dt dgS2 +
∫
{ArB}
∫
ω
∑

1

|F |2 dωdr∗. (41)
for all A  r0 and B  R0. Recall that the expression J[ψQ] is given by (11) and dt dgS2 =
sin θ dθ dφ dt .
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convergence on S2, then integrating over ω ∈R, using the identities of Section 9 and integrating
in r∗ from r = A to r = B . As regards the boundary terms at the r = A and r = B hypersurfaces,
recall that J y=11 [u] = |u′|2 + (ω2 − V )|u|2. Then∫
ω
∑

(J y=11 [u])(r = c) dω = ∫
{r=c}
[(
∂r∗
(√
r2 +M2ψQ
))2 + (T ψQ)2 · (r2 +M2)
− (r −M)
2
(r2 +M2)
[
a2 sin2 θ(T ψQ)2 + |/∇S2ψQ|2
]]
−
[
(r −M)3M
(r2 +M2)3
(
2r2 + 3rM −M2)(ψQ)2]dt dgS2 .
One can easily see that the integrand expression equals to J[ψQ]. This calculation explains why
it was so crucial that all the y,f multipliers of Section 11 were equal to −1 (+1) close (away)
to H+. 
We now wish to derive our main estimate for ψ itself.
Proposition 12.1.2 (Main Estimate I). Let re, r0,R0, b,  be as in Proposition 11.4.1. Let also Sξ
be the region as defined in Section 8.1. Then there exists a constant C which depends only on M ,
re and Re such that for all axisymmetric solutions ψ of the wave equation we have
b
∫
M
[
(∂r∗ψ)
2 +ψ2 + (r − (1 + √2 )M)2[|/∇ψ |2 + (T ψ)2]]

∫
{r=A}
J[ψ]dt dgS2 +
∫
{r=B}
J[ψ]dt dgS2
+C(A)
∫
{r=A}∩Sξ
[
E1[ψ]]dt dgS2 +C(B) ∫
{r=B}∩Sξ
[
E1[ψ]]dt dgS2
+C
∫
Σ0
J Tμ [ψ]nμΣ0 +
∫
{ArB}
∫
ω
∑

1

|F |2 dωdr∗ (42)
for all A r0 and B R0, where E1[ψ] = (∂r∗ψ)2 + (T ψ)2 + |/∇ψ |2 +ψ2.
Proof. Let Imain[ψ] = (∂r∗ψ)2+ψ2+(r−(1+
√
2 )M)2[|/∇ψ |2+(T ψ)2]. Then, since ψ = ψQ
in R− Sξ we obtain
∫
M−Sξ Imain[ψ]
∫
M Imain[ψQ], and therefore,
∫
M
Imain[ψ]
∫
M
Imain[ψQ] +
∫
M∩S
Imain[ψ]ξ
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∫
M
Imain[ψQ] +C
1∫
0
(∫
Στ˜
J Tμ [ψ]nμΣτ˜
)
dτ˜ +C
τ∫
τ−1
(∫
Στ˜
J Tμ [ψ]nμΣτ˜
)
dτ˜

∫
M
Imain[ψQ] +C
∫
Σ0
J Tμ [ψ]nμΣ0 .
Regarding the boundary integrals we have∫
{r=c}
J[ψQ]dt dgS2 
∫
{r=c}
J[ψ]dt dgS2 +C(c)
∫
{r=c}∩Sξ
[
E1[ψ]]dt dgS2 .
The result now follows from (41). 
It remains to estimate the terms on the right hand side of (42).
12.2. Estimates for the boundary integrals
We have the following
Proposition 12.2.1. Let c >M and J be as defined in Section 6.1. Then there exists a constant C
that depends only on M such that for all axisymmetric solutions ψ of the wave equation we have∫
{r=c}
J[ψ]dt dgS2  C
∫
Σ0
J Tμ [ψ]nμΣ0 .
Proof. Let A< (1 + √2 )M . If we use divergence identity for the current JX,Gμ [ψ] = JXμ [ψ] −
2Gψ∇μψ − (∇μG)ψ2, for X = −2∂r∗ and G = − 	·r(r2+M2)2 in the shaded region
then we obtain∫
Στ
JX,Gμ [ψ]nμΣτ +
∫
F
KX,G[ψ] +
∫
H+∪I+
JX,Gμ [ψ]nμH+ −
∫
{r=A}
JX,Gμ [ψ]nμ
=
∫
JX,Gμ [ψ]nμΣ0 .
Σ0
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that
−
∫
{r=A}
JX,Gμ [ψ]nμ =
∫
{r=A}
J[ψ]dt dgS2 .
Note that the left integral is with respect to the induced volume form. Moreover, from the first
Hardy inequality we have that the remaining boundary integrals over Στ and H+ are bounded
by the conserved T -flux.
Similarly, by taking X = 2∂r∗ and G = 	·r(r2+M2)2 we obtain the same estimate for the hyper-
surface r = B where B > (1 + √2 )M . 
12.3. Boundary error terms from the cut-off; Averaging
We next estimate the boundary integrals which are supported on Sξ . Recall that all previous
estimates hold for all A r0 and B R0. Let us next restrict A,B such that
M + r0
2
A r0, R0  B R0 + 1.
Recall that E1[ψ] = (∂r∗ψ)2 + (T ψ)2 + |/∇ψ |2 +ψ2. We have the following
Proposition 12.3.1. Let ψ satisfy gψ = 0 and Φψ = 0. Then, there exist constants A0 ∈
[M+r02 , r0] and B0 ∈ [R0,R0 + 1] which depend on M,r0,R0 and possibly on ψ such that∫
{r=c}∩Sξ
E1[ψ]dt dgS2  C(r0,R0)
∫
Σ0
J Tμ [ψ]nμΣ0,
where c ∈ {A0,B0} and C(r0,R0) a constant which depends only on M,r0 and R0.
Proof. If we use the first Hardy inequality to estimate the zeroth order term, we obtain
r0∫
M+r0
( ∫
{r=c}∩Sξ
E1[ψ]dt dgS2
)
dr  C(r0)
∫
{M+r0rr }∩{{0τ˜1}∪{τ−1τ˜τ }}
E1[ψ]
2 2 0
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∫
{{0τ˜1}∪{τ−1τ˜τ }}
(∫
Στ˜
J Tμ [ψ]nμΣτ˜
)
dτ˜
 C(r0)
∫
Σ0
J Tμ [ψ]nμΣ0 .
Therefore, by pigeonhole principle we deduce that there exists A0 ∈ [M+r02 , r0] such that∫
{r=A0}∩Sξ
E1[ψ]dt dgS2 
C(r0)
(r0 −M)/2
∫
Σ0
J Tμ [ψ]nμΣ0  C(r0)
∫
Σ0
J Tμ [ψ]nμΣ0 .
Similarly we argue for the existence of B0 ∈ [R0,R0 + 1]. Note that although A0,B0 may possi-
bly depend on ψ , the constant C(r0,R0) depends only on M , r0 and R0. 
We next assume that A0,B0 are the constants of the previous proposition and we apply
Proposition 12.1.2 for these choices for A,B . Since A0,B0 lie in compact intervals which are
completely determined by M,r0 and R0, all the involved constants will in fact depend only on
M,r0 and R0 (and not on the precise choice for A0,B0).
12.4. Spacetime error terms from the cut-off
It remains to control the term that involves F . Recall that  is the constant of Proposi-
tion 11.4.1. We have
C(r0,R0)
B0∫
A0
∫
ω
∑

1

|F |2 dωdr∗  C(r0,R0)
∫
{A0rB0}
1

|F |2
= C(r0,R0)
∫
{A0rB0}∩Sξ
1

|F |2
 C(r0,R0, )
∫
{A0rB0}∩Sξ
E1[ψ]
 C(r0,R0, )
∫
Σ0
J Tμ [ψ]nμΣ0, (43)
where we used the properties of the inhomogeneity term F (see Section 8.2), that dgvol ∼
	
r2
dr∗ dt dgS2 (again all powers of r and (r − M) are incorporated in the constant C(r0,R0)),
the coarea formula and the first Hardy inequality.
12.5. The Main Estimate II
We finally obtain
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exists a constant C(re,Re) which depends only on re,Re and M such that for all axisymmetric
solutions ψ of the wave equation we have∫
M
[
(∂r∗ψ)
2 +ψ2 + (r − (1 + √2 )M)2[|/∇ψ |2 + (T ψ)2]]
 C(re,Re)
∫
Σ0
J Tμ [ψ]nμΣ0 . (44)
Proof. We use Proposition 11.4.1 and the results of Sections 12.2, 12.3 and 12.4. Note that all
constants involved depend on M,r0 and R0. Recall that r0,R0 are completely determined by
M,re and Re, and therefore, all constants depend only on M,re and Re. 
The degeneracy on the photon sphere can be removed at the expense of commuting with
the Killing field T (thus losing a derivative) and using an appropriate scalar multiple of the
Lagrangian current ψ∇μψ . See [7] for the details of such commutations.
Using (44) and Proposition 7.1.1 completes the proof of Theorem 1.
13. Energy estimates
13.1. Uniform boundedness of non-degenerate energy
The crucial ingredient to showing boundedness of the non-degenerate energy are the Propo-
sitions 7.2.1 and 12.5.1. First note that we can extend (for r  re) the vector field N so that
it remains globally translation-invariant timelike and N = T for r  re + M23 . Indeed, in view
of (44), we can bound all the error terms in the intermediate region {re  r  re + M23 }. We
also introduce a smooth cut-off function δ : [M,+∞] → R such that δ(r) = 1, r ∈ [M,re] and
δ(r) = 0, r ∈ [re + M23 ,+∞) and consider the currents
J
N,δ,− 12
μ =˙JNμ −
1
2
δψ∇μψ, KN,δ,− 12 =˙∇μJN,δ,−
1
2
μ . (45)
Proof of Theorem 2; Uniform boundedness of energy. Stokes’ theorem for the current
J
N,δ,− 12
μ in region R(0, τ ) gives us∫
Στ
J
N,δ,− 12
μ n
μ
Στ
+
∫
R
KN,δ,−
1
2 +
∫
H+
J
N,δ,− 12
μ n
μ
H+ +
∫
I+
J
N,δ,− 12
μ n
μ
I+ =
∫
Σ0
J
N,δ,− 12
μ n
μ
Σ0
.
First observe that for the spacelike boundary terms we have the estimates∫
Σ0
J
N,δ,− 12
μ [ψ]nμ  C
∫
Σ0
JNμ [ψ]nμ
and
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Στ
JNμ [ψ]nμ  2
∫
Στ
J
N,δ,− 12
μ [ψ]nμ +C
∫
Στ
J Tμ [ψ]nμ,
which are both applications of the first Hardy inequality. For the integral over H+ recall that
nH+ = T + 12MΦ , Φψ = 0 and since δ = 1 on H+ we have that
J
N,δ,− 12
μ n
μ
H+ = JNμ nμH+ −
1
2
ψTψ.
However, ∫
H+
−2ψTψ =
∫
H+
−T ψ2 =
∫
H+∩Σ0
ψ2 −
∫
H+∩Στ
ψ2.
From the first and second Hardy inequality we have∫
H+∩Σ
ψ2  C
∫
Σ
JTμ n
μ
Σ + 
∫
Σ
(T ψ)2 + (Yψ)2  C
∫
Σ
JTμ n
μ
Σ + 
∫
Σ
JNμ n
μ
Σ
and hence∫
H+
J
N,δ,− 12
μ [ψ]nμH+ 
∫
H+
JNμ [ψ]nμH+ −C
∫
Στ
J Tμ [ψ]nμΣτ − 
∫
Στ
JNμ [ψ]nμΣτ ,
for any  > 0. The spacetime term is non-negative (and thus has the right sign) in the region
{r  re}, vanishes far away from H+ and can be estimated in the intermediate spatially compact
region (which does not contain the photon sphere) by Theorem 1. The result follows from the
boundedness of T -flux through Στ (Proposition 5.1.2). 
13.2. The trapping effect on H+
By revisiting the proof of the previous section we obtain the following
Proposition 13.2.1. There exists a constant C > 0 which depends on M and Σ0 such that for all
solutions ψ of the wave equation∫
{rre}
KN,−
1
2 [ψ] C
∫
Σ0
JNμ [ψ]nμΣ0 . (46)
The above estimate gives us a spacetime integral where the only weight that locally degener-
ates (to first order) is that of the derivative transversal to H+. Recall that in the subextreme Kerr
case there is no such degeneration. This phenomenon allows us conclude that trapping takes
place on the event horizon of extreme Kerr.
One application of the above theorem and the third Hardy inequality is the following
Morawetz estimate which does not degenerate at H+.
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solutions ψ of the wave equation ∫
{rre}
ψ2  C
∫
Σ0
JNμ [ψ]nμΣ0 . (47)
This completes the proof of Theorem 1.
14. Energy decay
The main goal of this section is the decay of the degenerate energy, which will be crucial for
obtaining pointwise decay (see Section 15.2). Clearly, the first step is to obtain a bound on the 4-
integral of the degenerate energy density integrated over the domain of dependence of Σ0. In fact,
having shown Proposition 12.5.1, we may restrict to regions A and B which are neighbourhoods
of H+ and I+, respectively. We first consider A.
14.1. The vector field P
We derive a hierarchy of (degenerate) energy estimates in a neighbourhood of H+, the crucial
ingredient of which is a vector field P to be constructed. This vector field is timelike in the do-
main of outer communications and becomes null on the horizon “linearly”. This linearity allows
P to capture the degenerate redshift in A in a weaker way than N but in stronger way than T . In
this section, we use the (v, r) coordinates.
Proposition 14.1.1. There exists a φTτ -invariant causal future directed vector field P and a con-
stant C which depends only on M such that for all axisymmetric functions ψ we have
J Tμ [ψ]nμΣ  CKP [ψ], J Pμ [ψ]nμΣ  CKN,−
1
2 [ψ],
in the region A= {M  r  re} for some re >M .
Proof. Recall that Y = ∂r and observe that
J−Yμ [ψ]nμΣ ∼ (Yψ)2 + |/∇ψ |2.
Therefore, if P = PT (r)T + PY (r)Y with PT > 0 and PY ∼ −√	, then we have
JPμ [ψ]nμΣ ∼ (T ψ)2 +
√
	(Yψ)2 + |/∇ψ |2 ∼ KN,− 12 [ψ]
close to H+. Regarding KP recall that
KP [ψ] = FT T (T ψ)2 + FYY (Yψ)2 + FT Y (T ψ)(Yψ)+ F/∇|/∇ψ |2,
where
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2 + a2
ρ2
d
dr
(
PT
)− a2 sin2 θ
2ρ2
d
dr
(
PY
)
,
FYY = 	2ρ2
d
dr
(
PY
)− d	dr
2ρ2
PY ,
F/∇ = −12
d
dr
(
PY
)
,
FT Y = 	
ρ2
d
dr
(
PT
)− 2r
ρ2
(
PY
)
.
If we now assume that PY = −√	 then the coefficient FT Y vanishes to first order on H+ and
FYY ∼ 	. Therefore, if we take ddr (P T ) to be sufficiently large then we have
FT Y = 	
ρ2
d
dr
(
PT
)− 2r
ρ2
(
PY
)
=
√
	
ρ
[√
	
ρ
d
dr
(
PT
)+ 2r
ρ
]
  	
ρ2
+ 1

[√
	
ρ
d
dr
(
PT
)+ 2r
ρ
]2
.
If we take  sufficiently small and PT such that 1

[
√
	
ρ
d
dr
(P T )+ 2r
ρ
]2  d
dr
(P T ) (which is always
possible in view of the degeneracy of
√
	 at H+), then there exists a constant re >M such that
KP [ψ] ∼ (T ψ)2 + 	
ρ2
(Yψ)2 + |/∇ψ |2 ∼ J Tμ [ψ]nμΣ
in A= {M  r  re}. 
14.1.1. Uniform boundedness of P -energy
We next show that the P -flux is uniformly bounded.
Proposition 14.1.2. There exists a constant C that depends on M and Σ0 such that for all
axisymmetric solutions ψ of the wave equation we have∫
Στ
JPμ [ψ]nμΣτ  C
∫
Σ0
JPμ [ψ]nμΣ0 . (48)
Proof. Stokes’ theorem for the current JPμ gives us∫
Στ
JPμ n
μ +
∫
H+
JPμ n
μ +
∫
I+
JPμ n
μ +
∫
R
KP =
∫
Σ0
JPμ n
μ.
Note that since P is a future directed causal vector field, the boundary integrals over H+ and
I+ are non-negative. The same also holds for KP in region A, whereas KP vanishes far away
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sition 12.5.1. Note how crucial it was to bound the left hand side of (44) by the initial T -flux (as
opposed to the N -flux). The result now follows from JTμ nμ  CJPμ nμ. 
14.2. Hierarchy of estimates close to H+
We are now in a position to derive integrated decay for the T -energy in the region A.
Proposition 14.2.1. There exists a constant C that depends on M and Σ0 such that for all
axisymmetric solutions ψ of the wave equation we have
τ2∫
τ1
( ∫
A∩Στ
J Tμ [ψ]nμΣτ
)
dτ  C
∫
Στ1
JPμ [ψ]nμΣτ1
and
τ2∫
τ1
( ∫
A∩Στ
JPμ [ψ]nμΣτ
)
dτ  C
∫
Στ1
JNμ [ψ]nμΣτ1
in an appropriate ϕτ -invariant neighbourhood A of H+.
Proof. From the divergence identity for the current JPμ and the boundedness of P -energy we
have ∫
A
KP  C
∫
Στ1
JPμ [ψ]nμΣτ1
for a uniform constant C. Thus the first estimate follows from Proposition 14.1.1 and the coarea
formula. Likewise, the second estimate follows from Theorem 2, the boundedness of the non-
degenerate N -energy and Proposition 14.1.1. 
14.3. Dafermos–Rodnianski method
Dafermos and Rodnianski have recently presented a method [19] that allows us to obtain
estimates in a neighbourhood of I+ such as the ones of Proposition 14.2.1. Recall the vector
field ∂p defined in Section 2.5. By introducing the function φ = rψ and applying an appropriate
multiplier this method gives us the following
Proposition 14.3.1. There exists a constant C that depends on M and Σ0 such that if ψ is an
axisymmetric solution to the wave equation and N˜τ = Στ ∩ {r  Re} with Re sufficiently large,
then
τ2∫
τ1
(∫
N˜
J Tμ [ψ]nμN˜τ
)
dτ  C
∫
Στ
J Tμ [ψ]nμΣτ1 +C
∫
N˜
r−1(∂pφ)2τ 1 τ1
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τ2∫
τ1
(∫
N˜τ
r−1(∂pφ)2
)
dτ  C
∫
Στ1
J Tμ [ψ]nμΣτ1 +C
∫
N˜τ1
(∂pφ)
2.
14.4. Decay of energy
In view of Propositions 14.2.1, 14.3.1 and 13.2.1 we have
τ2∫
τ1
(∫
Στ
J Tμ [ψ]nμΣτ
)
dτ  CITΣτ1 [ψ], (49)
where
ITΣτ [ψ] =
∫
Στ
JPμ [ψ]nμΣτ +
∫
Στ
J Tμ [T ψ]nμΣτ +
∫
N˜τ
r−1(∂pφ)2.
Moreover we have
τ2∫
τ1
ITΣτ [ψ]dτ  CITΣτ1 [T ψ] +C
∫
Στ1
JNμ [ψ]nμ +C
∫
N˜τ1
(∂pφ)
2. (50)
Note that the properties of the vector field P are crucial for obtaining estimate (49). The above
estimates are everything we need in order to show Theorem 3. See [7] for the details of our
method, a summary of which is the following: We show 1
τ
decay for the energy using (49). The
estimate (50) allows us to conclude that ITΣτ [ψ] decays along a dyadic sequence. Then, applying
again (49) gives us faster decay for ∫
Στ
J Tμ [ψ]nμΣτ . The uniform boundedness of the T -flux
allows us to drop the restriction of the dyadic sequence.
15. Pointwise estimates
In order to derive pointwise estimates one needs to bound higher order energies and apply
Sobolev embeddings. In view of our discussion in Section 1.2.4, we need to commute with the
symmetry operators of extreme Kerr. The symmetry operators of up to second order of Kerr are
the following
S0 = {id}, S1 = {T ,Φ}, S2 =
{
T 2,Φ2, T Φ,Q
}
,
where Q is the Carter operator (see Section 5.3). Recall that for axisymmetric functions ψ we
have Qψ = a2 sin2 θ(T T ψ) + /	S2ψ . The following lemma (see also [3]) shows that one can
obtain pointwise bounds using only symmetry operators of Kerr.
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regular functions ψ we have
|ψ |2  C
∑
|k|2
∫
S2
∣∣Skψ∣∣2, (51)
where |Skψ |2 =∑S∈Sk |Sψ |2.
Proof. We immediately see
|/	ψ |2  C[(Qψ)2 + (T T ψ)2 + (ΦΦψ)2].
The lemma now follows from the following spherical Sobolev inequality
|ψ |2  B
∫
S2
|ψ |2 + |/	ψ |2.
Note that the constant C depends only on M . 
For previous use of the differential operator Q see the discussion in Section 5.3.
15.1. Uniform pointwise boundedness
We next show that all axisymmetric solutions ψ to the wave equation remain uniformly
bounded in R. We work with the foliation Στ and the induced coordinate system (ρ,ω) de-
fined in Section 2.5. For r M we have
ψ2(r,ω) =
( +∞∫
r
(∂pψ)dp
)2

( +∞∫
r
(∂pψ)
2p2 dp
)( +∞∫
r
1
p2
dp
)
= 1
r
( +∞∫
r
(∂pψ)
2p2 dp
)
.
Therefore,
∫
S2
ψ2(r0,ω)dω
1
r0
∫
S2
+∞∫
r0
(∂pψ)
2p2 dp dω C
r0
∫
Στ∩{rr0}
JNμ [ψ]nμΣτ , (52)
where C is a constant that depends only on M and Σ0.
Theorem 15.1. There exists a constant C which depends on M and Σ0 such that for all axisym-
metric solutions ψ of the wave equation we have
|ψ |2  C ·E2[ψ]1
r
, (53)
where E2[ψ] =∑ ∫ JNμ [Skψ]nμ .|k|2 Σ0 Σ0
S. Aretakis / Journal of Functional Analysis 263 (2012) 2770–2831 2827Proof. The theorem follows from Lemma 15.0.1, the uniform boundedness of the N -flux
and (53). 
15.2. Pointwise decay
15.2.1. Decay away from H+
We consider the region {r R1}, where R1 >M . From now on, C will be a constant depend-
ing only on M , R1 and Σ0.
Clearly, in this region we have JNμ n
μ
Σ ∼ JTμ nμΣ and ∼ depends on R1. Therefore, from (52)
we have that for any r R1,∫
S2
ψ2(r,ω)dω C
r
∫
Στ
J Tμ [ψ]nμΣτ  C ·E1[ψ]
1
r · τ 2 .
Commuting with the symmetry operators Sk for |k| 2 and using Lemma 15.0.1 yields
|ψ |2  CE3 1
r · τ 2 ,
where E3 =∑|k|2 E1[Skψ]. Next we improve the decay towards the null infinity I+. For all
r R1 we have
∫
S2
(rψ)2(r,ω)dω =
∫
S2
(R1ψ)
2(R1,ω)dω + 2
∫
S2
r∫
R1
ψ
ρ
∂ρ(ρψ)ρ
2 dρ dω
 CE1[ψ] 1
τ 2
+C
√√√√ ∫
Στ∩{rR1}
1
ρ2
ψ2
∫
Στ∩{rR1}
(
∂ρ(ρψ)
)2
.
From the first Hardy inequality we have∫ 1
ρ2
ψ2  C
∫
J Tμ [ψ]nμΣτ  CE1[ψ]
1
τ 2
.Στ Στ
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Στ∩{rR1}
(
∂ρ(ρψ)
)2  C ∫
Σ0
J Tμ [ψ]nμΣ0 +
∫
N˜0
(
∂ρ(ρψ)
)2
.
Hence, by recalling the expression for E1[ψ] we obtain
r2
∫
S2
ψ2(r,ω)dω CE1[ψ]1
τ
and therefore,
ψ2  CE3[ψ] 1
r2 · τ .
15.2.2. Decay near H+
We now derive decay for ψ on neighbourhoods of H+. We first need the following
Lemma 15.2.1. There exists a constant C which depends only on M such that for all r with
M < r and all axisymmetric solutions ψ of the wave equation we have∫
S2
ψ2(r1,ω)dω
C
(r1 −M)2
E1[ψ]
τ 2
.
Proof. Using (52) we obtain∫
S2
ψ2(r1,ω)dω
C
r1
∫
Στ∩{rr1}
JNμ [ψ]nμΣτ =
C
r1
∫
Στ∩{rr1}
D(ρ)
D(ρ)
JNμ [ψ]nμΣτ
 C
(r1 −M)2
∫
Στ
J Tμ [ψ]nμΣτ 
C
(r1 −M)2
E1
τ 2
. 
Let r0 ∈ [M,R1] and consider the hypersurface γ = {r = r0 + τ− 12 }.
S. Aretakis / Journal of Functional Analysis 263 (2012) 2770–2831 2829By applying Stokes’ theorem for the hypersurfaces shown in the figure above we obtain∫
S2
ψ2(r0,ω)
∫
S2
ψ2
(
r0 + τ− 12 ,ω
)+C ∫
Στ∩{r0rr0+τ−
1
2 }
ψ(∂ρψ).
Applying 15.2.1 for the first term on the right hand side (note that M < r0 + τ− 12 ), Cauchy–
Schwarz for the second term and the first Hardy inequality and Theorem 3 yields
∫
S2
ψ2(r0,ω)dω CE1[ψ]1
τ
+C√E1[ψ]1
τ
√√√√√
∫
Στ∩{r0rr0+τ−
1
2 }
(∂ρψ)2.
Using the uniform boundedness of the N -flux and the expression for E1[ψ] we obtain∫
S2
ψ2(r,ω)dω CE1[ψ]1
τ
and therefore,
ψ2  CE3[ψ]1
τ
.
This completes the proof of Theorem 5.
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