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In this paper we derive asymptotic expansions for the distributions of some 
functions of the latent roots of the matrices in three situations in multivariate 
normal theory, i.e., (i) principal component analysis, (ii) MANOVA model and 
(iii) canonical correlation analysis. These expansions are obtained by using a 
perturbation method. Confidence intervals for the functions of the corresponding 
population roots are also obtained. 
1. INTRODUCTION 
The paper concerns with asymptotic expansions of the distributions of a class 
of statistics based on the latent roots of the matrices in three situations, i.e. 
(i) principal component analysis, (ii) MANOVA model and (iii) canonical 
correlation analysis. It may be noted that asymptotic expansions have been 
obtained for a relatively wide class of statistics by using perturbation expansions 
of latent roots. Some examples are found in the papers of Sugiura [ll], Sugiyama 
and Tong [12], Krishnaiah and Lee [8] and Fujikoshi [3], [4], etc. However other 
results except for those of Fujikoshi [3], [4] are restricted to the cases when all 
the population roots are simple. Recently Konishi [7l has obtained asymptotic 
expansions of the distributions of some functions of the latent roots of a Wishart 
matrix when all the population roots are simple, by using the perturbation 
method. In this paper we will extend the results to the general case of the 
population roots having any multiplicities as well as functions of the latent roots 
of the matrices in the cases (ii) and (iii) with multiple population roots. 
Let 4 > a*. 3 d, be the latent roots of a matrix arising in each of three 
situations mentioned above. We assume that the corresponding population roots 
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8, 3 ... 3 6, have distinct values A, ,..., A, with their multiplicities ql ,..., qT, 
i.e., 
6, z=z .** = hll = 4 , $+1 = *.. = &l+qg = 4 , 
. . . . s,-,r+l = **- = 6, = A, . (1.1) 
In this paper we consider the distribution of a statistic T(d, ,..., d,) satisfying 
(i) T is analytic about (6, ,..., S,), 
(ii) For each OI(LY = I,..., Y), T is a symmetric function of (1.2) 
d al+...+a&,+l 7***9 d q+...+a, 9 
where q. = 0. Some examples of such a statistic T are 
where bl ,..., b, , cl ,..., c, are any constants, and Jar is the set of integers 
91 + .‘. + qa-1 + l,..., A + 1.. + qa . When the sample size n increases, the 
limiting distribution of R = z/ZIT(dl ,..., d,) - T(6, ,..., S,)] approaches a 
normal distribution with mean zero and variance 02. Under the assumption of 
c > 0, we obtain an asymptotic expansion of the distribution of R in terms of 
the standard normal distribution function and its derivatives, based on the 
perturbation method. We also obtain an asymptotic expansion of the distribution 
of dii[T(dl ,..., d,) - T(6, ,..., S,)]/S, where b is an estimate of u. From this 
expansion we give a confidence interval for T(6, ,..., 6,). 
2. PRINCIPAL COMPONENT ANALYSIS 
Let S be a sample covariance matrix on n degrees of freedom from a p-variate 
normal population with unknown covariance matrix .Z. Then nS is distributed 
as a Wishart distribution W=(n, Z). Let dl 3 *** > d, and 6, 3 *a* 3 6, be the 
latent roots of S and Z, respectively. In dealing with the distribution of 
T(4 ,..,, 4,) we may assume that Z = A = diag(8, ,..., 6,). We assume that A 
has the structure (1.1). We will derive an asymptotic expansion of the distribu- 
tion of R = qii[T(dl ,..., dD) - T(8, ,..., a,)], based on the following procedure: 
(1) expand R in terms of V defined by 
S=A+h$ 
l/n 
(2-l) 
(2) evaluate the characteristic function of R by using (l), and (3) invert the 
resultant characteristic function. It may be noted that such a technique has been 
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also used in other situations (see, e.g., Anderson [2], Nagao [7]). From the 
property of T, for j E ]a , k E JB and I E J,, we may write 
& T(& ,..., 6,) = CL, 
.4 
& T(% ,...> 6,) = 6% 9 
(2.2) 
a3 
aSj ask as, T@, >a.-, 6,) = 5,sv - 
Expanding T(d, ,..., &,) in a Taylor series about (6, ,..., 6,) we get 
+ ; C C C Ea~v C c c (4 - WG - M(dz - W 
a 6 Y jeJ, ko.lB EJ, 
+ {the terms of higher degrees in (dl - S1),..., (da - uij. (2.3) 
Now we use the following perturbation expansion of latent roots with multiple 
population roots given by Fujikoshi [q: the (CJ~ + **. + 4.-l + j)-th latent 
roots 4~+.~.+p~-~+f is equal to the j-th latent roots of 
w, = (I cl= h I + -I= w(l) + 1 w(a) + l l/n a * (I --& WY + OPW”) (2.4) 
where j is any one of the integers l,..., qa , 
(2.5) 
where A& = (& - h&l, Vjk: q3 x qk are the submatrices of V partitioned in 
q1 ,.,., q7 rows and columns. Using (2.4) in (2.3), we obtain the following expres- 
sion for the characteristic function of R: 
c(t) = E [ exp(itR(O)) ] 1 + -$ R(1) + ‘, (itR’8) + ; (it)” R”)“) I] + O(~Z-~‘~), 
(2.6) 
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where the expectation is with respect to V, 
Z?(O) = C f, tr Wj”, 
1 
(2.7) 
The expectations in (2.6) can be evaluated by using Lemma 5 in Sugiura [lo] 
or similar lines as in Krishnaiah and Lee [8]. After some calculations, we obtain 
C(t) = e-v*,* (1 + -& &lit + g3w”> + i P2W2 + h4H4 + h,(m) 
+ O(n-3’2), (2.8) 
where 
g, = ; 1 (faU3 $3 + 2 c 1 fcG3f~fB~*2A32Qa!lP 2 
a n 6 
h2 = ; ‘h2 + 4 c f,fcA3q, - ; c c (f. - So)” x,2x,2h:,q,q, d a+.8 
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If u > 0, by inverting (2.8) we have 
= @p(x) - -& (gldl’(x)/u + g3d3)(x)/u3} 
+ ; {h2d2)(x)/u2 + h4d4)(X)/U4 + h6d6’(X)/U6) + O(n-3’2), 
(2.10) 
where W)(x) denotes the j-th derivative of the standard normal distribution 
function @p(x). Asymptotic formulas for the statistics TI and T2 given in (1.3) are 
obtained from (2.8) by putting t= = c, , & = 0, &aY = 0 and F& = 
(cm - fi CM c.J&J(ca h&a)-l, ifa3 = -csJi3 + s&, tw3v = wM?J + &U, + 
@,&), respectively, where 6, = b,(C, b,h,q,)-r. Krishnaiah and Lee [6j 
obtained asymptotic expansions of distributions of Tl and T2 up to the order 
n-1/2 in the case when all the population roots are simple. Konishi [.5] has 
obtained the result (2.8) in the case when all the population roots are simple. 
Let U, be such that 
P(&-z[T(d, ,a.., d,) - T(S, ,..., S,)]/u < u,) = 1 - 01. (2.11) 
Applying the general inverse expansion of Hill and Davis [6J to (2.10), the u, is 
expressed as 
24, = t, + L (gp-1 
dn + g3u-3e2(hN 
- t [h,c~-~e,(t,) + h4u-*e3(ta) + h,u-%,(t,) 
+ ! j  Gw-1 + g3u-"e2@,)>" - 2~,g3~-3~glu-1 + g3u-3e2(CJ)l + O(n-3/2), 
(2.12) 
where 5, is the upper 100a”/o point of the standard normal distribution, er(x) = 
-2, es(x) = x2 - 1, e3(x) = -x3 + 3x and e&x) = -x6 + 10x3 - 15x. This 
gives an asymptotic confidence interval (with asymptotic confidence 1 - a) for 
T(S, ,..., 6,) of 
[ 
W, ,..., 4) - 2 ~2 3 TV, ,-e-v 4) + -& c-n,2] (2.13) 
In a practical situation when A, ,..., h, are unknown, we could use the confidence 
interval (2.13) obtained by substituting & = (CrEJ, dj)/qa for A, . Otherwise an 
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alternative and, presumably, improved confidenced interval for T(6, ,..., 8,) 
will be obtained by using the distribution of the left-hand side of (2.10) with u 
replaced by b = (2 c, (&&)2 qlr}liz, i.e., 
w4w4 ,***, dp) - T(6, )...) s,)]/e < 3). (2.14) 
Using arguments similar to the expansion of R, we can express the probability 
(2.14) as (2.10) with gi and hi replaced by g‘i and & , respectively. The coefficients 
Ji and ij are given by 
g’l = & - 4c2 c (&iJ3 qu , 
a 
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3. MANOVA MODEL 
Let S, and S, be independently distributed as a Wishart distribution 
W,(n, Z) and a noncentral Wishart distribution IV,@, 2, M), respectively. Let 
dt > ... 3 d, be the latent roots of S,S;‘. In dealing with the distribution of 
T(d, ,..., &) we may assume that 2 = 1, and M = SL = diag(w, ,..., up), 
where wi > e-1 > wl, are the latent roots of M,F. We assume that Q = O(n) = 
nd and d = diag(S, ,..., 6,) has the structure (1.1). 
Then we may write 
1 s* = d + r y(1) + 1 y(2) 
V5 n 
(3.1) 
n 
as in Anderson [l], where Y (1) = XAW + dlPX’, J’(2) = c;-, xjxj’, X = 
[Xl ,*-*, x,] and xl ,..., xr,rax(o,b) are independently distributed as N,[O, I,]. 
Let 
Ls,=I.&V. (3.2) 
n 
Here we state a perturbation expansion of latent roots under a more general 
set-up. Let dl >, .** > d, be the latent roots of 
1 Y--Z/ =O, (3.3) 
where Y = A + n-lPY(l) + n-ly@) + OJ,n-3/z), Z = I, + n-lPZ(l) + n-lZ(2) + 
Op(n”i2). We assume that d has the structure (1.1) and the elements of Y(j) and 
Z(i) are O,(l) for large n. Then the (ql + ..* + qNel + j)-th latent root 
d qt. * ‘+P ,-l+j is equal to the j-th latent roots of 
W, = X,Iqa + -j= W:’ + 1 Wa(z’ + 0,(n-3/2), (3.4) n n 
where j is any one of the integers 1, . . . . qa , 
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where hej = (h, - hj)-l, I$): qj x qk and Z$): qj x pfi are the submatrices of 
I’(l) and .P. This result will be obtained by looking for a solution of 
where H’H = I, , of the form H = I, + K~~“H(‘) + &H@) + ... and W, = 
A&, + TC+/~W~‘) + n-1Wa(2) + ... . 
From (3.1), (3.2) and (3.4) it is easily seen that the arguments similar to those 
in Section 2 will also apply for the MANOVA model. Finally we get the following 
formulas under the assumption of u = (2 Ca fmzA,(2 + /I,) qa,}l12 being positive: 
P(dn[T(d, ,..., d,) - T(S, ,...) S,)]/u < x) 
= @(ix) - 5 {gl@“‘(x)/u + g,@yx)p} + O(n-l), 
(3.6) 
fG[T& ,..., d,) - T(S, )..., S,)]/L+ < x) 
= B(x) - sn ($D”‘(x)/u + ‘f3@3)(x)/2} + O(n-l), (3.7) 
where 6 = {2x, ta2&(2 + h;,) qar)1/2, /i, = (CjEJ, dj)/qE and the coefficients gj 
and & are given by (3.8). 
g1 = c 0 + 1) &c~, + &f + Lfw + &J) 40 
cd 
+ c c ‘LA& + 43 + uv3) q&J, 
‘X#B 
j3 = g, - h-2 c L2h,(2 + AJ9, 1 L3Ul + 442 + u CL *
i dl I a 
Asymptotic confidence intervals (with asymptotic confidence 1 - a) for 
Wl ,*-a, %J are given by (2.13) with the coefficients mentioned above. 
LATENT ROOTS OF MATRICES 71 
Some special cases of T, which are not symmetric about all dj , have been 
obtained for some statistics for testing a hypothesis concerning the reduction of 
dimensionality by Fujikoshi [3], [4]. W e note that “a = 0” in the special case 
corresponds to “null hypothesis”. 
4. CANONICAL CORRELATION ANALYSIS 
Let dl 3 ‘.* >, d, and 6, > ... 2 6, be the squares of the sample and the 
population canonical correlations between p-components and b-components 
(p < b) of a (p + b)-variate normal population, based on a sample of size n + 1. 
We assume that d = diag(6, ,..., 8,) has the structure (1.1). From a slight 
modification of Fujikoshi [4] it is found that dl > ... > d, can be expressed as 
the latent roots of (3.3) with Y(j) and Z(j) defined in the following: 
Y(l) = (I - d)V(Xl@l/” + @/2x; + @/2L@V)(I - q/2, 
Y(f) = (I - 4’I’(X~ + &yL@lP + pPLx’)(I - 4)W, (4.1) 
2”) = Y(l) + (I - 4112 V(‘(I - Q/2, 2’2’ = ye), 
where the elements of X = [XI , X2]: p x b are independently distributed as 
N[O, 11, 0 = d(I - 0)-l and v and L are defined by . 
h=I,+b, (4.2) 
n 
hJ=I,+-$L. 
2/n n n 
Here S and U have Wishart distributions W,(n - b, IP) and WJn, IP) respect- 
ively. Furthermore, S, U and X are independently distributed. Using arguments 
similar to those in the MANOVA model, we can obtain the results (3.6) and 
(3.7) with the following coefficients: 
(4.3) 
-t- 2 2 LUl - Ad2 Qa + 1 c 5au - U& + 43 - 2bt3) &&7&, > 
a iX#R 
g, = 4 1 5,sUl - &I3 (1 - 3U qa + 8 c 1 ckk&&b(l- U2 (1 - &I2 QIR > 
& = g, ‘- 8r2 C &3h,(l - h,)3 (1 - 3&; 6 , 
a 
8”, = g, - 32~~ c &y2&(1 - &j2 qa c S,3h(l - hi)’ (1 - 3b) CL- 
a 1 a 
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