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Abstract
We consider a diffuse interface model for an incompressible isothermal mixture of two
viscous Newtonian fluids with different densities in a bounded domain in two or three space
dimensions. The model is the nonlocal version of the one recently derived by Abels, Garcke
and Grün and consists of a Navier-Stokes type system coupled with a convective nonlocal
Cahn-Hilliard equation. The density of the mixture depends on an order parameter. For
this nonlocal system we prove existence of global dissipative weak solutions for the case
of singular double-well potentials and non degenerate mobilities. To this goal we devise
an approach which is completely independent of the one employed by Abels, Depner and
Garcke to establish existence of weak solutions for the local Abels et al. model.
1 Introduction
In this paper we study the following nonlocal Cahn-Hilliard/Navier-Stokes type system
(ρu)t + div(ρu⊗ u)− 2div
(
ν(ϕ)Du
)
+∇pi + div(u⊗ J˜) = µ∇ϕ+ h, (1.1)
div(u) = 0, (1.2)
ϕt + u · ∇ϕ = div(m(ϕ)∇µ), (1.3)
µ = aϕ− J ∗ ϕ+ F ′(ϕ), (1.4)
J˜ = −βm(ϕ)∇µ, β = (ρ˜2 − ρ˜1)/2, (1.5)
ρ(ϕ) =
1
2
(ρ˜2 + ρ˜1) +
1
2
(ρ˜2 − ρ˜1)ϕ, (1.6)
in Q := Ω× (0, T ), where Ω ⊂ Rd, d = 2, 3, is a bounded smooth domain and T > 0 is an
arbitrary final time. The associated boundary and initial conditions are
u = 0,
∂µ
∂n
= 0, on ∂Ω, (1.7)
u(0) = u0, ϕ(0) = ϕ0, in Ω, (1.8)
where ∂Ω is the boundary of Ω and n is its outward unit normal.
System (1.1)–(1.8) couples a momentum balance equation (1.1) for the velocity field u with a
nonlocal convective Cahn-Hilliard equation (1.3) for the order parameter ϕ (difference of the
volume fractions of the fluids) and describes the flow and phase separation of an isothermal
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mixture of two incompressible Newtonian viscous immiscible fluids with different densities taking
into account long-range interactions between the molecules. Equation (1.2) accounts for the
incompressibility of the mixture, ρ˜1, ρ˜2 > 0 are the specific constant mass densities of the
unmixed fluids, ρ = ρ(ϕ) given by (1.6) is the density of the mixture, pi is the pressure, h is
the external volume force density and D denotes the symmetric gradient, which is defined by
Du := (∇u +∇Tu)/2. Moreover, if a, b ∈ Rd, we denote by a ⊗ b the tensor defined by
(a⊗ b)i,j = aibj , for i, j = 1, · · · , d.
The mobility m in (1.3) and the viscosity ν in (1.1) are assumed to be ϕ−dependent and
non degenerate, namely both are bounded from below (and above) by positive constants. The
chemical potential µ contains the spatial convolution J ∗ ϕ over Ω, defined by
(J ∗ ϕ)(x) :=
∫
Ω
J(x− y)ϕ(y)dy, x ∈ Ω,
of the order parameter ϕ with a sufficiently smooth interaction kernel J satisfying J(z) =
J(−z). Moreover, a is given by
a(x) :=
∫
Ω
J(x− y)dy,
for x ∈ Ω. The double-well potential F is assumed to be singular and, in particular, a physically
interesting case that will be included in our analysis is the following (see [14])
F (s) =
θ
2
((1 + s) log(1 + s) + (1− s) log(1− s))− θc
2
s2, 0 < θ < θc, (1.9)
where θ, θc are the (absolute) temperature and the critical temperature, respectively.
System (1.1)–(1.6) represents the nonlocal version of the well known thermodynamically consi-
stent diffuse interface model for two-phase flow with different densities derived by Abels, Garcke
and Grün in [8]. We recall that the local model deduced in [8] consists of the above system with
the chemical potential µ replaced with the local one
µ = −∆ϕ+ F ′(ϕ), (1.10)
and completed with an additional homogeneous Neumann boundary condition for ϕ.
The local chemical potential (1.10) is the first variation of the local free energy functional (see
[14])
Eloc(ϕ) :=
∫
Ω
(1
2
|∇ϕ|2 + F (ϕ)
)
.
More precisely, the local free energy considered in [8] also contains a positive coefficient a(ϕ)
multiplying the term |∇ϕ|2 under the integral. However, for simplicity here we have set a(ϕ) =
1, since this coefficient does not introduce substantial complications into the analysis.
A different form of the free energy can be associated to the fluid mixture, more precisely the
one proposed in [36, 37] and rigorously justified as a macroscopic limit of microscopic phase
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segregation models with particles conserving dynamics (see also [15]). In this case the gradient
term is replaced by a nonlocal spatial interaction integral, namely
E(ϕ) =
1
4
∫
Ω
∫
Ω
J(x− y)(ϕ(x)− ϕ(y))2dxdy + ∫
Ω
F (ϕ),
and the nonlocal chemical potential given by (1.4) is obtained by taking the first variation of E.
The physical relevance of nonlocal interactions was already pointed out in the pioneering paper
[57] (see also [24, 4.2] and references therein) and studied (in the case of constant velocity) for
different kind of evolution equations, mainly Cahn-Hilliard and phase field systems, see, e.g.,
[10, 19, 35, 36, 37, 38, 53, 54, 48, 49, 34].
Diffuse interface models for two-phase flow of fluids with identical densities are very well esta-
blished and studied in literature. These models are based on the so-called model H (see [43, 40],
cf. also [21, 56] and references therein), in which the sharp interface separating the two fluids is
replaced by a diffuse one by introducing an order parameter (cf. [9]). They consist of the Navier-
Stokes equations for the velocity field u nonlinearly coupled with a convective Cahn-Hilliard
equation for an order parameter ϕ (cf., for instance, [9, 40, 41, 43, 44, 46, 50]).
As far as analytical results for the matched density case (i.e., ρ˜1 = ρ˜2) are concerned, the
local Cahn-Hilliard/Navier-Stokes system has been tackled by several authors (see, e.g., [1,
2, 3, 12, 16, 31, 32, 33, 42, 52, 58, 60, 61] and also [7, 11, 39, 47] for models with shear
dependent viscosity), while the investigation of its nonlocal version (from the analytical viewpoint
concerning well-posedness and long-term behavior) began only more recently (cf., e.g., [17,
25, 26, 27, 28, 29, 30]). In particular, the following situations have been addressed: regular
potential F associated with constant mobility in [17, 25, 26, 28]; singular potential associated
with constant mobility in [27]; singular potential and degenerate mobility in [29]; the case of
nonconstant viscosity in [25], which is particularly delicate as far as regularity results in two
dimensions are concerned. In the two-dimensional case it was shown in [28] that for regular
potentials and constant mobilities the problem (1.1)–(1.8) with ρ˜1 = ρ˜2 admits a unique strong
solution. Recently, uniqueness was proved also for weak solutions (see [25]). Moreover, relying
on the uniqueness results of [28] and [25] a related optimal control problem was studied in [30]
for the case of constant mobility and regular potential.
Despite the considerable amount of contributions dealing with the matched density case, ana-
lytical results related to models for two-phase flow of fluids with unmatched densities are quite
sporadic. In particular, as far as the local Abels-Garcke-Grün model is concerned, the first re-
sults on existence of weak solutions were obtained by Abels, Depner and Garcke in [5], for the
system with singular potential and non degenerate mobility and in [6], for the case of a regular
potential and degenerate mobility. Regarding other diffuse interface models for fluids with dif-
ferent densities we recall the one considered by Boyer in [13]. He proved existence of local in
time strong solutions and existence of global weak solutions provided the densities of the fluids
are sufficiently close. We also recall the quasi-incompressible model of Lowengrub and Truski-
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novsky [55], where the velocity field is not divergence free, for which the first analytical results
were obtained in [3, 4].
As far as nonlocal models for fluids with unmatched densities are concerned, to the best of
our knowledge no analytical results have been established so far and this paper aims to be a
first contribution in this direction. More precisely, the goal of this paper is to prove existence of
global dissipative weak solutions for the nonlocal Abels-Garcke-Grün model given by system
(1.1)–(1.8), assuming, as in [5], that the potential is singular and the mobility is non degenerate.
By weak solutions here we mean solutions with the minimum regularity requirement to allow a
finite energy and the validity of an energy dissipation inequality.
Before explaining the strategy of the proof, let us briefly recall the approach used in [5] and di-
scuss on the possibility to apply this approach to prove existence of weak solutions for the nonlo-
cal system (1.1)–(1.8). In [5] existence of a weak solution is established by employing an implicit
time discretization scheme. In particular, we point out that the Leray-Schauder fixed-point argu-
ment devised for the existence of a solution of the time-discrete problem (cf. [5, Lemma 4.3])
relies on the possibility of inverting the local relation between the chemical potential µ and ϕ
given by (1.10). This possibility is due to the fact that the relation between µ and ϕ can be
expressed by means of a maximal monotone operator since µ can be viewed as the subdiffer-
ential of the lower-semicontinuous convex (up to a quadratic perturbation) local functional Eloc.
This approach allows in particular to keep ϕ between the singular points −1 and 1 in all the
analysis. Indeed, the Abels-Garcke-Grün model is meaningful only when we have a bound on
ϕ between −1 and 1 which allows to keep the density ρ bounded from below and above by
positive constants. This bound is ensured, in the case of the local Abels-Garcke-Grün model,
by working with a singular potential as in [5] or with a degenerate mobility as in [6].
Now, the direct application of the approach devised in [5] seems hard in the present situation.
Indeed, the nonlocal chemical potential µ can no longer be expressed as a subdifferential of a
lower semicontinuous convex functional and therefore the theory of maximal monotone oper-
ators is not directly applicable in the analysis. Moreover, the inversion of the nonlocal relation
between µ and ϕ, under some reasonable conditions on the kernel J and on the potential F ,
seems to be a rather difficult task.
A possibility to still exploit the approach of [5] in order to prove existence of weak solutions for
the nonlocal system could be to introduce a local perturbation term of the form −δ∆ϕ on the
right hand side of (1.4). Existence of a weak solution to the corresponding perturbed system
could be proven, for every δ > 0, by suitably adapting the argument of [5]. Then, existence of
a weak solution to the original problem would be obtained by passing to the limit as δ → 0
(arguing as in Step III of the proof of the main result of the present paper).
Although this approach would be possible, however, we propose here an alternative strategy
which does not rely at all on the result of [5]. Our approach does not employ a time-discretization
scheme and does not make use of Leray-Schauder fixed point arguments, but it is essentially
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based on the Faedo-Galerkin method and hence it is particularly suitable for a possible numeri-
cal implementation.
Let us now describe the main lines of our approach. The starting idea consists in approximating
the singular potential F by a suitable family of regular potentials F defined on the whole of
R. This idea, that we already used in [27] for the same nonlocal system with matched desities,
is quite classical (see, e.g., [22, 12]). Nevertheless, it leads to some troubles when applied to
our problem. Indeed, if F is replaced by F, we shall have to solve a problem in which the
values of ϕ (the ϕ−component of the solution to the approximate problem with potential F)
are no longer restricted to (−1, 1) but belong to the whole of R. This implies that ρ(ϕ) in this
−approximate problem is no longer a-priori bounded from below by a positive constant and
consequently we are in trouble to get an L∞(L2) estimate for the velocity field u.
To overcome this difficulty a possibility is to replace the linear density function ρ(ϕ) by a fixed
smooth extension ρ˜(ϕ) from [−1, 1] onto R satisfying
0 < ρ∗ ≤ ρ˜(s) ≤ ρ∗, |ρ˜(k)(s)| ≤ Rk, ∀s ∈ R, k = 1, 2, (1.11)
ρ˜(s) = ρ(s), ∀s ∈ [−1, 1],
where ρ∗, ρ∗, R1, R2 are some given positive constants. However, we are now led to a further
difficulty. Indeed, if we deduce (formally) an energy equation from system (1.1)–(1.5) in which
the linear function ρ is replaced by the nonlinear function ρ˜, by multiplying (1.1) by u, (1.3) by
µ, integrating over Ω by parts and taking (1.4)–(1.6), the incompressibility condition (1.2) and
the boundary conditions into account, after some computations we obtain
d
dt
(∫
Ω
1
2
ρ˜(ϕ)u2 + E(ϕ)
)
+ 2
∫
Ω
ν(ϕ)|Du|2 +
∫
Ω
m(ϕ)|∇µ|2
=
1
2
∫
Ω
ρ˜′′(ϕ)m(ϕ)(∇ϕ · ∇µ)u2 +
∫
Ω
h · u, (1.12)
where
E(ϕ) =
1
4
∫
Ω
∫
Ω
J(x− y)(ϕ(x)− ϕ(y))2dxdy + ∫
Ω
F(ϕ),
and where we have denoted u, ϕ, µ simply by u, ϕ, µ, for the sake of simplicity. Therefore, a
nonlinear ρ˜ in system (1.1)–(1.5) destroys the energy balance. A possibility to handle the nasty
nonlinear term on the right hand side of (1.12) is to recover the energy balance by inserting,
in the approximate problem with the potential F, the term (1/2)ρ˜′′(ϕ)m(ϕ)(∇ϕ · ∇µ)u on
the left hand side of the momentum-balance equation (1.1). This easy trick leads however to
still another problem, namely, the problem to pass to the limit in this new “artificial"nonlinear
term. The idea at this point is to introduce some suitable regularizing terms in the system,
depending on another positive parameter δ which will be made go to zero in a second time.
These regularizing terms, which allow to gain enough compactness to be able to pass to the
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limit, must be cleverly devised, since: (i) the energy balance should not be destroyed and (ii)
when passing to the limit, firstly as  → 0 and secondly as δ → 0, it should still be possible
to prove that the limit ϕ satisfies the bound |ϕ| < 1. This bound on ϕ will in particular allow
the nasty artificial term to vanish in the limit, permitting then to recover the original momentum-
balance equation. More precisely, the regularizing terms that turned out to be effective to our
purpose are the term δA3u in (1.1) (this means, more exactly, that the term δ(A3/2u, A3/2w)
is introduced in the variational formulation of (1.1) with test functionw ∈ D(A3/2), cf. Definition
2; here A is the Stokes operator with no-slip boundary condition), and still the term −δ∆ϕ in
the expression of the chemical potential µ.
Summing up, our approach consists in proving existence of a weak solution to problem (1.1)–
(1.6) by approximating this problem with a two-parameter family of problems of the following
form
(ρ˜u)t + div(ρ˜u⊗ u)− 2div
(
ν(ϕ)Du
)
+ δA3u+∇pi + div(u⊗ J˜)
+
1
2
ρ˜′′(ϕ)m(ϕ)(∇ϕ · ∇µ)u = µ∇ϕ+ h, (1.13)
div(u) = 0, (1.14)
ϕt + u · ∇ϕ = div(m(ϕ)∇µ), (1.15)
µ = aϕ− J ∗ ϕ+ F ′(ϕ)− δ∆ϕ, (1.16)
J˜ := −ρ˜′(ϕ)m(ϕ)∇µ, (1.17)
u = 0,
∂µ
∂n
=
∂ϕ
∂n
= 0, on ∂Ω, (1.18)
u(0) = u0, ϕ(0) = ϕ0δ, (1.19)
where  and δ are two fixed parameter. Notice that together with the regularizing term −δ∆ϕ
introduced into the chemical potential, a homogeneous Neumann boundary condition for ϕ has
to be introduced into the approximate problem and, moreover, the initial datum for ϕ has to be
suitably approximated. The existence of a weak solution to the original problem will then be
recovered by passing to the limit in two steps in (1.13)–(1.19), i.e., by first passing to the limit as
 → 0 (with δ fixed) and then as δ → 0. But, of course, before doing this we must prove that
problem (1.13)–(1.19) (for  and δ fixed) admits a weak solution. This will be achieved as first
step by means of a Faedo-Galerkin procedure.
The plan of the paper is as follows: in Section 2 we introduce some notation, recall some classi-
cal results and preliminary lemmas. In Section 3 we formulate the assumptions, the definition of
weak solution and we state the main result on existence of weak solutions. Section 4 is entirely
devoted to the proof of the main result. Since, as explained above, the proof is accomplished by a
three level approximation of the original system, Section 4 has been split into three subsections
for each step of the approximation argument: in Subsection 4.1 we develop the Faedo-Galerkin
approximation scheme to prove existence of a solution to problem (1.13)–(1.19); in Subsection
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4.2 we derive uniform in  estimates that allow to pass to the limit as  → 0, in Subsection 4.3
we obtain uniform in δ bounds, we shall pass to the limit as δ → 0 and conclude the proof.
2 Preliminaries
Throughout the paper, we set H := L2(Ω), V := H1(Ω), and we denote by ‖ · ‖ and
(· , ·) the standard norm and the scalar product, respectively, in H as well as in L2(Ω)d and
L2(Ω)d×d. The notations 〈· , ·〉X and ‖ · ‖X will stand for the duality pairing between a Banach
space X and its dual X ′, and for the norm of X , respectively.
We introduce the standard Hilbert spaces for the Navier-Stokes equations (see, e.g., [59])
Gdiv := VL
2(Ω)d
, Vdiv := VH
1
0 (Ω)
d
, V := {u ∈ C∞0 (Ω)d : div(u) = 0},
and recall that these spaces, for Lipschitz bounded domains, can be characterized in the follow-
ing way
Gdiv := {u ∈ L2(Ω)d : div(u) = 0,u·n|∂Ω = 0}, Vdiv := {u ∈ H10 (Ω)d : div(u) = 0}.
The norm and scalar product inGdiv will be denoted again by ‖ · ‖ and (· , ·), respectively, and
the space Vdiv is endowed with the scalar product
(u1,u2)Vdiv := (∇u1,∇u2) = 2
(
Du1, Du2
)
, ∀u1,u2 ∈ Vdiv.
We also introduce the Stokes operator A with no-slip boundary condition (see, e.g., [59]).
Recall that A : D(A) ⊂ Gdiv → Gdiv is defined as A := −P∆, with domain D(A) =
H2(Ω)d ∩ Vdiv, where P : L2(Ω)d → Gdiv is the Leray projector. Moreover, A−1 : Gdiv →
Gdiv is a selfadjoint compact operator in Gdiv. Therefore, according to classical results, A
possesses a sequence of eigenvalues {λj}j∈N with 0 < λ1 ≤ λ2 ≤ · · · and λj →∞, and a
family {wj}j∈N ⊂ D(A) of associated eigenfunctions which is an orthonormal basis in Gdiv.
Moreover, by means of spectral theory the fractional operators As are defined for every s ∈ R
with domains D(As/2), which are Hilbert spaces endowed with their natural norm and scalar
product. Recall that, since Ω is assumed to be smooth, then we have D(As/2) ↪→ Hs(Ω)d, for
all s ≥ 0.
We also recall Poincaré’s inequality
λ1 ‖u‖2 ≤ ‖∇u‖2 ∀u ∈ Vdiv .
We will also need to use the operator B := −∆ + I with homogeneous Neumann boundary
condition. It is well known that B : D(B) ⊂ H → H is an unbounded linear operator in H
with the domain
D(B) =
{
ϕ ∈ H2(Ω) : ∂ϕ/∂n = 0 on ∂Ω},
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and thatB−1 : H → H is a selfadjoint compact operator onH . By a classical spectral theorem
there exist a sequence of eigenvalues µj with 0 < µ1 ≤ µ2 ≤ · · · and µj →∞, and a family
of associated eigenfunctions wj ∈ D(B) such that Bwj = µj wj for all j ∈ N. The family
{wj}j∈N forms an orthonormal basis in H and is also orthogonal in V and D(B).
Furthermore, for every f ∈ V ′ we denote by f the average of f over Ω, i.e., f := |Ω|−1〈f, 1〉V
(here |Ω| stands for the Lebesgue measure of Ω), and we introduce the spaces
V0 := {v ∈ V : v = 0}, V ′0 := {f ∈ V ′ : f = 0}.
If m ∈ C(R) satisfies m∗ ≤ m(s) ≤ m∗ for all s ∈ R, with m∗,m∗ > 0, then, for every
measurable ϕ : Ω→ R we can define the operator Bϕ : V → V ′ by
〈Bϕu, v〉V :=
∫
Ω
m(ϕ)∇u · ∇v, ∀u, v ∈ V.
For every measurable ϕ this operator maps V onto V ′0 and its restriction to V0 (still denoted by
Bϕ) maps V0 onto V ′0 isomorphically. Let us denote byNϕ : V ′0 → V0 the inverse map defined
by
BϕNϕf = f, ∀f ∈ V ′0 and NϕBϕu = u, ∀u ∈ V0.
As is well known, for every f ∈ V ′0 and every measurable ϕ, Nϕf is the unique solution with
zero mean value of the Neumann problem{
−div(m(ϕ)∇u) = f, in Ω,
∂u
∂n
= 0, on ∂Ω.
Furthermore, the following relations hold
〈Bϕu,Nϕf〉V = 〈f, u〉V , ∀u ∈ V, ∀f ∈ V ′0 , (2.1)
〈f,Nϕg〉V = 〈g,Nϕf〉V =
∫
Ω
m(ϕ)∇(Nϕf) · ∇(Nϕg), ∀f, g ∈ V ′0 . (2.2)
It is also easy to see that, for every measurable ϕ, we have
1
m∗
‖f‖V ′ ≤ ‖Nϕf‖V ≤ 1
m∗
‖f‖V ′ , ∀f ∈ V ′0 . (2.3)
We end this section recalling threee lemmas that shall be helpful in the analysis.
The first one is a simple lemma which will be useful for passing to the limit in the variable
viscosity and mobility terms of the energy inequality. Its proof is left to the reader.
Lemma 1. Let Q ⊂ RN , N ≥ 1, and let {fn} ⊂ L∞(Q) be a sequence such that
‖fn‖L∞(Q) ≤ C and fn → f strongly in L2(Q). Let {gn} ⊂ L2(Q) be another sequence
such that gn ⇀ g weakly in L2(Q). Then fngn ⇀ fg weakly in L2(Q).
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The next lemma will be needed to prove the weak continuity of velocities with values in Gdiv.
If X is a Banach space, we denote by Cw([0, T ];X) the topological vector space of weakly
continuous functions f : [0, T ]→ X .
Lemma 2. Let X, Y be two Banach spaces such that Y ↪→ X and X ′ ↪→ Y ′ densely. Then
L∞(0, T ;Y ) ∩ C([0, T ];X) ↪→ Cw([0, T ];Y ).
The last lemma will be useful to deduce the energy inequality.
Lemma 3. Let E : [0, T ) → R, 0 < T ≤ ∞, be a lower semicontinuous function and let
D : (0, T )→ R be an integrable function. Assume that the inequality
E(0)ω(0) +
∫ T
0
E(τ)ω′(τ)dτ ≥
∫ T
0
D(τ)ω(τ)dτ
holds for all ω ∈ W 1,1(0, T ) with ω(T ) = 0 and ω ≥ 0. Then, we have
E(t) +
∫ t
s
D(τ)dτ ≤ E(s),
for almost all s ∈ [0, T ), including s = 0, and for all t ∈ [s, T ).
For a proof of the last two lemmas see, e.g., [3].
Throughout the paper we shall denote by c,C ,.. some nonnegative constants the value of which
may possibly change even within the same line. Generally, the value of these constants depend
on the parameters of the problem (e.g., F , J , ν, m, ρ˜i, Ω) and on the data u0, ϕ0, h. Further
or particular dependencies will be specified on occurrence.
3 Main result
In this section we state the main result on existence of weak solutions of system (1.1)–(1.8).
The assumptions on the kernel J , on the mobility m and on the viscosity ν are the following
(A1) J ∈ W 1,1(Rd), J(x) = J(−x), a(x) :=
∫
Ω
J(x− y)dy ≥ 0, a.e. x ∈ Ω.
(A2) m ∈ C1,1loc (R) and there exist m∗,m∗ > 0 such that
m∗ ≤ m(s) ≤ m∗, ∀s ∈ R.
(A3) ν ∈ C0,1loc (R) and there exist ν∗, ν∗ > 0 such that
ν∗ ≤ ν(s) ≤ ν∗, ∀s ∈ R.
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As far as the singular potential F is concerned we shall work under the same assumptions as
in [27]. More precisely, we assume that F can be written in the form
F = F1 + F2,
where F1 ∈ C(p)(−1, 1), for some fixed integer p ≥ 3, F2 ∈ C2,1([−1, 1]), and that the
following conditions are satisfied
(A4) There exist c1 > 0 and 0 > 0 such that
F
(p)
1 (s) ≥ c1, ∀s ∈ (−1,−1 + 0] ∪ [1− 0, 1).
(A5) There exists 0 > 0 such that, for each k = 0, 1, · · · , p and each j = 0, 1, · · · , (p −
2)/2,
F
(k)
1 (s) ≥ 0, ∀s ∈ [1− 0, 1),
F
(2j+2)
1 (s) ≥ 0, F (2j+1)1 (s) ≤ 0, ∀s ∈ (−1,−1 + 0].
(A6) There exists 0 > 0 such that F
(p)
1 is non-decreasing in [1− 0, 1) and non-increasing in
(−1,−1 + 0].
(A7) There exists c0 > 0 such that
F ′′(s) + a(x) ≥ c0, ∀s ∈ (−1, 1), a.a. x ∈ Ω.
(A8) lims→±1 F ′1(s) = ±∞.
Finally, the assumption on the external force h is
(A9) h ∈ L2(0, T ;V ′div), for all T > 0.
Remark 1. Assumption J ∈ W 1,1(Rd) can be weakened. Indeed, the behavior of the kernel
at infinity is not essential. Alternative conditions are J ∈ W 1,1(Bδ), where Bδ := {z ∈ Rd :
|z| < δ} with δ := diam(Ω), or J ∈ W 1,1(Ω − Ω), where Ω − Ω := {z ∈ Rd : z =
x− y, x, y ∈ Ω} or also (see, e.g., [10])
sup
x∈Ω
∫
Ω
(|J(x− y)|+ |∇J(x− y)|)dy <∞.
Remark 2. Assumptions (A4)-(A8) are satisfied in the case of the physically relevant logarithmic
double-well potential (1.9) for every fixed integer p ≥ 3. In particular, setting
F1(s) =
θ
2
((1 + s) log(1 + s) + (1− s) log(1− s)), F2(s) = −θc
2
s2,
then it is easy to check that (A7) is satisfied if and only if infΩ a > θc − θ. However, note that
other reasonable potentials satisfy the above assumptions (e.g., the ones which are unbounded
at the endpoints).
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Let us state now the notion of weak solution to Problem (1.1)–(1.8).
Definition 1. Let u0 ∈ Gdiv, ϕ0 ∈ L∞(Ω) with F (ϕ0) ∈ L1(Ω) and 0 < T < +∞ be given.
A couple [u, ϕ] is a weak solution to (1.1)-(1.8) on [0, T ] corresponding to [u0, ϕ0] if
 u, ϕ and µ satisfy
u ∈ Cw([0, T ];Gdiv) ∩ L2(0, T ;Vdiv), (3.1)
ϕ ∈ L∞(0, T ;H) ∩ L2(0, T ;V ), (3.2)
µ = aϕ− J ∗ ϕ+ F ′(ϕ) ∈ L2(0, T ;V ), (3.3)
(ρu)t ∈ L4/3(0, T ;D(A)′), ϕt ∈ L2(0, T ;V ′), (3.4)
and
ϕ ∈ L∞(Q), |ϕ(x, t)| < 1 a.e. (x, t) ∈ Q; (3.5)
 for every ψ ∈ V , every w ∈ D(A) and for almost any t ∈ (0, T ) we have〈
(ρu)t,w
〉
D(A)
− (ρu⊗ u, Dw) + (2ν(ϕ)Du, Dw)− (u⊗ J˜ , Dw)
= −(ϕ∇µ,w) + 〈h,w〉Vdiv , (3.6)
〈ϕt, ψ〉V + (m(ϕ)∇µ,∇ψ) = (u, ϕ∇ψ), (3.7)
where J˜ = −βm(ϕ)∇µ ∈ L2(0, T ;H);
 the initial conditions u(0) = u0, ϕ(0) = ϕ0 hold.
Remark 3. Notice that (3.2) and the second of (3.4) imply that ϕ ∈ C([0, T ];H). Hence,
thanks also to (3.1), the initial conditions u(0) = u0, ϕ(0) = ϕ0 make sense.
We are now ready to state the main result.
Theorem 1. Assume that (A1)–(A9) are satisfied for some fixed integer p ≥ 3, and d = 2, 3.
Let u0 ∈ Gdiv, ϕ0 ∈ L∞(Ω) such that F (ϕ0) ∈ L1(Ω) and |ϕ0| < 1. Then, for every T > 0
Problem (1.1)–(1.8) admits a weak solution [u, ϕ] on [0, T ] corresponding to u0, ϕ0 such that
ϕ ∈ L∞(0, T ;Lp(Ω)),
and satisfying the following energy inequality
E(u(t), ϕ(t)) +
∫ t
s
(
2‖
√
ν(ϕ)Du‖2dτ + ‖
√
m(ϕ)∇µ‖2)dτ
≤ E(u(s), ϕ(s)) +
∫ t
s
〈h,u〉Vdivdτ, (3.8)
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for almost all s ∈ [0, T ), including s = 0, and for all t ∈ [s, T ], where
E(u, ϕ) :=
∫
Ω
1
2
ρ(ϕ)u2 + E(ϕ),
E(ϕ) :=
1
2
‖√aϕ‖2 − 1
2
(ϕ, J ∗ ϕ) +
∫
Ω
F (ϕ)
=
1
4
∫
Ω
∫
Ω
J(x− y)(ϕ(x)− ϕ(y))2dxdy + ∫
Ω
F (ϕ). (3.9)
The total energy E is the sum of the kinetic energy ∫
Ω
1
2
ρ(ϕ)u2 and of the nonlocal free energy
E.
4 Proof of the main result
The proof will be carried out in three steps. In the first step we shall consider the two parameters
approximate problem P,δ given by (1.13)–(1.19) (with both , δ > 0 fixed) and shall implement a
Faedo-Galerkin approximation scheme to prove existence of a global weak solution [u,δ, ϕ,δ]
to P,δ satisfying an energy inequality. In the second step we shall consider only δ > 0 fixed and
deduce some uniform in  bounds for the weak solution (that we can now denote by [u, ϕ]) to
problem P,δ which will allow to pass to the limit as  → 0 in the weak formulation of P,δ and
to prove that the family of solutions [u, ϕ] converges to a solution (that now we can denote by
[uδ, ϕδ]) to Problem Pδ given by
(ρu)t + div(ρu⊗ u)− 2div
(
ν(ϕ)Du
)
+ δA3u+∇pi + div(u⊗ J˜) = µ∇ϕ+ h,
(4.1)
div(u) = 0, (4.2)
ϕt + u · ∇ϕ = div(m(ϕ)∇µ), (4.3)
µ = aϕ− J ∗ ϕ+ F ′(ϕ)− δ∆ϕ, (4.4)
J˜ := −βm(ϕ)∇µ, (4.5)
u = 0,
∂µ
∂n
=
∂ϕ
∂n
= 0, on ∂Ω, (4.6)
u(0) = u0, ϕ(0) = ϕ0δ, (4.7)
in which the potential F is singular. Finally, in the third step we shall deduce uniform in δ esti-
mates for the family of solutions [uδ, ϕδ] to Problem Pδ and pass to the limit as δ → 0 to prove
that [uδ, ϕδ] converges to a solution to the original problem (1.1)–(1.8).
In all the analysis we shall consider only the case d = 3. If d = 2 all the steps of the proof of
Theorem 1 can be repeated (with strong convergences in stronger norms in comparison with the
3D case). However, the result of Theorem 1 does not improve substantially in 2D (see Remark
5).
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4.1 Step I. Faedo-Galerkin approximation scheme.
For problem (1.13)–(1.19) we shall consider the general situation of a regular potential F,
that in this subsection we denote simply by F , of arbitrary polynomial growth. Therefore, the
assumptions we make for F are the following (cf. [17])
(RP1) F ∈ C2,1loc (R) and there exists c0 > 0 such that
F ′′(s) + a(x) ≥ c0, ∀s ∈ R, a.e. x ∈ Ω.
(RP2) F ∈ C2(R) and there exist cˆ1 > 0, cˆ2 > 0 and p ≥ 3 such that
F ′′(s) + a(x) ≥ cˆ1|s|p−2 − cˆ2, ∀s ∈ R, a.e. x ∈ Ω.
(RP3) There exist cˆ3 > 0, cˆ4 ≥ 0 and r ∈ (1, 2] such that
|F ′(s)|r ≤ cˆ3|F (s)|+ cˆ4, ∀s ∈ R.
Remark 4. Since F is bounded from below, it is easy to see that (RP3) implies that F has
polynomial growth of order r′, where r′ ∈ [2,∞) is the conjugate index to r. Namely, there
exist cˆ5 > 0 and cˆ6 ≥ 0 such that
|F (s)| ≤ cˆ5|s|r′ + cˆ6, ∀s ∈ R.
Observe that assumption (RP3) is fulfilled by a potential of arbitrary polynomial growth.
The assumptions on the kernel J and on the mobility m and on the viscosity ν are the same as
(A1), (A2) and (A3), respectively.
A weak solution to Problem P,δ is a pair [u, ϕ] satisfying (1.13)–(1.19) in the following sense
Definition 2. Let u0 ∈ Gdiv, ϕ0 ∈ L∞(Ω) with F (ϕ0) ∈ L1(Ω) and 0 < T < +∞ be given.
A pair [u, ϕ] is a weak solution to (1.13)-(1.19) on [0, T ] corresponding to [u0, ϕ0] if
 u, ϕ and µ satisfy
u ∈ Cw([0, T ];Gdiv) ∩ L2(0, T ;D(A3/2)), (4.8)
ϕ ∈ L∞(0, T ;V ) ∩ L2(0, T ;H2(Ω)), (4.9)
µ = aϕ− J ∗ ϕ+ F ′(ϕ)− δ∆ϕ ∈ L2(0, T ;V ), (4.10)
(ρ˜u)t ∈ Lκ(0, T ;D(A3/2)′), ϕt ∈ L2(0, T ;V ′), (4.11)
for some κ > 1;
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 for every ψ ∈ V , every w ∈ D(A3/2) and for almost any t ∈ (0, T ) we have〈
(ρ˜u)t,w
〉
D(A3/2)
− (ρ˜u⊗ u, Dw) + (2ν(ϕ)Du, Dw) + δ(A3/2u, A3/2w)
− (u⊗ J˜ , Dw) + 1
2
(
ρ˜′′(ϕ)m(ϕ)(∇ϕ · ∇µ)u,w) = −(ϕ∇µ,w) + 〈h,w〉Vdiv ,
(4.12)
〈ϕt, ψ〉V + (m(ϕ)∇µ,∇ψ) = (u, ϕ∇ψ), (4.13)
where J˜ = −ρ˜′(ϕ)m(ϕ)∇µ ∈ L2(0, T ;H);
 the initial conditions u(0) = u0, ϕ(0) = ϕ0 hold.
We are now ready to state the following
Lemma 4. Let assumptions (A1)–(A3), (A9) and (RP1)–(RP3) be satisfied. Let u0 ∈ Gdiv and
ϕ0 ∈ V such that F (ϕ0) ∈ L1(Ω). Then, for every T > 0 Problem (1.13)–(1.19) admits a
weak solution [u, ϕ] on [0, T ] corresponding to [u0, ϕ0] such that
ϕ ∈ L∞(0, T ;Lp(Ω)),
satisfying the following energy inequality∫
Ω
1
2
ρ˜(ϕ(t))u2(t) + E(ϕ(t)) +
δ
2
‖∇ϕ(t)‖2 + 2
∫ t
0
‖
√
ν(ϕ)Du‖2dτ + δ
∫ t
0
‖A3/2u‖2dτ
+
∫ t
0
∥∥√m(ϕ)∇µ∥∥2dτ ≤ ∫
Ω
1
2
ρ˜(ϕ0)u
2
0 + E(ϕ0) +
δ
2
‖∇ϕ0‖2 +
∫ t
0
〈h,u〉Vdivdτ,
(4.14)
for almost all t ∈ (0, T ), where E(ϕ) is given by (3.9).
Proof. Let us assume in addition that ϕ0 ∈ D(B). Existence of a weak solution as well as the
energy inequality in the more general case of ϕ0 ∈ V with F (ϕ0) ∈ L1(Ω) can be recovered
by means of a density argument, in the same fashion as in [17, Proof of Theorem 1], by exploiting
in particular the fact that, due to (RP1), F is a quadratic perturbation of a convex function. We
introduce the family {wj}j≥1 of the eigenfunctions of the Stokes operatorA as a Galerkin base
in Vdiv and the family {ψj}j≥1 of the eigenfunctions of B as a Galerkin base in V . We define
the n−dimensional subspacesWn := 〈w1, · · · ,wn〉 and Ψn := 〈ψ1, · · · , ψn〉 and consider
the orthogonal projectors on these subspaces in Gdiv and H , respectively, i.e., P˜n := PWn
and Pn := PΨn .
We then look for three functions of the form
un(t) =
n∑
j=i
a
(n)
j (t)wj, ϕn(t) =
n∑
j=1
b
(n)
j (t)ψj, µn(t) =
n∑
j=1
c
(n)
j (t)ψj,
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that solve the following approximating problem((
ρ˜(ϕn)un
)′
,wk
)
− (ρ˜(ϕn)un ⊗ un, Dwk)+ 2(ν(ϕn)Dun, Dwk)
+ δ(A3/2un, A
3/2wk)−
∫
Ω
un · (J˜n · ∇)wk + 1
2
(
ρ˜′′(ϕn)m(ϕn)(∇ϕn · ∇µn)un,wk
)
+
1
2
(
ρ˜′(ϕn)
(
Pn(un · ∇ϕn)− un · ∇ϕn
)
un,wk
)
+
1
2
(
ρ˜′(ϕn)
(
div(m(ϕn)∇µn)− Pn(div(m(ϕn)∇µn))
)
un,wk
)
= −(ϕn∇µn,wk) + 〈hn,wk〉Vdiv , k = 1, · · · , n (4.15)
(ϕ′n, ψk) + (m(ϕn)∇µn,∇ψk) = (unϕn,∇ψk), k = 1, · · · , n (4.16)
µn = Pn(aϕn − J ∗ ϕn + F ′(ϕn)− δ∆ϕn) (4.17)
J˜n := −ρ˜′(ϕn)m(ϕn)∇µn (4.18)
ϕn(0) = ϕ0n, un(0) = u0n, (4.19)
where primes denote derivatives with respect to time, ϕ0n = Pnϕ0, un(0) = P˜nu0, and
hn ∈ C([0, T ];Gdiv) such that hn → h in L2(0, T ;V ′div). Moreover, we assume that the
function ρ˜ satisfying (1.11) is fixed such that ρ˜ ∈ C2,1loc (R). By writing(
ρ˜(ϕn)un
)′
= ρ˜(ϕn)u
′
n + ρ˜
′(ϕn)unϕ′n
and observing that (4.16) can be written as
ϕ′n = Pn
(
div(m(ϕn)∇µn)− un · ∇ϕn
)
,
it is not difficult to see that solving this approximating problem is equivalent to solving a system
of ordinary differential equations in the 2n unknowns a(n)j , b
(n)
j which can be reduced in normal
form thanks to the fact that we have ρ˜(s) ≥ ρ∗, for all s ∈ R, with ρ∗ > 0. Indeed, this
condition ensures that, for every fixed n ∈ N, the vectors √ρ˜(ϕn)w1, · · · ,√ρ˜(ϕn)wn are
linearly independent and hence the Gram matrix {(ρ˜(ϕn)wj,wk)}j,k=1,..n, which enters the
first term on the left hand side of (4.15) when it is written explicitly in terms of the unknowns
a
(n)
j , is not singular.
By the Cauchy-Lipschitz theorem we know that there exists T ∗n ∈ (0,+∞] such that this
system admits a unique maximal solution a(n) := (a(n)1 , · · · , a(n)n ), b(n) := (b(n)1 , · · · , b(n)n )
on [0, T ∗n) with a
(n), b(n) ∈ C1([0, T ∗n);Rn).
We now multiply (4.15) by a(n)k , (4.16) by c
(n)
k and sum over k = 1, · · · , n taking (4.17) and
(4.18) into account. In doing this we also observe that the following identity holds((
ρ˜(ϕn)un
)′
,un
)
=
d
dt
∫
Ω
1
2
ρ˜(ϕn)u
2
n +
1
2
∫
Ω
ρ˜(ϕn)tu
2
n
=
d
dt
∫
Ω
1
2
ρ˜(ϕn)u
2
n +
1
2
∫
Ω
ρ˜′(ϕn)Pn
(
div(m(ϕn)∇µn)− un · ∇ϕn
)
u2n. (4.20)
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Moreover, on account of the incompressibility condition div(un) = 0 and of the no-slip boundary
condition un = 0 on ∂Ω, we have
− (ρ˜(ϕn)un ⊗ un, Dun) = ∫
Ω
un · (un · ∇)(ρ˜(ϕn)un) =
∫
Ω
u2n(un · ∇ρ˜(ϕn))
+
∫
Ω
ρ˜(ϕn)un · (un · ∇)un
and the last term on the right hand side of this identity can be written as∫
Ω
ρ˜(ϕn)un · (un · ∇)un =
∫
Ω
u2n
2
ρ˜(ϕn)(un · ∇) = −
∫
Ω
u2n
2
(un · ∇ρ˜(ϕn)).
Therefore, we have
− (ρ˜(ϕn)un ⊗ un, Dun) = ∫
Ω
(un · ∇ρ˜(ϕn))u
2
n
2
=
1
2
∫
Ω
ρ˜′(ϕn)(un · ∇ϕn)u2n. (4.21)
Furthermore we have
−
∫
Ω
un · (J˜n · ∇)un =
∫
Ω
un · div(un ⊗ J˜) =
∫
Ω
un ·
[
(divJ˜n)un + (J˜n · ∇)un
]
=
∫
Ω
u2n divJ˜n +
∫
Ω
J˜n · ∇
(u2n
2
)
=
∫
Ω
1
2
u2n divJ˜n
= −1
2
∫
Ω
div(ρ˜′(ϕn)m(ϕn)∇µn)u2n
= −1
2
∫
Ω
ρ˜′′(ϕn)m(ϕn)(∇ϕn · ∇µn)u2n −
1
2
∫
Ω
ρ˜′(ϕn)div(m(ϕn)∇µn)u2n (4.22)
By means of (4.20)–(4.22) after some easy computations we then arrive at the following identity
d
dt
(∫
Ω
1
2
ρ˜(ϕn)u
2
n + E(ϕn) +
δ
2
‖∇ϕn‖2
)
+ 2‖
√
ν(ϕn)Dun‖2 + δ‖A3/2un‖2
+ ‖
√
m(ϕn)∇µn‖2 = 〈hn,un〉Vdiv . (4.23)
We can now integrate (4.23) between 0 and t (after splitting the term on the right hand side on
account of (A9)) and use (A2), (A3), (1.11), (RP2) and the fact that, since ϕ0 ∈ D(B), then we
have ϕ0n → ϕ0 in L∞(Ω), to deduce the following bounds
‖un‖L∞(0,T ;Gdiv)∩L2(0,T ;Vdiv) ≤ C, (4.24)
δ1/2‖un‖L2(0,T ;D(A3/2)) ≤ C, (4.25)
‖ϕn‖L∞(0,T ;Lp(Ω)) ≤ C, (4.26)
δ1/2‖ϕn‖L∞(0,T ;V ) ≤ C, (4.27)
‖∇µn‖L2(0,T ;H) ≤ C, (4.28)
‖F (ϕn)‖L∞(0,T ;L1(Ω)) ≤ C, (4.29)
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where henceforth in this proof we shall denote by C a positive constant such that
C = C
(‖u0‖, ‖ϕ0‖V , ‖F (ϕ0)‖L1(Ω), ‖h‖L2(0,T ;V ′div)).
The constant C also depends on F , J , ν∗, m∗, ρ∗ and Ω. Notice that these bounds hold at first
instance with T = T ∗n . However, since we have ‖un(t)‖ = |a(n)(t)| and ‖ϕn(t)‖ = |b(n)(t)|,
then the same bounds yield T ∗n = +∞, i.e. T > 0 can be fixed arbitrary and the above
estimates hold for every T > 0.
Moreover, multiplying (4.17) by−∆ϕn inH and observing that−∆ϕn belongs to the subspace
Ψn, we have
(µn,−∆ϕn) = (∇µn,∇ϕn) = (aϕn − J ∗ ϕn + F ′(ϕn)− δ∆ϕn,−∆ϕn)
=
(∇ϕn, (a+ F ′′(ϕn))∇ϕn + ϕn∇a−∇J ∗ ϕn)+ δ‖∆ϕn‖2
≥ c0‖∇ϕn‖2 − 2‖∇J‖L1‖∇ϕn‖‖ϕn‖+ δ‖∆ϕn‖2
≥ c0
2
‖∇ϕn‖2 − c‖ϕn‖2 + δ‖∆ϕn‖2,
and therefore, combining this estimate with
(∇µn,∇ϕn) ≤ c0
4
‖∇ϕn‖2 + 1
c0
‖∇µn‖2,
we get
‖∇µn‖2 ≥ c
2
0
4
‖∇ϕn‖2 − c‖ϕn‖2 + δc0‖∆ϕn‖2. (4.30)
By employing (4.30), and using a classical elliptic regularity result, from (4.28) and (4.26) we
hence deduce the following estimates
‖ϕn‖L2(0,T ;V ) ≤ C, (4.31)
δ1/2‖ϕn‖L2(0,T ;H2(Ω)) ≤ C. (4.32)
As far as the control of the sequence of the averages {µn} is concerned, we have∣∣∣ ∫
Ω
µn
∣∣∣ = |(aϕn − J ∗ ϕn + F ′(ϕn)− δ∆ϕn, 1)| = |(F ′(ϕn), 1)|
≤ c‖F (ϕn)‖L1(Ω) + c ≤ C,
due to the bound (4.29). By means of Poincaré-Wirtinger inequality, this control and (4.28) imply
the bound
‖µn‖L2(0,T ;V ) ≤ C. (4.33)
Therefore, since δ > 0 is fixed, from the estimates obtained above we deduce that there exist
u, ϕ and µ such that, up to a subsequence we have
un ⇀ u, weakly∗ in L∞(0, T ;Gdiv), (4.34)
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un ⇀ u, weakly in L
2(0, T ;D(A3/2)), (4.35)
ϕn ⇀ ϕ, weakly∗ in L∞(0, T ;V ∩ Lp(Ω)), (4.36)
ϕn ⇀ ϕ, weakly in L
2(0, T ;H2(Ω)), (4.37)
µn ⇀ µ, weakly in L
2(0, T ;V ). (4.38)
As next step we need to derive some estimates for the two sequences of time derivatives{
∂tP˜n
(
ρ˜(ϕn)un
)}
and {ϕ′n}. Let us begin with the first sequence. Take w ∈ D(A3/2) and
write w = wI +wII , where wI ∈ Wn and wII ∈ W⊥n (recall that wI and wII are orthog-
onal in all Hilbert spaces D(As/2) for all 0 ≤ s ≤ 3). From (4.15) we can write〈
∂tP˜n
(
ρ˜(ϕn)un
)
,w
〉
D(A3/2)
=
((
ρ˜(ϕn)un
)′
,wI
)
=
(
ρ˜(ϕn)un ⊗ un, DwI
)− 2(ν(ϕn)Dun, DwI)− δ(A3/2un, A3/2wI)
+
∫
Ω
un · (J˜n · ∇)wI − 1
2
(
ρ˜′′(ϕn)m(ϕn)(∇ϕn · ∇µn)un,wI
)
− 1
2
(
ρ˜′(ϕn)
(
Pn(un · ∇ϕn)− un · ∇ϕn
)
un,wI
)
− 1
2
(
ρ˜′(ϕn)
(
div(m(ϕn)∇µn)− Pn(div(m(ϕn)∇µn))
)
un,wI
)
− (ϕn∇µn,wI) + 〈hn,wI〉Vdiv . (4.39)
We now estimate individually the terms on the right hand side of (4.39). We have
|(ρ˜(ϕn)un ⊗ un, DwI)| ≤ c‖un‖2‖wI‖H3(Ω)3
≤ c‖un‖2‖w‖D(A3/2), (4.40)
2
∣∣(ν(ϕn)Dun, DwI)∣∣ ≤ c‖∇un‖‖wI‖H1(Ω)3
≤ c‖∇un‖‖w‖D(A1/2), (4.41)
δ|(A3/2un, A3/2wI)| ≤ δ‖A3/2un‖‖wI‖D(A3/2)
≤ δ‖A3/2un‖‖w‖D(A3/2), (4.42)∣∣∣ ∫
Ω
un · (J˜n · ∇)wI
∣∣∣ = ∣∣∣ ∫
Ω
un ·
(
ρ˜′(ϕn)m(ϕn)∇µn · ∇)wI
∣∣∣
≤ c‖un‖‖∇µn‖‖wI‖H3(Ω)3
≤ c‖un‖‖∇µn‖‖w‖D(A3/2), (4.43)
∣∣∣1
2
(
ρ˜′′(ϕn)m(ϕn)(∇ϕn · ∇µn)un,wI
)∣∣∣ ≤ c‖∇ϕn‖L10/3(Ω)3‖∇µn‖‖un‖L6(Ω)3
· ‖w‖D(A), (4.44)
∣∣∣1
2
(
ρ˜′(ϕn)
(
Pn(un · ∇ϕn)− un · ∇ϕn
)
un,wI
)∣∣∣ ≤ c‖un · ∇ϕn‖‖un‖‖wI‖H2(Ω)3
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≤ c‖un‖L6(Ω)3‖∇ϕn‖L3(Ω)3‖un‖
· ‖w‖D(A), (4.45)
∣∣∣1
2
(
ρ˜′(ϕn)
(
div(m(ϕn)∇µn)− Pn(div(m(ϕn)∇µn))
)
un,wI
)∣∣∣
≤ ∥∥div(m(ϕn)∇µn)∥∥V ′∥∥ρ˜′(ϕn)un ·wI∥∥V
≤ c‖∇µn‖
(‖un‖L6(Ω)3‖wI‖H3(Ω)3 + ‖∇un‖‖wI‖H2(Ω)3
+ ‖∇ϕn‖L10/3(Ω)3‖un‖L6(Ω)3‖wI‖H2(Ω)3
)
≤ c‖∇µn‖
(‖∇un‖+ ‖∇ϕn‖L10/3(Ω)3‖un‖L6(Ω)3)‖w‖D(A3/2), (4.46)
|(ϕn∇µn,wI)| ≤ ‖ϕn‖‖∇µn‖‖wI‖H2(Ω)3 ≤ ‖ϕn‖‖∇µn‖‖w‖D(A), (4.47)
where (1.11), (A2) and (A3) have been used. We now need the following interpolation embed-
dings
L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H3(Ω)) ↪→ Ls(0, T ;H6/s(Ω)) ↪→ Ls(0, T ;L2s/(s−4)(Ω)),
for 4 < s ≤ ∞, and
L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)) ↪→ Ls(0, T ;H1+2/s(Ω)) ↪→ Ls(0, T ;L6s/(s−4)(Ω)),
for 4 < s ≤ ∞. In particular we have
L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H3(Ω)) ↪→ L6(Q),
L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)) ↪→ L10(Q).
These interpolation embeddings and (4.24)–(4.28), (4.32) entail the following bounds
i‖un‖L6(Q)3 ≤ Cδ, ‖∇un‖L18/5(Q)3×3 ≤ Cδ, (4.48)
‖ϕn‖L10(Q) ≤ Cδ, ‖∇ϕn‖L10/3(Q)3 ≤ Cδ, (4.49)
where the second bound in (4.48) follows from the bound of∇un in Ls(0, T ;H(6−s)/s(Ω)3×3)
which is embedded inLs(0, T ;L6s/(5s−12)(Ω)3×3) (for s > 12/5; take s = 18/5), and the sec-
ond bound in (4.49) follows from the bound of∇ϕn in Ls(0, T ;H2/s(Ω)3) which is embedded
in Ls(0, T ;L6s/(3s−4)(Ω)3) (for s > 4/3; take s = 10/3). Therefore, by means of estimates
(4.40)–(4.47) and on account of the first bound (4.48) and of the second bound (4.49), from
(4.39) we then deduce the following estimate (not uniform in δ)∥∥∂tP˜n(ρ˜(ϕn)un)∥∥L30/29(0,T ;D(A3/2)′) ≤ Cδ. (4.50)
Now, we have
∇(ρ˜(ϕn)un) = ρ˜(ϕn)∇un + ρ˜′(ϕn)∇ϕn · un,
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and hence from (4.48), (4.49) we see that∇(ρ˜(ϕn)un) is bounded in L15/7(Q)3 which implies
that
‖ρ˜(ϕn)un‖L15/7(0,T ;W 1,15/7(Ω)3) ≤ Cδ. (4.51)
To get strong convergence for the sequence of ϕn, let us first observe that, taking ψ ∈ V and
writing ψ = ψI + ψII , where ψI ∈ Ψn and ψII ∈ Ψ⊥n (recall that ψI and ψII are orthogonal
in all Hilbert spaces D(Br/2), for 0 ≤ r ≤ 1), from (4.16) we have
〈ϕ′n, ψ〉V = (ϕ′n, ψI) = −(∇µn,∇ψI) + (ϕnun,∇ψI),
and, since p ≥ 3
|(ϕnun,∇ψI)| ≤ ‖ϕn‖Lp(Ω)‖un‖L6(Ω)3‖∇ψI‖ ≤ c‖ϕn‖Lp(Ω)‖∇un‖‖ψ‖V ,
whence we deduce that
‖ϕ′n‖L2(0,T ;V ′) ≤ C. (4.52)
Since ϕn is bounded in, e.g., L2(0, T ;H2(Ω)), by Aubin-Lions lemma we then deduce that
ϕn → ϕ, strongly in L2(0, T ;H2−γ(Ω)), γ > 0 (4.53)
and in particular we have
ϕn → ϕ, pointwise a.e. in Q.
Observe also that by Lebesgue’s theorem we have
ρ˜(ϕn)→ ρ˜(ϕ), strongly in Lq(Q), ∀q ∈ [2,∞), (4.54)
and the same strong convergence holds also for 1/ρ˜(ϕn) to 1/ρ˜(ϕ).
We now derive strong convergence for the sequence of un. To this aim notice first that from
(4.51) we have ∥∥P˜n(ρ˜(ϕn)un)∥∥L2(0,T ;H1(Ω)3) ≤ Cδ. (4.55)
From (4.50) and (4.55), again by means of Aubin-Lions lemma we therefore deduce that
P˜n
(
ρ˜(ϕn)un
)→ ρ˜(ϕ)u, strongly in L2(Q)3,
for some ρ˜(ϕ)u ∈ L2(Q)3. But, from (4.54) and the weak convergence available for un we
have ρ˜(ϕn)un ⇀ ρ˜(ϕ)u, weakly in L2(Q)3 (also in L6−γ(Q)3, for γ > 0), which implies that
P˜n
(
ρ˜(ϕn)un
)
⇀ ρ˜(ϕ)u, weakly in L2(Q)3. Therefore, we deduce that ρ˜(ϕ)u = ρ˜(ϕ)u and
so
P˜n
(
ρ˜(ϕn)un
)→ ρ˜(ϕ)u, strongly in L2(Q)3. (4.56)
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In particular, from (4.50), (4.56) and from (4.52), (4.36) there follows that up to a subsequence
we have
∂tP˜n
(
ρ˜(ϕn)un
)
⇀
(
ρ˜(ϕ)u
)
t
, weakly in L30/29(0, T ;D(A3/2)′), (4.57)
ϕ′n ⇀ ϕt, weakly in L
2(0, T ;V ′). (4.58)
With (4.56) and strong convergence for the sequence of ϕn at disposal we can now establish
strong convergence for the sequence of un by using a classical argument (cf. [1], [51, Section
2.1]), which we report for the reader’s convenience. Indeed, we have∫ T
0
∫
Ω
ρ˜(ϕn)u
2
n =
∫ T
0
∫
Ω
P˜n
(
ρ˜(ϕn)un
) · un → ∫ T
0
∫
Ω
ρ˜(ϕ)u2, (4.59)
which means that theL2(Q)3-norm of
√
ρ˜(ϕn)un converges to theL2(Q)3-norm of
√
ρ˜(ϕ)u.
Since, thanks to strong convergence for the sequence of ϕn, we have also
√
ρ˜(ϕn)un ⇀√
ρ˜(ϕn)u, weakly in L2(Q)3, then
√
ρ˜(ϕn)un →
√
ρ˜(ϕn)u, strongly in L2(Q)3. Finally,
notice that due to (4.54) we have ρ˜(ϕn)−1/2 → ρ˜(ϕ)−1/2, strongly inLq(Q) (for all q ∈ [2,∞))
and therefore we get un → u strongly in L2−γ(Q)3 (γ > 0), which implies that, up to a
subsequence we have un → u pointwise a.e. in Q. Since the sequence of un is bounded in
L6(Q)3, then
un → u, strongly in L6−γ(Q)3. (4.60)
Furthermore, from (4.53) and the second (4.49) we obtain
∇ϕn → ∇ϕ, strongly in L10/3−γ(Q)3. (4.61)
Now, the strong convergences (4.60), (4.61), (4.54), together with the weak convergences
(4.34)–(4.38), (4.57), (4.58) and with the strong convergences ρ˜′′(ϕn)→ ρ˜′′(ϕ) and ρ˜′(ϕn)→
ρ˜′(ϕ) inLq(Q), for all q <∞ allow to pass to the limit in the approximate problem (4.15)–(4.19)
and to recover the weak formulation (4.12), (4.13). In particular, observe that we have
un · ∇ϕn → u · ∇ϕ, strongly in L2(Q),
(also strongly in L15/7−γ(Q), for all γ > 0, due to (4.60), (4.61)) and therefore
Pn(un · ∇ϕn)→ u · ∇ϕ, strongly in L2(Q).
Hence, when we pass to the limit the contribution of the seventh term on the left hand side of
(4.15) converges to zero. Moreover, we have
div(m(ϕn)∇µn) ⇀ div(m(ϕ)∇µ), weakly in L2(0, T ;V ′),
and therefore also
Pn
(
div(m(ϕn)∇µn)
)
⇀ div(m(ϕ)∇µ), weakly in L2(0, T ;V ′).
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In addition, for all w ∈ D(A3/2) it is easy to see that we have
ρ˜′(ϕn)unw → ρ˜′(ϕ)uw, strongly in L2(0, T ;V )
(also strongly in L15/7−γ(0, T ;W 1,15/7−γ(Ω)), due to (4.60), (4.61)), and therefore also the
contribution of the last term on the left hand side of (4.15) converges to zero when passing to
the limit.
We now claim that u ∈ Cw([0, T ];Gdiv). To prove this claim, first observe that from (4.24) and
(4.50) we deduce the boundedness of
P˜n
(
ρ˜(ϕn)un
)
in L∞(0, T ;Gdiv) and
P˜n
(
ρ˜(ϕn)un
)
in W 1,30/29(0, T ;D(A)′) ↪→ C([0, T ];D(A)′).
Therefore, thanks to Lemma 2 and on account of (4.56) we infer that
z := ρ˜(ϕ)u ∈ Cw([0, T ];L2(Ω)3).
Moreover, since ϕ ∈ C([0, T ];H), then, by (1.11) we have ρ˜(ϕ) ∈ C([0, T ];H). Now, let
u be the representative, in the equivalence class of u, given by u = ρ˜(ϕ)−1z. Due to the
boundedness of ρ˜(ϕ) and noting in particular that we have also ρ˜(ϕ)−1 ∈ C([0, T ];H), it is
now easy to get the desired claim.
Let us now prove that the initial conditions (1.19) are satisfied. The argument to see that ϕ(0) =
ϕ0 holds, by integrating (4.16) in time between 0 and t and using the strong convergence ϕn →
ϕ in C([0, T ];H) (which follows from (4.27) and (4.52)) is quite standard and we omit the
details. We just give some details on the argument to prove that u(0) = u0. Let us then take
w ∈ D(A3/2) and set wN := ∑Nk=1 αkwk, for N ≤ n, where αk = (w,wk). We multiply
(4.15) by αk, sum on k from 1 to N ≤ n, and then integrate the resulting identity between 0
and t to get(
ρ˜(ϕn(t))un(t),w
N
)
−
(
ρ˜(ϕ0n)u0n,w
N
)
−
∫ t
0
(
ρ˜(ϕn)un ⊗ un, DwN
)
dτ
+ 2
∫ t
0
(
ν(ϕn)Dun, Dw
N
)
dτ + δ
∫ t
0
(A3/2un, A
3/2wN)dτ
−
∫ t
0
∫
Ω
un · (J˜n · ∇)wN + 1
2
∫ t
0
(
ρ˜′′(ϕn)m(ϕn)(∇ϕn · ∇µn)un,wN
)
dτ
+
1
2
∫ t
0
(
ρ˜′(ϕn)
(
Pn(un · ∇ϕn)− un · ∇ϕn
)
un,w
N
)
dτ
+
1
2
∫ t
0
(
ρ˜′(ϕn)
(
div(m(ϕn)∇µn)− Pn(div(m(ϕn)∇µn))
)
un,w
N
)
dτ
= −
∫ t
0
(ϕn∇µn,wN)dτ +
∫ t
0
〈hn,wN〉dτ (4.62)
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Let us now multiply (4.62) by χ ∈ C∞0 (0, T ) and integrate again in time between 0 and T .
We then pass to the limit in the resulting identity first as n → ∞, by using (4.56) and the
weak/strong convergences obtained above, and then as N → ∞. We then perform a similar
computation on the weak formulation (4.12) (with the same test function w) by first integrating
it in time between 0 and t, by multiplying then the resulting identity by χ and integrating again in
time between 0 and T . Comparing the two identities obtained in this way we are led to(
ρ˜(ϕ0)u0,w
)∫ T
0
χ(t)dt =
(
ρ˜(ϕ(0))u(0),w
)∫ T
0
χ(t)dt,
which yields ρ˜(ϕ(0))u(0) = ρ˜(ϕ0)u0 and therefore u(0) = u0, since ϕ(0) = ϕ0.
We now want to show the energy inequality (4.14). To this aim we integrate (4.23) in time
between 0 and t and get∫
Ω
1
2
ρ˜(ϕn(t))u
2
n(t) + E(ϕn(t)) +
δ
2
‖∇ϕn(t)‖2 +
∫ t
0
(
2‖
√
ν(ϕn)Dun‖2 + δ‖A3/2un‖2
+ ‖
√
m(ϕn)∇µn‖2
)
dτ =
∫
Ω
1
2
ρ˜(ϕ0n)u
2
0n + E(ϕ0n) +
δ
2
‖∇ϕ0n‖2 +
∫ t
0
〈hn,un〉Vdivdτ,
(4.63)
for all t ∈ [0, T ]. Then, we pass to the limit in (4.63) taking the weak/strong convergences
above into account and using the weak lower semicontinuity of norms. In particular, as far as
the term containing the variable viscosity is concerned, we observe that Dun ⇀ Du weakly
in L18/5(Q)3×3, while
√
ν(ϕn) ⇀
√
ν(ϕ) strongly in Lq(Q) for all 2 ≤ q < ∞. Hence√
ν(ϕn)Dun ⇀
√
ν(ϕ)Du weakly in L18/5−γ(Q)3×3 (γ > 0) and therefore also weakly in
L2(Q)3×3. By also employing Lemma 1 to pass to the liminf in the term containing the variable
mobility we deduce∫ t
0
2‖
√
ν(ϕ)Du‖2dτ ≤ lim inf
n→∞
∫ t
0
2‖
√
ν(ϕn)Dun‖2dτ,∫ t
0
‖
√
m(ϕ)∇µ‖2dτ ≤ lim inf
n→∞
∫ t
0
‖
√
m(ϕn)∇µn‖2dτ.
Concerning the first term on the left hand side of (4.63), in view of (4.60) and (4.54) which imply
that
ρ˜(ϕn)u
2
n → ρ˜(ϕ)u2, strongly in L3−γ(Q), (4.64)
we have that this term converges for almost all t ∈ (0, T ) to the first term on the left hand side
of (4.14). The fact that the term in the L2−norm of ∇ϕn converges, for almost all t ∈ (0, T ),
to the third term on the left hand side of (4.14) is a consequence of (4.61). The passage to the
limit in the other terms in (4.63) is straightforward and this concludes the proof of (4.14), which
holds for almost all t ∈ (0, T ).
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Finally, we deduce an auxiliary energy inequality which shall turn out to be useful to deduce the
energy inequality (3.8). Let us multiply (4.23) by ω ∈ W 1,1(0, T ), with ω(T ) = 0 and ω ≥ 0.
We obtain(∫
Ω
1
2
ρ˜(ϕ0n)u
2
0n + E(ϕ0n) +
δ
2
‖∇ϕ0n‖2
)
ω(0)
+
∫ T
0
(∫
Ω
1
2
ρ˜(ϕn)u
2
n + E(ϕn) +
δ
2
‖∇ϕn‖2
)
ω′(τ)dτ
=
∫ T
0
(
2‖
√
ν(ϕn)Dun‖2 + δ‖A3/2un‖2 + ‖
√
m(ϕn)∇µn‖2
)
ω(τ)dτ
−
∫ T
0
〈hn,un〉Vdivω(τ)dτ. (4.65)
In order to pass to the limit in the term containing the functional E(ϕn) on the left hand side of
(4.65) we need to prove that∫ T
0
ω′(τ)dτ
∫
Ω
F (ϕn)→
∫ T
0
ω′(τ)dτ
∫
Ω
F (ϕ). (4.66)
To this aim observe that, thanks to the following compact and continuous embeddings
L2(0, T ;H2(Ω)) ∩H1(0, T ;V ′) ↪→↪→ L2(0, T ;Hs(Ω)) ↪→ L2(0, T ;C(Ω)),
which hold for 3/2 < s < 2, and owing to the bounds (4.32) and (4.52) we have
ϕn(τ)→ ϕ(τ), in C(Ω),
for almost all τ ∈ (0, T ). On the other hand, due to the energy identity (4.63) the sequence of
integrals
∫
Ω
F (ϕn(τ)) is uniformly bounded with respect to n ∈ N and for a.a. τ ∈ (0, T ) (cf.
(4.29)). Hence, (4.66) follows immediately by applying Lebesgue’s theorem.
Passing to the limit in (4.65) and employing weak/strong convergences for un, ϕn, µn (recall,
in particular, (4.61) and (4.64)), and weak lower semicontinuity of norms in the same fashion as
done for the proof of (4.14) we get(∫
Ω
1
2
ρ˜(ϕ0)u
2
0 + E(ϕ0) +
δ
2
‖∇ϕ0‖2
)
ω(0)
+
∫ T
0
(∫
Ω
1
2
ρ˜(ϕ)u2 + E(ϕ) +
δ
2
‖∇ϕ‖2
)
ω′(τ)dτ
≥
∫ T
0
(
2‖
√
ν(ϕ)Du‖2 + δ‖A3/2u‖2 + ‖
√
m(ϕ)∇µ‖2
)
ω(τ)dτ
−
∫ T
0
〈h,u〉Vdivω(τ)dτ, (4.67)
for all ω ∈ W 1,1(0, T ), with ω(T ) = 0 and ω ≥ 0.
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4.2 Step II. Limit as → 0.
Next, we consider problem (4.1)–(4.7) where now the potential F is singular and δ > 0 is still
fixed (in this subsection we shall denote the initial datum for ϕ simply by ϕ0, instead of ϕ0δ).
We aim to prove that this problem admits a weak solution by approximating it with a sequence
of problems P,δ of the form (1.13)–(1.19) with regular potentials F. More precisely, we prove
the following
Lemma 5. Let assumptions (A1)–(A9) be satisfied for some fixed integer p ≥ 3. Letu0 ∈ Gdiv,
ϕ0 ∈ V ∩ L∞(Ω) such that F (ϕ0) ∈ L1(Ω) and |ϕ0| < 1. Then, for every T > 0 Problem
(4.1)–(4.7) admits a weak solution [u, ϕ] on [0, T ] corresponding to [u0, ϕ0] such that
u ∈ Cw([0, T ];Gdiv) ∩ L2(0, T ;D(A3/2)), (4.68)
ϕ ∈ L∞(0, T ;V ∩ Lp(Ω)) ∩ L2(0, T ;H2(Ω)), (4.69)
µ ∈ L2(0, T ;V ), (4.70)
satisfying the bound
|ϕ(x, t)| < 1, for a.e. (x, t) ∈ Q, (4.71)
and satisfying the energy inequality (4.14) (with ρ in place of ρ˜) for almost all t ∈ (0, T ).
Proof. We consider Problem P,δ consisting of (1.13)–(1.19) where the regular potential F is
taken equal to F given by (see [27] and [29])
F = F1 + F2,
where F1 and F2 are defined by
F
(p)
1 (s) =

F
(p)
1 (1− ), s ≥ 1− 
F
(p)
1 (s), |s| ≤ 1− 
F
(p)
1 (−1 + ), s ≤ −1 + ,
F
′′
2(s) =

F
′′
2 (1− ), s ≥ 1− 
F
′′
2 (s), |s| ≤ 1− 
F
′′
2 (−1 + ), s ≤ −1 + ,
and F1(0) = F1(0), F ′1(0) = F
′
1(0),. . . , F
(p−1)
1 (0) = F
(p−1)
1 (0), and F2(0) = F2(0),
F ′2(0) = F
′
2(0). Recalling [27, Lemma1, Lemma 2] and [29, Proof of Theorem 2], there exist
two constants Cp and Dp, depending on p but independent of , and there exists 0 > 0 such
that
F(s) ≥ Cp|s|p −Dp, ∀s ∈ R, ∀ ∈ (0, 0], (4.72)
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and
F ′′ (s) + a(x) ≥ c0, ∀s ∈ R, a.e. x ∈ Ω, ∀ ∈ (0, 0]. (4.73)
Now, thanks to Lemma 4 we know that Problem P,δ admits a weak solution [u, ϕ] with the
regularity properties (4.8)–(4.10) satisfying the energy inequality (4.14)∫
Ω
1
2
ρ˜(ϕ)u
2
 + E(ϕ) +
δ
2
‖∇ϕ‖2 + 2
∫ t
0
‖
√
ν(ϕ)Du‖2dτ + δ
∫ t
0
‖A3/2u‖2dτ
+
∫ t
0
∥∥√m(ϕ)∇µ∥∥2dτ ≤ ∫
Ω
1
2
ρ˜(ϕ0)u
2
0 + E(ϕ0) +
δ
2
‖∇ϕ0‖2 +
∫ t
0
〈h,u〉Vdivdτ,
(4.74)
for almost all t ∈ (0, T ), where
E(ϕ) :=
1
2
‖√aϕ‖2 − 1
2
(ϕ, J ∗ ϕ) +
∫
Ω
F(ϕ)
=
1
4
∫
Ω
∫
Ω
J(x− y)(ϕ(x)− ϕ(y))2dxdy + ∫
Ω
F(ϕ).
Notice that in the weak formulation of (1.13) we don’t have additional auxiliary terms, like the
last two terms on the left hand side of (4.15).
Since δ > 0 is fixed, starting from (4.74), splitting the last term on the right hand side by taking
(A9) into account, and arguing as in the Faedo-Galerkin scheme of the proof of Lemma 4 by
employing assumptions (A1)–(A3), (1.11), (4.72), (4.73) and (A6) which implies that there exists
0 > 0 such that
F1(s) ≤ F1(s), ∀s ∈ (−1, 1), ∀ ∈ (0, 0], (4.75)
we still deduce estimates (4.24)–(4.28) and (4.31), (4.32), (4.52) for u, ϕ, and µ, namely
‖u‖L∞(0,T ;Gdiv)∩L2(0,T ;Vdiv) ≤ C, (4.76)
δ1/2‖u‖L2(0,T ;D(A3/2)) ≤ C, (4.77)
‖ϕ‖L∞(0,T ;Lp(Ω))∩L2(0,T ;V ) ≤ C, (4.78)
δ1/2‖ϕ‖L∞(0,T ;V )∩L2(0,T ;H2(Ω)) ≤ C, (4.79)
‖∇µ‖L2(0,T ;H) ≤ C, (4.80)
‖ϕ′‖L2(0,T ;V ′) ≤ C, (4.81)
which are now uniform in . Here, all constants C have the same kind of dependencies on the
data u0, ϕ0, h and on the parameters of the problem as in Step I. Moreover, the estimate for
the time derivatives (ρ˜(ϕ)u
)
t
which corresponds to (4.50) and obtained by comparison in the
weak formulation of (1.13) (cf. (4.40)–(4.47)) now becomes∥∥(ρ˜(ϕ)u)t∥∥L30/29(0,T ;D(A3/2)′) ≤ Cδ. (4.82)
26
We also need an estimate for the sequence of µ and in particular we need to control the
sequence of averages µ. To this aim we notice that equation (1.15) can be written in the form
ϕ′ + u · ∇ϕ = −Bϕµ. (4.83)
Test (4.83) byNϕ
(
F ′(ϕ)− F ′(ϕ)
)
. On account of (2.1) and (2.2) we obtain〈
F ′(ϕ)− F ′(ϕ),Nϕϕ′
〉
V
+
〈
F ′(ϕ)− F ′(ϕ),Nϕ(u · ∇ϕ)
〉
V
= −〈F ′(ϕ)− F ′(ϕ), µ〉V , (4.84)
and since the elements in all dualities of this identity belong to H (the fact that F ′(ϕ) ∈ H
follows from comparison in the expression for µ = aϕ − J ∗ ϕ + F ′(ϕ)− δ∆ϕ), then in
(4.84) we can replace all dualities in V with scalar products in H . Now we have(
F ′(ϕ)− F ′(ϕ), µ
)
=
(
F ′(ϕ)− F ′(ϕ), aϕ − J ∗ ϕ + F ′(ϕ)− F ′(ϕ)− δ∆ϕ
)
≥ 1
2
‖F ′(ϕ)− F ′(ϕ)‖2 −
1
2
‖aϕ − J ∗ ϕ‖2 + δ
∫
Ω
F ′′ (ϕ)|∇ϕ|2
≥ 1
2
‖F ′(ϕ)− F ′(ϕ)‖2 − CJ‖ϕ‖2 + c0δ‖∇ϕ‖2 − a∞δ‖∇ϕ‖2. (4.85)
Therefore, by combining (4.84) with (4.85) we deduce
‖F ′(ϕ)− F ′(ϕ)‖ ≤ c(‖Nϕϕ′‖+ ‖Nϕ(u · ∇ϕ)‖+
√
δ‖ϕ‖V )
≤ c(‖ϕ′‖V ′ + ‖u · ∇ϕ‖V ′ +
√
δ‖ϕ‖V ), (4.86)
where (2.3) has been taken into account as well. Notice also that we have
|(u · ∇ϕ, ψ)| = |(uϕ,∇ψ)| ≤ c‖∇u‖‖ϕ‖Lp(Ω)‖ψ‖V ,
for all ψ ∈ V , which yields, on account of (4.76) and (4.78)
‖u · ∇ϕ‖L2(0,T ;V ′) ≤ C. (4.87)
Hence, due to (4.81), (4.87) and (4.78) from (4.86) we obtain the uniform in δ and  bound
‖F ′(ϕ)− F ′(ϕ)‖L2(0,T ;H) ≤ C. (4.88)
With (4.88) available, by employing the condition |ϕ0| < 1 and the bound
|F ′1(s)| ≤ |F ′1(s)|, ∀s ∈ (−1, 1), ∀ ∈ (0, 0], (4.89)
for some 0 > 0, which is ensured by (A5), (A6) and (A8) (see [27, Proof of Theorem 1] for
details), we can now apply an argument devised by Kenmochi et al. [45] (see also [18] and [27,
Proof of Theorem 1]) and deduce the following control
‖F ′(ϕ)‖L2(0,T ;L1(Ω)) ≤ C(ϕ0). (4.90)
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Since ∫
Ω
µ =
∫
Ω
(aϕ − J ∗ ϕ + F ′(ϕ)− δ∆ϕ) =
∫
Ω
F ′(ϕ),
then we have ‖µ‖L2(0,T ) ≤ C and therefore, by Poincaré-Wirtinger inequality we get
‖µ‖L2(0,T ;V ) ≤ C. (4.91)
Like in the Faedo-Galerkin scheme (δ > 0 here is still fixed), from estimates (4.76)–(4.80) and
(4.91) we deduce that there exist u, ϕ and µ such that, up to a subsequence, we have
u ⇀ u, weakly∗ in L∞(0, T ;Gdiv), (4.92)
u ⇀ u, weakly in L
2(0, T ;D(A3/2)), (4.93)
ϕ ⇀ ϕ, weakly∗ in L∞(0, T ;V ∩ Lp(Ω)), (4.94)
ϕ ⇀ ϕ, weakly in L
2(0, T ;H2(Ω)), (4.95)
µ ⇀ µ, weakly in L
2(0, T ;V ). (4.96)
Furthermore, by using the bound (4.50) and the bound (cf. (4.51))
‖ρ˜(ϕ)u‖L15/7(0,T ;W 1,15/7(Ω)3) ≤ Cδ, (4.97)
as well as the bound (4.81) and arguing as in the Faedo-Galerkin scheme of Step I we can
again deduce the strong convergences
ϕ → ϕ, strongly in L2(0, T ;H2−γ(Ω)), γ > 0, (4.98)
u → u, strongly in L6−γ(Q)3, (4.99)
∇ϕ → ∇ϕ, strongly in L10/3−γ(Q)3, (4.100)
as well as
ρ˜′′(ϕ)→ ρ˜′′(ϕ), m(ϕ)→ m(ϕ), strongly in Lq(Q), ∀q ∈ [2,∞). (4.101)
Notice that now, in order to deduce strong convergence foru (and therefore (4.99) and (4.100))
we do not need to employ the trick used in Step I (see (4.59)). In particular, (4.82), (4.97) and
Aubin-Lions lemma entail strong convergence for ρ˜(ϕ)u inL15/7(Q)3 (notice thatW 1,15/7(Ω)3
↪→↪→ L15/7(Ω)3 and that L15/7(Ω)3 ↪→ D(A3/2)′, since D(A3/2) ↪→ L15/8(Ω)3).
In order to pass to the limit in the variational formulation of Problem P,δ and hence to prove
that [u, ϕ] is a weak solution to Problem (4.1)–(4.7) we need to show that the limit ϕ satisfies
the condition |ϕ| < 1 a.e. in Q = Ω × (0, T ). This can be done exactly as in [27, Proof of
Theorem 1] by adapting an argument devised in [20] (see also [23]). We recall that this argument
is based only on the use of: (i) estimate ‖F ′(ϕ)‖L1(Q) ≤ C(ϕ0) (cf. (4.90)), (ii) the pointwise
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convergence ϕ → ϕ a.e. in Q (cf. (4.98)) and (iii) the fact that F ′(s)→ ±∞, as s→ ±1 (cf.
(A8)). Hence (4.71) follows.
From this bound, from the pointwise convergence ofϕ toϕ inQ and from the fact thatF ′ → F ′
uniformly on every compact interval included in (−1, 1) we infer that
F ′(ϕ)→ F ′(ϕ) a.e. in Q. (4.102)
We are now ready to pass to the limit in the variational formulation (4.12), (4.13) of Problem
P,δ (with δ > 0 fixed) as  → 0, in order to recover the variational formulation of Problem
(4.1)–(4.7) (still with test functions w ∈ D(A3/2) and ψ ∈ V for (4.1) and (4.3), respectively).
This passage to the limit can be carried out in the same fashion as done in the proof of Lemma
4 (except for the last two terms on the left hand side of (4.15) which are not present in the weak
formulation of Problem P,δ), by employing convergences (4.92)–(4.96), (4.98)–(4.101), (4.102).
Moreover, in this case, as far as the artificial term in the momentum balance equation is con-
cerned, we observe that its contribution vanishes in the limit. Indeed, (4.99), (4.100), (4.101),
and (4.96) entail ∫ T
0
(1
2
ρ˜′′(ϕ)m(ϕ)(∇ϕ · ∇µ)u,w
)
χ(t)dt
→
∫ T
0
(1
2
ρ˜′′(ϕ)m(ϕ)(∇ϕ · ∇µ)u,w
)
χ(t)dt = 0,
as  → 0, for all test functions w ∈ D(A3/2) and χ ∈ C∞0 (0, T ), where the last identity is
due to (4.71) and to the fact that ρ˜′′(s) = 0 for all s ∈ [−1, 1]. Hence, the weak formulation of
(4.1)–(4.7) is recovered in the limit with the function ρ in place of ρ˜, since we have proven that
|ϕ| < 1 and on account of ρ˜(s) = ρ(s) for all s ∈ (−1, 1).
The arguments to show that u ∈ Cw([0, T ];Gdiv), that the limit [u, ϕ] attains the initial value
[u0, ϕ0] and that the energy inequality (4.14) is satisfied for almost all t ∈ (0, T ) are similar to
the ones of Step I and we omit the details (for the energy inequality here we use, in particular,
the pointwise convergence F(ϕ)→ F (ϕ) a.e. in Q and Fatou’s lemma).
Finally, we can derive the auxiliary energy inequality (4.67) satisfied by the limit [u, ϕ] (with ρ in
place of ρ˜) for all ω ∈ W 1,1(0, T ) with ω(T ) = 0 and ω ≥ 0. Indeed, from Step I we can write
it first for every −approximate solution [u, ϕ](∫
Ω
1
2
ρ˜(ϕ0)u
2
0 + E(ϕ0) +
δ
2
‖∇ϕ0‖2
)
ω(0)
+
∫ T
0
(∫
Ω
1
2
ρ˜(ϕ)u
2
 + E(ϕ) +
δ
2
‖∇ϕ‖2
)
ω′(τ)dτ
≥
∫ T
0
(
2‖
√
ν(ϕ)Du‖2 + δ‖A3/2u‖2 + ‖
√
m(ϕ)∇µ‖2
)
ω(τ)dτ
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−
∫ T
0
〈h,u〉Vdivω(τ)dτ. (4.103)
As is Step I, in order to pass to the limit in the term containing the functional E(ϕ) we need to
show that ∫ T
0
ω′(τ)dτ
∫
Ω
F(ϕ)→
∫ T
0
ω′(τ)dτ
∫
Ω
F (ϕ). (4.104)
This convergence can now be established in the following way. First, introduce the function G
defined by
G(s) = F(s) +
a∞
2
s2, (4.105)
with a∞ = ‖a‖L∞(Ω) and, observe that owing to (4.73), G is convex on R. Hence, we have∫
Ω
G(ϕ) ≤
∫
Ω
G(ϕ) +
∫
Ω
G′(ϕ)(ϕ − ϕ), (4.106)∫
Ω
G(ϕ) ≤
∫
Ω
G(ϕ) +
∫
Ω
G′(ϕ)(ϕ− ϕ) (4.107)
Introduce the sets Iω+ := {t ∈ (0, T ) : ω′(t) ≥ 0} and Iω− := {t ∈ (0, T ) : ω′(t) < 0}.
Then, multiply (4.106) by ω′χIω+ and (4.107) by ω
′χIω− , where χIω± are the characteristic func-
tions of the sets Iω±. Integrating in time between 0 and T and summing the resulting inequalities
we obtain∫ T
0
ω′(τ)dτ
∫
Ω
G(ϕ) ≤
∫ T
0
ω′(τ)dτ
∫
Ω
G(ϕ) +
∫
Iω+
ω′(τ)dτ
∫
Ω
G′(ϕ)(ϕ − ϕ)
+
∫
Iω−
ω′(τ)dτ
∫
Ω
G′(ϕ)(ϕ − ϕ) ≤
∫ T
0
ω′(τ)dτ
∫
Ω
G(ϕ)
+ Cω
(‖G′(ϕ)‖L2(0,T ;H) + ‖G′(ϕ)‖L2(0,T ;H))‖ϕ − ϕ‖L2(0,T ;H), (4.108)
where, in the last inequality we have exploited the bound (4.89), which in particular implies that
|G′(s)| ≤ |G′(s)| for all s ∈ (−1, 1) and for every  ∈ (0, 0]. Therefore, on account of the
estimate ‖F ′(ϕ)‖L2(0,T ;H) ≤ C , which follows from (4.88) and from the bound ‖µ‖L2(0,T ) ≤
C , and which implies that ‖G′(ϕ)‖L2(0,T ;H) ≤ C and thanks to the strong convergence
ϕ → ϕ in L2(Q), we have that the second term on the right hand side of (4.108) converges
to zero as → 0 and therefore we deduce
lim sup
→0
∫ T
0
ω′(τ)dτ
∫
Ω
G(ϕ) ≤ lim
→0
∫ T
0
ω′(τ)dτ
∫
Ω
G(ϕ) =
∫ T
0
ω′(τ)dτ
∫
Ω
G(ϕ),
(4.109)
where the last equality follows from Lebesgue’s theorem (use (4.75) and the fact that |ϕ| < 1
a.e. in Q and that F(s) → F (s) pointwise for all s ∈ (−1, 1)). On the other hand, thanks to
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Fatou’s lemma and to the pointwise convergence F(ϕ)→ F (ϕ), a.e. in Q we also have∫ T
0
ω′(τ)dτ
∫
Ω
G(ϕ) ≤ lim inf
→0
∫ T
0
ω′(τ)dτ
∫
Ω
G(ϕ). (4.110)
From (4.109) and (4.110), on account of the definition (4.105) of G, we get (4.104).
We can now pass to the limit in (4.103) in the same way as done in Step I, taking into account the
strong/weak convergences foru, ϕ and µ . In particular, the strong convergence ρ˜(ϕ)u2 →
ρ(ϕ)u2 in L3−γ(Q) still holds, and we take into account (4.100) as well. Therefore, we have
proven that (4.67) (with ρ in place of ρ˜) is satisfied and the proof of Lemma 5 is concluded.
4.3 Step III. Limit as δ → 0 and end of the proof.
We now want to pass to the limit in problem (4.1)–(4.7) in order to prove that the original problem,
i.e.
(ρu)t + div(ρu⊗ u)− 2div
(
ν(ϕ)Du
)
+∇pi + div(u⊗ J˜) = µ∇ϕ+ h, (4.111)
div(u) = 0, (4.112)
ϕt + u · ∇ϕ = div(m(ϕ)∇µ), (4.113)
µ = aϕ− J ∗ ϕ+ F ′(ϕ), (4.114)
J˜ := −βm(ϕ)∇µ, (4.115)
u = 0,
∂µ
∂n
= 0, on ∂Ω, (4.116)
u(0) = u0, ϕ(0) = ϕ0, (4.117)
admits a weak solution. To this aim, we approximate problem (4.111)–(4.117) by a sequence of
problems Pδ given by (4.1)–(4.7) with initial data u0 and ϕ0δ, where ϕ0δ are chosen according
with the following
Lemma 6. Given ϕ0 ∈ L∞(Ω) with F (ϕ0) ∈ L1(Ω) and |ϕ0| < 1, there exists a sequence
{ϕ0δ} ⊂ D(B) with F (ϕ0δ) ∈ L1(Ω) and |ϕ0δ| < 1 such that
δ‖∇ϕ0δ‖2 → 0 and ϕ0δ → ϕ0 in H, as δ → 0. (4.118)
Proof. Take ϕ0δ ∈ D(B) given by
ϕ0δ := (I +
√
δB)−1 ϕ0.
Then we have ϕ0δ +
√
δBϕ0δ = ϕ0 and so ϕ0δ +
√
δϕ0δ = ϕ0, whence
|ϕ0δ| =
|ϕ0|
1 +
√
δ
< |ϕ0| < 1. (4.119)
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Moreover, by introducing the convex function G defined as in (4.105)
G(s) = F (s) +
a∞
2
s2,
and by multiplying the relation ϕ0δ − ϕ0 = −
√
δBϕ0δ by G′(ϕ0δ) in L2(Ω) we obtain∫
Ω
G′(ϕ0δ)(ϕ0δ − ϕ0) = −
√
δ
∫
Ω
G′′(ϕ0δ)|∇ϕ0δ|2 −
√
δ
∫
Ω
G′(ϕ0δ)ϕ0δ ≤ 0,
owing to the fact that G′ is monotone nondecreasing and that it is not restrictive to assume that
F ′(0) = 0 (and hence G′(0) = 0). Therefore, the convexity of G yields∫
Ω
G(ϕ0δ) ≤
∫
Ω
G(ϕ0) +
∫
Ω
G′(ϕ0δ)(ϕ0δ − ϕ0) ≤
∫
Ω
G(ϕ0), (4.120)
and, since F (ϕ0) ∈ L1(Ω), from this last inequality we deduce that F (ϕ0δ) ∈ L1(Ω) and
hence that ϕ0δ ∈ L∞(Ω) with |ϕ0δ| ≤ 1 a.e. in Ω. In order to deduce the first of (4.118), notice
that we have
‖ϕ0δ‖2 +
√
δ‖ϕ0δ‖2V = (ϕ0, ϕ0δ) ≤
1
2
‖ϕ0‖2 + 1
2
‖ϕ0δ‖2,
whence
δ‖∇ϕ0δ‖2 ≤
√
δ
2
‖ϕ0‖2 → 0, as δ → 0.
Finally, the convergence in the second of (4.118) follows immediately from the theory of maximal
monotone operators.
Now, choosing the initial data ϕ0δ as given by Lemma 6, thanks to Lemma 5 we know that
for every δ > 0 Problem Pδ admits a weak solution [uδ, ϕδ] having the regularity properties
(4.68)–(4.71) and satisfying the energy inequality∫
Ω
1
2
ρ(ϕδ)u
2
δ + E(ϕδ) +
δ
2
‖∇ϕδ‖2 + 2
∫ t
0
‖
√
ν(ϕδ)Duδ‖2dτ + δ
∫ t
0
‖A3/2uδ‖2dτ
+
∫ t
0
∥∥√m(ϕδ)∇µδ∥∥2dτ ≤ ∫
Ω
1
2
ρ(ϕ0δ)u
2
0 + E(ϕ0δ) +
δ
2
‖∇ϕ0δ‖2 +
∫ t
0
〈h,uδ〉Vdivdτ,
(4.121)
for almost all t ∈ (0, T ). Since δ is no longer fixed here, the uniform with respect to δ estimates
that we shall be able to deduce for the sequence of [uδ, ϕδ] will be weaker than the estimates
obtained in Step I and Step II. Nevertheless, these estimates will turn out to be enough to pass
to the limit in Pδ. More precisely, noting that the right hand side of (4.121) is bounded due to
Lemma 6 (see the first of (4.118) and (4.120)), the only uniform in δ estimates that we can write
from (4.121) are now
‖uδ‖L∞(0,T ;Gdiv)∩L2(0,T ;Vdiv) ≤ C, (4.122)
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‖ϕδ‖L∞(0,T ;Lp(Ω))∩L2(0,T ;V ) ≤ C, (4.123)
‖∇µδ‖L2(0,T ;H) ≤ C, (4.124)
‖F (ϕδ)‖L∞(0,T ;L1(Ω)) ≤ C. (4.125)
Here, we have used (A1)–(A3), the bound |ϕδ| < 1 which yields ρ(ϕδ) > ρ˜∗ := min(ρ˜1, ρ˜2) >
0, and the fact that, as a consequence of (4.72) (taking → 0) we have
F (s) ≥ Cp|s|p −Dp, ∀s ∈ (−1, 1),
with p ≥ 3 fixed arbitrary.
We now need to control the sequence of averages {µδ}. To this aim we first consider equation
(4.3) written in the form
ϕ′δ + uδ · ∇ϕδ = −Bϕδµδ
and test it by Nϕδ
(
F ′(ϕδ) − F ′(ϕδ)
)
(recall that F ′(ϕδ) ∈ L2(0, T ;V )). Arguing as above
we still get
‖F ′(ϕδ)− F ′(ϕδ)‖ ≤ C(‖Nϕδϕ′δ‖+ ‖Nϕδ(uδ · ∇ϕδ)‖+
√
δ‖ϕδ‖V )
≤ C(‖ϕ′δ‖V ′ + ‖uδ · ∇ϕδ‖V ′ + 1),
where we have used the bound δ1/2‖ϕδ‖L∞(0,T ;V ) ≤ C , which comes from the energy in-
equality (4.121). Moreover, on account of the estimate
‖ϕ′δ‖L2(0,T ;V ′) ≤ C, (4.126)
which can be obtained by arguing exactly as in Step II by comparison in the weak formulation
of (4.3), we are still led to an estimate of the form∥∥F ′(ϕδ)− F ′(ϕδ)∥∥L2(0,T ;H) ≤ C. (4.127)
With this last estimate available we can now apply the argument devised by Kenmochi et al. [45]
to deduce a bound of F ′(ϕδ) in L2(0, T ;L1(Ω)). Let us recall some details of this argument.
For convenience, here we referee to, e.g., [27, Proof of Theorem 1]. Introduce first the function
H(s) := F (s) +
a∞
2
(s− s0)2, ∀s ∈ (−1, 1),
where s0 ∈ (−1, 1) is such that F ′(s0) = 0 (cf. (A8)). Hence, owing to (A7) H ′ is monotone
and H ′(s0) = 0. Then, using the fact that |ϕ0δ| < 1 and employing the argument of Kenmochi
et al., the following estimate can be established
ηδ‖H ′(ϕδ)‖L1(Ω) ≤
∫
Ω
(ϕδ − ϕ0δ)
(
H ′(ϕδ)−H ′(ϕδ)
)
+K(ϕ0δ), (4.128)
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where
ηδ := min{ϕ0δ−m1,m2−ϕ0δ}, K(ϕ0δ) = (ηδ+κδ)|Ω|
(
max
[m1,m2]
(|F ′1|+ |F ′2|)+a∞σ
)
,
with κδ := max{ϕ0δ−m1,m2−ϕ0δ}, σ := max{s0−m1,m2−s0}, andm1,m2 ∈ (−1, 1)
are two constants that are independent of δ and fixed such that m1 ≤ s0 ≤ m2 and m1 <
ϕ0δ < m2 for all δ > 0. Due to (4.119) we see thatm1,m2 can be fixed in this way. Indeed, it is
enough to fix −1 < m1 < min{−|ϕ0|, s0} and max{|ϕ0|, s0} < m2 < 1. Moreover we can
see also that the constants ηδ, κδ and henceK(ϕ0δ) are all uniformly bounded (from below and
above) with respect to δ. In particular, we have κδ < 1 and min{−|ϕ0| −m1,m2 − |ϕ0|} <
ηδ < 1, for all δ. Hence, the constants K(ϕ0δ) are bounded by a constant which depends only
on ϕ0 (and on F , J and Ω).
By combining (4.127) (which holds also with H in place of F ) with (4.128) we deduce the
desired bound ∥∥F ′(ϕδ)∥∥L2(0,T ;L1(Ω)) ≤ L(ϕ0, E(u0, ϕ0), ‖h‖L2(0,T ;V ′div)),
and this provides the control ‖µδ‖L2(0,T ) ≤ L, as well as the control
‖µδ‖L2(0,T ;V ) ≤ C, (4.129)
with a constant C now depending also on ϕ0, which is derived by using (4.124) and Poincaré-
Wirtinger inequality.
Let us now deduce an estimate for the sequence of time derivatives (ρ(ϕδ)uδ)t. Recalling the
weak formulation of (4.1), for every w ∈ D(A3/2) we have〈
(ρ(ϕδ)uδ)t,w
〉
D(A3/2)
=
(
ρ(ϕδ)uδ ⊗ uδ, Dw
)− 2(ν(ϕδ)Duδ, Dw)
− δ(A3/2uδ, A3/2w) +
∫
Ω
uδ · (J˜ δ · ∇)w − (ϕδ∇µδ,w) + 〈h,w〉Vdiv , (4.130)
where
J˜ δ = −βm(ϕδ)∇µδ.
From (4.130), on account of (4.122), (4.124) and of the bound δ1/2‖uδ‖L2(0,T ;D(A3/2)) ≤ C
which comes from the energy inequality (4.121), it is easy to deduce
‖(ρ(ϕδ)uδ)t‖L2(0,T ;D(A3/2)′) ≤ C. (4.131)
The uniform in δ bounds (4.122), (4.123) and (4.129) imply the existence of u, ϕ and µ such
that up to a subsequence we have
uδ ⇀ u, weakly∗ in L∞(0, T ;Gdiv), (4.132)
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uδ ⇀ u, weakly in L
2(0, T ;Vdiv), (4.133)
ϕδ ⇀ ϕ, weakly∗ in L∞(0, T ;Lp(Ω)), (4.134)
ϕδ ⇀ ϕ, weakly in L
2(0, T ;V ), (4.135)
µδ ⇀ µ, weakly in L
2(0, T ;V ). (4.136)
Now, we have
∇(ρ(ϕδ)uδ) = ρ(ϕδ)∇uδ + ρ′(ϕδ)∇ϕδ · uδ,
and sinceuδ is bounded inL∞(0, T ;L2(Ω)3)∩L2(0, T ;L6(Ω)3) and hence also inL10/3(Q)3,
then we see that ρ′(ϕδ)∇ϕδ · uδ is bounded in L5/4(Q) which implies the bound
‖ρ(ϕδ)uδ‖L5/4(0,T ;W 1,5/4(Ω)3) ≤ C. (4.137)
By exploiting the compact embedding W 1,5/4(Ω)3 ↪→↪→ L15/7−γ(Ω)3 and the fact that we
have L15/7−γ(Ω)3 ↪→ D(A3/2)′, since D(A3/2) ↪→ L15/8+γ′(Ω)3 (here γ, γ′ > 0), by Aubin-
Lions lemma from (4.131) and (4.137) we infer that
ρ(ϕδ)uδ → ρ(ϕ)u, strongly in L5/4(0, T ;L15/7−γ(Ω)3), γ > 0. (4.138)
Now, observe that (4.126) and (4.123) imply that up to a subsequence we have
ϕδ → ϕ, strongly in L2(Q), and pointwise a.e. in Q, (4.139)
ρ(ϕδ)→ ρ(ϕ), strongly in Lq(Q), 2 ≤ ∀q <∞.
Hence, since uδ ⇀ u weakly in L10/3(Q)3, then we have ρ(ϕδ)uδ ⇀ ρ(ϕ)u weakly in
L10/3−γ(Q)3 (γ > 0) and by comparison with (4.138) we get ρ(ϕ)u = ρ(ϕ)u. Hence, from
(4.131) and (4.126) we have
(ρ(ϕδ)uδ)t ⇀ (ρ(ϕ)u)t, weakly in L
2(0, T ;D(A3/2)′),
ϕ′δ ⇀ ϕt, weakly in L
2(0, T ;V ′).
We are now ready to pass to the limit in the variational formulation of Problem Pδ and therefore
to prove that the original problem (4.111)–(4.117) admits a weak solution. To this goal, observe
that, due to the interpolation embedding
L∞(0, T ;Gdiv) ∩ L2(0, T ;Vdiv) ↪→ Lr(0, T ;L6r/(3r−4)(Ω)3), 2 ≤ r ≤ ∞,
we have the bound for the sequence of uδ in L5(0, T ;L30/11(Ω)3) and hence
uδ ⇀ u, weakly in L
5(0, T ;L30/11(Ω)3). (4.140)
The strong and weak convergences (4.138) and (4.140), respectively, are enough to pass to the
limit in the term div(ρ(ϕδ)uδ ⊗ uδ) (cf. (4.130); recall that the test function w ∈ D(A3/2) ↪→
H3(Ω)3 and hence Dw ∈ L∞(Ω)3×3).
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Furthermore, by employing the pointwise convergence uδ → u a.e. in Q, which follows from
the strong convergence (4.138) and from the pointwise convergence (4.139) for ϕδ, we deduce
the strong convergence
uδ → u, strongly in L2(0, T ;Gdiv) (4.141)
(actually the convergence of uδ to u is strong also in L10/3−γ(Q)3). On the other hand,
since m(ϕδ) → m(ϕ) strongly in Lq(Q) for all q < ∞, by using (4.136) and the bound
‖J˜ δ‖L2(Q)2 ≤ C , we obtain
J˜ δ ⇀ J˜ := −βm(ϕ)∇µ, weakly in L2(Q)3. (4.142)
The strong and weak convergences (4.141) and (4.142) are now enough to pass to the limit in
the (variational formulation of the) term div(uδ ⊗ J˜ δ).
As far as the term δA3uδ is concerned, we observe that from the energy inequality (4.121) we
have the bound δ1/2‖A3/2uδ‖L2(0,T ;L2(Ω)3) ≤ C and therefore the contribution of this term in
the variational formulation of Pδ vanishes as δ → 0. Indeed, recalling the standard argument
to pass to the limit in (4.130) by first multiplying it by a test function χ ∈ C∞0 (0, T ) and then
integrate the resulting identity in time between 0 and T , we have, for all w ∈ D(A3/2)
δ
∣∣∣ ∫ T
0
(A3/2uδ, A
3/2w)χ(t)dt
∣∣∣ ≤ √δC‖A3/2w‖ → 0, as δ → 0.
Regarding the term −δ∆ϕδ, we see that also the contribution of this term vanishes as δ → 0.
Indeed, from (4.121) we have the bound δ1/2‖ϕδ‖L∞(0,T ;V ) ≤ C , and therefore for every test
functions ζ ∈ V and χ ∈ C∞0 (0, T ) we have
δ
∣∣∣ ∫ T
0
(∇ϕδ,∇ζ)χ(t)dt
∣∣∣ ≤ δ1/2C‖∇ζ‖ → 0, as δ → 0. (4.143)
Now, from the variational formulation of (4.4) we have∫ T
0
(µδ, ζ)χ(t)dt =
∫ T
0
(aϕδ − J ∗ ϕδ + F ′(ϕδ), ζ)χ(t)dt+ δ
∫ T
0
(∇ϕδ,∇ζ)χ(t)dt,
(4.144)
for all ζ ∈ V and all χ ∈ C∞0 (0, T ). In order to pass to the limit in the term containing
F ′(ϕδ) of (4.144) we need to show that |ϕ| < 1 a.e. in Q (observe that up to now, from
the pointwise convergence (4.139) and the strict bound |ϕδ| < 1 for all δ we only know that
|ϕ| ≤ 1 a.e. in Q). To this purpose, we can employ exactly the same argument as in [27, Proof
of Theorem 1], using the pointwise convergence ϕδ → ϕ, the bound ‖F ′(ϕδ)‖L1(Q) ≤ C(ϕ0),
and assumption (A8).
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Therefore, since F ′ is continuous on (−1, 1), we have F ′(ϕδ) → F ′(ϕ) pointwise in Q. This
pointwise convergence, together with the bound ‖F ′(ϕδ)‖L2(0,T ;H) ≤ C (which follows from
(4.127) and from the bound of µδ in L
2(0, T )) yield, up to a subsequence
F ′(ϕδ) ⇀ F ′(ϕ), weakly in L2(0, T ;H). (4.145)
We can then pass to the limit as δ → 0 in (4.144), using (4.143) and the weak convergences
(4.145), (4.136) This shows that (4.114) is satisfied by the limit functions ϕ and µ.
The argument for passing to the limit in the other terms of Problem Pδ is straightforward and
therefore, by letting δ → 0 from the weak formulation of Problem Pδ we finally recover the
weak formulation of the original problem (4.111)–(4.117) with test functions w ∈ D(A3/2) and
ψ ∈ V for (4.111) and (4.113), respectively.
We can now observe that, by density, the weak formulation of (4.111) holds also for every test
function w ∈ D(A). Moreover, for all w ∈ D(A) we have∣∣∣ ∫
Ω
(u⊗ J˜) : Dw
∣∣∣ ≤ C‖u‖L3(Ω)‖J˜‖‖w‖D(A) ≤ C‖u‖1/2‖u‖1/2L6(Ω)3‖J˜‖‖w‖D(A),
≤ C‖u‖1/2‖∇u‖1/2‖J˜‖‖w‖D(A)
whence we obtain
div(u⊗ J˜) ∈ L4/3(0, T ;D(A)′).
Indeed, we have∣∣∣ ∫
Ω
(ρu⊗ u) : Dw
∣∣∣ ≤ C‖u‖2L4(Ω)3‖w‖Vdiv ≤ C‖u‖1/2‖u‖3/2L6(Ω)3‖w‖Vdiv
≤ C‖u‖1/2‖∇u‖3/2‖w‖Vdiv ,
for all w ∈ Vdiv, which entails
div(ρu⊗ u) ∈ L4/3(0, T ;V ′div).
It is also immediate to check that the terms −2div(ν(ϕ)Du) and µ∇ϕ in (4.111) are in
L2(0, T ;V ′div). Hence, (3.6) is satisfied for all w ∈ D(A) and we have
(ρu)t ∈ L4/3(0, T ;D(A)′).
Let us now prove the weak continuity u ∈ Cw([0, T ];Gdiv). To this purpose note that from
(4.122) and (4.131) we have the boundedness of
ρ(ϕδ)uδ in L
∞(0, T ;L2(Ω)3) and
ρ(ϕδ)uδ in H
1(0, T ;D(A3/2)′) ↪→ C([0, T ];D(A3/2)′).
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Therefore, Lemma 2 and (4.138) imply that ρ(ϕ)u ∈ Cw([0, T ];L2(Ω)3) and this leads to the
weak continuity of u inGdiv as in Step I, on account of the strong continuity ϕ ∈ C([0, T ];H).
The argument to prove that u and ϕ attain the initial values u0 and ϕ0, respectively, follows the
same lines as in Step I and we omit it.
Finally we prove the energy inequality (3.8). First, we know from Step II that [uδ, ϕδ] satisfies
(4.67), namely(∫
Ω
1
2
ρ(ϕ0δ)u
2
0 + E(ϕ0δ) +
δ
2
‖∇ϕ0δ‖2
)
ω(0)
+
∫ T
0
(∫
Ω
1
2
ρ(ϕδ)u
2
δ + E(ϕδ) +
δ
2
‖∇ϕδ‖2
)
ω′(τ)dτ
≥
∫ T
0
(
2‖
√
ν(ϕδ)Duδ‖2 + δ‖A3/2uδ‖2 + ‖
√
m(ϕδ)∇µδ‖2
)
ω(τ)dτ
−
∫ T
0
〈h,uδ〉Vdivω(τ)dτ, (4.146)
for every ω ∈ W 1,1(0, T ), with ω(T ) = 0 and ω ≥ 0. Again, to pass to the limit in (4.146) we
need to show that ∫ T
0
ω′(τ)dτ
∫
Ω
F (ϕδ)→
∫ T
0
ω′(τ)dτ
∫
Ω
F (ϕ). (4.147)
This convergence can be established by the same argument as at the end of Step II, by ex-
ploiting the fact that F is a quadratic perturbation of a convex function and by using the bound
of F ′(ϕδ) in L2(0, T ;H). Note that if F is bounded, then (4.147) follows at once by directly
applying Lebesgue’s theorem. Concerning the other terms in (4.146), we have∫ T
0
ω′(τ)dτ
∫
Ω
1
2
ρ(ϕδ)u
2
δ →
∫ T
0
ω′(τ)dτ
∫
Ω
1
2
ρ(ϕ)u2, (4.148)
thanks to the strong convergences uδ → u in L3(Q)3 (which follows from the bound of uδ in
L10/3(Q)3 and pointwise convergence) and ρ(ϕδ)→ ρ(ϕ) in Lq(Q) for all q <∞ (take q =
3). Convergence (4.148) can also be justified by observing that we have also
∫
Ω
1
2
ρ(ϕδ)u
2
δ →∫
Ω
1
2
ρ(ϕ)u2 for almost all τ ∈ (0, T ) and by applying Lebesgue’s theorem.
Furthermore, we have ∫
Ω
1
2
ρ(ϕ0δ)u
2
0 →
∫
Ω
1
2
ρ(ϕ0)u
2
0,
thanks to Lebesgue’s theorem,∫
Ω
F (ϕ0δ) ≤
∫
Ω
F (ϕ0) +
a∞
2
(‖ϕ0‖2 − ‖ϕ0δ‖2)→ ∫
Ω
F (ϕ0), as δ → 0,
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thanks to (4.120) and to the second of (4.118), and∣∣∣ ∫ T
0
δ
2
‖∇ϕδ‖2ω′(τ)dτ
∣∣∣ ≤ Cω‖ϕδ‖2L2(0,T ;V ) ≤ Cδ → 0, as δ → 0,
thanks to the bound (4.123). By also using the first of (4.118) and weak lower semicontinuity
of norms (the second term on the right hand side of the inequality is simply neglected) we can
now pass to the limit in (4.146) and obtain the following integral inequality
E(0)ω(0) +
∫ T
0
E(τ)ω′(τ)dτ ≥
∫ T
0
D(τ)dτ, (4.149)
satisfied for every ω ∈ W 1,1(0, T ), with ω(T ) = 0 and ω ≥ 0, where the functions E and D
are given by
E(t) :=
∫
Ω
1
2
ρ(ϕ)u2 + E(ϕ),
D(t) := 2‖
√
ν(ϕ)Du‖2 + ‖
√
m(ϕ)∇µ‖2 − 〈h,u〉Vdiv ,
for all t ∈ [0, T ] and almost all t ∈ (0, T ), respectively (for simplicity of notation, we omit the
indication of time t on the right hand side). Let us check that E = E(u(·), ϕ(·)) : [0,∞)→ R
is lower semicontinuous. Indeed, we know that ρ(ϕ)u ∈ Cw([0, T ];L2(Ω)3) and moreover we
have ρ(ϕ)−1/2 ∈ C([0, T ];H). Therefore√ρ(ϕ)u = ρ(ϕ)−1/2ρ(ϕ)u ∈ Cw([0, T ];L2(Ω)3),
on account of the boundedness of ρ and this proves the lower semicontinuity in time of the first
term of E . The lower semicontinuity ofE(ϕ(·)) : [0,∞)→ R is a consequence of the fact that
F is a quadratic perturbation of a convex function (see [26, Lemma 2]).
The energy inequality (3.8) now follows by applying Lemma 3 to (4.149).
The proof of Theorem 1 is now complete.

Remark 5. The two dimensional case. The proof of Theorem 1 can be obviously carried out
in two space dimensions as well. In particular, the strong convergences that can be obtained
for the sequences of approximate solutions at each step by using interpolation and Aubin-Lions
lemma will generally hold in stronger norms with respect to the 3D case. Nevertheless, after
passing to the limit as δ → 0 the weak solution we get for system (1.1)–(1.8) still has no more
than the regularity given by (3.1)-(3.3), (3.5) and by the second of (3.4). Only the regularity for
(ρu)t improves a bit. Indeed, by a comparison in the weak formulation (3.6) with test function
w ∈ D(As/2), for 1 < s ≤ 2, using interpolation and Gagliardo-Nirenberg inequality in 2D it
is not difficult to see that
(ρu)t ∈ L2−γ(0, T ;D(A)′) ∩ L2/(3−r)(0, T ;D(Ar/2)′),
for every 0 < γ ≤ 1 and every 1 < r < 2. Notice that we cannot set r = 1. Indeed, in
the weak formulation (3.6) we cannot take the test function w in Vdiv due to the extra-term
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div(u⊗ J˜) and to the fact that u does not belong to L∞(Ω)2. Therefore, even if the regularity
for (ρu)t slightly improves in 2D, this is not enough to show the validity of the energy identity.
For the same motivations also uniqueness of weak solutions in 2D is not known.
In conclusion, in order to get an improvement of the results in 2D concerning uniqueness and
validity of the energy identity, we first need to prove a regularity result for system (1.1)–(1.8),
namely, to establish existence of solutions that are more regular than the ones constructed in
Theorem 1 (a regularity assumption on the initial data will then be required). This will be the
subject of a forthcoming contribution.
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