The diffusion equation is encountered in many branches of science and engineering. In recent years powerful integral formulations have been developed to numerically solve the diffusion equation under complex boundary conditions. Although the customary starting point for their development is the differential equation, it is shown tnat these integral equations can be developed directly from the basic concepts of sets, partitions and measures. The partitioning of the flow region can be explicit or implicit and the integration of fluxes in the space domain can be achieved by evaluating surface integrals or volume integrals. As a consequence of this direct approach, the weighting function of the method .of weighted residuals takes on the physical meaning of a spatial partition function. It is seen in this context that for the diffusion problem, the Galerkin weighting function is a natural choice. The intergral equation .developed by the direct approach is compared with the Galerkin equations developed from theclassical partial differential equation. It is shown that the substitution of the spatial approximating function of the dependent vari&ble into the time derivative term (as is done in the conventional development of the Galerkin equation from the partial differential equation), leads to conceptual difficulties. It is suggested that in so far as integral numerical formulations are concerned, the direct method js simple and complete and that the differential equation may be redundant.
INTRODUCTION
The diffusion equation describes many physical phenomena such as. the conduction of heat in solids or the flow of fluids throu~h porous media. Basically, it quantifies mass or energy conservation over parts or whole of a flow region of interest. Let H denote the amount.of mass or energy. For a conveniently small part A of the flow region R we can symbolically write the diffusion equation as = (1) where Ls is an operator in space denoting spatial redistribution of H due to differences in spatial concentrations of H and Lt is an operator in the time domain representing changes of H over A as a function of time.
In practice, it is convenient to replace the dependent variable H in (1) by a scalar potential u related to H by 1 dH c = --v du (2) where V is a vo 1 ume measure over A and c is a constant. In conductive heat transfer c is specific heat, V is the mass contained in A and u is temperature. In flow through porous media, V is the volume of A and u is the fluid potential. Integrating (2) we get, (H-H 0 ) = Vc (u-u 0 ) In view of (3) we replace (1) by ( 
3) ( 4)
We will now proceed to formulate the diffusion equation from first principles. Towards this end, we introduce some elementary concepts of set theory. For further discussion of these concepts, see [1] , [2] , [3, pp. 612-614] . ' Let R be a set. A class of subsets {Ak : k = 1, 2, 3, .... N} of R is said to form a partition if (a) the Ak 0 0 v u 4 4 u 6 3 4 J -3-
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Figure 1. Schematic representation of partitioning of R. -4- A set function is a function whose domain is a class of sets. Let {Ak: k = 1, 2, ... } , be a partition of R. A set function F.. is said to be completely additive if co ( 5) A set function F is called a 11 measure, 11 if F is a real-valued, nonnegative and completely additive set function F(A) defined on a Borel field F of sets and satisfies the equality F(O) = 0. The measure F is finite if F(R) <co. The triple {R, F, F) is called a measure space .. If F(R) <co, the measure space is.said to be finite.
In the diffusion problem we can readily verify that H satisfies the aforementioned criteria and hence H is a measure. ·Furthermore, it could be shown that the subregions Ak of R form a class of Borel sets and R is a Borel field of sets. Thus, the triplet (R, R, H) forms a finite measure space for the diffusion equation.
The Measure H( R)
The diffusion problem starts with a known set of initial conditions, uk(t=O), k = 1, 2, 3 . . Nat N discrete points in R. With each discrete point k we associate a subset Ak of R so that the class {Ak} forms a partition of R. Let N be sufficiently large so that ck = c(Ak) is constant over Ak and uk does not vary rapidly over Ak. Then, by (3) and (5) and assuming H 0 = 0 at u 0 = 0, we get, H(R) = = (6) where Ck = V(Ak) • c(Ak) and V is a volume measut·e. From (6) we see that uk is an appropriate mean value of the scalar potential u over the set Ak. In Figure 2 R is explicitly partitioned into a class {Ak} .
However, the partition need not necessarily be explicit as in Figure  2 . Instead, one could carry out an implicit partitioning as follows. First, partition R into a class {ei} by connecting adjacent points of the set k = 1, 2 .
. N, as shown in Figure 3 . Now, since each ei is shared by points lying on its corners, we compute H(e.) by integrating H over e .. 1 1 To facilitate thisw let u vary within each e. according to, where ~ is a spatia 1 function dependent on the geometry of ei, x j is the space coordinate system, k denotes the identification of the corner points of e. and the repetition of the index k denotes summation over 
we (9) In view of (8) where C = V(e.)·c(e.) and in which the summation is taken only over the e.
1 1· k•s 1 identifying the corners of ei. Equation (11) indicates that uk (which denotes the instantaneous potential at the point k ) represents a mean value over a collection of subsets sure of these subsets equals 1/3 V . e. nated throughout e. or may occur as a 1 of e. and the combined volume meal These subsets may either be dissemisingle dense subset concentrated in the immediate neighborhood of k. subsets to be concentrated near k.
For simplicity we will consider these In Figure 4 G is the centroid, formed by intersecting medians and e. is partitioned into three equal Figure 4 . Sub-partitioning of triangle ei into three equal parts.
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If the integration indicated in (9) is carried out over each ei in R and the partitioning of e. shown in Figure 4 is implemented, the result 1 is a new partition {Ak : k = 1, 2 ... N} of R as shown in Figure 5 . This partition is such that (as in the case of Figure 1 In addition to initial conditions at t = 0, R is also subject to boundary conditions. These cause H to get continuously redistributed within R. Transfer of H between neighboring members of the class {Ak} takes place across their common interface. Let ~Hk = 6H(Ak) denote the change in H over Ak during an interval 6t = t-t
The consequent change 6uk = 6u(Ak) during 6t is given by, The probAk of R, Since uk is a mean value over Ak and since transfer of H between adjoining Ak's can take place only across their common interface, the strategy for setting up the diffusion equation is obvious, viz., first compute 6Hk over Ak by algebraically summing up the fluxes across the boundary rk of Ak and then compute 6uk by (16). Thus,
where (qm,k • n) is the specific flux along the normal to the interface rm,k directed away from k and m identifies a set Am which immediately adjoins the set Ak .
In view of ( 17) and (16) we have,
Or, replacing 6 by a and L: by j we can write ck a(uk)
On the left hand side of (19) uk is enclosed in parenthesis to indicate that it is a mean value over Ak. For convenience, we may define a volume normaliz:ed term "divergence*" by -+ n dr (20) so that (19) becomes, The asterisk in div* denotes that div* is a macroscopic concept while by convention, divergence refers to an infinitesimal volume element. Note that (2lb) is of the form used in conventional finite difference schemes.
However, it is easy to see that if the cardinal number N of the set {k : k = 1,2,3 ... N}, becomes arbitrarily large, the volume measure Vk of the set Ak -+ 0 and hence div* q indeed tends div q . For arbitrarily large N and for constant ck = c throughout R we can replace (2lb) by auk c at = -div qk (22) Equation (22) is the differential form of the diffusion equation as it is commonly written. The subscript k is included in (22) to emphasize the fact that the time derivative pertains to uk which is a mean value over Ak and the divergence relates to the surface integral over the surface bounding Ak. Note that in the above discussions, we have assumed that set Ak over which the conservation Equations 19 through 2lb are defin~d, is a dense set forming the immediate neighborhood of the point k. In exactly the same manner, the differential volume element, based on which the partial differential equation of diffusion is commonly derived, is also a dense set concentrated around a point. ·rn the light of these, we can state that the coarse or macroscopic equation defined by (2lb) converges to the differential equation (22) as the cardinal number N of the set {k : k = 1 ,2,3 .. wN} is made arbitrarily large.
As an alternative to (19), we can make use of th~ divergence theorem and write,
We now see that (19), (2lb) and (23) are different expressions for the same physical concept. Each of these equations require that in order to compute auk/at, we define a priori an exclusive subset Ak of R associated with the point k. Such indeed is the basis of the differential equation in (22), the Finite Difference Method (FDM) or the integrated form of the finite difference method [4] .
Let us now turn our attention to the implicit partitioning suggested in Figure 5 . In Figure 6 , the dotted lines define the sets ei which meet at the point k. The set Ak (= l)eik) is shown enclosed by the heavy line. eikCei. It is obvious from Figure 6 that AkC(Uei) and V(Ak) = Vk < V (Uei). Now, note from (23) that the volume integral is to be evaluated over the set Ak. However, since Ak is only defined implicitly, we could choose an alternate, "weighted" method of integration to.
evaluate the volume integral in (23). Thus, we could integrate div q over the entire (Uei) but 11 Weigh" the integrand by an appropriate partition function so that the integrated quantity is distributed without residue among the corner points of the ei •s. Thus,
e. e. 
where wk is theweightassociated with the point k. Inserting (24) into (23) and setting, Ck = E V (eik) ce. = E c ( wk dV, we have, e. a(uk)
e. )e. 1 1 Equation (25) corresponds to a general form of the Method of Weighted Residua 1 s [5] . We now have to search for a proper weighting function, wk. wk is defined on the set e. over which (7) holds. Also, in accordance with (24) 1 wk must be a partition function, satisfying ~ wk = 1 within e;· Moreover, it must also satisfy the condition, V(eik) = t ve. =1 wk dV. 
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In addition, wk must a 1 so possess a symmetry prope·rty that as long as there are no points lying on the side of the polygon~ (e.g., a triangle or a quadrilateral), wk must be symmetrical with respect to each of the corner points and hence, the integral of w~ over ei should result in an equal partition of Ve about each corner point k.
Remembering that the partition {Ak} of Figure 5 was implicitly defined by the introduction of the function t;, over e , and examining (7) and (10) we immediately find that the function t;,k exactly fits the requirements of wk that we are looking for. Letting t;,k = wk , (25) becomes
Equation (26) form used in developing the well known Finite Element Equations. This form has been used by [6] , [7] for solving the non-linear, unsaturated groundwater flow equation. This form also corresponds to the physical development of the FEM by Wilson [8] .
As will be seen in the next section, the treatment of the time derivative in (26) is somewhat different from the conventional development of the FEM equations by the Galerkin approach (GFEM).
The Galerkin weighting function t;,k was so chosen that the partitioning achieved by it coincides with the partitioning implied in the evaluation of H(R) ( Figure 5 ). In addition, it also satisfies the symmetry condition mentioned above. Finally, it has non-zero values throughout ei, except possibly on its boundary. Intuitively it appears that the aforesaid criteria are sufficiently stringent so that t;,k is a unique weighting function for the type of physical problem that we are considering. It is conceivable, however, that in other physical situations (as for example, steady state heat conduction) other weighting functions may work equally well.
Thus, in the case of steady flow problems ~Hk = 0, ~uk = 0, for every subset Ak of R. Hence, for solving this type of problem one need not necessarily associate an.exclusive set with each point k. One simply needs to define some subregion around k over which the equation of motion can be accurately defined. Overlapping of such subregions of adjoining points have no effect 0 0 -15-on the solution process. Hence, in this case we do not require the artifice of a weighting function and we can simply set wk = 1 over e and write l: J div q dV = 0 e. e. 1 1 ( 27) Equation (27) may be called a subdomain scheme. Nevertheless, the Galerkin procedure is still followed for solving steady flow problems by the FEM because the appearance of an added weighting function leads to a convenient scheme for evaluating volume integrals.
For the numerical solution of the diffusion problem, then, we can use any one of the four equations, (19), (2lb), (22) The gradient term on the right hand side represents an average value over ~t or part of it and it can be evaluated from the known initial distribution of u over R (explicit scheme) or on the basis of the distribution of u at some average instant during the interval ~t (implicit scheme). Depending on which procedure is used one would need to satisfy appropriate criteria for stability and convergence, on which literature is extensive.
DEVELOPMENT FROM THE DIFFERENTIAL EQUATION
In the preceding section we directly formulated the integral form of the diffusion equation starting with the elementary concepts of sets, partitions and measures. However, the conventional starting point for the development of the governing equation for numerical methods is the partial differential equation (also called the continuity equation), integrated over R and the resulting set of equations solved. To obtain the GFEM equations, the weighting function is taken to be ~ itself. The logic of the Galerkin approach is that depending on how closely ~kuk approximates u, the weighted integral solution should yield an approximate solution for the diffusion problem. Thus, 
Noting that -div q = V·kV~um' a comparison of (30) and (26) shows that the first term within the brackets is the same in both these equations and denotes the rate of accumulation of H ~n a set Ak associated with the point k. As suggested in Figure 5 , Ak is a dense set in the neighborhood of the point k and uk is a m'ean va 1 ue of u over Ak. Because of these properties, if we make the cardinal number of the set {k : k = 1, 2,
• • . N} arbitrarily large, the volume of Ak becomes arbitrarily small and Ak tends in the limit to the differential volume element which is the basis of the partial differential equation. The two equations (30) and (26), however, differ in the manner of -treating the term involving the time derivative of u Thus, in (30), the approximating function u ~ ~ u is substituted into the time derivative, m m and au/at is set eaual to a~ u /at. On the other hand, the direct · m m integral formulation outlined in the first part of this paper leads to (26) in which one sets au/at = auk/at where auk/at is mean time rate of change of u over Ak. We now examine the consequence of letting au/at= a~um/at in (30). As mentioned in the last paragraph, the first integrand in (30) and (26) represent the rate of accumulation of H within Ak associated with the point k. Hence,
since t;m is independent of time.
The integral on the right hand side of (31) can be evaluated according to [9] or [10] and we get, eikc== Ak . Looking at Figure 7A and (32), we see that ~H(Ak) is distributed over the set Ak in such a fashion that the distribution causes a mean change in potential equal to 6uk over a volume of Vei/6 or one-half of the volume of eik' Over the remaining two quarters of eik' the aforesaid distribution of ~H(Ak) causes mean change in potential equal to ~u ml . and 6u where m 1 .,m 2 . are the other two corners of e. besides k . ' In the light of (10) we then have, From (38b) we note that in order that the equality may be satisfied, L' .uk must be an appropriate mean value of the fl.u•s at all neighboring points to which k is connected. If fl.uk differs appreciably from such a mean value, (35) will differ appreciably from (37) and the procedure adopted in (32) to compute Auk will not be consistent with the mass or energy balance check over the set Ak as implied by (37). We have seen. that if we make set Ak arbitrarily small (by arbitrarily increasing the total number of discrete points k), then the set Ak tends to the differential volume element. Now, in as much as the differential equation is an expression of mass or energy balance around of a point of interest, inconsistency in assuring mass or energy balance over the set Ak indicates inconsistency with the mass or .energy balance implied by the differential equation. Therefore, we conclude that (30), which leads to (32) and (35) cannot converge, in the limit, to the differential equation of diffusion in the sense of assuring mass or energy balance in the neighborhood of a point of interest. In this respect, equation 30 is not an appropriate representation of the diffusion equation.
On the other hand we have seen that (26) which leads to (36) consistently assures mass or energy balance over the set Ak associated with the point k. By making the set Ak arbitrarily small, therefore, we can
conclude that (26) converges to the differential equation of diffusion in the sense of assuring mass or energy balance in the neighborhood of a point of interest. Hence, in this respect, equation 26 is indeed an appropriate representation of the diffusion equation. It has been shown in [11] that equation 26 converges locally to the solution of the differential equation. However, for the reasons outlined above, H is doubtful if ( 30) wi 11 be amenable to proof of local convergence except under some very special conditions.
Let us now digress a little and shift our attention from the consideration of mass or energy balance in the set Ak to that in the set ei. Figure 8 depicts a set ei with corner points designated as 1, 2 and 3. Now, as a consequence of (35), 3 H(e.)j t + E 6H (e 1 .k)
Alternatively, we can also compute H(ei)j ~0+ 6 t using the values of uklt + 6 t = uklt + 6uk in the manner of (37). Thus, 0 0
Ve. = c _, (30) and (32) assuresmass or energy balance within the set e; and hence also over R since R is the union of {ei} .
We thus see that although (30) does not assure mass or energy balance within each Ak , it does assure such a balance within each ei and thus over R = U ei . It follows therefore that whatever inconsistency which may exist in each ei k C Ak , will be suitably compensated by opposite deviations from mass or energy balance in the sets e 1 .m and e.
, where 1 1m2 . m 1 and m 2 are the corner points of ei other than k. In other words, although equation 30 will lead to departures from the solution of the differential equation at individual mesh points, these errors, when integrated over R would tend to compensate each other. Thus the solution obtained using (30) will, in an overall sense, represent an approximate solution to the diffusion problem. This may perhaps be the reason why the finite . element equations lead to proofs of mean convergence rather than local con-. vergence. The well known finite difference equations, which treat the time derivative as in (26), are known, on the other hand~ to be amenable to proofs of local convergence. SOME PRACTICAL CONSEQUENCES Apart from the purely technical consideration of the appropriateness of equations 26 and 30 considered above, it is pertinent to consider certain practical consequences of these equations. Thus, equation 26 is an inherently simpler explicit equation and is easily amenable to considerations of stability. For example, the von Neumann-type of local stability analysis of (26) has been recently applied to equation (26) by [11] . Equation 26 can therefore be solved either explicitly or implicitly depending on the size of the time step critical to stability and the size of the actual time step desired to be used in the solution process. However, equation (30) is intrinsically implicit and its local stability analysis is more involved. Moreoever, as seen from (32), theoccurrence of the t.u•s of all the points m 1 ,i,m 2 ,iadjoining the point k leads, in this type of formulation, notonly to increased requirements of computer storage but also increased number of computational steps and hence larger computer time relative to equation 34 which does not contain the time derivative of the neighboring points of k. Thus, from the point of local mass or energy balance as well as from that of lesser -24-computer storage and improved computational efficiency, (26) appears to be a better representation of the diffusion equation than (30).
In our discussion of the diffusion equation so far we have restricted ourselves to constant coefficients. That is 1 both k and c in (29) are independent of time. In certain natural systems both k and c may become functions of time and equation 29 may become nonlinear. It is customary to treat such non-linear problems as quasi-linear problems by making k and c step functions of time. In practice, the quasi-linearization procedure itself may give rise to errors of mass or energy balance which may accumulate with time and it is often necessary to keep the time steps small enough so that k and c do not vary drastically from one time step to the next. It is possible that in such problems, the local errors in mass or energy balance that may be caused as a result of using (30) may accumulate with time and render the quasi-linearization procedure either invalid or very difficult to achieve. Neuman [6, 7] By making the partition arbitrarily fine the integral form can be made to tend to the differential equation as a limiting case. The differential equation is an invaluable necessity for obtaining analytical solutions to idealized, simple problems. However, for setting up integral equations which form the basis of approximate, numerical methods, it is far simpler and straightforward to follow the direct approach than to use the differential equation as the starting point. For developing such integral formulations, therefore, we may consider the differential equation to be redundant.
An i~portant difference between integra 1 and differentia 1 formulations is the constant of integration. Fundamentally, the differential equation of diffusion concerns itself only with the time dependent changes in the measure in question over the system. The differential equation, however, ignores the total measure of the system at any instant of time. The total measure of the system at a given instant is the constant of integration. As we have seen in the preceding pages, evaluation of this constant not only provides us with an added check on appropriate measure conservation, but also focuses attention on the nature of the partition of the system which governs the basic strategy of setting up and solving the diffusion equation. In many integral formulations it is customary to neglect this constant of integration and consider only the measure change over the system as a function of time. To this extent these schemes cling to the spirit of the differential equation and fail to derive the benefit of the completeness of an ir.tegral approach. 
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