This paper examines the relation between net buying pressure and the shape of the implied volatility function (IVF) for index and individual stock options. We find that changes in implied volatility are directly related to net buying pressure from public order f low. We also find that changes in implied volatility of S&P 500 options are most strongly affected by buying pressure for index puts, while changes in implied volatility of stock options are dominated by call option demand. Simulated delta-neutral optionwriting trading strategies generate abnormal returns that match the deviations of the IVFs above realized historical return volatilities.
no better than the Black-Scholes model. Similarly, the implied binomial tree framework of Dupire (1994) , Derman and Kani (1994) , and Rubinstein (1994) offers a deterministic local volatility structure so f lexible that, in sample, it can describe the cross-section of options prices exactly at any point in time. 1 Empirical tests by Dumas, Fleming, and Whaley (1998) , however, show that a model based on a simple deterministic volatility structure has parameters that are highly unstable through time. Taken together, this evidence suggests that deterministic volatility models cannot explain the time-series variation in option prices or, equivalently, in the shape of the IVF.
Option valuation models based on stochastic volatility assumptions also have the potential to explain the shape of the IVF. In particular, a stochastic volatility model can generate the observed downward sloping IVF if innovations to volatility are negatively correlated with underlying asset returns. A negative relation between volatility and returns has been documented empirically by Black (1976) for individual stocks and Nelson (1991) for the index. Chernov et al. (2003) study a two-factor stochastic volatility model and find that it achieves a good fit to daily Dow Jones Industrial Average returns. Studies by Jorion (1989) and Anderson, Benzoni, and Lund (2002) report that randomly arriving jumps in security price in addition to stochastic volatility are required to capture the time-series dynamics of index returns.
Recent examinations of the performance of stochastic volatility option valuation models indicate that, at best, they can provide only a partial explanation of the shape of the index IVF.
2 Bakshi, Cao, and Chen (1997) , for example, advocate the use of a stochastic volatility model with jumps for valuing S&P 500 index options. While their model appears to perform better than the Black-Scholes formula, some of the implied parameter estimates, including the volatility of volatility coefficient, differ significantly from the ones estimated directly from returns. Similarly, Bates (2000) examines the ability of a stochastic volatility model, with and without jumps, to generate the negative skewness consistent with a steep IVF. He finds that the inclusion of a jump process can improve the model's ability to generate IVFs consistent with market prices, but in order to do so parameters must be set to unreasonable values.
3 Along a 1 Deterministic volatility models assume that the local volatility rate is a general function of security price and time. The CEV model is a special case of the deterministic volatility model in which the local volatility rate has the form σ S a−1 , where a falls in the range 0 ≤ a ≤ 1. The Black-Scholes model, in turn, is a special case of the CEV model where a = 1. 2 In related work on the time-series properties of stock indexes, Eraker, Johannes, and Polson (2003) investigate models with jumps in returns and volatility and conclude that models without jumps are misspecified for the S&P 500 and Nasdaq 100 indexes. They also illustrate the effect that volatility jumps may have on option prices and note that parameter uncertainty implies wide bands on option values. Similarly, David and Veronesi (2000) construct a theoretical model in which two processes with different drifts govern asset dividends, with an unobservable regime-switching process determining which dividend process is in effect. In such a model, stochastic volatility in asset returns is an equilibrium result, and IVFs will be negatively sloped.
3 Pan (2002) studies a stochastic volatility model with jumps and argues that the presence of a jump-risk premium correlated with volatility can capture the structure of index option prices. similar line, Jackwerth (2000) attempts to recover risk aversion functions from S&P 500 index option prices and concludes that they are "irreconcilable with a representative investor" (p. 450). 4 Another avenue of investigation that may lead to a better understanding of the IVF is the study of option market participants' supply and demand for different option series 5 in different option markets. One way to think of the IVF is as a series of market clearing option prices quoted in terms of Black-Scholes implied volatilities. Under dynamic replication, the supply curve for each option series is a horizontal line. No matter how large the demand for buying a particular option, its price and implied volatility are unaffected. In reality, however, there are limits to arbitrage. Shleifer and Vishny (1997) describe how the ability of professional arbitrageurs to exploit mispriced securities is limited by the responsiveness of investors to intermediate losses. Liu and Longstaff (2000) show that it is often optimal for a risk-averse investor to take a smaller position in a profitable arbitrage than his margin constraints allow, since intermediate mark-to-market losses may force liquidation of his position prior to convergence. In the same way, a market maker will not stand ready to sell an unlimited number of contracts in a particular option series. As his position grows large and imbalanced, his hedging costs and/or volatility-risk exposure also increase, and he is forced to charge a higher price. With an upward sloping supply curve, differently shaped IVFs in different markets can be expected. The result of these limits to arbitrage is that market prices can diverge from model values, and that the divergence can persist. In effect, the no-arbitrage band within which prices can f luctuate can be quite wide, allowing price to be affected by supply and demand considerations.
Interacting with the market maker's willingness to supply options is investor demand. The level of implied volatility will be higher or lower depending upon whether net public demand for a particular option series is to buy or to sell. In the S&P 500 index option market, for example, it is well known that institutional investors buy index puts as portfolio insurance. Unfortunately, there are no natural counter-parties to these trades, and market makers must step in to absorb the imbalance. With an upward sloping supply curve, implied volatility will exceed actual return volatility, with the difference being the market maker's compensation for hedging costs and/or exposure to volatility risk. 6 If institutional demand tends to be focused in a particular option series, such as out-of-the-money puts, the IVF will be downward sloping.
Our paper investigates the role of supply and demand in the options market by assessing the relation between net buying pressure and the movement and shape of the IVF of S&P 500 index options and options on 20 individual stocks. We define net buying pressure as the difference between the number of buyer-motivated contracts traded each day and the number of seller-motivated contracts traded. Trades executed at a price above (below) the prevailing bid/ask midpoint are categorized as buyer-motivated (seller-motivated). The difference is computed on a series-by-series basis, and is multiplied by the absolute value of the option's delta to express demand in stock/index equivalent units.
The empirical test design is motivated by the different demands for index options and stock options. We document that most trading in index options involves puts, whereas most trading in stock options involves calls. If net buying pressure plays an important role in the options market, the different demands for index options and stock options implies that the shape of the index IVF should differ from the shape of the typical stock IVF. We characterize the shape of the index and individual stock IVFs by calculating the implied volatilities of options in five moneyness categories. Consistent with the results of Bakshi, Kapadia, and Madan (2003) , and Dennis and Mayhew (2002) , we find that the index IVF is significantly more negatively sloped than individual equity option IVFs. Bakshi, Kapadia, and Madan characterize the structure of the IVF by estimating the risk-neutral skewness of the return distributions of the index and of individual stocks implicit in option prices. They then explain the difference between the risk-neutral skewness of the index and that of individual stocks in the context of an asset-pricing model. In contrast, we ascribe the difference between the index IVF and individual equity option IVFs to differential demands for index options vis-à-vis stock options.
Our empirical evidence supporting the net buying pressure hypothesis has two parts. First, we assess the time-series relation between net buying pressure and the shape of the IVF. We find that changes in the level of an option's implied volatility are positively related to time variation in demand for the option, and that these changes are transitory. Second, we simulate the abnormal returns of a delta-neutral trading strategy that systematically sells options. For index options, we find significantly positive abnormal returns when selling options across the range of exercise prices, with the lowest exercise prices (e.g., out-of-the-money puts) being most profitable. In contrast, abnormal returns from selling stock options are smaller and symmetric across exercise prices. Interestingly, these patterns of profitability are consistent with the respective deviations of the IVFs from realized volatility and with known demands of investors for different options. Overall, the results suggest that net buying pressure plays an important role in determining the shape of IVFs, particularly for options on the S&P 500 index where public order imbalances are greatest. The results support the hypothesis that the IVF ref lects a series of supply and demand equilibria.
The paper is organized as follows. Section I describes the sample data and the basic empirical methodology used in the analyses, and illustrates the nature of the IVFs during the sample period. Section II explores the link between demand for different options and movements in implied volatility. Section III presents a simulated trading strategy. Section IV summarizes the main results of the paper.
I. Sample Description
The purpose of this section is to describe the data as well as the methods used to generate implied volatilities, and to provide a general characterization of the index and individual stock IVFs during the sample period.
A. Data
The data used in the tests that follow were drawn from a variety of sources. Our index option sample contains trades and quotes of S&P 500 index options traded on the Chicago Board Options Exchange (CBOE) 7 over the period June 1988 through December 2000.
8 S&P 500 options are European-style and expire on the third Friday of the contract month. Originally, these options expired only at the market close and were denoted by the ticker symbol SPX. In June 1987, when the Chicago Mercantile Exchange (CME) changed its S&P 500 futures expiration from the close to the open, the CBOE introduced a second set of options with the ticker symbol NSX that expired at the open. Over time, the trading volume of this "open-expiry" series grew to surpass that of the "closeexpiry" series, and on August 24, 1992, the CBOE reversed the ticker symbols of the two series. Our sample contains SPX options throughout: Close-expiry until August 24, 1992 , and open-expiry thereafter. During the first subperiod, the option's time to expiration is measured as the number of calendar days between the trade date and the expiration date. During the second, we use the number of calendar days remaining less one.
Our stock option sample contains trades and quotes of CBOE options on 20 individual stocks over the period January 1995 through December 2000. This particular set of stock option classes had continuous listing on the CBOE during the sample period and were the most actively traded. The 20 underlying stocks are listed in Table I . Individual stock options are American-style and expire on the Saturday following the third Friday of the contract month. Time to expiration is, therefore, measured as the number of calendar days between the trade date and the expiration date.
Estimating implied volatilities requires estimates of the risk-free interest rate and the expected dividends paid during an option's life. We proxy for the risk-free interest rate using Eurodollar spot rates. The 1-day, 7-day, 1-month, 3-month, 6-month, and 1-year nominal rates were downloaded from Datastream and were converted into continuous rates. The interest rate for a particular maturity t is computed by linearly interpolating between the two continuous rates whose maturities straddle t. We proxy for expected dividends using 7 The data, from the CBOE's proprietary Master Data Retrieval (MDR) files, include not only the time-stamped option trades and quotes but also the contemporaneous price of the underlying index/stock. 8 The sample begins in June 1988 because it was the first month for which Standard and Poors' began reporting daily cash dividends for the S&P 500 index portfolio. See Harvey and Whaley (1992) regarding the importance of incorporating discrete daily cash dividends in index option valuation. the actual dividends paid over an option's life. The daily cash dividends for the S&P 500 index portfolio were collected from the S&P 500 Information Bulletin. The cash dividends for the individual stocks were drawn from the CRSP daily data file. Many stocks in the sample experienced stock splits during the sample period. Information regarding the size of the split and the ex-split date were also drawn from CRSP. Finally, in the trading strategy simulations, it was necessary to develop a proxy for the trading cost of the S&P 500 index portfolio. To do so, we used the bid/ask spread of the nearby S&P 500 futures contract traded on the CME. Index option market makers prefer using the S&P 500 index futures to hedge the delta-risk of their aggregate option positions.
9 Historical records of the bid/ask spread in the S&P 500 futures market are not kept, as the trading pit is an oral market. The bid/ask spread was estimated each day using times and sales data obtained from the Futures Industry Institute (FII) in Washington, D.C. Time and sales data are a form of censored transaction data recorded by futures exchanges throughout the trading day. Instead of recording the time and price of each trade, the exchange records only the time and price of a transaction if the price is different from the previously recorded price. Bid and ask quotes appear in this file only if the bid quote exceeds (or if the ask quote is below) the previously recorded transaction price. The bid/ask spread for the S&P 500 futures contract is estimated using the Smith and Whaley (1994) method of moments procedure.
B. Implied Volatility Computation
With the data in hand, we compute implied volatilities. One implied volatility is computed for each option series each day. That volatility is based on the midpoint of the last pair of bid/ask price quotes prior to 3:00 PM (CST). We use the Black and Scholes (1973) formulae to compute implied volatilities for the European-style S&P 500 index options. The call (c) and put (p) option valuation formulae are
where
The notation in (1) is as follows: S is the current index level, X is the option's exercise price, T is the option's time to expiration, r is the risk-free rate of interest, and N(·) is the normal cumulative density function. To compute the present value of the dividends paid during the option's life, PVD, the daily dividends are discounted at the rates corresponding to the ex-dividend dates and summed over the life of the option, that is,
where D t is the t th cash dividend payment, t is the time to ex-dividend from the current date, r t is the t-period risk-free interest rate, and n is the number of dividend payments during the option's life. To compute implied volatilities for the American-style stock options, the dividend-adjusted binomial method is used.
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C. Implied Volatility Functions
To characterize the shape of the IVF, we first group options into five different moneyness categories, as described below, and then compute an average implied volatility for each of the categories. In essence, an option's "moneyness" is intended to ref lect its likelihood of being in the money at expiration. Typically, it is measured as the relative difference between the forward price of the underlying asset and the option's exercise price, 11 that is,
The greater (lower) the level of moneyness, the more likely a call (put) will be exercised at expiration. Unfortunately, expression (3) fails to account for the fact that the likelihood that the option will be in the money at expiration also depends heavily on the volatility rate of the underlying asset and the time remaining to expiration of the option. This makes comparisons of IVFs across stocks and the index problematic. To account for these effects, we measure moneyness using the option's delta. Delta is sensitive to the volatility of the underlying asset as well as the option's time to expiration, as the delta of a European-style call option,
shows. It ranges in value from zero to one, and can be loosely interpreted as the risk-neutral probability that the option will be in the money at expiration.
12
Deltas are computed for each option series each day using the valuation methodologies and parameter assumptions described earlier. The proxy for the volatility rate is the realized return volatility of the underlying stock/index over the most recent sixty trading days. Based on their deltas, options are then placed into five moneyness categories. The upper and lower bounds of the moneyness categories are listed in Table II . Note that all of the delta pairings for the calls and puts ref lect the fact that buying (selling) a call and selling (buying) a put is tantamount to buying (selling) the underlying asset. A put option with a delta of −0.125 should have the same implied volatility as a call option with a delta of 0.875 by virtue of put-call parity. 13 Options with absolute deltas below 0.02 or above 0.98 are excluded due to the distortions caused by price discreteness. 14 11 Moneyness is also often written with the stock price net of the present value of the escrowed dividends in the numerator and the present value of the exercise price in the denominator. Numerically, of course, this is the same as the ratio in (3). In other instances, the reciprocal of the ratio in (3) is used.
12 Technically it would be more correct to use the N(d 2 ) from the Black and Scholes (1973) valuation formula (1). We adopt the use of delta to conform with the industry practice of quoting Black-Scholes volatilities by option delta.
13 Put-call parity is derived in Stoll (1969) . Unlike the dynamic replication of the Black-Scholes model, the put and call prices are held into alignment by static arbitrage strategies called conversion and reverse conversion.
14 To illustrate the magnitude of the possible distortions, consider a call option with an exercise price of 65 and a time to expiration of 30 days. If the interest rate is 5 percent and the underlying stock has a price of 52.10, has a volatility rate of 36 percent, and pays no dividends, the put's Black-Scholes value is 0.038 and it's delta is 0.02. If, for reporting purposes, the option's price is rounded up to, say, the nearest one-eighth, the implied volatility of the option is 43.9 percent, 790 basis points higher than its actual level. Figure 1 illustrates the time-series properties of the index IVF. Shown are the "level" of the index IVF, defined as the average implied volatility of ATM or category 3 options, as well as the "slope" of the index IVF, defined as the percentage difference between the implied volatility of category 2 options and the implied volatility of category 3 options. In Figure 1A , the level and slope of the index IVF, as well as the level of the S&P 500 index, are plotted over the full sample. A salient feature of this plot is that while the level of the index IVF evolved relatively smoothly over time, the slope varied dramatically from month to month. Figure 1B makes this point clear by plotting the first difference of the level and slope of the index IVF. Even though the two variables have similar ranges over the sample period, the first difference of the slope is much more volatile than the first difference of the level. Table III contains the average implied volatilities of the S&P 500 index options as well as of the 20 individual stock options over the period January 1995 to December 2000. As the results in the table show, the index IVF is monotonically decreasing across the delta categories. The average implied volatility of the category 1 options (DOTM puts and DITM calls) is 26.25 percent, about 55 percent higher than the average implied volatility of category 5 options (DITM puts and DOTM calls), 16.94 percent.
D. Empirical Properties of IVFs
The average stock option IVF differs remarkably from the index option IVF, as is shown in Figure 2 . 15 In place of the monotonically declining index IVF, stock 15 It is worthwhile to note that IVFs such as those shown in Figure 2 usually appear to be quite smooth and not jagged. In part, this may be due to a no-arbitrage convexity condition. The convexity relation, as it applies to call options, is C(X 2 ) ≤ qC(X 1 ) + (1 − q)C(X 3 ), where the option exercise prices have the order X 1 < X 2 < X 3 and q is defined by X 2 = qX 1 + (1 − q)X 3 . In the event the convexity relation is violated, a costless arbitrage profit may be earned by engaging in a "butterfly spread," that is, by selling the call with exercise price X 2 , and buying q and 1 − q units of the calls with exercise prices X 1 and X 3 , respectively. option IVFs "smile," with the implied volatility of the ATM options generally being lowest and symmetrically increasing with movement in either direction. In addition, the stock IVFs are much f latter on average than the shape of the index IVF. The average implied volatility of category 1 options, 38.33 percent, is less than 8 percent higher than the average implied volatility of ATM options. On the other end of the spectrum, the average implied volatility of category 5 options, 39.45 percent, is less than 11 percent higher than the implied volatility of ATM options.
One possible explanation for the difference in the shapes of the index option and stock option IVFs is that the stochastic process governing index returns is different from the typical stochastic process governing the returns of an individual stock. Bakshi, Kapadia, and Madan (2003) study the risk-neutral skewness implicit in the prices of index options and individual stock options. As noted by Dennis and Mayhew (2002) , risk-neutral skewness is isomorphic to the slope of the IVF (i.e., a negatively sloped IVF corresponds to negative implicit riskneutral skewness). Bakshi, Kapadia, and Madan show how the market value of portfolios of options can be used to approximate the higher order moments of the implied risk-neutral density. They then show how risk-neutral skewness is related to the higher order moments of the underlying asset's physical return distribution and to the coefficient of relative risk aversion. They develop a market model of skewness and show that under certain assumptions, the riskneutral skewness implicit in individual stock options will be less negative than the risk-neutral skewness of the index. Thus, Bakshi, Kapadia, and Madan propose an explanation for the shapes of the IVFs based on the underlying assets' stochastic processes without having to specify a particular functional form. Bakshi, Kapadia, and Madan (2003) note that as long as the idiosyncratic returns of individual stocks are less negatively skewed than the market, one can expect to find a difference in the risk-neutral skewness of stocks versus the index. Consistent with this view, Duffee (1995) finds evidence that firm-level idiosyncratic returns are positively skewed. But, if different underlying stochastic processes were the reason for the differences between the IVFs of index options and stock options, we should be able to see differences in the underlying asset return distributions. Figure 3 compares the empirical cumulative distribution function (CDF) of the S&P 500 index to the CDF of the pooled stock returns calculated using 1,515 daily observations of standardized returns over the period January 1995 to December 2000. Standardized returns are constructed in two steps. First, each day's standardized return is computed as the difference between the raw return and the sample mean, scaled by the sample standard deviation measured over the prior 21 trading days. Second, the standard deviation of the standardized returns, measured over the full sample, is used to whiten the standardized returns to ensure that they have an unconditional volatility of 1.0. Figure 3A shows the complete distributions, and Figure 3B shows only the left tail. There is little apparent difference between the stock and the index CDFs in Figure 3A . Both CDFs are steeper than the normal's, indicating the presence of leptokurtosis (i.e., fat tails). In Figure 3B , the index 125. Implied volatilities are computed daily based on the midpoint of the bid/ask quotes as of 3 PM (CST). All volatilities are annualized. "Level" is the average implied volatility of category three options. "Slope" is the percentage difference between the average implied volatility of category two options and the average implied volatility of category three options. "Index Level" is the closing S&P 500 index level on the dates the IVFs are estimated. Stock option classes are the 20 most active that traded continuously throughout the sample period. Implied volatilities are computed daily based on the midpoint of the bid/ask quotes as of 3 PM (CST). The analytical European-style formula is used to compute implied volatilities for S&P 500 index options, and the dividend-adjusted binomial method is used to compute implied volatilities for the American-style stock options. The delta value of each option series is computed using the closing stock/index price, the actual dividends paid during the option's life, the Eurodollar rate matching the option's time to expiration, and the realized volatility over the most recent 60 trading days. All volatilities are annualized. The "mean" row reported at the bottom of the table contains the average values across the twenty stock options.
Average Implied Volatility Average Diff. Between Implied and Realized Volatility The analytical European-style formula is used to compute implied volatilities for S&P 500 index options, and the dividend-adjusted binomial method is used to compute implied volatilities for the American-style stock options. The delta value of each option series is computed using the closing stock/index price, the actual dividends paid during the option's life, the Eurodollar rate matching the option's time to expiration, and the realized volatility over the most recent 60 trading days. All volatilities are annualized. CDF lies slightly above the average stock, consistent with the results of Duffee (1995) ; however, the difference appears fairly small. The subtle differences shown in Figure 3 can be translated into implied volatilities by (1) computing hypothetical risk-neutral put option prices based on the empirical distribution and then (2) using the hypothetical put prices to compute implied volatilities. For convenience, the stock and index levels are both set equal to 100, the standardized returns are scaled to ref lect a volatility of 20 percent, and the interest rate is set equal to 5 percent. Figure 4 shows the resulting IVFs. The figure clearly shows that the leptokurtosis in the empirical distributions translates into smile-shaped IVFs. The slight difference in the skewness of the empirical distributions also appears: OTM index puts are more valuable than OTM stock puts. The thicker left tail of the index CDF, which leads to slightly higher implied volatilities for OTM puts than OTM stock puts, may be caused by asymmetric correlation among the stocks. Overall, however, the similarity between these hypothetical IVFs suggests that the difference between the actual IVFs of index options and stock options cannot be explained solely by the underlying asset return distributions. Furthermore, while the hypothetical and actual stock option IVFs are quite similar in appearance and range (recall Figure 2) , the hypothetical and actual index IVFs differ dramatically. 17 This suggests that explanations for the IVF based on the stochastic processes governing underlying asset returns will have much less success when applied to index options than to individual stock options.
Another reason to question whether underlying stochastic processes can explain the IVF is revealed in Table III , which reports the average difference between the implied volatility of each delta category and the 60 trading day realized volatility prior to each measurement of implied volatility. Figure 5 highlights the average differences of the S&P 500 index options and the averages across the 20 stock options. Even though the CDFs of standardized index and stock returns are quite similar, the levels of implied volatility show significantly different degrees of bias. For the index options, the difference is monotonically decreasing-from 9.58 percentage points for category 1, representing a 50 percent bias over historical volatility, to less than 1 percentage point for category 5. The analytical European-style formula is used to compute implied volatilities for S&P 500 index options, and the dividend-adjusted binomial method is used to compute implied volatilities for the American-style stock options. The delta value of each option series is computed using the closing stock/index price, the actual dividends paid during the option's life, and the Eurodollar rate matching the option's time to expiration. The realized volatility is computed using the most recent sixty trading days. All volatilities are annualized.
which is similar to typical comparisons between implied and subsequently realized volatility in the literature on the information content of implied volatility. This result suggests that the category 1 options are the most overpriced relative to the Black and Scholes (1973) assumptions, as we will test in a simulated trading strategy in Section III. For the individual stock options, the average difference between historical and implied volatility is substantially smaller, especially as a percentage of historical volatility. The category 1 options, for example, feature an average difference of 2.59 percentage points, which is only a 7 percent bias. If this volatility bias is indicative of a volatility markup, then we can expect much lower profitability when selling stock options in our simulated trading strategy. Earlier we discussed the fact that while option valuation models based on elaborate deterministic and stochastic volatility processes can explain the observed cross-sectional structure of index option prices, they can do so only with implausible parameter values. The results of our preliminary analyses recast the same message, albeit in a different way. First, although the empirical return distributions for the S&P 500 index and the 20 individual stock options in the sample are remarkably similar, the IVFs for index options and the stock options are dramatically different. The index IVF is steeply downward sloping, whereas the stock IVFs are on average symmetric and much f latter. Second, option-implied volatilities deviate from historical estimates of volatility. For index options, the difference is largest for DOTM puts/DITM calls and declines monotonically across exercise prices. But, even for DITM puts/DOTM calls, the implied volatility is higher than historical volatility on average. For stock options, the average difference between implied volatility across options is less than 1 percentage point, with the implied volatility above realized volatility for the DOTM/DITM categories and below realized volatility for ATM options. Taken together, these results suggest that explanations for the IVF based on the underlying asset's stochastic process and parameters estimated from timeseries data will have difficulty reconciling the difference between the index and individual stock IVFs.
II. Net Buying Pressure and Movements in Implied Volatility
This section explores the linkage between net buying pressure and movements in implied volatility. Under the Black-Scholes assumption of frictionless markets, suppliers of option market liquidity can perfectly and costlessly hedge their inventories, so supply curves will be f lat. Neither time variation in the demands to buy or sell options nor public order imbalances for particular option series will affect option price and, hence, implied volatility. The null hypothesis, therefore, is that no relation exists between demand for options and corresponding implied volatilities.
Two alternative hypotheses support a positive relation between demand for options and corresponding implied volatilities. The first alternative hypothesis is based on the widespread belief that, in practice, limits to arbitrage exist. Shleifer and Vishny (1997) describe how the ability of professional arbitrageurs to exploit mispriced securities is limited by the ability of investors to absorb intermediate losses. Liu and Longstaff (2000) show that margin requirements can also limit arbitrage effectiveness. Figlewski (1989) and Green and Figlewski (1999) discuss and measure empirically various sources of risk faced by arbitrageurs when hedging their positions, including model misspecification, biased parameter estimation, and discretely rebalanced portfolios. As suppliers of liquidity are required to absorb larger positions in particular options series, their hedging costs and/or desired compensation for risk increase. Consequently, option price and implied volatility increase as well. With supply curves upward sloping, an excess of buyer-motivated trades will cause price and implied volatility to rise, and an excess of seller-motivated trades will cause implied volatility to fall.
The second alternative hypothesis is based on the view that the stochastic process governing an option's underlying asset returns is potentially complex, unobservable, and time-varying. In this context, a positive relation between demand for options and corresponding implied volatilities would be observed if the order imbalance merely ref lected a change in investor expectations about future volatility. In other words, the trading activity of investors provides information to the market maker, who continually learns about the underlying asset dynamics and updates prices as a result.
We structure our empirical tests in order to differentiate between these alternative hypotheses. In particular, there are two instances where the alternative hypotheses generate different predictions. First, we include the lagged change in implied volatility as an independent variable in a regression that assesses the relation between changes in implied volatility and option demand. Under the "learning hypothesis," as argued below, there should be no serial correlation in changes in implied volatility. In contrast, the "limits to arbitrage hypothesis" predicts that changes in implied volatility will reverse, at least in part, as the market maker has the opportunity to rebalance his portfolio. Second, under the learning hypothesis, demand for ATM options should be the dominant factor determining the implied volatility of all options, since ATM options are most informative about future volatility. Thus, the implied volatilities of all option series in a class should move in concert. In contrast, the limits to arbitrage hypothesis predicts that implied volatilities of different option series need not move together as they are primarily affected by option series' own demand.
Most studies that have attempted to explain movements in the IVF focus on changes in level, usually measured from ATM option prices. 18 Volatility is known to have a strong contemporaneous relation with movements in stock price and trading volume. Black (1976) , for example, argues that stock return volatility is inversely related to stock returns due to a leverage effect-the higher the firm's market value of equity to debt, the lower the firm's leverage, and the lower the stock's return volatility. Using stock return data, he provides empirical support for his claim. Using index option data, Fleming, Ostdiek, and Whaley (1995) offer corroborating evidence. They find that the change in the level of the CBOE's VIX (i.e., the ATM implied volatility of S&P 100 index options) is significantly negatively correlated with the contemporaneous S&P 100 index return. Changes in volatility are also contemporaneously related to trading volume. Under the mixture of distributions hypothesis, trading volume and volatility are jointly dependent on information f low-the more new information f lowing into the market, the greater the trading volume and return volatility. Empirical support for this hypothesis is provided in studies by Clark (1973) , Epps and Epps (1976) , and Tauchen and Pitts (1983) , to mention only a few.
The only study to focus on the determinants of the slope of the IVF (i.e., differential implied volatility effects) is by Dennis and Mayhew (2002) . They attempt to explain the level of risk-neutral skewness implied by stock option prices (a variable that is tantamount to using the slope of the IVF) using firm-specific variables such as leverage and trading volume. To assess whether trading pressure from public order f low affects the slope, they use the ratio of average daily put volume to average daily call volume. They find no robust relation between implied risk-neutral skewness and the put-to-call volume ratio, and conclude that net buying pressure does not affect the relative prices of options on individual stocks.
One possible reason that Dennis and Mayhew fail to detect a relation between the slope of the IVF and trading pressure is that their proxy for net buying pressure is imprecise. Volume and net buying pressure need not be highly correlated. On days with significant information f low, for example, trading volume may be high, but with as many public orders to buy as to sell. In this case, net buying pressure is zero. Moreover, the aggregate call and put option volumes fail to distinguish between moneyness characteristics of options. This means a deep out-of-the-money put is counted in the same way as a deep in-the-money put. If both have positive net buying pressure, we should expect the level of the IVF to rise but the slope to be unchanged. In an effort to more accurately assess the impact of investor demand on the shape of the IVF, we tabulate trading volume and net buying pressure by option moneyness category.
We now turn to our investigations of the determinants of changes in the IVFs for S&P 500 and stock options. We begin by describing our test methodology, and then follow-up with a discussion of our results.
A. Empirical Methodology
Our empirical methodology is designed to uncover the role net buying pressure plays in determining changes in the level of implied volatility for options with different exercise prices. It differs from past studies in three primary ways. First, rather than using aggregate trading volume across all call and all put option series, we use trading volume on a series-by-series basis. In this way, we can tie changes in volatility to demands created from specific option trading strategies. Second, in addition to examining trading volume, we examine the net buying pressure for each option series. As defined previously, net buying pressure equals the difference between the number of contracts traded during the day at prices higher than the prevailing bid/ask quote midpoint (i.e., buyermotivated trades) and the number of contracts traded during the day at prices below the prevailing bid/ask quote midpoint (i.e., seller-motivated trades) times the absolute value of the option's delta. We then scale this difference by the total trading volume across all option series in the class in that day. Third, to analyze the time-series dynamics of the IVF function, we consider separately the levels of implied volatility in the five different moneyness categories. An alternative approach would be to estimate some arbitrarily specified function for implied volatility; however, it is difficult to find a single structural form that is f lexible enough to handle the cross-sectional differences in the shape of the IVFs for index and stock options as well as the variation in the IVFs through time.
To assess the relation between the shape of the IVF and net buying pressure, we regress the daily change in the average implied volatility of options in a particular moneyness category on contemporaneous measures of security return, security trading volume, and net buying pressure. The contemporaneous return of the underlying security and its trading volume are included as control variables for leverage and information f low effects. Recall that stock return volatility may be inversely related to stock returns due to a leverage effect, and that trading volume and volatility depend jointly on information f low. Since trading volume in financial markets has generally increased over time, nonstationarity may be an issue. Lo and Wang (2000) , for example, study equity trading volume from July 1962 to December 1996 and reject the null hypothesis of stationarity. They try six methods of detrending trading volume and find all fail to adequately remove serial correlation. For this reason, Lo and Wang advocate using shorter measurement intervals (e.g., 5 years) when analyzing trading volume. Since our estimation interval is only 6 years, we report results from regressions in which trading volume is not detrended. To test the robustness of the results, regressions using the natural logarithm of trading volume were also estimated (but not reported) with no meaningful change in the results other than the magnitude of the trading volume regression coefficient estimate.
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The regression also includes the lagged change in implied volatility as an explanatory variable. The null hypothesis predicts that its coefficient is not different from zero. Recall that there are two competing alternative hypotheses. If changes in implied volatility are driven by shifts in investor expectations regarding volatility, changes in implied volatility should be permanent and uncorrelated through time, hence the "learning" hypothesis also predicts an insignificant coefficient on the lagged change in implied volatility. This view is consistent with past research, which concludes that, although volatility tends to be mean-reverting over long periods of time, it tends to be highly persistent at short intervals. Engle and Mustafa (1992) , for example, find that in a GARCH(1,1) framework, the sum of the coefficients on the lagged squared residual and the lagged variance are close to unity for both individual stocks and the S&P 500 index using daily return data. Based on this evidence, they conclude that shocks to volatility of major stocks are permanent.
In contrast to the null hypothesis and the learning hypothesis, the limits to arbitrage hypothesis predicts that the coefficient of the lagged change in implied volatility is negative. If net buying pressure has a price impact because of limits to arbitrage, part of the impact is likely to be transitory. As market makers gradually rebalance their portfolios, prices should return at least partly to their previous levels. These price reversals are market-impact costs and are akin to the reversals observed in the market at the time of large block trades or when stocks are added or deleted from the S&P 500 index. 20 19 Copies of the results are available from the authors. 20 Empirical assessments of the price impact of block trades are provided in Scholes (1972) , Kraus and Stoll (1972), and Holthausen, Leftwich, and Mayers (1987) . Empirical assessments of the price impact of stocks added to the S&P 500 index portfolio are contained in Shleifer (1986) , Harris and Gurel (1986) , and Beneish and Whaley (1996) .
The regression model specification is
where σ t is the change in the average implied volatility in a moneyness category from the close on day t − 1 to the close on day t, RS t is the underlying security return from the close on day t − 1 to the close on day t, VS t is the trading volume of the underlying stock (index) on day t expressed in millions (billions) of dollars, 21 and D 1,t and D 2,t are the net buying pressure variables (whose definitions vary in the regression tests that follow). For an observation to be included in the regression analysis, at least one option series must appear in an option moneyness category on three consecutive trading days, thereby permitting the measurement of both σ t and σ t−1 .
B. Empirical Results
To begin the empirical analyses, we summarize the trading activity in S&P 500 index options and options on individual stocks over the January 1995 through December 2000 sample period. The total number of contracts traded in each moneyness category is reported in panel A of Table IV , and net purchases of contracts in panel B. The summaries show that index option trading activity is different from stock option trading activity in a number of important respects. First, the ratio of call option volume to put option volume is much greater for stock options than for index options. For stock options, 66.6 percent of all contracts traded were call options, with only 33.4 percent being puts. For index options, on the other hand, only 45.0 percent were calls and 55.0 percent were puts. These results suggest that investors trade index options and stock options for different reasons.
Second, comparing across moneyness categories, trading volume for calls on stocks is heaviest for ATM options (category 3) and relatively symmetric. For index calls, the ATM and OTM options (i.e., categories 3 and 4) are the most active. On the other hand, for puts on stocks, OTM options (category 2) have the heaviest trading volume, followed by ATM puts, then DOTM puts (category 1). For index options, the OTM put options are also the largest category of puts traded, but the DOTM puts (category 1) are about as heavily traded as the ATM puts (category 3). This evidence is consistent with the use of S&P 500 index puts as portfolio insurance by equity portfolio managers.
The net purchases summarized in panel B lead to similar interpretations. For stock options, the results show that investors are net buyers of DOTM, OTM, and ATM calls but only DOTM and OTM puts. For index options, on the other hand, the results show that investors are net buyers of only DOTM calls, but for DOTM, OTM, and ATM puts. The large net buying pressure of OTM index puts in particular suggests that portfolio insurers prefer this moneyness category. 21 We use the dollar trading volume of NYSE stocks as a proxy for the trading volume of the S&P 500 index portfolio. Stock options include all trades for the 20 most active option classes traded continuously on the Chicago Board Options Exchange during the sample period. Index options include all trades of the S&P 500 index options. The delta value of each option series is computed using the closing stock/index price, the actual dividends paid during the option's life, the Eurodollar rate matching the option's time to expiration, and the realized volatility over the most recent 60 trading days. The net purchases of an option contracts in Panel B are defined as the number of contracts traded above the prevailing bid/ask midpoint less the number of contracts traded below the prevailing midpoint times the absolute value of the option's delta. Another oddity is that, for stock options, net buying pressure is positive for ATM calls and negative for ATM puts, yet for index options, the reverse is true.
B.1. Changes in ATM Implied Volatility
In all, three pairs of regression tests are performed. In the first pair, we assess the degree to which the variables in (5) explain changes in the volatility of ATM options (category 3). The regression is estimated for calls and puts separately, and its specification is
where ATMC t (ATMP t ) is the net buying pressure for ATM calls (puts). The coefficients α 3 and α 4 should be informative regarding investor trading motivation. If trading is motivated by changes in expected future volatility, the coefficient values should be indistinguishable from one another. ATM calls and ATM puts are equally responsive to shifts in volatility, so there is no reason for traders to prefer one type of option over the other. Indeed, the most effective way to trade given an impending upward revision in volatility is to buy straddles. 22 On the other hand, if ATM calls and puts are used in strategies unrelated to volatility changes and if the attendant buying pressure moves prices as a result, the coefficients will differ. Table V contains a summary of the regression results of (6) for S&P 500 index options as well as 20 individual stock options. Panel A shows the results for changes in the implied volatility of call options. Note first that virtually all coefficients of the control variables RS t and VS t have their expected signs, and most are significant in a statistical sense. This evidence corroborates the results of past studies using a different sample period.
The coefficients of the net buying pressure variables in panel A of Table V offer some intriguing insights. For the index, the coefficient on ATMC is negative and insignificant, while the coefficient on ATMP is significantly positive. In addition, the coefficients are significantly different from one another. Apparently, the net buying pressure on ATM puts has a greater inf luence on the change in the level of the ATM call volatility than does the net buying pressure of ATM calls. To some degree, this should not be surprising. We have already documented the fact that put option trading in the S&P 500 index option dominates call option trading. If there is excess demand to buy ATM index puts, ATM index put implied volatility increases, and ATM index call implied volatility gets dragged along as a result of reverse conversion arbitrage.
The evidence for stock options provides a striking contrast. The coefficient on ATMC is significantly positive for 17 of the 20 option classes, while the coefficient on ATMP is significantly positive for only 1 of 20. This, too, is consistent with the trading volume evidence reported in Table IV ; that is, trading in the stock option market predominantly involves calls, at least during our sample period. Buying pressure on ATM puts has little impact on the level of the implied volatility of the call. Panel B shows the results for changes in the implied volatility of ATM put options. The inferences that can be drawn from the results are remarkably similar to the results for the calls. For the index, the coefficient on ATMP is significantly positive, while the coefficient on ATMC is insignificant. For the stock options, 12 of the 20 exhibit a significantly positive coefficient on ATMC and only five feature a significant coefficient on ATMP. These results indicate that the level of ATM implied volatility of index options is driven largely by the demand for ATM index puts, while for options on individual stocks, the level of ATM implied volatility is driven by the demand for ATM calls.
Perhaps, the most interesting results reported in Table V are the consistency in sign, magnitude, and significance of the lagged implied volatility variable. Under the null hypothesis and the learning hypothesis, the coefficient should not be different from zero. Instead, it hovers around a value of about −0.15 for ATM index calls and puts and −0.21 for ATM stock options. Apparently, prices reverse. One possible explanation for this result is measurement error. The implied volatility on day t − 1 appears in the computation of both σ t and σ t−1 but with opposite sign. To the degree that there is measurement error in σ t−1 , there will be negative serial correlation in observed changes in implied volatility.
Before testing the robustness of the results to measurement error, it is important to recognize how measurement error may have crept into the analysis and what steps have already been taken to mitigate its effects. The two most common types of measurement error in the measurement of implied volatility are (1) bid/ask bounce in both the option and stock/index prices, (2) price discreteness, and/or (3) nonsimultaneity of prices of the option and its underlying stock/index. The option price quote record in the database includes the stock price or the index level at the time the option quote was provided. For the option, the bid/ask quote midpoint is used and should be a reasonably accurate measure of true option price. 23 For the underlying stock, however, the price is from the last trade prior to the option price quote and will tend to be at either a bid or an ask depending on the motivation for the last stock trade. To mitigate the effects of bid/ask price bounce and price discreteness, the implied volatilities of all option series in a given option class are averaged within each moneyness category each day. 24 For the underlying index, the index level is an average of the last trade stock prices, so the bid/ask and price discreteness effects are less of a concern (and whatever concern there may be is also mitigated by the averaging procedure).
Nonsimultaneity of prices is more of a concern for S&P 500 index options than for the 20 individual stock options. The reason is that the underlying stocks in our sample are highly actively traded. Moreover, trading activity at 23 Of course, the effects of price discreteness will still be present (see footnote 14). 24 End-of-day price quotes occur at different times for different option series in the same class. the close of the market tends to be higher than at any time during the day other than at the open. The observed S&P 500 index level, on the other hand, is an amalgam of last trade prices of 500 stocks, some of which may not have traded for several minutes, perhaps much longer. To the extent the observed index level lags the true index level, there will be measurement error in the average implied volatilities of each moneyness category, and the effects will be opposite (and approximately equal) for calls versus puts in a particular category.
One way to examine whether infrequent trading of index stocks is a potential problem is to examine the serial correlation in the daily returns of the S&P 500 index during the sample period. Over the period January 1995 through December 2000, the first-order serial correlation of the daily returns of the S&P 500 index was 0.0007, a trivial level by any standard. Nonetheless, to double-check that price reversals of the index were not being driven by measurement error, we replaced the ATM volatility change series for the S&P 500 index used in the regression that generated the results of Table V with the changes in the CBOE's Market Volatility Index (VIX). Since VIX averages call and put volatilities at the same exercise price, it is relatively immune to the effects of infrequent trading. 25 Interestingly, where the lagged implied volatility change of the ATM call and the ATM put regressions had coefficient estimates of −0.17 and −0.13 in Table V , the coefficient estimate is −0.12 in the regression using VIX. In other words, measurement error is not what drives the price reversals. About 15 percent of the index option-implied volatility change observed today gets reversed tomorrow, perhaps as a result of market makers rebalancing their portfolios. On face appearance, the evidence supports the hypothesis that limits to arbitrage permit a relation between the demand for options and corresponding implied volatility. The price reversals of stock option-implied volatilities are about 21 percent.
B.2. Changes in OTM Implied Volatilities
The next set of tests examines changes in implied volatility of OTM calls and OTM puts, respectively. These are category 4 options for calls and category 2 options for puts. We focus on these options since they, together with the ATM options, have the largest trading volume (recall Table IV ). The first pair of regression tests focuses on changes in the implied volatility of OTM calls. The regression specification is
for the results reported in panel A of Table VI . For panel B, the net buying pressure for the ATM puts, ATMP, replaces ATMC in (7). In essence, the regressions attempt to assess whether net buying pressure of OTM calls affects the implied volatility of OTM calls after controlling for the effects of net buying pressure of ATM options. If the learning story is correct and buying pressure arises from a revision to investor expectations regarding future volatility, the buying pressure of ATM options (i.e., the options most informative about future volatility expectations) is more likely to drive changes in OTM implied volatility than OTM buying pressure. The reason for this is that ATM options have the highest sensitivity to volatility, hence they are the natural vehicle to exploit new information. On the other hand, if the limits to arbitrage story is correct, we should expect the OTM buying pressure (i.e., the option series' own buying pressure) to be more important to that of other series. Thus, equation (7) can be viewed as an attempt to see whether differential buying pressure affects the slope of the IVF controlling for a change in level.
The results in panels A and B of Table VI offer a number of interesting insights. First, for the index options reported in panel A, the coefficients on OTMC and ATMC are negative and insignificant. In panel B, however, the coefficient on ATMP is significantly positive. This evidence suggests that put trading is more inf luential than call trading for the index options. Second, holding constant the net buying pressure of index puts, the net buying pressure of OTM index calls has no discernible effect on the change in OTM call volatility. Like the evidence reported in panel A of Table V, the evidence in Table VI indicates that the put option trading in the S&P 500 index option market drives the changes in call option-implied volatility.
The stock option results reported in Table VI support just the opposite conclusion. For stock options, the coefficients on both OTMC and ATMC are all positive, and in most cases, statistically significant. On the other hand, when ATM put net buying pressure replaces ATM call net buying pressure in the regression, none of the stock option classes has significant coefficients on ATM option net buying pressure. In the stock option market, call option trading appears to drive movements in the level and the slope of the call option IVF. It is also worth noting that in panel A, the coefficient estimates of OTMC are greater on average than the coefficients of ATMC (0.0660 vs. 0.0321). This implies that the option's own demand is more important than ATM call option demand in determining changes in OTM call option-implied volatility.
Finally, the coefficient of the lagged implied volatility variable in the results of Table VI is again consistently negative and significant and about the same order of magnitude as in Table V . Approximately 20 percent of the change in the OTM call option volatility for stock options gets reversed on the following day. For S&P 500 index calls, the reversal is about 12 percent. Table VII shows the results for changes in the implied volatility of OTM put options. In panel A, the regression specification is
For index options, the coefficients on both OTMP and ATMP are significantly positive. In panel B, where ATMC replaces ATMP in the regression, on the other hand, the coefficient on OTMP is significantly positive while the coefficient on of shares traded on the NYSE expressed in billions of dollars. The asterisk denotes that the coefficient is significantly different from zero at the five percent probability level. The second asterisk field beside the coefficient ATMC is positive but insignificant. Again, the evidence supports the notion that changes in the demand for index puts drives the price movements of S&P 500 options. Similarly, the stock option results reported in Table VII support the notion that for stock options, call option trading drives movements in put optionimplied volatility. In panel A, only one option class has a significant coefficient on ATMP, while nine of the 20 have a significant coefficient on ATMC in panel B. In panel A, also note that the coefficients on OTMP are higher than those on ATMP on average, reaffirming the idea that options' own demand is a key driver of implied volatility movements. It is also worth noting that the coefficients on lagged change in volatility are again significantly negative, indicating price reversals.
In summary, this section documents a strong statistical relation between the change in implied volatility and net buying pressure, holding constant the effects of known determinants of volatility. In addition, the nature of the movements in implied volatility appear to be market-specific. For S&P 500 index options, net buying pressure for index puts has a more dominant role than index calls. The opposite is true for stock options. This difference in behavior in the two markets is consistent with the relative trading volume figures reported in Table IV . Our results support the limits to arbitrage hypothesis over the learning hypothesis for several reasons. Under the learning hypothesis, volatility changes are permanent and will be best ref lected in the demand for ATM options. In contrast, implied volatility changes on day one are shown to reverse in part on the following day, and an option's own net buying pressure is shown to be the key buying pressure variable in explaining changes in implied volatility. Both of these results are consistent with the limits to arbitrage hypothesis.
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III. The Profitability of Selling Options and the IVF
The results of the last section show that movements in the IVFs of index and stock options are related to net buying pressure. While this evidence sheds light on why IVFs vary through time, it does not per se explain why the IVFs of index options and stock options have distinctly different shapes on average over our sample period or why the IVFs of index options are so much higher on average than realized volatility rates. The purpose of this section is to determine whether the differences between implied and realized volatility shown in Figure  5 can generate abnormal trading opportunities. We do so by conducting a series of trading simulations. 26 An alternative explanation of the documented relation between public order flow for options and implied volatility is that changes in aggregate risk aversion affects both demand for options, perhaps for hedging purposes, as well as their value. Rosenberg and Engle (2002) , for example, estimate empirical risk aversion monthly using S&P 500 index option prices over the 1991 to 1995 period, and find significant monthly changes in implied aggregate risk aversion. At the daily frequency, however, changes in aggregate risk aversion are likely to be small, suggesting that market frictions, such as limits to arbitrage, are a more plausible explanation of our findings.
Simulated trading strategies have been used in past investigations of index option prices. Whaley (1986) , for example, uses an American-style futures option valuation method based on the Black and Scholes (1973) assumptions to identify mispriced S&P 500 futures options during their first year of trading on the CME. He finds that abnormal profits can be earned by writing OTM puts. Similarly, Bondarenko (2001) examines prices of out-of-the-money puts written on S&P 500 futures during the period 1988 through 2000 and concludes the market is inefficient.
Some studies argue that the abnormal profits generated by option writing strategies may be driven by option buyers' willingness to pay for volatility risk. Because index returns and volatility are negatively correlated, options, which have positive vega, 27 can act as a hedge against falling stock prices. The higher the vega of an option, it is argued, the more effective the hedge against falling stock prices, and the higher the risk premium paid by option buyers. Option writers, on the other hand, collect these risk premia, and should, therefore, expect a positive abnormal return within the Black-Scholes framework. Consistent with this view, Fleming (1999) finds that ATM puts and calls are overpriced relative to the Black-Scholes model, though trading profits disappear after transaction costs. He finds that profits are positively related to the level of volatility as predicted by a volatility risk premium. Jackwerth (2000) finds that profitability is significant even after simulating stock market crashes, and that ATM puts are more profitable to sell than OTM puts. Similarly, find that ATM calls are more overpriced than OTM calls, and argue that since ATM option values are more sensitive to changes in volatility, the profitability is evidence of a negative volatility risk premium.
Based on our analyses of the S&P 500 index option and stock option IVFs, as well as their respective trading volumes in Section II, we offer a different explanation for the abnormal simulated trading profits reported in past work. That is, in the course of supplying liquidity, option market makers often establish significant long or short positions in options. If public order f low in a particular option market is dominated by buyers, market makers, on average, must be net short. In such a market (e.g., the S&P 500 index option market), the implied volatility embedded in option prices will exceed the actual volatility rate of the underlying asset since market makers will set prices in such a way as to be compensated for their costs of operation and earn a profit. Green and Figlewski call this a "volatility markup" (1999, p. 1493) .
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Volatility markups need not be constant across option series, however. The larger the short position in a particular series, the greater the market maker's hedging costs and exposure to upward movements (and possibly spikes) in volatility. Assuming the market maker is risk-averse, he has two possible 27 Using the notation of the option valuation formulae (1) from Section I, the partial derivative of the option value with respect to volatility, or vega, of a call or a put written at the same exercise price and time to expiration is (S − PVD)n(d 1 ) √ T , where n(d 1 ) is the standard normal density function. This expression is clearly positive.
28 Naturally, a reverse argument would also apply. If the public order f low places market makers in a net long position, there will be a "volatility markdown." courses of action. First, he can self-insure by embedding a volatility risk premium in option price. Due to his risk aversion, the insurance premium per contract will grow larger the greater the number of contracts he is forced to short. Second, he can hedge the volatility risk by buying options and embed the additional cost in option price. This strategy is necessarily expensive because, as we have already shown, S&P 500 option prices are too high relative to their Black-Scholes values based on actual volatility.
This section contains the results of simulating these two types of risk management strategies for the market maker. The first assumes that the market maker sells options and hedges only his delta risk exposure. He does nothing to manage the volatility risk exposure. The second assumes that the market maker hedges both delta and vega risk. The profitability of each of these strategies is addressed in turn. Prior to doing so, we provide specific details of how the trading simulation is conducted.
A. Trading Simulation Design
To conduct the trading simulations, we use monthly returns. Index options and stock options expire on the third Friday of the month. On each of these expiration days, we sell all calls and puts with 1 month to expiration and hold them until they expire. Since a calendar year has 52 weeks, eight of the "1-month" holding periods each year are 4 weeks in length, the others are 5. Using monthly returns in this way circumvents the confounding effects of overlapping observations. The selling of a particular option series happens only once during the sample period.
In the delta-neutral trading strategy, each option is assumed to be sold at a price equal to the midpoint of the bid and ask price quotes prevailing at 3 PM (CST). To offset the price risk of the position, |delta| units of the underlying security are purchased in the case of a call and sold in the case of a put. Each day during the life of the trade, the delta-hedge is revised by changing the number of units in the underlying asset. Any gains or losses are carried forward until the option expiration day. For a call option series, the abnormal risk-adjusted rate of return of the trading strategy over the life of the call is
where t is the delta value on day t during the option's life, 29 S t is the closing price of the underlying asset on day t, c t is the call option price on day t, and 29 The delta values are computed at the close of trading each day based upon updated values for the index level, the time to expiration, and the dividends paid during the remaining life of the option. The volatility rate and the interest rate are those prevailing in the marketplace when the position was opened.
r is the risk-free rate of interest. The subscripts 0 and T represent the time when the position is opened and closed, respectively. For the S&P 500 index options, S T is the cash settlement price of the index on expiration day, and for stock options, S T is the stock price at the close on expiration day. The settlement price of the call is c T = max(0, S T − X) in both cases.
The three terms in the numerator of the abnormal return expression (9) are as follows. The first term is the income from holding the original underlying asset position over the month net of its financing costs. The second term is the gain or loss on the call position. The sign in front of the parenthesis is negative to ref lect the fact that the call is sold. Note that the call option premium collected at the outset is assumed to accrue interest over the month. Finally, the last term is the sum of the mark-to-market gains/losses from adjusting the delta each day during the holding period carried until the end of the period at the risk-free interest rate. The denominator is the cost of the position at inception. The abnormal risk-adjusted rate of return of the put is computed in a similar manner. In theory, the expected abnormal returns are zero since the strategies are risk-free and completely financed at the risk-free interest rate.
B. Results of Delta-Neutral Hedging Strategy
Table VIII contains the average abnormal returns from applying the deltaneutral trading strategy to index and stock options during the period January 1995 through December 2000. The asterisks appearing in the table indicate whether the abnormal return is significantly different from zero. The underlying hypothesis test was performed using the Johnson (1978) modified t-test, which explicitly accounts for the fact that the abnormal returns are drawn from an asymmetrical distribution. The test statistic is
where ARET is the mean abnormal return, σ is the standard deviation, S is the skewness, and n is the number of observations. Note that when skewness equals zero, Johnson's statistic collapses to the standard t-test. Table VIII shows that writing S&P 500 index options appears to be remarkably profitable during the sample period. The average monthly abnormal returns are positive (and, with the exception of category 4, significantly different from zero) for all moneyness categories. They range from 6.9 percent for category 1 options to 2.0 percent for category 4 options. Interestingly, this pattern of abnormal returns corresponds to deviations between implied and realized volatility noted in Figure 5 -the larger the volatility deviation, the larger the abnormal return.
The abnormal returns from selling stock options are generally insignificantly different from zero. Again, this is consistent with Figure 5 , where the average deviation between implied volatility and realized volatility across moneyness categories is approximately zero. Across all option classes, the largest average Stock option classes are the 20 most active that traded continuously throughout the sample period. Implied volatilities are computed daily based on the midpoint of the bid/ask quotes as of 3 PM (CST). The analytical European-style formula is used to compute implied volatilities for S&P 500 index options, and the dividend-adjusted binomial method is used to compute implied volatilities for the American-style stock options. The delta value of each option series is computed using the closing stock/index price, the actual dividends paid during the option's life, the Eurodollar rate matching the option's time to expiration, and the realized volatility over the most recent 60 trading days. Hedge portfolios are formed by selling one option and buying/selling delta units of the underlying asset. The hedge is adjusted each day during the option's life by changing the number of units of the asset. Average returns marked with an asterisk are significant at the 5 percent level using Johnson's (1978) Figure 6 contrasts the profitability of selling options on individual stocks with the profitability of selling index options. Shown is the growth of $1 invested in the strategies over time. Each month, the rate of return is computed as an The results of the delta-neutral trading strategy simulations indicate that systematically writing S&P 500 index options is extremely profitable, at least on a before-trading-cost basis. On the other hand, even before trading costs are imposed, systematically writing stock options does not appear to generate abnormal gains. Thus, our focus narrows to the S&P 500 index options and whether writing S&P 500 index options from the perspective of an index option market maker is a profitable activity. Also, since there is no longer a need to use the time period for which stock option data were available, we include simulation results for the sample that begins in June 1988.
C. Results of Delta-/Vega-Neutral Hedging Strategy after Trading Costs
Table IX contains a series of trading strategy simulation results in which the benefits/costs of market making are introduced one at a time. For convenience, the abnormal returns of the trading strategy when trades are executed at bid/ask midpoints from Table VIII are presented again as hedge strategy 1. Note that the average abnormal returns for the delta-neutral hedge strategy 1 The analytical European-style formula is used to compute implied volatilities for S&P 500 index options. The delta value of each option series is computed using the closing index level, the actual dividends paid during the option's life, the Eurodollar rate matching the option's time to expiration, and the realized volatility over the most recent sixty trading days. Average returns marked with an asterisk are significant at the five percent level using Johnson's (1978) modified t-test. Hedge portfolios and trading cost assumptions are as follows:
Strategy Description 1 Delta-neutral hedge with no trading costs. Options are sold at 3 PM (CST) bid/ask midpoint. S&P 500 index position is rebalanced daily. 2 Delta-neutral hedge with options sold at 3 PM (CST) ask price. S&P 500 index position is rebalanced daily with no trading costs. 3
Delta-neutral hedge with options sold at 3 PM (CST) ask price. S&P 500 index position is rebalanced daily with trading cost equal to one-half the S&P 500 futures bid/ask spread. 4
Delta-neutral hedge with options sold at 3 PM (CST) ask price. S&P 500 futures position is rebalanced daily with trading cost equal to one-half the S&P 500 futures bid/ask spread. 5
Delta/vega-neutral hedge with trading costs on index only. Options are sold at 3 PM (CST) ask price. ATM call option is bought at the bid/ask midpoint to hedge the vega risk and is rebalanced daily. S&P 500 index is used to managed the delta risk and is rebalanced daily with a trading cost equal to one-half the S&P 500 futures bid/ask spread. 6
Delta/vega-neutral hedge with trading costs on index and vega-hedge option.
Options are sold at 3 PM (CST) ask price. ATM call option is bought at the ask to hedge the vega risk and is rebalanced daily. S&P 500 index is used to managed the delta risk and is rebalanced daily with a trading cost equal to one-half the S&P 500 futures bid/ask spread. are lower in the period June 1988 through December 2000 than in the more subperiod January 1995 through December 2000. For category 1 options, for example, the average monthly abnormal returns are 5.4 percent and 6.9 percent, respectively. Apparently the abnormal returns are not disappearing as the market grows older. The first adjustment to the trading strategy involves replacing trades at the midpoints with trades at the ask price. This is done to acknowledge that if public order f low is exclusively market orders to buy index options, the market maker will be selling at his ask price. Naturally, sales at the ask increase the abnormal returns of the delta-neutral option trading strategy, as the results of hedge strategy 2 show. The increased return averages about 0.2 percent a month across moneyness categories.
Hedge strategy 3 explicitly acknowledges that trading the underlying index is costly. To proxy for the effects of trading costs on the index, we use one-half the bid/ask spread of the nearby S&P 500 futures contract. Note that these trading costs are incurred when the index portfolio is purchased/sold when the position is initially taken as well as day to day when the number of units in the hedge portfolio is adjusted. Trading costs on the index reduce the abnormal returns. Category 1 options, for example, now have a monthly abnormal return of 4.6 percent per month, down a little more than 100 basis months from where trading costs on the index were ignored. It should be noted that our delta-hedge results may overstate the effects of trading costs. In providing liquidity to the marketplace, the market maker acquires short call positions, which naturally offset the delta exposure of short index puts.
Hedge strategy 4 is the same as three except that the nearby S&P 500 futures is used to delta-hedge the option position rather than the index itself. The reason for this is that S&P 500 index option market makers use the S&P 500 futures to hedge since basket trading the entire S&P 500 is costly. Potentially, the abnormal returns could go up or down as a result of this change. The reason is that the futures expires on a quarterly cycle while the options expire monthly. For the nonquarterly option expirations, the index option prices are not forced to converge to the index level, as they are for the quarterly expirations. This additional basis risk may cause average abnormal returns to become more noisy, but the direction of the bias is unclear. The results of hedge strategy 4 show that the use of the index futures rather than the index leaves the average abnormal returns virtually unchanged.
Thus far we have only accounted for the trading costs of delta-hedging a short index option position. The average abnormal returns are reduced but remain positive and abnormally large. For the category 1 options, the monthly return is 4.6 percent, although it is not significantly different from zero. For category 3 options, the average abnormal return is 1.7 percent per month and is significantly different from zero.
To this point, however, we have not addressed the issue of volatility risk. While the abnormal returns are positive, they may merely be compensation for the volatility risk that the market maker has assumed. Only the delta risk and its costs have been considered. One way to assess whether the size of the volatility risk premium is justifiable is to also vega-hedge the option position. Since the market maker is short volatility, he must buy other index options to hedge his volatility risk. The choice of exactly which option to use is arbitrary. We choose the index call whose delta is nearest 0.5 because its vega is higher than OTM and ITM options, and therefore, fewer contracts are needed to hedge. The hedging strategy now has two steps. Like before, one option is sold. But, before the delta-hedge is put on, a number of ATM calls are purchased. The number of ATM calls equals the vega of the option sold divided by the vega of the ATM call. The net delta of the combined option position is then hedged using the index. Each day, the vega-hedge and delta-hedge are adjusted to make the overall portfolio delta and vega risk neutral. Any intermediate gains or losses on the hedge positions are carried forward until the option's expiration at the risk-free interest rate.
Hedge strategy 5 shows the abnormal returns with the vega-hedge in place. Note that these returns ref lect only the cost of the hedge option, in the sense that buying the ATM call is assumed to take place at the bid/ask midpoint. But, even with only the cost of the option considered, the abnormal returns become negative for the first three moneyness categories, and are insignificantly different from zero for the remaining two. If the trading costs of the trades of the vega-hedge are incorporated, the abnormal returns are large and negative for all categories (see hedge strategy 6).
One possible explanation for the fact that all option categories have negative abnormal returns is that the market maker is not charging a high enough volatility risk premium. The most effective way that the market maker has to hedge his short volatility risk is to buy index options. If he does, he loses money.
IV. Summary and Conclusions
The intriguing relation between Black-Scholes implied volatility and the exercise prices of index options has been the focus of a number of empirical investigations. Most of the investigations examine whether the shape of the IVF and its variation through time are a consequence of inappropriate assumptions regarding the stochastic movements of asset price and volatility. It is becoming increasingly apparent, however, that none of these explanations provides a completely satisfactory explanation. In this study, we explore the possibility that market makers set option prices with a model not radically different from Black and Scholes (1973) and that the shape of the IVF is attributable to the buying pressure of specific option series and a limited ability of arbitrageurs to bring prices back into alignment. In particular, we document that daily changes in the implied volatility of an option series are significantly related to net buying pressure and that the changes are transitory, as market makers are gradually able to rebalance their portfolios. Buying pressure on index put options appears to drive the permanently downward sloping shape of the S&P 500 index option IVF, consistent with hedgers seeking portfolio insurance. In contrast, buying pressure on call options appears to drive the shape of stock option IVFs. A simulated trading strategy that sells options, and then delta-hedges the positions using the underlying security, generates significant paper profits for the index but not for individual stocks. For index options, we find that profits are highest for the category of options that contain the OTM puts, which corresponds to the institutional demand for portfolio insurance. While the prices of these options are considerably higher than is suggested by the Black-Scholes formula and the actual level of volatility in the marketplace, they do not represent profitable arbitrage opportunities for the market maker once the costs of hedging volatility risk are considered.
