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This thesis is concerned with various aspects of the metric theory of Diophan-
tine Approximation by algebraic points. It is comprised of three introductory
chapters, the presentation of our original work (Section 3.1, Chapters 4 and
5), and two appendices.
At the end of Chapter 3 we introduce a simple application of the quan-
titative non-divergence estimates of Kleinbock and Margulis to a problem
of approximation of points on a circle in the complex plane by ratios of
Gaussian integers, which is motivated by recent advances in the theory of
Wireless Communications.
Then, in Chapter 4 we prove some partial results towards a Hausdorff
measure description of the set of real numbers close to the zeros of polyno-
mials of bounded degree, expanding on previous work of Hussain and Huang
(see Section 1.2.1). Specifically, we use an estimate on the number of cubic
polynomials with bounded discriminant due to Kaliada, Götze and Kukso
and a measure bound due to Beresnevich to prove a convergence result for
irreducible cubic polynomials, as well as for polynomials of arbitrary degree
and large discriminant.
Finally, in Chapter 5 we apply a quantitative non-divergence estimate
and the theory of ubiquitous systems to derive both a counting lower bound
and a divergence Hausdorff measure result for a problem of approximation
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Traditionally, Diophantine Approximation is concerned with the density of
the rational numbers within the reals. In other words: given a real number
α, how efficiently can it be approximated by rational numbers p
q
, in terms of
the size of the (reduced) integers p and q? We will discuss this problem in
[0, 1] only for simplicity, and everything we say here can be straightforwardly
extended to the whole R. Immediately, one can see that for every positive q
there is a p such that ∣∣∣∣∣α− pq
∣∣∣∣∣ ≤ 12q ,
which can be rewritten as |〈qα〉| ≤ 12 , where |〈·〉| denotes the distance from
the nearest integer. Furthermore, a classical result of Dirichlet’s shows that
we can improve on the rate of approximation with only a slight relaxation
of our requirements, i.e. by replacing every with infinitely many:
Theorem 1.0.1 (Dirichlet). For every α ∈ [0, 1] and for every Q ∈ N there








More broadly, we would like to determine when the inequality |〈qα〉| <
ψ(q) admits infinitely many integer solutions q, where ψ : R+ → R+ is called
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an approximation function; α is said to be ψ-well approximable if this is the
case. Unfortunately, in general Dirichlet’s theorem is best possible (up to a
constant), as it can be shown that algebraic numbers behave particularly
poorly with respect to approximation by rationals. For example, consider
the following theorem due to Hurwitz, which can be proven using continued
fraction methods.
Theorem 1.0.2 (Hurwitz). Let γ = 1+
√
5
2 be the golden ratio. Then for any
0 < ε < 1√5 the inequality
|〈qγ〉| < ε
q
has at most finitely many solutions q ∈ N.
Even though we are not able to improve on Dirichlet’s theorem for every
real number in [0, 1], it is often interesting to determine the likelihood of a
random α ∈ [0, 1] of being ψ-well approximable, and this is precisely where
a classical result due to Khinchin comes in. The modern formulation below
is a little different from Khinchin’s original statement, and can be found e.g.
in [19, Theorem 1.2.5]. Here | · | denotes the Lebesgue measure on R, and
W (ψ) is the set of ψ-well approximable points in [0, 1].





1 if ψ is monotonic and ∑∞q=1 ψ(q) =∞.
The convergence part can be proved in a fairly elementary way via the
following standard lemma from Probability Theory, and this argument is
enough to exemplify the common approach to this sort of theorem. We
will return to this Theorem later in Chapter 2, where we will show how the
notion of ubiquitous systems can be used to prove the divergence part.
Lemma 1.0.4 (Borel-Cantelli). Let (Ω, µ) be a measure space. Further, let
{Eq}q∈N be a sequence of µ-measurable sets, and let E∞ be the set of x ∈ Ω
such that x ∈ Eq for infinitely many q ∈ N, i.e.









If ∑q∈N µ(Eq) <∞, then µ(E∞) = 0.
Proof of the convergence part of Theorem 1.0.3.
Fix q ∈ N, and observe that α ∈ [0, 1] satisfies |〈qα〉| < ψ(q) if and only if
there is an integer p ∈ {0, . . . , q} such that∣∣∣∣∣α− pq
∣∣∣∣∣ < ψ(q)q .


























∣∣∣∣∣ = qψ(q)q = ψ(q).
Since W (ψ) = lim supq→∞Eq, a direct application of the Borel-Cantelli
Lemma concludes the proof.
Remark 1.0.5. Khinchin’s original proof assumed the monotonicity of
qψ(q), but this requirement was later relaxed through the notion of regular
systems introduced by Baker and Schmidt in [7]. Furthermore, Duffin and
Schaeffer [50] showed that this hypothesis is indeed necessary.
While Khinchin’s Theorem is striking in its simplicity, it doesn’t fully
describe W (ψ). For example, consider the sets W (2) and W (2020), where
with a common abuse of notation we wrote W (τ) instead of W (q−τ ): they
both have null Lebesgue measure, but intuitively we would expect the former
to be larger. Therefore, to gain a better understanding of W (ψ) we need
a more fine-grained way to measure it, like the Hausdorff measure Hs and
dimension dimH (see Appendix A). Again, the modern formulation below of
Jarník’s classical result can be found in [19, Theorem 1.3.4].
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Theorem 1.0.6 (Jarník [62]). Let ψ be an approximation function. Then






∞ if ψ is monotonic and ∑∞q=1 q1−sψ(q)s =∞.
As for Khinchin’s Theorem, here we will only prove the convergence part,
and we will return to the divergence part in Chapter 2.
Proof of the convergence part of Theorem 1.0.6.
First, observe that if F ⊂ R and {Bi}i∈N is a ρ-cover of F , then by definition





Now let Eq be the same as in the proof of Theorem 1.0.3, and note that for


















Then if ρ(q0) := supq≥q0 q
−1






















Since the latter is the tail of a convergent series, it must tend to 0 as q0 →∞.
Furthermore, the convergence of this series also implies ρ(q0) → 0, which
gives
Hs(W (ψ)) = lim
q0→0
Hsρ(q0)(W (ψ)) = 0.
Finally, the following theorem was proven independently by Jarník in
1928 and Besicovitch in 1932, and it can also be seen as a direct consequence
of Jarník’s Theorem.
Theorem 1.0.7 (Jarník-Besicovitch). Fix τ > 1. Then dimHW (τ) = 21+τ .
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1.1 the theory in higher dimensions
There are essentially two ways to approach the problem of approximating a
point α = (α1, . . . , αn) ∈ Rn with rationals. We can treat each component
separately, leading to a simultaneous approximation problem of the form
|〈qjαj〉| < ψj(‖q‖) (1 ≤ j ≤ n) (1.1)
or we can treat them all at the same time by asking how far α is from lying
on a rational hyperplane, leading to a dual approximation problem of the
form
|〈q ·α〉| < ψ(‖q‖), (1.2)
where here and in what follows ‖·‖ denotes the sup norm, unless otherwise
stated. These two types of approximation can be straightforwardly combined
by taking an m × n matrix A ∈ Rmn and considering the problem of
simultaneous approximation of the columns Aj of A:
|〈q · Aj〉| < ψj(‖q‖) (1 ≤ j ≤ n). (1.3)
We can then recover (1.1) or (1.2) by setting m = 1 or n = 1, respectively.
As a direct application of Minkowski’s Theorem for linear forms, we can
obtain the following equivalent of Dirichlet’s Theorem for (1.3), i.e. in the
special case where ψj(q) = q−ijm for some ij > 0:
Theorem 1.1.1 ([43, Chapter 1, Theorem VI]). Let i1, . . . , in ∈ [0, 1] be
real numbers such that ∑nj=1 ij = 1. Then for every A ∈ Rmn and for every
Q ∈ N there is a q ∈ Zm such that 0 < ‖q‖ ≤ Q and
|〈q · Aj〉| < Q−ijm (1 ≤ j ≤ n).
In particular, there are infinitely many q ∈ Zm such that
|〈q · Aj〉| < ‖q‖−ijm (1 ≤ j ≤ n). (1.4)
Now suppose that all the approximation functions ψj in (1.3) coincide
with the same function ψ. To lighten the notation, we will then write
|〈qA〉| < ψ(‖q‖),
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where |〈qA〉| := max1≤j≤n|〈q · Aj〉|, and we will say that A is ψ-well approx-
imable if this inequality is satisfied for infinitely many q ∈ Zm. Also let Imn
be the unit cube [0, 1]mn and, like in the previous section, consider the set
W (m,n;ψ) := {A ∈ Imn : |〈qA〉| < ψ(‖q‖) for infinitely many q ∈ Zm} .
The following theorem is a modern improvement on a classical result of
Khinchin and Groshev [22]. Here | · | denotes the Lebesgue measure on Imn.







1 if ψ is monotonic and ∑∞q=1 qm−1ψ(q)n =∞.
Furthermore, the monotonicity assumption can be dropped when mn > 1.
Finally, we ought to mention the Mass Transference Principle, a powerful
result originally due to Beresnevich and Velani which allows one to obtain
Hausdorff measure versions of Lebesgue measure statements about lim sup
sets. Although we will not cover it in more detail in this thesis, we invite the
interested reader to consult [5] for an overview of the MTP and some of the
many extensions that have been proved since its inception. In particular, one
such theorem due to Allen and Beresnevich allows us to derive the following
Jarník-type result for W (m,n;ψ) from Theorem 1.1.2 (see [4, Theorem 2]).
Theorem 1.1.3. Let ψ be an approximation function. Also let g be a












1 if ψ is monotonic and ∑∞q=1 qn+m−1g̃(ψ(q)q ) =∞.
Furthermore, the monotonicity assumption can be dropped when mn > 1.
Remark 1.1.4. For the usual Hausdorff s-dimension, i.e. when g(r) = rs
for some s > 0, the monotonicity condition on g is vacuously satisfied.
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1.2 diophantine approximation on manifolds
In 1932, Mahler [83] proposed a classification of the real numbers in terms
of their approximation properties by algebraic numbers. More precisely, the
class of a number x ∈ R depended on the supremum wn(x) of the numbers
w > 0 such that
|P (x)| < H(P )−w (1.5)
has infinitely many solutions in polynomials P = anXn + · · ·+ a0 ∈ Z[X]
of degree at most n, where H(P ) is the (naive) height of P , i.e.
H(P ) := max
0≤i≤n
|ai|.
We should also mention that a few years later, in 1939, Koksma [73] proposed
a similar classification based on the supremum w∗n(x) of the numbers w∗ > 0
such that
|x− α| < H(α)−w
∗−1 (1.6)
has infinitely many solutions in real algebraic numbers α of degree at most
n, where H(α) denotes the hight of the minimal polynomial of α. We will
not go into more detail here, but it should be noted that there are some
subtle differences between the two approaches, even though the resulting
classifications ultimately coincide (see [42, Chapter 3]).
Just like in the case of Theorem 1.1.1, Minkowski’s Theorem for linear
forms shows that wn(x) ≥ n for every x ∈ R, and Mahler conjectured that
wn(x) = n for Lebesgue almost every x ∈ R. The case n = 1 follows directly
from Khinchin’s Theorem, while Kubilius [75] and Volkmann [105] proved
the quadratic and cubic cases, respectively, before Sprindžuk settled the
conjecture in its generality in 1969 [101], as well as its complex and p-adic
equivalents.
Observe that (1.5) can be reinterpreted as
|a · x| < ‖a‖−w, (1.7)
where a ∈ Zn+1 and x = (1, x, . . . , xn) ∈ Rn+1. In other words, it can be
seen as a problem of approximation of points on the Veronese curve (also
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known as rational normal curve) of degree n by rational hyperplanes. Thus
Mahler’s conjecture marked the beginning of what Sprindžuk called the
theory of approximation of dependent quantities, i.e. of points constrained
to a manifold. A key problem in this field is answering the following general
question.
Question 1.2.1. When does a given manifold M ⊂ Rn inherit the same
metric approximation properties of its ambient space Rn?
As a special case of this problem, in Sprindžuk’s terminology a manifold
M is called extremal if for almost all of its points (with respect to the induced
Lebesgue measure onM) the exponents in (1.4) cannot be improved.
Remark 1.2.2. Although (1.7) looks like an inhomogeneous version of the
inequalities considered in the previous sections, it is not a real issue in
this case. Indeed, suppose that x ∈ [−12 ,
1
2) and let ã = (a1, . . . , an) and
x̃ = (x, . . . , xn). Without loss of generality, also assume that ‖a‖ ≥ 2, so
that ‖a‖−w ≤ 2−n for w ≥ n, as well as ã 6= 0. Then




hence every solution of (1.7) is also a solution of
|〈ã · x̃〉| < ‖ã‖−w. (1.8)
Finally, a brief argument from Section 4.3.1 allows us to lift any Hausdorff
measure result from [−12 ,
1
2) to the whole R.
1.2.1 Veronese curves
Now, given an approximation function ψ, consider the set
Ln(ψ) := {x ∈ R : |P (x)| < ψ(H(P )) for i.m. P ∈ Z[X], degP ≤ n} ,
where "i.m." stands for "infinitely many". Following the blueprint of the
previous sections, the first step in answering question 1.2.1 for the Veronese
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curves is an equivalent of Theorem 1.1.2 for Ln(ψ), which we obtain by
combining results due to Bernik [27] and Beresnevich [11, 10].
Theorem 1.2.3. Let ψ be an approximation function and let I ⊂ R be an
interval. Then





|I| if ψ is monotonic and ∑∞q=1 qn−1ψ(q) =∞.
The next step is to determine the Hausdorff dimension of Ln(ψ), which
was done by Bernik in [25]. Here wψ denotes the lower order of ψ−1 at
infinity, that is
wψ := lim inf
q→∞
− logψ(q)log q . (1.9)






Furthermore, the equivalent of the divergence part of the analogue
of Theorem 1.1.3 is a special case of a much more general result due to
Beresnevich, Dickinson and Velani (see Theorem 1.2.8 below), although we
should note that it could also be obtained directly from Theorem 1.2.3 via
the Mass Transference Principle.
Theorem 1.2.5. Let ψ be a decreasing approximation function. Also let g
be a dimension function such that r−1g(r) is decreasing and r−1g(r)→∞










Unfortunately, however, we are still missing a complete convergence coun-
terpart to Theorem 1.2.5. Hussain [60] and Huang [57] independently proved
the quadratic case for ψ decreasing and with an extra growth condition on
g, while in [92] (reproduced in Chapter 4 below) we proved the cubic case
for approximation functions of the form q−w, as well as some partial results
for irreducible cubic polynomials and for polynomials of arbitrary degree
and large discriminant.
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Remark 1.2.6. There are essentially two reasons why, unlike in Jarník’s
Theorem, the convergence case is actually the harder one to prove here.
The first is that, while it is possible to quantify how close a point needs
to be to a root of a polynomial P to achieve a certain rate of approximation
(see the estimates in Section 4.2), in general we are still missing a way to
control the overlap between these intervals when two or more roots of P are
close to each other, i.e. when P has small discriminant.
The second is that it is difficult to treat reducible polynomials by induc-
tion on n when ψ is not fully multiplicative, i.e. when ψ(q1q2) 6= ψ(q1)ψ(q2)
(see Section 4.5 for an example of this approach).
1.2.2 More general manifolds
Most of the more general results currently available involve a class of
manifolds called non-degenerate (see below), and their proofs often rely on a
combination of two of the most useful tools in Diophantine Approximation:
ubiquitous systems and the quantitative non-divergence estimates, which we
will introduce in Chapters 2 and 3, respectively. Here we will only mention
a couple of results that are particularly relevant to the discussion in later
chapters; for a more detailed overview, see the introduction to [6], as well as
the survey papers [18] and [19].
So letM⊂ Rn be an m-dimensional differential manifold, and consider
a local chart (f , U) ofM such that f ∈ C`(U). Then f is `-non-degenerate
at x0 ∈ U if there are n linearly independent derivatives of f at x0 of order
up to `. Furthermore, f is non-degenerate at x0 if it is `-non-degenerate for
some ` > 0, andM is non-degenerate if almost every x ∈M (with respect
to the induced Lebesgue measure) admits a non-degenerate local chart.
Geometrically, this means that locally M diverges at least polynomially
from any affine subspace of Rn almost everywhere (see [9, Lemma 1.c] for a
more precise formulation).
Remark 1.2.7. Analytic manifolds are an important special case, since by
the Wronskian criterion an analytic map f = (f1, . . . , fn) is non-degenerate
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almost everywhere if and only if 1, f1, . . . , fn are linearly independent func-
tions over R. In particular, the Veronese curves are non-degenerate 1-
dimensional manifolds.
The following theorem, which was obtained by Beresnevich, Dickinson
and Velani in [17], is the equivalent of the divergence part of Theorem 1.1.3
for non-degenerate manifolds in the special case of dual approximation.
Theorem 1.2.8 ([17, Theorem 18]). Let M ⊂ Rn be a non-degenerate
m-dimensional manifold, and let ψ be a decreasing approximation function.
Also let g be a dimension function such that g̃(r) := r−(m−1)g(r) is increasing,
q−mg(r) is decreasing, and r−mg(r)→∞ as r → 0. Then









As Remark 1.2.6 would suggest, the convergence counterpart of The-
orem 1.2.8 is still an open problem. However, Dickinson and Dodson
[48] proved the following lower bound for the Hausdorff dimension of
W (m, 1;ψ) ∩M, which is conjectured to hold as an equality (cfr. The-
orem 1.2.4). We should also mention that in [14] Beresnevich, Bernik and
Dodson proved equality in the special case whereM is a curve and wψ is
close to n, namely 0 < wψ − n < n/(4n2 + 2n− 4).
Theorem 1.2.9. LetM⊂ Rn be a non-degenerate manifold. Further, let









Remark 1.2.10. As Sprindžuk notes in [102, Chapter 2, Section 12], when
M can be factored as a product
M1 × · · · ×Mm
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of a sufficiently large number of manifolds with a relatively simple structure,
“the metric theory of Diophantine approximation on [M] is in many ways
analogous to the theory of approximation of independent quantities.”
We conclude this section by mentioning that, although not much has been
proven with regard to a general simultaneous approximation analogue of
Theorem 1.2.8, Beresnevich, Bernik and Budarina [13] proved the following
result for systems of linear forms in the spirit of Remark 1.2.10 (cfr. Theorems
5.1.6 and 5.2.16).
Fixm,n ∈ N and for each j ∈ {1, . . . ,m} consider a map fj : Uj → Rn+1,
where Uj is an open ball in Rdj . Then let
U := U1 × · · · × Uj ⊂ Rd, d = d1 + · · ·+ dj,
and consider the set F of functions F : U → Rm with coordinates of the
form
Fj(xj) = a · fj(xj)
as a ranges in Zn+1 \ {0}. Further, define
H(F ) := ‖a‖ = max
0≤i≤n
|ai|
and, given an approximation function ψ, let
L (F , ψ) :=
{







for i.m. F ∈ F
}
.
Theorem 1.2.11 ([13, Theorem 4]). Suppose that, for each j ∈ {1, . . . ,m},
the coordinate functions of fj are analytic and linearly independent over R.
Also, let g be a dimension function such that g̃(r) := r−d+mg(r) is increasing
and r−dg(r) is non-increasing. Then









Remark 1.2.12. In the same paper, Beresnevich, Bernik and Budarina also
prove a convergence counterpart of Theorem 1.2.11, but only for Lebesgue
measure.
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Remark 1.2.13. An elegant, general theorem like Theorem 1.1.2 is not
actually possible in the case of simultaneous approximation on a manifold
M. The reason is that when ψ(q) decreases faster than a critical threshold,
the approximating rational points appear to be forced to lie onM itself,
bringing into play its arithmetic properties (see also Remark 2.0.8).
More precisely, Rynne [97] proved that ifM is a Ck manifold, then there
are two manifolds “Ck-close” toM with radically different approximation
behaviour. Therefore the behaviour ofM cannot be captured by its analytic
properties alone. However, it is widely believed that it should be possible
to prove a general theorem for a wide class of manifolds (including non-
degenerate manifolds) when the rate of decay of the approximation function
is above a critical threshold [16, Section 1.4].
For the current state of the art, see [20] for the divergence case, and
[21, 99, 58] for the convergence case. In particular, the introduction of [58]
contains a useful overview of some of the previous results. We should also
mention [59], which deals with the convergence case for affine subspaces
which satisfy a certain Diophantine condition.
1.3 outline
Chapter 2 contains a brief introduction to the theory of ubiquitous systems.
Chapter 3 is devoted to the quantitative non-divergence estimates of
Kleinbock and Margulis [71], a powerful tool at the heart of the argument
in Chapter 5. After a brief introduction, we provide a simple application to
a problem of approximation by ratios of Gaussian integers in the complex
plane.
Chapter 4 contains some partial results towards a Hausdorff measure
version of Theorem 1.2.3 which were published in [92]. Our argument follows
Volkmann’s proof of the cubic case of Mahler’s conjecture [107] and uses
some recent asymptotic estimates by Kaliada, Götze and Kukso [63] on the
number of cubic polynomials with bounded discriminant.
Finally, in Chapter 5 we use a quantitative non-divergence estimate to
extend some lower bounds for the number of points with algebraic conjugate
20 Chapter 1. Introduction
coordinates close to curves and surfaces, to points close to manifolds in Rn
which satisfy certain algebraic conditions. In the process we also prove a
Hausdorff measure divergence result for approximations of the form
max
1≤j≤m
|P (xj)| < H(P )
for points x lying on one such manifold, providing a partial extension of
Theorem 1.2.11. At the time of writing, this work is also available in pre-print
form on arXiv [93].
2
Ubiquitous systems
Ubiquitous systems were introduced by Dodson, Rynne and Vickers in [49]
as an extension of the notion of regular system of Baker and Schmidt [7],
and notably they were improved upon in [17] by Beresnevich, Dickinson and
Velani. Essentially, a ubiquitous system represents a family of sets Bi of balls
with decreasing radii in a probability space Ω, such that each Bi covers a
positive measure portion of Ω. These balls arise as neighbourhoods of points,
called “resonant”, which are fixed throughout. This turns out to be a good
approximation of Ω in terms of its metric properties, and by comparing an
approximation function ψ with the rate of decrease of the radii as i varies,
one can then prove results like the divergence part of Khinchin’s Theorem.
Remark 2.0.1. The theory developed in [17] allows for much more general
resonant sets, but for the purposes of this thesis points will suffice.
More formally, let (Ω, d) be a compact metric space equipped with a
probability measure µ for which there are constants δ, r0 > 0 such that for






where the constants a, b > 0 are independent of x and r.
Remark 2.0.2. Note that (2.1) implies that dimH(Ω) = δ, and it is therefore
trivially satisfied when µ = Hδ.
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Then consider the following setting:
• J , a countable set;
• R = (Rα)α∈J a family of points in Ω indexed by J , referred to as
resonant points;
• a function β : J → R+, α 7→ βα, which assigns a weight to each Rα in
R;
• a function ρ : R+ → R+ such that limr→∞ ρ(r) = 0, referred to as a
ubiquitous function; and
• J(t) = Jκ(t) := {α ∈ J : βα ≤ κt}, assumed to be finite for every
t ∈ N, where κ > 1 is fixed.
The pair (R, β) is then said to be a locally µ-ubiquitous system (in Ω)











for every t large enough, where the constant c > 0 is absolute.
Remark 2.0.3. The above setup is a simplified version of the one appearing
in [17], but it is more than enough for our purposes.
Example 2.0.4. In the setting of Theorem 1.0.3 we have:
• Ω = [0, 1], equipped with the Euclidean metric and the Lebesgue
measure;
• J = {(p, q) ∈ Z× N : 0 ≤ p ≤ q};
• R(p,q) = pq ;
• β(p,q) = q.
Then there is a choice of κ > 0 such that (R, β) is a locally Lebesgue-
ubiquitous system with respect to ρ(r) = cr−2, where c > 0 is constant (see
[17, Lemma 1]).
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Now, given an approximation function ψ : R+ → R+, we will also consider
the limsup set
ΛR(ψ) := {x ∈ Ω : d(x,Rα) < ψ(βα) for infinitely many α ∈ J}.
The following theorems, which are again a simplified version of the main
results from [17], allow us to estimate the measure of ΛR(ψ) when (R, β)
is a ubiquitous system. Before we can state them, though, we need one
final definition: a function ψ is κ-regular if there is a constant 0 < c < 1
(possibly dependent on κ) such that for all t large enough
ψ(κt+1) ≤ cψ(κt).
Theorem 2.0.5 ([17, Corollary 2]). Suppose that every open set of Ω is
µ-measurable. Also assume that ψ is κ-regular. If (R, β) is a locally µ-













Theorem 2.0.6 ([17, Corollary 3]). Suppose that (R, β) is a locally ubiqui-
tous system in Ω with respect to ρ, and let g be a dimension function such
that r−δg(r) is decreasing. Furthermore, suppose that there are constants
r0, c1, c2 ∈ (0, 1) such that
g(c1r) ≤ c2g(r) for any r ∈ (0, r0). (2.2)










Example 2.0.7. Let ψ be an approximation function, and define ψ̂(q) :=
ψ(q)
q
. Then observe that in the setting of Example 2.0.4 we have
W (ψ) = ΛR(ψ̂).
Furthermore, ψ̂ is clearly κ-regular whenever ψ is decreasing, and condi-
tion (2.2) is trivially satisfied when g(r) = rs. Therefore a direct application
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of Theorems 2.0.5 and 2.0.6 results in the divergence part of Theorems 1.0.3
and 1.0.6, respectively.
Remark 2.0.8. Let Ω′ be a metric subspace of Ω. Then there are essentially
two ways we can consider approximating the points of Ω′: intrinsic and
extrinsic.
Intrinsic approximation involves only points within Ω′, that is, R ⊂ Ω′.
In this case the theory of ubiquitous systems can be applied directly, provided
we are given an appropriate probability measure µ on Ω′. However, the
results can be highly unsatisfactory: for example, conics can have either
infinitely many rational points or none, like the circles in R2 with equations
x2 + y2 = 1 and x2 + y2 = 3, respectively. Even worse, a celebrated theorem
by Faltings says that any algebraic curve over Q of genus greater than 1 has
at most finitely many rational points (see e.g. [56, Theorem E.0.1]), stifling
any hope of intrinsic approximation by rationals.
For extrinsic approximation, on the other hand, R can also contain points
in Ω \ Ω′. Applying the theory of ubiquitous systems is often still possible
in this case, but can be considerably harder: it involves projecting R onto
Ω′ in order to obtain an approximate set of resonant points, and carefully
handling the resulting error to avoid affecting the overall approximation
rate. We will give an example of this approach in Section 5.7.
3
Quantitative non-divergence
The quantitative non-divergence estimates of Kleinbock and Margulis for
flows on homogeneous spaces are among the most powerful tools available
in Diophantine Approximation, and to understand how these come into
play we need to introduce the so called Dani correspondence. For simplicity
we will present this here only in the case of the approximation problem
|〈qα〉| < ψ(q) covered by the classical Khinchin and Jarník theorems, with
the extra assumption that ψ is decreasing, and for more details we invite
the interested reader to consult [70] and the survey papers [68, 18].
With a slight rewording, we would like to determine whether the system|qα + p| < ψ(Q)|q| ≤ Q (3.1)
admits a non-zero solution p, q ∈ Z for infinitely many integers Q > 0. The





and, after denoting the matrix ( 1 α0 1 ) by Uα, it is now clear that we are
looking for (non-zero) points of the lattice Γ = UαZ2 which lie within a
rectangle of sides 2ψ(Q) and 2Q. This is closely related to the classical
shortest vector problem in the theory of lattices: given a lattice Γ ⊂ Rn and
a norm on Rn, find the non-zero vector in Γ with the smallest norm; we will
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denote this smallest norm by λ1(Γ). Indeed, all we need to do to reinterpret
our problem in these terms is to rescale our rectangle into a square, i.e. a









, as well as ε = ε(Q) =
√
Qψ(Q).
Now suppose we can find a point v ∈ gtUαZ2 with norm ‖v‖ < ε. Then, by
definition, there is a point (p, q)T ∈ Z2 such that|qα + p| < e
−tε = ψ(Q)
|q| < etε = Q.
Also note that we can recover the solutions of (3.1) with |q| = Q simply by
slightly increasing the value of t (which doesn’t affect ε).
Thus, as t varies, gtUαZ2 describes the orbit of a flow on the space of
unimodular lattices L2 = SL2(R)/ SL2(Z), and the key to our argument is
the following criterion of Mahler’s which originally appeared in [80] (for the
formulation below see [95, Corollary 10.9] and [44, Chapter V]). Note that
this holds in higher dimensions as well.
Theorem 3.0.1 (Mahler’s Compactness Criterion). Let L2(ε) ⊂ L2 be the
set of lattices whose shortest non-zero vector has norm at least ε. Then
L2(ε) is compact for any ε > 0. Vice versa, every compact set of L2 is
contained in a set of the form L2(ε).
Therefore, a number α is ψ-well approximable if and only if the orbit






for infinitely many Q > 0. Hence the key to applying this framework to
derive metric approximation results is to provide a quantitative estimate for
the proportion of α ∈ [0, 1] for which this flow diverges at a certain rate.
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In 1998 Kleinbock and Margulis introduced this kind of estimate to prove
an extremality conjecture of Sprindžuk’s about a problem of multiplicative
approximation [71]. However, to be able to state their theorem we need to
state a couple more definitions.
First off, consider an open subset U ⊆ Rd and a Lebesgue-measurable
function f : U → R. For any open ball B ⊂ U and ε > 0, define
Bf,ε := {x ∈ B : |f(x)| < ε}. (3.3)
Then we say that f is (C, α)-good on U if there are constants C, α > 0 such
that for any open ball B ⊂ U we have
∣∣∣Bf,ε∣∣∣ ≤ C( ε
‖f‖B
)α
|B| for all ε > 0, (3.4)
where ‖f‖B := supx∈B|f(x)|. Note that we will assume 10 =∞, so that (3.4)
holds trivially when ‖f‖B = 0. We refer the reader to Sections 3.1.2 and
5.4 for some properties and examples.
Given integers k ≥ τ > 0, a primitive tuple of Zk is a subset {w1, . . . ,wτ}
that can be completed to a basis of Zk. We will denote by Wkτ the set of
elements
w = w1 ∧ · · · ∧wτ ∈
τ∧
Zk where {w1, . . . ,wτ} is a primitive tuple,
and by Wk the union of all such sets over τ ∈ {1, . . . , k}. Observe that,
up to a sign, the elements of Wkτ can be identified with the τ -dimensional
rational subspaces of Rk.
Here and in what follows, if c > 0 and B = B(x, r), then cB will denote
the ball B(x, cr). Unless otherwise stated, ‖·‖ will denote the sup norm,
although a change of norm only implies a change of constant in (3.5) below,
and with a slight abuse of notation we will also denote by ‖·‖ the extension
of ‖·‖ to ∧τ Rk ' R(kτ) with respect to the standard basis of Rk, e.g. in the
case of the sup norm:
‖v‖ := max
I∈JkKτ<
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Theorem 3.0.2. Fix d, k ∈ N, C, α > 0, 0 < ρ ≤ 1. Let B be a ball in
Rd and let B̃ = 3kB. Suppose that η : B̃ → GLk(R) is a map such that for
every w ∈ Wk:
1. the function x 7→ ‖η(x)w‖ is (C, α)-good on B̃; and
2. ‖η(·)w‖B ≥ ρ.
Then for any 0 < ε ≤ ρ we have






where Nd is a constant depending only on d.
Remark 3.0.3. The original statement of [71, Theorem 5.2] only allowed
ρ ∈ (0, 1/k], but the range can be extended to (0, 1] as a special case of [34,
Theorem 6.2].
Remark 3.0.4. Although the statements of Theorem 3.0.2 and its variants







Remark 3.0.5. [67, Theorem 3.4] shows that the factor 3dNd in (3.5) can
be replaced with 2 when d = 1, the image of η is contained in SLk(R), and
‖·‖ denotes the Euclidean norm.
Over the years, Theorem 3.0.2 has been improved upon in many ways.
Most notably, Kleinbock, Lindenstrauss and Weiss extended it to a wider
class of measures [69, Theorem 4.3], and Kleinbock and Tomanov proved a
p-adic analogue [72, Theorem 9.3]. More recently, Das, Fishman, Simmons,
and Urbánski extended it to even more general measures [46, Lemma 4.6],
although they stated their result only in the context of the classical ex-
tremality approximation problems. Here we will only mention the following
version, which is the one we will use in Chapter 5, but in order to state it we
need to define the notion of (C, α)-goodness for more general metric spaces.
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Let X be a metric space and ν a Radon measure on an open subset
U ⊆ X. A ν-measurable function f : U → R is said to be (C, α)-good on U
with respect to ν if there are constants C, α > 0 such that for every open










ν(B) for all ε > 0,
where Bf,ε is as in (3.3) and ‖f‖ν,B := supx∈B∩supp ν |f(x)|.
Following [69], we will also say that ν is D-Federer (or doubling) on U






for any ball B ⊂ U centred on supp ν. Furthermore, a Radon measure ν on
X is said to be Federer if for ν-almost every x ∈ X there are a neighbourhood
U of x and a D > 0 such that ν is D-Federer on U .
Finally, again following [69], we will say that X is Besicovitch if there
is an N > 0 such that, for any bounded set A ⊂ X and any collection of
balls B such that every x ∈ A is in the centre of a ball in B, there is a
countable collection Ω ⊆ B which covers A and such that every point x ∈ A
lies in at most N balls in Ω. It is well known that Rd with the Euclidean
metric is Besicovitch, see e.g. [84, Theorem 2.7], and the constant Nd in
Theorem 3.0.2 is precisely the Besicovitch constant of Rd.
Theorem 3.0.6 ([66, Theorem 2.2]). Fix k,N ∈ N and C,D, α, ρ > 0.
Given an N-Besicovitch metric space X, let B be a ball in X and ν be a
measure which is D-Federer on B̃ = 3kB. Suppose that η : B̃ → GLk(R) is
a map such that for every 1 ≤ τ ≤ k and for every w ∈ Wkτ :
1. the function x 7→ ‖η(x)w‖ is (C, α)-good on B̃ with respect to ν, and
2. ‖η(·)w‖ν,B ≥ ρτ .
Then for any 0 < ε ≤ ρ we have
ν
({












While the improvement of 2 is not often needed in applications, we
note here that it is sometimes crucial for problems in Metric Diophantine
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Approximation; see for example [66, Section 3] and the discussion that
precedes it. Finally, we should also mention the important application of
Theorem 3.0.6 by Aka, Breuillard, Rosenzweig and de Saxcé, who in 2018
used it to determine the precise geometric constraints to extremality [2].
3.1 approximation on circles by gaussian rationals
In recent years, results from metric Diophantine Approximation have found
many fruitful applications in the field of wireless communications, where they
have been used to analyse the performance of some novel communication
channels based on the principle of interference alignment (see [23] for a
mathematician-friendly introduction). Proposition 3.1.1 below is motivated
by one such application: the upper bound we prove here could then be
used in a manner similar to [91, Section VI.B], where an analogous bound
for approximation by rationals is used to estimate the achievable rate of
communication of a symmetric K-user interference channel.
Consider the following subset of the circle Sr := {z ∈ C : |z| = r}:
Lr(∆, Q) := {z ∈ Sr : |qz − p| < ∆, |q| ≤ Q for some p, q ∈ Z[i]} .
As a simple application of Theorem 3.0.2 we will prove an effective upper
bound for the Lebesgue measure of Lr(∆, Q); that is, we will show that:
Proposition 3.1.1. For any ∆, Q > 0 we have









where C can be taken to be 36
√
3.
Remark 3.1.2. Note that the components of (the numerator and denomi-
nator of) p
q
are quadratic in the components of the Gaussian integers p, q.
This means that many of the usual geometry of numbers results are unavail-
able to us, since they tend to rely on linear forms in integers. Therefore
proving an upper bound for the measure of Lr(∆, Q) is subtly more difficult
than proving a similar bound for the equivalent set of approximation by
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Gaussian rationals. Cfr. [104] and [16], both of which deal with the problem
of simultaneous approximation of planar curves by rational points, and in
particular the proof of [16, Theorem 7].
3.1.1 Lattices
Note that the points of Sr can be parametrised by the map ϕ : [−π, π)→ C
given by x 7→ r(cos(x) + i sin(x)) and, since ϕ is periodic, we shall tacitly
extend its domain to the whole R whenever needed. Also, here and for the
remainder of this Chapter ‖·‖ will denote the Euclidean norm on R4. Then












q1 cos(x)− q2 sin(x) + p1




















However, recall that to be able to apply Theorem 3.0.2 we need to restate
this in terms of a smallest vector problem. In other words, we need to rescale
(3.6) so that the bound is uniform across all four components. To this end,







 where t ∈ R.





et|qz − p|2 + e−t|q|2,
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from which, by choosing t such that et∆2 = e−tQ2, we deduce the existence







The following properties of (C, α)-good functions are direct consequences of
the definition:
Lemma 3.1.3 ([71, Lemma 3.1],[34, Lemma 3.1]). Given V ⊆ Rd and
C, α > 0:
1. A function f is (C, α)-good on V iff so is |f |.
2. A function f is (C, α)-good on V iff so is λf for any λ ∈ R.
3. If the functions fi for i ∈ I are (C, α)-good on V , then so is supi∈I |fi|.
4. If f is (C, α)-good on V and c1 ≤ |f(x)||g(x)| ≤ c2 for all x ∈ V , then g is
(C(c2/c1)α, α)-good on V .
For the purpose of our argument, we are interested in showing that every
linear combination of 1, sin, cos is (C, 1/2)-good on R for some effectively
computable C > 0. This is a straightforward application of the following
Lemma, which is a special case of [71, Lemma 3.3].
Lemma 3.1.4. Let V be an open subset of R and let f ∈ Ck(V ) be such
that there are constants A1, A2 > 0 with∥∥∥f (i)∥∥∥
V
≤ A1 for all i ≤ k
and ∣∣∣f (k)(x)∣∣∣ ≥ A2 for all x ∈ V
where f (i) denotes the i-th derivative of f . Then for any open interval
B ⊂ V and for any ε > 0 we have





3.1. Approximation on circles by Gaussian rationals 33
where we can choose








Now let f be a linear combination of 1, sin and cos, say
f(x) = c0 + c1 cos(x) + c2 sin(x).
Also let V ⊂ R be an open interval containing [−π, π], for example V =




{|f ′(x)|, |f ′′(x)|} =: M.
Using Cramer’s rule on the system− sin(x) cos(x)








c1 = −f ′(x) sin(x)− f ′′(x) cos(x) c2 = f ′(x) cos(x)− f ′′(x) sin(x).
Therefore
|c1| ≤ |sin(x) + cos(x)|M ≤
√
2M
|c2| ≤ |cos(x)− sin(x)|M ≤
√
2M,




max{|c1|, |c2|} ≤M ≤
√
2 max{|c1|, |c2|} =: A1
and A1/A2 = 2. Applying Lemma 3.1.4 we see that (on an interval B ⊂ V )
when |f ′(x)| ≥ |f ′′(x)| we may take (C, α) = (24, 1), while when |f ′(x)| <
|f ′′(x)| we may take (C, α) = (18
√
6, 1/2). Since we may always assume that
ε/‖f‖B < 1, it follows that in the worst case we need (C, α) = (18
√
6, 1/2).
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3.1.3 Proof of Proposition 3.1.1
In the statement of Theorem 3.0.2 take k = 4, d = 1, B = [−π, π] and
η(x) = gtuϕ(x), where g, u are defined as in Section 3.1.1. Also let ‖·‖∞
denote the sup norm and define ψw(x) := ‖η(x)w‖∞. By direct computation
we can show that for every w ∈ Wk the function ψw(x) is an integer linear
combination of
1, r sin(x), r cos(x), and r2 sin2(x) + r2 cos2(x) = r2.
Therefore, by Section 3.1.2 it follows that ψw is (18
√
6, 1/2)-good on R.
Since ‖y‖∞ ≤ ‖y‖ ≤ 2‖y‖∞ for any y ∈ R4, Lemma 3.1.3 implies that
x 7→ ‖η(x)w‖ is (36
√
3, 1/2)-good on R. Furthermore, if





∣∣∣d0 + d1r2∣∣∣+ rmax{|d2|, |d3|} ≥ min{1, r2},
since the dj are all integers and at least one must be non-zero. Therefore,
by Section 3.1.1 and Theorem 3.0.2, as well as Remark 3.0.5, we conclude
that for every ∆, Q > 0 we have
|Lr(∆, Q)| ≤


























It seems that this bound is far from being sharp: a more direct computation
of C, as well as computer simulations, suggests that it should be possible to
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take C = 4. Unfortunately, as of this writing we have been unable to prove
that our analysis is exhaustive.
Furthermore, we should point out that the above proof can be carried
through for any curve in the complex plane, parametrised as ϕ(x) = ϕ1(x)+
iϕ2(x), as long as one can find C, α > 0 such that every integer linear
combination of 1, ϕ1, ϕ1 and ϕ21 + ϕ22 is (C, α)-good. In particular, this is
the case when ϕ1, ϕ2 are analytic and linearly independent.
4
A Jarník-type theorem for a problem of Mahler’s
1
4.1 introduction
Recall from Chapter 1 that classical Diophantine Approximation studies
the density of the rational numbers in the set of real numbers, starting
with Dirichlet’s theorem, which states that for any real number x there are
infinitely many pairs (p, q) ∈ Z× Z \ {0} such that
|qx− p| < 1
q
.
This is in a sense optimal, since by Hurwitz’s theorem
|qϕ− p| < 1
cq





5− 1)/2 (see [55, Theorem 194] for a proof). However, Khinchin’s
and Jarník’s theorems tell us — in a precise way — how likely it is that
a randomly chosen real number can be approximated by rationals up to
a certain accuracy, which is given in terms of a decreasing function of the
denominators.
More precisely, let ψ : R+ → R+ be such a function, called an approxi-
mation function, and define
Wn(ψ) := {x ∈ Rn : |q · x− p| < ψ(|q|) for i.m. (p, q) ∈ Z× Zn \ {0}}
1The content of this chapter was previously published in [92].
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where |q| = max|qi| and “i.m.” is shorthand for “infinitely many”. Here
and in what follows Hs denotes the usual s-dimensional Hausdorff measure,
which we recall in the next section.






Furthermore, with some extra hypotheses (detailed in Corollary 4.1.3
below) Jarník’s theorem can be generalised to Hausdorff g-measures Hg, and
this gives a pretty accurate description of the geometry of the set W1(ψ). A
more general approximation problem consists of looking at the set Ln(w)
of real numbers x such that
|P (x)| < H(P )−w
for infinitely many integer polynomials P with degree bounded above by n,
where w > 0 is given and H(P ) denotes the height of P , i.e. the maximum
absolute value of its coefficients. This is related to, but subtly different from,
the problem of approximating x by algebraic numbers of bounded degree;
we refer the interested reader to [42, Chapter 3], in particular to the last
part of Section 3.4.
The study of this problem dates back to Mahler. With Minkowski’s
linear forms theorem one can prove that Ln(w) has full Lebesgue measure
for any w ≤ n, and in 1932 Mahler conjectured that Ln(w) has measure 0
for every w > n [82]. In 1969 Sprindžuk proved this in full generality [101],
although the cases n = 2 and n = 3 had already been settled by Kubilyus,
Kasch, and Volkmann (see [105] for more details).
The picture for Hausdorff measures, on the other hand, is a bit less clear.
In 1983 Bernik proved that Ln(w) has Hausdorff dimension n+1w+1 [25], and
in 2006 Beresnevich, Dickinson, and Velani proved [17, Theorem 18], which
specialises to the divergence part of a Jarník-type theorem for Mahler’s
problem. Interestingly, though, the convergence case is not quite as straight-
forward as for Jarník’s theorem and the only results so far in this direction
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are for n = 2; these were the work of Hussain [60] and Huang [57], who gave
a more general proof for the case of non-degenerate C2 plane curves.
4.1.1 Hausdorff measures and dimension
Let X be a subset of Rn and let g : R+ → R+ be a dimension function, i.e.
a continuous, increasing function s.t. g(r) → 0 as r → 0. Given ρ > 0, a
ρ-cover of X is a (possibly countable) collection {Bi} of balls of Rn s.t. the





g (r(Bi)) : {Bi} is a ρ-cover of X
}






exists, and is called the Hausdorff g-measure of X. When g(r) = rs for some
s ≥ 0, it is customary to write Hs(X) for Hg(X), which is then called the
s-dimensional Hausdorff measure of X. Moreover, if s is an integer, then
Hs is just a constant multiple of the Lebesgue measure on Rs.
If h, g are two dimension functions, a straightforward standard argument
shows that if h(r)/g(r)→ 0 when r → 0, then
Hh(X) = 0 whenever Hg(X) <∞.
In particular, this implies that if s > t ≥ 0, then Hs(X) = 0 when Ht(X) <
∞. We can then define the Hausdorff dimension of X as
dimH(X) := inf {s ≥ 0 : Hs(X) = 0} .
Finally, note that if dimH is an integer, then it coincides with the usual
“naive” notion of dimension.
4.1.2 Our setting
From here on we will make heavy use of Vinogradov’s notation  and ,
where a b means that a ≤ cb for some constant c > 0, while a  b means
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that both a b and b a. We will also use subscripts to emphasise the
dependence of the implied constant on certain quantities; for example, an b
means that the implied constant c depends on n. For later convenience,
define
Pn := {P ∈ Z[X] : deg(P ) ≤ n}
and
An(ψ) := {x ∈ R : |P (x)| ≤ ψ(H(P )) for i.m. P ∈ Pn} .
Theorem 4.1.2 (Beresnevich, Dickinson, Velani [17, Theorem 18]). Let
M be a non-degenerate submanifold of Rn of dimension m. Let ψ be an
approximation function, and let g be a dimension function such that q−mg(q)
is decreasing and q−mg(q) → ∞ as q → 0. Furthermore, suppose that
q1−mg(q) is increasing. Then









Corollary 4.1.3. Let ψ be an approximation function and consider an in-
creasing dimension function g such that q−1g(q) is decreasing and q−1g(q)→










Recall that the discriminant of an integer polynomial P of degree n is
defined as




where α1, . . . , αn are the (possibly complex) roots of P , counted with multi-
plicity, and an is the leading coefficient of P . Furthermore, it can be shown
that D(P ) is a homogeneous polynomial of degree 2n− 2 in the coefficients
of P , and its value is bounded above by cn H(P )2n−2, for some constant cn
that depends only on n.
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Now, for any given 0 < λ ≤ n− 1 and fixed 0 < τ ≤ cn, consider
Pλn :=
{





x ∈ R : |P (x)| ≤ ψ(H(P )) for i.m. P ∈ Pλn
}
.
In this chapter we will examine the case n = 3 of the convergence
equivalent of Corollary 4.1.3 and provide a partial result for general n;
moreover, our conclusions do not depend on the choice of τ . Namely, we
will prove the following:















For the counterpart, set the notation
Pn,λ :=
{
P ∈ Pn : |D(P )| < τH(P )2(n−1−λ)
}
and
An,λ(ψ) := {x ∈ R : |P (x)| ≤ ψ(H(P )) for i.m. P ∈ Pn,λ} .
Theorem 4.1.5. Consider ψ and g as in Corollary 4.1.3. Let P∗3,λ be the
set of irreducible polynomials in P3,λ and let A∗3,λ(ψ) be the corresponding














Corollary 4.1.6. Suppose that ψ(q) = q−w for some w > 0 and that
0 ≤ λ < 9/20. As customary, write A3,λ(w) for A3,λ(ψ). Then
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Note that the condition 0 ≤ λ < 9/20 stems from the fact that our
proof is based on the discriminant estimate from [63, Corollary 2], much
like Volkmann’s proof of the cubic case of Mahler’s conjecture [105] relied
on a similar estimate by Davenport [47]. As a special case, for λ = 0 we
recover Bernik’s result for n = 3, namely that the Hausdorff dimension of
L3(w) = A3,0(w) is 4w+1 .
4.2 a few lemmas on polynomials
In this section we will collect some lemmas that we will use later in the
chapter. Some we prove here, while others are taken from [101], often
restated in a slightly simpler way that is enough for our purpose.
Lemma 4.2.1. [107, Hilfssatz 3] Let P1, . . . , Pk be integer polynomials.
Then
H(P1 · · ·Pk)  H(P1) · · ·H(Pk)
where the implied constants depend only on the degrees of the polynomials.
Proof. Recall that the Mahler measure of a polynomial P of degree d is
defined as




where ad and αi are the leading coefficient and roots of P , respectively. Now,




H(P ) ≤ M(P ) ≤
√
d+ 1 H(P ).
Hence the result follows by noting that the Mahler measure is multiplicative,
which can easily be seen from its definition.
Lemma 4.2.2. [64, Lemma 3] Let P be an integer polynomial of degree at
most n ≥ 2 and with non-zero discriminant. If α is a root of P , then
|P ′(α)|  |D(P )|
1
2 H(P )−n+2
where the implied constant depends only on n.
42 Chapter 4. A Jarník-type theorem
Lemma 4.2.3. [64, Lemma 4] Let P be as in Lemma 4.2.2 and consider
some x ∈ C. If α is the closest root of P to x, then
|x− α|  H(P )n−2|D(P )|−
1
2 |P (x)|
where the implied constant depends only on n.
Lemma 4.2.4. In the setting of Lemma 4.2.3 write H for H(P ). Further-






and that |P (x)| < ψ(H) for some approxima-
tion function ψ. If |D(P )| n H2(n−1−λ) for some 0 < 2λ < 1− logH ψ(H),
then we have |P ′(x)| n |P ′(α)| for sufficiently large H.
Proof. First, observe that by Lemma 4.2.2 we have
|P ′(α)| n Hn−1−λH−n+2 = H1−λ.
Then note that by Lemma 4.2.3 we have
|x− α| n Hn−2Hλ+1−nψ(H) = Hλ−1ψ(H) < H−1/2ψ(H)1/2.
Hence we can assume |α| < 1, since this is less than 1/2 for H large enough.
Now, by the mean value theorem we can find some z between x and α, thus
with |z| < 1, such that
|P ′(x)− P ′(α)| = |P ′′(z)||x− α| n HHλ−1ψ(H) = Hλψ(H).
Finally, the hypothesis on λ implies that Hλψ(H) < H1−λ, therefore up to
choosing H large enough we have
|P ′(x)− P ′(α)| < 12 |P
′(α)|,
from which it follows that |P ′(x)| n |P ′(α)|, as required.
Lemma 4.2.5. Fix P ∈ C[X] and m ∈ C. If P (X) = anXn+· · ·+a1X+a0,









j−k for each 0 ≤ k ≤ n.
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Proof. We proceed by induction on n. If n = 1 then P (X + m) = a1X +
a0 +ma1, which agrees with the above formula. Now assume the lemma is
true for n− 1. Since we can write P (X) = anXn +Q(X), where Q(X) =
an−1X
n−1 + · · ·+ a0, we have that
































Note. While we chose to state the lemma over C for simplicity, there is
nothing specific to it in the proof, which carries over as-is for any other
commutative ring with unity.
Corollary 4.2.6. In the setting of Lemma 4.2.5 we have
H(P (X +m)) ≤ (1 + |m|)n H(P ).

















































Therefore the observation that n ≥ j = s+ k completes the proof.
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. We prove the result for Aλn(ψ) ∩ I, and then extend it to
the whole Aλn(ψ). Our first goal is to estimate how much each polynomial
in Pλn can contribute towards Aλn(ψ). To do so, consider some ε > 0 and
Q ∈ N. For a polynomial P ∈ Pλn with H(P ) ≤ Q define
σε(P ) := {x ∈ I : |P (x)| ≤ ε, |P ′(x)| ≥ 2} .
Then let Bn(Q, ε) be the union of σε(P ) over all such polynomials. We will
rely on the following specialisation of [11, Proposition 1]:
Lemma 4.3.1. For any Q > 4n2 and any ε < n−12−n−2Q−n we have
|Bn(Q, ε)| ≤ n2n+2εQn,
where |Bn(Q, ε)| denotes the Lebesgue measure of Bn(Q, ε).
Now, partition Pλn into sets
Pλn(t) :=
{
P ∈ Pλn : 2t ≤ H(P ) < 2t+1
}
and observe that








where γψ(P ) := {x ∈ I : |P (x)| ≤ ψ(H(P ))}. Then, for t large enough and
for any P ∈ Pλn(t), letting ε = ψ(2t) we have that γψ(P ) ⊆ σε(P ), so that
the sets σε(P ) form a cover of Aλn(ψ) ∩ I. Indeed, ψ(H(P )) ≤ ε since ψ is
assumed to be decreasing. Furthermore, if α is the root of P closest to x,
then up to choosing t0 large enough Lemma 4.2.4 ensures that |P ′(x)| is
comparable to |P ′(α)|, hence
|P ′(x)| n H(P )1−λ ≥ 2t(1−λ)
so |P ′(x)| > 2, again up to choosing t0 large enough.
Note that each σε(P ) is a union of finitely many intervals, the number of
which is bounded above by a constant that depends only on n. We can’t use
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this directly to obtain an upper bound for the Hausdorff dimension of Aλn,
though, because those intervals can be arbitrarily small, and we also don’t






y ∈ I : |y − x| < 2−tε
}
.
Clearly σε(P ) ⊆ σ̃ε(P ). Furthermore, by the mean value theorem, for each
y ∈ σ̃ε(P ) there is a z ∈ I which lies between y and the corresponding
x ∈ σε(P ) such that
|P (y)− P (x)| = |P ′(z)||y − x|.
Since |z| < 1 we have |P ′(z)| n H(P ) < 2t+1, thus
|P (y)| ≤ |P (x)|+ |P ′(z)||y − x| n |P (x)|+ 2ε ε.
Now, let c be the constant implied in the above inequality, so that σε(P )
is covered by intervals in σcε(P ) of length at least ` = 21−tε. From this we
can obtain a cover made up of intervals of length exactly `, splitting up the
larger intervals and allowing some overlap at the edges as necessary, and by
Lemma 4.3.1 the polynomials in Pλn(t) contribute at most
|Bn(2t+1, cε)|
`
n 2t(n+1) =: N































because g is assumed to be increasing, ψ is decreasing, and by Cauchy’s
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4.3.1 Extending the argument






. Then suppose that P ∈ Pλn
is such that |P (x)| ≤ ψ(H(P )). Now, note that y = x − m ∈ I and let
Q(X) = P (X + m), so that Q(y) = P (x). Furthermore, by Lemma 4.2.6
we know that cH(Q) ≤ H(P ), where c = (1 + |m|)−n is independent of P .
Therefore Q ∈ Pλn and
|Q(y)| ≤ ψ (H(P )) ≤ ψ (cH(Q)) .
Hence the following lemma, together with the previous argument, is enough
to complete the proof.

















Proof. To begin with, assume that the series with c1 converges. Since ψ is


































































where the first two inequalities are again due to the fact that g is increasing
and ψ is decreasing. Therefore the first series converges when the second
does, as required.
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4.4 proof of theorem 4.1.5
Just like in the proof of Theorem 4.1.4 we will focus on A∗n,λ(ψ) ∩ I, after
which the result immediately extends to the whole A∗n,λ(ψ). Similarly to
what we did there, define
P∗3,λ(t) :=
{
P ∈ P∗3,λ : 2t ≤ H(P ) < 2t+1
}
.
Now suppose that P ∈ P∗3,λ and let σ(P ) be the set of x ∈ I such that
|P (x)| ≤ ψ(H(P )). Furthermore, let σ(t) be the union of σ(P ) over all P in
P∗3,λ(t). Then, by Lemma 4.2.3, we know that
|x− α| ≤ cH(P ) |D(P )|−1/2ψ(H(P )) =: r(P, ψ)
where α is the root of P closest to x and where the constant c > 0 is
independent of P and x. Hence σ(P ) is covered by at most three intervals
of radius r(P, ψ) centred at the roots of P . Then




















because from [63, Corollary 2] it follows immediately that∑
P∈P∗3,λ(t)
|D(P )|−1/2  2t(2−2λ/3)
where the implied constants are absolute. Just like we did in the proof of





y ∈ R : |y − x| < ψ(2t)/2t
}
48 Chapter 4. A Jarník-type theorem
so that for any y ∈ σ̃(P ) we have
|P (y)| ≤ |P (x)|+ |P ′(z)||x− y|  ψ(H(P )).








intervals of length ` := ψ(2t)/2t. Finally, this implies that



























4.5 proof of corollary 4.1.6
By Theorem 4.1.5 it is enough to focus on reducible polynomials, i.e. on
B := A3,λ(w) \ A∗3,λ(w). Now consider x ∈ R such that |P (x)| ≤ H(P )
−w
for infinitely many reducible cubic polynomials P and write P = P1P2, with
deg(Pi) = i. Then note that if, say, |P1(x)| ≤ H(P1)−w for at most finitely
many P1, then |P1(x)|  H(P1)−w for all P1 and by Lemma 4.2.1 we have
H(P1)−w|P2(x)|  |P1(x)P2(x)| ≤ H(P )−w  H(P1)−w H(P2)−w.
It follows that for at least one i ∈ {1, 2} we can find a constant ci > 0 such
that |Pi(x)| ≤ ci H(Pi)−w for infinitely many Pi. In other words, we have
that
B ⊆ A1(c1q−w) ∪ A2(c2q−w).
Similarly, by noticing that a quadratic polynomial is either irreducible or a
product or two linear polynomials, we can also find constants c′i > 0 such
that
A2(c2q−2) ⊆ A1(c′1q−w) ∪ A∗2(c′2q−w),
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where A∗2 = A∗2,0. Furthermore, without loss of generality we may assume
that c1 ≥ c′1, so that
B ⊆ A1(c1q−w) ∪ A∗2(c′2q−w).


















Finally, by the comparison test and by Lemma 4.3.2, we note that those




This is enough complete the proof of Corollary 4.1.6, since 0 ≤ λ < 9/20
means that 3− 2λ/3 > 2.
4.6 conclusions
The main issue with proving a convergence result in the case of reducible
polynomials for more general approximation functions, similar to what we
did for Corollary 4.1.6, lies in the decoupling of the resulting inequalities
|P1(x)||P2(x)| ≤ ψ(H(P1P2)).
Our proof carries through as-is for any other ψ that is multiplicative, but
this is by no means the general case. For the case of quadratic polynomi-
als, Hussain [60] and Huang [57] resorted to imposing a fairly restrictive
condition on the dimension function and, while this looks artificial, in pri-
vate correspondence Hussain confirmed that the techniques used in those
papers don’t allow for its removal. Furthermore, in a recent preprint Hus-
sain, Schleischitz and Simmons [61] showed that this decoupling can be
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achieved in the general case when, for all q large enough, logψ(q)/ log q is
monotonically non-increasing and for every c1 > 1 there is a c2 > 0 such
that ψ(q/c1) ≤ c2ψ(q). Obviously these are satisfied for ψ(q) = q−w and
multiplicative functions satisfy the latter condition, but it is not immediately
clear whether multiplicative approximation functions need to satisfy the
former condition.
It would also be interesting to look into an equivalent version of Theo-
rem 4.1.5 for higher degrees, which would lead to a complete treatment of
the case of approximation functions of the form q−w. In other words, we
propose the following conjecture, which for λ = 0 is a special case of the far
reaching [18, Problem 3].
Conjecture 4.6.1. Consider an approximation function ψ and a dimension
function g such that q−1g(q) is decreasing and q−1g(q) → ∞ as q → 0.
Let P∗n,λ be the set of irreducible polynomials in Pn,λ and let A∗n,λ(ψ) be
the corresponding lim sup set. Then there are positive constants λm and c,














Many estimates for the number of polynomials of given degree and
bounded discriminant have appeared recently, which could potentially allow
to extend our argument to higher degrees through an analogue of the
discriminant estimate from [63]. Unfortunately, obtaining good upper bounds
is a difficult problem, and the only ones available at the moment are either
not sharp (e.g. [76]), or cover only special classes of polynomials (e.g. [38]
or [41]).
Just like Sprindžuk’s solution to Mahler’s conjecture required techniques
different from those Volkmann used in his treatment of the cubic case,
another potential avenue to establishing Conjecture 4.6.1 would be to adapt
the techniques developed by Bernik in [25]. This could likely lead to the
development of a whole new methodology, but it appears to be a considerably
complex task.
5
Algebraic points near manifolds
1
5.1 introduction
In the course of developing his classification of real numbers, Mahler conjec-
tured that for every ε > 0 and Lebesgue almost every x ∈ R the inequality
|P (x)| < H(P )−n−ε (5.1)
has at most finitely many solutions P ∈ Z[X] with deg(P ) ≤ n, where H(P )
denotes the (naive) height of P , i.e. the maximum of its coefficients in
absolute value. This was later proved by Sprindžuk [101], and it marked
the beginning of the theory of Diophantine Approximation of dependent
quantities, i.e. the study of the Diophantine properties of points bound to a
given manifold.
It is then natural to wonder about the Diophantine properties of the
solutions to a system of simultaneous equations of type (5.1) in multiple
independent variables x0, . . . , xm ∈ R, i.e.
max
0≤k≤m
|P (xk)| < ψ(H(P )) (5.2)
for some function ψ : R+ → R+, with solutions in integer polynomials P
of degree between m + 1 and n. Indeed, in [100, Problem C] Sprindžuk
conjectured that the maximum v > 0 for which (5.2) with ψ(Q) = Q−v has
infinitely many solutions for all x in a set of positive measure is
v = n+ 1
m+ 1 − 1, (5.3)
1The content of this chapter is also available as a pre-print [93].
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and this was later proved by Bernik in [26].
The statement associated with (5.2) was then considered for arbitrary ψ
and m = 1 in [28], as well as for the case where the variables xk can also
take complex or p-adic values in [29, 31] (m = 2) and [40, 39] (arbitrary m).
In particular, the following result is contained in the preprint [13], which




|a · fk(xk)| < ψ(‖a‖) (5.4)
with solutions in a ∈ Zn+1, where fk : Uk → Rn are sufficiently regular
maps defined on open balls Uk ⊂ Rdk and ψ : R+ → R+ as before. Here and
throughout this chapter ‖·‖ will denote the sup norm Rn unless otherwise
specified, although note that most of the results presented here still hold
with minor modification for any other choice of norm.
Theorem 5.1.1 ([13, Theorem 1]). Consider integers n > m ≥ 0, a function
ψ : R+ → R+, and a ball B ⊂ Rm+1. Let | · | be the Lebesgue measure on
Rm+1. Then
|Ln,m+1(ψ) ∩B| =
0 if Sn,m+1(ψ) <∞|B| if ψ is monotonic and Sn,m+1(ψ) =∞
where Ln,m+1(ψ) denotes the set of (x0, . . . , xm) ∈ Rm+1 which satisfy (5.2)





Note. Like many other Khinchin-Groshev-type theorems, this kind of result
has already found applications in communication engineering, specifically in
the field of interference alignment; see for example [90, Appendix B] and [79,
Section IV], or [54, 88] for examples which require results of approximation on
manifolds. The interested reader may also find a more accessible description
of how Khinchin-like theorems come into play in the theory of interference
alignment in [1, Appendix A].
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Finally, one might consider what changes after introducing a dependency
among the variables x0, . . . , xm of (5.2) (or x0, . . . ,xm in (5.4)), i.e. when
they are parametrised by a sufficiently regular map f : B ⊂ Rd → Rm+1,
and this is the subject of the present chapter.
Clearly, if P (x) is small, then x must be close to at least one of
the roots of P . In particular, this means that if P is irreducible and
|P (f0(x))|, . . . , |P (fm(x))| are all small, then there must be a point α ∈
Rm+1 close to f(x), where the coordinates of α are algebraic and conjugate.
Note, however, that there are subtle differences among these two types of
approximation, as evinced by the difference between the classifications of
numbers of Mahler and Koksma [42, Section 3.4].
Nonetheless, a good first step towards establishing a result like Theo-
rem 5.1.1 is to provide an estimate for the number of such points α which
are sufficiently close to the manifoldM parametrised by f (see e.g. [102,
Section 2.6]). Furthermore, the techniques used to derive such estimates
can be of interest in and of themselves; for example, in the case of rational
points they have been adapted to derive an efficient algorithm to compute
the rational points with bounded denominator on a given manifold, see [52],
or [86, Section 11] for a nice overview. This problem was first considered
for planar curves by Bernik, Götze and Kukso in [33]. In other words, let
B ⊂ R be a bounded open interval and let f1 : B → R be a C1 function;
also, define the sets
A2n(Q) := {α ∈ R2 : α is algebraic , deg(α) ≤ n,H(α) ≤ Q}
Mnf1(Q, γ,B) := {(α0, α1) ∈ A
2
n(Q) : α0 ∈ B, |f1(α0)− α1| < c0Q−γ},
(5.5)
where c0 > 0 is fixed. Here by α ∈ Rm+1 algebraic we mean that its
coordinates are algebraic conjugate real numbers, and by H(α) we denote
the height of their minimal polynomial.
A lower bound for #Mnf1(Q, γ,B) was provided in [33] for 0 < γ <
1
2 .
This was soon extended in [32], where Bernik, Götze and Gusakova also
provided an upper bound. We also note that recently Bernik, Budarina and
Dickinson provided an analogous lower bound for surfaces in R3 [30].
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Theorem 5.1.2 ([32, Theorem 1]). Suppose that both #{x ∈ B : f1(x) = x}
and supB|f ′1| are bounded. If c0 is sufficiently large, then
#Mnf1(Q, γ,B)  Q
n+1−γ
for every Q large enough and 0 < γ < 1.
Note. Here and throughout this chapter we will make extended use of
Vinogradov’s notation. Namely, we will write a b if there is a constant
c > 0 such that a < cb, as well as b  a if a  b, and a  b when a  b
and b  a simultaneously, in which case we say that a is comparable to
b. Occasionally we will make dependencies of the implied constant explicit
via a subscript, e.g. aε b, and c is generally assumed to be independent
of the variables that a and b depend on, although it could depend on the
other parameters involved. We also extend this notation to vectors in the
natural way: if a = (a1, . . . , ar) and b = (b1, . . . , br), then a  b means
that ai  bi for every 1 ≤ i ≤ r, and similarly for  and .
In the present chapter we will extend the lower bound in Theorem 5.1.2
to sufficiently regular manifolds in arbitrary dimension. While the charac-
terisation of these manifolds is quite technical, as a special case our results
hold true when f is analytic with algebraically independent components. In
particular, the following is a special case of Theorem 5.2.13, which extends
the range of γ to the best possible — here Mnf is the higher dimensional
analogue of Mnf1 , see (5.18) for details.
Theorem 5.1.3. Let B ⊂ Rd be a bounded open set, and let
f(x) = (x0, . . . , xd−1, fd(x), . . . , fm(x))
be an analytic function B → Rm+1 with algebraically independent compo-
nents. Then for c0 > 0 fixed and for every




#Mnf (Q, γ,B) Qn+1−γ(m+1−d)
for every Q sufficiently large, where the implied constant does not depend
on Q.
Remark 5.1.4. For m = 1 we are in the case of planar curves and the
upper bound for γ becomes n+12 , which when n > 1 is considerably larger
than the bound in Theorem 5.1.2.
Remark 5.1.5. As mentioned in Section 1.2.2, most results in the theory
of Diophantine Approximation on manifolds rely on the notion of non-
degeneracy, and the algebraic independence condition on f is a natural
extension of this. Indeed, a (non-constant) analytic map f is non-degenerate
if and only if it is not the root of a real polynomial of degree 1. On the
other hand, the components of f are algebraically independent if and only
if f is not the root of a rational polynomial of arbitrary degree.
Examples of maps that satisfy this condition can be readily obtained from
the theory of Mahler functions (see [89, Chapter 3]) or from the Lindemann-
Weierstrass Theorem [8, Theorem 1.4], like the following: if α1, . . . , αm are
irrational algebraic numbers linearly independent over Q, then the functions
x, eα1x, . . . , eαmx are algebraically independent.
In the process of proving Theorem 5.1.3, we will also be able to extend
the divergence part of Theorem 5.1.1 as follows; here Hs denotes the usual
Hausdorff s-measure (see Definition 5.7.2).
Theorem 5.1.6. Let B, f be as in Theorem 5.1.3, and let ψ : R+ → R+ be
a decreasing function such that ψ(Q) Q
m−n
m+1 . Further, denote by Ln,f (ψ)
the set of x ∈ B such that f(x) ∈ Ln,m+1(ψ). Then for any 0 < s ≤ d we
have









56 Chapter 5. Algebraic points near manifolds
Corollary 5.1.7 (Cfr. [13, Corollary 1]). Let dimH denote Hausdorff
dimension. In the same setting of Theorem 5.1.6, we have that









τψ := lim inf
Q→∞
− logψ(Q)logQ
is the lower order of ψ−1 at infinity.
Remark 5.1.8. The condition ψ(Q)  Q
m−n
m+1 of Theorem 5.1.6 implies
that τψ ≤ n−mm+1 , which is precisely the situation where
n+ 1
τψ + 1
+ d−m− 1 ≥ d.
Therefore in this setting we actually have dimH(Ln,f (ψ)) = d. On the other
hand, Theorem 5.2.16 shows that the picture is more interesting with two
separate approximation functions on Rd and Rm+1−d.
Our proof exploits the powerful quantitative non-divergence bounds
introduced in Chapter 3, and it has a similar flavour to [13]. This chapter is
structured as follows:
• in the next section we will describe our setting and main results;
• in sections 5.3 and 5.4 we will discuss the regularity conditions that
these depend on and provide some examples of functions that satisfy
them;
• the next sections are devoted to the proofs, in this order: sections 5.5
and 5.6 for the extension of Theorem 5.1.2, section 5.7 for the extension
of Theorem 5.1.1, and section 5.8 for the proof of Theorem 5.2.8, which
underpins the whole argument; and
• the last section contains some final remarks about possible directions
in which this work could be extended.
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5.2 the main result
Let X be a metric space. If κ > 0 and B ⊂ X is a ball centred at x and
with radius r, throughout this chapter κB will denote the dilation of B by
κ, i.e. the ball with centre x and radius κr.
Definition 5.2.1. Let N > 0. As in Chapter 3, a metric space X is called
N-Besicovitch if, for any bounded set A ⊂ X and any collection of balls B
such that every x ∈ A is in the centre of a ball in B, there is a countable
collection Ω ⊆ B which covers A and such that every point x ∈ A lies in at
most finitely many balls in Ω. We will also say that X is Besicovitch if it is
N -Besicovitch for some N > 0.
Example 5.2.2. It is well known that Rn with the Euclidean metric is
Besicovitch, see e.g. [84, Theorem 2.7].
Recall from Chapter 3 that a Radon measure ν on an open subset U ⊂ X






for any ball B ⊂ U centred on supp ν, and it is called Federer if for ν almost
every x ∈ X there are a neighbourhood U of x and a D > 0 such that ν is
D-Federer on U . We will also introduce the following definitions (cfr. [69]).
Definition 5.2.3. Let U ⊂ X be an open subset and let ν be a Radon
measure on U . We will say that ν is:
• (Rationally) non-planar if X = Rd and ν(L) = 0 for every (rational)
affine hyperplane of Rd.
• (C, α)-decaying on U for some C, α > 0 if X = Rd and for any ball B
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where L(ε) is the ε-neighbourhood of L, dL is the Euclidean distance
from L, and ‖dL‖ν,B = supx∈B∩supp ν dL(x). C.f. Definition 5.4.1.
• Absolutely (C, α)-decaying on U if (5.6) holds with the radius of B in
place of ‖dL‖ν,B.
• (Absolutely) decaying if for ν almost every x ∈ X there are a neigh-
bourhood U of x and constants C, α > 0 such that ν is (absolutely)
(C, α)-decaying on U .
Remark 5.2.4. Both classes of Federer and absolutely decaying measures
are closed under restriction to open subsets U ⊂ X. Furthermore, they are
also closed with respect to taking finite products [69, Theorem 2.4].
Example 5.2.5. Examples of measures that are Federer and absolutely
decaying on Rd include the Lebesgue measure and measures supported on
certain self-similar sets (see e.g. [69] and [85]).
Now consider a d-dimensional manifoldM in Rm+1, parametrised over
a bounded open subset B ⊂ X by a continuous map
f(x) = (f0(x), . . . , fm(x)).
Without loss of generality, if X = Rd we will assume that fi(x) = xi for
0 ≤ i < d and write f̃ for (fd, . . . , fm). Then, for n ≥ m + 1 fixed, define
the vectors in Rn+1
vi = vi(x) :=
(
1 fi(x) fi(x)2 · · · fi(x)n
)
v′i = v′i(x) :=
(
0 1 2fi(x) · · · nfi(x)n−1
) 0 ≤ i ≤ m


















Remark 5.2.6. The determinant of Uhf is the same as the determinant of
the submatrix Ũhf formed by its first n+ 1 rows and columns. The latter is
an example of what in the literature is known as a confluent Vandermonde
matrix, and a theorem of Schendel’s (see e.g. [74, Theorem 20]) shows that∣∣∣det Ũhf ∣∣∣ = ∏
0≤i<j≤m
|fi(x)− fj(x)|eiej ,
where ei is 2 if i = h and 1 otherwise. In particular, detUhf 6= 0 if and only
if the Vandermonde polynomial V(f) is non-zero (see (5.10) below).
For ease of notation, we will write JnK instead of {0, . . . , n}, as well as
JnKτ< for the set of I = (i1, . . . , iτ ) ∈ JnKτ such that i1 < i2 < · · · < iτ , where
1 ≤ τ ≤ n+ 1. Given an (n+ 1)× (n+ 1) matrix A, we will also write AI,J
for the submatrix of A with rows indexed by I ⊆ JnKτ< and columns indexed
by J ⊆ JnKτ<, and |A|I,J for its determinant.
Then, for every 1 ≤ τ ≤ n+ 1 and for every I ∈ JnKτ<, define the map
from the set Mn+1,n+1 of (n + 1) × (n + 1) matrices to
∧τ Rn+1 ' R(n+1τ )
given by






In other words, GI(A) is the image under the Plücker embedding of the linear
subspace of Rn+1 spanned by the rows of A indexed by I. Furthermore, in












(fj − fi), (5.10)
60 Chapter 5. Algebraic points near manifolds
and sλ is the Schur polynomial in τ indeterminates corresponding to the
partition λ of the integer |λ| with `(λ) parts (see Definition 5.3.3). Therefore,
we also define







and with a slight abuse of notation we will write Sτ (T ) or S(T ) instead of
Sn,τ (T ) whenever n or τ are clear from the context. Finally, observe that if
V(f) is bounded on B, then GI(Mf )  S(fI).
Definition 5.2.7. Let X be a measure space and ν a measure on X. Fix
τ ≥ 1 and let Λkτ be the space of rational symmetric polynomials of degree
up to k. Given a map f : B ⊆ X → Rτ , the pair (f , ν) is called:
• Non-symmetric (of degree k) at x if for every neighbourhood B 3 x
and s ∈ Λkτ we have that f(B ∩ supp ν) is not contained in the zero
locus of s in Rτ . Cf. the definitions of non-planarity from [66, 72].
• Non-symmetric (of degree k) on B if it is non-symmetric of degree k
at every x ∈ B ∩ supp ν.
• Symmetrically good (of degree k) on B if it is non-symmetric (of degree
k) on B and there are constants C, α > 0 such that s(f) is (C, α)-good
on B with respect to ν for every s ∈ Λkτ (see Definition 5.4.1).
Note. See Corollary 5.3.5 for an equivalent characterisation of (f , ν) being
non-symmetric of degree k in terms of the components of an appropriate
S(f).
Now take functions ψ0, . . . , ψm, ϕm+1, . . . , ϕn : R+ → R+, and for Q > 0
consider the system of inequalities

|P (fk(x))| < ψk(Q) for 0 ≤ k ≤ m
maxi|P ′(fi(x))| ≤ ϕm+1(Q)
|ak| ≤ ϕk(Q) for m+ 1 < k ≤ n
(5.12)
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with solutions in integer polynomials P = anXn + . . .+ a0 of degree at most
n. Our main result concerns the set
Dnf (Q,B) = Dnf (Q,B;ψ0, . . . , ψm, ϕm+1, . . . , ϕn)
of points x ∈ B for which (5.12) admits a solution. For ease of notation,








as well as ψ := ψJ0,mK and ϕ := ϕJm+1,nK.
Theorem 5.2.8. Let X be an N -Besicovitch space, B ⊂ X a bounded open
subset, and let ν be a D-Federer measure on B. Let f : B → Rm+1 be a
continuous function such that c1 ≥ V(f) ≥ c2 on B ∩ supp ν, where V(f) is
the Vandermonde polynomial of f . Furthermore, let ψ,ϕ be as above, and
suppose that for some n > 0
ϕm+1(Q)n+1  ψ(Q)ϕ(Q) (5.13)
and that for every 1 ≤ τ ≤ m+ 1 there is a choice of I ∈ JmKτ< such that
ψ(Q)ϕ(Q) ψI(Q)
n+1
τ , and (5.14)
(fI , ν) is symmetrically (C̃, α)-good of degree n+ 1− τ on B (5.15)
for some C̃, α > 0. Then for any 0 < θ < 1 and for Q large enough
we may find a subset Bθ ⊂ B with measure ν(Bθ) > θν(B), as well as












Remark 5.2.9. The set Bθ can be chosen to be either compact or a union
of finitely many open balls (which form a cover for this compact set).
Note. Corollaries 5.3.10 and 5.4.6 below show that it is relatively straight-
forward to check condition (5.15) when X = Rd and f is analytic.
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Corollary 5.2.10. Let Dnf (B) = lim supQDnf (Q,B). Under the hypothesis
of Theorem 5.2.8, further assume that X = Rd, f is analytic and ν is the
Lebesgue measure on B. Then α can be chosen to be one of:
• 1/d(N − 1), or












Corollary 5.2.11. Consider ψ0, . . . , ψm, f as in Theorem 5.2.8 such that
condition (5.14) holds with ϕm+1(Q) = · · · = ϕn(Q) = Q. Furthermore,
assume that for every 0 ≤ i ≤ m and for Q large enough ψi(Q)Q−1 is
decreasing, and that there are constants c3, c4 > 0 such that
c3 ≤ ψ(Q)Qn−m ≤ c4.
Then for every 0 < θ < 1 there are a constant c > 0 and a subset Bθ of B,
independent of Q, such that ν(Bθ) > θν(B) and every x ∈ Bθ admits n+ 1
distinct points (α0, . . . , αm) ∈ Rm+1 with algebraic conjugate coordinates of
height H(αk) Q which satisfy
|fk(x)− αk| < c
ψk(Q)
Q
for 0 ≤ k ≤ m (5.17)
whenever Q > 0 is sufficiently large.
Remark 5.2.12. Here c can be chosen to be c5
c6
, where the constants c5, c6
are the same as in Corollary 5.5.1. In particular, it depends on c3 and c4
but not on the functions ψi themselves.
Now suppose that B ⊂ Rd and without loss of generality assume that
fi(x) = xi for each 0 ≤ i < d. Then for a given c0 > 0, let (c.f. (5.5))
Am+1n (Q) := {α ∈ Rm+1 : α is algebraic , deg(α) ≤ n,H(α) ≤ Q}
Mnf (Q, γ,B) :=
{
(α0, . . . , αm) ∈ Am+1n (Q) :
α = (α0, . . . , αd−1) ∈ B, max
d≤j≤m
|fj(α)− αj| < c0Q−γ
} (5.18)
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where and γ > 0. Then we are able to extend the lower bound from
Theorem 5.1.2 as follows:
Theorem 5.2.13. Let f : B → Rm+1 be a C1 map as above such that
V(f) 6= 0, and assume that, up to reordering fd, . . . , fm,
(x, fd, . . . , fτ ) is symmetrically good of degree n− τ on B (5.19)
for every d ≤ τ ≤ m. Then for c0 > 0 fixed and for every
0 < γ ≤ n+ 1
m+ 1 (5.20)
we have
#Mnf (Q, γ,B) Qn+1−γ(m+1−d)
for every Q sufficiently large, where the implied constant does not depend
on Q.
Remark 5.2.14. Theorem 5.2.13 is proved by taking ψk = Q1−γ when
d ≤ k ≤ m in Corollary 5.2.11. In particular, Sprindžuk’s conjecture (5.3)
shows that the upper bound γ ≤ n+1
m+1 is in general the best possible.
Remark 5.2.15. If we could show that the lower bound for Q and the
implied constant in Theorem 5.2.13 can be chosen independently of trans-
lations ofM, then we would also have an upper bound for #Mnf (Q, γ,B).
Indeed, without loss of generality we may assume that f is bounded on B,
henceM is contained in an open set K of volume comparable to vol(B).
Now letMγ be the γ-neighbourhood ofM, i.e. the set
Mγ :=
{
(x,y) ∈ B × Rm+1−d : ‖f(x)− y‖ < Q−γ
}
and note that vol(Mγ)  vol(B)Q−γ(m+1−d). In particular, up to replacing
K with a slightly bigger open set, we may assume that K contains a union
of disjoint translated copies {Mjγ}j∈J ofMγ, with
#J  vol(K)/ vol(Mγ)  Qγ(m+1−d).
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If the implied constant in Theorem 5.2.13 can be chosen to be in a translation
invariant way, then we may find c,Q0 > 0 such that for every Q > Q0 and
for every j ∈ J we have
#
(






K ∩ Am+1n (Q)
)
 Qn+1−γ(m+1−d)#J  Qn+1.
However, since there are only Qn+1 polynomials of degree at most n and
height at most Q, we can conclude that
#Mnf (Q, γ,B) Qn+1−γ(m+1−d)
as well, matching the lower bound.
We conclude this section by stating our extension of Theorem 5.1.1.
Define Ln,m+1(ψ,Ψ; d) to be the set of x ∈ Rm+1 such that
max
0≤k<d
|P (xk)| < ψ(H(P )) and max
d≤k≤m
|P (xk)| < Ψ(H(P ))
for infinitely many P ∈ Z[X] with deg(P ) ≤ n, and note that the set
defined in Theorem 5.1.1 can be seen as Ln,m+1(ψ, ψ; d) = Ln,m+1(ψ).
When f parametrises a d-dimensional manifold M and fk(x) = xk for
every 0 ≤ k < d, will also write Ln,f (ψ,Ψ) for the set of x ∈ B such that
f(x) ∈ Ln,m+1(ψ,Ψ; d).








and let g be a dimension function such that r−dg(r) is non-increasing. Also
assume that there are constants r0, c7, c8 ∈ (0, 1) such that
g(c7r) ≤ c8g(r) for any r ∈ (0, r0). (5.22)
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Further suppose that f is Lipschitz continuous, that V(f) 6= 0, and that f
is symmetrically good of degree n+ 1− d on B. Then














Note. The generalised Hausdorff measure Hg will be introduced in Defini-
tion 5.7.1. For the moment observe that when g(r) = rd we have that Hg
is a constant multiple of the Lebesgue measure on Rd, thus we recover a
version of Theorem 5.1.1 for symmetrically good manifolds.
Note. Condition (5.22) is not particularly restrictive, and in particular it
is trivially satisfied for the usual Hausdorff s-measures, i.e. when g(r) = rs
for some real s > 0.
5.3 schur polynomials
Throughout this section, we will denote by Λτ = Q[T0, . . . , Tτ−1]Sτ the space
of symmetric polynomials in τ variables, and define
Λkτ := {s ∈ Λτ : deg(s) ≤ k}.
Definition 5.3.1. Let f0, . . . , fτ−1 be a collection of τ real valued func-
tions. The order of symmetric independence of f0, . . . , fτ−1, denoted by
s(f0, . . . , fτ−1), is either
max{k : s(f0, . . . , fτ−1) 6= 0 for every s ∈ Λkτ},
or ∞ when f0, . . . , fτ−1 are algebraically independent over Q.
Note. The functions f0, . . . , fτ−1 are algebraically independent over Q if and
only if there is no symmetric polynomial S ∈ Λτ with S(f0, . . . , fτ−1) = 0.
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Indeed, observe that if P (f0, . . . , fτ−1) = 0 for some rational polynomial P
in τ variables, then
S(T0, . . . , Tτ−1) := P Sτ =
∏
σ∈Sτ
P (Tσ(0), . . . , Tσ(τ−1))
is a symmetric polynomial such that S(f0, . . . , fτ−1) = 0.
Note. Comparing with Definition 5.2.7, we see that (f , ν) is non-symmetric







Now consider λ = (λ0, . . . , λτ−1) with λ0 ≥ λ1 ≥ · · · ≥ λτ−1 ≥ 0, i.e. a
partition of the integer |λ| := λ0 + · · ·+λτ−1 with `(λ) ≤ τ parts. Given two
such partitions λ1 and λ2, we will define their sum component by component,
i.e. λ1 + λ2 = (λ10 + λ20, . . . , λ1τ−1 + λ2τ−1). Also, let µ := (τ − 2, τ − 3, . . . , 0)
be the minimal such partition with distinct parts. Then, the alternating
polynomial corresponding to λ is
















Example 5.3.2. The alternating polynomial corresponding to (0, . . . , 0) is
the Vandermonde polynomial on T , i.e. aµ = V(T ).
Definition 5.3.3. By Cauchy’s Bi-Alternant Formula we know that aµ
divides aλ+µ for every partition λ (see [103] for a concise proof). Further,
the quotient is a symmetric polynomial, and we define the Schur polynomial





We can also extend this to `(λ) > τ by setting sλ = 0, and we will denote
by Skτ (T ) the collection of all the sλ(T ) with |λ| ≤ k and `(λ) ≤ τ (c.f. the
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One can show that sλ is symmetric and homogeneous of degree |λ|, which
makes it straightforward to see that
sλ(T0, . . . , T`(λ), 0, . . . , 0) = sλ(T0, . . . , T`(λ))
when `(λ) < τ . There is a wealth of literature about Schur polynomials,
and the interested reader is invited to consult either I. G. Macdonald’s book
[78], or [51] for a more gentle introduction. In particular, we will need the
following result.
Proposition 5.3.4 ([78, (3.3), p. 41]). The Schur polynomials in Skτ (T )
form a basis for Λkτ as a module over Q.
Corollary 5.3.5. The following are equivalent:
• (f , ν) is non-symmetric of degree k on B;
• for every x ∈ B ∩ supp ν, every neighbourhood B 3 x, and every
partition λ with |λ| ≤ k and `(λ) ≤ τ , the restrictions of sλ(f) to
B ∩ supp ν are linearly independent over Q.
• (Sk ◦ f)∗ν is rationally non-planar.
Remark 5.3.6. It follows that (f , ν) is symmetrically good of degree k if
and only if (Sk ◦f)∗ν is decaying and rationally non-planar. C.f. the notion
of friendly measure from [69], i.e. a measure that is Federer, decaying and
non-planar.
We conclude this section with some criteria to estimate s(f).
Proposition 5.3.7. Let f = (f0, . . . , fτ−1). Then for every 2 ≤ t ≤ τ and
for every I ∈ JτKt< we have
s(f) < n!
t! (s(fI) + 1).
Proof. Fix t, I, and let s ∈ Λt be a polynomial of degree s(fI) + 1 such
that s(fI) = 0. Since s is symmetric we know that St fixes s, thus there
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is a well defined action of Gt := Sτ/St on the image of s under the inclu-
sion Q[T0, . . . , Tt−1] ⊂ Q[T0, . . . , Tτ−1]. It follows that sG is a symmetric
polynomial in τ variables of degree deg(s)#G such that sG(f) = 0.
Now let d,N be positive integers, and for every 0 ≤ s ≤ N − 1 let ∆s be











where j0 + · · ·+ jd−1 ≤ s. (5.23)
Given a CN−1 map g(x0, . . . , xd−1) with N − 1 components, define the gen-
eralised Wronskian of g associated with ∆0, . . . ,∆N−2 to be the determinant
det(∆i(gj)) =
∣∣∣∣∣∣∣∣∣
∆0(g0) . . . ∆0(gN−1)
... ...
∆N−1(g0) . . . ∆N−1(gN−1)
∣∣∣∣∣∣∣∣∣ .
This definition can also be extended to the case where g0, . . . , gN−1 are
formal power series with coefficients in a field K. Furthermore, note that
if the components of g are linearly dependent, then all of its generalised
Wronskians vanish. In [36], Bostan and Dumas proved the following partial
converse.
Theorem 5.3.8 ([36, Theorem 3]). Let g0, . . . , gN−1 be formal power se-
ries with coefficients in a field K of characteristic 0. If they are linearly
independent over K, then at least one of their generalised Wronskians is
non-zero.
Corollary 5.3.9 (Wronskian Criterion). Let g = (g1, . . . , gN−1) be a CN−1
real valued map. If at least one of the generalised Wronskians of g is non-
zero, then g1, . . . , gN are linearly independent over R, and the converse holds
when g is analytic.






f is a CN−1 real valued map with τ components and at least one of the
generalised Wronskians of Skτ (f) is non-zero, then s(f) ≥ k.
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To simplify the proof of the final result we will rely on another special
kind of symmetric polynomial, the monomial symmetric polynomials mλ.






0 · · ·T
σ(λτ−1)
τ−1
where σ runs over the distinct permutations of λ0, . . . , λτ−1. Again, it can be
shown that the collection of monomial symmetric polynomials corresponding
to λ with |λ| ≤ k and `(λ) = τ forms a basis for Λkτ as a module over Q.
Proposition 5.3.11. Let p = (p0, p1) be a polynomial map such that
deg p0 > deg p1. Then s(p) ≥ deg p0deg p1 .
Proof. Let di := deg pi, and note that if λ = (λ0, λ1) is a partition with
k ≥ λ0 ≥ λ1 ≥ 0, then degmλ(p) = d0λ0 + d1λ1. We will show that the
map λ 7→ degmλ(p) is injective for k ≤ d0d1 , which immediately gives a lower
bound for s(p).
Suppose that d0λ10 + d1λ11 = d0λ20 + d1λ21 for some λ1 6= λ2, and without







≥ 1 + d1
d0
Example 5.3.12. At least when p(x) = (p0(x), . . . , pτ−1(x)) is a poly-
nomial map with rational coefficients, we can compute s(p) with relative
efficiency using variable elimination via Gröbner bases. Even more, it is
possible to describe all the symmetric polynomials that vanish on p. Indeed,
let e1, . . . , eτ be the elementary symmetric polynomials in τ variables, that
is
ek(T0, . . . , Tτ−1) :=
∑
I∈Jτ−1Kk<
Ti1 · · ·Tik .
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Then it is well known that Λτ = Q[e1(T ), . . . , eτ (T )]; in other words, every
symmetric polynomial in T can be written as a polynomial in e1, . . . , eτ .
Now let Y = (Y1, . . . , Yτ ) and consider the ideal I ⊂ Q[x,Y ] generated by
the polynomials
Yk − ek(p) for 1 ≤ k ≤ τ.
It is possible to compute a Gröbner basis G for the ideal Ĩ := I ∩ Q[Y ]
through standard algorithms, and we can see that every symmetric polyno-




deg(g(e1, . . . , eτ )).
As an example, these are the orders of symmetric independence for the
Veronese curves of degree τ between 2 and 10, i.e. for p(x) = (x, x2, . . . , xτ ):
τ 2 3 4 5 6 7 8 9 10
s(p) 4 5 5 6 6 7 7 7 7
5.4 good functions
Definition 5.4.1. Let X be a metric space and ν a Radon measure on X.
Also consider an open subset U ⊆ X and a ν-measurable function f : U → R.
For any open ball B ⊂ U and ε > 0, define
Bf,ε := {x ∈ B : |f(x)| < ε}.
As in Chapter 3, we say that f is (C, α)-good on U with respect to ν if there











ν(B) for all ε > 0, (5.24)
where ‖f‖ν,B := supx∈B∩supp ν |f(x)|. Also, when X = Rd and ν is the
corresponding Lebesgue measure we will write ‖f‖B for ‖f‖ν,B, and we say
that f is absolutely (C, α)-good on U with respect to ν if (5.24) holds with
‖f‖B in place of ‖f‖ν,B.
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Note that absolute (C, α)-goodness implies (C, α)-goodness, while the
converse holds for measures with full support. With some minor adjustments,
the properties outlined in Lemma 3.1.3 still hold in the context of measures
ν other than Lebesgue. In particular, we have the following.
Lemma 5.4.2 ([72, Lemma 3.1], [34, Lemma 3.1]).
1. If f is (C, α)-good on U wrt ν, then it is also (C ′, α′)-good on U ′ wrt
ν for every C ′ ≥ C, α′ ≤ α and U ′ ⊆ U .
2. If {fi}i∈I is a collection of (C, α)-good functions on U wrt ν and the
function f := supi∈I |fi| is Borel measurable, then f is also (C, α)-good
on U wrt ν.
3. If f is (C, α)-good on U wrt ν and c9 ≤ |f(x)||g(x)| ≤ c10 for every x ∈
U ∩ supp ν, then g is (C(c10/c9)α, α)-good on U wrt ν.
Proof of 3. Note that if ε > |g(x)| ≥ |f(x)|
c10
on U ∩ supp ν, then
Bg,ε ∩ supp ν ⊆ Bf,c10ε ∩ supp ν

























The papers [71] and [34] include various examples of real valued functions
which are (C, α)-good with respect to Lebesgue measure. Moreover, [72]
extends those examples to functions with values in non-Archimedean fields
which satisfy a condition equivalent to (5.24). For the purposes of the
present chapter we are mainly interested in the following propositions.
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Proposition 5.4.3 ([3, Proposition 2.8]). Fix d,m, k ∈ Z>0 and let g =
(g1, . . . , gN) : Rd → RN be a polynomial map of degree at most k. Then for
any convex subset B ⊂ Rd we have







where ‖g‖B = supB‖g(x)‖ and ‖g(x)‖ = maxj|gj(x)|.
Note. This immediately implies that polynomial functions on Rd of degree
k are (4d, 1/k)-good with respect to Lebesgue measure.
Now, suppose that U ⊂ Rd is open and that g = (g1, . . . , gN) : U → RN
is a C` map. For a given x ∈ U , we say that g is `-non-degenerate at x if the
partial derivatives of g at x of order up to ` span RN . In [71] Kleinbock and
Margulis proved the following result on the (C, α)-goodness with respect to
Lebesgue measure of `-non-degenerate functions, which was later extended
in [69] to a wider class of measures.
Proposition 5.4.4 ([71, Proposition 3.4]). Let g = (g1, . . . , gN ) : U ⊆ Rd →
RN be a C` map, U open. If g is `-non-degenerate at x ∈ U , then there are
a neighbourhood V ⊂ U of x and a C > 0 such that any linear combination
of 1, g1, . . . , gN is (C, 1/d`)-good on V with respect to Lebesgue measure.
Recall from Definition 5.2.3 that a measure ν on X is called Federer if
for ν almost every x ∈ X there are a neighbourhood U of x and a constant
D > 0 such that ν(3−1B) > ν(B)/D for any ball B ⊂ U centred on supp ν.
Furthermore, observe that ν is absolutely (C, α)-decaying according to (5.6)
precisely when every linear function is absolutely (C, α)-good with respect
to ν.
Proposition 5.4.5 ([69, Proposition 7.3]). Let g = (g1, . . . , gN ) : U ⊆ Rd →
RN be a C`+1 map, U open. Further, let ν be a measure which is Federer and
absolutely (C̃, α)-decaying on U for some C̃, α > 0. If g is `-non-degenerate
at x ∈ U , then there are a neighbourhood V ⊂ U of x and a C > 0 such that
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any linear combination of 1, g1, . . . , gN is absolutely
(
C, α/(2`+1 − 2)
)
-good
on V with respect to ν.
Note. Consider the Lebesgue measure as ν. Then Proposition 5.4.3 shows
that for d = 1 the exponent 1/` in Proposition 5.4.4 is likely to be optimal,
while 1/(2`+1 − 2) is much worse. However, the latter is independent of d.
Unfortunately, according to [69], finding the optimal exponent seems to be
a challenging open problem.
Corollary 5.4.6. Let k be a positive integer, f = (f0, . . . , fτ−1) be an
analytic map on U ⊂ Rd, and let ν be a measure on U which is Federer and
absolutely (C̃, α̃)-decaying on U . Then for every x ∈ U \ Zf there are a
neighbourhood V 3 x and constants Cx, α > 0 such that s(f) is (Cx, α)-good
on V for every symmetric polynomial s of degree up to k, where Zf is the






can be chosen to be:
• α̃/(2N − 2);
• 1/d(N − 1) if ν is the Lebesgue measure;
• 1/k deg(f) if f is a polynomial map and ν is the Lebesgue measure.
Proof. Let Σ be a basis for the linear span 〈Skτ (f)〉R, and note that we may
always assume that 1 ∈ Σ, since 1 ∈ Skτ (f) for every k > 0. Furthermore,
#Σ ≤ N and all the elements of Σ are analytic because so is f .
Therefore by the Wronskian Criterion (Corollary 5.3.9) we know that
at least one of the generalised Wronskians of Σ, say W , is not identically
zero. Hence Σ is non-degenerate outside of the zero set Zf of W , and the
statement follows from Propositions 5.4.3, 5.4.4 and 5.4.5.
Remark 5.4.7. As a consequence of the Implicit Function Theorem, one can
show that the Hausdorff dimension of Zf is at most d− 1 [87]. In particular,
if ν is either the Lebesgue measure on Rd or the natural measure supported
on a sufficiently regular IFS of dimension s > d − 1 (see Example 5.2.5),
then ν satisfies the hypotheses of Corollary 5.4.6 and ν(Zf ) = 0.
74 Chapter 5. Algebraic points near manifolds
5.5 points with conjugate coordinates
Proof of Theorem 5.2.13 assuming Corollary 5.2.11.
First, we are now going to check that the hypotheses of Corollary 5.2.11 are
satisfied for ψ and Ψ defined byψ
d
k(Q) = ψd(Q) := Qd−n−1+γ(m+1−d) for 0 ≤ k < d
ψk(Q) = Ψ(Q) := Q1−γ for d ≤ k ≤ m.
Clearly γ > 0 implies that ψk(Q)Q−1 = Q−γ is decreasing, and observe that
ψ(Q)Qn−m = ψ(Q)dΨ(Q)m+1−dQn−m = 1,
hence condition (5.14) of Theorem 5.2.8 is satisfied for every 1 ≤ τ ≤ m+ 1
by choosing Iτ = (0, . . . , τ − 1), since our choice of ψ and Ψ, together with
the fact that ψ is decreasing, implies that ψIτ is decreasing as well.
Furthermore, observe that s(x) =∞ because the coordinate functions
x0, . . . , xd−1 are algebraically independent over R. Therefore (5.19) is enough
to guarantee that condition (5.15) is satisfied as well, since the ordering of
ψk, hence of fk, is irrelevant for d ≤ k ≤ m.
Thus we can apply Corollary 5.2.11 taking the Lebesgue measure vold
on Rd as ν, and through it we find Bθ ⊆ B with vold(Bθ)  vold(B).
Moreover, for every x ∈ Bθ we have points (α0, . . . , αm) with algebraic
conjugate coordinates and H(αk) Q such that|xk − αk| 
ψ(Q)
Q
for 0 ≤ k < d
|fk(x)− αk|  Ψ(Q)Q for d ≤ k ≤ m.
(5.25)
However, given that ψ and Ψ are multiplicative, we may assume that
H(αk) ≤ Q by rescaling Q and changing the implied constants in (5.25)
accordingly.
Now choose a compact subset K ⊆ Bθ such that vold(K)  vold(B),
which we can always do since B is assumed to be bounded. Then note that
the partial derivatives of f are all bounded on K, therefore the Mean Value
Theorem implies that for each d ≤ k ≤ m we have
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It follows that






Since Ψ(Q) ≥ ψ(Q) precisely when γ ≤ n+1





hence if c0 is greater than the implied constant, then (α0, . . . , αm) lies in
Mnf (Q, γ,B). Therefore we conclude that






In section 5.6 we shall prove the following Corollary of Theorem 5.2.8,
from which Corollary 5.2.11 follows immediately.
Corollary 5.5.1. Suppose that condition (5.14) holds for some ψ0, . . . , ψm,
ϕm+2, . . . , ϕn, f as in Theorem 5.2.8 with
ϕ(Q) = ϕm+1(Q) = max {Q,ϕm+2(Q), . . . , ϕn(Q)} .
Furthermore, assume that there are constants c3, c4 > 0 such that
c3 ≤ ψ(Q)ϕ(Q) ≤ c4. (5.27)
Then for every 0 < θ < 1 there are constants c5, c6 > 0 and a subset Bθ of B,
independent of Q, such that ν(Bθ) > θν(B) and every x ∈ Bθ admits n+ 1
linearly independent irreducible polynomials P = a0 + a1X + · · ·+ anXn ∈
Z[X] of degree bounded by n such that
|P (fk(x))| < c5ψk(Q)
|P ′ (fk(x))| > c6ϕ(Q)
for 0 ≤ k ≤ m
|ak| ≤ c5ϕk(Q) for m < k ≤ n
(5.28)
whenever Q is sufficiently large. In particular H(P ) ϕ(Q).
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Proof of Corollary 5.2.11. Let P be as in the statement of Corollary 5.5.1,
let ϕm+1(Q) = · · · = ϕn(Q) = Q, so that ϕ(Q) = Q as well, and note that
by remark 5.2.9 we may choose Bθ to be compact. To simplify the notation,
let yk = fk(x) for 0 ≤ k ≤ m. Then observe that, since P ′ is continuous,
Bθ is compact, and ψk(Q)Q−1 is decreasing, we may choose an open set U
with Bθ ⊂ U ⊆ B and a constant Q0 > 0 such that for every Q > Q0 every










is contained in U , where κ := c5
c6
, and such that |P ′(z)| > c6Q for every
z ∈ U . Furthermore, by the Mean Value Theorem we know that for every
ỹk ∈ Iyk there is a zk ∈ Iyk such that
P (ỹk) = P (yk) + P ′(zk)(ỹk − yk).
Now note that H(P ) Q, again because ψk(Q)Q−1 is decreasing for every
0 ≤ k ≤ m. As B is bounded, it follows that |P ′(zk)| is bounded above by Q,
up to a constant that depends on n, f and B. Furthermore, |P ′(zk)| > c6Q
implies that for ỹk = yk ± κψk(Q)Q we have















Applying once more the Mean Value Theorem we obtain, for every
0 ≤ k ≤ m, a root αk of P such that




Finally, note that Corollary 5.5.1 gives us n+ 1 distinct irreducible polyno-
mials, from which we obtain n+ 1 distinct points (α0, . . . , αm).
Note. The numbers yk are pairwise distinct on B ∩ supp ν, since detUhf is
non-zero by remark 5.2.6. By taking Q large enough if necessary, it follows
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that we can guarantee that the sets Iyk are pairwise disjoint, hence the roots
αk are pairwise distinct. In particular, observe that the constant κ does not
depend on Q and may be chosen uniformly on B.
5.6 tailored polynomials
Similarly to what Beresnevich, Bernik and Götze did in [15], we call a
tailored polynomial an irreducible polynomial which satisfies (5.12). Our
construction follows closely the argument of [15, Section 3], and it is based on
Theorem 5.2.8, which we will then prove in Section 5.8 using the quantitative
non-divergence method of Kleinbock and Margulis.
Now fix x ∈ B and observe that solving for P ∈ Z[X] the system of
inequalities |P (fk(x))| < ψk(Q) for 0 ≤ k ≤ m|ak| ≤ ϕk(Q) for m < k ≤ n (5.29)
is equivalent to looking for points of the lattice L := MZn+1 which lie in the
convex body C , where M = Mf (x) is the matrix defined in (5.7) and where
C :=
y ∈ Rn+1 : |yk| < ψk(Q) for 0 ≤ k ≤ m|yk| ≤ ϕk(Q) for m < k ≤ n
 .
Note that detM 6= 0 on B ∩ supp ν, since V(f) 6= 0 implies detUhf 6= 0 by
remark 5.2.6. Furthermore, since detM is continuous in x we may assume
without loss of generality that is bounded away from 0 on B, up to replacing
B with the interior of a compact subset with measure arbitrarily close to
ν(B) (which we can always find since ν is Radon). Then Minkowski’s second
convex body theorem tells us that the successive minima λ0 ≤ . . . ≤ λn of
C with respect to L satisfy
2n+1
(n+ 1)! detM ≤ λ0 · · ·λn vol(C ) ≤ 2
n+1 detM
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since ψ(Q)ϕ(Q) ≥ c3 by condition (5.27).
Now note that if P = a0 + a1X + · · · + anXn is such that Ma ∈ λ0C
where a = (a0, . . . , an)T 6= (0, . . . , 0)T , then H(P )  λ0ϕ(Q) as long as
det(M) is uniformly bounded away from 0. Indeed, there is a b ∈ λ0C such
that Ma = b, thus for Q large enough






where adj(M) is the adjugate matrix of M , whose norm depends only on n,
x and f(x), and thus can be bounded above by a constant depending on n,




|P ′(fi(x))| ≤ cmλ0ϕ(Q).
Therefore Theorem 5.2.8 implies that for any given δ0 > 0 the set of x ∈ B
for which λ0 = λ0(x) ≤ δ0 is bounded above by
δα0 ν(B)
up to a constant, since condition (5.27) implies that vol(λ0C ) ≤ 2n+1c4λn+10 .
In particular, we may choose δ0 depending only on θ, n, f and B such that
for every x in a subset B(δ0) of measure at least
√
θν(B) we have λ0 > δ0.
Now, let δn := det(M)c3δn0 . Then for any x ∈ B(δ0) we may find n + 1
linearly independent polynomials Pi whose vectors of coefficients ai satisfy
Mai ∈ δnC . If A is the matrix with columns ai, 0 ≤ i ≤ n, then
1 ≤ |det(A)| ≤ vol(δnC ) ≤ 2n+1c4δn+1n := c′
and by Bertrand’s postulate we may find a prime p such that
c′ < p < 2c′.
In particular, this implies that det(A) 6= 0 (mod p), hence the system
At ≡ b
has a unique solution t ∈ Fn+1p , where b = (0, . . . , 0, 1)T . Now, for ` in
{0, . . . , n} define r` = (1, . . . , 1, 0, . . . , 0)T ∈ Fn+1p , where ` denotes the
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number of zeroes. Then write At− b = pw after choosing representatives
for t in {0, . . . , p− 1}, let γ` ∈ Fn+1p be the unique solution to
Aγ` ≡ −w + r`





and note that the linear independence of the vectors r` implies the linear
independence of the polynomials P̃`.
Since Aη` = s is the vector of coefficients of P̃` and since η` ≡ t (mod p),
it follows that sn ≡ 1 (mod p) and si ≡ 0 (mod p) for 0 ≤ i ≤ n − 1.
Furthermore, the definition of γ` implies that
Aη` = b+ pr`,
thus s0 ≡ p (mod p2). Therefore, by Eisenstein’s criterion it follows that P̃`
is irreducible. Finally, observe that taking representatives for t and γ` in
{0, . . . , p− 1} we have |η|`i ≤ p2, thus P̃` satisfies|P (fk(x))| < c5ψk(Q) for 0 ≤ k ≤ m|ak| ≤ c5ϕk(Q) for m < k ≤ n, (5.30)
where









Then, Theorem 5.2.8 implies that the measure of the set of x ∈ B which









up to a constant. In particular, we may choose c6 > 0, depending only on θ,
n, f and B, such that for every x in a subset Bθ = B(δ0, c6) ⊆ B(δ0) of
measure at least
√
θν(B(δ0)) ≥ θν(B) we have min|P ′(fk(x))| > c6ϕ(Q).
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5.7 ubiquity
Definition 5.7.1. A dimension function g : R+ → R+ is a continuous
increasing function such that g(r) → 0 as r → 0. Now suppose that F
is a non-empty subset of a metric space Ω. For ρ > 0, a ρ-cover of F is
a countable collection {Bi} of balls in Ω of radii r(Bi) ≤ ρ whose union
contains F . Define







: {Bi} is a ρ-cover of F
}
.
The (generalised) Hausdorff measure Hg(F ) of F with respect to the dimen-
sion function g is defined as
Hg(F ) := lim
ρ→0
Hgρ(F ) = sup
ρ>0
Hgρ(F ).
See [84, Chapter 4] for more details.
Example 5.7.2. Given s > 0, the usual Hausdorff s-measure Hs coincides
with Hg where g(r) = rs. In particular, when s is an integer Hs is a constant
multiple of the s-dimensional Lebesgue measure.
Define L ∗n,m+1(ψ,Ψ; d) to be the set of x ∈ Rm+1 such that
max
0≤k<d
|xk − αk| <
ψ(H(α))
H(α) and maxd≤k≤m|xk − αk| <
Ψ(H(α))
H(α)
for infinitely many α ∈ Am+1n . When f parametrises a d-dimensional
manifoldM and fk(x) = xk for every 0 ≤ k < d, will also write L ∗n,f (ψ,Ψ)
for the set of x ∈ B such that f(x) ∈ L ∗n,m+1(ψ,Ψ; d). This section is
devoted to the proof of the following Proposition, of which Theorem 5.2.16
is a direct consequence.
Proposition 5.7.3. Let ψ,Ψ: R+ → R+ be decreasing functions which
satisfy (5.21), and let g be a dimension function such that r−dg(r) is non-
increasing. Also assume that r−γg(r) is increasing for some γ > 0, and
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that it satisfies (5.22). Further suppose that f is Lipschitz continuous, that














Remark 5.7.4. There is a constant c11 > 0, depending only on n andM,
such that
L ∗n,f (ψ,Ψ) ⊆ Ln,f (c11ψ, c11Ψ).
Indeed, suppose that y ∈ L ∗n,f (ψ), and let α ∈ Am+1n be such that
‖y −α‖ < ψ(H(α))H(α) . If P is the minimum polynomial of α0 (and hence
of αk for every 0 ≤ k ≤ m+ 1), then by the Mean Value Theorem we have
|P (yk)| = |P (yk)− P (αk)|








ψ for 0 ≤ k < dΨ for d ≤ k ≤ m ,
since B bounded implies that P ′ is bounded above onM, and of course
H(P ) = H(α). Thus it follows that y ∈ Ln,f (c11ψ, c11Ψ), as required.
Therefore the convergence part of Theorem 5.1.1 immediately gives the
following partial counterpart of Proposition 5.7.3. Here, as before, |U |
denotes the Lebesgue measure of a measurable set U ⊂ Rm+1.
Lemma 5.7.5. For any function ψ : R+ → R+ we have
∣∣∣L ∗n,f (ψ,Ψ)∣∣∣ = 0 if ∞∑
Q=1
Qn−m−1ψ(Q)dΨ(Q)m+1−d <∞.
Our proof relies on a powerful tool of Diophantine Approximation,
ubiquitous systems, adapted to the case of approximation of dependent
quantities like in [12]. Consider the following setting:
• Ω, a compact subset of Rd;
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• J , a countable set;
• R = (Rα)α∈J a family of points in Ω indexed by J , referred to as
resonant points;
• a function β : J → R+,α 7→ βα, which assigns a weight to each Rα in
R;
• a function ρ : R+ → R+ such that limr→∞ ρ(r) = 0, referred to as a
ubiquitous function; and
• J(t) = Jκ(t) := {α ∈ J : βα ≤ κt}, assumed to be finite for every
t ∈ N, where κ > 1 is fixed.
Furthermore, B(x, r) will denote a ball in Ω with respect to the sup
norm, and for a given function ψ̂ : R+ → R+ we will also consider the limsup
set
ΛR(ψ̂) := {x ∈ Ω : ‖x−Rα‖ < ψ̂(βα) for infinitely many α ∈ J}.
Definition 5.7.6. The pair (R, β) is a locally ubiquitous system in Ω with




for every t large enough, where the implied constant is absolute.
Like with [24, Theorem 1], the following statement can be readily obtained
by combining Theorems 2.0.5 and 2.0.6.
Theorem 5.7.7. In the above setting, suppose that (R, β) is a locally
ubiquitous system in Ω with respect to ρ, and let g be a dimension function
such that r−dg(r) is non-increasing. Furthermore, suppose that there are
constants r0, c7, c8 ∈ (0, 1) such that
g(c7r) ≤ c8g(r) for any r ∈ (0, r0).

















Now let f , ψ and Ψ be as in Proposition 5.7.3. Since B is assumed to
be bounded, for every integer q ≥ 2 we may find a compact subset Bq ⊂ B
such that |Bq| ≥ (1− 1q )|B|. It follows that H
g(B) = limq→∞Hg(Bq), so
it suffices to prove the proposition with Bq in place of B for any fixed q.
For ease of notation, given y = (y0, . . . , ym) ∈ Rm+1 we will write ŷ for
(y0, . . . , yd−1). Then let Ω := Bq and define
J :=
{


































which shows that ρ(Q)→ 0 as Q→∞.
Lemma 5.7.8. Suppose that fd, . . . , fm are Lipschitz continuous with con-
stant bounded above by cf . If y ∈ Rm+1 is such that ŷ ∈ B,
max
0≤k<d
|xk − yk| < Θx and max
d≤k≤m
|fk(x)− yk| < Θf
for some Θx,Θf > 0, then
max
d≤k≤m
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Proof. Simply observe that, by the triangle inequality,
|fk(ŷ)− yk| ≤ |fk(ŷ)− fk(x)|+ |fk(x)− yk|
< cf‖x− ŷ‖+ |fk(x)− yk|








Lemma 5.7.9. Let J,R, β, ρ be as above, and suppose that f is Lipschitz
continuous. Then there is a choice of ρ0 > 0 such that (R, β) is a locally
ubiquitous system in Ω with respect to ρ.
Proof. Fix a ball B ⊂ Ω and let
ψk(Q) = Qρ(Q) for 0 ≤ k < d
ψk(Q) = Ψ(Q) for d ≤ k ≤ m
ϕk(Q) = Q for m < k ≤ n.
Then observe that ψk(Q)
Q
is decreasing for every 0 ≤ k ≤ m, and that
ψ(Q)ϕ(Q) = ρ(Q)dΨ(Q)m+1−dQn−m+d = ρd0.
Furthermore, by condition (5.21) we know that Ψ(Q)  Q
m−n
m+1 , which
implies Ψ(Q) Qρ(Q). Therefore for every 1 ≤ τ ≤ m+1 and every choice
of I ∈ JmKτ< we have that
ψI(Q) Ψ(Q)τ  1
for every Q large enough, thus we may apply Corollary 5.2.11 with ν(·) = | · |
and B in place of B. Hence for any fixed 0 < θ < 1 we find a set Bθ ⊆ B
with |Bθ| > θ|B| and a constant c > 0 such that, for t large enough, every
x ∈ Bθ admits n+ 1 points α ∈ Am+1n (cκt) with
max
0≤k<d
|xk − αk| < cρ(κt) and max
d≤k≤m




Now, again because of Ψ(Q) Qρ(Q), by Lemma 5.7.8 it follows that
max
d≤k≤m




for some ĉ > 1. Finally, observe that Remark 5.2.12 and equation (5.31)
show that we can choose c by manipulating the value of ρ0. In particular,
we can ensure that c < ĉ−1, thus α ∈ J(t) and∣∣∣∣ ⋃
α∈J(t)
B(α, ρ(κt)) ∩B
∣∣∣∣ ≥ |Bθ| > θ|B|.
Note. Condition (5.14) is actually satisfied even in the absence of (5.21).
Indeed, using the fact that Ψ is decreasing and that ψϕ is constant, one
can show that ψI is decreasing for every I = (m + 1 − τ, . . . ,m) where
1 ≤ τ ≤ m+ 1.
Proof of Proposition 5.7.3. Note that since ψ ∈ O(Ψ), there is a c12 > 0


















since ψ is assumed to be decreasing. The proposition will follow as an
immediate consequence of Theorem 5.7.7 once we’ve shown that ΛR(ψ̂) ⊆
L ∗n,f (ψ,Ψ).
If x ∈ ΛR(ψ̂), then there are infinitely many α ∈ Am+1n such that
max
0≤k<d















It follows that x ∈ L ∗n,f (ψ,Ψ), since we may assume without loss of gener-
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and that the same argument of Lemma 4.3.2 shows that the latter happens










when g is increasing and ψ is decreasing. Indeed, note that without loss of
generality we may assume that 2cf > c12, and let c := 2cfc12 > 1. Furthermore,




























where the last inequality is due to the fact that ψ is decreasing and g is
increasing.
5.8 proofs of theorem 5.2.8 and corollary 5.2.10
We will first prove the following local version of Theorem 5.2.8, which can
then be extended via a compactness argument.
Theorem 5.8.1. Under the hypotheses of Theorem 5.2.8, fix a point x ∈
B ∩ supp ν and let B 3 x be a ball such that B̃ = 3n+1B ⊂ B. Then for
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Proof of Theorem 5.2.8 given Theorem 5.8.1. Let Bθ ⊂ B be a compact
subset such that ν(Bθ) ≥ ν(B), which exists because B is bounded and
ν is Radon. Then note that, since B ∩ supp ν is contained in the interior
of B by hypothesis, for every x ∈ Bθ we may find a ball Bx 3 x as in
Theorem 5.8.1, as well as the respective constants Cx and ρx. Hence by
compactness there is a finite subset {xk}k∈K ⊂ Bθ such that {Bxk}k∈K is












and by taking C = maxK Cxk and ρ = minK ρxk .
Through the Dani-Kleinbock-Margulis correspondence between Diophan-
tine Approximation and flows on homogeneous spaces [45, 71], we will
reinterpret the problem of finding points x ∈ B for which (5.12) has a
solution as a shortest vector problem. First, we expand (5.12) into the m+ 1
systems of inequalities
|P (fk(x))| < ψk(Q) for 0 ≤ k ≤ m
P ′(fh(x)) ≤ ϕm+1(Q)
|ak| ≤ ϕk(Q) for m+ 1 < k ≤ n
0 ≤ h ≤ m, (5.33)
and observe that these can be rewritten in matrix form using the matrices
Uhf .
However, to be able to view this as a smallest vector problem we also
need to rescale the inequalities. Consider the scaling matrix
gt := diag
(
et0 , . . . , etm , e−tm+1 , . . . , e−tn
)
, (5.34)
where t = (t0, . . . , tn) ∈ Rn+1 is such that
tJ0,mK = tJm+1,nK,
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Then we need δ = δ(Q) > 0 such thatδ = e
tkψk(Q) for 0 ≤ k ≤ m
δ = e−tkϕk(Q) for m < k ≤ n,
(5.36)
and multiplying those n+ 1 equations together we see that
δn+1 = ψ(Q)ϕ(Q). (5.37)
Therefore, taking logarithms we may rewrite tk in terms of ψk and ϕk, astk = log δ − logψk(Q) for 0 ≤ k ≤ mtk = logϕk(Q)− log δ for m < k ≤ n. (5.38)
We can now see that (5.12) has a solution for a given x ∈ B if and only
if for every 0 ≤ h ≤ m the lattice gtUhf (x)Zn+1 has a non-zero vector with
sup-norm at most δ, thus we have indeed reduced to a shortest vector


















where λ(Γ) = infv∈Γ\{0}‖v‖ denotes the length of the shortest vector in a
discrete subgroup Γ ⊂ Rn+1.
Remark 5.8.2. Condition (5.14) of Theorem 5.2.8 is equivalent to asking
that for every 1 ≤ τ ≤ m + 1 there is a choice of I ∈ JmKτ< such that
tI = tI(Q) is bounded below. Indeed, by (5.38)





n+ 1 log(ψ(Q)ϕ(Q))− logψI(Q)
≥ c
precisely when ψ(Q)ϕ(Q) ≥ ecψI(Q)
n+1
τ .
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Example 5.8.3. Let d = m = 1, as in the context of Theorem 5.1.2.
Furthermore, let
ψ0(Q) = ψ1(Q) = Q−
n−1
2 , ϕ2(Q) = εn+1Q
and ϕ3(Q) = · · · = ϕn(Q) = Q.
Then by (5.37) we have δ = ε. Moreover, the equations (5.38) become
tk = log ε+ n−12 logQ for 0 ≤ k ≤ 1
t2 = n log ε+ logQ
tk = logQ− log ε for 3 ≤ k ≤ n.
(5.39)
Therefore tJ1K = 2 log ε+ (n− 1) logQ, which in particular gives that tJ1K ≥ c
for
log ε ≥ log c2 −
n− 1
2 logQ,
i.e. ϕ2(Q)  Q
3−n2
2 . Then ψ(Q)ϕ(Q)  Q 1−n
2
2 and we easily see that
condition (5.14) of Theorem 5.2.8 is satisfied for all choices of I, since
ψ(Q)n+12 = ψ0(Q)n+1 = ψ1(Q)n+1 = Q
1−n2
2 .
The main tool in our proof will be the following Theorem from [66]. Here
Wτ denotes the set of elements
w = w1 ∧ · · · ∧wτ ∈
τ∧
Zn+1
where {w1, . . . ,wτ} is a primitive τ -tuple, i.e. it can be completed to a basis
of Zn+1. Furthermore, ‖·‖ will denote both the sup-norm and the norm it
induces on ∧Rn+1.
Note. The elements of Wτ can be identified with the primitive subgroups
of Zn+1 of rank τ , i.e. those non-zero subgroups Γ ⊆ Zn+1 of rank τ such
that Γ = ΓR ∩Zn+1, where ΓR denotes the linear subspace generated by Γ in
Rn+1. Therefore, up to a sign they can also be identified with the rational
τ -dimensional subspaces of Rn+1.
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Theorem 5.8.4 ([66, Theorem 2.2]). Fix n,N ∈ N and C̃,D, α, ρ > 0.
Given an N-Besicovitch metric space X, let B be a ball in X and ν be a
measure which is D-Federer on B̃ = 3n+1B. Suppose that η : B̃ → GLn+1(R)
is a map such that for every 1 ≤ τ ≤ n+ 1 and for every w ∈ Wτ :
1. the function x 7→ ‖η(x)w‖ is (C̃, α)-good on B̃ with respect to ν, and
2. ‖η(·)w‖ν,B ≥ ρτ .
Then for any 0 < δ ≤ ρ we have
ν
({












with C = (n+ 1)C̃(ND2)n+1.
Note. In light of Lemma 5.4.2, we may extend this to δ > ρ as well, since we
may always exchange C̃ with max{C̃, (n+ 1)−1(ND2)−n−1}, so that C ≥ 1.
For our purposes we would like to take η(x) = gtUhf (x), and to show that
it satisfies hypotheses 1 and 2 we will need the following Lemma. Here, for
each I ⊆ JnKτ< we will denote by eI the standard basis element ei1 ∧ · · ·∧eiτ
of ∧τ Rn+1.
Lemma 5.8.5. Let w = w1∧· · ·∧wτ ∈ Wτ and let A be an (n+1)×(n+1)
matrix. Then, for every I ⊆ JnKτ<, the component of Aw corresponding to eI
is an integer linear combination of the minors |A|I,J , where J runs through
JnKτ<. Furthermore, the coefficients are independent from I and not all zero.
Proof. LetW = (w1| · · · |wτ ) be the matrix obtained by juxtaposition of the
vectors w1, . . . ,wτ , and recall the well-known fact that the eI component of
w is just the τ×τ minor |W |I,JτK∗ ofW (see e.g. [98, Chapter 10, Section 3]),
where JτK∗ = {1, . . . , τ}. Now observe that
Aw = (Aw1) ∧ · · · ∧ (Awτ ) = AW (e1 ∧ · · · ∧ eτ )
and that (Aw1| · · · |Awτ ) = AW . Finally, the statement follows by the
Cauchy-Binet formula (see e.g. [37, Cauchy-Binet Corollary, p. 214] or [98,





|A|I,J |W |J,JτK∗ .















as long as etI is bounded below, which we know from Remark 5.8.2 to be
guaranteed by condition (5.14) of Theorem 5.2.8. We can now prove that
for every 1 ≤ τ ≤ n+ 1 the norm of gtUhf (x)w is bounded below uniformly
in w ∈ Wτ .
This is straightforward for τ = n+ 1, since in that case
∥∥∥gtUhf (x)w∥∥∥ = ∣∣∣cJnK detUhf ∣∣∣ ≥ ∣∣∣detUhf ∣∣∣ > 0
by remark 5.2.6. When τ ≤ n, on the other hand, condition (5.13) of








is bounded below, hence we may always find an index set I ∈ JnKτ< such





= GI(Mf ) = GĨ(Mf )
for some Ĩ ∈ JmKτ̃< and 1 ≤ τ̃ ≤ m+ 1. Therefore it is enough to check that





∣∣∣c · GI(Mf(x))∣∣∣ 1 (5.40)
92 Chapter 5. Algebraic points near manifolds
uniformly in non-zero integer vectors c. By Lemma 5.8.7, this can be
guaranteed by requiring that fI is non-symmetric of degree n + 1 − τ ,
because when V(f) is bounded we have
∣∣∣c · GI(Mf(x))∣∣∣ |c · Sn,τ (fI(x))| (5.41)
and from Proposition 5.3.4 we know that the components of Sn,τ (T ) =
Sn+1−ττ (T ) form a basis for the module of symmetric polynomials in τ
variables and degree bounded by n+ 1− τ .
Lemma 5.8.6. Given a continuous map g = (g0, . . . , gr) : B → Rr, let
g̃ = (g̃0, . . . , g̃r̃) be a basis for the linear span 〈g0, . . . , gr〉R and let R be the
real matrix such that g̃R = g. Then ker(R) ∩ Qr+1 = {0} if and only if
g0, . . . , gr are linearly independent over Q.
Proof. The components of g are linearly dependent over Q if and only if
there is a non-zero q ∈ Qr+1 such that
0 = g · q = g̃Rq,
but then it must be that q ∈ ker(R), since by hypothesis the components of
g̃ are linearly independent over R.
Lemma 5.8.7. Let g = (g1, . . . , gr) : B → Rr be a continuous map with
components linearly independent over Q. Then there is a ρ > 0 such that
‖g‖ν,B ≥ ρ for every integer linear combination g of the components of g.
Proof. Let g̃ be a basis for the linear span 〈g0, . . . , gr〉R. Further, let Sr be the





‖g · b‖ν,B ≥ min
b̃∈Sr
‖g · b̃‖ν,B = min
b̃∈Sr
‖g̃ · (Rb̃)‖ν,B =: ρ,
which is well defined since g̃Rb̃ is continuous in b̃ and Sr is compact. Finally,
Lemma 5.8.6 implies that ρ > 0.
5.8. Proofs of Theorem 5.2.8 and Corollary 5.2.10 93
Having shown that η(x) = gtUhf (x) satisfies condition 2 of Theorem 5.8.4,
we note that (5.41) implies that η satisfies condition 1 as well. Indeed, write
$ for
∥∥∥gtUhf (x)w∥∥∥ν,B and $I for the component of gtUhf (x)w corresponding
to eI . Since B is bounded and $,$I are continuous, (5.40) implies that
$ ≤ c$I on B ∩ supp ν for some c > 0. Furthermore, (5.41) shows that
$I is (C, α)-good on B with respect to ν, since (S(fI), ν) is (C, α)-good by
hypothesis. Therefore by Lemma 3 we have that $ is (cαC, α)-good on B
with respect to ν.
This concludes the proof of Theorem 5.8.1.
Proof of Corollary 5.2.10. Note that the first part is just a special case of
Corollary 5.4.6. Then for each integer k > 1 apply Theorem 5.2.8 with









for Q large enough, where the implied constant is independent of Q. There-



















Now observe that for every k,Q > 1 we have Dnf (Q,Bk) ⊆ Dnf (Q,B),


























= 0, as required.
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5.9 final remarks
There is a notable gap between the hypotheses of Theorem 5.1.2 and those
of Theorem 5.2.13. For example, when f is a polynomial map our theorem
only applies to at most finitely many values of n. It would therefore be
interesting to explore the limit of the techniques presented in this chapter,
and a possible approach would be to adapt the work of Aka, Breuillard,
Rosenzweig, and de Saxcé [2] to determine the precise obstruction to the
applicability of Theorem 5.8.4 to the present problem.
We also note that Theorem 5.2.8 suggests that the volume of the approxi-
mation targets plays a greater role than the length of their sides in determin-
ing whether a certain rate of approximation is achievable or not. In other
words, we conjecture the following improvement of Proposition 5.7.3 for the
set L ∗n,f (ψ0, . . . , ψm) of points x ∈ B such that f(x) ∈ L ∗n,m+1(ψ0, . . . , ψm),
where the latter is the set of x ∈ Rm+1 such that
|xk − αk| <
ψk(H(α))
H(α)
for infinitely many α ∈ Am+1n .
Conjecture 5.9.1. Let ψ0, . . . ψm : R+ → R+ be decreasing functions such
that ψi ∈ O(ψj) for every 0 ≤ i < d and d ≤ j ≤ m, and suppose that there
is a κ > 0 such that
κn−m+d > lim
t→∞
ψd(κt) · · ·ψm(κt)
ψd(κt+1) · · ·ψm(κt+1)
.
Further, let g be a dimension function such that r−dg(r) is non-increasing,
and assume that f is Lipschitz continuous, that V(f) 6= 0, and that f
satisfies condition (5.15) on B. Then
Hg
(





n,d(ψ0, . . . , ψm) <∞
Hg(B) if Sgn,d(ψ0, . . . , ψm) =∞
where
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Furthermore, observe that a version of [46, Lemma 4.6] for flows B →
GLn+1(R) would allow us to extend Theorem 5.2.8 to more general measures.
In this spirit and motivated by [69, 106, 94], as well as recent work by Khalil
and Luethi, we propose the following:
Conjecture 5.9.2. Let f : B ⊆ Rd → Rm+1 be a continuous map, and
let ν be a measure on B such that (Sn−d ◦ f)∗ν is Federer, decaying, and
rationally non-planar. Also let ψ : R+ → R+ be a decreasing function. Then
for any ball B ⊆ B
ν
(







Hausdorff measures and dimension
Most of the following discussion follows [84, Chapter 4], and we invite the
interested reader to consult this book for more information, as well as [53,
Chapter 3] and [96].
To begin with, a function g : R+ → R+ is said to be a dimension function
if it is increasing and g(r)→ 0 as r → 0. Then consider a metric space X
and a non-empty subset F ⊂ X. For any fixed ρ > 0, a collection {Bi} of
balls in X is said to be a ρ-cover of F if the radii r(Bi) are bounded above
by ρ and if F is contained in the union of {Bi}. We also define
Hgρ(F ) := inf
{∑
i
g(r(Bi)) : {Bi} is a ρ-cover of F
}
.
Then the (generalised) Hausdorff g-measure of F is the limit
Hg(F ) := lim
ρ→0
Hgρ(F ) = sup
ρ>0
Hgρ(F ).
The more classical Hausdorff s-measures Hs can then be obtained with
g(r) = rs for s > 0.
Theorem A.0.1 ([96, Theorem 27]). The measure Hg is Borel regular.
Note that Hg is not Radon because in general it is not locally finite.
However, by Theorem A.0.1 we see that the restriction of Hg to a set of
finite g-measure is a Radon measure.
Proposition A.0.2 ([96, Theorem 40]). Let g, h be dimension functions
such that h ∈ o(g) for r → 0. Then Hh(F ) = 0 whenever Hg(F ) <∞.
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In particular, this means that for t > s > 0 we have that Ht(F ) = 0 if
Hs(F ) <∞. Therefore the following notion of Hausdorff dimension is well
defined:
dimH(F ) := inf{s > 0 : Hs(F ) = 0}.
Remark A.0.3. When n > 0 is an integer, Hn is a constant multiple of
Lebesgue measure. In particular, this means that Hausdorff dimension
generalises the usual naive notion of dimension.
Remark A.0.4. While the s-measures are usually sufficient for most appli-
cations, the g-measures allow for a finer description of the geometry of a
set. For example, it can be shown that almost surely a Brownian path in R3
has Hausdorff dimension 2 and 2-measure 0; however, it also has positive
and finite g-measure with g(r) = r2 log log(1/t). For more details, see [53,
Section 3.6] and references within.
B
Exterior products
Exterior products have applications throughout mathematics, most notably
in Differential Geometry, where they are used as the basis for a theory of
integration. However, here we are mainly interested in their connection
with the Grassmannian manifolds, i.e. the moduli spaces Gr(k, V ) of k-
dimensional linear subspaces of a vector space V . Our exposition will follow
[98, Chapter 10] and [77, Chapter XIX].
While exterior products can be defined in the general context of moduli
over a commutative ring, here we will only be concerned with the simpler
case of vector spaces. So let V1, . . . , Vk,W be vector spaces over a field K,
and recall that a map
F : V1 × · · · × Vk → W
is said to be multilinear if it is linear in all of its components, i.e. if
F (v1, . . . , αvi,1 + βvi,2, . . . , vk)
= αF (v1, . . . , vi,1, . . . , vk) + βF (v1, . . . , vi,2, . . . , vk)
for every i ∈ {1, . . . , n}, α, β ∈ K, vi,1, vi,2 ∈ Vi and vj ∈ Vj (j 6= i).
Furthermore, F is said to be alternating if
F (v1, . . . , vk) = 0 whenever vi = vj (and i 6= j).
The exterior product of V1, . . . , Vk, denoted by V1 ∧ · · · ∧ Vk, is the
vector space characterised by the following universal property: for every
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alternating multilinear map F : V1 × · · · × Vk → W , there is a unique linear
map V1 ∧ · · · ∧ Vk → W through which F factors; with a slight abuse of
notation, in what follows we will also denote this map by F . Described as a
commutative diagram:
V1 × · · · × Vk //
F
((




Observe that a realisation of V1 ∧ · · · ∧ Vk can be readily obtained as a
quotient of the tensor product V1 ⊗ · · · ⊗ Vk. Indeed, let a be the ideal of
V1 ⊗ · · · ⊗ Vk generated by the tensors of the form
v1 ⊗ · · · ⊗ vk such that vi = vj for some i 6= j,
and let E be the quotient (V1 ⊗ · · · ⊗ Vk)/a. Now recall that, given a
multilinear map F : V1 × · · · × Vk → W , by the universal property of the
tensor product we have a unique map F⊗ : V1⊗· · ·⊗Vk → W through which
F factors. Clearly a lies in the kernel of any alternating map F⊗, thus F⊗
factors through the quotient and we obtain a commutative diagram
V1 × · · · × Vk //
F
++







Therefore E satisfies the universal property of the exterior product and
E ' V1∧· · ·∧Vk. A more elementary construction traditional in Differential
Geometry can be found in [35].
Remark B.0.1. Let V be a vector space. Then for every v1, v2 ∈ V we
have
v2 ∧ v1 = −v1 ∧ v2
in ∧2 V , which can be readily deduced from (v1 +v2)∧ (v1 +v2) = 0. More in
general, for every v1, . . . , vk ∈ V and for every permutation σ on {1, . . . , k}
we have
vσ(1) ∧ · · · ∧ vσ(k) = sgn(σ)v1 ∧ · · · ∧ vk,
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where sgn(σ) denotes the signum of σ, i.e. (−1)#σ, with #σ the number of
transpositions in the decomposition of σ.
For the remainder of this section we will only consider the case where
V1, . . . , Vk all coincide with the same n-dimensional vector space V . We will
also denote by JnK the set of integers {1, . . . , n}, and by JnKk< the set of
(i1, . . . , ik) ∈ JnKk such that i1 < . . . < ik.
Proposition B.0.2 ([77, Proposition XIX.1.1]). Let V be an n-dimensional
vector space and let {e1, . . . , en} be a basis. Then
∧k V = {0} if k > n,
while if 1 ≤ k ≤ n the elements
eI := ei1 ∧ · · · ∧ eik I ∈ JnKk<









Now observe that every linear transformation T : V → W naturally
induces a map ∧k V → ∧kW , which with a slight abuse of notation we will
still denote by T , given by
T (v1 ∧ . . . ∧ vk) 7→ Tv1 ∧ . . . ∧ Tvk
Example B.0.3. The exterior product can be used to characterise the
determinant of a linear transformation T : V → W in a coordinate-free
manner. Indeed, since ∧n V is 1-dimensional by Proposition B.0.2, the map
induced on it by T can only amount to the multiplication by a scalar, which
turns out to be precisely det(T ). In other words, if {e1, . . . , en} is a basis
of V , then
T (e1 ∧ · · · ∧ en) = det(T ) e1 ∧ · · · ∧ en.
This example is directly related to the following, more general fact, whose
proof can be found for example in [98, Chapter 10, Section 3].
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Proposition B.0.4. Let V be an n-dimensional vector space, fix 1 ≤ k ≤ n,
and let v1, . . . ,vk ∈ V . Further, let M be the n × k matrix (v1| · · · |vk),
and for every I ∈ JnKk< let MI be the k × k submatrix formed by the lines
i1, . . . , ik of M . Then the component of v1 ∧ · · · ∧ vk corresponding to eI is
det(MI).
Finally, we are now able to highlight the connection between the exterior
product ∧k V and the Grassmannian Gr(k, V ), as promised. The simplest
example is given by the hyperplanes of V , i.e. by the case k = n − 1: a
hyperplane H can be described with a single equation of the form
h · x = 0
for some h ∈ V ' ∧n−1 V . Since h is uniquely defined up to a constant,
there is a bijection between the hyperplanes of V and the points of the
projective space P
(∧n−1 V ).
Remark B.0.5. The reason we chose ∧n−1 V here is because (after fixing
a basis {e1, . . . , en} of V ) there is an isomorphism between
∧n−1 V and the
dual space V ∗ which assigns to z ∈ ∧n−1 V the function f : V → K such
that
z ∧ x = f(x)e1 ∧ · · · ∧ en
for every x ∈ V . We then obtain an isomorphism ∧n−1 V ' V by composing
this with the canonical isomorphism that assigns to each f ∈ V ∗ an h ∈ V
such that f(x) = h · x (see [98, Section 10.5]).
Now let W ⊂ V be a k-dimensional subspace, that is, an element
of Gr(k, V ). Further, let {w1, . . . ,wk} be a basis of W , and let MW =





, I ∈ JnKk<,
called the Plücker coordinates of W , uniquely determine W up to a non-
zero constant [98, Theorem 10.2], since MW is uniquely determined up to
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multiplication by an invertible matrix. Therefore by Proposition B.0.4 we
see that W corresponds a point [w] ∈ P
(∧k V ). In fact, the map
G : W 7→ [w] := [w1 ∧ · · · ∧wk]
is injective, and is called the Plücker embedding.
Example B.0.6. It is readily seen that set of projective lines in P3(R)
coincides with Gr(2,R4), which can be identified with the quadric in P5(R)
with equation
w12w34 − w13w24 + w14w23 = 0,
where wij is the coordinate of w1 ∧ w2 corresponding to ei ∧ ej (see [98,
Example 10.3]).
Symbols
|〈·〉| Distance from the nearest integer
N The set of positive integers, also denoted by
Z>0
| · | Lebesgue measure
Hs Hausdorff s-measure
dimH Hausdorff dimension
‖·‖ The supremum norm, unless otherwise stated
λ1(Γ) Length of the shortest non-zero vector of a
lattice Γ, with respect to ‖·‖
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pp. 17–50. issn: 2226-8383.
[40] N. Budarina. “Regular and ubiquitous systems for simultaneous
Diophantine approximations”. In: Chebyshevskĭı Sb. 12.4(40) (2011),
pp. 43–74. issn: 2226-8383.
[41] N. Budarina, V. I. Bernik, and H. O’Donnell. “New estimates for the
number of integer polynomials with given discriminants”. In: Lith.
Math. J. 60.1 (2020), pp. 1–8. issn: 0363-1672.
[42] Y. Bugeaud. Approximation by algebraic numbers. Vol. 160. Cam-
bridge Tracts in Mathematics. Cambridge University Press, Cam-
bridge, 2004, pp. xvi+274. isbn: 0-521-82329-3.
[43] J. W. S. Cassels. An introduction to Diophantine approximation.
Cambridge Tracts in Mathematics and Mathematical Physics, No.
45. Cambridge University Press, New York, 1957, pp. x+166.
References 109
[44] J. W. S. Cassels. An introduction to the geometry of numbers. Classics
in Mathematics. Corrected reprint of the 1971 edition. Springer-
Verlag, Berlin, 1997, pp. viii+344. isbn: 3-540-61788-4.
[45] S. G. Dani. “Bounded orbits of flows on homogeneous spaces”. In:
Comment. Math. Helv. 61.4 (1986), pp. 636–660. issn: 0010-2571.
[46] T. Das, L. Fishman, D. Simmons, and M. Urbański. “Extremality
and dynamically defined measures, part I: Diophantine properties
of quasi-decaying measures”. In: Selecta Math. (N.S.) 24.3 (2018),
pp. 2165–2206. issn: 1022-1824.
[47] H. Davenport. “A note on binary cubic forms”. In: Mathematika 8
(1961), pp. 58–62. issn: 0025-5793.
[48] D. Dickinson and M. M. Dodson. “Extremal manifolds and Hausdorff
dimension”. In: Duke Math. J. 101.2 (2000), pp. 271–281. issn: 0012-
7094.
[49] M. M. Dodson, B. P. Rynne, and J. A. G. Vickers. “Diophantine
approximation and a lower bound for Hausdorff dimension”. In:
Mathematika 37.1 (1990), pp. 59–73. issn: 0025-5793.
[50] R. J. Duffin and A. C. Schaeffer. “Khintchine’s problem in metric
Diophantine approximation”. In: Duke Math. J. 8 (1941), pp. 243–255.
issn: 0012-7094.
[51] E. S. Egge. An introduction to symmetric functions and their combi-
natorics. Vol. 91. Student Mathematical Library. American Mathe-
matical Society, Providence, RI, 2019, pp. xiii+342. isbn: 978-1-4704-
4899-8.
[52] N. D. Elkies. “Rational points near curves and small nonzero |x3−y2|
via lattice reduction”. In: Lecture Notes in Comput. Sci. 1838 (2000),
pp. 33–63.
[53] K. Falconer. Fractal geometry. Third. Mathematical foundations and
applications. John Wiley & Sons, Ltd., Chichester, 2014, pp. xxx+368.
isbn: 978-1-119-94239-9.
110 References
[54] A. Ghasemi, A. S. Motahari, and A. K. Khandani. “Interference
alignment for the K user MIMO interference channel”. In: 2010 IEEE
International Symposium on Information Theory (June 2010).
[55] G. H. Hardy and E. M. Wright. An introduction to the theory of
numbers. Sixth. Revised by D. R. Heath-Brown and J. H. Silverman,
With a foreword by Andrew Wiles. Oxford University Press, Oxford,
2008, pp. xxii+621. isbn: 978-0-19-921986-5.
[56] M. Hindry and J. H. Silverman. Diophantine geometry. Vol. 201.
Graduate Texts in Mathematics. An introduction. Springer-Verlag,
New York, 2000, pp. xiv+558. isbn: 0-387-98975-7; 0-387-98981-1.
[57] J.-J. Huang. “Hausdorff theory of dual approximation on planar
curves”. In: J. Reine Angew. Math. 740 (2018), pp. 63–76. issn:
0075-4102.
[58] J.-J. Huang. “The density of rational points near hypersurfaces”. In:
Duke Math. J. 169.11 (2020), pp. 2045–2077. issn: 0012-7094.
[59] J.-J. Huang and J. J. Liu. “Simultaneous Approximation on Affine
Subspaces”. In: International Mathematics Research Notices (Nov.
2019). issn: 1073-7928.
[60] M. Hussain. “A Jarník type theorem for planar curves: everything
about the parabola”. In: Math. Proc. Cambridge Philos. Soc. 159.1
(2015), pp. 47–60. issn: 0305-0041.
[61] M. Hussain, J. Schleischitz, and D. Simmons. Diophantine approxi-
mation on curves. 2019. eprint: arXiv:1902.02094v1[math.NT].
[62] V. Jarník. “Über die simultanen diophantischen Approximationen”.
In: Math. Z. 33.1 (1931), pp. 505–543. issn: 0025-5874.
[63] D. Kaliada, F. Götze, and O. Kukso. “The asymptotic number of
integral cubic polynomials with bounded heights and discriminants”.
In: Lith. Math. J. 54.2 (2014), pp. 150–165. issn: 0363-1672.
[64] F. Kasch and B. Volkmann. “Zur Mahlerschen Vermutung über
S-Zahlen”. In: Math. Ann. 136 (1958), pp. 442–453. issn: 0025-5831.
References 111
[65] A. Y. Khinchin. “Einige Sätze über Kettenbrüche, mit Anwendungen
auf die Theorie der Diophantischen Approximationen”. In: Math.
Ann. 92.1-2 (1924), pp. 115–125. issn: 0025-5831.
[66] D. Y. Kleinbock. “An extension of quantitative nondivergence and
applications to Diophantine exponents”. In: Trans. Amer. Math. Soc.
360.12 (2008), pp. 6497–6523. issn: 0002-9947.
[67] D. Y. Kleinbock. “Quantitative nondivergence and its Diophantine
applications”. In: Homogeneous Flows, Moduli Spaces and Arithmetic.
Ed. by M. L. Einsiedler. Vol. 10. Clay Mathematics Proceedings.
American Mathematical Society for the Clay Mathematics Institute,
2010, pp. 131–153. isbn: 978-0-8218-4742-8.
[68] D. Y. Kleinbock. “Some applications of homogeneous dynamics to
number theory”. In: Smooth ergodic theory and its applications (Seat-
tle, WA, 1999). Vol. 69. Proc. Sympos. Pure Math. Amer. Math. Soc.,
Providence, RI, 2001, pp. 639–660.
[69] D. Y. Kleinbock, E. Lindenstrauss, and B. Weiss. “On fractal measures
and Diophantine approximation”. In: Selecta Math. (N.S.) 10.4 (2004),
pp. 479–523. issn: 1022-1824.
[70] D. Y. Kleinbock, G. Margulis, and J. Wang. “Metric Diophantine
approximation for systems of linear forms via dynamics”. In: Int. J.
Number Theory 6.5 (2010), pp. 1139–1168. issn: 1793-0421.
[71] D. Y. Kleinbock and G. A. Margulis. “Flows on homogeneous spaces
and Diophantine approximation on manifolds”. In: Ann. of Math. (2)
148.1 (1998), pp. 339–360. issn: 0003-486X.
[72] D. Y. Kleinbock and G. Tomanov. “Flows on S-arithmetic homoge-
neous spaces and applications to metric Diophantine approximation”.
In: Comment. Math. Helv. 82.3 (2007), pp. 519–581. issn: 0010-2571.
[73] J. F. Koksma. “Über die Mahlersche Klasseneinteilung der tran-
szendenten Zahlen und die Approximation komplexer Zahlen durch
algebraische Zahlen”. In: Monatsh. Math. Phys. 48 (1939), pp. 176–
189. issn: 1812-8076.
112 References
[74] C. Krattenthaler. “Advanced determinant calculus”. In: vol. 42. The
Andrews Festschrift (Maratea, 1998). 1999, Art. B42q, 67.
[75] I. Kubilius. “On the application of I. M. Vinogradov’s method to the
solution of a problem of the metric theory of numbers”. In: Doklady
Akad. Nauk SSSR (N.S.) 67 (1949), pp. 783–786.
[76] A. Kudin and D. Vasilyev. “Counting real algebraic numbers with
bounded derivative of minimal polynomial”. In: (2018). arXiv: 1811.
10664 [math.NT].
[77] S. Lang. Algebra. 3rd. Vol. 211. Graduate Texts in Mathematics.
Springer-Verlag, New York, 2002, pp. xvi+914. isbn: 0-387-95385-X.
[78] I. G. Macdonald. Symmetric functions and Hall polynomials. Sec-
ond. Oxford Mathematical Monographs. With contributions by A.
Zelevinsky, Oxford Science Publications. The Clarendon Press, Oxford
University Press, New York, 1995, pp. x+475. isbn: 0-19-853489-2.
[79] S. H. Mah, A. S. Motahari, and A. K. Khandani. “Layered interference
alignment: Achieving the total DOF of MIMO X-channels”. In: 2010
IEEE International Symposium on Information Theory (June 2010).
[80] K. Mahler. “On lattice points in n-dimensional star bodies. I. Ex-
istence theorems”. In: Proc. Roy. Soc. London Ser. A 187 (1946),
pp. 151–187. issn: 0962-8444.
[81] K. Mahler. “On two extremum properties of polynomials”. In: Illinois
J. Math. 7 (1963), pp. 681–701. issn: 0019-2082.
[82] K. Mahler. “Über das Maß der Menge aller S-Zahlen”. In: Math. Ann.
106.1 (1932), pp. 131–139. issn: 0025-5831.
[83] K. Mahler. “Zur Approximation der Exponentialfunktion und des
Logarithmus. Teil I, II”. In: J. Reine Angew. Math. 166 (1932),
pp. 118–150. issn: 0075-4102.
References 113
[84] P. Mattila. Geometry of sets and measures in Euclidean spaces. Vol. 44.
Cambridge Studies in Advanced Mathematics. Fractals and rectifi-
ability. Cambridge University Press, Cambridge, 1995, pp. xii+343.
isbn: 0-521-46576-1; 0-521-65595-1.
[85] R. D. Mauldin and M. Urbański. “The doubling property of conformal
measures of infinite function systems”. In: J. Number Theory 102.1
(2003), pp. 23–40. issn: 0022-314X.
[86] B. Mazur. “Perturbations, deformations, and variations (and “near-
misses”) in geometry, physics, and number theory”. In: Bull. Amer.
Math. Soc. (N.S.) 41.3 (2004), pp. 307–336. issn: 0273-0979.
[87] B. S. Mityagin. “The Zero Set of a Real Analytic Function”. In:
Mathematical Notes 107.3-4 (Mar. 2020), pp. 529–530. issn: 1573-
8876.
[88] A. S. Motahari, S. Oveis-Gharan, M.-A. Maddah-Ali, and A. K.
Khandani. “Real Interference Alignment: Exploiting the Potential
of Single Antenna Systems”. In: IEEE Transactions on Information
Theory 60.8 (Aug. 2014), pp. 4799–4810. issn: 1557-9654.
[89] K. Nishioka. Mahler functions and transcendence. Vol. 1631. Lecture
Notes in Mathematics. Springer-Verlag, Berlin, 1996, pp. viii+185.
isbn: 3-540-61472-9.
[90] O. Ordentlich and U. Erez. “Precoded integer-forcing universally
achieves the MIMO capacity to within a constant gap”. In: 2013
IEEE Information Theory Workshop (ITW) (Sept. 2013).
[91] O. Ordentlich, U. Erez, and B. Nazer. “The approximate sum capacity
of the symmetric Gaussian K-user interference channel”. In: 2012
IEEE International Symposium on Information Theory Proceedings
(July 2012).
[92] A. Pezzoni. “A Jarník-type theorem for a problem of approximation
by cubic polynomials”. In: Acta Arith. 193.3 (2020), pp. 269–281.
issn: 0065-1036.
114 References
[93] A. Pezzoni. Quantitative non-divergence and lower bounds for points
with algebraic coordinates near manifolds. 2020. arXiv: 2006.10790
[math.NT].
[94] A. Pollington and S. L. Velani. “Metric Diophantine approximation
and “absolutely friendly” measures”. In: Selecta Math. (N.S.) 11.2
(2005), pp. 297–307. issn: 1022-1824.
[95] M. S. Raghunathan. Discrete subgroups of Lie groups. Ergebnisse der
Mathematik und ihrer Grenzgebiete, Band 68. Springer-Verlag, New
York-Heidelberg, 1972, pp. ix+227.
[96] C. A. Rogers. Hausdorff measures. Cambridge University Press,
London-New York, 1970, pp. viii+179.
[97] B. P. Rynne. “Simultaneous Diophantine approximation on manifolds
and Hausdorff dimension”. In: J. Number Theory 98.1 (2003), pp. 1–9.
issn: 0022-314X.
[98] I. R. Shafarevich and A. O. Remizov. Linear algebra and geometry.
Translated from the 2009 Russian original by David Kramer and
Lena Nekludova. Springer, Heidelberg, 2013, pp. xxii+526. isbn:
978-3-642-30993-9.
[99] D. Simmons. “Some manifolds of Khinchin type for convergence”.
In: J. Théor. Nombres Bordeaux 30.1 (2018), pp. 175–193. issn:
1246-7405.
[100] V. G. Sprindžuk. “A proof of Mahler’s conjecture on the measure
of the set of S-numbers”. In: Izv. Akad. Nauk SSSR Ser. Mat. 29
(1965), pp. 379–436. issn: 0373-2436.
[101] V. G. Sprindžuk. Mahler’s problem in metric number theory. Trans-
lated from the Russian by B. Volkmann. Translations of Mathematical
Monographs, Vol. 25. American Mathematical Society, Providence,
R.I., 1969, pp. vii+192.
References 115
[102] V. G. Sprindžuk.Metric theory of Diophantine approximations. Trans-
lated from the Russian and edited by Richard A. Silverman, With a
foreword by Donald J. Newman, Scripta Series in Mathematics. V.
H. Winston & Sons, Washington, D.C.; A Halsted Press Book, John
Wiley & Sons, New York-Toronto, Ont.-London, 1979, pp. xiii+156.
isbn: 0-470-26706-2.
[103] J. R. Stembridge. “A concise proof of the Littlewood-Richardson
rule”. In: Electron. J. Combin. 9.1 (2002), Note 5, 4.
[104] R. C. Vaughan and S. L. Velani. “Diophantine approximation on
planar curves: the convergence theory”. In: Invent. Math. 166.1 (2006),
pp. 103–124. issn: 0020-9910.
[105] B. Volkmann. “The real cubic case of Mahler’s conjecture”. In: Math-
ematika 8 (1961), pp. 55–57. issn: 0025-5793.
[106] B. Weiss. “Dynamics on parameter spaces: submanifold and fractal
subset questions”. In: Rigidity in dynamics and geometry. Ed. by
M. Burger and A. Iozzi. Springer, Berlin, 2002, pp. 425–440. isbn:
3-540-43243-4.
[107] E. Wirsing. “Approximation mit algebraischen Zahlen beschränkten
Grades”. In: J. Reine Angew. Math. 206 (1961), pp. 67–77. issn:
0075-4102.
