We introduce a new decreasing rearrangement for functions defined on a homogeneous tree, which enjoys very intuitive and natural properties. The idea is to iterate, with respect to a particular ordering, the usual one dimensional rearrangement on each geodesic. After showing the canonicity of this definition and the axioms of symmetrization, we prove our main result: the geometric and analytic definitions, in terms of the "layer cake" formula, agree.
Introduction
In recent years there has been an increasing interest in studying classical problems in analysis in the setting of trees (see [3-8, 10, 14-17] , and the references quoted therein). Due to the natural discrete geometry of a tree, the techniques used in most of these papers are of combinatorial type.
Our aim is to develop the theory of rearrangement invariant Banach function spaces (also called BFS, see [2] ) by means of a new decreasing rearrangement for functions defined on a homogeneous tree, which takes into account the special geometric structure on this setting. The main idea is to iterate on each geodesic, with respect to a particular ordering of the Martin boundary, the usual one dimensional rearrangement.
The advantage of this approach is that it is very natural and intuitive, and enjoys a very interesting canonical independence of the choice of both the center and of the ordering, up to automorphisms (Theorem 14) . Another feature is that it only assumes the existence of a partial order on the tree.
The decreasing rearrangement of {a n : 1 ≤ n ≤ N}, a finite sequence of positive real numbers, is the sequence {a * n : 1 ≤ n ≤ N}, such that, for 1
and a * k = a σ (k) for a suitable permutation σ . This simple notion is extended to obtain the decreasing rearrangement of any (measurable) function f : X → R defined on a measure space (X, µ). In order to introduce a decreasing rearrangement of functions, it is enough to define a rearrangement for finite sets and then use the so-called "layer cake" formula (see [12] )
to get a decreasing rearrangement of any positive function with finite level sets.
This decreasing rearrangement is a particular case of symmetrization theory (see [1] ), of special interest in partial differential equations (see also the works [11] and [16] ). It turns out that some of the axioms of symmetrization (see Definition 1) are rather non-trivial (like the monotonicity property, see Proposition 19).
We will also show that there exists a simpler and more direct way of calculating f * (Theorem 27), the decreasing rearrangement of f , which is a useful tool. Further applications to the particular class of BFS given by the weighted Lorentz spaces (see [13] ) can be also found in [9] . We briefly summarize the results of this paper in Section 5, in order to illustrate some applications of the new rearrangement.
Definitions
We adopt the definitions and some of the notations of [8] : a tree T = (G, A) is a connected graph without circuits or cycles. We identify a tree with the set of its vertices. We are interested in non-finite and locally finite trees; that is, trees with an infinite family of vertices, but such that every vertex belongs to a finite number of edges. A tree is called homogeneous if for every vertex the number of neighbor vertices is the same. A tree is called homogeneous of degree q + 1 if the number of neighbors is q + 1, q ≥ 1.
In a tree, there exists a unique chain joining two vertices x and y. We call this chain a geodesic and we denote it by [x, y] (or [y, x] ). The distance between x and y is the number of edges in the geodesic [x, y] , that is, the length of [x, y] . As usual, we denote it by d(x, y). Now, the vertices x and y are neighbors if d(x, y) = 1.
An infinite chain is an infinite sequence x 0 , x 1 , x 2 , . . . of vertices such that x i and x i+1 are neighbors and x i = x i+2 for all i ≥ 0. We define an equivalence relation on the set of infinite chains: x 0 , x 1 , x 2 , . . . and y 0 , y 1 , y 2 , . . . are equivalent if they share infinite vertices. This means that there is an integer n ∈ Z + such that x k = y n+k for every k large enough. The boundary of the tree ∂ T is the set of equivalence classes of infinite chains.
A rooted tree is a tree with a fixed reference vertex o called the origin of the tree. The boundary of a rooted tree is the set of all infinite chains starting at o. The boundary can be viewed as the set of points at infinity. If x is a vertex and ω is a point at the boundary of the tree, there exists a unique infinite chain in the equivalence class of ω starting at x.
Then we say that this infinite chain is the infinite geodesic joining x and ω. We denote it by [x, ω). A doubly infinite chain is a sequence of vertices indexed by the integers . . . , x −2 , x −1 , x 0 , x 1 , x 2 , . . . such that x i and x i+1 are neighbors and x i = x i+2 , for all i ∈ Z. A doubly infinite chain joins two boundary points, and we call it the infinite geodesic joining these points.
For every x in T , we write the geodesic joining o to x by
. Analogously, for a point ω in the boundary, we write the geodesic joining o to ω by
The confluent vertex of the vertices x and y is the unique vertex c(x, y) such that the
The tent of x, T (x), and the shadow of x, I (x), are the sets
Finally, we can define a partial order structure: the vertex x is greater than or equal to the vertex y if y belongs to [o, x] . We denote it by y ≤ o x. In other words:
A function defined on a tree is a discrete function evaluated on each vertex. We are interested in monotone functions. A function is decreasing if f (x) ≤ f (y) whenever y ≤ o x. A set of vertices A in T is a decreasing set if whenever x ∈ A, then we have that y ∈ A for all y with y ≤ o x, that is, χ A is a decreasing function.
Rearranging finite sets
We will define the decreasing rearrangement for finite sets of vertices, which is the first step to introduce a decreasing rearrangement of functions. In the sequel, T will be a homogeneous tree of degree q + 1, q ≥ 1. We choose a reference vertex o as its origin, and we then write the tree as T o . If A is a finite set of vertices in T o , we denote by |A| its cardinal.
Definition 1. A map between finite sets of vertices in
is a decreasing rearrangement of finite sets if the following conditions are satisfied for every finite set A:
(ii) |A| = |A * |.
To this aim, it will be necessary to introduce an order structure in the boundary of the tree. Let T k be the set of vertices at distance k from o. Observe that {T k : k ≥ 0} is a disjoint partition of T o and that |T 0 | = 1 and
Definition 2. An admissible map σ is a bijection between the tree T o and F satisfying:
The set of admissible maps has infinite cardinal for an homogeneous tree. We now give a simple example. Suppose that T o is a homogeneous tree of degree q + 1 = 3. We need first to label the vertices. Denote
where n k + 1 = 3 · 2 k−1 is the total number of edges in T k , and hence, for all k and j , the vertices x 2 j,k+1 and x 2 j +1,k+1 are the adjacent vertices of
Observe that I 2 j,k+1 and I 2 j +1,k+1 are the dyadic intervals contained in I j,k . Then define the admissible map σ as follows:
for all j and k.
Using an admissible map σ , we can define another bijection between ∂ T o and a subset of the interval [0, (q + 1)q −1 ] as follows: with the exception of the q-adic numbers, every point λ in the interval [0, (q + 1)q −1 ] is uniquely identified with the sequence {I k (λ) : k ≥ 0} of q-adic intervals with length q −k containing it. Then, by the definition
It is natural to also denote by σ this new bijection, and we also call it an admissible map. We have that
is a one-to-one correspondence between ∂ T o onto the interval [0, (q + 1)q −1 ] minus the set of q-adic numbers N(q). Now, we can introduce an order relation in ∂ T o by using an admissible map. In the sequel, every admissible map σ will be called an order in ∂ T o . For two given disjoint sets A and B in [0, (q + 1)q −1 ], we will write A < B, if x < y for all x ∈ A and all y ∈ B. Analogously, for two given disjoint sets A and B in ∂ T o , we will write A < σ B, if x < σ y for all x ∈ A and all y ∈ B. 
. By the properties of σ , we know that I (ω) and I (ω ) are subintervals of σ (x), and then we also have that
We need to define some new concepts:
Definition 5. For a finite set of vertices A, the boundary of A, ∂ A, is the set of vertices x of A such that no bigger vertices than x belong to A. Explicitly,
Observe that by this definition, if x and y are different boundary points in ∂ A, then I (x) ∩ I (y) = ∅. In view of the previous lemma, using an order σ in ∂ T o , it makes sense to introduce the following notation on the boundary of every finite set A. We write:
if n = n(A) = |∂ A|, and for all 1
Now we are able to define the rearrangement of finite sets:
Definition 6. Let σ be an order in ∂ T o , and let A be a finite set of vertices in T o with boundary ∂ A = {a 1 , a 2 , . . . , a n } σ . Set and then recursively define, for every 0 ≤ k ≤ n − 1, the sets
where
This definition needs a practical explanation. What do we do in every step of the construction of the rearranged set? We count the number of vertices we have in a fixed geodesic from o to a boundary point a k , then we erase them, and finally we fill in the same geodesic with the same number of vertices we had, but we now impose they are adjacent vertices starting from o.
We can give another easy explanation of the rearrangement by using marbles: think that every vertex in A is a marble and only those. Then suppose that we can lift up one by one every geodesic leaving o at the bottom, following a fixed order, so that marbles can go down until they fill up the empty vertices near o. The process stops when we have proceeded with all the geodesics. We observe that what we get is a decreasing set. See Fig. 1 for more details, where the chosen order σ is such that the boundary of every finite set is ordered from left to right and the tree is homogeneous of degree 3.
We now want to study the dependence of the defined decreasing rearrangement in terms of the origin o and the order σ chosen in T . An automorphism of the tree is a bijective map of the set of vertices onto itself which preserves the edges. In fact, a map is an automorphism if and only if it is an isometry of the tree, with respect to the natural metric defined in the previous section, and then we trivially have the following lemma.
Lemma 7. If is an automorphism of the tree, then ([x, y]) = [ (x), (y)], for all x and y in T .
As a consequence of this lemma we have that every automorphism takes the rooted tree T o into the rooted tree T (o) , and we can extend the automorphism to the boundary in a natural way: 
We also have that, for all x and y in T , x ≤ o y if and only if (x) ≤ (o) (y); for all x and y in T , (T (x)) = T ( (x)) and (I (x)) = I ( (x)), where T ( (x)) and I ( (x)) are taken with respect to the induced order in T (o)
for all ν and ω of ∂ T . Proof. Take σ = σ · −1 , which satisfies the required condition. By Definition 2, we need to prove that
Since is an isometry, we have that
and then (a) is easily derived. By the previous lemma, we have that if x and y are vertices in T , then,
and by definition, σ (
, which is (b). To see the uniqueness, suppose there exists an admissible map µ satisfying
Fix k ≥ 0 and consider as before T k the set of vertices at distance k from (o). Using the notation introduced in (2), we denote
By hypothesis, we have that
and therefore we have
and this is only possible if for all 1
We describe the action of an automorphism over the boundary of a finite set in the tree:
Lemma 9. Let A be a finite set of vertices and an automorphism of the tree. If σ is an order in ∂ T o and ∂
A = {a 1 , a 2 , . . . , a n } σ then ∂( (A)) = { (a 1 ), (a 2 ), . . . , (a n )} σ , where σ = σ · −1 is an order in ∂ T (o) .
Proof. Let us see first that (∂ A) = ∂( (A)
) by using the consequences of Lemma 7:
Finally, by using the previous lemma and the consequences of Lemma 7, we get for all 1 ≤ i ≤ n − 1:
This lemma says that it is equivalent to ordering the boundary of any finite set with respect to σ and to ordering the boundary of the image of the set given by the automorphism by means of the order σ = σ · −1 . We can now explain the action of an automorphism over the decreasing rearrangement of a set: Theorem 10. Let σ be an order in ∂ T o and an automorphism of the tree. Then
Proof. Set σ = σ · −1 . It is enough to see that
Suppose it is true for k ≥ 1. By definition we have a k+1 (s)]) ,
Using the consequences of Lemma 7, we have
By the hypothesis of induction, we then have that
and we also observe that
Now, using this equality and Lemma 9 which says, roughly speaking, that both rearrangements are compatible in some sense, we then have by recalling the definition of the decreasing rearrangement that
In [8] , it is shown that in a homogeneous tree, there are only three kind of isometries:
• An isometry is a rotation, if there exists a vertex x such that (x) = x.
• An isometry is an inversion, if there exist two neighbor vertices x and y such that (x) = y and (y) = x.
• An isometry is a translation, if there exist an integer k and a doubly infinite chain . . . ,
Corollary 11. Let σ and σ be two orders in T o . Then, there exists a unique rotation of center o such that
for all ω and ν in ∂ T o .
Proof. Define −1 = σ −1 · σ : T T , which is clearly a bijection. Trivially we have that (o) = o. Let us see that it preserves the edges. Take x ∈ T n and y ∈ T n+1 with d(x, y) = 1. Then, 
for all ν and ω in ∂ T .
Proof. By Lemma 8 and Corollary 12, there exists a translation τ such that τ (
for all ω and ν in ∂ T . Then, the automorphism = δ −1 ·τ , satisfies
, and for all ν and ω in ∂ T :
As a final consequence of this corollary and Theorem 10, we have the following theorem, which says that our rearrangement is canonical in the sense that if we know how to rearrange a set with respect to an origin o and an order σ , then we know how to rearrange it with respect to any origin and any order.
Theorem 14. Let o and o be two vertices, and σ and σ be two orders in ∂ T o and ∂ T o respectively. Then, there exists an automorphism such that: (R (o,σ ) (A)) = R (o ,σ ) ( (A)).
Remark 15. From now on, and as a consequence of this theorem, we will not need to specify the origin and the order that we are using to rearrange a set. So, we will always assume that we have chosen an origin o and an order σ , and we will denote the decreasing rearrangement of any set A as A * , that is
We will also use the notation
, for x, y ∈ T , and also ω ≤ ν σ (ω) ≤ σ (ν), for ω, ν ∈ ∂ T . But we will keep the notation of the boundary of a finite set given in (2), in order not to forget the meaning of this notation.
It is easy to see that conditions (i), (ii) and (iii) of Definition 1 are trivially satisfied by our transformation. To see condition (iv), we need some new facts. First, as we are working with finite sets, it is enough to see this condition with D and A = D ∪ {x}, where x is a vertex in T \D. Now, we need to understand how the boundary of the set D can change when we add a new vertex. (
Proof. (i) If
∂ A = ∂ D, then x / ∈ ∂ D and by definition T (x) ∩ D = ∅. Conversely, if T (x) ∩ D = ∅, there exists z ∈ D, with z = x because x / ∈ D, such that z ∈ T (x) ∩ D, and then x / ∈ ∂ A. Now, if y ∈ ∂ D, then T (y) ∩ A = {y} and hence ∂ D ⊂ ∂ A (if T (y) ∩ A = {y}, then T (y) ∩ A =
{y, x} and we get a contradiction because z ∈ T (x) ∩ D ⊂ T (y) ∩ A = {y, x}). We also have that if y ∈ ∂ A, then T (y)
∩
ii) If x ∈ ∂ A and there exists a unique y ∈ ∂ D with T (y) ∩ A = {y, x}, then x ∈ T (y).

Conversely, if there exists (a necessarily unique) y ∈ ∂ D with x ∈ T (y), then by definition y /
∈ ∂ A and also 
Conversely, if y ∈ ∂ D with y = x, then T (y) ∩ A = {y}, that is y ∈ ∂ A (if T (y) ∩ A = {y, x}, then x ∈ T (y) getting into a contradiction). We have also that if T (x) ∩ D = ∅, then T (x) ∩ A = {x} and therefore x ∈ ∂ A.
The next lemma will be crucial to proving the monotonic condition on the rearrangement.
Lemma 17. Let D and A be two finite sets in T . Write
Suppose that there exist 0 ≤ k < n and 0 ≤ l < m such that:
Proof. By hypothesis we have that 
Finally, we need a technical lemma about decomposition at each step of the rearrangement. The set A k is the part of the set R k (A) that is not rearranged at step k, while A k is the part that is rearranged at this step.
Lemma 18. Let A be a finite set of vertices. For each k ≥ 0, define
where we denote ∂ A = {a 1 , a 2 , . . . , a n } σ . Then we have:
and A k and A k are disjoint sets.
(iii) A k ⊂ A k+1 for all k ≥ 0, and A * = A n .
Proof. (i) The disjointness follows by definition. It is enough to prove that
We prove it by induction. If k = 0, it is true since R 0 (A) = A. Suppose it holds for k > 0. Then, by the definition of the rearrangement, the fact that [o, a k+1 (s)] ⊂ [o, a k+1 ], and using the hypothesis of induction, we have that:
(ii) By the definition of the rearrangement and the definition of A k , we have:
, and this is a consequence of the fact that s
Proposition 19. Let D and A be finite sets of vertices such that D
⊂ A. Then D * ⊂ A * .
Proof. It is enough to prove it when
We distinguish the three cases of Lemma 16:
we can apply Lemma 17 recursively to obtain the result.
(
. . , a n } σ . There exists 0 ≤ k ≤ n such that d j = a j for all j = k, and d k = y and a k = x. Applying Lemma 17 recursively we get
, so applying Lemma 17 recursively, we get the result.
Using the notation of Lemma 18, we claim that
Therefore, using Lemma 18, we get
and as a consequence, using (i) of Lemma 18, we get:
To finish, we call recursively Lemma 17 to obtain the result.
We now prove the claim. Take y ∈ D k . By (4), we know that y ∈ A k ∪ A k . Suppose that y ∈ A k . Then by Lemma 18,
, and this contradicts the hypothesis (iii)) and therefore
The decreasing rearrangement of functions
Let M 0 be the set of functions f defined on the tree with finite level sets, that is |{x ∈ T : | f (x)| > λ}| < ∞ for all λ > 0. We define the decreasing rearrangement of functions in M 0 :
Definition 20. For every f ∈ M 0 , the decreasing rearrangement of f is the function
Observe that this definition strongly depends on the choice of o and σ , and it would be more correct to write this dependence by denoting f * (o,σ ) , but we will avoid it by simplicity. However, we recall that we have shown in Theorem 14 the canonicity of the rearrangement, and as a direct consequence we have the following proposition. We keep for the moment the long notation f * (o,σ ) .
Proposition 21. Let o and o be two vertices in T , and σ and σ be two orders in ∂ T o and ∂ T o respectively. Then, there exists an automorphism such that
We trivially have that f * (x) = (| f |) * (x), for all x ∈ T . So, in the sequel, we will always work with positive functions on the tree. It is easy to see that for every positive function f in M 0 , there exists a positive strictly decreasing sequence of real numbers {a n : n ∈ N}, with lim n→∞ a n = 0, and a collection of disjoint finite sets of vertices {A n : n ∈ N}, such that
for all x ∈ T . With this notation and using Proposition 19, it is not difficult to see the following result:
Lemma 22. Take a positive f ∈ M 0 , and consider the representation (5) of f . Then
for all x ∈ T , where F n = n k=1 A k and F 0 = ∅. This shows, roughly speaking, that rearranging a function is equivalent to rearranging it layer by layer. See Fig. 2 as an example of the rearrangement of a positive function. Observe that the function takes the values 1, 2, 3, 4, 5. Following Lemma 22, we rearrange consecutively, for n = 1, 2, 3, 4, 5, the sets
and we put the value 6 − n at the new layer F * n \F * n−1 , obtaining at each step the decreasing
Observe that f 5 = f * . As in the previous figure, σ is chosen such that the boundary is ordered from left to right and the tree is homogeneous of degree 3.
We give the basic properties of the decreasing rearrangement. The proof uses standard arguments and it is omitted. 
The question we now want to address is how can we extend the definition of the decreasing rearrangement to any function defined in the tree. Take f : T C a function in the tree, and suppose that there exist two sequences { f n : n ∈ N} and {g n : n ∈ N} of functions in M 0 such that 
Observe that these limits exist by (viii) of Proposition 23, and they can be infinite. We claim that f * = g * . In fact, we have Using this inclusion, we get:
Analogously, we have the converse inequality, and therefore f * = g * . Thanks to this equality, the following definition makes sense:
Definition 24. For a function f : T C defined on the tree, the decreasing rearrangement of f is the function
We observe that from now on, it is enough to consider functions with finite support. In view of the definition of the decreasing rearrangement and looking at Fig. 2 , we can ask if the defined rearrangement is equivalent to rearranging recursively the function restricted to each geodesic from o to a boundary point in the support of the function, following the order given by σ . The answer is positive, as we will see in Theorem 27. We need first two lemmas. 
Proof. Observe that by Proposition 23(vi) and the fact |A| = |A * |, we have
where a 1 > a 2 > · · · > a N and A 1 , A 2 , . . . , A N are disjoint sets of vertices, and by hypothesis f (x) = a N . Then,
with B n = A n for 1 ≤ n ≤ N − 1 and B N = A N \{x}. We apply Lemma 22 to both functions getting
where F n = n k=1 A k and F 0 = ∅, and
A k \{x} and G 0 = ∅. Thus, for all 1 ≤ n ≤ N − 1 we have that
and consequently x ∈ {y :
As an easy consequence of this lemma, we get the following "linear" result. It is important to remark that these two lemmas are not true in general if the function does not attain its minimum value at the vertex x. 
for all y ∈ T .
We now give a decreasing rearrangement of a function by rearranging recursively the restriction of the function to each geodesic from o to the boundary vertices of its support, ordered by σ . Specifically, take a positive f ∈ M 0 with finite support and set A = supp( f ) and ∂ A = {a 1 , a 2 , . . . , a n } σ . Define for each 1 ≤ k ≤ n:
where positive f ∈ M 0 with |supp( f )| = n + 1. Write A = supp( f ), and let x be a vertex where the minimum value of f is attained. Set A 0 = A\{x}. By Lemma 25, there exists a unique x ∈ A * such that A * = A * 0 ∪ {x } and f * (x ) = f (x). As the support of g * and g coincide for all g ∈ M 0 with finite support, we then also have that
By induction, we have
Let us show that
for all y ∈ T . Write Now, we will show that
for all y ∈ T . To this end, we need to know what vertex in A * is x , that is, we need to know where the minimum value f (x) of f is going in the construction of f . Let a k be the first vertex (with respect to σ ) in ∂ A such that x ∈ [o, a k ]. Recall that c(x, y) is the confluent vertex of x and y. Two things can happen when we construct f k , taking into account that x is a minimum of f : such that f k+1 (x k+1 ) = f (x), and we follow repeating this process at each step.
In view of this, the search stops if: such that f n−1 (x n−1 ) = f (x). Rearranging now with respect to a n , we have that
x ∈ A * ∩ [o, a n ].
In both cases, there exists a family of vertices S(x) = {x k , x k+1 , s, x n− j } for certain 1 ≤ j ≤ n − k + 1, with S(x) = ∅ if j = n − k + 1, such that
x ∈ [o, a n− j +1 ]\[o, c(a n− j +1 , a n− j +2 )] if j > 1 x ∈ A * ∩ [o, a n ] if j = 1.
This family of vertices S(x) can be seen as the path where the minimum value f (x) is moving during the process of constructing f (see Fig. 3 ).
As a k is the first vertex in ∂ A (with respect to σ ) with x ∈ [o, a k ], we trivially have that
By definition, we have:
