To improve scalability of text categorization and reduce over-fitting, it is desirable to reduce the number of words used for categorisiation. Further, it is desirable to achieve such a goal automatically without sacrificing the categorization accuracy. Such techniques are known as automatic feature selection methods. Typically this is done in the way that each word is assigned a weight (using a word scoring metric) and the top scoring words are then used to describe a document collection. There are several word scoring metrics which have been employed in literature. In this paper we present a novel feature selection method called the GU metric.
INTRODUCTION
Text categorization is the problem of automatically assigning predefined categories to text documents. A major difficulty with text categorization problems is the large number of words in the collection. Even for a medium sized document collection there can be tens or thousands of different words in the collection. This is too high for many learning algorithms.
FEATURE SELECTION METHODS
In this section we present the existing word scoring metrics we have evaluated in this study. These are: Chi-Squared Statistic, Odds Ratio, Mutual Information, Information Gain, Word Frequency, NGL coefficient and GSS coefficient. All of these metrics are popular in text categorisation. We also include two other metrics which have been employed in gene selection but to our knowledge they have not so far been employed in text categorisation. These are the Fisher criterion and BSS/WSS ratio. Finally we present our novel word scoring metric, the GU metric. Throughout this section we will use the notation c w , c w , c w , c w , respectively, to denote: the number of documents in category c that contain the word w; the number of documents in category c (the complement of c) that contain word w; the number of documents in category c that do not contain word w; the number of documents in category c that do not contain word w; n c is the total number of documents in c; n c is the number of documents in c and N is the total number of documents in the collection (i.e. n c + n c ).
Chi-Squared Statistic.
The Chi-Squared (χ 2 ) statistic was originally used in statistical analysis to measure how the results of an observation differ (i.e. are independent) from the results expected according to an initial hypothesis (higher values indicate higher independence). In the context of text categorisation χ 2 statistic is used to measure how independent a word (w) and a category (c) are ((Y. Yang and Pedersen, 1997) , (Caropresso et al., 2001) , (Galavotti et al., 2000) ).
χ 2 has a value of zero if w and c are independent. A word which occurs frequently in many categories will have a low χ 2 value indicating high independence between w and c. In contrast, a word which appears frequently in few categories will have a high χ 2 value (i.e. high dependence). In our experiments we compute χ 2 using the equation below: χ 2 w = N×(c w c w −c w c w ) 2 (c w +c w )×(c w +c w )×(c w +c w )×(c w +c w ) NGL Coefficient. Ng et al. ((Ng et al., 1997)) propose the Correlation Coefficient (CC), a variant of χ 2 metric where CC 2 = χ 2 , to be used in text categorisation. In our experiments we compute the NGL Coefficient using the equation below:
GSS Coefficient. Galavotti et al. (Galavotti et al., 2000) propose a simplified χ 2 (sχ 2 )statistic. In our experiments we compute the GSS coefficient using the equation below:
Mutual Information. Mutual Information (MI) is a criterion commonly used in statistical language modelling of word associations and related applications (Church and Hanks, 1998) , (Fano, 1961) . MI has been used in text categorisation by ((Y.Yang and Pedersen, 1997), (Mladenic, 1998) , (Ruiz and Srinivasan, 2002) , (Dumais et al., 1998) , (Dumais and Chen, 2000) , (Joachims, 1997) ).
In our experiments we compute the Mutual Information criterion using:
Information Gain. Information Gain (IG) is a frequently employed word scoring metric in machine learning( (Quinlan, 1993) , (Mitchel, 1997) ). Information gain measures the number of bits of information obtained for category prediction by knowing the presence or absence of a word in a document. In text categorisation, IG has been employed in ((Y. Yang and Pedersen, 1997) , (Pazzani and Billsus, 1997) , (Caropresso et al., 2001) , (Mladenic, 1998) , (Forman, 2003) ).
Odds Ratio. Odds Ratio (OR) was proposed by (Rijsbergen, 1979) for selecting words for relevance feedback. It has been used by ((Mladenic et al., 2004) , (Ruiz and Srinivasan, 2002) , (Zheng and Srihari, 2003) , (Caropresso et al., 2001) ) for selecting words in text categorization. The odds ratio takes values between zero and infinity. One ('1') is the neutral value and means that there is no difference between the groups compared; close to zero or infinity means a large difference; larger than one means that the relevant set has a larger proportion of documents which contain the word, than the irrelevant set; smaller than one means that the opposite is true. In our experiments we compute the odds ratio using:
c w c w c w c w Fisher criterion. The Fisher criterion (Bishop 1995) which has been employed for feature selection in the context of gene categorisation. The Fisher criterion is a classical measure to assess the degree of separation between two classes. We use this measure in text categorisation to determine the degree of separation of documents which contain word w within the sets c and c. In our experiments we compute the Fisher criterion using:
where c µ w is the average number of documents which contain the word w and belong to the c, σ w is the standard deviation of documents in c that contain the word w.
BSS/WSS criterion. This is the feature (gene) selection criterion used in Dutoit et al (Dutoit et al., 2002) , namely they use this criterion to determine the ratio of genes between group to within group sum of squares. This criterion has never been employed in the context of text categorisation. We make use of this criterion for determining the ratio of words occurring between categories to within categories. In our experiments we compute this criterion using:
where I(d j = C) = 1 if article j belongs to category C (where C ∈ c, c) and zero otherwise, µ w is the average occurrence of word w across all documents, µ c,w denotes the average occurrence of word w across all documents belonging to category c. x w, j , is the frequency of occurrence of word w in document j.
GU Metric.
In statistical analysis, significance testing (z), measures the differences between two proportions. A high z score indicates a significant difference between the two proportions. This is the motivation behind the algorithm. We use the z score to measure the difference in proportions between documents which contain word w and belong to c and those that contain w and belong to c. The larger the z score the greater the difference in proportions so the word is better as a discriminator of the two classes. We evaluated variations of the raw z score as a feature selection metric. The GU metric actually uses the following formula: 
EXPERIMENTAL SETTING
In our experiments we chose to use the 20 Newsgroups data set (Lang, 1995) . This data set is widely used as benchmark in text categorisation. For our experiments we train one naive Bayes classifier for each newsgroup. The task was to learn whether a certain news article should be classified as a member of that newsgroup. We compute the naive Bayesian probabilistic classifier using the equation below:
where, C ∈ {c, c} and N(w k , d C ) is the number of occurrences of word w k in news article d C .
We use the Laplacian prior to compute the word probabilities P(w k |C) (see equation below).
where K is the total number of distinct words in the training set.
Each experiment to measure the performance of the individual word scoring metrics was repeated 100 times, each time increasing the feature set size (n) by 10. The same training set and test set was used to evaluate each individual word scoring metric.
RESULTS
The results presented below report the average precision, recall, F 1 and F 2 measures for each category prediction. They are calculated using a set of correctly classified documents. Reported results are averaged over 5 repetitions using a different training and test set each time. Figure 1shows the precision vs. number of features results. It can be seen that χ 2 and NGL metrics show similar results and they show the best precision scores. Next best is the GU metric. The worst precision scores is Mutual Information. Figure 2 shows the recall vs. number of features. Here, the best performers are IG and GSS coefficient, next is the GU metric. Figure 3 shows the F1 scores vs. number of features. Here, the GU metric shows the best performance. Figure 4 shows the F2 scores vs. number of features, these results show similar results to the F1 measures. 
SUMMARY AND CONCLUSIONS
We have presented a comparative study of existing feature selection methods and some new ones using Lang's 20 Newsgroups dataset, to measure the performance of each feature scoring methods in text classification.
Our experimental results are not in contradiction with previously reported results of Mladenic (Mladenic et al., 2004) , they report that Odds Ratio had better F 1 scores than Information Gain and Mutual Information. Our results also show that Odds Ratio had better F 1 results than Information Gain and Mutual Information. The overall worst performer has been obtained by Mutual Information method which is also what Mladenic and Yang and Pedersen report.
In our experiments we do not report a difference in performance between the NGL coefficient and the χ 2 . Also, GSS coefficient does not perform better than NGL and χ 2 . In our study we can conclude that the best performers using the Naive Bayesian classifier are χ 2 , GU metric, BSS/WSS, NGL. However, the best F 1 and F 2 scores were obtained using the GU metric.
The results which we have obtained from this study is promising. The GU metric performs as well as some of the more common feature selection methods such as χ 2 and outperforms some other well known feature selection methods such as OddsRatio and In f ormationGain. Our experimental evaluations are still ongoing. In particular we are continuing experimental evaluations on different domains and using different classifiers.
