Abstract This paper describes a new method of pathplanning for multiple robots in unknown environments. The method, called Space D*, is based on two algorithms: the D*, which is an incremental graph search algorithm, and the Space Colonization algorithm, previously used to simulate crowd behaviors. The path-planning is achieved through the exchange of information between the robots. So decentralized, each robot performs its path-planning, which provides an obstacle-free path with the least number of robots around. The major contribution of the proposed method is that it generates paths in spacious environments facilitating the control of robots and thus presenting itself in a viable way for using in areas populated with multiple robots. The results obtained validate the approach and show the advantages in comparison with using only the D* method.
One widely studied area of path-planning is planning in environments with multiple independent robots. For this type of problems, two approaches can be made, centralized and decoupled. In the centralized approach, planning is done by considering a single large robot made up of several segments (every robot's body), located within a large configuration space (corresponding to the union of the configuration spaces of the robots) where each segment has a desired final configuration (the goal of each robot) [2, 23] . The problem with this approach is that the composed configuration space grows exponentially with the increase in robots' number, which becomes highly infeasible.
In contrast, the decoupled approach, though incomplete, reduces the problem to produce a plan for each individual robot and then adjust them [12, 17] . Furthermore, viable alternatives are distributed decoupled techniques, which take in account the usability of distributed processing techniques to implement such approaches. In these techniques, each robot plans its path based on local knowledge and in interactions with other robots. The main difference between distributed approaches and only-decoupled techniques is that the step of adjusting the path must be distributed and done in real time. Distributed techniques are more robust, because they better accept the fails and uncertainties in the individual robots performances; in other words, a single defective robot does not interrupt the functioning of the whole.
The level of knowledge about the free configuration space regarding obstacle and robot presence is another issue associated with the path-planning. A navigation strategy used when there is no accurate knowledge of the environment is called "sensor-based path-planning" [6] . In this kind of technique, the shortest path is planned based on the current configuration of the environment, and, as soon as new obstacles are detected, new paths must be planned.
One of the most popular algorithms that handle this type of problems is the D* algorithm (Focused Dynamic A*) [27] , which adapts the optimality of A* for dynamical environments, mixing incremental searches with heuristics and achieving significant gains over repeated executions of A*.
Several works have been proposed based on D*. For example, D* Lite [14] implements the same strategy of D*, but in a simplified manner and with an efficiency equal to or greater than the efficiency of D*. In [8] , it was proposed an extension to the D* and D* Lite, using linear interpolation to produce smoother paths, bypassing the issue of limited possibilities of transition between cells. Another extension of the D* Lite was proposed in [18] , where the algorithm was adapted for systems with limited time. In this case, as in [29] , the planning is done incrementally and further refined in the available time.
Another important issue is the existence of an environment populated by dynamic elements, e.g., fleets of mobile robots. The possibility of collision between robots increases as the number of robots grows. Planning algorithms can take into account these risks in advance, leading to plans to prevent collisions by searching for areas with lower density of occupation.
The current work proposes an extension of the D* algorithm for multi-robot environments, aiming to provide a collaborative path-planning approach for multi-robot world populated. The algorithm, called Space D*, combines the D* algorithm with the Space Colonization algorithm, originally designed to simulate the plant modeling [26] and later adapted for the simulation of crowd behaviors [1] . The main feature of the Space Colonization algorithm is the preference shift by spaces, to avoid the collision risk given the uncertainty and scalability of mobile and fixed obstacles. The present work is an extension of the work previously published in conference proceedings [19] , where the method is better explored, and new results using real robots are showed.
In crowded environments, the difficulty of having a reliable measure of the proximity between the robot and obstacles must be addressed. Methods that simply seek the shortest path tend to get closer to obstacles, requiring precise control of the trajectory, for example, by reducing the speed of the robots and therefore increasing the total execution time (in spite of obtaining a lower total distance traveled). Moreover, some methods that prefer free environments, such as potential fields, do not guarantee find the paths (fall into local minimal), unlike the Space D*, which inherits this characteristic from D*. Our approach is suitable for use in real environments by focusing on the creation of paths through environments with more free space.
This article is organized in five sections. Section 2 presents some related works about path-planning of multirobot in unknown environments. In Sect. 3, we show techniques that serve as the basis for the developed method. Section 4 presents the path-planning algorithm proposed in this paper, dubbed Space D*. Section 5 provides the tests performed on the developed system, as well as the validation of the method. Finally, Sect. 6 presents the conclusions and suggestions for future work.
Related works
Many studies on path-planning of multiple robots are based on environments that must be completely known [7, 28] . Thus, the application of techniques such as prioritized motion planning and fixed-path coordination in unknown environments can be achieved, as long as together with some approach to treatment of uncertainty.
Moreover, the algorithms for path-planning in unknown environments, such as [8, 14, 27] , are designed to independents robots. However, they can be applied to problems with multiple robots, considering the other robots in the scenario as dynamic obstacles.
There are some works that exploit the presence of multiple robots with the ability to communicate and develop techniques for collaborative path-planning dealing with uncertainty. Most of the works of collaborative path-planning for multiple robots located in unknown environments focused on the problem of exploration of the environment.
In [25] , the environment is separated into stripes that are explored by teams of robots and, within each team, only one robot moves at a time, reducing odometry errors. In [20] , robots explore the environment randomly and exchange information about obstacles when they meet. In [32] , robots seek for the nearest unknown areas according to their incremental maps. Although, there is not coordination to prevent that two robots do the same path (improvement proposed in [3] ). Later, in [4] , an algorithm was proposed based on cost and utility functions to arrive at a particular uncharted location. A collaborative exploration is the focus of works like in [10] and [31] , among others.
Nevertheless, there are some works focused on the pathplanning itself. In [24] , using navigation functions, the robots remain close to each other in order to exchange information, while they move toward their goals. In [5] , robots are guided to a common destination by a specific robot, while the others are responsible for collecting the information from the environment.
In [21] , an algorithm is proposed based on Probabilistic Roadmaps (PRM), where the robots have different priorities (required to prevent collisions), and they are able to exchange information about their paths. In [22] , social rules are used to perform local planning in robots using a decentralized way, avoiding the occurrence of collisions. In [13] , robots with common goals exchange information on the map during crossing, to prevent that areas to be revisited.
Our work seeks to take in account the preference for navigation in nonpopulated spaces (appropriated for dynamic unknown environments), ensuring a solution path (if there is) and a collaborative mapping.
Underlying foundations
As mentioned earlier, the Space D* is based on two algorithms that are discussed briefly below: the first is the D*, widely used for path-planning in unknown environments, and the Space Colonization algorithm, which was developed for modeling plant growth [26] and used for the simulation of crowd behaviors [1] .
D* algorithm
As presented, the D* algorithm [27] (replaced now by D* Lite [14] ) is one of the most used and efficient approaches to the problem of path-planning in unknown environments. In fact, after its publication, the D* Lite became used in place of D* for most works, including the present work.
The basic behavior of the algorithm consists in recalculating the shortest path to the destination whenever the cost of some cell varies (an obstacle or free space is found). This can be seen in Fig. 1 , where the robot's current position is the node marked with a spot, the destination is the node marked with an "x", and the computed path is the hatched nodes. The nodes in black and white are those with the costs already observed, representing, respectively, free spaces and obstacles.
The operation of D* Lite is inspired by the A*, calculating, for each node s of the graph (indicating a position on the environment), the distance to reach the goal (s goal ), and whenever the cost c(s, s ) to go from s to a neighbor node s changes (for example, if an obstacle is detected), an update of the distances of nodes affected by this change should be made.
The algorithm uses two estimates of the distance to the goal starting from a node s, called g(s) and rhs(s).The estimate rhs(s) is potentially more accurate than g(s), once it The basic principle of the algorithm is keeping the two values consistent for all nodes, which means that all estimates of distances are correct.
When there is any inconsistency between a pair of estimates, derived from the change in the cost of a node, the algorithm must update the estimates of every node affected by this change. However, to avoid going through all nodes in the graph, the D* Lite uses a heuristic to create keys that indicate the priority of analysis of each node. With this heuristic, the algorithm computes only the nodes that seem relevant to find the shortest path.
Space colonization algorithm
Based on studies of biology that attributed the development of veins in leaves to a hormone called auxin found in plants, the Space Colonization algorithm was developed in [26] , to simulate the growth of the venation pattern in relation to the distribution of auxins in the leaves.
The algorithm is basically composed of three processes. The first is the growth of the leaf. Alongside, the other two happen: the development of the venation pattern, which is directly influenced by the distribution of the sources of auxins in the leaf (representing free spaces), and the generation of new auxins, which in turn is affected by the development of veins.
The vein growth begins by associating each node of auxin to the nearest vein node. Then, the nodes are expanded in the direction of the associated auxins. As the pattern grows and approaches the auxins, these are being removed, since the space that they represent is no longer free. The leaf blade grows, and new auxins are randomly generated, uniformly distributed through free space. The cycle begins again with the auxins-nodes association and continues until the leaf reaches its maximum size. As can be seen, the algorithm is characterized as a competition of vein nodes for auxins, representatives of free spaces, since the more auxins a node can be associated, the more space it has to expand.
In [1] , the Space Colonization algorithm was adapted to simulate crowd behaviors. The concepts of vein nodes and auxins were transformed into agents and markers of free spaces. In such a case, the Space Colonization algorithm was used to simulate the competition of agents for free space on environment.
In [1] , some modifications on the algorithm were also proposed. Firstly, the markers have become persistent, not being "consumed" by the agents, but instead, allocated when an agent comes up and released when it leaves. Another change is that only the markers within a certain region around an agent can influence it (previously, any auxin could influence any leaf node, provided that it was the closest one). Moreover, the direction of motion is guided by the intention of reaching a specific destination, not only by large availability of markers. The last one is that the speed of movement of the agents varies according the free space (in the original algorithm, the speed was uniform). Figure 2 shows an example of the algorithm execution. The agents are numbered by black circles with white arrows indicating the directions of their goals. Larger areas are the regions of markers that each agent was able to allocate. As can be observed, the restrictions in the allocated areas directly influence the movement vector of each agent, represented by the black arrow. Each agent seeks to move toward its goal, but avoiding the proximity to other agents or obstacles. The Space Colonization algorithm by itself does not solve neither the problem of path-planning in environments with obstacles nor the local minimum issues, but its feature of search for free spaces has motivated merging it with the D* Lite.
Space D*
The algorithm developed in this work for path-planning of multiple robots in unknown environments, named Space D*, relates the D* algorithm with the Space Colonization algorithm. The configuration space is represented by a grid formed by markers allocated by the nearest owner robots during the path-planning. Markers have costs which describe the levels of difficulty that the robots have to reach their goals through this intersection. The owners of all markers and the cost associated to them change over time. The operation of the method is, briefly, the following (for each robot):
-The environment is represented by a grid of markers that indicates the costs for a robot to cross it and to reach a goal (obstacles have the highest costs). First, the map is empty (zero cost), and as new obstacles are detected, the map is updated; -The D* Lite algorithm is applied by each robot on the respective set of markers, updating the costs of these markers (distances to their goals);
-The robot navigation is done using a modification upon the Space Colonization algorithm. The robot allocates all near markers, within its reach, that indicate free-spaces.
With the distances to the goals of these markers, calculated by the D* Algorithm, it calculates their directions of movement, which will always be defined within the allocated zone; -When the robots meet each other, the information about their maps are exchanged, allowing them to update the costs of markers. In addition, the algorithm tries to avoid collisions between them, since each robot only allocates the markers that are closer to it than to other robots;
A major contribution of the proposed method is the inclusion in D* of the preference for navigating in less populated environments, which improves the handling of unknown and dynamic environments. In its original definition, D* generates paths that tend to be very close to obstacles in order to reduce the total distance traveled, but this ends up requiring a very precise control over the movement of robots.
Another advantage of the proposed method is the exchange of information between the robots, the focus of related works, such as [13] . Since each robot obtained the map of the environment where it traveled (to perform the calculation of the distance to the goal), information about the presence of obstacles can be exchanged when robots cross each other. This raises the possibility of avoiding paths that are blocked and that only eventually the robot would notice. The two initial stages of the process, related to the perceptual system of the robots, are the mapping of the environment and the detection of other robots. In the environment mapping, each robot senses the presence of obstacles in order to define the costs of the markers associated with each position. As for the detection of robots, it was defined that each robot has a unique identifier, so that when a robot moves close enough to another, it can realize that the obstacle is actually a robot and also which robot.
The third stage is the exchange of information, which follows the detection of robots. When two or more robots meet, both stop for a moment and exchange information corresponding to their descriptions of the map. It is worth noting that in the current implementation, all obstacles are static (except for the robots themselves), so the upgrade of the markers' costs from the exchange of information consists of verifying if, in the received map, there are new obstacles that in the current map have not been discovered yet.
The fourth stage is the update of the markers' costs, resulting from the steps of environment mapping and information exchange. Later, the distances to the goal starting from each marker of interest of the robot (the g(s) estimative from the D* algorithm) are computed. The processing performed in this step is, in fact, calculating the shortest path according to the D* Lite.
In the sixth stage, all markers contained in the environment are associated to their nearest robot, provided that they are within the reach of the robot. The difference from the simulation of crowd behaviors [1] is that, in the proposed method, this step is decentralized, as it is up to each robot to allocate all the markers located within its reach, considering only those that are closer to themselves than to other robots.
A restriction lies on the size of the radius of the allocated region. To avoid collisions between robots, it is necessary that the reach of robot perception sensor always be greater than the radius of the area of allocated markers. Ideally, the sensor reach has to be at least twice the radius of allocation, as this ensures that, in the exact moment when two robots meet, both allocate only the markers closest to them.
In the final step, to calculate its direction of motion, each robot uses the distances to the goal of the markers from their area of interest. The calculation of the movement vector − → m is a weighted vector sum of the vectors connecting the robot ( − → r position) to each associated marker ( − → s position):
where N is the number of markers in the set S(r). But unlike [1] , where the size of each vector was related to the direction of the goal, now the modules of the vectors are based on the distance between the marker and goal, so as the smaller the distance, the greater must be the module of a vector. The definition of the function f that determines the magnitude of the vector of a marker s associated with the robot r is That is, the size of each vector is the subtraction from the largest distance g(p) of a marker belonging to the set S(r) of the robot by the value of g of each marker. In Fig. 3 , an example of the execution of the Space D* can be seen. The position of the robot is the node indicated with a spot, the goal is the node indicated with an "x", and the obstacles are the black nodes. In (a), the demarcated area represents the allocated region of the robot, with the distances to the goal of each marker (in dotted lines is the shortest path calculated by D* Lite). In (b), the vectors are generated in the direction of the markers with the module calculated by f (s), and later, with them the movement vector (larger vector) is obtained. In (c), after moving in the direction indicated previously, the robot perceives new obstacles and recalculates the distances to the goal. In (d), a new movement vector is generated.
Tests and validation
This section presents a series of experiments in order to validate the proposed method. In contrast with [19] , the experiments used in this paper include the use of real robots and make it possible to verify the robustness of the method in noisy environments. Therefore, the algorithm Space D* was validated in simulated environments for multi-robots on the software Player/Stage [11] , as well as using real robots controlled using Player software. A detailed description of experimental results is showed in next sections.
Simulated tests
The validation using simulated robots was performed by comparing the solutions obtained in the execution of the Space D* with the results of the execution of D* Lite. The simulations use omnidirectional robots with 50 cm of radius in one 100 m×100 m environment.
Spacious paths It was observed that, like the D* Lite, the Space D* generates trajectories that always reach the goal without the occurrence of collisions with obstacles, but in addition, as was predicted, it tries to maintain the robot far from any obstacle, either dynamic (other robots) or static (walls).
For the method used for comparison, the direction of movement of robots is that indicated by the shortest path computed by D*. As can be inferred, if there are no errors and inaccuracies in the control of robots, this technique works perfectly. Yet, collisions often occur when paths are generated too close to obstacles, unless the displacement speeds of the robots are reduced in these locations. Figure 4 shows a comparison between the trajectories generated by the execution of the Space D* and D* on the environment showed in Fig. 5 . It displays the paths traveled by three robots dispersed randomly. It is possible to see that the trajectories obtained with the Space D* deviate more from obstacles than those obtained by D*, which decreases the need for speed reductions. Table 1 , we compare the average execution times, average total distances, and average speeds of robots between the simulations using the Space D* and the simulations using only the D*. In all test cases, the environment was 100 × 100 meters (with a discretization of 100 × 100 markers), and the maximum speed of robots was 5 m/s. Three test sets were evaluated (10, 15, and 20 robots), each with five random configurations of initial and final positions for each robot.
Average performance: execution time, distance, and velocity In
It must be repeated that in terms of the execution time of an algorithm, the Space D* makes a larger processing and thus is slower than the D* Lite. In fact, using the D* Lite, each simulation cycle was approximately half the cycle time of the Space D*. However, by avoiding the approaching with obstacles, the Space D* allows a smaller refresh rate. In the result obtained with the Space D*, the Fig. 4 Comparison between the trajectories was generated by the execution of the Space D* and D* for three robots. The black segments are obstacles, and the gray are the trajectories generated by the algorithms. We can observe on the top images that the paths generated by the D* almost touch the obstacles, which makes difficult the control of the robots. In contrast, the Space D* generates loose paths that keep the robot far from obstacles average time simulation was always lower (about 30 %), because although the D* obtains smaller trajectories (as can be seen by the average distance), its average speed is considerably lower, once the speeds of the robots are reduced in the proximity of obstacles. This indicates that the use of Space D* is more advisable, since yet the D* needs to treat the uncertainty over the configuration space and the control of robots (for instance, reducing the speed of the robots).
Exchanging information, high scalability, and complex environments Further, we examined if the existence of information exchange between robots contributes significantly to the performance of the Space D*. We tested with two differ- Table 2 . For the first map, the exchange of information did not contributed to an improvement in execution time. Instead, it was proved worse than the method without exchange of information for a sample with 10 robots. Nevertheless, in tests with 20 robots, the method with the exchange of information was a little better. However, for the second map, the method with the exchange of information proved to be far more efficient than the method where there is no exchange of information. It can be inferred that when obstacles are sparse and easily circumvented, the exchange of information does not make much difference. However, in an environment similar to a maze, the choice of the path to be taken by robot is a critical decision. The more information about the environment the robot has, the greater the certainty in making this decision and the smaller the distance to the goal. Table 2 Comparison between methods with and without exchange of information, on the map of Fig. 5 (map 1) and on 
Real robots
The robots used in the experiments are three iRobot Create equipped with Hokuyo Laser Scanner URG-04LX-UG01, with 0.36 • of angular resolution, 180 • of angular range, and 0.5 m of maximum range distance. The laser scanner is distanced 0.12 m from the center of the robot. Due to the differential wheels configuration of the robots, for each velocity vector sent to them, we first rotated to agree robot's orientation with the velocity vector and, after, translate with vector modulus. Moreover, each robot has global localization using a system based on ARToolkiPlus [30] markers imaged by one low-cost USB Webcam with 640 × 480 pixels resolution. This system enables us to know the robots pose in each time. Despite this global knowledge, the pathplanning algorithm was executed in a distributed way. The allocation markers radius is defined in the algorithm as 0.5 m.
The results were obtained using real robots in two different situations. The first situation uses two robots in one simple maze, composed by three walls. Figure 7 shows the real environment with robots, the real path, the initial position, Figure 7a illustrates the initial configuration in the experiment, and Fig. 7c shows the final configuration of the experiment. Figure 7b shows a conflict situation, where the path determined by the algorithm generated the possibility of collision. Due to the Space Colonization algorithm, both robots recalculate the paths in order to deviate and achieve the goal. The map acquired by each robot is showed in Figs. 8 and 9 , respectively. Each of these maps represents approximately the same time instant showed in Fig. 7, i. e., the initial position, conflict situation, and final position. The shaded area in yellow represents the allocation of space made by the Space Colonization Algorithm at that moment. The Robot 1 is illustrated using black color in Fig. 7, i. e., the robot that started in left position and finished in right position. It spent approximately 44 s in its path. Robot 2 is illustrated in blue color and spent approximately 56 s in its path. The difference in the elapsed time by each robot is due the distance between the start and goal positions and, mainly, the conflict situation where one robot has captured markers that allowed it to achieve faster the goal.
The second experiment was performed using three robots without obstacle. In this case, only the robots represent obstacles. Figure 10 shows the real environment with three robots, the real path, the initial position, and the goal. Figure 10c shows the final configuration of the experiment. Figure 10b shows a conflict situation, where the path determined by the algorithm generated the possibility of collision. Due to the Space Colonization algorithm, both robots recalculate the path in order to deviate and achieve the goal, as in previous experiment. Robot 1 is illustrated using black color in Fig. 10, i. e., the robot that starts in the top right. It spent approximately 1 minute in its path. Robot 2 is illustrated in green color, i.e., the robot that starts in the bottom left, which spent approximately 56 s in its path. The last robot showed in blue color, i.e., the robot that starts in the bottom right, which spent approximately 43 s in its path. Both the videos, with two and three robots, are available in the research group website. The information exchange was not tested in real robots due to the limited size of the tested area. This exchange gives more information to the robots, making easier to solve the path-planning in this case. Thus, in all real tests, we have disabled the information exchange function.
Notice that the same restrictions that exist in D* are still present at Space D*. A major constraint is the level of granularity associated with space discretization. The Space D* is based on a graph-search algorithm, which is costly for large environments.
Another important restriction of the method is that, in its current implementation, it considers the robots as infinitesimal, that is, their bodies are considered points. For proper functioning of the algorithm, it must be ensured that all robots never leave their regions of allocated markers and, as these regions reduce, their movements also decrease. For real robots, the algorithm ensures that the centroid of the robot will never leave the bounded region; however, this can cause problems when the allocated area of a robot is very small.
Conclusion
The algorithm Space D* focuses on generating paths over spacious environments, keeping the robot far from dynamic and unknown obstacles (wall, obstacles, and other robots). Thus, the method is applicable in realistic situations where using only the D* does not seem a viable alternative. When compared with other methods of path-planning, like Potential Fields, this algorithm has the advantage of not suffering of local minimums, characteristics inherited from D*.
The framework proposed for mapping representation and exchange of information between robots presents gains in the run-time in environments where obstacles form excerpts of dead ends. Real results showed the robustness of the method, where without a good controller and sensory, it is possible to achieve path-planning. Particularly, in Table 2 , we can verify that the exchange of information provided better results in complex environments. Once the robot has more information about the environment in which it must move, the chances to decide correctly the path to its goal are greater. It is possible to verify that the greater number of robots in complex environments with exchange of information allow smaller distances. Furthermore, the reduction of the mean velocity of the robots in this context is insignificant compared to the gain obtained in the mean distance travelled by the robots.
The complexity of the algorithm proposed is governed by the execution of D*, that is, O(k log(k)), where k is the number of markers in the environment. The complexity of the algorithm of exchange of information increases linearly with the number of robots n, leading an O(n) complexity. Besides that, only a few robots are communicating at each time, because two robots only exchange information when they get close of each other. Therefore, the orders of complexity presented and the restriction of the robots communicating with each other at only short distances allow the scalability of the system.
Since the proposed method is decentralized, it is possible that the algorithm fails in specific situations. For example, if two robots meet in a narrow hallway that requires one or the other to reverse its direction. Using the Space Colonization and D* algorithms, it would be possible that one of the robots determines a reverse direction for a significant distance in order to resolve the conflict. Our method would present the solution described if the diameter of the robots were exactly the width of the corridor, which would be a situation not likely to happen. If there is a small space between the wall of the corridor and the robot, the proposed method will indicate this availability for the other one. Consequently, the robots probably would be stagnant because there was not enough space to move. Therefore, we suggest, as a future work, to solve problems related to the bottleneck effect.
For another future work, there is an idea of associating confidence levels with markers and extending the algorithm to work with dynamic obstacles. Another future direction is including in the calculation of markers' costs and concentration of robots in areas of environment, using exchange of information. It makes possible to find places with higher concentrations of robots and consequently avoid them. Moreover, we intend to make more results in a large environment with more robots in order to consolidate our approach.
