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DECODING UP TO 4 ERRORS IN HYPERBOLIC-LIKE
ABELIAN CODES BY THE SAKATA ALGORITHM
JOSE´ JOAQUI´N BERNAL AND JUAN JACOBO SIMO´N
Abstract. We deal with two problems related with the use of the
Sakata’s algorithm in a specific class of bivariate codes (see [2, 10, 11]).
The first one is to improve the general framework of locator decoding
in order to apply it on such abelian codes. The second one is to find
a set of indexes oF the syndrome table such that no other syndrome
contributes to implement the BMSa and, moreover, any of them may
be ignored a priori. In addition, the implementation on those indexes
is sufficient to get the Groebner basis; that is, it is also a termination
criterion.
Abelian Codes and Decoding and Berlakamp-Massey-Sakata Algo-
rithm.
1. Introduction
The Sakata algorithm (or Berlekamp-Massey-Sakata algorithm, BMSa,
for short) is one of the best known procedures to find Groebner basis (see
[4, 13]) for the so called ideal of linear recurrence relations on a doubly
periodic array [8, 10]. It is a common method for decoding algebraic geome-
tric codes, specially those constructed from one-point algebraic curves [2,
5, 12] and, within them, the family of Hyperbolic Cascade Reed-Solomon
Codes (see [9]). Less studied or understood is the original application of the
BMSa: decoding Abelian Codes through locator decoding [11].
The general idea of decoding with the BMSa is as follows: a codeword of
an abelian code of lenght r = r1 · r2 (see notation below), say c = c(X1,X2)
was sent and we receive f = c + e; where e = e(X1,X2) is called the error
polynomial, as usual. To find e, we consider what we will call the syndorme
values e(αi1, α
j
2) = si,j, where αi is a ri-th primitive root of unity, for i = 1, 2.
It is clear that we only have to know the syndrome values for 0 ≤ i ≤ r1− 1
and 0 ≤ j ≤ r2 − 1; that is, S = (sij)N×N is a doubly r1 × r2-periodic array
(see Definition 4(1)). In fact, as e(X1,X2) is unknown, a priori we will not
be able to know the entire table S, meanwhile, as we will see, some unknown
syndromes values may be discovered by using the specific properties of the
given abelian code. Locator decoding shows us a close relation between the
error positions and the ideal of linear recurring relations of S, Λ(S), in such
a way that if we find a Groebner basis for it we may know such positions.
This work was partially supported by MINECO, project MTM2016-77445-P, and Fun-
dacio´n Se´neca of Murcia, project 19880/GERM/15.
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The BMSa is an iterative procedure with respect to a given well-ordering
on N × N to find the mentioned Groebner basis. On each step, there is a
given set of polynomials, called minimal set of polynomials, say Fl, which
is updated (possibly no strict) to a new minimal set of polynomials, Fl+1;
where l + 1 means the successor with respect to the well ordering. The
process is implemented until we may apply some termination criterion in
certain step (see [5, 6, 8, 10]). This criterion is (always) based on the shape
of all possible footprints (see [2, p. 1615]) of Λ(S) that we might obtain in
such step.
During the implementation of the BMSa, it may happen that some it-
eration does not update the given minimal set of polynomials; that is, the
equality between Fl and Fl+1 holds. In this context, the main goal of our
paper is to prove that, up to 4 errors, there is a set of indexes, say B, such
that if l 6∈ B then Fl = Fl+1 (that is, no other syndrome contributes to
construct the Groebner basis) and, moreover, none of them may be ignored
a priori ; that is, B is minimal with that property. In addition, our condition
is a termination criterion because it is known that the Groebner basis may
be always be obtained if one cover enough steps.
On the other hand, a characteristic of the BMSa is that one should begin
at the place (0, 0). This is a natural condition when codes are defined over
splitting fields, as for example, Hyperbolic Cascade Reed-Solomon codes;
however, in general, this may not happen, specially in the case of binary
abelian codes, as in Example 20,below. This is another goal of our paper:
we give an improvement of the framework for applying the locator decoding
algorithm in such a way that we may consider a translated table that allows
us to start in a initial point different from (0,0). This paper is a portion of
a study in progress of the BMSa in a more general framework.
2. Bivariate codes
Let F be a finite field with q elements, with q a power of a prime number,
let ri be positive integers, for i ∈ {1, 2}, and r = r1 · r2. We denote by Zri
the ring of integers modulo ri. We always write its elements as canonical
representatives. When necessary, we write a ∈ Zk for any a ∈ Z and k ∈ N.
A bivariate code, or 2-dimensional abelian code, of length r (see [7]) is
an ideal in the algebra F(r1, r2) = F[X1,X2]/〈X
r1
1 −1,X
r2
2 −1〉. Throughout
this work, we assume that this algebra is semisimple; that is, gcd(ri, q) = 1,
for i ∈ {1, 2}. The codewords are identified with polynomials. The weight
of a codeword c is denoted by ω(c). We denote by I the set Zr1×Zr2 and we
write the elements f ∈ F(r1, r2) as f =
∑
amX
m, where m = (m1,m2) ∈ I
and Xm = Xm11 ·X
m2
2 . Given a polynomial f ∈ F[X1,X2], we denote by f
its image under the canonical projection onto F(r1, r2), when necessary.
For each i ∈ {1, 2}, we denote by Rri (resp. Rri) the set of ri-th roots
of unity (resp. ri-th primitive roots of unity) and define R = Rr1 × Rr2
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(R = Rr1 × Rr2). Throughout this paper, we fix L|F as a extension field
containing Rri .
For f = f(X1,X2) ∈ F[X1,X2] and α = (α1, α2) ∈ R, we write f(α) =
f(α1, α2). For m = (m1,m2) ∈ I, we write α
m = (αm11 , α
m2
2 ).
It is a known fact that, in the semi simple case, every abelian code C in
F(r1, r2) is totally determined by its root set or set of zeros, namely
Z(C) = {α ∈ R | f(α) = 0, for all f ∈ C} .
For a fixed α ∈ R, the code C is determined by its defining set, with
respect to α, which is defined as
Dα(C) = {m ∈ I | α
m ∈ Z(C)} .
It is easy to see that the notions of set of zeros and defining set may be con-
sidered for any set of either polynomials or ideals in F(r1, r2) (or L(r1, r2));
moreover, it is known that for any G ⊂ F(r1, r2) (or L(r1, r2)) and α ∈ R we
have Dα(G) = Dα(〈G〉). In [2, 4], the defining set is considered for ideals
P in L[X]. From the definition, we have Dα(P ) = Dα(P ), where P is the
canonical projection of P onto L(r1, r2).
We also recall the extension of the concept of q-cyclotomic coset of an
integer to two components.
Given an element (a1, a2) ∈ I, we define its q-orbit modulo (r1, r2) as
(1) Q(a1, a2) =
{(
a1 · q
i, a2 · q
i
)
| i ∈ N
}
⊆ I = Zr1 × Zr2 .
It is easy to see that for every abelian code C ⊆ F(r1, r2), Dα (C) is closed
under multiplication by q in I, and then Dα(C) is necessarily a disjoint
union of q-orbits modulo (r1, r2). Conversely, every union of q-orbits modulo
(r1, r2) defines an abelian code in F(r1, r2). For the sake of simplicity we
only write q-orbit, and the tuple of integers will be clear from the context.
3. Apparent distance and multilevel bound
In [2, p. 1614], Blahut introduce the Hyperbolic codes of designed distance
δ; a purely algebraic version of one-point AG-codes mentioned in Introduc-
tion. They are abelian codes whose defining set with respect to α ∈ R
is
A = Dα(C) = {(i, j) ∈ I | (i+ 1)(j + 1) ≤ δ} .
In practice, the computation of the syndrome values is done over the defining
set. On the other hand, for this family of codes it is known that δ (called the
multilevel bound) is a lower bound for the minimum distance of C, denoted
by d(C) .
Here, we point out that we use sets of the form A for both AG-codes
and Hyperbolic codes in two directions. One of them is to establish their
multilevel bounds and the second one is to set it as a base of syndromes from
which one may try to infer those extra syndrome values needed to implement
steps in the BMSa; however, as we mentioned in the Introduction, the BMSa
is originally implemented step by step and all termination criteria are based
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on certain bounds of those expected footprints of Λ(U). The reader may
check that, according to all literature on this topic, there are not any result
similar to our Theorem 19. In fact, one may see that in [9, Table II] (Blahut’s
paper has not examples of hyperbolic codes) some syndromes out of A are
considered.
Usually, abelian codes and AG-codes considered for implement locator
decoding are defined over splitting fields, where q-orbits are sets with one
element. In this case, one may naturally assume that (0, 0) ∈ A = Dα(C);
however, this may fail in case of, for example, binary abelian codes. To
overcome this obstacle we introduce our family of “Hyperbolic-like codes”
which represent a more general situation. There is a pair τ ∈ I, such that
τ + A  Dα(C) (see Example 20, where τ = (0, 13)). In detail, we take
δ ∈ N and, first, define
(2) Bδ = {(i, j) ∈ I | (i+ 1)(j + 1) ≤ δ} \ {(δ − 1, 0), (0, δ − 1)}.
Now, we say that the bivariate code C is an Hyperbolic like code of
designed distance δ, if there is τ ∈ I such that τ + Bδ = {τ + a | a ∈
Bδ} ⊂ Dα(C). We shall see that, in this case, its minimum distance verifies
d(C) ≥ δ. To do this, we shall use a lower bound to the minimum distance
of C, called the strong apparent distance, that we denote by sd∗(C). Its
definition and description is too large to be reproduced here (see [1, 3]); so
we only give a brief comment. First, for each codeword f ∈ C consider the
matrix of coefficients of the discrete Fourier transform of f ; say M . The
computation of sd∗(M) comes from considering the complementary set of
the support of the matrix and it is proved that the weight of any codeword
f verifies w(f) ≥ sd∗(M). Finally, sd∗(C) is defined as the minimum of all
apparent distances. Then, we get d(C) ≥ sd∗(C).
Lemma 1. Let m = (m1,m2) ∈ I and 0 6= M = (an)n∈I such that an = 0
for all n ∈ m + Bδ, with δ ∈ N. Then the strong apparent distance of M ,
denoted by sd∗(M) [1, Definition 10], satisifies sd∗(M) ≥ δ.
Proof. We shall follow the notation in [1, Remark 11]. Let Row(i) the i-
th row of M . Then m+ {(0, 0), . . . , (0, δ − 2)} ⊂ Row(m1) modulo r1, for
some m1 ∈ Zr1 . If Row(m1) 6= 0 then ǫM(X1) ≥ sd
∗(Row(m1)) ≥ δ and
hence sd∗(M) ≥ δ. So, suppose that 0 = Row(m1) = . . . = Row(m1+k) and
Row(m1 + k + 1) 6= 0, for 0 ≤ k < δ−2. Then ǫM (X1) ≥ sd
∗
(
Row(m1 + k + 1)
)
≥(
⌊ δ
k+2⌋+ 1
)
and ωM (X1) ≥ k + 1. Then sd
∗(M) ≥
(
⌊ δ
k+2⌋+ 1
)
(k + 2) =
⌊ δ
k+2⌋(k + 2) + (k + 2) > δ. If 0 = Row(m1) = . . . = Row(m1 + δ − 2) then
ωM(X1) ≥ δ − 1 and we are done. 
Corollary 2. Let m = (m1,m2) ∈ I and δ ∈ N. Let 0 6=M = (an)n∈I such
that an = 0 for all n ∈ m+ Bδ. Then d(C) ≥ δ.
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4. The Berlekamp-Massey-Sakata algorithm
Let us recall some terminology and some facts about the BMSa. We shall
introduce some minor modifications in order to improve its application.
We denote by N the set of natural numbers (including 0) and we define
Σ0 = N × N. We consider the partial ordering in Σ0 given by (n1, n2) 
(m1,m2) ⇐⇒ n1 ≤ m1 and n2 ≤ m2. On the other hand, we will use
a (total) monomial ordering [4, Definition 2.2.1], denoted by “≤T ”, as in
[10, Section 2]. This ordering will be either the lexicographic order (with
X1 > X2) [4, Definition 2.2.3] or the (reverse) graded order (with X2 > X1)
[4, Definition 2.2.6]. Any result in this paper may be obtained under the
alternative lexicographic or graded orders. The meaning of “≤T ” will be
specified as required.
Definition 3. For s, k ∈ Σ0, we define
(1) Σs = {m ∈ Σ0 | s  m},
(2) Σks = {m ∈ Σ0 | s  m and m <T k} and
(3) ∆s = {n ∈ Σ0 | n  s}.
Given m,n ∈ Σ0, we define m + n, m − n (provided that n  m) and
n ·m, coordinatewise, as it is usual. An infinite array or matrix is defined as
U = (un)n∈Σ0 ; where the un will always belong to the extension field L. In
practice, we work with finite arrays defined as infinite doubly periodic ones
(see [10, p. 324]) and we consider subarrays, as follows.
Definition 4. Let U = (un)n∈Σ0 be an infinite array.
(1) We say that U is a doubly periodic array of period r1 × r2 if the
following property is satisfied: for n = (n1, n2) and m = (m1,m2)
we have that ni ≡ mi mod ri for i = 1, 2 implies that un = um.
(2) If U is a doubly periodic array of period r1 × r2, a finite subarray
ul ⊂ U , with l ∈ Σ0 is the array u
l =
(
um | m ∈ Σ
l
0 ∩∆(r1−1,r2−1)
)
Note that, in the case of period r1 × r2 we may identify I = Zr1 × Zr2 =
∆(r1−1,r2−1); so that, u
l = (um | m ∈ I) for l >T (r1, r2).
As it is well known, every monomial ordering is a well order, so that any
n ∈ Σ0 has a successor. For the graded order we have
n+ 1 =
{
(n1 − 1, n2 + 1) if n1 > 0
(n2 + 1, 0) if n1 = 0
.
In the case of the lexicographic order, we have to introduce, besides the
unique successor with respect to the monomial ordering, another successor
that we will only use for the recursion steps over n ∈ ∆(r1−1,r2−1). We also
denote it by n+ 1 as follows:
n+ 1 =
{
(n1, n2 + 1) if n2 < r2 − 1
(n1 + 1, 0) if n2 = r2 − 1
.
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So, during the implementation of the BMSa (that is, results related with
it), the successor of n ∈ ∆(r1−1,r2−1) will be denoted by n+1, independently
of the monomial ordering considered.
Now we recall some definitions that may be found in [10, pp. 322-323].
For any f ∈ L[X] or f ∈ L(r1, r2), we denote the leading power product
exponent of f , with respect to “≤T ” by LP (f). Of course LP (f) ∈ Σ0. For
F ⊂ L[X], we denote LP (F ) = {LP (f) | f ∈ F}.
Definition 5. Let U be a doubly periodic array, f ∈ L[X], n ∈ Σ0 and
LP (f) = s. We write f =
∑
m∈supp(f) fmX
m and define
f [U ]n =


∑
m∈supp(f)
fmum+n−s if n ∈ Σs
0 otherwise
.
The equality f [U ]n = 0 will be called a linear recurring relation and
in this case, we will say that the polynomial f is valid for U at n.
Definition 6. Let U be a doubly periodic array and f ∈ L[X] with LP (f) =
s.
(1) We say that f generates U and write f [U ] = 0, if f [U ]n = 0 at any
n ∈ Σ0.
(2) For any u = uk ⊂ U , we say that f generates u if f [U ]n = 0 at every
n ∈ Σks and we write f [u] = f [u
k] = 0. In case Σks = ∅ we define
f [u] = 0.
(3) For any u = uk ⊂ U , we say that f generates u, up to l <T k, if
f [ul] = 0.
(4) Let u = uk ⊂ U .
(a) We write the set of generating polynomials for u as
Λ(u) = {f ∈ L[X] | f [u] = 0}.
(b) We write the set of generating polynomials for U as
Λ(U) = {f ∈ L[X] | f [U] = 0} ,
which was originally called V ALPOL(U) [10, p. 323].
Remark 7. By results in [2], [10] and [11] we have the following facts:
(1) Λ(U) is an ideal of L[X].
(2) Setting Λ(U) = {g | g ∈ Λ(U)}, and viewing the elements of L(r1, r2)
as polynomials, we have that the ideal Λ(U) = L(r1, r2) ∩Λ(U).
Let 0 < d ∈ N and consider the sequence s(1), . . . , s(d) in Σ0 satisfying
(3) s
(1)
1 > . . . > s
(d)
1 = 0 and 0 = s
(1)
2 < . . . < s
(d)
2 .
Now we set
∆i =
{
m ∈ Σ0 | m 
(
s
(i)
1 − 1, s
(i+1)
2 − 1
)}
1≤i≤d−1
= ∆
(s
(i)
1 −1,s
(i+1)
2 −1)
(4)
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and define ∆ =
⋃d−1
i=1 ∆i, which is called a ∆-set or delta-set, and the
elements s(1), . . . , s(d) are called its defining points.
We denote by F the collection of sets F =
{
f (1), . . . , f (d)
}
⊂ F[X] where
{LP (f (i)) = s(i) | i = 1, . . . , d} satisfy the condition (3). We shall say
that the elements F ∈ F are of type ∆ and we denote by ∆(F ) the ∆-sets
determined by them.
Definition 8. Let U be doubly periodic and u = uk ⊂ U . We say that the
set F =
{
f (1), . . . , f (d)
}
is a minimal set of polynomials for u if:
(1) F ⊂ Λ(u).
(2) F ∈ F; that is ∆(F ) exists.
(3) If g ∈ F[X] verifies LP (g) ∈ ∆(F ) then g 6∈ Λ(u) (i.e. g[u] 6= 0).
We denote by F(u) the collection of the minimal sets of u and we call ∆(F )
the footprint of Λ(u) (even Λ(u) is not an ideal). For any minimal set of
polynomials F =
{
f (1), . . . , f (d)
}
one may see that, for i ∈ {1, . . . , d−1}, the
sets ∆i in (4) are nonempty and they are determined by certain polynomials
that we call g(i). In fact, in each iteration, one may construct a set G =
{g(i) | i = 1, . . . , d− 1} [10, p. 327].
4.1. The algorithm. From [2, 10, 11], we have the following facts:
Remark 9. Let U be a doubly periodic array.
(1) For any l ∈ Σ0, u
l ⊂ U and F,F ′ ∈ F(ul) we have that ∆(F ) =
∆(F ′), so that we may write ∆(ul).
(2) ∆(ul) ⊆ ∆(U) for all l ∈ Σ0 and if k <T l ∈ Σ0 then ∆(u
k) ⊆ ∆(ul).
(3) For any l ∈ Σ0, the set ∆(u
l) always exists.
(4) The set ∆(U) is exactly the footprint (see [2, p. 1615]) of Λ(U), and
it is completely determined by any of its Groebner basis.
(5) For any F ∈ F(ul) we have F ⊂ Λ(U) implies 〈F 〉 = Λ(U). In fact,
F is a Groebner basis for Λ(U) by Definition 8(3) and [4, Definition
2.5].
(6) For any F ∈ F(ul), we always may construct a “normalized set”
F ′ ∈ F(ul); that is, satisfying the following property: for any f ∈ F ′
and for all m ∈ supp(f) \ {LP (f)} we have m  LP (f ′), for all
f ′ ∈ F ′; that is, m ∈ ∆(ul) [10, Section 6].
(7) As we have commented, for any α ∈ R, the equality Dα
(
Λ(U)
)
=
Dα (Λ(U)) holds. Then, by [4, Proposition 5.3.1] or [2, p. 1617, The-
orem] we have that
∣∣∣Dα (Λ(U))∣∣∣ = |∆(U)| (see also [11, p. 1202]).
(8) If F is a reduced Groebner basis for Λ(U) then LP (F ) ⊂ I and, for
any α ∈ R, Dα(F ) = Dα
(
Λ(U)
)
Each iteration in the BMSa gives us a minimal set of polynomials for
u = ul+1 from such a set ul and the ∆-set ∆(ul). The construction of
∆(ul+1) is based on the following remark.
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Remark 10. Suppose that f ∈ F ∈ F(ul), and f [u]l 6= 0. Then, by the
Agreement Theorem and Sakata-Massey Theorem in [2], and Lemma 5 and
Lemma 6 in [10] one of the two following options hold:
(1) l − LP (f) ∈ ∆(ul) and then LP (f) will be a defining point of
∆(ul+1).
(2) l − LP (f) 6∈ ∆(ul) and then, ∆(ul+1) will have at least one more
point, l − LP (f) itself; in fact, ∆l−LP (f) ⊂ ∆(u
l+1)
Before giving a brief description of the Sakata’s algorithm we show some
previous basic procedures used in it.
For a minimal set of polynomials F = {f (1), . . . , f (d)} of Λ(ul), with
LP (f (i)) =
(
s
(i)
1 , s
(i)
2
)
, for i = 1, . . . , d, we set FΛ = F ∩ Λ(u
l+1) and
FN = F \ FΛ. We also consider G = {g
(1), . . . , g(d−1)}, mentioned in the
paragraph below Definition 8.
Theorem 11 (Berlekamp procedure. Lemmas 5,6 in [10]). Let f (a) ∈ F
and g(b) ∈ G such that f (a) ∈ Λ(ul), g(b) ∈ Λ(uk), for some k <T l ∈ I,
with f (a)[u]l = wa 6= 0 and g
(b)[u]k = vb 6= 0.
We define
r1 = max{s
(a)
1 , l1 − s
(b)
1 + 1},
r2 = max{s
(a)
2 , l2 − s
(b+1)
2 + 1} and
e =
(
r1 − l1 + s
(b)
1 − 1, r2 − l2 + s
(b+1)
2 − 1
)
.
Then, setting r = (r1, r2), we have that
hf(a),g(b) = X
r−s(a)f (a) −
wa
vb
Xeg(b) ∈ Λ(ul+1).
We note that s
(b)
1 and s
(b+1)
2 refer to elements of F and not G. Now, we
establish two procedures to be used in the algorithm.
Procedure 1. [10, Theorem 1]. If f (i) ∈ FN and l ∈ s
(i) +∆(ul).
(1) Find 1 ≤ j ≤ d− 1 such that l1 < s
(i)
1 + s
(j)
1 and l2 < s
(i)
2 + s
(j+1)
2 .
(2) In the set F we replace f (i) by hf(i),g(j) obtained by the Berlekamp
procedure. The point s(i) will be a defining point of ∆(ul+1) as well.
Procedure 2. [10, Theorem 2]. If f (i) ∈ FN and l 6∈ s
(i) + ∆(ul) then
one consider all the following defining points and constructions hf(a),g(b) to
replace f (i) (and, possibly, some elements of G) with the suitable new poly-
nomials in order to get a new F ∈ F(ul+1).
(1) S =
(
l1 − s
(i)
1 + 1, l2 − s
(i+1)
2 + 1
)
; with f (i+1) ∈ FN and 1 ≤ i < d.
Then find k ∈ {1, . . . , d} such that s(k) ≺ S and set hf(k),g(i).
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(2) S =
(
l1 − s
(k)
1 + 1, s
(i)
2
)
; for some k < d, with f (k) ∈ FN and s
(i) ≺
S. Then set hf(i),g(k).
(3) S =
(
l1 + 1, s
(i)
2
)
with i < d. Then set h = X
l1−s
(i)
1 +1
1 · f
(i).
(4) S =
(
s
(i)
1 , l2 − s
(j)
2 + 1
)
for j > 2 with f (j) ∈ FN and s
(i) ≺ S. Then
set hf(i),g(j−1) .
(5) S =
(
s
(i)
1 , l2 + 1
)
. Then set h = X
l2−s
(i)
2 +1
2 · f
(i).
Now, we can show a brief scheme of the Sakata’s algorithm. See [10, p.
331] for a detailed description.
Algorithm 1 (Sakata). We start from a finite doubly periodic array, u ⊂ U .
 Initialize |l| = 0; that is l = (0, 0), F = {1}, G = ∅ and ∆ = ∅.
 For l ≥ (0, 0),
(1) For each f (i) ∈ F for which f (i) ∈ FN we do
-: If l ∈ s(i) +∆(ul) then replace f (i) by Procedure 1.
-: Otherwise, replace f (i) by one or more polynomials by Proce-
dure 2.
(2) Then form the new F , G and ∆(ul+1).
(3) Set l := l + 1.
Let l ∈ Σ0, F ∈ F(u
l) and consider the ideal 〈F 〉 in L[X]. We suppose
WLOG that the elements in F are written in their normal form. Then, on
the one hand, it may happen that F is not a Groebner basis for 〈F 〉; on the
other hand, even if F is a Groebner basis for 〈F 〉, it may happen that F is
not a Groebner basis for Λ(U). As we have commented in Introduction, in
[5, 6, 8, 10] the reader may find termination criteria based on the shapes of all
possible extensions from ∆(ul) to ∆(U). We shall show a new termination
criterion based on the existence of the set B. Before this, in the next section,
we shall give an improvement of the framework for applying the locator
decoding algorithm in such a way that we may consider a translated table.
5. A new framework for locator decoding.
Locator decoding in (bivariate) abelian codes was introduced in [11] (see
also [2]). Let us recall, and extend slightly, the basic ideas.
Let C be a bivariate code over F(r1, r2) with defining set Dα (C), with
respect to some fixed α ∈ R. Suppose a word c ∈ C was sended and the
polynomial c + e in F(r1, r2) has been received. So that, the polynomial
e represents the error that we want to find out. To do this, we define the
locator ideal in L(r1, r2), which is defined originally in L[X] (see [2, 11]).
Definition 12. In the setting above, the locator ideal for e is
L(e) = {f ∈ L(r1, r2) | f(α
n) = 0, ∀n ∈ supp(e)} .
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Having in mind that L|F is a splitting field for U , it is easy to see that
Dα (L(e)) = supp(e). Our objective is to find the defining set of L(e) and
hence supp(e). The final step (that we will not comment) will be to solve a
system of equations to get the coefficients of e (in case q > 2). To do this, we
shall connect L(e) to the linear recurring relations as follows. Based on the
so called syndromes of the received polynomial, we are going to determine a
suitable doubly periodic array U = (un)n∈Σ0 such that the equality L(e) =
Λ(U) holds (see Remark 7). We begin dealing with syndromes. As it is
usual in locator decoding, we first consider (theoretically) the syndrome
values of e ∈ F(r1, r2): let τ ∈ Zr1 ×Zr2 and define U = (un)n∈Σ0 , such that
un = e (α
τ+n). Clearly, U is an infinite doubly periodic array.
Definition 13. Let e ∈ F(r1, r2), τ ∈ Zr1 × Zr2 = I and define U =
(un)n∈Σ0 , such that un = e (α
τ+n). We call U the syndrome table afforded
by e and τ .
In practice, we do not know all values of U . Let us return, for a moment,
to the error correcting context. By the notion of defining set, for each
τ + n ∈ Dα(C), one has that (c + e) (α
τ+n) = e (ατ+n); so, the syndrome
values of the error polynomial e are known for all elements in Dα(C).
Now we state the mentioned equality of ideals. The proof of the following
theorem is (mutatis mutandi) similar to that of [11, p. 1202].
Theorem 14. Let U be the syndrome table afforded by e and τ . For any
f ∈ L(r1, r2) the following conditions are equivalent:
(1) f ∈ L(e).
(2)
∑
s∈supp(e) esα
s·nf (αs) = 0, for all n ∈ Στ .
(3) f ∈ Λ(U).
Consequently, L(e) = Λ(U).
Theorem 14, together with Remark 9(8), say that if F is a Groebner basis
of Λ(U), then
Dα(L(e)) = Dα(Λ(U)) = Dα(F )
according to the notation of Section II.
The ideal Λ(U) drives us to the framework used in the BMSa in the
specific case of U , the syndrome table afforded by e.
5.1. Obtaining a true Groebner basis for the ideal Λ(U). Updates
and sufficient conditions. Suppose that, following the BMSa we have
constructed for l ∈ I, the foorprint ∆(ul) and the minimal set of polynomials
Fl ∈ F(u
l). In this section, we prove that, under the assumption ω(e) ≤ 4, if
l 6∈ B then Fl = Fl+1 and, if l ∈ B is its maximum, then 〈Fl+1〉 = Λ(U); that
is, the normal form of the elements of Fl+1 is a Groebner basis for Λ(U).
Lemma 15. Let U be the syndrome table afforded by e and τ , with ω(e) ≤
t ≤ 4. Suppose that, following the BMSa we have constructed, for l = (l1, l2),
with u = ul, the sets ∆(u) = ∆ and F ∈ F(u). We also suppose that there
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is f ∈ F such that f [u]l 6= 0 and that l 6∈ LP (F ) + ∆; that is, the delta-set
will increase (see Remark 10(2)). Then
(l1 + 1)(l2 + 1) ≤ 2t+ 1.
Proof. We shall prove the result for t = 4. The other cases are similar and
simpler than this. Suppose that F =
{
f (1), . . . , f (d)
}
with LP (f i) = s(i) for
i = 1, . . . , d ≥ 2. Setting f = f (i) we have, by hypothesis, f (i)[u]l 6= 0 and
l 6∈ s(i) +∆.
First note that |∆| ≤ 3 because the size will be increased. So let us
list all possible delta-sets: ∆11 = {(0, 0)}, ∆21 = {(0, 0), (0, 1)}, ∆22 =
{(0, 0), (1, 0)}, ∆31 = {(0, 0), (0, 1), (0, 2)}, ∆32 = {(0, 0), (1, 0), (0, 1)} and
∆33 = {(0, 0), (1, 0), (2, 0)}.
We also note that, by definition of delta-set, if l 6∈ LP (F ) + ∆ then
Σl ∩ (LP (F ) + ∆) = ∅.
Case a: l1 > 6. By paragraph above, we only have to consider l1 = 7.
As s
(1)
1 ≤ 3, we have that l1 − s
(i)
1 ≥ 7 − 3 = 4, thus, at least (3, 0), (4, 0)
increase ∆(ul+1), which is impossible. So we should have l1 ≤ 6.
Case b: l1 = 6 and l2 ≥ 1. Again, we only have to consider l = (6, 2).
Then, the points (3, 0) and (3, 1) will be added. If |∆| = 2 then we have to
add, in addition, (2, 0) and (2, 1), and for ∆ = ∆11 we have to add besides
the points below, (1, 0) and (1, 1). In all cases we get |∆(ul+1)| > 4, which
is impossible.
Case c: l1 = 5 and l2 ≥ 1, so we set l = (5, 1). If s
(1)
1 = 3 and i = 1 then
(2, 1) ∈ ∆(ul+1) which implies that (0, 1), (1, 1) ∈ ∆(ul+1) too. In case i = 2,
then at least (3, 0) and (4, 0) will be added. If s
(1)
1 = 2 then l1 − s
(i)
1 ≥ 3 so
that, for i = 1 we have that (2, 0), (2, 1), (3, 0), (3, 1) ∈ ∆(ul+1); for i = 2
then l1 − s
(i)
1 ≥ 4, so (2, 0), (3, 0), (4, 0) ∈ ∆(u
l+1). The case s
(1)
1 = 1 is
trivial and then in all cases we get |∆(ul+1)| > 4, which is impossible.
Case d: l1 = 4 and l2 ≥ 1, so that, set l = (4, 1). If s
(i)
1 = 3 then we have
to add at least (0, 1) and (1, 1), if s
(i)
2 = 2 then we must have i = 2 and we
should add at least (1, 1) and (2, 1), for ∆32 and (0, 1) in addition, for ∆21.
For s
(i)
1 = 1 then (1, l2−s
(d)
2 ), (2, l2−s
(d)
2 ) and (3, l2−s
(d)
2 ) should be added.
All of them are impossible.
Case e: l1 = 3 and l2 ≥ 2; so that l = (3, 2). If i = d then we add
at least (2, l2 − s
(d)
2 ) and (3, l2 − s
(d)
2 ) for those |∆| = 3 and, in addition,
(0, l2 − s
(d)
2 ) and (1, l2 − s
(d)
2 ) for those |∆| ≤ 2. For ∆32 and i = 2, we
have l − s(2) = (l1 − s
(2)
1 , 1) so we add at least (1, 1) and (2, 1). Finally, the
case i = 1 is obvious and then in all cases we get |∆(ul+1)| > 4, which is
impossible.
Case f : l1 = 2 and l2 ≥ 3. Take l = (2, 3) and repeat Case e changing
l2 by l1; s
(d)
2 by s
(1)
1 and so.
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Case g: l1 = 1 and l2 ≥ 4. Take l = (1, 4) and repeat Case d with the
adecuate changes, as above.
The last case, l1 = 0 is immediate by Procedure 2. 
Lemma above says us that, for δ = 2t + 1 if f [u]l 6= 0 and that l 6∈
LP (F ) + ∆ then l ∈ A. Now we get B2t+1 by studying, among others, the
pairs (2t, 0) and (0, 2t).
Lemma 16. Let U be the syndrome table afforded by e and τ , with ω(e) ≤
t ≤ 4. Suppose that, following the BMSa we have constructed, for l = (l1, l2),
with u = ul the sets ∆(u) = ∆ and F ∈ F(u). If lk > 2t− 1, for k ∈ {1, 2}
then f [u]l = 0.
Proof. Immediate from the fact that l1 − s
(1)
1 > t or l2 − s
(d)
2 > t 
The proof of the next lemma is a direct computation similar to that used
in the previous one.
Lemma 17. Let U be the syndrome table afforded by e and τ , with ω(e) ≤
t ≤ 4. Suppose that, following the BMSa we have constructed, for l = (l1, l2),
with u = ul the sets ∆(u) = ∆ and F ∈ F(u). If l = (l1, l2) is such that
(l1+1)(l2+1) > 2t+1 then l 6∈ LP (F )+∆ and hence Σl∩(∆+LP (F )) = ∅.
Thus, if n ∈ Σ(i,j), with (i, j) ∈ I satisfying (i + 1)(j + 1) > 2t + 1 then
f [u]n = 0, for any f ∈ F .
Let us summarize the results above in the following theorem.
Theorem 18. Let U be the syndrome table afforded by e and τ , with ω(e) ≤
t ≤ 4. Suppose that, following the BMSa we have constructed, for l = (l1, l2),
and u = ul, the sets ∆(u) = ∆ and F ∈ F(u). For any f ∈ F , we have that:
(1) If f ∈ F is such that f [u]l 6= 0 and l 6∈ LP (f)+∆ then (l1+1)(l2 +
1) ≤ 2t+ 1.
(2) If lk > 2t− 1, for k ∈ {1, 2} then f [u]l = 0.
(3) If l1, l2 6= 0 and (l1+1)(l2+1) > 2t+1 then f [u]l = 0 for any f ∈ F .
Hence, if l 6∈ B2t+1 then f [u]l = 0.
Let C be a bivariate code with (a lower bound of its) error-correction
capability t ≤ ⌊d(C)−12 ⌋ and let g = c+ e the received polynomial. Let U be
the syndrome table afforded by e and τ ∈ I, and assume that ω(e) ≤ t ≤ 4.
Suppose that τ + B2t+1 ⊂ Dα(C) (see Equality (2)). Then, for all l ∈ B2t+1,
the values ul = e
(
α
τ+l
)
= g
(
α
τ+l
)
are known.
Theorem 19. Let C be a bivariate code with (a lower bound to its) error-
correction capability t ≤ 4 ≤ ⌊d(C)−12 ⌋. Suppose τ + B2t+1 ⊂ Dα(C), for
some τ ∈ J and u(0,j) 6= 0, for some j < t (respectively if u(i,j) 6= 0 with
i + j = 1). Then any transmision of codewords of C with no more than
t-errors may be decoded by applying the BMSa with the lexicographic order
(respectively the graded order) on B2t+1.
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Proof. We begin by considering the lexicographic order.
We recall that at initializing the BMSa we take F = {1}, so that 1[u](0,j) =
u(0,j) and the first two defining points are (1, 0) and (0, j+1), which indicate
us the necessity u(0,j) 6= 0 for some j < t.
Now, to do all steps for the pair of the form (0, ∗) we have to compute at
most l = (0, j) for j = 0, . . . 2t−1. Now suppose we have compute ∆(ul) for
all l = (l1, l2) with l1, l2 6= 0 and (l1+1)(l2+1) ≤ 2t+1, which is equivalent
for t ≤ 4 to the values l2 = 0, . . . , t − l1. Then any step considered after
that, say again l, must verify f [u]l = 0, by Theorem 18(3).
Clearly, the last point for which our ∆ may be increased is (2t−1, 0). After
that, Theorem 18 guarantees us that ∆ cannot increase their size. However,
any step of the form l = (l1, 0) with l1 ≤ 2t− 1 may satisfy l ∈ LP (F ) + ∆
and so F may be changed. So we have to consider them.
For any step of the form l ≥T (2t, 0) it happens that l 6∈ LP (F ) + ∆ and
clearly f [u]l = 0, for all f ∈ F ∈ F(u
l) because |∆(ul+1)| ≤ t.
Now we deal with graded order. Suppose we compute ∆(ul) for all {l =
(l1, l2) | l1 + l2 ≤ t}, and F is the minimal set of polynomials obtained in
the last iteration, with ∆(F ) = ∆. Consider a point l = (l1, l2) such that
l1 + l2 ≥ t + 1. Then one may check that (l1 + 1)(l2 + 1) > 2t + 1, for
t ≤ 4; so, if one has that l1, l2 6= 0 then Theorem 18 says that f [u]l = 0 for
all f ∈ F . Finally, it may happen that f [u]l 6= 0 for l = (a, 0), (0, a) with
a ∈ {t + 1, . . . , 2t − 1} (the cases l = (j, 0), with j ≥ 2t has been already
seen). We will continue forming minimal sets of polynomials until consider
all of them.
Therefore in any of the monomial orders considered, the polynomials of
F are valid in I; so that F ⊂ Λ(U) and then 〈F 〉 = Λ(U). By Remark 9(5)
and Theorem 14 we are done. 
Example 20. Consider the code C, in F2(5, 15) with primitive root a, and
D(α,β)(C) = Q(0, 13) ∪Q(1, 13) ∪ Q(2, 13) ∪ Q(3, 13) ∪Q(4, 13) ∪ Q(0, 0) ∪
Q(0, 1). One may check that the strong apparent distance sd∗(C) = 6, so
that t = 2 is a lower bound for the error correction capability of C. For the
error polynomial e = X21X
2
2 + X2 and τ = (0, 13) we have the first value
u(0,0) = e(α
0, β13) = a4 and the last one u(4,0) = e(α
4, β13) = a2. So that
we arrange
(un | n ∈ B5) =


a4 a2 0 a5
a14 a9
a3
a2

 .
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Next table summarizes all computation with respect to the lexicographic
order.
l F ⊂ Λ(ul+1) G ∆(ul+1)
Initializing {1} ∅ ∅
(0, 0)→ {X1, X2} {1} {(0, 0)}
(0, 1)→ {X1, X2 + a
13} {1} {(0, 0)}
(0, 2)→ {X1, X
2
2 + a
13X2 + a
11} {X2 + a
13} {(0, 0), (0, 1)}
(0, 3)→ {X1, X
2
2 + a
5X2 + a
3} {X2 + a
13} {(0, 0), (0, 1)}
(1, 0)→
{X1 + a
6X2 + a
2,
X22 + a
5X2 + a
3}
{X2 + a
13} {(0, 0), (0, 1)}
(1, 1)→
{X1 + a
8X2 + a
7,
X22 + a
5X2 + a
3}
{X2 + a
13} {(0, 0), (0, 1)}
(2, 0), (3, 0)→ Same Same Same
The reader may check that Dα(Λ(U)) = Dα(〈F 〉) = {(2, 2), (0, 1)}.
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