Abstract-Ship detection is an important topic in remote sensing, and synthetic aperture radar (SAR) has a valuable contribution, allowing detection at nighttime and with almost any weather conditions. In addition, polarimetry can play a significant role considering its capability to discriminate between different targets. Recently, a new ship detector exploiting polarimetric information has been developed, namely, the Geometrical Perturbation-Polarimetric Notch Filter (GP-PNF). This work is focused on devising two statistical tests for the GP-PNF. The latter allow an automatic and adaptive selection of the detector threshold. Initially, the probability density function (pdf) of the detector is analytically derived. Finally, the Neyman-Pearson lemma is exploited to set the threshold calculating probabilities using the clutter pdf (i.e., a constant false-alarm rate) and a likelihood ratio. The goodness of fit of the clutter pdf is tested with four real SAR data sets acquired by the RADARSAT-2 and the TanDEM-X satellites. The former images are quad-polarimetric, whereas the latter are dual-polarimetric HH/VV. The data are accompanied by the Automatic Identification System (AIS) location of vessels, which facilitates the validation of the detection masks. It can be observed that the pdfs fit the data histograms, and they pass the two sample Kolmogorov-Smirnov and χ 2 tests.
Unfortunately, the statistical distribution of ships is complicated to derive; therefore, the tests are generally based only on P f . In particular, the threshold is selected in order to keep P f constant [i.e., constant false-alarm rate (CFAR)] [1] [2] [3] [4] , [7] , [10] , [12] , [16] , [17] . When the sea statistics are not perfectly fitting the data, the test can still be performed, but it will not assure a constant P f .
The detector exploited in this paper makes use of more polarimetric channels that can be acquired by all the recent SAR satellites. Regarding the benefits of polarimetry in the context of ship detection, it can be readily observed that the simple exploitation of the cross-polarized channel (HV) rather than the copolarized ones (HH or VV) may increase substantially the detection performance [1] , [18] . Several detectors were proposed in the recent years. Some of them exploit the different polarimetric channels as independent measurements of the same scene [4] , [19] , [20] . Another class of polarimetric detectors adds some physical rationale exploiting knowledge regarding the scattering. The idea behind these methodologies is that the differences between sea clutter and targets can be magnified if some specific aspects of the polarimetric return are observed. In this second category, there are algorithms with a detection role based on some rationale linked to the physical behavior of the sea clutter [21] [22] [23] [24] [25] . For instance, some algorithms rely on the assumption that the sea behaves as a Bragg surface [26] [27] [28] . The ship detector analyzed in this paper belongs to this physical category and is based on the assumption that the sea clutter (locally) presents a homogeneous polarimetric behavior. This is the Geometrical Perturbation-Polarimetric Notch Filter (GP-PNF) [29] [30] [31] [32] .
A very brief introduction to polarimetry is provided here with the mere purpose to show the tools that will be exploited in the following. A single target is defined as a deterministic target, which does not change its polarimetric behavior in time or space. Therefore, it can be represented by a single scattering matrix or, equivalently, by a single scattering vector [26] as follows [33] :
HH, HV, V H, V V ]
T (1) where T stands for transpose; H and V denote linear horizontal and vertical, respectively; and the repeated letter is for the transmitter-receiver. The previous is obtained using the lexicographic basis set, and HH, HV , V H, and V V are the scattering channels. In the case of a reciprocal medium and monostatic sensor, HV = V H, and k is 3-D complex (i.e., k P ∈ C 3 ) [26] . Another largely exploited basis set to convert the scattering matrix into a scattering vector is the Pauli basis.
In the reciprocal case, this is k P = 1/ √
2[HH + V V, HH − V V, 2HV ]
T . The targets observed by a SAR system are often distributed over an area larger than the resolution cell and composed by different objects. For this reason, each pixel of such distributed targets may have a specific polarimetric behavior. Such targets take names of partial targets, and they can be characterized exploiting the second-order statistics [26] . In this context, a target covariance matrix can be estimated as [C] = k k * T , where · is used here as the finite averaging operator, and * stands for conjugate. In case that the Pauli basis is exploited, the covariance matrix takes the name of the coherency matrix.
II. GP-PNF
The main idea of the GP-PNF is that the polarimetric responses of sea clutter and ships are different. The GP-PNF is based on the geometrical perturbation filter (GPF) [34] [35] [36] [37] . The latter considers a perturbed version of the target to be detected, and then it checks for the coherence between the original version and the perturbed version in the data. The reader is redirected to [34] and [35] for more information regarding the GPF.
A feature partial scattering vector is introduced [35] , i.e., t = [t 1 , t 2 , t 3 , t 4 , t 5 ,
The vector containing the second-order statistics of the sea clutter is defined as t sea [29] , [30] . The sea clutter can be completely characterized by a vector in C 6 (in case quadpolarized data are available), whereas vessels can have a large variety of polarimetric signatures depending on orientation, material, and structure of the vessel. Therefore, it is not possible to characterize each possible polarimetric signature of ships with a single vector. The GP-PNF approach is to focus on targets that do not behave as the sea. For this reason, the GP-PNF is a heterogeneity detector, which focuses on targets that present polarimetric heterogeneity in the 6-D complex subset. It is interesting to notice that such a strategy allows to detect targets with backscattering power (i.e., trace of a covariance matrix) comparable to the one of the sea as long as they appear polarimetrically different. Geometrically, this means that it focuses on targets that live in the complement orthogonal subset to the sea vector (5-D complex) . Note that such a strategy has the advantage of not being related to any assumption regarding the specific polarimetric signature of the sea, as long as this is stable in the training window exploited. The length of the vector (hereafter defined as power) representing the target in the complementary subset can be calculated as
where γ n is the GP-PNF distance (i.e., the detector), and RedR and T are two detector parameters. More details and justifications regarding the mathematical derivations can be found in [30] . From an implementation point of view, the vector t is estimated with a boxcar filter with a small window (e.g., 11 × 11 pixels), whereas t sea is computed with a boxcar filter using a larger window (e.g., 51 × 51 pixels). It is important to keep in mind that this filtering methodology could be optimized in the future. For instance, for the smaller window, an adaptive filtering could be employed that takes into account the heterogeneity (or nonstationarity) of the target observed [38] . In such a way, the polarimetric characteristic of each pixel of a vessel will be preserved, providing a better discrimination with respect to the sea background. On the other hand, a nonlocal filter [39] could be used instead than the large window, producing better estimates of the clutter background. We leave all these analysis for future work. Previously, the detector parameters were fixed following an asymptotic approach
Carlo simulations were performed in [30] , showing that the estimation of the local sea clutter power can improve the performances. The aim of the succeeding section is to derive the statistical distribution of γ n for the sea clutter, in order to have a more rigorous test and to take into account the variability of the sea clutter.
III. STATISTICAL CHARACTERIZATION
The aim of this section is to derive an analytical expression for the pdf of γ n (i.e., the output of the detector).
Before starting the derivation of the pdf, the test hypotheses are defined as follows:
Initially, the conditional pdf of γ n in the hypothesis H 0 (only presence of clutter) is derived. This can be written as f Γ n (γ n |H 0 ) and represents the likelihood of an output γ n given that the hypothesis H 0 is true. The problem is tackled decomposing the derivation in two parts. In the first part, the attention is focused on finding the pdf of the random variable (RV) that is generating γ n . Secondly, a transformation of RVs can be applied to derive the pdf of γ n [40] . In this context, a possible candidate to be a generator of γ n is vector t since the pdfs of its components are well known in the hypothesis of complex Gaussian single-look complex (SLC) pixels [33] . However, magnitudes and inner products of t vectors are unknown. Moreover, it would be beneficial to have a single RV generating γ n since this assures much easier transformation. After an analysis of the final formula of γ n , it appears that a good candidate to be the generator of γ n is P t (i.e., the target power).
A. Distribution of P t P t is the squared norm of the vector in the subset complementary to the sea vector (i.e., the target subset). In the H 0 hypothesis, there is absence of any target; therefore, the differences between t sea (extracted in the training window) and t (extracted in the test window) are only due to estimation errors (e.g., due to a finite number of samples). The training window contains a much larger amount of samples than the test window. Therefore, the underlying signature of the sea can be extracted with a much smaller estimation error in the training window. More details regarding training and test windows in practical scenarios are provided later. The target vector in the complementary subset can be calculated as t t = t − (t * T sea t)t sea . The χ 2 theorem states that, given a Gaussian RV x, the test 1) The expected value can be substituted by the components of t sea estimated on large windows. Note that this assumption requires that the number of pixels used to derive t sea is big enough to have a very small variance. 2) (t * T sea t)t sea ≈ t sea : This means that the sea vector in the training window is not largely different (in average) to the test vector t sea ≈ t. This assumption is true as long as the sea is homogeneous, and t is obtained by performing some averaging. Such an assumption is expected from a detector based on second-order statistics (i.e., the latter cannot be extracted with a single SLC pixel). Some analysis of the minimum number of pixels required is investigated in the section dedicated to the Monte Carlo simulation.
Following the two previous assumptions, the expression t t = t − (t * T sea t)t sea ≈ t − t sea can be written. The power of such vector can be considered: t t 2 = t − t sea 2 . The squared norm can be decomposed as the sum of the components of the vectors t and t sea (6-D in quad-polarimetry):
In order to obtain the same formulation of the χ 2 theorem, the denominator should contain the variances of each component. By dividing both expressions by the variance of the first component
Subsequently, a change of basis can be considered that makes equal the variances of each of the components. By definition, the length of a vector is invariant to the change of basis; therefore, such operation does not modify the value of P t . Moreover, such an operation can be always accomplished. A way to proceed may be to perform a whitening of the t sea components. Interestingly, such operation is not necessary from a practical point of view since the length of the vector is not influenced by such transformation, and we are only interested in the length of the vector. Therefore, in the basis where Var[t i ] = Var[t j ], ∀i, j = 1, . . . , 6, the previous expression will become
The final step in order to obtain a χ 2 distributed is that the components of the target vector are Gaussian distributed. The vector components are estimated by performing some average; however, the dimension of the test windows may be not large enough for the theorem of the central limit to be valid. Fortunately, we are not interested in the single component, but in their sum after the change of bases (which is the operation that would allow the χ 2 theorem to be applicable). After the latter operation, the elements in (5) are linear combination of six RVs with statistics similar (but not equal) to Gaussian. Such an operation can increase up to six times the number of looks considered. This should make the central limit more valid also for a smaller number of initial average.
In the hypothesis of homogeneous clutter, it is possible to state that the estimation errors do not have a preferential polarimetric behavior (i.e., they are polarimetrically white). This is because the sample mean estimator is the maximum likelihood estimator for the mean, and it is unbiased. Therefore, under the previous hypothesis, the components of t t are Gaussian zero mean. The actual number of samples necessary to have an adequate approximation of a Gaussian is investigated in the following with Monte Carlo simulations.
After all these considerations, (5) has a χ 2 distribution. The following step consists in multiplying both parts by
The result of scaling a χ 2 distribution is a Γ distribution, independently on the scaling factor [40] . Therefore, the target power should be Γ distributed.
It is possible to conclude that t t 2 has a Γ distribution, under the assumption that the averaging windows are big enough. Interestingly, P t has the same statistical behavior as the power of a SAR image, which is coherent with the idea that such a parameter represents the power of a target in the case of perfectly homogeneous distribution. It has also to be noticed that, for the sea clutter, the Γ distribution is not the most adequate statistical model [41] . Here, we only want to point out that the distribution of P t resembles the one of an intensity image in case of homogeneous target.
B. Distribution of γ n
The theorem of transformation of RVs is employed to transform the pdf of P t into the one of γ n (the theorem can be interpreted as a change of variables for an integral) [40] . The transformation is the mathematical expression of the detector in (3):
Additionally, the pdf is only valid where the solution of γ n exists.
The mathematical derivation is presented in the Appendix; here, only the final expression is provided, i.e.,
where N is the equivalent number of looks, μ = E[P t ], and Γ[·] is the gamma function. The previous parameters can be estimated as N = P t 2 /(P t − P t ) 2 and μ = P t in the training window. In order to have some insight on the dependence of the pdf with respect to its parameters, Fig. 1 shows the analytic pdf varying RedR, N , and P t . The first plot is obtained by fixing N = 1 and RedR = 10 −3 . These are common values in real scenarios. The plots shows that, if the power assigned to the target increases, then γ n has higher realizations. This means that the presence of targets or higher estimation errors produce higher values of the detector. The second test is obtained by varying the value of RedR. This dependence leads to the idea that the RedR could be adjusted depending on the value of P t in the H 0 hypothesis in order to have a distribution with a mean value relatively small (e.g., 0.1), in order to facilitate the test when executed solving numerically the integrals. Theoretically, the selection of the threshold based on a statistical test is not influenced by the actual value or RedR, but since γ n is contained between zero and one, it may be computationally disadvantageous to have a threshold very close to 1, leading to higher quantization errors. The dependence on N shows that, by increasing N , the variance of γ n reduces as expected. Moreover, the mean appears to be unchanged.
In order to test the consistency of the pdf mathematical expression, P t and RedR are varied in order to obtain the same mean value of γ n . Four curves are plotted using the couples of P t and RedR parameters
. If the transformation is mathematically correct, these sets of values should couple in only two curves. The plots show that this is correct.
C. LR
The presence of some a priori information on the target of interest can improve the detection. Unfortunately, it is not easy to find an exact statistical distribution for vessels (hypothesis H 1 ). For this reason, only a very general assumption is adopted here. This is that any vessel of interest has power P t that is higher than a minimum value, which is empirically found to be related to image artifacts: P t > P min t . Clearly, this value is supposed to be dependent on the sensor, and with a larger data set, it could be refined. 
The likelihood ratio (LR) can be expressed as (7), shown at the bottom of the page. With such formulation, any value lower than γ min n will not provide any contribution to the NP test (since it is multiplied by zero). On the other hand, the inverse of the clutter pdf will keep the Λ low when the probability of having clutter is high.
IV. STATISTICAL TESTS
In this section, two NP tests are devised based on the expression of the clutter pdf and the LR.
A. CFAR
This test sets the threshold based on the clutter pdf in order to keep P f constant. Probabilities can be calculated as integrals of pdfs. Therefore, in the hypothesis H 0 , P f can be calculated as
where T n is the threshold. Unfortunately, it was not possible to find an analytical solution for P f ; therefore, the integrals are performed by numerically exploiting cumulative sums.
B. NP for LR
This test sets the threshold fixing a size of the test α based on probabilities of LR. This is done by inverting the integral:
The higher the probability is, the more the test increases the P d .
C. Local Estimation With Guard Windows
In order to deal with a nonstationary sea clutter, the distribution parameters are estimated locally. In this context, bright vessels may bias the estimator providing thresholds much higher than necessary. Therefore, guard windows are exploited: The statistics are extracted in rings around a guard area (where pixels are rejected). The test area is inside the guard area. More details on the use of guard windows can be found in the literature [1] , [15] , [42] .
To conclude this theoretical section, Fig. 2 presents the flowchart of the GP-PNF including the statistical test.
V. ANALYSIS OF SIMULATED DATA
Before starting to test the distributions on real data, it is interesting to understand if they are valid under ideal conditions. In order to achieve this, Monte Carlo simulations are performed.
A. Monte Carlo Simulation
The simulations model the scattering vectors as 3-D vectors with zero-mean complex Gaussian components. In addition, the scattering vector is colored with the polarimetric signature expected from the sea. This is obtained by following the procedure described in [33] and [38] :
sea is a covariance matrix of the sea, and k is a standard complex Gaussian 3-D vector. The polarimetric signature of the sea [C] sea is extracted from one the RADARSAT2 data sets introduced in the succeeding section.
The homogeneity of the clutter is assured by the use of the same covariance matrix for each of the realizations. One data set of 1000 × 1000 pixels is generated. 
B. Test of Fit for pdf
In this section, the derived distributions are fitted to the simulated data. The GP-PNF is executed by employing a small window of 11 × 11 pixels (for estimating t) and a large window of 51 × 51 pixels (for estimating t sea ). Fig. 3(a) shows the data histograms of real and imaginary parts of the first three components of the target vector t t (circles) and the fit with Gaussian distributions (solid lines). The color coding of the plot is the following: Red is Re{t t1 }, green is Im{t t1 }, black is Re{t t2 }, blue is Im{t t2 }, yellow is Re{t t3 }, and magenta is Im{t t3 }, where the vector in the target space is defined as
T , Re stands for the real part, and Im stands for the imaginary part. The basis used to represent t t is selected pseudorandomly; therefore, the three variances of the components are not identical. On the other hand, the real and imaginary parts for each component overlap almost completely (please note that, when a color is not visible, it is because it overlaps with the corresponding real or imaginary part). It is possible to observe that the fitting with a Gaussian pdf is excellent. Fig. 3(b) presents the data histograms of the target power P t (circles) and the fit with a Γ distribution (solid line). Again, the fitting is good (except for the very first histogram bin). The final test is with γ n . Again, the fit seems excellent. It appears that all the exploited pdf are able to capture properly the data distribution for an ideal homogeneous sea clutter. In order to have a more quantitative analysis, two methodologies commonly used for testing the goodness-of-fit are exploited. These are the two-sample Kolmogorov-Smirnov and χ 2 tests. All the pdfs pass both the tests exploiting 100 test samples. It is interesting to evaluate which is the minimum number of samples that has to be used to obtain Gaussian distributions. Fig. 4 shows the components of t t when 5 × 5, 3 × 3, and 1 × 1 windows are used for the average. It is possible to observe that the 5 × 5 window provides an excellent estimation. The plots for P t and γ n are not provided for the sake of brevity, but they show good agreement. The estimation with 3 × 3 is not perfect, and P t and γ n show some divergence from the expected pdf (i.e., the estimated pdf has a larger variance than the date histogram). Nevertheless, such small windows may still be used in practical exercises, provided that it is clear that the test is not a rigorous CFAR. For this reason, we would recommend to use the test with at least nine equivalent looks. Absence of average provides a rather poor result, and the pdf has much larger variance compared with the data histogram. The authors would therefore discourage from applying the test without any average for γ n .
Finally, the CFAR test on f Γ (γ n |H 0 ), and the NP test on the LR are applied to evaluate the detection capabilities. No detection could be identified in the entire simulated scene. The detection masks are not shown since they are black everywhere.
Considering that the fit of the distribution appears to be good in the ideal case, the more interesting and challenging scenario of real data is investigated in the following section.
VI. REAL DATA ANALYSIS A. Presentation of the Data
In order to test the fitting on real data several data sets, quad polarimetric and dual polarimetric are employed. This allows the investigation of diversity in frequency and resolution. During the data acquisitions, some validation data were acquired collecting the Automatic Identification System (AIS) positions of vessels, which were used to identify eventual false alarms and missing detection. Table I. In total, 31 validated ships were observed with a variety of dimensions (ranging between 30 and 200 m in length) and typology (e.g., fishing boats, cargoes, etc.).
In Fig. 5 , Pauli RGB color coding images of the two acquisitions are presented. The red is the intensity of HH − V V , the blue is HH + V V , and the green is HV . In the images, some ships can be identified as bright points, whereas others need some image zoom to be visible. The harsh weather conditions captured by the data show a strong sea clutter where several features can be observed. In the images, the white rectangles represent validated vessels, whereas the white circle is an azimuth ambiguity. The large red rectangles are the areas used for testing the pdfs fit. In the lower left corner of the 09/02/2014 acquisition, a large feature or image artifact of unknown origin can be observed (yellow box). The scene was particularly selected to observe the capability of the local estimator to remove such sea clutter anomaly.
2) TanDEM-X: In order to test the fit of the pdfs in X-band and with dual-polarimetric data, TanDEM-X images were acquired during winter 2012/2013. Two locations in the North Sea close to Aberdeen (Scotland) and Boknafjorden (Norway) were selected. For all the images, the azimuth resolution is 6.7 m, whereas the slant-range resolution is 1.1 m (i.e., the chirp bandwidth is ∼150 MHz). The swath width is 15 km, and the length of the strip is 50 km. The image NESZ should be around −21 dB. Two polarimetric channels HH/VV were considered. Table II summarizes further details regarding the acquisitions.
The analyzed images contain 13 validated vessels and one buoy. The RGB composite image is shown in Fig. 6 . Since quad-polarimetric data are not available, a different color coding is exploited: Red is the intensity of HH − V V , green is the magnitude of the correlation between HH and V V (| HH · V V * |), and blue is the intensity of HH + V V . White rectangles and circles represent again vessels and azimuth ambiguities, respectively. The white diamond in the Aberdeen scene is a buoy with 2 m × 2 m dimensions, whereas the diamonds in the Boknafjorden scene are small islands/rocks.
3) AIS Data: In the four scenes exploited, 44 vessels had an operating AIS. Matching the AIS positions with points on radar images is not a trivial task. There are several factors that impede an easy matching. Initially, the ship GPS position is not updated continuously but with intervals that can be up to 15 min in the areas under analysis. In such a time gap, the ship can travel significantly. Additionally, a ship moving along the range direction will be mislocated in the SAR image. In this analysis, several AIS positions were recorded, starting from 20 min before and after the actual acquisitions, and this time series of positions were used to take into account possible delays of the AIS in transmitting the vessel location.
In the Aberdeen scenes, most of the vessels are multipurpose vessels, providing services to the oil rigs, and their length ranges from 75 to 122 m. Interestingly, in such scene, there is also a small buoy (2 × 2 m) close to the shoreline. In the Boknafjorden data set, there is a variety of multipurpose and tankers. One of the vessels is a standby safety vessel of 47 m. Three vessels are between 50 and 100 m long, and two are around 265 m long. In the RADARSAT-2 2013 data set, the vessels are either oil tankers or general cargoes. Two vessels have length less than 100 m, five are between 100 and 160 m, and the last is 230 m, Finally, in the RADARSAT-2 2014 scene, most of the vessels are oil tankers or carriers. Two vessels are less than 100 m, six are between 100 and 150 m, ten are between 150 and 200 m, and the other three are more than 200 m.
B. GP-PNF Results
In order to gain a better understanding of the detector, P t and γ n are analyzed. Additionally, it is interesting to know if γ n is able to provide a good visual contrast that may be beneficial in case the detection masks are visually inspected by an analyst. The parameters used in all the following analysis are listed in Table III . In the table, the window sizes are given in pixels. W small is the window used for generating t, whereas W big is used to calculatet sea . W guard represents the guard window, and W ring expresses how far the training ring area goes after the guard window.
1) RADARSAT-2:
The images of P t and γ n are presented in Figs. 7 and 8 . The GP-PNF employs a test window of 11 × 11 pixels and a training window of 51 × 51 pixels [30] . The value of RedR is equal to 0.1. This value is different from the one previously exploited, and it was chosen merely because it provides a distribution of γ n (for the sea clutter) around 0.1.
As expected, the output of P t and γ n are fairly similar; this is because the two images are completely correlated (i.e., they are linked by a deterministic transformation). All the validated vessels can be visually identified in the γ n images, and an eventual manual setting of the threshold seems to be relatively trivial. It can be observed that some areas on the sea can have values of P t as small as −60 dB. The fact that P t is smaller than the noise floor is justified by the notch filtering procedure that only considers the component of the target orthogonal to the clutter background. It is also clear that P t could be used alone for producing images with enhanced contrast between sea clutter and vessels.
C. TanDEM-X
The output of the GP-PNF on dual-polarimetric TanDEM-X data is presented in Fig. 9 . The images of P t are omitted for brevity. Several vessels are visible in the Pauli RGB images. The resolution of TanDEM-X is higher, allowing larger averaging. The GP-PNF exploits 33 × 33 pixels for the test and 151 × 151 pixels for the training. Using large windows without losing any vessels helps removing more speckle, and it eliminates small heterogeneity and artifacts that may affect the results as false alarms. The RedR used for such images is 0.001. This is because the clutter background for TanDEM-X is much lower than in the case of RADARSAT-2, due to the much higher average exploited. Again, the selection of RedR is merely related with setting the γ n distribution around 0.1.
D. Test of Fit for Distributions 1) RADARSAT-2:
The area used to derive the histograms and the distribution parameters are indicated by red rectangles in the Pauli RGB images. Such areas were selected since they appear relatively homogeneous; however, some heterogeneity can still be observed.
The first test considers the components of the target vector t t . The plots of the real and imaginary parts of the first three components of t t in a randomly generated basis are presented in Fig. 10 .
Again, circles represent data histograms, and solid lines are the fitted Gaussian distributions. It can be observed that the zero-mean Gaussian distribution fits adequately the histograms, although it is possible to observe that the theoretical pdf are slightly more disperse than the data. This may be due to the fact that the 11 × 11 pixels considered for average are not independent; therefore, they correspond to a much smaller average. Moreover, data heterogeneity may impact the estimation of the distribution parameters.
In order to check that the number of pixels is the main cause of the difference between histograms and the pdf, a test is performed using 31 × 31 pixels for t and 151 × 151 pixels for t sea . The results (see Fig. 11 ) show that the fit improves, as for the simulated data.
Figs. 12 and 13 present the normalized histograms of P t and the fitting with Γ distributions (exploiting 11 × 11 and 31 × 31 boxcar windows, respectively).
The fit of the pdf is visually adequate but not perfect. In particular, it appears that the peak of the distribution is slightly higher, which is indicative that the theoretical pdfs have larger variance. This is in line with the previous analysis of the target components. Another possible reason for such mismatch is a wrong estimation of N . The latter is obtained assuming a homogeneous Gaussian scattering; therefore, small heterogeneity in the data can introduce errors in estimating N , which have impact on the pdf variance. To sum the integrals numerically, cumulative sums are exploited. For this reason, it is interesting to understand the impact of such estimation errors on the cdf. These are plotted in Figs. 12 and 13 .
To extract some quantitative results, two goodness-of-fit tests, the Kolmogorov-Smirnov and the χ 2 test (with 50 samples and a size of 0.05) are exploited. The tests were passed for both the histograms.
Finally, the test of fit for the output of the notch filter is investigated. This is the most important analysis since the final statistical test is set on γ n . Figs. 14 and 15 present the pdf and cdf of γ n .
Interestingly, the distribution appears to have a good fit, and the previous problem of larger variance of P t seems not to affect significantly the distribution of γ n . As for the previous case, the two goodness-of-fit tests were passed.
As a final remark, a larger variance of the estimated pdf will have the effect to have a CFAR test that is more conservative. This means that the threshold will be set higher rather than lower, which provides an actual P f smaller than the selected one. P f clearly decreases at the expenses of a decrease in P d as well.
E. TanDEM-X
Figs. 16-18 present the fit of the data histograms with the derived pdfs. The cdfs are omitted for brevity. The fits appear better than with RADARSAT-2 data. This is due to a higher number of samples used for the average (allowed by the higher resolution of TanDEM-X).
F. Detection Results

1) RADARSAT-2:
The CFAR is performed with P f = 10 −6 , whereas the LR exploits a size α = 0.9 and P min t = 3 · 10 −4 . The result of the detection exploiting guard windows is presented in Figs. 19 and 20 . The guard area is 40 pixels wide (around the test area), and the training area is a ring that is 20 pixels large (around the guard area). This provides 2000 samples to estimate t sea .
It can be observed that the CFAR test presents some false alarms. The images are roughly composed of 3000 × 5000 pixels, which provide around 15 million pixels. Considering the setting P f = 10 −6 , around 15 false alarms are expected. They mostly come as single points, and therefore, they could be eliminated with a morphological filter; nevertheless, it is valuable to also have a solution that does not rely on morphological filters. Moreover, testing the detector with lower values of P f showed that few false alarms are not eliminated, unless the value of P f becomes unreasonably small (e.g., 10 −20 ). From this, it could be concluded that such points do not belong to the sea clutter distribution, but they are outliers, i.e., consequence of some small heterogeneity or image artifacts (that are always present in SAR images). Since they have a different distribution, they are conceptually targets for the statistical tests. To reject them from the masks, some a priori information regarding "proper targets" is needed. This is the reason why a statistical test based on a LR is exploited. The empirical value used here for P min t is 3 · 10 −4 since this was showing good rejection of artifacts. The result of the LR mask illustrates how all the false alarms are eliminated, and none of the targets are lost (i.e., perfect detection performance with P f = 0 and P d = 1). It has also to be said that one azimuth ambiguity is detected. This means that another detection stage aimed at cleaning azimuth ambiguities has to be carried out [43] . 
G. TanDEM-X
This section presents the results of the detection on TanDEM-X data (see Figs. 21 and 22 ). Considering the resolution is different, the guard window now is 120 pixels around the test area, and the training area is 60 pixels around the guard area.
Again, it appears that the CFAR presents some false alarms, due to the large amount of pixels in the image and the presence of image artifacts. In order to remove them, the LR test can be applied. The value of P min t is again chosen equal to 3 · 10 −4 . Clearly, the value of P min t may depend on the sensor and the dimension of the test window (since larger windows are able to average out more point-like anomalies); however, here, the same value is used for simplicity, and the issue of optimizing it depending on the specific detection task is left as a future work. The detection result is again excellent, with P f = 0 and P d = 1. However, as aforementioned, azimuth ambiguities are detected as for the previous case.
As a final remark, it is interesting to notice that γ min n resulting from the use of P t is actually lower than the mean of the γ n histogram in the red rectangle. This means that using γ min n as a brute threshold (without exploiting the LR test) would result in an enormous number of false alarms.
H. Comparison With Single Channel Detectors
In this section, a comparison of the new statistical tests with a CFAR applied on single channel intensity images is presented. The distribution exploited for the analysis is the K-distribution, the probability of false alarms is set to P f = 10 −4 , and the integral are solved analytically. Such detectors were selected because the K-distribution was observed to model the sea clutter accurately [1] , [44] and the numerical solution does not imply any assumption that may not be fulfilled in these specific data sets. The CFAR test was carried out on SLC intensity of each of the polarimetric channels separately. Image filtering was not changing dramatically the detection masks unless the average was more than 15 × 15 pixels (when the performance were getting lower). Fig. 23 shows the detection masks for the four scenes, choosing the polarization channel that gives the best detection (the other masks are omitted for the sake of brevity). Finally, all the detection results are summarized in Table IV . In Fig. 23 , the stars indicate vessels that were not detected (i.e., missed detection). With TerraSAR-X data, the detection performance appear relatively similar with only one target missing in the HH CFAR mask. This is a small metallic buoy that is 2 × 2 m large. A reason for such similar performance is that the areas were the vessels are located in the TerraSAR-X scenes present a sea state that is not very high. On the other hand, on the RADARSAT-2 data sets, where the sea state was rougher, the performances are different. Here several missed detections can be counted. In the scene from 2013, one missing vessel labeled as "2" is a 105-m-long oil tanker traveling at about 20 km/h, whereas the vessels "1" and "3" were not providing any information regarding type and dimensions but only location (we could guess that they are smaller boats). In the 2014 scene, the missing vessel labeled as "1" is a 44-m-long trawler, "2" is a cargo 80 m long traveling at 10 km/h, and "3" is an oil tanker 140 m long traveling at 21 km/h.
VII. DISCUSSIONS
Few conclusions can be drawn regarding the fit of the derived pdfs.
• Simulated data: The fit with Monte Carlo simulation is excellent, suggesting that the analytical derivation using the proposed assumptions is valid.
• Number of looks exploited: From simulations and tests on real data, the derived pdfs seem to not fit properly the data histograms when not enough samples are used. In particular, it appeared that the fitting was good with 25 independent samples and started to show some problem with less than nine independent samples. This expected behavior has the consequence of broadening the estimated pdf, and it is an indicator that the statistical tests cannot be used rigorously if the average is higher than nine equivalent looks. In a CFAR test, the effect of the broadened variance leads to a more conservative setting of the threshold that will be higher than necessary. This will return a P f lower than the selected one (which is not problematic), but it may also lower P d . On the other hand, it has to be said that smaller averages would facilitate the detection of weak targets, which eventually may compensate the lost due to an higher threshold. In order to be able to state precisely which is the smallest window that should be used, much more data have to be analyzed. Therefore, this is left as future work.
Some conclusions could also be drawn regarding the results provided by the detection masks.
• The CFAR test seems to show several false alarms in all the detection exercises (except the TanDEM-X Aberdeen test site where the wind conditions were lower). The false-alarm rate is fixed to P f = 10 −6 . One explanation to such false alarms is the large amount of pixels in the image (tens of millions). However, some of the false alarms cannot be removed unless the value of P f becomes extremely small. Therefore, we could conclude that such pixels do not belong to the same distribution of the clutter but are outliers. A reason for such outliers can be image artifacts. To reject such pixels, it is possible to exploit some erosion morphological filters. However, in order to not rely on morphological filters, another solution is proposed, considering a NP test on the LR.
• The LR test is based on the idea that a point to be called target should present a minimum power P min t
. The selection of P min t depends on the likeliness of having artifacts in the image (closeness to a city), the window size (which helps averaging them out), and the sensor characteristics. The value used in this paper is the same for both satellites and was empirically derived. It could be improved once much larger data sets are analyzed.
• The comparison with single channel detectors showed that the use of polarimetric data is particularly beneficial when the detection is aimed at small or fast moving targets in high sea clutter. In situations where the sea clutter is low and the vessels do not move fast, probably a singlechannel detector may be sufficient.
VIII. CONCLUSION
In this paper, two statistical tests for the ship detector based on the GP-PNF were devised. The pdf of γ n (i.e., the output of the GP-PNF detector) was derived. The pdf of P t (i.e., the power of the target in the polarimetric subset perpendicular to the sea clutter) was analytically derived as a Γ distribution (provided that the averaging exploited contains more than nine independent pixels). Second, the pdf of γ n can be derived with a transformation of RVs. Two NP tests were proposed to set the threshold on γ n following a CFAR or using an LR.
The pdfs and statistical tests were tested with Monte Carlo simulations and real data. Two RADARSAT-2 fine quadpolarimetric and two TanDEM-X dual-polarimetric HH/VV acquisitions were considered. The data presented fairly high values of sea clutter, which were beneficial to test the performances of the tests in more challenging scenarios.
The fit of the pdfs showed good visual results, with theoretical pdfs that were following narrowly the data histograms. In order to obtain some quantitative results, the two sample Kolmogorov-Smirnov and the χ 2 goodness-of-fit tests were executed and passed. The statistical tests were finally used to obtain detection masks. The CFAR test presents some false alarms, probably linked to the presence of small-scale heterogeneity or artifacts. On the other hand, the LR test presents a perfect detection performance (if the azimuth ambiguities are not considered) with P f = 0 and P d = 1. Some azimuth ambiguities were detected since they are replicas of ship signatures, and therefore, they triggered detection. This means that some postprocessing or preprocessing algorithms should be carried out to remove azimuth ambiguities.
APPENDIX
The derivation of f Γ n (γ n ) as a transformation of f P t (p t ) is provided in this section. The theorem of transformation of RVs states that f Γ n (γ n ) = f P t (p t )(∂p t (γ n )/∂γ n ), where p t (γ n ) is the solution of γ n (p t ), and ∂ denotes derivative.
The solution of γ n (p t ) iŝ
The pdf of P t is a Γ, and it can be written as
After substitutingp t , the expression becomes
The derivative of the transformation γ n (p t ) is
Multiplying together the last two expressions, it is possible to obtain the following:
Such expression can be simplified by obtaining
