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Abstract
Purpose Surgical instrumentation for adolescent idiopathic
scoliosis (AIS) is a complex procedure where selection of
the appropriate curve segment to fuse, i.e., fusion region,
is a challenging decision in scoliosis surgery. Currently, the
Lenke classification model is used for fusion region evalua-
tion and surgical planning. Retrospective evaluation of Lenke
classification and fusion region results was performed.
Methods Using a database of 1,776 surgically treated AIS
cases, we investigated a topologically ordered self organizing
Kohonen network, trained using Cobb angle measurements,
to determine the relationship between the Lenke class and the
fusion region selection. Specifically, the purpose was twofold
(1) produce two spatially matched maps, one of Lenke clas-
ses and the other of fusion regions, and (2) associate these
two maps to determine where the Lenke classes correlate
with the fused spine regions.
Results Topologically ordered maps obtained using a multi-
center database of surgically treated AIS cases, show that
the recommended fusion region agrees with the Lenke class
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except near boundaries between Lenke map classes. Overall
agreement was 88%.
Conclusion The Lenke classification and fusion region
agree in the majority of adolescent idiopathic scoliosis when
reviewed retrospectively. The results indicate the need for
spinal fixation instrumentation variation associated with the
Lenke classification.
Keywords Adolescent idiopathic scoliosis ·
Neural network · Lenke classification ·
Fusion level · Computer-aided decision
Introduction
Adolescent idiopathic scoliosis (AIS) is a complex three-
dimensional (3D) deformation of the natural shape of the
spinal column. AIS patients have pathological spinal curves
in the coronal plane, alterations of the kyphosis or lordo-
sis in the sagittal plane, and rotations of the vertebrae. The
surgical instrumentation for the AIS is a complex procedure
involving many difficult decisions, such as the spinal seg-
ments to instrument, the type/location/number of hooks or
screws, the rod diameter/length/shape, the implant attach-
ment order, and the amount of rod rotation [1]. The goal of
the surgery is to perform a stable correction of the spinal
deformity while leaving as many mobile spinal segments as
possible. The selection of the appropriate spinal region to be
fused remains a challenging decision in scoliosis surgery. As
an illustration of this challenge, Fig. 1 shows a radiograph of a
spine severely deformed by scoliosis (Fig. 1a) and a series of
radiographs in which spines are straightened using different
instrumentations (Fig. 1b–e). The attachments vary accord-
ing the location as well as the severity and the geometry of
the deformity.
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Fig. 1 a Pre-surgery severely deformed scoliotic spine; b surgery corrected spine by implants at selected appropriate segments; c–e three different
cases of surgery corrected scoliosis spines
Fig. 2 The chart describing the criteria of the Lenke curve classification [10]
Currently, the Lenke classification model is prevalent in
surgical planning to determine the appropriate region of the
spine to be fused. The Lenke model is described by a chart,
called the Lenke chart, which specifies the criteria to separate
the spine curve shapes into six different types. A Cobb angle
characterizes the spine curve in one of three spine regions,
namely, the proximal thoracic (PT) defined between the 2nd
and 5th thoracic vertebrae (T2-5), the main thoracic (MT)
defined between the 5th and 12th thoracic vertebrae (T5-12),
and the thoracolumbar/lumbar (TL/L) between the 10th tho-
racic and the 2nd lumbar vertebrae (T10-L2).
As shown in Fig. 2, the curves are classified as major or
minor, with the largest curve by Cobb angle measurement
being designated the major curve. The minor curves are fur-
ther classified as structural or non-structural depending on the
curve flexibility and sagittal alignment. The classification is
performed using strict cut-offs of the Cobb angle measure-
ments on the coronal and the sagittal X-rays. However, there
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is a well known variability in Cobb angle measurements,
which some studies have evaluated to be up to 10◦ [2,13].
Therefore, and paradoxically, the Lenke classification relies
on strict rules applied to measurements subject to high vari-
ability. In turn, this can cause an undesirable variability in
the treatment.
For instance, according to this chart, a difference of as
little as one degree in the T10-L2 kyphosis measurement
(structural criteria in Fig. 2) can turn a Lenke 4 classification
into a Lenke 2, resulting into two different fusion recom-
mendations. Such a variability in surgical planing and treat-
ment of AIS has been of concern in clinical practice [1,22].
For instance, in [22], five AIS cases have been proposed to
thirty-two experienced spinal deformity surgeons for surgi-
cal planning. The authors demonstrated a high variability in
the number of implants used and in the fusion region selected.
The Lenke et al. [11] study found that the Lenke classifica-
tion system predicted the appropriate treatment of the fused
region in only 90% of the 606 AIS cases treated surgically
by multiple centers.
A few studies have investigated clustering of spinal geo-
metrical 3D descriptions [5,24] to identify a number of AIS
Lenke spine deformity classes and to classify the AIS cases
according to their severity [16]. However, these studies did
not address the relationship between the AIS classes and the
surgical treatment.
Using a large database of surgically treated AIS cases,
our present study investigates a topologically ordered self
organizing Kohonen network, trained using Cobb angle mea-
surements, to determine the relationship between the Lenke
classification and the fusion level selection. There are two
main benefits of using a Kohonen network. First, it is an effi-
cient unsupervised classifier [6] and, second, it provides a
two dimensional visual display of the results which can be
convenient to clinicians.
Specifically, the purpose of this study is twofold (1) pro-
duce two spatially matched maps, one of Lenke classes and
the other of fusion levels, and (2) associate these two maps
to determine where the Lenke classes correlate with the
fused spine regions and where they do not. Our hypothe-
sis is that comparing topologically ordered self organizing
neural maps of AIS Lenke classes and their corresponding
fusion region selections can afford a useful description of
the instrumentation variability. In a clinical application, the
Kohonen maps can be used to determine, for a given AIS
case to treat, which cases of the database are most similar
and, therefore, which surgical treatment is most appropri-
ate because these maps not only show the Lenke classes
similarity but also the corresponding fusion region region
variability.
The remainder of this paper is organized as follows:
The second section explains the Kohonen neural network.
The third section describes the database and the fourth
section presents results. Finally, the fifth section con-
tains a discussion, a conclusion, and an outlook on future
work.
The Kohonen neural network
The Kohonen neural network [6], also called the Kohonen
associative memory, and self organizing map (SOM), has
been the focus of an impressive number of studies in a vari-
ety of fields such as optimization, pattern recognition, image
processing, and robotics. The bibliography of Oja et al. [19]
for instance, gives an addendum of 2,096 references to a
previous compilation of 5,384 scientific papers where the
Kohonen network is used.
The Kohonen neural network [6], implements a clustering
algorithm similar to K-means [4,12,21]. It is also a vector
quantizer because it represents a given large collection of
data patterns by a small set of representative patterns of the
same dimension [7,16,17,23]. In coding theory these repre-
sentative elements are often called code words and form the
code book. The nodes in a Kohonen network are organized in
a one- or two-dimensional array as shown in Fig. 3. The net-
work can be viewed as an associative memory which encodes
input patterns in the form of weight vectors stored at its nodes.
The weight vectors are of the same dimension and nature
as the input patterns. A characteristic of the Kohonen asso-
ciative memory is its self-organizing topological ordering:
neighboring nodes encode neighboring weight values, creat-
ing a spatial ordering among nodes.
The algorithm to build a Kohonen map from training data
is given in the “Appendix”.
Kohonen map quality: topographic error
A useful indicator to evaluate the quality of a trained Koho-
nen network is the topographic error. This error measures the
Fig. 3 A two-dimensional Kohonen memory of J nodes. X =
(x1, x2, ..., xI ) is an input data vector of dimension I and W j =
(w1 j , . . . , wI j ), the output of the training, are the weight vectors stored
at nodes j = 1, . . . , J . j∗, the winner node, contains the weight vector
closest to the current input X
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Table 1 Fusion region categories: five fusion patterns were determined
based on which curve segments were fused, annotated F1–F5 [20]
Fusion region Lenke class Fused curve
F1 Lenke 1 MT
F2 Lenke 2 PT and MT
F3 Lenke 3 and Lenke 6 MT and TL/L
F4 Lenke 4 PT, MT and TL/L
F5 Lenke 5 TL/L
proportion of all data vectors for which the first and second
best-matching units (BMU) are not adjacent vectors [25,27],
i.e., the proportion of all data vectors for which the first and
second nearest neighbor nodes are not adjacent nodes in the
Kohonen map. The topographic error is calculated according
the Eq. 1:
T _error = 1
N
N∑
i=1
u(Xi ) (1)
where the function u(Xi ) is equal to 1 if Xi data vector’s first
and second BMUs are adjacent, and 0 otherwise.
Kohonen agreement map
The Kohonen network is trained using the Cobb angles. The
training algorithm does not use the Lenke class and the fusion
region information. However after training, we project the
Lenke classes to obtain a Lenke class map. We also project
the fusion levels to obtain a spatially matched fusion region
map. From these we build an agreement map as follows:
let l( j) be the Lenke class at node j , f ( j) the fusion level
label, and a( j) the agreement label. Then, a( j) = 1 if l( j)
agrees with f ( j) and 0 otherwise (Fig. 6a). Agreement is
determined according the correspondence in Table 1.
The database
The Kohonen map is trained using a database of 1,776 sur-
gically treated AIS cases. The cases were extracted from
a multi-center collection developed by the members of the
Spinal Deformity Study Group (SDSG). The database con-
tains the patients complete information such as demographic
characteristics, the deformity Lenke class, and surgical pre-
and post-operative summary. The prevalence of the six Lenke
classes in the database are different (Lenke 1: 46.2%, Lenke
2: 21.8%, Lenke 3: 7.3%, Lenke 4: 3.5%, Lenke 5: 12.8%,
and Lenke 6: 7.5%).
The database also contains radiographic measurements,
in particular the eight Cobb angles which we used to train
the Kohonen maps, namely,
– On the coronal plane: Pt , Mt and T t , which are the
proximal thoracic, the main thoracic, and the thoraco-
lumbar/lumbar angles, respectively.
– On side-bending radiographs on the coronal plane: PtB ,
MtB , and T tB which designate, respectively, the prox-
imal thoracic, the main thoracic, and the thoracolum-
bar/lumbar angles.
– On the sagittal plane: PtH and MtH which, respectively,
are the proximal thoracic and the main thoracic kyphosis
angles.
For the PtH and the MtH angles, the sign is important
because it differentiates between lordosis and kyphosis.
We generated five fusion region categories using criteria
extracted from peer reviewed articles [3,8,14,15], confirmed
by a senior orthopaedic surgeon (co-author H. Labelle), and
compiled in [20]. The fusion regions are based on the curve
segments fused as detailed in Table 1. PT curves were con-
sidered fused if the upper instrumented vertebra (UIV) was
above or included T3. MT curves were considered fused if the
UIV was between T4 and T9 and the lower instrumented ver-
tebra (LIV) was above L2 included. TL/L curves were con-
sidered fused if the UIV was below T10 or the LIV was below
or included L3. Specific clinical details on fusion region cat-
egories can be found in [9].
Experimental results
The Kohonen map is trained using the Cobb angle measure-
ments in the database. Training required several experiments
to determine the network size to obtain convergence of the
weights to their final value and topological ordering. This is
done by making several passes through the entire database
of Cobb angles. Figure 4a, b show the Lenke class map after,
respectively, one pass and ten passes, and Fig. 4c shows the
final map.
The label in each node designates the Lenke class: it is the
Cobb angle related class most frequently projected on the
node. A node has no label as long as it has not been the site
of a Cobb angle projection. Figure 4a–c illustrate the pro-
gressive appearance of clusters of nodes with the same label,
i.e., the self organizing property of the Kohonen network.
The trained map was a 9 × 8 (72 nodes) network of hexago-
nal nodes, obtained after a duration of 45 passes trough every
item of the Cobb angle measurements database.
The size of the map is generally chosen empirically: sev-
eral sizes are tried out and the one which produces the small-
est topographic error (Eq. 1) is retained. The topographic
error (T _error) for the trained map is 0.02, which means that
for 2% of the training data, the first and second nearest neigh-
bor nodes in the Kohonen map are not spatially adjacent.
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Fig. 4 The Lenke map training:
a after one pass through the
Cobb angle database, b after ten
passes, and c the final map (after
45 passes)
Each of the eight first sub-figures of Fig. 5 corresponds
to one of the Cobb angles. In each sub-figure, a hexagon
is a node (map unit) containing a normalized angle value.
The last sub-figure is the Lenke class map which we recall is
determined using the vector of Cobb angles. For example, the
map unit in the top left corner of the Lenke map is labeled as
Lenke type 2. This map unit has high values of Mt (top row,
second map) and PtB (second row, first map) but a relatively
low PtH value (Third row, first map).
As mentioned earlier (Kohonen agreement map section),
once the Kohonen network is trained, we project the Lenke
classes to obtain the Lenke class map, and also project the
fusion levels to obtain a spatially matched fusion region map.
The node labels in Fig. 6 indicate the Lenke classes (Fig. 6a)
and the fusion region categories (Fig. 6b). A node is labeled
according to the most frequently projected class. Figure 6c
is the agreement map. The agreement map is labeled “1” at a
node where there is an agreement between the corresponding
Lenke class and fusion region.
Table 2 is a confusion matrix resulting of the agreement
map: the element of row r and column c indicates the num-
ber of network nodes (Fig. 6) assigned a fusion c for a Lenke
class r . For instance, the first row shows that there are 26
nodes (out of 37) of Lenke 1 which agree with a Fusion 1.
The other nodes do not agree with the Fusion 1 categoriza-
tion. Instead, 6 nodes suggest a Fusion 2, 4 nodes a Fusion 3,
and 1 node suggest a Fusion 5. This correspondence high-
lights the fusion region variabilities caused by the strict cut-
off rules of the Lenke classification scheme. In contrast, all
nodes for Lenke 5 agree with Fusion 5. Note that the Len-
ke 3 and the Lenke 6 classes are instrumented in the same
way.
Discussion and conclusion
Figure 5 reveals that the Kohonen maps trained using the 8
cobb angles was able to automatically regroups AIS cases
of the database into nodes which mainly conserved neigh-
boring of similar curves. Each of The sub-figures of Fig. 5
corresponds to one of the Cobb angles. In general, the Cobb
angle transitions in the map are smooth between neighboring
nodes. This is in contrast with the strict cut-off rule used by
the Lenke classification.
The spatial ordering of the maps is obvious in Fig. 6: In
one map, Fig. 6a neighboring nodes have neighboring Len-
ke classes and, in the other map, Fig. 6b, neighboring nodes
have neighboring fusion level categories. For example, in
Fig. 6a, the Lenke 4 class (a triple major curve), at the upper
right corner, is surrounded by Lenke 3 class nodes (double
major curve). These two curve types are indeed similar. Each
curve type is found in a specific area of the SOM when major
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Fig. 5 Cobb angle map visualization: each of the first eight sub-figures corresponds to one of the Cobb angles. In each sub-figure, a hexagon is a
node (map unit) containing a normalized angle value. The it last sub-figure corresponds to the Lenke classes
Fig. 6 a The Lenke map; the
numbers correspond to the label
of the Lenke class; b the fusion
level map; the numbers
correspond to the labels of the
fusion region; c the agreement
map: a label “1” at a node
indicates an agreement between
the corresponding Lenke class
and fusion level at that node
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Table 2 Confusion matrix resulting from the Lenke class map/fusion
level map via the agreement map (Fig. 6c)
Lenke
class
label
Segment to be fused label
Fusion 1 Fusion 2 Fusion 3 Fusion 4 Fusion 5
Lenke 1 26 6 4 0 1
Lenke 2 1 15 0 0 0
Lenke 3
and 6
1 0 7 1 0
Lenke 4 0 0 0 1 0
Lenke 5 0 0 0 0 9
curve tagging is applied. Middle and left areas of the map are
majorally composed of AIS cases with thoracic curves (Len-
ke 1 et Lenke 2). The right side of the map is mainly composed
of curve types with lumbar and multiple segments curve
types.
The association of the two maps which, we recall, have
been trained on the 8 Cobb angles measurements, shows
coincidence of the Lenke class and the proper fusion level
category everywhere except at the borders between classes,
i.e., the fusion region category variability occurs at the bor-
ders between the Lenke classes. Table 2 shows the count
of agreements between the Lenke class map and the fusion
category map. The agreement percentage is 88%. The 12%
non-agreement highlight the fusion region variability caused
by the strict cutoff rules of the Lenke classification scheme.
Note that our results confirm the clinical study of Lenke [8],
the subject of which was to test the ability of the Lenke
classification model to correlate with regions of the scoli-
otic spine to be fused. Lenke reported an average agreement
between the fused spine regions and the Lenke classes of
90% on a set of 606 AIS cases treated surgically by multiple
centers.
In summary, we trained a network using a database of
Cobb angle measurements which resulted in two spatially
matched maps, one of Lenke classification and the other
of fusion region category. The association of the two maps
showed that the Lenke class coincides with the proper fusion
level category except at the borders between classes., i.e.,
the fusion level category selection variability occurs at the
borders between the Lenke classes. Therefore, surgery plan-
ning could benefit from such map associations, by comparing
treatment outcome from similar patients receiving different
treatment.
This study can be improved by training on a larger data-
base according to the prevalence of the six Lenke classes
reported in the literature [11] and by investigating finer map
labeling which would reflect the finer categorization of the
lumbar spine modifier (A, B, or C), and the sagittal thoracic
modifier (−, N, or +) to the Lenke classes.
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Appendix: Kohonen map training algorithm
Let X =(x1, x2, . . . , xI ) be an input data vector of dimension
I . The Kohonen training algorithm is based on competitive
learning [18,21]. The weight vectors W j = (w1 j , . . . , wI j )
stored at nodes j = 1, . . . , J are the output of the training.
The nodes are organized in a two-dimensional [Nl × Nc]
matrix. After the weights are initialized to small random val-
ues, the training process iterates two steps until convergence,
one to find the node, j∗, that contains the weight vector clos-
est to the current input X , and the other to update the weight
vectors at each node j of the memory according to:
wi j (n + 1) = wi j (n) + (n)h(n) j, j∗(xi (n) − wi j (n)) (2)
where n is the iteration number and,
h j, j∗(n) = exp − || j − j
∗||2
2σ(n)2
(3)
(n) = 1
(
2
1
) n
nmax
, σ (n) = σ1
(
σ2
σ1
) n
nmax (4)
We used the Euclidian distance to measure weight vectors
proximity.
d(X, W j )2 =
I∑
i=1
(xi − wi j )2 (5)
Function h j, j∗ , called the neighborhood function, acts as a
smoothing kernel and defines the influence of node j∗ on
node j during update at j . It decreases with increasing grid
distance between nodes j∗ and j . It depends on a parameter
σ(n) which decreases with the number of iterations between
values σ1 (initial value) and σ2 (final value) (Eq. 4). The (n)
parameter modulates the update amount of the weights; it
varies with the number of iterations from 1 (initial value)
to 2 (final value) (Eq. 4). σ1, σ2 and 1, 2 affect both the
initial conditions and the duration of the update iterations.
Therefore, they affect the algorithm convergence and topo-
logical ordering. They must be chosen appropriately, and this
is done empirically.
Once the training is performed, the map nodes are labeled
using the training data. The training data are projected on the
Kohonen map and a node is labeled according to the most
frequently projected class, a procedure known as majority
voting [26].
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