Abstract-A spectrum analyzer requires a high linearity to handle strong signals, and at the same time a low NF to enable detection of much weaker signals. This is not only important for lab equipment, but also for the spectrum sensing part of cognitive radio, where low cost and integration is at a premium. Often there is a trade-off between linearity and noise: improving one degrades the other. Crosscorrelation can break this trade-off by reducing noise at the expense of measurement time. An existing RF frontend in CMOS-technology with dBm and dB is duplicated and attenuators are put in front to increase linearity to dBm. The attenuation degrades NF, but by using crosscorrelation of the outputs of the two frontends, the effective NF is reduced to around 5 dB. In total, this results in a spurious-free dynamic range of 88 dB in 1 MHz resolution bandwidth.
I. INTRODUCTION

S
PECTRUM SENSING is one of the key features that defines cognitive radio (CR): a new paradigm targeting more efficient use of the spectrum by opportunistically using available frequencies, instead of the static frequency assignment that is in common use today. A CR-implementation may benefit from a spectrum analyzer (SA) of some form to find unoccupied bandwidth (also known as "spectrum hole" [1] , "white space" [2] , or "white spot" [3] ). In contrast with lab equipment, where power consumption and costs are not a primary concern, a SA for CR should be low-cost, compact, and low-power. Because CRs will also require a fair share of digital signal processing (DSP), CMOS-technology seems like the ideal candidate. However, CMOS has its limitations, especially in terms of linearity due to the low supply voltage. It is shown in [3] that, depending on the spectral location of strong signals, each white spot poses different linearity requirements, some of which cannot be met with state-of-the-art receivers. These spots, e.g., where third-order intermodulation (IM3) distortion occurs, can be identified with a SA [3] , [4] , but to avoid false alarms, the SA should not suffer itself from the distortion. Attenuation of the input signal lowers the distortion components, but raises the noise floor, which obscures weak signals and therefore causes missed detections.
This noise-linearity trade-off is captured in the spurious-free dynamic range (SFDR), which is defined as the difference in decibels between the strongest and weakest signal that can be detected at the same time [5] . The importance of a large SFDR is stressed by the observation of the Federal Communications Commission (FCC) that industrial prototypes were able to detect very weak signals in an otherwise clean spectrum, but failed in the presence of a large interferer [2] . The SFDR is limited by non-linearity (IIP2, IIP3) and noise (both thermal and phase noise) [6] . Definitions of SFDR differ between fields (e.g., for analog-to-digital converter (ADCs), only the non-linearity is taken into account, and not the noise) and even between authors in the same field (e.g., for receivers, Razavi [7] includes minimum SNR for demodulation, while Lee [5] does not). We assume the definition as used for the SFDR in SA-datasheets, where it is taken that distortion and noise floor are at the same level. The following equation for the SFDR is valid if it is limited by NF and IIP3 [5] , [6] ( 1) where is the resolution bandwidth (RBW).
In this paper we will demonstrate that it is possible to improve both linearity and noise of a SA, and hence SFDR, by using two identical RF-frontends in combination with attenuators and crosscorrelation. At the expense of increased measurement time, compared to the single RF-frontend [8] , a 13 dB higher IIP3 can be obtained without compromising noise performance, increasing SFDR by 9 dB. Part of this paper is also presented in [9] , but here we add 1) an analysis of impedance matching and measurements thereof, 2) the principle of phase noise reduction and measurements thereof, 3) a discussion on digital correlator architectures, and 4) comparison of calculations of NF (before, during, and after correlation) and IIP3 with new measurements. Fig. 1 . The FXC first calculates the (windowed) Fourier transforms of the incoming samples to arrive at a cross-spectrum, and then averages several cross-spectra to lower the variance.
Section II briefly explains the basics of crosscorrelation and its DSP-implementation. Section III discusses the implementation of our crosscorrelation spectrum analyzer (XCSA), followed by an analysis of its expected performance in Section IV and measurement results in Section V. We end with conclusions in Section VI.
II. CROSSCORRELATION
Since crosscorrelation is such an important topic in our design, we will first briefly consider its mathematical background in Section II-A and its DSP-implementation in Section II-B. We will continue with the important relation between crosscorrelation and NF in Section II-C, followed by a discussion on the sensitivity limit of crosscorrelation in Section II-D. We wrap up this section with an analysis on the impact of receiver mismatch in Section II-E.
A. Mathematical Background
The Wiener-Khinchin theorem states that the power spectrum and the autocorrelation function (acf) form a Fourier transform pair [10] : (2) with the acf defined as (3) Assuming ergodic processes, the time average of one realization equals the ensemble average (4) where is the measurement time. This means that an estimate of the acf can be made by observing one realization for a certain amount of time. Since the observation time is limited, the Fourier transform can only be approximated. To reduce the spectral leakage that is caused by the convolution with the finite time window, windowing can be used.
The same derivations hold for the crosscorrelation function (ccf), defined as (5) Fourier-transforming the ccf instead of the acf results in a so-called cross power spectrum (or simply cross-spectrum)
, which in general is a complex function of frequency.
B. Digital Correlators
Crosscorrelation can be performed in the analog or the digital domain, but since it is desirable to reuse the receiver as part of the SA, and in CMOS digital circuits scale much better than analog circuits, we only consider digital correlators. The two main algorithms for digital correlation are known as the FX-correlator (FXC) and the XF-correlator (XFC) [11] , which differ in the order in which crosscorrelation (X) and the Fourier transform (F) (using the fast Fourier transform (FFT) for efficiency) are calculated.
The principle of the FXC is shown in Fig. 1 , where the crossspectrum estimate is obtained by Fourier-transforming the receiver outputs and to obtain and , and then calculating . To reduce the variance, the calculations are repeated with new samples and the results are averaged.
The XFC estimates the cross-spectrum by first estimating the ccf , denoted by , and then taking the discrete Fourier transform (DFT) thereof to arrive at , see Fig. 2 . For an -point spectral estimate, points in the ccf need to be calculated.
An -point FFT in combination with a sample rate gives a RBW of . For spectral estimation, there is a trade-off between RBW and measurement time: the variance of each sample at the output of an FFT is independent of , so a 2 times narrower RBW requires a 2 times longer measurement time to obtain the same variance in each bin. This is true for crosscorrelation as well. Moreover, a larger also brings along with it a higher computational complexity: the basic Cooley-Tukey algorithm requires complex multiplications and complex additions. The computational burden (showing only complex multiplications) is depicted in Fig. 3 for the FXC and XFC for an -point spectral estimate. For , both reduce to a single multiply-accumulate (MAC)-unit.
Even though the complexity largely favors the FXC, there are some differences in performance with respect to word-length and a small loss in SNR, which has made the XFC the most popular in radio-astronomy [11] . In our implementation, the processing takes place on a general purpose processor (GPP), which makes the FXC by far the most attractive option due to its lower computational complexity. Moreover, orthogonal frequency division multiplexing (OFDM) is often mentioned in the CR-context as the modulation to use, due to its flexibility in bandwidth. Since OFDM extensively uses FFTs for modulation and demodulation, it is likely that an efficient implementation of FFTs will be available in CRs.
C. Crosscorrelation and NF
The frontend of the SA adds noise to the signal, which, due to the autocorrelation (energy detection) that is performed, results in the power spectral density (PSD) of the signal plus noise, so small signals will be obscured by the noise.
We use the system model of Fig. 4 to explain the principle of crosscorrelation in terms of noise reduction. The signal is assumed independent of the noise, and the noise is modeled as three independent parts: which is correlated in both frontends, and and that are only present in one of the individual frontends. We define and as the output signals of the individual receivers, and as the sum of and . The expected output then equals:
What remains is the autocorrelation or average power of the input signal plus the correlated noise, and thus the Fourier-transform thereof results in the spectrum of only the input signal plus the correlated noise: the uncorrelated noise is removed. The NF of a system is defined as the deterioration of SNR from input to output. In a crosscorrelation system, the noise contribution of the system is reduced at the cost of measurement time, since and are averaged out. It can be shown that the effective uncorrelated noise power added by the system decreases with 1.5 dB for every doubling of measurement time [12] - [14] , which can reduce the total system noise by as much as 50 dB [12] . Hence, one can argue that the SNR of the output increases, or, equivalently, that the NF of the system goes down. Because this is not the 'standard' definition of NF, we will refer to it as effective NF, or in the limit of infinite measurement time, correlated NF, . An important way to increase the SNR for narrowband signals is to reduce the RBW by using more points in the FFT: a doubling of points (doubling of measurement time) halves the noise power per bin, and thus increases the SNR by 3 dB. However, when the bins become smaller than the bandwidth of the signal, both the signal power and the noise power per bin decrease, and the SNR does not improve further. Crosscorrelation can then still improve the SNR by removing the uncorrelated noise, but at a slower rate of 1.5 dB per doubling of measurement time.
Using crosscorrelation to lower system noise is not a new idea; for instance, it is in widespread use in radio-astronomy [15] , and it has been used in [12] , [16] to measure the thermal noise of a resistor. In [14] , crosscorrelation is discussed (but not implemented) in terms of noise performance, where it is concluded that it "may provide a viable way to relieve the requirement of the analog part of the spectrum sensing receiver."
Crosscorrelation was proposed in [17] to mitigate the effects of harmonic downmixing and finite image rejection on spectrum sensing, but the paper does not address noise and linearity issues.
D. Crosscorrelation and SNR-Wall
It is well known for energy detection that even the slightest uncertainty in the noise level leads to an SNR-wall: a minimum SNR below which reliable sensing becomes impossible, even with infinite measurement time [18] - [20] . Sonnenschein [21] mentions that crosscorrelation is more robust in the presence of noise uncertainty, and Thompson [15] mentions that it is more robust against gain variations and other analog imperfections. It is shown in [22] that crosscorrelation reduces the SNR-wall as compared to autocorrelation, and, close to the SNR-wall for autocorrelation, can lower the measurement time by orders of magnitude. These advantages come at the cost of duplication of the frontend and a slight increase in DSP. Note, however, that diversity, MIMO and beamforming systems already have multiple receivers available. Furthermore, when crosscorrelation is not necessary, one of the receivers can simply be turned off, or one can simultaneously use both receivers for autocorrelation, effectively doubling the number of averages in the same amount of time, cutting measurement time in half. Moreover, one could use the two receivers to simultaneously process two different bands.
Apart from the aforementioned differences, crosscorrelation seems to share all properties with autocorrelation. This means that all comparisons between detectors, such as [1] , [18] , [19] , can still be used, while keeping in mind the improved sensitivity of crosscorrelation.
Spectrum sensing techniques capable of extracting signals far below the noise floor are usually computationally intensive and require knowledge of the signals to be detected. The latter aspect is undesired, because the concept of CR applies to any frequency band, where each band may contain a myriad of different modulation techniques. Due to the SNR-wall of energy detection, it is likely that specialized algorithms will still be required in some cases to obtain the desired sensitivity. Therefore, energy detection could be used as a first general method to scan the spectrum and already discard as many occupied bands as possible. As crosscorrelation is a more robust way of energy detection than traditional autocorrelation, it allows specialized algorithms to concentrate on fewer candidate bands.
E. Crosscorrelation and Receiver Mismatch
In case of crosscorrelation, the two receivers will have mismatch in their transfer function, affecting the signal power estimate. In essence, the power estimate is calculated in the following way (neglecting noise and discrete-time processing): (7) where is the PSD of the signal at the antenna, is the nominal transfer function of a receiver, is the transfer function of receiver , and the integral runs from MHz, MHz, % for a single-receiver (autocorrelation) and a two-receiver (crosscorrelation) system. Note that for both functions the integral is 1, as is required for probability density functions.
to
, with the center frequency and RBW the bandwidth of the piece of spectrum to be sensed. Note that we take the absolute value, as power must be real and positive.
To assess the impact of receiver mismatch, let us assume that is constant over the bandwidth of interest and . To calculate the effect of gain mismatch, we assume (i.e., receiver 2 has dB more gain than receiver 1). It follows from (7) that . In other words, a gain error of dB in one receiver results in dB error in the power estimate. To calculate the effect of phase offset, we assume . We then find , so a constant phase offset does not influence the power estimate.
When is a low-pass RC-filter, it gets more complicated as both the gain and the phase mismatch vary across the bandwidth of interest. Let us assume that the RC-product has a Gaussian distribution around its mean (8) with and (i.e., 5%). One can imagine that the mismatch in the transfer will be worst around the edge of the passband, where gain and phase vary the most. We assume MHz and MHz. Numerically evaluating (7) with the transfer of (8) for random independent yields the pdf of the power estimation error shown in Fig. 5 .
Clearly, the crosscorrelator outperforms the autocorrelator in estimation accuracy. This can be intuitively understood by realizing that for autocorrelation (one receiver), , while for crosscorrelation and tend to 'cancel out'. Indeed, simulations indicate that the standard deviation of the power estimation error for crosscorrelation is a factor smaller than for autocorrelation.
III. IMPLEMENTATION
Traditionally, the trade-off between noise and linearity performance limits the SFDR. The basic philosophy for our implementation is 1) to have a high linearity by design, 2) to improve linearity by attenuation, 3) to reduce the increased noise by crosscorrelation, and 4) to make it suitable for integration on one single CMOS-chip. The block diagram of the system is shown in Fig. 6 . We assume that harmonic downmixing in our SA is not the key problem, as it can be reduced by external RF-filters and/or techniques such as discussed in [17] , [23] , and focus on linearity and noise performance.
A. Mixer-First Receiver
The mixer-first architecture of [8] provides a good starting point for high-linearity spectrum analysis. The 65 nm CMOS chip consists of a mixer and IF-amplifiers, in total achieving dBm and dB, resulting in dB in a 1 MHz RBW [8] . The frontend avoids amplification at RF, where linearization techniques such as feedback are inadequate to achieve very high linearity. Instead, the first stage is a passive mixer with only switches and capacitors, which are both very linear in deep-submicron CMOS. Then, at IF, the signal is amplified, where a high loop-gain can be achieved to attain good linearity using resistive feedback. Due to the mixer-first architecture, noise performance is somewhat compromised, but still reasonable at 5.5 dB NF [8] .
The used passive double-balanced quadrature sampling mixer is shown in its single-ended form in Fig. 7 [8] . The switches are controlled by a four-phase non-overlapping square-wave LO with 25% duty cycle.
The conversion loss of the mixer is 0.9 dB. Due to noise folding, the fundamental minimum DSB NF is 0.9 dB [8] , [24] , [25] . The switch-resistance increases this to 1.9 dB. The mixer itself is very linear, with an IIP3 of dBm [8] , [26] , but the IF-amplifiers following the mixer limit the linearity to dBm. They provide 13.5 dB voltage gain at a simulated 50 -based NF of 3 dB, which brings the total NF of the chip to 5.5 dB [8] . 
B. Impedance Matching & Attenuation
The input impedance of the passive quadrature mixer in Fig. 7 at the LO-frequency has been analyzed in [24] , resulting in the following equation (9) where is the resistance seen from the mixer looking towards the source, is the on-resistance of the switches in the mixer, and (10) where is the duty cycle of the non-overlapping four-phase LO. For our 25% duty cycle clock this simplifies to . In a way, we could state that this mixer is "fundamentally" unmatched. For example, for (a typical RF-source) and , we find , which is too high to match to 50 . It is desirable to match to 50 , because in our system, as discussed in Section II-C, external RF-filters may be required to mitigate harmonic downmixing, and these filters usually require 50 -matching.
Besides impedance matching, and also influence the bandwidth of the mixer at the IF-frequency: together with it forms a lowpass RC-filter. With a duty cycle of 25%, the resistance seen from the capacitor is effectively quadrupled [8] , making the cutoff-frequency (11) It is possible to provide matching by using baseband components, which, translated by the mixer switches, form an RF-impedance [26] . However, in our case, we can easily combine the functions of impedance matching and attenuation. It is desirable to keep equal at different settings of the attenuator, so that the specific setting does not influence the circuitry behind it. Note that the interface between the attenuator and the mixer does not need to be matched (as also exploited in [8] ), provided they are located closely enough together.
Overall, we have the following requirements: provide 50 -matching, keep constant, and provide a certain attenuation . Since there are three independent requirements, at least three components are needed to fulfill these requirements, which in Fig. 6 are represented by , and
. Implementing the attenuator with resistors guarantees wideband operation, high linearity and easy CMOS-integration. Simulations show that an attenuator with discrete settings, implemented with NMOS-switches and resistors, can achieve dBm in standard 65 nm CMOS technology for the topology shown in Fig. 6 .
Theoretically, the matching network should have a input impedance, such that the parallel application (since we have two paths in parallel) forms a 50 match. However, in our measurement setup, the mixers are physically separated over a significant distance, and the PCB transmission lines have a characteristic impedance of 50 . Therefore, we decided to put a resistive power splitter in front, consisting of three resistors with , such that each of the matching networks should provide 50 input impedance. This splitter provides a fixed voltage attenuation of 6 dB from the voltage source to each output of the splitter.
We define without this 6 dB (see Fig. 6 ), so
The input impedance of the system is (13) where means that and are in parallel. For we find a long expression, but when input matching is achieved, it simplifies to (14) With a desired input , and , the values of and can be found. Table I shows some component values for MHz, pF, and , which correspond to our design. Note that these values imply . The final column indicates which attenuators are used in the measurements. These attenuator networks will be referred to as network 1 (for ) and network 2 (for ) in the remainder of this paper. The choice for these attenuations is based on obtaining a considerable improvement in linearity, while not increasing integration time too much for NF measurements or practical applicability.
C. Baseband
A PCI-card with 4 14-bit differential ADCs (PMC66-14HSA14) is used to convert the differential IQ-pairs of the receiver outputs to the digital domain, see Fig. 6 . The maximum sample rate that could still be handled by the PC operating system was slightly above 11 MSa/s per channel. The ADCs suffer from a large amount of correlated noise from the many nearby electronics on the board itself and within the PC (equivalent to roughly 40 dB NF), because they are located inside the PC. It is experimentally found that 10 MSa/s offers the cleanest spectrum, but still a lot of voltage gain is required to measure the correlated noise from the frontend itself.
This voltage gain is provided by a cascade of low-noise TI-THS4130 opamps, in total providing 52 dB gain (11 dB, 21 dB and 20 dB, respectively). The high gain causes the DC-offset of the zero-IF receiver ( mV) to exceed the input range of the ADCs. We have AC-coupled the final two stages of the opamp cascade with a cutoff frequency of 1 kHz, although more sophisticated techniques exist to mitigate DC-offset. These techniques may be applied here as well. The whole cascade of opamps is used for NF-measurements (to overcome the correlated noise of the ADCs), while only the first stage is used for linearity measurements (to prevent the ADCs from saturating). This is also the reason why we cannot directly show the SFDR of the frontend in a single measurement, and we have to derive it from the separate NF and IIP3-measurements.
To reduce the noise folding due to sampling at the ADC, a fifth-order passive Butterworth-filter is implemented that in combination with the ADCs has a cut-off frequency of 12 MHz.
D. DSP
In our measurements, we have used 1024-point FFTs to get a good visualization of the spectrum and to be able to filter out the many spurious tones present in our lab environment. To eliminate finite wordlength effects as much as possible, the crosscorrelation is performed on a regular PC in MATLAB using double floating-point precision. Therefore, the digital crosscorrelation is based on an FXC-implementation as discussed in Section II-B. Further analysis on finite wordlength effects and fixed-point implementations are left as future work.
The estimated spectrum of the input signal can become complex due to a phase shift introduced by RC-mismatches between the two receivers and timing offsets between the mixers in both receivers [22] . Moreover, the cross-spectrum will be complex with finite measurement time due to the uncorrelated noise injected by the receivers. A possible solution is to take the absolute value after averaging, which is the solution used in this work, see also Section II-E. More research is required to find out whether there are better solutions.
IV. EXPECTED SYSTEM PERFORMANCE
The system performance parameters of interest here are IIP3 and NF, where the NF is interesting before, during and after the crosscorrelation process. IIP3 and NF without crosscorrelation are derived in Section IV-A. After removing the uncorrelated noise, crosscorrelation will hit a correlated noise floor. Therefore, we will derive the correlated noise floor of the system in Section IV-B, followed in Section IV-C by an analysis of the noise floor as a function of measurement time.
A. Performance Without Crosscorrelation
The combination of mixer and IF-amplifiers is measured in [8] , showing dBm and dB. Matching provides approximately 3 dB additional NF (and IIP3) compared to the unmatched case in [8] , because we use a passive network to implement the matching. Including the 6 dB loss of the resistive splitter, the NF and IIP3 will be increased by 9 dB using network 1, and 15 dB using network 2. The opamps add 2.1 dB to the NF (calculated using datasheet and feedback resistor values), and the ADCs another 0.7 dB due to noise folding (calculated using opamp datasheets and measured transfer of anti-alias filter and ADCs). This brings the total for network 1 (network 2) at dB (23.3 dB) and dBm ( dBm).
B. Correlated Noise Floor
The noise at the output consists of uncorrelated noise power (i.e., noise in a receiver path that has no correlated counterpart in the other receiver path) and correlated noise power . For simplicity, we refer these powers to the input and normalize it to the available noise power of the source. In our analysis, we assume no parasitic coupling between the two receivers, and enough gain to make the correlated noise of the ADCs negligible.
In our case, the correlated noise power originates from three contributions:
1) The antenna (or source);
2) The resistors in the splitter and attenuator; 3) Noise folding (of the noise from the previous two effects) in the mixer and the ADCs. The noise from the antenna/source will be fully correlated in both receivers, limiting the final noise floor to dBm/Hz. Due to the normalization of , we can define as defined in Section II-C. Because of the splitter and the fact that there is no buffer between the attenuator networks in both paths (see Fig. 6 ), noise generated by these passive components induces a voltage in both paths. Since the crosscorrelator multiplies the voltage outputs of the two receivers (such that the result is already in the power domain), this results in correlated noise power. The noise correlation due to the splitter and attenuators is analyzed using Fig. 8 for the single-ended case. The differential implementation with a balun at the input yields identical results [27] .
The antenna noise is modeled by , the splitter by and , and the attenuation networks by to and to . It is assumed that the input impedance of the mixer is noiseless. The on-resistance of the switches is not explicitly modeled in this figure, but (15) where the third line follows from the fact that the noise voltage of each resistor is independent of, and, hence, uncorrelated with, the noise voltage of the other resistors. Thus, using linearity of the Fourier transform, the cross-spectrum is (16) Thus, the correlated noise power from the resistor network can be found from (17) where /Hz is the one-sided spectral density of the thermal noise of and . In total, this yields dB for all networks listed in Table I . Simulations using a combination of transient noise in SpectreRF and processing in Matlab verified these results. Thus, for arbitrary attenuation, the NF-reduction will be limited by the splitter and attenuator to a correlated NF of 4.3 dB.
The mixer does not only mix down the signal and noise in the desired frequency band; because it is driven by a square-wave LO, it will also mix down signals and noise present at harmonics of the LO-frequency. Since the paths to both mixer inputs are equal and, to a first approximation, frequency-independent, the amount of correlation between the noise at both mixer inputs is equal for all frequencies. Hence, noise folding in the mixers increases NF and correlated NF by the same amount, which is 0.9 dB in our implementation. In total, the derived theoretical minimum NF after crosscorrelation, , is 5.2 dB . Simulations verified these results within 0.7 dB; the frequency translation of the mixer also influences its input in a complicated way, which was not taken into account in (17) .
Noise folding also occurs in the ADCs (which adds another estimated 0.7 dB to the NF), but due to the frequency-selective operation of the mixer and the limited bandwidth of the IF-circuitry, the noise folding of correlated noise is expected to be negligible. In other words, noise folding at the ADCs is expected to contribute only to the NF, but not to .
C. Noise Floor and Measurement Time
With crosscorrelation, the effective NF is lowered as a function of measurement time. To obtain expressions independent of different FFT sizes and sample rates, we introduce the term normalized measurement time (NMT), where 1 NMT is the time required to acquire enough samples for 1 FFT. With our implementation, the expected value of the absolute value of the averaged crosscorrelation output is the noise power, with as defined in Fig. 4 .
The uncorrelated noise will be reduced by longer measurement time, but the correlated noise will remain. is the input-referred output noise power of a single receiver path, and thus , with F the noise factor of a single path. We define as the effective output noise power after averaging NMT FFTs. With finite measurement time, will be somewhere in between
and . An approximate expression was derived in [13] , which, applied to our situation, is equal to: (18) where is an interpolation function defined as (19) with the mathematical Gamma-function, written like this to avoid confusion with the spectrum , and (20) Indeed,
. Note that when , or equivalently, dB. Since the expressions are a function of NMT, a higher frequency resolution (i.e., more samples per FFT) requires a longer measurement time to obtain the same noise floor (in dBm/Hz).
In Section IV-A, we already found that dB for network 1 and dB for network 2, and in Section IV-B we found that dB for both networks. Using (1) and (18), we can derive a general formula for the SFDR of our system as a function of measurement time and :
where (22) where is defined in (18), and and denote the IIP3 and NF, respectively, of a single receiver including baseband circuitry and ADCs (see Section IV-A), but without attenuator and splitter, which are dBm and dB, respectively.
V. MEASUREMENTS
Using the measurement setup as shown in Fig. 9 , several measurements were performed. Impedance matching is verified in Section V-A for different configurations. Measurement results for the reduction of noise are described in Section V-B. In Section V-C it is shown that crosscorrelation can reduce oscillator phase noise as well. Section V-D summarizes the system performance.
The highest frequency we could measure was at 1.5 GHz due to the measurement setup, while the mixer can operate up to 2.0 GHz, only limited by the clocking circuitry. The lowest frequency for which the mixer still works is around 50 MHz, while in [8] it was only measured down to 200 MHz to demonstrate a decade of RF bandwidth. Also, we measured the mixer to have a dB over the whole band, as opposed to the 6.5 dB as reported in [8] . 
A. Impedance Matching
Matching is important, because the system itself does not provide adequate filtering, and requires an RF-filter at the input. Because of the unusual input impedance of the mixer [see [9] ], is measured for several situations. Fig. 10(a) shows the measured and simulated of a single mixer plus network 1 for one specific (200 MHz). Fig. 10(b) shows the measured of the same configuration for many different , where, for clarity, only the measurement results around are shown. These results clearly show that there is good matching around . Fig. 10(c) shows the measured results for two different , for several different situations (only mixer (M), mixer and attenuation network , and splitter with two parallel mixers and attenuation networks ). This picture shows that the mixer itself is unmatched, and that the matching/attenuation networks improve matching. The large dip around 1.1 GHz for is probably a PCB or cable effect, as it is present for arbitrary . It is interesting to note that for MHz, the matching peaks differ in frequency for the two networks with splitter and two mixers in parallel. This effect is also present for MHz, but much less pronounced. Simulations indicate that this effect may be caused by parasitic capacitances in front of the mixer (bondpad, PCB), which also explains why it is more pronounced at higher frequencies.
B. Noise Figure
An output spectrum for different measurement times is shown in Fig. 11 , where it can be seen that the noise floor is lowered for longer measurement time. Some peaks are visible in the spectrum, which may originate from PCs, measurement equipment, supplies or other nearby labs. They were discarded in the determination of the noise floor level. Eventually, the noise floor remains at a certain level, which is the residual correlated noise. The spectra with low NMT look smoother because they have been averaged for better visibility of the trend in noise reduction. Without this smoothing, the variance on a dB-scale would be the same for all NMT until the noise floor gets close to the correlated noise floor.
For these 1024-point spectral estimates at a sample rate of 10 MSa/s, a NMT of 1 is equal to 0.1 ms to obtain a RBW of 10 kHz. With a maximum NMT of , it took 3.3 s to acquire enough samples. The higher noise around the center frequency is mainly caused by DC-offset and flicker noise of the final opamp stage and ADCs (the DC-offset and part of the flicker noise of the RF circuitry and first opamp stages are filtered out by the AC-coupling).
The theoretical effective NF as a function of measurement time for network 1 is plotted in Fig. 12 , together with some representative measurement results. The theoretical NF is based on (18), using dB and dB, as discussed in Section IV. The measurement results are based on the noise floor such as shown in Fig. 11 , with a test tone to determine the total gain of the system. Clearly, the measured correlated NF is sometimes significantly lower and sometimes significantly higher than the theoretically predicted 5.2 dB. For network 2, similar results are obtained, with roughly the same correlated NF at the same frequency.
The deviation between as derived in Section IV-B and the measured correlated noise floor as shown in Fig. 12 may be explained by several factors:
• the transfers calculated using Fig. 8 assume no time delay between the noise from a resistor arriving at and , while in our setup the time difference for some resistors is 0.50 ns due the length of the PCB transmission lines, which changes the values of in (17); • the mixers perform frequency translation, which affects their inputs, resulting in much more complicated relations between and due to the different phase-shifts of each frequency component; • the two receivers were stacked on top of each other, such that the transmission lines on the PCB ran in parallel, isolated only by a centimeter of air (see Fig. 9 ), which introduces additional frequency-dependent coupling; • interference from outside can introduce positive or negative correlation when it couples to the two receivers, depending on the phase difference. We intend to explore these effects in more detail in future work.
We have fitted the two parameters and in (18) to match the measured effective NF for different RF-frequencies using network 1, see Fig. 12 . Using only these two parameters, the match with the measurements is excellent for any NMT (for 400 MHz: dB, dB; for 600 MHz: dB, dB; for 860 MHz: dB, dB). We obtain similar agreement with network 2 (not shown). Hence, we believe that our measurements are performed correctly, and that the aforementioned list explains the differences that sometimes exist between calculated and measured . When using the frontend with network 2, ADCs sampling at 10 MSa/s, and a RBW of 1 MHz, obtaining enough samples for each FFT takes 1 s. From (18) , the effective NF decreases from 24 dB to below 10 dB after 900 FFTs, which takes only 0.9 ms. For CR this measurement time can be acceptable, as IEEE 802.22 requires a channel detection time of 2 s [28] , and both FCC (USA) and Office of Communications (UK) require a sensing interval in the order of a second [2] , [29] . Note that standard energy detection also requires averaging to reduce the variance to achieve reasonable performance for relatively weak signals. 
C. Phase Noise Reduction
One of the other factors that can limit SFDR is phase noise. Phase noise manifests itself mostly around strong input signals [30] , thereby obscuring weak signals in their vicinity. Crosscorrelation offers a unique opportunity to reduce phase noise by employing two separate oscillators, as is also done in some professional phase noise analysis devices [31] . These oscillators need to be frequency-locked, and, depending on the architecture, phase-locked. Their phase noise will be uncorrelated, apart from the phase noise of a common (external) reference, which can be very low and thus negligible.
Because in our system the oscillators are external and have good phase noise performance, phase noise is emulated by applying PM-modulation. The modulation is done by independent white noise sources, such that the phase noise of both oscillators is independent. The synthesizers are frequency-locked using one of the two as reference for the other, while the phases are synchronized manually before the start of each experiment. Each mixer is then driven by one of the oscillators. The phase synchronization is necessary, because otherwise the impedance seen by one mixer at its input is affected by the other mixer.
The obtained spectra with attenuation network 2 are shown in Fig. 13 . The autocorrelation spectra are the spectra as observed at the output of each single receiver. Because the LO-signal generators are of different brands, it is likely that the PM-modulation input is handled in a different way, which explains why the spectra of the two receivers differ. This is, however, not a key concern for demonstrating the principle of phase noise reduction. For crosscorrelation with , the observed spectrum is roughly halfway (in dBs) between the autocorrelation It can be observed that there is some crosstalk between the two receivers, as the phase noise is reduced by 16 dB, and not to negligible levels. This is confirmed by an experiment where only one of the two oscillators is modulated and phase noise showed up in the other path as well (not shown). We expect this coupling to scale with the attenuation: 1 dB additional attenuation provides an additional 2 dB isolation between the mixers, and thus 1 dB reduction in the correlated phase noise. Hence, we expect 10 dB phase noise reduction with attenuation network 1, which is close to the measured 11 dB (not shown).
D. Overall Performance
The NF and IIP3 are measured over the entire bandwidth of operation (with a common low phase-noise oscillator that, in contrast with the previous subsection, is not modulated), of which the results are shown in Fig. 14 . The measured NF corresponds with the predicted NF (17.3 dB and 23.3 dB, see Section IV-A) dB, while the measured IIP3 is about 1.5 dB lower than calculated in Section IV (20 dBm and 26 dBm).
It can be clearly seen that the additional 6 dB of attenuation increases both NF and IIP3 by 6 dB, but the additional noise is completely reduced by crosscorrelation. This is in accordance with the calculations of Section IV, showing that the lower bound on NF after crosscorrelation is independent of the attenuation. As a result, using (1), the 6 dB of attenuation increases SFDR by 4 dB. For both attenuation networks, the measured correlated NF fluctuates between 1 dB and 11 dB, which is on average roughly equal to the NF of the original frontend without attenuator. For network 1, the SFDR is (on average) increased by 5 dB as compared to the single frontend, while for network 2 the improvement on average is 9 dB.
A note on these measurements as compared to the measurements we published in [9] is in place here. In [9] , the PCBs were physically separated, and we found a noise floor that was flat over most frequencies. For reference, these measurements are also shown in Fig. 14 . In this paper, we made new measurements with the two receivers much closer together, see Fig. 9 . For the case of separated boards, the noise floor after crosscorrelation is much lower for many frequencies. The achievable noise floor for crosscorrelation is limited by correlated noise, and crosstalk between the receivers will introduce correlated noise. However, this experimental demonstrator is likely to have different crosstalk mechanisms from an integrated spectrum analyzer, which is what we aim for. Therefore we decided to report both measurement results in two extreme cases: board in close proximity and separated. Further work on an integrated version has to show how much isolation can practically be achieved.
Each analog frontend consumes 61 mW ( MHz) to 83 mW ( GHz). The DSP-part consists of FFTs and MACs. To compare the power consumption in the integrated analog part with that of the digital part, if it were integrated, we assume a fixed-point implementation. To accommodate the high SFDR using fixed-point numbers, we assume 24-bit FFTs (a simulation using 16-bit fixed-point 1024-point FFTs showed a maximum SFDR of 87 dB after crosscorrelation) and enough additional bits at the accumulators to allow for long integration times. Using the figures of [36] and scaling from 8-bit to 24-bit , from 2.4 GSa/s to 20 MSa/s , from 1 channel to 2 channels , and allowing 10% more for the MACs, we estimate the DSP power consumption at 25 mW when it is integrated on chip. The analog power consumption is relatively high, but the crosscorrelation concept can be used with other frontends as well. In this respect, the total power consumption will be maximally twice as high as that of an ordinary receiver, depending on how many components can be shared (e.g., the oscillator when phase noise is not restricting). Table II compares the results to several other architectures, showing the high linearity and low noise of our design.
VI. CONCLUSION
Spectrum sensing for CR requires very strong and very weak signals to be measured at the same time. Deep-submicron CMOS-processes are a good candidate for CR-applications because of the low cost and the DSP-capabilities required in such devices. Unfortunately, especially linearity becomes a problem for the low supply voltages inherent to modern CMOS-processes. Passive attenuation improves linearity, but degrades noise performance, which prevents weak signals from being detected. This trade-off can be summarized in the SFDR, which is limited by thermal noise, phase noise, and non-linearity.
In this paper it is shown that duplication of the frontend and crosscorrelation of the outputs of the two frontends can significantly reduce the noise. It relies on the principle that the noise introduced by each frontend is (mostly) uncorrelated. Theoretically, each doubling of measurement time reduces the uncorrelated parts of the system-induced noise by 1.5 dB, which is verified by measurements. This concept allows passive attenuation to improve linearity, while the loss in noise performance is made up by crosscorrelation. It is also shown that the crosscorrelation technique can considerably reduce phase noise, which could otherwise negatively affect SFDR.
The residual noise level is calculated to be 5.2 dB, which is verified by simulations. However, the measurements show relatively large fluctuations (several dBs) around this value, which cannot be explained by measurement errors alone, and requires more research. Nevertheless, a significant reduction in noise level, and, hence, improvement in SFDR, is obtained within acceptable measurement time. The achieved IIP3 of dBm is 13 dB better than what is achieved using a single frontend, while the final noise floor is similar. In total, the SFDR is increased from 79 dB to 88 dB in a 1 MHz RBW, which compares favorably to other designs.
Therefore, crosscorrelation enables integrated SAs in CMOS with high SFDR and sensitivity, making it a good candidate for spectrum sensing for CR, or for spectral analysis in general.
