Two problems related to packing identical rectangles within a polyhedron are tackled in the present work. Rectangles are allowed to differ only by horizontal or vertical translations and possibly ninety-degree rotations. The first considered problem consists in packing as many identical rectangles as possible within a given polyhedron, while the second problem consists in finding the smallest polyhedron of a given type that accommodates a fixed number of identical rectangles. Both problems are modeled as mixed integer programming problems. Symmetry-breaking constraints that facilitate the solution of the MIP models are introduced. Numerical results are presented.
Introduction
Several recent papers deal with the problem of packing as many identical rectangles as possible within an arbitrary convex region, allowing the rectangles to differ only by horizontal or vertical translations and possibly ninety-degree rotations [2, 5, 7, 9, 14] . See also [8, 10, 11] . When the convex region is a polyhedra -as opposed to a region with curved boundariesthe problem can be modeled as a mixed integer programming (MIP) problem and solved to optimality (see [1, 3, 4, 6] for the particular case of packing rectangles within rectangles). When all the rectangles are identical, it is possible to define equivalent solutions in which the roles of a pair of rectangles R i and R j are reversed. The existence of a multiplicity of equivalent solutions can slow down a branch-and-bound algorithm, as it expands the size of the search tree. As a result, several authors consider "symmetry-breaking constraints" that eliminate many of these equivalent solutions (see, for example, [12, 13] ). r i ∈ {0, 1}, i = 1, . . . , k,
and define h i ≡ (1 − r i )h + r i w and w i ≡ (1 − r i )w + r i h, i = 1, . . . , k, in such a way that r i = 0 means that h i = h and w i = w, i.e. that rectangle R i preserves its original orientation. On the other hand, r i = 1 means that h i = w and w i = h implying that rectangle R i received a ninety-degree rotation with respect to its original orientation. Let (c x i , c y i ) T ∈ R 2 be the center coordinates of rectangle R i with height h i and width w i , for all i = 1, . . . , k. It is easy to see that, for every pair (i, j) with j > i, rectangles R i and R j do not overlap if and only if Accommodating the rectangles within the polyhedral object Ω can be modeled as
where D = {N W, N E, SE, SW } and define the four vertices of rectangle R i for i = 1, . . . , k. Constraints (1,2,3) define a linear generalized disjunctive programing (LGDP) [16] (feasibility) model 1 , called P k, [Ω,h,w] LGDP from now on, for the problem of placing k non-overlapping rectangles with height h and width w, allowed to differ only by horizontal or vertical translations and possibly ninety-degree rotations, within Ω. The model has k binary variables (r i , i = 1, . . . , k) and 2k continuous variables (c x i and c y i , i = 1, . . . , k). Note that h i , w i , v ℓ i , ℓ ∈ D, i = 1, . . . , k, are not variables of the model but auxiliary values used to simplify the presentation. In (2) there are k(k − 1)/2 disjunctive constraints constituted by four linear constraints each, while the number of constraints in (3) depends on the description of Ω. For example, if Ω were describing a triangle, there would be 12k additional linear constraints (three linear constraints per each of the four vertices of the k rectangular items). For solving the original problem of packing as many rectangles as possible, problem P k, [Ω,h,w] LGDP can be solved for increasing values of k = 1, 2, . . . until the first infeasible problem P k ′ , [Ω,h,w] LGDP is detected. In this case, N = k ′ − 1 is the maximum number of rectangles that can be placed in Ω and the solution for P N, [Ω,h,w] LGDP shows how to place them within Ω.
According to [16] (pp. 1892-1893), the most common alternatives to reformulate the nonoverlapping disjunctive constraints in (2) as mixed integer linear constraints are the big-M and the convex-hull reformulations. Defining a pair of binary variables q ij and q ji for every pair (i, j) with j > i, and using sufficiently large constants M w > 0 and M h > 0, the big-M reformulation of (2) can be written as 
q ij , q ji ∈ {0, 1}, for all i = 1, . . . , k, j = i + 1, . . . , k.
In (4), variables q ij and q ji are used to enforce at least one of four constraints, and can also be interpreted as capturing the relative position between rectangles R i and R j . Roughly speaking, for rectangles R i and R j not to overlap, there are four possibilities: rectangle R j can be to the left of, to the right of, below, or above rectangle R i ; and those possibilities are related to (i) q ij = q ji = 0, (ii) q ij = q ji = 1, (iii) q ij = 1 and q ji = 0, and (iv) q ij = 0 and q ji = 1, respectively. See Figure 1 .
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Figure 1: Relation between the values of binary variables q ij and q ji in (4) and the relative position between rectangles R i and R j .
reformulation of (2) can be written as
,
In (5), it is assumed that 0 ≤ c x i ≤ĉ x and 0 ≤ c y i ≤ĉ y , for i = 1, . . . , k. A sufficient condition to have those bounds is that
We will assume that (6) holds and that constantsĉ x andĉ y are known from now on. If, for example, Ω were an equilateral triangle of side L, it would be enough to locate it with its bottom-left corner at the origin of the Cartesian axes and to considerĉ x ≡ L andĉ y ≡ ( √ 3/2)L. Constraints (1, 3, 4) and (1, 3, 5) define MIP (feasibility) models, named P LGDP . In P k,[Ω,h,w] BM there are two additional binary variables (q ij , q ji , j = i + 1, . . . , k) for each pair of rectangles, for a total of k + 2[k(k − 1)/2] = k 2 binary variables and 2k continuous variables. The number of constraints in (4) is 4k(k − 1)/2. In Assume now that Ω is a polyhedron given by Ω ≡ {x ∈ R 2 | Ax ≤ b} and that a fixed number k of identical rectangles is given. The problem of finding the "smallest polyhedron of the same type of Ω" that accommodates the k rectangles can be modeled as
Big-M and convex-hull MIP reformulations of (7) can be obtained by replacing (2) by (4) and (5), respectively. We name the LGDP model (7) and its big-M and convex-hull MIP reformulations as S
LGDP , S 3 Symmetry-breaking constraints
LGDP and choosing any pair (i, j) with j > i, it is possible to define an equivalent or symmetric solution in which the roles of rectangles R i and R j are interchanged. From now on, we will use the terms equivalent solutions or symmetric solutions to refer to solutions that can be obtained one from the other by simple relabeling the packed rectangles. It is easy to see that each solution belongs to a family composed by k! equivalent solutions corresponding to all possible ways of numbering the packed rectangles. It is well known that the presence of symmetric solutions may impair the performance of a branch-and-bound method (see, for example, [15] and the references therein). Basically, a traditional branch-and-bound method may have difficulties pruning tree nodes associated with equivalent subproblems and, in consequence, a prohibitive amount of enumeration may be required.
The simplest set of constraints that may be added to eliminate equivalent solutions, preserving at least a representative within the feasible set, is
If there is a solution with p non-rotated rectangles and k − p rotated rectangles, the set of constraints (8) clearly says that the non-rotated rectangles must be rectangles R 1 , . . . , R p while the rotated rectangles must be R p+1 , . . . , R k . However, when considering model P
LGDP with the additional constraints (8), symmetric solutions that correspond to interchanging places of any pair of rectangles with the same orientation still exist. To eliminate symmetric solutions of this type, we would like to add constraints that impose a lexicographical (total) order within the rectangles with the same orientation. These constraints can be written as
but the strict inequality in (9) and the continuity of variables c x i , c y i , i = 1, . . . , k, prevent us from expressing the lexicographical order constraints as mixed integer linear constraints. Replacing the strict inequality with "less than or equal to" reduces (9) to
that turns out to be a preorder (reflexive and transitive binary relation) among the rectangles with the same orientation. In fact, for any α, β ∈ R,
where M o > 0 is a sufficiently large constant, defines a preorder among the rectangles with the same orientation. (In the context of a facility layout problem, similar constraints aiming to reduce the number of different orderings of rectangles were also considered in [17] .) Figure 2 illustrates the effect of the symmetry-breaking constraints (8) and (10). (10) . In addition, non-rotated rectangles, which correspond to r i = 0, are numbered before the rotated (r i = 1) rectangles as dictated by constraint (8) .
We may arrive to a different approach for eliminating symmetric solutions by replacing the non-overlapping disjunctive constraints (2) by
Constraints (11) say, simultaneously, that, for every pair (i, j) with j > i, R j and R i must not overlap and that R j must be situated to the right of or above R i . As well as (2), disjunctive constraints (11) can be rewritten as a set of MIP constraints by considering the big-M or the convex-hull reformulations. Defining a binary variable q ij for every pair (i, j) with j > i, and using sufficiently large constants M w > 0 and M h > 0, the big-M reformulation of (11) can be written as c
In (12), q ij is used to enforce at least one of two constraints, and, as well as in (4), can be interpreted as capturing the relative position between rectangles R i and R j , q ij = 0 meaning that R j is to the right of R i , and q ij = 1 meaning that R j is above R i . Defining eight continuous variables , for every pair (i, j) with j > i, the convex-hull reformulation of (11) can be written as
Summing up, adding constraints (8,10) to models P
LGDP , P
, and P
k,[Ω,h,w] CH
, we arrive to equivalent models that will be named Q
LGDP , Q , we also arrive to equivalent models that will be named R
, respectively. The "Q" and "R" models are equivalent to their corresponding "P" models but with less representatives of each family of equivalent or symmetric solutions. Figure 3 summarizes the main characteristics of each model and the relations among them. To see that at least a representative of each family of symmetric solutions for a "P" model is a feasible solution for the corresponding "Q" and "R" models, it is enough to note that, given a solution for a "P" model, it is possible to relabel the rectangles in order to satisfy the additional constraints that are present in the corresponding "Q" and "R" models.
In an analogous way, the symmetry-breaking constraints can also be easily incorporated in S
, and T
, the models that result of adding symmetry-breaking constraints (8,10); while we name U
, the models that result of replacing (2), (4), and (5), by (11) , (12) , and (13) 
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Figure 3: Description of the disjunctive programming and mixed integer linear programming feasibility models for the problem of placing k non-overlapping identical rectangles with height h and width w, allowed to differ only by horizontal or vertical translations and possibly ninety-degree rotations, within Ω. Numbers of constraints do not include the number of placing constraints (3), that depends on the description of Ω.
4 Numerical experiments
In the numerical experiments we considered the case of equilateral triangular objects and identical rectangular items with height h = 1 and width w = 0.5. Equilateral triangles were arbitrarily chosen as illustrative examples. There is no additional difficulty in considering a generic polyhedral object Ω, other than dealing with the additional linear constraints needed to define it. Note that, as detailed in (3), if the polyhedral object is described by p linear inequalities, each item requires only 4p linear constraints to enforce its vertices (and, in consequence, the whole item) to be accommodated within the object. All the models considered in the numerical experiments were implemented in C/C++ (gcc version 4.4.3) and solved with CPLEX (IBM ILOG AMPL/CPLEX 12.1.0) using its default parameters. It means that a solution is reported as optimal by the solver when absolute gap = best feasible solution − best lower bound ≤ 10 In order to test the proposed models, values for constants α, β, and M o in (10), M w and M h in (4, 12) , andĉ x andĉ y in (5,13) must be given. For α and β we considered random numbers with uniform distribution within the interval [−1, 1]. A sufficient condition for the correctness of the symmetry-breaking constraints (10) 
2 L ub , where L ub is an upper bound on the (possible unknown) side L of the triangular object. A sufficient condition for the correctness of the overlapping constraints (4, 12 
2 L ub . When the triangle is given and the problem consists on computing the largest number of identical rectangles that can be packed within the triangle, L is known and we set L ub = L. When the problem consists on computing the smallest equilateral triangle that packs a given fixed number of identical rectangles, we proceed as follows. A square that contains the given number N of identical rectangular items is computed, and the side of the smallest equilateral triangle that circumscribe the square is taken as L ub . As a result, in the case in which L is unknown, the considered values of L ub where L ub = 2.16 for N ∈ {1, 2}, L ub = 4.31 for N ∈ {2, 3, . . . , 8}, and L ub = 6.47 for N ∈ {9, 10, . . . , 16}. Note that providing those values is important as it is well know that they interfere in the performance of the considered MIP solver.
Minimizing the object dimension
In this subsection we deal with the problem of finding the smallest equilateral triangle within which a given set of N identical rectangular items can be packed. (Recall that we are dealing with rectangular items with height h = 1 and width w = 0.5.)
In a first set of experiments, in order to have a starting point for comparison, we tried to solve instances of S (convex-hull MIP reformulation), that do not include any symmetry-breaking constraint, increasing the number of items N ∈ {1, 2, . . . }. Table 1 shows the results. In the table, N is the number of items being packed. For the side of the smallest equilateral triangle that packs the N items, the table shows the best lower bound as well as the best feasible solution found by the solver. Relative and absolute gaps are also provided. The right-hand side of the table displays the effort measurements: "MIP" is the number of MIP iterations, "B&B nodes" is the number of nodes in the branch-and-bound tree, and "CPU Time" is the CPU time in seconds. In the table, it can be seen that, with a CPU time limit of 6 hours, we were not able to solve instances with N > 8. with increasing number of items N ∈ {1, 2, . . . }. Recall that these models correspond to pure models with no symmetry-breaking constraints.
In a second set of experiments, we were interested in testing the efficiency of the introduced symmetry-breaking constraints (8, 10) . Hence, we considered instances of problems T 
for p = 0, . . . , k. Therefore, there are two possible ways of considering constraint (8) in connection with problem (7): (i) k + 1 problems of type (7) may be solved fixing r i , i = 1, . . . , k, as suggested in (14) for p = 0, . . . , k, or (ii) constraint (8) can be explicitly incorporated into (7) solving (7, 8) . Tables 2 and 3 show options (i) and (ii), respectively, with the addition of constraint (10). In Table 2 , we can see that all instances of T were solved to optimality only with N up to 8 2 . Anyway, in the three models, the symmetry-breaking constraints (8, 10) helped to reduce the computational effort needed to solve the instances. In particular, note that the CPU time used to solve the instance with N = 8, the largest one solved without the help of the symmetrybreaking constraints, was reduced from 11,186.81 seconds (see Table 1 ) to 16.05 seconds (see Table 2 ). The comparison between Tables 2 and 3 shows that it seems to be profitable to use strategy (i) instead of strategy (ii) to deal with constraints (8) . Tables 1-3 suggest that the solver deals more efficiently with the original LGDP models than with any of their MIP reformulations, while the big-M reformulations can be solved with less effort than the convex-hull reformulations.
To complete the numerical experiments of the present subsection, we tested the efficiency of replacing, in the LGDP model (7), the non-overlapping constraints (2) by the non-overlapping plus symmetry-breaking constraints (11) . Therefore, we tried to solve instances of the LGDP model U , increasing the number of items N ∈ {1, 2, . . . }. Table 4 shows the results. Figures in the table show that replacing the non-overlapping constraints (2) by the non-overlapping plus symmetry-breaking constraints (11) is much more effective than adding the symmetry breaking constraints (8,10) (see Tables 2 and 3) , as instances with larger values of N were solved to optimality in the former case. Figure 4 shows a graphical representation of the solutions described in Table 4 
Packing as many rectangles as possible
In this subsection we deal with the problem of, given an equilateral triangle of fixed dimensions, find the largest number N of identical rectangular items that can be packed within it. (Recall that rectangular items have height h = 1 and width w = 0.5.)
As detailed in Section 2, the strategy for packing as many rectangular items as possible consists of solving P , for increasing values of k until a problem with k ′ items is proven to be infeasible. In practice, a time limit is imposed for this strategy. If, within the time limit, the infeasible problem is reached and solved (i.e. proven to be infeasible), then it is clear that with increasing number of items N ∈ {1, 2, . . . }. The symmetry-breaking constraint (8) was considered by solving k + 1 instances of model (7, 10) , fixing the values of r i according to (14) for p = 0, . . . , k.
the optimal solution is given by the one obtained for the problem with N = k ′ − 1 items. On the other hand, if the strategy is halted due to the time limit, two different possibilities exist regarding the last solved problem with, say, k ′′ items (assuming that k ′′ ≥ 1): (a) k ′′ represents a suboptimal solution and a packing with at least k ′′ + 1 items exists, but there was not enough time to solve it; or (b) k ′′ is the maximum number of items that can be packed, but there was not enough time to prove that the instance with k ′′ + 1 is infeasible.
In the first set of experiments of this subsection, we considered ten different instances of P (convex-hull reformulation). In those ten instances, the immutable triangle side was fixed according to the best feasible solutions presented in Tables 1-4 . In this way, a lower bound on the number of items that can be packed within each triangle is known. with increasing number of items N ∈ {1, 2, . . . }. The symmetry-breaking constraint (8) was considered explicitly in the model. elapsed until the time limit was reached. The three remaining columns represent: (i) the CPU time used to solve the instances with 1, . . . , N − 1 items; (ii) the CPU time used to solve the largest feasible instance with N items; and (iii) the CPU time used to solve the last, infeasible instance, with N + 1 items. Note that only the first seven smaller instances were solved within the time limit (6 hours). In the remaining three cases, the optimal solution was in fact achieved, but the time limit was reached before proving the infeasibility of the last instance. Note that the time used to find the optimal solution is always very small and that the major part of the computation time is used to prove that the solution found is optimal. This observation justifies the sequential increase of N in contrast with a maybe more intuitive bisection approach. Tables 6 and 7 LGDP model (7) replacing (2) by (11) with increasing number of items N ∈ {1, 2, . . . }.
graphical representation of the solutions described in Table 7 for
varying the number of rectangles from 1 to 14. It is easy to see that the symmetry-breaking constraints help a lot to Table 4 . Note that they satisfy constraints in (11) or their reformulations (12) and (13) . drastically reduce the effort required to solve the instances. In fact, with their help, the optimal solutions of the ten instances were found and proven to be optimal and even larger instances were also solved to optimality. The comparison between the times displayed in Tables 5-7 is elucidating. When an instance with a fixed value k of items is feasible, it seems that eliminating symmetric solutions with the help of the symmetry-breaking constraints is not profitable. Note that CPU times for solving the instances with N items in Table 5 (which correspond to not using symmetry breaking constraints) are smaller than the ones displayed in Tables 6 and 7 , which considers the symmetry-breaking constraints. The explanation for that observation seems to be simple. If a feasibility problem is feasible, the larger the number of feasibly (symmetric or not) feasible solutions, the faster a method (which aims to find a feasible solution) will find LGDP model (1-3) setting the fixed side of the equilateral triangles as the best feasible solutions depicted in Tables 1-4. one of them and stop declaring success. The opposite situation occurs when we compare the CPU times used to solve the infeasible problem with N + 1 items in Tables 5-7 . As instances are infeasible, the whole tree must be visited to prove the infeasibility. In this case, eliminating symmetric solutions makes the search tree smaller converting the task of proving infeasibility into an easier job. All in all, considering the symmetry-breaking constraints is profitable. Moreover, the best of both scenarios might be useful in an heuristic combined approach to rapidly find a probably optimal solution and then proving its optimality.
Conclusions
LGDP and MIP models for two packing problems were presented and symmetry-breaking constraints were introduced. The symmetry-breaking constraints do help, as expected, with the one exception of checking for feasibility/infeasibility when the problem is feasible. The main benefit of adding symmetry-breaking constraints, in terms of reduced computation time, comes when proving optimality or infeasibility. The non-rotated-first and the preorder symmetry- setting the fixed side of the equilateral triangles as the best feasible solutions depicted in Tables 1-4. breaking constraints help, but the up-right ordering symmetry-breaking constraints seem to be the more useful ones as they simplify the non-overlapping constraints making the whole model much easier to be solved, at least for the problems considered. While the original LGDP models appear to be simpler for the solver in the minimization case, the big-M MIP reformulations seem to be more adequate in the feasibility case. In any case, the original LGDP models and their big-M MIP reformulations are more competitive than the corresponding convex-hull MIP reformulations. LGDP model (1,11,3) LGDP , R 
