I. INTRODUCTION
Automatic modulation recognition (AMR)is an emerging issue in data recovery and is likely to reduce system design complexity. Of late, artificial intelligence (AI) driven AMR has received greater attention because of the fact that much of the conventional device design complexity can be considerably curtailed [1] . AMR has its roots in military communication intelligence appli-cations such as counter channel jamming, spectrum surveillance, threat evaluation, interference identifi-cation, etc [2] . Most methods proposed initially were designed for analogue modulations. The recent contributions in the subject focus more on digital communication especially the ones that deal with high data rates. Primarily, this is due to the increasing usage of digital modulations in many popular applications, such as mobile telephony, personal dial-up network, indoor wireless network, etc. Also, such modulation schemes provide higher data rates, bandwidth mamagement, quality control and link reliability. With the rising developments in software-defined radio (SDR) systems, automatic digital modulation recognition (ADMR) has gained more attention. Such units can act as front end to SDR systems before demodulation takes place. Thus a single SDR system can robustly handle multiple modulations and provide flexibility of operation over a range of schemes. With rise in device complexity and transmission rates, reliability in data recovery has become another critical issue requiring costly and computationally demanding mechanism. The popularity of AI and its ubiquitousness have established the usefulness of design of data recovery schemes where device level complexity is less. In this background, the emergence of AI driven tools like Artificial Neural Network (ANN) comes to the forefront. It is apparent that an ANN derives its computing power through multiple ways. First, its massively parallel distributed structure and, second, its ability to learn and therefore generalize [3] . Generalization refers to the ANNs generation of reasonable outputs for inputs not encountered during training (learning). These two information processing capabilities make it possible for ANNs to find proper approximate solutions to complex (largescale) problems that are intractable. Furthermore, in ANNs there is no requirement of pre-processing, upsampling and downsampling. In this work, we focus on the design of such a mechanism where traditional process are replaced by a neuro-computing structure. The advantage is lower levels of device complexity but incorporation of a training latency. Experimental results have established the reliability of the proposed system.
II. Theoritical Considerations
Here, we briefly discuss the relevant theoritical consideration.
A. MODULATION RECOGNITION
The recognition of the modulation format of a detected signal is the intermediate step between signal detection and demodulation [2] . With no knowledge of the transmitted data and many unknown parameters at the receiver, like the signal power, carrier frequency, phase offsets, timing information etc blind identification of the modulation is a difficult task. This becomes more challenging in real-world scenarios where multipath fading is a common occurrence with frequency selective and time varying behaviour of wireless channels [2] . Modulation recognition system must be able to make the correct classification of the modulation schemes of the received signal under interference. Automatic recognition of different modulation schemes can be done by an intelligent receiver.
B. ANNs
These are computing systems inspired by the biological neural networks. Such systems "learn" (i.e. progressively improve performance on) tasks by considering examples, generally without taskspecific programming. An ANN is based on a collection of connected units or nodes called artificial neurons (a simplified version of biological neurons in an animal brain). Each connection (a simplified version of a synapse) between artificial neurons can transmit a signal from one to another. The artificial neuron that receives the signal can process it and then signal artificial neurons connected to it.
In common ANN implementations, the signal at a connection between artificial neurons is a real number, and the output of each artificial neuron is calculated by a non-linear function of the sum of its inputs. Artificial neurons and connections typically have a weight that adjusts as learning proceeds. The weight increases or decreases the strength of the signal at a connection. Artificial neurons may have a threshold such that only if the aggregate signal crosses that threshold is the signal sent. Typically, artificial neurons are organized in layers. Different layers may perform different kinds of transformations on their inputs. Signals travel from the first (input), to the last (output) layer, possibly after traversing the layers multiple times. The original goal of the ANN approach was to solve problems in the same way that a human brain would. However, over time, attention focused on matching specific tasks, leading to deviations from biology. ANNs have been used on a variety of tasks, including communication, computer vision, speech recognition, machine translation, social network filtering, playing board and video games and medical diagnosis. The number of hidden layers and nodes is somewhat arbitrary. Too few may prevent the MLP from classifying and too many may cause an unnecessarily long training time and over-fitting [3] . Overfitting occurs when the MLP is trained too long so that the decision boundaries get too close to the training examples. The MLP will consequently be very good for classifying the training examples, but will be very poor for classifying unseen and slightly different test examples. 
III. RELATED WORKS
This section provides a study on previous works related to modulation recognition.
In [6] , authors focus on two feature parameters: coherence and entropy. Signal entropy and the coherence function show potential for robust recognition of HF modulation types in the presence of HF noise and multi-path.
In [7] , authors present a work related to the application of various feature parameters on real HF signals and gives guidance on which features show potential for use in robust recognition of HF modulation types in the presence of HF noise and multi-path. It also defines a measure of mean separation distance between modulation types based on an entropy parameter, and discusses the probability density function of HF noise.
In [8] , a robust Automatic modulation Classifier method for the classification of FSK, PSK, OQPSK, QAM, and amplitude-phase shift keying modulations in presence of HF noise using featurebased methods is reported.
In [9] , authors highlight a feature-based modulation recognition algorithm that is being deployed in a large-scale high-frequency (HF) communications system
In [10] , the authors demonstrated that over-theair transmissions are possible: They build, train, and run a complete communications system solely composed of ANNs using unsynchronized off the shelf software-defined radios (SDRs) and opensource deep learning (DL) software libraries.
IV. Proposed Work
A modulation recognition system is designed by following a block as shown in Figure 3 . The first stage is a signal conditioning block which is required to normalize signals to certain limits to aid the learning mechanism. The classifier used for the recognition process is an ANN. The specific type selected for the work is a Multi Layer Perceptron (MLP) which is a feed forward network back propagation algorithm. The ANN is trained with signal samples of four primary modulation schemes with range of SNR variations. First of all a few number of data sources are selected for performing the experiment We set selected modulation orders. We generate required number of random symbols corresponding to modulation orders.
After modulation we pass the signal through a noisy channel.
We consider the received signal along with noise as the pattern or input. We consider pure signal that is the modulated signals as the target.
Then we train the input and target using the MLP adopting back propagation algorithm.
Then we calculate the Bit Error Rate (BER) between input and output of different modulation schemes to measure the performance.
The channel contains background variations and fluctuations due to changes in propagation conditions. For data sizes between 10 to 10 6 , SNR variations between 1 to 20 dB are considered.
The experiments for a specific case use 4-PSK, 8-PSK, 16-PSK and 32-PSK because these are popular. The configuration and training of the ANN is critical. The ANN with one hidden layer size of 64 with mean square error (MSE) convergence of 10 −6 reaches the goal within 5 to 10 epochs. The learning is fast for which training latency is less.
V. EXPERIMENTAL DETAILS AND DISCUSSIONS
The work is carried out as per the process depicted in Figure 1 . During training samples of M-ary PSK are taken with SNR variation between 1 to 10dB and upto 60dB. These samples of the different modulation schemes are taken to train the ANN classifier. Training is carried out and the learning of one session is depicted as in Figure 5 . The usefulness of the scheme is that the recognition is carried out despite presence of noise in the received signal content. This is due to the fact that the ANN is robust to noise and similar variations if properly trained. The specifications of the ANN are summarized in Table 1 . The error histogram is shown in Fig.6 which is generated during training. Similarly, regression plot is shown in Fig.7 . In an extended form, the system can be modelled to carry out recognition for a wide range of signal and modulations combinations irrespective of SNR and channel condition. It can be considered for application with system where proper knowledge of signals and modulation types are critical. Such a system can be ideal for SDR systems integrated for communication in dense wireless networks. 
VI. CONCLUSION
Here, we have discussed the design of a data recovery scheme based on modulation identification. It is based upon a trained ANN which can discriminate signals transmitted using several modulation schemes through Gaussian and fading channels. Experimental results show that the system is reliable.
