When designing or developing optimization algorithms, test functions are crucial to evaluate performance. O en, test functions are not su ciently di cult, diverse, exible or relevant to real-world applications. Previously, test functions with real-world relevance were generated by training a machine learning model based on real-world data. e model estimation is used as a test function. We propose a more principled approach using simulation instead of estimation. us, relevant and varied test functions are created which represent the behavior of real-world tness landscapes. Importantly, estimation can lead to excessively smooth test functions while simulation may avoid this pitfall. Moreover, the simulation can be conditioned by the data, so that the simulation reproduces the training data but features diverse behavior in unobserved regions of the search space. e proposed test function generator is illustrated with an intuitive, one-dimensional example. To demonstrate the utility of this approach it is applied to a protein sequence optimization problem. is application demonstrates the advantages as well as practical limits of simulation-based test functions.
INTRODUCTION
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us, we need a generator of test functions which satisfy certain criteria. Besides important features, which are listed in well-known publications (e.g., [6, 30] ) we focus on the following criteria. (C.1) Di culty: Test functions should be su ciently complex [21] .
Whitley [30] states that test "problems should be resistant to hill-climbing". (C.2) Diversity: e problem instances are varied, randomized and not known a priori. is criterion is a standard in machine learning, because the available set of problem instances is partitioned into a training, a validation, and a test set [13] . (C.3) Flexibility: ey should not be restricted to one speci c problem instance. Flexibility is used in machine learning to characterize the number of parameters that are necessary to specify a model [15] . Flexibility will be used in our framework for characterizing functions. Some authors use the term "generalizability" to characterize this feature [2] . (C.4) Relevance: ey should re ect real-world problem behavior. (C.5) Evaluation cost: ey should be inexpensive to evaluate, allowing for numerous tests. One way to provide test functions that satisfy criteria (C.1)-(C.5) is to generate data-driven regression models of the objective function and use the derived predictor to test algorithms [2, 7, 8, 25] . is approach has an inherent problem: Almost all regression models interpolate the data they are trained on and hence yield smoothed tness landscapes. us, the derived instances may be less rugged and more easy to solve than the real-world problem.
erefore, data-driven test functions should in addition respect the following criterion: (C.6) Non-smoothing, i.e., the test instances re ect the ruggedness of the original problem. us, the main research question examined in this study is: How to generate test functions that satisfy criteria (C.1)-(C.6)? To that end, we propose a general framework for generating test functions based on real-world data using simulation rather than estimation (prediction) techniques. Decisively, a simulation has the potential to avoid the pitfall of smoothing. Furthermore, it provides a principled way to generate diverse test function instances. To illustrate these features, we train Kriging models [5] on real-world data. e key idea is to use non-conditional and conditional simulation [5] of Kriging models to generate varied problem instances that do not smoothen the potentially rugged structure of the real-world problem. e simulation-based test functions can re ect the behavior of the real-world problem rather than just the data itself. ese test functions are especially interesting for expensive optimization problems but obviously also apply to the cheap case.
Related approaches will be explained in Sec. 2. A erwards, Sec. 3 will provide the details of the (non-)conditional Kriging simulationbased generator. A simple example is given in Sec. 4. To present a more complex application, the method is applied to a real-world data set in Sec. 5. Here, we also investigate practical limits of the approach. Section 6 discusses the applicability of our approach. Finally, Sec. 7 presents a summary and outlook for this work.
RELATED WORK
e most basic test function is a simple mathematical expression, e.g., the sphere function, which re ects the behavior of many test functions in the vicinity of the optimum [21] . In many studies, sets of such expressions are used as testbeds, e.g., combining the sphere, Branin, or Rosenbrock functions.
ese test suites should obey certain principles, e.g., nonlinearity, non-separability, and scalability [30] . e bene t of using sets of well established functions is that they enable comparability between di erent studies and can be used to guarantee generalizable results. Still, certain algorithms could easily be tailored to over t a speci c testbed, because the test functions are known in advance, i.e., before the study is performed. Furthermore, the capability of representing complex real-world behavior is probably limited.
e generating principle of these classical test function suites [6, 21, 27] can be described as inductive, because single, simple features such as symmetry or multimodality are combined to generate a complex test function.
A more comprehensive approach is taken by the Comparing Continuous Optimizer platform (COCO), also known as the Black Box Optimization Benchmark (BBOB) [11] . BBOB comprises a framework that automates the experimental procedure involved in testing of continuous optimization algorithms. BBOB takes an inductive approach, relying on arti cial test functions [12] . BBOB provides an enhanced procedure for post-processing of experimental results to enable a standardized comparison and analysis.
e Gaussian Landscape Generator (GLG), which was proposed by Gallagher and Yuan [10] , is also an inductive approach. However, it is not based on a xed set of functions. Rather, it randomly composes Gaussian curves. e overall tness value is the maximum of all curves at a given point. One advantage of the GLG is the ability to control the number of local optima. us, the complexity of the resulting test function instances can be controlled. Also, the randomized process allows for a large variety of test functions. However, the relevance of the resulting functions is debatable. Similar test function generators are described in [1] .
e Krigi er approach creates random Kriging models, or Gaussian processes [29] . With a user-speci ed trend and covariance structure, the Krigi er randomly creates a process that can be used as a non-linear test function. us, varied and di cult functions can be generated based on an inductive approach. e relevance of the resulting functions relies on the assumption that real-world processes are also Gaussian, but it is unclear how the resulting test functions relate to a speci c real-world application.
A deductive approach has been employed for a practical application by Rudolph et al. [25] . Deductive approaches take a complex data set and extract important features using data-driven methods. Rudolph et al. aim to improve algorithm performance on the real problem (optimization of a ship propulsion system) by tuning performance on a Kriging surrogate model. Bartz-Beielstein [2] proposed a deductive approach for optimization benchmarks in general. Data from a real-world system are used to train a model and for generating test function instances. Model parameters can be stochastically varied to enable diversity. Statistical tools such as mixed models are also discussed [4] .
Similarly, Flasch [8] and Fischbach et al. [7] used a deductive approach based on Kriging models to generate test functions. Firstly, real-world data is taken from some experiment. Secondly, a Kriging model is trained with the data.
e Kriging model is varied by making controlled changes to the model parameters, e.g., the nugget parameter or parameters of the correlation function. Hence, it will be referred to as the parameter-variation approach. en, the predictor of the varied Kriging model can be used as a test function. In principle, this approach can be applied to arbitrary models and it is not restricted to Kriging or Gaussian processes. An extension by Fischbach et al. [7] takes two problems into account: (i) if a model is insensitive to some parameter, the derived test function instances will be nearly identical and (ii) if a parameter has a drastic impact, a random change may create a function without any resemblance of the original function. Both problems are handled by computing various measures of (dis-)similarity between the test function instances and the unmodi ed model. e computed values are required to be within user-speci ed bounds. us, simple copies (too similar) and strong distortions (not similar enough) are avoided.
Based on these results, we propose a new deductive simulation approach. e goal is to generate data-driven test functions that fulll criteria (C.1) to (C.5) and avoid the pitfall of smoothing (C.6). e corresponding methods and required foundations are introduced in the following.
SIMULATION-BASED TEST FUNCTION GENERATOR 3.1 Kriging Estimation
Kriging is a modeling procedure that understands observations as realizations of a Gaussian process. A detailed description is given by Forrester et al. [9] . In optimization, Kriging is a popular choice, as it additionally provides an estimate of prediction uncertainty, which can be used to balance exploration and exploitation by computing the expected improvement of candidate solutions [19] .
is approach is most famously employed in the E cient Global Optimization algorithm (EGO) [16] . Our study utilizes Kriging to simulate responses of a Gaussian process.
Kriging approximates the data by modeling the correlation between observations, e.g., using a Gaussian correlation function (kernel) k(x, x ) = exp(−θ d(x, x )), where x, x ∈ X. Here, X is some non-empty set, called the search space. If X = R r then x is a r -dimensional real vector. Furthermore, θ ∈ R is a kernel parameter and d(x, x ) is a distance function, e.g., d(x, x ) = |x −x | with x ∈ R. Based on this, a correlation matrix K is computed, which collects all pairwise correlations of the training data X = {x 1 , ..., x n }. It is used in the predictor as follows:
where y are the training observations,ˆ (x) is the predicted function value of a new sample x,μ represents the process mean, 1 is a vector of ones and k is the column vector of correlations between the set of training samples X and the new sample x. All parameters (e.g., θ ,μ) are determined by Maximum Likelihood Estimation (MLE).
Kriging Simulation
e predictor in Eq. (1) estimates a function value at a new sample x. e goal of estimation (or prediction) is to produce values that are as close to the true values as possible. In contrast, the goal of simulation is to produce values whose moments are as close to the moments of the real data as possible [17] . In case of Kriging, the simulation approach creates realizations of a Gaussian process with the same mean and covariances as the modeled process.
While the predictor is also based on the process mean and covariance matrix estimated during model training, the predictor itself does not have these very same properties: it smooths the data and may even be non-stationary [5] . On the other hand, simulations actually have the respective mean and covariances. is is important when generating test functions: a smoothed landscape may obviously lack important features of the real, original tness landscape, e.g., it may have a smaller number of local optima.
Di erent approaches to simulation of Gaussian processes exist [5] . Our approach is based on the square root of the covariance matrix [5] .
is choice is made for computational reasons. Firstly, a set X s of m samples is selected. e process will be simulated at these samples. Secondly, the correlation matrix K s of the set X s is computed. It is decomposed as
where the process variance σ 2 is determined by MLE and C s is the covariance matrix with the eigenvector matrix U and diagonal eigenvalue matrix Λ = diag(λ). e square root of
T and the simulation is given bŷ
Here, ϵ is a vector of m independent, normally distributed random numbers with zero mean and unit variance.
Kriging Conditional Simulation
e goal of conditional simulation is reproducing the moments of the training data. At the same time, the simulation can be made conditional on the training data. at means, the training data is reproduced exactly by the simulation, i.e.,ŷ s = y if X s = X . us, the conditional simulation is a be er approximation of the training data, compared to the non-conditional simulation. Still, due to the di erent goals of estimation and simulation, the conditional simulation error is twice as large as the estimation error [5, 17] .
At a rst glance, this feature may seem undesirable. e usefulness of conditional simulation can be demonstrated by a simple example given by Lantuejoul [18] . e curves in Fig. 1 represent depth measurements along an undersea cable. e interpolation (thin black line) gives a good estimate of the true depth. e conditional simulation (dashed red line) on the other hand may have a large error. However, if the goal is to determine the required length Figure 1: Undersea cable depth estimation (black line) and conditional simulation (dashed red line) and the given data (black dots). Based on the example presented in [18] .
of the cable, the estimation approach may severely underestimate the true value, while the simulation may work well. Interestingly, both estimation and simulation are a result of the same trained model, but represent di erent features. e conditional simulation may result in more realistic shapes than the predictor. For example, higher frequency behavior may not be visible in the predictor, but may be visible in a (conditional) simulation [5] . Similar to the non-conditional simulation, di erent conditional simulation approaches exist. Here, we use a straight forward approach that directly simulates the conditional Gaussian process [28] . is is not necessarily the most e cient choice. But it allows for a rather simple and transparent implementation. A more advanced approach can be substituted when needed, e.g., when growing data size renders the following approach infeasible.
As described in Sec. 3.2, we have the correlation matrix of the training data (observed data) K and the matrix of correlations between the samples to be simulated, K s . Furthermore, K x denotes the matrix of the cross-correlations between training and simulation samples. Correlations of the combined training and simulation samples can be arranged in a block matrix as follows:
Following [28] , the conditioned correlation matrix can be calculated as
Intuitively, identical training and simulation data results in a zero correlation matrix K cs , which follows from K s = K x = K. To simulate the conditional process, C cs = σ 2 K cs is used in a similar manner as in (2), witĥ
e estimationsŷ of the simulation samples are derived with Eq. (1).
Test Function Generator
e main proposal of this work is to use the (conditional) simulation approach to generate test functions as described in Algorithm 1.
e function generator rst creates or receives data of the problem (line 2-7).
en, a Gaussian process model is trained with that data (line 8) and simulation samples are created (line 9). For each desired test-function, a separate simulation is performed (line 11). Create n samples X = {x 1 , ..., x n }.
4:
Determine observations y: i = f (x i ). 5: else 6: User provides data set {X , y}. 7: end if 8: Train Gaussian process model M based on {X , y}. 9: Create m samples X s = {x 1 , ..., x m }. 10 : for all j ∈ 1, ..., n sim do 11: Create (non-)conditional simulationsŷ 
s is the required j-th test function.
14:
Provide j-th test function as interpolation of simulated samples using Eq. (1): If the simulation covers the whole search space, the resulting values already represent the test function. If not, an interpolation step (line 15 in Algorithm 1) is necessary. e chosen simulation approach only simulates at the given sample location X s , and does not present an explicit formula. Hence, the interpolation is necessary when only a subset of the search space is simulated. To guarantee that the interpolation step actually reproduces the training data in the conditional simulation case, it is useful to ensure that X ⊂ X s . e interpolation step has to be used with care. As this step is based on estimation, it may violate the non-smoothing criterion (C.6). However, since m simulation samples are interpolated, rather than just the n training samples, this issue is less severe than in the simple estimation case. e advantages of this test function generator are:
• It can make use of real-world data and does not require access to the actual objective function, providing access to inexpensive test functions (C.5).
• Test functions represent a problem class rather than a single problem. Diverse test functions can be produced at random (C.2).
• Test functions can reproduce the behavior of real-world problems (non-conditional simulation) and the underlying data (conditional simulation), thus satisfying the relevance criterion (C.4).
• Estimation-based test functions do not necessarily provide the most realistic landscape. E.g., higher frequency behavior may be ignored by the predictor. Contrarily, simulation allows to respect such behavior [5] . us, simulation may avoid the main pitfall of data-driven test function generation and satis es the nonsmoothing criterion (C.6). Since this avoids overly simpli ed test problems, this also helps to meet the di culty (C.1) and relevance (C.4) criteria.
• Kriging models are very exible (C.3). By adapting the kernel function (or its parameters) most problems can be approximated.
Due to this feature, the simulation approach is even independent of the solution representation (data type of x) [20, 32] .
• Unlike the parameter variation approach (cf. Sec. 2), the simulation approach is a more principled way of generating diverse test functions (C.2). In the parameter-variation approach, controlled changes to the parameters may have drastic e ects on the resulting functions. Simulation, and especially conditional simulation, on the other hand guarantees that certain structures of the real-world data are preserved in the test function.
• Unlike the Krigi er approach, we propose to use data from realworld problems to derive the simulations (C.4). Furthermore, we outline the di culties of excessive smoothing (C.6), which also a ect the Krigi er approach. In addition, conditional simulation is used, which has not been explored by the Krigi er. Disadvantages or possible problems are:
• e training data may introduce bias. If insu cient data is collected, the model may not learn the problem structure.
• e model selection and con guration may also introduce bias. It may be unreasonable to compare certain surrogate models or their con gurations based on this procedure: e models that use the same con guration and type as the simulation model would have an unfair advantage.
• e number, value and location of local and global optima is unknown. is is in contrast to classical test functions, BBOB or the GLG. If required, such features have to be approximated.
• e number of simulation samples m is important to be set to a good value. Very large values of m may lead to computational issues due to memory and time requirements. Rather small values of m may lead to excessive smoothness, due to the nal interpolation step. Importantly, this smoothness issue is less severe than in the estimation case: m is not restricted by the cost of evaluation of f (x) (unlike the number of training samples n).
• Conditional simulation may produce test functions that have li le variation if the trained Kriging model ts the data exceedingly well, thus violating the diversity criterion (C.2). e model estimates low variances and all realizations of the simulation will be nearly identical. To detect such a case, the estimated variances at the simulation sample locations can be compared against a threshold value. In many use-cases, sparsity of training data due to high costs of evaluation will render this issue unlikely. is issue is irrelevant for non-conditional simulation.
ONE-DIMENSIONAL EXAMPLE
To demonstrate the intuition behind the simulation-based test function generator, we rst present a simple example. e source code can be requested from the authors. e example is based on the real valued, one-dimensional function
with x ∈ [0, 1]. Here, n = 5 samples are created with uniform random sampling and are evaluated with f 1dim . e Kriging model is trained with the data and is simulated at m = 100 locations. e simulation samples include the ve training samples. e remaining m − n = 95 samples are drawn from a uniform random distribution. is process is repeated n sim = 10 times, so that ten test functions are created. Figure 2 shows the objective function, the Kriging estimation and the (non-)conditional simulations. e non-conditional simulation test functions do not reproduce the training data. While the resulting functions look rather chaotic, they all share the same covariance structure and hence have similar smoothness, as well as a similar number of optima. e test functions are of similar di culty as f 1dim (x) (C.1), are diverse (C.2), exible (C.3), relevant to the original problem (C.4), inexpensive (C.5), and su ciently rugged (C.6). e motivation for using these kinds of test functions would be to test performance on functions that have similar structure as the real objective function, but are not necessarily identical to it.
Contrarily, the training data is reproduced by the conditional simulation test functions. e conditional simulation's deviation from the estimation increases with increasing distance to observed data. In general, the functions are less varied than the ones based on non-conditional simulation, but match the true function f 1dim (x) more closely. Hence, the motivation to use non-conditional simulation would be to estimate performance on potential realizations of the same (black-box) f 1dim (x).
PROTEIN LANDSCAPE APPLICATION 5.1 Data and Problem
To showcase the application of simulation-based test function generation in practice, this section presents a real-world example. To that end, an openly available data set from the eld of computational biology is used [3, 23] . It contains the corresponding tness values of all DNA sequences of length ten. Here, tness refers to the a nity to a uorescent target protein: allophycocyanin. e data set has previously been used for the assessment of evolutionary algorithms, using a nite state machine model [24] .
Candidate solutions x are DNA sequences with d = 10 bases, i.e., strings with ten le ers that are either A, C, T, or G. e tness f af f init (x) is the result of the complex measurements described in [23] , and is part of the data set. It has to be maximized.
Test Function Generation
e data set comprises all possible 10-base sequences. For our tests, n = 100 sequences x are selected (randomly, uniformly) and the corresponding tness values are taken from the data set. e model M complete is trained with the resulting data and is simulated at m = 1000 additional samples, and n sim = 10 test functions are created. Since the complete data set is available, there is li le motivation for a test function based on conditional simulation. Hence, we use the non-conditional simulation approach. e idea is to create test functions that show similar behavior as the given protein tness landscape. Since m is smaller than the size of the complete search space, this requires to use the interpolation step during evaluation of the test function. e derived test functions are denoted with sim(M compl et e ,interpolate). Here, the rst argument refers to the employed model and the second argument speci es that we interpolate between the simulated samples.
To show the e ect that the interpolation has on the tness landscape, we will create two additional sets of simulation-based test functions. In both of these cases, the search space is restricted to a subspace of just 1024 sequences. To that end, the last 5 elements of each sequence are xed to ACGTA. In the rst case, the above described model M complete is used to simulate all 1024 sequences in the subspace. is case will be denoted sim(M compl et e , simulate-only). In the second case, a new model M subspace is trained with 100 sequences selected (randomly, uniformly) from the 1024 sequences of the subspace. is case will be denoted sim( M subspace ,simulate-only).
Since the candidate solutions or samples are not real-valued, the correlation function described in Sec. 3.1 can not be used. Instead, the correlation function has to be changed [20, 32] . Here, the exponential correlation function k(x, x ) = exp(−θ d(x, x )) is used with the Hamming distance
otherwise.
e Hamming distance also proved to yield good results in other studies [31] and has the additional advantage of low computational cost. e Hamming distance was also used in the original study that introduced the considered data set [23] .
Since the problem is discrete and of rather manageable size, we can use brute force to estimate the global optimum of each generated test function. Also, the number of local minima is determined, i.e., the number of samples whose neighbors do not have a be er tness. Here, Hamming neighborhood is employed. at means, the neighbors of a sequence are all sequences that di er in exactly one element from the original one.
Landscape Analysis
Firstly, we report some landscape characteristics of the test functions based on simulations in the complete, unrestricted search space, i.e., sim(M compl et e ,interpolate). Rowe et al. [23] report a correlation length of roughly 4.5. ey estimate this value by calculating the auto-correlation of random walks in the tness landscape.
eir result is nicely reproduced by the Kriging model, which is trained with just 100 samples: the correlation length (the reciprocal of the kernel parameter θ ) determined by maximum likelihood estimation during model training is 4.48. Another good match is the reported tness distance correlation: −0.32 (in [23] ) versus −0.37 with standard deviation 0.09 (in this study).
Unfortunately, there is also a strong mismatch. Rowe et al. [23] report that the data set has 6805 local optima. e simulated test functions sim(M compl et e ,interpolate) have 49 local optima or less.
is is a major problem, as the test functions do not seem to represent the underlying problem very well. e test functions would be far to easy to solve, violating criteria C.1, C.4, and C.6.
is problem can clearly be linked to the last step of the function generation: interpolation.
e interpolation is again based on estimation. It can not represent higher frequency changes in the landscape very well, as it introduces too much smoothness. Essentially, the interpolation between simulated samples will remove potential local optima which would otherwise be present in a simulation of the complete search space. Since the number of simulated samples m = 1000 is much smaller than the number of local optima in the real landscape, the resulting test function is necessarily much smoother than the real problem.
is problem can be revealed in a down-sized experiment. By restricting the analysis to a subspace of just 1024 DNA sequences, i.e., sim(M compl et e ,simulate-only), interpolation can be avoided.
is results into landscapes that have between 2 and 7 local optima (in this subspace).
is result matches more closely to the real landscape's behavior, which should on average have 6805/4 5 ≈ 6.6 local optima in a subspace of this size. If the model is also directly trained as well as simulated in the subspace, i.e., sim(M subspace ,simulate-only), this results into 10 to 19 local optima. e real landscape has exactly 16 optima in the subspace. e earlier violated criteria (C.1, C.4, C.6) are satis ed. In theory, we could do the same pure simulation experiment on the complete search space, but that is computationally infeasible: even just storing the required 4 10 x 4 10 covariance matrix is prohibitive.
Clearly, this is a central issue. As shown, small discrete search spaces may allow to skip the interpolation step and the corresponding problems. Large, rugged search spaces remain a challenge. We do not resolve this numerical and computational issue in this article, rather point to some potential solution approaches. As noted in Sec. 3, we used rather simple and straightforward simulation techniques.
ere are more e cient simulation techniques that allow to deal with larger numbers of simulation samples. In the continuous case, one could try to adopt the spectral simulation technique that does not directly rely on a set simulated samples but is based on a sum of cosine functions [5] . Spectral simulation does not require to compute the complete covariance matrix for the simulation samples. In the discrete case, Gaussian Markov Random Field models [26] may be of interest. Here, the Markov property induces sparsity in the inverse of the covariance matrix, which may be exploited to deal with large sample sizes.
As the one dimensional example in Sec. 4 showed, interpolating a small number of simulation samples should provide satisfying results if the problem itself is rather smooth. Hence, it is desirable to estimate the required number of simulation samples m that lead to an interpolation that re ects the ruggedness of the actual problem. Clearly, the model is fully speci ed once all parameters are determined. It should be possible to estimate m based on the resulting covariance structure. In that sense, small parameters θ of the kernel function yield smoother landscapes that require less simulation samples to approximate. Large θ yield more rugged landscapes that require more simulation samples. One could also take an empirical approach to determine m, by increasing it in steps and observing the convergence of a suitable measure (e.g., some non-parametric measure of ruggedness of the simulation). Where possible, expert knowledge about the problem may also help to determine a suitable m, if, e.g., the number of local optima is known. Large, rugged search spaces remain a challenge, and should receive more a ention in future research.
At the same time, the experimental results demonstrate that simulation-based test functions should be preferred to pure estimation. e estimation of the model M subspace trained in the 5-base subspace has only 2 optima (in that same subspace). is stresses that excessive smoothing may suppress local optima. is problem extends to any kind of estimation-based test function generator.
Performance Analysis
As the landscape analysis showed, the interpolated simulation is not a good representation of the real problem behavior. Hence, we use test functions derived from a model M subspace that is trained and simulated in the earlier introduced 5-base subspace, i.e., sim( M subspace ,simulate-only). By restricting the performance analysis to the 5-base subspace, we avoid the interpolation problem. We use the derived simulation-based test functions to evaluate the performance of optimization algorithms. Ten di erent test functions are created, and each algorithm is run twenty times on each function, resulting into 200 replications.
In addition, we want to show the advantage of this approach in comparison to an estimation-based test function. erefore, a baseline test function is derived from the estimation (prediction) of the same model. Finally, the algorithms tests were repeated on the actual objective function, i.e., directly using the real data. Since these last two cases only involve a single objective function instance, all 200 replications were spent on that single function.
e tested optimization algorithm is a variant of EGO for combinatorial optimization [16, 31] . e algorithm rst generates a set of k samples (randomly, uniformly) and evaluates them with the objective function (or test function). Di erent values of the initial design size parameter k will be tested: k={5,10,20,50}. A Kriging surrogate model is learned with the resulting data. An optimization algorithm (here: brute force 1 ) is used to optimize an in ll criterion.
We compare two in ll criteria: expected improvement (EI) and the predicted mean. e former is, e.g., described in [16] . e la er is the derived from Eq. (1). e sample that optimizes the in ll criterion will be evaluated by the objective function and the result is used to update the surrogate model. is procedure is iterated until a budget of 100 function evaluations is exhausted. Random search is used as a baseline comparison. Hence, we compare 9 algorithms: Random search and 8 combinations of the in ll criterion and k.
Similarly to the COCO framework [11] , we use a set of target values and the respective runtime required to reach these targets to measure algorithm performance. To that end, the global optimum opt = f (x opt ) is determined by brute force. Based on the determined optimum, the tness gap is speci ed as follows fgap(x) = f (x) − f (x opt ). Finally, evenly spaced targets for fgap are speci ed on a logarithmic scale: tar f ap = 10 0 , 10 −0.2 , ..., 10 −6 .
For each algorithm run, it is recorded a er what runtime a certain target is reached. For each set of test functions, we aggregate the resulting data by calculating the fraction of all targets reached at a certain runtime. e resulting curves (fraction of targets reached against runtime) are called run length distributions [14] , empirical cumulative distribution functions (ECDF) [11] or data pro les [22] .
For our experiments, the ECDF plots are depicted in Fig. 3 . e results show that using the EI in ll criterion is crucial. Without EI, algorithm performance is close to the random search baseline. Results a er 100 evaluations seem to be insensitive to k. Earlier in the runs, smaller design sizes yield superior results. e strong positive e ect of EI can be partly a ributed to the ruggedness and relatively large number of local optima. Since the estimation-based test function is overly smooth, this e ect is less visible here: the runs without EI are more easily distinguished from the random search baseline in case of estimation. is stresses the importance of using simulation rather than estimation for testing. Compared to estimation, the simulation-based results are much closer to the results on the true function.
e estimation-based test function severely underestimates the di culty of the problem. is stresses that simulation approaches are more suited to satisfy the required criteria of test function generators, especially with regards to diculty (C.1), relevance (C.4) and non-smoothness (C.6).
A slight di erence between simulation-based tests and the real function performance can be observed. Note, that the goal of the simulation-based test functions was not to produce exact surrogate functions for the true, real-world problem. Rather, it was desired to create test function instances with similar behavior. Still, the selected kernel of the Kriging model may be improved. e isotropic nature of the kernel may not be a perfect choice. Rowe et al. [23] report that bases at the start of a sequence have larger impacts than the bases later in the sequence. It may be more exact to use an anisotropic kernel, which allows to learn the importance of each base. is comes at the cost of introducing additional kernel parameters.
DISCUSSION
One remaining question is: When should we use which test function generation approach? e answer clearly depends on the context and goals of the analysis.
We strongly recommend to use a simulation approach if datadriven, model-based test functions are desired. Simulation is a principled way of generating diversity and avoiding too much e labels inside the plot indicate the con guration of the employed algorithm, that is, whether EI or the predicted mean was used as an in ll criterion and the size of the initial design. e x-axis depicts the logarithm of the number of tness function evaluations (feval).
smoothness. But simulation-based test functions are not supposed to replace classical test function sets. ese test function sets do have merits, e.g., their properties and behavior are well understood. If an algorithm is assessed without any speci c application in mind, a mix of both would be ideal. If an algorithm is assessed with the desire to determine performance on problems with speci c features (e.g., separability, unimodality), classical test functions are probably preferable. Contrarily, if an algorithm is assessed in the context of a speci c real-world application (i.e., C.4 is important), a simulation-based test function generator should be preferred.
In the la er case, if performance on a class of problems with similar behavior as the real objective function is of interest, nonconditional simulation would be more appropriate. Conditional simulation would be more appropriate if the performance on potential realizations of the same problem is of interest.
SUMMARY AND OUTLOOK
e main research question raised in this study was: How to generate test functions that satisfy criteria (C.1)-(C.6)? We showed how Kriging simulation can be used to generate test functions that emulate the behavior of real-world optimization problems. e simulation-based approach allows to generate di cult (C.1), diverse (C.2), exible (C.3), relevant (C.4), inexpensive (C.5) test problems that may avoid detrimental smoothing (C.6).
A simple example was used to illustrate the idea and a protein sequence data set was employed to demonstrate the application to a complex, real-world problem.
e protein sequence experiments show that the simulation quality depends on the number of samples that are simulated. If few samples are simulated in a large, rugged search space, the resulting test functions may not respect the behavior of the real-world problem. Especially, the number of local optima may be underestimated due to an overly smooth test function. is applies even more strongly to data-driven function generators that use estimation instead of simulation. us, while not without hazards, simulation does present a clear advantage over estimation-based approaches.
Future research should focus on the main problem of the simulation-based function generator: dealing with large rugged search spaces. at is, simulation methods for a large number of simulation samples should be investigated. Furthermore, an estimate of the required number of simulation samples is desirable.
Finally, simulation is not limited to Gaussian processes. Other kinds of stochastic processes can also be simulated and hence used to produce test functions. It may be bene cial to include di erent process model types into the analysis, especially to reduce potential bias introduced by a speci c choice.
