Abstract -This project focuses on the development of a video analytics processor for detection and classification of vehicles on motorways. The motivation for this project comes from the need to have a plug-and-play solution to analyse traffic, as most of the existing solutions require training some sort of structure to recognise objects on the scene. Such a module can work as a data input for traffic management systems in addition to more traditional sensors such as the magnetic loop detectors. We also present a novel approach to the vehicle classification problem based on the use of a fuzzy set. To illustrate the proposed approach, the detection and classification algorithms implemented were tested with different cameras in different scenarios, showing promising results.
INTRODUCTION
Traffic management in cities is a vast area as it studies the planning and control of the road network, with all the tasks associated with them and the appropriate use of the transport means available. As cities tend to evolve following the concept of smartification of urban settings, the management of how people move is one primary area to which information technologies can be applied. As the number of vehicles using the roads increases quickly [1] so does the need to improve the methods of traffic management. Therefore the development of multiple projects in multiple institutions around this issue comes as a confirmation of both its importance and the significance of this work regarding the topic.
With the decreasing costs of cameras for video surveillance, the number of units installed around the world is rising, passing the mark of 245 million in 2014 [2] ; over 65% of that number being from Asia. With this number of cameras placed globally the amount of data collected every day is too large to be humanly processed, and thus the need to create autonomous processors is paramount. The market for automatic analysis of video is expected to be worth 11.17 Billion USD by 2022 [3] , with the facial recognition area expected to have the highest CAGR (Compound Annual Growth Rate) due to the potential related to security applications.
This work reports on the development and implementation of a computer-vision-based framework to analyse movingobject scenes with multiple applications. The selected case study refers to road traffic networks, applicable to both to rural/motorway and urban settings. Several supporting features were explored and practically implemented, namely object detection, object tracking, and object classification. Such features helped us implement analytics regarding traffic flow.
With the potential perspective of using computer-visionbased solutions in the specific domain of traffic and transportation engineering, the goal of this work is to devise appropriate mechanisms allowing for the identification and classification of moving objects on road networks. Thus endowing traffic surveillance systems with the ability to automate the process of extracting information from video cameras is imperative to improve control and management of complex networks. Indeed, video streams capturing continuous images from selected spots can offer the appropriate means for incident detection, alarms, and complement data gathered from other traditional sensors, such as inductive loops installed beneath the pavement, usually applied to prediction and other sort of analyses [4] , [5] . Contrary to inductive loops, which are prone to reading failures more frequently than other analogous systems, video cameras can offer a wide range of other sensing capabilities. On the other hand, other challenges arise which demand robust and efficient algorithms. This work focuses on the specific problems of detecting and classifying moving objects in urban areas and motorway environments, with the objective of feeding more accurate and reliable information into simulation models underlying fully operational artificial transportation system platforms, such as the MAS-Ter Lab architecture [4] , and associated monitoring dashboards [7] , [8] .
The remaining of this manuscript is organised as follows. Section II briefly reviews the literature on topics related to this work, whereas Section III describes how the problem is approached, giving the reader details on the proposed approach. Section IV presents and discusses preliminary results, whereas Section V draws conclusions and suggests further steps in this research project.
II. REVIEWING COMPUTER VISION IN ITS
Regarding intelligent transport systems (ITS), the use of computer vision to aid the laborious task of analysing traffic has been increasing in the last years due to the more accessible costs of hardware, including cameras, storage, and processing power, as well as the growing knowledge of how to extract useful data from video streams. In contrast to the high installation and upkeep costs of other traffic control sensors, such as inductive loop detectors and microwave vehicle detectors, applying computer vision to handle these tasks is an affordable option for entities responsible for the analysis of such data so as to improve the efficiency of mobility solutions.
One of the first work efforts applying computer vision to analyse traffic, which was published in 1984 [9] , aimed at detecting and measuring movement in a sequence of frames. Since then, multiple fields of study have been created, not only for the measurement of traffic, as explored in [10] , [11] , [12] , and [13] , where authors evaluate methods to analyse traffic in urban environments, but also for the analysis of the environment around a self-driven vehicle, reading traffic signs using multiple approaches such as convolutional neural networks [14] , and bagof-visual-words [15] . Among many applications of computer vision, automatizing the parking process has been largely explored as discussed in [16] . Recently some studies have emerged in which authors discuss the analysis of passenger numbers and behaviour inside vehicles, so as to enforce traffic laws, for instance [17] .
However, our work focuses rather on the aspect of traffic analysis. In order to understand what we need to accomplish, it is convenient to study what composes a typical traffic scene. Usually the scenes are viewed from a top-down perspective that places the cars against the road as background. The vehicles have a roughly regular rectangular shape when viewed from the top, with little variation when the camera is rotated. However, their textures vary heavily, making it difficult for a detector to work based on the vehicles image representation only [18] . Depending on the camera position there can be object occlusion by other objects or scene components, which makes it even more difficult to detect and track vehicles relying solely on subtraction-based segmentation techniques.
The scenes also have varying light conditions according to the time of the day, and proposed solutions need to adapt to these changes as quickly as possible, otherwise data might be either lost or compromised. Other weather conditions can also interfere with the analysis, such as fog and rain, and thus such conditions need to be addressed when designing solutions.
III. METHODOLOGICAL APPROACH

A. Technology
In order to implement this project, we needed both a library of computer vision algorithms already implemented as well as a simple way to retrieve frames from both video streams and files. This section describes what technologies were the chosen including a brief description and justification of why they were chosen.
OpenCV (https://opencv.org/) is a library composed of implementations of useful computer vision algorithms widely used across the industry and academy. It has interfaces for multiple programming languages, such as C++, Java, and Python. However, it is natively written in C++ in order to take advantage of low level performance enhancements, as performance is an important factor in real-time computer vision applications.. The library contains over 2,500 algorithms ranging from the more basic image processing, such as filtering, morphology operators and geometric transformations, to more complex ones that can compare images, track features, follow camera movements and recognise faces, among others. Along with the image processing capabilities, OpenCV also features interfaces to stereo cameras, such as Kinect allowing users to retrieve a cloud of 3D points and a depth map from the captured image. This is the chosen library as there is already previous work using it within the group, which can greatly leverage this project.
JavaCV is a wrapper for OpenCV written in Java. It works on top of the JavaCPP Presets, a project that provides Java interfaces for commonly used C++ libraries, such as OpenCV and FFmpeg -the ones we are using -as well as CUDA, ARToolKitPlus, and others. It provides access to all the functionalities of OpenCV inside a Java environment and was the chosen solution as there was already experience withing the group working with such technology. Even though the code is written in Java and runs under a Java Virtual Machine, the code for OpenCV is compiled from C/C++ and the memory of the objects then created is allocated in a separate thread. This made it impossible to rely on the garbage collector to do the memory management, and it is necessary to manually delete the native objects. Failure to address this issue causes the system to run out of memory, and subsequently a program crash.
B. Segmentation
This section describes how the segmentation of the received images is performed, and how it returns a foreground mask representing the moving areas of the scene. In Figure 1 we can see the original frame on the left and the calculated background model of the scene on the right. To achieve this result, the first step is to mask the obtained frame to prevent uninteresting regions of the image from being processed by the Background Subtracter. The masking process consists in placing a binary image, called a mask, over the original image and removing all information where the mask has false values.
The application of the mask solves an issue in which moving or changing regions of the image outside our area of interest would create unwanted artefacts. Examples of such unwanted situations include moving trees due to the wind blowing, or the issue that occurred in this scene (Figure 1) , where a car passing would be reflected in the windows of the building. The next step of the Segmentation process is to feed the masked frames into a Background Subtraction algorithm that will use them to update its internal representation of the scene. This project uses the OpenCV implementation of the Mixture of Gaussians algorithm that allows the user to tune, among others, the following fetatures:
The number of past frames considered on the background calculation;
The threshold value from which a pixel is considered to be foreground, compared to the difference between its current value and the one from the background model;
The learning rate of the algorithm, representing how much each new frame influences the model.
After updating the background model we can retrieve its foreground mask from the Background Subtracter, a rough representation that is calculated by subtracting the background model from the current image and thresholding it. It thus returns only the pixels whose difference is significant enough, considering the threshold set. As we can see in the middle image of Figure 2 , the foreground mask from the Background Subtracter can have considerable noise due to lighting conditions. To address this issue two morphology filters are applied to the image: i) a squared erosion filter to remove the small speckles that appear in the mask; followed by ii) a larger circular dilation filter to consolidate the positive regions of the mask, as the wind shield and windows of the vehicles are usually detected as background due to their dark colour and/or reflection of the environment.
IV. OBJECT CLASSIFICATION
A fuzzy set is used in order to classify the objects present in the scene into light or heavy vehicles. This set is calculated at run time based on a mask drawn by the user via the web interface that roughly approximates the size of a light vehicle. The area of such a mask (ALight) is used as a base value to create the fuzzy set shown in Figure 3 . This set has 2 series, namely one for light vehicles, drawn in blue, and another for heavy vehicles, drawn in red. The blue series peaks at ALight, where we have 100% certainty that a matched object is a light vehicle. The points adjacent to the peak are at 2/3*ALight, where the trust is 80% and at 4/3*ALight where it drops to 60%. Any object with area below 1/2*ALight or above 2*ALight are considered to have 0% chance of being light vehicles.
The red series peaks at 2*ALight, and any object whose area is larger than this value is considered to be a heavy vehicle with 100% confidence. At the same time, any object whose area is smaller than 4/3*ALight is never considered to be a heavy vehicle, from where the certainty rises to 80% at 5/3*ALight.
When an object is counted in one of the virtual sensors its area is passed to this classifier where an interpolation is calculated for each series, returning the certainty with which it belongs to each one of the classes. Using such an output, the process can distinguish classifications with certainty values below a user specified threshold. Such cases can then be treated as non-classified objects, which thus require a more accurate classifier to be used.
V. RESULTS
In this section we present and discuss the results achieved by our approach on different settings, as described below. Figure 1 illustrates the four video streams used in the assessment of the implemented algorithms, identified, from left to right, and from top to bottom, as video 1, video 2, video 3, and video 4. Each of the scenarios, identified as A, B, C, and D, are described next and refers to one of such video streams, respectively. Due to the fact that we use a fuzzy set to classify the vehicles based on their segmented region area, we can know with which degree of certainty the system classifies each vehicle as either Light or Heavy. We can use this value to threshold weak classifications and, depending on the application, send the image to a more sophisticated classifier or even to a human operator. Table 1 shows the results obtained for each of the scenarios considered in this preliminary study, concerning the accuracy of the classification process. We basically compare the classification ratio as the number of total vehicles observed in each of the scenarios over the number of positive classifications as generated by the algorithm. In all experiments we have considered a threshold of 70% desired certainty.
The main drawback of the fuzzy set-based classification is its dependency on the object identification process. As our segmentation process returns a binary foreground mask it is impossible to distinguish between multiple vehicles in a single foreground region, and only one object is detected. This object area is then taken into account by the classifier, and in cases where multiple Light vehicles occlude each other, they are classified as a single Heavy vehicle.
The main factors that contribute to the performance of our counting and classification processes are the camera position and the traffic intensity, as seen in the results. In videos 1, through video 3, the medium to high density of traffic cause multiple occlusions which result in some wrong classifications as explained before. Moreover, the position of the camera and its PTZ configuration may have great impact on the accuracy of this process, together with weather conditions. In cases where the camera is placed in a high position overlooking the road, such as in video 4, the occurrence of vehicle occlusion is reduced. In this latter case, the low traffic intensity also contributes for a correct classification of heavy vehicles, thus yielding 100% classification performance.
VI. CONCLUSIONS
This work reports on the development and implementation of a computer-vision-based framework to analyse movingobject scenes with multiple applications. Different case studies were initially selected with special emphasis put on the identification and classification of vehicles on road networks. We propose a fuzzy-set-based approach to the classification task, whose results are discussed and albeit preliminary, allow us to gain important insight into the constraints imposed by the application domain, namely the management of traffic systems through computer vision approaches.
During this project work an issue was found when trying to process a frame in multiple threads at the same time. The solution implemented creates a queue in each of the threads to where the frame collector sends the frames and from where the processing thread reads them. This solution solves the synchronisation problem by making the threads totally independent from each other and ensures that the whole system performance is not capped if a slower thread is introduced.
One of the main contributions of the project is related to the tracking of stopped vehicles found in urban scenarios, as it was one of the gaps found in the literature review. To address this issue some alterations are proposed to the segmentation process so as to keep track of the state of stopped vehicles. The first one of such alterations is a stabilization step in the background subtraction initialization that waits for the background model to be steady. This steadiness is measured by the number of pixels updated in the last frame after the application of the background subtracter routine. This step ensures that the background is not initialized with stopped vehicles or other actors in the middle of the scene. Throughout the course of this work several challenges appeared that would be interesting to overcome. Some of them are briefly presented as a future research agenda, as listed below.
Improvement of the segmentation process: as of now the segmentation process cannot distinguish between multiple objects occluded by one another or linked through a shadow, although there are reported efforts about how to solve this. Implementing such a solution would improve the results of the counting process.
Time counting: The counting process can accurately count vehicles, but it cannot detect when a vehicle was counted. To do so in videos, a starting time would be required as well as would a frame count and rate. In streams the application needs to take into account both the starting time and the stream delay.
Intersection Analysis: It would be interesting to follow some of the work done regarding intersection statistics and then implement appropriate procedures on top of the Analytics Module that would work specifically for such cases.
