In this paper we present two new sufficiency results appropriate for optimal control problems of Lagrange subject to nonlinear dynamics, fixed end-points and nonlinear inequality and equality constraints in the controls. The main novelties of the new sufficient theorem relie strongly in the facts that the proposed optimal controls need not satisfy assumptions of regularity such as strong normality, full rankness of certain matrices depending on the control constraints, assumptions of nonsingularity as the strengthened Legendre-Clebsch condition, or smoothness conditions imposed in the optimal controls such as continuity or piecewise continuity. The positivity of the second variation over a set of admissible variations together with an appropriate condition of Weierstrass are fundamental components in the verification technique used to prove the sufficiency theorems as well as in the verification technique used to test the new sets of sufficient conditions established in this theory.
Introduction
In this paper we provide two sets of sufficient conditions to an optimal control problem of Lagrange with nonlinear dynamics, fixed end-points and nonlinear inequality and equality constraints in the controls. There has been a recent interest to enlarge the range of applicability of a classical theorem which provides second order necessary conditions for optimality to the optimal control problem we shall deal with. This classical result establishes that if an admissible process is a solution of the problem and it satisfies a certain strong normality assumption, then a quadratic integral must be nonnegative on a set whose elements are commonly called admissible variations. In this set of admissible variations the corresponding control must belong to a cone defined by some conditions which involve only equality restrictions. In [2] one can find a recent reference in which this classical result is proved by a successful application of the implicit function theorem. Specifically, we refer precisely to Theorem 6.7 of [2] . One of the first attempts which generalizes Theorem 6.7 of [2] , was given in 1994 and it can be found in [6] , Theorem 3.3. The most important properties given in Theorem 3.3 of [6] concerning the nonnegativity of a quadratic integral over a certain set of admissible variations are the following. First, the strong normality assumption is weakened in the sense that the traditional way of treating the active inequality constraints as equality constraints is sharpened and, second, the quadratic integral must be nonnegative on a larger set of admissible variations in which now, the corresponding controls lie in a cone which is not only defined by equality restrictions but also by inequality restraints depending on the sign of the associated multiplier to the control constraints. However, a crucial assumption is imposed, concretely, the set of admissible controls given by inequality and equality constraints must be convex. Moreover, it is worthwhile mentioning that the second order necessity theories given in [2, 6] , depend upon a fundamental full rankness assumption of a matrix which depends on the control constraints. Additionally, in [6] the set of active indices on the controls must be piecewise constant on the underlying time interval under consideration.
The motivation that we employ to obtain the new sufficiency results presented in this paper was inspired in the above necessity second order conditions presented in [6] . It is well known in the classical calculus of variations theory that when one strengthens the most important necessary conditions to obtain optimal solutions they become sufficient conditions for local optimality. By following this line of reasoning we expected that by making a slight strengthening to the second order condition concerning the nonnegativity of a quadratic integral, it could be quite natural to obtain sufficiency conditions for weak local optimality. Specifically, we were able to prove that the positivity of a quadratic integral over a larger set of nonnull admissible variations of that given in [6] becomes a sufficient condition for strict weak minima. Similarly, as in [6] , we suppose that the set of active indices is piecewise constant. In contrast, neither full rankness nor strong normality assumptions are imposed. Moreover, the set of admissible controls need not be convex, and it is worth to mention that one of the new sufficiency theorems of this article is able to detect singular solutions, that is, solutions which do not satisfy the strict condition of Legendre, see, for example, [1, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 18] , where this crucial assumption in the corresponding sufficient approaches is required. Finally, the same sufficiency theorem can also be applied for optimal controls which need not be continuous but only essentially bounded, see for example, [3, 5, 7, 8, 9, 10, 11, 12, 16] , where the corresponding sufficient theories do not apply to purely essentially bounded optimal controls. In contrast, in this paper we provide an example in which the proposed optimal control does not satisfy the strengthened condition of Legendre and it is not continuous but only essentially bounded.
The paper is organized as follows. In Section 2 we pose the problem we shall deal with together with some basic definitions and the statement of the main result of the article. Additionally, we state and prove another sufficient result for a strict weak minimum in which the strengthened Legendre-Clebsch condition and the continuity of the proposed optimal control are imposed. Section 3 is devoted to the proof of the main theorem of the paper together with three auxiliary lemmas in which the proof of the main theorem is strongly based. In Section 4 we apply the main theorem of the article in order to solve an optimal control problem with inequality and equality constraints and for which the proposed optimal control does not satisfy the strengthened condition of Legendre and it is only essentially bounded. Finally, in the same section, an application of Corollary 2.2 helps us to solve an additional optimal control problem in which the strict Legendre condition and the positivity of a quadratic integral over a set of admissible variations are fundamental components to obtain the weak solution of the problem.
Two sufficiency theorems for weak minima
Suppose we are given an interval T := [t 0 , t 1 ] in R, two points ξ 0 and ξ 1 in R n , and functions L, f mapping T × R n × R m to R, R n , and ϕ = (ϕ 1 , . . . , ϕ q ) mapping R m to R q respectively. Let
where R := {1, . . . , r} and Q := {r +1, . . . , q} (0 ≤ r ≤ q). If r = 0 then R = ∅ and we disregard statements involving ϕ α . Similarly, if r = q then Q = ∅ and we disregard statements involving ϕ β .
The fixed-endpoint optimal control problem we shall deal with, which we label (P), is that of minimizing the functional I(x, u) := t 1 t 0 L(t, x(t), u(t))dt over all couples (x, u) with x: T → R n absolutely continuous and u: T → R m essentially bounded, satisfying the constraints (a)ẋ(t) = f (t, x(t), u(t)) (a.e. in T ).
. Denote by X the space of absolutely continuous functions mapping
. Elements of X × U m will be called processes and a process (x, u) is admissible if it satisfies (a)-(c). A process (x, u) solves (P) if it is admissible and I(x, u) ≤ I(y, v) for all admissible processes (y, v). For weak local minima, an admissible process (x, u) is called a weak minimum of (P) if it is a minimum to I relative to the essential supremum norm
For any (x, u) ∈ X ×U m we use the notationx(t) to represent (t, x(t), u(t)), similarlyx 0 (t) represents (t, x 0 (t), u 0 (t)). It will be assumed throughout the paper that the functions L, f are continuous and of class C 2 with respect to x and u on T × R n × R m , and that the function ϕ is C 2 in R m .
For the theory to follow we shall find convenient to introduce the following definitions.
•
be the augmented Hamiltonian of problem (P), where p is the adjoint variable and µ is the associated multiplier to the control constraints.
• Given p ∈ X and µ ∈ U q define, for all (t,
• With respect to F (which depends on p and µ), let
• Consider the first variation of J with respect to (
and the second variation of J with respect to (
where, for all (t,
• Given p ∈ X and µ ∈ U q , we say that (x 0 , u 0 , p, µ), or sometimes only that (x 0 , u 0 ), is nonsingular if the determinant
• Given p ∈ X and µ ∈ U q , we say that (x 0 , u 0 , p, µ), or sometimes only that (x 0 , u 0 ), satisfies the Legendre-Clebsch condition, if
• Given p ∈ X and µ ∈ U q , we say that (x 0 , u 0 , p, µ) satisfies the strengthened Legendre-Clebsch condition, if
• Denote by E the Weierstrass excess function with respect to F ,
• For all u ∈ R m , set
the set of active indices of u.
• The notation * denotes transpose.
We are now in a position to state the main result of the paper, a sufficiency result for a strict weak minimum of problem (P). The conditions imposed include, with respect to a given extremal, the Legendre-Clebsch condition, but not its strengthened version, the positivity of the second variation over a set of nonnull admissible variations, and a condition related to the Weierstrass excess function.
Theorem:
Let (x 0 , u 0 ) be an admissible process. Assume that I a (u 0 (·)) is piecewise constant on T , and suppose there exist p ∈ X, µ ∈ U q with µ α (t) ≥ 0 and µ α (t)ϕ α (u 0 (t)) = 0 (α ∈ R, t ∈ T ) such thaṫ
and the following conditions are satisfied:
In particular, (x 0 , u 0 ) is a strict weak minimum of (P).
Let us point out that if no constraints are present, a sufficiency result provided in [10] is expressed in terms of the non-augmented Hamiltonian
assuming that the proposed optimal control is continuous, the strict LegendreClebsch condition, and therefore nonsingularity, holds on the whole time interval, and a certain Riccati equation has a bounded solution satisfying some boundary conditions. The same occurs if the set of constraints is defined by a set of control inequality and equality restrictions of the form ϕ α (u) ≤ 0 (α ∈ R), ϕ β (u) = 0 (β ∈ Q) and the conditions are expressed in terms of the corresponding augmented Hamiltonian
In both cases, the two-norm approach developed in [9] is used by observing that for (x, u) − (x 0 , u 0 ) < , the deviation of the cost function I(x, u) from
In our case, without the assumption of continuity of the control function and that of nonsingularity of the process under consideration, a similar conclusion follows by noting that the deviation of the cost function can be measured in terms of the D-function defined above. Moreover the sufficient conditions involved are expressed in terms of the second variation and the Weierstrass excess function, instead of a bounded solution to a certain Riccati equation. Let us end this section by deriving a simple consequence of Theorem 2.1. It corresponds to a sufficiency result where both the continuity of the control and the nonsingularity of the process under consideration are assumed.
Corollary:
Let (x 0 , u 0 ) be an admissible process with u 0 continuous. Assume that I a (u 0 (·)) is piecewise constant on T , and suppose there exist p ∈ X, µ ∈ U q with µ α (t) ≥ 0 and µ α (t)ϕ α (u 0 (t)) = 0 (α ∈ R, t ∈ T ) such thaṫ
, and the following conditions are satisfied:
In particular, (x 0 , u 0 ) is a strict weak minimum of (P). Proof: Define a restricted tube of radius > 0 centred on (x 0 , u 0 ) as
By condition (i) of Corollary 2.2 and since u 0 is continuous, there exist h, > 0 such that
Hence, for (t, x, u, v) with (t, x, u) and (t, x, v) in T 1 ((x 0 , u 0 ); ),
The conclusion follows by Theorem 2.1.
Proof of Theorem 2.1
In this section we shall prove Theorem 2.1. The proof of this theorem is strongly based on three auxiliary lemmas which we enunciate below. The proofs of these lemmas are given in [17, Section 3] .
In the following three lemmas we assume given u 0 ∈ L 1 (T ; R m ) and a sequence {u q } in
For all q ∈ N and t ∈ T define
Lemma:
For some v 0 ∈ L 2 (T ; R m ) and some subsequence of {u q } (without relabeling), {v q } converges weakly to v 0 in L 1 (T ; R m ).
Let A q ∈ L ∞ (T ; R n×n ) and B q ∈ L ∞ (T ; R n×m ) be matrix functions for which there exist constants m 0 , m 1 > 0 such that A q ∞ ≤ m 0 , B q ∞ ≤ m 1 (q ∈ N), and for all q ∈ N denote by y q the solution of the initial value probleṁ y(t) = A q (t)y(t) + B q (t)v q (t) (a.e. in T ), y(t 0 ) = 0.
Then there exist σ 0 ∈ L 2 (T ; R n ) and a subsequence of {y q }, again denoted by {y q }, such that {ẏ q } converges weakly in L 1 (T ; R n ) to σ 0 , and hence if y 0 (t) := t t 0 σ 0 (s)ds (t ∈ T ), then y q (t) → y 0 (t) uniformly on T . 3.3 Lemma: Let u q (t) → u 0 (t) uniformly on T . Let R q , R 0 ∈ L ∞ (T ; R m×m ), assume that R q (t) → R 0 (t) uniformly on T , R 0 (t) ≥ 0 (a.e. in T ), and let v 0 be the function considered in Lemma 3.1. Then, for some subsequence of {u q } (we do not relabel),
Proof of Theorem 2.1: The proof will be made by contraposition, that is, we are going to assume that for all ρ, δ > 0, there exists an admissible process (x, u) such that (x, u) − (x 0 , u 0 ) < ρ and I(x, u) < I(x 0 , u 0 ) + δD(u − u 0 ).
(3.1)
Also we shall assume that I a (u 0 (·)) is piecewise constant on T , that the classical first order condition holds, conditions (i), (iii) of Theorem 2.1 are verified, and we are going to obtain the negation of condition (ii) of Theorem 2.1. First of all note that since µ α (t) ≥ 0 (α ∈ R, t ∈ T ), if (x, u) is admissible, then I(x, u) ≥ J(x, u). Also since µ α (t)ϕ α (u 0 (t)) = 0 (α ∈ R, t ∈ T ), then I(x 0 , u 0 ) = J(x 0 , u 0 ). Thus, (3.1) implies that for all ρ, δ > 0, there exists (x, u) admissible with (x, u) − (x 0 , u 0 ) < ρ and
Let z 0 := (x 0 , u 0 ). Note that, for all admissible processes z = (x, u),
where
and the functions M and N are given by
y − x 0 (t), P (t, y)(y − x 0 (t)) , N (t, y) = Q(t, y)(y − x 0 (t)), where
Now, by (3.2), for all q ∈ N there exists z q := (x q , u q ) admissible such that
Consequently, by the second inequality in (3.4),
and by the first inequality in (3.4),
For all t ∈ T and q ∈ N, set
By Lemma 3.1, there exist v 0 ∈ L 2 (T ; R m ) and some subsequence of {z q } (without relabeling) such that {v q } converges weakly in L 1 (T ; R m ) to v 0 . For all q ∈ N, we havė
By continuity of f x and f u , there exist m 0 , m 1 > 0 such that
and a subsequence of {z q } (without relabeling) such that, if for all t ∈ T ,
The fact that y 0 (t 0 ) = y 0 (t 1 ) = 0 follows by definition of y q , the admissibility of z q and since y q (t) → y 0 (t) uniformly on T .
For all q ∈ N, we have
In view of Lemma 3.2,
both uniformly on T and, since {v q } converges weakly to v 0 in L 1 (T ; R m ),
Let us now show that, for some subsequence of {z q } (without relabeling),
We have that for all t ∈ T and q ∈ N,
Clearly, lim
By condition (i) of Theorem 2.1, R 0 (t) ≥ 0 (a.e. in T ), and thus (3.6) follows by Lemma 3.3. Moreover, sincė
With this in mind, (3.3), (3.4), (3.5) and (3.6),
and so, by condition (iii) of Theorem 2.1,
contradicting the positivity of h. Also, since
both uniformly on T , y q (t) → y 0 (t) uniformly on T and {v q } converges weakly in L 1 (T ; R m ) to v 0 , it follows that {ẏ q } converges weakly in L 1 (T ; R n ) to
and our claim is proved. Now, let us prove that for all α ∈ I a (u 0 (t)),
Indeed, for all α ∈ R, q ∈ N, t ∈ T and λ ∈ [0, 1], set
. Given t ∈ [t 0 , t 1 ) a point of continuity of I a (u 0 (·)) and α ∈ I a (u 0 (t)), since I a (u 0 (·)) is piecewise constant on T , there exists an interval [t,t] ⊂ T with t <t such that ϕ α (u 0 (s)) = 0 for all s ∈ [t,t]. We have, Finally, let us prove that for all β ∈ Q, ϕ β (u 0 (t))v 0 (t) = 0 (a.e. in T ). (3.8) Indeed, for all β ∈ Q, q ∈ N, t ∈ T and λ ∈ [0, 1], set
For all β ∈ Q, q ∈ N and t ∈ T , we have
Hence for all β ∈ Q, q ∈ N and t ∈ T ,
By (3.9), for all t ∈ T and β ∈ Q,
and so (3.8) holds.
Examples
In this section we provide two examples. We begin with a simple example of a fixed-endpoint inequality and equality constrained optimal control problem in which the weak optimal extremal does not satisfy the strengthened condition of Legendre. It is worthwhile noting that the set of admissible controls U is nonconvex and the optimal control is only essentially bounded.
Example:
Let (P) be the problem of minimizing
, and so H x (t, x, u, p, µ) = 3px 2 + 2x,
and
We have that (x 0 , u 0 ) is admissible and u 0 is not continuous nor piecewise continuous but only essentially bounded on T . If we define (p, µ) ≡ (0, 1, 0), then µ 1 (t) ≥ 0 and µ 1 (t)ϕ 1 (u 0 (t)) = 0 (t ∈ T ). Also, I a (u 0 (t)) = {1} is constant on T , and (x 0 , u 0 , p, µ) satisfies the classical first order condition of Theorem 2.1. For all (t, x, u) ∈ T × R × R 2 , we have H(t, x, u, p(t), µ(t)) = −u Therefore, H uu (x 0 (t), p(t), µ(t)) = −2 0 0 0 (t ∈ T ).
Hence, condition (i) of Theorem 2.1 is verified and (x 0 , u 0 ) does not satisfy the strengthened condition of Legendre. Also, F xx (x 0 (t)) = −2, F xu (x 0 (t)) = (0, 0) (t ∈ T ), and so for all (y, v) = (0, 0), (y, v) ∈ X × L 2 (T ; R 2 ) satisfyinġ y(t) = (−u 02 (t) − Therefore, (ii) of Theorem 2.1 holds. Suppose (iii) of Theorem 2.1 is not satisfied. Then, for all q ∈ N, there exists (x q , u q ) admissible such that (x q , u q )−(x 0 , u 0 ) < min{ , 1/q}, 1 0 E(t, x q (t), u 0 (t), u q (t))dt < 1 q D(u q −u 0 ).
Since for all t ∈ T and q ∈ N, E(t, x q (t), u 0 (t), u q (t)) = u 
