For every N > 1, let X,X, X, * * be a real-valued stationary process, 
Suppose that a N is continuously differentiable (even at the endpoints of I), and that there is a continuously differentiable function a such that a N -a = Proofs of Theorems 1 and 2 are presented in Sections 2 and 3, respectively. Section 4 contains a number of applications to genetic models. Let a, and a2 be the mutation (or migration) rates in these models, let v, and v2 be the selection intensities and let N be the population size. Moran's papers (1958a, b) treat the case ai = O(N-'), vi = O(N-'). Theorem 1 is applicable under these conditions, as would be expected. In addition, Theorem 2 permits us to treat the case where ai and vi are of larger order of magnitude than N-'. This is presumably an appropriate analytical representation of a very large population. Proof. Let a and 3 be real numbers with a < 3, and let q, be a sequence in C, such that q (x) = for x -a or x = >3, 0-q, (x) 1 for a < x < , and qn (x)--1 for a < x < 3. Applying Lemma 2.3 to q,, and taking the limit as n -oc, we obtain Thus, for N,, sufficiently large, the supremum on the left is no larger than t/2. Hence, in view of (3.1), 
It follows from (1.13) that the expected absolute value of the second term on the right is o(e). Moreover E(X[TN(X, AN)-T(A, A )]I) ? E (X2)E (I Tr (X, A N) -T(A, A) 12) ' K[I (a N)' -a' + E(I T(X,A N) -T(A,A) 12)?], by Lemma 3.2 and (3.2). The right-hand side converges to 0 as N --oo, since T is bounded and continuous, and (XN, AN) converges in distribution to (A, A).
Thus (3.13) holds for i = 1. The proof of (3.13) for i = 2 is similar but simpler, so we omit it. The derivation of (3.14) presupposes the elementary inequality Given Xn = x, 2NXn+1 has the binomial distribution with parameters p(x) and 2N. We assume that the distribution of Xo (hence of Xn) is the stationary distribution of the process. Theorems 1 and 2 yield limit theorems for this distribution.
E(IV+ W12I( V + l >8)) < 4E(V2I([ V I > 2-'6)) + 4E(W2JI( W |I > 2-1')), Limit theorems for stationary distributions valid for arbitrary random variables V and W (I(A) is the indicator of A).

Applying this inequality to V = -E( |l)= 8N(E/Tr) and W = E(A| )
,
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To apply Theorems I and 2,we introduce sequences a iN and v that converge to 0 at certain prescribed rates. The quantities p(x) and Xn are superscripted accordingly. The following equations are the basis for our subsequent work: 
