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and the Sächsische Forschergruppe dfg for 877 “From Local Constraints to Macroscopic
Transport”.
Single-molecule experiments are instrumental in understanding the vast zoo of proteins, poly-
mers and molecular interactions that makes biology work. e data generated by single-
molecule experiments furthermore provides the designers of novel single-molecule assays or
other nanoscopic machinery with a wide range of proteins that can be used as well-characterized
and highly biocompatible molecular scaolds, engines or linkers.
is thesis contains several contributions to the theory and interpretation of biophysical
single-molecule measurements: (i) For semiexible polymers, a large class of polymers that
encompasses dna as well as the cytoskeletal laments that allow cells to move, to divide and to
withstand mechanical forces, we derive an ecient formulation of their transverse dynamics
in terms of a Generalized Langevin Equation (gle). e gle formalism is ideally suited to
experiments that perturb, or monitor, their objects of interest via local probes, such as an
optically trapped polystyrene bead or the tip of an atomic force microscope. For such purposes,
the elastic and frictional properties of the polymer are condensed into a memory kernel that is a
function of the polymer’s length and stiness, the level of backbone tension, the position of the
force probe along the polymer backbone and the boundary conditions at the polymer ends. At
short times, the memory kernel aains a universal limiting form that depends neither on the
polymer length nor on the boundary conditions; we obtain analytical results that accurately
describe this regime. We discuss how to quickly and reliably evaluate the memory kernel for
arbitrary times using a spectral decomposition method, and use a combination of extensive
numerical results and educated guesswork to obtain analytical approximations to the memory
kernel that cover the complementary long-time limit wherein polymer friction can be subsumed
under a renormalized drag coecient. Our results are immediately applicable to single-molecule
experiments to measure a polymer’s stiness, the level of background tension or the type of
boundary conditions acting at its ends.
(ii) In Dynamic Force Spectroscopy (dfs), molecules are set under force until they break or
unfold, yielding a statistical distribution of unbinding times that provides valuable information
on the molecular free energy landscape. Experimental dfs assays oen employ relatively
low forces that allow the probe molecule to equilibrate quasi-statically with respect to the
applied pulling force, a fact that is typically relied upon to simplify the theoretical analysis
of the underlying unbinding process. Conversely, computer-simulated dfs experiments oen
employ very high forces to keep the time to unbinding, and thus the required computational
eort, to a minimum. ese high forces invalidate the quasi-static approximation and are thus
inaccessible to conventional dfs theories. Although an ad-hoc extension of these conventional
theories to high pulling forces has been available for years, it is less systematic than its quasi-
static counterparts and less informative, as uctuations around the mean unbinding time
are disregarded. Based on a systematic nonequilibrium treatment of an overdamped, one-
dimensional stochastic escape process driven by external force, we develop a theory of Dynamic
Force Spectroscopy that is as informative as the quasi-static dfs approach by providing full
unbinding time histograms. We will show that our approach furthermore remains accurate
at higher forces and indeed becomes asymptotically exact both in the limits of low and high
external forces. Our theory yields analytical closed-form expressions for the unbinding time
distributions that are easy to evaluate numerically and thus serve as a convenient and reliable
tool for the unied analysis of dfs experiments and simulations.
We touch on non-Markovian bond kinetics, a topic that should gain in practical importance as
high-speed force spectroscopy pushes the time scale of bond dissociation closer to the time scale
of intramolecular shape uctuations. We tentatively discuss a class of gle-based theories of
non-Markovian bond kinetics that have been shown to work well at low pulling forces and that
serve as an interesting use case for our gle-level description of polymer dynamics obtained in
part (i). We furthermore explore a preliminary extension of our theory of high-speed Dynamic
Force Spectroscopy to gle-driven non-Markovian systems that yields exact results in the limit
of very large forces and covers arbitrary memory kernels.
(iii) Extrapolating to future dfs experiments that may operate at far higher time resolution
than presently achievable, we discuss the fast nonequilibrium relaxation of a semiexible
linker aer bond rupture. is illustrates an extreme type of non-Markovian dynamics that is
inherently nonlinear and thus inaccessible to gle-based approaches. Based on a rigorous theory
of tension propagation in semiexible polymers, we predict the relaxation of force within the
force actuator, show that this relaxation is dominated by linker contraction, and demonstrate
quantitative agreement of our predictions with experimental data obtained by a collaborating
experimentalist group. We combine extensive numerical solutions to the underlying theory with
scaling arguments and analytical results for limiting cases to obtain a semi-empirical analytical
approximation to the force relaxation dynamics that could be used for the interpretation and
design of future dfs assays.
Many of the results presented in parts (i) and (ii) have been obtained in close collaboration
with my friend and colleague Jakob T. Bullerjahn. For a detailed listing of our individual
contributions to this collaborative eort, please refer to the Acknowledgements section on
page 115.
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Driven by the development of nanomanipulation tools such as the Atomic Force Microscope
(afm) [1, 2] or optical tweezers [3–5], biophysicists have been able to complement microbiology
with a clear mechanistic perspective on many processes that take place at the subcellular scale.
At this boundary between the macroscopic and the microscopic world, many molecules are large
enough to exhibit a mechanical behavior similar to classical elastica, yet small enough to remain
susceptible to thermal noise and thus to acquire a strong element of stochasticity. is property
is most prominently exemplied by semiexible polymers, a large class of polymers that can
quantitatively be described as thermally uctuating elastic beams and that, among other things,
form the “bones and muscles of the cell” [6, 7]. Semiexible polymers also provide an abundant
supply of readily available building materials for articial nanomachinery. ey may serve as
linkers to connect between biological probe molecules and man-made manipulation devices [8,
9], they can be assembled into precisely specied three-dimensional structures [10, 11], or they
can be set in motion using the molecular motors extracted from animal muscle [12, 13].
Whereas the interplay between elastic material properties and thermal forces determines
the mechanical characteristics of biomolecules, their chemical behavior—such as the ability
to catalyze certain reactions or to process the molecular fuel the body provides and use it to
actively generate forces—is largely determined by internal structural features that can oen
switch between dierent metastable states. Bond kinetics, the question of how and when these
state changes occur, and how such state changes can be induced through external stimuli, is
therefore another recurring theme in biophysics. Metastable bonds furthermore provide nature
with the glue necessary to assemble semiexible polymers into stable networks such as the
cytoskeleton, the material that endows the cell with structural stability but at the same time
renders it malleable and plastic by allowing its constituents to disassemble, ow and rebind under
strong external forces [14–16]. Recently, work has begun to explicitly integrate semiexible
polymer dynamics with bond kinetics; this has given rise to a range of analytical theories that
are highly simplistic but have already met with considerable success in accounting for the
nonlinear mechanical phenomenology of reconstituted polymer networks and cells [17, 18].
is introductory chapter briey introduces the Wormlike Chain (wlc) [19], the standard
model of semiexible polymer elasticity, as well as the “slender body” drag forces these polymers
have to overcome as they move within their aqueous environment, and the Langevin equation
that links these two together into a coherent dynamical picture, accounts for thermal noise and




Biomolecules are typically nm to µm-sized, but the timescales on which their motion is observed
seldom fall below the µs range. In many cases, this renders inertial forces mẍ ∼ ρ`4t−2 insigni-
cant; instead, the rate of motion is limited by hydrodynamic drag γ ẋ against the surrounding
solvent, with a drag coecient that follows from viscous hydrodynamics and that scales linearly
in the molecular size, γ ∼ `.
Another distinctive dierence to macroscopic mechanics is that random, Brownian forces are
oen strong enough to compete with the deterministic forces involved. ese facts are taken
into account by the overdamped Langevin equation,
γ ẋ (t ) = f (x , t ) + ξ (t ), (1.1)
where f (x , t ) denotes the total of all deterministic driving forces, γ the molecular drag coecient
and ξ a random variable representing thermal noise. In a liquid, a ns-sized integration time step
comprises at least thousands of independent molecular impact events. It is therefore customary
to treat ξ as a Gaussian variable, uncorrelated in time (〈ξi (t )ξ j (t ′)〉 = cδi jδ (t−t ′)) and with a mean
that vanishes due to statistical symmetry, 〈ξ (t )〉 = 0. e Fluctuation-Dissipation theorem [20]
xes the uctuation amplitude c , and thus species Eq. (1.1) completely, by requiring stationary
time averages derived from Eq. (1.1) to coincide with the predictions derived from equilibrium
statistical mechanics. In particular, if x is subject to a Hookean backdriving force f (x , t ) = −kx (t ),
the mean-squared amplitude 〈x2〉 in d dimensions follows as d · kBT /k from the equipartition
theorem. By comparing this to the value we obtain from formal integration of Eq. (1.1), we nd
〈ξi (t )ξ j (t ′)〉 = 2kBTγδi jδ (t − t ′). (1.2)
Here we tacitly assume that there exists a single value of c for which Eq. (1.1) produces a thermal
equilibrium distribution for any (stable) potential H(x ), f (x , t ) = −∇H(x ). at this is in fact
true can be deduced rigorously from the Smoluchowski equation [21], the master equation
corresponding to (1.1).
The Wormlike Chain model
Taken together, Eqs. (1.1) and (1.2) provide a convenient template for macromolecular dynamics
that can readily be applied to a cell membrane, a piece of dna, a molecular motor or almost
anything else on the subcellular scale if a reasonable estimate for the drag coecient γ and for
the mechanical energy as a function of molecular state x is available.
e Wormlike Chain model (wlc) supplies this information for semiexible polymers. ese
are polymers with a suciently rigid internal structure to stabilize their monomer-monomer
joints against thermal bending. On a microscopic scale of a few monomers only, a semiexible
polymer thus assumes the straight shape of a rigid rod1. Only if many subsequent monomers
are taken into account, the small deviations from perfect linearity amount to a signicant degree
of bending, see Fig. 1.1. is observation indicates a mesoscopic persistence length, beyond
which the polymer gradually reveals its nite exibility.
1We ignore here, for simplicity, those specimen with signicant amounts of intrinsic curvature [22, 23].
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To quantify this notion more precisely, we may consider a string of rigid segments of identical
length b lying in a plane. Sti torsional springs between subsequent segments provide the
polymer with bending rigidity and keep angular uctuations small. e bending energy for
a pair of adjacent segments i and i + 1 can then be expanded to second order, giving rise to a










It follows that the ∆θi are Gauss-distributed, with a mean-square amplitude 〈∆θ2i 〉 = kBT /K .
Accordingly, the angular deviation accumulated over a distance of n monomers is also Gauss-
distributed and scales diusively in n,〈






from which we deduce immediately that the tangent ti = (cosθi , sinθi ) to the polymer contour
decorrelates exponentially,
















Identifying nb with the distance s along the polymer backbone, the above relation provides a
precise denition for the persistence length `p ,
〈t (s ) · t (0)〉 = e−s/`p , where `p = 2 Kb
kBT
.
Taking the simultaneous limit b → 0, K ∼ 1/b → ∞, we obtain a well-dened continuum model










(bθ ′(si ))2 ∼ Kb2
∫
(θ ′(s ))2 ds .






(θ ′(s ))2 ds
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1 Introduction
that associates to any polymer contour {θ (s ) | 0 ≤ s ≤ L} an elastic bending energy that scales
linearly with the bending rigidity, (or exural rigidity) κ = Kb, and quadratically in the local
curvature |θ ′(s ) |.
If the same procedure is carried out in three dimensions, a similar result emerges, only with
|θ ′ | replaced by the three-dimensional representation of local curvature, the arclength derivative






|t ′(s ) |2 ds = κ2
∫ L
0
|r ′′(s ) |2 ds . (1.3)
Like its two-dimensional counterpart, the three-dimensional wlc Hamiltonian produces tan-
gents that diuse along s, albeit now on the unit sphere; this complicates the mathematics
of the model, but does not change its qualitative phenomenology. Tangents still decorrelate
exponentially, 〈t (s0) ·t (s0+s )〉 = exp(−s/`p ), although with twice as many transverse dimensions
to diuse into, the persistence length is now only half as large as before, `p = κ/kBT [19].
Because the wlc is the lowest-order analytical approximation to a curve that somehow
penalizes contour bending, it is not surprising that Eq. (1.3) provides a good model for many
semiexible polymer species that vary greatly in their internal chemical structure. is uni-
versality also allows us to choose from a large class of microscopically dierent models to
approximate a Wormlike Chain. For instance, the three-dimensional wlc Hamiltonian emerges
as the continuum limit from the Heisenberg chain [24], a discrete chain of linearly coupled
tangent vectors {ti } allowing for ecient numerical simulation techniques,
H[t1, . . . , tN ] = −K
∑
i
ti · ti+1, ‖ti ‖ = 1 for all i .
It also emerges from classical elasticity theory [25] as an asymptotic description for thin beams,
providing us with a wealth of theoretical results that are sometimes easily adapted to the
overdamped limit.
However, apart from the tangent-tangent correlation function, only few properties of the
wlc can be calculated exactly. Although Eq. (1.3) is quadratic in r , its apparent simplicity is
deceptive. Since |r ′′(s ) | is supposed to represent curvature, the contour {r (s )} must remain
arclength-parametrized under all circumstances. Also, there is a good physical reason to enforce
inextensibility of the polymer contour as many biopolymer backbones do not stretch much at
physiological force levels; typical stretching forces merely increase the end-to-end distance
by straightening out thermal bending undulations, but not the backbone length. is implicit
requirement forbids free variations of the polymer contour. If Eq. (1.3) were to hold for arbitrary
space curves r (s ), its integrand would have to be replaced by the general expression for the






[ |r ′(s ) × r ′′(s ) |
|r ′(s ) |3
]2
ds,
showing that in terms of its cartesian contour coordinates, the wlc is inherently nonlinear. As
a result, already its static force-extension relation is dicult to compute and most practitioners
rely on an analytic approximation that may deviate from the mathematically exact result by as
much as 7 % [26].
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Dynamics are more complicated still and to this day there is no analytical theory that can, e.g.,
retrace precisely the dynamical evolution of a long piece of coiled-up dna that is stretched taut
by an external force.
Fortunately, large parts of that process, and of wlc dynamics in general, can be described
using an asymptotic approximation that makes use of the fact that semiexible polymers are
always near-rigid on a local level, and oen even globally if the persistence length is large,
`p > L, or if large enough stretching forces are applied, f > kBT /`p . Within this so-called Weakly
Bending Rod (wbr) regime, the three-dimensional polymer contour r can be subdivided into a
longitudinal component r ‖ following the mean backbone axis and transverse deviations r⊥ from
the rigid-rod ground state that are small in some external parameter ϵ (say, `p/L or f `p/kBT ),
shiing the nonlinearities in Eq. (1.3) to higher order in ϵ .
Explicitly, consider a wlc subject to constant external stretching forces ±f applied at its ends.
f fr (s )
r ‖ (s )
r⊥ (s )
is introduces in addition to the internal bending energy a potential energy −f · (r (L) − r (0))
that will cause the mean backbone axis to align with the direction of external force, i.e., the
transverse component of f vanishes,
f⊥ = 0, f · (r (L) − r (0)) ≡ f ‖ (r ‖ (L) − r ‖ (0)) ≡ f (r ‖ (L) − r ‖ (0)) = f
∫ L
0
r ′‖ (s ) ds .








2 + r ′′⊥ (s )
2) − f r ′‖ (s )
]
ds .
Not all of these components can be chosen independently, as the tangent t (s ) = (r ′‖ (s ),r ′⊥ (s ))
must maintain unit length. Using the inextensibility condition to express r ′‖ in terms of r ′⊥, we
nd
r ′‖ (s ) =
√





2 + O(r⊥ (s )4),

































ds + O(r 4⊥). (1.4)
In contrast to the original Hamiltonian Eq. (1.3), the wbr Hamiltonian Eq. (1.4) allows arbitrary
variations in r⊥ (s ) since inextensibility is automatically fullled (to leading order) by our choice
of parametrization.
2up to a physically irrelevant constant H → H + f L
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is entails that the transverse force (per length) exerted by a polymer contour {r⊥ (s, t )} is truly
harmonic in r⊥,
− δH
δr⊥ (s, t )
= −κr ′′′′⊥ (s, t ) + f r ′′⊥ (s, t ). (1.5)
e two transverse dimensions are mutually independent which allows us to further simplify
Eq. (1.5) by considering both transverse dimensions on their own, each giving rise to a transverse
force density f r ′′⊥ (s, t ) − κr ′′′′⊥ (s, t ).
Slender body friction
As the bending forces Eq. (1.5) and thermal noise together deform the polymer contour, the
backbone drags along the surrounding solvent, producing viscous dissipation within the solvent
and thus frictional forces that ultimately limit the rate of change of r⊥ (s ). To determine these
frictional forces precisely, it is in principle necessary to determine the uid ow eld u within
the solvent from a solution of the Stokes equation [27],
∇p − η∆u = f , ∇ · u = 0, (1.6)
where η denotes the dynamic viscosity of the solvent, p the pressure and f the density of body
forces acting on the solvent, e.g., a force distribution concentrated on the boundary of the
polymer backbone. Although linear, Eq. (1.6) is very complicated to solve in practice due to the
complex geometry involved. Even if external boundaries are far enough away to be replaced
by natural boundary conditions u (r → ∞),p (r → ∞) → 0, close to the polymer the interaction
forces f between backbone and solvent must vary such that the uid moves with the polymer,
i.e., u must fulll a no-slip boundary condition [28]
u (r , t ) = v (r , t ) (1.7)
for all positions r on the polymer surface, with v denoting the local polymer velocity. e
velocity v generally varies with time and so does the boundary {r } on which Eq. (1.7) applies. If
exact results are required, it is thus typically necessary to resort to numerical solution methods.
However, in the absence of boundaries the Stokes equation possesses reasonably simple
fundamental solutions. For a singular force monopole f (r ) = f δ (r ) embedded in an innite
volume of uid, Eq. (1.6) can be solved exactly through a Fourier transformation, yielding as a
solution the so-called Stokeslet [27] (u1,p1)









, p1 (r | f ) = 14πr 3r · f . (1.8)
For simple enough boundary geometries, the Stokes equation can be solved exactly by distribut-
ing within the body volume a number of suitably aligned Stokeslets, and possibly higher order
force multipoles or sources and sinks of the uid ow eld. Since all net force is carried by the
Stokeslets, their combined amplitude then determines the overall drag force acting on the body.
is method can be used to, e.g., derive the viscous drag force F = −6πηv acting on a sphere
moving at a constant velocity v . It can also be used to derive approximately the viscous drag









Zooming in on the polymer contour until its nite radius a becomes discernible, we rst consider
uniform longitudinal motion at a velocityv ‖ . We also pretend, for now, that the contour segment
we are looking at extends only a distance `1 to the le and a distance `2 to the right, although
both should be large compared to a. By distributing along the contour axis (here identied
with the x direction) a uniform density of point forces f = f êx , we can then compute the
transverse components of the uid ow eld right at the polymer surface by summing up the












and similarly for uz , where d = (−x ,y, z) denotes the distance vector from point (x , 0, 0) on the
polymer backbone to the observation point (0,y, z).
Because of the large distance `  a to the polymer ends, the absolute error in extending
the above integral to ±∞ is small, showing that the transverse velocity eld vanishes in the














2(arcsinh(`1/a) + arcsinh(`2/a)) − `1
(a2 + `21 )
1/2 −
`2




Since the sinh of large arguments is essentially exponential, sinh(x  1) ∼ exp(x )/2, its inverse
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Hence, outside a microscopically short boundary layer of size ` ∼ a, the uid ow eld generated
by a uniform density of force monopoles varies only logarithmically in d/a, where d denotes
the distance to the nearest boundary. In the limit a → 0, we may thus approximately replace
d by the length of a coherently moving subsection of the polymer (typically of order L for a
sti polymer), yielding a longitudinal velocity u ‖ ∼ f log(L/a)/2πη and, by application of the
no-slip boundary condition u ‖ = v ‖ , the frictional drag on the polymer F ‖ = Lf = γ ‖v ‖ , with a
longitudinal friction coecient γ ‖ ≈ 2πηL/ log(L/a).
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For motion transverse to the backbone axis, the force monopoles must be rotated to point along


















∼ f log(L/a)4πη .
In contrast to longitudinal motion, the transverse components of the ow eld do no longer





and thus remains of order f /η in the limit a → 0. However, by adding to the line distribution
of force monopoles a uniform distribution of source dipoles of the right magnitude [27], both
transverse ow components can be eliminated, showing that the transverse drag force is twice
as large as its longitudinal counterpart,
F⊥ = γ⊥v⊥ =
4πηL
log(L/a)v⊥.
For any velocity v , the linearity of the Stokes equation (1.6) and of the no-slip boundary
condition Eq. (1.7) allow us now to decomposev into longitudinal and transverse terms,v = v ‖+
v⊥ and compute the corresponding components of the drag force through simple multiplication
by their respective drag coecients γ ,







Moreover, within the bulk of the polymer both drag coecients increase almost linearly in
the length of the translocated object, analogously to the friction coecient of a sphere scaling
linearly in its radius. It is therefore sensible to identify the friction coecients γ ‖ and γ⊥ with
friction coecients per length ζ = γ/L. A weakly bending rod moving in a transverse direction
with velocity ṙ⊥ (s ) experiences then, to leading order, a frictional force density −ζ⊥ṙ⊥ (s ) that
balances the sum of random and elastic forces and so in conjunction with Eq. (1.5) provides us
with a closed Langevin description of transverse contour dynamics (here restricted to one of
the two transverse dimensions),
ζ⊥ṙ⊥ (s, t ) = −κr ′′′′⊥ (s, t ) + f r ′′⊥ (s, t ) + f⊥ (s, t ) + ξ⊥ (s, t ), (1.10)
〈ξ⊥ (s, t )ξ⊥ (s ′, t ′)〉 = 2kBTζ⊥δ (s − s ′)δ (t − t ′),
where f⊥ (s, t ) denotes any deterministic force (per length) that may be imposed on the polymer
from the outside.
It is possible to improve upon Eq. (1.10) by, e.g., extending the slender-body computation to
explicitly resolve the transverse deformations of the polymer backbone [30], thus generalizing
Eq. (1.10) to a mode-dependent friction coecient ζ⊥ (q). However, the simple frictional model
above is easy to use analytically and time-tested [31–33], and the experimental precision in
biophysics is seldom high enough to call for a more sophisticated approach.
8
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Weakly Bending Rod dynamics
A straightforward Fourier transformation of Eq. (1.10) reveals that, in the absence of external




κq4 + f q2
ζ⊥
=
κ (nπ/L)4 + f (nπ/L)2
ζ⊥
.
If we assume that the polymer is innitely long, L → ∞, and thus possesses a continuous
spectrum of sinusoidal eigenmodes (which, we shall see, is a valid assumption also for nite
polymers in the short-time limit), the transverse response to a localized force pulse f⊥ (s, t ) =
ϕδ (s )δ (t ) follows as











We may then reexpress r⊥ in terms of a critical wavenumber q⊥, dened as that modenumber
which “just undergoes relaxation” at time t , i.e., κq4⊥ + f q2⊥ ≡ ζ⊥/t ,









4 + f q2⊥µ
2)
]
dµ, where q = q⊥µ .
Since q⊥ strictly decreases with increasing t , and diverges in the limit t → 0, κq4⊥ will always
dominate over f q2⊥ at early times; depending on the level of backbone tension, the converse may
become true later. Within these asymptotic limits, r⊥ assumes a self-similar shape r⊥ (s/`⊥ (t )),











κq4⊥µ4 κq4⊥  f q2⊥
f q2⊥µ2 κq4⊥  f q2⊥

dµ





cos(xs/`⊥) exp(−x4) dx κq4⊥  f q2⊥∫
cos(xs/`⊥) exp(−x2) dx κq2⊥  f q2⊥.
(1.11)
Hence, any perturbation to the polymer contour propagates along the backbone at a nite speed,
with the transverse propagation length `⊥ (t ) scaling as `⊥ (t ) ∼ (tκ/ζ⊥)1/4 at early times and as







is friction-limited signal propagation speed provides some justication for our simplistic
assumption of sinusoidal bending modes—thus ignoring that actual wbr eigenmodes are sinu-
soidal only for particular types of boundary conditions (see Ref. [31] and page 28). A point a
distance ` from the nearest boundary has no way of “knowing” about the conditions encountered
there, at least not until some information about the boundary conditions has been transmied
back into the bulk. At times shorter than it takes to do so, i.e., for `⊥ (t )  `, wbr dynamics are
therefore boundary-independent.
e fact that `⊥ (t ) increases in time also renders the wlc inherently subdiusive. As a
constant transverse pulling force f⊥ (s, t ) = Fδ (s ) will set in motion a growing subsegment `⊥ (t )
of the polymer contour, it is counteracted by a growing drag force ζ⊥`⊥ (t ). is time-dependent
eective friction can be interpreted as a time-dependent eective diusivity D (t ) ∝ γ (t )−1, giving
rise to a nonlinear Mean Square Displacement (msd) [34]
〈δr⊥ (t )2〉 ∝ D (t ) × t ∝ t
`⊥ (t )
. (1.12)
More precisely, the msd follows as the accumulated transverse response to all the Brownian
noise forces that have been picked up along the contour3,






ds ′ξ (s ′, t ′)G (s, t | s ′, t ′)
]2
,
where the transverse response function G generalizes the previously introduced response
r⊥ (s, t | ϕδ (s )δ (t )) to a force pulse f⊥ (s, t ) = ϕδ (s )δ (t ) at t = 0 and s = 0 to a unit force pulse
at some arbitrary s ′ and t ′, i.e., r⊥ (s, t | ϕδ (s )δ (t )) = ϕ × G (s, t | 0, 0). As the wlc equation of
motion (1.10) is4 time-translation invariant, so is G,
G (s, t | s ′, t ′) ≡ G (s, t − t ′ | s ′).
Using the Fluctuation-Dissipation eorem (fdt) Eq. (1.2), the noise correlations 〈ξξ 〉 can be
reexpressed explicitly in terms of ζ⊥δ (s )δ (t ), providing us with the formal result






ds ′G (s, t − t ′ | s ′)2.
e s-dependent second integral endows the transverse msd with a paern of nodes and crests
that varies with the backbone tension and with the boundary conditions. However, since
at early enough times boundary eects become irrelevant, we may then replace the nite
integration range 0 < s < L with the real line −∞ < s < ∞, and use for the propagator G its
translation-invariant and self-similar asymptote, Eq. (1.11)
G (s, t − t ′ → 0 | s ′) = `−1⊥ (t − t ′)д
(
s − s ′
`⊥ (t − t ′)
)
,
3Note that two independent transverse dimensions contribute to the total transverse msd 〈(r⊥ (s, t ) − r⊥ (s, 0))2〉,
which is thus twice as large as the result given here.
4for constant backbone tension, ḟ = 0
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with some envelope function д that we leave undetermined. We then nd through a rescaling
of the integration variable s ′ → (s − s ′)/`⊥ (t ′) the asymptotic scaling behavior of the msd,
〈(r⊥ (s, t ) − r⊥ (s, 0))2〉 ∝
∫ t
0





s − s ′
`⊥ (t − t ′)
]
`⊥ (t − t ′)д
[
s − s ′






`⊥ (t − t ′)
∫ ∞
−∞




`⊥ (t − t ′) .
In particular, we recover for algebraically growing `⊥ (t ) ∝ 1/tα the heuristic result Eq. (1.12),
〈δr⊥ (t )2〉 ∝ t/`⊥ (t ). e resulting t3/4 increase at early times is a hallmark feature of semi-
Figure 1.2: e






regime at short times, a
force-dominated t1/2
regime takes over if the
applied backbone
tension is large enough.
Finally, the msd
increases diusively if
both polymer ends are










exibility and has been observed in microscopy for single polymers, and also in light scaering
experiments performed on polymer solutions [35] and even in the recorded trajectories of tracer
particles embedded within or aached to the cytoskeleton [36, 37].
Under suciently strong backbone tension, the msd seles down to a slower t1/2 increase at
later times. Within this long-wavelength regime, the inuence of backbone rigidity is no longer
felt outside a narrow boundary layer close to the polymer ends; in this sense, t1/2 growth can
be identied with exible polymer dynamics. For suciently long polymers, this exible limit
can be taken to its extreme through another coarse-graining step that subdivides the polymer
contour into mesoscopic subsegments much larger than their persistence length, `  `p . On
timescales long enough to allow for complete internal equilibration, these segments then exhibit
the Gaussian spatial statistics of a random walk5 and thus a Hookean force-extension relation.
Ignoring furthermore all hydrodynamic interactions between dierent segments, this denes
the Rouse model [38], a chain of identical virtual beads with Stokesian drag coecients, linked to
one another through harmonic elastic springs (see Fig. 1.3). Its equation of motion is structurally
similar to that of a wbr under strong backbone tension,
γ ẋi (t ) = k (xi+1 − xi + xi−1 − xi )︸                       ︷︷                       ︸
∂2i x
+ξi (t ), (1.13)
thus giving rise to the same t1/2 dynamical equilibration length and hence to the same msd
scaling law.
5At least for suciently weak backbone tension f < kBT /`p and if hydrodynamic and potential/steric interactions
of the polymer contour with itself are ignored. For large enough L/`p , the laer approximation is not as
well-justied as in the weakly bending limit and can give rise to signicant errors [38].
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Figure 1.3: On large
length and time scales,
exible wlc segments
(of length `  `p ) aain
the Gaussian statistics of
a spatial random walk,
statistics that are most
conveniently modelled
as a Rouse chain, a chain






In closing this introductory chapter, it should be noted that our discussion of wbr dynamics has
so far neglected an important nonlinear eect for the sake of clarity: the tensile term 12 f r ′(s )
2
in Eq. (1.4), caused by an external stretching force f in our discussion, in fact naturally arises
as a Lagrange multiplier [22] to enforce the inextensibility constraint |r ′(s, t ) | ≡ 1, even in
the absence of external stretching forces. Whether or not the constraint force f (s, t ) is strong
enough to bear on the resultant dynamics depends on how violently the polymer is disturbed
from equilibrium and on which timescales its motion is observed. Precise answers to this
question, and a systematic analytical treatment of semiexible polymer dynamics that takes this
nonlinearity into account have been put forward by Hallatschek, Obermayer and coworkers
both for longitudinal [39–42] and transverse [43] driving forces. Longitudinal nonlinearities
oen die out too quickly to be experimentally relevant, but we will discuss in Chapter 5 one
exception to this rule. For transverse motion, on the other hand, it is expected that biological
processes may sometimes be too slow to allow for a linearized treatment—whereas on short
enough timescales, the drag resistance against a transverse point force f⊥ is always dominated
by transverse, “local” hydrodynamic friction, continuous transverse motion driven by a constant
force f⊥ will locally pull the polymer taut and thus induce nonlinear tension dynamics aer a
timescale that is estimated in Ref. [43] as tf ≈ 1 ms/f⊥[pN]16/7 for actin laments. For slower
processes, it may become necessary to employ the nonlinear theory described in Ref. [43].
We will, however, in the following ignore tension nonlinearities and tacitly assume that this
is justied by external conditions. Such conditions include, apart from the obvious limit of
small driving forces f⊥ → 0, many problems of polymer-mediated bond kinetics wherein a
semiexible polymer is aached to transverse binding potentials. Assuming, for example, that
the (externally applied) backbone tension is zero, f = 0, the linear uctuation timescale within









e nonlinearity timescale tf , on the other hand, is bounded below by tf > const./F 16/7c , where
the critical force Fc scales with the potential stiness k and the spatial extent xb of the binding
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potential as Fc ∝ kxb. While this limits the range of potential stinesses that can be treated
using the linearized wbr approach, k < c (ζ⊥, `p ) × x−12/5b , we nd that for F-actin trapped in
a relatively sti binding potential of width xb = 1 nm and stiness k = 20kBT /x2b, tf already
exceeds ti by three orders of magnitude. Last but not least, it was shown in Ref. [43] that the
longitudinal tension caused by a constant transverse force f⊥ does not increase without bound,
but reaches a maximum aer a nite time. Hence, if the external prestretching force is large
enough to dominate this maximum value at all times, dynamic variations in backbone tension
caused by the inextensibility constraint can again be ignored, dening another asymptotic
regime wherein the linear wbr equation of motion Eq. (1.10) may be safely applied.
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2 Generalized Langevin equations
Using the linearized equation of motion (1.10), the transverse response of a semiexible polymer
to any external force protocol F (s, t ) can be solved for explicitly. However, there are many
cases of practical interest where the polymer is probed locally, such that full knowledge of
the time-dependent polymer contour r⊥ (s, t ) is not required and its calculation via Eq. (1.10)
is needlessly complicated. In one-point microrheology, for instance, one tracks the positions
of certain points along the polymer contour via tracer beads aached rigidly to the polymer
backbone and measures their dynamical response either to thermal forces or to external point
forces applied through the tracer itself [44]. Local contour dynamics also provide a robust
and convenient way to experimentally determine the persistence length of single molecules in
vitro [45, 46], or even directly within biological polymer networks [47].
Moreover, local polymer dynamics largely determine the friction and noise felt by crosslinker
molecules. ese molecules aach to the backbones of biopolymers such as F-Actin and bind
them together into stable networks, thus determining to a large degree the resulting elastic and
plastic properties of the overall network structure through their binding anities and their
rupture behavior under load [48–50]. A microscopic theory of polymer network mechanics
may thus require a detailed understanding of how local wlc contour dynamics acts back onto
crosslinker binding kinetics. is suggests that it is worthwhile to study the local monomer
dynamics not only in the freely suspended case, but also for conned tracers.
In going over from our previous description of the full polymer contour {r⊥ (s, t )} to a single
point or tracer x (t ) ≡ r⊥ (s0, t ) along the contour, we will integrate out the unobserved degrees
of freedom {r⊥ (s , s0, t )} and thus arrive at a Generalized Langevin Equation (gle). e hidden
degrees of freedom, denoted in the following by {yi }, impart onto the variable of interest x (t ) an





ẋ (t ′)K (t − t ′) dt ′,
where K is called a memory kernel and derives from the deterministic response of the yi to
external perturbations. e above expression for the memory force is linear in x , and thus
requires a linear coupling between x and the “memory modes” {yi }.
is linearity can be achieved in two dierent ways, leading to two types of gle that are
identical in their mathematical structure but disparate in their generality and practical usefulness.
Method one starts from a fully microscopic description in terms of Hamilton’s equations of
motion,
ṗi (t ) = −∂H
∂qi









restoring force fK that is
qualitatively similar to
viscous friction, but
depends on the full
tracer trajectory {x (t )}
instead of only its
instantaneous





where H(q,p) denotes the complete Hamiltonian (here assumed time-independent) comprising
not only all microscopic degrees of freedom of the probe molecule, but also those of the solvent.
Eq. (2.1) is typically nonlinear in the coordinates q and the momenta p, but it is Markovian—its
right-hand side depends only on the values of q and p at time t . Accordingly, any observable f
is subject to a time-linear evolution law when considered as a function on phase space,











f ≡ Lf .
e Liouville operator can be formally integrated through exponentiation,





By subdividing the vector space of phase space functions into interesting (“slow”) and unin-
teresting (“fast”) modes, and then integrating out the fast modes (how that is done explicitly
will be shown below in a simpler seing), one arrives at a gle governing some slow degrees
of freedom. It serves as an important conceptual tool to, e.g., provide a rigorous route from
microscopic, Hamiltonian dynamics to coarse-grained, stochastic theories such as the Langevin
equation [51]. However, its use as a computational method is limited. Whereas the original,
microscopic system may have contained only a nite number of coordinates, the space of
distribution functions is innite-dimensional and the nonlinearities that have been swept under
the rug by going over to a probabilistic description render any explicit representation of L, and
even moreso its operator exponential, potentially very complicated functions of p and q. Hence,
practical applications of the above approach to, e.g., the dynamics of polymer solutions [52]
require complicated approximations further down the road that are typically dicult to control.
Method two, by contrast, is limited in scope but analytically simple to implement and any
further use of the term gle will refer to this kind exclusively. is method restricts itself from
the outset to systems with linearly coupled memory modes. Consider, for instance, a tracer
particle x linked through a spring of stiness k to a single, overdamped “memory” tracer y,
mẍ (t ) + γ ẋ (t ) = F (x , t ) + k (y (t ) − x (t ))
γyẏ (t ) = k (x (t ) − y (t )).
(2.2)
For any tracer trajectory {x (t )}, y (t ) can be solved for exactly, yielding [51]







′)k/γy dt ′, (2.3)
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and, by reinsertion into Eq. (2.2), produces the following athermal gle in the limit t0 → −∞,







′)k/γy dt ′ − x (t )
]










e example shows that every linearly coupled overdamped oscillator y contributes to the
memory kernel K (t ) an exponential term k exp(−(t − t ′)/τ ).
At this point, it is possible to take the gle approach to the extreme by dropping the ad-
hoc assumption of viscous damping and instead couple x and y linearly to a further set of
undamped oscillators that represent an external heat bath [51, 53]. In analogy to the transient
term y (t0) exp(−(t − t0)k/γy ) in Eq. (2.3), every bath mode then contributes a time-dependent
force that, since the microscopic dynamics are energy-conserving, no longer decays in time but
oscillates at some frequency ωi , Fbath (t ) =
∑
ci cos(ωit − ϕi ). Using a thermodynamically large
number of bath modes, this can provide a convincing model of “random” thermal uctuations.
However, we follow here the more pragmatic approach [54, 55] of exposing each degree of
freedom to “true” randomness, in the sense of white Gaussian noise that at long times must
give rise to a thermal equilibrium distribution. Aer extending Eq. (2.2) to an arbitrary number
n of memory modes and introducing stochastic forces ξi ,
mẍ (t ) + γ ẋ (t ) = F (x , t ) +
∑
i
ki (yi (t ) − x (t )) + ξ (t )
γiẏi (t ) = −ki (yi (t ) − x (t )) + ξi (t ),
we reexpress the yi in terms of their relative displacements from x , δyi = yi − x . e δyi are
independent from one another but depend on the tracer velocity ẋ ,
mẍ (t ) + γ ẋ (t ) = F (x , t ) +
∑
kiδyi (t ) + ξ (t )
γiδẏi (t ) = −kiδyi (t ) + ξi (t ) − γi ẋ (t ).
(2.5)
By analogy to the Langevin equation (2.4) for a single degree of freedom, one may guess that
each of the random forces ξi should depend only on γi and obey the Markovian fdt, i.e.,
〈ξ (t )ξ (t ′)〉 = 2kBTγδ (t − t ′), 〈ξi (t )ξi (t ′)〉 = 2kBTγiδ (t − t ′),
〈ξi (t )ξ (t ′)〉 = 〈ξi (t )ξ j,i (t ′)〉 = 0.
(2.6)
To show that this is indeed necessary and sucient to achieve thermal equilibrium, we transform
Eq. (2.5) to rst order in time by introducing the tracer momentum p (t ) =mẋ (t ),
d













F (x , t ) =
[




1 · · · 1
]>
,
z (t ) =
[









δy1 · · · δyn
]> and R = diag(−k1/γ1, . . . ,−kn/γn ).
(2.7)
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If F is time-independent and derives from an (arbitrarily weakly) binding potential U , i.e.,
F (x , t ) ≡ −U ′(x ), a stationary state must be established in the long run,
d
dt 〈XX
>〉(t ) != 0.
Integrating Eq. (2.7) from t to t + dt and denoting by C the noise correlation matrix, i.e.,
〈zm (t )z>n (t ′)〉 = δ (t − t ′)Cnm , we nd
X (t + dt ) = X (t ) + [MX (t ) + F (x , t )] dt +
∫ t+dt
t
z (t ′) dt ′ + O(dt3/2)
〈XX>〉(t + dt ) = 〈XX>〉(t ) +C dt + O(dt3/2)
+
[
M〈XX>〉(t ) + 〈XX>〉(t )M> + 〈FX>〉(t ) + 〈XF>〉(t )
]
dt .
In the inertial case considered here, the force F acting on the tracer x is independent of p and
δyi , such that the only nonvanishing component of 〈FX>〉 is
〈xF 〉 = −
∫∞
−∞ xU
′(x )e−U (x )/kBT dx∫∞
−∞ e−U (x )/kBT dx
= −kBT ,
allowing us to explicitly evaluate the correlation matrix C as
C = −
[
M diag(〈p2〉, 〈x2〉, 〈δy21〉, . . . , 〈δy2n〉) + diag(〈p2〉, 〈x2〉, 〈δy21〉, . . . , 〈δy2n〉)M>
+ 〈FX>〉 + 〈XF>〉
]
= 2kBT diag(γ , 0, 1/γ1, . . . , 1/γn ),
which implies Eq. (2.6). e random forces ξi determined by Eq. (2.6) are collected by and ltered
through the memory modes yi , and then passed on to the tracer x where they combine with the
tracer friction ξ into a colored noise Ξ that satises a non-Markovian counterpart [20] to the
Markovian fdt Eq. (1.2),







ξi (t∗)e−(t−t∗ )ki /γi dt∗









〈ξi (t1)ξ j (t2)〉e−(t−t1 )ki /γi−(t ′−t2 )kj /γj dt1 dt2










−2 min(t,t ′)−t∗γi ki dt∗
= kBT





−|t−t ′ |ki /γi

= kBTK ( |t − t ′ |).
(2.8)
Note that we have so far tacitly assumed the “system preparation time” to lie in the distant
past, i.e., t0 = −∞. For some purposes, it is more convenient to assume a nite t0 instead,
corresponding to the truncated gle
mẍ (t ) +
∫ t
t0
ẋ (t ′)K (t − t ′) = Ξ(t ) + F (x , t ), (2.9)
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with Ξ(t ) remaining unchanged. Supercially, it might seem that the introduction of a nite
initialization time t0 would render Eq. (2.9) inherently non-stationary. However, it can be
shown [53] that the non-Markovian fdt, Eq. (2.8), can only be fullled if all memory modes
δy are initialized in equilibrium with respect to x (t0), thus ensuring stationarity and rendering
Eq. (2.9) equivalent to its non-truncated counterpart
mẍ (t ) +
∫ t
−∞
ẋ (t ′)K (t − t ′) = Ξ(t ) + F (x , t ). (2.10)
Choosing between Eq. (2.9) and (2.10) is thus a maer of convenience. Whenever we wish
to incorporate a specic type of initial conditions or when Laplace solution techniques seem
more appropriate than Fourier transforms, we will use Eq. (2.9), whereas for the computation of
time-averaged observables, Eq. (2.10) is oen preferable.
Gle approaches to single-polymer physics
With their high molecular weight and the ease with which they deform even under thermal
forces, polymers and many types of proteins naturally possess strong internal memory. is
renders them well suited to the gle approach, at least in all those situations that can be described
using linearized models such as the Rouse chain.
ere are relatively few explicit gle formulations of polymer or protein dynamics, although
in principle every linear and stationary dynamical model could be considered as implicitly
equivalent to a gle. We will therefore consider here a small and certainly non-exhaustive
selection (ordered not chronologically, but roughly in a direction of increasing complexity)
of related works that are close in spirit to the gle in so far as they provide time-dependent
autocorrelation functions, if not memory kernels, and which may serve as an at least qualitative
benchmark to compare our own work against.
An explicit derivation of a gle governing the dynamics of a exible Rouse polymer was
published by Panja [56] in 2010. Starting from the equation of motion (1.13) for a three-
dimensional Rouse chain, Panja computed the total force acting on the middle monomer using a
decomposition of the contour into symmetric and antisymmetric eigenmodes. He showed that
this force naturally carries the structure of a gle, with a memory kernel that exhibits “exible”
algebraic t1/2 decay as long as tension propagates through the polymer, and that crosses over to
an essentially exponential decay beyond a terminal relaxation timescale τ∗,
KPanja (t ) ∼ t−1/2 exp(−t/τ∗).
Similarly, in 2013 Maes and omas [57] derived a gle governing one end of a Rouse chain. eir
study expanded on Panja’s work both by including inertial terms and, more importantly, by
allowing for certain “nonequilibrium” environments brought about, e.g., by a shear ow acting
on the opposite chain end. In an earlier, less direct but more generic treatment of exible polymer
dynamics, Marcus and Tang [58] similarly considered a discrete, three-dimensional Rouse chain
but with an eye towards the distance vector q = rn − rm between two arbitrarily chosen
monomers n and m. Tang and Marcus derived a formal sum expression for the autocorrelation
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function C (t ) = 〈q(t ) ·q(0)〉. ey evaluated C (t ) numerically, found the asymptotic t−1/2 power-
law regime and furthermore investigated a range of further complicating factors that may be
relevant in real-world experiments, such as frequency-dependent hydrodynamic friction or
crosslinkers connecting between random monomer-monomer pairs1.
e fracton model [59, 60] provides another approach to protein dynamics that, like the
abovementioned theories, approximates the protein as an agglomeration of bead-like monomers
connected by Hookean springs. Unlike the above approaches, however, the fracton model
does not precisely specify the protein’s structure; instead, it builds on the generic assumption
that both the spatial distribution of the beads and the topology of their interconnecting spring
network are scale-free and characterized by well-dened fractal dimensions. On this basis,
it can be shown that bead-bead correlation functions such as 〈x (t )x (0)〉 decay as a stretched
exponential at short times and algebraically at long times [60]. e fracton model thus allows
for the application of gle methods even if lile is known about the internal structure of a
specic protein. It furthermore encompasses a wide range of geometric structures, ranging
from the linear Rouse chain (with a spatial fractal dimension of 1) over membranes (dim = 2) to
solids (dim = 3) and including all possible fractal geometries inbetween. It also accommodates
various degrees of connectivity, ranging from a linear backbone to tightly coupled proteins
held together by crosslinks; these topological features of the spring network bear on the speed
of force propagation through the protein and, together with the spatial fractal dimension,
determine the scaling exponent of 〈x (t )x (0)〉.
e obvious disadvantage of the fracton model is that it can only provide scaling expo-
nents instead of quantitatively exact results. Also, the underlying fractal dimensions are itself
ensemble-averaged quantities, so that the predicted scaling behavior might not always be seen
in individual single-molecule experiments.
Going further back in time to 2005, we nd a rst gle treatment of distance uctuations in
semiexible polymers by Debnath et al. [61] that followed a similar approach as the later work
by Tang and Marcus in rst assuming a gle description to hold and then characterizing it by
evaluating the time-dependent monomer-monomer correlation functions. Since the motivation
for their work was provided by experimental studies on the stochastic dynamics of globular
proteins [62], they did not invoke the simplifying assumption of weak bending, but instead
formulated their model in three dimensions. As alluded to in the introduction, this renders the
Wormlike Chain equations of motion highly nonlinear, as the tension f is then no longer an
externally determined factor that happens to bear on backbone dynamics, but turns into a space-
and time-dependent constraint force f (s, t ) that needs to adapt to the actual backbone dynamics
in such a way that the polymer contour remains in sync with the local inextensibility condition,
|r ′(s, t ) | ≡ 1. e authors chose to circumvent this diculty by introducing an articial backbone
extensibility and using the slack space this provides to reduce the local inextensibility constraint
to a weaker, globalized analog, 〈∫ L
0
|r ′(s, t ) |2 ds
〉
= L. (2.11)
1Although these lines of thought will not be pursued further here, it may be interesting to note that increasing
crosslinker densities advance the onset of the terminal relaxation regime, a nding that should generally hold for
nonlocal couplings and that may potentially render single-exponential memory kernels a useful tool to model
the unbinding kinetics of globular proteins, see Chapter 4.
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is denes a Mean-Field eory (mft) of semiexible polymer dynamics that had been used
before to eschew physical correctness for analytical tractability [63] or reduced computational
eort in numerical simulations [64].
model results
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′′(s ) |2 + ν |r ′(s, t ) |2
]
ds + ν0 ( |r ′(0, t ) |2 + |r ′(L, t ) |2), (2.12)
and just as in the weakly-bending limit, the resulting equations of motion are then solved
without further regard to the local inextensibility condition |r ′ | ≡ 1. is simple x for a
complicated analytical problem unsurprisingly has a number of drawbacks. In contrast to
the wbr approximation, there is no small expansion parameter to at least ensure accurate
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results in an asymptotic sense. Without a local inextensibility constraint, the second-order
derivative |r ′′ | no longer measures curvature alone, but picks up stretching contributions as
well. Consequently, the ϵ in Eq. (2.12) no longer has a clear microscopic interpretation in terms
of bending rigidity, but is now relegated to a t parameter, typically chosen such as to best
reproduce some previously selected analytical prediction such as the time-dependent msd. e
same holds true for the force-like parameter ν and the boundary terms ν0 that are intended to
distribute backbone stretching deformations more uniformly along the polymer. e mft may
thus mispredict observables it has not been optimized for, such as end-to-end uctuations along
the polymer backbone [65].
On the other hand, it is dicult to come up with analytically tractable alternatives to the
mean-eld approximation outside the weakly-bending limit and the mft Hamiltonian Eq. (2.12)
does give rise to reasonable scaling predictions, namely a bending-dominated short-time regime
K (t ) ∝ t−3/4 followed by a tension-dominated intermediate regime t−1/2 and exponentially
decaying terminal relaxation aerwards, K (t ) ∝ exp(−t/τ ).
In the following, we will derive a gle formulation of wlc dynamics that is expressly limited
to the linearized weakly-bending rod regime, but when applicable yields quantitatively accurate
results that are equally well suited to single-molecule experiments and bulk measurements
alike.
Short-time Wbr dynamics
Our starting point is the Langevin equation2 for transverse wbr dynamics,
ζ⊥ṙ⊥ (s, t ) = −κr ′′′′⊥ (s, t ) + f r ′′⊥ (s, t ) + ξ⊥ (s, t ) + f⊥ (s, t )
〈ξ⊥ (s, t )ξ⊥ (s ′, t ′)〉 = 2ζ⊥kBTδ (t − t ′)δ (s − s ′),
(2.13)
but with the transverse force density f⊥ (s, t ) localized to a specic backbone position s0,
f⊥ (s, t ) = F (r⊥ (s0, t ), t )δ (s − s0). We also add to the frictional force density ζ⊥ṙ⊥ (s, t ) a local-
ized term γtrṙ⊥ (s0, t )δ (s − s0) to account for the fact that the direct experimental manipulation,
and observation, of polymers oen requires the introduction of tracer particles. In microrhe-
ology, γtr = 6πηRtr may correspond to an aached polystyrene bead; for a free polymer, the
nite molecular backbone diameter 2a provides a natural short-wavelength cuto that leaves
us with a monomer friction coecient on the order of γtr ∝ ηa. Including the noise term ξtr
corresponding to the Stokesian tracer drag γtr, Eq. (2.13) thus transforms to
ζ⊥ṙ⊥ (s, t ) + γtrδ (s − s0)ṙ⊥ (s0, t ) = −κr ′′′′⊥ (s, t ) + f r ′′⊥ (s, t ) + ξ⊥ (s, t )
+ ξtr (t )δ (s − s0) + F (r⊥ (s0, t ), t )δ (s − s0),
〈ξtr (t )ξtr (t ′)〉 = 2kBTγtrδ (t − t ′).
(2.14)
2As is customary, we use it here in its overdamped form. Although it has recently been shown [66] that long-lived
memory kernels can in principle render the overdamped limit ill-dened, the kernel that we will obtain for a
wbr decays quickly enough for the overdamped limit to exist, at least for suciently low driving frequencies. At




We now introduce the position x (t ) of the aached tracer particle (or, equivalently, of the
monomer at s0) as an independent degree of freedom. Physically, x (t ) must remain aached
to the polymer backbone r⊥ (s0, t ), which introduces a pair of equal and oppositely directed
constraint forces γ (t ) (see Fig. 2.2),
γtrẋ (t ) = F (x , t ) + ξtr (t ) − γ (t )
ζ⊥ṙ⊥ (s, t ) = −κr ′′′′⊥ (s, t ) + f r ′′⊥ (s, t ) + ξ⊥ (s, t ) + γ (t )δ (s − s0)
r⊥ (s0, t )
!
= x (t ).
Akin to the earlier decomposition of our toy gle Eq. (2.2) into the tracer coordinate x and
Figure 2.2: (a) equal and
oppositely directed
constraint forces ±γ (t )
x the tracer particle to
the polymer contour,
r⊥ (s0, t ) ≡ x (t ). (b) by





δr⊥ (s0, t ) ≡ 0, at the cost
of an additional drag
force density ζ⊥ẋ (t )








internal deformations δy, we simplify the dynamical constraint r⊥ (s0, t ) = x (t ) by reexpressing
r⊥ in terms of its transverse deviations from x ,
δr⊥ (s, t ) ≡ r⊥ (s, t ) − x (t )
ζ⊥δ ṙ⊥ (s, t ) = −κδr ′′′′⊥ (s, t ) + f δr ′′⊥ (s, t ) + ξ⊥ (s, t ) − ζ⊥ẋ (t ) + γ (t )δ (s − s0)




Note that by transforming r⊥ to a comoving coordinate system, x feeds into δr⊥ explicitly
through a dri term ζ⊥ẋ (t ). Formally, Eq. (2.15) can be solved in frequency space using the
Green’s function G (cf. Chapter 1),
γ (ω) = −
∫




G (s0,ω, s ′) ds ′
G (s0,ω, s0)
. (2.16)
However, since there is no simple, generic closed-form expression for G, this result is of lile
use for further analytical work. Instead, we can take advantage of the fact that perturbations in
the transverse backbone coordinate r⊥ take a certain time to spread out and reach the polymer
ends, a time td that can be estimated using our previously derived asymptotic expressions for
the transverse equilibration length `⊥ (t ),
`⊥ (td ) ≡ d, td ∝


ζ⊥d4/κ κ  f d2
ζ⊥d2/f κ  f d2
,
where d denotes the distance to the nearest polymer end, d = min(s0,L − s0). As discussed in
Chapter 1, the transverse contour dynamics on timescales shorter than td are independent both
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of s0 and of the boundary conditions, allowing us to freely choose both such as to render a mode
decomposition of Eq. (2.15) as simple as possible.
We therefore take s0 to coincide with the middle monomer, s0 = L/2 and assume torqued
boundary conditions,
r ′⊥ (0) = r ′′′⊥ (0) = r ′⊥ (L) = r ′′′⊥ (L) = 0.
Since the Lagrange constraint force γ (t ) is singular in s , the local forces transmied through the
tracer particle must create in the polymer contour a (third-order) kink that manifests itself in
the bending term κδr ′′′′⊥ . is singularity must be compensated by the highest-order derivative
in r⊥, i.e., by the term κδr ′′′′⊥ . Integrating over an innitesimal interval around the polymer
center, we thus nd
κδr ′′′′⊥ (s0, t ) = γ (t )δ (s )
κ (δr ′′′⊥ (s
+
0 , t ) − δr ′′′⊥ (s−0 , t )) = γ (t ). (2.17)
It follows that antisymmetric bending modes do not contribute3 to γ . Denoting the even
eigenmodes byWn (s ), we obtain
γ (t ) = κ
∑
n












allowing us to ignore antisymmetric deformations altogether and focus instead just on one half
of the polymer by dening ∆(s, t ) = (δr⊥ (s0 + s, t ) + δr⊥ (s0 − s, t ))/2 and restricting s to positive
values. is creates at s = 0 an articial boundary that again requires two boundary conditions.
One is provided by the dynamical constraint δr⊥ (0) = 0, which forces ∆ to vanish at the origin,
∆(s = 0) = 0. Since ∆′ is odd in s , its value at 0 can be identied with a possible discontinuity in
δr ′⊥ (s0),
∆′(0) ≡ δr ′⊥ (s+0 ) − δr ′⊥ (s−0 ).
Any nonzero ∆′(0) would thus produce unbalanced higher-order singularities δr ′′′′⊥ ∼ c1δ ′′(s −
s0) + c2δ ′(s − s0) and therefore must vanish as well, ∆′(0) = 0. is leaves us with an eigenvalue
equation subject to “clamped” boundary conditions at s = 0,
κW ′′′′n (s ) − fW ′′n (s ) = EnWn (s )
Wn (0) =W ′n (0) = 0,
W ′n (L/2) =W ′′′n (L/2) = 0.
(2.19)
3Another way to see that only symmetric modes contribute to the memory kernel is to note that the feedback term




Eq. (2.19) can be solved explicitly through simple sinusoidal bending modes, producing the
following short-time approximation to the memory kernel [67] (see also pp. 117),



















Similar to what we found for the time-dependent transverse msd in Chapter 1, we nd for su-
ciently large backbone stretching forces f  κ/L2 two distinct asymptotic short-time regimes,
one (t  ζ⊥κ/f 2) dominated by bending forces, the other by backbone tension (t  ζ⊥κ/f 2). In
both cases, the memory kernel scales algebraically in t , albeit with dierent exponents,





K (ζ⊥κ/f 2  t  td ) ∼ 2
Γ(1/2)
√
f ζ⊥/t . (2.22)
Replacing exp(−t/τn ) by 1 for t < τn and 0 otherwise, we can derive a simple analytical formula
that approximates the short-time kernel K (t  td ) to within ≈ 8 % in the bending-dominated
regime and ≈ 12 % in the force-dominated regime, respectively, and captures the crossover
region around t ∼ ζ⊥κ/2f 2,





f 2 + 4ζ⊥κ/t − f
[√
f 2 + 4ζ⊥κ/t + 2f
]
. (2.23)
By taking this functional form and manually ne-tuning the numerical prefactors of its two
time-dependent terms, we can also have our interpolation formula agree exactly with the
asymptotic limits to K in the bending- and force-dominated regimes, respectively,














At late times, `⊥ (t ) ∼ L, the algebraic decay in K (t ) gives way to exponential relaxation which
we may approximate, at long times, by a multiplicative factor
K (t ) → K (t ) × e−t/τ∗ ,
with τ∗ considered a t parameter depending on s0 and on the boundary conditions.
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Figure 2.3: Circles:
Numerically computed
kernel K (t ) for
f = 106κπ2/L2 and zero
torque or transverse
force acting at the
polymer ends
(r ′′⊥ = r ′′′⊥ = 0), black line:
analytical
approximation Eq. (2.24).
At t = ζ⊥κ/f 2, K crosses
over from a
bending-dominated
regime at early times
(blue dashed line) to a
tension-dominated
regime at later times
(orange dashed line). At





Eqs. (2.23) and (2.24).
(gure corresponds to






















At short times t → 0, K can be Fourier-transformed explicitly, which allowed us in Ref. [67]
to rederive as a sanity check the transverse msd 〈(r⊥ (s0, t ) − r⊥ (s0, 0))〉2. Furthermore, the gle
approach allowed us to include with relative ease a localized binding potential F (x , t ) = −kx , a
situation that could be realized by holding a polymer-bound bead xed in an optical trap.




〈x (t )x (0)〉e−iωt dt ,
a quantity that is routinely used to determine, using a tracer of known drag constant, the trap
stiness or, conversely, to measure the drag constant using a calibrated trap. Starting from the
approximate memory kernel Eq. (2.23), we nd (see p. 119) that S (ω) can be wrien as
S (ω) = F[〈x (t )x (0)〉](ω) = kBT |G (ω) |2 [2 Re [[KΘ](ω)] + 2γtr]
= kBT
2ζ⊥ (κ/f )1/2R (ω) + 2γtr
(k − ωζ⊥ (κ/f )1/2I (ω))2 + ω2 (γtr + ζ⊥ (κ/f )1/2R (ω))2
, (2.25)









1 + [1 + 4iωζ⊥κ/f 2]1/2
)−1/2]
,
respectively4. As seen in Fig. 2.4, the power spectrum decays algebraically both at high and
low frequencies, with a high-frequency exponent that is slightly smaller in the tracer-free case
(S (ω → ∞) ∼ ω−3/2 for strong backbone tension, ω−7/4 for weak backbone tension) than in
the case with nonvanishing tracer friction (S (ω → ∞) ∼ ω−2). Depending on γtr, k and f , S (ω)
4and we use as “the” square root z1/2 of a complex number z the root with a smaller absolute phase, i.e., i1/2 =
(1 + i )/
√
2, (−i )1/2 = (1 − i )/√2
26
Long-timeWbr dynamics
exhibits up to 6 dierent asymptotic regimes in total, see Fig. 2.4,
S[{ω  f 2/(κζ⊥),κζ 3⊥/γ 4tr and (ω  k/γtr or ω  k4/3/(ζ⊥κ1/3))}
or { f 2/(ζ⊥κ)  ω  ζ⊥ f /γ 2tr and (ω  k2/( f ζ⊥) or ω  k/γtr)}] ∼ ω−2
S[{κζ 3⊥/γ 4tr  ω  f 2/(ζ⊥κ),k4/3/(ζ⊥κ1/3)}] ∼ ω−7/4
S[{ f 2/(ζ⊥κ), ζ⊥ f /γ 2tr  ω  k2/( f ζ⊥)}] ∼ ω−3/2
S[{ f 2/(ζ⊥κ), ζ⊥ f /γ 2tr,k2/( f ζ⊥)  ω}] ∼ ω−1/2
S[{κζ 3⊥/γ 4tr,k4/3/(ζ⊥κ1/3)  ω  f 2/(ζ⊥κ)}] ∼ ω−1/4
S[{k4/3/(ζ⊥κ1/3),k/γtr  ω  f 2/(ζ⊥κ),κζ 3⊥/γ 4tr}
or {k2/( f ζ⊥),k/γtr, f 2/(ζ⊥κ)  ω  ζ⊥ f /γ 2tr}] ∼ ω0.
(2.26)
Just as S (ω) is conventionally used to determine the drag coecient of a trap-bound tracer bead,
Eq. (6.5) can be used to experimentally determine the stiness κ of a trap-bound semiexible
polymer, or its backbone tension f .
Figure 2.4: Eq. (2.25),
evaluated with (a) and
without (b) an aached





















In practice, the range of validity of our analytical approximations Eqs. (2.20), (2.23) and (2.24)
to the memory kernel K (t ) can be rather short. For unstretched 10 µm-pieces of F-actin, for
instance, the ground-state relaxation time is on the order of a second, whereas for a much stier
microtubule of similar size, τ gures in the milliseconds. At longer times, K (t ) then depends
sensitively both on the applied boundary conditions and the location of the tracer along the
polymer contour. In that case, our convenient method of incorporating the Lagrange constraint
force γ (t ) implicitly by going over to “half-polymer eigenmodes” will no longer work unless the
tracer sits exactly at the polymer center and the boundary conditions are themselves symmetric.
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Moreover, if the polymer is held xed at one or both of its ends, e.g., by a crosslinker binding
it to a solid substrate, the polymer contour will not only impart the tracer with memory, but
also with an elastic restoring force. e gle governing the tracer position x (t ) ≡ r⊥ (s0, t ) then
acquires a further force term5 −k⊥x (t ) controlling the transverse uctuation amplitude of the
tracer as well as its response to low-frequency external perturbations,
γtrx (t ) +
∫ t
t0
K (t − t ′)ẋ (t ′) dt ′ = Ξ(t ) − k⊥x (t ) + F (x , t ).
Since k⊥ depends not only on the boundary conditions and on s0, but also on the polymer
stiness κ and the backbone tension f , it is in itself a valuable experimental observable. In
the following, we will compute k⊥ for the most commonly employed boundary conditions and
approximate the time-integrated memory kernel, thus complementing our analytical results
for the short-time limit. We furthermore show how to robustly obtain numerical results for
intermediate time scales to cover the gap le by our asymptotic approaches.
Boundary conditions
For constant backbone tension f (s, t ) ≡ f , the homogeneous part of the transverse equation of
motion
ζ⊥ṙ⊥ (s, t ) = −κr ′′′′⊥ (s, t ) + f r ′′⊥ (s, t )
can be rewrien as ζ⊥ṙ⊥ = −Kr⊥, with a symmetric dierential operator K = κ∂4s − f ∂2s , i.e.,∫ L
0
w (s )Kv (s ) ds =
∫ L
0
v (s )Kw (s ) ds + boundary terms.
We assume in the following that the boundary conditions are chosen such that the boundary
terms above vanish for all allowed v and w , i.e., we should always have
κ [w (s )v ′′′(s ) −w ′(s )v ′′(s ) +w ′′(s )v ′(s ) −w ′′′(s )v (s )] − f [w (s )v ′(s ) −w ′(s )v (s )] = 0 (2.27)
at both ends, s = 0 and s = L. In that case, K is self-adjoint and there exists a complete set of
eigenfunctionsWn (s ) with real and nonnegative6 eigenvalues λn .
To completely determine the boundary conditions appropriate to a given experimental setup,
we need to specify the relevant geometrical constraints, or the externally applied forces and
torques. A horizontal clamp, for instance, will hold the polymer end at a xed height, r⊥ = 0,
and pointing along a xed direction, r ′⊥ = 0. e forces and torques required to enforce these
constraints are then regulated by the clamp itself and need not be specied explicitly.
Conversely, a polymer that oats freely through the surrounding solvent has no geometrical
constraints to satisfy but instead has its shape determined by the fact that no external forces or
torques act on it, save for hydrodynamic friction and thermal noise.
5Note that the linearity of this backdriving force is not an assumption, but follows from the linearity of the
underlying transverse equation of motion, Eq. (2.13).
6λ ≥ 0 does not directly follow from self-adjointness, but can easily be veried using the fact that sin(qs ), cos(qs )
form a complete set on the real line and κq4 + f q2 is always nonnegative.
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To see how external forces and torques relate to the shape of the polymer contour, we consider
a weakly bending rod subject to point forces F e (0) and F e (L) acting at its ends, and to a regular
transverse force density f⊥,
ζ⊥ṙ⊥ = −κr ′′′′⊥ (s, t ) + f r ′′⊥ (s, t ) + f⊥ (s, t ) + F e (0, t )δ (s ) + F e (L, t )δ (s − L). (2.28)
Integrating the total force density on the right-hand side of Eq. (2.28) between two arclength
positions s1 and s2, we obtain a net force
F⊥ (s1, s2) =
∫ s2
s1
f⊥ (s ) ds − κr ′′′⊥ (s2, t ) + f r ′⊥ (s2, t ) + κr ′′′⊥ (s1, t ) − f r ′⊥ (s1, t ). (2.29)
is shows that every interface along the polymer contour experiences transverse restoring
forces of size ±(κr ′′′⊥ (s, t ) − f r ′⊥ (s, t )). In the limit of short segment sizes, s1 → s2, these forces
s1 s2
r⊥
−κr ′′′⊥ (s2) + f r ′⊥ (s2)
κr ′′′⊥ (s1) − f r ′⊥ (s1)
cancel each other, unless one end of the probe segment interfaces with the surrounding solvent.
In that case, the transverse force generated by the polymer backbone must be balanced by the
externally applied force F e , providing us with the two boundary conditions
F e (0, t ) = κr ′′′⊥ (0, t ) − f r ′⊥ (0, t ), and F e (L, t ) = −κr ′′′⊥ (L, t ) + f r ′⊥ (L, t ). (2.30)
In particular, for a free polymer the boundary forces F e (0) and F e (L) vanish, as does the backbone
tension f , yielding r ′′′⊥ (0) = r ′′′⊥ (L) = 0.
Likewise, by integrating the torque density s[f r ′′⊥ − κr ′′′⊥ ], we nd that transverse forces
exerted by neighboring polymer segments contribute to the torque around the center of a probe
segment between s1 and s2 an amount
T = κr ′′⊥ (s2, t ) − f r⊥ (s2, t ) − κr ′′⊥ (s1, t ) + f r⊥ (s1, t ).
e tensile component f r⊥ cancels the torque exerted by the horizontal forces ±f , leaving us
with a total torque
T = κ[r ′′⊥ (s2, t ) − r ′′⊥ (s1, t )]
that, again, must be balanced by externally applied torques at the polymer ends,
T e (0, t ) = −κr ′′⊥ (0, t ), and T e (L, t ) = κr ′′⊥ (L, t ).
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f
κr ′′′⊥ − f r ′⊥
f
κr ′′′⊥ − f r ′⊥
r⊥ (s2)
r⊥ (s1)
e nomenclature of commonly used boundary conditions [31] clearly reects these relations
between contour shape and external forces and torques. As discussed above, a free boundary
is free of both forces and torques, and thus imposes on r⊥ the two conditions r ′′⊥ = r ′′′⊥ = 07.
A clamped boundary is held both xed and straight at its end, i.e., r⊥ = r ′⊥ = 0. In biophysics,
the forces and torques necessary to do so are usually not exerted by actual clamps but may
be realized, e.g., by certain molecular linkers such as fascin [68], or by covalently graing the
polymer to a solid substrate [45]. A hinged boundary is held xed at r⊥ = 0 through external
constraint forces, but free from torque (r ′′⊥ = 0), thus allowing the contour to rotate about its
point of aachment. Conversely, a torqued boundary is held straight (r ′⊥ = 0) through a torque
exerted, e.g., by a sliding clamp, but force-free, r ′′′⊥ = 0.
Numerical treatment of translation-invariant boundary conditions
Using numerical methods, we can obtain exact results for the friction kernel K , and the eective
transverse stiness k⊥, that extend to arbitrarily long times t , cover arbitrary values of the tracer
position s0 or backbone tension f , and allow for any choice of (selfadjoint) boundary conditions.
How to do that in a reasonably ecient and robust way shall be shown in the following. We
will rst discuss translationally-invariant boundary conditions as the natural generalization of
the short-time limit discussed above, and then proceed to the general case where one or both
polymer ends may be rigidly aached to an external substrate.
Translationally-invariant boundary conditions, i.e., boundary conditions that do not involve
r⊥ (0) or r⊥ (L) but only higher derivatives of r⊥, always possess a nondecaying center-of-mass
mode W0 (s ) ≡ L−1/2 and thus do not exert any backdriving force in the long-time limit; the
transverse stiness k⊥ (s0) vanishes identically. Since contour derivatives r ′⊥, r ′′⊥ , . . . remain
unaected by a constant shi r⊥ (s ) → r⊥ (s ) +c , these types of boundary conditions also allow us
to simplify the time-dependent dynamical constraint r⊥ (s0, t ) ≡ x (t ) to the stationary constraint
δr⊥ (s0, t ) ≡ 0 by going over to a comoving frame, as done above (see pp. 23) for the special case
of torqued ends.
7Note that we here use the colloquial denition of “free” boundary conditions, i.e., completely free from external
forces or torques. Mathematically, the boundary conditions derived above only imply the absence of transverse
point forces and are in principle still compatible with a nonzero backbone tension.
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Again, we begin by decomposing δr⊥ using a basis of normalized eigenfunctions (see pp. 34)
{Wn (s )}, with associated eigenvalues En . e En relate to their corresponding relaxation time-
scales τn via




where τn may be formally innite, corresponding to En = 0. By projecting our original equation of
motion for δr⊥, Eq. (2.15) onto each of theWn , we obtain N +1 coupled dierential equations [67]
for the mode amplitudes an ,
an (t ) ≡
∫ L/2
−L/2
Wn (s )δr⊥ (s, t ) ds ≡ 〈Wn | δr⊥ (t )〉
ȧn (t ) = −an (t )
τn
− ẋ (t )
≡An︷            ︸︸            ︷∫ L/2
−L/2
Wn (s ) ds − ζ −1⊥
∫ L/2
−L/2






e scalar constraint γ (t ) = ∑n an (t )Wn (s0) = 0 eliminates one degree of freedom and can be
taken into account implicitly by reparametrizing the allowed part of mode space in terms of
a new basis {δn }. A choice of basis that almost suggests itself is to combine adjacent mode
amplitudes an , an+1 in such a way that their contributions to δr⊥ (s0, t ) cancel out, i.e.,
δ1 = (W1 (s0),−W0 (s0), 0, . . . , 0)>
δ2 = (0,W2 (s0),−W1 (s0), 0, . . . , 0)>
...
δN = (0, . . . , 0,WN (s0),−WN−1 (s0))>.
Within this new coordinate system, Eq. (2.31) reads
M1∂t (a0, . . . ,aN )
> = M2 (a0, . . . ,aN )> +Vx ẋ (t ) +VΞ, , (2.32)
where M1, M2, Vx and VΞ are dened as
M1 =

W1 (s0) −W0 (s0)
. . .
. . .
WN (s0) −WN−1 (s0)





−W1 (s0)/τ0 W0 (s0)/τ1
. . .
. . .
−WN (s0)/τN−1 WN−1 (s0)/τN
0 0 0 0

,
Vx = (A1W0 (s0) −W1 (s0)A0, . . . ,ANWN−1 (s0) −WN (s0)AN−1, 0)>,
VΞ (t ) = (ξ0 (t )W1 (s0) −W0 (s0)ξ1 (t ), . . . , ξN−1 (t )WN (s0) −WN−1 (s0)ξN (t ), 0)>/ζ⊥,
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and 1/τn is again allowed to be zero for purely translational center-of-mass modesW (s ) = L−1/2,
or rotational modesW (s ) = 2
√
3sL−3/2. Note that we may safely assume allWi (s0) to be nonzero,
since any eigenmode vanishing at s0 obviously does not couple8 to the local constraint force
γ (t ), in the same way that for symmetric boundary conditions no asymmetric mode couples to
the middle monomer. Hence, if we were to linearly combine the columns of matrix M1 to zero,
we would rst have to get rid of the rst row by multiplying the rst two columns by αW0 and
αW1, respectively, with α denoting an arbitrary scalar value. at would require us, in the next






showing that, because the Wi (s0) are strictly nonzero, α would have to be zero. Hence, M1 is
regular and can be inverted to yield an explicit solution for a(t ) ≡ (a0 (t ), . . . ,aN (t )),
a(t ) = eM
−1





1 M2 (t−τ )M−11 (ẋ (τ )Vx +VΞ (τ )) dτ .
By reinserting this result into the equation of motion (2.31) for the mode amplitudes an , we may
then directly read o the mode space representation of the constraint force density γ (t )δ (s − s0),
γn (t ) = ζ⊥
[









(M−11 M2 + diag(τ−1n ))eM
−1
1 M2 (t−τ )M−11 (ẋ (τ )Vx,n +VΞ,n (τ )) dτ
+ ζ⊥ẋ (t ) (M−11 Vx,n +An ) + ζ⊥M
−1
1 VΞ,n (t ) − ξn (t )︸                                                         ︷︷                                                         ︸
ϵ
.
Explicit calculation of Vx +M1A and VΞ −M1Ξ shows that ϵ vanishes up to discretization errors
introduced by the short-wavelength cuto at n = N , an error that can be made negligibly small
by choosing N large enough. What then remains of γ (t ) is







(M−11 M2 + diag(τ−1n ))eM
−1
1 M2 (t−τ )M−11 [ẋ (τ )Vx,n +VΞ,n (τ )] dτ .
Comparing coecients, we can identify the velocity-dependent component with the memory
kernel
K (t ) = ζ⊥Ω · [M−11 M2 + diag(τ−1n )]eM
−1




8Alternatively, one may note that for anyWk (s0) = 0, the corresponding mode amplitude ak (t ) can be chosen at
will without violating the dynamical constraint ∑n an (t )Wn (s0) ≡ 0, allowing us to introduce our new basis {δ }
only for that part of mode space that does couple to γ , while the remaining eigenmodes perform “business as
usual” and can in the following be ignored altogether.
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Numerical treatment of general boundary conditions
For xed polymer ends, we do not computeK (t ) directly but rst evaluate the transverse stiness
k⊥ (s0). If the external force F pulling the tracer upwards is constant in time (i.e., the external force
density acting on the polymer contour is stationary and localized at s0, f⊥ (s, t ) = δ (s − s0)Θ(t )F ),
the bending mode amplitudes an aain a nonzero average














′)/τn dt ′ t→∞−−−−→ FWn (s0)
ζ⊥
τn ,
corresponding to a mean tracer position
〈x (t )〉 =
∑
n












We now temporarily consider the athermal limit T → 0 with equilibrium initial conditions
an = 0 (this does not change the memory kernel K (t )) and set all external forces on the contour
to zero, save for the constraint force γ (t ). In that case, the mode amplitudes change to




















dt ′ = x (t ).
Solving for γ (t ) in terms of the tracer trajectory {x (t ′) | t ′ ≤ t }, we obtain the formal solution
γ (t ) =
∫ t
t0






where L and L−1 denote the Laplace transform and its inverse, respectively. We further nd,
via partial integration,
γ (t ) = −x (t )H (0) +
∫ t
t0
ẋ (t ′)H (t − t ′) dt ′,
where ∂tH = h. To render H integrable, we subtract its long-time limit k⊥,
H (t ) ≡
∫ t
0
h(τ ) dτ − k⊥ (s0),
9where τn may be innite, i.e., for a polymer with hinged/free boundary conditions; in that case, k⊥ (s0) = 1/∞ = 0
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allowing us to identify H (t ) with the memory kernel K ,











K (t ) = L−1[K (z)].
(2.35)
Eq. (2.35) is more general than Eq. (2.33) as it does not require translational invariance, but on
the other hand requires a numerical inverse Laplace transform [69], something that is oen
not readily available in standard numerical soware packages. Eq. (2.33) should therefore be
preferred whenever applicable.
Numerical eigenmodes
One way to obtain a full set of exact eigenmodes {Wn } is to perform a Fourier decomposition in
terms of trigonometric and hyperbolic basis functions,
Wn (s ) = a sin(qns ) + b cos(qns ) + c sinh(Qns ) + d cosh(Qns ), (2.36)
then determine the allowed wavenumbers q, Q as required by the boundary conditions (these
determining relations can be looked up, for the tension-free case f = 0, in Ref. [31]). is
approach can be useful for analytical work, but for numerical applications it is neither the most
convenient nor the most versatile method. Determining a complete spectrum of eigenmodes
and eigenvalues typically requires the determination of a full set of zeros of transcendental,
exponentially increasing and highly oscillatory determining relations [31], relations that must
be derived anew for every set of boundary conditions.
Instead of the Fourier transform technique, we will use here a decomposition ofWn in terms
of Chebyshev polynomials. Although the initial implementation eort that comes with this
technique is marginally larger than for the Fourier decomposition method, it greatly facilitates a
robust and fully automated determination of the eigenvalue spectrum. e Chebyshev method
extends in a very simple manner to arbitrary boundary conditions and furthermore could be
applied also to spatially varying backbone tension proles f (s ) (as generated, e.g., by an external
ow eld), should we want to do so.
e Chebyshev polynomials (“of the rst kind”) {Tn } are polynomial functions, dened
recursively via [70]
T0 (x ) = 1, T1 (x ) = x , Tn+1 (x ) = 2xTn (x ) −Tn−1 (x ),
and form a basis on the nite interval [−1, 1], orthogonal with respect to the weighting function
[1 − x2]−1/2, i.e., ∫ 1
−1






1 n =m = 0
1/2 n =m > 0.
Another useful property of Chebyshev polynomials is that their derivatives relate to another in
a simple way,




n−2 (x ) for n > 2, T ′2 (x ) = 4T1 (x ), and T ′1 (x ) = T0,
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which by iteration yields that
T ′n (x ) =


2n[Tn−1 (x ) +Tn−3 (x ) + · · · +T3 (x ) +T1 (x )] for even n,
2n[Tn−1 (x ) +Tn−3 (x ) + · · · +T4 (x ) +T2 (x )] + nT0 otherwise,
i.e., the dierentiation operator ∂s = (2/L)∂x has the following matrix representation
∂s  D ∈ RN×N , where D = 2
L

0 1 0 3 0 5 · · ·
0 0 4 0 8 0
0 0 0 6 0 10





Aer remapping the arclength coordinate s to σ = 2s/L − 1, this provides us with a nite-
dimensional matrix representation of the wbr dierential operator
K ∝ [τζ⊥]−1
[











where τ denotes some arbitrary timescale used to render Eq. (2.37) dimensionless. With that, the
eigenvalue condition is easy to solve numerically using standard diagonalization methods [71].




















n (0) = 0 (2.38)
can furthermore be combined with K into a single matrix by rst increasing N to N + 4 and




α̃1 · · · α̃N+4
β̃1 · · · β̃N+4
η̃1 · · · η̃N+4
































T (i )k (−1)
and PN projects onto the rst N dimensions. Using A, we then obtain a generalized eigenvalue













︸        ︷︷        ︸
B
w, (2.39)
a condition that is equivalent to (i) w satisfying the boundary conditions exactly and (ii) w
fullling the eigenvalue condition up to higher-order terms, i.e., any deviation Aw − λw remains
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conned to the auxiliary dimensions N + 1, . . . ,N + 4. Note that B is singular, implying the
existence of formally innite generalized eigenvalues and producing in practice numerically
large “spurious eigenvalues” [72]. Although improved solution schemes exist [73] that avoid
these spurious eigenvalues from the outset, we eliminate spurious eigenvalues heuristically by
rst deciding on the desired spectral dimension n and then increasing N > n until the lowest n
eigenvalues have stabilized.
Analytical results
Our numerical solution schemes allow us to compute precisely the response of a weakly
bending semiexible polymer to transverse forces, in the same way that the static response of a
semiexible polymer to longitudinal stretching forces can be computed through a numerical
evaluation of the wlc propagator [26]. In practice, however, the static strain response is typically
evaluated using an approximate but explicit formula by Marko and Siggia [26] that may deviate
from the exact result by up to 7 %. Given the loose tolerances of most biophysical assays, this loss
of precision is oen easily acceptable, and more than made up for by the analytical tractability
that comes with it. Likewise, we will in the following compute the transverse stiness k⊥ (s0) for
the most commonly used types of boundary conditions, and produce analytical approximations




K (t ′) dt ′
by rst mapping out the parameter space using an extensive set of numerical results, then
verifying the accuracy of our results by explicit comparison to easily solvable special cases, and
nally using a combination of “educated guesswork” and automated curve ing to provide
us with semi-empirical analytical results. ese results are typically accurate to within a few
percent for the tension-free case (f = 0) and to within 20-30 % for nite backbone tension
(f > 0). Although γ∞ clearly characterizes the memory kernel K (t ) only incompletely, it is exact
for low-frequency processes that are slow compared to the terminal relaxation timescale10, and
thus provides a valuable complement to the asymptotic short-time limit (see pp. 25).
Transverse stiness
e transverse stiness k⊥ (s0) is easily derived from the athermal response to a transverse point
force at s0. For example, a clamped/free polymer subject to an external point force at s = s0 has
its ground-state contour r⊥ (s ) determined via
r⊥ (0) = r ′⊥ (0) = r ′′⊥ (L) = r ′′′⊥ (L) = 0, and
κr ′′′′⊥ (s ) = Fδ (s − s0), hence κr ′′′⊥ (s ) =


c − F s < s0,
c s > s0.
Using the boundary condition r ′′′⊥ (L) = 0, we nd c = F ; three further integrations yield the
static equilibrium contour r⊥ (s ) = (F/κ)[s2s0/2 − s3/6], corresponding to a transverse stiness




k⊥ (s0) = r⊥ (s0)/F = 3κ/s30 and to the well-known11 transverse uctuation amplitude 〈r⊥ (s0)2〉 =
kBT /k⊥ (s0) = s30/3`p . Likewise, for any other set of boundary conditions we rst write down the
noise-free transverse equation of motion, with F set to 1,
κr ′′′′⊥ (s ) − f r ′′⊥ (s ) = δ (s − s0).
Since the right-hand side vanishes for s , s0, we obtain a piecewise representation of r⊥ from
the corresponding characteristic equation κλ4 − f λ2 = 0, i.e.,









f /κs ) +C<4 exp(−
√







f /κs ) +C>4 exp(−
√
f /κs ) s > s0.
e third-order derivative r ′′′⊥ must exhibit a jump at s0 for the fourth-order derivative r ′′′′⊥ to
produce a δ-singularity, hence κr ′′′⊥ (s ↑ s0) = κr ′′′⊥ (s ↓ s0) − 1. e three lower-order derivatives,
on the other hand, must be continuous across s0,
r⊥ (s ↑ s0) = r⊥ (s ↓ s0), r ′⊥ (s ↑ s0) = r ′⊥ (s ↓ s0), r ′′⊥ (s ↑ s0) = r ′′⊥ (s ↓ s0),
which together with the four boundary conditions completely determines the integration
















Explicit results are listed in Tables 2.2 and 2.3.
Transverse friction
If the boundary conditions allow for nondecaying eigenmodes, i.e., a translational center-of-
mass mode W (s ) = L−1/2, or a rotational mode W (s ) = 2
√
3sL−3/2, the time-integrated friction
coecient γ∞ is easy to compute analytically. Assuming a small, but constant transverse velocity
v, these modes are solely responsible for the generated hydrodynamic drag force Fdrag and
so determine γ∞ = Fdrag/v. For instance, a polymer with torqued ends permits transverse
translation, but no rotation. Slow transverse motion at a velocity v therefore yields the simple
result γ∞ = ζ⊥L. Conversely, a polymer with one hinged and one free end cannot be translated,
but may be rotated around the hinged end12. e hinge xes the le polymer end through a
11In this case, the clamped end requires r ′⊥ (0) = 0 and thus allows us to write r ′⊥ (s ) ≡ r ′⊥ (s ) − r ′⊥ (0), whereas the free
end ensures the validity of the unconstrained wlc tangent-tangent correlation function





∼ 1 − |s1 − s2 |
`p
.
It follows by direct integration that
















12Wherever rotational modes are concerned, we assume that the amplitude of the driving protocol is chosen small
enough for the wbr approximation to remain valid.
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suitably large constraint force, but exerts no torque around s = 0. We thus determine Fdrag by





ζ⊥v · s ds != Fdrags0,
hence γ∞ (s0) = L3ζ⊥/(3s20 ).
Finally, free ends accommodate both a translational and a rotational eigenmode. A point
force Fdrag acting a distance d = |s0 − L/2| from the polymer midpoint will therefore induce both
a translational velocity vt = Fdrag/(ζ⊥L) and a torque (around the center) τ = Fdragd . e laer
corresponds to a rotational velocity component vr (i.e., an angular velocity ω = vr /d) that we












Hence, the total contour velocity at s0 comes out as










yielding a transverse friction coecient γ∞ (s0) = ζ⊥L/[1 + 12(s0/L − 1/2)2]. For boundary










conditions that allow neither free translation nor free rotation, we determine γ∞ numerically by
taking the (z → 0) limit of Eq. (2.35),







Using the Chebyshev mode decomposition technique (see pp. 34), Eq. (2.40) is then evaluated in
the range s0 = 0.01L . . . 0.99L, with a mode space dimension that successively increases until
the maximum relative deviation between two consecutive iteration steps drops below 0.5 %.
Although this does not provide us with rigorous accuracy bounds, we verify that our numerical
results agree to within ≈ 1 % with the analytical results obtained for hinged ends, a case that
yields particularly simple eigenmodes and relaxation times, and permits us to evaluate Eq. (2.40)
analytically in terms of special functions.
In the tension-free case, our procedure yields a one-dimensional curve γ∞ (s0) for every set
of boundary conditions, a result that is easily approximated analytically by ing it against a
rational model function. For nonzero backbone tension, we begin with a tension level small
enough to be indistinguishable from the tension-free case (f  κ/L2) and then increase f
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exponentially. Extremely large levels of backbone tension (f  κ/L2) conne the inuence of
the bending force term κr ′′′′⊥ to a short boundary layer close to the polymer ends, where κr ′′′′⊥
takes care of the higher-order boundary conditions. Outside the boundary layer, κ can then be
neglected altogether and we remain with only two sets of nontrivial boundary conditions: either
both ends are xed, r⊥ (0) = r⊥ (L) = 0, or one end is xed, the other one torqued, r⊥ (0) = r ′⊥ (L) = 0.





1/3 r⊥ (0) = r⊥ (L) = 0,
1 − 2s0/(3L) r⊥ (0) = r ′⊥ (L) = 0.
(2.41)
Eq. (2.41) provides us with a rigorous stopping criterion—once the numerically determined
γ∞ deviates from its high-tension asymptote by less than a predened threshold, we have
sampled all interesting regions of the parameter space. Obtaining a decent global t, however, is
signicantly more dicult than in the one-dimensional case. We nd that rational combinations
of the three relevant length scales s0, L, λ = [κ/f ]1/2 and tanh-shaped interpolating factors are
usually accurate to within 10 %, but for some parameters deviate from the exact result by as
much as ≈ 25 %, see Table 2.3.
transverse stiness k⊥ (s0) drag coecient γ∞ (s0)
free/free

























none (has a translational
eigenmode) ζ⊥L
0% 10% 20% 30%
Table 2.2: Transverse stiness k⊥ and renormalized drag coecient γ∞ as functions of L, s0, ζ⊥
and κ. Relative deviations between numerically determined drag coecients γ∞ (black
line) and the respective analytical approximations are color-coded (right column).
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transverse stiness k⊥ (s0) drag coecient γ∞ (s0)
hinged/free
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Table 2.2: Transverse stiness k⊥ and renormalized drag coecient γ∞ as functions of L, s0, ζ⊥
and κ. Relative deviations between numerically determined drag coecients γ∞ (black
line) and the respective analytical approximations are color-coded (right column).
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Table 2.2: Transverse stiness k⊥ and renormalized drag coecient γ∞ as functions of L, s0, ζ⊥
and κ. Relative deviations between numerically determined drag coecients γ∞ (black






































(κ/L3) (L/λ)3[4 cosh(L/λ) − 2(L/λ) sinh(L/λ) − 4]/
{3(L/λ) cosh(L/λ) − [4 + 2(s0/λ)(L − s0 )/λ] sinh(L/λ)
+ 4 sinh[(L − s0 )/λ] − 4[(L − s0 )/λ] cosh[(L − s0 )/λ]





∞ζ⊥L[0.33(L/λ)2 + 0.75L/λ + 1.28







(κ/L3) × 2(L/λ)3/[2s0/λ − 3/ tanh(L/λ)





∞ζ⊥L[1 − 2s0/(3L) + {0.25(0.0078L/λ + (1 − s0/L)) }/
{(s0/L)2 (0.1(L/λ)2 + 1) }]
0% 10% 20% 30%
Table 2.3: Transverse stiness k⊥ and renormalized drag coecient γ∞ as functions of L, s0, ζ⊥, κ and λ = [κ/f ]1/2. Relative deviations






























(κ/L3) { (L/λ)3[(L/λ + 1) exp(−L/λ) + (L/λ − 1) exp(L/λ)]}/
{4[(L − s0 )/λ] sinh[(L − s0 )/λ] − (L/λ) sinh[(L − 2s0 )/λ]
− (3L/λ − 2s0/λ) sinh(L/λ) − cosh[(L − 2s0 )/λ]





∞ζ⊥L[1/3+{0.0475 − 0.075s0/L + 0.05(s0/L)2 }/







(κ/L3) {2(L/λ)3 cosh(L/λ) }/{2(L/λ − s0/λ) cosh(L/λ)





∞ζ⊥L[1/3 + 2s0/(3L) + {0.023(L/λ + 100) }/
{(2(L/λ)2 + 21)(1 − s0/L)2 }]
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Table 2.3: Transverse stiness k⊥ and renormalized drag coecient γ∞ as functions of L, s0, ζ⊥, κ and λ = [κ/f ]1/2. Relative deviations








































{2s0/λ (1 − s0/L) sinh(L/λ)





∞ζ⊥L {(L/λ)2/3 + 4.75 + coth[(L/λ)(s0/L)2 (1 − s0/L)2]
× (0.315L/λ + (0.72 − 0.18L/λ) tanh[(1 − s0/L)s0/λ]) }/{(L/λ)2 + 14.3}
torqued/torqued
none (translational eigenmode) ζ⊥L
0% 10% 20% 30%
Table 2.3: Transverse stiness k⊥ and renormalized drag coecient γ∞ as functions of L, s0, ζ⊥, κ and λ = [κ/f ]1/2. Relative deviations





Our results are readily applied to a wide range of single-molecule experiments. Using the power
spectral density Eq. (2.25) or the transverse stiness k⊥ (s0), the persistence length `p = κ/kBT
and the backbone tension f can be directly inferred from either the high-frequency power
spectrum or, if the boundary conditions are known explicitly, from the stationary transverse
uctuation amplitude 〈r⊥ (s0)2〉 = kBT /k⊥ (s0). Conversely, our results for the terminal relaxation
regime (i.e., k⊥ (s0) and γ∞) could also be used to infer, for a polymer of known stiness, which
boundary conditions it is subjected to; this allows the experimentalist to investigate, e.g., the
type of polymer-substrate binding achieved through a given xation protocol. Moreover, the
ecient gle formalism serves as an ideal starting point to investigate how polymeric memory
inuences the kinetics of polymer-aached reversible bonds (see Chapter 4), an important
ingredient of nonlinear cell mechanics.
Some of our results could also be applied as-is to complex polymer networks such as the
cytoskeleton. e high-frequency behavior of polymer networks, and in particular the subd-
iusive motion of network-embedded tracer particles [36, 37], is routinely traced back to the
subdiusive msd [34] of its constituent polymer laments [36, 37]. Here, Eqs. (2.23) and (2.24)
provide an improvement over the usually employed scaling result 〈δr⊥ (t )2〉 ∼ t3/4 by accurately
modelling the crossover to the tension-dominated t1/2 regime. However, the physics of complex
polymer networks is not as clear-cut as the physics of isolated polymers and gle-type internal
memory has to contest with a range of other models that could alternatively explain subdiu-
sion. Although the intricacies of network rheology are, thankfully, irrelevant to our work, it is
worthwhile to briey discuss how gle-type subdiusion may be distinguished from its most
prominent contender, the Continuous-Time Random Walk (ctrw).
Alternative models of subdiusion: The Ctrw
Like the gle, the ctrw is analytically tractable and on the surface can give rise to a similar,
subdiusive phenomenology. As we shall see, this ctrw-type subdiusion is partly a statistical
eect caused by nite observation times and partly a maer of convention, as the eect hinges
on a nonstationary type of initial conditions. Its most important dierence to the gle is that
the ctrw does not involve true antipersistence—i.e., a backdriving force directed towards the
tracer’s previous position—but merely a form of intermiency that is independent of the tracer
dynamics in real space.
In its simplest incarnation [74, 75], the ctrw performs stochastically independent, isotropi-
cally distributed steps of equal length but in contrast to the standard random walk takes random
pauses τi between subsequent steps, with their durations drawn from a predened waiting-time
distribution p (τi ∈ [t , t + dt]) = ψ (t ) dt . Since subsequent steps taken by the random walker are
mutually independent, their variances simply add up, leaving us with a time-dependent msd
〈[x (t ) − x (0)]2〉 = `2〈n〉t ,
where ` denotes the step length and 〈n〉 the mean number of steps taken up to time t .
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(n + 1)pn (t ),
where pn (t ) denotes the probability of the walker being released exactly n times up to time t , a
probability that can be computed iteratively using
p0 (t ) =
∫ ∞
t
ψ (τ ) dτ = 1 −
∫ t
0
ψ (τ ) dτ , pn (t ) =
∫ t
0
ψ (τ )pn−1 (t − τ ) dτ .




(n + 1)ψ (s )np0 (s ) =
∞∑
n=0




s (1 −ψ (s )) . (2.42)
Unsurprisingly, if the mean waiting time 〈τ 〉 is nite, Eq. (2.42) yields asymptotically normal
diusion, 〈n〉(t → ∞) ∝ t/〈τ 〉: in that case, (1 −ψ (s )) asymptotically evaluates to
1 −ψ (s → 0) =
∫ ∞
0
[1 − e−sτ ]ψ (τ ) dτ ∼ s
∫ ∞
0
τψ (τ ) dτ = s〈τ 〉,





of large excursions (a).








can still be arbitrarily
large, but are separated
by ever longer waiting












Conversely, this result immediately suggests a way to obtain anomalous diusion: all that is
needed is a heavy-tailed waiting time distribution ψ causing 〈τ 〉 to increase indenitely with
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the measurement time t . In particular, if ψ decays algebraically, ψ (t ) ∼ t−1−α , with α between 0
and 1, we have ψ (s ) = sα . Since ψ (t ) itself remains normalizable, 1 −ψ (s ) still tends to zero in
the limit s → 0, but with a dierent exponent
1 −ψ (s → 0) =
∫ ∞
0
[1 − e−sτ ]τ−1−α dτ =
∫ ∞
0
[1 − e−sτ ] (sτ/s )−1−α dsτ
s
= csα .
Hence, 〈n〉(s → 0) ∼ s−1−α and thus 〈x2 (t → ∞)〉 ∝ 〈n〉(t → ∞) ∝ tα . Although this particular
choice of ψ may seem specically ne-tuned to mimick subdiusion, it is not unreasonable to
expect power-law distributed waiting times in real systems. Due to its dilatation invariance
((ct )−1−α ∝ t−1−α ), a power-law distribution of waiting times could be expected to arise in
scale-free systems. Alternatively, the distribution of waiting times may derive physically from
the statistical properties of an underlying free energy landscape. As thermally activated escape
from an energy well of depth E produces an exponential scaling of waiting times t ∼ exp(βE)
(see Chapter 3), a nite-size particle may nd its overall escape time dominated by the deepest
trap in its vicinity. Hence, in coarse-graining the energy landscape to account for mesoscopic
particle sizes, the distribution p (E) of trap depths has to be replaced by a distribution of local
maxima
p (max({E1, . . . , Ek })).
Just as the sum of random observables for most underlying distributions converges in probability
to a Gauss-distributed quantity by the Central Limit theorem, the extrema of independent
random variables oen converge onto the exponential-tailed Gumbel distribution [77],
p (Emax) ∼ exp(−Emax/E∗),
thus also giving rise to algebraic waiting time distributions,
p (E) ∼ e−E/E∗ , t (E) ∼ eβE




Hence, with the exception of idealized model systems with clearly dened, linear microscopic
dynamics (such as single polymers or simple hydrodynamic systems), the ctrw provides a
plausible alternative route to subdiusion. Fortunately, the ctrw also deviates from the gle in a
number of key predictions that are directly accessible in experiment. First, the subdiusive msd
in the ctrw model is not an inherent feature of the underlying dynamics but a statistical eect
that strongly depends on our choice of initial conditions. It is reasonable to have the walker
fall into its rst trap at t = 0 if the system is prepared at the same time at which we begin to
observe it. However, if we are to observe a stationary system at an essentially random time, we
should expect the walker to start out in a trapped state. Since every trapping interval of length
τ occupies a τ -sized region on the timeline, the probability of t = 0 falling into an interval of
size τ is13
pi (τ ) = τψ (τ )
[∫ ∞
0
τ ′ψ (τ ′) dτ ′
]−1
= cτψ (τ ).
13Note that we implicitly assume a long-time cuto to the intermediate asymptotic regimeψ (t ) ∼ t−1−α that renders
the mean waiting time
∫
τ ′ψ (τ ′) dτ ′ nite and thus allows us to normalize pi .
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e time τr that remains until our walker manages to escape from its current trap is uniformly
distributed, p (τr = t | τ ) = 1/τ , yielding for the probability pj of the rst jump taking place at t
the following result,
pj (t ) =
∫ ∞
t
pi (τ )p (τr = t | τ ) dτ = c
∫ ∞
t





ψ (τ ) dτ
]
.
Accordingly, our walker performs exactly n jumps between t = 0 and t = T with probability
∫ T
0
pj (t )pn−1 (T − t ) dt .










Hence, the “stationary” walker performs normal diusion, 〈x2 (t )〉 ∝ 〈n〉(t ) = ct , a result that
betrays the ctrw’s lack of a dynamical antipersistence mechanism. Similarly, stationarity can be
enforced by measuring the time-averaged msd over an intermediate time scale (c ′T 1−α )  δt 
T [78, 79]. is decouples the observation time δt from the equilibration time T that the tracer
can use to explore the surrounding energy landscape. Hence, although the average trapping
time still increases with T , 〈τ 〉 ∝ T 1−α , its independence from δt renders the time-averaged msd
diusive [78, 79],




〈[x (t + δt ) − x (t )]2〉 dt ∝ δt〈τ 〉(T ) ,
with an eective diusivity that increases with T . Another key dierence to the gle is that the
ctrw is distinctly non-Gaussian, even in the stationary case: although randomly distributed
diusivities still produce normal diusion in the msd,
1
N
[D1 + · · · + DN ]t = 〈D〉t ,
a superposition of Gaussian propagators is in general no longer Gaussian, but (for subdiusive
waiting time distributions) heavily biased towards small displacements, unless a conning
potential is added to stabilize the long-time limit [80]. In practice, the moment ratio 〈x4〉/〈x2〉2,
always equal to 3 for a Gaussian distribution, is therefore customarily used as a quantitative
measure of “Gaussianity” and as an experimental criterion to distinguish between memory-
induced subdiusion and the trapping-induced kind modelled by the ctrw.
It is still actively debated whether the subdiusive dynamics exhibited by many biological
systems is primarily of the gle or the ctrw type; see Ref. [81] for a review of pertinent experi-
mental studies that claim to observe one or the other in dierent types of cells or reconstituted
polymer networks.
It should be noted, however, that gle- and ctrw-type memory are not mutually exclusive.
e ctrw concept of superimposing on top of a microscopic dynamical model a stochastic
trapping mechanism is fruitful, and highly plausible in complex environments where trapping
may result from molecular crosslinkers [48, 50], “sticky interactions” [82] or steric caging
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eects [83]. Hybrid models that modulate the linear, viscoelastic (gle-type) antipersistence
brought about by the Wormlike Chain through some kind of slowly evolving binding/unbinding
mechanism are now increasingly employed to account for the nonlinear elastic and plastic
behavior of polymer networks [48–50].
In this regard, it is natural to ask how polymer dynamics aect binding kinetics, and vice versa.
Both questions are surprisingly dicult to answer, but preliminary steps toward a resolution
of the former are discussed in the following two chapters—yielding results along the way that
already have a practical value of their own, even beyond the eld of polymer physics.
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A growing body of experimental data [36, 48, 82, 84] on the time-dependent response of cells
and polymer solutions to external forces supports a hybrid picture of biopolymer networks [48–
50, 85] wherein an underlying fabric of semiexible polymers is knied into a stable network
structure by, e.g., crosslinking proteins or sticky interactions [82]. At short times, and low strains,
the deformation of individual polymer contours is sucient to accommodate the externally
imposed strain, rendering the overall network response chiey elastic and endowing it with the
Wormlike Chain’s rheological characteristics [86, 87]. Under increasing strain, the polymers
stien considerably as they approach their maximum extension until it nally becomes easier
to break them apart, instead of extending them further, by prying open the binding sites that
hold them together. Notably, the act of unbinding is reversible, allowing thus a formerly elastic
network to withstand extreme deformations by temporarily dissolving its internal structure,
plastically owing into place and having the polymers rebind aerwards. Bond kinetics, the
question of when and how a bond ruptures under load, therefore appears to be an important
ingredient to a microscopic understanding of the cytoskeleton or other types of bond-reinforced
so maer [88, 89].
Its practical value is even greater, as force-assisted unbinding processes, and their interpreta-
tion through suitable theoretical models, can provide direct insight into the free energy landscape
that underlies a given molecule. is concept lies at the heart of Dynamic Force Spectroscopy
(dfs) [90], a relatively recent sub-discipline of experimental biophysics that roughly works as
follows: using precise nanomanipulation techniques such as the afm [91] or optical tweezers [5],
single probe molecules are put under load and their time-dependent stretch response is recorded,
as well as the uctuating forces they exert on the external force actuator. Increasing the force
load progressively (how quickly this is done is specied by the “loading rate” Ḟ ), the probe
molecule is bound to eventually reach a point of mechanical failure that manifests itself as a
clear, abrupt transition in the measured force-extension curve. Recording the corresponding
Figure 3.1: In Dynamic
Force Spectroscopy,
single molecules are set
under force (a) until
they break or unfold.
From the measured
force-distance curve (b)
the rupture force F is
extracted, and the
experiment is performed












F = F (trpt.)
p (F )
a b c
“rupture force”, i.e., the external force exerted at the moment of bond breakage, and performing
the experiment repeatedly, a distribution of rupture forces p (F ) is obtained that can then be
analyzed, given an accurate model of the underlying stochastic molecular dynamics, to infer
51
3 Rapid unbinding kinetics
both the range and strength of intermolecular aractions1.
Typically, such stochastic models rely on the fact that for thermally stable bonds, i.e., activation
energies signicantly in excess of kBT , unbinding events are very rare on the timescale of
intramolecular dynamics. is establishes a partial thermal equilibrium around the system’s
stable states and renders the escape kinetics time-stationary, two major simplifying features that
together constitute the “quasi-static” approximation. Conventionally, experimentally realizable
loading rates have been low enough [90] for the quasi-static approximation to remain valid,
thus allowing the reuse of results originally obtained for the related problem of spontaneous
(i.e., force-free) dissociation. However, recent advances in the development of high-speed dfs
assays [97, 98] have opened up a new regime of rapid force spectroscopy wherein intramolecular
relaxation within the bound state can no longer be considered instantaneous on the timescale of
unbinding. Apart from generating more rupture events in a shorter time, high-speed assays serve
as a missing link between slow, conventional force spectroscopy setups and full-scale molecular
dynamics simulations of bond rupture. Compared to experimental dfs assays that are generally
dicult to operate at high loading rates, these suer from the opposite problem: low loading
rates lead to low unbinding rates and thus consume an inordinate amount of computation time,
forcing the numerical analyst to apply high loading rates that have traditionally been separated
from experimental data by orders of magnitude [90, 99].
Starting from a generic, probabilistic view of unbinding along the lines of Kramers’ classic
treatment [100], we have developed a quantitative theory of rapid force spectroscopy that
generalizes several state-of-the-art theories of dynamic force spectroscopy to high loading rates.
Besides providing a unied framework for the analysis of experimental and simulation data,
it lays the groundwork for the inclusion of memory friction, a topic that will be discussed in
the following chapter and that substantiates the connection of our work to crosslinker kinetics,
polymer rupture and a wealth of related topics such as the inuence of hydrodynamic memory
on numerical high-speed force spectroscopy [101].
The simple bond model
Here and in the following, we will adopt an operational denition of “bond rupture” that best
bets the methodology of dynamic force spectroscopy. We assume that there exists a locally
stable “bound state”, characterized by a certain molecular extension xmin along the direction
of external force, and conveniently dene this stable position as the center of our coordinate
system, xmin = 0. e bound state is surrounded by a basin of araction that extends up to
x = xb, where it borders on the “unbound state”; hence, in the absence of uctuations any
1Note that uctuation theorems provide an alternative approach to Dynamic Force Spectroscopy wherein in-
tramolecular binding potentials are inferred from ensembles of unbinding trajectories [93]. e great advantage
of these methods is their generality; no specic assumptions concerning the underlying stochastic dynamics are
required to, in principle, correctly extract the one-dimensional potential of mean force along x . However, while
uctuation theorems are well suited to extract free energy dierences between dierent metastable states [94],
they are less able to accurately resolve narrow barrier regions that can ultimately determine kinetic rate co-
ecients [93, 95]. Furthermore, they yield no dynamic information such as the system’s eective diusion
coecient [96]. For these reasons we consider uctuation theorem methods a valuable complement to, but not
strictly superior to the dfs methods discussed in this work.
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e simple bond model
molecular extension 0 < x < xb will relax back into the bound state x → 0, whereas larger
extensions x > xb relax into the unbound state. Apart from actual rupture processes, e.g., in
receptor-ligand unbinding [102–104], this one-dimensional “simple bond” picture [105] readily
extends to conformational transitions such as domain unfolding in proteins [106, 107].
In terms of the free energy landscape U (x ), the bound state corresponds to a local minimum,
separated from the unbound state by a free energy barrier at xb, see Fig. 3.2. Contrary to the
bound state, the unbound state need not correspond to a well-dened energetic minimum but
may as well denote an extended region in state space where intramolecular binding forces
essentially vanish, as might be the case, e.g., in ligand-receptor unbinding. Although the simple
Figure 3.2: e simple
bond model assumes a
one-dimensional
reaction coordinate x ,
with a locally aractive
“bound” state at x < xb,
an “unbound” state
beyond xb, and
optionally a free energy
barrier inbetween. In
equilibrium, a steady
unbinding ux j→ is
balanced by an equally











bond model can at best be considered a caricature of the actual conguration space of a protein-
sized molecule comprising thousands of atoms, there are good reasons—apart from its analytical
tractability—to take it seriously. At low pulling forces, it seems plausible that large-scale
conformational rearrangements should mainly be driven by slow, collective deformation modes,
akin to the center-of-mass mode of a semiexible polymer. Fast uctuations of local deformation
modes could then be integrated out to yield the eective, one-dimensional binding potential U
as the corresponding potential of mean force [108], U (x ) ≡ −kBT log(〈δ (x − x ′)〉).
Although this argument should break down under high loading rates, we note that the simple,
one-dimensional picture considered here has not only successfully been used in the analysis
of a large body of conventional force spectroscopy data, but continues to be used even for the
analysis of recent experimental and numerical studies that begin to probe the high-force regime
of rapid force spectroscopy [97, 99].
Still, we cannot rule out with certainty that an explicit consideration of auxiliary molecular
degrees of freedom—and the inuence of their nonequilibrium dynamics on unbinding rates—
may prove necessary for an accurate understanding of rapid force spectroscopy, cf. Chapter 4.
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Unbinding kinetics
In the absence of external force2, a population (or a probabilistic ensemble) of N probe molecules
would sele down in the long run to stationary populations
Nbound = N · S ≡ N ·
∫ xb
−∞ e
−U (x )/kBT dx∫∞
−∞ e−U (x )/kBT dx
, Nunbound = N − Nbound
of bound and unbound particles, respectively. is stable equilibrium would then be kept up
by equally large binding and unbinding uxes traversing the energy barrier at xb in opposite
directions.
Conversely, if we were to place an absorber into the unbound state that irreversibly destroyed
every incoming particle, the survival probability S = Nbound/N of an initially bound particle
would decay in time. In the following, we shall assume that the free energy barrier is large,
E  kBT . is is a reliable assumption in many cases of practical interest, particularly in the
context of dynamic force spectroscopy—any molecule that can be pulled apart in a controlled way
needs to be thermally stable in the rst place; the barrier heights measured in dfs experiments
typically exceed kBT by an order of magnitude or more [109]. Intuitively, the scale separation
between E and kBT renders excursions to the top of the energy barrier a very rare event,
thus causing the bound particles to repeatedly impinge on the barrier in failed transition
aempts, thereby losing completely their memory of the initial conditions and establishing
a local equilibrium distribution. is memorylessness translates to a memoryless survival
probability S (t ) = exp(−kt ), decaying at a constant rate k that is independent of the initial
conditions and, moreover, equal to the rate at which molecules perform the unbinding transition
in equilibrium. Mathematically, the rate k at which the survival probability S (t ) decays can be
Figure 3.3: By placing an
absorber at the outer
slope of the free energy
barrier, we can prevent
rebinding. e ratio
between the unbinding
ux j→ and the (now
decaying) survival
probability S determines





computed on dierent levels of sophistication that depend not only on the underlying dynamics,
but also on the exact denition of what constitutes an unbinding event. e simplest possible
point of view, originally developed in the context of gas-phase reaction kinetics, identies each
microscopic trajectory passing the “transition state” at x = xb towards the unbound state with
2and if the “size”
∫∞
xb




an unbinding event. Due to local equilibration within the bound state, states close to the barrier
top must be much more sparsely populated than states close to the well boom, with the ratio
between the two occupation probabilities following from the Boltzmann distribution,
W (xb) ∼ e−[U (xb )−U (0)]/kBTW (0).
Likewise, particle velocities are Maxwell-Boltzmann distributed











Transition State eory (tst) [51, 110] builds on the assumption that any particle crossing xb to
the right will ultimately end up in the unbound state, and thus contribute to the unbinding ux
jtst an amount proportional to its velocity v . Averaging over the positional probability density
Figure 3.4: e tst
unbinding rate ktst not
only counts reactive
trajectories, but also
those that briey pass
beyond xb but shortly
aerwards return to the
bound state (a). By only
counting trajectories
that pass through an
extended transition
region [x< ,x>], a lower




U (xb) −U (x< )  kBT ,





















Relating the unbinding ux jtst = −Ṡ (t ) to the total probability weight S (t ) within the bound
state, we identify the unbinding rate





Weq (x ) dx
]−1
. (3.2)
It is customary to assume that the potential U (x ) within the bound-state is suciently smooth
and narrow to warrant a second-order expansion, in which case the spatial probability density
W (x ) is Gaussian and jtst simplies to
∫ xb
−∞

























3 Rapid unbinding kinetics
where ω0 = (U ′′(0)/m)1/2 denotes the natural oscillation frequency within the bound state.
While the exponential Arrhenius factor exp(−E/kBT ) is correctly predicted by transition
state theory, the rate prefactor ω0/2π can be far o the mark, especially under the overdamped
conditions most appropriate to protein dynamics. is is due to the fact that a particle crossing
xb to the right may yet be backscaered on the downward slope of the energy barrier, or it might
correspond to a molecular trajectory that never started out in the bound state to begin with. By
including these non-reactive trajectories, transition state theory thus always overestimates the
actual number of unbinding events.
A more sensible denition of the unbinding ux may limit itself to the number of particles
passing per unit time across a nite interval [x<,x>] that encompasses the transition state,
x< < xb < x> , see Fig. 3.4. Although, in principle, this renders the unbinding rate dependent on
the particular threshold positions x< , x> , the large height of the free energy barrier E  kBT
provides us with a wide range of threshold positions 0 < x< < xb, x> > xb that are very unlikely
to scaer back across xb, i.e., U (xb) −U (x< )  kBT , U (xb) −U (x> )  kBT . A particle starting out
at x< will then, with very high probability, rst relax towards the bound state minimum and
establish there a local equilibrium probability distribution until it is eventually transported to
x> . It then proceeds, again with very high probability, further into the unbound state, causing a
large change in the reaction coordinate x that an experimental observer will unambiguously
interpret as an unbinding event. Obviously, the miniscule amounts of time spent on the initial
relaxation from x< into the bound state minimum at 0 and on the nal path segments from xb to
x> and from x> further into the bound state are negligible compared to the thermal activation
time it takes to cross over from the bound state minimum 0 to xb. Hence, the net unbinding ux3
is asymptotically independent of the precise threshold positions x< and x> and thus provides us
with a well-dened, experimentally measurable quantity. In contrast to the tst ux Eq. (3.1) that
follows from static equilibrium arguments, the net unbinding ux requires explicit consideration
of the underlying dynamics to ensure that frictional backscaering within the barrier region
is correctly taken into account. In the overdamped limit, the time-dependent probability
distributionW of a particle at position x follows from the Smoluchowski equation [21],
∂tW (x , t ) = −∂x [A(x , t )W (x , t )] + D∂2xW (x , t ), (3.3)
where D denotes the diusion coecient, related to the particle’s friction coecient γ via
the Stokes-Einstein relation, D = kBT /γ , and A(x , t ) = F (x , t )/γ the dri coecient, i.e., the
mean particle velocity induced through the deterministic driving force F (x , t ) = −∂x [U (x ) +
V (x , t )]. Here and in the following, the time-dependent potential V will be used to model
externally applied forces, whereasU (x ) continues to denote the intrinsic, and time-independent,
intramolecular free energy landscape. Comparing Eq. (3.3) to the continuity equation
∂tW (x , t ) + ∂x j (x , t ) = 0 (3.4)
allows us to identify the overall probability ux across any position x ,
j (x , t ) = A(x , t )W (x , t ) − D∂xW (x , t ). (3.5)
3e net unbinding ux might beer be called “reactive ux”. However, we avoid that term here to avoid




From Eq. (3.5), the unbinding rate as measured in a dfs experiment4 can now be calculated by
introducing an absorbing boundary condition at xabs = x> . By immediately eliminating any
particles reaching xabs, the absorbing boundary prevents backow into the bound state and
thus allows us to identify the overall probability ux j into x> , in general a superposition of
le- and rightward travelling microscopic uxes j→ and j←, with the purely rightward directed
unbinding ux j→.
To explicitly obtain the unbinding ux, we shall now rst assume that the external potential
vanishes, V (x , t ) ≡ 0, or is at least time-independent, allowing us to incorporate it into the
internal potential U (x ). An asymptotically correct expression for the unbinding ux can then
be derived without even solving the Smoluchowski equation (3.3) [100, 110]: since intra-well
dynamics within the bound state are memoryless on the unbinding timescale, a particle source
of constant strength5 deep within the bound state would not change the overall unbinding
kinetics but merely serve to establish a stable population at long times, with an accompanying
steady-state probability distributionW (x , t ) =Wqs (x ). In that case, ∂tW vanishes, implying in
conjunction with the continuity equation (3.4) that the net ux j is constant, j (x < xabs) ≡ j0. As
the net probability ux j, Eq. (3.5), can be rewrien in the following form,6
j = −e−U (x )/kBTD∂x
[
eU (x )/kBTW (x , t )
]
,




eU (x )/kBT dx = D
[
eU (x> )/kBTWqs (x>, t ) − eU (0)/kBTWqs (0, t )
]
.
e absorbing boundary conditionW (xabs, t ) ≡ 0 ensures thatWqs (x>, t ) vanishes as we take the
limit x> → xabs. Hence, the unbinding ux j0 reads
j0 = D
Wqs (0)eU (0)/kBT∫ x>
0 e
U (x )/kBT dx







−∞Wqs (x ) dx
= D
Wqs (0)eU (0)/kBT∫ xb
−∞Wqs (x ) dx
∫ x>
0 e
U (x )/kBT dx
.
e two integrals in the denominator both have dimensions of length and can be regarded as







e−[U (x )−U (0)]/kBT dx , `barrier =
∫ x>
0
e[U (x )−U (xb )]/kBT dx ,
4Rebinding may become relevant in practice if pulling forces are suciently low or multiple bonds are loaded in
parallel [105, 111, 112]. Being mainly interested in the application of rapid force spectroscopy to single bonds,
we may safely assume that external forces are large enough to prevent rebinding.
5Note that Kramers’ original derivation is slightly dierent as it does not rely on a ctitious particle source but
instead considers the near-stationary intermediate asymptotic regime between the fast timescale of intrawell
uctuations and the slow unbinding timescale. Both approaches, however, boil down to the same result.
6is is easily checked by explicit computation, but can also be motivated heuristically: as j vanishes in equilibrium,
it must be driven by the concentration mismatch betweenW and its equilibrium limit, j ∝ DW /Weq. Dividing
byWeq temporarily assigns to each particle a dierent probability weightW −1eq , requiring us to multiply byWeq
aerwards.
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where we have used that the steady-state probability distributionWqs within the bound state is
dominated by a narrow neighborhood of the well minimum at x = 0, and thatWqs close to the
minimum seles down to a quasi-static equilibrium distributionWqs (x ≈ 0) ∝ exp(−U (x )/kBT ).
Likewise, the barrier width `barrier is dominated by a narrow neighborhood of the barrier top.
Hence, ifU (x ) is smooth around both x = 0 and x = xb, we can once again evaluate the unbinding









































Eq. (3.6) readily extends to force-assisted unbinding. As rst suggested in a biological context by
Bell in his 1978 discussion of cell adhesion [114], an external force F acting along the reaction
coordinate x should add to the intramolecular binding potentialU (x ) a linear tilt −xF that lowers
the eective free energy barrier by an amount Fxb. As long as the remnant energy barrier
remains large, E−xbF  kBT , the external force thus exponentially increases the unbinding rate
k (F ) ≈ k0eFxb/kBT . (3.7)
is exponential acceleration of the unbinding process allows the experimentalist to quickly
induce state changes that are otherwise too rare to permit an accurate rate measurement, and
to infer from an extrapolation of the force-dependent unbinding rate to F = 0 the equilibrium
rate k0. Moreover, since F couples to the distance xb between the stable state minimum and the
transition state at xb, a t of Eq. (3.7) to experimental data yields as a by-product a quantitative
estimate of the intramolecular araction range xb, information that is dicult to extract from
spontaneous unbinding events. Owing to its heritage in cell biology, however, the Bell result is
Figure 3.5: At low
loading rates




process, leading to a
mean rupture force F̄
that increases linearly
with Ḟ (black lines). At
intermediate loading
rates Ḟc  Ḟ 
k0kBT /xb, E changes
signicantly during the
unbinding process but
remains larger than kBT ,
causing a logarithmic
increase in the mean
rupture force (gray
lines). At even higher






corresponds to Fig. 3 in
Ref. [92])
F̄ ∼ Ḟ 1/2







not very well adapted to the practical requirements of dynamical force spectroscopy, where one
usually does not measure the unbinding rate as a function of (constant) force but the distribution
of rupture forces p (F ) at which the observed unbinding events take place.
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From the distribution p (trpt) of rupture times, which follows directly from the time-dependent
survival probability S as Ṡ (trpt) = −p (trpt), the rupture force distribution can be obtained via a
change of variables7 t → F (t ) [113],
p (F ) = − Ṡ (t (F ))
Ḟ (t (F ))
,
where t (F ) denotes the functional inverse of F (t ), i.e., t (F ) = F/Ḟ if the loading rate is constant.
Very oen, experimentally realized loading rates Ḟ are small enough forW to still equilibrate
quasi-statically under the instantaneous force F (t ). e time-dependent external potential
V (x , t ) = −F (t )x can then be treated adiabatically, i.e., with t thought xed, to evaluate the
unbinding rate k (t ) using conventional methods and reintroduce a parametric time dependence
aerwards by allowing t in the nal result to vary. As discussed by Evans and Ritchie [113],
this yields for S (t ) and p (F ) the following explicit results,
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Instead of the full distribution p (F ), one can then use the most probable rupture force Fmax
as a convenient measure of bond “strength”, or the closely related mean rupture force F̄ =∫
Fp (F ) dF . Both quantities Fmax and F̄ exhibit a pronounced crossover [113] around a loading
rate Ḟ0 ∼ kBTk0/xb. At lower loading rates (assumed constant here for the sake of argument)
Ḟ  Ḟ0, the eective energy barrier at the time of spontaneous unbinding t ∼ 1/k0 is decreased
by an insignicant amount only, ∆E ∼ Ḟ t  kBT . Accordingly, the unbinding rate k (F ) remains
virtually identical to its force-free limiting value k (F ) ∼ k0, causing S (t ) to decay exponentially,
and the most probable rupture force to vanish,
S (t ) = exp(−tk0), p (F ) = k0
Ḟ
exp(−tk0), Fmax = 0.
e average rupture force, on the other hand8, grows linearly with Ḟ ,
F̄ = 〈Ḟ trpt〉 = Ḟ/k0.
At higher loading rates, Ḟ  Ḟ0, the force-induced increase of the unbinding rate k (F ) is strong
enough to overcompensate the slow decay of S (t ) at short times, i.e., p ′(0) > 0 for Ḟ > Ḟ0. More
precisely, if we use the Bell rate Eq. (3.7) to evaluate p (F ), we nd that
























Since k (F ) increases monotonously with F , p (F ) always exhibits a unique maximum which, at










7assuming that the force protocol is strictly monotonous
8Remember that our discussion of the extreme low-force limit Ḟ → 0 is mostly academic, as experiments performed
within this regime may need to consider rebinding eects.
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is logarithmic increase in Fmax at large loading rates [113, 115] is shared by the mean rupture
force F̄ up to subdominant corrections [116, 117]. Whereas the vanishing of the most probable
rupture force and the linear increase of F̄ with Ḟ at low loading rates are universal features
of the unbinding process, the logarithmic behavior at higher forces depends to some degree
on the functional form of the binding potential U (x ). e reason for this nonuniversality is
that beyond the linear-response regime F → 0, the Bell assumption of a xed reaction distance
xb = const. only holds true for binding potentials with suciently sharp extrema. For smooth
potentials, on the other hand, both the location of the stable minimum and the barrier position
generally vary with the external force F , causing the eective reaction distance to diminish with
force, see Fig. 3.5. Furthermore, the external pulling potential may change the eective well
and barrier widths, although this modulation of the nonexponential rate prefactor is generally
of lesser importance.
A conceptually straightforward way to take all these eects into account is to evaluate the
generic Kramers result Eq. (3.6) using the appropriate total binding potential U (x ) − xF , which
yields a force-dependent Kramers rate
k (F ) = De−E(F )/kBT
[ ∫
well
e−[U (x )−Fx−(U (xmin (F ))−Fxmin (F ))]/kBT dx
∫
barrier
e[U (x )−Fx−(U (xb (F )−Fxb (F )))]/kBT dx
]−1
, (3.9)
where the instantaneous well and barrier positions xmin (F ), xb (F ), as well as the remnant free
energy barrier E(F ) = U (xb (F )) − Fxb (F ) − U (xmin (F )) + Fxmin (F ) have to be determined as
functions of F and the overall procedure has to be carried out anew for every choice of binding
potential U . Practitioners therefore generally focus on a select few model potentials. One of the
most popular choices is a linearly elastic binding potential of nite range, considered already
by Evans and Ritchie [113],




2 x ≤ xb
0 otherwise.
(3.10)
Assuming that the external force does not completely obliterate the eective free energy barrier
(i.e., F  2E/xb), the minimum shis with F to xmin (F ) = Fx2b/2E, whereas the barrier xb (F )
remains locked in place at xb, anked on the right by a region of constant repulsive force
V ′(x > xb) = −F . Hence, in the double limit of high binding energies and strong pulling forces
E → ∞, F ↑ E/xb, frictional backscaering along the rightward slope becomes negligible, as can




e (U (x )−U (xb )−Fx )/kBT dx ∼ e−Fxb/kBT

kBT










e[U (x )−U (xb )−Fx ]/kBT dx .
e overall unbinding rate then approaches the limit set by a ctitious absorbing boundary at
xb, corresponding to a negatively innite binding potential








In 2003, Hummer and Szabo [117] explicitly computed the mean rupture force pertaining to
Ucusp. While, at loading rates Ḟ  kBTk0/xb, the mean rupture force F̄ essentially still increases
logarithmically in the loading rate Ḟ , it scales nonlinearly in ln Ḟ ,9
F̄cusp = Fc
[
1 − const. × ln(const./Ḟ )1/2
]
,
where Fc denotes the critical pulling force necessary to obliterate the free energy barrier
completely, 2E/xb for U = Ucusp. e linear-cubic binding potential










is another popular choice, as it has some claim to universality: a cubic polynomial is the lowest-
order analytical approximation to a binding potential of nite araction range. Any smooth
binding potential therefore takes on an asymptotically linear-cubic shape in the limit where the
free energy barrier vanishes under increasing pulling forces E(F ) → 0 [118]. For this choice of
binding potential, the logarithmic loading rate dependence in F̄ acquires yet another scaling
exponent of 2/3 [118, 119],
F̄cubic = Fc
[
1 − const. × ln(const./Ḟ )2/3
]
.
In a joint work from 2006, Dudko, Hummer and Szabo proposed to unify the above results,
and possibly further results pertaining to other kinds of binding potentials, by generalizing the
corresponding time-dependent unbinding rates k (F ) to a single expression [120] featuring the
scaling exponent as a heuristic t parameter ν .
Assuming constant loading rates, F (t ) = Ḟ t , they derived analytical expressions for the full
rupture force distribution p (F ), as well as for the mean rupture force F̄ and the force variance
σ 2F = F̄
2 − F 2 that can be made exact for the cusp-shaped and linear-cubic binding potentials
by seing ν = 1/2 or ν = 2/3, respectively. ese results today form the backbone of dynamic
force spectroscopy, along with various improvements thereupon that incorporate the inuence
of high-stiness transducers [121, 122], alternative methods of data analysis [108, 123, 124]
or rebinding events that can become relevant at low loading rates [105, 111, 112]. Recently,
however, the capabilities of experimental force spectroscopy assays have evolved to a point
where loading rates begin to rival those employed in computer simulations [97, 98]. At these
high loading rates, quasi-static Kramers theory can no longer be relied upon and most of the
results presented above become invalid. Although rapid force spectroscopy has been discussed
sporadically in the literature [113, 115, 117], systematic and analytic results akin to the rupture
force distribution derived by Dudko, Hummer and Szabo [120] have so far not been available,
signicantly impeding the analysis of high-speed experiments and simulation data.
9To facilitate comparison to the Evans & Ritchie result, we have evaluated the Hummer-Szabo result, originally
derived for a linearly elastic force transducer V (x , t ) = (κ/2) (x −vt )2, for an external eld setup V (x , t ) = −Ḟ tx ,
i.e., κ → 0, κv = Ḟ .
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Rapid force spectroscopy
As we have seen in the preceding section, the theory of dynamic force spectroscopy naturally
divides into a regime of low forces F  kBT /xb (or, at constant loading rates, a regime of low
rates Ḟ  kBTk0/xb), where bond dissociation occurs spontaneously at its natural Kramers rate
k0, and a high-force regime F  kBT /xb where the external pulling force signicantly increases
the unbinding rate by lowering the eective energy barrier. Although the observed kinetics is
qualitatively dierent in these scenarios, the underlying physics is not. Bond rupture remains a
rare event, driven by random thermal uctuations that are hemmed in by a large free energy
barrier
E(F ) ∼ E − xbF  kBT , (3.13)
thus ensuring quasi-static equilibration within the bound state and providing us with a con-
venient, analytical rate expression in terms of Eq. (3.6) and its generalization to weakly time-
dependent potentials, Eq. (3.9). Whereas Eq. (3.13) has traditionally been a well-justied as-
sumption in the eld of experimental force spectroscopy [90], the process of stochastic bond
breaking also lends itself well to numerical simulations. Constrained by the computational
demands of full-scale molecular dynamics simulations, however, numerical force spectroscopy
usually operates at far greater loading rates than can be achieved in the laboratory [90, 99].
ese high forces may lower the eective barrier height below the thermal energy scale, or
abolish it altogether beyond the critical force Fc,
E(Fc) = 0, Fc = 2E/xb for U = Ucusp.
Hence, we expect around F ∼ Fc a further crossover to what we will in the following refer to
as “rapid” force spectroscopy. Discussed in qualitative terms as early as 1997 by Evans and
Ritchie [113] and Izrailev et al. [115], the importance of thermal uctuations diminishes in this
regime, reducing the rupture process in the limit F → ∞ to a trivial case of one-dimensional,
overdamped motion, with a translocation velocity set by the pulling force and the Stokesian10
friction coecient γ = kBT /D,







When F (t ) increases at a constant rate, x thus experiences a constant acceleration reminiscent
of ballistic ight, x (t ) ∼ Ḟ t2D/2kBT . Assuming that passage beyond the barrier position xb can
still be detected11 experimentally, the rupture time trpt is then easily solved for,











10Note that even the “rapid” force spectroscopy regime discussed here does not extend to arbitrarily high loading
rates, as we neglect inertial eects. We expect, however, that this omission is insignicant in practice, at least in
comparison to our omission of memory eects (see Chapter 4).
11In contrast to conventional force spectroscopy, where unbinding can clearly be detected as a large and sudden
drop in the applied pulling force, the pulling forces measured at high loading rates may increase further even as x
passes beyond xb. A suciently steep energy barrier, however, would still produce a kink in the time-dependent
force and is thus, in principle, experimentally detectable, see also the SI to Ref. [125].
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yielding a rupture force that increases algebraically in the loading rate,






is nding agrees, at least qualitatively, with the fact that rate-dependent bond strengths F̄ (Ḟ )
are oen found to increase much more steeply in simulations than in experiments [90].
Although traditionally separated from experimental data by several orders of magnitude in
loading rates, recent advances in high-speed dfs methods have virtually closed the gap [97, 98],
calling for a new analytical theory that captures the crossover between “thermal”, conventional
force spectroscopy and the deterministic high-speed variant. A simple way to obtain a global
interpolation formula for F̄ , proposed by Hummer and Szabo [117], is to derive from the quasi-
static escape rate Eq. (3.9) an expression for the survival function S (t ) that is accurate at low
forces, i.e., as long as the bound state remains thermally stable, E(F )  kBT , and to cut o S as
soon as the average trajectory 〈x (t )〉 reaches the transition state 〈x (t )〉 = xb, i.e., as soon as the
barrier to unbinding vanishes,
E(F (τ )) = 0.




trptp (trpt) dtrpt =
∫ ∞
0




the mean rupture force follows as [117]
F̄ = Ḟ 〈trpt〉 = Ḟ
∫ τ
0
S (t ) dt . (3.14)
Hummer and Szabo showed by comparison to Brownian Dynamics simulations that Eq. (3.14)
is accurate not only within the respective asymptotic limits of low (F  kBT /xb), intermediate
(kBT /xb  F  Fc) and high forces (Fc  F ), but also provides a reasonable approximation to the
crossover regions inbetween. A major shortcoming of the Hummer-Szabo approach, however,
lies in its complete neglect of rupture force uctuations. is is partly justied on theoretical
grounds by the deterministic nature of the rupture process in the idealized limit of ballistic bond
rupture: as the loading rate Ḟ diverges, and with it the strength of the externally applied pulling
force, the dri force that drives x across the energy barrier completely dominates thermal noise.
More precisely, uctuations δtrpt in the observed rupture time trace back, in the ballistic limit
F  Fc, to uctuations in the eective reaction distance that has to be overcome to achieve
unbinding. ese length uctuations δx consist of a static component (δx )0 brought about
by the nite width of the initial particle distributionW0 (x ) ∝ exp(−U (x )/kBT ), and a dynamic,
diusive contribution (δx )D induced by thermal noise during the unbinding process,




U ′′(0) + trptD ∼
kBT
U ′′(0) + const. × Ḟ
−1/2. (3.15)
From Eq. (3.15), the magnitude of rupture force uctuations can be estimated in the rapid loading
regime,
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Eq. (3.16) shows that the relative magnitude of diusive force uctuations vanishes at large
loading rates. However, for thermalized initial conditions the overall uctuation width remains










Moreover, even if the initial distribution of particle positions is localized, the relative magnitude
of rupture force uctuations only shows a weak power-law dependence on Ḟ , δF/F̄ ∼ Ḟ−1/4—to
say nothing of the fact that this argument already assumes a strong scale separation between the
external pulling force and Fc, whereas in practice the intermolecular binding force may still bear
noticeably on the unbinding dynamics. Hence, at the nite loading rates realized in high-speed
experiments or even in numerical simulations, rupture force uctuations may well remain
signicant. is is exemplied by a recent experimental study conducted by Rico et al. [97].
Using a newly developed afm setup that exceeded the loading rates previously aainable in
experiment by more than two orders of magnitude, they were for the rst time able to reach
the onset of the ballistic regime, as signied by a sharp upturn in the mean rupture force F̄ (Ḟ ).
While the theory put forward by Hummer and Szabo provided a good t to their experimentally
measured rupture forces, uctuations remained large, measuring approximately 20 % of the
mean rupture force even at the largest loading rates [97]. Given an analytic expression for the
rupture force histogram p (F ) valid at high loading rates, these uctuations could be put to good
use rather than being discarded, thus potentially providing more accurate and reliable estimates
of the underlying bond characteristics.
Formal theory
To arrive at a systematic theory of rapid force spectroscopy that accounts for stochastic uctua-
tions even at large loading rates, we will in the following reconsider the ux into an absorbing
boundary from rst principles. is will provide us with an integral equation for the time-
dependent unbinding ux that can be solved exactly using numerical methods to yield precise
results for arbitrary binding potentials and force protocols. More importantly, we will nd
that for a certain class of model binding potentials, a rst-order approximation to this theory
yields analytical closed-form results that are asymptotically exact in both limits of low and
high external forces, respectively and generally accurate also at intermediate forces, save for a
narrow crossover region.
We rst revisit the Smoluchowski equation (3.3) that determines the time-dependent proba-
bility distributionW (x , t ),
∂tW (x , t ) = −∂x [A(x , t ) − D∂x ]W (x , t ), W (x , t0) =W0 (x ). (3.17)
where the initial conditionW0 (x ) is dened by the experimental preparation procedure (typi-
cally thermally equilibrated,W0 (x ) ∝ exp(−[U (x ) +V (x , 0)]/kBT )) and A(x , t ) denotes the time-
dependent dri coecient, i.e., the particle velocity that would be obtained in the absence of
thermal noise,
A(x , t ) = − D
kBT
[U ′(x ) + ∂xV (x , t )] .
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To simplify maers, we will in the following use the linearity of Eq. (3.17) to reduce the initial
conditions to a δ-peak situated at x0, i.e.,
∂tW (x , t | x0, t0) = −∂x [A(x , t ) − D∂x ]W (x , t | x0, t0), W (x , t0 | x0, t0) = δ (x − x0). (3.18)
From the propagator W (x , t | x0, t0), the full probability distribution W can be reassembled
aerwards via superposition,
W (x , t ) =
∫
W (x , t | x0, t0)W0 (x0) dx0.
We assume that an unbinding event is registered, and the measurement is terminated, as soon
as x passes beyond a certain threshold position xabs. Mathematically, xabs thus constitutes an
absorbing boundary condition, W (xabs, t | x0, t0) ≡ 0. We will later place it at the barrier top,
xabs = xb, to implement the cusp-shaped binding potential Eq. (3.11), but for now xabs remains
arbitrary and could, e.g., coincide with the previously dened threshold position x> to evaluate
the transition rate across a smooth energy barrier. e net probability ux j corresponding to
W (x , t ) again follows from the continuity equation,
j (x , t | x0, t0) = A(x , t )W (x , t | x0, t0) − D∂xW (x , t | x0, t0). (3.19)
Since quasi-static equilibration within the bound state (cf. pp. 57) can no longer be taken
for granted, we are not allowed to enforce stationarity via virtual sources or similar means.
Instead, we should solve for the full, time-dependent probability prole W (x , t | x0, t0) and
then use Eq. (3.19) to evaluate the ux into the absorbing boundary xabs. We cannot, however,
apply Eq. (3.19) verbatim since12 the absorbing boundary condition violates the conservation of
probability implicit in the derivation of Eq. (3.19). Instead, the ux into the absorber xabs has to
be computed by approaching xabs from the le,
jabs (t ) ≡ lim
x ↑xabs
j (x , t | x0, t0) = lim
x ↑xabs
A(x , t )
→0 as x→xabs︷            ︸︸            ︷
W (x , t | x0, t0) −D∂xW (x , t | x0, t0)
= −D∂−xW (x , t | x0, t0) |xabs , (3.20)
where ∂−x denotes the le derivative,
∂−x f (x ) = limϵ→0
W (x ) −W (x − ϵ )
ϵ
.
e propagatorW (x , t | x0, t0) also provides us with the time-dependent survival probability S ,
S (t | x0, t0) ≡
∫ xabs
−∞




′ | x0, t0) dt ′
= 1 + D
∫ t
0
∂−xW (x , t
′ | x0, t0) |xabs dt ′. (3.21)
However, the fact that jabs and S depend onW only through its le derivative ∂−xW at xabs indicates
that a full solution of the Smoluchowski equation may be an inecient approach to the unbinding
problem. Following a well-established technique borrowed from rst-passage time theory [126–
128], we will instead relate the unbinding ux to the much simpler unconstrained problem
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Figure 3.6: An absorbing
boundary condition










is recovered (b), a
procedure that can in
principle be inverted to
obtainW fromWaux.
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wherein the absorbing boundary has been replaced by a natural boundary condition at innity,
Waux (x → ∞, t | x0, t0) → 0. e unconstrained propagator Waux is driven by unconstrained
auxiliary potentials Uaux and Vaux that smoothly extend their constrained counterparts beyond
xabs,
Uaux (x ) = U (x ), Vaux (x , t ) = V (x , t ) for all x < xabs.
is denes an unconstrained analogue of the dri coecient A,
Aaux (x , t ) = − D
kBT
[Uaux (x ) + ∂xVaux (x , t )] ,
and provides us with the boundary-free auxiliary Smoluchowski equation
∂tWaux (x , t | x0, t0) = −∂x [Aaux (x , t ) − D∂x ]Waux (x , t | x0, t0)
Waux (x , t0 | x0, t0) = δ (x − x0), Waux (x → ±∞, t ) → 0.
(3.22)
For x > xabs, the functional form of Uaux and Vaux can be chosen at will, although we will later
see that accurate analytical approximations to the unbinding ux can best be obtained for a
restricted set of auxiliary potentials.
For x < xabs, Eq. (3.22) by denition describes the same stochastic dynamics as our original
problem (3.18). Hence, by removing from the ensemble of trajectories underlyingWaux those
trajectories that once passed xabs, we can manually reintroduce an absorber and thus reobtain
the solution W (x , t | x0, t0) to our original problem, Eq. (3.18). Since jabs coincides with the
fraction of trajectories reaching xabs for the rst time at t , this provides us with an integral
relation betweenW andWaux [127, 128],
trajectories arriving
at x without rst
hiing xabs︷            ︸︸            ︷
W (x , t | x0, t0) =
trajectories arriving at x︷               ︸︸               ︷
Waux (x , t | x0, t0) −
trajectories arriving at x , aer
having visited xabs︷                                                ︸︸                                                ︷∫ t
0
Waux (x , t | xabs, t ′)jabs (t ′ | x0, t0) dt ′ . (3.23)
Seeing that the probability distributionW can be turned into the unbinding ux jabs (t | x0, t0)
by applying the le-sided derivative at xabs (Eq. (3.20)), it is tempting to apply the le-sided
derivative −D∂−x |xabs to both sides of Eq. (3.23) to arrive at an analogous relation, withW replaced
12Formally,W is not dierentiable at xabs, as its le and right derivatives do not coincide, see Fig. 3.6.
66
Rapid force spectroscopy
by jabs and Waux replaced by the “auxiliary” ux across xabs, (Aaux (x , t )Waux − D∂−xWaux)xabs .





Waux (x , t | xabs, t ′)jabs (t ′ | x0, t0) dt ′ ,
∫ t
0
[∂−xWaux (x , t | xabs, t ′)]xabs jabs (t ′ | x0, t0) dt ′.
(3.24)
is is easily seen by considering free diusion into an absorbing boundary, i.e., U = V = 0. In
that case, an exact solution is readily obtained by placing a “mirror charge” at the opposite side
of the absorbing boundary, see Fig. 3.7. W (x , t | x0, t0) then follows as the dierence between
Figure 3.7: For a at
potential, U (x ) ≡ 0, and
an absorbing boundary
at xb, we can exactly
compute the probability
densityW (x , t ) via the
method of images. Due
to symmetry, ∂−xW (xb, t )
is twice as large as the
auxiliary derivative
∂xWaux (xb, t ) (gure




x0 Waux(xabs + (xabs − x ))
W (x )
xabs
two unconstrained Gaussian propagators,
W (x , t | x0, t0) =Waux (x , t | x0, t0) −Waux (x , t | xabs + (xabs − x0), t0),
whereWaux (x , t | x0, t0) = [4πD (t − t0)]−1e−(x−x0 )
2/(4D (t−t0 )),
showing that the “unbinding” ux is jabs (t | x0, t0) = −2D∂−xWaux (xabs, t | x0, t0) and thus
jabs (t | x0, t0) = −2D∂−xWaux (xabs, t | x0, t0)
, −D∂xWaux (x , t | x0, t0) |xabs −
∫ j
0
[−D∂−xWaux (x , t | xabs, t ′)]xabs jabs (t
′ | x0, t0) dt ′
= −D∂−xWaux (x , t | x0, t0) |xabs ,
where the last line follows from the fact thatWaux (x , t | xabs, t ′) has its maximum at xabs for all t
and t ′, i.e., ∂−xWaux (x , t | xabs, t ′) |xabs = ∂xWaux (x , t | xabs, t ′) |xabs ≡ 0.
Technically, the interchanging of limits in Eq. (3.24) is prohibited by the divergence of the
le-sided derivative ofWaux as t ′ approaches t ,
[∂−xWaux (x , t | xabs, t ′)]xabs = limϵ→0





However, the force-free result jabs = −2D∂xWaux also provides us with a suggestive x: consider-
ing instead of the conventional ux denition Eq. (3.20) a symmetrized derivative ∂−x → ∂−x + ∂+x ,
we obtain dierent, ux-like quantities
jsabs (x , t | x0, t0) = A(x , t )W (x , t | x0, t0) − D [∂−x + ∂+x ]W (x , t | x0, t0) and
jsaux (x , t | x0, t0) = Aaux (x , t )Waux (x , t | x0, t0) − D [∂−x + ∂+x ]Waux (x , t | x0, t0).
eir main use lies in the fact that, sinceW vanishes identically for x > xabs, the symmetrized
ux jsabs (xabs, t ) coincides with the true unbinding ux jabs,
jsabs (x ↑ xabs, t | x0, t0) = A(x ↑ xabs, t )
→0︷                     ︸︸                     ︷
W (x ↑ xabs, t | x0, t0) −D[
→0︷                ︸︸                ︷
∂+xW (x , t | x0, t0)]xabs
− D[∂−xW (x , t | x0, t0)]xabs = −D∂−xW (x , t | x0, t0) |xabs = jabs (t | x0, t0).
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dt ↔ ∫ dt ∂−x . e
problem can be
amended by taking the
symmetrized derivative
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Moreover, the symmetrized limit
[∂−x + ∂+x ]xabsW (x , t | xabs, t ′) = limϵ→0
W (xabs + ϵ, t | xabs, t ′) −W (xabs − ϵ, t | xabs, t ′)
ϵ
removes the troublesome divergence (see Fig. 3.8) at early times t ′ → t , thereby allowing us
to interchange dierentiation with integration over t ′, and thus to obtain from Eq. (3.23) an
integral equation for the unbinding ux jabs,




′ | x0, t0)jsaux (t | xabs, t ′) dt ′, (3.25)
where jsaux (t | x0, t0) ≡ jsaux (xabs, t | x0, t0)
= Aaux (xabs, t )Waux (xabs, t | x0, t0) − D [∂−x + ∂+x ]xabs Waux (x , t | x0, t0)
= A(x ↑ xabs, t )Waux (xabs, t | x0, t0) − 2D[∂xWaux (x , t | x0, t0)]xabs .
Eq. (3.25) had been derived already in a more general seing (that allows for moving boundaries
xabs (t )) by Ricciardi, Buonocore and coworkers [129, 130] who discussed both its numerical
solution13 and a selection of analytically solvable special cases. However, we feel that our
physically motivated derivation of the integral equation Eq. (3.25) is far more transparent than
that by Buonocore et al., even if the resulting integral equation is the same. Moreover, exact
solutions of Eq. (3.25) are limited to special cases and thus do not provide us with a general
closed-form approximation to the rupture force distribution p (F ). Much greater practical utility
lies in the fact that a rst-order approximation to Eq. (3.25) can be asymptotically exact both
in the quasi-static limit of low loading rates and in the rapid limit of high loading rates, and
therefore allows us to obtain explicit results for p (F ) throughout the full loading rate spectrum.
Formally, Eq. (3.25) can be solved iteratively to yield the unbinding ux jabs as a Dyson-like
series in jsaux,
jabs (t | x0, t0) = jsaux (t | x0, t0) −
∫ t
0
jsaux (t | xabs, t ′)jsaux (t ′ | x0, t0) dt ′ + · · · . (3.26)
Truncating Eq. (3.26) aer the rst order, the integral term is eliminated altogether,
jabs (t | x0, t0) ≈ jsaux (t | x0, t0). (3.27)
At rst glance, this may not seem like a good idea as the integral term in Eq. (3.25) could be
expected to become relevant on the unbinding timescale t ∼ k−1, i.e.,∫ t
0
jsaux (t | xabs, t ′)jabs (t ′ | x0, t0) dt ′ ∼ O(jsauxjabst ) ∼ jsauxO(tk ).
13Cf. also the Master’s thesis by Jakob T. Bullerjahn [131] for a numerical analysis of Eq. (3.25).
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One could then conclude that Eq. (3.27) only holds in the uninteresting short-time limit, t  k−1.
However, the external pulling force, per se a factor that complicates a precise solution of
the Smoluchowski Eq. (3.18), turns out to greatly improve the accuracy of our approximation
Eq. (3.27). In fact, we will see that it renders Eq. (3.27) asymptotically exact in the limit of high
external forces F → ∞ or high loading rates Ḟ → ∞. Exactness in the opposite limit of low
loading rates, on the other hand, can be achieved through a suitable choice of binding potential.
Before we go on to substantiate these claims formally, it is helpful to note that the quantity jsaux
used to approximate the unbinding ux jabs can be derived from the auxiliary, non-symmetrized
ux jaux by dividing jaux into a “ballistic” dri component and a “diusive” component and
doubling the diusive part,
jaux (xb, t | x0, t0) =
jdri︷                                          ︸︸                                          ︷
Aaux (x ↑ xabs, t )Waux (xabs, t | x0, t0) +
jdi.︷                               ︸︸                               ︷
[−D∂xWaux (x , t | x0, t0)]xabs
jsaux (t | x0, t0) = jdri (t | x0, t0) + 2jdi. (t | x0, t0).
Whereas jaux counts the net ux of particles across xabs, jsaux in a sense counts the net ux of
particles arriving at xabs: in the athermal limit of purely force-driven unbinding (i.e., D = 0,
A(x ↑ xabs, t ) , 0), any microscopic trajectory reaching xabs is sure to cross. Conversely, in the
purely diusive limit of vanishing external and intramolecular forces (i.e., A = 0), a particle
arriving at xabs is bound to backscaer with 50 % probability. Accordingly, the diusive ux
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trajectories). Conversely,
a diusive trajectory can
backscaer with 50 %
probability, reducing the










jabs ≈ jsaux has thus replaced the net auxiliary ux jaux across xabs by the net auxiliary ux into
a detector situated at xabs. Like an absorber, the detector immediately registers every particle
arriving at xabs. Unlike an absorber, however, the detector does not act back on the system—the
incident particles are not eliminated but allowed to cross beyond xabs. is causes a phantom
population to build up within the unbound state that may later produce a backow into the
bound state. Since the detector registers a net ux only, i.e., subtracts from the particles incident
from the le the particles crossing back from the right, this may cause us to underestimate the
actual unbinding ux, or even predict negative unbinding rates.
Hence, if external circumstances such as a strong pulling force happen to suppress this
backow into the bound state, the accuracy of Eq. (3.27) is improved in two ways. First, this
reduces the dierence between the measured net ux and the sought-aer unbinding ux
coming in from the le. Second, information about the absorbing boundary is prevented from
propagating back into the bound state, thus diminishing the dierence betweenW andWaux
and rendering our failure to actually absorb particles at xabs irrelevant.
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As mentioned above, this can alternatively be achieved even in the limit of vanishing external
forces through a suitable choice of binding potential. More precisely, we will see in the following




In the conventional quasi-static limit, i.e., for thermally stable barriers E  kBT , and suciently
low loading rates14, the time-dependent unbinding rate follows from the combined potential
U (x | t ) = U (x ) +V (x , t ) as (cf. pp. 57)
k (t ) = D
e−E(t )/kBT
`well (t )`barrier (t )
, where E(t ) = U (xb (t ) | t ) −U (xmin (t ) | t ), (3.29)
`well (t ) =
∫ xb (t )
−∞
e−[U (x |t )−U (xmin (t ) |t )]/kBT dx , `barrier (t ) =
∫ xb (t )
xmin (t )
e[U (x |t )−U (xb (t ) |t )]/kBT dx .
Although the integral equation Eq. (3.25) is exact for all choices of U , V , Uaux and Vaux, a number
of additional constraints will allow us to obtain asymptotically exact analytical approximations
to the unbinding ux: (i) we require that Uaux and Vaux give rise to a normalizable equilibrium
distribution, with the bulk of the equilibrium distribution concentrated within the bound state,∫ ∞
xabs




exp (−[Uaux (x ) +Vaux (x , t )]/kBT ) dx < ∞ for all t .
We furthermore assume (ii) that the original binding potential U borders on a sharp, absorbing
barrier at xabs = xb. is allows us to approximate `barrier by expanding the steeply increasing
exponential argument to linear order,




′ (xb (t ) |t )/kBT dx ∼ kBT
U ′(xb | t )
. (3.30)
Eq. (3.30) furthermore requires that (iii) the bound state is narrow enough for the basin boom
to contribute negligibly to the integral, i.e.,
well width  e
(U (xb |t )−U (xmin (t ) |t ))/kBTkBT
U ′(xb | t )
=
eE(t )/kBTkBT
U ′(xb | t )
. (3.31)
14Strictly speaking, the quasi-static approximation imposes a condition on the force F , not on the loading rate Ḟ ,
namely E(t ) ≡ (U +V ) (xb, t ) − (U +V ) (xmin, t )  kBT , (3.28)
where (U +V ) (x , t ) = U (x )+V (x , t ) and xmin denotes the time-dependent potential minimum, ∂x (U +V ) (xmin, t ) ≡ 0.
Although forces generally vary in a dfs experiment, and might cross over from the quasi-static range E  kBT
at early times to the rapid-loading limit E(t )  kBT at late times, the experiment as a whole can be treated
quasi-statically if Eq. (3.28) is satised for the bulk of the observed unbinding events. is allows us to refer
to “low forces” and “low loading rates” interchangeably; for constant-rate experiments the critical loading rate
separating the quasi-static from the rapid regime scales with the critical force, Ḟc ∼ DFc/x2b .
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Eq. (3.31) is a standard assumption in quasi-static escape rate theory—passage across the barrier
should be the rate-limiting factor, not diusive relaxation within the bound state—and is easily
fullled in most practical applications. e second assumption underlying Eq. (3.30), namely that
U has a large derivativeU ′ at xb, is unusual and needed here to ensure thatWaux rapidly depletes
as x approaches xb, thus eliminating the diusive backow inherent in our approximation
Eq. (3.27). Combining Eqs. (3.29) and (3.30), the unbinding rate simplies to
k (t ) =





We can verify explicitly that Eq. (3.32) agrees with our rst-order approximation jabs ≈ jsaux.
Unperturbed by sinks or sources,Waux equilibrates not only close to the bound-state minimum,
but also in the barrier region around xb. In particular,Waux is time-independent in the limit of
low loading rates Ḟ → 0, such that the net ux vanishes,
jaux (x ↑ xb, t | x0, t0) = (A(x ↑ xb, t ) − D∂x ) |xbWaux (x , t | x0, t0) = 0,
leaving us with jsaux = −DW ′aux (xb, t ). Explicitly, Waux assumes a quasi-statically equilibrated
Boltzmann distribution with respect to the auxiliary potential U (x | t ) = Uaux (x ) +Vaux (x , t ) and
thus reads, for x ≤ xb,
Waux (x ≤ xb, t | x0, t0) ∼
e−[U (x )+V (x,t )]/kBT∫∞
−∞ e−[Uaux (x )+Vaux (x,t )]/kBT dx
∼ e
−[U (x )+V (x,t )]/kBT∫ xb
−∞ e−[U (x )+V (x,t )]/kBT dx
. (3.33)
Dierentiating Waux to obtain jsaux and dividing by S to obtain the unbinding rate, our result
coincides exactly with Eq. (3.32),






aux (xb, t )∫ xb
−∞Waux (x , t ) dx
=
D[U ′(xb) +V ′(xb, t )]
kBT
e−[U (xb )+V (xb,t )]/kBT∫ xb
−∞ e−[U (x )+V (x,t )]/kBT dx
=
D[U ′(xb) +V ′(xb, t )]
kBT
e−E(t )/kBT∫ xb
−∞ e−[U (x )+V (x,t )−(U (xmin (t ))+V (xmin (t ),t ))]/kBT dx
=





Our estimate for the unbinding ux jabs = jsaux, on the other hand, is wrong, since our ap-
proach implicitly assumes a time-stationary survival probability S (t ) = const.—thus pro-
ducing a stationary unbinding ux jsaux—whereas both should really decrease exponentially,
∂t {S, jabs} = −k0 (t ){S (t ), jabs (T )}. is is readily corrected by redening
∫ xb
−∞Waux (x ) dx as an
“auxiliary survival probability” Saux (t ), where Saux (t ) ≡ 1 in the quasi-static limit, and seing
k (t | x0, t0) = j
s
aux (t | x0, t0)
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High loading rates
In the opposite limit of extreme loading rates, diusion can be neglected altogether, D → 0.
e only random contribution to the observed rupture time trpt or, equivalently, the unbinding
force F (trpt), is then the stochastic distributionW0 of initial particle positions x (0). e formerly
stochastic dynamics reduce to a trivial case of one-dimensional overdamped motion and we
can deduce the unbinding ux, as well as W and Waux, by simply following the underlying
trajectories. For the unconstrained setup described byWaux, the deterministic bond trajectory
x (t | x0, t0) starting from x0 follows as the solution to
ẋ (t | x0, t0) = −U
′
aux (x (t | x0, t0)) +V ′aux (x (t | x0, t0), t )
γ
= Aaux (x (t | x0, t0), t ), x (t0 | x0, t0) = x0.
(3.35)
Since the dri velocity Aaux is everywhere positive in the rapid loading regime, all microscopic
trajectories are rightward-directed. e backow of boundary-hiing trajectories into the bound
state that usually distinguishes the auxiliary probability densityWaux from the true probability
densityW therefore vanishes,W (x < xabs) =Waux (x < xabs). We then obtain the exact unbinding
ux as
jabs (t ) = lim
x ↑xabs
〈ẋ (x , t )〉W (x , t ) = lim
x ↑xabs
ẋ (x , t )Waux (x , t ) = Aaux (x ↑ xabs, t )Waux (x ↑ xabs, t ).
is establishes jabs (t ) = jsaux (t ) for D = 0 and provides us with an athermal counterpart to
Eq. (3.34),
k (t | x0, t0) = j
s
aux (t | x0, t0)
1 − ∫ t0 jsaux (t ′ | x0, t0) dt ′ .
In contrast to the quasi-static limit, the unbinding ux jsaux now fully accounts for the outux of
probability into the unbound state, such that no manual correction of the survival probability
is needed. Still, we retain our redenition of S (t ) via k (t ), as it can be used to conveniently
interpolate between slow and fast loading protocols by choosing an analytical expression for
Saux that satises both asymptotic limits,
Saux (t | x0, t0) ∼


1 F  Fc
1 − ∫ t0 jsaux (t ′ | x0, t0) dt ′ F  Fc. (3.36)
Closed-form results
One possible choice for Saux that has proven particularly useful is to evaluate it using the net
auxiliary ux,




′)−D∂x ]Waux (x , t ′ | x0, t0) |xb dt ′ ≡
∫ xb
−∞
Waux (x , t
′ | x0, t0) dx . (3.37)
In the fully deterministic limit, D can be set to zero and Saux is identical to the exact survival
probability








′)Waux (x , t ′ | x0, t0) |xb dt ′ = Saux (t | x0, t0).
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Conversely, in the quasi-static limitWaux exhibits negligible probability weight beyond xb, such
that Saux remains stationary at Saux = 1, as required by Eq. (3.36). In terms of jsaux and Saux, the
rupture force distribution reads
p (F | x0, t0) = j
s
aux (t (F ) | x0, t0)




∫ t (F )
0
jaux (t ′ | x0, t0)




jsaux (t (F ) | x0, t0)




∫ t (F )
0
[A(x−b , t
′) − 2D∂x ]Waux (x , t ′ | x0, t0) |xb




jsaux (t (F ) | x0, t0)
Ḟ (F )Saux (t (F ) | x0, t0)
exp

∫ t (F )
0
Ṡaux (t ′ | x0, t0) + D∂xWaux (x , t ′ | x0, t0) |xb









∫ t (F )
0
∂xWaux (x , t ′ | x0, t0) |xb
Saux (t ′ | x0, t0) dt
′
︸                                                  ︷︷                                                  ︸
w
,
where the weight factor w is a remnant of our manual correction to the survival probability,
and consequently vanishes in the deterministic limit D → 0. We may therefore evaluate w using
the quasi-statically equilibrated auxiliary densityWaux, qs (thus eliminating its dependence on
x0 and t0 along the way),
p (F | x0, t0) ≈ j
s





∫ t (F )
0
∂xWaux, qs (x , t ) |xb∫ xb










∫ t (F )
0





whereWaux, qs (x , t ) =
exp [−(Uaux (x ) +Vaux (x , t ))/kBT ]∫∞
−∞ exp[−(Uaux (x ′) +Vaux (x ′, t ))/kBT ] dx ′
.
To further simplify maers, we now assume that our intramolecular binding potential is cusp-
shaped, U = Ucusp, and that the external force transducer is either a moving harmonic spring
of stiness κ, V (x , t ) = κ/2 · (x − y (t ))2, or a time-dependent eld V (x , t ) = −F (t )x (to which the
spring potential also reduces in the limit of low stiness, κ → 0).
Both scenarios can be treated on a common basis by rearranging the total potential U +V
into a harmonic part of eective stiness κe and an external eld part −F (t )x ,
U (x ) +V (x , t ) =
κe
2 x




and F (t ) = κy (t ) for an external spring15. e corresponding auxiliary probability density is a
Gaussian with time-dependent mean and variance,
Waux (x , t | x0, t0) = 1√
2πσ 2 (t )
exp
[
− (x − x̄ (t | x0, t0))
2
2σ 2 (t )
]
. (3.39)
15Note that this is not necessarily the pulling force measured experimentally, cf. pp. 79.
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Both σ 2 and x̄ are conveniently expressed in terms of the system’s renormalized response
function α (t ) = exp(−tκe/γ ),





α (t − t ′) dt ′,



















is renders w time-independent save for x̄qs (t ), the quasi-static mode dened by U ′(x̄qs (t )) +




∫ t (F )
0





∫ x̄qs (t (F ))
x̄qs (0)





Furthermore, sinceWaux, qs depends on x only through the dierence x − x̄qs (t ), we may use the




∫ x̄qs (t (F ))
x̄qs (0)





Hence, all force protocols F (t ) that allow us to explicitly write down the integrand ∂x̄qsWaux, qs/ ˙̄xqs
as the derivative ∂x̄qsG (x̄qs) of some function G yield a simple closed-form result for p (F ),
p (F ) ∼




D (G (x̄qs (t0)) −G (x̄qs (t (F ))))
]
.
Importantly, this includes the particularly common case of a linear force ramp, Ḟ = c. In that
case, x̄qs (t ) = F (t )/κe increases linearly in t , ˙̄xqs turns into a constant and p (F ) evaluates to
p (F | Ḟ = const.) ≈
(A(x−b , t ) − 2D∂x )Waux (x , t ) |xb
Ḟ exp
[
(Dκe/Ḟ ) (Waux, qs (xb, x̄qs = F/κe) −Waux, qs (xb, x̄qs = 0))
] . (3.40)
Alternatively, we may require ∂x̄qsWaux, qs/ ˙̄xqs to agree with Waux, qs itself, or with one of its
higher-order derivatives. In the rst case, we demand
∂x̄qsWaux, qs
˙̄xqs
∝ (xb − x̄qs)Waux, qs˙̄xqs
!∝Waux, qs,
hence ˙̄xqs (t ) = (xb − x̄qs (t ))/τ with some arbitrary ramp-up time constant τ , corresponding to a
force protocol
F (t ) = x̄qs (t )κe = F0e




for F (0) = 0.
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In the second case, we need to choose x̄qs (t ) such that
(xb − x̄qs (t ))Waux, qs (xb, t )
˙̄xqs (t )
∝ ∂nx̄qsWaux, qs (xb, t ).
Using that ∂nx exp(−x2) = (−1)nHn (x ) exp(−x2), where Hn denotes the n-th order Hermite poly-
nomial [70], the above condition boils down to
xb − x̄qs (t )
˙̄xqs (t )








with an arbitrary proportionality constant cn of dimension [cn] = [x]n[t]1. Eq. (3.41) in principle







∂n−1x̄qs Waux, qs (xb, F/κe) − ∂n−1x̄qs Waux, qs (xb, 0)
)]
.
However, since the solutions to Eq. (3.41) usually cannot be wrien down in closed form and
typically blow up in nite time, they are of lile practical value—except for the n = 1 solution
that coincides with the previously obtained constant-rate result.
Sacricing some accuracy, we can obtain a more useful result that generalizes Eq. (3.40) to
arbitrary nonlinear (but steadily increasing) force protocols by rst spliing the exponential
argument in w into two semi-innite integrals, i.e.,∫ t (F )
0




























xb − x̄qs (t )
σ∞
)︸                                           ︷︷                                           ︸
b (t )
dt ′.
Since F (t ) increases in time and w is relevant only in the quasi-static limit, b (t ) is an increasing
function of t as well. erefore, we may expand both integral parts about their upper limits,∫ T
−∞
exp(b (t )) dt ≈
∫ T
−∞
exp(b (T ) + (t −T )b ′(T )) dt = exp(b (T ))/b ′(T ). (3.42)










= ˙̄xqs (T )
[




xb − x̄qs (T )
]
,
which together with Eq. (3.42) nally yields an asymptotic approximation to w that is close to










(xb − F (t )/κe)2
)−1









3 Rapid unbinding kinetics
Combining the above results for w with Eq. (3.38) and averaging over thermalized initial
conditionsW0 (x0) ∝ exp(−x20/2σ 20 ), we obtain in Tables 3.1 and 3.2 a range of explicit rupture
force distributions that can directly be compared to experimental data, oer excellent accuracy
both under quasi-static conditions and in the limit of high loading rates, and that can be applied
also to nonlinear loading protocols or nonlinearly elastic linkers16.
For practical purposes, we do not requireW0 (x0) to be in thermal equilibrium with respect
to Ucusp (i.e., σ 20 = kBTx2b/2E), but retain σ0 as a free parameter. is allows us to improve the
agreement between our theory and non-harmonic binding potentials at high loading rates, where
the measured rupture force distribution chiey depends on the initial conditions. Conversely, in
the quasi-static limitW0 is inessential sinceW equilibrates within the bound state long before a
signicant fraction of unbinding events has occurred.


































(Fc − F )
(F/Fc − 1)[1 − (1 − F/Fc)2τ Fc/(γ xb )[1 − Fcσ 20 /(kBTxb)]] + 2[(1 − F/Fc)Fcτ /(xbγ )γ − (1 − F/Fc)Fcτ/xb]/[γ − Fcτ/xb][









[(1 − F/Fc)Fcτ /(xbγ )γ − (1 − F/Fc)Fcτ/xb]/[γ − Fcτ/xb]
]2
[


































































































1 − exp(−2t (F )Fc/(γxb)) (1 − Fcσ 20 /(xbkBT ))
]
+ 2(1 − x̄ (F )/xb)
[








(1 − x̄ (F )/xb)2














(1 − F/Fc)2 − 1
)]
Ḟ (F )
(1 + kBT /(2E(1 − F/Fc)2)) − 1Ḟ (0) (1 + kBT /(2E(1 − F (0)/Fc)2)) +/-

,
where x̄ (F ) =





















Table 3.1: Explicit rupture force distributions p (F ) for external elds/so force transducers. e constant k0 denotes the force-free








































1 − (1 − F/[xbκe])2τκe/γ [1 − κeσ 20 /kBT ]
]
+ 2[(1 − F/[xbκe])κeτ /γγ − (1 − F/[xbκe])κeτ ]/[γ − κeτ ][










([(1 − F/[xbκe])κeτ /γγ − (1 − F/[xbκe])κeτ ]/[γ − κeτ ])2


























(F/[xbκe] − 1)[1 − exp(−2Fκe/(vκγ )) (1 − σ 20κe/(kBT ))] + 2(1 − F/[xbκe] + (vκγ/[xbκ2e]) (1 − exp(−Fκe/(vγκ))))









(1 − F/[xbκe] − (vκγ/(xbκ2e)) (1 − exp(−Fκe/(vγκ))))2


































v (t (F ))κ
(F/[xbκe] − 1)[1 − exp(−2t (F )κe/γ ) (1 − σ 20κe/(kBT ))] + 2(1 − x̄ (F )/xb)







(1 − x̄ (F )/xb)2









− E′kBT [(1 − F/[xbκe])2 − 1]
)
v (t (F ))
(




1 + kBT2E′(1−F (0)/[xbκe])2
) 
}
Table 3.2: Explicit rupture force distributions p (F ) for sti force transducers. e constant k0 denotes the force-free Kramers rate,





To correctly apply the “spring” results listed in Table 3.2, it is important to remember that we
have there dened the pulling force F (t ) as κy (t ), the time-dependent external perturbation to
the combined bond-transducer system. However, the force that is actually exerted by the force
transducer is smaller than that, by an amount κx (t ). Since x (t ) is a stochastically uctuating
quantity, the force that is recorded in an experiment will, to some extent, depend on the
experimental time resolution: if the resolution is high enough to measure x at the exact moment
of bond rupture, as it should be the case in rapid force spectroscopy, we ought to evaluate the
rupture force distribution p (F ) at F = κ (y (trpt) − xb); this is also the denition of rupture force
used by Hummer and Szabo [117].
Conversely, most conventional dfs experiments operate under quasi-static conditions and
do not resolve fast intra-well uctuations. ese assays record a low-pass ltered distance
curve x̄ (t ) that approximately retraces the quasi-static equilibrium value x̄ (t ) ≈ F (t )/κe. is
time-dependent equilibrium pulling force κ[y (t ) − x̄ (t )] is then extrapolated to the rupture time
trpt to produce an apparent rupture force that is [121] smaller than κy (t ) by a constant factor χ ,
κ[y (t ) − x̄ (t )] = κ
[
y (t ) − κy (t )
κe
]
= κy (t )
κe − κ
κe
= κy (t )
1
1 + κx2b/2E︸        ︷︷        ︸
χ−1
.
Hence, if the spring stiness is large enough (κ & E/x2b) to render χ signicantly dierent from
unity, we should observe a rescaled rupture force distribution p̄ (F ) = χp (χF ). To smoothly
Figure 3.10: If the
pulling force is exerted




position x̄ (t ) can














V (x , t )
U (x ) +V (x , t )
xbx̄0 y (t )
F
t
κ (y − 〈x〉)
κ (y − xb)
a b
interpolate between these dierent operational denitions of “rupture force”, one could (for
instance) replace the mean bond coordinate 〈x〉 within the bound state, originally derived
under quasi-static conditions where F (t )/κe < xb, by the average over the auxiliary probability
distributionWaux truncated at x = xb,
〈x〉 →
∫ xb
−∞ xWaux (x , t ) dx∫ xb
−∞Waux (x , t ) dx
= x̄ (t ) +
√
2σ 2 (t )
π
exp[−(xb − x̄ (t ))2/2σ 2 (t )]
erfc[(xb − x̄ (t ))/
√
2σ 2 (t )] − 2
, (3.45)










α (t − t ′)2 dt ′.
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Under quasi-static conditions, E  kBT ,Waux is almost completely contained within the bound
state and the above denition coincides asymptotically with the conventional prescription
F → F/χ . Under rapid loading conditions, on the other hand, our expression for the mean bond
coordinate approaches xb from below, as it should. With Eq. (3.45) and Table 3.2, one could then
in principle compute a dynamic correction factor χ−1 (t ) = 1−〈x (t )〉/y (t ) and use that to evaluate
p (F ). In practice, however, the much simpler procedure of replacing χ by one of its asymptotic
limits 1 − κ/κe and 1 should typically be good enough: the rst choice becomes exact in the
quasi-static limit and coincides asymptotically with Eq. (3.45), the second choice χ = 1 becomes
exact in the limit of high pulling velocities17 ẏ → ∞, since the transducer position y (trpt) at the
moment of rupture then far exceeds xb.
Benchmarking
Asymptotic exactness, while a nice property to have, is per se not sucient to ensure accurate
results in practice. In real experiments, or simulations, loading rates usually cannot be chosen
freely but are dictated by technical considerations. To provide a useful description of real-
world experiments, any theory of dynamic force spectroscopy should thus be accurate over
a wide range of loading rates. e theoretical arguments outlined above do not provide us
with quantitative bounds on the accuracy achieved at nite loading rates; instead, we perform
representative numerical simulations to test how far our results deviate from exact solutions
to the underlying simple-bond model. Using a stochastic Euler integration scheme [132], we
directly simulate the Langevin equation γ ẋ (t ) = −U ′(x ) − V ′(x , t ) + ξ (t ), with the external
potential pertaining either to a time-dependent external eld, V (x , t ) = −F (t )x , or to a retracting
force transducer of stiness κ = 149 pN nm−1, V (x , t ) = κx2/2 − F (t )x . e binding potential can
either be cusp-shaped or linear-cubic, as dened in Eqs. (3.11) and (3.12), respectively, with a
reaction distance xb of 1 nm and a free energy barrier of height E = 10kBT . Aer drawing x0
from a Boltzmann distribution
W0 (x0) =
exp(−U (x0)/kBT )∫ xb
−∞ exp(−U (x )/kBT ) dx
,
we measure the time it takes for x (t ) to pass beyond an absorbing boundary at x = xabs, where
xabs = xb coincides with the barrier position for the cusp-shaped binding potential. For the
linear-cubic binding potential, we set xabs = 1.5xb, to make sure that our unbinding rates in the
subcritical regime fully account for diusive backscaering within the barrier region (i.e., a
further increase in xabs bears only insignicantly on the unbinding rate). We nd that, for the
cusp-shaped binding potential, our results for the rupture force distribution p (F ) are in excellent
agreement with numerical data, save for a narrow crossover region close to the critical loading
rate (see Fig. 3.11). At these intermediate loading rates, the auxiliary probability distribution
Waux possesses nonnegligible probability weight beyond xabs, yet external pulling forces are still
too low to completely prevent a backow of probability into the bound state. Our approximation
jabs = j
s
aux thus underestimates the unbinding current and can, at intermediate times, predict
17In this respect, however, high pulling speeds are dierent from high linker stinesses. If loading rates are increased
by keeping the velocity constant and increasing κ instead, the particle position x generally still contributes
signicantly to the rupture force.
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nonsensical negative unbinding probabilities. However, by truncating our analytical estimate
for p (F ) at p = 0, this error can largely be contained such that our theory provides a reasonably
accurate global approximation to the observed unbinding histograms.
Unsurprisingly, our simulation results for the linear-cubic binding potential show that the
accuracy of our model suers further if the binding potential is non-harmonic (Fig. 3.11 b).
Still, the fact that our theory naturally extends to large loading rates allows us to aggregate
larger data sets than conventionally possible, and thus still obtain reasonable t values for the
underlying model parameters E, xb and D.
We have tested this explicitly by performing a Bayesian data analysis along the lines of
Ref. [124] using both our own model, the quasi-static model introduced by Dudko, Hummer &
Szabo [120] and generalized to high-stiness elastic force transducers18 by Maitra & Arya [121],
as well as to the more conventional “global” analysis technique of ing only the mean rupture
force 〈F 〉 as a function of loading rate. For the laer scenario, we have again employed best-of-
breed conventional theories [120, 121] at low loading rates, as well as the Hummer & Szabo
theory [117] that yields uniformly valid predictions for 〈F 〉 even at high loading rates. We nd
that our results are as good as the Hummer-Szabo model for cusp-shaped binding potentials
(see Figs. 3.12 to 3.15), but oer a number of practical advantages: (i) our model yields not only
mean rupture forces, but full rupture force distributions; it thus provides more information
and (ii) it allows the experimentalist, using Bayesian methods [124], to more easily analyze
aggregate data sets obtained with dierent transducers or loading protocols. Also, (iii) our
results are quick to evaluate computationally, whereas a faithful evaluation of the Hummer-
Szabo theory requires numerical integration over S (t ) to determine the mean unbinding force,
and a t to experimental data thus takes signicantly longer to nish. For the linear-cubic
binding potential and low loading rates, our model is inferior to theories that have specically
been tailored to this scenario, such as the models by Dudko, Hummer & Szabo or Maitra &
Arya. ese models, however, do not extend to high loading rates. If we exploit this fact to our
advantage by analyzing force spectra obtained over a suciently wide range of loading rates, it
turns out that our results are oen competitive even at subcritical forces. We therefore expect
that our theory will soon nd use in the developing eld of experimental high-speed force
spectroscopy [97, 98] and in the analysis of computer simulated force spectroscopy experiments.
We also hope that it will provide us with a robust and systematic foundation for the inclusion
of non-Markovian eects induced, e.g., by long-lived intramolecular deformation modes or
hydrodynamic memory [101]. Although this is still work in progress, and we do not yet have
a satisfactory theory of non-Markovian force spectroscopy that is as widely applicable as the
Markovian version presented here, some of our preliminary results are interesting in their own
right and will be presented in the following chapter.
18where we convert the numerically determined rupture times trpt into rupture forces as best bets the respective














































Figure 3.11: Rupture force distributions, as determined numerically (dots) and predicted theoretically (solid lines) for a cusp-shaped (a)
and a linear-cubic binding potential (b). All numerical results were obtained for D = 1000 nm2 s−1, E = 10kBT , xb = 1 nm,
Ḟ = 1 . . . 1011 pN s−1; this is also what we used for the theoretical results shown in a. For the theoretical rupture force
distributions shown in b, we use instead the empirically determined best-t values D = 774 nm2 s−1, E = 11.2kBT and
xb = 1.13 nm (cf. Fig. 3.14). (gure corresponds to Figs. 3 and SI2 in Ref. [125])
82
Rapid force spectroscopy
Figure 3.12: To assess
the quality of Eq. (3.43)
as a practical data







E = 10kBT , xb = 1 nm,
D = 1000 nm2 s−1 and
Ḟ = 1 . . . 1011 pN s−1),





at high loading rates
Ḟ & 106 pN s−1). Each t
is represented by a
triplet of boxes, with
their width indicating
the range of loading








a global dhs [120] t to
the rupture force
distributions obtained
for Ḟ = 1 . . . 106 pN s−1
yields
Dt ≈ 1800 nm2 s−1,
xtb ≈ 0.89 nm and















































































































































3 Rapid unbinding kinetics
Figure 3.13: Fits
obtained for a sti,
harmonic force
transducer (of stiness
κ = 149 pN nm−1). All
other parameters remain













































































(see SI to [125]),
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4 Towards non-Markovian bond breaking
In the previous chapter, we have discussed how to model force-assisted bond breaking when
the external force is too strong for the bond to remain in quasi-static equilibrium. While we
were able to formulate a new theoretical approach that extends beyond the quasi-static limit,
the underlying physics remained those of a one-dimensional bond coordinate subject to an
eective binding potential, Stokesian friction and thermal white noise. Despite its success in
the description of dfs experiments, there are some experimental systems for which this model
is clearly inadequate. E.g., uorescence measurements have shown [133, 134] that for some
molecules the distribution of waiting times between spontaneous internal state changes is not
exponential, but exhibits heavy tails beer modelled by a stretched exponential or a power-law.
Since this distribution of waiting times corresponds, approximately, to the previously discussed
force-free limit of the rupture time distribution p (trpt), its nonexponentiality implies the lack of
a well-dened transition rate k0.
What causes these anomalies is still subject to debate. Some suspect that the eective free
energy barrier E should in fact be uctuating in time [135–137] or randomly distributed [138,
139]. Others propose that trapping events may take place within the bound state and that the
stochastic bond dynamics should thus best be described using a ctrw [140, 141], a plausible
hypothesis that is furthermore supported by the fact that some model systems clearly exhibit
position-dependent and anomalously small diusion coecients that are thought to derive from
local trapping events [142, 143].
Yet another hypothesis says that, for fast unbinding processes, the internal memory eects—in
the gle sense discussed in Chapter 2—that rule intramolecular uctuations [62, 144] may be to
blame for the observed nonexponentiality [145–147]. From that point of view, a nonexponential
distribution of escape times could derive from a slowly decaying memory kernel, as it is generally
found in polymers and other types of macromolecules with so internal deformation modes.
Part of the appeal of the gle approach is that its equivalence to higher-dimensional Markovian
systems (cf. Chapter 2) provides a natural route to multidimensional free energy landscapes
that can signicantly inuence unbinding kinetics even at low loading rates, e.g., through a
load-induced shi and deformation of the transition state [148–150].
Furthermore, gle-type memory friction seems not only plausible, but in a sense unavoidable:
since any real macromolecular binding site is bound to couple to multiple deformation modes of
the surrounding macromolecule (not even counting hydrodynamics as a potential further source
of memory friction), the assumption of a memoryless, Stokesian force-velocity relationship
Fdrag = γ ẋ amounts to a weaker form of the quasi-static approximation that assumes all memory
modes to relax instantaneously. Accordingly, as experimental loading rates increase, the question
is not so much if, but rather when memory eects become important to the unbinding process.
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A systematic answer to this question should start from the underlying Langevin equation of
motion. Following the recipe described in Chapter 2, we need to replace, or amend, the Stokesian
friction coecient γ by a time-dependent memory kernel K (t ) and introduce noise correlations
as required by the fdt,





K (t − t ′)ẋ (t ′) dt ′ = −U ′(x ) −V ′(x − y (t )) + Ξ(t ), (4.2)
where 〈Ξ(t )Ξ(t ′)〉 = kBTK ( |t − t ′ |) + 2kBTγδ (t ).
In principle, the tracer friction term γ ẋ could be incorporated into the memory kernel K (t − t ′)
by explicitly resolving the fast relaxation eects within the tracer. We do, however, retain
tracer friction as a safeguard against the inertial eects that may turn up in the limit of slowly
decaying memory kernels: in that case, the memory integral eectively constitutes an energetic
caging term, ∫ t
t0
K (t − t ′)ẋ (t ′) dt ′ ≈ K (0)[x (t ) − x (t0)].
Without tracer friction, there would then be no Stokesian drag term ∝ ẋ (t ) le in Eq. (4.2),
thus invalidating the scale separation mẍ (t )  γ ẋ (t ) on which the overdamped limit relies, and
rendering inertia potentially relevant to the resultant dynamics [66] and escape kinetics [151].
Physically, retaining the tracer friction term corresponds to the assumption that even though
some of the memory modes contained inK (t ) may relax slowly on the timescales of experimental
interest (such as the timescale of thermal escape, or the generally shorter timescale of barrier
traversal), there exists a microscopic lengthscale (such as the single-monomer scale in the
case of polymers) below which all relaxation eects die out quickly enough to be considered
instantaneous; as we shall see, even this simplied scenario still provides ample opportunity for
confusion.
e introduction of memory invalidates both the Markovian Smoluchowski equation
∂tW (x , t | x0, t0) = −∂x [A(x , t ) − D∂x ]W (x , t | x0, t0) (4.3)
and the rupture force distributionsp (F ) we have derived from it. Unfortunately, a non-Markovian
counterpart to the Smoluchowski equation is dicult to come by. Strictly speaking, a propagator
W (x2, t2 | x1, t1) in the sense “if x = x1 had been observed at t = t1, how likely are we to observe
x = x2 at t = t2?” does not even exist outside the Markovian regime: since ẋ (t ) depends now
not only on x (t ), but also on its history {x (t ′) | t ′ ≤ t }, a single observation (x1, t1) is no longer
sucient to determine the subsequent fate of x (t ). is rendersW (x2, t2 | x1, t1) ill-dened and
demolishes the integral equation (3.23) on which our derivation of the unbinding ux was based.
We could recover a Markovian Smoluchowski description by going over to a nite-dimensional
representation of K (t ) in terms of explicit memory mode coordinates yi (as done in Ref. [54],
cf. also Chapter 2), with associated friction coecients ζi and coupling constants ki . Specifying
not only the initial tracer position x (t1) = x1, but also the initial distribution of memory
modes, we would obtain from the corresponding higher-dimensional Smoluchowski equation
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a full propagatorW (x2,y2, t2 | x1,y1, t1). Its high dimensionality, however, ruins the analytical
simplicity originally gained by adopting a one-dimensional bond model.
A more productive approach was suggested by Adelman in 1976 [152]. If the potentials U




K (t − t ′)ẋ (t ′) dt ′ = −κex (t ) + F (t ) + Ξ(t ), (4.4)
then Eq. (4.4) is linear in x . Accordingly, x (t ) is obtained from the Gaussian random variables
{Ξ(t ′) | t ′ < t } by rst linearly ltering Ξ through the system’s response function, and then
adding up the results. Hence, x (t ) is itself Gaussian,1
W (x , t | x0, t0) = 1√
2πσ 2 (t | x0, t0)
exp
[
− (x − x̄ (t | x0, t0))
2
2σ 2 (t | x0, t0)
]
, (4.5)
where x̄ and σ are easily obtained [152] from the Laplace transform of Eq. (4.4). e Laplace
transform also provides us with an explicit expression for the response function2 χ ,
γ [zx (z) − x0] + K̃ (z)[zx (z) − x0] = −κex (z) + F (z) + Ξ(z)
x (z) =
Ξ(z) + F (z)
z (γ + K̃ (z)) + κe
+ x0
γ + K̃ (z)
z (γ + K̃ (z)) + κe
x (t ) ≡
∫ t
t0
[Ξ(t ′) + F (t ′)]χ (t − t ′) dt ′ + x0χ0 (t − t0)
where χ (z) = 1
z (γ + K̃ (z)) + κe
and χ0 (z) =
γ + K̃ (z)
z (γ + K̃ (z)) + κe
.
Notice that the variance σ 2 (t | x0, t0) actually does not depend on x0; we will, however, stick
with our notation to indicate that σ 2 (t | x0, t0) corresponds to a localized initial distribution,
W (x , t0) =W0 (x ) = δ (x − x0). If we were to begin instead from a thermalized initial distribution,
〈x20〉 = kBT /κe, then σ 2 (t ) would be constant in time, showing that3
σ 2 (t ) = σ 2 (t | x0, t0) + 〈x20〉χ20 (t − t0) = σ 2 (t | x0, t0) +
kBT
κe
χ20 (t − t0) = const. =
kBT
κe
σ 2 (t | x0, t0) = kBT
κe
(1 − χ20 (t − t0)), (4.6)
where χ0 relates to χ via χ (t ) = −χ̇0 (t )/κe.
Following Adelman, we now derive a non-Markovian analogue to the Smoluchowski equation
1An alternative way to see this is that the equivalent higher-dimensional Markovian system is fully harmonic and
thus aains a multinormal distribution in x = (x ,y1, . . . ,yn ).
2Note that we use a similar notation for χ and χ0 as χ0 describes the system’s “response” to externally imposed
initial conditions x0; the physical dimensions of χ and χ0, however, are dierent.
3Strictly speaking, this convenient derivation requires an aractive binding potential, i.e., κe > 0. As explicit
calculation shows [152], the result Eq. (4.6) nonetheless holds true also for negative κe.
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by reverse-engineering the expected solutionW , Eq. (4.5). Tabulating the derivatives ofW usually
involved in a Smoluchowski equation, we nd
∂tW (x , t | x0, t0) = − σ̇ (t | x0, t0)
σ (t | x0, t0)W (x , t | x0, t0) +
˙̄x (t | x0, t0)x − x̄ (t | x0, t0)
σ 2 (t | x0, t0) W (x , t | x0, t0)
+
σ̇ (t | x0, t0)
σ 3 (t | x0, t0)
(
x − x̄ (t | x0, t0)2
)
W (x , t | x0, t0),
∂xW (x , t | x0, t0) = −x − x̄ (t | x0, t0)
σ 2 (t | x0, t0) W (x , t | x0, t0),
∂2xW (x , t | x0, t0) = −
1
σ 2 (t | x0, t0)W (x , t | x0, t0) +
(x − x̄ (t | x0, t0))2
σ 4 (t | x0, t0) W (x , t | x0, t0).
It follows thatW (x , t | x0, t0) obeys the following partial dierential equation:
∂tW (x , t | x0, t0) =
[ d
dt
σ 2 (t | x0, t0)
2
]
∂2xW (x , t | x0, t0) − ˙̄x (t | x0, t0)∂xW (x , t | x0, t0). (4.7)
Eq. (4.7) is intuitive as it nicely separates into a broadening diusive term and a deterministic
dri term. e dri term − ˙̄x (t | x0, t0)∂xW , however, still depends on the initial condition x0 and
thus does not immediately generalize to an arbitrary starting proleW0 (x ) =W (x , t0). To amend
that shortcoming, we express the laer term as a linear combination of otherW -derivatives,
σ 2 (t | x0, t0)∂xW = x̄ (t | x0, t0)W − xW =⇒ x̄ (t | x0, t0)∂xW = σ 2 (t | x0, t0)∂2xW + ∂x [xW ].
Including the external force F (t ), x̄ relates to ˙̄x via
x̄ (t | x0, t0) = x0χ0 (t − t0) +
≡δx (t |t0 )︷                     ︸︸                     ︷∫ t
t0
F (t ′)χ (t − t ′) dt ′ ≡ x0χ0 (t − t0) + δx (t | t0)
˙̄x (t | x0, t0) = χ̇0 (t − t0)
χ0 (t − t0) x̄ (t | x0, t0) + δ ẋ (t | t0) − δx (t | t0)
χ̇0 (t − t0)
χ0 (t − t0)
˙̄x (t | x0, t0)∂xW = χ̇0 (t − t0)
χ0 (t − t0) x̄ (t | x0, t0)∂xW +
[
δ ẋ (t | t0) − δx (t | t0) χ̇0 (t − t0)




χ̇0 (t − t0)
χ0 (t − t0)
[
σ 2 (t | x0, t0)∂2xW +W +
(
x − δx (t | t0) + δ ẋ (t | t0) χ0 (t − t0)





Combining Eqs. (4.8), (4.7) and (4.6), we nd a less intuitive but more generally applicable partial
dierential equation forW ,
∂tW (x , t | x0, t0) = ∂x
[(
− χ̇0 (t − t0)







(x − δx (t | t0)) χ̇0 (t − t0)
χ0 (t − t0) + δ ẋ (t | t0)
)]
W (x , t | x0, t0).
(4.9)
Due to its independence on the starting position x0, and the fact that it is linear in W , the
so-called Generalized Fokker-Planck Equation (gfpe) [152] can now be applied to any initial
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condition W0 (x ). Interestingly, it is structurally identical to a conventional Smoluchowski
equation, albeit with a time-dependent diusion coecient D (t − t0),
∂tW (x , t ) =
D (t−t0 )︷                           ︸︸                           ︷[
−kBT
κe
d log(χ0 (t − t0))
dt
]
∂2xW (x , t )
− ∂x
{ [
(x − δx (t | t0)) χ̇0 (t − t0)
χ0 (t − t0) + δ ẋ (t | t0)
]
︸                                               ︷︷                                               ︸
A(x,t |t0 )
W (x , t )
}
. (4.10)
In the absence of internal memory modes (i.e., K = 0) D (t ) is constant and reduces to its conven-
tional value D (t ) = kBT /γ . Equation (4.10) is then equivalent to the Markovian Smoluchowski
equation (3.3), as it should be.
For nonvanishing memory kernels K , on the other hand, the dependence of D on t0 may
seem to conict with the fact that the underlying stochastic process is time-stationary [153].
However, just as the gle Eq. (4.2) does not exhibit time-translation invariance by itself, but only
in conjunction with4 the fdt that requires all memory modes to start out in thermal equilibrium
at t = t0, Eq. (4.10) is valid only if, for every possible x0, all of the system’s memory modes
start out in thermal equilibrium at t = t0. Le unstated, this implicit requirement can easily
lead to confusion. For clarity, we will thus in the following use the more cumbersome but
explicit notationW (x1, t1;x0, t0) to refer to the probability (density) of x = x1 being observed at
t = t1, given that x had been “initialized” at x0 at the time t = t0, i.e., with all memory modes in
thermal equilibrium with respect to both x0 and the external potential U (x ) +V (x , t0). As the
notational dierence implies,W (x1, t1;x0, t0) should not be considered a drop-in replacement
for the Markovian propagatorW (x1, t1 | x0, t0) (cf. also Refs. [153–155]). Before we discuss the
severe limitations of Eq. (4.10), we shall however rst survey what can be done with it.
Since the kinetic energy 12mẋ2 is harmonic in the particle velocity v = ẋ , an inertial variant
of the gfpe, Eq. (4.10), can be derived [152] that governs the phase-space distribution function
W (x ,v, t ;x0,v0, t0). Using this result, Grote and Hynes [156] in 1980 generalized the quasi-static
Kramers escape rate Eq. (3.6) to systems with internal memory. eir approach rests on the
Stable States Picture (ssp) of chemical reactions [157], an extension of the two-state picture that
explicitly singles out the barrier region as a third, intermediate state.
is intermediate state encloses the transition state xb and borders on the bound and unbound
states, respectively, at the positions x< and x> that correspond conceptually to the identically
named threshold positions used earlier to derive the Markovian Kramers rate (cf. Chapter 3).
Both x< and x> are to be chosen such that they establish a two-tiered hierarchy of energy scales,
i.e., such that the energy dierences between the bulk regions of any of the three states and its
respective boundaries are all large compared to kBT ,
U (x< ) −U (0), U (xb) −U (x< ), U (xb) −U (x> ), U (x> ) −U (xunbound)  kBT . (4.11)
4and in the absence of time-dependent external forces
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x< < x < x> . e
assumption of
quasi-static equilibration
within the bound state
applies not only to the
reaction coordinate x ,
but also to all memory





Equation (4.11) is assumed to ensure a quasi-static equilibrium within the bound and unbound
states (i.e., we do not simultaneously take the memory relaxation time to innity). Accordingly,
any particle aempting to cross over from the bound into the unbound state arrives at x< with
a thermalized set of memory modes. It will then enter the transition region between x< and
x> and remain within the transition region for some translocation time much shorter than
the overall timescale of thermal activation, until it nally either arrives at x> or returns to
x< . Eq. (4.11) implies that these are points of no return: the large energy dierences U (xb) −
U (x< ),U (xb) − U (x> )  kBT render a return back to the barrier top highly unlikely; instead,
every trajectory hiing x> will propagate further into the unbound state and thus constitute a
“reactive” trajectory, whereas all trajectories returning to x< drop back into the bound state and
therefore are unreactive.




〈ji (x< )jo (x>, t )〉 dt , (4.12)
where ji denotes the incoming (quasi-static) ux at x< , and jo (x>, t ) the outgoing (“reactive”) ux
across x> , evaluated with absorbing boundary conditions at both x< and x> and with x starting
out at x< at time t = 0. Without considering the detailed derivation of Eq. (4.12), the result is
simple to understand intuitively, as the probability per unit time of crossing over irreversibly
to the stable product region follows as the probability of rst reaching x< , multiplied by the
conditional probability jo (x>, t ) of further proceeding to the point of no return x> . Assuming
that the potential U allows for a second-order Taylor expansion within the transition region,
U (x ) = U (xb) − 12mω2b (x − xb)2, the dynamics within the intermediate state is linear. Together
with the fact that memory modes are thermalized at x< , this allowed Grote and Hynes to derive










dv0Wqs (x<,v0)v0︸                       ︷︷                       ︸
ji
W (x>,v, t ;x<,v0, 0)v .
92
Figure 4.2: Even within
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e above result can alternatively be rewrien as kgh = limt→∞ jtstκ (t ), where κ (t ) denotes
the time-dependent generalization of the transmission coecient introduced earlier, i.e., the
fraction of trajectories that have passed over into the unbound state aer crossing over into the
transition region at t = 0. It turns out [156] that the result is, again, asymptotically independent





Here, m denotes the particle mass and the “reactive frequency” λr is implicitly dened in terms
of the Laplace-transformed memory kernel K̃ (z),
λr =
mω2b
mλr + γ + K̃ (λr )
. (4.14)






mλr + γ + K̃ (λr )
=
U ′′(xb)
γ + K̃ (λm=0r )
,
5Note that we now rely on the Stokesian tracer friction coecient γ to regularize the short-time limit; without it
we would have to explicitly consider the asymptotic behavior of K̃ at large z.
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which in conjunction with Eq. (4.13) nally provides us with the thermal escape rate for an
overdamped, stationary system with memory,
kgh = k0
γ
γ + K̃ (λm=0r )
. (4.15)
Note that Eq. (4.15) is essentially the original Kramers result, but with the Markovian friction
coecient γ replaced by the eective friction accumulated during the time τ→ ∼ 1/λr it takes to
traverse the barrier top,
γ → γ e ∼ γ +
∫ τ→
0
K (t ) dt ∼ γ +
∫ ∞
0
e−t/τ→K (t ) dt = γ + K̃ (λr ).
As the non-Markovian counterpart to the quasi-static Kramers rate k0, the Grote-Hynes
escape rate kgh naturally emerges from a variety of seemingly dierent unbinding theories.
Hänggi and Mojtabai [160] independently rederived it in a way that adhered more closely to
Kramers’ original derivation, i.e., by solving asymptotically the inertial gfpe within the barrier
region under the boundary condition of a vanishing probability density at x → ∞ and then
evaluating the stationary ux-over-population ratio k = j/S . Alternatively, the same procedure
can be applied to the overdamped gfpe, Eq. (4.10), to directly obtain Eq. (4.15) [146].
As discussed in an extensive review by Hänggi, Talkner and Borkovec [110], kgh is furthermore
equivalent to the rate obtained from a multidimensional transition-state theory that explicitly
takes into account all memory modes as linearly coupled degrees of freedom [161]6. Given that
the memory kernel couples linearly to the reaction coordinate, that quasi-static equilibrium
within the bound state is assumed from the outset and that the calculation outlined above
considers a local neighborhood of xb only, this may not be surprising in hindsight. However,
it tells us that the Grote-Hynes result should typically provide us with an upper bound to the
true unbinding rate7 that may in reality be further diminished through anharmonicities in the
transition region or rebinding eects [164].
Recent experimental observations of nonexponential waiting time statistics (e.g., [133–135])
have spurred renewed interest in non-Markovian bond kinetics, in particular in the kinetics
arising from very slowly decaying memory kernels that do no longer allow the bound state to
sele down to a quasi-static equilibrium [54, 145, 146, 165, 166]. Within that regime of long-lived
memory eects, we should no longer expect that there exists a single, universal unbinding
rate—or even a universal waiting time distribution—that is independent of threshold positions
or initial conditions. Likewise, escape from the bound state into an absorber within the unbound
state should then, in general, produce a dierent waiting time distribution than a symmetric
double-well potential.
Unfortunately, these non-universal escape rates are not always dened with the necessary
rigor, possibly due to the fact that the suggestive similarity between the gfpe and a conventional
Fokker-Planck equation makes it all too easy to overestimate the generality of the gfpe approach,
and gloss over its implicit requirements of linearity and thermalized initial conditions. In
6cf. Ref. [162] for explicit applications of this approach to power-law memory
7Similarly, tst-like arguments can be used to derive a lower bound on the survival probability S (t ), and on the
rupture time distribution p (trpt) [163].
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2006 and 2008 [146, 165], Chaudhury, Cherayil and Chaerjee evaluated the time-dependent
transmission coecient κ (t ) for a power-law potential, resulting in a Miag-Leer type decay
that they interpreted as the root cause of nonexponential unbinding kinetics that can be
observed [145] in gle-driven Kramers escape. ey did not explain, however, why exactly the
gfpe should even be applicable when there is no quasi-static equilibrium to begin with and
there seems to be no good reason to consider their results quantitatively correct.8
In a paper published in 2007, Goychuk and Hänggi [167] cited Ref. [146] as a failed aempt
to capture the non-stationary escape dynamics governed by slowly decaying memory, then set
out to evaluate exactly the ux into an absorbing boundary through a formal solution of the
gfpe Eq. (4.10). In employing a cusp-shaped binding potential to obtain explicit results, their
approach is very similar to our own model of bond kinetics and thus deserves closer inspection.
Starting from a localized initial distributionW0 (x ) = δ (x ) (with thermalized memory modes)
and a cusp-shaped binding potential U (x ) = 12κex2, Goychuk and Hänggi solved the gfpe
without external forces,







W (x , t ; 0, 0), (4.16)
with an absorbing boundary at xb and natural boundary conditions at −∞,
W (x → −∞, t ; 0, 0) → 0, W (xb, t ; 0, 0) = 0.
Eq. (4.16) can be solved from scratch using an eigenmode decomposition [167], but a simpler
(and no less rigorous) alternative is to introduce a nonlinear time transformation that maps
back Eq. (4.16) onto the Markovian Smoluchowski equation (3.3). Dening the transformed
time τ via the dierential equation
τ (t = 0) = 0, τ ′(t ) = D (t )
D
,
where D denotes the Markovian diusivity constant, Eq. (4.16) turns into







W (x ,τ ; 0, 0). (4.17)
For large E  kBT , the survival probability must then decay exponentially in τ with the usual
Kramers rate k0,








corresponding to a time-dependent escape rate k (t )










8A virtually identical approach was recently used by Zheng et al. [166] to describe nonexponential unbinding
kinetics in force-clamp experiments. If, as Zheng et al. assume, the free energy landscape consists of a narrow
well connected to a broad, parabolic barrier, the approach may be beer justied as the sudden decrease in
barrier height eected by the force-clamp protocol provides a plausible reason why memory modes should at
the same time be long-lived, yet arrive at the transition region in a state of thermal equilibrium.
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In terms of our earlier analytical approximation Eq. (3.27) to the time-dependent escape ux,
Eq. (4.18) would correspond to
jabs (t ;x0, 0) = [2D (t )∂x −A(xb, t )]W (x , t ;x0, 0). (4.19)
To assess the validity of Eqs. (4.18) and (4.19), we consider in the following the simplest possible
implementation of a gle, featuring only a single memory mode with stiness K and relaxation
time τ ,




′)/τ ẋ (t ′) dt ′ = −κex (t ) + Ξ(t ).
Straightforward computation shows that χ0 (t ) follows as
χ0 (t ) =















(γ + κeτ + Kτ )2 − 4κeγτ − γ − κeτ − Kτ
]
.
Both z0+ and z0− are negative, with z0+ having a smaller absolute value and thus dominating in
the long-time limit t → ∞. e diusivity D (t ) then seles down to a constant value
D (∞) = −kBT
κe
χ̇0 (t → ∞)






Together with Eq. (4.18), this suggests that, if the mean unbinding time is signicantly greater
than the timescale 1/(z0+ − z0−) it takes for the “+” branch to die out, we can directly reuse
Markovian results such as the quasi-static Kramers unbinding rate by exchanging the tracer
diusivity D = kBT /γ with D (∞). With the following choice of parameters (where [t] denotes












, τ = 10 [t], (4.20)
we nd that the rate k (t ) should decrease to less than 0.5 % of its Markovian value k0 during a
short initial transient that accounts for no more than ∼ 0.03 % of all unbinding events. However,
the numerically obtained unbinding rate deviates only slightly from the Markovian Kramers
rate k0, see Fig. 4.3.
Our simulations are not to blame for the discrepancy, as an independent numerical evaluation
of the mean escape time shows, cf. page 121. Rather, the problem is more likely to arise from
the use of the absorbing boundary conditionW (xb, t ; 0, 0) ≡ 0 with the gfpe Eq. (4.16), in spite
of the fact that this condition is fundamentally incompatible with the Gaussianity assumption
that underlies this equation. Although the authors of Ref. [167] noted that excursions to the
boundary are rare, and that the probability distribution thus remains almost Gaussian in shape,
the near-Gaussianity argument is invalidated by the fact that it is exactly these rare uctuations,
and the resultant small unbinding ux across xb, that the theory is supposed to describe.
What we can learn from the quantitative failure of the Goychuk-Hänggi result is that a naive
generalization of our rst-order approximation jabs ≈ [2D∂x −A]Waux to jabs ≈ [2D (t )∂x −A]Waux
96
Figure 4.3: (a): the
escape time distribution
p (trpt) = −Ṡ (trpt)
evaluated numerically
(orange dots) for the
parameters shown in
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will not produce usable results, at least not outside the rapid loading regime where D can be
neglected altogether. At rst sight, this may come as a surprise: the rst-order approximation
makes no explicit reference to boundary conditions, but instead relies on the auxiliary probability
densityWaux, a density that is strictly Gaussian; why should it run into the same issues as the
Goychuk-Hänggi approach? Closer inspection reveals, however, that our ux approximation
requires an accurate trajectory-level description of the stochastic dynamics close to xb, and this
is where the Adelman approach breaks down.
Aer all, the introduction of a time-dependent diusion coecient D (t ) is no more than
a neat trick to describe, with lile analytical eort, the net evolution of an ensemble of non-
Markovian particles, subject to a global harmonic potential and natural boundary conditions.
is is the one thing that D (t ) has been ne-tuned for; D (t ) is by no means a general-purpose
replacement for the Markovian diusivity constant D. In particular, D (t ) does not provide us
with a general relation between concentration gradients ∂xW and diusive uxes, and it can
only be used to evaluate the ux into an absorbing boundary if the dierence between absorbing
and natural boundary conditions is neutralized through a steep, downward-curved potential (as
in the Grote-Hynes or Hänggi-Mojtabai rate theories [156, 160]). Conversely, if the absorbing
boundary borders on an aractive well, the diusive ux j ∼ −D∂xW (xb) derives from quick
uctuations within an innitesimal neighborhood of xb and should thus scale not with the
overall ensemble D (t ), but with a diusivity that depends only on short-time properties of the
memory kernel.
Likewise, if we solve the Adelman gfpewith an aractive potential and an absorbing boundary
condition, we are eectively subtracting boundary-hiing trajectories in a way similar to our
earlier decomposition of the Markovian probability densityW ,
W (x , t | x0, 0) =Waux (x , t | x0, 0) −
∫ t
0
Waux (x , t | xb, t ′)jabs (xb, t ′ | x0, 0) dt ′︸                                                 ︷︷                                                 ︸
boundary-hiing trajectories
,
but then incorrectly assign to these boundary-hiing trajectories the same low eective dif-
fusivity D (t ) that governs the slow spread of the bulk ensemble. is articially reduces the
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Figure 4.4: e Adelman
gfpe models the slow
subdiusion of a
memory-bound tracer
particles (a) as a
pseudo-Markovian
particle whose drag
coecient γ (t ) ∝ 1/D (t )
increases with time (b).
Any “anti-trajectory”
that is inserted at xb to
enforce an absorbing
boundary condition
should remember that it
originally started within
the bound state, and
thus return to it at least




gfpe with an absorbing
boundary condition, the
tracer will be slower to










backow Waux (x , t | xb, t ′) of boundary-hiing trajectories into the bound state, whereas in
reality, it should rather be enhanced through the backdriving forces exerted by memory modes
trailing behind the reaction coordinate x , see Fig. 4.4.
What we need to improve both upon the Goychuk-Hänggi calculation, and upon our Marko-
vian results derived in Chapter 3, is a beer non-Markovian replacement for the propagator
Waux (x , t | xb, t ′), something that can not only account for the ensemble as a whole, but also for
single trajectories or at least for those boundary-hiing subensembles that constitute jabs (xb, t ′).
Recent progress towards a beer drop-in replacement forW (x , t | x0, t0) has been made by
Campos and Méndez [168] who derived a “propagator” conditional on arriving at xb at t ′ from
the le. However, their results must be evaluated numerically and work best for inertial particles
subject to low energy barriers; already at E = 2kBT the errors in their approximation become
signicant.
Instead, we turn to an analytical generalization of the Adelman gfpe derived by Fox in
1977 [153]: by computing second-order correlations 〈x (t )x (t ′)〉, it is possible to condition the
Gaussian probability density W (x , t ;x0, 0) on a second position measurement x ′ taken at an
intermediate time 0 < t ′ < t . If we suppress initial transients by sending both t and t ′ to ∞
(while keeping t − t ′ nite and assuming some long-time cuto to the memory kernel), the
conditional probability densityW (x , t | x ′, t ′;x0, 0) also obeys the Adelman gfpe, albeit with a
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diusion coecient D (t ) depending on the delay t − t ′ instead of the absolute time t ,
lim
t,t ′→∞
∂tW (x , t | x ′, t ′;x0, 0) ∼ D (t − t ′)∂2xW (x , t | x ′, t ′;x0, 0) (4.21)
− ∂x
{ [
(x − δx (t , t ′)) χ̇0 (t − t ′)
χ0 (t − t ′) + δ ẋ (t , t
′)
]
︸                                           ︷︷                                           ︸
A(x,t−t ′) for F≡0 (implying δx≡0)




where D (t − t ′) = −kBT
κe
d log(χ0 (t − t ′))
dt .
One immediately satisfying feature of Eq. (4.21) is its inherent stationarity in the absence of
external forces. e Fox propagator W (x , t | xb, t ′;x0, 0) is still no perfect replacement for its
Figure 4.5: Unlike the
Adelman gfpe, the Fox
result [153] provides a
decent propagator for






the origin induced by
the memory modes
(initially thermalized at
t = 0). Although it does
allow for
boundary-crossing
trajectories (a), and thus









Markovian counterpartW (x , t | xb, t ′), as it contains a sum over all trajectories passing somehow
from (x ′, t ′) to (x , t ), even those that had their rst encounter with the boundary at an earlier
time than t ′, see Fig. 4.5. However, this shortcoming should partly be alleviated by the fact
that in the large-barrier limit E  kBT the strong backdriving forces may render excursions
beyond xb exceedingly unlikely anyway. When used to compute the approximate unbinding
ux jabs9, Eq. (4.21) implies that the time-dependent diusion coecient D (t ) in our previous
non-Markovian results (4.19) and (4.18) should be replaced by D (0),
jabs (t ;x0, 0) = [2D (0)∂x −A(xb, t )]W (x , t ;x0, 0). (4.23)
Unless K (t ) is nonintegrably divergent at short times t → 0, we nd that this eective diusion
coecient D (0) reduces to its Markovian limit,
χ0 (z → ∞) ∼ γ + K̃ (z → ∞)










(zχ0 (z) − 1) = − γ
κe
L[χ̇0](z → ∞)
D (t → 0) ∼ −kBT
κe
χ̇0 (t → 0)




9I.e., if we replace the Markovian propagatorWaux in Eq. (3.25) by the Fox propagator. We recently noticed that this
approach (without external force) had also been proposed in the context of polymer cyclization by Sokolov [169].
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is result, while somewhat anticlimactic, is not entirely unreasonable. In the absence of
external forces, it corresponds to a tst-like low-friction scenario where quasistationary thermal
equilibrium is established to within close vicinity of the transition state xb and the remaining
transition path that needs to be crossed upon unbinding is too short to induce signicant
memory friction forces. For a single-mode memory kernel, it is then similar to a theory of
non-Markovian force spectroscopy developed by Kappel et al. [150] in 2012. Using that an
overdamped system with an exponential memory kernelK (t ) = K exp(−t/τ ) is exactly equivalent
to a Markovian system with an extra dimension y tacked on to account for the exponentially
decaying memory mode (cf. Chapter 2), Kappel et al. solved the two-dimensional Markovian
Smoluchowski equation for natural boundary conditions (here using the fact, as we do, that
for large energy barriers E  kBT the dierence between natural and absorbing boundary
conditions is negligible). Projecting the resulting two-dimensional probability distribution
W (x ,y, t ) back onto x and evaluating the corresponding escape rate using conventional Kramers
escape rate theory along the x coordinate, the authors thus partially accounted for memory
friction via its inuence on the time-dependent mean position (cf. p. 74) x̄ (t ). Hence, we may
say that Eq. (4.23), and the probability distributions p (F ) we can derive from it by following the
same procedures as described in Chapter 3 generalize the Kappel theory to arbitrary memory
kernels.
Moreover, whereas the Kappel result is limited to subcritical forces, Eq. (4.23) is exact in
the high-force regime F  Fc since the eect of memory friction on the deterministic particle
velocity 〈ẋ〉(t ) is fully accounted for even in the one-point densityW (x , t ;x0, 0).
e only other regime we can currently provide exact results for is the limit of extremely
slowly decaying memory kernels, slowly enough to remain eectively frozen throughout
the unbinding process. As discussed for single-mode memory kernels by Berezhovskii and
Zitserman [170] and Kohen and Tannor [151], and for power-law memory kernels by Goy-
chuk [54], this eectively reestablishes Markovian Langevin dynamics, albeit within a distorted
one-dimensional energy landscape
U (x ) → Uy (x ) = U (x ) +
∑
i
ki (x − yi )2.
Given the initial distributionWy (y, t0)—which may or may not follow a Boltzmann distribution
and in general depends on the experimental preparation and measurement protocols—the
rupture force and waiting time distributions then simply follow as a stochastic superposition of
their Markovian counterparts derived in Chapter 3,
p (F ) =
∫
p (F | U (x ) = Uy (x ))Wy (y, 0) dy,
S (t ) =
∫
S (t | U (x ) = Uy (x ))Wy (y, 0) dy.
ese results show that (i) the “static disorder” assumption of a randomly distributed free
energy barrier is not in any way fundamentally distinct from the gle approach, but rather
emerges from it naturally in the slow-memory limit [54, 171], and (ii) slow memory generally
produces nonexponential waiting time distributions [54]. In particular, if the eective free
energy barrier remains higher than kBT for all possible memory congurations y, we may
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express the Markovian waiting time distribution S (t | Uy (x )) in terms of the corresponding
Kramers rate k0 (y),
S (t ) =
∫
e−k0 (y )tWy (y, 0) dy.
Together with Eq. (4.23), these results provide us with exact solutions to the two asymptotic
regimes of static disorder and rapid loading, respectively (scenarios (iii) and (v) in Fig. 4.2).
Yet, there is much still to be done. e regimes (ii) and (iv) in Fig. 4.2 that remain unaddressed
by our approach contain many cases of practical interest—such as the unbinding kinetics
mediated by a polymeric power-law memory kernel. It seems unlikely that exact analytical
approaches to the underlying multidimensional stochastic dynamics should produce closed-
form results that can cover all of these dierent scenarios at a decent level of accuracy. On the
other hand, it should be possible to heuristically amend our result Eq. (4.23) by a transmission
coecient derived in the spirit of Grote & Hynes (see Ref. [172] for a similar calculation
performed for a cusp-shaped barrier region), and even to approximately incorporate long-lived
memory using a decomposition of the memory kernel into slow (frozen) and fast (quasi-statically
equilibrated) memory modes [54], even though it may require some laborious ne-tuning to
control the errors inherent in such approximations.
ere remains, moreover, the subject of nonlinear internal memory, something that may become
relevant at high pulling speeds if, e.g., semiexible linkers are involved. Unlike the linear memory
kernels considered here, nonlinear memory lacks a unifying theoretical framework such as
the gle formalism and has to be treated on a case-by-case basis instead. We will therefore not
aempt to systematically incorporate nonlinear memory into our theory of bond breaking, but
consider exemplarily within the next chapter one of its more common manifestations, namely
the nonlinear relaxation of force within a semiexible linker aer bond rupture.
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5 Rapid linker dynamics
Our preceding discussion of dynamic force spectroscopy (dfs) has shown that complex kinetics
can arise from simple dynamics. e imaginary particle “x” that represented the conformational
state of our probe molecule was either a solid object through which forces could propagate
instantaneously, thus seing it in motion at a speed F (t )/γ and producing Markovian stochastic
dynamics. Or it found itself aached to a number of intramolecular deformation modes that
responded to changes in the applied force at a nite rate, but always in strict accordance with a
linear force-extension relation. is yielded a non-Markovian but linear type of intramolecular
dynamics that could conveniently be reexpressed using the formal gle framework.
However, many real macromolecules exhibit a linear force-extension relation only if they are
given enough time to equilibrate internally (such is the case for many exible polymers that
can be described, on long time and length scales, as linear Rouse chains), or if the extensions
involved remain small. In some cases, these limits to linearity can be impractically small;
many semiexible polymers respond nonlinearly to longitudinal stretching forces already at
physiological force levels [173]. eir dynamical behavior within this regime is complex and
depends sensitively on details of the applied force protocol [41–43, 174–177]. What has emerged
as a general and robust characteristic of semiexible polymers, however, is that they are quicker
to adapt to increased stretching forces than they are to relax from a previously applied stretching
force [39, 40], which makes the free relaxation of a semiexible linker or protein fragment likely
to be among the rst nonlinear eects that could be seen in future high-speed dfs experiments
or simulations.
As the aspect of linker relaxation is dicult to isolate in a true dfs experiment, we have,
in collaboration with U. F. Keyser, O. Oo and N. Laohakunakorn, prepared and analyzed a
mock force spectroscopy assay that simulates the unbinding process through a noninvasive,
electrophoretic molecular stretching device [178]. Although the free relaxation of a prestretched
semiexible polymer has been studied before [179], our study is, to the extent of our knowl-
edge, the rst to directly measure the force exerted by the relaxing polymer, and the rst to
demonstrate quantitative, parameter-free agreement between theory and experiment.
The assay
Our experiment takes place within one of the two chambers of a microuidic cell, both lled with
KCl solution and connected to each other by a micropore1, see Fig. 5.1. A movable optical trap
serves as the force transducer, trapping a polystyrene bead of approximately 2 µm in diameter.
1See Ref. [178] for technical details such as the cell material, cell volume or KCl concentration.
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To this bead several 16.4 µm long strands of double-stranded λ-phage dna are permanently
aached. With their short persistence length of approximately 50 nm [180, 181], the dna strands
coil up tightly in equilibrium and increase the overall friction coecient of the dna-coated
bead to γbead ≈ 22 pN ms µm−1, as determined experimentally from its power spectrum [182]. A
potential applied between the two cell chambers induces an electric eld within the micropore
that is inversely proportional to the local pore cross-section [183] and thus remains conned,
due to the tapered pore prole, to a short section immediately behind the pore entrance; it is
this electric eld that later serves as our “bond”.
During the preparation stage, the trapped bead is rst brought close to the micropore entrance,
close enough for thermal uctuations to occasionally push parts of the dna strands into the
micropore; since dna in aqueous solution is negatively charged, these dna strands are then
further drawn into the micropore by the electric eld. Aer capturing a dna strand, and
verifying through a simultaneous measurement of the ionic current through the pore that no
second strand has entered the electric stretching eld [184], the optical trap is returned to
its original position. e dna “linker” is then almost fully extended, held in equilibrium by
equally large stretching forces exerted by the micropore at one end, and by the optical trap at
the other. At this point we turn o the electric potential to simulate bond rupture. is causes
the polystyrene bead, and the stretched dna strand, to relax towards the trap center at a rate
measurable by high-speed video microscopy, providing us via the previously determined trap
stiness with the time-dependent force exerted by the transducer.
Figure 5.1: Aer
prestretching a strand of
dna to almost full
extension (a) using a
laser trap at one end and
electrophoretic
stretching forces at the
other, bond rupture is





within the laser trap is
monitored to obtain the
time-dependent linker
force F (t ). (gure





At the moment of bond rupture, the dna linker is nearly straight. It thus resists longitudinal
stationary motion with a friction coecient approximately proportional (cf. Chapter 1) to its
longitudinal extension Lz , γdna ≈ ζ ‖Lz . If the dna were to remain extended throughout the
retraction process, the bead position x (t ) would relax towards the trap center at an exponential
rate set by the trap stiness k , x (t ) = x (0) exp(−t (γdna+γbead)/k ). e force exerted by the optical
trap would then follow as kx (t ), and likewise decay exponentially at a rate τ = (γdna+γbead)/k . In
reality, however, the dna’s low persistence length will cause it to undergo entropic contraction
during the relaxation process. Interestingly, although this contraction lowers its longitudinal
extension Lz and drag coecient ζ ‖Lz slightly, it simultaneously produces increased contour
velocities close to the freely relaxing end that are large enough to overcompensate for the
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reduction in Lz and that, for our choice of parameters, will increase the linker’s apparent
frictional drag severalfold.
A systematic and comprehensive treatment of the underlying nonequilibrium dynamics of
semiexible polymers has only been completed relatively recently [39, 41–43, 177], based on
pioneering work by de Gennes, Seifert, Everaers and others [174–176, 185, 186]. We will not
retrace this substantial development here but simply reuse and apply a number of established
facts, referring to the original literature [39, 40] for their proof.
At the outset of our experiment, the dna linker is in static equilibrium with respect to
equal and oppositely directed stretching forces F applied at either polymer end. Its molecular
extension Lz then relates to the stretching force F via the free energy pertaining to the wlc
Hamiltonian. As Marko and Siggia [26] have shown, it is possible to obtain for Lz an approximate








− 14 . (5.1)
Outside of equilibrium, however, Eq. (5.1) is meaningless; in our case there does not even
exist anymore a uniquely dened stretching force F . Whereas the bead-aached end remains
subjected to a decreasing but nite pulling force F (t ), no force acts on the freely relaxing end
and backbone tension within the linker smoothly increases from one end to the other. However,
aer an initial transient regime that is oen too brief to be of practical signicance—this is
certainly the case for our setup where it extends over at most2 a few nanoseconds—there ensues
an intermediate asymptotic regime wherein the polymer contour adapts quasi-statically to
the instantaneous backbone tension3 and thus allows us to reuse Eq. (5.1) on a local level.
is asymptotic regime is long-lived enough to cover completely the remainder of the stress
relaxation process, such that the dna contraction dynamics is entirely determined by slender-
body hydrodynamics and a generalization of Eq. (5.1) to space- and time-dependent stretching
forces, as follows. Zooming in onto a mesoscopic polymer segment (i.e., with a contour length
∆ℓz
∆ℓ
f (s, t )f (s, t )
∆` that is small compared to the total molecular arclength L, but larger than the wavelength
of the high-frequency bending modes that dominate the retraction process [40]), we nd that
thermal bending modes have reduced the segment’s longitudinal extension to a smaller value
∆`z , a value that follows directly from the Marko-Siggia relation (5.1) if we replace L by ∆`, Lz
by ∆`z , and F by the local, instantaneous backbone tension f (s, t ),







− 14 . (5.2)
2e extent of this regime is set by the timescale tf in Ref. [40].
3is is rigorously shown in Ref. [40] (“release” scenario).
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e prestretching force exerted by our assay is large enough to take us deep into the weakly-
bending rod regime, f0 ∼ 3 pN  kBT /`p ∼ 0.08 pN, and it has been shown [42] that this scale
separation is preserved throughout the retraction process everywhere but within a negligibly
short boundary layer. We may thus further simplify the quasi-static force-extension relation
Eq. (5.2) to







≈ 1 − 12
√
kBT /`p
f (s, t )
. (5.3)
Eq. (5.3) implies that a decreasing backbone tension also causes the relative longitudinal exten-







ḟ (s, t )
f (s, t )3/2
. (5.4)
e contour length needed to sustain this contraction must be drawn in from the relaxing end,




drawing in the freely
relaxing end. is
creates hydrodynamic
drag forces that partially
compensate for the
decrease in backbone
tension and limit the


















ḟ (s, t )
f (s, t )3/2
. (5.5)
is, in turn, generates longitudinal drag forces. Since uniform translation along the polymer
backbone axis is opposed by a frictional force density ∂sFdrag ∼ ζ ‖vz , the velocity gradient to
leading order determines the curvature of the drag force density,






ḟ (s, t )
f (s, t )3/2
, (5.6)
which in turn must be balanced by backbone tension and thus yields a self-consistent evolution
equation for f (s, t )4,








ḟ (s, t )
f (s, t )3/2
. (5.7)
4where we have directed the s-axis to point towards the freely relaxing end, thus xing the signs that we had
previously ignored in Eqs. (5.5) and (5.6). Note also that we ignore hydrodynamic interactions with the pore
boundary, which can be estimated to be insignicant for the overall relaxation process (see the SI to Ref. [178]).
106
Linker relaxation
Eq. (5.7) bears the general structure of a diusion equation, albeit with a nonconstant diusivity
that increases with the tension itself, D ∝ f 3/2, reiterating the general fact that the equilibration
rate of semiexible polymers increases with the applied stretching force. Like a linear diusion
equation, Eq. (5.7) needs to be supplied with one initial tension prole f (s, 0) and two boundary
conditions. For the initial tension prole, we impose the experimentally determined prestretch-
ing force f0 everywhere but within a thin boundary layer close to the relaxing end, where
the tension smoothly decreases to zero. A more detailed specication of the initial tension
Figure 5.3: (a) During
the rst ms, details of
the initial tension prole
f (s, 0) are quickly
washed out. Solid lines:
numerically determined
backbone tension for an
initial tension prole
f (s, 0) = f0 exp(−s/`)
decaying on a length
` ≈ 0.1 µm, dashed lines:
` ≈ 0.3 µm, doed lines:
` ≈ 0.6 µm.
(b) numerically
determined velocity
proles vz (s, t ) for `  L.
(gure corresponds to
Figs. 5, 6 in Ref. [178])
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prole would require us to take into account the precise eld strength distribution within the
micropore. However, another similarity between Eq. (5.7) and a conventional diusion equation
is that it tends to quickly wash out details. As Fig. 5.3 shows, this renders the boundary layer
width and the distribution of forces within it irrelevant to the pulling force measured at the
bead-aached end.
e boundary conditions are set by the external forces acting on the polymer ends. Whereas
the freely relaxing end bears no net external force at all, f (0, t ) ≡ 0, the other end is coupled to
the optically trapped bead. ere it acts, together with Stokesian drag, against the harmonic
trapping force to determine the time-dependent bead position5 x (t ) via
γbeadẋ (t ) = f (L, t ) − kx (t ),
where k denotes the stiness of the optical trap (previously determined in a separate measure-
ment). Hence, x (t ) follows from f (L, t ) as
x (t ) = x (0)e−t/τ +
∫ t
0
f (L, t ′)
exp(−(t − t ′)/τ )
γbead









where τ = γbead/k denotes the bead relaxation time within the trap. By dierentiation, we obtain
the longitudinal bead velocity
ẋ (t ) =
∫ t
0
ḟ (L, t ′)
exp(−(t − t ′)/τ )
γbead
dt ′,
5e deterministic forces acting on the bead dominate thermal noise contributions until a very late stage of the
retraction process; we therefore consider only the athermal equation of motion for x (t ).
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5 ms), performed at KCl
concentrations of 20 and
50 mM (a), 100 mM (b),
500 mM (c) and 750 mM
(d). Red lines:
numerically determined
linker force (Eq. (5.10)),
for a persistence length
`p = 50 nm. Orange
lines: theoretically
expected linker force for
a non-contracting,
rodlike linker. e high
variability at low






uctuations in the ionic




behavior is in good
agreement with our
experimental data (b, c,
d). Note that we only
plot a single theoretical
relaxation curve for
dierent values of the
starting force f0, as for
our choice of parameters
the linker force F (t )
quickly converges to an
f0-independent
asymptote. (gure
corresponds to Figs. 4,










































which must coincide with the longitudinal linker velocity at s = 0,
∂s f (L, t )
ζ ‖
= vz (L, t ) = |ẋ (t ) | = −ẋ (t ). (5.8)
is completes the equation of motion for f (s, t ),
f (s, 0) =


f0s/ϵ s ≤ ϵ
f0 otherwise,
f (0, t ) = 0,






∂t f (s, t )
f (s, t )3/2





ḟ (L, t ′) exp
(






which we solve iteratively using experimentally determined values of f0, k and γbead, ζ ‖ estimated
from slender-body hydrodynamics (cf. Chapter 1) as ζ ‖ ∼ 2πη/ log(L/d ) ∼ 0.7 mPa s, and a
standard literature value6 of 50 nm for the persistence length `p . e technical constant ϵ  L
regularizes the otherwise singular initial condition and is chosen small enough for the solution
not to depend on its precise value. We nd that the resulting theoretical pulling force
F (t ) = f (L, t ) + γbeadẋ (t ) = f (L, t ) −
γbead
ζ ‖
∂s f (L, t ) (5.10)





is not only in good agreement with our experimental data, but decreases severalfold more slowly
than it would if the dna remained fully extended throughout the retraction process, see Fig. 5.4.
When the overall relaxation timescale is translated into an apparent friction coecient,
it may seem surprising at rst that a reduction in longitudinal size, and thus in the static
friction coecient ζ ‖Lz , should cause the linker’s apparent friction coecient to grow. is
counterintuitive eect stems from the high retraction velocities that are generated at the freely
relaxing end and that far exceed the longitudinal velocity of the bead, see Fig. 5.3. is shows
that linker contraction can be experimentally signicant whenever the transducer stiness is
large enough, an aspect we explore in greater detail by solving Eq. (5.9) for arbitrary values of
the experimental parameters.
For that, we rst render Eq. (5.9) dimensionless7,
∂2σϕ (σ ,τ ) =
∂τϕ (σ ,τ )
ϕ (σ ,τ )3/2
, (5.11)
∂σϕ (1,τ ) = −α
∫ τ
0
∂τϕ (1,τ ′)e−χ (τ−τ
′) dτ ′, (5.12)
ϕ (0,τ ) = 0, ϕ (σ , 0) =


σ/ϵ σ ≤ ϵ
1 otherwise,








e parameter α then measures the ratio between (static) dna and bead drag, α = ζ ‖L/γbead,












In principle, α and χ are unbounded and thus span an innite parameter space. We can,
however, ensure that our numerical solutions cover all regions of interest by varying α and
χ on a logarithmic scale and increasing the parameter range until our data coincide with the
respective asymptotic limits. For χ → ∞, the high stiness of the optical trap holds the bead
xed at x ≈ 0. Bead drag can then be neglected and the longitudinal velocity vz (0,τ ) at the
bead-aached polymer end vanishes. In this case, the retracting polymer corresponds exactly to
one half of a polymer of twice the total contour length, L → 2L, but with both ends relaxing freely
from a prestretching force f0. It has been shown [40] that tension then decays asymptotically as
a power-law, f ∼ t−2/3. We incorporate this “pure-release” decay law in a regularized form that
levels o to f = f0 at t → 0, and add an exponentially decaying component to account for those
cases where the conventional stationary Stokes friction dominates over the dynamic friction
generated by internal contraction,
ϕ (1,τ ) ≈ β
(1 + 9τ 2)1/3
+ (1 − β )e−τ /T . (5.14)
7Our notation slightly deviates from that used in Ref. [178], where σ runs from −1 to 0.
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It follows from the above discussion that the interpolating parameter β must approach 1 in
the limit χ → ∞. Likewise, β → 1 should hold in the limit α → 0, as this can be realized—at a
xed value of χ—by simultaneously taking k and γbead to innity. Conversely, χ → 0 can be
realized by large persistence lengths, `p → ∞. e backbone tension then quickly relaxes to a
slightly reduced value f (0+) = ζ ‖Lẋ (0+) necessary to support the subsequent slow, exponential
relaxation of the rigid dna-bead compound towards the trap center. With a relaxation time
constant (in physical units) of (ζ ‖L + γbead)/k , T then follows as T (χ → 0) = (1 + α )/χ and we
obtain from






ζ ‖L + γbead
)
the initial drop in backbone tension,
f0 (1 − β ) = f (0+) =
ζ ‖Lk





1 + 1/α ,
hence β (χ → 0) = 1/(1 + α ). Finally, for χ nite and α → ∞, ϕ (1,τ ) must be slowly decaying to
satisfy the boundary equation (5.12), which may therefore be approximated as
∂σϕ (1,τ ) ≈ −α
χ
∂τϕ (1,τ ).
Although we do not have an analytical asymptotic result for large α , we use the collapse of our
numerical two-parameter solutions onto a single-parameter master curve
ϕ (σ ,τ | α → ∞, χ ) ∼ ϕ (σ ,τ | α/χ )
to decide whether our parameter range has been extended to large enough values of α .
Since pulling forces will typically be measured on a linear scale, and any algebraic long-time
tails are usually masked by noise, we t the resulting numerical solutions to our ansatz, Eq. (5.14),
by minimizing the maximum deviation between f = f0 and f = 0.1f0. We nd that the following
choice of β and T both satises our asymptotic limits and provides a good global t to our data,
β ≈ (χ/α )
0.56
(χ/α )0.56 + 0.6(α/χ )0.56
α
1 + α +
1
1 + α








save for a limited parameter region χ > 1, 1 < α/χ < 8, see Fig. 5.5. ese semi-analytic results
may prove helpful in the analysis of future high-speed force spectroscopy assays, e.g., if the
unbinding force is to be determined by extrapolating the pulling forces measured before and
aer bond rupture. Our results also serve to illustrate the possible magnitude of the nonlinear





















Figure 5.5: Insets, black curves: numerically determined backbone tension f (L, t ) at the bead-
aached end, as a function of dna size (quantied by α = ζ ‖L/γbead) and trap stiness
(quantied by χ , see Eq. (5.13)). Insets, orange lines: purely “polymeric” tension
obtained for a rigidly xed bead. Insets, dashed lines: interpolation formula Eq. (5.14).
e density plot in the background shows the maximum deviation ∆f /f0 between
the interpolation formula and the exact result, evaluated within the ing interval




In what ways does this thesis advance the state of the art, and which opportunities for further
development does it provide? We have, in Chapter 2, rigorously derived a Generalized Langevin
Equation (gle) that governs the linearized transverse dynamics of a local tracer aached to
a semiexible polymer. It eciently encodes the polymer contour’s underlying subdiusive
Brownian dynamics in a memory kernel K (t ), for which we derived asymptotically exact results
in the short-time limit t → 0. We presented a robust numerical solution scheme that can be used
to obtain K (t ) exactly for all times and for all values of the relevant physical parameters, and
we furthermore used this scheme to obtain approximate analytical results for K (t ) that cover
the complementary long-time limit t → ∞. ese results account for nite-length eects and
allow the point of observation—or of external manipulation—to take any position along the
polymer backbone. Together with our analytical expression for the transverse (point) stiness
k⊥ (s0), these results are immediately applicable to single-polymer experiments that use the
amplitude or the relaxation timescale of transverse uctuations to infer the polymer bending
rigidity, the level of applied backbone tension, or the type of boundary conditions to which
the polymer is subjected. Our deliberate choice of condensing transverse contour dynamics
into a gle furthermore facilitates the use of our memory kernel with quasi-static theories of
non-Markovian bond kinetics such as those developed by Grote & Hynes, or Hänggi & Mojtabai.
In Chapter 3, we aacked bond kinetics from a dierent angle, focusing on strong external
forces that invalidate the oen-used quasi-static approximation and thus call for a more faithful
modelling of the underlying stochastic dynamics. Taking an exact integral equation approach
to unbinding kinetics from the mathematical literature, and rederiving it in a physical, intuitive
and—to the extent of our knowledge—novel way, we were able to obtain approximate analytical
expressions for the resulting rupture force distributions. We showed these approximations to
become exact both in the quasi-static limit of low loading rates, and in the complementary
limit of high loading rates, and veried through numerical simulations that the deviations from
exact results remain conned to a narrow range of intermediate loading rates. Our results are
intended to be applicable to real-world data with minimal eort, and for this reason include a
careful discussion of the oen practically relevant complications introduced by high-stiness
force transducers. Together with the generality and precision of our theory, and the fact that
our analytical predictions are ecient to evaluate numerically, we believe that our theory of
Dynamic Force Spectroscopy is the best currently available method to unify the quasi-static
loading rate regime amenable to experiments with the high-rate regime typically accessed in
simulations.
Finally, Chapter 5 quantitatively analyzes one among the many ways in which high-speed
Dynamic Force Spectroscopy relates to non-equilibrium polymer dynamics. Building on an
established, systematic theory of tension propagation in semiexible polymers, we demonstrated
together with our experimentalist collaborators that the usually fast force relaxation observed
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aer bond rupture can be slowed down signicantly through internal linker contraction. We
derived, from exhaustive numerical solutions to the underlying theory, and from analytical
solutions to a number of limiting cases, approximate analytical results that can be used to model
this type of nonlinear linker relaxation in future high-speed dfs setups.
In the future, it may also become apparent that a truly quantitative treatment of high-speed
dfs setups requires us to consider the eect of non-equilibrium intramolecular dynamics on
the unbinding process itself, as internal deformations of the probe molecule may render its
stochastic dynamics highly non-Markovian on short timescales. Chapter 4 discusses preliminary
aempts to extend the dfs theory presented in Chapter 3 to non-Markovian dynamics as
described by a Generalized Langevin Equation, thus admiing the use of our gle formulation
of transverse semiexible polymer dynamics developed in Chapter 2, or a range of other gle
models including Rouse chains, fractal Rouse-like polymers with or without internal crosslinks,
or hydrodynamically induced memory. Our partial results again include exact rupture force
distributions for the limit of high loading rates, and at low loading rates allow us to account
for the delay in unbinding that is caused by a non-Markovian system’s delayed response to
external forces, thus extending a recently published theory of non-Markovian Dynamic Force
Spectroscopy to higher loading rates and arbitrary memory kernels.
However, a reasonably complete description of non-Markovian unbinding kinetics should
also model correctly the modulation of spontaneous unbinding rates through quickly decaying
memory kernels, as multidimensional transition state theory does. Ideally, it should also
encompass the crossover regime between quasi-static relaxation and static disorder, where
memory is still dynamic but suciently long-lived to invalidate a rate description, producing
nonexponential kinetics instead. ese subjects are dicult to treat analytically and a generic,
tractable and precise theory of non-Markovian bond kinetics that covers both low and high
loading rates may remain unavailable for many years to come. On the other hand, our analytical
framework oers ample opportunity for heuristic approximations, a few of which we discussed
in Chapter 4, and it is not unreasonable to hope that this will lead to further useful results in
the foreseeable future.
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Derivation of the short-timeWbr memory kernel
As shown on page 24, the response of the central monomer of a weakly-bending rod to external
point forces is entirely determined through the polymer’s symmetrized eigenmodes, subject to
the eigenvalue equation
κW ′′′′n (s ) − fW ′′n (s ) = EnWn (s ), where
Wn (0) =W ′n (0) = 0, s ≥ 0.
(6.1)
Here we show explicitly that the resulting memory kernel K (t ) is independent of the boundary
conditions applied at the polymer ends s = ±L/2, and evaluates to Eq. (2.20).
Transforming Eq. (6.1) to frequency space, we rst obtain
κq4Wn (q) + f q
2Wn (q) = EnWn (q),
implying that any complex wavenumber qn satisfying κq4n + f q2n = En contributes to Wn (q) a
δ-peak centered at qn . is leaves us with the general solution
Wn (s ) = a sin(qns ) + b cos(qns ) + c sinh(Qns ) + d cosh(Qns ), (6.2)
















e le-end boundary conditions can be evaluated immediately, xing two of our integration
constants and yielding for the eigenmodeWn (we omit the index n in the following)
W (0) = b + d = 0, W ′(0) = aq + cQ = 0
W (s ) = a sin(qs ) + b cos(qs ) − a q
Q
sinh(Qs ) − b cosh(Qs ).
Given a full set of eigenmodes {Wn (s )}, we could determine the force γ (t ) acting back on the
tracer x (t ) via Eq. (2.18),





n (0+), W ′′′n (0+) = −(aq3 + bQ3),
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where the mode amplitudes an (t ) are found by explicit integration over the driving force ξ⊥ − ẋ ,




0 Wn (s ) ((ξ⊥ (s, t
′) + ξ⊥ (−s, t ′)) − ẋ (t ′)) ds∫ L/2→∞
0 W
2
n (s ) ds
e−(t−t
′)En/ζ⊥ dt ′,







0 Wn (s ) ds∫ L/2
0 Wn (s )
2 ds
e−tEn/ζ .
Since in the limit L → ∞ or t → 0, the spacing between adjacent eigenvalues En vanishes, we
replace the above sum by an integral,









0 Wn (s ) ds∫ L/2
0 Wn (s )
2 ds
e−tEn/ζ dQ . (6.3)
To determine the density of states dn/dQ , we assume some set of (linear, self-adjoint) boundary
conditions at s = L/2, ∑
αkW
(k ) (L/2) = 0 (6.4)
and note that each k-th derivative ofW contributes to the boundary condition an exponentially
large term (−aqQk−1 − bQk ) exp(QL/2),
∑
αkW










eQL/2 + lower order terms,
xing thus b = −aq/Q . What remains ofW is mainly oscillatory,
W (k ) (s ) = ∂ks
[









implying that for large wavenumbers q  1, subsequent solutions of the boundary condition
Eq. (6.4) are spaced a distance ∆q = 2π/L apart, i.e.,
dq












In the asymptotic L → ∞ limit, the denominator in Eq. (6.3) evaluates to
∫ L/2
0




whereas the numerator comes out as
∫ L/2
0
W (s ) ds = a










Derivation of the short-timeWbr power spectrum
Since for large L, both sin(Lq) and cos(Lq) oscillate too quickly to contribute to the integral∫
dQ , those terms can also be discarded, leaving us with































Q2 + f /κ +
Q2√
Q2 + f /κ

Qe−t/τQ dQ, where τQ =
ζ⊥
κQ4 + f Q2
.
Replacing the term in brackets by its asymptotic limits for large Q  f /κ or small wavenumbers
Q  f /κ, respectively,

√
Q2 + f /κ +
Q2√





2Q Q2  f /κ√
f /κ Q2  f /κ,
we may in the end transform K (t ) into a somewhat less precise, but more readable form that
becomes exact again both in the bending-dominated (t  ζ⊥κ/f 2) and in the force-dominated
short-time regime (ζ⊥κ/f 2  t  ζ⊥ (L/2 − s0)2/f ),





























Derivation of the short-timeWbr power spectrum
According to the Wiener-Khinchin theorem [188], the power spectrum relates to the Fourier-
transformed1 autocorrelation function 〈x (t )x (0)〉 via S (ω) = F[〈x (t )x (0)〉](ω). Multiplying the
gle
γtrẋ (t ) +
∫ t
−∞
K (t − t ′)ẋ (t ′) dt ′ = −kx (t ) + Ξ(t )
by x (0) and taking the thermal average then yields∫ ∞
−∞
[KΘ](t − t ′)∂t ′〈x (t ′)x (0)〉 dt ′ = −k〈x (t )x (0)〉 + 〈x (0)Ξ(t )〉 − γtr∂t 〈x (t )x (0)〉,
where Θ denotes the Heaviside step function. Formally, we obtain
S (ω) = F[〈x (t )x (0)〉](ω) = F[〈x (0)Ξ(t )〉](ω)
iω[KΘ](ω) + k + iωγtr
. (6.5)
To evaluate [KΘ] in the innite-length limit, we rst perform a component-wise Fourier trans-
form of the approximate result Eq. (2.20)






























(2m2 + f /fL )
τ
m4 +m2 f /fL − iωτ dm,
1Using here the convention that F[f ](ω) =
∫
f (t ) exp(−iωt ) dt , F−1[f ](t ) = (1/2π ) ∫ f (ω) exp(iωt ) dω.
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where τ = ζ⊥L4/(κπ 4) roughly corresponds to the ground state relaxation time in the absence
of backbone tension, fL = κπ 2/L2 the critical Euler force and the integration variable has been
redened as m = 2n. Eq. (2.20) is even in n, allowing us to extend the integral to (−∞,∞) and
in the following apply the residue theorem. Apart from the degenerate case f = ωτ = 0, the
















2m2 + f /fL







[ 2m2 + f /fL





[ 2m2+ + f /fL
(m+ +m+) (m+ +m−) (m+ −m−) +
2m2− + f /fL































f 2/f 2L + 4iτω
}−1/2]
.
To calculate from Eq. (6.5) the power spectrum S (ω), we still need to determine F[〈x (0)Ξ(t )〉](ω).




Ξ(t ′)G (−t ′) dt ′, (6.6)
where G can be solved for explicitly in frequency space,∫ ∞
−∞
[KΘ](t − t ′)Ġ (t ′) dt ′ ≡
∫ t
−∞
K (t − t ′)Ġ (t ′) dt ′ = −kG (t ) + δ (t ) − ζtrĠ (t )
G (ω) = (iω[KΘ](ω) + k + iωγtr)−1.
Using Eq. (6.6), we nd
〈x (0)Ξ(t )〉 =
∫ ∞
−∞
〈Ξ(t )Ξ(t ′)〉G (−t ′) dt ′ = kBT
∫ ∞
−∞
K ( |t − t ′ |)G (−t ′) dt ′
F[〈x (0)Ξ(t )〉](ω) = kBTF[K ( |t |) + 2γtrδ (t )](ω)G (ω).
Since K ( |t |) follows from K via reection, K ( |t |) = [KΘ](t ) + [KΘ](−t ), we can express its Fourier
transform in terms of the known quantity [KΘ](ω),
F[K ( |t |)](ω) = [KΘ](ω) + [KΘ](ω) = 2 Re [[KΘ](ω)] .
Rewriting the kernel as [KΘ](ω) ≡ ζ⊥ (κ/f )1/2 (R (ω) + iI (ω)) with real-valued functions R and I ,
we nally arrive at Eq. (2.25) on p. 26.
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Mean rst passage time for a single-exponential memory kernel
Mean first passage time for a single-exponential memory kernel
Starting from the Markovian embedding of the overdamped gle (4.1) with a single memory
mode of stiness K and friction constant ζy ,








M︷                            ︸︸                            ︷
−
[












〈ξ̃x (t )ξ̃x (t ′)〉 = 2kBTδ (t − t ′)/ζ0
〈ξ̃x (t )ξ̃y (t ′)〉 = 0
〈ξ̃y (t )ξ̃y (t ′)〉 = 2kBTδ (t − t ′)/ζy ,
the corresponding Fokker-Planck equation follows as ∂tW = LFPW , where [21]
LFP = −∂xDx (x ,y, t ) − ∂yDy (x ,y, t ) + ∂2xDxx (x ,y, t ) + 2∂x ∂yDxy (x ,y, t ) + ∂2yDyy (x ,y, t )
and the dri and diusion coecients Di , Di j are




〈x (t + τ ) − x (t )〉 = 〈vx (x ,y, t )〉 = K (y − x ) − κex
ζ0




〈y (t + τ ) − y (t )〉 = 〈vy (x ,y, t )〉 = K (x − y)
ζy
[
Dxx (x ,y, t ) Dxy (x ,y, t )












e mean rst passage time t̄ (x ,y) from a given point (x ,y) to the boundary x = xb then follows
from the adjoint Fokker-Planck equation [51] L†FPt̄ (x ,y) = −1, t̄ (xb,y) ≡ 0, where







To simplify its numerical solution, we restrict the problem domain to the nite rectangle
[−x∞,xb] × [−y∞,y∞], then impose reecting boundary conditions at the three nonabsorbing
boundaries,
∂x t̄ (−x∞,y) = ∂y t̄ (x ,±y∞) = 0,




SinceW (x ′, t ′;x0, 0) is Gaussian, and the conditional probabilityW (x , t | x ′, t ′;x0, 0) is Gaussian,
too, the overall two-point probability densityW (x , t ,x ′, t ′;x0, 0) is also Gaussian,





−12 (x − x̄ )
>Σ−1 (x − x̄ )
]
,
where x = (x ,x ′), x̄ = (〈x (t )〉, 〈x (t ′)〉), and
〈x (t )〉 = x0χ0 (t ) +
∫ t
0
F (t ′′)χ (t − t ′′) dt ′′, 〈x (t ′)〉 = x0χ0 (t ′) +
∫ t ′
0
F (t ′′)χ (t ′ − t ′′) dt ′′.
e entries of the covariance matrix Σ follow as













dt2 K ( |t1 − t2 |)χ (t − t1)χ (t ′ − t2), (6.7)
where we have implicitly assumed K to include tracer friction; in particular, we then have
χ (z) =
1
zK (z) + κe
, χ0 (z) =
K (z)
zK (z) + κe
.
Laplace-transforming Eq. (6.7) with respect to both t and t ′, we obtain






ds ′e−zse−z′s ′K ( |z − z ′ |),
which in appendix A of Ref. [153] is shown to evaluate to
kBT χ (z)χ (z
′)
K (z) + K (z ′)
z + z ′
.
Using both K (z)χ (z) = χ0 (z) and χ (z) = (1 − zχ0 (z))/κe, we nd
〈(x (z) − 〈x (z)〉) (x (z ′) − 〈x (z ′)〉)〉 = kBT χ0 (z)χ (z
′) + χ0 (z ′)χ (z)
z + z ′
= kBT
[
χ0 (z) + χ0 (z ′)
z + z ′
− χ0 (z)χ0 (z ′)
]
,
hence 〈(x (t ) − 〈x (t )〉) (x (t ′) − 〈x (t ′)〉)〉 = (kBT /κe)[χ0 ( |t − t ′ |) − χ0 (t )χ0 (t ′)]. e determinant of
the covariance matrix Σ, as well as its inverse, then follow as










where σ 211 =
kBT
κe
(1 − χ0 (t )2), σ 222 =
kBT
κe




[χ0 (t )χ0 (t ′) − χ0 ( |t − t ′ |)] .
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Using these results to write down the two-point probability density W (x , t ,x ′, t ′;x0, 0), and
dividing by the one-point density





−12 (x − x̄ )
> [ 0 0
0 σ −222
]
(x − x̄ )
]
,
we obtain the conditional probability density




σ 211 (t )σ
2
22 (t
′) − σ 412 (t , t ′)
exp
[
−12 (x − x̄ )
> {Σ−1 −
[ 0 0
0 σ −222 (t ′)
] }




As for the Adelman gfpe, the “propagator” Eq. (6.8) can be converted into an equivalent partial
dierential equation with respect to t and x [153]. We only note here that in the long-time limit
(i.e., t , t ′ → ∞, but t − t ′ = const.), σ simplies to
σ 211 ∼ σ 222 ∼
kBT
κe
, σ 212 ∼ −
kBT
κe
χ0 ( |t − t ′ |). (6.9)
Inserting Eq. (6.9) into Eq. (6.8), we nd that the exponential argument evaluates to
− 12 (x − x̄ )
> {Σ−1 −
[ 0 0
0 σ −222 (t ′)
] }





1 − χ20 ( |t − t ′ |)
[x − (〈x〉(t ) + x ′χ0 ( |t − t ′ |) − 〈x〉(t ′)χ0 ( |t − t ′ |))]2,
which by comparison to the corresponding Adelman results, Eqs. (4.5) and Eq. (4.6), immediately
shows that (in the stationary, force-free case) W (x , t | x ′, t ′;x0, 0) obeys a gfpe with a time-
stationary diusion coecient
D (t − t ′) = kBT
κe
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Referat
is thesis contains several contributions to the theoretical description and interpretation
of biophysical single-molecule measurements: (i) For semiexible polymers, we derive an
ecient formulation of their local transverse dynamics in terms of a Generalized Langevin
Equation. e elastic and frictional properties of the polymer are condensed into a memory
kernel that is a function of the polymer’s length and stiness, the level of backbone tension, the
position of the force probe along the polymer backbone and the boundary conditions at the
polymer ends. At short times, the memory kernel aains a universal limiting form that depends
neither on the polymer length nor on the boundary conditions; we obtain analytical results that
accurately describe this regime. We discuss how to quickly and reliably evaluate the memory
kernel for arbitrary times using a spectral decomposition method, and use an extensive body
of numerical data to obtain analytical approximations to the memory kernel that cover the
complementary long-time limit wherein polymer friction can be subsumed under a renormalized
drag coecient. (ii) Based on a systematic nonequilibrium treatment of an overdamped, one-
dimensional stochastic escape process driven by external force, we develop a theory of Dynamic
Force Spectroscopy (dfs) that generalizes previously available dfs theories to the high loading
rates realized in novel experimental assays and in computer simulations. (iii) Extrapolating to
future dfs experiments that may operate at far higher time resolution than presently achievable,
we discuss the fast nonequilibrium relaxation of a semiexible linker aer bond rupture. Based
on a rigorous theory of tension propagation in semiexible polymers, we predict the relaxation
of force within the force actuator, show that this relaxation is dominated by linker contraction,
and demonstrate quantitative agreement of our predictions with experimental data obtained by
a collaborating experimentalist group.
