Abstract
Introduction

43
As we look at the world, we move our eye 2-3 times every second fixating important or 44 interesting features to build up a representation of the scene. Each time the eyes move, the oculomotor 45 system must make an explicit decision about where to look. A large number of studies have utilized 46 this process to study the way the brain makes decisions. By placing a choice target within the response 47 field of a neuron within certain areas in the oculomotor system, we can observe how the responses 48 change as a function of the final decision (Ding and Gold 2012; Horwitz et al. 2004; Kim and Basso 49 2008; Mirpour and Bisley 2012; Platt and Glimcher 1999; Shadlen and Newsome 2001) . These studies 50 have shown that neurons within the lateral intraparietal area (LIP) of posterior parietal cortex have 51 activity that is related to the final decision about where to look; as evidence accumulates that the 52 stimulus is the correct target, the activity increases (Huk and Shadlen 2005; Roitman and Shadlen 53 2002 ) and a saccade is made toward the response field when the activity hits a threshold (Churchland et 54 al. 2008; Gold and Shadlen 2003; Mazurek et al. 2003; Roitman and Shadlen 2002) . This activity can 55 also be thought to represent the subjective value that the subject will get if it makes an eye movement 56 into the response field (Louie and Glimcher 2010; Platt and Glimcher 1999; Seo et al. 2009; Sugrue et 57 al. 2004) . 58
Neuronal activity in LIP has also been described as "priority" (Bisley and Goldberg 2010; 59 Gottlieb 2007) , which is used to guide the allocation of covert attention (Bisley and Goldberg 2006; 60 2003; Herrington and Assad 2010) , in addition to eye movements (Andersen et al. 1992; Ipata et al. 61 2006; Thomas and Pare 2007) . A number of studies have explicitly related LIP activity to the allocation 62 of covert attention, suggesting that covert attention is allocated to the peak of activity on the priority 63 map on a moment-by-moment basis (Bisley and Goldberg 2006; 2003; Herrington and Assad 2010) . 64
This would suggest that under similar circumstances, greater activity should correlate with a greater 65 probability of attention being allocated to that location. 66
Under most behavioral conditions, these two roles intersect (Deubel and Schneider 1996; 67 Shepherd et al. 1986 ), but it is unclear whether the allocation of covert attention drives the decision 68 about where to look (Hoffman and Subramaniam 1995) or whether the act of deciding where to look 69 guides the allocation of attention (Rizzolatti 1983 ). Here we ask how these two roles interact by 70 examining the activity of LIP neurons while subjects perform a change detection task (Simons and  71 Levin 1997), with a particular focus on how the response in the inter-stimulus interval biases the 72 animals' behavior. In a typical change detection task, a visual scene or array of stimuli is presented. 73
During the presentation it is flashed off for a brief period of time (the gap). The subject has to indicate 74 whether anything in the scene changed after it reappears. This is a difficult task to perform, but 75 performance is greatly enhanced if covert attention is allocated to the location of the change (Rensink 76 2002) , even if it is allocated after the initial scene is removed (Becker et al. 2000) . In our task, we have 77 trained animals to observe an array of 1, 2, 4 or 8 oriented bars and, after the gap, to make an eye 78 movement to a stimulus that had changed. We hypothesized that if LIP is primarily involved in 79 allocating covert attention as previously demonstrated (Bisley and Goldberg 2006; 2003; Herrington 80 and Assad 2010) , then the response prior to the presentation of the second stimulus is more likely to be 81 higher on correct trials than on error trials: if the animal's attention is at the location of the change, then 82 he should do better. Conversely, if LIP activity is more strongly related to oculomotor decision making, 83 then a bias in the response prior to the presentation of the second stimulus should more closely 84 correlate with whether the animal will end up making an eye movement to that location or not. If the 85 response is higher than normal, then there will be a bias to move toward that location because the 86 evidence supporting an eye movement to that location is already greater. 87
88
Materials and Methods
89
Subjects
90
We collected data from three male adult macaque monkeys (monkeys A, D and G, Macaca 91 using an array with four bars (43 from monkey A, 81 from monkey D and 56 from monkey G) and 111 159 using an array with eight bars (9 from monkey A, 71 from monkey D and 31 from monkey G). Of the 160 189 neurons, 3 were recorded with a gap of 50 ms, 122 with a gap of 100 ms, 43 with a gap of 150 ms, 161 4 with a gap of 200 ms, 7 with a gap of 250 ms and 10 with a gap of 300 ms. There were no qualitative 162 response differences among cells recorded with gaps of 100 ms or more, so these data were pooled for 163 all analyses. The responses of the 3 neurons recorded with a gap of 50 ms were not analyzed here. 164
Data analysis
165
Behavioral performance. To analyze the performance in the change detection task, we broke the 166 behavioral data into four categories. A correct eye movement toward a bar that had rotated was defined 167 as a hit, while maintaining fixation of the central spot when no rotation occurred was defined as a 168 correct rejection. Performance from trials in which a bar rotated, but the animal maintained fixation 169 was characterized as a miss, and a saccade made to a bar that did not rotate was characterized as a false 170 alarm. When analyzing the data with only one bar, false alarms only occurred when a saccade was 171 made in a trial in which the monkey had to maintain fixation. When two, four or eight bars were 172 present, we classified false alarms as trials in which the animal made a saccade to a bar that did not 173 move, irrespective of whether a change occurred elsewhere in the array or not. 174
Neuronal responses. All neuronal analyses were performed on neurons recorded with gap times 175 of 100 ms or more. For the neuronal analyses, we used subsets of the behavioral trials. Correct 176 rejections, in which no bar rotated and the animal maintained fixation were classed the same way, but 177 hits were defined as trials in which the bar in the response field rotated and the animal made a saccade 178 to it. Misses were defined as trials in which the bar in the response field rotated and the animal 179 maintained fixation and false alarms were defined as trials in which the bar in the response field did not 180 rotate, but the animal made a saccade to it. For false alarms, we include both trials in which no bar 181 rotated and trials in which another bar rotated. 182
For a cell to be included in the neuronal analyses it had to have at least 10 hit trials. Because hit 183 trials required correct saccades to be made toward the rotated bar in the response field, we rarely met 184 this criterion when eight bars were used, so neuronal analyses were only performed on data collected 185 with set-sizes of 1, 2 and 4 (which we will refer to as S1, S2 and S4, respectively). 186
We examined the neuronal activity in four main temporal periods. (1) The neuronal response 187 during the inter-stimulus interval was computed as the mean firing rate over an 80-ms period, starting 188 50 ms before the onset of Array 2. This window maximizes our analysis time, while not including the 189 off-response from the first array, which is why we excluded the 3 cells recorded with a gap of 50 ms, or 190 the on-response from the second array, for which all latencies are greater than 30 ms (Bisley et al. 191 2004) . Qualitatively similar results were found using smaller or bigger windows around array 2 onset. 192
(2) The response to the second stimulus was computed as the mean firing rate over a 100-ms period 193 starting 50 ms after the onset of Array 2. 
Results
199
Performance on the change detection task 200 We recorded the behavioral performance and the responses of LIP neurons from three animals 201 while they performed a change detection task with 1, 2, 4 or 8 oriented bars. In each animal ( Fig. 2A) , 202 there was a monotonic relationship between performance and set size, with percent correct decreasing 203 as the number of items in the array increased. In each animal we found a significant negative 204 correlation between percent correct and set-size (p=3.2x10 and G respectively). The main change in performance in all three animals was driven by a decrease in 206 hits (Fig. 2B ) rather than a decrease in correct rejections (Fig. 2C ), illustrating that this is an 207 attentionally demanding task: as the set size increased, the animals found it difficult to identify changes 208 at all locations. In all three animals we saw a significant drop in the percentage of correct rejections, 209 with a drop from S1 to S2 of 10 to 12 percent correct rejections (p<1.1x10 This suggests that the animals' abilities to be certain that nothing changed were greater when it only 213 had to attend to one stimulus rather than to spread its attention among several. Given that all three 214 animals showed relatively similar rates of correct rejections in the S2 and S4 conditions (Fig. 2C) , it is 215 likely that their strategies were similar: it was more advantageous to maintain fixation when unsure 216 about whether a bar rotated than to guess which one had rotated, so they refrained from making false 217 positive errors and were more likely to miss changes as the set size increased. 218
It is possible that false alarm trials were a result of the animals deciding where to look before 219 array 2 even appeared. This would be most likely in the S1 condition in which there was only one 220 possible target location. Given that false alarms were substantially less frequent than hits (at least for 221 the S1, S2 and S4 conditions), we would expect that reaction times in false alarm trials would be 222 shorter, on average, than in hit trials, in which the animal had to detect the change and then make a 223 saccade to it. We found the opposite result: median reaction times for false alarm trials were almost 224 always longer than median reaction times for hit trials (Table 1) , except for monkey A in the S4 225 condition, in which the difference was only 9 ms in the other direction. We believe that the animals did 226 not try this approach because the probability of getting rewarded for guesses that result in saccades into 227 the response field was lower than the probability of getting rewarded for maintaining fixation in the S4 228 and S8 conditions. 229
Neuronal responses during the change detection task
230
A change in the stimulus array leads to elevated activity in LIP 231
During the presentation of Array 2, the animals had to decide whether the bar changed its 232 orientation and make a saccade to it if it did. The mean population responses from the two classes of 233 correct trials (hits and correct rejections; CR) are shown in Figs. 3A-C for S1, S2 and S4 respectively. 234
For each set-size, the initial visual response (50-150 ms after Array 2 onset; dark gray columns Figs. 235 3A-C) to the bar on hit trials, in which the animal made a saccade to a bar that had changed orientation 236 in the response field, was significantly greater than the response to the bar on correct rejection trials, in 237 which the animal maintained fixation when no bar changed , p=7.1x10 -13 , 238
p=1.4x10 -10 , for S1, S2 and S4 respectively; Wilcoxon Sign-Rank tests). 239
The mean population response on hit trials remained elevated until the saccade was made, after , for S1, S2 and S4 respectively). This difference could be due to 243 the neurons indicating that the bar had rotated on the hit trials, but could also be due to the pre-saccadic 244 response seen in many LIP neurons (Barash et al. 1991) . To test whether the difference in response 245 between hit and correct rejection trials was entirely due to this motor response, we compared the 246 activity in the same 150-ms window, starting 150 ms after the onset of Array 2, in correct rejection 247 trials and miss trials (the blue and red trials respectively in Figs. 4A, 5A and 5C). Neither of these types 248 of trials involved an eye movement: the animals always maintained fixation, but on the miss trials, the 249 bar actually rotated. When only one stimulus was present, we found that the responses under these two 250 conditions were not statistically distinguishable (p=0.11, Wilcoxon Sign-Rank test; note also the small 251 difference between the red and blue traces in Fig 4A) . This is consistent with the behavioral data that 252
show correct rejections were more likely when only one stimulus was presented: the animals missed 253 the rotation because the neuronal activity did not indicate a change had occurred. However, with S2 254 and S4, neurons typically had a greater response on miss trials than on correct rejection trials, leading 255 to a significant difference in the population response 150-300 ms after array onset (p=1.2x10 While each animal's behavior is ultimately driven by the response during the presentation of the 262 second array, the activity during this period does not help us distinguish between our two hypotheses. 263
To answer this question, we will examine the activity just prior to the appearance of the second array. 264
In the introduction, we proposed that if LIP is primarily involved in allocating covert attention, then the 265 response prior to the presentation of the second stimulus should be higher on correct trials than on error 266 trials. To see if this occurred, we examined the responses from all 4 classes of behavior: hits; correct 267 rejections; misses and false alarms. Data were only included from cells in which there were 10 or more 268 hit trials and in which there were more than 5 trials in each condition being compared. 269
When only one stimulus was present in the array, the animals' behavior should have been 270 driven by the responses to that stimulus alone, thus under this condition, we should have an 271 unambiguous window into the activity underlying the decision and, so, we analyze these data first and 272 separately to the S2 and S4 conditions. Because of his small proportion of errors in the S1 condition 273 and the exclusion criteria, monkey A only contributed two cells to the error analyses in the S1 274 condition (both in the miss condition and both showing response differences consistent with the results 275 from the other two animals). 276
The responses during the inter-stimulus interval were higher in hit trials than in miss trials, in 277 which the visual conditions were identical. This can be seen as a consistent difference in the population 278 response (Fig. 4A ) of the black (hit) and red (miss) traces in the gray column: before the onset of the 279 response to Array 2. Across the population of 61 neurons with enough trials recorded in the miss 280 condition, we found that the response in the 80-ms inter-stimulus interval was slightly, but significantly 281 greater in hit trials than in miss trials ( Fig. 4B ; p=0.0038, Wilcoxon sign-rank test). As illustrated in the 282 histogram, the majority of neurons showed a shift in this direction, even though the response 283 differences were often very small. There was no significant difference in response between the miss 284 and correct rejection trials (p=0.13) in this window. Thus, in trials in which the bar rotated, responses 285 before the onset of Array 2 were higher in correct trials that generated a saccade than in error trials that 286 did not. 287
On trials in which the bar did not rotate, the responses during the inter-stimulus interval were 288 lower on correct trials than on error trials. This can be seen as a consistent difference in the population 289 response ( Fig. 4C ) in the blue (correct rejection) and green (false alarm) traces in the gray column. Due 290 to the animals' biases, we were only able to analyze data from false alarms from 25 of the neurons. Yet 291 despite this small sample size, we found that the response in the 80-ms inter-stimulus interval was 292 significantly higher in false alarm trials than in correct rejection trials ( Fig. 4D ; p=0.011, Wilcoxon 293 sign-rank test). Thus, in trials in which the bar did not rotate, responses before the onset of Array 2 294 were higher in error trials that generated a saccade than in correct trials that did not. 295
Together, the data presented so far are consistent with the hypothesis that activity during the 296 inter-stimulus interval affects oculomotor decision making. They imply that when the activity is low 297 and the bar rotates, the animal is likely to maintain fixation and that when the activity is high and the 298 bar does not change, the animal is likely to make a saccade. If this hypothesis is correct, then we would 299 expect that the mean activity on hit trials may be slightly higher than the mean from all trials in which 300 the bar rotated, because the trials with low activity lead to misses. Similarly, the mean activity on 301 correct rejection trials may be slightly lower than the mean from all trials in which the bar did not 302 rotate, because the trials with high activity lead to false alarms. In fact, these slight shifts can be seen in 303
Figs. 3A, 4A and 4C: responses in the inter-stimulus interval were slightly, but significantly, higher in 304 hit trials than in correct rejection trials (p=0.0017, p=0.020 and p=0.00089, respectively, Wilcoxon 305 sign-rank tests). Importantly, when error and correct trials are pooled, there was no difference in 306 response in the inter-stimulus interval between trials in which the bar rotates or does not rotate 307 (p>0.19). This means that the difference in response between hit and correct rejection trials is due to 308 the exclusion of the error trials, which make up opposite ends of the respective distributions of activity. 309
If, as our data suggest, the responses better describe decision making, then one would predict 310 that on trials in which the animals made a saccade, the reaction times should be faster when the 311 response during the inter-stimulus interval is higher and closer to a choice threshold than on trials in 312 which the response is lower. The activity in this epoch can be thought of as the starting level of the 313 accumulator. To test this prediction, we divided the data from hit trials for each of the neurons into 314 those that were slower than the median saccadic reaction time in that block (long RTs; Fig 4E) and 315 those that were faster than the median saccadic reaction time in that block (short RTs). We found that 316 there was a consistent difference in response during the inter-stimulus interval (gray column) that was 317 strongest just before the onset of Array 2, with the activity significantly higher for the short reaction 318 time data than for the long reaction time data (Fig. 4F; ). As before, the difference was 319 subtle, but the vast majority of cells had responses that were biased this way (histogram, Fig. 4F ). 320 Importantly, this difference was individually significant in monkey A (p=0.0003), the animal from 321 whom only two neurons contributed to the error data. So although this animal performed the task at a 322 higher level than the other animals, the response in the inter-stimulus interval behaved the same way in 323 short and long latency saccade trials as it did in the other animals. 324
Activity in the inter-stimulus interval -set-sizes 2 and 4 326
The data above showed that responses are greater in a particular class of error trials (false 327 alarms) than correct trials (correct rejections) when the bar did not move, which is more consistent with 328 the hypothesis that neurons representing priority in LIP are primarily involved in deciding where to 329 look than in guiding attention. However, when only one stimulus is present, it is likely that attention is 330 at that same location, so the data are insufficient to draw a strong conclusion. But if our conclusion 331 from the S1 data is correct, then we should expect similar results for the S2 and S4 conditions. 332
Specifically, we expect that the inter-stimulus interval responses in miss trials will be less than in hit 333 trials, that the inter-stimulus interval responses in false alarm trials will be greater than in correct 334 rejection trials and that the inter-stimulus interval responses in short reaction time hit trials will be 335 greater than in long reaction time hit trials. 336
As noted above, when only one stimulus is present in the array, the animals' behavior is likely 337 to be driven by the response to that stimulus alone. When multiple stimuli are present in the array, we 338 have a more ambiguous situation: we can measure the response to the stimulus in the neuron's response 339 field, but we do not know what is going on in response to the other stimuli. Given our specific 340 predictions and the expectation of more ambiguous responses, we use 1-tail statistical tests for the 341 inter-stimulus interval analyses on the S2 and S4 data. 342
For both S2 and S4, the responses in the inter-stimulus interval were lower in miss trials (red 343 traces, Figs. 5A and C) than in hit trials (black traces). In the S2 data, the activity diverges around 50 344 ms before array 2 onset, producing a small difference (Fig. 5B, p=0 .032, 1-tailed Wilcoxon Sign Rank 345 test). This can be seen in the histogram as a subtle leftward shift in the mean and a longer tail on the 346 left side of the distribution. The result is more obvious in the S4 data (Fig. 5C) , in which the response 347 from miss trials is consistently, and significantly (Fig. 5D, p=0 .0013) below the response from hit trials 348 even before our analysis window. Thus, consistent with S1 responses, S2 and S4 responses in the inter-349 stimulus interval are less in error (miss) trials than in correct (hit) trials. 350
As in the S1 condition, we had far fewer neurons from which we collected enough trials in 351 which false alarms were made into the response field. For the S2 condition, the mean response in false 352 alarm trials (green trace, Fig. 6A ) was greater than the response on correct rejection trials (blue trace) 353 from well before array 2 onset. This is a critical result for testing our competing hypotheses: in this 354 case there are two locations that the animal has to attend to, yet we find that the response in the inter-355 stimulus interval (gray column, Fig. 6A ) was significantly higher in the error (false alarm) trials than in 356 the correct (correct rejection) trials (Fig. 6B, p=0 .015). Note that this critical comparison would also be 357 significant using a 2-tailed statistical test. This result is consistent with the hypothesis that these 358 neurons play a role in deciding where to look and is opposite to result we would expect if the neurons 359 were primarily involved in guiding visual attention. 360
Although the rate of false alarms was similar across conditions, the additional stimuli in the S4 361 condition meant that false alarms made into the response field were even less common. As such, we 362 only had 6 neurons in which we had more than 5 false alarm saccades into the response field. 363
Nonetheless, the data were consistent with the S1 and S2 conditions: responses during the inter-364 stimulus interval (gray column, Fig. 6C ) were greater on false alarm trials (green trace) than on correct 365 rejection trials (blue trace). In this case, the difference was statistically significant (p=0.031), with five 366 of the six neurons showing a similar difference in response (Fig. 6D) . We believe that we continue to 367 see a significant result in this critical analysis, despite the small number of neurons, because this 368 condition, in which a saccade is made to a bar in the response field that did not change, is the only error 369 condition in which the neurons representing the bar should be driving the behavior. 370
When sorted by reaction time, the inter-stimulus interval activity in hit trials in the S2 condition 371 was consistent with the S1 data. The response in short reaction time trials (black trace, Fig. 7A ) was 372 higher than in long reaction time trials (dashed trace) during the inter-stimulus interval. Although the 373 difference was small, it was highly significant (Fig. 7B, p=0 .00010) due to the fact that the vast 374 majority of the neurons had higher responses in the trials with shorter reaction time, best seen as the 375 leftward shift in the histogram. We found a trend toward the same result in the S4 condition: responses 376 in short reaction time hit trials appeared to be higher than responses in long reaction time hit trials (Fig.  377   7C ). However, this difference was not significant (p=0.060, Fig. 7D ). As can be seen in the histogram 378 in Figure 7D , there is no clear shift in the distribution. playing a role in deciding where to look, then we might expect that responses should reach a similar 385 threshold in our task. We found that for each set-size, whenever a saccade was made into the response 386 field, the activity in LIP rose to a similar level, indicative of a choice threshold. Figure 8 shows the 387 responses in hit trials, correct rejection trials and false alarm trials from each condition aligned by 388 saccade onset from the cells that had sufficient false alarm trials. In both hit trials and false alarm trials, 389 the activity in LIP reaches a similar level. Although the traces do not overlap completely in the S1 and 390 S2 conditions, we found that the activity during the peri-saccadic period (a 100 ms window starting 50 391 ms before saccade onset; gray columns in Fig. 8 ) was not significantly different in hit trials and false 392 alarm trials (p=0.76, 0.71 and 0.71 in S1, S2 and S4 respectively, 2-tailed Wilcoxon Sign Rank tests). 393
Data from correct rejection trials were aligned by the median saccadic reaction times from hit trials in 394 each neuron and clearly show much lower responses than found in hit trials (ps<6.8x10 Using a change detection task, we found that the mean activity in LIP prior to the presentation 398 of the second array tended to be higher if the animals ended up making a saccade to the stimulus than if 399 they decided not to make a saccade and, when they made saccades, the activity was higher on trials in 400 which the animals' saccadic reaction times were shorter compared to longer. These response 401 differences were seen well before the saccade, at a time during which the animal had no information 402 about the upcoming stimuli and before it knew whether it should make a saccade to a particular 403 location or not. Together these results suggest that LIP activity is strongly related to oculomotor 404 decision making and that when decisions are indicated by an eye movement, this may obscure the role 405 LIP plays in the guidance with covert attention. 406
In the Introduction, we hypothesized that if LIP's primary role is in the allocation of covert 407 attention (Bisley and Goldberg 2003; Herrington and Assad 2010), then we would expect to see activity 408 in the inter-stimulus interval correlate with overall performance. When high, we would expect attention 409 to be at that location and performance to be good and when low, we would expect performance to be 410 worse. While we found this pattern on change trials, we did not find it on no-change trials. In fact we 411 found the opposite result for all 3 set sizes: the activity during the inter-stimulus interval was higher on 412 false alarm trials than on correct rejection trials. These data fit with the alternative hypothesis: this 413 activity is primarily playing a role in deciding where to look in this task. distance to the threshold is shorter then reaction times should be shorter (Rao et al. 2012 ). We 419 explicitly tested whether our data were consistent with this prediction by examining the response 420 during the inter-stimulus interval on short and long reaction time trials in hit trials. In this framework, 421 the response during this period can be thought of as the starting level of the accumulator. As expected, 422
we found that on trials in which the reaction time was short, the inter-stimulus activity was greater; and 423 on trials in which the reaction time was long, the inter-stimulus activity was less. Further, we found that 424 the activity always reached a similar level on both hit and false alarm trials, suggesting a common 425 threshold for both correct and error trials. 426
Our task was different from the usual decision making tasks in two key regards. First, not every 427 option the animal had was to make a saccade to a target: on no-change trials, the animal had to realize 428 that none of the stimuli had rotated and needed to maintain fixation to obtain the reward. Second, we 429 used temporally stable bars rather than moving dot stimuli which, by their nature, must be integrated 430 across time to extract the direction of motion. However, the principle remains the same: evidence, in 431 the form of spikes from an earlier visual area, must be accumulated. Given the robust orientation tuning 432 in earlier visual areas and the fact that the stimuli being compared were orthogonal in orientation, the 433 response differences in these areas should be great. This would mean that the choice threshold could be 434 set fairly low and would be reached quickly on most correct change trials. If a choice threshold was not 435 hit within a short time, set perhaps by a quitting threshold (Wolfe 2012; Wolfe and Van Wert 2010) , 436 the animal would default to not making a saccade. Because the decision was made rapidly, we were 437 unable to identify any differences in accumulation rate when we attempted to smooth the data (as in 438
Roitman and Shadlen 2002). However, we were able to indirectly test our hypothesis by comparing the 439 small differences in activity during the inter-stimulus interval and inferring where the accumulation 440 activity started. The concept that a quitting threshold was reached within a short time also explains why 441 we found that activity 150-300 ms after array onset was greater in miss trials than in correct rejection 442 trials in the S2 and S4 conditions (Fig. 5) . While LIP had access to information that the bar had rotated, 443 it came after the decision to maintain fixation had already been reached. 444
The only result that did not match this hypothesis was when we compared long reaction time 445 trials to short reaction time trials in the S4 condition. Here we found a trend in the predicted direction, 446 but it did not reach significance. We believe this result may not have been as strong as our other results 447 for two reasons. First, in this condition we get the least number of hit trials: not only does the animal 448 miss more changes than in the S1 and S2 conditions, but only one in four of the changes occur inside 449 the response field. Thus, while we have many neurons, we have far fewer trials than in the S1 and S2 450
conditions. This means that each S4 point is a noisier representation of the mean for each neuron. 451
Second, it is possible that when four stimuli are being processed, reaction time is more influenced by 452 the rate of accumulation than by the starting point. This could occur if the animals raise their choice 453 thresholds or extend their deadlines, thus putting a greater emphasis on accumulation rate. 454
We should also note that we used rather lenient criteria for significance: p<0.05 for S1, with no 455 correction for multiple comparisons, and 1-tailed tests for the responses in the inter-stimulus intervals 456 for S2 and S4. The fact that the level of responses were weak and that our less stringent criteria may 457 produce false-positives is counter balanced by the fact that every result (even the trend in the one that 458 was not significant) was consistent with our conclusion. In addition, a number of the comparisons in 459 the S2 and S4 conditions were highly significant and would have easily held up to more stringent 460 criteria, including the critical difference between the responses in false alarm and correct rejection trials 461 in the S2 condition. The possibility that all 9 analyses focusing on the inter-stimulus interval would 462
show biases in the predicted direction is highly unlikely, so we believe our data strongly support the 463 hypothesis that LIP activity is primarily involved in deciding where to look than in guiding covert 464 visual attention. 465
It could be argued that the false alarm responses were due not to the accumulator reaching the 466 choice threshold before the deadline, but to the animal deciding to make a saccade to the response field 467 well before the second stimulus appeared. While this may be a strategically viable option in the S1 468 condition, it is not in the S2 and S4 conditions. Indeed, nothing in the animals' behavior suggests that 469 this is what they were doing. If the animals were guessing, we would expect to see more false alarms in 470 the S1 condition, in which it was more beneficial. Instead, we found the opposite result: there were 471 slightly less false alarms in the S1 condition and these did not change drastically in the S2 and S4 472
conditions. In addition, the reaction times in false alarm trials were not significantly shorter than the 473 reaction times in hit trials; if anything, they were longer. These data suggest that the animals were 474 attempting to perform the task correctly and that our conclusions are valid. 475
Our data are consistent with previous studies that have examined pre-stimulus responses in LIP. 476
Using a lever-release task, Katsuki et al (2014) found that elevated activity in LIP before a popout cue 477 biased animals' responses to indicate that the popout was in the neuron's response field, even if it 478 wasn't. This activity was recorded well before the stimulus to which the animal had to make its 479 response appeared, suggesting that a bias in activity can affect the encoding of the cue stimulus as well 480
as the decision about where to look. As with our data, this was a spatially specific result, but recent 481 work has shown that the global response in LIP prior to the beginning of a trial also correlates with 482 overall behavior (Zhang et al. 2014 ). This non-spatially specific activity was, on average, higher if the 483 animal was going to get the trial correct and lower if the animal was going to be incorrect. The authors 484 interpret the activity as being related to an intrinsic state, such as motivation or arousal. This is a little 485 different to our finding that the level of activity biased the behavior, but it is likely to be explained by 486 the fact that our data were recorded during the trial, were spatially specific and were at a time in the 487 trial in which the decision would immediately follow. 488
In the past, there had been some debate about whether LIP activity represents attention or motor 489 intention (Colby and Goldberg 1999; Snyder et al. 2000) , but this has waned as it has become clear that 490 LIP appears to play a role in guiding both visual attention and saccadic eye movements. The activity 491 can be thought of as representing priority (Bisley and Goldberg and Assad 2010) and overt attention (Ipata et al. 2006; Kubanek et al. 2013; Mazzoni et al. 1996) . We 495 do not wish to use the current data to reopen the debate and claim that LIP activity represents motor 496 planning and not attention, instead we suggest that the guidance of visuospatial attention is part of the 497 process of deciding where to look. When Rizzolatti first proposed that the network that drives eye 498 movements may also guide attention (de Gonzaga Gawryszewski et al. 1987; Matelli et al. 1983; 499 Rizzolatti 1983; Rizzolatti et al. 1987) , the hypothesis was set in broad strokes and, with our current 500 understanding of LIP, the frontal eye field (Purcell et al. 2012; Squire et al. 2013 ) and the superior 501 colliculus (Krauzlis et al. 2013) , it has become clear that each area subserves both processes. We 502
propose that a significant role of this network is to calculate attentional priority with the aim of 503 identifying the best place to make an eye movement and in doing so, creates priority maps (called 504 saliency maps by some - Heitz and Schall 2013; Purcell et al. 2012 ) that are also utilized to guide the 505 allocation of covert attention. This is likely to be an iterative process in which changes in the allocation 506 of covert attention will, in turn, refine the priority map for identifying the next saccadic goal. This 507 hypothesis suggests that covert visuospatial attention has, thus, evolved to refine the priority map for 508 the guidance of eye movements. This conclusion dovetails nicely with a recent review, which 509 suggested that attention arises as a functional consequence of the networks involved in value-based 510 decision making (Krauzlis et al. 2014 ). In our case, the decision is where to look and the network 511 includes LIP, the frontal eye field and the superior colliculus. 512 
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