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Abstract 
In this paper, an Enhancedparticle swarm optimization algorithm (EPSO) has been proposed to solve the reactive 
power problem. Particle Swarm Optimization (PSO) is swarm intelligence based exploration and optimization 
algorithm which is used to solve global optimization problems. But due to deficiency of population diversity and 
early convergence it is often stuck into local optima. We can upsurge diversity and avoid premature convergence 
by using evolutionary operators in PSO. In this paper the intermingling crossover operator is used to upsurge the 
exploration capability of the swarm in the exploration space .Particle Swarm Optimization uses this crossover 
method to converge optimum solution in quick manner .Thus the intermingling crossover operator is united with 
particle swarm optimization to augment the performance and possess the diversity which guides the particles to 
the global optimum powerfully. The proposedEnhanced particle swarm optimization algorithm (EPSO) has been 
tested in standard IEEE 30, 57,118 bus test systems and simulation results shows clearly the improved 
performance of the projected algorithm in reducing the real power loss and control variables are well within the 
limits. 
Keywords: Optimal Reactive Power, Transmission loss, intermingling crossover operator 
 
1. Introduction 
The main objective of optimal reactive power dispatch (ORPD) problem is to minimize both the real power loss 
and bus voltage deviation. Various numerical methods like the gradient method [1-2], Newton method [3] and 
linear programming [4-7] have been adopted to solve the optimal reactive power dispatch problem. Both   the 
gradient and Newton methods have the complexity in managing inequality constraints. The problem of voltage 
stability and collapse play a vital role in power system planning and operation [8].  Evolutionary algorithms such 
as genetic algorithm have been already proposed to solve the reactive power flow problem [9-11]. In [12, 13], 
Hybrid differential evolution algorithm and Biogeography Based algorithm is projected to solve the reactive 
power dispatch problem. In [14, 15], an improved fuzzy based method and evolutionary programming is used to 
solve the optimal reactive power dispatch problem. In [16,17], the optimal reactive power flow problem is solved 
by integrating a genetic algorithm with a nonlinear interior point method and  pattern algorithm is used to solve 
ac-dc optimal reactive power flow model with the generator capability limits. In [18, 19] a two-step approach 
and a programming based approach is used to solve the optimal reactive power dispatch problem. In [20] a 
probabilistic algorithm is utilized for optimal reactive power provision in hybrid electricity markets with 
uncertain loads.Particle Swarm Optimization (PSO) [21] has been used efficaciously in solving many 
optimization problems, for its simplicity and fast convergence rate. Swarm intelligence is the subdivision of 
artificial intelligence and based on collective behaviour of self-organized system [22, 23]. The optimize value of 
the function using Particle Swarm Optimization Algorithm is hang on in the exploration and exploitation of the 
particles during searching in the exploration space [24].There are also problem in PSO like when it applies to 
various global optimization problems it may get held in the local optimization due to early convergence because 
the diversity shrinkages with the time for a large population[25] , So we apply various evolutionary operator to 
get the global optimal solution[26-31].The intermingling crossover is a crossover operator which is applied in 
basic PSO to discover the exploration area . The intermingling crossover operator is improved crossover 
operator, which is apply to the PSO to optimize the function.The proposed EPSO algorithm has been evaluated 
in standard IEEE 30, 57,118 bus test systems.   The simulation results show   that our proposed methodology 
outperforms all the entitled reported algorithms in minimization of real power loss.  
 
 
2. Problem Formulation  
2.1 Active power loss 
The objective of the reactive power dispatch is to minimize the active power loss in the transmission network, 
which can be described as follows: 
 =  = ∑ ∈	
 
 + 
 − 2	      (1) 
or 
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 =  = ∑  −  =  +∑  − 
	
 ∈	      (2)  
Where gk is the conductance of branch between nodes i and j, Nbr is the total number of transmission lines in 
power systems. Pd is the total active power demand, Pgi is the generator active power of unit i, and Pgsalck is the 
generator active power of slack bus. 
 
2.2 Voltage profile improvement 
For minimizing the voltage deviation in PQ buses, the objective function becomes: 
 =  + !" × $                              (3) 
Where ωv: is a weighting factor of voltage deviation. 
VD is the voltage deviation given by: 
$ = ∑ | − 1|
	'(
)*                              (4) 
 
2.3 Equality Constraint  
The equality constraint of the ORPD problem is represented by the power balance equation, where the total 
power generation must cover the total power demand and the power losses: 
+ = , + -                              (5) 
This equation is solved by running Newton Raphson load flow method, by calculating the active power of slack 
bus to determine active power loss. 
 
2.4 Inequality Constraints  
The inequality constraints reflect the limits on components in the power system as well as the limits created to 
ensure system security. Upper and lower bounds on the active power of slack bus, and reactive power of 
generators: 
 

./ ≤  ≤ 
.1
                 (6) 
 
2
./ ≤ 2 ≤ 2
.1 	, 4 ∈ 5               (7) 
 
Upper and lower bounds on the bus voltage magnitudes:          
 

./ ≤  ≤ 
.1 	, 4 ∈ 5                   (8) 
 
Upper and lower bounds on the transformers tap ratios: 
 
6
./ ≤ 6 ≤ 6
.1 	, 4 ∈ 57                 (9) 
 
Upper and lower bounds on the compensators reactive powers: 
 
2./ ≤ 2 ≤ 28.1 	, 4 ∈ 58              (10) 
 
Where N is the total number of buses, NT is the total number of Transformers; Ncis the total number of shunt 
reactive compensators. 
 
3. Particle Swarm Optimization (PSO) 
PSO is a population based optimization tool, where the system is initialized with a population of random 
particles and the algorithm searches for optima by updating generations. Suppose that the search space is D-
dimensional. The position of the i-th particle can be represented by a D-dimensional vector 9 = :;*, ;, . . , ;,= 
and the velocity of this particle is  = :>*, >, . . , >,=.The best previously visited position of the i-th particle is 
represented by  = :?*, ?, . . , ?,= and the global best position of the swarm found so far is denoted by =
?*, ?, . . , ?,. The fitness of each particle can be evaluated through putting its position into a designated 
objective function. The particle's velocity and its new position are updated as follows: 
 
>
@A* = !@>
@ + *B*@:?
@ − ;
@ = + B@?
@ − ;
@                  (11) 
 
;
@A* = ;
@ + >
@A*
                                                                       (12) 
 
Where	C ∈ D1,2, . . , $E, 4 ∈ D1,2, . . , 5EN is the population size, the superscript t denotes the iteration number,	!	 
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is the inertia weight, r1 and r2 are two random values in the range [0,1],c1 and c2 are the cognitive and social 
scaling parameters which are positive constants. 
These both equations are used to update the velocity and position of a particle in the exploration space 
.The equation (11) is used to balance the search abilities of the particle in the search space. The equation (12) 
uses the velocity obtained in first equation to get the new position of the particle. 
Crossover is a Genetic operator which is used after selection in Genetic Algorithm to get the new 
children using two or more than two parent .It is used to get the healthier solution than current solution. There 
are various improved version of crossover available to get the value of new-fangled species. Intermingling 
crossover is also aimproved operator which is used to get the new healthier child by using current parent. This 
operator is applied in PSO to optimize the multi-dimensional function and upsurge the probingcapability of the 
PSO, So that Particle Swarm Optimization optimizes the functions efficiently and did not jammed in the local 
optima. 
 
4. Proposed EPSO Algorithm  
Although the crossover operator is a conception of Genetic Algorithm but apart from genetic algorithm it has 
been used in many algorithms with some alterations .The crossover operator takes two or more than two parent 
and produce one or more than one child .The produced new child after crossover is superior to their parents. 
There are various improved crossover technique, The intermingling crossover operator is one of the improved 
crossover operator in which two particles are used to create a minimum and maximum range values which lies in 
the function’s bounded region and the new particle is produced within the calculated minimum and maximum 
range values, Then we compute the fitness value of that new particle and compare it with the current particle and 
modernize the N_POP of the population of the particles. 
 
Intermingling Crossover: 
Start  
Select two arbitrary particles from N_POP x1 and x2 
Compute xnew=(x1-x2)  
Compute k1=min(x1, x2)  
Compute k2=max(x1, x2)  
kmin=k1 -b*xnew ;  
kmax=k2+b*xnew;  
Where “b” is an arbitrary selected integer within range  
Now select an arbitrary particle from the range  
N_new=(kmax-kmin) *rand +kmin 
Now compute the fitness of newly produced particle N_new 
End 
 
EPSO algorithm for solving reactive power problem  
Start  
Initialize particle with Arbitrary Position and Velocity  
Set P_besti=Xi,g_best=min(P_besti)  
Initialize Generation as g=0; While : < max	_KLKBMN4L= 
For (i=1 to N_POP) 
For (j=1 to D_POP)  
Compute>@A* using equation (11) 
Compute;@A*using equation (12)  
If >@A*and ;@A*are in exploration range then;  
Calculate fitness for corresponding particle xi;  
Apply intermingling crossover to compute the new particle N_new 
Compute fitness value for newlyproduced particle  
Compare the fitness value for xiand N_new;  
If Fitness (N_new) is superior than xi then  
Modernize the particle in N_POP g=g+1; 
End for  
End for  
End of while 
Print the value of g_best.  
End 
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6. Simulation Results  
At first EPSO algorithm has been verified in IEEE 30-bus, 41 branch system. It has 6 generator-bus voltage 
magnitudes, 4 transformer-tap settings, and 2 bus shunt reactive compensators. Bus 1 is slack bus and 2, 5, 8, 11 
and 13 are taken as PV generator buses and the rest are PQ load buses. Control variables limits are listed in 
Table 1. 
Table 1: Preliminary Variable Limits (PU) 
 Variables 
 
Min. 
Value 
Max. 
Value 
Type 
Generator Bus 0.92 1.12 Continuous 
Load Bus 0.94 1.04 Continuous 
Transformer-Tap 0.94 1.04 Discrete 
Shunt Reactive Compensator -0.11 0.30 Discrete 
 
The power limits generators buses are represented in Table2. Generators buses (PV) 2,5,8,11,13 and slack bus is 
1. 
 
Table 2: Generators Power Limits  
Bus  Pg Pgmin Pgmax Qgmin 
1 98.00 51 202 -21 
2 81.00 22 81 -21 
5 53.00 16 53 -16 
8 21.00 11 34 -16 
11 21.00 11 29 -11 
13 21.00 13 41 -16 
 
Table 3: Values of Control Variables after Optimization  
Control 
Variables  
EPSO 
 
V1 1.0628 
V2 1.0452 
V5 1.0289 
V8 1.0290 
V11 1.0779 
V13 1.0572 
T4,12 0.00 
T6,9 0.01 
T6,10 0.90 
T28,27 0.90 
Q10 0.12 
Q24 0.12 
Real power loss 4.2898 
Voltage deviation  0.9080 
Table 3 shows the proposed approach succeeds in keeping the control variables within limits.   
Table 4 summarizes the results of the optimal solution obtained by various methods.  
 
Table 4: Comparison Results  
Methods Real power loss (MW) 
SGA (32) 4.98 
PSO  (33) 4.9262 
LP     (34) 5.988 
EP     (34) 4.963 
CGA (34) 4.980 
AGA (34) 4.926 
CLPSO (34) 4.7208 
HSA     (35) 4.7624 
BB-BC (36) 4.690  
EPSO 4.2898 
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Secondly the proposed hybrid EPSO algorithm is tested in standard IEEE-57 bus power system. The reactive 
power compensation buses are 18, 25 and 53. Bus 2, 3, 6, 8, 9 and 12 are PV buses and bus 1 is selected as slack-
bus. The system variable limits are given in Table 5.  
The preliminary conditions for the IEEE-57 bus power system are given as follows: 
Pload= 12.422p.u. Qload = 3.339p.u. 
The total initial generations and power losses are obtained as follows: 
∑+  = 12.7729p.u. ∑2+  = 3.4559p.u. 
Ploss= 0.27450p.u. Qloss = -1.2249p.u. 
Table 6 shows the various system control variables i.e. generator bus voltages, shunt capacitances and 
transformer tap settings obtained after EPSO based optimization which are within the acceptable limits. In Table 
7, shows the comparison of optimum results obtained from proposed EPSO with other optimization techniques. 
These results indicate the robustness of proposed EPSO approach for providing better optimal solution in case of 
IEEE-57 bus system. 
 
Table 5: Variable limits 
 
Reactive Power Generation Limits  
Bus no  1 2 3 6 8 9 12 
Qgmin -1.4 -.015 -.02 -0.04 -1.3 -0.03 -0.4 
Qgmax 1 0.3 0.4 0.21 1 0.04 1.50 
Voltage And Tap Setting Limits 
vgmin vgmax vpqmin vpqmax tkmin tkmax 
0.5 1.0 0.91 1.01 0.5 1.0 
 
Shunt Capacitor Limits 
Bus no 18 25 53 
Qcmin 0 0 0 
Qcmax 10 5.2 6.1 
 
 
Table 6: control variables obtained after optimization  
Control 
Variables  
EPSO 
 
V1 1.1 
V2 1.058 
V3 1.042 
V6 1.028 
V8 1.041 
V9 1.025 
V12 1.026 
Qc18 0.0768 
Qc25 0.232 
Qc53 0.0579 
T4-18 1.010 
T21-20 1.069 
T24-25 0.971 
T24-26 0.932 
T7-29 1.081 
T34-32 0.942 
T11-41 1.010 
T15-45 1.047 
T14-46 0.910 
T10-51 1.028 
T13-49 1.062 
T11-43 0.911 
T40-56 0.901 
T39-57 0.950 
T9-55 0.958 
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Table 7: comparison results  
S.No. Optimization 
Algorithm 
Finest Solution Poorest Solution Normal 
Solution 
1 NLP [37] 0.25902 0.30854 0.27858 
2 CGA [37] 0.25244 0.27507 0.26293 
3 AGA [37] 0.24564 0.26671 0.25127 
4 PSO-w [37] 0.24270 0.26152 0.24725 
5 PSO-cf [37] 0.24280 0.26032 0.24698 
6 CLPSO [37] 0.24515 0.24780 0.24673 
7 SPSO-07 [37] 0.24430 0.25457 0.24752 
8 L-DE [37] 0.27812 0.41909 0.33177 
9 L-SACP-DE [37] 0.27915 0.36978 0.31032 
10 L-SaDE [37] 0.24267 0.24391 0.24311 
11 SOA [37] 0.24265 0.24280 0.24270 
12 LM [38] 0.2484 0.2922 0.2641 
13 MBEP1 [38] 0.2474 0.2848 0.2643 
14 MBEP2 [38] 0.2482 0.283 0.2592 
15 BES100 [38] 0.2438 0.263 0.2541 
16 BES200 [38] 0.3417 0.2486 0.2443 
17 Proposed EPSO 0.22252 0.23120 0.23101 
Then EPSO has been tested in standard IEEE 118-bus test system [39] .The system has 54 generator buses, 64 
load buses, 186 branches and 9 of them are with the tap setting transformers. The limits of voltage on generator 
buses are 0.95,-1.1 per-unit., and on load buses are 0.95,-1.05 per-unit. The limit of transformer rate is 0.9,-1.1, 
with the changes step of 0.025. The limitations of reactive power source are listed in Table 8, with the change in 
step of 0.01. 
 
Table 8: Limitation of reactive power sources 
BUS 5 34 37 44 45 46 48 
QCMAX 0 14 0 10 10 10 15 
QCMIN -40 0 -25 0 0 0 0 
BUS 74 79 82 83 105 107 110 
QCMAX 12 20 20 10 20 6 6 
QCMIN 0 0 0 0 0 0 0 
The statistical comparison results of 50 trial runs have been list in Table 9 and the results clearly show the better 
performance of proposed algorithm. 
 
Table 9: Comparison results  
Active power loss (p.u) BBO 
[40] 
ILSBBO/ 
strategy1 
[40] 
ILSBBO/ 
strategy1 
[40] 
Proposed 
EPSO 
min 128.77 126.98 124.78 119.96 
max 132.64 137.34 132.39 123.65 
Average  130.21 130.37 129.22 120.99 
 
7.Conclusion 
Enhanced particle swarm optimization algorithm (EPSO) has been productively applied for Optimal Reactive 
Power dispatch problem.Enhanced particle swarm optimization algorithm (EPSO) based optimal reactive power 
problem has been tested in standard IEEE30, 57,118 bus systems. Performance comparisons with standard 
population-based algorithms have given exciting results. Real power loss has been considerablycurtailed and 
control variables are well within the limits.Enhanced particle swarm optimization algorithm (EPSO) 
ascendspowerfully to find noble solutions when compared to that of other algorithms. The simulation results 
presented in earlier section demonstrate the competence ofEnhanced particle swarm optimization algorithm 
(EPSO) toreach at near global optimal solution. 
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