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?? (computational lexical semantics) ??????????????????
????????????????????????????\a word is charac-







?? (one-of-k/one-hot encoding ?????) ????????????????
????one-of-k?????????????????????????????
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???????????????????????????? (? 2?) ???
?????????????? (? 3?)?Unsupervised ????? Taxonomy








??????? (lexical semantic relation) ?????????????????
????????????????????????????????????
???
????????????????????Princeton WordNet: PWN [25]?
???PWN?????????????????????PWN????????
?????????????????????????????? (synset)???
??????????? (antonymy)????? (synonymy)???{???? (hy-
pernymy,hyponymy)???{???? (holonymy,meronymy)?????? (lexical






























????? [41, 33]??? PMI??????????????????????
????????????????????????????????????
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 COORD (3565?): ??????? alligator - lizard?
 HYPER (1337?): ?? - ???????alligator - animal?
 MERO (2943?): ?? - ???????alligator - mouth?
 ATTRI (2731?): ?? - ????????alligator - aquatic?
 EVENT (3824?): ?? - ????????alligator - swim?
200??????????????????????? 17??????????
????





?????? word2vec (CBOW)[24] ?????????????WECEoffsetBoW ?

































 ???? Lw: ??w????????
? 3? ????????? 16
 ???? Sw: ??w???????????????
 ?????? Shyperw : Sw??????? hypernymy??????-????
?????????????
 attribute???? Sattriw : Sw??????? attribute???-??????
??-?????????????????







 ???/????Lw1 - Lw2 (sense), Sw1 - Sw2 (concept)
 ??-??????Shyperw1 - Sw2 (hyper)
 ??????Shyperw1 - Shyperw2 (coord)
 ??????Sattriw1 - Sw2 (attri1), Sw1 - Sattriw2 (attri2)













?????????????????????????? Sattriw1 ? Sw2??? Sw1
? Sattriw2 ??????????????????????
w1?w2???-?????????????w1?meronym???w1????
????????????? w2????????????????? Shyperw1 ?
Shyperw2 ???????-????????????????????
3.1.3 ???????








simcmax(w1; w2) = max
x12Xw1 ;x22Xw2
sim( ~x1; ~x2) (3.1)
????sim( ~x1; ~x2)? ~x1; ~x2??????????????????????
????????????????????????????????????
????????????????????????????????????
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simcmed(w1; w2) = median
x12Xw1 ;x22Xw2
sim( ~x1; ~x2) (3.3)
????????????????????????????????????
????????????????????????????????????




????????[29]??? 4???WECEoffsetBoW ?WECEconcatBoW ?WECEoffsetDep ?
WECEconcatDep ??????





?????????????? [29] ???Precision (P) , Recall (R) , F-measure
(F) ?????
In-domain (ID) : target concept???????????? 17???????
???????????????????????17 ? 5??????????
??????












???COORD, HYPER, MERO? 3???????????? 3??????
???? P, R, F????????????







P R F1 P R F1
WECEoffsetBoW 0.900 0.909 0.904 0.680 0.669 0.675
WECEoffsetDep 0.853 0.865 0.859 0.687 0.623 0.654
Proposaloffset 0.913 0.907 0.906 0.766 0.762 0.753
WECEconcatBoW 0.899 0.910 0.904 0.838 0.570 0.678
WECEconcatDep 0.859 0.870 0.865 0.782 0.638 0.703
Proposalconcat 0.973 0.971 0.971 0.839 0.819 0.812
? 3.1: BLESS??????????????????
ProposalOoDconcat ??????
P R F1 P R F1
COORD 0.761 0.559 0.645 0.550 0.108 0.180
HYPER 0.767 0.654 0.706 0.746 0.199 0.314
MERO 0.625 0.809 0.705 0.934 0.034 0.065
ATTRI 0.913 0.995 0.952 - - -




??? ATTRI, EVENT??????-?????????? COORD, HYPER,
MERO??????????????????????????????Recall
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????????????????????????????????????
?????????????????????
P R F1 F1???
ProposalOoDconcat 0.839 0.819 0.812 -
 ??????? 0.845 0.827 0.819 0.008
 sense 0.833 0.815 0.806 -0.006
 concept 0.826 0.809 0.802 -0.010
 coord 0.834 0.811 0.803 -0.009
 hyper 0.826 0.803 0.800 -0.012
 attri1 0.826 0.806 0.798 -0.014
 attri2 0.842 0.820 0.814 0.002
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P R F1 F1 ???
ProposalOoDconcat 0.839 0.819 0.812 -
 simcmax 0.835 0.812 0.805 -0.007
 simcsum 0.843 0.822 0.816 0.004







?????-???????????(cat, animal), (dog, animal), (pig, animal),...
????????????????????????????????????











???????????? 3.4?? simcsum? ProposalOoDconcat ????????



















SemEval 2014 Task16 [15]??????????????PWN???????
?????????,?????????????????PWN?????synset?
?????????????? Semantic Taxonomy Enrichiment???????
??????. ?????????????????????????????
????????????????????????????????????
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 Ssim?????????????????
 Sdis ?, ??????????????????????????????
???Sdis ????????????????????
 Ssim ?Sdis ?,?????????????????????????. ??
?, Ssim? Sdis?????????
??????????????????? 2????????????????






































word lexeme synset ???? [39]
dist 0.467 0.498 0.500
0.523
center 0.472 0.506 0.512
? 4.1: ??????????????????????Wu&P Similarity
???????? 4.1???. ??????????????????????
?????word?????????????????????????????
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w/o clustering w/o selection synset
dist 0.469 0.493 0.500






























PossibleRatio 0.786 0.856 0.869
? 4.3: ?????????????????????????????????
???Wu&P Similarity????0.5????????????????????
lexeme, synset ???????word ??????????????????
?????????????????????synset ????????????



















???? 0.901 0.244 0.869
??????? 0.730 0.346 0.720















Propotion? 0?????? 1?????? 2???????? 4.3, (3)????
???????????????????????Propotion? 1??????
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(1)????
?????????? ?????????
? 4.2: ??????? synset???????????UpperBound???
?????????????????????????????????????
????????????????????????
UpperBound???????? (1), (2)?????????????? 4.2?
(?)? (2)????????????????????UpperBound ??????
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(1)????
?????????? ?????????
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