ABSTRACT. The main objective of the present work is to study the negative spectrum of (differential) Laplace operators on metric graphs as well as their resolvents and associated heat semigroups. We prove an upper bound on the number of negative eigenvalues and a lower bound on the spectrum of Laplace operators. Also we provide a sufficient condition for the associated heat semigroup to be positivity preserving.
INTRODUCTION
As suggested by the title, the main objective of the present work is to study the negative spectrum of (differential) Laplace operators on metric graphs as well as their resolvents and associated heat semigroups. Basic notions related to these operators are summarized in Section 2 below. More complete accounts can be found in [10] , [12] , [13] .
It is well known (see, e.g., [7] , [19] ) that there are deep interrelations between properties of heat semigroups and spectral properties of their generators. More importantly, heat semigroups generated by Laplace-Beltrami operators on Riemannian manifolds carry a large amount of information on the geometry of the underlying manifolds. As for metric graphs some results in this direction can be found, e.g., in [22] , [23] . Nevertheless, a systematic analysis of heat semigroups for Laplace operators on metric graphs is still missing. In this work we perform a first step in closing this gap.
Below we will prove an upper bound on the number of negative eigenvalues (Theorem 3.7) and a lower bound on the spectrum of Laplace operators (Theorem 3.10). In particular, the upper bound provides a very simple sufficient condition for the Laplace operator to be nonnegative. The lower bound improves a recent result by Kuchment [13] .
Concerning resolvents and heat kernels we will establish sufficient conditions for them to be positivity preserving. To achieve this we will provide a closed expression for Green's function in terms of the boundary conditions defining the corresponding Laplace operator. As a consequence for a class of boundary conditions associated with positive maximal isotropic subspaces (Definition 4.4 below) we prove positivity of Green's function (see Theorems 4.6 and 5.1). The proof of Theorem 5.1 utilizes walks on a graph, a concept introduced in our paper [12] as a main technical tool for solving the inverse scattering problem on metric graphs. By standard arguments these results imply that the associated heat semigroup is positivity preserving.
For earlier work on heat semigroups generated by Laplace operators on metric graphs and their application to spectral analysis we refer to [2] , [4] , [8] , [9] , [17] , [18] , [22] , [23] . Green's functions have been studied in [2] , [3] , [10] , [20] .
There is a well-known approach to prove the simplicity of the lowest eigenvalue based on the analysis of heat semigroups (see, e.g., [21] ). Although we do not pursue this in detail, merely as an illustration, for a class of boundary conditions we prove simplicity of the lowest eigenvalue of Laplace operators on metric graphs without internal edges (see Proposition 6.4 
below).
In Section 7 we consider Laplace operators on metric graphs with no internal edges, for which the heat kernel can be computed explicitly.
BASIC STRUCTURES
In this section we revisit the theory of Laplace operators on a metric graph G. The material presented here is borrowed from our preceding papers [10] and [12] .
A finite graph is a 4-tuple G = (V, I, E, ∂), where V is a finite set of vertices, I is a finite set of internal edges, E is a finite set of external edges. Elements in I ∪ E are called edges. The map ∂ assigns to each internal edge i ∈ I an ordered pair of (possibly equal) vertices ∂(i) := {v 1 , v 2 } and to each external edge e ∈ E a single vertex v. The vertices v 1 =: ∂ − (i) and v 2 =: ∂ + (i) are called the initial and terminal vertex of the internal edge i, respectively. The vertex v = ∂(e) is the initial vertex of the external edge e. If ∂(i) = {v, v}, that is, ∂ − (i) = ∂ + (i) then i is called a tadpole. A graph is called compact if E = ∅, otherwise it is noncompact.
Throughout the whole work we will assume that the graph G is connected, that is, for any v, v ′ ∈ V there is an ordered sequence {v 1 = v, v 2 , . . . , v n = v ′ } such that any two successive vertices in this sequence are adjacent. In particular, this implies that any vertex of the graph G has nonzero degree, i.e., for any vertex there is at least one edge with which it is incident.
We will endow the graph with the following metric structure. Any internal edge i ∈ I will be associated with an interval [0, a i ] with a i > 0 such that the initial vertex of i corresponds to x = 0 and the terminal one -to x = a i . Any external edge e ∈ E will be associated with a semiline [0, +∞). We call the number a i the length of the internal edge i. The set of lengths {a i } i∈I , which will also be treated as an element of R |I| , will be denoted by a. A compact or noncompact graph G endowed with a metric structure is called a metric graph (G, a).
Given a finite graph G = (V, I, E, ∂) with a metric structure a = {a i } i∈I consider the Hilbert space
where H j = L 2 (I j ) with
Let o I j be the interior of I j , that is,
In the sequel the letters x and y will denote arbitrary elements of the product set × j∈E∪I I j .
By D j with j ∈ E ∪ I denote the set of all ψ j ∈ H j such that ψ j (x) and its derivative ψ 
Let ∆ 0 be the differential operator
It is straightforward to verify that ∆ 0 is a closed symmetric operator with deficiency indices equal to |E| + 2|I|.
We introduce an auxiliary finite-dimensional Hilbert space
with ψ and ψ ′ defined by
Let J be the canonical symplectic matrix on d K,
with I being the identity operator on K. Consider the non-degenerate Hermitian symplectic form
where ·, · denotes the scalar product in
identically. An isotropic subspace is called maximal if it is not a proper subspace of a larger isotropic subspace. Every maximal isotropic subspace has complex dimension equal to |E| + 2|I|.
Let A and B be linear maps of K onto itself. By (A, B) we denote the linear map from 
We mention also the equalities
In the terminology of symplectic geometry (see, e.g., Section 2.3 in [16] ) the equalities (2.11) have the following interpretation: The matrix (A, B)
† is a (Lagrangian) frame for the maximal isotropic subspace M(A, B)
⊥ and the matrix (−B, A) † is a frame for M(A, B). There is an alternative parametrization of maximal isotropic subspaces of d K by unitary transformations in K (see [11] and Proposition 3.6 in [12] ). A subspace M(A, B) ⊂ d K is maximal isotropic if and only if for an arbitrary k ∈ R \ {0} the operator A + ikB is invertible and
is unitary. Moreover, given any k ∈ R\{0} the correspondence between maximal isotropic subspaces M ⊂ d K and unitary operators S(k; A, B) ∈ U(|E| + 2|I|) on K is one-to-one. Therefore, we will use the notation S(k; M) for S(k; A, B) with M(A, B) = M.
There is a one-to-one correspondence between all self-adjoint extensions of ∆ 0 and maximal isotropic subspaces of d K (see [10] , [12] ). In explicit terms, any self-adjoint extension of ∆ 0 is the differential operator defined by (2.2) with domain
where M is a maximal isotropic subspace of d K. Conversely, any maximal isotropic subspace M of d K defines through (2.13) a self-adjoint operator ∆(M, a). If I = ∅, we will simply write ∆(M). In the sequel we will call the operator ∆(M, a) a Laplace operator on the metric graph (G, a). From the discussion above it follows immediately that any self-adjoint Laplace operator on H equals ∆(M, a) for some maximal isotropic
From Theorem 2.1 it follows that the domain of the Laplace operator ∆(M, a) consists of functions ψ ∈ D satisfying the boundary conditions (2.14)
Aψ + Bψ ′ = 0, with (A, B) subject to (2.8) and (2.9). Here ψ and ψ ′ are defined by (2.5).
With respect to the orthogonal decomposition
any element χ of K can be represented as a vector
Consider the orthogonal decomposition
with L v the linear subspace of dimension deg(v) spanned by those elements (2.15) of K which satisfy χ e = 0 if e ∈ E is not incident with the vertex v,
Obviously, the subspaces L v1 and L v2 are orthogonal if are valid. Given a graph G = (V, I, E, ∂) to any vertex v ∈ V we associate the graph 
The corresponding unitary matrices (2.12) are given by 
.
In particular, if
Proposition 3.19 in [12] ).
Corollary 2.6. Assume that det(A
Proof. The assumption det(A − κB) = 0 combined with the fact that the subspace Ker B reduces the operator L implies that L − κ is invertible. By Lemma 2.5 we have
EIGENVALUES OF LAPLACE OPERATORS
If ψ = {ψ j } j∈I∪E ∈ H is an eigenfunction of the operator −∆(A, B, a) corresponding to the eigenvalue k 2 ∈ R \ {0}, Im k ≥ 0, then it is necessarily of the form
for j ∈ I.
I , and β = {β i } i∈I ∈ K (+) I satisfy the homogeneous equation
The diagonal |I| × |I| matrices e ±ika are given by
The converse statement is also true and we have the following result. Proof. If k 2 < 0, the claim is obvious, since ψ ∈ Dom(∆(M, a)). If k 2 > 0, any solution of (3.2) satisfies s = 0 (see the proof of Theorem 3.1 in [10] ). Therefore, ψ ∈ Dom(∆(M, a)).
As proven in [10, Theorem 3.1] the set of zeros of det Z(k; A, B, a) is discrete. Denote In [10] it is shown that det(A + ikB) = 0 and det(A − ikB) = 0 hold for all k > 0.
Proof. Observe that if det(A + ikB) = 0, then
where
Hence, by Lemma 3.1
, respectively) be the number of positive (negative, zero, respectively) eigenvalues of AB † . By Sylvester's Inertia Law
we may define
for arbitrary boundary conditions (A, B) satisfying M(A, B) = M. We mention several properties of numbers n ± (M) and n 0 (M). First, by (2.10),
Second, for any unitary transformation U in K one has
Finally, we have the following obvious inequality
The numbers n ± (M) and n 0 (M) admit the following equivalent characterization in terms of the matrices S(k; M). Proof. Consider
we obtain that
where Q = 0 I 0 0 with respect to the orthogonal decomposition
Using (2.11) it is an elementary exercise to check that the orthogonal projection in d K onto the subspace M is given by 16) where the block matrix notation is used with respect to the orthogonal decomposition
Thus, we have proven the following result.
Proposition 3.5. For any maximal isotropic subspace
holds for all ϕ, ψ ∈ Dom ∆(M, a). 
where we have used the equality
Since Ker L ⊃ Ker B, the equality
Hence,
Therefore, using (3. 19 ) we obtain that For the proof we need the following simple lemma. (M(A, B) ) positive zeroes and n − (M(A, B) ) negative zeroes (counting multiplicity). If κ = 0 is a zero of f , then its multiplicity equals Rank B−n + (M(A, B) 
Proof. By Lemma 2.5 the boundary conditions (A, B) are equivalent to the boundary conditions ( A, B) defined in (2.21). Now assume that a κ > 0 is a zero of f with multiplicity m ≥ 1. By (3.20), we have
with a nonzero constant c ∈ C. Thus, κ is an eigenvalue of L with multiplicity m. By (3.20) it is also an eigenvalue of AB † . The case of negative eigenvalues can be considered in exactly the same way.
Observe that by (3.21) the total number of zeroes of f (κ) equals the dimension of Ran B † , that is, the rank of B. Thus, κ = 0 is a zero of f (κ) with multiplicity (A, B) ).
Proof of Theorem 3.7. Set for brevity m = n + (M). Assume that −∆(M, a) has at least m + 1 negative eigenvalues. By the Min-Max Principle the (m + 1)-st eigenvalue is given by
In particular, this implies that M, a) ). Since ψ (k) are linearly independent, we can choose N m as a subspace in H spanned by ψ (1) , . . . , ψ (m) . Now setting N = N m in (3.22) and using (3.18) we obtain that λ m+1 ≥ 0, which is a contradiction.
The second statement of the theorem follows immediately from Lemma 3.8.
Eigenvalue zero.
Obviously, if ∆(M, a)ψ = 0, then ψ has to be piecewise linear,
and ψ e (x e ) ≡ 0, e ∈ E.
Proof. Since n + (M) = 0, from (3.17) it follows that Q M ≥ 0. Therefore, if ψ ∈ Ker ∆(M, a), then by Proposition 3.5 we have ψ ′ = 0. Hence, ψ ∈ Ker A. Therefore, by (3.23), dim Ker ∆(M, a) ≤ dim Ker A. By (3.13) the dimension of Ker A does not exceed n 0 (M), which proves the claim.
Solutions of the Laplace equation on infinite periodic metric graphs have been studied recently by Kuchment and Pinchover in [14] . The kernel of the Laplace operator −∆(M, a) on compact graphs with standard boundary conditions has been studied by Kurasov and Novaszek in [15] . 
where s(t) is the unique nonnegative solution of the equation
Obviously, s(0) = 0, s(t) is increasing in t and satisfies the estimate s(t) ≥ t for all t ≥ 0. It is straightforward to verify that this solution is given by s(κ 0 ) and s(κ 0 ) ≥ κ 0 .
THE RESOLVENT
In this section we will study the resolvent of the Laplace operator on a metric graph (G, a). In particular, we show that the resolvent is an integral operator. The structure of the underlying Hilbert space H (2.1) naturally gives rise to the following definition of integral operators.
Definition 4.1. The operator K on the Hilbert space H is called integral operator if for all j, j
′ ∈ E ∪ I there are measurable functions K j,j ′ (·, ·) : I j × I j′ → C with the following properties
The (|I| + |E|) × (|I| + |E|) matrix-valued function (x, y) → K(x, y) with
is called the integral kernel of the operator K.
Below we will use the following shorthand notation for (4.1):
Lemma 4.2. For any maximal isotropic subspace
is the integral operator with the (|I| + |E|) × (|I| + |E|) matrix-valued integral kernel r M (x, y; k, a), Im k > 0, admitting the representation
where Z(k; A, B, a) is defined in (3.3) , the matrix Φ(x, k) is given by
If det(A + ikB) = 0, then
where R + (k; a) is defined in (3.8) . If I = ∅, this representation simplifies to
The integral kernel r M (x, y; k, a) is called Green's function or Green's matrix. An alternative representation for Green's function of the Laplace operator on a graph with I = ∅ has been given in [3] .
Proof. Since k 2 is not an eigenvalue of −∆(M; a), by Lemma 3.1, the inverse in (4.2) exists. Define the operator M (k) as the integral operator with kernel (4.2).
Let ϕ ∈ H be arbitrary. Set ψ = M (k)ϕ. Obviously, ψ(x) is bounded and ψ ∈ H. To prove that (−∆(M; a) − k 2 ) −1 = M (k), it suffices to show that
holds. Proof of (i).
Obviously, ψ ∈ D, where D = j∈E∪I D j and D j denotes the set of all f j ∈ H j such that f j (x j ) and its derivative f ′ j (x j ) are absolutely continuous and f ′′ j (x j ) is square integrable. Set for brevity
Assume that ϕ j ∈ H j vanishes in a neighborhood of x j = 0 and, in addition, in a neighborhood of x j = a j if j ∈ I. Then
holds for all sufficiently small x j ∈ I j and Ij e ik|xj −yj| ϕ j (y j )dy j = Ij e ik(xj−yj ) ϕ j (y j )dy j holds for all x j ∈ I j sufficiently close to a j if j ∈ I. A simple calculation leads to
where ψ and ψ ′ are defined by (2.5). Therefore,
Thus, we proved that Aψ + Bψ ′ = 0 for all ϕ in a dense subset of H. Therefore, Aψ + Bψ ′ = 0 for all ϕ ∈ H, which proves the claim (i).
Proof of (ii)
. Assume that ϕ j ∈ H j is continuous on I j for every j ∈ I ∪ E. Standard arguments based on the Fourier transform show that
where o I j denotes the interior of I j . This implies that
for all x j ∈ o I j . Hence, (−∆(M; a) − k 2 )ψ = ϕ for all ϕ in a dense subset of H. Since M (k) is bounded, the claim follows.
Proof of (iii). It suffices to prove (4.4) for the representation (4.3). For the representation (4.2) the symmetry relation (4.4) will follow by continuity from (4.5).
The relation
The proof of the identity
is elementary and left to the reader. Now combining these relations we obtain
Using the symmetry property If n + (M) = 0, then again by Corollary 2.6, S(iκ; M) is a self-adjoint contraction for all κ > 0. Therefore, I + S(iκ; M) is a nonnegative operator whenever κ > 0.
Definition 4.3.
For any square matrix C we write C 0 (respectively, C ≻ 0) if all entries of the matrix C are nonnegative (respectively, positive). We write C 1 C 2 (respectively, The case of locally strictly positive maximal isotropic subspaces will be treated in the following section.
For the proof of Theorem 4.6 we need the following lemma. we obtain that S(iκ; M)T (iκ; a) < 1/2 for all κ > κ 2 := max{κ 1 , a −1 log(2C)}. Therefore,
converges absolutely for all κ > κ 2 . Furthermore, for all κ > κ 2 the estimate
holds. Since all matrix elements of I + S(iκ; M) are rational functions in κ, which are positive for sufficiently large κ, we obtain the claim. holds for all sufficiently large κ by the assumption I + S(iκ; M) 0. Using Lemma 4.7 the case I = ∅ can be treated in the same way.
LOCAL BOUNDARY CONDITIONS: POSITIVITY OF GREEN'S FUNCTION
In this section we will prove an extension of Theorem 4.6 to the case of locally strictly positive maximal isotropic subspaces. The proof of this theorem is more involved than that of Theorem 4.6. Unlike the case of (globally) positive maximal isotropic subspaces, for locally strictly positive maximal isotropic subspace the inequality
in general need not hold for all large κ > 0.
Before we turn to the proof of Theorem 5.1 we introduce some notion and auxiliary results.
Walks on Graphs.
A nontrivial walk w on the graph G from j ∈ E ∪ I to j ′ ∈ E ∪ I is a sequence
′ ∈ E this definition is equivalent to that given in [12] . The number n is the combinatorial length |w| comb and the number
is the metric length of the walk w.
A trivial walk on the graph G from j ∈ E ∪ I to j ′ ∈ E ∪ I is a triple {j, v, j ′ } such that v ∈ ∂(j) and v ∈ ∂(j ′ ). Otherwise the walk is called nontrivial. In particular, if ∂(j) = {v 0 , v 1 }, then {j, v 0 , j} and {j, v 1 , j} are trivial walks, whereas {j, v 0 , j, v 1 , j} and {j, v 1 , j, v 0 , j} are nontrivial walks of combinatorial length 1. Both the combinatorial and metric length of a trivial walk are zero. We will say that the walk (5.1) leaves the edge j through the vertex v 0 and enters the edge j ′ through the vertex v n . A trivial walk {j, v, j ′ } leaves j and enters j ′ through the same vertex v.
A walk w = {j, v 0 , j 1 , v 1 , . . . , j n , v n , j ′ } traverses an internal edge i ∈ I if j k = i for some 1 ≤ k ≤ n. It visits the vertex v if v k = v for some 0 ≤ k ≤ n. The score n(w) of a walk w is the set {n i (w)} i∈I with n i (w) ≥ 0 being the number of times the walk w traverses the internal edge i ∈ I.
We say that the walk is transmitted at the vertex
, and i k = i k+1 . We say that a trivial walk from e ′ to e is transmitted at the vertex v = ∂(e) = ∂(e ′ ) if e = e ′ . Otherwise the walk is said to be reflected. The walk is said to be reflectionless if it is transmitted at any vertex visited by this walk.
Let χ, χ ′ be two arbitrary distinct elements of the canonical orthonormal basis in K, that is all components of χ are zero with the exception of one which is equal to 1. Let v be (i) the initial vertex of the internal edge j ∈ I if χ ∈ K holds, where the weight W (k; w) associated with the walk w = {j, v,
If m = 1 the product in the brackets has to be replaced by 1. For m = 0 and v = v ′ we have a similar representation
which corresponds to the trivial walk {j, v, j ′ }.
′ ∈ {+, −} denote the set of all walks from j to j ′ leaving j through
Observe that these sets are disjoint. 
which holds for all sufficiently large κ > 0.
Proof of Theorem 5.1.
Below we will present a proof of Theorem 5.1 for the case j, j ′ ∈ I. If one or both edges are external, the proof follows the same lines and actually is simpler than in the case considered below.
Case I:
holds for sufficiently large κ > 0. Since M is locally strictly positive, we have 
Then there is a reflectionless walk w
is a walk with the smallest metric length among all walks in
j,j ′ , it is reflected at at least one of the vertices in ∂(j) and ∂(j ′ ). With this observation the claim is obvious.
Lemma 5.3. Assume that the walk w
is positive for all sufficiently large κ > 0 and all x j ∈ I j , y j ′ ∈ I j′ .
Proof. There are four different cases according to each choice of (σ, σ ′ ). It suffices to consider one case, since the other three cases may be discussed in the same way. We pick the case (σ, σ ′ ) = (−, −), so the walk w (−,−) is assumed to be reflectionless. By construction we have
The inequalities
hold for all large κ > 0 since M is locally strictly positive. Hence we may write
holds for all large κ. Now W (iκ; w (−,−) ) > 0 since w (−,−) is reflectionless. Therefore F (x j , y j ′ , κ) is positive for all large κ > 0. this walk is either reflectionless or there is a reflectionless walk
such that w can be obtained from w ′ by one of relations (5.3).
Applying Lemma 5.3 to the walk w in the first case and to the walk w ′ in the second case we obtain that the corresponding contribution to the sum in (5.2) is positive. Hence, the leading term on the r.h.s. of (5.2) is positive for all sufficiently large κ > 0.
POSITIVITY PRESERVING HEAT SEMIGROUPS
Since −∆(M; a) is bounded from below, the heat semigroup exp{t∆(M, a)} defined by the spectral theorem is a bounded operator. For any p ∈ [1, ∞] we set
Proof of Lemma 6.1. Choose κ > 0 so large that −κ 2 < inf spec(−∆(M, a)). Then
By the spectral theorem
. By a general theory of Carleman operators, it follows that the heat semigroup exp{t∆(M, a)} is the integral operator with essentially bounded integral kernel.
To establish smoothness, we note that by a similar argument
for all n ∈ N and all κ > 0. Thus, (6.1) is an integral operator with essentially bounded integral kernel. This implies that
The self-adjointness of ∆(M, a) implies the following symmetry relation of the heat kernel
For special graphs and special boundary conditions (see [2] , [4] , [8] , [9] as well as Section 7 below) the integral kernel of the heat semigroup can be computed explicitly. Proof of Theorem 6.3 . Using the operator-valued Euler formula [7] , [19] We close this section with a simple applications of results of the last two sections to negative spectrum of Laplace operators. holds for all ψ ≥ 0. Applying Theorem XIII.44 in [21] we obtain the claim.
SOME EXAMPLES
Throughout this section we assume that the connected graph G has no internal edges, G = ({v}, ∅, E, ∂) with deg(v) = |E| ≥ 1.
For standard boundary conditions (see Example 2.4) the heat kernel has been calculated in [9] By Theorem 6.3 the heat semigroup associated with the heat kernel p t (x, y) is positivity preserving (see Example 4.5). Alternatively, positivity of the heat kernel can be deduced directly from (7.1) using the inequality g t (x e + y e ) ≤ g t (x e − y e ) for all x e , y e > 0. Below we will derive an explicit representation for the heat kernel for a class of boundary conditions which to the best of our knowledge has not been treated before. We start with recalling the following well-known result (see, e.g., [5] , [6] ). For small t > 0 and fixed x, y the following asymptotics holds [p t (x, y; M)] e,e ′ = g t (x e − y e ) δ e,e ′ + g t (x e + y e ) δ e,e ′ + 4tH e,e ′ (x e + y e ′ ) g t (x e + y e ′ )(1 + O(t)). (7.6) Proof. Obviously, the integral kernel (7.5) satisfies the symmetry relation (6.2). Set for brevity (7.7) P (e,e ′ ) t (x e , y e ′ ) := g t (x e − y e ) δ e,e ′ + g t (x e + y e ) δ e,e ′ − f (e,e ′ ) t (x e + y e ′ ).
By Lemma 7.1 for any e, e
′ ∈ E the function P (y e ′ ) = 0 holds for all y e ′ > 0. This proves the equality (7.5). The asymptotics (7.6) follows from (7.4).
In particular, the asymptotics (7.6) implies that for small t > 0 the heat kernel is nonnegative whenever H 0.
