Abstract-In cooperative localization, target users take advantage of neighboring users in the network to improve their position estimates. In dense networks, the number of neighbors is high and consequently a very large amount of information is available. Using all neighbors (full cooperation) results in a considerable amount of data that is to be processed and transmitted causing high network traffic, delays and reduced battery lifetime. The goal in censoring is to limit the amount of cooperation to reduce the amount of data to be transmitted, without losing (much) in positioning accuracy compared to full cooperative localization. In this paper we propose a novel censoring technique based on the Bayesian Cramér-Rao Lower Bound (CRLB) that takes into account both the uncertainties of the neighbors and the link quality in terms of LOS/NLOS. With the use of the unscented transform and a greedy search approach, the censoring can be performed accurately and at a low computational complexity.
Improved Censoring and NLOS Avoidance for Wireless Localization in Dense Networks

I. INTRODUCTION
A CCURATE localization information in harsh propagation environments, as inside buildings, is becoming increasingly important for a number of emerging applications such as commercial, automotive, search and rescue, and military systems [1] . However, an accurate large scale localization system does not exist yet due to the lack of infrastructure to support localization. In general, position information can be obtained by exchanging signals with transmitters at a known position, called anchors. The position can then be estimated using one or more of the received signal properties such as received signal strength (RSS), time-of-arrival or angle-of-arrival. Current commercial systems take advantage of existing wifi or cell tower infrastructure to provide positioning information by using RSS [2] , [3] . However, because the RSS is only weakly related to the position, these systems generally only provide a positioning accuracy in the order of meters [2] , which is insufficient for many indoor applications.
Alternatively, centimeter accuracy can be achieved by adopting time-of-arrival measurements, for example by using ultrawideband transmitters. To circumvent the requirement of a large number of anchors, users in the network can be allowed to cooperate in finding and refining their position. In [4] , it is shown that cooperative localization indeed increases positioning accuracy while requiring a lower amount of anchors within the area. However, it has become clear that allowing too much cooperation between users has an adverse effect [5] - [7] . Because the users must share their position information and make range measurements between one-another, the network traffic, network delay and computational complexity of the localization algorithm increase, as well as the power consumption. In [7] , the effect of packet loss on the localization performance, resulting from high network traffic, was studied and showed a strong degradation in performance. Similarly, in [5] , it was shown that the delays resulting from the increased network traffic cause severe performance degradation in the positioning of mobile users.
Because of the above considerations, it is clear that we must limit the amount of cooperation in dense networks by censoring information. This problem is related to the problem of satellite selection for GPS, where the number of satellites actually used for positioning is limited to reduce the hardware requirements of the receiver [8] . [9] . In [8] , the satellites are selected using the geometric dilution of precision (GDOP) as a metric. This GDOP is closely related to the Cramer-Rao lower bound (CRLB) for localization studied in [10] . However, in satellite selection, the GDOP (or CRLB) is calculated using the known satellite coordinates. Although using the CRLB for the selection of suitable neighbors in cooperative localization is possible, this approach results in suboptimal neighbor selection because the positions of the neighboring users are only known approximately. In [6] , the modified Bayesian CRLB was proposed as a metric that uses the position distribution of the neighbors to calculate the bound. However, the MBCRLB is known to be a loose bound [11] and in the context of censoring, using it as a censoring metric often leads to suboptimal neighbor selection.
Another concern, is the problem of non-line-of-sight (NLOS) links which result in heavily biased range measurements that adversely affect the localization performance. Existing techniques to deal with NLOS measurements can be categorized into detection or mitigation techniques [12] . However, both categories focus on minimizing the negative effect on localization only after the measurement was made. Preferably, we do not want to make NLOS measurements at all because they add to the network traffic and are less useful for localization. By censoring, we want to reduce the network traffic while maintaining a good positioning accuracy and therefore it makes sense to select neighbors where the probability of a NLOS range measurement is very low. We call this NLOS avoidance.
In this paper we propose a novel censoring metric and algorithm for time-of-arrival based localization in NLOS environments. Our main contributions are as follows:
• We propose a novel censoring metric based on the Bayesian CRLB that takes into account the uncertainties of the neighboring users, the geometry and the link quality.
• In terms of computational complexity we consider the unscented transform [13] for a fast and accurate evaluation of the censoring metric, and a greedy algorithm for fast censoring.
• We enable NLOS avoidance by incorporating and tracking the LOS/NLOS state of the link between users in the censoring metric.
• We show that censoring in dense networks can result in better position estimation and faster convergence as compared to the uncensored case.
II. PROBLEM STATEMENT
A. System Model
Consider a wireless network in which the target user is connected to a number of neighboring nodes of which N anchors and M users. The position of the anchors is assumed to be exactly known to all users. The target node position is denoted by x t ∈ R η with η = 2, 3 for two or three dimensional localization, respectively. The neighboring nodes' positions are denoted by x k ∈ R η with k ≤ M for the users and M < k ≤ M + N for the anchors. In distributed cooperative localization, the target user's goal is to infer its position by sharing position information and making range measurements z k with the corresponding kth neighbor. The collection of all range measurements is denoted by z. The noise on the line-of-sight (LOS) measurements is assumed to be normally distributed with zero mean and standard deviation σ d . Furthermore, the prior distribution of the target is given by p 0 (x t ).
B. Distributed Localization Using Message Passing
It has been shown [4] , [14] that estimating the position of the users in a distributed manner can be accomplished by using message passing algorithms. With these iterative algorithms, a target user is able to find an approximation of the marginal distribution p t (x t |z) of its position, called the belief b t (x t ), by exchanging messages with neighboring nodes. Following the SPAWN implementation [4] of this approach, a user must perform the following actions during every iteration:
2) Make range measurements with neighbors.
3) Calculate belief b t (x t ) using neighboring beliefs 1 and range measurements z. 4) Broadcast belief. In step 3, we calculate the belief b t (x t ) by taking the product of messages m k (x t ) corresponding to the different neighbors.
where
is the measurement likelihood. The mean of the belief b t (x t ) corresponds to the MMSE estimate of the position of the target user [4] .
From the outlined procedure, it is clear that the network traffic can be regulated in step 2 and 4. When two-way-ranging is employed for ranging, the number of packets required for step 2 increases linearly with the number of neighbors. As a result, the bulk of the network traffic will be originating from step 2 in dense networks where the number of neighboring nodes is high. Following the terminology introduced in [6] , limiting the amount of range measurements in step 2 is called receive censoring, whereas withholding broadcasts in step 4 is called transmit censoring. 2 A simple example of transmit censoring would be withholding very uninformative beliefs from being broadcasted [6] . In this paper we will focus on receive censoring which corresponds to neighbor selection. This type of censoring can significantly reduce the network traffic in dense networks. Furthermore, with receive censoring, the complexity of calculating the belief in (1) reduces due to a lower number of messages. Both the reduced network traffic and computational complexity shorten the time required for localization and make censoring indispensable for real-time localization in dense networks.
III. CENSORING IN COOPERATIVE LOCALIZATION
A. Concept Fig. 1 shows a typical scenario where the target user is surrounded by a number of neighboring nodes; the ellipses represent the position uncertainty. The goal in censoring is that the target user selects a subset of K neighbors such that the positioning estimate, resulting from making measurements with these neighbors, is as accurate as possible. Because range measurements are made only with the selected neighbors, network traffic will be reduced. To identify a good selection of neighbors, a metric is required that correctly predicts the resulting accuracy, taking into account the geometry, the uncertainties and the link quality of the neighbors. The metric we propose is based on the Bayesian Cramér-Rao lower bound (BCRLB) [15] In contrast to the bound proposed in [6] , we do not consider the position of the neighboring users as nuisance parameters, because this leads to a bound that is too loose. This will be Fig. 1 . A target user with 6 neighboring nodes, of which the 6th node is an anchor. The uncertainty ellipses represent the 95% confidence interval. If we limit the number of neighbors that can be used for the localization of the target to K, then, which neighbors should we choose?
shown in Section III-B. Instead, we will derive a censoring metric that is inspired by a recent observation in [14] concerning the calculation of the belief b t (x t ). There, it was observed that by reordering the integrals in (1) and (2), the calculation of the belief b t (x t ) is equivalent with the marginalization of the joint posterior distribution of θ = [
In the derivation of the censoring metric, we will follow the same reasoning and first compute the BCRLB for the joint parameter set θ , from which we extract a bound on the estimation accuracy for the target position x t .
B. Censoring Metric
As was motivated in the previous subsection, we first formulate an expression for the Bayesian Cramér-Rao lower bound for the target and the M neighboring users jointly. It is wellknown [16] that the covariance matrix of an unbiased estimatê θ is bounded by the BCRLB as follows:
where Eθ [·] denotes the expectation over the distribution ofθ , the symbol denotes positive-semidefinite inequality and F −1 θ is the inverse of the non-singular Bayesian Fisher information matrix of θ . Equation (6) 
is positivesemidefinite and we obtain a bound on the covariance of any unbiased estimatex t :
It must be stressed that the matrix F t is -in general -not the same as the Bayesian FIM of x t . To make this distinction more clear we will call the matrix F t the marginal FIM of x t . By taking the trace of (7), we obtain a bound on the mean squared error (MSE) of the position estimatex t . Therefore, by selecting the set of neighbors corresponding to the lowest value for tr(F −1 t ), we can expect the lowest average positioning error. Hence, the trace of the inverse marginal FIM of x t will be our censoring metric. 3 To derive an expression for the marginal FIM F t , we first derive the η(M + 1) × η(M + 1) Bayesian Fisher information matrix (FIM) of θ . Assuming that p(θ|z) satisfies the regularity conditions 4 [16] , the Bayesian FIM F θ is defined as [15] :
with F nb the non-Bayesian FIM and F p a term related to the prior information of θ . Because the beliefs of the users are independent, the matrix F p will be block-diagonal with each η × η block equal to the Fisher information of the corresponding belief, i.e.,
The non-Bayesian FIM F nb of θ is compactly given as [17] :
and the η × η positive-semidefinite matrix H(
Using (10) and (11), the Bayesian FIM can be written as
The desired F −1 t is now obtained by taking the η × η upperleft block of F −1 θ . Rather than inverting the whole matrix F θ , however, we can take the Schur complement of the lower-right block of F θ in (16) , which exactly corresponds to the inverse of F −1 t (or simply F t ). Because of the regularity conditions on p(θ|z), n is positive-definite and (C + n ) −1 exists such that we can write:
Due to the linearity of the expectation operator, we obtainÃ = M+N k=1
Inserting this into (17) results in
In the last equation, we used the Woodbury identity, 5 which is allowed only if k and k have an inverse. This is true because the expected value results in an infinite sum of different rank one matrices, resulting in full rank and thus invertible matrices
In the special case the prior of the target and the beliefs of the neighbors are normally distributed, i.e., p 0 (
, we obtain a closed form expression for the terms t and k , i.e., t = −1
k . This results in the marginal FIM for the Gaussian approximation:
In comparison, in [6] , the modified Bayesian FIM is considered where the neighboring users' positions are treated as nuisance parameters. This corresponds to averaging out the Bayesian FIM for the target over the beliefs of the neighboring users, resulting in the MBFIMF t =Ã + t . However, this approach only takes an average over the different geometries, and does not account for the loss of information when a neighbor 5 The Woodbury identity is given by:
has uncertainty in its position. As a result, the bound in [6] is too loose. It can be shown that the proposed bound (7) is tighter than the bound in [6] by proving that F
t . The proof for this is given in the appendix.
Using the looser boundF −1 t as a censoring metric can result in the undesirable selection of a set of neighboring users with very large uncertainty just because they have a slightly better geometric configuration as compared to a set of anchors. In this paper, the effect of the unknown users' positions is correctly represented by first considering the joint parameter vector θ in the derivation of the Bayesian CRLB.
C. Unscented Transform for Fast Evaluation of the Censoring Metric
The evaluation of the marginal FIM F t (without the Gaussian approximation), proposed in the previous subsection, requires the calculation of the following terms:
These terms are all of the form E f (x) , where f is a non-linear function, such that a numerical evaluation of these expected values is computationally demanding. In [18] , the author considers a Monte Carlo approach for the calculation of t and k . Such a Monte Carlo approach could also be formulated for the calculation of k . However, because these methods rely on a large amount of samples, they remain numerically demanding. In this paper, we propose the use of the unscented transform (UT) [13] to accurately approximate the expected values. Consider the expected value E x f (x) , with the mean and covariance of the distribution 6 over x equal to μ and , respectively. Then, the UT requires 2η + 1 carefully selected points, called sigma points, to be evaluated by the non-linear function f . The sigma-points are given by:
with weights:
Consider the Cholesky decomposition of the positive definite matrix = LL T . The notation ( √ ) i denotes the ith column of L, and α and κ are design parameters that control the spread of the sigma points. Typical values are α = 10 −3 and κ = 3 − η when x is assumed Gaussian [13] . In [13] , it is shown that the mean (and covariance) of the random variable under a nonlinear transformation f can be approximated up to the second order by:
where Y i = f (X i ) are the transformed sigma points. Note that in the sigma point belief propagation (SPBP) algorithm [14] that we will use later in the simulations, the position estimation also requires the calculation of the Cholesky decomposition for all the covariances of the neighboring beliefs. 7 If we use the censoring metric in conjunction with the SPBP algorithm, these decompositions have to be calculated only once every iteration.
D. Greedy Censoring
Now that we have described the censoring metric by means of the marginal FIM F t in (18), we can return to the censoring problem where we wish to select K neighbors out of M + N possible neighbors such that the resulting positioning error is minimal. It is clear that this results in a combinatorial problem where we must evaluate tr(F −1 t ) for all C M+N K possible combinations of K neighbors. Unfortunately, in dense networks, the amount of combinations can become prohibitively large such that censoring this way would be too slow and too power consuming to be of any practical use.
Instead of evaluating every combination of K neighbors, we will use a greedy approach. This results in an iterative algorithm where we start with an empty set C representing the selected neighbors. In every iteration, we select the neighbor k (i) opt that, together with the already selected neighbors in C, minimizes the bound on the MSE of the target and add it to the set C. Using (18) , the selection in the ith iteration is represented by
withF
the marginal FIM using all neighbors in the set C at the ith iteration and F k the contribution to the marginal FIM resulting from the kth neighbor. More specifically, F k = k when the kth neighbor is an anchor and F k = (
when it is a neighboring user (see (18) ).
Notice that the different F k must only be calculated once at the beginning of the censoring algorithm. The algorithm is initiated 7 To be more precise, the SPBP approximates the expected value over the joint parameters θ using the UT. withF 0 = t and is terminated after K iterations, resulting in K selected neighbors. This approach requires
evaluations of the censoring metric which is, for large M + N, considerably lower than C M+N K . This number can be reduced even further by considering the following method to efficiently solve (30).
Let
and γ j be the eigenvalues of the positive
, respectively, in descending order for j = 1..η. Then, Weyl's inequality [19] states that
Using the above inequality, we obtain the following bound on the objective function in (30):
If we sort the neighbors by their largest eigenvalue ρ (k) 1 in descending order, the above inequality tells us that if we go through this sorted list, the bound on tr((F i−1 + F k ) −1 ) will monotonically increase. In a sense, the largest eigenvalue gives us an indication of how informative the neighbor is to the target. This is visually represented in Fig. 2 where an elliptical representation of the matrices F k is shown. 
Algorithm 1 Greedy Censoring
1: for k = 1 to M + N do 2: Calculate k = E x t ,x k 1 σ 2 d (x t −x k )(x t −x k ) T x t −x k 2 using UT. 3: F k = ( −1 k + k ) −1 for k ≤ M 4: F k = k for k > M 5: ρ (k) 1 = max(eig(F k )) 6:
13:
if c opt ≤ As a result, if we obtain a value for the objective tr((F i−1 + F k ) −1 ) that is below the bound (32) for some k , any neighbor in the sorted list subsequent to k cannot result in a lower value for the objective and we can stop the search for that iteration. This allows us to dynamically reduce the search space, resulting in a more efficient algorithm.
The resulting greedy censoring algorithm is outlined in Algorithm 1. Although this greedy approach does not guarantee the selection of the optimal set of neighbors, we will see in Section V that it comes very close.
IV. NLOS AVOIDANCE
The marginal Fisher Information matrix derived in the previous section is valid for line-of-sight (LOS) measurements only. For NLOS situations, more elaborate bounds can be obtained by considering the proper noise distributions for NLOS. However, due to the possible large bias in NLOS measurements, it is known that, for accurate localization, it is better to simply discard NLOS measurements. In terms of dealing with NLOS measurements, most works focus on the detection and mitigation of such measurements [12] . However, these techniques are performed after the measurements are obtained only. When concerned about network traffic and real-time positioning, NLOS measurements should better be avoided. In this section we will see that such NLOS avoidance can be obtained by a small adjustment to our censoring metric. Let c k ∈ {0, 1} be the connectivity indicator for the link between the target node and its kth neighboring node, where c k = 1 and c k = 0 correspond to LOS and NLOS, respectively, and the collection of all connectivity indicators is denoted by c.
Taking into account the uncertainty about the LOS/NLOS character of the links through c, we can reformulate the joint FIM in (8)
If we choose to discard the NLOS measurements from the estimation, 8 the joint posterior distribution of θ , given z and 8 We assume that the link states can be obtained by the user by means of a NLOS detection algorithm. Because we discard NLOS measurements, we do not need to know the NLOS error model. c, is formulated as
Taking the logarithm of the posterior distribution and averaging over the connectivity c yields
with p k = Pr(c k = 1) the predictive probability that the measurement with the kth node will turn out LOS. Inserting (35) in (33) allows us to construct the joint FIM, and following the same steps as in Section III-B, the marginal FIMF t corresponding to the target becomes:
In this formulation, we see that nodes with a low LOS probability p k contribute less to the FIM and will be chosen less likely for ranging during censoring. It is clear, however, that the formulation of p k will play a critical role. In this article we propose a simple prediction model based on the temporal properties of the link state.
A. Temporal Prediction
Without any knowledge of the radio propagation environment, the most logical method of predicting the LOS/NLOS property of a wireless link, is by considering previous measurements. We model this behavior as a Markov chain with two states 9 for the link: LOS and NLOS. An example state diagram is shown in Fig. 3 . Let p
T be the probabilities of the link state at timestep t for the link between the target and the kth neighbor. The link state at a subsequent time step can be predicted using the model: p
k the transition matrix defined by:
(37) 9 We do not consider a "not connected"-state because the target knows if the neighbors is connected when it received the neighbor's belief (see Section II-B). Using the above model, we can track the connectivity for every link between the target and its neighbors. In general, the transition matrix A (t) k will depend on the NLOS environment. Whenever a range measurement is made, a NLOS detection algorithm determines the current state of the link and the probabilities p (t) k are set accordingly. More specifically, consider a NLOS detection algorithm with a false alarm probability α and a miss probability β. When a LOS measurement is detected by the algorithm, the link state is set to p
T and when a NLOS measurement is detected we set p
T . Some NLOS detection algorithms can be found in [12] .
V. NUMERICAL RESULTS
A. Evaluation of the Bound
The first simulation is designed to evaluate the proposed bound. For this, we consider a 3D localization setup where the target user is connected with M = 6 neighboring users. The prior distribution of the target is p 0 (x t ) = N (0, σ 2 t I 3 ) with σ t = 0.5 m and the prior of mth neighbors N (μ m , σ 2 n I 3 ) with the different μ m located on one of the 6 vertices of an octahedron centered around the target with radius 20 m. Both the BCRLB computed with (19) , and the MBCRLB from [6] are compared with the mean squared error (MSE) of the estimates obtained by the SPBP algorithm [14] . From the simulation results, shown in Fig. 4 , there are a number of things that can be observed. First, it is apparent that the SPBP algorithm closely follows the proposed bound. For σ n = 0, the neighbors act as anchors and the bound coincides with the well-known non-cooperative CRLB [10] . A larger σ n results in decreased estimation accuracy as compared to the CRLB. Furthermore, for a very large σ d or σ n , the bound converges to tr( t ) = tr(σ 2 t I 3 ) = 0.75. This is expected because, as the measurements become noisier, or the neighbors more uncertain over their position, the estimation performance is dominated by the prior distribution. Another observation that can be made from this figure is the surprising result that the MBCRLB is approximately equal to the CRLB. Although the MBCRLB is computed using Monte Carlo integration over the beliefs of the neighbors, it can be observed that the MBCRLB is hardly affected by the changes in σ n (all four curves for σ n = {0 m, 0.2 m, 0.5 m, 5 m} coincide). This shows that the MBCRLB is too loose and should not be considered as a censoring metric.
B. Simulation of Dense Networks
Our second, much larger, simulation setup is designed to analyze censoring and comprises a dense network of 100 mobile users spread out uniformly over an area of dimensions w = 100 m and h = 100 m; within this area are 13 fixed anchors spread out evenly (see [4] ). To model the dynamics of the users, we use a discrete time white noise acceleration model [20] . The state of each user at time step t is represented with:
To ensure that the network remains dense, we randomly drop in a new user whenever an existing user has left the considered area. Further, because the white noise acceleration model leads to an ongoing increase in average speed, we included a drag force that decelerates the user at higher speeds. The drag forces F x and F y along the x and y-axis, respectively, are given by 
u k is white Gaussian (acceleration) noise with standard deviation σ a . Also, for notational convenience, we absorb the mass m in the coefficients of the forces. We use the following parameters in the simulations: F d /m = 0.06, a time step T = 1 s and σ a = 0.5. With these parameters, the speed of the users varies between 0 m/s and 3 m/s, with an average of 1.5 m/s, which corresponds to realistic pedestrian dynamics. The radio range of communication and ranging is set to 20 m and the error on LOS range measurements has a standard deviation σ d = 25 cm. Because of the motion and the limited radio range, the users will experience a constantly changing set of neighboring nodes. The priors of the users in this setup, that are used only in the first iteration to start the algorithm, are normally distributed with standard deviation σ p = 3 m. 10 In all simulations, position estimates are made using the SPBP algorithm described in [14] . The SPBP algorithm is limited to 4 iterations between every two time-step. Because the beliefs, and hence the optimal selections of neighbors change every iteration, censoring is performed every iteration at every time step. 
C. Censoring in LOS Environments
In the first censoring experiment, we evaluate the performance of cooperative localization after applying receive censoring. In the simulations, we compare our greedy censoring algorithm with the receive censoring algorithm proposed in [6] . For uncensored localization, range measurements were collected from all users resulting in an average number of 13 range measurements per iteration per user. For the censored schemes, a maximum of 4 range measurements per iteration per user was allowed. With this amount of censoring, the network traffic produced by ranging is reduced by nearly 70%. In Fig. 5 , the cumulative distribution function (CDF) of the position errors is shown for 10 tracks of 50 time steps each. It can be seen that the greedy censoring algorithm proposed in this paper significantly outperforms the receive censoring algorithm from [6] . More specifically, with the proposed algorithm 93% of all positioning errors are below 50 cm as compared to only 72% with the method from [6] . Notice that the discrepancy between both censoring methods can entirely be attributed to the difference in censoring metrics. The greedy algorithm itself is just a method of selecting the neighbors. In fact, the full combinatorial search gives the same performance as the greedy algorithm (not shown in the figure because the curves coincide). Also, it was observed that, for these simulation values, the anchors were almost always selected for ranging when using the proposed censoring metric. 11 With this in mind, we can reduce the complexity of the censoring, by automatically including the anchors in the combinatorial or greedy search.
Next, we analyze the effect of K, the number of neighbors considered during censoring. We expect that, as K increases, the performance will approach that of the uncensored case. In  Fig. 6 , the probability of a positioning error larger than 0.5 m is shown in the case without censoring, greedy censoring and receive censoring from [6] . It is apparent that, for both censoring methods, the outage probability decreases for increasing K, and that the greedy censoring consistently outperforms the receive censoring from [6] . More surprisingly, we observe that, using greedy censoring for K = 6, the outage probability is slightly lower than for the case without censoring.
This can be explained by considering the convergence rate of the two algorithms. In Fig. 7 , we show the root mean squared 11 The same was not observed using the censoring algorithm from [6] . error (RMSE) of the position estimates asfunction ofthe iteration index. From this figure, we observe that the uncensored case converges after 10 iterations only, whereas the censored case with K = 6 converges faster, after 4 iterations. Hence, as in our simulation setup, we consider only 4 iterations, the uncensored case will have a larger RMSE, and correspondingly a larger outage probability, because it has not converged yet. By increasing the number of iterations, the RMSE for the uncensored case will reduce, making the difference between the two cases smaller, but also increasing the computational complexity of the algorithms. However, it can be seen that the RMSE obtained without censoring after convergence remains higher than the RMSE obtained at the fourth iteration with censoring.
This somewhat counter-intuitive result can be understood from the properties of the message passing algorithm that SPBP is based upon. Associated with every message passing algorithm is a factor graph [21] over which the messages are defined. For cooperative localization, every user is represented by a node in the graph and whenever a range measurement is available between two users, the corresponding nodes are connected with an edge and a factor node, see [4] for more details. Whenever this graph is a tree, message passing results in the exact marginals. However, if the graph is not a tree, which is generally the case in cooperative localization, the algorithm only approximates the marginals and the more cycles are present in the graph, the less accurate the approximation will be because the beliefs become over-confident [22] . By limiting the number of neighbors, we limit the number of cycles in the factor graph. This explains why censoring can yield faster convergence and superior performance as compared to no censoring. However, because new neighbors are selected every iteration, new cycles are formed such that the performance gain with censoring is again nullified after a large number of iterations. Although we have made simulations with the SPBP algorithm only, we expect that a similar gain in convergence rate and performance will be observed using other localization algorithms based on message passing such as particle-based SPAWN or SLEEP [23] .
D. Censoring in NLOS Environments
Finally, we investigate the effect of NLOS on the performance of censored localization. With this aim, we simulate the state for each link using p
and A = [0.9 0.1; 0.1 0.9] as the transition matrix. In Fig. 9(a) and (b) , the relative frequency of the number of LOS measurements available to a user is shown in the LOS-only and the NLOS case, respectively. It can be seen that, using this transition matrix, on average 50% of the links are NLOS. In our simulations, we consider a perfect NLOS detector 12 and discard all received NLOS measurements.
In Fig. 8 , we observe that the presence of NLOS links has a strong negative effect on the localization accuracy. For example, the probability of an error larger than 0.5 m increases from 5% in the LOS-only case to 27% with NLOS; a difference 12 Because all NLOS measurements are discarded, it is not required to specify the NLOS error model. With a non-perfect NLOS detector not all NLOS measurements will be successfully identified and the localization algorithm must be able to deal with this. In Section IV-A it was explained how the censoring algorithm can be adapted to a non-perfect NLOS detector. of over 20%. However, when we consider greedy censoring with K = 4, and using the metric in (18), we see that the degradation in the NLOS environment is much larger, with an outage probability of 50% at 0.5 m. This is a result of the censoring metric in (18) that expects all links to be in LOS and as a consequence, it may select links that are very likely to turn out NLOS. In fact, it can be seen from Fig. 9 (c) that only 5% of the time all the 4 range measurements are in LOS. On average, less than 2 out of 4 measurements turn out LOS to the user with this approach, which explains the poor positioning accuracy. This degradation of the accuracy can be reduced by employing NLOS avoidance. In Fig. 8 we see that the degradation is much smaller when using the censoring metric in (36) designed to avoid NLOS measurements. In fact, with an outage probability of 29% at 0.5 m, the performance is comparable with uncensored positioning. From Fig. 9(d) , it can be observed that the NLOS avoidance method can successfully increase the number of LOS measurements made; on average, 3.36 out of 4 measurements are LOS.
From these results we can conclude that, as compared to regular censoring, NLOS avoidance yields improved performance while maintaining the same reduction in network traffic.
VI. SUMMARY AND CONCLUSION
In this article, we have studied the censoring problem in distributed cooperative localization. To solve this problem, we introduce a novel censoring metric based on the Bayesian Cramér-Rao lower bound that is able to predict the average estimation accuracy of the position estimate. This metric is used in a greedy censoring algorithm to identify the set of neighboring nodes that are most beneficial to the estimation of the target position. Simulation results show that this greedy algorithm not only significantly outperforms the state-of-the-art, but also that using less neighbors in cooperative localization can actually increase the convergence rate and the positioning accuracy as compared to using all neighbors when using message passing algorithms. Furthermore, the notion of NLOS avoidance is introduced. Rather than mitigating the negative effect of NLOS measurements, we try to avoid making NLOS measurements in the first place. This is achieved by including the predicted link quality (in terms of LOS/NLOS) into our censoring algorithm. Simulation results show that this adapted censoring algorithm is more likely to select high-quality links resulting in an increased performance. To summarize, censoring in dense networks is a fundamental feature for any practical system for cooperative localization. In this article we have proposed a theoretically sound censoring method that is both highly efficient and lowcomplex. 
Equation (43) can be obtained by showing that thatF
t is positive definite. This can be proven by using the rules for positive definite matrices 13 and notifying that
is a positive definite matrix.
