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Nel settembre 1999, la rivista “Business Week” aveva previsto che, 
la tecnologia delle reti di sensori, sarebbe stata una delle più 
importanti del 21° secolo. 
Dispositivi leggeri e poco costosi con più sensori integrati, connessi 
fra loro attraverso collegamenti wireless, con accesso ad internet e 
dispiegati in gran numero, forniscono opportunità senza precedenti 
per quanto riguarda il controllo ed il monitoraggio di case, città ed 
anche dell’ambiente. 
Inoltre, le reti di sensori forniscono la tecnologia per un’ampia 
gamma di sistemi nel campo della difesa, generando nuove 
potenzialità nella ricognizione e nel monitoraggio così come in altre 
applicazioni tattiche. 
Sensori piccoli e leggeri possono essere posizionati sul terreno, in 
aria, sott’acqua, nei corpi umani, nei veicoli ed all’interno degli 
edifici. 
Ognuno di essi ha una capacità di calcolo e può avere integrati 
sensori di vario tipo in grado di rilevare suoni, scosse sismiche, raggi 
infrarossi, campi magnetici, immagini, segnali radar. 
Un sistema di sensori in una rete, può rilevare e seguire veicoli 
terresti ed aerei, persone, agenti chimici e biologici, ecc. I sensori 
possono essere utilizzati per stabilire la posizione di un bersaglio e 





Inoltre inviano informazioni tramite il canale radio e le inviano ai 
nodi adiacenti insieme ai dati sulla loro posizione. Questo avviene 
tramite algoritmi di vario genere oppure attraverso un sistema GPS 
(Global Positioning System), in quanto la conoscenza della locazione 
dei nodi potrebbe essere un requisito essenziale per alcune 
applicazioni. 
In molte di esse non è strettamente necessario sapere la posizione 
esatta dei nodi, ma basta conoscere il numero di salti (hop) necessari 
a raggiungere il nodo base (quello che si occupa di ricevere tutti i 
dati dagli altri nodi della rete) e creare correttamente i percorsi per 
inoltrare i pacchetti. 
Gli ulteriori parametri di progetto di una rete sono la scelta della 
distanza fra i nodi, il loro numero, la loro posizione, la potenza di 
trasmissione. 
E’ necessario quindi utilizzare un simulatore che permetta di ricreare 
una rete di sensori e che consideri le limitazioni scritte in precedenza. 
 
L’obiettivo di questa tesi è simulare reti complesse e valutare le 
prestazioni al variare di alcuni parametri fondamentali tra i quali la 
distanza fra i nodi, le attenuazioni dell’ambiente di propagazione, il 






Il primo capitolo descrive i fondamenti necessari per lo sviluppo di 
questo progetto e presenta una visione generale delle reti di sensori 
raccontandone brevemente la storia e spiegandone le caratteristiche 
base. Lo scopo è capire come sono costituite, il loro funzionamento, i 
vantaggi, i problemi, le questioni aperte e paragonando questa nuova 
tecnologia con le reti radio tradizionali. 
 
Nel secondo capitolo vengono descritti gli scenari dei test, gli 
applicativi utilizzati, i parametri di configurazione. Alcuni applicativi 
possono fornire dati più o meno plausibili rispetto ad altri, oppure più 
o meno informazioni sulla rete. Inoltre le simulazioni al calcolatore 
seguono delle procedure diverse e forniscono risultati, a volte 
differenti, rispetto ad un monitoraggio e ad un’analisi dei dati 
ricavati da un sistema reale a causa delle inevitabili approssimazioni. 
E’ necessario quindi configurare il simulatore con dei parametri che 
rispecchino la situazione reale che di volta in volta vogliamo 
studiare. L’ambiente di lavoro utilizzato consiste in un nuovo sistema 
operativo (OS) chiamato TinyOS, implementato appositamente per le 
reti di sensori. Questo OS utilizza il linguaggio nesC con il quale 
sono programmati il sistema e le applicazioni per i sensori. 
 
Nella parte finale vengono invece descritti i risultati delle prove 





requisiti di progetto. Si tratta quindi di valutare la posizione dei 
sensori, le prestazioni dei protocolli di routing e la durata delle 
batterie dei nodi e della rete in termini di consumo energetico. 
 












La Reti di Sensori 
  




1.1. Cosa sono le reti di sensori 
Le recenti ricerche nelle comunicazioni wireless hanno permesso lo 
sviluppo di sensori multifunzionali, chiamati anche “mote”, di 
dimensioni ridotte, a basso costo e consumo che riescono a 
comunicare fra loro a brevi distanze. Questi piccoli sensori, che sono 
composti da una parte dedicata al rilevamento, una all’elaborazione 
dei dati ed una terza che si occupa della trasmissione, fanno capire le 
potenzialità di una rete di sensori wireless. 
Le reti di sensori possono essere usate per varie applicazioni, ad 
esempio mediche e militari. Per differenti aree di applicazione 
esistono differenti problemi tecnici che i ricercatori cercano 
costantemente di risolvere. 
Le reti di sensori rappresentano quindi un grande passo avanti 
rispetto ai sensori tradizionali dovuto alle loro caratteristiche, ma 
soprattutto alla loro versatilità. 
Una rete è composta da un gran numero di sensori disposti vicino o 
all’interno del fenomeno da studiare. La posizione dei nodi non 
necessita di essere predeterminata. Questo permette una distribuzione 
casuale anche in luoghi difficili da raggiungere. Per avere questi 
vantaggi è necessario che i protocolli di rete e gli algoritmi abbiano 
la proprietà di organizzarsi autonomamente. Un altro vantaggio delle 
reti di sensori è la cooperazione fra i vari nodi. I sensori sono 
equipaggiati con un processore ed invece di inviare il dato grezzo, 




utilizzano le loro capacità di elaborazione per effettuare semplici 
calcoli e trasmettere solo ciò che è richiesto e dati parzialmente 
elaborati. 
Le caratteristiche descritte fanno capire che le reti di sensori possono 
essere utilizzate in un gran numero di applicazioni. 
In ambito militare, ad esempio, il rapido schieramento, l’auto 
organizzazione e la tolleranza agli errori permettono di utilizzare 
questi sensori a scopo di intelligence, sorveglianza ed anche per 
sistemi di puntamento. In ambito medico invece è possibile 
monitorare costantemente un paziente. 
La realizzazione delle applicazioni per le reti di sensori necessita di 
specifiche tecniche di “networking” wireless. Sebbene siano stati 
proposti molti protocolli ed algoritmi per reti wireless tradizionali, 
questi non possono essere completamente adattati alle reti di sensori. 
Inoltre i sensori hanno limitata capacità di potenza, calcolo e 
memoria. 
 
1.1.1. Storia delle reti di sensori 
Come accade in molte tecnologie, lo sviluppo delle reti di sensori è 
nato per applicazioni a scopo militare. 
Le prime applicazioni risalgono agli anni ’50. Due esempi sono: il 
monitoraggio dei sottomarini sovietici tramite sensori che rilevavano 




e seguivano i segnali dei sonar ed una rete radar a scopo di difesa. 
Entrambi furono sviluppati nel periodo della guerra fredda. 
Successivamente questa tecnologia è stata utilizzata per applicazioni 
civili come ad esempio il controllo del traffico aereo. 
Queste prime reti di sensori adottavano un sistema di elaborazione 
gerarchico, nel quale il dato veniva elaborato in vari passi successivi 
prima di arrivare all’utente finale. 
La nascita della ricerca moderna può essere attribuita al programma 
DSN (Distributed Sensor Networks) della DARPA (Defence 
Advanced Research Projects Agency) che si occupava di verificare 
se il metodo di comunicazione, della neonata ARPANet (Advanced 
Research Projects Agency Network), fosse adatto alle reti di sensori. 
La rete dei test era composta da alcuni sensori a basso costo 
distribuiti su un’area di prova nella quale i nodi erano disposti in 
modo da riuscire a comunicare. I nodi collaboravano fra loro, ma 
operavano in modo indipendente: le informazioni passavano da 
ciascun nodo che si occupava di sfruttare al meglio l’informazione 
ricevuta. 
Sebbene i primi studiosi avessero in mente reti composte da un gran 
numero di piccoli sensori, la tecnologia per poter sviluppare 
dispositivi di dimensioni ridotte non era ancora disponibile. 
Fra gli anni ’80 e ’90, questo tipo di rete divenne un componente 
cruciale per i sistemi militari. Le reti di sensori furono migliorate in 




prestazioni in modo da poter rilevare e seguire un oggetto tramite 
osservazioni multiple, traendo vantaggio da un gran numero di 
rilevamenti e da bassi tempi di risposta. 
Le recenti tecnologie hanno permesso di produrre sensori piccoli ed a 
basso costo con capacità wireless e basso consumo, caratteristiche 
che hanno permesso di utilizzarli in ulteriori applicazioni. 
 
1.1.2. Come funzionano i mote 
 
Figura 1 – Il mote Mica2 utilizza 2 batterie AA per fornire energia 
alla CPU ed alla radio fino ad un anno. 




Il concetto di “mote” crea una nuova visione di computer, ma l’idea 
di base è veramente semplice: 
• Il nucleo di un mote è un piccolo microprocessore a basso 
costo e basso consumo. 
• Il calcolatore monitorizza uno o più sensori. E’ facile 
immaginare qualsiasi tipo di sensore, inclusi quelli per 
rilevare temperatura, luce, suoni, posizioni, accelerazioni, 
vibrazioni, peso, pressione, umidità, ecc. Non tutte le 
applicazioni necessitano di un sensore ma le applicazioni di 
rilevamento sono molto comuni. 
• Il calcolatore è connesso al mondo esterno tramite un 
collegamento radio. Il canale radio permette ad un mote di 
trasmettere ad una distanza massima di circa 60 metri. Il 
consumo energetico, le dimensioni ed i costi sono le barriere 
che non permettono di raggiungere distanze maggiori. 
Poiché il concetto fondamentale di mote è la piccola 
dimensione è normale che siano utilizzati trasmettitori che 
utilizzano bassa potenza. 
 
I mote possono usare sia le batterie, sia essere collegati alla rete 
elettrica. Data la piccola dimensione ed il basso consumo, è possibile 
pensare a fonti di energie alternative come quella solare oppure 
prodotta da un movimento o una vibrazione. 




Tutte queste parti devono essere disposte insieme in uno spazio più 
piccolo possibile. 
Possiamo pensare che in futuro i mote saranno grandi solo qualche 
millimetro. Per il momento, considerata la dimensione delle batterie 
e dell’antenna, le dimensioni sono quelle di un pacchetto di sigarette. 
 
1.1.3. Un mote tipico 
Il mote Mica2 è un prodotto disponibile sul mercato che è 
largamente usato da ricercatori e sviluppatori. Possiede tutte le 
caratteristiche tipiche di un mote e permette di capire cosa riesce a 
fare la tecnologia ai giorni nostri. Hanno una misura di 5,8 x 3,2 x 
0,7 mm per poter ospitare due batterie di tipo AA. 
 
 
Figura 2 – I componenti di un mote. 
 




Il mote Mica2 utilizza un processore Atmel 128L a 4MHz. Il 128L è 
un micro controller ad 8 bit con 128KB di memoria flash a bordo per 
ospitare il programma del mote. La CPU ha prestazioni simili ad una 
CPU 8088 utilizzata nei vecchi PC IBM (circa nel 1982). La grande 
differenza è che ATmega consuma solo 8mA quando è in funzione e 
solo 15µA in modalità "sleep". 
Il basso consumo permette ai mote Mica2 di funzionare per più di un 
anno con due batterie AA utilizzando un duty cycle appropriato. Una 
tipica batteria AA può produrre circa 1500mAh. A 8mA, l’ATmega 
può funzionare circa 150 ore senza interruzione. Di solito, il codice è 
scritto in modo che la CPU rimanga in modalità “sleep” per il 
maggior tempo possibile, permettendo una durata delle batterie 
notevolmente superiore. Ad esempio un mote può stare 10 secondi in 
modalità “sleep”, poi accendersi e controllare il suo stato per alcuni 
microsecondi e poi tornare nuovamente in modalità "sleep". 
Il mote Mica2 è equipaggiato con 512MB di memoria flash per 
contenere i dati. Dispone anche di un convertitore A/D a 10 bit per 
poter campionare i dati rilevati. Sensori di vario tipo disposti su 
schede figlie possono essere collegate al mote. 
Il componente finale di un mote Mica2 è la radio. Ha un raggio di 
qualche decina di metri e può trasmettere circa 40Kb al secondo. 
Quando la radio è spenta, consuma meno di 1µA. In fase di ricezione 
consuma invece 10mA, mentre in trasmissione fino a 25mA. Si 




capisce quindi che ridurre l’utilizzo della radio è uno dei metodi per 
aumentare la durata delle batterie. 
Tutti questi componenti messi insieme formano un mote Mica2. Il 
software di un mote Mica2 è sviluppato su un sistema operativo 
chiamato TinyOS descritto in seguito. 
 
1.1.4. Fattori di progetto 
I nodi sono di solito distribuiti su una certa area come in Fig. 3. 
Ognuno di questi ha la capacità di acquisire dei dati ed instradarli al 
collettore o “sink”. I dati sono instradati verso il sink tramite una 
tecnica multihop. Questa permette di inviare dati a distanze maggiori 
di quella di un singolo trasmettitore utilizzando più “salti” come si 
può vedere in Fig. 3. Il progetto della rete è influenzato da diversi 
fattori, fra i quali la tolleranza ai guasti, la scalabilità, i costi di 
produzione, le condizioni di funzionamento, la topologia della rete, 
l’hardware, il mezzo di trasmissione ed il consumo energetico. 
Finché questi requisiti rimangono stringenti e specifici per le reti di 
sensori, sono necessarie nuove tecniche di networking wireless. 
 





Figura 3 – Disposizione dei sensori nello scenario da monitorare. 
 
Tolleranza ai guasti — Alcuni nodi possono non funzionare più per 
la mancanza di alimentazione, a causa di una rottura oppure per un 
disturbo sul canale. La rottura di un sensore non dovrebbe 
condizionare il funzionamento generale del resto della rete. 
L’affidabilità di un nodo è modellata utilizzando la distribuzione di 
Poisson per determinare la probabilità di non avere un guasto in un 
intervallo di tempo (0, t): 
   	
 
 
Dove λk è la frequenza media di guasto del nodo k e t è il periodo. 
 




Scalabilità — Il numero dei sensori utilizzati per studiare un 
fenomeno può essere dell’ordine di un centinaio o un migliaio. 
Bisogna quindi studiare nuovi metodi per gestire un numero così 
grande di nodi che possono essere disposti anche a brevi distanze. In 
questo caso, infatti, un nodo può comunicare con più nodi adiacenti. 
 
Costi di produzione — Poiché una rete di sensori consiste in un gran 
numero di dispositivi, il costo del singolo nodo è molto importante 
per valutare il costo totale di tutta la rete. Infatti, se il costo diventa 
più grande rispetto ad utilizzare dei sensori tradizionali, non avrebbe 
senso utilizzare una rete di sensori. Il costo dei sensori deve essere 
mantenuto molto basso. L’obiettivo è quello di riuscire ad abbassare 
il costo di un singolo nodo ad un dollaro. 
 
Caratteristiche hardware — Un nodo è composto da quattro 
componenti di base, come illustrato in Fig. 4: l’unità di rilevamento, 
l’unità di elaborazione, il trasmettitore/ricevitore e l’alimentazione. I 
componenti di rilevamento sono di solito composti da due sotto 
unità: il sensore ed il convertitore A/D. L’unità di elaborazione 
gestisce le procedure che permettono al nodo di interagire con gli 
altri e di eseguire i task assegnati. La radio connette i nodi alla rete, 
mentre la parte relativa all’alimentazione è una di quelle più 
importanti. 





Topologia della rete — Centinaia o migliaia di nodi sono distribuiti 
su una certa area da monitorare. La densità può arrivare a circa 20 
nodi/m3. Una così alta densità necessita di particolari accortezze per 
ottenere una corretta gestione. 
Possiamo suddividere il problema in 3 parti: 
• Fase di pre schieramento e schieramento. I sensori possono 
essere gettati in massa su una certa superficie oppure disposti 
uno per volta secondo un certo ordine prefissato. 
• Fase di post schieramento. Dopo aver posizionato i nodi, la 
topologia può cambiare per vari motivi fra i quali la 
posizione, la raggiungibilità (dovuta a rumori, oggetti in 
movimento, ecc), l’energia disponibile, il malfunzionamento. 
• Schieramento di nodi aggiuntivi. Altri nodi possono essere 
aggiunti alla rete in qualsiasi momento per rimpiazzare quelli 
che non funzionano più oppure per compiere operazioni 
aggiuntive. 
 
Ambiente — I sensori devono poter funzionare in modo autonomo in 
diversi ambienti remoti. Potrebbero dover lavorare all’interno di 
macchinari, in fondo all’oceano, in ambienti contaminati 
biologicamente e chimicamente, in una casa, ecc. 
 




Mezzo trasmissivo — In una rete multihop, i nodi sono collegati 
tramite un canale wireless. La maggior parte dei dispositivi hardware 
si basa su circuiti a RF che operano sulla banda ISM intorno ai 
916MHz. 
 
Consumo energetico — I sensori wireless possono essere 
equipaggiati con una sorgente di energia limitata. In alcune scenari 
applicativi, potrebbe essere impossibile rimpiazzare la sorgente 
energetica, pertanto la vita del nodo ha una forte dipendenza con la 
durata delle batterie. 
All’interno della rete multihop, ogni nodo ha due funzioni: originare 
i dati ed instradarli. Il malfunzionamento di alcuni nodi può cambiare 
significativamente la topologia della rete che necessita di una 
riconfigurazione. 
I consumi energetici possono essere suddivisi in tre parti principali: 
rilevamento, comunicazione, elaborazione dati. 
 
1.1.5. Architettura delle reti di sensori 
Come in molte architetture di rete, l’astrazione di base è il “layer”. 
Lo stack di rete del TinyOS differisce da quello tradizionale di 
Internet: 
• I layer fanno abbondante uso del “cross layering” che 
consente di ottimizzare le prestazioni sfruttando le 




informazioni dei livelli più bassi. In questo modo è possibile 
aumentare il throughput e diminuire il consumo energetico. 
• La gestione della potenza è presente in varie forme su diversi 
layer. 
 
Nel TinyOS, lo stack della rete può essere suddiviso in quattro layer 
principali: fisico, link/MAC, forwarding/routing, applicazione. 
Inoltre lo stack di rete si occupa di altre due operazioni che non sono 
presenti nel routing Internet: la gestione energetica e la stima della 
qualità del collegamento.  




1.2. Medium Access Control Layer 
Il protocollo MAC in una rete wireless multihop auto configurante 
deve raggiungere due obiettivi. Il primo è la creazione di 
un’infrastruttura di rete. Poiché molti nodi sono distribuiti in un certo 
spazio, il MAC deve essere in grado di stabilire i collegamenti di 
comunicazione per la trasmissione dei dati. Questo forma 
l’infrastruttura di base necessaria per comunicazioni wireless hop by 
hop e fornisce alla rete l’abilità di auto configurarsi. 
Il secondo obiettivo è quello di condividere le risorse di 
comunicazione fra i nodi in modo ragionevole ed efficiente. 
 
I protocolli MAC esistenti non possono essere utilizzati nelle reti di 
sensori. Ad esempio, nelle reti wireless 802.11, l’access point (AP), è 
collegato alla rete cablata oppure può funzionare da ripetitore 
comunicando con un altro AP, mentre il “nodo” mobile è distante 
solamente un singolo hop dall’AP. Pertanto l’obiettivo del MAC è di 
mantenere alta la qualità di servizio (QoS) e l’efficienza di banda. Il 
consumo energetico assume un’importanza secondaria in quanto 
l’AP ha fonte energetica praticamente illimitata e gli utenti finali 
possono ricaricare o sostituire le batterie dei loro dispositivi. 
Uno schema del genere è praticamente inutilizzabile per una rete di 
sensori perché non esiste nessun agente di controllo come un AP. 
Questo fa sì che la sincronizzazione della rete sia un problema 




rilevante. Inoltre la durata della vita della rete, dovuta principalmente 
all’esaurimento delle batterie, è di primaria importanza. 
I MAC proposti finora per le reti di sensori, ricadono essenzialmente 
in due categorie: ad allocazione fissa (fixed allocation) e ad accesso 
casuale (random access). 
La distinzione principale è fra TDMA (Time Division Multiple 
Access) e CSMA (Carrier Sense Multiple Access) per negoziare 
l’accesso al canale. Ci focalizzeremo sulle implementazioni basate su 
CSMA poiché, sebbene siano stati proposti alcuni protocolli TDMA, 
questi non sono disponibili nelle implementazioni che sono integrate 
negli esistenti protocolli multihop di routing. 
Vediamo di seguito alcuni tipi di MAC. 
 
Carrier Sense Multiple Access (CSMA) 
Il protocollo CSMA prevede che un nodo, prima di inviare un 
pacchetto, ascolti il canale per essere sicuro che sia libero e quindi 
per evitare di generare collisioni. Se il canale risulta libero, il 
pacchetto viene inviato. Altrimenti il nodo attende un periodo di 
tempo casuale (backoff) e ricontrolla che il canale sia libero. Se 
anche in questo caso non lo fosse, viene effettuato un ulteriore 
backoff. 
Il solo protocollo CSMA non è sufficiente per impedire che si 
verifichino conflitti. Il mittente non è in grado di rilevare delle 




collisioni, mentre il ricevente non può distinguere una collisione da 
un altro tipo di errore. L’unica possibilità è quella di mettere il nodo 
ricevente in condizione di rilevare un errore di frame ed invocare una 
procedura di recupero. Per questo motivo, per reti wireless, viene 
utilizzato il CSMA/CA (Carrier Sense Multiple Access with 
Collision Avoidance). Il dispositivo che vuole trasmettere un dato 
invia un messaggio al destinatario per informarlo ed attende una sua 
risposta che dia il via libera alla trasmissione. Per ovviare alle 
possibili collisioni dei messaggi inviati da due o più dispositivi 
contemporaneamente, gli stessi provvedono a ritrasmettere il 
messaggio dopo un tempo casuale. 
 
Il protocollo MAC per le reti di sensori deve essere in grado di 
supportare un traffico variabile ma altamente correlato e 
tendenzialmente periodico. Come riportato da varie simulazioni, i 
periodi di ascolto costanti sono efficienti da un punto di vista 
energetico e l’introduzione di un ritardo casuale fornisce una certa 
robustezza contro le collisioni. 
Questo tipo di approccio si basa su un protocollo che rileva ed evita 
le collisioni fra i pacchetti. Queste sono rilevate tramite pacchetti 
ACK e possono essere parzialmente evitate utilizzando pacchetti 
RTS/CTS (Request-To-Send/Clear-To-Send). 
I maggiori vantaggi di questo protocollo sono: 




• Flessibilità in termini di variazioni nella topologia della rete 
e nella velocità di segnalazione. 
• Non è necessaria una perfetta sincronizzazione fra i 
dispositivi. 
D’altra parte i maggiori svantaggi sono collegati alle possibilità di 
conflitti sul mezzo ed alla mancanza di un meccanismo di gestione 
energetica: 
• Le collisioni aumentano il numero di ritrasmissioni e 
diminuiscono la capacità del canale. 
• E’ richiesto l’utilizzo di pacchetti RTS/CTS per evitare le 
collisioni oppure pacchetti ACK per determinare se è 
avvenuta una collisione. 
• La gestione energetica è difficile. Inserire un duty cycle nei 
protocolli basati su CSMA richiede sia uno scheduling 
temporale che una sincronizzazione nel tempo. In mancanza 
di un meccanismo del genere, i mote restano sempre in 
ascolto sul canale, consumando inutilmente energia. 
 
Time Division Multiple Access (TDMA) 
Nel TDMA, un singolo canale in frequenza è diviso in più slot 
temporali. Ogni slot temporale è associato ad un differente mote che 
richiede l’accesso al mezzo. Questo approccio permette di evitare le 
collisioni fra i pacchetti poiché ogni dispositivo trasmette ad un 




tempo diverso dagli altri. Inoltre si ottiene anche un risparmio 
energetico in quanto il dispositivo è acceso solo nel momento in cui 
deve trasmettere o ricevere un dato. 
Gli svantaggi principali nell’utilizzare l’approccio TDMA nelle reti 
di sensori sono la necessità di una sincronizzazione molto precisa e 
l’allocazione di una banda fissa ad ogni nodo. 
E’ stata anche proposta una versione ibrida nella quale la 
trasmissione è programmata utilizzando gli slot temporali, ma sono 
comunque possibili collisioni sui pacchetti e conflitti sul mezzo. I 
conflitti sul mezzo vengono ridotti assegnando differenti slot 
temporali a differenti gruppi di mote evitando, allo stesso tempo, la 
complessità in termini di sincronizzazione temporale che una 
normale soluzione TDMA richiederebbe. Ad ogni modo, l’attuale 
implementazione permette solamente una comunicazione a senso 
unico verso la radice dell’albero di routing. Alcune applicazioni 
hanno invece bisogno di comunicazioni multicast e broadcast. 
 
Stati di risparmio energetico 
Indipendentemente dal MAC utilizzato nelle reti di sensori, è 
necessario che i nodi supportino degli stati di risparmio energetico. 
L’idea più ovvia è quella di spengere la radio quando non è 
utilizzata. Sebbene questo sistema permetta un grande risparmio 
energetico, un importante punto da non sottovalutare è che i nodi 




comunicano fra loro inviando pacchetti dati piuttosto corti. Più i 
pacchetti sono corti, maggiore è l’energia spesa in fase di avvio. 
Infatti, se spengiamo casualmente la radio durante ogni slot 
temporale libero, oltre un certo periodo di tempo, possiamo spendere 
più energia rispetto che a tenere la radio sempre accesa. Quindi 
un’operazione in modalità di risparmio energetico diventa 
vantaggiosa solo se il tempo speso in questa modalità è maggiore di 
una certa soglia. E’ possibile pensare a diversi stati di risparmio 
energetico dipendenti dal processore, dalla memoria, dal convertitore 
A/D, dal ricetrasmettitore. Ognuno di questi stati può essere 
caratterizzato dal suo consumo energetico e dalla potenza spesa per 
passare da uno stato all’altro. 
  




1.3. Routing Layer 
Sono necessari speciali protocolli multihop di routing wireless fra i 
nodi ed il sink. Di solito le tecniche di routing ad hoc non hanno le 
caratteristiche richieste dalle reti di sensori. 
I protocolli multihop sono largamente usati nelle reti di sensori in 
quanto, utilizzando sistemi multihop, i nodi sono capaci di inoltrare i 
pacchetti oltre il raggio di trasmissione della propria radio a bassa 
potenza. 
Nell’albero di routing multihop, ogni nodo della rete mantiene una 
tabella contenente l’elenco dei nodi migliori ai quali inviare i propri 
dati in modo che questi arrivino al sink. Ogni nodo ne ha uno padre 
dal quale riceve i dati da inviare al sink, mentre il protocollo di 
routing decide quale nodo debba avere questo ruolo e quando è 
necessario cambiare i nodi padre. I più recenti protocolli multihop 
basano la strategia di routing sul numero di hop e stimano la qualità 
dei collegamenti. 
Si possono trovare percorsi efficienti basandosi sulla potenza 
disponibile (PA) nei nodi o sull’energia richiesta (α). 
 
Percorso con massima potenza disponibile (PA - Available 
Power) 
Ogni nodo ha a disposizione una certa potenza di trasmissione. 
Pertanto andiamo a valutare la somma di tutte le PA lungo un 




determinato percorso. Fra tutti quelli considerati andiamo a prendere 
quello che ha maggiore PA totale. 
 
Percorso con minima energia (ME – Minimum Energy) 
Ogni hop ha un costo energetico. Pertanto sommando i costi 
energetici di tutti gli hop, andiamo a scegliere il percorso che spende, 
in totale, la minore energia per trasmettere i pacchetti dati dal sensore 
al sink. 
 
Percorso con minor numero di hop (MH – Minimum Hop) 
Il percorso che fa meno hop, per raggiungere il sink, è quello che 
andiamo a scegliere. Notiamo che la scelta del percorso utilizzando 
ME o MH è la stessa nel momento in cui l’energia spesa è la 
medesima per ogni link. Pertanto quando i nodi trasmettono in 
broadcast con la stessa potenza, senza nessun controllo su 
quest’ultima, il percorso scelto da ME e MH è lo stesso. 
 
Data Centric Routing 
Un sensore comunica agli altri nodi che un certo dato è disponibile, 
questi inviano tale informazione in broadcast ed attendono una 
richiesta dal nodo interessato. 
Il routing Data Centric richiede degli attributi e non un dato da un 
particolare nodo. Ad esempio “l’area dove la temperatura è oltre 




20°C” è una richiesta molto più comune a vari nodi rispetto alla 
richiesta di una lettura da un singolo sensore. 
  




1.4. MAC e Routing nelle reti di sensori 
Abbiamo introdotto alcuni concetti generali su protocolli MAC, di 
routing e di gestione energetica. Sfortunatamente solo alcuni 
protocolli possono essere implementati su piattaforma TinyOS ed 
hanno un’implementazione abbastanza matura e robusta per poter 
essere integrati ed utilizzati nei test. Pertanto l’utilizzo è limitato 
principalmente a due protocolli MAC (BMAC e SMAC) ed a tre 
differenti protocolli di routing (Route, MINTRounte e 
ReliableRoute). Sia BMAC che SMAC implementano schemi di 
controllo energetico a livello MAC. Sono entrambi basati su schemi 
che permettono di evitare le collisioni fra i pacchetti ed integrano un 
sistema di gestione energetica. 
Molte applicazioni per reti di sensori richiedono che la rete funzioni 
per mesi oppure anni senza dover sostituire le batterie. Per 
raggiungere questa durata, è necessario che i dispositivi rimangano, 
per molto tempo, in uno stato che permetta loro di consumare poca 
energia (“sleeping”). Il dispositivo entra in funzione solamente 
quando è necessario compiere una determinata operazione come 
rilevare, ricevere e trasmettere un dato. Questo duty cycle necessita 
di adattarsi a differenti velocità trasmissive specifiche per ogni 
applicazione ed a differenti dimensioni della rete. 
La gestione energetica è di solito gestita a livello MAC ed esistono 
diversi protocolli basati sulla contesa appositamente sviluppati per le 




reti di sensori che introducono un duty cycle in modo da risparmiare 
energia. Alcuni protocolli come il BMAC, implementano uno 
schema di risparmio energetico che aumenta la lunghezza del 
preambolo (quindi aumenta il costo di trasmissione) ma riduce i costi 
per l’ascolto facendo in modo che i nodi restino in ascolto dei 
pacchetti trasmessi, solo una volta per la durata del preambolo. In 
questo caso i nodi consumano comunque energia rilevando anche i 
messaggi destinati agli altri nodi. 
 
1.4.1. Protocolli MAC 
BMAC 
BMAC è il protocollo standard, basato sulla contesa, del TinyOS ed 
è quello che abbiamo utilizzato nelle nostre prove. BMAC gestisce il 
controllo energetico attraverso modalità di ascolto a basso consumo. 
La lunghezza raccomandata per un preambolo BMAC è di 100ms. 
Nei mote Mica2 con radio CC1000, BMAC supporta un 
riconoscimento di un ACK sincrono che richiede solo qualche bit 
aggiuntivo alla fine di ogni pacchetto da trasmettere. Questo dipende 
dalle capacità del nodo che trasmette e di quello che riceve di 
commutare rapidamente i ruoli (la radio che ha trasmesso entra in 
modalità di ricezione in attesa di un ACK, mentre il nodo che riceve 
entra in trasmissione per inviare l’ACK) alla fine della trasmissione 




di un pacchetto e di rimanere sincronizzati prima che qualsiasi altro 
nodo possa rilevare un canale libero ed iniziare a trasmettere. 
BMAC non si occupa di effettuare ritrasmissioni utilizzando schemi 
RTS/CTS. 
Nel BMAC ogni mote ascolta qualsiasi pacchetto trasmesso. Questa 
caratteristica permette, ai protocolli che lavorano ai livelli alti, di 
stimare la qualità del collegamento. 
Non si può assumere che un singolo set di parametri possa 
funzionare con ogni possibile applicazione e nemmeno rendere 
BMAC un protocollo fisso per quelli che girano a livelli superiori. 
Infatti, BMAC offre un controllo ai protocolli ai livelli sopra di esso, 
permettendo a quelli di routing ed applicativo di variare alcuni 
parametri come la durata dell’ascolto a basso consumo oppure il 
numero ed il tipo di ritrasmissioni utilizzate. L’idea è quella di fare 
un’ottimizzazione cross layer senza imporre particolari API 
all’utente finale. Sfortunatamente i livelli di routing implementati 
non fanno uso di questa particolarità. 
Per evitare le collisioni, il protocollo deve essere in grado di 
determinare se il canale è libero. BMAC utilizza una funzione logica 
Clear Channel Assessment (CCA) che determina lo stato di utilizzo 
di un canale wireless e fa in modo che i nodi attendano un periodo di 
tempo casuale prima di trasmettere nel caso che il canale sia 
occupato (backoff). 




Poiché il rumore è sempre diverso e dipende dagli ambienti, BMAC 
implementa un controllo del guadagno via software. Vengono 
prelevati campioni sulla potenza del segnale nel momento in cui si 
ritiene che il canale sia libero (ad esempio subito dopo aver 
trasmesso un pacchetto). Questi vengono successivamente elaborati 
e, una volta ottenuta una buona stima del canale wireless, può 
iniziare la trasmissione dei pacchetti. Questo metodo a soglia 
produce risultati con un gran numero di falsi negativi che limitano la 
banda del canale. Poiché il rumore varia significativamente, mentre 
l’energia spesa per trasmettere un pacchetto rimane praticamente 
costante, BMAC cerca di rilevare grandi differenze nel segnale. In 
questo caso BMAC ritiene che il canale sia solo affetto da rumore e 
che non vi sia alcuna trasmissione in corso, pertanto il canale è 
ritenuto libero. Se vengono presi cinque campioni senza differenze 
significative nella variazione del segnale, allora il canale è 
considerato occupato. 
BMAC regola il duty cycle della radio attraverso un campionamento 
periodico del canale (LPL: Low Power Listening). Ogni volta che un 
nodo si accende, accende la radio e controlla se ci sono trasmissioni 
in corso. Se viene rilevata una qualunque attività, il nodo rimane 
acceso per il tempo necessario a ricevere il pacchetto. Dopo la 
ricezione, il nodo torna nuovamente in modalità “sleep”. Se non 




viene ricevuto alcun pacchetto (falso positivo), un timeout forza il 
nodo ad entrare in modalità “sleep”. 
Gli autori del BMAC dichiarano che il loro protocollo riesce a far 
arrivare a destinazione il 98,5% dei pacchetti. Effettuando alcuni test 
si può capire come una così bassa perdita si possa ottenere solamente 
in condizioni ottimali. In molti casi le prestazioni sono assai peggiori 
anche condizioni di traffico piuttosto basse. 
 
SMAC 
Il protocollo SMAC è di tipo TDMA o FDMA e permette ai nodi di 
rilevarne altri vicini e stabilire programmi di trasmissione/ricezione 
senza l’utilizzo di nessun nodo master. In questo protocollo, la 
rilevazione dei nodi vicini e le fasi di assegnazione del canale sono 
combinate in modo che, al momento in cui i nodi ascoltano quelli 
vicini, riescano a formare una rete interconnessa. Un link di 
comunicazione consiste in una coppia di slot temporali che operano 
ad una frequenza casuale ma fissata. Questa è un’opzione flessibile 
per le reti di sensori poiché l’ampiezza di banda disponibile è assai 
maggiore del massimo rate trasmissivo dei sensori. Questo schema 
non necessita di alcuna sincronizzazione globale della rete, anche se i 
nodi adiacenti necessitano di essere sincronizzati nel tempo. SMAC è 
un protocollo basato su contesa che aggiunge a livello MAC la 
gestione energetica, la ritrasmissione a livello link, la soppressione 




dei pacchetti duplicati, la prevenzione del terminale nascosto 
utilizzando RTS/CTS e stima della qualità del collegamento. 
Lo schema di controllo energetico si basa su programmi condivisi fra 
piccoli gruppi di mote vicini. Alcuni mote seguono più di un 
programma contemporaneamente e pertanto sono capaci di inoltrare i 
pacchetti da un nodo vicino ad un altro. 
Lo schema di gestione dell’energia cerca di minimizzare i consumi 
limitando l’ascolto delle trasmissioni di altri mote. I mote entrano in 
modalità “sleep” quando rilevano un pacchetto che non è destinato a 
loro ed i vicini rimangono inattivi nel periodo nel quale la loro 
attivazione non è in programma. 
E’ possibile ottenere un risparmio energetico facendo in modo che i 
sensori si accendano ad un tempo casuale durante la fase di 
connessione e spegnendo la radio quando gli slot temporali non sono 
occupati per la trasmissione/ricezione. 
Contrariamente a BMAC, SMAC non dà alcuna possibilità ai livelli 
più alti di cambiare i parametri MAC, ma considera, come nel 
routing Internet, che ogni livello sia completamente separato ed 
indipendente dagli altri. 
 
1.4.2. Protocolli di Routing 
I tre differenti protocolli di routing principali differiscono in termini 
sia dell’algoritmo di routing che nei servizi che forniscono. Route 




cerca di minimizzare il numero di hop che ogni pacchetto deve 
attraversare. D’altra parte, MINTRoute e ReliableRoute instradano 
il traffico basandosi sulle stime della qualità dei link per cercare di 
massimizzare la probabilità che un pacchetto sia recapitato. 
 
Route 
Route era il protocollo standard nel TinyOS 1.1.0 ed è stato 
soppiantato da MINTRoute. Route effettua delle stime sulla qualità 
del collegamento ma basa le decisioni di routing più che altro sul 
numero di hop. La stima della qualità del link viene usata 




MINTRoute è il nuovo protocollo di routing. Rispetto al precedente, 
MINTRoute basa le decisioni di routing più sulla qualità del link che 
sul numero di hop. Le stime sulla qualità del link per inviare e 
ricevere sono utilizzate per scegliere un parent che minimizzi il 
numero di trasmissioni ipotizzate per raggiungere la radice della rete. 
In letteratura sono riportati notevoli miglioramenti di prestazioni 
dovuti a questo protocollo. Inoltre MINTRoute aggiunge a Route un 
meccanismo di stabilizzazione della topologia per evitare frequenti 
cambi di parent. 




Il progetto e l’implementazione di MINTRoute implica alcune 
assunzioni che lo rendono inappropriato in certe condizioni. Ad 
esempio, MINTRoute ipotizza la capacità di ascoltare qualsiasi 
pacchetto dai nodi vicini. Questo rende problematico utilizzare 
MINTRoute con un MAC che non è conforme a questa specifica 
(come SMAC che prevede ACK ma non a livello MAC). 
 
ReliableRoute 
ReliableRoute utilizza lo stesso algoritmo di routing di MINTRoute 
ma implementa ritrasmissioni link-level. Ad ogni modo, non 
implementa la soppressione dei pacchetti duplicati per fornire dei 
risultati validi di throughput end to end. Di default, ReliableRoute 
effettua fino a 5 ritrasmissioni. 
ReliableRoute effettua la ritrasmissione dei pacchetti basandosi su 
informazioni ACK che si aspetta di ricevere dal livello MAC e 
pertanto non funziona con nessun protocollo che non è conforme a 
queste specifiche (come SMAC che non permette ai nodi di ascoltare 
messaggi destinati ad altri). 
 
ReliableRouteLowPower 
ReliableRouteLowPower configura i nodi per avere un duty cycle. 
Perché ciò sia possibile è necessario un preambolo più lungo per 
evitare problemi di sincronismo. Questo permette quindi alla rete di 




rimanere sincronizzata. Questo protocollo funziona come 
ReliableRoute, quindi non implementa la soppressione dei duplicati 
ed effettua fino a 5 ritrasmissioni. 
  




1.5. Applicazioni Surge e Surge Reliable 
Le applicazioni Surge e Surge Reliable sono esempi di applicazioni 
multihop che abbiamo utilizzato nei test. 
Surge preleva le letture da un sensore ed invia il dato al nodo base 
(nodo 0) attraversando la rete. Utilizza il protocollo di routing Route 
descritto in precedenza. 
Surge Reliable si basa sul protocollo di routing MINTRoute, 
anch’esso descritto in precedenza. 
Ogni nodo controlla alcuni nodi vicini e seleziona il migliore come 
padre per inoltrare il messaggio alla base station. 
Esistono due versioni di MINTRoute: 
• LowPower: 
- I nodi mantengono un duty cycle. La durata delle batterie 
è notevolmente maggiore rispetto a quando i nodi 
rimangono sempre accesi. 
- I messaggi hanno un preambolo più lungo per mantenere 
la sincronizzazione. 
• Reliable: 
- I nodi rimangono sempre accesi. 
- La corretta ricezione di un messaggio viene confermata 
con un ACK. In caso di esito negativo, il messaggio 
viene ritrasmesso fino a 5 volte. 
 




I componenti del protocollo MINTRoute sono: 
Routing Table Una lista di nodi vicini, informazioni di 
routing e qualità. 
Table Manager Aggiunge e toglie i nodi vicini dalla tabella 
di routing. 
Estimator Calcola i collegamenti con i nodi vicini 
basandosi sul numero di hop dalla stazione 
base, dalla potenza di segnale, dal numero di 
sequenza, ecc. 
Parent Selector Decide a quale parent inoltrare il dato. 
Cycle Detector Rileva e rimuove i cicli. 
Timer Invia periodicamente in broadcast la 
qualità/costo e ricalcola la selezione dei 
parent. 
Power Management Mette i mote in modalità sleep il più spesso 
possibile. 
 
MINTRoute ha le seguenti caratteristiche: 
• Tenta di ottimizzare la percentuale di successo ipotizzata. 
• Ogni nodo ne monitorizza fino a 16 adiacenti. 
• Ogni nodo riporta la qualità della ricezione con i nodi 
adiacenti. 




• Il costo metrico è utilizzato per rappresentare la percentuale 
di successo fino alla stazione base. 
• Ogni nodo invia in broadcast il proprio costo (questo è la 
somma fra il costo del parent più il costo del collegamento 
col parent). 
• I nodi cercano di minimizzare il costo totale. 
• Il protocollo utilizza ACK ed i dati sono ritrasmessi fino a 5 
volte. 












Test e Scenari di Simulazione 
  





• Cygwin istaller v2.510.2.2 + Cygwin DLL v1.5.24-2  
• TinyOS v1.1.15 
• Java Development Kit 5.0 Update 7 
• Java Communication API 2.0 (javacomm20-win32.zip) 
 
2.2. Cos’è Cygwin? 
Cygwin è un ambiente per Windows simile a Linux. E’ composto da 
un DLL (cygwin1.dll) che funziona da emulatore fornendo le 
funzionalità di un POSIX (Portable Operating System Interface) ed 
un insieme di tools, che permettono di lavorare in un ambiente molto 
simile a linux. 
 
2.3. Cos’è TinyOS? 
TinyOS è un sistema operativo open source scritto appositamente per 
le reti di sensori wireless. E’ caratterizzato da un’architettura basata 
su componenti, che permette veloci innovazioni ed implementazioni 
riuscendo a minimizzare i costi come è richiesto dalle limitazioni 
riguardanti la memoria nelle reti di sensori. 
La libreria di componenti TinyOS include protocolli di rete, servizi 
distribuiti, driver per i sensori e tools per l’acquisizione dati. Ognuno 
di essi può essere usato così com’è oppure modificato secondo le 




proprie esigenze. TinyOS permette di gestire i consumi energetici ed 
una flessibilità di programmazione resi necessari dalla natura delle 
comunicazioni wireless. 
TinyOS fornisce un set di componenti di sistema riutilizzabili. 
Un’applicazione connette i componenti utilizzando una specifica di 
collegamento che è indipendente dalle implementazioni dei 
componenti. Ogni applicazione personalizza il set di componenti che 
utilizza. Sebbene molti componenti del sistema operativo siano 
moduli software, alcuni sono invece connessi all’hardware. Questa 
differenza è invisibile allo sviluppatore. Scomponendo i servizi del 
sistema operativo in componenti separati, permette di escludere 
quelli inutilizzati. 
 
Tasks ed Eventi 
Vi sono due fonti di concorrenza in TinyOS: i task e gli eventi. 
Ogni task viene chiamato utilizzando il comando post seguito dal 
nome del task. E’ importante notare che i task non si interrompono a 
vicenda e vengono eseguiti in ordine di chiamata, cioè con una 
filosofia FIFO (First IN, First OUT) ed un unico livello di priorità. 
Gli eventi invece, sono asincroni, hanno maggiore priorità e possono 
sia interrompere i task, che altri eventi. Per questo motivo, occorre 
prestare attenzione in fase di programmazione. 





Figura 4 – Architettura TinyOS 
 
Operazioni Split-Phase 
Dato che i task non possono interrompere altri task e nemmeno 
eventi, significa che TinyOS non ha operazioni “bloccanti”. Per tale 
motivo, in TinyOS tutte le operazioni non banali vengono eseguite in 
due fasi (split-phase): cioè la chiamata e il suo completamento, sono 
funzioni separate. I comandi sono tipicamente richiesti per eseguire 
le operazioni. Se l’operazione non è banale, viene chiamato un 
comando su un componente, il quale avvia un task e ritorna 
immediatamente. Al termine del task viene segnalato un evento sul 
componente che ha invocato l’operazione. 
Un esempio di operazione split-phase è l’invio di un pacchetto: un 
componente può invocare il comando send per iniziare la 




trasmissione del messaggio via radio, mentre quando la trasmissione 
è completata, vi è un altro componente che segnala l’evento 
sendDone. Si può pertanto affermare che in casi come questo ogni 
componente realizza metà dell’operazione e chiama l’altra metà. 
Diverso è il caso di lampeggio di un led: infatti, questa operazione 
banale necessita di una sola fase. 
Tale modello, consente grande concorrenza e ridotto overhead, a 
differenza di altri modelli nei quali lo stack impiega una parte 
consistente delle risorse di memoria. 
 
nesC 
Le applicazioni sono costituite da componenti collegati tramite 
interfacce bidirezionali. Inoltre definisce un modello di concorrenza, 
basato tu task ed eventi. 
nesC è un’estensione del linguaggio C: C produce un codice 
efficiente per tutti i controller utilizzati nelle reti di sensori e fornisce 
tutte le caratteristiche a basso livello necessarie per accedere 
all’hardware. Inoltre molti programmatori che sono familiari con C, 
non avranno problemi ad utilizzare nesC. 
Il linguaggio C ha però un grande svantaggio: non aiuta molto nello 
scrivere codice robusto o nello strutturare le applicazioni. nesC ha 
una struttura più semplice proprio perché si basa sui componenti. 




nesC non utilizza allocazione di memoria dinamica e la sequenza 
delle chiamate è noto al momento della compilazione. Queste 
restrizioni fanno sì che l’analisi e l’ottimizzazione del programma 
siano significativamente più semplici ed accurate. Il modello a 
componenti e le interfacce parametrizzate eliminano la necessità di 
un’allocazione dinamica della memoria. 
Le applicazioni sono costruite scrivendo ed assemblando i 
componenti. Un componente fornisce ed utilizza delle interfacce. 
Queste interfacce sono il solo modo di accedere al componente. 
Un’interfaccia di soliti modella alcuni servizi come ad esempio 
l’invio di un messaggio. 
Le interfacce sono bidirezionali e contengono comandi ed eventi che 
sono entrambi funzioni. I providers o le interfacce implementano dei 
comandi, mentre gli users implementano gli eventi. 
Le operazioni split-phase sono chiaramente modellate inserendo, 
nella stessa interfaccia, il comando di richiesta e la risposta 
all’evento. 
La separazione delle definizioni del tipo di interfaccia dal loro 
utilizzo nei componenti, fa in modo che i componenti siano più 
facilmente riutilizzabili e flessibili. Un componente può sia fornire 
che utilizzare lo stesso tipo di interfaccia o fornire più volte la stessa 
interfaccia. 




Esistono due tipi di componenti in nesC: i moduli e le 
configurazioni. I moduli forniscono il codice dell’applicazione, 
implementando una o più interfacce. Le configurazioni sono 
utilizzate per collegare insieme i componenti, connettendo le 
interfacce utilizzate dai componenti a quelle fornite da altri. Ogni 
applicazione nesC è descritta da una configurazione di livello più 
alto che collega insieme tutti i componenti usati. 
L’interfaccia di un componente può essere connessa zero o più volte. 
Come risultato, un numero arbitrario di espressioni di chiamata 
(“call”) può essere connesso ad una singola implementazione (fanin), 
ed un’espressione con un singolo comando “call” può essere 
connessa ad un arbitrario numero di implementazione (fanout). 
L’esplicita connessione dei componenti tramite interfacce, combinata 
con mancanza di puntatori, fa in modo che il controllo di flusso fra i 
componenti sia esplicito. Le variabili dei moduli sono private, 
pertanto è sconsigliato condividere i dati fra i componenti. Tutte 
queste caratteristiche insieme, permettono di scrivere il codice dei 
componenti in modo molto più facile e di comprendere il loro 
comportamento una volta che sono connessi all’interno di 
un’applicazione. 
Il successo del modello a componenti è comprensibile dal modo in 
cui questi sono utilizzati nel codice TinyOS. Le applicazioni sono 
piccole e fanno uso di un gran numero di componenti riutilizzabili. 




Inoltre è possibile scegliere quali parti di TinyOS includere in ogni 
applicazione. 
Il nucleo del TinyOS comprende 172 componenti, 108 dei quali sono 
moduli di codice e 64 sono configurazioni. 
I moduli sono generalmente piccoli: in media solo 120 linee di 
codice. Questa piccola dimensione indica le potenzialità dei 
componenti nesC. 
 
2.4. Multihop Routing 
Le versioni di TinyOS v.1.1 e successive includono una libreria di 
componenti che fornisce un routing multihop ad hoc per applicazioni 
per reti di sensori. L’implementazione utilizza un algoritmo che 
sceglie il primo percorso più corto con un singolo nodo di 
destinazione (“sink”) ed una stima di collegamento in entrambe le 
direzioni. Lo spostamento dei dati e la decisione dei percorsi sono 
divisi in due componenti separati con una singola interfaccia fra i 
due. Questo permette di integrare facilmente i futuri algoritmi di 
scelta del percorso migliore. L’utilizzo del routing multihop è 
trasparente alle applicazioni. 
 
L’implementazione del multihop consiste in due moduli centrali, 
MultiHopEngineM e MultiHopLEPSM, legati insieme in una 
singola configurazione, MultiHopRouter. 






Figura 5 – Configurazione MultiHopRouter. La direzione delle 




La configurazione del componente esporta sei interfacce. Una 
parentesi '[ ]' dopo il nome di un’interfaccia indica che questa è 
parametrizzata. 
• StdControl - Interfaccia standard di controllo 




• RouteControl – Una speciale interfaccia per controllare 
e monitorare le operazioni di routing. 
• Receive[] – In questa implementazione, la stazione base 
è l’unica destinazione dei pacchetti. Questa interfaccia esiste 
solo come stub e non è implementata. 
• Send[] – La porta da usare per i pacchetti originati 
localmente. 
• Intercept[] – Questa porta è utilizzata quando viene 
ricevuto un pacchetto che verrà inoltrato. Fornisce ad 
un’applicazione lo strumento per esaminare il traffico 
inoltrato e, in base al valore stimato, sopprimere le 
operazioni di inoltro. 
• Snoop[] – La porta Snoop usa la definizione di 
interfaccia 'Intercept', ma con una semantica differente. 
Viene segnalato quando un pacchetto è ricevuto ma non deve 
essere inoltrato. Questa interfaccia è utile per il monitoraggio 
passivo del traffico ai fini di replicarlo. 
 
Descrizione del componente 
MultiHopEngineM – Fornisce la logica dello spostamento del 
pacchetto per la funzionalità multihop. Utilizzando l’interfaccia 
RouteSelect, determina gli hop successivi ed inoltra 
l’informazione sulla porta parametrizzata SendMsg. I meccanismi 




di questo modulo sono indipendenti dalla selezione del percorso. 
Richiede solamente che le interfacce RouteSelect e 
RouteControl siano disponibili dall’algoritmo del componente. 
MultiHopLEPSM – Fornisce i meccanismi per la stima del 
collegamento e la selezione del parent (LESP) per implementazioni 
multihop. Il modulo monitorizza il traffico ricevuto dal nodo (tramite 
la porta Snoop) e riceve direttamente un messaggio di aggiornamento 
percorso singlehop (AM_MULTIHOPMSG) che può essere inviato dai 
nodi vicini in un singolo hop. Internamente, questo modulo gestisce i 
nodi vicini disponibili e decide la destinazione dell’hop successivo 
basandosi sul percorso più breve. 
Al momento, la destinazione è identificata dal nodo che ha 
TOS_LOCAL_ADDRESS impostato a 0. Di default, il modulo invia 
un messaggio di aggiornamento del percorso una volta ogni 10 
secondi ed esegue un ricalcolo ogni 50 secondi (5 messaggi di 
aggiornamento di percorso). MultiHopLEPSM può essere 
intercambiato con altri moduli che implementano algoritmi 
differenti. 
MultiHopRouter – Questa configurazione connette 
MultiHopEngineM e MultiHopLEPSM con altri componenti 
necessari. La configurazione esporta le porte Receive, Send, 
Intercept e Snoop (come Intercept) alle applicazioni. La 
porta SendMsg per MultiHopEngineM è collegata ai componenti 




di QueuedSend per mettere in coda i pacchetti uscenti (entrambi 
inoltrati ed originati localmente). Le porte ReceiveMsg e 
SendMsg del MultiHopLEPSM sono collegate al parametro 
AM_MULTIHOPMSG del provider di comunicazione allo scopo di 
scambiare gli aggiornamenti di routing singlehop con i nodi vicini. 
 
Metodi di utilizzo 
L’utilizzo del componente multihop è piuttosto trasparente 
all’applicazione. Ogni applicazione che usa l’interfaccia Send può 
essere collegata a questo componente per ottenere funzionalità 
multihop. Una limitazione del multihop è la possibilità di 
aggregazione dati. Le applicazioni devono mantenere una frequenza 
media di invio dei messaggi minore o uguale ad un messaggio ogni 2 
secondi. 
Velocità trasmissive più alte posso portare una congestione della rete 
oppure ad un overflow nella coda di comunicazione. 
  






Avrora è un set di tools per la simulazione e l’analisi dei 
microcontroller AVR, prodotti da Atmel, e per i sensori Mica2. 
Avrora è basato su interfaccia a riga di comando dalla quale è 
possibile lanciare la simulazione impostando vari parametri. 
L’architettura di questo simulatore permetter di avviare più oggetti 
contemporaneamente. 
Uno dei vantaggi principali di Avrora rispetto a TOSSIM è la 
possibilità di far funzionare applicazioni diverse per ogni mote. 
Questa particolarità rende questo simulatore interessante per reti 
nelle quali i nodi non hanno tutti lo stesso compito. E’ inoltre 
possibile ottenere altri dati, durante la simulazione, come ad esempio 
il consumo energetico per le operazioni effettuare e le statistiche 
della simulazione. E’ anche possibile definire la topologia della rete 
tramite un semplice file di testo. 
L’ultimo aggiornamento di questo simulatore è la versione 1.6.0 che 
purtroppo risale al 23 luglio 2005. Nelle prove che abbiamo 




effettuato, i risultati ottenuti non sono confrontabili con quelli 
sperimentali, pertanto non sono attendibili. Dopo vari tentativi di 
configurare ed adattare il simulatore alle nostre esigenze, abbiamo 
preferito utilizzare TOSSIM e TinyViz. 
 
2.6. Simulazione di applicazioni TinyOS in 
TOSSIM 
TOSSIM è il simulatore del TinyOS e compila direttamente dal 
codice TinyOS. TOSSIM può simulare migliaia di nodi 
contemporaneamente. Ogni mote della simulazione utilizza lo stesso 
programma TinyOS. 
TOSSIM fornisce un output per effettuare dei debug configurabili, 
permettendo all’utente di esaminare l’esecuzione di un’applicazione 
in vari modi senza necessità di ricompilare. 
Per impostare la posizione virtuale dei nodi e quindi la topologia 
della rete si utilizza un file di testo che riporta le BER fra due nodi. 
Quando la BER supera una certa soglia, non viene ricevuto alcun 
dato. Questo non ci permette di misurare l’attenuazione progressiva 
all’aumentare della distanza. Siamo in presenza di una soglia secca. 
 
Un altro parametro configurabile è la potenza di trasmissione. Nei 
nostri esperimenti abbiamo utilizzato quella massima che è di 10 
mW. In questo caso la corrente consumata è di 26 mA. Abbiamo 




fatto questa scelta in modo da valutare la distanza massima affinché 
due nodi riescano a comunicare fra loro e la durata delle batterie. 
 
L’ultimo punto da sottolineare è il rate trasmissivo. Anche in questo 
caso abbiamo utilizzato quello massimo supportato che è di 38400 
bit/s. 
 
E’ possibile inviare pacchetti di varie forme. Il principio di base è 
quello di incapsulare i pacchetti fra loro. Nel caso dell’applicazione 
Surge, che utilizzeremo in seguito, il messaggio SurgeMsg viene 
incapsulato all’interno di MultihopMsg che a sua volta viene 











33:CC: FF:FF:      11:  7D:   0C: 
Source Dest(BCast) Type Group Length 
 
 





01:00:     01:00:     0F:00:FF:      00:0A:00:FF:FF: 
SourceAddr OriginAddr Seqno HopCount SurgeMsg 
 
SurgeMsg (surge.h) 
00:  0A:00:           FF:FF: 
Type Reading(IntMsg)  ParentAddr 
 
Data la complessità dell’applicazione Surge abbiamo scelto, come 
campo dati, un pacchetto più semplice definito in IntMsg.h. Il 
campo “Reading” è definito da un contatore che simula un dato 






Una volta che i pacchetti raggiungono la stazione base, è possibile 
leggerli tramite la porta seriale. Il sink si occupa di effettuare 
l’operazione di ricezione via radio e di inoltro sulla porta seriale. Per 









2.7. TinyViz: l’interfaccia grafica di TOSSIM 
E’ un’interfaccia grafica scritta in Java che permette di visualizzare e 
controllare la simulazione mentre è in corso. E’ possibile monitorare 
il traffico sulla rete, ma anche inserire pacchetti all’interno di essa in 
modo statico o dinamico. 
Utilizzando TinyViz è possibile seguire l’esecuzione 
dell’applicazione, impostare i breakpoints per gli eventi che ci 
interessano, visualizzare i messaggi radio e modificare la posizione 
virtuale dei nodi e la connettività radio, ecc. 
Sono anche supportati semplici plugin API che permettono di 
scrivere i propri moduli TinyViz per visualizzare i dati in modo 
personalizzato e specifico o per interagire con la simulazione in 
corso. 
 





Figura 6 - Interfaccia grafica TinyViz Sulla sinistra vediamo la 
realizzazione grafica della rete di sensori. Sulla destra invece 
troviamo il pannello di controllo, dove è possibile interagire con la 
simulazione attraverso una serie di plugins. 
 
Con TinyViz non è possibile avere una stima corretta delle perdite 
usando il relativo plugin. I test non hanno fornito risultati 
confrontabili con i casi reali. Esiste anche un programma chiamato 
LossyBuilder, che è in grado di creare un file di BER data la 
topologia della rete e la distanza fra i vari nodi. Il file creato non è 
utilizzabile nella simulazione, poiché le BER create non rispecchiano 
quelle reali. Inoltre il file creato imposta BER asimmetriche fra i vari 
nodi. 




Abbiamo quindi scritto un file di configurazione che ci ha permesso 
di definire la topologia di rete impostando manualmente le 
probabilità di errore sul bit fra due nodi. 


















Il primo ed il secondo campo indicano i nodi ai quali ci si riferisce, 
mentre il terzo indica la probabilità di errore sul bit. Notare che è 
possibile impostare anche probabilità di errore asimmetriche. 
 
2.8. Calcolo della BER 
Per calcolare la BER abbiamo utilizzato una curva ricavata 
sperimentalmente per poi approssimarla con una funzione nota. 




I mote Mica2 utilizzano una modulazione FSK. Pertanto siamo 
partiti dalla formula per calcolare la BER per una modulazione FSK. 
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Poiché l’energia per bit può anche essere scritta come: 
 
   ·   !"#$   ·  ·   !"#$   (b) 
 
E raggruppando i coefficienti in un’unica variabile: 
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Modificando la precedente formula con opportuni coefficienti si 
ottiene: 
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Dove -  456 Massima distanza fra 2 nodi 
adiacenti 
d Distanza fra 2 nodi durante la 
prova 
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variare l’andamento della curva 
 





Grafico 1 - BER Sperimentale 
 
La curva nel Grafico 1 è stata ricavata dopo un gran numero di 
esperimenti effettuati in diversi scenari e con un numero di nodi 
variabile. Ogni esperimento è stato replicato 10 volte con attese di 
almeno cinque minuti da un esperimento all’altro per evitare che 
possibili fenomeni di elettromagnetismo potessero condizionare i 
risultati degli esperimenti. Per misurare le prestazioni sono stati presi 
in considerazione i valori medi ed i limiti inferiori e superiori di tutte 
le repliche. Per compensare le basse prestazioni della radio dei 
sensori Mica2, è stato utilizzato un sistema chiamato “virtual 
ground” per migliorare la precisione delle misure. Ogni sensore ha 















equipotenziale come terra e funzioni da dipolo a causa delle 
riflessioni. Utilizzando “virtual ground”, il canale di trasmissione è 
più omogeneo in quanto sono limitati sia il fenomeno di riflessione 
che il disturbo elettromagnetico. 
 
 
Grafico 2 - BER approssimata tramite funzione erfc() 
 
Nel Grafico 2, troviamo invece la curva approssimata dalla (e). Si 
può notare come questa sia molto simile a quella ricavata 
sperimentalmente. Utilizzando la (e) è possibile quindi creare il file 













Capitolo 2 – Test e Scenari di Simulazione
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2.9. Scenario dei Test 
Dopo aver visto, nei paragrafi precedenti, come configurar
simulatore possiamo studiare alcuni scenari che si avvicinano a 
quelli reali. 
La rete è formata da un totale di 16 nodi, dei quali 
che riceve tutti i dati dagli altri nodi e li invia ad un calcolatore 
tramite porta seriale. 
 
 




il nodo 0 è il sink 
 
 




Il test è stato effettuato utilizzando due applicazioni: Surge e Surge 
Reliable. Sia nella prima che nella seconda, i nodi sono sempre 
accesi.  
La differenza principale fra le due applicazioni è che la prima non 
usa ACK e trasmette il dato una sola volta, mentre la seconda 
ritrasmette i messaggi per un massimo di cinque volte nel caso in cui 
il nodo non riceva un ACK. 
Per entrambe le applicazioni abbiamo effettuato le prove utilizzando 
diversi rate di acquisizione/trasmissione per capire la risposta della 
rete e la massima velocità di acquisizione/trasmissione dati prima di 
raggiungere la saturazione. 
Con l’applicazione Surge abbiamo impostato i nodi affinché 
rilevassero un dato ogni due e venti secondi, mentre per Surge 
Reliable ogni due, dieci, venti e sessanta secondi. Per fare questo è 




Il valore “1” di default significa che il nodo rileva ed invia un dato 
ogni due secondi. Quindi per diminuire il rate bisogna, ad esempio, 
inserire un valore 5, 10, 30 per ottenere tempi di acquisizione 
rispettivamente di 10, 20, 60 secondi. 




Per simulare l’acquisizione, abbiamo utilizzato un contatore 
progressivo modificando alcune righe di codice nel file SurgeM.nc: 
 
Abbiamo aggiunto una variabile xxx per incrementare il contatore. 
uint16_t xxx; 
/************************************************************** 
* Initialization  
**************************************************************/ 
 
static void initialize() { 
  timer_rate = INITIAL_TIMER_RATE; 
  atomic gfSendBusy = FALSE; 
  sleeping = FALSE; 
  rebroadcast_adc_packet = FALSE; 
  focused = FALSE; 
 
La variabile è stata inizializzata a 1. 




* Commands and events 
**************************************************************/ 
 
event result_t Timer.fired() { 
  dbg(DBG_USR1, "SurgeM: Timer fired\n"); 
  timer_ticks++; 
  if (timer_ticks % TIMER_GETADC_COUNT == 0) { 
 
Abbiamo disabilitato il comando che acquisisce il dato dal sensore. 
    //call ADC.getData(); 
      atomic { 
        if (!gfSendBusy) { 
          gfSendBusy = TRUE; 
 
Il dato acquisito è un numero che incrementa ad ogni ciclo. 
          gSensorData = xxx++; 
          post SendData(); 
        } 
      } 
  } 
  // If we're the focused node, chirp 




  if (focused && timer_ticks % TIMER_CHIRP_COUNT == 0) { 
    call Sounder.start(); 
  } 
  // If we're the focused node, chirp 
  if (focused && timer_ticks % TIMER_CHIRP_COUNT == 1) { 
    call Sounder.stop(); 
  } 
  return SUCCESS; 
} 
 
Abbiamo disabilitato tutti i comandi invocati dopo l’acquisizione del dato. 
/*  async event result_t ADC.dataReady(uint16_t data) { 
      //SurgeMsg *pReading; 
      //uint16_t Len; 
      dbg(DBG_USR1, "SurgeM: Got ADC reading: 0x%x\n", data); 
      atomic { 
        if (!gfSendBusy) { 
          gfSendBusy = TRUE;  
          gSensorData = data; 
          post SendData(); 
        } 
      } 
      return SUCCESS; 
    }*/ 
 
Tutte le prove sono state ripetute per cinque volte, per 2000 secondi 
ciascuna, a diverse distanze fra i nodi. Le distanze scelte sono 30, 40, 
50, 60 e 65 metri. Per impostare le distanze abbiamo innanzitutto 
ricavato le BER attraverso la (e) ed abbiamo creato diversi file .nss 
da passare come argomento al simulatore. 
 
$ export DBG=am 
$ build/pc/main.exe -rf=<berfile.nss> -t=2000 16 > 
<nomefileoutput> 
 




La prima delle righe precedenti indica un livello di debug di tipo 
AM. Questo permette di scrivere, in un file di output, solo gli eventi 
che corrispondono ai pacchetti trasmessi e ricevuti. 
La seconda invece avvia la simulazione di 2000 secondi, con sedici 
nodi ed utilizzando il file .nss che descrive le BER relative fra i 
nodi. 
 
2.10. Consumo energetico 
Per calcolare il consumo energetico abbiamo utilizzato i valori presi 
dai datasheet ed abbiamo considerato che i nodi sono sempre accesi. 
In questo caso ipotizziamo che se non sono in trasmissione, sono in 
modalità di ricezione: non sono mai spenti. 
Calcoliamo quindi la corrente media: 
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Ogni sensore Mica2 è equipaggiato con 2 batterie di tipo AA. 
Abbiamo supposto che queste forniscano 1500mAh, pertanto è 
possibile calcolare la durata dei sensori e quindi della rete. Abbiamo 
considerato che la rete smette di funzionare a regime nel momento in 
cui uno dei nodi esaurisce le batterie. Ovviamente anche se un nodo 
non è più acceso, il resto della rete continuerà a funzionare, ma a noi 
interessa studiare solo il comportamento della rete in condizione di 
regime. 
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3.1. Risultati delle simulazioni 
I test sono stati eseguiti cinque volte ciascuno variando le BER in 
base alla distanza fra due nodi adiacenti. Come riportato nello 
scenario dei test, nel capitolo precedente, i nodi sono disposti 
secondo una griglia. Le distanze e le relative BER, 
esempi sotto, si intendono fra due nodi adiacenti in senso 
orizzontale/verticale. Per calcolare BER a distanze differenti basta 
usare la formula descritta nel capito precedente: 
 
 
Distanza 30 m    BER = 0.0001
Distanza 40 m    BER = 0.0002
Distanza 50 m    BER = 0.0005
Distanza 60 m    BER = 0.0021
Distanza 65 m    BER = 0.
 













Nelle simulazioni abbiamo utilizzato due applicazioni che sfruttano 
due differenti protocolli di routing. La prima è SURGE che utilizza il 
protocollo MINTRoute e la seconda è SURGE RELIABLE che 
invece fa uso di ReliableRoute. 
Ogni simulazione ha una durata di 2000 secondi. Questo permette di 
ottenere delle prove nelle quali il tempo di sincronizzazione può 
essere ritenuto trascurabile. Abbiamo fatto questa scelta perché 
siamo interessati al funzionamento della rete a regime. Infatti, in un 
caso reale, una volta che i nodi hanno creato un albero di routing, le 
variazioni sono dovute a vari fattori, tra i quali una modifica dei 
percorsi causata da variazioni del canale o dal mancato 
funzionamento di un nodo. 
Nelle nostre simulazioni, abbiamo invece ipotizzato che il canale sia 
invariante e simmetrico, la potenza trasmissiva utilizzata dai singoli 
nodi sia quella massima e che non avvengano mai rotture o 
malfunzionamenti dei dispositivi. 
Per quanto riguarda l’applicazione SURGE abbiamo effettuato due 
prove. Abbiamo configurato il sensore in modo che rilevi ed invii un 
dato ogni 2 secondi in una prova ed ogni 20 secondi nell’altra. 
Nel caso dell’applicazione SURGE RELIABLE abbiamo invece 
eseguito più prove poiché i risultati ottenuti sono molto differenti al 
variare del rate. 
I dati vengono acquisiti ed inviati ogni 2, 10, 20, 60 secondi. 





Grafico 3 - Valor medio dei pacchetti trasmessi al secondo e 
percentuale di perdita dopo il sincronismo sulla rete. Ogni nodo invia 
un dato ogni 2 secondi. 
 
 
Grafico 4 - Valor medio dei pacchetti trasmessi al secondo e 
percentuale di perdita dopo il sincronismo sulla rete. Ogni nodo invia 
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I pacchetti trasmessi al secondo comprendono tutti quelli inviati da 
tutti i nodi. Pertanto sono inclusi sia quelli di dati, che di inoltro e 
controllo. 
Dai grafici precedenti possiamo notare che non ci sono differenze 
significative nelle perdite modificando il rate. Le perdite rimangono 
più o meno le stesse e la rete riesce a gestire correttamente il traffico 
nel senso che non entra mai in saturazione. 
La percentuale di perdita tende a crescere con la distanza. Notiamo 
però che a 60 metri, in entrambe le prove, la percentuale di perdita è 
minore rispetto che a 50 metri. Questo fa capire che il protocollo di 
routing non lavora in modo ottimale in questo caso. La topologia e la 
distanza fra i vari nodi deve quindi essere presa in considerazione 
quando andiamo a scegliere il protocollo da utilizzare. 
 
Dai grafici successivi possiamo invece trarre delle conclusioni per 
quanto riguarda il protocollo ReliableRoute utilizzato da SUREGE 
RALIABLE. In questo caso il comportamento del sistema è ben 
diverso. Innanzitutto si nota che la rete raggiunge facilmente la 
saturazione. Questo è dovuto principalmente alle ritrasmissioni. 
Dobbiamo inoltre considerare che ogni pacchetto ricevuto genera 
l’invio di un ACK. 




Trasmettendo un pacchetto ogni 2 secondi, notiamo già che le perdite 
sono alte ad una distanza di soli 40 metri. Diminuendo il rate si 
ottengono prestazioni migliori. Inviando un pacchetto ogni 20 
secondi, notiamo che le prestazioni decadono solo per una distanza 
intorno ai 65 metri. Nel caso in cui venga inviato un pacchetto ogni 
60 secondi, non si nota alcuna saturazione della rete e le perdite 
aumentano gradualmente con la distanza. 
Possiamo quindi concludere che la scelta di un protocollo dipenda da 
vari fattori. Se i nodi sono lontani fra loro, ognuno di essi inoltra i 
pacchetti ricevuti aumentando notevolmente il traffico. Nel caso in 
cui più nodi ricevano lo stesso messaggio da quelli adiacenti, gli 
inoltri aumentano ulteriormente. Nel caso di saturazione o di 
mancata ricezione di un ACK, viene generato un traffico dovuto a 
ritrasmissioni dei pacchetti per un massimo di 5 volte. 
 





Grafico 5 - Valor medio dei pacchetti trasmessi al secondo e 
percentuale di perdita dopo il sincronismo sulla rete. Ogni nodo invia 
un dato ogni 2 secondi. 
 
 
Grafico 6 - Valor medio dei pacchetti trasmessi al secondo e 
percentuale di perdita dopo il sincronismo sulla rete. Ogni nodo invia 
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Grafico 7 - Valor medio dei pacchetti trasmessi al secondo e 
percentuale di perdita dopo il sincronismo sulla rete. Ogni nodo invia 
un dato ogni 20 secondi. 
 
 
Grafico 8 - Valor medio dei pacchetti trasmessi al secondo e 
percentuale di perdita dopo il sincronismo sulla rete. Ogni nodo invia 
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Dopo aver controllato lo stato di occupazione della rete in funzione 
della quantità di traffico, ci interessa capire che tipo di pacchetti 
vengono inviati dopo il sincronismo e per tutto il restante periodo di 
simulazione. Questa suddivisione è visibile nei grafici successivi. 
Possiamo notare che il numero dei pacchetti di controllo è 
indipendente dal rate di dati. Questo fa sì che nel caso di 
acquisizione/trasmissione di un dato ogni 60 secondi, i pacchetti di 
controllo trasmessi siano circa il 50% dei pacchetti totali. Quindi è 
vero che trasmettendo un dato ogni 60 secondi, la rete non entra mai 
nello stato di saturazione, ma è anche vero che metà dell’energia 
spesa è utilizzata per i soli pacchetti di controllo. 
Inoltre, se più nodi sono vicini a quello che trasmette un dato, gli 
inoltri diventano eccessivi fino al punto di saturare la rete nel caso 
Reliable. Se al contrario posizioniamo i nodi troppo distanti è più 
probabile che ci siano delle ritrasmissioni. 
Nel caso dell’applicazione Surge, notiamo che gli inoltre non 
aumentano con la distanza, cosa che invece accade in Surge Reliable. 
In fase di progetto è quindi necessario tenere conto, in modo 
congiunto, sia della posizione dei nodi che delle proprietà di 
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Fra le varie prove effettuate è interessante fare un confronto fra le 
due applicazioni con lo stesso rate trasmissivo. Confrontiamo quindi 
i casi Surge e Surge Reliable quando inviano un dato ogni 20 
secondi. Da un rapido confronto possiamo notare come il protocollo 
Surge Reliable riesca a diminuire notevolmente le perdite fino a 
distanze di 60 metri rispetto al Surge. Per distanze di 30 e 40 metri, 
le perdine sono praticamente nulle. Invece ad una distanza di 65 
metri, le perdite per i due protocolli sono confrontabili. Questo 
dipende dal fatto che Surge Realiabe fa entrare la rete in saturazione 
a causa degli inoltri e delle ripetizioni dei pacchetti. Il fenomeno non 
è più presente diminuendo ulteriormente il rate. Si nota, infatti, che 
trasmettendo un dato ogni 60 secondi, la rete abbassa notevolmente 
le perdite, che vanno da un 52% fino ad un 15%. 
 
Ora che conosciamo il tipo ed il numero di pacchetti trasmessi, 
possiamo fare una stima della durata della rete. Abbiamo supposto 
che i nodi siano sempre accesi, quindi in trasmissione oppure in 
ricezione. 
Abbiamo considerato che la rete smette di funzionare a regime, nel 








Riportiamo per semplicità le formule per il calcolo della durata delle 
batterie: 
 @ABCDE  @F · GFFHF I @J · KGLMA ) GLMNO ) GFFHFP   @F · GF · QF I @J · KGLMA ) GLMNO ) GFFHFP  
 @F · RS TUVWXYZ[ · KG\]MNO I ^_]MNO I `Ga]MNO I b`c]MNOPKG]MA ) G]MNOP I 
I@J · KG]MA ) G]MNO ) GFFHFPKG]MA ) G]MNOP  
 
stZ[[W  1500xbW@ABCDE  
 
Notiamo che i valori sono confrontabili fra loro. La durata varia al 
massimo di qualche ora. Nel caso del protocollo Surge, questo 
dipende dal fatto che un nodo è stato scelto da più “parent” come 
destinatario e pertanto si occupa di inoltrare pacchetti provenienti da 
più nodi adiacenti. 
 





Grafico 9 - Valor medio della durata delle batterie. Ogni nodo 
trasmette un dato ogni 2 secondi. 
 
 
Grafico 10 - Valor medio della durata delle batterie. Ogni nodo 


















































Grafico 11 - Valor medio della durata delle batterie. Ogni nodo 
trasmette un dato ogni 2 secondi. 
 
 
Grafico 12 - Valor medio della durata delle batterie. Ogni nodo 



























































Grafico 13 - Valor medio della durata delle batterie. Ogni nodo 
trasmette un dato ogni 20 secondi. 
 
 
Grafico 14 - Valor medio della durata delle batterie. Ogni nodo 
























































Per quanto riguarda invece il protocollo Surge Reliable, la durata 
varia anche di parecchie ore dipendentemente dalla distanza dei nodi. 
All’aumentare della distanza (o della BER) fra i nodi, gli inoltri 
aumentano avvicinandosi al sink. Disporre i nodi ad una distanza di 
65 metri rispetto ad una di 30, provoca quindi una diminuzione della 
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