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Abst rac t - -Th is  paper studies the property of continuous dependence of solutions with respect to 
initial values for impulsive delay differential equations. Criteria on continuous dependence of solutions 
with respect to initial functions are established. It is shown, however, that due to the discontinuities 
of the function space and the time delays in the system, continuous dependence with respect to the 
initial time, or more generally with respect to the entire initial data, is unfortunately not generally 
satisfied. © 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Significant progress has been made in the theory of impulsive differential equations in recent years. 
However, the corresponding theory for impulsive delay differential equations has not yet been fully 
developed. There are a number of difficulties one must face in developing the corresponding theory 
of impulsive delay differential equations. For example, in the classical theory of delay differential 
equations, the fact that  the continuity of a function x(t) in l~ ~ implies the continuity of the 
functional xt in C ~ plays a key role in establishing the existence of solutions of delay differential 
equations [1]. However, if a function x(t) is piecewise continuous, which is typical for solutions of 
impulsive differential equations, then the functional xt need not be piecewise continuous. In fact, 
it can be discontinuous everywhere. Thus, even if f(t, ¢) is continuous in its two variables, we 
cannot, in general, say anything about the composition function f(t, xt) when x(t) is piecewise 
continuous. Recently, this problem has been solved and several existence and uniqueness results 
for impulsive delay differential equations have been presented in [2-4]. Stabi l i ty criteria for such 
equations are also established in [5]. 
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In this paper, we wish to examine the property of continuous dependence of solutions with 
respect o initial conditions. When impulses occur at variable times, then different solutions will 
generally experience the impulsive ffect at different imes. This means that one cannot ordinarily 
expect solutions to depend continuously on initial data. For this reason, we restrict our attention 
to impulsive delay differential equations where impulses occur at fixed times. We note, however, 
that although continuous dependence in the classical sense will not normally exist for the variable 
impulse system, one could sufficiently redefine and weaken the concept o a point where one might 
expect systems with fixed impulses to satisfy it. Results along this line for impulsive systems 
without delay can be found in [6], although here we will only consider a predominantly classical 
notion of continuous dependence. 
The paper is organized as follows. In Section 2, we introduce some notations, and give prelim- 
inary results. Then in Section 4, we develop a theorem which establishes continuous dependence 
of solutions of impulsive delay differential equations with respect to initial functions. We also 
show that because of the discontinuities caused by the impulses and because of the delays in the 
system, continuous dependence with respect to the initial time, or more generally with respect 
to the entire initial data, is unfortunately, and perhaps surprisingly, not generally satisfied even 
under otherwise strong assumptions. 
2. PREL IMINARIES  
Let I~ denote the set of real numbers, JR+ the set of nonnegative real numbers, and ]R '~ the 
n-dimensional Euclidean linear space equipped with the Euclidean norm II" ]]. 
For a, b E R with a < b and for S C ~ define 
PC([a, b], S) = {¢ :  [a, b I --+ S I ¢ (t+) = ¢(t),  Vt E [a, b), ¢ ( t - )  exists in S, Vt E (a, b] and 
( t - )  = ¢(t),  for all but at most a finite number of points t E (a, b]}, 
PC([a,b),S) = {¢:  [a,b) --~ S1¢  (t +) = ¢(t),  Vt E [a,b), ~ ( r )  exists in S, Vt E (a,b) and 
( t - )  = ¢(t),  for all but at most a finite number of points t E (a, b)}, and 
PC([a,o~),s) = {¢:  [a, oo) -~ S lVc > a, Clio,el e PC([a,c],S)}. 
Here we use the abbreviated notation x(t +) = limpet+ x(s) and x(t - )  = lim~--.t- x(s) to refer 
to right-hand and left-hand limits, respectively. 
Given a constant r > 0 representing an upper bound on the time delay of our system, we equip 
the linear space PC([ - r ,  0],R ~) with the norm II" lit defined by lie]It = sup-~<~<0 II¢(s)ll • If 
x E Pc([to - r ,  ec),]R n) where to E ]i{+, then for each t > to we define xt E PC([-r,O],N n) by 
xt(s) = x(t + s) for - r  < s < 0. Moreover, we define xt- E PC( I - r ,  0], N'~) by xt- (s) = x(t + s) 
fo r - r  < s < 0 andxt - ( s )  = x(t - )  for s = 0. Note that xt- ,  as defined, is not the same as 
lims-~t- x~. In fact, this limit generally does not exist with respect o the norm [l" [l~ (see [2]). 
Let J C R+ be an interval of the form [a, b) where 0 < a < b _< ec and let D C ]R '~ be an open 
set. Then we consider the system 
x'(t) = f(t,  xt), (2.1) 
where f :  J x PC([-r ,O],D) --* R n. 
Consider also the impulsive delay differential equations 
x'(t) = f(t,  xt), t 7£ ~'k, (2.2a) 
Ax(t)  = I (t, x t - ) ,  t = ~-k, (2.2b) 
where the Tk are constant and satisfy 0 = TO < 71 < "'" < ~-k < " "  and l imk-~o ~'k = cx~. 
Moreover, we impose the initial condition 
Xto = ¢, (2.a) 
where to E N+ and ¢ E PC([ - r ,  0], D). 
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DEFINITION 2.1. A function x E PC(fro - r, to + a], D) where a > 0 and [to, to + a] C J is said 
to be a solution of (2.1) ff 
(i) x is continuous at each t E (to,to + a]; 
(ii) the derivative of x exists and is continuous at all but at most a finite number of points t 
in (to, to q- ~); and 
(iii) the right-hand derivative of x exists and satisfies the delay differential equation (2.1), for 
all t C [to, to + a). 
I f  in addition x satisfies the initial condition (2.3), then it is said to be a solution of (the initial 
value problem) (2.1) and (2.3) and we write x = x(to, ¢) to emphasize this. 
DEFINITION 2.2. A function x E PC([to - r ,  to + fl), D) where 0 </3 < c~z and [to, to +/3) C J 
is said to be a solution of (2.1) (solution of (2.1) and (2.3)) i f  for each 0 < a < fl the restriction 
of x to [to -  ,to + is a solution of (2.1) (solution of (2.1) and (2.3)) and if~3 < then the 
derivative of x exists and is continuous at all but at most a finite number of points t in (to, to +/3). 
3. EX ISTENCE,  UNIQUENESS,  AND CONTINUATION 
In this section, we shall give theorems on existence, uniqueness, and continuation of solutions. 
The proofs of those theorems are given in [2]. 
We shall make the following assumptions. 
(H1) f ( t ,¢ )  is composite-PC, i.e., if for each to E J and a > 0, where [to, t0+a]  C J, if 
x E PC(fro - r, to + a],R ~) and x is continuous at each t ~ ~-k in (to,to + a], then 
the composite function g defined by g(t) = f(t ,  xt) is an element of the function class 
PC(fro, to + a], Rn). 
(H2) f ( t ,  4) is quasi-bounded, i.e., if for each to ~ J and a > 0, where [to, to + a] c J ,  and 
for each compact set F C ]~ there exists some M > 0 such that IIf(t,4)N <_ M,  for all 
(t, 4) e [to, to + × PC(f-r, 01, F )  
(H3) For each fixed t E J, f ( t ,  4) is a continuous function of ¢ on PC( f - r ,  0], R~). 
Our first theorem gives sufficient conditions for the existence of a local solution of systems (2.1) 
and (2.2). 
THEOREM 3.1. Assume f is composite-PC, quasi-bounded, and continuous in ~b. Then, for each 
(to, ¢) C Y x PC( f - r ,  0], D), there exists a solution x = x(to, ¢) of (2.1) and (2.3) (respectively, 
(2.2) and (2.3)) on [to - r, to + fl], for some/3 > O. 
The next two theorems tell us that solutions of system (2.2) can always be continued to a 
maximal interval of existence. 
THEOREM 3.2. Assume f is composite-PC, quasi-bounded, and continuous in 4. Also assume 
that ¢(0) + I(~k,4) C D, for all 4 ~ PC( [ - r ,  0],D) for which 4 (0 - )  = 4(0) and for all k = 
1, 2 , . . . .  Then for every continuabIe solution x of (2.2), there exists a continuation y of x that is 
noncontinuable. 
THEOREM 3.3. Assume f is composite-PC, quasi-bounded, and continuous in ~b. Also assume 
that 4(0) + I (Tk,¢)  E D, for a11 4 C PC([ - r ,O] ,D)  for which ¢(0- )  = ¢(0) and for all k = 
1, 2 , . . . .  Let x be any solution of (2.2) and (2.3). I f  x is defined on a closed interval of the 
form [to - r, to + a], where a > 0 and fro,to ÷ a] c J ,  then x is continuable. I f  x is defined 
on an interval of the form [to - r, to + fl), where 0 < /3 < ce and [to, to + fl] C J, and if x is 
8 co  noncontinuable, then for every compact set F c D, there exists a sequence of numbers { k}k=l 
with to < sl < s2 < "'" < sk < "'" < to + /3 and limk--.o~ sk = to ÷/3 such that x(sk) ([ F. 
For uniqueness, we shall need the following additional assumption. 
(Hi) f : J x PC( f - r ,  0], D) --~ R ~ is locally Lipschitz in 4, i.e., if for each to E J and a > 0, 
where [to, to +a]  c J ,  and for each compact set F C D, there exists some L > 0 such that 
I[f( t, 41) - f ( t ,  42)[[ -< L[[¢I - 42[]r, for all t E [to, to -k a] and 41, ~b2 C PC( f - r ,  0], F). 
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If f is locally Lipschitz in ¢, then clearly it is also continuous in ~b. If in addition f is 
composite-PC, then it is also quasi-bounded, since II f (t, ¢)11 -< L II %bllr + II f (t, 0) 11 for t e [to, to +a] 
where tl%bllr < sup{llzH ] z e F} and where Ill(t, 0)11 is bounded above by some constant since 
f(t, 0) is a piecewise continuous (and hence, bounded) function of t. 
THEOREM 3.4. Assume f is composite-PC and locally Lipschitz in ¢. Then there exists at most 
one solution of (2.1) and (2.3) (respectively, (2.2) and (2.3)) on [to - r, to +/~) where 0 < 9 < oo 
~nd [t0, to +/3) c J. 
4.  CONTINUOUS DEPENDENCE 
We now wish to examine the property of continuous dependence of solutions with respect o 
initial conditions. 
Let (t0,¢) E J x PC([-r,O],D) and suppose x = x(t0,¢) is a solution of (2.2) and (2.3) on 
[to - r, to +/3] for some/3 > 0 for which [to, to +/3] C J. One way to precisely define the notion 
of continuous dependence is as follows. For every e > 0, there exists some 5 > 0 such that if 
(t~,¢*) e J x PC([-r,O], D) where [to - t~[  _< 5 and ] ]¢ -  ¢*[I~ -< 5, then if y = y(t~,¢*) is a 
solution of (2.2) and (2.3), then y exists on (or can be continued to) the interval [t~ - r, to +/3] 
and I[z(t) -y( t ) [ [  <_ e, for all t E I t - r ,  to + fl] where t = max{t0,t~}. This is essentially the 
definition given by Hale and Lunel [1] in their study of continuous delay differential equations. 
Note that 6 generally depends on e as well as the particular solution x (which in turn specifies to, 
¢, and/3). 
A weaker notion of continuous dependence is sometimes considered where ~ also depends on 
the particular value of t in the interval I t -  r, to + fl]. In other words, any solution y = y(t~, ¢*) 
of (2.2) and (2.3) satisfying [to - t~[  _< 5 and I [¢ -  ¢*[[~ -< 5 is continuable at least up to time t 
and at that particular time (although not necessarily at other times) we have []x(t) - y(t)l ] < e. 
The first thing to notice about the original definition is that if t~ ~ to, then it is generally 
unreasonable to expect that [Ix(t) - y(t)[[ _< e for t e It-- r ,~ (i.e., [[x~ - Y~[[r -< e) although 
for t C It, to +/~] one might expect the inequality to hold. This has to do with the piecewise 
continuous pace upon which system (2.2) is defined. Indeed, if ¢ has one or more discontinuities 
(say at the points - r  < sl < s2 < .. .  < s~ < 0) and we were to choose ¢* = ¢ so that our main 
focus is on continuous dependence with respect o t0, then as t~ -~ to, []x~ - Y~l[r will not tend 
to zero. Instead it will approach maxl<k<,~{[l¢(Sk) --¢(s~-)][}, which would be some positive 
number. 
Of course we do not have this problem if t~ -- to and we are considering only continuous de- 
pendence with respect o the initial function ¢. Before further discussing continuous dependence 
with respect o to or the more general continuous dependence with respect to both (to, ¢), let 
us introduce a theorem establishing continuous dependence with respect o the initial function 
only. For delay differential equations, this is often the only type of continuous dependence that 
is considered in the literature. We will assume that the functional f satisfies a local Lipschitz 
condition in ¢. 
We first formally state the definition of continuous dependence of solutions of (2.2) and (2.3) 
with respect to initial conditions. Then, we prove a theorem for systems (2.1) and (2.3) and 
finally apply those results to give us a corresponding theorem for systems (2.2) and (2.3). 
DEFINITION 4.1. Solutions of (2.2) and (2.3) are said to depend continuously on initial functions 
if given any solution x = x(t0, ¢) of (2.2) and (2.3) defined on some interval [to - r, to +/3], 
where (to, ¢) E J x PC([-r,  0], D), fl > 0, and [t0, to +/3] C J, then for every e > O, there exists 
some 6 > 0 such that if ¢* • PC([-r,O],D) and [ ]¢ -  ¢*[]~ < 6, then if y = y(to,¢*) is any 
solution of (2.2) and (2.3), then it exists on (or can be continued to) [to - r, to +/3] and will 
satisfy IIx(t) - y(t)l] _< ~, for all t E [to - ~,t0 +/3]. 
The above definition applies to solutions x = x(t0, ¢) of (2.2) defined on closed intervals of 
the form [to - r, to +/3]. For solutions defined instead on finite half-open intervals of the form 
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[to - r, to + fl), we can simply modify the definition to require that continuous dependence, as 
given by Definition 4.1, holds for x restricted to [to - r, to +/31] for each 0 </31 </3. 
We remark that if Definition 4.1 is satisfied, then solutions of (2.2) and (2.3) are unique. 
THEOREM 4.1. Assume f is composite-PC and locally Lipschitz in ¢. Then solutions of (2.1) 
and (2.3) depend continuously on initial functions. 
PROOF. Let (to, ¢) E J × PC( I - r ,  0], D) and suppose x = x(to, ¢) is a solution of (2.1) and (2.3) 
defined on some interval [to - r, to +/3] where/3 > 0 and [to, to +/3] C g. 
Let e > 0 and assume, without loss of generality, that e is chosen sufficiently small so that the 
set S = {z E R~ [ ]Ix(t) -- zl] _< e for some t E [to -- r, to +/3]} is contained in some compact 
subset F of D. Next, let L > 0 be the Lipschitz constant for f associated with the time interval 
[to, to +/3] and the compact set F C D. Define 5 = e-L~e/(/3 L + 1) and note that 0 < 5 < c. 
Now, let ¢* E PC( I - r ,  0], D) satisfy I[¢ - ¢* Hr _< 5 and suppose y = y(to, ¢*) is some solution 
of (2.1) and (2.3) defined on [to - r, to + a] for some a > 0 for which [to, to + a] C Y. According to 
Theorems 3.2 and 3.3 (with the functional I being identically zero so that system (2.2) reduces to 
system (2.1)) this solution can be extended to a maximal interval of existence [to - r ,  to +/31) for 
some a </31 <_ oc. We must show that/31 >/3 so that y can be continued to at least [to - r ,  t0 +/3] 
and we must also show that [ix(t) -y(t)H < e, for all t E [to - r ,  to +/3]. 
If/31 _-%/3, then by Theorem 3.3 we know that there must exist some point t E [to - r, to +/31) 
for which y(t) ~ F and in particular Nx(t) - y(t)I ] > e. We will show that ]Ix(t) - y(t)I I < e, for 
all t E [to - r, to +/31) N [to - r, to +/3], which will in turn imply that y(t) E F, for all such t and 
thus guarantee that/31 >/3. 
Suppose for the sake of contradiction that I Ix(t ) -  y(t)[ I > e for some t E [ to -  r, to +/31) N 
[to - r, to +/3]. Define t* = inf{t E [to - r, to +/31) n [to - r, to +/3] ] ]Ix(t) - y(t)H > c}. For 
t E [to - r, to] we have ]Ix(t) - y(t)H = I]¢(t - to) - ¢*(t - to)][ <_ 5 < c. Since both solutions 
are continuous when restricted to the interval [t0,to +/31) ~ [to,to +/3], then clearly we have 
to < t* < rain{t0 +/3, to +/31}, [Ix(t *) - y(t*)II = e, and [Ix(t) - y(t)]I <- e for t E [to - r, t*]. Thus, 
xt, yt ~ PC([ - r ,  0], F) ,  for all t E [to, t*]. 
For t E [to,t*], we get 
II~(t) - y(t)ll < I1¢(o) - ¢*(o)11 + II/(s,x~) - / i s ,  y~)ll ds 
_< I1¢(o) - ¢*(o)11 + LIIx~ - Y~ll~ds (4.1) 
_<11¢(0) -¢* (0)11+L I1¢-¢*11~+ sup I I~:(~)-y(~)l l  d~. 
~e [to,s] 
Let g(to) = I1¢(0) - ¢*(0)11 and g(t) = sup~e[to,t I IIx(u) - Y(u)ll for t E (to,t*]. Then, clearly 
g E C([to, t*], R+) and from (4.1), noting that the right-hand side of (4.1) is nondecreasing in t, 
we get 
g(t)  <__ I1¢(o) - ¢*(o)tl + L 11¢ - ¢*11~ + sup IIx(~) - Y(~)II d~ 
ue[to,~] (4.2) 
_< I1¢(0) - ¢*(0)11 +/3L I I¢ -  ¢*[1~ + L g(s)ds < ( /3L+l )5+L g(s)ds, 
for t E [to, t*]. Therefore, by Gronwall's inequality we find that 
g(t) < (/3L + 1)6e L(t-t°) = eL(t-~-t°)e, (4.3) 
for t E [to, t*]. Since t* < to +/3, then in particular g(t*) < e. In other words, supue[to,t. ] lira(u) - 
y(u)l I < e. But this contradicts the fact that I[x(t*) -y ( t* )H : e. This contradiction therefore 
completes the proof. | 
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THEOREM 4.2. Assume f is composite-PC and locally Lipschitz in ¢ and that I is continuous 
in ¢. Also assume that ¢(O)+I(~'k, ¢) • D, for all ¢ • PC(I-r,  0], D) for which ¢(0- )  = ¢(0) and 
for all k = 1, 2,.. . .  Then, solutions of (2.2) and (2.3) depend continuousIy on initial functions. 
PROOF. Let (to, ¢) • J x PC([-r, 0], D) and suppose x --- x(t0, ¢) is a solution of (2.2) and (2.3) 
defined on some interval [to - r ,  to + fl] where ~ > 0 and [t0,t0 + fl] C Y. Then, to • [~-~_~,T~) 
for some positive integer l. If to + ~ < T~, then x is simply a solution of (2.1) and (2.3), and so 
Theorem 4.1 gives us continuous dependence with respect o ¢. 
Next, suppose to + ~ = ~-~. Let e > 0. Since I is continuous with respect o ¢, then there exists 
some 0 < ~ < e/2 such that I]I(~'~, xff-)-I(~'~, ¢)[[ < ~/2 i f¢  • PC([-r, 0], D) and Ilxff--¢][r < 5. 
If we were to redefine, for the moment, the value of the solution x at T~ to be x(T[-), and thereby 
make x continuous on [to, T~], then we could apply Theorem 4.1 to this function, where we let 
5 > 0 be given as in Definition 4.1 and where the e in the definition is replaced by ~. 
Now, suppose ¢* 6 PC([-r,O],D) satisfies [[¢ - ¢*[[~ < 5. Then, any solution y = y(t0,¢*) 
of (2.2) and (2.3) exists on or can be extended (as a solution of (2.1) and (2.3)) to [t0 - r,~-~], 
and on the interval [to - r,T~), will satisfy I]x(t) - y(t)[[ <_ 5. Redefining the value of y at ~-~ to 
be y(T[-) + I(T~,yff-) will then make it a solution (which is unique according to Theorem 3.4) 
of (2.2) and (2.3).  
Since for t • [to - r,~-~) we have IIx(t) - y(t)l I _< 6 _< e, then in particular it follows that 
IIx~g - Yff-I1~ <- ~. Finally, at t = T~ we have 
- y( ,)ll = x 
-<ll  
(4.4) 
Therefore, for all t e [to - r ,  Tl], it follows that Nx(t) -y(t) l  I < e and so this concludes the case 
when to + ~ = Tz. 
For the final case, suppose Tl+m-1 < to + ~ _< ~-Z+m for some positive integer m and let e > 0. 
For the solution x restricted to [~-z+m-1 - r, to + fl] and with ~-~+m-1 and x~-z+.~_ 1 being thought 
of as the initial t ime and initial function, respectively, let 51 > 0 be defined so that given any 
¢* e PC([-r, O], D) with IIx~z+.~_l -¢*1[~ -< 61, then any solution y -- Y(~-l+,~-l,¢*) of (2.2) 
and (2.3) either already exists on or can be continued to [~-l+,~-1 - r, to + fl] and will satisfy 
IIx(t) - y(t)] I _< e, for all t • [~-l+m-1 - r, to + fl]. The existence of such a 51 > 0 follows from 
what we showed earlier in this proof. 
Similarly, if m >_ 2, then for i = 1, 2 . . . .  , m-  1, consider x restricted to [Tl+m-~-i - - r ,  Tz+m-~] 
where Tl+m-~-i and x~+~_~_ 1 are considered the new initial t ime and function. Then, let 6i+1 > 0 
be defined inductively so that 6i+1 < 6~ and if ¢* • PC(I-r, 0], D) and Ilxn+.~_~_l - ¢*llr -< 6~+1, 
then any solution y = Y(~'l+m-~-l, ¢*) of (2.2) and (2.3) either already exists on or can be 
continued to [~-t+,~-i-1 - r ,  ~'z+,~-~] and will satisfy IIx(t) -y(t) l  I <_ 6~, for all t • [~'t+m-~-i - r ,  
TlWTn--i]. 
Finally, let 5 > 0 be chosen so that given any ¢* • PC([-r,O],D) satisfying He - ¢*llr <- 5 
and given any solution y = y(t0, ¢*) of (2.2) and (2.3), then y exists on or can be continued to 
[to -r ,~' l ]  and Nx(t) -y(t) l  I < 6,~, for all t in this interval. 
With this choice of 6, we can show that any solution y = y(t0, ¢*) of (2.2) and (2.3) for which 
¢* e PC(I-r, 0], D) and N¢ - ¢* H~ -< 5 can be continued all the way to [to - r, to + fl] and will 
satisfy IIx(t) - y(t)II -< e, for all t • [~0 - r, t0 + ~]. This is because initially we know that y can be 
continued to [to - r, Tz] and on this interval IIx(t) - y(t)l I _< 6m. In particular, llx~ - y~, II~ <- 6,~. 
Thus, y can be continued further to all of [to -r ,~-l+l] and where IIx(t) -y ( t )H  <_ 6m-1 on this 
interval (or if m = 1 and to +/3  _< Tl+l, then y can be continued to [to - r, to + fl] and on 
this interval I]x(t) - y(t)] I <_ e). By repeating this same argument m - 1 more times, we find 
that y can be continued to the impulse times ~'~+2, ~'I+3, •• -, ~'z+,~-i and then to to + ~. On each 
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interval [to - r,'rl+i], we find that fix(t) - Y(t)ll _< 5~_~ and then, finally on [to - r ,  to +/3], we get 
Ilx(t) -y ( t ) ]  I _< e, which completes the proof. 
Let us now return to the discussion of continuous dependence of solutions of (2.2) and (2.3) 
with respect o the initial time. For the time being, we are treating the initial function as being 
fixed but allowing for small perturbations of the initial time. We have already mentioned that 
a solution y = y(t~, ¢) cannot be expected to be close to a given solution x = x(to, ¢) on the 
interval [{ -  r, t-I, where t = max{t0, t~}, regardless of how close t~ is to to. Another important 
observation to make is that one cannot expect solutions of (2.2) and (2.3) to depend continuously 
on to if to happens to be an impulse time. If to -- zk for some k, then by our definition of a 
solution of (2.2) and (2.3), we do not consider a solution x = x(to, ¢) to experience an impulse 
instantly at its initial t ime to. However, if t~ were chosen so that 0 < to - t~ < 5 for an arbitrarily 
small 5 > 0, then the corresponding solution y = y(t~, ¢) would experience the impulsive effect 
at time t = to and this would likely cause the solution y to deviate a great deal from x at times 
t >_to. 
As it turns out, even if we were to modify the definition of continuous dependence of solutions 
of (2.2) and (2.3) to account for this problem (by excluding impulse times from the set of initial 
times), we still cannot generally expect to get continuous dependence with respect to to as we 
will demonstrate by way of examples. 
One problem with establishing continuous dependence with respect o to stems from the impulse 
functional I .  In general, one can only expect solutions of (2.2) and (2.3) to depend continuously 
on to if I does not involve delays. To illustrate the problem that delays in I can cause, consider 
the simple scalar equation 
• '(t) = o, t ¢ k, (4.5a) 
Ax( t )  = x( t  - 1), t = k, (4.5b) 
where k = 1, 2 , . . .  and where delays are present only in the impulse equation. Let the initial 
function ¢ be defined by ¢(s) -- 0 for s E [ -1,0)  and ¢(0) = 1. Letting to -= 0 and solving for the 
solution x = x(to, ¢) of (4.5), we find that x(t) = 1 for t E [0, 1) and x(t) = 2 for t C [1, 2). On 
the other hand, for arbitrarily small 5 > 0 if t~ = 5 and y = y(t~, ¢), then we find that y(t) = 1, 
for all t E [5, 2). So clearly in this case these solutions are not close to each other. This problem 
can be avoided if we only consider initial times to that are not contained in any set of the form 
[Tk -- r, Tk]. Of course, this becomes very restrictive if r is large especially relative to the time 
differences between successive impulse times. 
It is known that solutions of the classical delay differential system depend continuously on 
initial times (in fact they depend continuously on the initial data (to, ¢)) if f is a continuous 
functional and if f satisfies a local Lipschitz condition in ¢. More generally, continuous depen- 
dence can be proven under the assumption that f is continuous and that solutions of the system 
are unique [1]. Unfortunately, these proofs fall apart when one tries to enlarge the space from the 
set of continuous functions to the set of piecewise continuous functions. In fact, it no longer re- 
mains true that such conditions will guarantee continuous dependence with respect o to. We will 
illustrate this with an example of a functional f that is composite-PC and locally Lipschitz in ¢. 
It will therefore satisfy the conditions of Theorem 3.4, which ensures uniqueness of solutions. So- 
lutions of the corresponding system (2.1) and (2.3) having no impulses will depend continuously 
on initial functions according to Theorem 4.1. Despite all of this, however, the solutions (having 
piecewise continuous initial functions) fail to depend continuously on initial times. 
Define the functional f :  R+ z PC( l - l ,  0], ~) ~ • as follows: 
b( - t ) ,  t C [0,1], (4.6) 
f (t ,~) : ~( -1 ) ,  t C (1,oo). 
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This corresponds to the equation 
x'(t)  = { 
a;(O), 
x(t - 1), 
This equation can also be written in the form 
t e [0, 1], 
t e (1, oo). (4.7) 
x'(t )  = x( t  - h(t)),  (4.8) 
where 
r t, t e [0,1], 
h(t) l 1, t e (1,o0). (4.9) 
Clearly, h is continuous, 0 <_ h(t) <_ 1, for all t E R+, and t - h(t) is nondecreasing on R+. The 
functional f is therefore composite-PC, quasi-bounded, and continuous in ¢. It is not hard to 
see that f is also locally Lipsehitz in ¢. 
Now, let the initial function be defined to be ¢(s) = 1 for s E [ -1 , -p )  and ¢(s) = 0 for 
s E [-p, 0] where 0 _< p < 1 is some constant. Let us start by considering the initial time to = p. 
Solving x = x(t0, ¢) of equation (4.7) gives us x(t)  = 0, for all t _> 0 and so in particular x(1) = 0. 
Now, let 0 < 5 < 1 - p and consider t~ = p + 5. If we solve for y = y(t~, ¢), then we find that on 
the interval [p + 5, 1], y(t) = t - (p + 5), and so in particular at t = 1 we get y(1) = 1 - (p + 5). 
As 5 --~ 0 + this value approaches 1 - p, which does not equal x(1) = 0. Hence, solutions of (4.7) 
do not depend continuously on to. 
Another thing to note about equation (4.7) is that it is a typical example of an equation 
to which the step method could be applied (on any interval [p, oo) where p > 0). So here is an 
example where the theory of continuous dependence of solutions of ordinary differential equations 
cannot directly be carried over to an impulsive delay differential equation despite the ability to 
reduce the equation to one of an ordinary differential equation. 
The rather simple equation (4.7) illustrates that continuous dependence of solutions with re- 
spect to initial times (or more generally with respect to initial data) is unfortunately not a 
property that one can ordinarily expect from the more general equations (2.2) and (2.3) even 
under strong smoothness assumptions on f.  
Some positive results establishing continuous dependence of solutions with respect to initial 
times could be established for very restrictive classes of funetionals. Obviously, smooth funetionals 
that do not involve time delays would have this property. Moreover, if one were to restrict the 
class of initial functions to only continuous functions as well as restrict the set of initial times 
to nonimpulse times and assume I had no delays, then one could fairly easily show that under 
the same conditions, this weaker form of continuous dependence would follow. However, as a 
general rule, continuous dependence of solutions of (2.2) and (2.3) with respect o initial times 
does not hold, although continuous dependence with respect o initial functions holds under fairly 
standard smoothness assumptions on f and I. 
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