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1. Complementi su Prodotto scalare, norme e distanza
Definizione 1. Il prodotto scalare di x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Rn e` definito da
< x, y >=
n∑
j=1
xjyj .
La norma di x ∈ Rn e` definita da
‖x‖ =
 n∑
j=1
x2j
1/2 .
Teorema 2. Disugaglianza di Cauchy-Schwarz. Siano x, y ∈ Rn. Allora,
| < x, y > | ≤ ‖x‖ · ‖y‖,
con uguaglianza se e solo se x = 0 o y = 0 o x = λy per qualche λ ∈ R.
Cioe`, l’uguaglianza vale se e solo se x e y sono linearmente dipendenti. Proof.
0 ≤
n∑
i=1
n∑
j=1
(xiyj − yixj)2 =
n∑
i=1
n∑
j=1
(x2i y
2
j − 2xiyjyixj + y2i x2j )
=
n∑
i=1
n∑
j=1
x2i y
2
j − 2
n∑
i=1
n∑
j=1
xiyjyixj +
n∑
i=1
n∑
j=1
y2i x
2
j
=
n∑
i=1
x2i
n∑
j=1
y2j − 2
n∑
i=1
xiyi
n∑
j=1
yjxj +
n∑
i=1
y2i
n∑
j=1
x2j
= ‖x‖2 · ‖y‖2 − 2 < x, y >< y, x > +‖y‖2 · ‖x‖2
= 2
(‖x‖2 · ‖y‖2− < x, y >2) ,
poiche´ < x, y >=< y, x >. Deve quindi essere ‖x‖2 · ‖y‖2− < x, y >2≥ 0.
Teorema 3. Disugaglianza triangolare della norma. Se x, y ∈ Rn, allora
‖x+ y‖ ≤ ‖x‖+ ‖y‖.
Proof. Calcolo
‖x+ y‖2 = < x+ y, x+ y >=< x, x > + < x, y > + < y, x > + < y, y >= ‖x‖2 + 2 < x, y > +‖y‖2
≤ ‖x‖2 + 2‖x‖ · ‖y‖+ ‖y‖2 = (‖x‖+ ‖y‖)2
e estraggo la radice quadrata.
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