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JACK POLYNOMIALS AS FRACTIONAL QUANTUM HALL STATES
AND THE BETTI NUMBERS OF THE (k + 1)-EQUALS IDEAL
CHRISTINE BERKESCH ZAMAERE, STEPHEN GRIFFETH, AND STEVEN V SAM
Abstract. We show that for Jack parameter α = −(k+1)/(r−1), certain Jack polynomials
studied by Feigin–Jimbo–Miwa–Mukhin vanish to order r when k + 1 of the coordinates
coincide. This result was conjectured by Bernevig and Haldane, who proposed that these
Jack polynomials are model wavefunctions for fractional quantum Hall states. Special cases
of these Jack polynomials include the wavefunctions of Laughlin and Read–Rezayi. In
fact, along these lines we prove several vanishing theorems known as clustering properties
for Jack polynomials in the mathematical physics literature, special cases of which had
previously been conjectured by Bernevig and Haldane. Motivated by the method of proof,
which in case r = 2 identifies the span of the relevant Jack polynomials with the Sn-
invariant part of a unitary representation of the rational Cherednik algebra, we conjecture
that unitary representations of the type A Cherednik algebra have graded minimal free
resolutions of Bernstein–Gelfand–Gelfand type; we prove this for the ideal of the (k + 1)-
equals arrangement in the case when the number of coordinates n is at most 2k + 1. In
general, our conjecture predicts the graded Sn-equivariant Betti numbers of the ideal of the
(k + 1)-equals arrangement with no restriction on the number of ambient dimensions.
1. Introduction
The purpose of this paper is to bring tools from the representation theory of Cherednik
algebras to bear on problems arising from the physics of the quantum fractional Hall effect
and combinatorial commutative algebra. More specifically, we prove conjectures of Bernevig
and Haldane [BH08a, page 4, first full paragraph] and [BH08b, Section III A,B] on the order
of vanishing of certain Jack polynomials, with Jack parameter equal to a negative rational
number α = −(k+1)/(r− 1), along certain highly symmetric linear subspace arrangements
and study minimal free resolutions of the ideals of these arrangements. The arrangements
which appear are generalizations of the (k + 1)-equals arrangement, the set of points in Cn
where some k + 1 coordinates are equal.
In more detail, let α be the Jack parameter. See Section 3 for the definition of the Jack
polynomials p
(α)
λ ∈ C[x1, x2, . . . , xn], indexed by partitions λ with at most n parts; these
are symmetric polynomials whose coefficients are rational functions in α. We now state
our first main result, which follows from Theorem 3.6, and in particular proves conjectures
of Bernevig and Haldane [BH08a, BH08b]. In fact, it should be regarded as interpolating
between the conjectures made in [BH08b, Section III A,B], and so predicts a host of new
vanishing properties, in addition to enlarging the set of Jack polynomials appearing in the
original conjectures. It describes the behavior of certain classes of Jack polynomials upon
allowing some of the coordinates to cluster together.
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Theorem 1.1. Suppose α = −k+1
r−1
for positive coprime integers r − 1 and k + 1 with 1 ≤
k < n, and let s be a positive integer with s(k+1) ≤ n. Let λ ∈ Zn≥0 be a partition such that
λi ≥ λi+k + r for all 1 ≤ i ≤ n− (s(k + 1) + k) + 1,
λi ≥ λi+k + s(r − 1) + 1 for all n− (s(k + 1) + k) + 1 < i ≤ n− (s(k + 1)− 1), and
λi ≤ λi+k+1 + r − 1 for all n− (s(k + 1)− 1) < i ≤ n− (k + 1). (1.1)
Then the Jack polynomial p
(α)
λ (x1, x2, . . . , xn) is well-defined, and for each divisor d of s,
specializing the first d(k + 1) variables to z1, the next d(k + 1) variables to z2, and so on,
up to the (s/d)th cluster of d(k + 1) variables, for which we set the first d(k + 1) − 1 equal
to z = zs/d, the specialized function p
(α)
λ (z1, . . . , z1, z2, . . . , z2, . . . , z, . . . , z, xs(k+1), . . . , xn) is
divisible by
n∏
i=s(k+1)
(xi − z)
d(r−1)+1.
The theorem asserts that the Jack polynomials satisfying its hypotheses vanish to order r
upon forming s clusters of k + 1 variables each, and that if one forms instead larger clusters
of d(k+1) variables, the order of vanishing increases by roughly a factor of d, to d(r−1)+1.
For example, when n = 10, k + 1 = 5, and r − 1 = 3, the s = 1 case of Theorem 1.1
asserts that the Jack polynomial indexed by λ = (8, 8, 4, 4, 4, 4, 0, 0, 0, 0) vanishes to order
4 after the appropriate specialization. The original conjectures of Bernevig and Haldane
obtain by replacing condition (1.1) by the condition λi = 0 for i > n− (s(k + 1)− 1), and
taking d = 1 or d = s. Some special cases of Theorem 1.1 were established by Baratta and
Forrester, who obtained a factorization formula for certain Jack polynomials and conjectured
an analog for certain Macdonald polynomials [BF11]. Dunkl and Luque subsequently proved
the Baratta-Forrester conjecture in [DL12].
In case s = 1, the class of partitions specified in Theorem 1.1 is precisely the set of (k, r, n)-
admissible partitions studied in [FJMM02]. In case s > 1, the set of partitions allowed by
the hypotheses strictly includes the set of (k, r, s, n)-admissible partitions of [BH08b], which
should correspond to Jack polynomials relevant for the construction of fractional quantum
Hall quasiparticle excitations. We note that the r − 1 = s = 1 case corresponds to a
unitary Cherednik algebra module L1/(k+1)(λ) for a certain partition λ, so the space of states
carries a positive definite Hermitian form compatible with the Cherednik algebra action and
in particular making the usual Calogero–Moser Hamiltonian self-adjoint. (This Hermitian
pairing is not the usual one for the Calogero–Moser system, but rather comes from the
identification of the state space with L1/(k+1)(λ).)
Our proof proceeds by first establishing an analogous result for non-symmetric Jack poly-
nomials (which are presumably spin fractional quantum Hall wavefunctions) in Theorem 3.3.
To do this, we combine results of Dunkl [Dun04] and Etingof–Stoica [EtS09] to produce a
few non-symmetric Jack polynomials that satisfy an analogue of Theorem 1.1. We continue
with an analysis of when poles may appear in the Knop–Sahi recursion [KS97] to construct
a broader class of non-symmetric Jack polynomials satisfying the same vanishing conditions.
Symmetrizing these produces the Jack polynomials appearing in Theorem 1.1. Finally, we
use (an elementary version of) the method of Bezrukavnikov–Etingof induction and restric-
tion functors in [BE09] to obtain a version of the result that depends on a divisor d of s. We
now state a consequence of this method of proof (see Lemma 3.5).
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Corollary 1.2. Let Xs,k+1 be the set of points in C
n having s clusters of k + 1 equal coor-
dinates. Then every polynomial function f vanishing on Xs,k+1 vanishes to order at least s
at each point of the s(k + 1)-equals arrangement X1,s(k+1) ⊆ Xs,k+1.
We are not aware of a proof of this result that does not involve representation theory and
non-symmetric Jack polynomials.
It seems likely that the Macdonald polynomial analogue of our result is amenable to the
same techniques, although there are some technical obstacles to overcome; the papers [Kas05]
and [Eno09] provide a starting point. We do not have a method to prove the superspace
analogue of the clustering phenomenon observed in [DLM12]; perhaps a super Cherednik
algebra waits to be discovered.
In the last two sections of the paper, Sections 4 and 5, we state a conjectural formula for a
BGG-style resolution of unitary modules of the type A Cherednik algebra (in Conjecture 4.5)
and prove it in some special cases. From now on, in order to conform to standard notation
in the Cherednik algebra literature, we set c := −1/α and will put m := k+1 and ℓ := r−1.
The main result of these sections is Theorem 5.1, a consequence of which is the construction
of a minimal pure free resolution for the ideal of them-equals arrangement in case 2m ≥ n+1.
(See Section 5 for a definition of a pure resolution.)
Theorem 1.3. If 2m > n + 1, then the coordinate ring of the m-equals arrangement has a
pure resolution with degree sequence (0, n−m+1, n−m+2, . . . , m−1, m+1, m+2, . . . , n−1, n).
Thus the defining ideal is resolved by two linear strands separated by a quadratic jump. If
2m = n + 1, then the defining ideal has a linear resolution. In both cases, this resolution is
a complex of modules for the rational Cherednik algebra H1/m(Sn,C
n).
Conjecture 4.5 asserts that every unitary module for the type A Cherednik algebra has a
resolution by modules that are sums of standard modules (and predicts exactly which mod-
ules occur, all with multiplicity one). As a consequence, we predict a precise combinatorial
formula for the graded, Sn-equivariant Betti numbers of the ideal of the m-equals arrange-
ment, with no restrictions on m. In particular, the truth of the conjecture would imply that
the projective dimension of the coordinate ring of the m-equals arrangement is
(m− 2)e+ 1,
where the integer e is the total number of empty spaces lying on a runner above a bead in the
m-abacus diagram for the partition λ = ((m−1)q, r) of n, determined by dividing n by m−1
to obtain a quotient q and remainder r (see Definition 4.1). We note that in this formula,
e > 1 if m ≤ n/2, so we predict that the m-equals arrangement is Cohen–Macaulay exactly
in the cases covered by Theorem 1.3, that is, for m > n/2, or if m = 2. This prediction is
implied by [EGL, Proposition 3.11].
We end this introduction by mentioning an analogous situation that exists for determinan-
tal ideals. Consider the space X of n×m matrices as an affine space and let Xr be the locus
of matrices of rank ≤ r. It is clear that there is an action of the Lie algebra gln × glm on its
coordinate ring, and in fact, this action extends to an action of the larger Lie algebra glm+n
in such a way that the coordinate ring is an irreducible unitarizable highest weight module.
In [EH04a], it is observed that the BGG resolutions constructed in [EW04] are minimal
free resolutions of the coordinate ring of Xr over the coordinate ring of X . This provides
a representation-theoretic interpretation of the resolution discovered by Lascoux in [Las78].
A similar story emerges if we replace X with the space of symmetric or skew-symmetric
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matrices, or, for irreducible Hermitian symmetric pairs in general, with certain versions of
determinantal varieties associated to Wallach representations [EH04b].
Outline. In Section 2, we provide preliminary tools and results. Section 3 contains our
main results on Jack polynomials, Theorem 3.3 and Theorem 3.6, which yield Theorem 1.1.
We state our conjecture regarding BGG-style resolutions of unitary modules of the type A
Cherednik algebra in Section 4, and prove a special case, Theorem 1.3, in Section 5.
Acknowledgments. We thank Patrick Desrosiers, Jessica Gatica, and Luc Lapointe for
teaching us about clustering properties of Jack polynomials, Bernard Leclerc for explanations
about the character formula for affine parabolic category O, Catharina Stroppel for helpful
pointers on BGG resolutions, and Charles Dunkl and Peter Forrester for useful comments
on a preliminary version of this article. We thank Alexander Kleshchev for bringing Oliver
Ruff’s work to our attention and Ivan Cherednik for explaining how to construct BGG-style
resolutions for certain affine Hecke algebra modules.
2. The polynomial representation of the rational Cherednik algebra
In this section we first define the Cherednik algebra of a finite reflection group W . See
[EM10, §3] for an exposition. We are primarily interested in the case W = Sn, as our goal for
the section is to derive some first consequences of results of Etingof and Stoica from [EtS09].
Let V be a finite dimensional complex vector space, and let W ⊂ GL(V ) be a finite
subgroup such that it is generated by the set
T := {s ∈ W | codim(fix(s)) = 1},
where fix(s) := {v ∈ V | s(v) = v}. For each s ∈ T choose αs ∈ V
∗ such that the zero set of
αs is the fixed space of s, and let cs ∈ C be complex numbers with cwsw−1 = cs for all s ∈ T
and w ∈ W . Let C[V ] be the ring of polynomial functions on V , and for each y ∈ V define
a Dunkl operator by the formula
y(f) := ∂y(f)−
∑
s∈T
cs〈αs, y〉
f − s(f)
αs
for f ∈ C[V ].
This formula depends on the choice of cs but not on the choice of αs.
Definition 2.1. The rational Cherednik algebra corresponding to these data is the subalge-
bra Hc(W,V ) ⊆ EndC(C[V ]) generated by W , C[V ], and the Dunkl operators for all y ∈ V .
We call C[V ] the polynomial representation of Hc(W,V ).
Notation 2.2. When W = Sn and V = C
n is the permutation representation of Sn, we
use respective coordinates x1, x2, . . . , xn and y1, y2, . . . , yn. Here, the xi’s are a basis of V
∗
and the yi’s are the dual basis of V , thought of as acting by Dunkl operators on C[V ] =
C[x1, x2, . . . , xn].
Consider now the case that W := Sn is acting on
Vn := {(p1, p2, . . . , pn) ∈ C
n | p1 + p2 + · · ·+ pn = 0}
by permuting coordinates. There is only one conjugacy class of reflections, given by the
transpositions, so the parameter c is a complex number. In the special case that c = m/n
for a positive integer m coprime to n, [BEG03, Theorems 1.2 and 1.6] imply that there is
an ideal Im,n ⊆ C[Vn] that is Hm/n(Sn, Vn)-stable, whose quotient C[Vn]/Im,n has dimension
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mn−1, and is generated in degree m by an Sn-equivariant regular sequence spanning a copy
of the reflection representation of Vn. In particular, it follows that Im,n ⊆ m
m, where m is
the ideal of functions vanishing at 0. Thus, elements of Im,n vanish to order m at 0.
Definition 2.3. Given a subset X ⊆ Cn, let I be the ideal of functions vanishing on X . If
f ∈ C[x1, x2, . . . , xn] has f ∈ I
ℓ, then we say that f ℓ-annihilates X .
Note that the ℓ-annihilation condition is stronger than requiring only that f vanish to
order ℓ at each point of X . This distinction will be important for us in the sequel.
In the remainder of this section, we describe the results of Etingof and Stoica regarding
the structure of the polynomial representation of Hℓ/m(Sn,C
n) in terms of the ideals Iℓ,m.
Notation 2.4. Write n = qm + r with nonnegative integers q, r such that 0 ≤ r < m.
Observe that C[Vm] = C[x1−x2, x2−x3, . . . , xm−1−xm] embeds in C[x1, . . . , xn] in q obvious
ways, corresponding to the first m coordinates, the next m, and so on, so that the kth
embedding is given by
xi − xi+1 7→ x(k−1)m+i − x(k−1)m+i+1.
For each 1 ≤ s ≤ q, let Js,ℓ,m be the ideal in C[x1, . . . , xn] generated by the images of Iℓ,m via
the first s of these embeddings. Since the set of common zeros of Iℓ,m in Vm consists exactly
of the origin, on which each element of Iℓ,m vanishes to order at least ℓ, the set of common
zeros of Js,ℓ,m is
Zs,m :=


x1 = x2 = · · · = xm,
xm+1 = xm+2 = · · · = x2m,
...
x(s−1)m+1 = x(s−1)m+2 = · · · = xsm

 ,
and elements of Js,ℓ,m ℓ-annihilate this set, i.e.,
Js,ℓ,m ⊆ I(Zs,m)
ℓ.
Now set
Is,ℓ,m :=
⋂
w∈Sn
w(Js,ℓ,m).
The zero set of Is,ℓ,m is the set Xs,m of points in C
n that have at least s different clusters of
m coordinates all equal to one another, and elements of Is,ℓ,m ℓ-annihilate each irreducible
component of Xs,m.
Example 2.5. When n = 5, the set X2,2 consists of points of the form (x, x, y, y, z) and all
possible permutations. Note that in the particular case when ℓ = 1, the ideal Is,1,m is the
ideal of the variety of points having s clusters of m variables all equal to one another. Thus
its variety is a generalization of the m-equals arrangement, which occurs when s = 1.
The following theorem is due to Etingof and Stoica [EtS09]; it appears as Lemma 5.13
there, at the beginning of the proof of Theorem 5.10 (see also the proof of Remark 5.11).
For uniformity of notation, we set I0,ℓ,m := 0 and Iq+1,ℓ,m := C[x1, x2, . . . , xn].
Theorem 2.6 (Etingof–Stoica). Every Hℓ/m(Sn,C
n)-submodule of C[x1, x2, . . . , xn] is equal
to Is,ℓ,m for some 0 ≤ s ≤ q + 1.
We now show that the symmetric elements ISns,ℓ,m of Is,ℓ,m actually (ℓ + 1)-annihilate the
irreducible components of Xs,m.
6 CHRISTINE BERKESCH ZAMAERE, STEPHEN GRIFFETH, AND STEVEN V SAM
Lemma 2.7. There is a containment ISns,ℓ,m ⊆ I(Zs,m)
ℓ+1. In other words, the elements of
ISns,ℓ,m (ℓ+ 1)-annihilate Zs,m.
Proof. We use the fact that the ideal Iℓ,m ⊆ C[Vm] is generated in degree ℓ by a copy of the
reflection representation Vm of Sm. Given this, the ideal Js,ℓ,m ⊇ Is,ℓ,m is generated in degree
ℓ by s different copies V
(1)
m , . . . , V
(s)
m of this reflection representation, spanned by polynomials
f
(1)
1 , . . . , f
(1)
m−1, . . . , f
(s)
1 , . . . , f
(s)
m−1.
Now if f =
∑
i,p g
(p)
i f
(p)
i is Sn-invariant, it is in particular invariant for the product Sm×· · ·×
Sm of s copies of Sm, and it follows that we may assume that for each p, the polynomials g
(p)
i ,
for 1 ≤ i ≤ m − 1, span a copy of Vm in the variables x(p−1)m+1, . . . , x(p−1)m+m. Therefore
they are in the ideal generated by the differences x(p−1)m+j−x(p−1)m+j+1. From Notation 2.4,
we have f
(p)
i ∈ I(Zs,m)
ℓ, so it now follows that f ∈ I(Zs,m)
ℓ+1, as desired. 
In order to prove Theorem 1.1, the version of our main theorem stated in the introduction,
we need the following simple lemma.
Lemma 2.8. Suppose f is a function that ℓ-annihilates the set Zs,m. Specializing the
first m variables to z1, the next m variables to z2, and so on, up to the sth cluster of
m variables, for which we set the first m − 1 equal to z = zs, the specialized function
f(z1, . . . , z1, z2, . . . , z2, . . . , z, . . . , z, xsm, . . . , xn) is divisible by (xsm − z)
ℓ. Furthermore, if f
ℓ-annihilates each w(Zs,m) for w ∈ Sn, then this specialization is divisible by the product
n∏
i=sm
(xi − z)
ℓ.
Proof. Let g be a function vanishing on Zs,m. Specializing g as we specialized f gives a
function divisible by xsm − z. Since f is a linear combination of products of ℓ such g’s, the
first statement of the lemma is proved. Since the functions (xi − z)
ℓ are pairwise coprime,
the second statement follows as well. 
We close this section with a lemma relating modules over a Cherednik algebra Hc(W,V )
to modules over Hc(W
′, V ′), where W ′ ⊆ W is the subgroup of W fixing some point p ∈ V
(such subgroups are known as parabolic subgroups) and V ′ is an orthogonal complement to
the fixed point space V W
′
with respect to a W -invariant positive definite Hermitian form.
Lemma 2.9. Let I ′ be an Hc(W
′, V ′)-submodule of C[V ′], and let J be the ideal generated
by its image in C[V ] = C[V ′]⊗C C[V
W ′]. Then
I :=
⋂
w∈W
w(J)
is an Hc(W,V )-submodule of C[V ].
Proof. First, observe that I is evidently a W -stable ideal in C[V ]. Next, given f ∈ I, we
check that y(f) ∈ J for all y ∈ V . Write y = y0 + y1 with y0 ∈ V
′ and y1 ∈ V
W ′, and let
T ′ := W ′ ∩ T be the set of reflections in W ′. Writing f =
∑
i figi with fi ∈ C[V
W ′] and
gi ∈ I
′, it follows from the definition of y(f) that
y(f) = ∂y0(f)−
∑
s∈T ′
cs〈αs, y0〉
f − s(f)
αs
+ ∂y1(f)−
∑
s∈T\T ′
cs〈αs, y〉
f − s(f)
αs
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=
∑
i
fi
(
∂y0(gi)−
∑
s∈T ′
cs〈αs, y0〉
gi − s(gi)
αs
)
+
∑
i
gi∂y1(fi)−
∑
s∈T\T ′
cs〈αs, y〉
f − s(f)
αs
.
In the last expression, the term in parentheses within the first sum is in I ′ because I ′ is
Hc(W
′, V ′)-stable, implying that the first sum is in J . The second sum is evidently in J ,
and the last sum is in J because f ∈ J , s(f) ∈ J , and αs is a nonzerodivisor on C[V ]/J for
all s /∈ T ′. The fact that αs is a nonzerodivisor on C[V ]/J may be seen as follows. First,
using that s /∈ W ′, we choose a basis x1, . . . , xn of V
∗ so that C[V ′] = C[x1, x2, . . . , xm] and
αs = xm+1. Now the ideal J is generated by elements of C[x1, . . . , xm], so xm+1 = αs is a
non-zero divisor modulo J , establishing the claim. Since we have shown that y(f) ∈ J for
all y ∈ V , it follows that y(f) = w(w−1(y))(f) ∈ w(J) for all w ∈ W and y ∈ V . 
3. Jack polynomials
We first describe a partial order on sequences µ = (µ1, µ2, . . . , µn) ∈ Z
n
≥0. Let µ
+ be the
non-increasing (partition) rearrangement of µ and let wµ be the permutation with the most
inversions such that wµµ is non-decreasing (an anti-partition). The permutation wµ may be
described as a “rank function” because it ranks the elements of the sequence (µ1, . . . , µn)
from smallest to largest, where ties are broken by considering as smaller entries farther to
the right. For example, if µ = (4, 3, 1, 1, 0, 3), then wµ = (6, 5, 3, 2, 1, 4). We say that µ < ν
if either µ+ < ν+ in dominance order, or µ+ = ν+ and wµ < wν in Bruhat order. We write
µ− for the non-decreasing rearrangement of µ.
Let sij be the transposition that swaps i and j and leaves all other numbers fixed. Let
zi := yixi+ cφi, where φi :=
∑
1≤j<i sij is the ith Jucys–Murphy–Young element in CSn. For
any c ∈ C, the subalgebra of Hc(Sn,C
n) generated by z1, . . . , zn is commutative and acts in
an upper-triangular fashion on the polynomial representation C[x1, . . . , xn], with respect to
the basis xµ of monomials and the ordering < defined above. This fact is classical, and with
our notation, it follows for instance from [Gri10a, Theorem 5.1]. Moreover, if we let c be a
formal variable, then the polynomial representation C(c)[x1, . . . , xn] is diagonalizable with
respect to the action of z1, . . . , zn, and we write fµ for the simultaneous eigenfunction with
leading term xµ. This is a polynomial in x1, . . . , xn whose coefficients are rational functions
of c. According to [Gri10a, Theorem 5.1], the eigenvalue is given by
zifµ = (µi + 1− (wµ(i)− 1)c) fµ. (3.1)
To explicitly describe lowest weight generators for the submodules constructed by Etingof
and Stoica, we follow [Dun04].
Notation 3.1. For each 1 ≤ s ≤ q, divide n − (sm − 1) by m − 1 to obtain a quotient qs
and remainder rs, so that
n− (sm− 1) = qs(m− 1) + rs with 0 ≤ rs < m− 1.
Then set
τs,m := (sm− 1, (m− 1)
qs, rs) and
µs,ℓ,m := ((ℓ(s+ qs))
rs, (ℓ(s+ qs − 1))
m−1, (ℓ(s+ qs − 2))
m−1, . . . , (ℓs)m−1, 0sm−1).
We use partition notation for exponents: an exponent e indicates an entry repeated e times.
Proposition 3.2. There is an equality Is,ℓ,m = Hℓ/m(Sn,C
n)fµs,ℓ,m.
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Proof. According to [Dun04], when c = ℓ/m, we have that yfµs,ℓ,m = 0 for all y ∈ C
n and
the CSn-span of the non-symmetric Jack polynomial fµs,ℓ,m is isomorphic, as a CSn-module,
to the Specht module Sτs,m . The result now follows from Theorem 2.6 and the observation
that the degree of fµs,ℓ,m decreases as s increases. 
The following result is a weak and non-symmetric version of Theorem 1.1.
Theorem 3.3. Suppose that c = ℓ/m for positive coprime integers ℓ and m with m ≥ 2.
Suppose that a sequence µ satisfies the following:
(a) for m+ 1 ≤ j ≤ sm− 1,
µ−j ≤ µ
−
j−m + ℓ, with equality implying that w
−1
µ (j) > w
−1
µ (j −m),
(b) for sm ≤ j ≤ sm+m− 2,
µ−j ≥ µ
−
j−(m−1) + sℓ, with equality implying that w
−1
µ (j) < w
−1
µ (j − (m− 1)), and
(c) for j ≥ sm+m− 1,
µ−j ≥ µ
−
j−(m−1) + ℓ, with equality implying that w
−1
µ (j) < w
−1
µ (j − (m− 1)).
Then the non-symmetric Jack polynomial fµ is well-defined and belongs to the ideal Is,ℓ,m;
in particular, fµ ℓ-annihilates each irreducible component of Xs,m.
Proof. We describe a recursion that constructs the polynomials fµ, as in [KS97]. Set
σi := si +
c
zi − zi+1
, for i = 1, . . . , n− 1
and Φ := xnsn−1sn−2 · · · s1. For µ = (µ1, µ2, . . . , µn) ∈ Z
n, set φµ := (µ2, µ3, . . . , µn, µ1 + 1).
Then [Gri10a, Lemma 5.3] shows that
Φfµ = fφµ, and if µi < µi+1, then σifµ = fsiµ. (3.2)
For special positive rational values of c, the coefficients of fµ may have poles. However,
assuming that none of the coefficients of fµ have a pole at c ∈ C, the recursions above show
that certain other non-symmetric Jack polynomials will be well-defined at c and belong to
the Hc(Sn,C
n)-submodule generated by fµ. For instance, fsiµ = σifµ is well-defined if fµ is
well-defined, provided that the eigenvalues of zi and zi+1 on fµ are distinct. In light of (3.1),
it is enough that
µi − µi+1 6= (wµ(i)− wµ(i+ 1))c. (3.3)
To describe all of the non-symmetric Jack polynomials that can be obtained in this way
starting with fµ, we make the following definitions. For each µ ∈ Z
n
≥0, we write µ
− := wµµ
for its non-decreasing rearrangement, and we define a set R(µ) as follows. First, a triple
(i, j, k) with 1 ≤ i < j ≤ n and k ∈ Z>0 is in R(µ) if and only if µ
−
j > µ
−
i +k or µ
−
j = µ
−
i +k
and w−1µ (j) < w
−1
µ (i). Second, a pair (i, k) with 1 ≤ i ≤ n and k ∈ Z>0 is in R(µ) if and
only if µ−i ≥ k. (These definitions are [Gri10a, (7.17)], specialized to our situation; in fact,
we could use the machinery developed there to finish the proof immediately. However, since
the combinatorics is somewhat simpler in our situation, the extra generality is unnecessary,
and we prefer to outline a self-contained argument.) Finally, a triple (i, j, k) as above is
non-semisimple if k = ℓ(j − i)/m.
With these definitions, the hypotheses (b) and (c) on µ in the statement of the theorem
then amount to R(µs,ℓ,m) ⊆ R(µ), while (a) implies that R(µ) \ R(µs,ℓ,m) does not contain
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any non-semisimple triples. We will show that this implies that fµ can be obtained from
fµs,ℓ,m by use of the recursions (3.2).
Now let µ, ν ∈ Zn≥0 be arbitrary. It follows from the definitions that R(µ) = R(ν) implies
µ = ν. Moreover, R((0, 0, . . . , 0)) = ∅ and for all µ,
R(φµ) = R(µ) ∪ {(wµ(1), µ1 + 1)}
and if µi < µi+1, then
R(siµ) = R(µ) ∪ {(wµ(i), wµ(i+ 1), µi+1 − µi)}. (3.4)
Note that the recursion (3.2), fsiµ = σifµ, is well-defined here if and only if
(wµ(i), wµ(i+ 1), µi+1 − µi)
is not a non-semisimple triple. Now assume R(µ) ⊆ R(ν). One checks that at least one of
the following holds:
(i) µ = ν,
(ii) (wµ(1), µ1 + 1) ∈ R(ν), or
(iii) there is some 1 ≤ i ≤ n− 1 with µi < µi+1 and (wµ(i), wµ(i+ 1), µi+1 − µi) ∈ R(ν).
Given this, it follows that either µ = ν, or that R(µ) ( R(φµ) ⊆ R(ν) or that R(µ) (
R(siµ) ⊆ R(ν) for some 1 ≤ i ≤ n − 1. By induction, one may therefore find a sequence
µ = µ(0), µ(1), . . . , µ(p) = ν with the following properties: R(µ(i)) is obtained from R(µ(i−1))
by adjoining a single element of R(ν), and either µ(i) = φµ(i−1) or µ(i) = sjµ
(i−1) for some
1 ≤ j ≤ n − 1 with µ
(i−1)
j < µ
(i−1)
j+1 . Finally, assuming no element of R(ν) \ R(µ) is non-
semisimple, this last condition implies that the recursion (3.2) is well-defined at each stage
of this process, thanks to (3.4). This completes the proof. 
Even in the simplest examples the Jack polynomials in the theorem do not exhaust the
set of all well-defined Jack polynomials belonging to Is,ℓ,m, but for our purposes they are
enough.
We now show that Theorem 3.3 can be upgraded to a stronger vanishing property for
symmetric Jack polynomials. Let e :=
∑
w∈Sn
w be the symmetrizer; this is idempotent up
to a factor of n!. Given a non-increasing sequence λ = (λ1, λ2, . . . , λn) ∈ Z
n
≥0, write λ
− for its
non-decreasing rearrangement and nλ for the order of its stabilizer in the symmetric group
Sn, which acts by permuting coordinates. Define the (symmetric) Jack polynomial pλ to be
pλ :=
1
nλ
efλ− .
If we wish to emphasize the dependence on α we may write p
(α)
λ , as in the introduction.
This has as leading term a monomial symmetric function mλ, and it is an eigenfunction for
symmetric polynomials in the zi’s; in fact, it is characterized by these properties.
Evidently, Theorem 3.3 and Lemma 2.7 together imply a vanishing to the order ℓ+ 1 for
the symmetrizations of the polynomials appearing in Theorem 3.3. This follows because,
given a partition λ with at most n nonzero parts such that λ− satisfies the conditions of
Theorem 3.3, the equation pλ =
1
nλ
efλ− implies that pλ ∈ I
Sn
s,ℓ,m. The conditions on λ in
the following theorem guarantee that the anti-partition rearrangement λ− of λ satisfies the
hypotheses of Theorem 3.3.
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Theorem 3.4. Let λ ∈ Zn≥0 be a partition such that
λi ≥ λi+m−1 + ℓ+ 1 for all 1 ≤ i ≤ n− (sm+m− 1) + 1,
λi ≥ λi+m−1 + sℓ+ 1 for all n− (sm+m− 1) + 2 ≤ i ≤ n− (sm− 1), and
λi ≤ λi+m + ℓ for all n− (sm− 1) < i ≤ n−m.
Then the Jack polynomial pλ is well-defined and belongs to Is,ℓ,m, and so (ℓ+ 1)-annihilates
each irreducible component of Xk,m. In particular, upon specializing the variables as in
Lemma 2.8, each such pλ is divisible by
∏n
i=sm(xi − z)
ℓ+1.
The minimal degree partition satisfying the conditions of Theorem 3.4 is
λ = ((s(ℓ+ qs) + qs + 1)
rs, (s(ℓ+ qs − 1) + qs)
m−1, . . . , (s(ℓ+ 1) + 2)m−1, (sℓ+ 1)m−1, 0sm−1).
As an example, Theorem 3.4 asserts that the Jack polynomial p(7,0,0,0)(x, x, y, z) at Jack
parameter−2/3 is well-defined and divisible by (y−z)4, as are, for example, p(8,1,0,0)(x, x, y, z)
and p(14,7,5,5)(x, x, y, z).
We conclude this section by proving the conjecture of Bernevig and Haldane from [BH08b,
Section III B]. For this, we let d and d′ be positive integers with dd′ ≤ q.
Lemma 3.5. The elements of the ideal Idd′,ℓ,m all (dℓ)-annihilate each irreducible component
of the arrangement Xd′,dm.
Proof. We first treat the special case that the number of variables is n = dm and d′ = 1. By
Notation 3.1, the non-symmetric Jack polynomials generating Id,ℓ,m have degree dℓ, and they
are evidently annihilated by the operator y1+ y2+ · · ·+ yn, which a direct calculation shows
is the sum of the partial derivatives with respect to the x variables. These non-symmetric
Jack polynomials are therefore polynomials in the pairwise differences x1−x2, . . . , xn−1−xn,
establishing the special case.
To treat the general case, we temporarily append the number n (the ambient dimension) to
all subscripts, so that for instance Id,ℓ,m,n refers to the corresponding ideal in n variables. We
have proved that elements of Id,ℓ,m,dm all dℓ-annihilate X1,dm,dm. For n ≥ kd
′m, let J be the
ideal generated by the images of Id,ℓ,m,dm via the first d
′ obvious inclusions C[x1, . . . , xkm] →֒
C[x1, . . . , xn]. The elements of the intersection
I :=
⋂
w∈Sn
w(J)
then dℓ-annihilate the irreducible components of Xd′,dm,n. On the other hand, the zero set
of I is exactly Xdd′,m,n, and by Lemma 2.9, I is Hℓ/m(Sn,C
n)-stable. But these properties
characterize Idd′,ℓ,m,n by Theorem 2.6, implying that I = Idd′,ℓ,m,n. 
Theorem 3.6. The elements of ISndd′,ℓ,m all (dℓ+1)-annihilate each irreducible component of
the arrangement Xd′,dm.
Proof. This follows from Lemma 3.5 via the argument in Lemma 2.7. In detail, with notation
as in Lemma 2.7, a symmetric element f ∈ ISndd′,ℓ,m may be written as
f =
∑
i,p
g
(p)
i f
(p)
i
with g
(p)
i , for 1 ≤ i ≤ m − 1, spanning a copy of Vm and therefore contained in the ideal
generated by the differences x(p−1)m+j − x(p−1)m+j+1. This provides the additional vanishing
required beyond that supplied by Lemma 3.5. 
JACK POLYNOMIALS AS FRACTIONAL QUANTUM HALL STATES 11
Theorem 1.1 now follows from this result together with Theorem 3.4 and Lemma 2.8,
keeping in mind that k + 1 = m and r − 1 = ℓ.
4. Conjectural BGG-style resolution
In this section, we present a conjecture about the structure of I1,1,m as a Cherednik algebra
module. Cherednik conjectured, and Etingof and Stoica proved, that this ideal is a unitary
module [EtS09]. We conjecture that for the Cherednik algebra of Sn, all unitary modules
have resolutions by sums of standard modules. This would provide an analogue of the
Bernstein–Gelfand–Gelfand resolution for a finite dimensional Lie algebra module, as well
as an analogue of a theorem of Cherednik [Che87] for the single affine Hecke algebra.
It is not difficult to find examples of finite dimensional modules for the Cherednik algebra
for groups W other than Sn that do not admit this type of resolution; the smallest example
occurs whenW = G(2, 1, 2). On the other hand, one might wonder if unitary modules always
have such resolutions; here we present enough evidence to make this conjecture in type A.
Using the classification of unitary modules for the rational Cherednik algebras of the groups
G(r, 1, n) given in [Gri11], one might begin to gather enough data to extend this conjecture
(or find a counterexample) to other cases.
Evidently, the results of Etingof–Stoica and Dunkl together imply that the non-symmetric
Jack polynomials in the CSn-span of fµs,1,m give a minimal set of generators for the ideal
Is,1,m of the set of points in C
n, where there are s clusters ofm equal coordinates, generalizing
the work of Li and Li [LL81] to this case. However, we will see that the case s = 1 is special
in another way: since it corresponds to a unitary Cherednik algebra module, its minimal
resolution is (conjecturally) of representation theoretic origins.
The PBW Theorem for Hc = Hc(W,V ) states that multiplication induces a vector space
isomorphism (see [Gri10b, Corollary 2.2] for an elementary proof),
C[V ]⊗C CW ⊗C C[V
∗] ∼= Hc.
The standard module ∆c(λ) corresponding to S
λ is defined as
∆c(λ) := Ind
Hc
C[V ∗]⋊WS
λ,
where Sλ is a C[V ∗]-module such that elements of V act by zero. By the PBW theorem,
there is a vector space isomorphism ∆c(λ) ∼= C[V ] ⊗C S
λ identifying ∆c(λ) with S
λ-valued
polynomial functions on V . The action of y ∈ V is given by an analogue of the Dunkl
operators:
y(f ⊗ u) = ∂y(f)⊗ u−
∑
s∈T
cs〈αs, y〉
f − s(f)
αs
⊗ s(u) for f ∈ C[V ] and u ∈ Sλ.
We fix a positive definiteW -invariant Hermitian form (·, ·) on each irreducible CW -module
Sλ. In particular, we obtain a conjugate linear W -equivariant isomorphism V ∗ → V , which
induces a W -equivariant conjugate linear ring isomorphism C[V ] → C[V ∗], written f 7→ f .
We use this to define a Hermitian pairing (·, ·)c on ∆c(λ), given by the formula
(f1 ⊗ u1, f2 ⊗ u2)c := (u1, f1(f2 ⊗ u2)(0)) for f1, f2 ∈ C[V ] and u1, u2 ∈ S
λ,
where on the right hand side the formula f1(f2 ⊗ u2)(0) is computed by first allowing the
composition of Dunkl operators f1 to act on f2 ⊗ u2, and then evaluating the resulting
function at 0 to obtain an element of Sλ.
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Define Lc(λ) to be the quotient of ∆c(λ) by the radical of (·, ·)c,
Lc(λ) := ∆c(λ)/Rad(·, ·)c.
It is not difficult to see that Lc(λ) is the unique simple quotient of ∆c(λ), or equivalently
that Rad(·, ·)c = Rad(∆c(λ)). By definition, the form (·, ·)c descends to a nondegenerate
pairing on Lc(λ). We say that Lc(λ) is unitary if this form is positive definite.
From now on, we assume that W = Sn is acting on V = C
n.
Definition 4.1. Given a partition λ and a positive integerm, we define itsm-abacus diagram
as follows: the abacus has m vertical runners labeled 0, 1, 2, . . . , m−1, and beads are placed
on the runners in a way we will describe. First, tracing the border of the partition λ from
northeast to southwest produces a sequence of “down steps” and “left steps.” We now read
across the positions in the abacus from left to right and top to bottom, leaving an empty
space for each down step, and a bead for each left step. Thus we always begin with an empty
space, and the number of beads in the abacus diagram is λ1.
Example 4.2. If m = 5 and
λ = (4, 4, 3) = , then the 5-abacus for λ is
0 1 2 3 4
✉ ✉
✉ ✉
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
.
Let m be a positive integer. The module L1/m(λ) is unitary precisely when, in the abacus
diagram for λ, the first bead and the last bead are separated by at most m positions (and
in particular, there is at most one bead on each runner). That is, if the first bead occurs
on runner i > 0 in some row, the last bead must occur on or before runner i − 1 in the
next row (or if i = 0, on or before the last runner on the same row). This is an immediate
consequence of the classification of unitary modules given by the second author and Etingof–
Stoica in [EtS09]. In particular, the unitary module I1,1,m is L1/m(λ), where λ = (m−1, m−
1, . . . , m − 1, r) contains a part m − 1 with multiplicity q and a part r with multiplicity
1. Here, we have divided n by m − 1 to obtain a quotient q and remainder r. The λ in
Example 4.2 corresponds in this way to the 5-equals set in C11.
Definition 4.3. Let D be an m-abacus diagram with at most one bead on each runner.
The homological degree hd(D) is defined to be the sum over all pairs of beads b1 on runner i
and b2 on runner j in the diagram D, with i < j, of k − 1 if the bead b1 is k > 1 rows lower
than the bead b2, and of k if the bead b1 is k > 0 rows higher than the bead b2. In short,
hd(D) :=
∑
i<j
b1 lies below b2
(row(b1)− row(b2)− 1) +
∑
i<j
b1 lies above b2
(row(b2)− row(b1)).
It is a straightforward check that the homological degree of the m-abacus diagram of λ is
0 when L1/m(λ) is unitary. This includes the diagram in Example 4.2.
Notation 4.4. Let Pm(λ) be the set of all partitions obtained as follows: starting with
the m-abacus diagram for λ, we are allowed to move any bead up one row provided that
we compensate by moving another bead down one row. Composing moves of this type, we
obtain all the m-abacus diagrams of the elements of Pm(λ).
We now describe the conjectural BGG-style resolution of a unitary module L1/m(λ).
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Conjecture 4.5. The unitary module L1/m(λ) has a resolution
· · · −→ Mi −→ · · · −→M0 −→ L1/m(λ) −→ 0
where Mi is the sum of all standard modules
∆1/m(µ) = C[x1, x2, . . . , xn]⊗ S
µ
over partitions µ ∈ Pm(λ) whose corresponding m-abacus diagram has homological degree i.
Example 4.6. When λ = (4, 4, 3) and m = 5, we list the m-abacus diagrams, organized
by homological degree from 0 to 6, together with the Young diagrams of the corresponding
partitions and a statistic cµ that controls the degrees of the maps in the resolution, which
will be explained in (4.1).
hd 0:
0 1 2 3 4
✉ ✉
✉ ✉
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
cµ = 10
hd 1:
0 1 2 3 4
✉ ✉
✉ ✉
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
cµ = 11
hd 2:
0 1 2 3 4
✉ ✉
✉ ✉
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
cµ = 12
0 1 2 3 4
✉ ✉
✉ ✉
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
cµ = 13
hd 3:
0 1 2 3 4
✉ ✉ ✉
✉
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
cµ = 14
0 1 2 3 4
✉ ✉
✉ ✉
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
cµ = 14
hd 4:
0 1 2 3 4
✉ ✉ ✉
✉
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
cµ = 16
0 1 2 3 4
✉ ✉
✉ ✉
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
cµ = 15
hd 5:
0 1 2 3 4
✉ ✉ ✉
✉
♣♣
♣
♣♣
♣
♣♣
♣
♣♣
♣
♣♣
♣
cµ = 18
hd 6:
0 1 2 3 4
✉ ✉ ✉
✉
♣
♣
♣ ♣
♣
♣ ♣
♣
♣ ♣
♣
♣ ♣
♣
♣
cµ = 22
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The set Pm(λ) can also be described as the set of all partitions µ of n with the same
m-core as λ [Mac95, I.1, Example 8] and µ ≤ λ in dominance order. Our conjectural
BGG-style resolution is a strengthening of a result of Ruff calculating the characters of
completely splittable irreducible finite Hecke algebra modules [Ruf06]. Using the Knizhnik–
Zamolodchikov functor as in [GGOR03] shows that Ruff’s result follows from our conjecture.
The degrees of the maps in the conjectural complex above can also be computed using
the Cherednik algebra. Maps between objects in category Oc are automatically of degree 0,
where the grading is given by the action of the deformed Euler element
h :=
∑
1≤i≤n
xiyi + c
∑
1≤i<j≤n
(1− sij).
The action of h on the degree d part of the standard module ∆c(µ) = C[x1, . . . , xn]⊗ S
µ is
multiplication by the scalar d+ c(n(λ)−n(λt)+n(n−1)/2), where n(µ) :=
∑
i(i−1)µi. Set
cµ := c
(
n(λ)− n(λt) + n(n− 1)/2
)
. (4.1)
These numbers have been listed above in Example 4.6 with c = 1/5. In this example, if we
write the ith module Mi in the resolution of Conjecture 4.5 as a sum of modules of the form
(C[x1, x2, . . . , xn]⊗ S
µ) (cλ − cµ),
where the parentheses denote the usual grading shift, then all the maps in the resulting
complex are degree 0. Also, none of the entries of the maps contain nonzero constant terms
because the value of the cµ-function is increasing in the homological degree of the m-abacus
of µ ∈ Pm(λ). Thus, Conjecture 4.5 implies that our BGG-style resolution is a minimal free
resolution of the m-equals ideal. Conjecture 4.5 also predicts a combinatorial formula for
the Sn-equivariant graded Betti numbers of the m-equals ideal.
In Example 4.6, the resolution of the ideal I for the 5-equals set in C11 is as follows (we
write λ(−d) in place of Sλ ⊗C C[x1, . . . , xn](−d)):
0→ (111)(−12)→ (22, 17)(−8)→ (3, 2, 16)(−6)⊕ (25, 1)(−5)
→ (4, 2, 15)(−4)⊕ (3, 23, 12)(−4)→ (33, 2)(−2)⊕ (4, 22, 13)(−3)
→ (4, 32, 1)(−1)→ (42, 3)→ I → 0
Aside from its compatibility with Ruff’s character formula and the special cases handled
in the next section, evidence for Conjecture 4.5 comes from direct calculation in a number of
examples, using the Specht-module-valued version of Jack polynomials defined and studied
in [Gri10a]. In fact, using the machinery of [Gri10a], one can write down explicit formulas
for the maps in our conjectural resolution in many cases; however, as of this writing, we do
not have a conjecture for such a formula in general.
There are a number of other subspace arrangements whose ideals are unitary modules for
the rational Cherednik algebra. For instance, see the papers of Feigin [Fei12] and Feigin–
Shramov [FS12]. One might hope that BGG-style resolutions of these modules also exist,
so that one could obtain a wider class of examples of linear subspace arrangements whose
minimal free resolutions are explicitly known. The paper [Sid04] treats some of these ar-
rangements from the point of view of combinatorial commutative algebra.
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5. A proof of the conjecture for the m-equals set in Cn with 2m ≥ n + 1
In this section, we prove Conjecture 4.5 under the assumption that 2m ≥ n + 1. Set
A := Sym(V ∗) = C[x1, . . . , xn], I := I1,1,m, X := X1,m, and k := n −m + 1. (This conflicts
with the notation from the introduction, but should not cause confusion.) Recall that I is the
radical ideal of X , so A/I has dimension k and degree
(
n
m
)
. Also, A/I is Cohen–Macaulay
by [EGL, Proposition 3.9]. We calculate a resolution of A/I as an Hc(Sn,C
n)-module by
standard modules, which yields a minimal free resolution of A/I considered as an A-module.
A graded free resolution F• (over A) is pure if each Fi is generated in a single degree. In
this case, the list of these degrees is the degree sequence. There has been recent interest in
modules with pure resolutions in connections with Boij–So¨derberg theory ([BS08, ES09], see
also [ES11, Flo12] for surveys). We show that A/I has a pure resolution. We will mainly
focus on the case 2m > n + 1. The boundary case 2m = n + 1 is easier and is discussed in
Remark 5.5.
Theorem 5.1. Conjecture 4.5 is valid for λ = (m − 1, n − m + 1) and c = 1/m with
m − 1 ≥ n
2
. In particular, the minimal free resolution of A/I is pure with degree sequence
(0, k, k+1, . . . , n− k, n− k+2, . . . , n− 1, n). In other words, the resolution of I consists of
2 linear strands separated by a quadratic jump.
The first construction of pure resolutions was given in [EFW11] using the representation
theory of the general linear group. The modules A/I could be seen as a special case (we
obtain only special kinds of degree sequences) of a conjectural symmetric group analogue of
that result. From this perspective, the resolution of A/I is interesting because the sizes of
its Betti numbers are as small as possible subject to the given degree sequence.
The minimal resolution we construct in Theorem 5.1 is also constructed in [Wil13], without
using the Cherednik algebra. Unfortunately, it appears that there is a gap in the argument
of [Wil13, Proposition 185]. We also point out that the statement of [Wil13, Proposition 177]
is not correct in arbitrary characteristic, as shown by the following example.
Example 5.2. The ring A/I can fail to be Cohen–Macaulay if we work in positive charac-
teristic. For example, in characteristic 2 with m = 5 and n = 7 (so that our Specht module
is I = S(4,3)), the graded Betti table of the quotient ring A/I is
0 1 2 3 4 5
total: 1 14 21 14 7 1
0: 1 . . . . .
1: . . . . . .
2: . 14 21 . . .
3: . . . 14 6 1
4: . . . . 1 .
using Macaulay2 [M2], and hence the depth of A/I is 2. In all other characteristics, this
depth is 3. Since the dimension of A is also 3, in all other cases, A/I is Cohen–Macaulay.
We begin with some preliminary results. The regularity of an A-module M is
regM := max
i
{j | TorAi (M,C)i+j 6= 0}.
The module TorAi (M,C)i+j can be identified with the degree i+ j generators of the ith term
in the minimal free resolution of M .
Lemma 5.3. The regularity of A/I is k.
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Proof. The Hilbert functions of A/I and A agree in degrees < k, so the former is
HA/I(t) =
(
∑k−1
i=0
(
n−k+i−1
i
)
ti) + tkQ(t)
(1− t)k
,
where Q(t) is some polynomial such that degQ + k = regA/I [Eis05, Corollary 4.8]. The
evaluation of the numerator at t = 1 is degA/I, which we know is
(
n
k−1
)
. Since the sum
on the left of the numerator counts the number of monomials of degree k − 1 in n − k + 1
variables, which is
(
n−1
k−1
)
, it follows that Q(1) =
(
n−1
k−2
)
. From the Hilbert series, the dimension
of the space of degree k polynomials in I is
(
n−1
k
)
−Q(0). We also know that this dimension
is dimS(n−k,k) =
(
n−1
k
)
−
(
n−1
k−2
)
, and so Q(0) = Q(1). Since A/I is Cohen–Macaulay, Q(t)
has nonnegative coefficients, so it follows that Q(t) is a constant polynomial, and hence
regA/I = k. 
Given a partition λ, letmi(λ) denote the multiplicity of i in λ. Also, let χ
λ be the character
for the Specht module Sλ. Denote by ch the Frobenius characteristic map [Mac95, I.7] that
sends χλ to the Schur function sλ. For notation, we write ch(f) ∗ ch(g) = ch(f ⊗ g). Also,
we use sλ/µ to denote a skew Schur function [Mac95, I.5].
Lemma 5.4. If Y i is the character of Sn acting on Sym
i(Cn), then
ch(Y 1) ∗ sλ = s1sλ/1, (5.1)
ch(Y 2) ∗ sλ = s1sλ/1 + s2sλ/2 + s1,1sλ/1,1, and (5.2)
ch(Y 3) ∗ sλ = s3sλ/3 + s2,1sλ/2,1 + s1,1,1sλ/1,1,1 + (s2 + s1,1)(sλ/2 + sλ/1,1) + s1sλ/1. (5.3)
Proof. Equation (5.1) is well-known. For (5.2), write pλ for the power symmetric functions,
let nλ be the size of the stabilizer in Sn of the conjugacy class of type λ, and let 1
µ be the
character given by λ 7→ δλ,µ. Since Y
2(µ) =
(
m1(µ)
2
)
+m1(µ) +m2(µ),
ch(Y 2) ∗ pλ = nλ ch(Y
2) ∗ ch(1λ) = nλ
∑
µ⊢n
n−1µ Y
2(µ)1λ(µ)pµ
=
((
m1(λ)
2
)
+m1(λ) +m2(λ)
)
pλ =
(
1
2
p21
∂2
∂2p1
+ p1
∂
∂p1
+ p2
∂
∂p2
)
pλ.
By [Mac95, p.76], ∂
∂pi
is the adjoint to multiplication by pi/i with respect to the Hall inner
product [Mac95, I.4]. Thus since p2 = s2 − s1,1,
p2
∂
∂p2
sλ =
1
2
(s2 − s1,1)(sλ/2 − sλ/1,1).
Also, p1 = s1 and s
2
1 = s2 + s1,1, so (5.2) follows from
p21
∂2
∂2p1
sλ = (s2 + s1,1)(sλ/2 + sλ/1,1).
Using Y 3(µ) = m1(µ)
2 +m1(µ)m2(µ) +m3(µ) +
(
m1(µ)
3
)
, (5.3) follows similarly. 
We are now prepared to construct the desired free resolution.
Proof of Theorem 5.1. Let F0 := A, and set
Fi := S
(n−k+1−i,k,1i−1) ⊗A(−k + 1− i) for i = 1, . . . , n− 2k + 1. (5.4)
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The map F1 → F0 is given by the generators of I. By (5.1), there is a unique (up to scalar
multiple) map Fi → Fi−1 that respects the Sn-action for i = 2, . . . , n− 2k+1, and by (5.2),
the composition Fi+2 → Fi+1 → Fi is 0 for i = 1, . . . , n−2k−1. For i = 0, this composition
is 0 because the minimal degree that S(n−k−1,k,1) appears in A is k + 2. Now take
Fn−2k+2+i := S(k−1,k−1−i,1n−2k+2+i) ⊗ A(−n + k − 2− i) for i = 0, . . . , k − 2. (5.5)
By (5.2), there is a unique (up to scalar multiple) map Fn−2k+2 → Fn−2k+1 that respects
the Sn-action, and it maps to the kernel of Fn−2k+1 → Fn−2k by (5.3). Again, by (5.1)
and (5.2), there are unique (up to scalar multiple) maps Fn−2k+2+i → Fn−2k+1+i that respect
the Sn-action, and these maps together form a complex.
By degree considerations, at each step of the first linear strand given by (5.4), the image of
the generators of Fi in Fi−1 are singular polynomials for H := Hc(Sn,C
n). Thus this linear
strand is equivariant with respect to H by [EM10, Proposition 3.24]. Furthermore, in the
language of [Gri10a, §8.1], the partitions that appear in the first linear strand have diameter
n− k, so the corresponding standard modules have a unique nonzero proper H-submodule.
In particular, it must be equal to the image of Fi → Fi−1, so the first linear strand is exact.
We now claim that the images of Fi → Fi−1 for i = n−2k+2, . . . , n−k are the kernels of
the previous maps Fi−1 → Fi−2. We first separately handle the case that i = n− 2k+2. As
mentioned above, the kernel of Fn−2k+1 → Fn−2k is the unique nonzero proper H-submodule
of Fn−2k+1. The map Fn−2k+2 → Fn−2k+1 is quadratic, so in this case, we must show that
there are no linear kernel elements. The only Specht modules that appear in the kernel are
obtained by removing some box from λ = (k, k, 1n−2k+1) and adding another box (see (5.1)).
Thus, if there is a linear kernel element coming from, say, the Specht module Sµ, then
by [Gri10a, Corollary 5.2], µ ≤ λ in dominance order, and µ and λ have the same m-core.
This can only happen if µ = λ, in which case no such copy of Sλ generates an H-submodule
of ∆c(λ), since Lc(λ) appears with multiplicity 1 [EM10, Proposition 3.37].
This same reasoning shows that for i > n − 2k + 2, the image of Fi → Fi−1 contains all
linear kernel elements. Since the regularity of A/I is k by Lemma 5.3, we also conclude that
the kernel of Fi → Fi−1 cannot contain any minimal higher degree generators. Thus the
second linear strand (5.5) is also exact, completing the proof. 
Remark 5.5. When n = 2m−1, the quotient by the m-equals ideal is still Cohen–Macaulay
[EGL] and the ideal is a unitary representation of the Cherednik algebra. This time the
partition for the Specht module that generates the ideal is λ = (m − 1, m − 1, 1). The
minimal free resolution of this ideal is linear, so the verification of Conjecture 4.5 can be
handled with the methods of this section, but in fact is much simpler in this case.
The complex constructed in Theorem 5.1 is self-dual exactly when k = 2. We conclude
with some examples. The case n = 7 and k = 2 yields the following resolution.
0→ (−7)ց
(−5)→ (−4)→ (−3)→ (−2)ց
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Below is the case n = 7 and k = 3.
0→ (−7)→ (−6)ց
(−4)→ (−3)ց
Finally, we provide the case n = 9 and k = 4.
0→ (−9)→ (−8)→ (−7)ց
(−5)→ (−4)ց
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