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I. INTRODUCTION
In this note we consider the nature of Anderson localization in a quantum system with a
random potential energy displaying strong correlations over large distances. In multi- and
many-body systems, such correlations are typical when the potential is viewed as a function
on a Fock space basis, with the metric geometry induced by the allowed hopping terms. A
trivial example of such correlations can be found in a system of identical particles, as states
related by exchange of particles have identical potential energy, regardless of the distance
between the exchanged particles. Of course in such situations one is typically interested in
indistinguishable particles satisfying Bose or Fermi statistics, for which such exchange does
not produce a new state. Nonetheless, other instances of particle rearrangement may lead
to correlations that are physically relevant. For instance, in recent work of the authors, a
system consisting of a tracer particle and a field of Harmonic oscillators is considered.9 In
that work, the potential energy depends on the particle position and the total excitation
number in the oscillator fields. Two physically distinguishable configurations with the same
particle position may have identical potential energy even if they have substantially different
oscillator configurations.
Our objective here is to consider a simple example of tunneling that may be induced
by correlations of this type. The model system we consider consists of a single spin- 1/2
tight binding particle on Zd subject to a random potential energy, weak nearest neighbor
hopping and a local term that can flip the spin when the particle visits the origin. It follows
from known results in the literature that this system exhibits Anderson localization, i.e.,
pure point spectrum with eigenfunctions that decay exponentially with respect to position.
However eigenstates, and therefore particle dynamics, are not localized in spin. Indeed, we
show below that there are states in which the particle remains well localized at a distance
L from the origin as its spin oscillates between up and down with a frequency of order eµL.
The basic physical reason behind this oscillation is quite simple. The exact eigenfunctions
of the model are symmetric and anti-symmetric with respect to spin flip. Turning on the
spin flip term at the origin splits a doubly degenerate eigenvalue associated to eigenfunctions
localized at distance L from the origin to a pair of eigenvalues with energy gap ≈ e−µL. The
size of the splitting is governed by the amplitude of the corresponding eigenvector at the
origin, and is therefore substantially suppressed by Anderson localization, but is not typically
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zero. Despite the simplicity of this idea, implementing it in the presence of a background of
dense point spectrum requires a bit of technical effort.
Our main interest in this model lies in the fact that the system Green’s function, consisting
of matrix elements of the resolvent, exhibits stronger decay than the eigenfunctions. Indeed,
the position/spin basis for the Hilbert space of this system is naturally associated to a graph
Γ consisting of two copies of Zd with an edge connecting the origins of both lattices. We
label a site on this graph by (x, i) with x ∈ Zd and i = ±1, corresponding to spin up and
spin down, and denote the corresponding state in Dirac notation by |x, i〉. The graph metric
on Γ is
dΓ(x, i; y, j) =

 |x− y| if i = j1 + |x|+ |y| if i 6= j . (1)
Here and throughout |x| denotes the ℓ1 norm of a vector in Zd, |(x1, . . . , xd)| =
∑
j |xj |.
For example, dΓ(x, 1; x,−1) = 1 + 2|x|. We show below that fractional moments of the
Green’s function Gz(x, i; y, j) = 〈x, i| (h− z)−1 |y, j〉 , with h the system hamiltonian, exhibit
exponential decay in the metric dΓ. Specifically, we obtain
E (|Gz(x, i; y, j)|s) ≤ Ase−µsdΓ(x,i;y,j) (2)
for 0 < s < 1, with constants As, µs that are independent of (x, i), (y, j) and z. By way of
contrast the dynamical correlator supt∈R
∣∣〈x, i| e−ith |y, j〉∣∣ cannot exhibit decay in the metric
dΓ, as this would contradict the existence of the oscillating spin states we construct. Instead
the dynamical correlator satisfies a localization bound of the form
E
(
sup
t∈R
∣∣〈x, i| e−ith |y, j〉∣∣) ≤ e−µ|x−y|. (3)
Thus supt∈R
∣∣〈x,+1| e−itH |x,−1〉∣∣ is of order one, although |Gz(x,+1; x,−1)| is of order
e−µ|x|.
We now turn to the specific description of our model. The system Hamiltonian we consider
is the following operator on ℓ2(Zd;C2)
hg = H ⊗ 1 + g |0〉 〈0| ⊗ σ(1) (4)
where 1 =
(
1 0
0 1
)
, σ(1) =
(
0 1
1 0
)
, and H denotes the Anderson Hamiltonian on ℓ2(Zd):
H = γ∆+ V , (5)
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with ∆ the discrete Laplacian and V a diagonal matrix with independent, identically dis-
tributed random entries distributed according to a measure possessing a bounded density.
Written out in the basis Γ, we have
hg = γ
∑
x,y∈Zd,
‖x−y‖1=1
∑
i=±1
|x, i〉 〈y, i| +
∑
x∈Zd
∑
i=±1
Vx |x, i〉 〈x, i|
+ g(|0,+1〉 〈0,−1|+ |0,−1〉 〈0, 1|). (6)
It is known that, for sufficiently small γ, with probability one the Anderson hamiltonian
H has pure point spectrum with exponentially localized eigenvectors satisfying the SULE
condition.6 That is, each eigenvector |ψj〉 has a localization center ξj ∈ Zd such that
|〈x|ψj〉| ≤ Aω(1 + |x|)νe−µ|x−ξj |, (7)
with µ > 0 and ν > d non-random and Aω a random pre-factor that is finite with probability
one. Furthermore, the eigenvalues of the Anderson hamiltonian (5) are simple in the local-
ization regime7,12 and, in a suitable scaling limit, the joint process (ξj, Ej) of localization
centers and eigenvalues becomes a Poisson process.8
The system Hamiltonian (6) commutes with the Pauli matrix σ(1), which flips the particle
spin. Thus it is possible to choose a basis of eigenstates for hg consisting of functions
symmetric or anti-symmetric with respect to spin flip. However, we show below that with
probability one the eigenvalues of hg are simple for g 6= 0. Thus, for g 6= 0 every eigenfunction
is either symmetric or anti-symmetric. In particular any eigenvector |Ψ〉 of hg for g 6= 0
satisfies
|〈x,+1|Ψ〉| = |〈x,−1|Ψ〉| , (8)
and does not decay in the metric dΓ. We emphasize that although the Green’s function
between |x,+1〉 and |x,−1〉 is exponentially small, this decay is not inherited by the eigen-
functions, all of which satisfy eq. (8). Thus (6) provides an example of Green’s function
decay without corresponding eigenfunction localization.
For g = 0, the spectrum is doubly degenerate. Corresponding to an eigenvector |ψj〉
of the Anderson hamiltonian (5) with eigenvalue Ej we have the following symmetric and
anti-symmetric eigenvectors of h0, with eigenvalue Ej :
|ψj〉+ =
1√
2
(|ψj ,+1〉+ |ψj ,−1〉) and |ψj〉− =
1√
2
(|ψj ,+1〉 − |ψj ,−1〉) . (9)
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Roughly speaking, we expect for g 6= 0 not too large that there correspond to ψj two
eigenvectors |ψj〉g± with eigenvalues E±j (g) satisfying
∣∣E+j (g)− E−j (g)∣∣ ≤ |g|2 e−µ|ξj | where
ξj is the localization center of |ψj〉. Furthermore, the eigenvectors |ψj〉g± are both centered
around ξj in the sense that
∣∣〈x, σ|ψj〉g±∣∣ ≤ Cω(1 + |x|)νe−µ|x−ξj |. (10)
The split levels |ψj〉g± form a closely correlated pair which leads to non-trivial dynamics over
the time scale
∣∣E+j (g)− E−j (g)∣∣−1 for a state prepared in the eigenstate |ψj ,+1〉 of the g = 0
system. Our main result is that these properties do indeed hold with probability one, at
least for a subsequence of eigenvectors in hg.
A. Relation to multi-particle models
We would like to draw attention to a similarity between the Hamiltonian (6) and the
multi-particle Anderson model for distinguishable particles. We present an analysis of the
dynamics of (6) and we argue that both models exhibit related resonant tunneling behavior.
In the multi-particle Anderson model, no such results are rigorously established although
the possibility for such tunneling was mentioned in ref. 4.
The multi-particle Anderson hamiltonian H(N) acts the Hilbert space ⊗Ni=1ℓ2(Zd) and is
given by a sum H(N) = H
(N)
0 + U , where H
(N)
0 =
∑N
i=1Hi where Hi denotes the Anderson
hamiltonian acting on the ith particle (corresponding to the ith factor in ⊗Ni=1ℓ2(Zd)) and U is
a symmetric short range interaction among the particles. This operator is symmetric under
any permutation of the particles. Generally, one is interested in a system of identical Bosons
or Fermions, which corresponds to restricting H(N) to the symmetric or anti-symmetric sub-
space of ⊗Ni=1ℓ2(Zd). In the weak hopping regime, fractional moment bounds and dynamical
localization in terms of a symmetrized metric proper for such indistinguishable particles
were obtained in ref. 4.
The phenomenon addressed in this paper, is analogous however to localization for a
collection of distinguishable particles. For example consider the two particle system at weak
hopping. Consider an initial state Ψ0 which is localized near (x0, y0) with x0 and y0 far
from each other, corresponding roughly to particles localized at the distant points x0 and
y0. For instance, we could take Ψ0(x, y) = ψ1(x)ψ2(x) with ψ1 and ψ2 eigenstates of the
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Anderson hamiltonian with localization centers at x0 and y0 respectively. Analogous to the
transitions we demonstrate for (6), we expect Ψτ to transition at some large time τ to a
state localized near (y0, x0). Furthermore, as shown in ref. 4, the state will remain localized
near {(x0, y0), (y0, x0)} for all time. Similar transitions are to be expected for systems with
N > 2. To our knowledge, the nature of such transitions in the multi-particle case has not
been studied in the literature. For indistinguishable particles, this analysis suggests that in
localized systems it may be hard to distinguish Bosons from Fermions over exponentially
long scales.
In a many body setting, one may expect analogous transitions of excitations to occur in
infinite dimensional spaces. In ref. 9, we consider the localized phase of a model of a tracer
particle interacting with a field of oscillators. The oscillators have a uniform frequency. Thus
without the tracer particle there is infinite degeneracy of the energy levels. Once the tracer
particle is added these energy levels split, and we prove a localization result somewhat
analogous to known results for the multi-particle Anderson model. We prove dynamical
localization for the tracer particle up to any finite energy, but we are not able to control
the dynamics of the excitations among the oscillators. The point of the present work is that
this may not be a technical issue, since it is possible the oscillators can undergo resonant
tunneling mediated by the localized particle.
Our goal in this paper is to develop an understanding for tunneling among nearly de-
generate states in the relatively simple model (6). We emphasize that similar dynamical
properties in more complicated models, such as those studied in Refs. 4 and 9, are com-
pletely unstudied in the literature.
II. MAIN RESULTS
We formulate our results for a slightly more general version of the operator hg, taking
hg = (γ∆+ V )⊗ 1+ g |ζ〉 〈ζ | ⊗ σ(1) (11)
where ζ ∈ ℓ2(Zd) is a fixed function with bounded support. Without loss of generality we
assumes ‖ζ‖2 = 1, since this amounts to a normalization of the coupling g. Given φ ∈ ℓ2(Zd)
and i = ±1, we write |φ, i〉 for the pure spin state ∑x φ(x) |x, i〉 = |φ〉 ⊗ |i〉 with positional
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wave function φ. We use the centered Laplacian
〈x, i|∆⊗ 1 |y, j〉 = δ|x−y|,1δi,j.
The potential V ⊗ 1 is given by
〈x|V ⊗ 1 |y〉 = Vxδx,yδi,j
where the random variables {Vx}x∈Zd are independent and identically distributed. We further
assume that the distribution of Vx has a bounded density ρ. We write P for the product
distribution of the potential process and E for expectations with respect to P.
The starting point for our analysis is the following well known fractional moment bound
for the Anderson hamiltonian:
Theorem II.1 (Aizenman and Molchanov2). There is γ0 > 0 so that for any |γ| < γ0,
z ∈ C+ and s < 1
E
(∣∣〈x| (H − z)−1 |y〉∣∣s) < Aγ,se−µγ,s|x−y|, (12)
with µγ,s > 0 and Aγ,s <∞.
See also ref. 5, Theorem 6.3, where an explicit bound is given on the right hand side. In
both refs. 2 and 5, the theorem is stated with s fixed, however once eq. (12) holds for s = s0
it can be extended to all 0 < s < 1 by an “all-for-one” Lemma such as Lem. B.2 of ref. 3.
Throughout this paper γ0 denotes the critical hopping for the Anderson hamiltonian
appearing in Thm. II.1. For |γ| < γ0, fractional moment bounds for hg may be inferred
almost immediately from eq. (12).
Theorem II.2. For |γ| < γ0, 0 < s < 1, g ∈ R, and z ∈ C+,
E
(∣∣〈x, i| (hg − z)−1 |y, j〉∣∣s) < A˜γ,s,ge−µ˜γ,sdΓ(x,i;y,j), (13)
with A˜γ,s,g <∞ and µγ,s > 0 and independent of g.
For s < 1/3, Thm. II.2 follows from Thm. II.1 by a straightforward application of the
resolvent expansion, Ho¨lder’s inequality and boundedness of fractional moments. It can then
be extended to 1/3 ≤ s < 1 by an “all-for-one” Lemma. For completeness we give the proof
in Appendix A below.
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One virtue of fractional moment bounds such as eq. (12) has been their use in deriving
various precise statements of Anderson localization. In particular, dynamical localization
for the Anderson hamiltonian (5) was first obtained by this method.1 Here “dynamical
localization” refers to a bound of the form
E
(
sup
t
|〈y|e−itH|x〉|
)
< Ce−ν|x−y|, (14)
with C < ∞ and ν > 0. This is a strong form of Anderson Localization, which implies
spectral localization (pure point spectrum) and bounds on eigenfunction correlators, see ref.
5, Chapter 7.
Despite the bound eq. (13), no such strong form of Anderson localization holds for hg in
the metric dΓ. For arbitrarily long times, the best we can do is obtain a bound that only
gives decay in the Zd directions:
Corollary II.3. For |γ| < γ0 and g ∈ R there are C and ν depending on γ and g such that
E
(
sup
t
| 〈x, i| e−ithg |y, j〉 |
)
< Ce−ν|x−y|. (15)
However, we can go beyond this and extract a bound on rate of spin flips for bounded times:
Corollary II.4. For |γ| < γ0 and g ∈ R there are C and ν depending on γ and g such that
for i 6= j
E
(
sup
t
1
|t|
∣∣〈x, i| e−ithg |y, j〉∣∣) < Ce−ν(|x|+|y|). (16)
In particular, if the particle is initially placed in the state |x,+1〉, then with probability one
∑
y
∣∣〈y,−1| e−ithg |x, 1〉∣∣2 ≤ Cω|t|2e−2ν|x|, (17)
with Cω < ∞ almost surely. Thus the time for the spin to flip from +1 to −1 is bounded
below by eν|x|.
Bounds of the form eq. (16) may be practical for studying split level resonances in a variety
of Anderson localized systems as they would be easy to obtain in many cases. Indeed, such
a bound can be obtained for the model introduced in ref. 9. On the other hand, for hg we
can study the dynamics between split energy levels much more precisely.
Our main theorem is the following. Let us define the localization center of a vector
φ ∈ ℓ2(Γ) as a point x ∈ Zd so that | 〈x,−1|φ〉 | ∨ | 〈x, 1|φ〉 | is maximized. Let P̂x denote the
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projection of ℓ2(Γ) onto states with Zd coordinate within |x|/2 of x, that is
P̂x =
∑
u,j:|u−x|< |x|/2
|u, j〉 〈u, j| . (18)
We will examine the dynamics of a nearly localized eigenvector with spin i = 1.
Theorem II.5. Suppose that |γ| < γ0. Then there is an ǫ > 0 such that for each g ∈ R,
with probability one, there is a sequence of distinct vectors φ
(g)
k ∈ ℓ2(Zd) with localization
centers x
(g)
k →∞ and associated energies λ(g)k with the following properties:
1. There is a time scale τk > e
ǫ|x(g)
k
| so that, for any n ∈ Z and t ∈ R satisfying |t− nτk| <
e
1
2
ǫ|x(g)
k
|, ∥∥∥e−ithg ∣∣∣φ(g)k , 1〉− e−itλ(g)k ∣∣∣φ(g)k , (−1)n〉∥∥∥ < e−ǫ|x(g)k | (19)
2. On the other hand, the support of the wave packet at all times is almost entirely
contained in Λ
|x
(g)
k
|
/2
(x
(g)
k ),
inf
t>0
∥∥∥P̂xke−ithg ∣∣∣φ(g)k , 1〉∥∥∥ > 1− e−ǫ|x(g)k |. (20)
Remarks.
1. The point of eq. (20) is that the particle spin flips only by tunneling, as no significant
portion of the wave packet is ever near the region connecting the two spins.
2. In the proof we will choose the vector φ
(g)
k so that
∣∣∣φ(g)k , 1〉+ ∣∣∣φ(g)k ,−1〉 is an eigenfunc-
tion of hg with eigenvalue λ
(g)
k . The time scale τk is given by π(λ
(g)
k − λ˜(g)k )−1 where λ˜(g)k
is a nearby eigenvalue associated to an eigenvector that has very large overlap with∣∣∣φ(g)k , 1〉− ∣∣∣φ(g)k ,−1〉.
3. Theorem II.5 is proved below, after the statement of Prop. III.5 in Section IIIB
The rest of the paper is organized as follows. The main Theorem II.5 is proved in Section
III, where we show that the model with spin, hg, may be reduced to rank one perturbations of
the spinless model, recall the notion of a SULE basis, and state a technical result (Theorem
III.4) that allows us to construct the resonant states described in Theorem II.5. The technical
Theorem III.4 is proved in Section IV, where we recall the Minami estimate and utilize it
together with the SULE basis to match vectors after a rank one perturbation. In Appendix
A we conclude with short proofs of Theorem II.2 and Corollary II.4.
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III. PROOF OF THE MAIN THEOREM
A. Rank-one perturbations of H
Let D = |ζ〉 〈ζ | and, for g ∈ R, let
Hg := γ∆+ V + gD, (21)
where H = γ∆+V is the Anderson hamiltonian (5) on ℓ2(Zd). In this section we show that
hg ∼= Hg ⊕H−g and relate spectral properties of hg to spectral properties of H±g.
A first observation is that or each g and for |γ| < γ0, Hg exhibits Anderson localization,
in the sense of having, with probability one, simple pure point spectrum with exponen-
tially decaying eigenfunctions.7 Given g ∈ R, let I(g) index the eigenpairs (φ(g)i , λ(g)i ) with
normalized eigenvectors ‖φ(g)i ‖2 = 1, so that (H + gD)φ(g)i = λ(g)i φ(g)i .
The eigenvectors and eigenvalues of hg can be determined from the eigenvectors and
eigenvalues of H±g.
Proposition III.1. Let H+ and H− denote the subspaces of ℓ2(Γ) symmetric and anti-
symmetric with respect to σ(1) respectively. Identify H± with ℓ2(Zd) through the explicit
isometries
|x〉 7→ 1√
2
(|x, 1〉 ± |x,−1〉) . (22)
Then H± are invariant subspaces for hg, and under the identification (22),
hg|H± = H±g. (23)
In particular,
1. For any g > 0 and γ > 0, σ(hg) = σ(Hg) ∪ σ(H−g).
2. For |γ| < γ0, with probability one hg has simple pure point spectrum with eigenvectors
exponentially localized in position. Moreover, the eigenvectors of hg are exactly the
vectors of the form 1√
2
(∣∣φ±gi , 1〉± ∣∣φ±gi ,−1〉) with i ∈ I(±g).
Proof. This result essentially follows from the fact that hg commutes with σ
(1). Let |±〉 =
1√
2
(|1〉 ± |−1〉). Then σ(1) |±〉 = ± |±〉 and
hg |φ,±〉 = hg |φ〉 ⊗ |±〉 = (H±g |φ〉)⊗ |±〉 = |H±gφ,±〉 (24)
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for any φ ∈ ℓ2(Zd). Thus H = H+ ⊕ H− with H± = ℓ2(Zd) ⊗ |±〉, eq. (23) holds, and
part 1 follows. To prove part 2, recall that for given g and sufficiently small γ > 0, Hg has
almost surely simple point spectrum with exponentially decaying eigenvectors. Moreover,
σpp(Hg) ∩ σpp(H−g) = ∅ with probability one.7
We now recall the known result that the eigenvectors {φ(g)i }i∈I(g) form a Semi Uniformly
Localized Eigenfunction (SULE) basis.6 For any sufficiently well localized vector φ ∈ ℓ2(Zd),
define the center of localization to be a site x ∈ Zd at which x 7→ |(1 + |x|)d+1φ(x)| attains
its maximum value.11 For i ∈ I(g), let x(g)i ∈ Zd denote the center of localization of the
eigenfunction φ
(g)
i .
Theorem III.2 (SULE basis6—see also ref. 5, Theorem 7.4). For g ∈ R and 0 < |γ| < γ0,
there is ξ = ξ(γ, g) > 0 and an event Ω
(g)
SULE ⊂ Ω with P(Ω(g)SULE) = 1 such that for ω ∈ Ω(g)SULE
there is Aω <∞ so that
|φ(g)i (x)| ≤ Aω(1 + |x(g)i |)d+1e−ξ|x−x
(g)
i | (25)
for every i ∈ I(g).
Remark. Let G ⊂ R be a finite set and let Ω(G)SULE = ∩g∈GΩ(g)SULE. Then P(Ω(G)SULE) = 1 and
for ω ∈ Ω(G)SULE, eq. (25) holds for all g ∈ G and i ∈ I(g).
SULE implies a limit on the concentration of localization centers. For Λ ⊂ Zd we define
the local index set,
I
(g)
Λ :=
{
i : x
(g)
i ∈ Λ
}
(26)
and the corresponding local spectrum,
Σ
(g)
Λ :=
{
λ
(g)
i : i ∈ I(g)Λ
}
. (27)
For Λ ⊂ Zd let us define the projection PΛ =
∑
x∈Λ |x〉〈x| and the local eigenbasis projection
P
(g)
Λ =
∑
i∈I(g)Λ
|φ(g)i 〉〈φ(g)i |.
In the next section we The following lemma, proved in Section IVA below, relates the
projections PΛ and P
(g)
Λ .
11
Lemma III.3. Let ξ = ξ(γ, g) the inverse localization length as above and fix p > 1 and
α < 1. For each ω ∈ Ω(g)SULE there is a finite Cω = Cω(p, α, ξ) large enough such that for
each L ≥ 1, u ∈ Zd and ℓ ≥ Cω + (log(|u|+ L))p, the following holds. Let Λ := ΛL(u) and
Λ± = ΛL±ℓ(u). Then
‖(1− PΛ+)P (g)Λ ‖2 < e−ξℓ. (28)
which implies,
α trP
(g)
Λ < trPΛ+ . (29)
On the other hand,
‖(1− P (g)Λ )PΛ−‖2 < e−ξℓ. (30)
which implies,
α trPΛ− < trP
(g)
Λ (31)
Remark. By eq. (28), P
(g)
Λ projects almost entirely to PΛ+ . Similarly, eq, (30) states that
PΛ− projects almost entirely to P
(g)
Λ . These observations lead to the implied statements (29)
and (31), whose proofs are included below. Taking the trace of (29) and (31), we find that
α|ΛL−ℓ(u)| ≤ |I(g)ΛL(u)| ≤ α−1|ΛL+ℓ(u)|. (32)
B. Tunneling between corresponding eigenvectors
The key to the proof of Theorem II.5 is to identify eigenfunctions
∣∣∣φ(±g)j± 〉 of H±g that
have strong overlap,
∣∣∣〈φ(+g)j+ ∣∣∣φ(−g)j− 〉∣∣∣ ≈ 1.
Definition 1. We say that an eigenvector φ
(g)
i of H + gD ǫ-corresponds to an eigenvector
φ
(g′)
j of H + g
′D if
|〈φ(g)i , φ(g
′)
j 〉| > 1− ǫ, (33)
and the corresponding eigenvalues satisfy |λ(g)i − λ(g
′)
j | < ǫ. If furthermore the localization
centers x
(g)
i , x
(g′)
j ∈ Λ for some box Λ ⊂ Zd, we say that φ(g)i and φ(g
′)
j are (ǫ,Λ)-corresponding.
We denote the set of all (ǫ,Λ)-corresponding pairs by I
(g,g′)
Λ (ǫ). For any ǫ-corresponding pair
of eigenvectors we may choose the relative phase so that 1− ǫ < 〈φ(g)i , φ(g
′)
j 〉 < 1.
Our goal is to show for any g, g′ that, with probability one, there is a sequence (φ(g)ik , φ
(g′)
jk
)
of ǫk-corresponding pairs of eigenvectors with ǫk → 0. We select sequences (uk)∞k=1 in Zd
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and (Lk)
∞
k=1 so that
Λk := ΛLk(uk)
are pairwise non intersecting. Any such sequences will do, but for concreteness let u0 ∈
Zd \ {0} and let uk = 3ku0, Lk = 3k−1|u0| for k ∈ N. Note that
2Lk ≤ |x| ≤ 4Lk, x ∈ Λk. (34)
By choosing u0 large enough we may assume further that supp ζ ∩ Λk = ∅ for all k.
Theorem III.4. Let (uk)k and (Lk)k be as above. Then there is ν > 0 so that, for any
g, g′ ∈ R, there are with probability one infinitely many k ∈ N for which I(g,g′)Λk (e−νLk) is
non-empty, i.e., there is at least one (e−νLk ,Λk)-corresponding pair of eigenvectors.
Remark. The proof will show that |I(g,g′)Λk (e−νLk)| ≥ c|Λk|. However, for the proof of Theo-
rem II.5 we need only one (e−νLk ,Λk)-corresponding pair.
Theorem III.4 is proved below in Section IVC We close this section by utilizing the
description of ǫ-corresponding pairs of Hg and H−g to analyze the evolution operator e−ithg
on selected spin-up states and thereby complete the proof of Theorem II.5. By Proposition
III.1, the normalized eigenvectors of hg are exactly the vectors
∣∣ψ±j 〉 = 1√
2
(∣∣∣φ(±g)j , 1〉± ∣∣∣φ(±g)j ,−1〉) (35)
for j ∈ I(±g). The evolution of certain states of the form
∣∣∣ψ(g)j , 1〉 turns out to be simple,
but non-trivial, as shown in the following
Proposition III.5. Let j± ∈ I(±g) be the indices of an ǫ-corresponding pair of eigenvectors.
Then for all t ≥ 0,∥∥∥∥e−ithg ∣∣∣φ(g)j+ , 1〉− 1√2
(
e
−itλ(g)j+
1+ e
−itλ(−g)j− σ(3)
) ∣∣ψ+j+〉
∥∥∥∥ < 4ǫ (36)
where σ(3) = ( 1 00 −1 ), acting on the spin coordinate. Let τ =
π/∣∣∣λ(g)j+−λ
(−g)
j−
∣∣∣
. It follows that for
n ∈ Z, t ∈ R, and 0 < δ < 1 satisfying |t− nτ | < δτ , we have∥∥∥∥e−ithg ∣∣∣φ(g)j+ ,+1〉− e−itλ(g)j+ ∣∣∣φ(g)j+ , (−1)n〉
∥∥∥∥ < 4(δ + ǫ). (37)
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Let us now see how the results given so far imply the main Theorem II.5. Theorem III.4
guarantees an infinite sequence of (e−νLk ,Λk)-corresponding pairs of eigenvectors for H(g)
and H(−g). For each pair let τk = π/λ(g)ik −λ
(−g)
jk
≥ eνLk . Applying Theorem III.5 to the k-th
pair with ǫ = e−νLk and δ = e−
1
2
νLk yields, for large k,∥∥∥e−ithg ∣∣∣φ(g)ik , 1〉− e−itλ(g)ik ∣∣∣φ(g)ik , (−1)n〉∥∥∥ < e− 14νLk
whenever |t− nτk| < e 12νLk . Part 1 of Theorem II.5 follows since 14 |x(g)ik | ≤ Lk by eq. (34).
The localization statement in part 2, follows from a combination of (28) and (36). By (36),
we have ∥∥∥∥
(
1− P̂
x
(g)
ik
)
e−ithg
∣∣∣φ(g)ik ,+1〉
∥∥∥∥ ≤
∥∥∥∥
(
1− P̂
x
(g)
ik
) ∣∣ψ+ik〉
∥∥∥∥ + 4e−νLk .
By (28), for large k we have ∥∥∥∥
(
1− P̂
x
(g)
ik
) ∣∣ψ+ik〉
∥∥∥∥ < e− 12 ξLk .
Theorem II.5 follows.
Now we turn to the
Proof of Proposition III.5. To begin, let us consider the expansion of
∣∣∣φ(g)j+ , 1〉 in the eigen-
basis of hg. For j ∈ I(−g) let aj =
〈
φ
(−g)
j
∣∣∣φ(g)j+ 〉. Using eq. (35) we have
σ(3)
∣∣ψ+j+〉 = 1√2
(∣∣∣φ(g)j+ ,+1〉− ∣∣∣φ(g)j+ ,−1〉) = ∑
j∈I(−g)
aj
∣∣ψ−j 〉 . (38)
Thus, we may readily represent the spin up state as∣∣∣φ(g)j+ ,+1〉 = 1√2
(∣∣ψ+j+〉+ σ(3) ∣∣ψ+j+〉) = 1√2
∣∣ψ+j+〉+ 1√2
∑
j∈I(−g)
aj
∣∣ψ−j 〉 .
Applying the evolution operator to this expansion, we obtain
e−ithg
∣∣∣φ(g)j+ ,+1〉 = 1√2e−itλ
(g)
j+
∣∣ψ+j+〉+ 1√2
∑
j∈I(−g)
aje
−itλ(−g)j
∣∣ψ−j 〉 . (39)
Using (38) again, we obtain
e−ithg
∣∣∣φ(g)j+ ,+1〉− 1√2
(
e
−itλ(g)j+
1 + e
−itλ(−g)j− σ(3)
) ∣∣ψ+j+〉
=
1√
2
∑
j∈I(−g)
aj
(
e−itλ
(−g)
j − e−itλ
(−g)
j−
) ∣∣ψ−j 〉 .
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Eq. (36) follows since
∥∥∥∥∥∥
1√
2
∑
j∈I(−g)
aj
(
e−itλ
(−g)
j − e−itλ
(−g)
j−
) ∣∣ψ−j 〉
∥∥∥∥∥∥
2
≤ 2
∑
j∈I(−g)\{j−}
|aj|2
≤ 2
(
1−
∣∣∣〈φ(−g)j− ∣∣∣φ(g)j+〉∣∣∣2
)
≤ 4ǫ,
by the eigenvector correspondence assumption.
To prove eq. (37), note that for any t and n,(
e
−itλ(g)j+ ± e−itλ
(−g)
j−
)
= e
−itλ(g)j+
(
1± eit(λ
(g)
j+
−λ(−g)j− )
)
= e
−itλ(g)j+
(
1± einπ)∓(einπ − eit(λ(g)j+−λ(−g)j− )) .
For t satisfying |t− nτ | < δτ , we have∣∣∣∣
(
e
−itλ(g)j+ ± e−itλ
(−g)
j−
)
− e−itλ
(g)
j+
(
1± einπ)∣∣∣∣ ≤ ∣∣∣1− eiπ( tτ−n)∣∣∣ ≤ πδ.
Thus, we have the approximation∥∥∥∥∥∥
1√
2
(
e
−itλ(g)j+
1 + e
−itλ(−g)j− σ(3)
)
− e−itλ
(g)
j+
1√
2

1 + (−1)n 0
0 1− (−1)n


∥∥∥∥∥∥ < 4δ. (40)
Combining this with (36) we obtain (37).
IV. PROOF THEOREM III.4
A. Concentration of localization centers
In this section we prove Lemma III.3. The concentration inequalities (31) and (29) follow
immediately from estimates (28) and (30). We will prove (31). The proof of (29) is similar,
but with the roles of the projections interchanged. We have trP
(g)
Λ = trPΛ+P
(g)
Λ + tr(1 −
PΛ+)P
(g)
Λ . Furthermore,
tr(1− PΛ+)P (g)Λ = tr(1− PΛ+)P (g)Λ P (g)Λ ≤ ‖(1− PΛ+)P (g)Λ ‖ trP (g)Λ .
Thus, (
1− e− ξℓ/2
)
trP
(g)
Λ ≤ trPΛ+P (g)Λ ≤ trPΛ+ . (41)
Therefore, (29) holds provided Cω is large enough that − log(1− α) ≤ ξ2Cω.
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We now prove (28). Let i ∈ I(g)Λ , a state with localization center x = xi ∈ Λ. Then,
‖(1− PΛ+)P (g)Λ |φ(g)i 〉‖2 =
∑
y/∈Λ+
|φ(g)i (y)|2 ≤
∑
y:|u−xi|>ℓ
|φ(g)i (y)|2.
We use the SULE bound (25) to estimate the sum,
‖(1− PΛ+)P (g)Λ |φ(g)i 〉‖2 ≤
∞∑
k=ℓ
CdA
2
ω(1 + |xi|)2d+2kd−1e−2ξk
≤

CdA2ω(1 + |u|+ L)2d+2 ∑
k≥Cω+logp(|u|+L)
kd−1e−ξk

 e−ξℓ ≤ e−ξℓ,
where the final inequality holds provided Cω large enough.
Now we prove (30). Let x ∈ Λ−. Then
‖(1− P (g)Λ )PΛ−|x〉‖2 =
∑
i/∈I(g)Λ
|φ(g)i (x)|2.
We group the sum on the right hand side by summing, for each y /∈ Λ, over the eigenfunctions
with localization centers at xi = y,
∑
i/∈I(g)Λ
|φ(g)i (x)|2 =
∑
y/∈Λ
∑
i∈I(g)
{y}
|φ(g)i (x)|2.
From (29) the number of states with localization center at site y is bounded by
α−1|ΛCω+logp |y|(y)| ≤ α−1Cd (Cω + logp |y|)d .
Thus, using the SULE bound (25), we have,
∑
i/∈I(g)Λ
|φ(g)i (x)|2 ≤ α−1CdA2ω
∑
y:|y−x|≥ℓ
(Cω + log
p |y|)d (1 + |y|)2d+2e−2ξ|x−y|.
Recalling that x ∈ Λ− = ΛL−ℓ(u), we see that |y| ≤ |y − x|+ L+ |u|, so that
∑
i/∈I(g)Λ
|φ(g)i (x)|2 ≤ α−1CdA2ω
∞∑
k≥Cω+logp(L+|u|)
(Cω + log
p(L+ |u|+ k))d (1+L+|u|+k)2d+2e−2ξk.
Clearly we may choose Cω large enough that
∑
i/∈I(g)Λ
|φ(g)i (x)|2 < e−ξℓ, which implies (30).
This completes the proof of the lemma.
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B. Minami Estimate
The Minami estimate10 for the Anderson model H = γ∆+V is an a priori bound on the
eigenvalue correlations for H restricted to a box Λ. For an operator A on ℓ2(Zd) and a subset
Λ ⊂ Zd, let AΛ = PΛAPΛ, the restriction of A to Λ “with Dirichlet boundary conditions.”
If Λ ∩ supp ζ = ∅, we have (H + gD)Λ = HΛ. As we will consider only boxes disjoint from
the support of ζ , we will simply use HΛ below without further comment.
Minami’s estimate10 is the following
Theorem IV.1. For any interval J ⊂ R and subset Λ ⊂ Zd,
P (trPHΛ(J) ≥ 2) ≤
π2
2
(‖ρ‖∞|J ||Λ|)2 .
As an immediate corollary we find a probabilistic bound on the minimal separation be-
tween eigenvalues. For a finite set T = {t1, .., tN}, let
∆min[T ] := min{|ti − tj | : i 6= j}.
Then, Minimi’s estimate implies
Corollary IV.2. For any ρ with compact support, there is a finite C so that for any ǫ > 0,
P (∆min[σ(HΛ)] < ǫ) < C|Λ|2ǫ.
Remark. To prove this corollary, note that the spectrum may be covered by O(ǫ−1) intervals
of length ǫ in such a way that if ∆min[σ(HΛ)] < ǫ then at least one of these intervals contains
at least two eigenvalues.
By a Borel-Cantelli argument we can control the minimum spacing for a sequence of
volumes.
Corollary IV.3. Let (uk)
∞
k=1 be a sequence of sites uk ∈ Zd and (Lk)∞k=1 a sequence of length
scales with Lk →∞. Suppose that Λk ∩Λk′ = ∅ for k 6= k′, where Λk = ΛLk(uk). Then there
is a set ΩBC ⊂ Ω of measure 1 so that, for infinitely many k ∈ N
∆min[σ(HΛk)] >
1
L2d+1k
. (42)
Proof. Let ǫk = L
−2d−1
k . The events {∆min[σ(HΛk)] > ǫk} are independent, and obey
P (∆min[σ(HΛk)] > ǫk) > 1− CL−1k ,
In particular, P (∆min[σ(HΛk)]) → 1, so that the sum of the probabilities over k is infinite.
Thus, the corollary follows from the second Borel-Cantelli theorem.
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C. Matching Eigenbases
We now combine the Minami estimate with SULE localization bounds to prove that
eigenvalue labelings are stable under rank one perturbations and prove Theorem III.4. We
will use the following lemma in the proof. Recall that Σ
(g)
Λ denotes the local spectrum of
Hg, namely the set of eigenvalues λ
(g)
i with corresponding localization center x
(g)
i ∈ Λ.
In the following, we will work with the sequence (uk)
∞
k=0 and (Lk)
∞
k=0 defined in the
paragraph preceding Theorem III.4. For fixed small β > 0, let us define
Λ±k = Λ(1±β)Lk(uk),
analogous to Λ± in Lemma III.3.
Lemma IV.4. Let G ⊂ R be a finite set. For all ω ∈ ΩGSULE = ∩g∈GΩ(g)SULE there is a finite
kω so that for all k > kω the following holds:
1. For every k > kω and g ∈ G, there is a map
Ψ
(g)
k : Σ
(g)
Λk
→ σ(HΛ+
k
)
so that |λ(g)i −Ψ(g)k (λ(g)i )| < e−
1
4
ξβLk .
Moreover, if HΛ+
k
has simple spectrum satisfying ∆min[σ(HΛ+
k
)] > L−2d−1k , then the following
hold for large enough k:
2. For g′, g′′ ∈ G, suppose there are i ∈ I(g′)Λk and j ∈ I
(g′′)
Λk
so that,
Ψ
(g′)
k (λ
(g′)
i ) = Ψ
(g′′)
k (λ
(g′′)
j ), (43)
then the eigenvectors φ
(g)
i , φ
(g′′)
j are e
− 1
4
ξβLk-corresponding.
3. For any g ∈ G, the map Ψ(g)k is one-to-one.
4. For any g ∈ G, there is a minimum separation for the local spectrum at Λk:
∆min
[
Σ
(g)
Λk
]
>
1
2
L−2d−1k .
5. For any α < 1, large enough k and g′, g′′ ∈ G,
|I(g′,g′′)Λk (e−
1
4
ξβLk)| ≥ 2α|Λ−k | − |Λ+k |. (44)
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Before proving the lemma, let us show how it implies Theorem III.4.
Proof of Theorem III.4. Let ǫk = L
−2d−1
k . Then Corollary IV.3 implies there is a measure
one set ΩBC ⊂ Ω so that for all ω ∈ ΩBC there are infinitely many k ∈ N for which
∆min[σ(HΛk)] > ǫk. Let kω be as defined in Lemma IV.4, and for any ω ∈ ΩBC ∩ ΩSULE, let
Kω = {k ≧ kω | ∆min[σ(HΛk)] > ǫk} .
We apply Lemma IV.4, for sufficiently large k ∈ Kω. From part 5, there are
2α|Λ−k | − |Λ+k | = Cd
(
2α(1− β)d − (1 + β)d)Ldk ≥ 12 |Λ−k | > 0
many e−
1
4
ξβLk-corresponding pairs of eigenpairs for a suitable choice of α < 1 and β > 0.
The result follows with ǫ = 1
4
ξβ.
Finally we prove Lemma IV.4
Proof of Lemma IV.4. Fix 1 < p < 2, α < 1, and let Cω = maxg∈G Cω(p, α, g), with Cω(g)
as in Lemma III.3. Let kω be chosen so that βLk ≥ Cω+logp L+k for k > kω. Then for g ∈ G
and i ∈ I(g)Λk , we have ‖(1−PΛ+k )φ
(g)
i ‖ < e−
1
2
ξβLk , by (28). Increasing kω if necessary, we shall
assume that e−
1
2
ξβLk < 1
max(2,4γ2d)
for k > kω.
Thus for g ∈ G and i ∈ I(g)Λk we have∥∥∥PΛ+
k
φ
(g)
i
∥∥∥ > 1
2
.
Let
(φ
(g)
i )Λ+
k
:=
1∥∥∥PΛ+
k
φ
(g)
i
∥∥∥PΛ+k φ
(g)
i
denote the normalized restriction of φ
(g)
i to Λ
+
k and set
R
(g)
i :=
(
HΛ+
k
− λ(g)i
)
(φ
(g)
i )Λ+
k
= − γ
‖PΛ+
k
φ
(g)
i ‖
∑
x∈∂Λ+
k
|x〉
∑
y∼x:y/∈Λ+
k
φ
(g)
i (y).
We again use (28), to bound the norm of the remainder,
‖R(g)i ‖2 ≤ 4dγ2‖(1− PΛ+
k
)φ
(g)
i ‖2 ≤ 4γ2de−ξβLk ≤ e−
1
2
ξβLk .
On the other hand, observe that
‖R(g)i ‖2 =
∣∣∣〈(φ(g)i )Λ+
k
∣∣∣ (HΛ+
k
− λ(g)i )2
∣∣∣(φ(g)i )Λ+
k
〉∣∣∣ . (45)
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By the min-max theorem applied to (HΛ+
k
− λ(g)i )2, we see that there is an eigenvalue η ∈
σ(HΛ+
k
), with an associated eigenvector φ ∈ ℓ2(Λ+k ), so that |η−λ(g)i | < e−
1
4
ξβLk . This shows
the existence of Ψ
(g)
k , and proves part 1.
With η as above, enumerate the eigenvalues of (HΛ+
k
− η)2 as 0 = η0 ≤ η1 ≤ · · · ≤ ηN .
Let P j project to the eigenspace of (HΛ+
k
− η)2 associated to ηj. From the calculation in
part 1 we have,
〈
(φ
(g)
i )Λ+
k
∣∣∣ (HΛ+
k
− η)2
∣∣∣(φ(g)i )Λ+
k
〉
=
∥∥∥(λ(g)i − η)(φ(g)i )Λ+
k
+R
(g)
i
∥∥∥2 ≤ 4e− 12 ξβLk . (46)
On the other hand we have,
〈
(φ
(g)
i )Λ+
k
∣∣∣ (HΛ+
k
− η)2
∣∣∣(φ(g)i )Λ+
k
〉
=
∞∑
j=1
ηj
〈
(φi)Λ+
k
∣∣∣P j ∣∣∣(φi)Λ+
k
〉
≥ η1
〈
(φ
(g)
i )Λ+
k
∣∣∣ (1− P 0) ∣∣∣(φ(g)i )Λ+
k
〉
. (47)
Combining (46) and (47), we obtain
〈
(φ
(g)
i )Λ+
k
∣∣∣P 0 ∣∣∣(φ(g)i )Λ+
k
〉
≥ 1− 4e
−ξβLk/2
η1
. (48)
We will obtain both conclusions 2 and 3 of the lemma from equation (48). Suppose that
σ(HΛ+
k
) is simple and ∆min[σ(HΛ+
k
)] > L−2d−1k . Under this assumption, η1 > L
−4d−2
k and
P 0 = |φ〉 〈φ| where φ is the eigenvector for HΛ+
k
with eigenvalue η.
Suppose that there are indices i ∈ I(g′)Λk and j ∈ I
(g′′)
Λk
so that (43) holds. Let η =
Ψ
(g′)
k (λ
(g′)
i ) = Ψ
(g′′)
k (λ
(g′′)
j ) and let φ be the eigenvector associated to η in HΛk . By (48), for
(l, g) = (i, g′) or = (j, g′′) we have∣∣∣(φ(g)l )Λ+
k
〉
=
〈
φ
∣∣∣(φ(g)l )Λ+
k
〉
|φ〉+
∣∣∣φˆl〉
where ‖φˆl‖2 ≤ 4η1 e−
1
2
ξβLk and 〈φ|φˆl〉 = 0. It follows that∣∣∣〈(φ(g′)i )Λ+
k
∣∣∣(φ(g′′)j )Λ+
k
〉∣∣∣ ≥ ∣∣∣〈φ∣∣∣(φ(g′)i )Λk〉〈φ∣∣∣(φ(g′′)j )Λk〉∣∣∣− ∣∣∣〈φˆi∣∣∣φˆj〉∣∣∣ ≥ 1− 8L4d+2k e− 12 ξβLk .
Thus the pair φ
(g′)
i , φ
(g′′)
j is 8L
4d+2
k e
− 1
2
ξβLk-corresponding so that part 2 holds.
Applying part 2 with g′ = g′′, we see that if we were to have Ψ(g)k (λ
(g)
i ) = Ψ
(g)
k (λ
(g)
j ) for
i 6= j then it would happen that
〈
φ
(g)
i
∣∣∣φ(g)j 〉 ≥ 1− e− 14 ξβLk ,
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contradicting the fact that
〈
φ
(g)
i
∣∣∣φ(g)j 〉 = 0. Thus Ψ(g)k is injective for large k and part 3
holds. The minimum separation claimed in part 4 follows since
|λ(g)i − λ(g)j | ≥
∣∣∣Ψ(g)k (λ(g)i )−Ψ(g)k (λ(g)j )∣∣∣− ∣∣∣λ(g)i −Ψ(g)k (λ(g)i )∣∣∣− ∣∣∣λ(g)j −Ψ(g)k (λ(g)j )∣∣∣
≥ L−2d−1k − 2e−
1
4
ξβLk ,
by parts 1 and 3 and the minimum separation for σ(HΛ+
k
).
Finally, we prove part 5. There are |I(g)Λk | elements in the range of Ψ
(g)
k for g = g
′, g′′.
Since Ψ
(g)
k is an injective map into σ(HΛ+
k
),
|RangeΨ(g′)k ∩ RangeΨ(g
′′)
k | ≥ |I(g
′)
Λk
|+ |I(g′′)Λk | − |σ(HΛ+k )| ≥ 2α|Λ
−
k | − |Λ+k |,
by (31). To complete the proof, note that part 2 implies that every element in RangeΨ
(g′)
k ∩
RangeΨ
(g′′)
k corresponds to a e
− 1
4
ξβLk-corresponding pair of eigenvectors.
Appendix A: Fractional moments and Dynamical localization
In this section, we recall the fractional moment bounds for the Anderson model and the
related dynamical localization results. Large disorder localization for the Green’s function
follows from the following
Theorem A.1 (See ref. 5 (Theorem 6.3)). There is a finite constant C = Cρ,d so that for
any 0 < s < 1 and any z ∈ C \ R
E(|〈x|(H − z)−1|y〉|s) ≤ C
1− s
(
γsC
1− s
)|x−y|
For the Anderson model, transition probabilities may be bounded in terms of fractional
moments.
Theorem A.2 (See ref. 5 (Theorem 7.7)). There is C <∞ depending on s so that,
E(|〈x|e−itH |y〉|) ≤ C lim inf
ǫց0
∫
I
E(|〈x|(H − (E + iǫ))−1|y〉|s)dE
From these statements we can easily demonstrate Theorem II.2 and Corollary II.4.
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Proof of Theorem II.2. We will only prove the result for sufficiently small s. As explained
above, the result follows for all s < 1 by an “all-for-one” lemma such as Lemma B.4 of ref.
3. Furthermore, we note that the a priori bound
E
(∣∣〈x, i| (hg − z)−1 |y, i〉∣∣)s ≤ C
1− s (A1)
holds in this context — for example, see Lemma 2.5 of ref. 9.
Let D = |ζ〉 〈ζ | ⊗ σ(1). By the resolvent equation
(hg − z)−1 = (h0 − z)−1 − g(h0 − z)−1D(hg − z)−1, (A2)
for z ∈ C \ R. Two applications of of eq. (A2) imply
〈x, i| (hg − z)−1 |y, i〉 = 〈x| (H − z)−1 |y〉
+ g2〈x|(H − z)−1|ζ〉〈ζ,−i|(hg − z)−1|ζ, i〉〈ζ |(H − z)−1|y〉.
Now we take the sth moment for 0 < s < 1/3. For the first term we may apply Theorem
A.1 directly. For the second, we apply Ho¨lder’s inequality to find,
E
(|〈x, i|(hg − z)−1|y, i〉|s) ≤ E (|〈x|(H − z)−1|y〉|s)+
Csg
2s
[
E
(|〈x|(H − z)−1|ζ〉|3s) (E (|〈ζ |(H − z)−1|y〉|3s)] 1/3 ,
where we have used the a priori bound (A1) to estimate the middle factor. Then we have,
using Theorem A.1,
E
(|〈x, i|(hg − z)−1|y, i〉|s) ≤ Cs
(
γsC
1− s
)|x−y|
+ g2sCs
∑
u,u′∈supp ζ
(
γ3sC
1− 3s
) 1
3
(|x−u|+|y−u′|)
≤ C˜s
(
γ3sC
1− 3s
) 1
3
|x−y|
,
concluding the result in this case.
For the case j = −i, note that
∣∣〈x, i| (hg − z)−1 |y, j〉∣∣ = ∣∣〈y, j| (hg − z)−1 |x, i〉∣∣ = ∣∣〈x,−i| (hg − z)−1 |y,−j〉∣∣ .
Thus we may assume without loss of generality that i = 1, j = −1 and |x| ≥ |y|. Eq. (A2)
implies
〈x, 1|(hg − z)−1|y,−1〉 = −g〈x|(H − z)−1|ζ〉〈ζ,−1|(hg − z)−1|y,−1〉
22
Taking the s-moment for 0 < s < 1/2 and applying Ho¨lder’s inequality yields
E
(|〈x, 1|(hg − z)−1|y,−1〉|s) ≤ Csgs [E (|〈x, 1|(H − z)−1|ζ, 1〉|2s)]1/2
where we have again used the a priori bound (A1) to estimate the second factor. Since
|x| ≥ |y|, we obtain
E
(∣∣〈x, 1| (hg − z)−1 |y, 2〉∣∣s) ≤ gsCs ∑
u∈supp ζ
(
γsC
1− s
)|x−u|
≤ C˜s
(
γsC
1− s
) 1
2
(|x|+|y|)
,
which concludes the proof of Theorem II.2
Now let us prove Corollary II.4.
Proof of Corollary II.4. By the perturbation formula for semigroups,
e−ithg = e−ith − ig
∫ t
0
e−i(t−s)hgDe−ish0ds.
Thus,
E
(∣∣〈y,−1| e−ithg |x,+1〉〉∣∣) ≤ g ∫ t
0
E
(∣∣〈y,−1| e−i(t−s)hg |ζ,−1〉∣∣ ∣∣〈ζ,+1| e−ish0 |x,+1〉∣∣) ds
≤ gt sup
s
E
(∣∣〈ζ | e−isH |x〉∣∣) .
The corollary now follows from Theorems A.1 and A.2.
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