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ABSTRACT

Author: Ajidarma, Praditya. Master of Science in Industrial Engineering
Institution: Purdue University
Degree Received: Fall 2017
Title: Multi-Sensor Fault Tolerant Learning Algorithm in an Agricultural Robotics
System
Major Professor: Shimon Y. Nof
In recent years, more attempts on mechanization, intensification, and automation have been
implemented to increase agricultural productivity. However, only few of the concepts are
financially feasible for most agricultural fields, mostly due to the high cost of stationary
on-ground sensors that is required in such concepts. In response to this issue, a novel
approach of using sensor-mounted mobile robots to perform daily inspection has been
proposed. By moving the sensors towards different object location, the investment cost is
lowered and the framework become more affordable for most agricultural fields.
In response to the background mentioned above, this research aims to develop a faulttolerance learning algorithm to process the data of the moving sensors. The scope and
application of this research is limited to a controlled environment within the agricultural
robotic system. The sensor data and actual state of the object are generated computationally
as a function of error and conflict rate.
Two learning algorithms, Adaptive Learning Algorithm (ALA) and Cumulative Learning
Algorithm (CLA) are proposed, developed, illustrated, and validated in this thesis. The
performance of algorithms is measured in terms of Mean Square Error (MSE) between the
predicted and the actual data. A ratio between the MSE of the algorithm and the MSE of
baseline scenario is calculated as Conflict and Error Prevention Ratio (CEPR). In terms of
mean CEPR, the ALA can reduce the potential error and conflict by 66.4% compared to
the baseline scenario. Meanwhile, CLA manages to reduce potential fault to 86.91% on
average. Between the two proposed algorithms, CLA’s performance is 30.88% higher
compared to ALA.
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1. INTRODUCTION

Background
Precision agriculture is a farming management concept that combines technology and
agricultural concepts based on the observation, measures and response to inter and intrafield variability in crops. The system collects observation data from a heterogeneous
network of sensors, with formats and semantics of these data defined by a range of factors,
including sensor types and configurations of the loggers (McBratney et al., 2005).
Furthermore, intensification, mechanization, and automation within the agricultural system
have increased productivity of farming crops over the years (Zhang, 2013). In addition to
the performance increase, recent study also concludes that utilization of robots and
automated tractors to perform various farming-related tasks offers multiple environmental
benefits. A study concludes that the usage of robot reduces overall fuel consumption and
air pollution within an agricultural system (Gonzales-de-Soto, et al., 2016).
In a controlled agricultural environment system, development of smart systems,
automation, and robotic applications can improve the productivity of conventional, laborintensive farming (Xia, et al., 2015). Similar technological applications are also used to
address the variability faced in greenhouse microclimate and varying crop physiological
response. A direct and real-time monitoring of plant physiological responses is studied to
better control the microclimate and increases overall crops production (Katsoula et al.,
2016). Additionally, autonomous systems with multiple sensor in a controlled greenhouse
system has also been studied (Bautista-Gallego et al., 2011).
Despite the ample benefits of automation, most agricultural-related production tasks, such
as harvesting, sorting and packaging, are still manually performed by human labor (Zion
et al., 2014). Even though the cost human labor accounts for up to 40% of total cost in
agricultural field operations, a fully-automated agricultural system is likely to be more
expensive (Bechar & Eben-Chaime, 2014). A fully-automated agricultural application of
robotics, for instance, requires advanced technologies to deal with complex and highly
variable environments and agricultural produce (Hiremath, et al., 2014). Therefore, one
feasible approach to automation is to equip human operators with the necessary semi-
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automated analytical tools and machinery to perform agricultural tasks. This notion
eventually leads to the development of the concept of Agricultural Robotics System (ARS).
(Bechar and Vigneault, 2016; Bloch et al., 2017)
Best Matching Protocol (BMP) is a protocol that was initially developed to enable the
matching process between robot capabilities and tasks to be performed (Moghaddam and
Nof, 2017). However, researches in the area has expanded to different applications, such
as sensor network middleware, tele-robotics, and supplier selection within the collaborative
network of supply enterprise (CNSE) (Velasquez and Nof, 2009). The effectiveness of Best
Matching protocol is profoundly influenced by the collaboration initiatives between agents,
which in this case are defined as autonomous, distributed decision makers within the
Cyber-Physical System (CPS).
Error Prevention and Conflict Resolution (EPCR) are key for every collaborative
framework of agents where multiple participants interact with each other, and conflicts and
errors becomes imminently unavoidable. Prevention algorithms identify potential Conflict
and Error (CE) before they occur while detection algorithms identify them after they occur.
There are two types of EPCR algorithms: centralized and decentralized. Centralized
algorithms have a central unit that controls system information and performs the
monitoring and detection for error and conflict sequentially. Meanwhile, decentralized
algorithms have distributed agents that prevent and detect conflict and errors in parallel
through collaboration (Chen and Nof, 2011).
Research worldwide to develop agricultural robots has gained fruitful results. For instance,
in Netherlands, technical feasibility for a variety of agricultural tasks, i.e. robotic detection
and recognition, was demonstrated (Van Henten et al., 2002). A hierarchical decisionmaking and trajectory-planning method for a group of agricultural robots was also studied
and experimented (Li et al., 2015). Furthermore, a kinematic model of agricultural robots
specialized in wheat precision seeding was built and simulated (Haibo, et al., 2015).
However, there is still a research gap within the area of early detection, non-destructive
monitoring system that combines human, robot, and computer as one element of
collaborative analytics in Agricultural Robotic System (ARS).
This research aims to develop a new fault tolerant interface design based on the principles
of Best Matching (BM), Error Prevention and Conflict Resolution (EPCR), and Precision
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Agriculture, to enable early detection of Conflict and Error in a controlled-agricultural
system and help farmers in making a timely decision-making. The scope of this research is
limited to the Cyber-Physical Structure that governs the function of Monitoring, Detection,
and Responding (MDR-CPS) within the ARS as described by Guo and Nof (2017).
1.1.1

Research Problem

Based on the previously-mentioned background, the research problem of this thesis is
defined as follows:
To design a fault-tolerant sensor-data processing model for a multi-object, multi-sensor
Agricultural Robotic System
1.1.2

Research Questions

This research attempted to address three following key questions:
1. How can we develop a mechanism to minimize the discrepancy between
observation data and actual state of the agricultural object?
2. How can we implement such mechanism within the ARS in a practical manner?
3. How is the performance of such implementation in comparison with the baseline
case when such mechanism is not applied to the ARS?

Overview of the Proposed Methods
Extensive research has been conducted on the implementation of robots, automation, and
information system to improve the operations of controlled agricultural environments, i.e.
greenhouses and agricultural screen houses. A novel approach is proposed where a mobile
robot is equipped with a few sensors to perform monitoring, detection, and responding
tasks. The scope of this research is to design a fault-tolerant model and algorithm to process
the monitoring and detection data from agents within the ARS.
There are several issues associated with this framework. Firstly, the robot has a physical
limitation regarding the dimension and weight of sensors it can carries. Larger or heavier
sensors will likely impede the mobility of the robot. Secondly, it is preferable to mount
only trivial types of sensors on the robot since the it will face a lot of physical obstacles
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and there is a risk of damage for the sensor. Eventually, there is a trade-off between
accuracy of the sensors and mobility of the robot.
This thesis proposes, develops, and validates the fault-tolerant mechanism that is used in
such condition. A mathematical model is used to provide weighting mechanism for each
sensor, such that the discrepancy between sensor observation value and the actual state is
minimized.
Two algorithms are proposed based on the mathematical model: Adaptive Learning
Algorithm (ALA) and Cumulative Learning Algorithm (CLA). Both algorithms are tested
in a variety of scenario with different levels of number of sensors, error rate, and conflict
rate. The performance is measured in terms of Mean-Squared Error (MSE) for each sensor
and Conflict and Error Prevention Ratio (CEPR) for the Entire ARS. The performance is
compared with a baseline scenario when the sensor data is unaltered by any algorithm.

Organization of This Thesis
In this thesis, chapter 1 introduces the background that motivates this research and the
development of the algorithm in response to the current challenge within the area.
Chapter 2 summarizes key literature that leads to the model and algorithms that are
developed in this research.
Chapter 3 provides overview of the methodology used in this research. First, the
formulation of ARS framework and its underlying assumptions are presented. Furthermore,
the mathematical model is also introduced in this chapter, along with the theoretical
background and the limitation of such model. Additionally, the two algorithms, ALA and
CLA, are proposed within this chapter.
Chapter 4 presents the design of experiments, results summary, and the sensitivity analysis
of the algorithms. In the first subsection, a concept to measure the algorithm’s performance
is introduced. Furthermore, the algorithm is illustrated on a dummy scenario and the results
are presented both visually and numerically. A variety of scenario are tested for both
algorithm; the varying independent variables of the scenarios are number of sensor,
inherent error rate, and inherent conflict rate. The results are measured and tested for
statistical significance.
Chapter 5 provides a conclusion for the thesis and potential ideas for future work.
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2. LITERATURE REVIEW

Collaborative Control Theory
Recent trends of e-production and e-service has begun to increase significantly ever since
collaborative control theory and of e-work implementation is developed. E-work redefined
production system from its conventional form; it also enabled e-relationship between eproduction and e-business. Objective functions in production system became more
weighted on sustainability and customer-centered issues. The collaborative control model
follows six principles:
1. Principle of Cooperation Requirement Planning (CRP)
2. Principle of Collaborative e-Work Parallelism
3. Principle of Conflict Resolution in Collaborative e-Work
4. Principle of Collaborative Fault-Tolerance
5. Principle of Joint/Leave/Remain (JLR) in Collaborative Organizations
6. Principle of Emergent Lines of Collaboration and Command, LOCC
The principles of collaborative control, model, and technique also provide useful insights
to design guidelines. With the emergence of e-Work, functionality and usability, which are
the measures of conventional production system, must be accompanied by trustworthiness,
e-advantages, and conflict preventions. (Devadasan et al., 2013)

Best Matching Protocol
2.2.1

Combined Demand and Capacity Sharing with Best Matching

Demand and Capacity Sharing (DCS) has been developed to address dynamic customer
behaviors and demand fluctuation, which are the challenges of complex supply networks.
In this situation, Supply Enterprises (SE) will have to form a Collaborative Network of
Supply Enterprises (CNSE) and collaborate in three aspects: resource, information, and
responsibilities. In terms of global efficiency of all the suppliers involved, collaboration
within CNSE is proven to outperform non-collaborative strategies.
Combined model of DCS and BM protocols is studied to improve lateral collaboration
decisions. The combined model is effective in optimizing overall CNSE profit, demand
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fulfillment rate, and resources utilization. The DCS-BM model is validated by applying the
model into Continuous-Time Markov Chain (CTMC) framework, and further, obtained the
performance results by modeling the Supply Enterprises as G/G/1 queueing system
(Moghaddam and Nof, 2013).
2.2.2

Best Matching Protocols for Assembly in e-Work Networks

Design for Assembly (DFA) is a design principle with the objectives of reducing assembly
costs and improving quality. With the implementation of DFA principles, companies noted
significant reduction in overall manufacturing and repair cost. Other benefits of DFAoriented product design include the incorporations of remanufacturing and re-engineering.
Despite recent development in DFA technologies, two flaws remain. First, agents are still
viewed as individual performers and secondly, each company still implements noncooperative planning functions.
The CRP is aimed to solve these two issues by modeling the problem into two stages: CRPI is responsible in generating assembly, robot, and cell constraints; and subsequently, CRPII generates overall task execution plan. Furthermore, CRP also has an error recovery
module to take both reactive and preventive measures toward the problem.
Another matching issue in production system is supplier selection. Parameter of supplier
selection is based on a variety of criteria: cost, efficiency, trust, and precision. Extensive
studies about the definition and protocols of supplier selection have been conducted.
Tradeoff between the cost of implementing collaborative mechanisms and its benefits are
also studied.
The implementation of Best Matching is proven to increase the effectivity of DFA
principles, particularly relating to CRP, parts-matching, and supplier selection. Using such
method, the members of the collaborative network gained competitive advantage as it also
provides them with better data sharing mechanism (Velasquez and Nof, 2011).
2.2.3

Optimization and Control for Combined Demand and Capacity Sharing

A model to bridge existing gap between planning and detailed process execution, and to
optimize collaboration decisions through dynamic best matching, is studied. The model is
fitted into four scenarios: non-collaborative with fixed pre-matching, collaborative with
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fixed pre-matching, Task Administration Protocol (TAP) without PBMP, and lastly Task
Administration Protocol (TAP) with PBMP.
According to the results, the TAP combined with PBMP performed better in terms of
demand fulfillment rate, resource utilization, and stability ratio. It achieved 90% fulfillment
rate, 80% resource utilization, and 80% stability ratio. Meanwhile, the conventional noncollaborative systems achieved 60%, 58%, and 63%, respectively (Moghaddam and Nof,
2016).

Conflict-Error Detection and Prevention
2.3.1

Sequential Agent Perspectives in ARS Conflict and Error Prevention

One way to ensure the effectivity of the ARS is by implementing Conflict and Error
Prevention agents on the robotic vehicle. There are three main activities that are prone to
error and conflict, in which the agents will operate:
•

Initialization Phase, when the robotic vehicle conducts its starting procedure

•

Plant Routing Phase, when the robotic vehicle conducts the sampling one plant at
a time based on the routing, until the last scheduled plant

•

Termination phase, when the robotic vehicle finishes gathering the data and finalize
the information about the system

Therefore, the agents will operate according to the Figure 2.1.
Initialization
Agent

�(0, �)

Routing 1
Agent 1

�(1, �c , �)

Routing 2
Agent 2

�(2, �e , �)

...

Routing n,
Agent n

�(�, �a , �)

Termination
Agent

�(� + 1, �)

Figure 2.1 Sequential Workflow of CEDP Agents
The variable �(�, �a , �) is defined as the constraint that should be fulfilled for every phase
of routing. There are n agents of plant routing with two additional initialization and
termination agents; each of them has their own prerequisite constraint that must be met. If
the constrained left unfulfilled, the agent of each plant will detect an error occurrence,
which must be solved afterwards.

8
One advantage of Agent-based Error Prevention Algorithm (AEPA) is that the agents can
access and integrate the previous data, while centralized error prevention algorithm can
only harness the local data. This characteristic is crucial for ARS because the agents will
be able to analyze the problem scope dynamically. For example, if the robotic vehicle visits
the second plant –after previously had been initialized and routed to the first plant— it will
store the information cumulatively. When it observes the data in the second plant, the data
from the first plant is already stored and accessible. Hence, the agents could compare the
data between plants and diagnose whether the issue is local or global.
The experiments conducted regarding AEPA concluded that the integrated error prevention
R7 decision rule could performed well compared to its prior algorithms; it has a
significantly higher preventability rate while being capable to maintain a respectable
reliability rate. (Chen and Nof, 2012)
2.3.2

N2N Agent Perspectives in ARS Conflict and Error Prevention

We could also model the ARS system as a Network-to-Network framework. Assuming the
framework has one agent dedicated for the service task, errors in the client network could
be prevented. However, we added the concept of supervision within the ARS framework.
A mathematical formulation that modeled supervision, node failure prevention, and link
rupture is defined. The supervision activity of the nodes and links of a network can be
represented by the following equations (Zhong, 2016):
���� ����������� ()
� =
���� ����������� ()
� =

{
1,

∃(�, �) ∈ �
, � ∈ �, � ∈ �
{1, 0, ��ℎ������

∃ ( �, � ) ∈ �, ( �, � ) ∈ �, (�, �) ∈ �
, �, � ∈ �, �, � ∈ �
0, ��ℎ������

( 1)

After the supervision activity has been formulated, the service agent would execute a
failure prevention protocol. Thus, node failure and link rupture could be prevented. The
node failure functions modeled with failure prevention are as follows (Zhong, 2016):
1,
����� ()
� ={

Le2,3)∈5 ����� C�, �) − Lxyzy{ c2,3)|c ����������� (�, �) ≥ �
�
deg } ()
0, ��ℎ������

, �, � ∈ �

( 2)

The link rupture functions modeled with failure prevention are as follows (Zhong, 2016):
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����� �
=

����� � × 1 − ������ � + ����� � × 1 − ������ �
����������� �, �
0

����� � ≠ ����� �
����� � = ����� � = 1 �, � ∈ �
����� � = ����� � = 0
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The protocol is defined to assign the closest available agent to the broken element
according to the time sequence. Under the N2N operating agent assumption, the ARSspecific CEDP algorithm could model the system as a network of interconnected agents
that supports e-Work parallelism.

Agricultural Remote Sensing
The possibility of detecting pests, diseases and weeds by optical sensors mounted on
remote platforms has attracted more interest in recent years. The ideal plaftorm in such
scenario is an automated, high-resolution imaging system that can discriminate between
disease and crop stress symptoms. The platform should also be updated in real time and
linked to a global positioning system (GPS). It is directed to capture the observation
precisely where it is needed, rather than generally observing an entire field or agricultural
farm (Lucas, 2010).
New modelling approaches allows predictions of the spread of inoculum and disease patch
expansion. Further, a variety of cost-effective optical techniques can now be used to detect
disease and measure reflectance. The field-based systems approach offers better spatial
resolutions, even superior to those that are available from aircraft or satellite systems.
(Aylor and Ferrandino, 2008)
Furthermore, different methods are now readily-available for a specific type of plant-region
measurement: spectrophotometry, spectral line imaging, and multispectral imaging.
Fluorescence kinetics, spectrometry, and imaging can be used to measure canopy
fluorescence. Furthermore, multispectral imaging can be used for canopy reflectance
measurements; while thermos-radiometry and thermography can be used to measure
thermal sensing (West et al., 2010).
More precision crop protection-related studies attempt to address the issues concerning the
spatial scale of either crop stress factors or application techniques. Sensors that are
employed to detect stress symptoms in plants are now developed to assess site-specific

10
crop management. Presently, these very high spatial resolutions are provided only by
airborne sensors or very few satellite systems. A few disadvantages of these satellite
systems are shown: very small Instantaneous Field of View (IFOV), low temporal
resolution, and low spatial resolution (Voss et al., 2010).
Different ways to assess spatial remote sensing have been invented. Research has been
conducted to analyze the differences between two spatial assessments in remote sensing:
multi-source and multi-scale. They aim to provide references for further studies in
agricultural application with multiple remotely sensed observations from different sources.
(Dong et al, 2014)
In contrast to the multitude of studies addressing spatial dimension, only few studies
highlight the temporal dimension of precision crop protection. Temporal dimension is
relevant because most of the crop stresses are caused by dynamic phenomena in both
spatial and temporal aspects. Therefore, the importance of the temporal scale of crop
growth phenomena and sensor systems within-field operations should come into focus
(Franke and Menz, 2008). Management actions should not only be adjustable in terms of
space, but also in terms of the date on which they are most effective. By implementing
time-specific crop management, the efficiency of the system is improved and the number
of agrochemical applications can be reduced (Franke et al. 2009).
Furthermore, optical remote sensing techniques have been studied to have the potential to
detect physiological and biochemical changes in plant ecosystems. It has been known for
long that crop productivity varies within fields and between fields due to various
environmental factors, diseases, and management practices. Using optical remote sensors,
photosynthetic efficiency may be a promising parameter to detect limitations of
photosynthesis regardless of its cause, and thus, it may serve as an early indicator for
reduced productivity. Lastly, airborne and space-borne optical remote sensors, i.e.
fluorescence and hyperspectral sensors, may provide better spatiotemporal information
which ultimately enables a more effective response and better crops management (Rascher
et al., 2010).
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3. METHODOLOGY

Overview of Methodology
To develop an effective ARS-specific fault-tolerant algorithm, a methodology is proposed.
First, the research assumptions, technical constraints, and limitations of the deliverables
are defined based on the literature study. Second, a mathematical model of the fault-tolerant
mechanism that accommodates the conceptual framework and constraints of the ARS is
formulated. Based on the mathematical model, two learning algorithms are developed.
Third, a design of experiment is outlined to illustrate, simulate, and validate the proposed.
A series of simulation is conducted according to the design of experiments. Lastly, the
results of the simulation are analyzed and tested using statistical significance tests, and
based on such analysis, this thesis is concluded.

System Model
3.2.1

Research Assumptions

Several assumptions are made in this research:
Assumption 1: There are only two main agents in the ARS, human agent who generates
Human Observation (HO) and robot agent which generates Robot Observation (RO)
Assumption 2: Both agents are assumed to have a same set of sensor, while the accuracy
of human agent is higher than that of robot agent; thus, HO is a proxy to the actual state of
the agricultural objects
Assumption 3: Robot agent is assumed to have a high mobility such that the amount of RO
is unconstrained; meanwhile, due to the better accuracy, the human agent’s activity to
gather HO is constrained
Assumption 4: The routing of the robot agent is assumed to be predetermined; this research
is mainly focused on the allocation and distribution of human agent as a mean of
collaboration between the two main agents
Assumption 5: the agents in the system is assumed to have an N-to-N relationship as shown
by Figure 3.1, thus the ARS robot agent is capable of executing a variety of MDR-CPS
tasks in a parallel manner
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Figure 3.1 Three Levels of Architecture in Production System
Assumption 6: The distribution of observation data for the agricultural object (RO and HO
data) is assumed to be known, while in real field operation such information is most-likely
unknown
Assumption 7: The time period in the ARS is assumed to be discrete instead of continuous,
in accordance with the stepwise time period in the model
Assumption 8: The scope of fault in the ARS in this research is limited to error and conflict
that correlate with the difference between observation values and actual state of the object

3.2.2

Architecture of Agricultural Robotic System

This research focuses on the Agricultural Robotic System (ARS) that combines sensors,
robots, humans, and agricultural greenhouses as integrated elements of CPS. There are
heterogeneous plants and a variety of sensors involved in the ARS. This research considers
an ARS of � heterogeneous plants, indexed by � = 1, 2, … , �, also referred as objects. These
plants are monitored by � different types of sensors, denoted by � = 1, 2, … , � . To
distinguish a series of observation of one occurrence to another, a concept of timeframe is
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introduced. Each timeframe of data collection in the ARS is defined as �, identified by
� = 1, 2, … , �.
There are two different agents operating for each time period �: ARS robot and human
operator. The ARS robot is defined as an autonomous mobile agent, which are augmented
with GPS, gyroscope, and guidance camera (see Fig. 3.2-Left). The human operator is
defined as manual mobile agent that collects the data using static sensors (see Fig. 3.2Right). The data gathered by autonomous observation is denoted as �234 while the one
collected by manual observations is referred as �234 . The indices of both variables indicate
the observation conducted of plant region � ∈ �, using a variant of sensor type � ∈ �, at time
period � ∈ �.

Figure 3.2 Two ARS agents; Left: Robotic Platform (Bak and Jakobsen, 2004),
Right: Digitizer (Bloch et al., 2016)
Each time period � begins when the ARS robot is initialized and mobilized into the ARS
field; and ends when the robot finishes gathering the observation data. The time period �
ends when the robot finishes gathering �234 data. Further, human operator observes the data
measured by the robot and generates a route for manual observation for time period � + 1
to gather �234 data. Therefore, while the robot conducts � series of automated observations,
the human operator only conducts � − 1 series of manual observations.
For each sensor type �, multiple variants of sensor with differing accuracy exist. Manual
observation data �234 tend to be more accurate and precise due to the static measurement
process that is conducted by human operator. Furthermore, the robot in ARS can only be
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equipped by a limited quantity of sensors to maintain its mobility. Due to this restriction,
�234 data observed by the robot will have a higher risk of deviating from the actual state of
object �, compared to the �234 data.
In addressing the error and conflict within ARS, two variables are introduced: sensor
observation data �' and actual state of the agricultural object �' . Both �234 and �234 are
considered as elements of sensor observation data �' . Error is defined as the difference
between the observation data �' and actual state of the object �' . The ratio of error (�) is
expressed as follows:
�=

-I-11
�

'∈

�' − �'
�'

(4)

Furthermore, conflict is defined as how each observation data generated by each sensor �'
varies with one another. It can also be expressed as the deviation of each sensor’s
observation value from the mean of sensor observation data �a for a certain � ∈ �. The
conflict (�) is expressed as follows:
�=

1
�−1

�' − �'

e

(5)

'∈

As previously mentioned, there are two instances of sensor observation data based on the
agents. Instances of observation conducted by robot agent, or RO, is denoted by � - , while
instances of observation done by human agent, or HO, is denoted by � . . The observation
data for both �234 and �234 are measured in terms of absolute deviation with regards to the
ideal state of the object � ∈ � as measured by sensor type � ∈ �. Raw numerical data �'
from the sensors are processed by an integration module using the following formula:

{I��
�
= min {I
�

�234 = min

234 − �
76
56
23 − �23

�234

234 − �
76
56
23 − �23

-1 , 1} ; � ⊆ �-1

,

}

1 ; � ⊆ �.

(6)
(7)

76
56
where �23
and �23
are the known upper bound and lower bound observation data for every
76
object � ∈ �, measured by sensor type � ∈ �. Furthermore, � is the median between �23
56
and �23
, and �234 is the raw numerical observation data of object � ∈ �, measured by sensor
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type � ∈ � at time period � ∈ �. Further, integration module is formulated as a HatleyPirbhai template (Appendix. 1).

Problem Formulation
For every RO data �234 , a corresponding weight �34 is assigned with a real value between
zero and one. The weight indicates the level of accuracy and reliability of each sensor. In
a multi-sensor ARS, the inference regarding the system’s state is made based on the
integrated information of all sensors. Sensors with lower accuracy are to be penalized by
lowering its corresponding weight �234 , so that its noise does not interfere with the
inference of the system’s state. Therefore, the objective criteria of the system can be
expressed as maximizing the accuracy of detection, which is formulated in the following
equation:
max

�34 �234

8

2∈ 3∈

where �234 is the RO data and �34 is the weight of each sensor type � ∈ � at time period
� ∈ �.
Furthermore, the two observations, RO and HO, are modeled differently in terms of data
collection duration. The time required by the robot to collect the �234 data for each � ∈ �
using a sensor type � ∈ � has been calculated during its routing algorithm. Meanwhile, the
�234 data gathered by human operator, for each � ∈ � using a sensor type � ∈ �, is defined
as �234 . Manual agents are presumed to be less efficient and slower in gathering the �234
data, and thus the time duration for human manual observation is bounded by the following
constraint:
�234 ≤ �4

9

2∈ 3∈

where �234 denotes the time required for HO agent to observe each object � ∈ � using a
sensor type � ∈ � and �4 is total allowable time duration to gather �234 for each time period
� ∈ �. The relationship between instances of RO (�234 ) and instances of HO (�234 ) is as
follows:
�, �, � ∈ � . ; �, �, � ∈ � - ; � . ⊆ � -

10
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where the instances of HO is defined as a subset of instances of RO.
In response to the objective criteria and constraint of the system, the problem can be
formulated as a Mixed-Integer Linear Programming (MILP) of optimal sampling. The
formulation is as follows:

max ∑∑ w j( k−1)Yijk xijk
i∈I j∈J

subject to:

∑∑ t

x ≤ Tk ∀k ∈K

ijk ijk

i∈I j∈J

∑x

ijk

≥ 1 ;∀j ∈J ,k ∈K

i∈I

xijk ∈{0,1} ∀i ∈I, j ∈J ,k ∈K
Figure 3.3 Optimal Sampling Problem Formulation
where the �234 is a binary decision variable denoting whether HO is to be conducted at
object � ∈ �, using sensor type � ∈ � at time period � ∈ �. If such observation is conducted,
the value of �234 equals one, otherwise zero. For each time period � ∈ �, the objective
criterion incorporates weight �3(4c) from the previous time period, or period � − 1, in
accordance with the sequence of the sampling within the ARS. The first constraint denotes
the sampling proportion of HO with regard to RO. The second constraint is added so that
all sensor types are at least used once to measure the plant object. The last constraint sets
the decision variable as binary.
After the optimal sampling is conducted, the decision variables �234 route the human agent
to visit a subset of location that RO has visited previously, or as follows:
�� =

{�0

234

if �234 = 1
otherwise

(11)

Further, the learning nature of the model is represented by updating the �34 value for each
time period. At the first period, all weights for each RO are assumed to be uniform, as
defined by the following equation:
�3(4c) = �3 = 1; ∀� ∈ � , � = 1

(12)

In accordance with the previously defined system model, at the end of each time period �,
the weight �34 is updated based on the RO data and the sampled HO data from the previous
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time periods. For each time period � ∈ �, a real number weight �34 is defined for each
sensor type � ∈ � such that:
� ∈ � ×

(13)

where the value for each weight corresponds to the difference between HO and RO that are
conducted using a certain type of sensor � ∈ � at time period � ∈ �. The weight �34 is
updated such that the weighted RO has minimum difference with regard to the HO. Thus,
a vector � is defined for each weight �34 as follows:
�~(�34 ) = {�c (�34 ), �e (�34 ), … , �2 (�34 )}; ∀� ∈ � , � ∈ �

(14)

�2 (�34 ) = �� − ��

(15)

Using the previous definition of RO and HO, the function �2 equals:
�2 (�34 ) = �34 �234 − �234 �234 ; ∀� ∈ �

(16)

Therefore, decision regarding the optimal value of �34 can be formulated as a least square
optimization problem. The optimum weight �34 from least square fitting obtained for each
sensor � ∈ � at time period � is to be used for the optimal sampling problem in � + 1. The
optimal weighting problem is formulated as follows:

!"
arg min f (w jk )
w

I

I

2
2

= arg min ∑ f i 2 (w jk )
w

i∈I

subject to:
w ∈! J × K
⎛ f (w ) ⎞
1
jk
!"
⎜
⎟
f (w jk ) = ⎜
!
⎟ ∈! I ;∀j ∈J ,k ∈K
⎜ f (w ) ⎟
⎜⎝ I jk ⎟⎠
f i (w jk ) = w jk Yijk − Z ijk xijk ; ∀i ∈I
Figure 3.4 Optimal Weighting Problem Formulation (1)
The optimal weighting problem formulation in Fig. 3.4 has one particular problem. The
size of � significantly expands overtime, especially if the algorithm is used continuously
for a longer time period with large number of sensor. Therefore, another optimal weighting
model is formulated. In the second formulation of optimal weighting, � is modeled as a
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temporary memory to store the RO and HO data from one-step iteration behind only; unlike
the initial optimal weighting where RO and HO data is added into � cumulatively.
Therefore, in this second formulation, the size of vector � remains constant with regard to
the number of sensors. The formulation is as follows:

!"
arg min f (w jk )
w

2
2

= arg min ∑ f i 2 (w jk )
w

i∈I

subject to:
w ∈! J
⎛ f (w ) ⎞
1
jk
"#
⎜
⎟
f (w jk ) = ⎜
!
⎟ ∈! I ;∀j ∈J
⎜ f (w ) ⎟
⎜⎝ I jk ⎟⎠
f i (w jk ) = w jk Yijk − Z ijk xijk ; ∀i ∈I
Figure 3.5 Optimal Weighting Problem Formulation (2)
Algorithm Development
An algorithm is developed based on the problem formulation. The diagram presented in
Figure 3.6 visualized how the algorithm utilizes input data from collaboration requirement
algorithm and robot navigation and adaptive routing that are previously conducted.

Figure 3.6 Integration Module of the Algorithm within the ARS
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Based on the figure, the collaboration requirement algorithm and the routing algorithm are
the initiators of the robot in ARS. Upon recording the observation data, the integration
module performs its task: recorded field data from each sensor is pre-processed using a
transformation function (Eq. 6 and 7) and other function of integration module (see
Appendix 1), such that any non-numerical data will translated into real-valued numbers.
This is key to ensure the universality of data regardless of its source; variants of field
observation data from sensors used by the Human agent and Robot agent are to be
processed first by the integration module.
Figure 3.7 depicts the conceptual mechanism of the fault-tolerant algorithms. The
algorithm works in a sequence of stepwise functions. It takes the scaled observational data,
which has been previously processed by integration module, as inputs. The input data are
classified into two separated databases: object database and sensor database.
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Figure 3.7 Conceptual Framework of the Algorithm
Each iteration starts when the robot agent gathers RO data �234 from each plant region.
Based on the gathered RO data, the algorithm directs the human agent to a portion of the
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location that the robot visited previously to gather the HO data �234 , which are proxies to
the actual state of the agricultural object. This sampling is bounded by a time constraint. A
binary decision variable �234 indicates whether a certain object is selected as a subset for
the sampling of the HO data or not. If �234 equals one, the object will have a certain value
of �234 . Otherwise, the HO data of such object �234 equals zero, which implies that the
object is not selected into the instances of sampled HO data.
As the iteration progresses, a weighting mechanism between RO data �234 and HO data
�234 is conducted. The mechanism is conducted in accordance with the Optimal Weighting
problem formulation form the previous section. After the weighting mechanism is finished,
the optimal weight �34 for each sensor is exported into the next iteration � + 1. The
observation data from each sensor in iteration � + 1 is multiplied by the optimal weight
from the previous iteration, such that the observation data of each object equals �34 �234c .
Afterwards, the process repeats to the data gathering phase and the weighting mechanism
at the next time period � ∈ �. The stop condition of this mechanism is the number of
maximum iteration, which is specified at the initialization phase. The mathematical
formulation in Figure 3.3 –3.5 is further developed into two different ARS learning
algorithms:
•

Adaptive Learning Algorithm (ALA)

•

Cumulative Learning Algorithm (CLA)

The Optimal Sampling algorithm of both algorithms are based on the same optimization
problem in Figure 3.3. The weighting mechanism in the two algorithms, however, are
different. The weighting mechanism in ALA is based on Figure 3.5, while weighting
mechanism in CLA is based on Figure 3.4. The two different weighting mechanisms differ
mainly in terms of requirement in computing resources. The pseudocode for both
algorithms are presented in Figure 3.8.
In ALA, the weighting mechanism of the algorithm only use the HO and RO data from one
time period behind. When iteration � begins, the observation data from the ARS sensors
are gathered in a database vector �, containing the data from � − 1. Before progressing
onto the next iteration, the algorithm automatically deletes the observation entry database
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at the end of each iteration. Therefore, the size of � remains constant as the number of
collected data from each iteration is also constant.

input value I, J , K,t,T ,δ , ε

begin
input value I, J , K,t,T ,δ , ε

generate Yijk ,tijk , w j0
!"
size( f ) := T /min(tijk )

generate Yijk ,tijk , w j0
!"
size( f ) := K *T /min(tijk )

for k := 1 to K do

for k := 1 to K do
initialize OptimalSampling

begin

initialize OptimalSampling
generate Z ijk = I Z (xijk )

generate Z ijk = I Z (xijk )

for j := 1 to J do
!"
f = {Z ijk ,Yijk }

for j := 1 to J do
!"
f temp = {Z ijk ,Yijk }
!" !" !"
f = { f , f temp }

!"
initialize OptimalWeighting-2( f )

calculate MSE and CEPR
endfor
!"
reset f
endfor
end

!"
initialize OptimalWeighting-1( f )
calculate MSE and CEPR

endfor
endfor
end

Figure 3.8 Proposed algorithms (left: Adaptive Learning Algorithm, right: Cumulative
Learning Algorithm)
On the other hand, CLA accumulates the HO and RO data starting � = 1 and, unlike CLA,
the entry is not emptied after each time period. Consequently, the size of � increases with
time period which also may lead to lower computing performance. However, larger
database enables CLA to have more data points for the Optimal Weighting calculation. The
performance of both algorithms is tested in the next chapter.
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4. DESIGN OF EXPERIMENTS

Performance Evaluation of the Algorithm
A performance measurement is necessary to determine the effectiveness of the algorithm.
The performance of the algorithm is measured by comparing ARS output when sensors
have uniform weight (baseline scenario) with the when the algorithms are implemented in
ARS. Suppose the ARS consists of � variants of plants, � types of sensor, for � time period,
every baseline scenario has a uniform weight �234 = 1. Meanwhile, in scenarios in which
the algorithm is implemented, the weights are floating numbers between zero and one.
The fault tolerance of the algorithm is measured in terms of Mean Squared Error for each
object for each sensor ���23 (Eq.17), which measures the mean sum of squares of the
deviation between the RO data (�234 ) and HO data (�234 ). There are two cases of formula
for MSE: the first one measures the fitting quality between the uniform-weight sensor data
(�234 ) and HO (�234 ), or the MSE for baseline scenario; while the second MSE measures
the fitting quality between the weighted sensor data (�34 �234 ) and the HO (�234 ). Further,
we can also aggregate the mean squared error in the ARS for each sensor ��� , (Eq.18).

���23 =

1
�

�234 − �234
4∈

1
�

e

, when �234 = 1 ∀ � ∈ �, � ∈ �, � ∈ �
e

(17)

�34 �234 − �234 , otherwise
4∈

��� =

1
�

���23
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2∈

Conflict and Error Prevention Rate ����3 is the measurement of fault tolerance for each
sensor � (Eq.19). It calculates the difference of MSE of algorithm results and baseline
scenario, over the baseline scenario MSE. Furthermore, to assess the fault tolerance of the
entire ARS, ����

¡¢

is utilized by averaging ����3 of all sensor type � ∈ � (Eq.20).

����3 = 1 −

��� �4 ; �234 = 1 ∀ � ∈ �, � ∈ �, � ∈ �
��� �4 ; ∃�234 ≠ 1 ∀ � ∈ �, � ∈ �, � ∈ �
����

¡¢

=

1
�

����3
3∈
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Statistical significance test is also utilized to measure the performance of the algorithms.
A sample from the MSE of the algorithm is compared with a sample of the MSE of the
uniform-sensor observation using a pairwise t-test. If the null hypothesis is rejected, then
it is concluded that the algorithms are able to produce weight such that the weighted sensor
data has a reduced MSEs compared to the uniform-weight sensor.
In addition, the results are also evaluated using a visualization of a line graph consisting of
three plot lines, which represent the actual data, observation data, and weighted observation
data. The y-axis is the scaled numerical value of the object’s state and the x-axis represents
the number of the iteration. There are two different types of line graph in this research:
•

Individual Object Monitoring Graphs

•

Entire ARS Monitoring Graphs

The Individual Object Monitoring line graph maps the three lines in terms of individual
object. This type of graph could assist decision maker in visualizing how ALA improves
the sensors’ accuracy for each object. As each graph represents how the algorithm in a
certain sensor influences a certain object, each replication yields 20 graphs –due to 2 types
of sensor and 10 differing objects in our scenario.
Furthermore, the Entire ARS Monitoring graph observes how the algorithm minimizes the
fault in each sensor for the whole ARS. In other words, the y-axis values are the aggregate
of all objects’ condition in each iteration �. Therefore, each replication of the simulation
could be represented in two ARS Monitoring graphs based on the number of sensors

Experimental Design of the Simulation
The algorithm is validated through a series of simulation based on different scenarios. The
scenarios are formulated in the following notation:
�£ = { �, �, � }
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For every scenario (�2 ), there is some specified parameters of number of sensor (�),
inherent error (�) between RO and HO, and inherent conflict between sensors (�). Table
4.1 presents the levels for each parameter that construct each scenario for the design of
experiment. To ensure the replicability of the simulation, the input parameter is specified.
Table 4.2 describes how simulation parameters are generated.
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Table 4.1 Factors of the Design of Experiments
Parameters

Value
Small: 2 sensors
Medium: 5 sensors

Number of sensors

Large: 10 sensors
Very Large: 20 sensors
Small: 10% deviation with HO data

Inherent error sensor rate

Large: 30% deviation with HO data

Inherent conflict rate between sensors

Small: 5% deviation between sensors
Large: 10% deviation between sensors

Table 4.2 Parameter Functions for the Design of Experiments
Input Data Set

Function

�234

See Equation 22

�234

See Equation 23

�34

Value equals one for all sensors
for time period � = 1

�234

A specified integer

�4

A specified integer

Description
Human Observation (HO) data
of an object � measured by
sensor type � at time �
Robot Observation (RO) data of
an object � measured by sensor
type � at time �
Weight scoring of each sensor �
at iteration �
Required time to acquire HO of
object � with sensor � at time �
Total time allocation to acquire
HO at an time period �

�234 = (�) �c

(22)

�234 = � (�234 , �, � ) = (1 + �) �234 ± (�) �e

(23)

The value of �234 is generated as a random number �c which is distributed uniformly
between zero and �, where � is a pre-specified number. Furthermore, RO data �234 is
generated as a function of �234 , error rate � and conflict rate �. To introduce noise in RO
data �234 , in accordance with the assumption, a normally-distributed random number with
the mean equals zero �e is introduced.
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Illustration of the Algorithms
This sub-section demonstrates how the two algorithms work and how their performances
are measured. A dummy scenario � = { 2, 0.3, 0.08 } is created for the purpose of this
sub-section only. Both ALA and CLA are simulated in Matlab using this scenario for 5
iterations and 20 iterations subsequently.
The algorithm is firstly tested with a small data set, to verify the weight-fitting accuracy.
The verification data set considers � scenario consisting 10 objects, 2 sensors, and 5
iterations. After the results of �234 and �234 is acquired, the value of actual data (�234 ),
sensor observation data ( �234 ) , and weighted sensor observation data ( �34 �234 ) are
visualized using Entire ARS Monitoring Graphs. The following graphs in Figure 4.1
exemplified the outcomes of the verification-phase simulation. It is shown that the
weighting mechanism indeed works in the small data set, according to Figure 4.2.
Mean Outcome of Sensor 1
at k = 5 iterations

Mean Outcome of Sensor 2
at k = 5 iterations
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Figure 4.1 Experimental Results with Two Sensors (left: sensor 1, right: sensor 2)

Figure 4.2 Least Square Weight-fitting (left: high error and conflict rates, right:
Cumulative low error and conflict rates)
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Upon illustrating the weighting mechanism, the algorithms are further applied into larger
data sets of the same scenario � = { 2, 0.3, 0.08 } for � = 20 iterations. This will further
demonstrate how the two algorithms have different output given the same set of scenarios.

4.3.1

Illustration of Adaptive Learning Algorithm (ALA)

The Adaptive Learning Algorithm (ALA) is simulated on a data set containing 10 objects,
2 sensors, and 20 iterations. The simulation is replicated for 20 times with different input
of random number generator to check for performance consistency.
The following graphs in Figure 4.3 are four examples of Individual Object Monitoring
graphs from the ALA by Sensor 1.
Outcome of Sensor 1 at Object 1
at k = 20 iterations

Outcome of Sensor 1 at Object 2
at k = 20 iterations

1

1.2

0.9
1

0.8
0.7

0.8

0.6
0.5

0.6

0.4
0.4

0.3
0.2

0.2

0.1
0

0
1

2

3

4

5

6

7

8

9

10

Weighted Sensor Data

11

12

13

14

15

16

Sensor Data

17

18

19

20

1

Actual Data

2

3

4

5

6

7

8

9

10

Weighted Sensor Data

Outcome of Sensor 1 at Object 3
at k = 20 iterations

11

12

13

14

15

16

Sensor Data

17

18

19

20

Actual Data

Outcome of Sensor 1 at Object 4
at k = 20 iterations

1

1

0.9

0.9

0.8

0.8

0.7

0.7

0.6

0.6

0.5

0.5

0.4

0.4

0.3

0.3

0.2

0.2

0.1

0.1

0

0
1

2

3

4

5

6

7

8

Weighted Sensor Data

9

10

11

12

13

14

Sensor Data

15

16

17

18

19

20

Actual Data

1

2

3

4

5

6

7

8

Weighted Sensor Data

9

10

11

12

13

14

Sensor Data

15

16

17

18

19

20

Actual Data

Figure 4.3 ALA Individual Monitoring Graph for Sensor 1 on Object 1, 2, 3, 4
Based on Figure 4.3, it is apparent that the weighting mechanism produced numerical
weights for sensor 1 that can approximate the actual data; the distance between weighted
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sensor data (blue line) and actual data (gray line) is observably closer compared to sensor
data (orange line) and actual data. Further proof that the weighting mechanism performed
well is shown by Table 4.3 and 4.4, which measure the performance of the algorithm in
numerical terms.
Furthermore, similar conclusion could also be drawn for the sensor 2; in most iterations,
the weighted sensor data are able to estimate the actual data (�234 ). The Individual Object
Monitoring graphs for sensor 2 are presented in Figure 4.4.
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Figure 4.4 ALA Individual Monitoring Graph for Sensor 2 on Object 1, 2, 3, 4
In addition to individual object monitoring graphs, the results could also be visualized in
terms of the whole ARS environment that includes 20 objects. The graphs in Figure 4.5 are
the Entire ARS Monitoring graphs from one of the replications of ALA.
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Outcome of Sensor 1 at Overall ARS
at k = 20 iterations

Outcome of Sensor 2 at Overall ARS
at k = 20 iterations

0.7

0.7

0.6

0.6

0.5

0.5

0.4

0.4

0.3

0.3

0.2

0.2

0.1

0.1

0

0
1

2

3

4

5

6

7

8

9

Weighted Sensor Data

10 11 12 13 14 15 16 17 18 19 20

Sensor Data

1

Actual Data

2

3

4

5

6

7

8

9

Weighted Sensor Data

10 11 12 13 14 15 16 17 18 19 20

Sensor Data

Actual Data

Figure 4.5 ALA Entire ARS Monitoring Graphs (left: sensor 1, right: sensor 2)
The performance of the algorithm is measured based on the MSEs and CEPR, which
formula has been stated previously. The calculation of normal and weighted MSEs for each
individual object and entire ARS is presented in Table 4.3, while the CEPR is presented in
Table 4.4. Higher accuracy in algorithm’s performance is indicated by lower MSE values
in Table 4.3 and higher CEPR in Table 4.4.

Table 4.3 Normal and Weighted MSEs for Sensor 1 and Sensor 2 in ALA
Object

Sensor 1

Sensor 2

Normal MSE

Weighted MSE

Normal MSE

Weighted MSE

Plant 1

0.5480

0.2354

0.6418

0.2234

Plant 2

0.9195

0.2653

0.6281

0.2956

Plant 3

0.7552

0.2556

0.8053

0.3530

Plant 4

0.8223

0.3223

0.6303

0.1942

Plant 5

0.8404

0.2355

0.6753

0.2466

Plant 6

0.7926

0.2230

0.5012

0.1851

Plant 7

0.6477

0.2223

0.7157

0.2386

Plant 8

0.8479

0.2435

0.6609

0.2808

Plant 9

0.6383

0.2622

0.7228

0.2728

Plant 10

0.7153

0.2784

0.4904

0.2494

Entire ARS

0.5096

0.1211

0.4151

0.1156
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Table 4.4 Conflict and Error Prevention Rate (CEPR) for ALA
Object

CERP in Sensor 1

CERP in Sensor 2

Mean

Variance

Mean

Variance

Plant 1

57.05%

3.65%

65.19%

0.78%

Plant 2

71.15%

0.98%

52.94%

2.04%

Plant 3

66.16%

2.86%

56.16%

2.03%

Plant 4

60.81%

2.80%

69.19%

1.74%

Plant 5

71.97%

0.79%

63.48%

3.09%

Plant 6

71.86%

1.28%

63.07%

1.32%

Plant 7

65.68%

2.42%

66.66%

0.51%

Plant 8

71.29%

1.02%

57.51%

2.02%

Plant 9

58.93%

1.89%

62.26%

1.34%

Plant 10

61.08%

0.90%

49.15%

2.06%

Entire ARS

76.23%

0.93%

72.15%

0.34%

The ALA is illustrated to be effective as it reduces the error rate in all the individual object
and ultimately, the whole ARS. ALA could reduce potential error to 76.23% in Sensor 1
and 72.15% in Sensor 2 even though the algorithm was only fitted with 25% of the actual
data (�234 ) and the data mining is only one-step behind the current iteration.
4.3.2

Illustration of Cumulative Learning Algorithm (CLA)

The Cumulative Learning Algorithm (CLA) is also simulated on a data set containing 10
objects, 2 sensors, and 20 iterations; the experiment is replicated 20 times, similar to that
of ALA. As previously mentioned in Section 3.4, the CLA differs with ALA in terms of
the number of iteration considered for the data gathering phase. While ALA only includes
data from one-step iteration behind, CLA saves all since the beginning of the first iteration.
Consequently, the required memory space for CLA is significantly larger than that of ALA.
The following graphs in Figure 4.6 are four examples of Individual Object Monitoring
graphs from the CLA by Sensor 1.
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Outcome of Sensor 1 at Object 1
at k = 20 iterations

Outcome of Sensor 1 at Object 2
at k = 20 iterations
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Figure 4.6 CLA Individual Monitoring Graph for Sensor 1 on Object 1, 2, 3, 4
Similar to ALA, the weighting mechanism of CLA in sensor 1 is proven to be able to
produce accurate numerical weights for approximating the actual data (�234 ). While the
individual object monitoring Graphs (Fig. 4.6 and 4.7) corroborate this notion in most cases,
the observation is more apparent in the Entire ARS Monitoring graphs. Similar conclusion
of CLA’s performance could also be drawn for the sensor 2, as shown by individual object
monitoring graphs for sensor 2 (Fig. 4.7).
Furthermore, the results are also visualized using entire ARS monitoring graphs that
include the total 20 objects within the ARS. The fitness quality appears to be better in case
of CLA, as shown by the Entire ARS monitoring graphs in Figure 4.8.
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Outcome of Sensor 2 at Object 1
at k = 20 iterations
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Figure 4.7 CLA Individual Monitoring Graph for Sensor 2 on Object 1, 2, 3, 4
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Figure 4.8 CLA Entire ARS Monitoring Graphs (left: sensor 1, right: sensor 2)
The fitness quality of the weighting mechanism of CLA is numerically measured using
MSEs and CEPR, which are previously defined on Equation 17-18. Table 4.5 summarizes
the calculation of normal MSEs (baseline scenario) and weighted MSEs (algorithm results)
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for each individual object and entire ARS and Table 4.6 presents the Conflict and Error
Prevention Rate for CLA, as defined by Equation 19-20. The CEPR values are presented
in terms of mean CEPR and its variance.
Table 4.5 Normal and Weighted MSEs for Sensor 1 and Sensor 2 in CLA
Sensor 1

Object

Sensor 2

Normal MSE

Weighted MSE

Normal MSE

Weighted MSE

Plant 1

0.5878

0.1933

0.6203

0.1112

Plant 2

0.8121

0.2167

0.6248

0.2187

Plant 3

0.7676

0.1187

0.8662

0.2373

Plant 4

0.7596

0.1717

0.6510

0.1418

Plant 5

0.7968

0.1658

0.6780

0.1992

Plant 6

0.8045

0.1243

0.4428

0.1080

Plant 7

0.6870

0.1400

0.7204

0.1541

Plant 8

0.8542

0.1344

0.7124

0.2385

Plant 9

0.6944

0.2356

0.7102

0.2064

Plant 10

0.7343

0.2153

0.5709

0.2119

Entire ARS

0.5127

0.0563

0.4206

0.0618

Table 4.6 Conflict and Error Prevention Rate (CEPR) for CLA
Object

CERP in Sensor 1

CERP in Sensor 2

Mean

Variance

Mean

Variance

Plant 1

67.11%

0.58%

82.07%

0.58%

Plant 2

73.32%

0.35%

65.00%

0.35%

Plant 3

84.54%

0.65%

72.60%

0.65%

Plant 4

77.40%

0.25%

78.22%

0.25%

Plant 5

79.20%

0.44%

70.62%

0.44%

Plant 6

84.55%

0.20%

75.61%

0.20%

Plant 7

79.62%

0.39%

78.61%

0.39%

Plant 8

84.27%

0.16%

66.52%

0.16%

Plant 9

66.07%

0.91%

70.93%

0.91%

Plant 10

70.68%

0.86%

62.88%

0.86%

Entire ARS

89.02%

0.05%

85.32%

0.05%

In terms of CEPR, the CLA performs satisfyingly in reducing the potential and error rate,
even at a better rate compared to ALA. The error and conflict in sensor 1 is reducible to
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89.02% by CLA, while ALA only managed to reduce 76.23% of them. In sensor 2, the
prevented error and conflict in CLA is 85.32%, while it is only 72.15% for ALA.
Ultimately, a more comprehensive data mining process is expected to be the underlying
factor behind the better performance of CLA. While ALA only collects the data from onestep iteration behind, CLA mines the data cumulatively from the first iteration.

Simulation Result of the Experimental Design
In this section, the algorithms are validated using a series of experimental design. Sixteen
scenarios are generated based on the level of relevant factors, as specified in the sub-section
4.2. For every case of scenario, the algorithm is replicated 20 times. In each iteration, the
MSE of weighted-sensor and baseline cases are recorded, which then are used to calculate
CEPR. The simulation result of the experimental design is presented in Table 4.7 and 4.8.

Table 4.7 ALA Experimental Design Simulation Results
CEPR for Entire ARS

Scenario
�� = { �, �, � }

Minimum

Mean

Maximum

Std. Deviation

�c = {2, 0.1, 0.05 }

27.13%

47.92%

66.94%

11.91%

�e = {2, 0.1, 0.1 }

-107.50%

-27.57%

26.19%

31.58%

� = {2, 0.3, 0.05 }

76.71%

84.12%

86.82%

2.53%

�® = {2, 0.3, 0.1 }

47.94%

65.03%

80.00%

9.28%

�¯ = {5, 0.1, 0.05 }

-13.62%

50.57%

68.89%

25.52%

�° = {5, 0.1, 0.1 }

-233.08%

-16.50%

39.75%

57.74%

�± = {5, 0.3, 0.05 }

80.30%

84.47%

91.32%

2.95%

�² = {5, 0.3, 0.1 }

62.48%

74.27%

84.16%

6.12%

�³ = {10, 0.1, 0.05 }

-3.84%

39.33%

59.87%

14.86%

�c = {10, 0.1, 0.1 }

-101.26%

-16.98%

37.01%

41.50%

�cc = {10, 0.3, 0.05 }

82.99%

88.69%

93.44%

2.98%

�ce = {10, 0.3, 0.1 }

63.56%

77.78%

83.51%

5.27%

�c = {20, 0.1, 0.05 }

1.11%

31.57%

62.91%

17.16%

�c® = {20, 0.1, 0.1 }

-120.29%

-32.77%

5.15%

27.23%

�c¯ = {20, 0.3, 0.05 }

66.72%

85.33%

92.67%

5.35%

�c° = {20, 0.3, 0.1 }

57.26%

68.35%

78.94%

5.60%
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Table 4.8 CLA Experimental Design Simulation Results
CEPR for Entire ARS

Scenario
�� = { �, �, � }

Minimum

Mean

Maximum

Std. Deviation

�c = {2, 0.1, 0.05 }

59.13%

76.94%

88.72%

7.38%

�e = {2, 0.1, 0.1 }

29.07%

50.75%

73.40%

13.63%

� = {2, 0.3, 0.05 }

87.75%

90.05%

92.02%

0.99%

�® = {2, 0.3, 0.1 }

78.95%

85.59%

88.61%

2.08%

�¯ = {5, 0.1, 0.05 }

77.47%

83.64%

89.37%

3.24%

�° = {5, 0.1, 0.1 }

39.39%

61.50%

80.96%

11.07%

�± = {5, 0.3, 0.05 }

95.73%

96.82%

98.24%

0.49%

�² = {5, 0.3, 0.1 }

89.29%

92.50%

94.84%

1.60%

�³ = {10, 0.1, 0.05 }

85.72%

89.10%

91.81%

1.51%

�c = {10, 0.1, 0.1 }

60.17%

68.39%

75.58%

3.57%

�cc = {10, 0.3, 0.05 }

95.68%

97.13%

98.06%

0.81%

�ce = {10, 0.3, 0.1 }

91.43%

93.21%

95.15%

1.08%

�c = {20, 0.1, 0.05 }

82.29%

87.18%

91.01%

2.22%

�c® = {20, 0.1, 0.1 }

46.23%

58.46%

68.12%

5.79%

�c¯ = {20, 0.3, 0.05 }

96.64%

98.37%

98.85%

0.47%

�c° = {20, 0.3, 0.1 }

90.75%

94.03%

95.07%

0.88%

Upon initial review of the design of experiment results, CLA appears to have a better
resilience compared to ALA. In every instance, CLA gave a better mean CEPR for entire
ARS. Furthermore, CLA also has a better precision and performs more consistently over
20 replications as shown by lower standard deviation in every scenario.
Both algorithms have lower performance in scenarios with high level of conflict rate. ALA
performs unsatisfyingly in these instances. On the other hand, CLA can still maintain its
fault tolerant purpose despite marginal decrease in its accuracy. In some instances,
scenarios with small error rate and small conflict rate become challenging for the
algorithms, particularly ALA. In response to this newfound connection between
algorithm’s performance and conflict rate, sensitivity analysis is conducted in regard to
conflict rate in subsection 4.5.
The simulation results are to be tested in terms of statistical significance. A detailed
observation and inference of the results are provided in subsection 5.1.
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Sensitivity Analysis of the Data Availability and Conflict Rate
Monitoring activity within ARS is conducted by a mobile robot agent that is mounted with
trivial sensors. The robot itself is capable of examining all the ARS objects in a round the
clock operation. Therefore, the availability of the Robot Observation (RO) data from the
robot is not an issue in the ARS.
On the other hand, gathering Human Observation (HO) data required a meticulous method
of observation. A lot of observation using sophisticated sensors, such as spectrometry and
hyperspectral sensors, are both time-consuming and expensive. Thus, the availability of
the HO data is an issue that should be addressed in the sensitivity analysis.
In the simulation in subsection 4.4, both ALA and CLA is fitted into a scenario of which
the ratio between the amount of observed sensor data and actual data is 4:1. In other words,
among all the objects which data could be gathered by the sensors on the ARS robot, only
25% of them has its actual data available in each iteration. The percentage value is
controlled using a bounding constraint in the mathematical model, which represents the
time duration of meticulous inspection to gather the actual data. In this sensitivity analysis,
the percentage of actual data availability will be tested in a range between 10% and 30%.
The behavior of the model is examined in terms of the increment of mean square errors
and the decrement of preventable error and conflict, shown by Figure 4.9 and 4.10.
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Figure 4.9 CLA Sensitivity Analysis on Actual Data Availability in Terms of MSE
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Based on the sensitivity analysis graphs, the algorithm evidently shows good robustness
with respect to changing variable of actual data availability. It is apparent, however, that
the model tends to be more unreliable –shown by marginal decreasing trend in CERP— as
the actual data reach 10% threshold.
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Figure 4.10 CLA Sensitivity Analysis on Actual Data Availability in Terms of CERP

Table 4.9 Sensitivity Analysis of Conflict Rate in CLA
Scenario
�� = { �, �, � }

CEPR for Entire ARS
Minimum

Mean

Maximum

Std. Deviation

� = {2, 0.3, 0.05 }
� = {2, 0.3, 0.1 }

87.75%

90.05%

92.02%

0.99%

78.95%

85.59%

88.61%

2.08%

� = {2, 0.3, 0.15 }

65.14%

78.75%

85.88%

4.73%

� = {2, 0.3, 0.2 }

47.48%

66.09%

77.99%

7.63%

� = {2, 0.3, 0.25 }

19.36%

59.40%

73.70%

13.91%

� = {2, 0.3, 0.3 }

8.21%

50.47%

67.55%

14.90%

� = {2, 0.3, 0.35 }

-4.80%

41.15%

73.59%

17.83%

Furthermore, preliminary analysis from subsection 4.4 also shows that conflict rate is key
to the declining CEPR rate in various scenarios, for both ALA and CLA. This is evident in
scenarios with high conflict rate and small error rate. In these scenarios, ALA’s
performance in terms of mean CEPR drops into negative range, while CLA can still
maintain its fault-reducing performance as shown by its positive mean CEPR.
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To gain further understanding regarding the influence of conflict rate toward the algorithm,
a sensitivity analysis is conducted. The base scenario is � = {2, 0.3, � }. The conflict rate
is varied while other parameters remain constant. The result is presented in Table 4.9.
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Figure 4.11 CLA Sensitivity Analysis on Conflict Rate in Terms of CERP
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Figure 4.12 Comparison of HO and RO with Different Conflict Ratios
Based on Table 4.9, mean CEPR and upper and lower confidence interval levels are
presented as a line plot in Figure 4.11. It is evident that not only the mean CEPR declines
as the conflict rate increases, but the confidence interval also widens. It proves that the
precision of CLA declines as the conflict rate increases despite being able to maintain
positive mean CEPR rate. Two scenarios which are generated using similar parameters
except for the conflict rate are compared in Figure 4.12. Evidently, conflict rate induces a
larger noise level that obstructs the algorithm from providing the optimal weight for RO.
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In summary, the sensitivity analysis reveals the limitation of the models. The two factors
presented, actual data availability and conflict rate, are proven to influence the algorithm’s
performance. Prior implementing the algorithm to the ARS, preliminary analysis should be
conducted regarding these two factors to ensure the effectiveness of the algorithms.
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5. OBSERVATION AND CONCLUSION

Observation
In section 4.4, preliminary analysis has been conducted on the result of the design of
experiment. However, statistical significance test should be conducted prior drawing any
conclusion. In this section, independent t-test and analysis of variance are conducted to the
results of ALA and CLA.

Table 5.1 ALA Simulation Results Statistical Significance Test
Number of
Sensors (�)

Error
Rate (�)

Conflict
Rate (�)

1

Small
Large

Zero

Small
2
Large
Small
5
Large
Small
10
Large
Small
20
Large

Small
Large
Small
Large
Small
Large
Small
Large
Small
Large
Small
Large
Small
Large
Small
Large

Mean CEPR
for the entire ARS
39.69%
92.50%
47.92%
-27.57%
84.12%
65.03%
50.57%
-16.50%
84.47%
74.27%
39.33%
-16.98%
88.69%
77.78%
31.57%
-32.77%
85.33%
68.35%

P-value of
independent t-test
(� = �. ��)
5.20 × 10¯ *
8.45 × 10ce *
0.0046*
0.064
7.6 × 10c¯ *
3.41 × 10± *
0.023*
0.977
3.01 × 10c¯ *
1.18 × 10² *
5.32 × 10¯ *
0.336
1.36 × 10ee *
8.05 × 10¯ *
1.29 × 10® *
0.426
1.80 × 10ce *
3.04 × 10± *

* indicates statistically significant difference
The statistical test is conducted between the MSE of the algorithm’s results and the baseline
scenario, defined as the scenarios when the weight for each sensor is uniform. To maintain
the consistency of the distribution, the t-test only uses MSE measured by one sensor on
one object for every scenario, which is randomly selected. The null hypothesis is that the
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mean of MSE values of algorithm results equals the mean of MSE of the baseline case.
The t-test results are presented in Table 5.1 for ALA and Table 5.2 for CLA.

Table 5.2 CLA Simulation Results Statistical Significance Test
Number of
Sensors (�)

Error
Rate (�)

Conflict
Rate (�)

1

Small
Large

Zero

Small
2
Large
Small
5
Large
Small
10
Large
Small
20
Large

Small
Large
Small
Large
Small
Large
Small
Large
Small
Large
Small
Large
Small
Large
Small
Large

Mean CEPR
for the entire ARS
39.69%
92.50%
76.94%
50.75%
90.05%
85.59%
83.64%
61.50%
96.82%
92.50%
89.10%
68.39%
97.13%
93.21%
87.18%
58.46%
98.37%
94.03%

P-value of
independent t-test
(� = �. ��)
5.20 × 10¯ *
8.45 × 10ce *
7.43 × 10¯ *
0.072
4.31 × 10ce *
1.88 × 10cc *
1.09 × 10° *
0.12
3.55 × 10c° *
3.12 × 10ce *
1.49 × 10¯ *
0.042
3.54 × 10c® *
1.52 × 10cc *
1.2 × 10® *
0.051
2.07 × 10ce *
2.76 × 10² *

* indicates statistically significant difference

According to Table 5.1, ALA can perform well in most scenarios, except the ones when
the conflict rate is large and the error rate is small. In these cases, the mean of CEPR of
ALA are negative which means that the algorithm results have higher MSE values
compared to the uniform-weight baseline scenario. Upon further analysis, it is found that
the combination of small error rate and high conflict rate marginally inflated the difference
between the observation and actual data such that it has a random pattern. The algorithm
often failed to find local optima in these cases as the data mining of the previous iteration
is practically inaccurate to predict random pattern.
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As shown by Table 5.2, the CLA can reduce a significant portion of error and conflict in
every scenario. In most cases, the reductions are statistically significant as indicated by the
rejection of the null hypothesis. There are some cases where the conflict rate is large and
the error rate is small, the results are not statistically significant. However, in these cases
CLA can still maintain decent levels of CEPR, whereas ALA failed to.
The fault tolerance of the algorithms is measured by comparing two MSE values (Eq. 18):
the algorithm’s MSE and the MSE of baseline scenarios (where the weights uniformly
equal to one). The formulation of CEPR serves as comparison with baseline scenario as it
accommodates the two MSEs for each scenario �£ ∈ � (Eq. 19). To calculate the fault
tolerance of the algorithm, the following equation is formulated:
����
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where � ∗ is a subset of scenarios from the total number of scenario, or � ∗ ⊆ �, where the
MSE of baseline scenario has a different mean from that of algorithm result, as indicated
by the �-value being less than or equal to �.
Furthermore, the performance of the algorithms is also compared with regard to each other.
A CEPR that accommodates such calculation is formulated as the difference of MSE of
CLA instances and MSE of ALA instances, over the MSE of ALA instances for each
scenario � ∈ � (Eq. 25). The CEPR for entire ARS is calculated as the mean of CEPR over
all sensor type � ∈ � (Eq. 20). The relative fault tolerance performance of CLA with regard
to ALA is formulated in Equation 26.
����3 À = 1 −

����Á5

 5

=

1
� ∗∗

��� (�4 ); ���3 ∈ � Á5
��� (�4 ); ���3 ∈ �

-I

x∈¢ ∗∗

5

∀� ∈�

����x ; � ∗∗ ∋ � �ac ≤

�x − �x
�x
�

(25)

≤�

(26)

where � ∗∗ is defined as a subset of scenario where the distribution of MSE of ALA and
MSE of CLA are not identical, according to the �-test between the two sets.
To better understand how each factor influences the performance of the algorithm, the
analysis of variance (ANOVA) is conducted for the experimental design results of both
ALA and CLA (see Appendix for ANOVA output). The CEPR data of a certain sensor of
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each scenario is used as the response variable for ANOVA. For the full factorial design,
only four levels of number of sensor is considered. The number of sensor � = 1 is not
included as it is impossible to assume the conflict rate � = 0 for all the other levels of
number of sensor.
All factors appear to be influential towards the algorithm performance as indicated by the
R-Square values of 73.77% for ALA simulation results and 76.82% simulation results.
Additionally, main effect and interaction plots are also presented. These plots are obtained
so that the influences of each factor and level towards the response could be analyzed.

Figure 5.1 Main Plots (Left) and Interaction Plots (Right) of ALA
Based on Figure 5.1, each factor influences ALA differently. The increasing number of
sensor appeared to improve the algorithm’s performance, however, the mean CEPR started
to decline when the number of sensor reached 20. Furthermore, error rate has a positive
correlation with CEPR, which means that the algorithm could prevent more error even if
the rate is increased. In other words, ALA can handle situations in which the error rate
inflates. This algorithm, however, is not suitable for handling high conflict rate. As shown
by the interaction plots in Figure 5.1, every level with regards to large conflict rate, or � =
0.1 resulted in worse performance compared to their counterparts which have small
conflict rate, or � = 0.05.
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Based on Figure 5.2, CLA appears to have a better resilience when handling large �,
compared to ALA. When number of sensor is increased from 10 to 20, mean CEPR of
ALA drops from 0.85 to 0.75; however, CLA can still maintain its mean CEPR between
the 0.85 and 0.9 range despite the slight decline. Furthermore, CLA is also prone to
performance decline in case of high conflict rate. Nevertheless, the mean CEPR is only
reduced from 0.9 to 0.75 when � is increased from 0.05 to 0.1, whereas ALA drops from
0.75 to 0.45.

Figure 5.2 Main Plots (Left) and Interaction Plots (Right) of CLA

Table 5.3 Aggregated CEPR Based on Number of Sensor
Number of Sensor
2
5
10
20

Aggregated mean CEPR of
CLA
73.56%
79.74%
87.22%
84.76%

Aggregated mean CEPR of
ALA
43.09%
50.44%
48.76%
39.56%

To summarize this section, statistical significance tests are conducted on the simulation
results. In most runs, null hypothesis is successfully rejected which implies the significance
of the algorithm. There are a few exceptions, for instance, in scenarios with high conflict
rate, CLA fails to prove statistical significance despite being positively improving the
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system. Furthermore, the statistical tests further emphasize the limitation of ALA, which
fails to improve the system’s performance in cases with high conflict rate.
According to the analysis of variance, the three varying factors of each scenario, number
of sensors, error rate, and conflict rate, are influential to the algorithms’ performance. The
number of sensors correlate positively with the algorithm’s accuracy. However, the
correlation starts to culminate when the number of sensors becomes very large, as shown
by Table 5.3. Furthermore, error rate also has a positive correlation with the algorithm’s
performance. This implies that the algorithm can overcome the difference between mean
observation of all sensors and the actual state. However, the conflict rate is proven to be
negatively correlated with the algorithm’s performance. The result suggests that it is
difficult for the algorithms to improve the system if the observation data differs
significantly between one sensor to another.

Validation of Model and Algorithm
In this section, the validity of the model and algorithm with regard to the ARS is reviewed
based on the observation and analysis thus far. Three key points are made to corroborate
the validity of proposed model and algorithms.
First, simulation results of the design of experiments signify the ability of the algorithm in
reducing potential fault, which includes error and conflict, in the ARS. Out of 18 scenarios,
both ALA and CLA are proven to be capable of generating a suitable weight for each sensor
type in 14 scenarios. The fault tolerance is indicated as the MSE of algorithm results and
the MSE of baseline scenario are distributed differently, according to our statistical tests.
On the remaining 4 scenarios, CLA manages to reduce potential error and conflict despite
of not being able to produce statistically significant results.
Second, we manage to illustrate the learning process of the algorithm as the time period
progresses in the ARS. In the initial state of the ARS, we assume that no observation data
is gathered yet and the model has nothing to work with, thus, the weight is uniform. As the
system is initialized, observation data is gathered for each time period. The model treats
the observation data from the previous time period as a training set and predicts the weight
for each sensor for the next iteration.
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This learning process is visualized in Figure 5.3 in terms of individual ARS object (Left)
and Entire ARS (Right). The three lines in the plot are the actual data �234 , the sensor data
�234 , and the weighted sensor data �34 �234 . On the first iteration, it is evident that both �234
and �34 �234 have the same value because the weight �34 is equal to 1. In the second
iteration, the algorithm used the value of �234 and �234 from the previous iteration to
generate a weight �34 , such that the weighted sensor observation �34 �234 can approximate
actual value �234 . The graphs show how this process works until the time period � = 20.

Algorithm Prediction vs Baseline Scenario of
Sensor 1 on Object 2
1
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Figure 5.3 Monitoring Graphs (left: individual, right: entire ARS)
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Figure 5.4 The convergence plots of ALA and CLA
The MSE of the algorithms are compared with the baseline scenario in Figure 5.4. Based
on the graph, it is evident that the learning activity occurs after the first iteration. The MSE
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of CLA is shown to converge when the time period reaches maximum iteration.
Furthermore, despite its fluctuating nature, the MSE of ALA still manages to provide a
relatively lower MSE value compared to the baseline scenario in most of the time period.
Third, this research manages to model the error and conflict in terms of observation data
�' and actual object state �' . Furthermore, the scope of fault tolerance in the simulation
and design of experiments is limited to such definition of error and conflict, in accordance
with our research assumption. However, the conflict and error as defined in this research
are also correlated with a multitude of other potential errors and conflicts, in a wider sense.
Thus, the validity of this model and algorithm remain relevant to fault tolerance in real
field agricultural operation.
Consider the case when the error rate is absurdly large, such that the sensor observation
data �234 from the robot agent equals zero for all agricultural object � ∈ �. In that case, no
inferences could be drawn on the state of ARS. The human agent will not be able to be
dispatched into any specific locations. Eventually, the absence of inferable observation will
terminate the operation of ARS, which is considered as error in field agricultural operation.
However, with the usage of the ALA and CLA, the optimal sampling objective criteria (Eq.
8) would still attempt to maximize the detection ability despite all values of �34 �234 which
are equal to 0. In this case, the human agent is arbitrarily assigned initially. The
collaboration of human agent as proposed by the model and algorithm in this research
enables ARS to sustain its operational activity in such instance.
Conflict also occurs in field agriculture when two sensors have conflicting results about a
certain object. This often occurs when one sensor is unable to deliver the new observation
data to the ARS cloud, and the observation data is not updated for that certain sensor type.
This issue has the potential to obstruct the monitoring and detection tasks in the ARS.
However, with the implementation of ALA and CLA, the conflicting sensor can be
penalized by lowering the weight �34 for such sensor. If the sensor keeps failing to record
observation data, eventually the weight will be zero. Afterwards, the monitoring activity
will no longer use that certain sensor type until it is being repaired.
In summary, the original contributions are validated from three perspectives. First, the
CEPR values from the design of experiments are tested for statistical significance. Second,
we have shown that learning activity occurs within the ARS and the MSEs of the
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algorithms, especially CLA, are shown to converge as the iteration progresses. Lastly, the
definition of conflict and error in this research is linked to real cases of error and conflict
that occur in field agricultural operation. As the correlation between the two definitions are
drawn, our original contributions are shown to be valid in those real instances.

Conclusions
To conclude, this thesis aims to address the problem commonly faced by agricultural
robotic system, which is to minimize the deviation between observation data and the actual
state of agricultural objects. As an attempt to solve the problem, two algorithms are
proposed, developed, and validated in this thesis. The experimental results demonstrate the
validity of the proposal to a certain extent as the algorithms, especially the Cumulative
Learning Algorithm (CLA) can significantly improves the ARS performance compared to
the baseline scenario.
On average, ALA reduces potential fault to 66.4% compared to the baseline scenario.
Furthermore, in the same set of scenario, CLA reduces potential fault to 86.91% on average.
Between the two algorithms, CLA’s performance is 30.88% higher compared to ALA.
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6. ORIGINAL CONTRIBUTIONS AND FUTURE RESEARCH

Original Contributions
In response to the needs for a fault-tolerant design in agricultural robotics systems, this
thesis introduces two algorithms to minimize the difference between the observation and
the actual state of agricultural objects. Earlier, three research questions are proposed as a
guideline so that the model and algorithm are effective, applicable, and resilient when
tested on different scenarios.
Several original contributions are developed in this thesis. The summary of original
contributions with regard to the three research questions is demonstrated in Figure 6.1.

Research
Problem

Improving Crops
Productivity and
Food Security with
ARS

Research
Questions

Original Contributions

RQ1

An ARS problem of minimizing fault in monitoring and detection
is modeled as 2 optimization problems: optimal sampling
(MILP) and optimal weighting (Least Square)

RQ2

ARS-specific algorithms are developed based on the
mathematical formulation: ALA and CLA
A design of experiment to simulate ALA and CLA in 16 different
scenarios and a sensitivity analysis are developed

RQ3
The experimental results demonstrate the validity of the
proposal to a certain extent as the algorithms improve ARS
performance compared to the baseline scenario

Figure 6.1 Summary of Original Contributions
To answer research question 1, a mathematical model is formulated to provide a numerical
weight for each sensor by calculating the least square of the distance between data points
of Human Observation (HO) and of Robot Observation (RO). The mathematical model
consists of two parts: the optimal sampling and optimal weighting problem formulation.
The two formulations work in sequence for each iteration or time period. At iteration �,
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the model starts by sampling HO data subject to the observation data gathered by ARS
using optimal sampling. This sampling sub-model is presented as a MILP problem. Upon
retrieving a sample of the HO data at iteration �, the model conducts an optimal weighting
that is based on least-square fitting. The output is a numerical weight for each sensor and
such weights is to be implemented to the raw observation value at iteration � + 1.
To answer research question 2, two ARS-specific algorithms are developed based on the
previously-mentioned mathematical model: ALA and CLA. The difference between the
two algorithms is the amount of data gathered for each iteration. ALA considers only the
RO and HO data from one-step of iteration behind. Meanwhile, CLA keeps collecting the
two types of data since the first iteration until the end of the stepwise process. Compared
to CLA, ALA has an advantage in terms of fewer number of function calls and less memory
requirement due to the number of data points stored for each iteration remains constant.
On the other hand, CLA offers better fitting accuracy.
To answer research question 3, a design of experiment is proposed to simulate both ALA
and CLA in a variety of scenarios. The tested factors are number of sensors (4 levels), error
rate (2 levels), and conflict rate (2 levels). The performance is measured in terms of MSE
and CEPR value, and statistical significance test is conducted on such measurements.
According to the results, ALA can reduce potential fault in almost every scenario, except
for the scenarios with large conflict rate and small error rate. Furthermore, CLA has a better
accuracy compared to ALA as it reduces potential fault in every tested scenario. However,
CLA’s results fail to reject the null hypothesis specifically for scenarios with small error
rate and large conflict rate. Based on the experimental results, such scenario is evidently
the worst-case scenario for both algorithms, meanwhile, both algorithms perform the best
in scenario with high error rate and small conflict rate.
There are advantages and limitations associated with the original contributions. The
advantages are as follows:
•

The model generated in this research considers dependency between human agent
observation data and robot observation data, while previous research generates the
two data sets independently.

•

The human and robot collaborate with each other in the monitoring and detection
activity by inspecting the same search area; previous ARS research separated the
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task or search area between the robot and human such that both agents inspect the
area in a parallel manner without any verification between the two agents.
•

Two algorithms are developed with different emphasis on accuracy: ALA can
produce relatively well weights and it requires less computing resource as the entry
for data is kept fixed; meanwhile, CLA produces more accurate results that
minimize the discrepancy between observation and actual state. It comes, however,
with a cost of requiring larger and expanding memory.

•

The Design of Experiments enables us to gain insights on possible best-case
scenario and worst-case scenario in ARS, particularly regarding how error and
conflict rate may influence learning ability of the algorithms.

Despite continuous attempt to improve the model and simulation, some limitations are still
associated with the original contributions in this research:
•

The errors and conflicts are exclusively defined within the terms of observation
data from the sensor and actual state of the object; other potential errors and
conflicts, for instance those related to the ARS cloud server and stationary onground sensors, have not been formulated.

•

The problem formulation only considers one-dimensional observation data, while
many recent sophisticated measuring devices, such as multi-spectral imaging, have
multi-dimensionality in their data which often is represented in tensor form.

•

The model developed in this research has not been tested for dynamic parameter,
such as sudden changes in constraint or objective criteria. Attempts have been made
to introduce dynamicity by changing the factors in design of experiments, however,
disruptive events in larger extents have not yet been simulated on the algorithms.

Future Research
Considering the future growth in the field of agricultural robotics and algorithm design,
potential extension of this research may head to the following directions:
1) How to generate a better sampling mechanism?
The first sub-model of the algorithms focuses on sampling HO data. Currently, it is
defined as a MILP problem, with the objective criteria of maximizing the detection
capability of the algorithm. This formulation works because the input data is

51
normalized and expressed in a scale relative to the known deviation of the sensor
data. However, if the algorithm is to be used in a more general case where the input
data is neither scaled nor normalized, MILP may not be as effective. In such case,
metaheuristic optimization algorithms such as evolutionary algorithm or swarm
optimization appear to be potential candidates.
2) How to efficiently accommodate non-numerical sensor data into the algorithm?
This thesis has provided a pseudocode for integration module to translate nonnumerical data into scaled numerical values. However, recent developments in
image recognition provides the accessible and open-source tools to mapped
pictures into tensor, or multidimensional matrix. After the image is translated into
tensors, the problem can be represented as classification problem. A deep
convolutional neural network can be trained to associate an image with a certain
range of actual state of agricultural objects. This direction of research extension is
certainly plausible if more data related to ARS is readily-available.
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APPENDIX I – PSEUDOCODE FOR INTEGRATION MODULE
Start (Integration Module)
Input Number of Inspected Object (�)
Number of Sensors (�)
Types of Sensor {�c,c , �c,e , … , �

,6 }

Set indexing parameter � = 1; � = 1
While � ≤ � do
While � ≤ � do
Receive ������. ����z,Ä
Case �z,Ä of
Numerical: �������� 1
Photo Imaging: �������� 2
Record ������. ����z,Ä
b ++
End while
a ++
End while
End (Integration Module)
Start (Function 1)
input ������. ����z,Ä
Sensor Threshold {���z,Ä , ���z,Ä }
Midpoint Reference (����z,Ä )
If ������. ����z,Ä ≤ ���z,Ä AND ������. ����z,Ä ≥ ���z,Ä then
������. ����z,Ä = 1
else
������. ����z,Ä = 1 − ������. ����z,Ä − ����z,Ä I/����z,Ä
end if
end (Function 1)
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Start (Function 2)
input ������. ����z,Ä
Color Threshold Database �z,Ä = {�'zÅ,'2a , �'zÅ,'2a , �'zÅ,'2a }
Geometrical Database (��������, ������, ����)
Compute CÊ,Ë = ���Å,Ì,Í �z,Ä , �z,Ä , �z,Ä }

I
f
DÊ,Ë = f���Å,Ì,Í I�z,Ä , �z,Ä , �z,Ä }
LÊ,Ë = f���Å,Ì,Í I�z,Ä , �z,Ä , �z,Ä }

If CÊ,Ë = ���� AND DÊ,Ë = ���� AND LÊ,Ë = ���� then
������. ����z,Ä = 1
else if CÊ,Ë , DÊ,Ë , LÊ,Ë ∈ �z,Ä then
������. ����z,Ä = 1
else
compute discoloration scale
������. ����z,Ä = discoloration scale
end if
end (Function 2)
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APPENDIX II – MATLAB CODE FOR ALA
% Number of Objects in the CPS
I = 10;
% Number of Sensors in the CPS
J = 5;
% Number of Iterations conducted in the Time Horizon
K = 20;
% Define the rate of error, in this case 0.3
rate_error = 0.3;
% Define the rate of error, in this case 0.05
rate_conflict = 0.05;
% Define q as a pre-specified integer for HO data generation
q = 1-rate_error;
% Generate Observation Data from Sensors
Z = rand(I,J,K)*q;
% Generate Observation Data from Sensors
Y = ((1+rate_error)* Z) + rate_conflict*randn(size(Z))
% Generate First Weight for All Sensors (Initial Value = 1)
W = ones(I,J,K);
% Generate Time Required for Observation Activity of each Sensor
t = ones(I,J,K);
% Generate Total Available Time for each Observation; a constraint to illustrate the time
limitation to gather the actual data
T = ones(K,1)*0.25*I*J;
%Define the query to save the value of weights (W), actual data (Y), and sensor
observation data from ARS robot (X) from all 20 replications
onefile_W = [];
onefile_Y = [];
onefile_X = [];
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%Define the looping function for replication of each scenario
for rep = 1:20
%The entry to capture the value from each replication
xcum=[];
wcum=[];
xdata_total=[];
ydata_total=[];
xatj_total =[];
xtry =[];
ytry =[];
C = [];
% Looping function of iteration within each scenario
for k = 1:K
% fitness criteria of the observation data multiplied by weights from the previous
iteration; it equals 1 for the first iteration
f=Y(:,:,k).*W(:,:,k);
f=f';
f=f(:);
intcon=I*J;
A = t(:,:,k);
A = reshape(A',1,[]);
B = T(k,1);
Aeq = zeros(1, I*J);
Beq = 0;
lb = zeros(length(f),1);
ub = ones(length(f),1);
% fitness criteria of the observation data multiplied by weights from the previous
iteration; it equals 1 for the first iteration
x = intlinprog(-f,intcon,A,B,Aeq,Beq,lb,ub);
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xcum=[xcum, x];
% Looping function to compute the weighting mechanism for every sensor
for j = 1:J
xdata = Y(:,j,k);
xdata = xdata';
[Xsorted, SortIndex] = sort(xdata);
xdata_total=[xdata_total;xdata];
% Additional parameter to control the different error and conflict coefficient that is
inherent for one special sensor
if isequal(j, 1)
C = 1;
else
C = 1;
End
% The HO data is multiplied with the optimal sampling algorithm output x={0,1}
ydata = Z*x;
ydata_total=[ydata_total;ydata];
Ysorted = ydata(SortIndex);
ytry(j,(I*(k-1)+1):k*10) = [Ysorted];
% Set the parameter for the weighting mechanism for ALA
lowb = 10*(j-1)+1;
uppb = 10*j;
xatj = x(lowb:uppb)';
xatj = xatj.*xdata;
xatjsorted = xatj(SortIndex);
xatj_total =[xatj_total; xatjsorted];
xtry(j,(I*(k-1)+1):k*10) = [xatjsorted];
% Define the maximum and minimum possible values for each weight
lb = [0,0];
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ub = [2,2];
fun = @(w,xatj)w(1)*xatj;
w0 = [W(1,j,k)];
w = lsqcurvefit(fun,w0,xatjsorted,Ysorted,lb,ub); %ALA
W(:,j,k+1) = w;
wcum(:,j,k)= w;
% Plot the least-square fitting mechanism to see if the residuals are distributed
normally
plot(xdata,ydata,'ko',xdata,fun(w,xdata),'b-')
legend('Data','Fitted exponential')
title('Data and Fitted Curve')
end
end
% Gather all the data from 20 replications for each scenario
wcum2 = permute(wcum,[1 2 3]);
wcum3 = reshape(wcum2,[5,20]);
onefile_W = [onefile_W;wcum3];
onefile_Y = [onefile_Y; ydata_total];
onefile_X = [onefile_X;xdata_total];
end
% Export the data to Excel
filename1 = 'dataY';
filename2 = 'dataW';
filename3 = 'dataX';
xlswrite(filename1, onefile_Y);
xlswrite(filename2, onefile_W);
xlswrite(filename3, onefile_X);
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APPENDIX III – MATLAB CODE FOR CLA
% Number of Objects in the CPS
I = 10;
% Number of Sensors in the CPS
J = 5;
% Number of Iterations conducted in the Time Horizon
K = 20;
% Define the rate of error, in this case 0.3
rate_error = 0.3;
% Define the rate of error, in this case 0.05
rate_conflict = 0.05;
% Define q as a pre-specified integer for HO data generation
q = 1-rate_error;
% Generate Observation Data from Sensors
Z = rand(I,J,K)*q;
% Generate Observation Data from Sensors
Y = ((1+rate_error)* Z) + rate_conflict*randn(size(Z))
% Generate First Weight for All Sensors (Initial Value = 1)
W = ones(I,J,K);
% Generate Time Required for Observation Activity of each Sensor
t = ones(I,J,K);
% Generate Total Available Time for each Observation; a constraint to illustrate the time
limitation to gather the actual data
T = ones(K,1)*0.25*I*J;
%Define the query to save the value of weights (W), actual data (Y), and sensor
observation data from ARS robot (X) from all 20 replications
onefile_W = [];
onefile_Y = [];
onefile_X = [];
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%Define the looping function for replication of each scenario
for rep = 1:20
%The entry to capture the value from each replication
xcum=[];
wcum=[];
xdata_total=[];
ydata_total=[];
xatj_total =[];
xtry =[];
ytry =[];
C = [];
% Looping function of iteration within each scenario
for k = 1:K
% fitness criteria of the observation data multiplied by weights from the previous
iteration; it equals 1 for the first iteration
f=Y(:,:,k).*W(:,:,k);
f=f';
f=f(:);
intcon=I*J;
A = t(:,:,k);
A = reshape(A',1,[]);
B = T(k,1);
Aeq = zeros(1, I*J);
Beq = 0;
lb = zeros(length(f),1);
ub = ones(length(f),1);
% fitness criteria of the observation data multiplied by weights from the previous
iteration; it equals 1 for the first iteration
x = intlinprog(-f,intcon,A,B,Aeq,Beq,lb,ub);
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xcum=[xcum, x];
% Looping function to compute the weighting mechanism for every sensor
for j = 1:J
xdata = Y(:,j,k);
xdata = xdata';
[Xsorted, SortIndex] = sort(xdata);
xdata_total=[xdata_total;xdata];
% Additional parameter to control the different error and conflict coefficient that is
inherent for one special sensor
if isequal(j, 1)
C = 1;
else
C = 1;
End
% The HO data is multiplied with the optimal sampling algorithm output x={0,1}
ydata = Z*x;
ydata_total=[ydata_total;ydata];
Ysorted = ydata(SortIndex);
ytry(j,(I*(k-1)+1):k*10) = [Ysorted];
% Set the parameter for the weighting mechanism for CLA
lowb = 10*(j-1)+1;
uppb = 10*j;
xatj = x(lowb:uppb)';
xatj = xatj.*xdata;
xatjsorted = xatj(SortIndex);
xatj_total =[xatj_total; xatjsorted];
xtry(j,(I*(k-1)+1):k*10) = [xatjsorted];
% Define the maximum and minimum possible values for each weight
lb = [0,0];
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ub = [2,2];
fun = @(w,xatj)w(1)*xatj;
w0 = [W(1,j,k)];
w = lsqcurvefit(fun,w0,xtry(j,:),ytry(j,:),lb,ub);
W(:,j,k+1) = w;
wcum(:,j,k)= w;
plot(xdata,ydata,'ko',xdata,fun(w,xdata),'b-')
legend('Data','Fitted exponential')
title('Data and Fitted Curve')
end
end
% Gather all the data from 20 replications for each scenario
wcum2 = permute(wcum,[1 2 3]);
wcum3 = reshape(wcum2,[5,20]);
onefile_W = [onefile_W;wcum3];
onefile_Y = [onefile_Y; ydata_total];
onefile_X = [onefile_X;xdata_total];
end
% Export the data to Excel
filename1 = 'dataY';
filename2 = 'dataW';
filename3 = 'dataX';
xlswrite(filename1, onefile_Y);
xlswrite(filename2, onefile_W);
xlswrite(filename3, onefile_X);
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APPENDIX IV – ANOVA OUTPUT FOR ALA
General Factorial Regression: CEPR versus Blocks, Number of Sensor, Error Rate,
Conflict Rate
Factor Information
Factor

Levels

Values

Number of Sensor

4

2, 5, 10, 20

Error Rate

2

0.1, 0.3

Conflict Rate

2

0.05, 0.10

Analysis of Variance
Source

DF

Adj SS Adj MS

F-Value

P-Value

Model

31

31.0904 1.0029

26.13

0.000

Blocks

19

0.6846

0.94

0.535

Linear

5

25.3810 5.0762

132.24

0.000

Number of Sensor

3

4.2758

37.13

0.000

Error Rate

1

12.7713 12.7713

332.70

0.000

Conflict Rate

1

8.3340

8.3340

217.11

0.000

2-Way Interactions

7

5.0247

0.7178

18.70

0.000

Sensor*Error Rate

3

1.9166

0.6389

16.64

0.000

Sensor*Conflict Rate 3

0.5729

0.1910

4.97

0.002

Error Rate*Conflict Rate

0.0360
1.4253

1 2.5353 2.5353 66.05

Error

288

11.0554 0.0384

Total

319

42.1457

Model Summary
S
0.195925

R-sq

R-sq(adj)

R-sq(pred)

73.77%

70.95%

67.62%

0.000
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Coefficients
Term

Coef SE Coef T-Value P-Value VIF

Constant

0.5982 0.0110

54.61

0.000

Blocks
1

0.0648 0.0477

1.36

0.176 1.90

2

-0.0237 0.0477 -0.50

0.620 1.90

3

-0.0954 0.0477 -2.00

0.047 1.90

4

0.0352 0.0477

0.74

0.461 1.90

5

-0.0064 0.0477 -0.13

0.894 1.90

6

-0.0674 0.0477 -1.41

0.159 1.90

7

0.0068 0.0477

0.14

0.886 1.90

8

-0.0106 0.0477 -0.22

0.824 1.90

9

-0.0262 0.0477 -0.55

0.584 1.90

10

0.0111 0.0477

0.23

0.817 1.90

11

0.0259 0.0477

0.54

0.588 1.90

12

0.0426 0.0477

0.89

0.374 1.90

13

0.0497 0.0477

1.04

0.298 1.90

14

-0.0087 0.0477 -0.18

0.855 1.90

15

0.0100 0.0477

0.21

0.834 1.90

16

0.0154 0.0477

0.32

0.747 1.90

17

-0.0928 0.0477 -1.94

0.053 1.90

18

0.0826 0.0477

1.73

0.085 1.90

19

-0.0314 0.0477 -0.66

0.511 1.90

2

-0.1612 0.0190 -8.50

0.000 1.50

5

-0.0449 0.0190 -2.37

0.019 1.50

Number of Sensor

10

0.1490 0.0190

7.85

0.000 1.50

Error Rate
0.1
Conflict Rate

-0.1998 0.0110 -18.24

0.000 1.00
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0.05

0.1614 0.0110

14.73

0.000 1.00

Number of Sensor*Error Rate
2 0.1

-0.0912 0.0190

-4.81

0.000 1.50

5 0.1

0.0035 0.0190

0.18

0.855 1.50

10 0.1

0.1206 0.0190

6.36

0.000 1.50

Number of Sensor*Conflict Rate
2 0.05

0.0583 0.0190

3.07

0.002 1.50

5 0.05

-0.0590 0.0190

-3.11

0.002 1.50

10 0.05

-0.0114 0.0190

-0.60

0.548 1.50

8.13

0.000 1.00

Error Rate*Conflict Rate
0.1 0.05

0.0890 0.0110

Regression Equation
CEPR = 0.5982 - 0.1612 Number of Sensor_2 - 0.0449 Number of Sensor_5
+ 0.1490 Number of Sensor_10 + 0.0571 Number of Sensor_20 - 0.1998 Error
Rate_0.1
+ 0.1998 Error Rate_0.3 + 0.1614 Conflict Rate_0.05 - 0.1614 Conflict Rate_0.10
- 0.0912 Number of Sensor*Error Rate_2 0.1 + 0.0912 Number of Sensor*Error
Rate_2 0.3
+ 0.0035 Number of Sensor*Error Rate_5 0.1 - 0.0035 Number of Sensor*Error
Rate_5 0.3
+ 0.1206 Number of Sensor*Error Rate_10 0.1 - 0.1206 Number of Sensor*Error
Rate_10
0.3 - 0.0329 Number of Sensor*Error Rate_20 0.1
+ 0.0329 Number of Sensor*Error Rate_20 0.3 + 0.0583 Number of Sensor*Conflict
Rate_2
0.05 - 0.0583 Number of Sensor*Conflict Rate_2 0.10
- 0.0590 Number of Sensor*Conflict Rate_5 0.05
+ 0.0590 Number of Sensor*Conflict Rate_5 0.10
- 0.0114 Number of Sensor*Conflict Rate_10 0.05
+ 0.0114 Number of Sensor*Conflict Rate_10 0.10
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+ 0.0121 Number of Sensor*Conflict Rate_20 0.05
- 0.0121 Number of Sensor*Conflict Rate_20 0.10 + 0.0890 Error Rate*Conflict
Rate_0.1
0.05 - 0.0890 Error Rate*Conflict Rate_0.1 0.10 - 0.0890 Error Rate*Conflict
Rate_0.3
0.05 + 0.0890 Error Rate*Conflict Rate_0.3 0.10
Equation averaged over blocks.
Fits and Diagnostics for Unusual Observations
Obs

CEPR

Fit

Resid Std Resid

6 0.6341 0.2304 0.4037

2.17 R

21 0.0672 0.5247 -0.4575

-2.46 R

26 -0.4906 0.4053 -0.8959

-4.82 R

50 -0.5334 -0.1275 -0.4059

-2.18 R

54 0.6789 0.2008 0.4781

2.57 R

66 0.5026 -0.1691 0.6717

3.61 R

70 -0.2953 0.1592 -0.4545

-2.45 R

78 -0.3796 0.1537 -0.5333

-2.87 R

82 -0.7128 -0.2301 -0.4827

-2.60 R

98 -0.7409 -0.1559 -0.5850

-3.15 R

110 0.7143 0.1669 0.5474

2.95 R

146 0.2272 -0.1517 0.3789

2.04 R

172 0.3665 0.7912 -0.4247

-2.29 R

203 0.5034 0.9370 -0.4336

-2.33 R

212 0.2059 0.5886 -0.3827

-2.06 R

214 0.6240 0.1569 0.4671

2.51 R

221 0.2543 0.6764 -0.4221

-2.27 R

230 -0.2358 0.1756 -0.4114

-2.21 R

248 0.3453 0.7517 -0.4064

-2.19 R

262 -0.4512 0.0728 -0.5239

-2.82 R

272 -0.0173 0.7106 -0.7279

-3.92 R
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294 -0.5632 0.1342 -0.6974

-3.75 R
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APPENDIX V – ANOVA OUTPUT FOR CLA
General Factorial Regression: CEPR versus Blocks, Number of Sensor, Error Rate,
Conflict Rate
Factor Information
Factor

Levels

Values

Number of Sensor

4

2, 5, 10, 20

Error Rate

2

0.1, 0.3

Conflict Rate

2

0.05, 0.10

Analysis of Variance
Source

DF

Adj SS

Adj MS F-Value P-Value

Model

31

7.6717

0.24748

30.79

0.000

Blocks

19

0.1361

0.00716

0.89

0.595

Linear

5

6.3960

1.27920 159.14

0.000

Number of Sensor

3

1.2668

0.42226

52.53

0.000

Error Rate

1

3.8465

3.84651 478.52

0.000

Conflict Rate

1

1.2827

1.28273 159.58

0.000

2-Way Interactions

7

1.1397

0.16281

20.25

0.000

Sensor*Error Rate

3

0.2328

0.07761

9.65

0.000

Sensor*Conflict Rate

3

0.2395

0.07985

9.93

0.000

1

0.6673

0.66729

83.01

0.000

Error

288

2.3151

0.00804

Total

319

9.9868

Error Rate*Conflict Rate

Model Summary
S
0.0896571

R-sq
76.82%

R-sq(adj)
74.32%

R-sq(pred)
71.38%
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Coefficients
Term
Constant

Coef SE Coef T-Value P-Value VIF
0.82165 0.00501 163.94

0.000

Blocks
1

0.0093 0.0218

0.43

0.669 1.90

2

0.0255 0.0218

1.17

0.245 1.90

3

0.0235 0.0218

1.08

0.283 1.90

4

0.0228 0.0218

1.04

0.298 1.90

5

0.0153 0.0218

0.70

0.484 1.90

6

-0.0013 0.0218 -0.06

0.953 1.90

7

-0.0055 0.0218 -0.25

0.802 1.90

8

-0.0061 0.0218 -0.28

0.779 1.90

9

0.0068 0.0218

0.31

0.757 1.90

10

-0.0322 0.0218

-1.47

0.142 1.90

11

-0.0356 0.0218

-1.63

0.104 1.90

12

-0.0071 0.0218

-0.33

0.745 1.90

13

0.0188 0.0218

0.86

0.390 1.90

14

-0.0200 0.0218

-0.92

0.360 1.90

15

-0.0221 0.0218

-1.01

0.312 1.90

16

-0.0118 0.0218

-0.54

0.589 1.90

17

-0.0278 0.0218

-1.27

0.204 1.90

18

-0.0107 0.0218

-0.49

0.625 1.90

19

0.0328 0.0218

1.50

0.135 1.90

2

-0.08436 0.00868

-9.72

0.000 1.50

5

-0.03665 0.00868

-4.22

0.000 1.50

0.06564 0.00868

7.56

0.000 1.50

Number of Sensor

10
Error Rate
0.1

-0.10964 0.00501 -21.88

0.000 1.00
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Conflict Rate
0.05

0.06331 0.00501

12.63

0.000 1.00

Number of Sensor*Error Rate
2 0.1

-0.04311 0.00868

-4.97

0.000 1.50

5 0.1

-0.00207 0.00868

-0.24

0.812 1.50

0.02626 0.00868

3.02

0.003 1.50

10 0.1

Number of Sensor*Conflict Rate
2 0.05

0.04552 0.00868

5.24

0.000 1.50

5 0.05

-0.02757 0.00868

-3.18

0.002 1.50

10 0.05

-0.00839 0.00868

-0.97

0.335 1.50

9.11

0.000 1.00

Error Rate*Conflict Rate
0.1 0.05

0.04566 0.00501

Regression Equation
CEPR = 0.82165 - 0.08436 Number of Sensor_2 - 0.03665 Number of Sensor_5
+ 0.06564 Number of Sensor_10 + 0.05537 Number of Sensor_20 - 0.10964 Error
Rate_0.1
+ 0.10964 Error Rate_0.3 + 0.06331 Conflict Rate_0.05 - 0.06331 Conflict
Rate_0.10
- 0.04311 Number of Sensor*Error Rate_2 0.1 + 0.04311 Number of Sensor*Error
Rate_2
0.3 - 0.00207 Number of Sensor*Error Rate_5 0.1
+ 0.00207 Number of Sensor*Error Rate_5 0.3 + 0.02626 Number of Sensor*Error
Rate_10
0.1 - 0.02626 Number of Sensor*Error Rate_10 0.3
+ 0.01892 Number of Sensor*Error Rate_20 0.1 - 0.01892 Number of Sensor*Error
Rate_20
0.3 + 0.04552 Number of Sensor*Conflict Rate_2 0.05
- 0.04552 Number of Sensor*Conflict Rate_2 0.10
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- 0.02757 Number of Sensor*Conflict Rate_5 0.05
+ 0.02757 Number of Sensor*Conflict Rate_5 0.10
- 0.00839 Number of Sensor*Conflict Rate_10 0.05
+ 0.00839 Number of Sensor*Conflict Rate_10 0.10
- 0.00957 Number of Sensor*Conflict Rate_20 0.05
+ 0.00957 Number of Sensor*Conflict Rate_20 0.10
+ 0.04566 Error Rate*Conflict Rate_0.1 0.05 - 0.04566 Error Rate*Conflict
Rate_0.1
0.10 - 0.04566 Error Rate*Conflict Rate_0.3 0.05
+ 0.04566 Error Rate*Conflict Rate_0.3 0.10
Equation averaged over blocks.
Fits and Diagnostics for Unusual Observations
Obs

CEPR

Fit

Resid Std Resid

42 0.4582 0.7268 -0.2686

-3.16 R

86 0.7814 0.5906 0.1908

2.24 R

110 0.8562 0.6814 0.1748

2.06 R

118 0.3358 0.5857 -0.2500

-2.94 R

129 0.4661 0.7458 -0.2798

-3.29 R

134 0.7707 0.5987 0.1721

2.02 R

146 0.0499 0.3979 -0.3479

-4.09 R

150 0.7441 0.5597 0.1843

2.17 R

158 0.3213 0.6547 -0.3334

-3.92 R

178 0.0478 0.4229 -0.3751

-4.41 R

194 0.2752 0.4488 -0.1737

-2.04 R

198 0.8645 0.6107 0.2539

2.98 R

222 0.4876 0.6669 -0.1792

-2.11 R

246 0.3332 0.5801 -0.2468

-2.90 R

258 0.1383 0.4022 -0.2640

-3.10 R

282 0.2747 0.6926 -0.4179

-4.91 R

76

