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1. Introduction and summary 
Graybill and Hultquist (1961) describe a variance components model 
as follows: An (n xl) vector of observations Y is assumed to- be a linear sum 
."" 
of k+2 quantities, 
k 
(1.1) Y = J e0 + E B.e. + sk+l 
"v "vn i = 1 "v :Lv ~ "v 
Here 80 is a fixed unknown constant. B. is a (p.xl) vector of multinormally 
"v1 1 • • 2 
distributed random variables with mean 0 and covar1ance matr1x cr. I_ • 
"u 1 t\;pi 
(~ denotes a k-dimensional identity matrix and ~a null matrix). 
The vectors ~,~, ••• ,~kxl are stochastically independent. ~ is a (kxl) 
vector with all elements equal to 1. l?,i (i = 1,2, ••• ,k) a (n·xpi) matrix 
of known constants. 
Some general theorems concerning this model have been derived by 
Graybill and Hultquist (1961) under one or both of the Following assumptions 
(i) A. and A. commute, where A. = B. B! 
"u1 "u] "u1 "u1 "u1 
(i = 
(ii) Tbe matrix B. is such that J 9 B. 
"v1 "v n~ 
where r. is a positive integer. 
1 
= r JV i1iY r. 
1 
1,2, ••• ,k) 
and B. 
'U1 = J ' '\Jl 
The assumptions (i) are not satisfied in unbalanced models. 
In this paper we will consider a special case of model (1.1) without 
assumption (i), viz. the common variance components model for a complete 
tvro-way layout. Spjotvoll (1968) has treated the same model in a different 
manner. 
In sections 2 and 3 we shall transform our model to a 17semi-canonical" 
form and find a method for obtaining confidence intervals and testing hypo-
theses concerning the cr~. In section 4 these tests are compared with the 
J. 
corresponding tests in a fixed effects model. In section 5 the test statistics 
are expressed in terms of the original observations. 
2. Hodification of the model of Graybill and Hullquist 
We consider the following model: 
(2.1) y. 'k = J.l + et. + f3. + Y. . + e .. k; 
J.] 1 J l.J l.J 
i = 1,2, ••• ,r; j = 1,2, ••• ,s, and k = 1,2, ••• ,n ..• Here J.l is a constant, 
1] 
while~., S., y .. , and e .. k are independent normally distributed random 
1 J l.J 1] 
3 
variables with 0 and variances 2 2 2 and means cr ·' ' crB' crAB' 
n·. .t1 
(1/n . .) l.J i = 1,2, ••• ,r; Define y .. = k~l Yijk; l.J l.J 
(2.2) y .. = J.! + :1. + S. + y •. + e ..• l.J J. J J.] l.J 
With e .. = (1/n .. ) 
l.J J.] 
For any set of variables a .. (i = 1,2, ••• ,r; j 
l.J 
be the vector (a11 , a12 , ••• , als' a21 , ••• ,ars)'. Then 
normally distributed with mean 0 and covariance matrix 
"' 
(2.3) 
Formula (2.2) may be 
wr!:r 
in matrix form as 
sl 
(2.4) ;z = J J.! + ~1 a, + B 82 + B3y + ~' <.. rvrs . "'2 
"'"' 
"' 
. 
"' "' . 
es a; rJ 
r ~s' 0 ' ... ' 0 ;· 1 "' "' with ~l = 0 J , ••• ) 0 B2 = 
"' 
' 'VS 
"' 
'VS 
"' ... - - -
LJ 0 0 ' •• 0 ' J 
"' "' 
rvs 
and !(,3 = I , which is of the same form as (1.1). The 
'\.ir'S 
;(, turns out as 
"' 
E (y) B B'' 2 + B B' 2 I 2 K 2 = crA crB + crAB + cr 
"' "' 
"'1 "'1 "'2 "'2 "'rs 
"' 
"' 
Lemma 1: ~l ~i and ~2 ~2 commute. 
2 
cr respectively. 
J 
. 
= 1,2, ••• ,s. Then 
= 1,2, ... ,s), let a 
"' 
"' e is multivariate 
"' ' 2 E (e) = K cr , where 
"' "' "' 
"' 
covariance matrix for 
Proof: Hultiplying B1 B11 with B_., B21 , we get a syrmnetric matrix. 
"' "' "' .1!. "' When the product of two symmetric matrices is symmetric, the matrices commute. [] 
4 
From lemma 1 it follows that there exists an orthogonal matrix t with 
the property that P A1 pi and P A2 P' are diagonal matrices with the eigenvalues 
"' "' "' "' "' "' on the diagonal (Herbach,l959). P may be chosen so that the first row, in P is 
1 "' "' (rs)-2(1,1, ••• ,1). (~1 = ~1 ~l; ~2 = ~2 ~2). 
If Z = p y, the covariance matrix for z is 
"' "'"' "' "' 
(Z) = p A pi 2 + p A2 P' 2 I cr 2 P K P' 2 E crA . crB + + (J . 
"' 
"' 'iJl 
"' "'"' "' 
'i.lrs AB 
"'"'"' 
"' 
Lemma 2: (i) Rank (~1) = r; 
(ii) Rank qh> = s; 
I (iii) Rank (B1 ;B2) = r + s -1; 
'iJ I 'iJ i (iv) Rank (~1 + ~2) = rank (B1 ;B2). 
"' '"' 
Proof: (i), (ii), and (iii) are seen from (2.4). (iv) follows from 
the proof of Graybill and Hultquist's (1961) theorem 1. [] 
From the fact that rank (~1 ) = rank (~1 ) = r and because ~l has the 
eigenvalues s of multiplicity rand 0 of multiplicity (r • s - r) = r(s -1), it 
follows that P A1 P1 has r diagonal elements all equal to s and the rest equal 
"' "' "' to 0. In the same way it is seen that ? A2 P' has s diagonal elements all 
equal to r and the other elements equal to 0. 
From (iii) and (iv) it is seen that the matrix (P A1 P' + P A2P1 ) has 
"' "' "' "' "' "' (r + s - 1) diagonal elements different from zero. Thus when the diagonal 
element in P A1 pi is different from zero, the corresponding element in P A2 P' 
"' "' "' "' "' "' is equal to zero except in one place (in the first row). 
We nm-1 partition Z in the following -vray: 
1 "' (i) zl = (rs) 2 y 0 •• ' which is the first element in ~· 
(ii) ~A consists of the (r - 1) elements in ~ whose covariance matrix i~ 
independent of cr~. 
(iii) ~B consists of the (s - 1) elements in ~ whose covariance matrix 
is independent of cr~. 
(iv) ~AB consists of the (r 
matrix is independent of 
1) ( s - 1) elements in Z vrhose covariance 
.2 2 "' 
crA and crB. 
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Lemma 3: EZ = EZ - EZ = O. 
ruA ruB - ruAB 
Proof: This follows from the fact that P is orthogonal Hith a first 
row which is (rs)-~(1, .•• ,1). 0 ru 
and 
We have 
2 2 2 
= s ~r-1 °A + ~r-1 °AB + ~1 a ~ 
E (Z ) = r I 2 + I 2 
ru ruB rus-1 °B rus-1 °AB 
2 
+ ~2 a ' 
2 2 ~ (~B) = ~(r-l)(s-1) 0 AB + ~3 cr • 
Here K, K and K~ are the corresponding submatrices of P K P 1 • 
rul ru2 ru0 ru ru ru 
In what follo>ro • ,tA. J.!B and ~AB wiLl be u.c;ed for testing hypo·theses 
. 2 2 2 2 2 2 
concern1ng oA/cr , crB/cr , and crAB/cr • 
2 2 2.a Test for crAB/a 
2 ~ (~AB) may be written as (~(r-l)(s-l) 6.AB + ~3 )cr , -,.rhere 6.AB = 
Then 
(2.4) = I (I A K )-1 7. I 2 QAB ~AB rv<r-l)(s-1) 0 AB + ru3 ~AB a 
has a x2-distribution with (r-l)(s-1) degrees of freedom. There exists an 
orthogonal matrix A such that A Kc A' = n1 is a diagonal matrix. Introduce ru ru 'Vu ru ru 
~~B = ~ ~AB" The covariance matrix for ~~B is (t(r-l)(s-l) 6.AB + ~1 ) and 
= zx (I A D )-1 7.* 
rvAB rv<r-l)(s-1) 0 AB + rvl ~AB 
(r-l)(s-1) 
: E 
j=l 
Here d1 , •• ,,d(r-l)(s-l) are the diagonal elements of ~1 • We see that QAB 
is a decreasing flli>ction of 6.AB< 
Define Q = E (y .. k- ; .. )2• Then Q!a2 has a x2-distribution with ~] "'~]. i,j ,k 
(n-rs) degrees of freedom. Q is stochastically independent of QAB. Thus 
F(6.AB) = (n-rs) QAB/(r-l)(s-1) Q has an F-distribution. Since QAB decreases 
with 6.AB' F(6.AB) decreases with 6.AB. Hence a confidence interval can be obtained 
in the usual way. 
6 
When testing the hypothesis 
6 ~ 6 . ti 6 AB 0 aga~nst AB > O' 
we reject when F(u0) is larger than the upper a-quantile, fl-a' of the corre-
sponding F-distribution. The power function is 
where R1 , ••• ,R(r-l)(s-l) are independent x2-distributed random variables with 
1 degree of freedom. S(AAB) decreases with 6AB. 
2 .b. 2 2 Test for crA/cr assuming oAB = 0 
------
covariance ~A~ When 0 AB = 0 the matrix for ~AB J is equal to 
r ~ liA 1 I ~1 ~j 2 rv(r-1) 2 E ~BJ = oA + K' K 0 ' "' 0 "' rv4 rv3 
where Er~ ~l = ~-· [~<r-1) ~ is positive semi-definite, and ~1 ~-1 is ~ "" ~4 ~3J 
positive definite, so \<Te can find a non-singular matrix H such that 
H ~~1 ~~ H1 = Is and H t ~(r-1) "'IT H1 = A. = diag0.1 , ••• ,>-,..,_1 , 0., ••• ,0}. 
"'KK"'"' "'0 o"' "' 
rv4 rv3 "' "' 
"' u rvAB 
Define U =~A J"" = 
a x2-distribution with 
~ f~AJ • ~AB 
(r-1) degrees of r~eedom, and Q~B=~AB ~(r-l)(s-1) ~AB/o2 
has a x2 -distribution with ( r··l )( s-1) degrees of freedom. QA, Q~B and Q are 
has 
stochastically independent. 
To test the hypothesis 6A ~ u0 against 6A > 60 , we reject when 
(2.5) 
is larger than the upper a-quantile, £1 , of the corresponding F-distribution. 
-a 
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In the same way as above it may be proved that the test is unbiased. 
A . '1 . . 2/ 2 s~m~ ar test ex~sts concern~g crB cr • 
3. On the possibility of testing hypotheses concerning cr~/cr2 without assuming 
aAB =·o 
In balanced experimental design models we know that 
2 2 2 -1 2 2 -1 (r-l)(s~l)~A(s~(r-lfA+~(r-l)0AB+~l0 ) ~A/(r-l) ~AB(I'r-l)(s-1)0AB+~3° ) ~AB 
(3.1) 
is F-distributed. This is not always the case in unbalanced models because 
~A and ~AB may not be stochastically independent. Let us now assume that ~A 
and ~AB a r e stochastically independent (this may happen even in an 
unbalanced model). Define two orthogonal matrices ~l and ~2 such that 
~l ~1 ~l = kl and ~2 ~3 ~2 = k2 are diagonal. Let ~A = ~l & and ~AB = ~2 ~AB •. 
Then (3.1) may be written as 
Lr-1 2 '11 ~- (r-l)(s-1) 2 J' (r-l)(s-1) .E ViA/(sAA + AAB +ili) I (r-1 .~ VjAB/)AAB + t 2) 
~=1 ~ L J=l 
(3.2) 
where t 1i and t 2i are the diagonal elements of ~l and ~2 • The quantity in (3.2~ 
has an F-distribution, but the assumption that ~A and ~B are stoch~stically 
independent is not sufficient to give a test for the hypothesis AA - A0 against 
A > A 
A o· 
In cases where 
(3.3) t 1i = t 2j = 1 for all i and j, formula (3.2) is reduced to 
r-1 (r-1)(s-l) 2 
(AAB + t)(r-l){s-l).E V~A/(r-l)(sAA + AAB + i) E V.1~. ~=1 . j=l J 
r-1 
AA = o, we have that g(AA) = (s-l)(r-1) E Vi2/ 
i=l A 
If the null hypothesis is 
(r-l)(s-1) 2 (r-1) E V.AB is F-distributed under the null hypothesis. 
j=l J 
Hence we 
reject if g(O) is larger than the upper a-quantile of the corresponding F-
distribution. 
In the case r = s = 2 assumption ( 3. 2) is ah1ays fullfilled. 
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4. Comparison with corresponding tests in fixed effects models 
A two-way layout in fixed effects models may be described as 
y~J·k =~+a.+ S. + y .. + e .. k; 
..L ~ J ~J ~J 
i = 1,2, ••• ,r; j = 1,2, .•. ,n .. , where~ ~J ' 
unknown constants such that 
(4.1) t.: a. = 
~ i 
E S. 
j J 
= 1: y .• 
i ~J 
= l: y .. = 0~ j ~] 
a., 
~ 
8 • , and y . • are 
J ~J 
and the eiJ'k have a joint normal distribution Nith mean 0 and covariance matrix 
2 ~ 
I a • 
~n 
by 
The null hypothesis y .. = 0 (i = 1,2, ••• sr; j = = 1,2, ••• ,s) is tested 
~] 
minimizing the sum of squares Q = l: (y. 'k - ~ - a. - 13. - 'f • • ) 2 under 
. . k ~J. ~ J ~J ~ ,] , ' 
the null hypothesis and under the a priori specifications. Let tbe two minima qf 
Q be Qw and Q~, respectively. The null hypothesis is rejected when 
(4.2) 
is larger than the upper a-quantile fl-a of the corresponding F-distribution. 
We will prove that the quantity in (4.2) is equal to the test-statistic 
F(O) in section 2a. 
If as in section 2 we introduce y we have that 
(4.3) y = J J..l + ~ ~rs + e. ~ 
~ 
The only difference from the random effects model (2.4) is that a., s.~ and 
~ J 
y •. here are fixed constants with the side conditions (4.1). We write the 
~] 
side conditions in 
r-1 
the form 
E 
i=l 
ai; s ... = 
.... 
= 
s-1 
Yis = .E y .. ; Yrj j =i lJ 
r-1 s-1 
and Yrs = "' I y ..• ... i=l j=l ~] 
The (4.3) takes the form 
J..l 
0:~ 
(4.5) y = z ~ + e, 
~ ~ sx ~ 
~ ~ ~ 
yx 
~ 
s-1 
I B.; 
j=i J 
r-1 
= - E y .• ; 
i=l ~] 
9 
x < ) , 8}f < o x where~ = al, ••• ,ar-1 ; ~ = ~l, ••• ,Ss-1)'; ~ = (yl'"""'Y(r-l)(s-1))'; 
Z is a quadratic, DOn-singular (rs X rs)-matriX and e is normally distributed 
~ ~ 
with mean 0 and covariance matrix Kcr 2 , with K given a~ above (2.3). (It is 
~ ~ ~ 
possible to write (4.1) in several other ways. This will lead to formally 
different ,t matrices, and formally different f?;>t, ~H and :l~ in ( 4. 5)) • Define 
V = K-; Y. Then 
~ ~ "' 
"' J.l 
ax 
_1 ~ 
* (4.6) v = K 2z s}f + e 
"' 
~ ~ ~ ~ yX 
~ 
where e* is normally distributed with mean 0 and covariance matrix I rl. 
~ "' ~rs 
The form (4.6) is very convenient because to minimize Q is equivalent 
to minimize (V - EV)'(V - ty). This is seen as follows: With the side 
'V ~ ~ ·v 
conditions (4.4) on the parameters, Q may be written 
2 r-1 s-1 Q = I: (y. 'k - y. . ) + E E n .. (y .. - ).1 - a. 2 -B. - y .. ) + J l.J . . ~J ~J. 
J_, J ,k i=l j =1 ~J l.J J_ 
s-1 r-1 r-1 )2 I: 'n . (y . 
- J.l + E a. - s. + E y .. + j =1 rJ rJ. i=l J_ J i=l ~] 
(4.7) 
r-1 s-1 s-1 2 E n. (y. - J.l - a. + E 13 • + I: y .. ) + 
i=l l.S l.S J_ j=1 J j=l ~J 
r-1 s-1 s-1 r-1 s-1 2 
n (y J.l + E a. + '" (3 • + I: 8. - L: E y .. ) -
'"' rs rs. i=l ~ j=l J_ j=l J i=1 j=l l.J 
The part of Q which depends on the parameters, equals 
(4.8) Q = (V- EV) 1 (V- EV). 
p ~ ~ ~ ~ 
2 The minimum of Q is then equal to the minimum of Qp 9lus I: (y .. k- y .. ) 
. . k l.J ~J. 
J_ ,] ' 
Define Qpn and Qpw as the minima of Qp under the a priori specifications and 
under the null hypothesis~ respectively. We then have 
The a priori specifications are (4.4), and the nL11 hypothesis is 
y. . = 0 ( i = 1, 2, ••• ,r-1; j = 1, 2 ~ ••• , s-1) 
1.] 
"" 
10 
From the general theory for linear models we know that 
(4.9) "*' -1 ... ~ Qpw - Q,....o = Y ( l: 4) y ' 
.1:"'" 'V 'V '\,, ,· 
"* . where y ~s the least squares estimate 
"" "'* matrix for y • 
"' The least squares estimate for 
r~ 
... ~ 
a. 
""~ ~ = (Z' -~ -~ K K 
~~ 'V 'V y 
'V 
which reduces to 
~ 
"l .. ~ a. 'V -1 -s~J- = ~ ~· 
'V 'V 
" y~ 
'V 
Z)-l Z K-~ V, 
'V 
"" 'V 'V 
""* for y , and E4 is the covariance -
'V 'V 
The covariance matrix for this estimator is l: = (ZY K Z)-l o2 • 
'V ""'V'V 
By introducing the transformation P, where P is the orthogonal matrix 
'V 'V 
with which the cell mean values were transformed in the corresponding random 
effect model, we will now prove that Q - Q~0 is independent of the choice 
}f H x -2 pW .1:"'" 
of~~~~~·, and~ and that a (Qpw-Qp..Q) = QAB when /J.AB = 0, where QAB is 
defined as in section 2. 
The following lemma is usefull: 
Lemma 5: 
partitioning (~, 
Partition ~ into submatrices corresponding to the 
.... :~t .-.x .-x 
a , B , y )t. Thus 
'V 'V 'V 
z = 
'V 
iJ 2 (rs ·X (r-1)) Z (rs X ( s-1)) 
L~S' 'V ~"2 
Z (rs x (r-1)( s-1~ • 
'V3 J 
Partition P likewise into 
r (lxrs) · ~1\ (r-l)xrs) 
= ~2({s-l)~rs) ! ~ 1 !3((s-l)(r-l)~rs 
L ""4 
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For any choice of Z we then have: 
'V 
(i) The rows of ~2 are orthogonal to the columns in ~2 • 
(ii) The rows of P are orthog_ onal to the colu'llils in 
'V3 
(iii) The rm-rs of ~4 are orthogonal to the columns in 
~1· 
Proof: By section 2 we can find a matrix P such that P A1 P' = ~s -u 
tl and ~2{. si ~of' 
_ i'kr ~} "' '\J "' "' "-' 
and P A2 P' -, 0 0 • By the partitioning of P introduced in the proof of 
'v "-' "-' l 'V "-' "-' 
lemma 3 ' t1 ~1 ~i {i = s, {1 ~2 ~2 ~l = r, ~2 ~1 ~l ~2 = s ~(r-l)(r-1), 
{2 ~2 ~2 t2 = ~(r-1)(~-1)' ~3 ~1 ~1 t~ = ~(s-l)(s-1)~ ~3 ~2 ~2 ~3 = r~(s-l)(s-1)' 
t4 ~1 ~1 ~4 = 0 , and P B B' P' = ~(r-l)(s-l)x(r-l)(s-1)" "-'(r-l)(s-l)x(r-l)(s-1). "-'4 "-'2 "-'2 "-'3 
It is always possible to find matrices A, B, c such that 
rxl A (rx(r-1)) x ( (r-l)x-1) ~. = • ct ' 
'V '\: 'V 
6sxl B ( sx ( s-1) ) ~x ( ( s-1 )x 1) 
"-'(rs>-<1) y ="'c(rs~(r-l)(s-1) yx(r-l)(s-l)xl). 
'V 'V 'V 
Formula (2.4) may now be written 
y (rsxl) + Bl /} * + B2 B s}f. + c y H = Yrs ll :~. a + e 
'V 'V 'V 'V 'V 'V 'V 'V 'V 'V 'V 
'V 'V 
B1 A and B2 B equal Z, and z2 in lemma 5, respectively, and C equals z3 • The 
"-'"-' 'V'V 'V 'V 'V- 'V 
columns in B1 A are linear combinations of the columns in B1 , so that 
'V 'V 'V 
-GCB1 A) C -t'CB1 ), where i (U) denotes the vector spac.:e spanned by the columns 
'V 'V 'V 'V 
in any matrix U. 
'V ' • 
and thus 
The rest 
Thus ~(~1 ) c-tc~1 ) and·t(~2 )C~(~2 ). Then since P2B2B21P21 = O, P0 B2 = 0 
'V 'V 'V 'V 'V "-'-"-' 'V 
P2 z2 = 0, so the rows in P2 are orthogonal to the columns in z2 • 
'V 'V 'V 'V 'V 
of the lemma now follovm by t:r>eating t3 and ~4 in a similar way. 0 
Because P2 J = ~3 J = p J = o, it follows by lemma 5 that "-' "-'rs "-'rs "-'4 "-'rs 'V 
PZ has the form 
'V'V r 
p J 0 0 0 
.:W. "-'rs 'V 'V 'V 
PZ 0 ~2 ~1 0 ~2 ~3 = 'V 'V 
0 0 ~3 ~2 t3 ~3 'V 'V 
0 0 0 p z 
'V 'V 'V 'VL~ 'V3 
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We then see that (P Z)-l also is a triangular matrix with zeroes to the left of 
the diagonal. The (r-l)(s-1) x (r-l)(s-1) submatrix in the lower, right hand 
-1 -1 
corner of (P Z) - equals (P4 Z3) • 
Introduce P into the expression for the least squares estimate and 
"' its covariance matrix, we obtain: 
-1 -1 2 
and k = (~ 1 ~ Z) a = 
"'-1 "' (~ ~) , it follows that 
(~ ~)-1 ~ ~ ~~ (~ ~)'-1a2 • From what we found about 
-1 -the ( r-1 )( s-1) loHer elements of (~ k)) ,t ,t are 
~ -1 -y = (P1,_Z3) P4 v, and the corresponding part of the covariance matrix is 
"' 'V'""t' J' ' "' 1\, 
(Pu z3)-l (P K P 9) 4 (P4 z3)-l, where (P K p? )4 is the ((r-l)(s-1) + (r-l)(s-1) 
1\, ' "' "' "' "' "' "' "' "' "' 
submatrix in the lower right hand corner og P K P'. (4.9) may then be written 
in the form 
Y' ~~ (~4 Z )r-1 (P z )7 (P K P 7 )-l (~4 ~4Ht4 -1 y 2 ~4) t4 a 
"' 
rv3 rv4 "'3 
"'"'"' 4 "' 
"' "' 
(4.10) Y' P' (PKP')-lp Y 2 = a 0 
"' 
'V4 
"' "' "' 4 'V4 "' 
"' "' 
This quadratic form is independent of z1 a*, s* andy*, and is the same as 
"' '\1 "' "' QAB in (2.4) when ~AB = 0, because ~\B = t4 ~and ~3 = <t ~ t')4 • We have then 
proved that (n-rs)(Qw - Qn)/Qn(r-l)(s-1) = F(O). 
5. The test statistics expressed by the original observations 
Lemma 6: With the choice of Z made in section 4, the least squares 
"' "" X X " "'x "X estimates for (Jl, a"', B ,y )' are Jl = y ••• ,{a.h{y. -y }, {S } = {y . - y }, 
A. 'V 'V '\I 1 ~ •• o•• a]o 
and {y .. ::d = {y .. - y. - y . + y } • (i = l 9 2!) ••• ,r-l; j = 1,2, ••• ,s-l). J.] J.]. J... ·J. • .. 
• " "H "* "H Proof: If we msert Jl, {a.}, {S.} and{)'·.} 
--- J. J J.] 
and{y .. } in (4.7), Q reduces to E (y .. k- y .. )2 J.] . . , J.] - J.] • • J. ,J ~K 
for ]1, {ai}, {Sj} 
0 
When testing the null < • 6 > hypothesis b.AB - 0 agaJ.nst AB 0, we reject Hhen 
(5.1) 2 (y .. k - y .. ) (r-l)(s-1) J.] J.] • 
""HI -1 "X (n-rs) y (I4) y I I 
"' i ']. k 
' ' is larger than the upper -quantile of the corresponding F-distribution. This 
test is the same as the one suggested by Spj¢tvoll (1968). 
It should be noted that the test statistic reduces to the usual one 
when the model is balanvcd. 
13 
References 
Ill Graybill, F. and Hultquist, R. A. (1961): Theorems Concerning Eisenharts 
Model II. Ann.Nath.Statist. ,u, 261-269. 
121 Herbach, H. (1959): Properties of Model II-Type Analysis of Variance 
Tests, A: Optimum Nature of the F-Test for Model II in Balanced 
Case. Ann.Math.Statist. 30 
'\/\,' 
939-959. 
131 Scheffe, H. (1959): The Analysis of Variance. Wiley, New York. 
141 Spj0tvoll, E. (1968): Confidence Intervals and Tests for Variance Ratios 
in Unbalanced Variance Components Models. Review of Int. Statist. Inst., 
37-42. 
