Abstract. We present an original approach which allows to investigate the statistical properties of a non-uniform hyperbolic map of the interval. Based on a stochastic approximation of the deterministic map, this method gives essentially the optimal polynomial bound for the decay of correlations, the degree depending on the order of the tangency at the neutral xed point.
The study of such systems stands as a challenge. In particular, it is evident the need to develop new strategies to investigate such problems. This is the focus of the present paper where we study a one parameter family of intermittent maps. These applications are expanding, except at a neutral xed point, where hyperbolicity is lost. The local behavior of the map at this point is responsible for various phenomenon. Let us denote by 1 + the order of the tangency at the critical point. For = 0 we have a purely expanding map, which has a unique equilibrium state for the potential ' = ? log DT, with exponential decay of correlations. For 0 < < 1, the map possess an absolutely continuous probability measure (SRB measure), which is still an equilibrium state (it is no more unique, since the Dirac mass at the origin is invariant and 0 (') = 0). For 1, there are no absolutely continuous invariant probability measure, whereas one still has a -nite absolutely invariant measures PS].
We focus here on the second region of the parameter, and propose to nd the density of the invariant measure, and the rate of decay of the correlation functions. In this domain, one cannot expect a spectral gap for the Perron-Frobenius operator (see the end of section 4), therefore none of the usual strategies in this setting can be followed. Our approach is based on the following philosophy : sure, the map is not hyperbolic, but it is the case nearly everywhere; thus, if we perform a random perturbation of the map, the neutral xed point should be lost in a cloud of hyperbolic points and the intermittent e ect could be suppressed. This naive argument, rather surprisingly, works.
An interesting property of such a method is the following. For smooth expanding maps, the same idea can be carried out, but yields a sub-exponential rate of decay, while the decay is well known to be exponential. On the contrary, in the present case, the power law found appears to be near optimal, as remarked in section 4. This is an indication that our crude approach performs better in the non-uniform case than in the uniform one. These consideration are at the base of our belief that this type of strategy could yield relevant results in more general situations.
The plan of the paper is as follows: In section one we present our model and discuss some related literature. Section two is devoted to the study of the invariant measure. The section may have an interest in itself since it gives a very direct approach to obtaining the invariant measure and its properties for such a map (for a comparison with other techniques see CF,Th]). Section three introduces the key idea of the paper, that is the random perturbation and its instrumental properties. In section four we harvest the facts from the previous sections and obtain the announced result. In addition, we point out that our results su ce to establish the CLT for C (1) observable, provided that < 1=2 (Remark 4.2-(3)). The last section contains few considerations on how to treat the general problem of expanding maps with neutral xed points. Since the focus of the present paper is on the method and not on the class of one-dimensional maps to which it can be applied, we content ourselves with few pointed, but sketchy, considerations. x2 An invariant Cone. If we de ne the cone C 0 = ff 2 C (0) (]0; 1]) j f 0; f is decreasingg it is immediate to see that C 0 is left invariant by the P-F operator. To see a bit more let us call X the identity, X(x) = x. Lemma 2.1. The cone C 1 = ff 2 C 0 j X +1 f is increasingg, is left invariant by the operator P. x3 A Random Perturbation.
For simplicity let us identify 0; 1] with the circle S 1 , on S 1 the map is not smooth but it is continuous (this is not essential but it will make our life a bit easier). Let us de ne the \ball" B " (x) = fy 2 S 1 j jx ? yj "g and the averaging operator 3
f(y)dy:
It is now possible to de ne the perturbed operator P " = P n " A " ;
where n " 2 N will be speci ed later.
The following Lemma shows that the perturbed operator is not too di erent from the original one, provided we consider observables in C .
Lemma 3.1. For each f 2 C kP n " f ? P " fk 1 c 1 kfk 1 " 1? :
Where c 1 = 10a
(1? ) .
Proof. We assume that f 2 C and R f = 1. First, observe that kP n " f ? P " fk 1 kf ? A " fk 1 :
Next, we recall the estimates
This allows us to bound the L 1 norm of the di erence between the function f and its average. This proves Lemma 3.1. Our task is to nd a lower bound for the kernel K " (x; z). For this purpose, let us de ne T 1 to be the map T restricted to the interval 0; 1=2] and a n = T ?n 1 1. We have the following asymptotic bound for the sequence a n .
Lemma 3.2. For all integer n > 0 the following holds a n 2 1 2 + 1 n ? 1 :
Proof. The Lemma is proven by induction. First it is clearly satis ed for n = 1. Next, let us suppose that a n < cn ? 1 , and let us prove that a n+1 < c(n + 1) ? 1 . If it is false, then a n = a n+1 (1 + 2 a n+1 ) c(n + 1) ? 1 (1 + 2 c (n + 1) ?1 ):
By the assumption on a n we obtain n ? 1 (n + 1) ? 1 (1 + 2 c n + 1 ) (1) J \ I 0 = ;.
(2) J \ I 0 6 = ; and J contains, at most, one a k for k > k 0 .
(3) J contains more than one a k for k > k 0 . We can associate to each J a sequence n 1 ; k 1 ; : : : ; k p?1 ; n p of integers (n 1 may be null), retracing the trajectory of J in the following way : For a time n 1 (1) holds, then the image of J enters the intermittent region I 0 and (2) holds with k = k 1 +k 0 , so after k 1 iterations it exits from I 0 . Then the image of J stays in the hyperbolic region for n 2 iterations, and so on... Since we control what happens on each region, it is possible to estimate the total distortion after m = n 1 + k 1 + + n p + l iterations, where l = n 0 if case (3) never happens (l = n 0 + k + ? k 0 if case (3) occurs).
P m J P l P n p P k p?1 P n 2 P k 1 P n 1 J To conclude, we need to x n " . We choose the supremum over all possible values of m = n 1 + k 1 + + n p + l, associated to intervals J of size 2". It is immediate to see that the worst case scenario is when case (3) happens at the beginning, and J =] ? 2"=3; 4"=3 . In this case, m is such that a k 0 +m 2"=3. Clearly, n " = 2 2+ 1 " ? is large enough and the Lemma is proven.
x4 Decay of Correlations.
Proposition 3.3 allows immediately to conclude that P " has an invariant density h " to which it converges exponentially fast 4 in L 1 . In the following we will call the invariant measure d = hdx. Using all the above facts, we are able to prove our main result. by choosing " = n ? 1 (log n (1? )( 1 ?1) )
1 . This is not yet the decay of correlation with respect to the absolutely continuous invariant measure d = hdx of our dynamical system. To get such a result, we need to notice that if f 2 C (1) , then we can choose ; ; 2 IR such that f ; ; (x) := (f(x) + x + )h(x) + 2 C , and ( x + )h(x) + 2 C , the dependence of the parameters with respect to the C (1) norm of f being a ne. Finally, the decay of correlations with respect to , for each f 2 C (1) ; R fd = 0 and g 2 L 1 can be estimated as follows Z g T n fd c 4 C (kfk C (1) ) n ? 1 +1 (log n) 1 :
Where C : IR ! IR is a ne.
4 Let us brie y recall the argument: set = 0; 1] and consider f 2 L 1 ( ) with R f = 0.
Remember that P " 1 = P " 1 = 1 and let + " = fx 2 j P " f 0g; + = fx 2 j f 0g, then kP " fk 1 = 2 (1) The proof of Theorem 4.1 allows to estimate the di erence between h " and h; namely, to prove the estimate: 5 kh " ? hk 1 const." 1? (log " ?1 )
1 .
(2) Theorem 4.1 allows to get an estimate for the rate of decay for H older continuous observables. More precisely, given a -H older continuous function f, we can bound the correlations by n ? ( 1 ?1) , up to some logarithmic correction. (3) We have obtained a polynomial decay, with a bound comparable to the one found in Mo] for the piecewise linear case and the one stated in Is] for the general case. Moreover, compared with numerical simulations LSV], our bound appears to be extremely close to optimal: the expected one is the same apart from the logarithmic correction. (4) As a side consequence of our work we have that x5 General Considerations.
The reader may be under the impression that the proposed approach is speci c to the special maps studied here. In particular, section two seems quite model dependent. In fact, while the estimates done there would apply certainly to similar maps, it is true that some more work is needed to present them in a completely general fashion 6 .
Nevertheless, section two has been introduced more for the purpose of making the paper self contained and to emphasize the existence of a very direct method of proving the existence of an invariant measure, than for real necessity.
Here we discuss brie y what is really essential in order to apply the present method. const.fn 1? 1 (log n) 1 + (1 ? ) n" + n"g and to choose n " ? log " ?1 .
6 Yet, the results extend immediately to any map of the interval which is C (1) {conjugate to our model. More precisely, suppose that e T : 0; 1] ! 0; 1] and 2 Di (1) ( 0; 1]) satis es e T = T . Then, for the absolutely continuous e T {invariant measure e de ned by e (f) = (f ), it is straightforward to see that the power law decay is the same for T and e T for C (1) observable.
Assume further that there exists an invariant probability measure absolutely continuous with respect to Lebesgue (see the discussion at the end of this section). Calling h its density we have Ph = h. Then In addition, we assume that for some 0 < < 1, 0 < 0 < 1 and c > 0, (5.1) 0 h(x) c x ? : It follows that a sharper cone is invariant. Note that in the process of proving the next lemma we will establish the analogous of Lemma 2.4.
7 Such a result should extends easily to maps expanding but for some xed points fp j g where D p j T = 1. We can de ne (x) = min j jx?p j j and assume D 2 T continuous but in the points fp j g and jD 2
x T j C (x) ?1 jD x T j = 1 + c j (x) + o( (x) ):
Then the same cone with a+b (x) (x) instead of a+bx x should be invariant. This is enough to show that inf f R f whenever f 2 C , which implies that (since the constant function 1 belongs to the cone C ) (5.2) inf n 0 inf 0;1] P n 1 > 0:
The just mentioned facts are all is really needed to make our approach work. Section three remains the same since the distortion estimates depend only on the behavior of the neutral xed point which is ensured by our assumption on D 2 T. Accordingly section four follows exactly in the same way yielding a polynomial decay depending on and .
In conclusion, one can obtain a polynomial decay of correlations for a large class of maps provided (5.1) holds. Here we do not address how to obtain such an estimate on the invariant density, although several approaches (besides the ones in the style of what we have done in section two) are possible (see, for example, Th] where a result of the type (5.1) is obtained by inducing).
