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Motivation
There is a deluge of information flooding feeds, timelines,
and forums online but even in the wake of this, users are in-
creasingly relying on these platforms for news and informa-
tion to base not only their opinions but actions. An August
2018 survey from the Pew Research Center found that 68%
of Americans report that they get at least some of their news
from social media (Matsa and Shearer 2018) while another
found that the rate of Americans who often get their news
online in some way increased from 38% in 2016 to 43%
in 2017 (Bialik and Matsa 2017). Alongside the increased
access to information and on-demand news about local and
global events alike, there has been a deluge of misleading or
deceptive misinformation. The spread of this “digital disin-
formation” within and across networks is of great concern.
The impact of digital disinformation has been seen in sev-
eral areas from natural disasters and other crisis events (Star-
bird et al. 2014; Starbird 2017; Takahashi, Tandoc, and
Carmichael 2015) to politics (Hadgu, Garimella, and We-
ber 2013), health-related conspiracies (Seymour et al. 2015;
Jolley and Douglas 2014), and more. At the level of individ-
ual experiences, recent Pew Research Center studies have
found that the average user is highly concerned about mis-
information in their general use: 31% see inaccuracy as the
top concern when consuming news from social media, 64%
of adults believe fake news stories caused a great deal of
confusion (Mitchell, Holcomb, and Barthel 2016), and 57%
of social media users who consume news from one or more
of those platforms expect the news they see to be “largely
inaccurate” (Matsa and Shearer 2018).
Recent Work
Many studies focused on digital deception, in particular de-
ception in open-source data including social media, have fo-
cused on rumor and misinformation detection with a pri-
mary focus on the network’s role in information diffu-
sion models (Qazvinian et al. 2011; Kwon et al. 2013;
Wu, Yang, and Zhu 2015; Kwon, Cha, and Jung 2017).
Other studies compare and contrast the behavior of tradi-
tional and alternative media (Starbird 2017), classify media
Copyright c© 2019, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
sources into sub-categories of misinformation (Wang 2017;
Pe´rez-Rosas and Mihalcea 2015; Volkova et al. 2017; Baly
et al. 2018), or attempt to detect rumor-spreading users (Rath
et al. 2017).
Our main contribution in this work is novel results of
multilingual models that go beyond typical applications of
rumor or misinformation detection in English social news
content to identify fine-grained classes of digital deception
across multiple languages (e.g., Russian, Spanish, etc.). In
addition, we present models for multimodal deception de-
tection from images and text and discuss the limitations of
image only and text only models. Finally, we elaborate on
the ongoing work on measuring deceptive content (in partic-
ular disinformation) spread across social platforms.
Identifying linguistic markers of digital deception and
their contribution to detection models in English First,
we examined linguistic cues of digital deception across a
spectrum (disinformation, propaganda, conspiracy, hoaxes,
and satire) to develop predictive models with which we clas-
sified 130 thousand news posts on Twitter as suspicious
or verified, and predicted four sub-classes of suspicious
news satire, hoaxes, clickbait and propaganda (Volkova et
al. 2017). Similar to Vosoughi, Roy, and Aral 2018 and Grin-
berg et al. 2019, we relied on source-based annotations
rather than content-level annotations to capture the intent be-
hind spreading deceptive content.
Through this study, we identified several key differences
between news tweets of different sub-classes when spread
online. For example, we saw that credible news tweets
(i.e., those that did not spread digital deception) contain sig-
nificantly less bias markers, hedges and subjective terms and
less harm/care, loyalty/betrayal and authority moral cues
compared to news tweets spreading varied types of digital
deception.
The best performing models built to detect these fine-
grained classes achieved accuracy of 0.95 on the binary pre-
dictive task and F1 of 0.91 on the multi-class. This work
was built upon in a subsequent studies (Rashkin et al. 2017;
Volkova and Jang 2018) that examined linguistic and lexi-
cal features of various types of deceptive news articles and
disinformation statements to show that these features con-
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Figure 1: Key findings from the analysis of multimodal deception detection model behavior from (Volkova et al. 2019).
tribute to the understanding of the differences between re-
liable news sources and those that spread disinformation
which can also be leveraged for effective detection models.
Understanding patterns of engagement and information
spread from deceptive news sources In a large-scale
study of news in social media, we analyzed 11 million
posts and investigated the propagation behavior of users that
directly interact with news accounts identified as spread-
ing credible information versus digital deception (Glenski,
Weninger, and Volkova 2018c). Unlike previous work which
primarily looks at specific rumors or events, we focused on
news sources in an effort to bridge the gap in the understand-
ing of how users react to news sources of varying credibil-
ity and how their various initial responses contribute the the
spread of digital deception.
Our analysis identified several key differences in prop-
agation behavior from credible versus suspicious news
sources such as high inequity in the diffusion rate based
on the source of deception, with a small group of highly
active users responsible for the majority of disinforma-
tion spread overall and within various demographics. Our
demographics-based analysis found that users with lower
annual income and education share more from disinforma-
tion sources compared to their counterparts. In a subsequent
study, we further identified significant differences in the pat-
terns of engagements from automated “bot” accounts ver-
sus humans (Glenski, Weninger, and Volkova 2018a) and
how user-reactions to deceptive and credible news sources
remain consistent as well as differ across multiple plat-
forms (Glenski, Weninger, and Volkova 2018b).
Explaining multimodal digital deception detection An-
other recent area of interest has been the incorporation
of image-based features to more accurately identify multi-
modal digital deception.
In this recent study (Volkova et al. 2019), we presented
multi-modal deceptive news classification models and an in-
depth quantitative and qualitative analysis of their behavior
when classifying various classes of digital deception that in-
corporates imagery alongside text. Key findings of the anal-
ysis of model behavior are highlighted in Figure 1. When
we compared the performance of models that rely on text
or image features alone along with models trained on text
and images jointly, we found that the latter models outper-
form the individually trained model with F1 scores as high
as 0.74 for binary classification of deceptive (propaganda
or disinformation) versus credible. Our quantitative analysis
reveals that when considering only one aspect of the content,
the text only models outperform those that just leverage im-
age features (by 3-13% absolute in F-measures). Finally, we
also presented a novel interactive tool ErrFILTER1 that al-
lows users to explain model prediction by characterizing text
and image traits of suspicious news content and analyzing
patterns of errors made by the various models, which can in
turn be used to inform the design of future digital deception
detection models.
Multilingual Deception Detection
The main contribution of this extended abstract focuses on
the results of our predictive models that identify fine-grained
classifications of digital deception and related deceptive
content from multilingual social media postings. Similarly
to the recent work described above that focused on multi-
platform and multi-modal deception detection, we focus on
multi-dimensional computational approaches to identifying
multilingual digital disinformation and misinformation be-
ing spread in social media.
1ErrFilter is available at https://github.com/pnnl/errfilter
Figure 2: Distribution of languages represented in the large multilingual dataset of 7M Twitter posts from 2016.
Detection Task In this work, we concentrate on deception
detection in multilingual social media postings structured as
two multi-class classification tasks :
1. 4-way Classification
Given a social media posting, classify the text as Propa-
ganda, Conspiracy, Hoax, or Clickbait.
2. 5-way Classification
Given a social media posting, classify the text as Disin-
formation, Propaganda, Conspiracy, Hoax, or Clickbait.
Multilingual Twitter Data The dataset used in this work
comprises 7M posts in a variety of languages from English
to Russian, German, and Spanish. We present the distribu-
tion of languages represented in this dataset in Figure 2.
Here, we see that the majority (47%) of the data collected
has text written in Russian, followed by English posts (36%)
with the remainder composed of Spanish, German, French,
Arabic, Ukranian, Portugeese, Italian, and other languages.
Multilingual Deception Detection Building off of previ-
ous, related tasks (Volkova et al. 2017), we use a similar neu-
ral architecture for this task. This architecture, composed of
a network and/or linguistic cues sub-network (left) and a text
representation (as word or characters) sub-network (right).
As typical with other multi-classification tasks, we re-
port the macro F1 scores for each of our models on the
4-way and 5-way classification tasks. We highlight one of
our key findings in Figure 3 which illustrates the model per-
formance in terms of macro F1 scores on the multilingual
dataset. Unlike for English (explored in (Volkova et al. 2017;
Rashkin et al. 2017)), text representations in characters in
combination with DeepWalk representation network fea-
tures achieve the best performance of 0.76 for both the 4-
way and 5-way classification tasks.
Ongoing Work: Measuring Cross-Platform
Spread of Disinformation
Intuitively, the next steps need to focus on measuring cross-
platform spread of disinformation. Social media platforms
on which digital disinformation is released and promoted do
not exist in a vacuum, and, thus, the connections between
Figure 3: Macro F1 scores for 4-way and 5-way classifica-
tion tasks in a multilingual setting.
platforms and communities have a potentially significant im-
pact on the spread and virality of digital disinformation. Al-
though we have previously examined the concurrent spread
of information from news sources on multiple platforms,
our continued efforts in this area focus on incorporating the
cross-platform links between users who actively spread or
engage with disinformation and the cross-platform URLs as-
sociated with disinformation narratives.
Under DARPA SocialSim program2, we developed a uni-
fied framework for measuring information spread and evolu-
tion within and across social platforms, that was presented at
the ICWSM 2019 tutorial3.Our framework will allow us to
measure disinformation spread within and across social plat-
forms e.g., Twitter, Youtube and Telegram focusing on spe-
cific social phenomena – information cascades, recurrence,
persistent groups and coordinated effort. More specifically,
we will focus on several user cases of known disinforma-
2https://www.darpa.mil/program/computational-simulation-of-
online-social-behavior
3https://sites.google.com/alumni.nd.edu/icwsm19t3/
tion: the White Helmets4, Syrian airstrikes5 and NATO ex-
ercises6. Additionally, we will be measuring disinformation
spread and the effect of censorship during internet outages
during crisis events in Venezuela7 and Sri Lanka8.
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