Introduction
In this paper we study uniqueness properties of solutions of the k-generalized Kortewegde Vries equations (1.1)
Our goal is to obtain sufficient conditions on the behavior of the difference u 1 − u 2 of two solutions u 1 , u 2 of (1.1) at two different times t 0 = 0 and t 1 = 1 which guarantee that
This kind of uniqueness results has been deduced under the assumption that the solutions coincide in a large sub-domain of R at two different times. In [17] B. Zhang proved that if u 1 (x, t) is a solution of the KdV, i.e. k = 1 in (1.1), such that u 1 (x, t) = 0, (x, t) ∈ (b, ∞) × {t 0 , t 1 } (or (−∞, b) × {t 0 , t 1 }), b ∈ R, then u 1 ≡ 0, (notice that u 2 ≡ 0 is a solution of (1.1)). His proof was based on the inverse scattering method (IST). In [10] this result was extended to any pair of solutions u 1 , u 2 to the generalized KdV equation, which includes non-integrable models. In particular, if u 1 , u 2 are solutions of (1.1) in an appropriate class with u 1 (x, t) = u 2 (x, t), for (x, t) ∈ (b, ∞) × {t 0 , t 1 } (or (−∞, b) × {t 0 , t 1 }), then u 1 ≡ u 2 .
In [13] L. Robbiano proved the following uniqueness result : Let u be a solution of the equation for some α > 9/4, then u ≡ 0. This result applies to the difference u = u 1 − u 2 of two solutions u 1 , u 2 of (1.1) with the coefficients in (1.2) a 0 , a 1 depending on u 1 , u 2 , ∂ x u 1 , k and with a 2 ≡ 0. In [16] , using the IST, S. Tarama showed that if the initial data u(x, 0) = u 0 (x) has an appropriate exponential decay for x > 0, then the corresponding solution of the KdV becomes analytic in the x-variable for all t > 0.
It is interesting to notice that even in the KdV case neither of the results in [13] and [16] described above implies the other one. In [13] the decay assumption is needed in the whole time interval [0, 1] , and the result in [16] does not apply to the difference of two arbitrary solutions of the KdV.
Our main result concerning the equation (1.1) is the following. for any a > 0, then u 1 ≡ u 2 .
We shall say that f ∈ H 1 (e Thus, the exponent 3/2 in (1.3) can be seen as a reflection of the asymptotic behavior of the Airy function. In fact, for the linear equation
x v = 0, it shows that the decay rate in Theorem 1.1 is optimal. c) In the particular case u 2 ≡ 0 Theorem 1.1 tells us that the only solution of the k-generalized KdV equation (1.1) which decays, itself and its first derivative, as e −cx 3/2 + at two different times is the zero solution. This is in contrast with the solutions of the equation
mathbb found by Rosenau and Hyman [14] called "compactons". These are solitary waves of speed c with compact support
In [3] we proved the following result concerning the semi-linear Schrödinger equation
The argument of the proof of Theorem 1.2 has two main steps. The first one is based on the exponential decay estimates obtained in [8] . These "energy" estimates are expressed in terms of the L 2 (e β|x| dx)-norm and involve bounds independent of β. In [3] they are used to deduce similar ones with higher order powers in the exponent. The second step is to establish lower bounds for the asymptotic behavior of the L 2 -norm of the solution and its space gradient in the annular domain (x, t) ∈ {R − 1 < |x| < R} × [0, 1]. This idea was motivated by the work of Bourgain and Kenig [1] on a class of stationary Schrödinger operators ( i.e. −∆ + V (x)). Also in this second step we follow some arguments due to V. Izakov [5] .
For the equations (1.1) considered here the first step in both [8] and [3] , i.e. weighted energy estimates, is not available. We need to replace it by appropriate versions of Carleman estimates. For example, for H β = (∂ t + e βx ∂ 3 x e −βx ) one has that
, see [10] . This kind of estimate resembles those established in [11] and some extensions obtained in [10] related to the "smoothing effect" found in [6] , [12] (homogeneous version) and in [7] (inhomogeneous version), see also [4] . However, we shall need their extension to functions v ∈ C ∞ ([0, 1] : S(R)). In the case of (1.7) we shall prove that there exists j ∈ Z + such that
It will be crucial in our proof that although in (1.8) the constant in front of the norms involving the function v evaluated at time t = 0 and t = 1 may grow as a power of β, the constant in front of the norm of inhomogeneous term, i.e. H β v, is independent of β > 0. e) Our argument here is direct and does not rely as that in [10] on the unique continuation principle obtained by Saut and Scheurer [15] : if a solution v = v(x, t) of (1.2) in the domain (x, t) ∈ (a, b) × (t 1 , t 2 ), with the coefficients a j , j = 0, 1, 2 in an appropriate class, vanishes on an open set Ω ⊆ (a, b) × (t 1 , t 2 ), then v vanishes in the horizontal components of Ω, i.e. the set
f) For the existence of solutions and well-posedness results for the IVP associated to the equation (1.1) we refer to [7] and references therein. We recall that the conditions
are locally preserved by the flow of solutions of (1.1), see [6] , [7] . For our arguments it suffices to have the decay in only one side of the line, i.e. changing |x| by x + in the weighted norms. This class is preserved for positive time t > 0 by the flow of solutions, see [12] .
In particular, in the case u 2 ≡ 0 we do not need any decay assumption on u 1 since this will follow from the hypothesis (1.3).
g) Due to our interest in results involving two different solutions u 1 , u 2 of (1.1) we need to analyze the equation satisfied by their difference w = u 1 − u 2 . This is a linear equation of the form (1.9) ∂ t w + ∂ 3 x w + a 1 (x, t)∂ x w + a 0 (x, t)w = 0, whose coefficients a 1 , a 0 are polynomials of degree k on u 1 , u 2 , and ∂ x u 1 . Thus, the properties of a 0 , a 1 depend on the class where the solutions u 1 , u 2 are assumed and the value of k considered.
In fact, we shall consider (1.2), a more general equation than (1.9). Theorem 1.3. Assume that the coefficients in (1.2) satisfy that
Also, assume that
for any a > 0, then w ≡ 0.
The remark (a) after the statement of Theorem 1.1 also applies here.
As it was pointed out in the remark (b) the decay rate in (1.12) is optimal.
We shall see that under the hypothesis of Theorem 1.1 the coefficients a 0 , a 1 of the equation in (1.9) belong to the class described in Theorem 1.3 in (1.10) and (1.11). In fact, it will be clear from our proof that the conditions in (1.10) in the x-variable are needed only in the positive semi-line, i.e. it suffices to have (1.10) with
It is here where the extra hypothesis
The rest of this paper is organized as follows. In section 2, we deduce upper estimates in the time interval [0, 1] for solutions of the inhomogeneous equation associated to (1.2) from the ones at times t 0 = 0 and t 1 = 1 and the inhomogeneous term. In section 3, we shall obtain lower bounds for the L 2 -norm of the solution and its first and second derivatives in the annular domain mentioned above. Finally, in section 4 we combine the results in the previous sections to prove Theorems 1.3 and 1.1.
Upper Estimates
We shall use the notations (2.1)
Our first result in this section is the following lemma.
where In order to prove (2.2), we set
and rewrite (2.2) as
To obtain (2.4) we will prove the following string of inequalities
Clearly, (2.5)-(2.7) will imply (2.2). First we shall prove first the following estimate which will be used later
Proof of (2.8). We have that (2.9)
with (2.10)
By an approximation argument it suffices to prove (2.
Here, we shall denote byf(ξ, t),f (x, τ ),f (ξ, τ ) the Fourier transform of f (·, ·) with respect to the dual variables ξ, τ, (ξ, τ ) respectively, i.e.f(·, ·) stands for the Fourier transform of f with respect to the dual variables wheref is evaluated.
Assume now that f ∈ C ∞ ([0, 1] : S(R)) with f (x, t) = 0 for t near 0 and 1, so we can extend f as 0 outside the strip R × [0, 1]. Also assume thatf (ξ, t) = 0 for ξ near ξ ± for all t ∈ R. Using our assumptions on f we define
, and claim that the estimate
implies that in (2.8). To prove it we choose η ǫ ∈ C ∞ (R), ǫ ∈ (0, 1/4), with
and define
Then, v ǫ = T f ǫ since both sides have the same Fourier transform and both are in L 2 xt by our asssumptions on v, which are inherited by v ǫ . Thus, (2.14) gives
, while the right hand side has a limit bounded by c( v
Hence, to obtain (2.8) we just need to prove (2.14). In order to prove (2.14) it suffices to show that for f (x, t) = f (x) ⊗ δ t 0 (t), withf (ξ) = 0 near ±ξ, with t 0 ∈ (0, 1) one has that
First, we recall the formulas
and consequently for a, b ∈ R
Combining (2.19)-(2.20) we see that the operator T acting on these functions becomes the one variable operator R
for which it needs to be established that
, with c independent of β, t 0 .
But this is obvious from the form of the multipliers in (2.21). Therefore (2.8) is proved.
Proof of (2.5). Again it suffices to show it for v ∈ C ∞ ([0, 1] : S(R)) such thatv(ξ, t) = 0 near ξ ± . Assume that f ∈ C ∞ ([0, 1] : S(R)) with f (x, t) = 0 for t near 0 and 1, so we can extend f as 0 outside the strip R × [0, 1]. Also assume thatf(ξ, t) = 0 for ξ near ξ ± for all t ∈ R. For the operator T defined in (2.13) we shall show for
Assuming for the moment the inequalities in (2.23) we shall complete the proof of (2.5). Consider
where both make sense by our assumption on v. Then,
since both sides are in L 2 and have the same Fourier transform. Hence, from (2.23) it follows that
, and letting ǫ ↓ 0 one gets (2.5). So we need to establish (2.23). (2.23)-(a) was proved in [10] (Lemma 2.3). To obtain (2.23)-(b) we again restrict ourselves to consider f (x, t) = f (x) ⊗ δ t 0 (t), and reduce it to show that the operator R defined in (2.21) satisfies that
But, this follows from the proof of Lemma 4.1 in [9] .
Proof of (2.7). Again we make our usual assumptions onv(ξ, τ ). For f ∈ S(R 2 ) witĥ f (ξ, t) = 0 near ξ ± for all t ∈ R we define using (2.13)
For the operator
we claim the following bounds 
and therefore of (2.29)-(a) follows with a minor modification from the argument given in [10] . Notice that the polynomial considered in the numerator of the fraction appearing in (2.21) of [10] is ξ(iξ − β) with β = 1 while here we are considering (iξ − β) 2 . The proof works in exactly the same way as it can be easily checked. In fact, the use of this polynomial instead of the one in [10] is more convenient for the Littlewood-Paley interpolation argument which appears later on in (2.46)-(2.48) of [10] . Notice that (2.48) in [10] for j = 0 is not true, but the proof just sketched fixed the error in [10] . Another possible way to bypass this dfficulty is to use a Littlewood-Paley decomposition for j ∈ Z instead of j = 0, 1, 2....
We next prove (2.29)-(b). Let θ r ∈ C ∞ 0 (R) with θ r (x) = 1, for |x| ≤ 2r and supp θ r ⊂ {|x| ≤ 3r}, and consider
Now, using Sobolev lemma one gets that
so by (2.14) and (2.30) it follows that
To complete (2.29)-(b) it suffices to prove that
We again reduce ourselves to consider functions of the form f (x, t) = f (x) ⊗ δ t 0 (t), so we just need to bound the operator
, with c independent of β, t 0 . We write (2.33)
and recall that a(ξ) = (ξ 3 − 3β 2 ξ). Now we change variables
From the definition of θ β (·) the domain of integration in (2.33) is equal to {|ξ| ≥ 2β}, where |ξ 2 − β 2 | ≃ |ξ| 2 , and the transformation is one to one. Thus, we have ξ = ξ(λ) and
We observe that
Therefore, using the result in [2] (page 26) and taking adjoint one gets that
which finishes the proof of (2.29)-(b)
Proof of (2.6). We make the usual assumptions on v andv. For f ∈ S(R 2 ) witĥ f (ξ, t) = 0 near ξ ± for all t ∈ R we define using (2.13)
.
we claim the following bounds
As above it is easy to see that (2.6) follows from (2.36). Next, we recall that in [10] (see also the second paragraph after (2.29) ) it was proved that
, which implies (2.36)-(a). To obtain (2.36)-(b) we write
Hence using the interpolation argument based on the Littlewood-Paley decomposition as in (2.46)-(2.48) of [10] one gets
Finally, we interpolate between
which follows from (2.23)-(a), with (2.32) to get that
which yields (2.36)-(b). This finished the proof of Lemma 2.1.
Our next goal is to extend the estimates (2.2) in Lemma 2.1 to solutions of the linear equation with variable coefficients (2.37)
We introduce the notation (2.38)
and try to find conditions which guarantee that multiplication by a 0 (x, t) maps
and multiplication by a 2 (x, t) maps
So it suffices to have that
Thus, if a 0 , a 1 , a 2 are in these spaces with small norm, then the inequality (2.2) will hold with H a in (2.38) instead of H, and one has the following result. Lemma 2.2. Assume that the coefficients in (2.37) a 0 , a 1 , a 2 satisfy (2.42) with small enough norms. There exists k ∈ Z + such that if u ∈ C ∞ ([0, 1] : S(R)), then for any β ≥ 1 (2.43)
Proof. First we introduce the notation (2.44)
From Lemma 2.1 and our assumptions it follows that (2.45)
Hence,
which yields the desired result.
We now start with u solving (2.47)
+ ) for some a > 0, α > 1, and a 0 , a 1 , a 2 just in the spaces in (2.42).
Choose R so large that in the x-interval (R, ∞) the coefficients a 0 , a 1 , a 2 in the corresponding spaces (2.42) have small norms. Let µ ∈ C ∞ (R) with µ(x) = 0 if x < 1, and µ(x) = 1 if x > 2. For µ R (x) = µ(x/R) we have that
satisfies the equation
Notice that supp e R ⊂ {x : R < x < 2R}. We will take
Now we apply our inequality (2.43) to u R , with
, and so that a j (x, t)μ R (x) with j = 0, 1, 2 have small norm in the corresponding spaces in (2.42) for R > R 0 . From Lemma 2.2 it follows that for R large (2.48)
To bound the first term in the right hand side of (2.48) we use that (2.49)
Since k ∈ Z + is fixed and β = a R (α−1) /2 for R sufficiently large, depending on α and a, one has
Then the right hand side of (2.49) is bounded by c a,α . A similar argument shows that
Thus, it remains to bound |||e βx e R ||| 2 . Since supp e R ⊂ {x : R < x < 2R} combining Hölder inequality and Minkowski's integral inequality it follows that
Inserting these estimates in (2.48) we obtain that
If x > 4R
, then e aR α−1 x/2 e −aR α ≥ e aR α , so we get
Therefore, using Hölder inequality in (2.51) it follows that for R sufficiently large
Now changing 4R by R ′ we get that for any R ′ > 0 sufficiently large
So we have proved the following upper estimates for solutions of (2.37).
Theorem 2.1. Assume that the coefficients in (2.47) a 0 , a 1 , a 2 satisfy (2.42). If u = u(x, t) is a solution of (2.47) with u ∈ C([0, 1] :
for some α > 1 and a > 0, then there exist c 0 and R 0 > 0 sufficiently large such that for
Lower Bounds
This section is concerned with lower bound estimates for the L 2 -norm of a solution u of the equation (1.2) and its first order space derivative ∂ x u in the box {R − 1 < x < R} × [0, 1].
Proof. We define f = e αθ(x,t) g, for a general smooth function θ(x, t), and consider the expression
where
A computation shows that (3.5)
2 it follows from (3.5) and integrations by parts that
We first observe that
it follows that
it follows that 2α
and that 24α
Also from (3.7) one has that
Hence, gathering the above information we conclude that for
one has that (3.10)
Next, we rewrite (3.10) in terms of g = e −α( x R +ϕ(t)) 2 f . In fact, it follows from (3.9) and (3.10) that there exits a universal constant c 0 > 0 such that
, which completes the proof of Lemma 3.1.
Next, we shall extend the result of Lemma 3.1 to operators of the form
Proof. From (3.1), Lemma 3.1 it follows that (3.14)
Since our hypothesis guarantee that α 5/2 /R 3 and α 3/2 /R 2 growth as a positive (fractional) power of R for R sufficiently large the last two terms in the right hand side of (3.14) can be hidden in the left hand side to obtain the desired result.
Then there exist constants R 0 , c 0 , c 1 > 0 depending on
Proof. First, we use a gauge transformation (i.e. a change of the dependent variable) to reduce the equation in (3.15) to an "equivalent" one which does not involve second order derivative. Define
x 0 a 2 (s,t)ds .
Thus multiplying the equation in (3.15) by e 1 3
x 0 a 2 (s,t)ds and using that
x a 2 )v. the equation for v = v(x, t) can be written as
where from our hypothesis on a 0 , a 1 , a 2 it follows thatã 1 ,ã 0 ∈ L ∞ (R 2 ). Next, we shall follow the arguments in [3] .
We define
and observe that
+ ϕ(t) < 1, then g(x, t) = 0, so that g has support on R × (0, 1) and can be assumed to satisfy the hypothesis of Lemma 3.1.
Also, for (x, t) Using the notation
, from (3.13) and (3.21) it follows that c α
Taking α = M 1 R 3/2 with M 1 as in Lemma 3.2 we get
For R sufficiently large the last term in the right hand side of (3.23) can be absorbed into the left hand side to get that
Finally, from (3.18), (3.20), (3.22) and our hypothesis one has that δ u ∼ δ v , i.e. there exists c > 1 such that
4. Proof of Theorems 1.3 and 1.1
Proof of Theorem 1.3.
If u ≡ 0, we can assume, after a possible translation, dilation, and multiplication by a constant, that u = u(x, t) satisfies the hypothesis of Theorem 3.1. Hence, we have that
for all R sufficiently large where the constants c 0 , c 1 depend on the quantities in (3.16). Now we apply Theorem 2.1 with α = 3/2 and a >> 4 3/2 c 1 with c 1 as in (4.1) to conclude that
for all R sufficiently large. Combining (4.1) and (4.2) and letting R ↑ ∞ we get a contradiction. Therefore u ≡ 0.
Proof of Theorem 1.1.
It will be shown that Theorem 1.3 applies to the equation of the type (1.2) satisfied by the difference u 1 − u 2 of the solutions. Thus, one just needs to prove that the coefficients a 0 , a 1 satisfy the assumptions (1.10) and (1.11) . We recall that in this case a 2 ≡ 0.
Since for any k ∈ Z + , a 0 , a 1 are polynomials of order k in u 1 , u 2 , ∂ x u 1 , with u 1 , u 2 ∈ C([0, 1] : H 2 (R)), and a 2 ≡ 0 it is clear that the hypothesis (1.11) holds. So it remains to check the conditions (1.10), i. e. First, we consider the KdV equation, i. e. k = 1 in (1.1), for which we have a 0 (x, t) = ∂ x u 1 (x, t) and a 1 (x, t) = u 2 (x, t).
Using the hypothesis u 1 , u 2 ∈ C([0, 1] : H 3 ∩ L 2 (|x| 2 dx) it follows by interpolation (or integration by parts) that (1 + |x|) 1/2 a 0 (·, t) L 2 , t ∈ R, which proves that a 0 ∈ L Therefore, inserting (4.8), (4.9) in (4.10) one obtains the desired result.
We have completed the proof of Theorem 1.1. in the case of the KdV equation. Next, we turn to the proof of Theorem 1.1 for the equations in (1.1) with k ≥ 2. Using that u 1 , u 2 ∈ L ∞ (R × [0, 1]) it suffices to consider the case k = 2 where a 0 (x, t) = (u 1 + u 2 )∂ x u 1 , a 1 (x, t) = u This completes the proof of Theorem 1.1.
