A generalized hazards model incorporating a cubic B-spline function into the baseline hazard function (GHMBS) was proposed as a model for estimating covariate effects in survival data analysis. The GHMBS integrated the three types of hazard models: the proportional hazards model (PHM), accelerated failure time model (AFTM), and accelerated hazards model (AHM), which enabled the likelihood principle for estimation and hypothesis testing to be applied irrespective of submodels (i.e., PHM, AFTM, and AHM). A procedure for adaptively choosing suitable knots from a set of candidate knots was proposed in order to actualize an appropriate baseline hazard function in GHMBS. The characteristic of the proposal was evaluated with bias and mean squared error of the estimation of covariate effects through a Monte-Carlo simulation experiment. A method for identifying a submodel appropriate for the data to be analyzed was also proposed based on GHMBS. The performance of the proposed model selection method was evaluated with the probability of selecting the true model through a Monte-Carlo simulation experiment based on PHM and AFTM.
Introduction
When evaluating the efficacy of anticancer drugs based on survival time, either the proportional hazards model (PHM), accelerated failure time model (AFTM), or accelerated hazards model (AHM) is commonly used (e.g., see Lee, 1992 and Chen, 2001 ). However, the meaning of the covariate effects (e.g., treatment effect) in these models varies according to the model, and selecting an appropriate model for the data to be analyzed is a difficult problem in practice.
Many recent works have attempted to resolve this problem. For example, a comparison study of PHM and AFTM by Orbe et al. (2002) in a clinical trial comparing combination therapy with chemotherapy alone in patients with gastric cancer showed that an analysis using a Stute estimator (Stute, 1993) based on the AFTM was appropriate. Another study by Chen (2001) concluded that AHM was useful in a clinical trial of biodegradable carmustine polymer for the treatment of brain cancer.
However, there are 2 major issues with these works. First, the hazard (or survival) function that provides the baseline for AFTM and AHM must be explicitly assumed, and the results of analysis highly depend on the function selected, whereas there is no good criterion for selecting the function. Second, no methodology has yet been established for determining the most appropriate model when multiple models are applicable to the data. Ciampi and Etezadi-Amoli (1985) addressed these issues by attempting to generalize the hazards model, and Etezadi-Amoli and Ciampi (1987) proposed to use an extended hazard model incorporating quadratic spline (Q-spline) functions along with a method of model selection based on the likelihood ratio test. As was discussed by Etezadi-Amoli and Ciampi, however, the performance of the likelihood ratio test has not yet been made clear.
As for using spline functions in survival data analysis, Herndon and Harrell (1990) and Rosenberg (1995) proposed incorporating the natural spline (N-spline) and basis spline (B-spline) function as means of obtaining a smooth estimate of the survival function, respectively. The proposal of Herndon and Harrell (1995) was further extended to incorporate the N-spline function to PHM for modeling time-dependent covariates.
Referring to these works, Chen and Jewell (2001) proposed a general class of semi-parametric hazards regression models integrating the 3 models (PHM, AFTM, AHM) as submodels and asserted that this general model could be useful for evaluating covariate effects as well as selecting an appropriate submodel. This proposal, however, involves the use of an unspecified baseline hazard function, which made its application to actual cases difficult for practitioners.
To address this issue in the proposal of Chen and Jewell, we proposed incorporating the cubic B-spline function into the baseline hazard function, and performed a Monte-Carlo simulation experiment to investigate the utility of this proposal in estimating covariate effects. Further, we proposed a method for submodel selection and investigated its property through a Monte-Carlo simulation experiment. The methods and results of these investigations are described below.
Generalized hazards model incorporating the cubic B-spline function

Data and notation
Consider the time to a particular event (e.g., death or a specific adverse event) following treatment of n patients with a certain disease, i.e., the survival time, T . T is a random variable with the survival function S(t) = P {T > t}, with the distribution of T dependent on the covariates expressed by the vector z. To indicate this dependency, the survival function is expressed as S(t|z), and the corresponding hazard and cumulative hazard functions are expressed as h (t|z) and H(t|z), respectively. As is well known,
The time of right censoring is expressed by the random variable C, which is independent of T , with censoring assumed to occur when T > C. The specific observations are obtained from random variables X = min(T, C) and D = I(T < C), where I(•) is an indicator function that takes the value 1 when true and 0 when false. The observed data (x, d, z) are realized values of X, D, and z. The subscript i is added as (xi, di, zi) to indicate the value for the i-th patient.
Formulation of the proposed model
The generalized hazards model (GHM) proposed by Chen and Jewell (2001) is expressed by Formula (1).
Here, h0(•) is the baseline hazard function, and and are regression coefficient vectors expressing covariate effects. The parameter expresses the proportional change in the hazard caused by covariates, and the parameter expresses the time scale change caused by covariates.
If the subjects in a clinical trial consist of two types of patients who received a specific treatment (e.g., test drug) and those who received a control treatment (e.g., placebo), a dummy variable corresponding to the treatment is included in the elements of z, and the coefficient with a value different from 0 for this dummy variable represents the existence of a treatment effect.
GHM includes 3 models as submodels: PHM if = 0, AFTM if = and AHM if = 0.
PHM is characterized by a constant covariate effect on the hazard regardless of time, AFTM by a generalized linear model with the link function of logarithm on E{T }, and AHM by the same hazard at t = 0 regardless of covariate values and the time scale change on the hazard as a covariate effect.
The proposal in this paper is to incorporate the cubic B-spline function into the baseline hazard function in Formula (1), which is referred to as the generalized hazards model incorporating the cubic B-spline function (GHMBS). Similarly, for PHM, AFTM, and AHM submodels incorporating the cubic B-spline function, we use the terms PHMBS, AFTMBS, and AHMBS.
The cubic B-spline function is a function defined by the linear combination of a set (k = −3, −2, . . .) of basis function B k (t) defined by Formula (2), that is, a linear combination of cubic truncated power functions of the form (t l − t) 3 + smoothly connected at points t l (l = −3, −2, . . .) referred to as knots. Examples of basis functions that compose a B-spline function are illustrated graphically in Fig. 1 . −4557, −3038, −1519, 0, 348, 1519, 3038, 4557, 6076 } When a linear combination of basis functions is formed with GHMBS, it is characterized by the set of coefficients in the form of exp(γ k ) in Formula (3), such that the hazard function is always non-negative.
When the baseline hazard function, h0(t), is expressed with a cubic B-spline function, the cumulative baseline hazard function, H0(t), is given by Formula (4).
As is well known, the log-likelihood function for unknown parameters ( , , ) is derived from the hazard and cumulative hazard functions as shown in Formula (5), which makes the likelihood principle applicable with GHMBS.
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Selection of knots
The property of the cubic B-spline function highly depends on the number and location of the included knots. Consequently, the method of selection of knots is important and must first be specified with the GHMBS. In our proposal with GHMBS, the number and location of the knots are selected adaptively through the procedure described below.
The cubic B-spline function is used on a definite interval, e.g., expressed as {t0, tK+1}. In our proposal, t0 is set to be 0 and tK+1 is set as the maximum observation interval (time point of observation completion in a clinical trial), where K is the number of knots within this interval.
For determining a cubic B-spline function, it is also necessary to place 3 knots smaller than t0 and 3 knots larger than tK+1, e.g., expressed as {t−3, t−2, t−1, tK+2, tK+3, tK+4 (t−3 < t−2 < t−1 < t0; tK+1 < tK+2 < tK+3 < tK+4)}. In our proposal, these 6 knots, referred to as slack knots, are determined as follows:
The procedure to adaptively select the remaining K knots within the definite interval {t0, tK+1} based on Akaike's information criterion (AIC) is described below with the flow chart depicted in Fig. 2 .
Start
Step 1 : An initial set, G cand , of candidate knots composed of M percentiles of n observations {x1, x2, . . . , xn} is calculated, an empty set, φ, is prepared as the dummy set of knots, G0, and the number, m, of knots within the definite interval is set to be 1 as the initial value.
Step 2 : One element, say t (m) , is chosen from G cand such that the set {Gm−1, t (m) } of knots
Step 3 : If m = 1, then 2 is substituted for m, and the procedure returns to Step 2. Go to Step 4 otherwise.
Step 4 In the above procedure, the choice of an initial set of candidate knots in Step 1 is optional.
We used the set of { 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 95 } percentiles as G cand that was established based on 9 percentiles separated by 10% increments with 5 and 95 percentiles being added at both ends, for the simulation experiment in Section 3.
In
Step 2, the best element, t (m) , which achieves the greatest increase of the log-likelihood, is sequentially selected from the set of candidate knots, G cand , and added to the set of knots, Gm−1, at (m − 1)-th stage to form the set of knots, Gm = {Gm−1, t (m) }, at m-th stage, the selected element t (m) being removed from G cand .
In
Step 4, the termination criterion, whether or not the increase of AIC from (m − 1)-th stage to m-th stage is observed, is examined by checking whether or not M Lm−1 < M Lm + 2 establishes.
Parameter estimation
The inference on the covariate effects ( and/or ) is the principal objective of the survival data analysis. This objective can be easily realized with GHMBS by applying the likelihood principle to the survival data irrespective of submodels without assuming a specific baseline hazard function. An issue that must be examined is whether the precision of estimating the covariate effects is better or worse than with the conventional methods of estimation assuming submodels, a robust property against the change of true baseline hazard function being expected with GHMBS.
Submodel selection
Another issue in the application of GHMBS is the determination of which of the submodels -PHM, AFTM, or AHM -is the model best fit to the data, because the role of covariate effects becomes specifically clear if an appropriate submodel is identified. As was mentioned above, the unknown parameters in the 3 submodels are estimated based on the same likelihood principle.
Consequently, the same likelihood principle can be used to evaluate the appropriateness of each submodel. The specific methods that could be used to select a model based on the likelihood principle are that of hypothesis testing with likelihood ratio test and that of the model selection with AIC.
As for the use of hypothesis testing, Ciampi and Etezadi-Amoli (1985) utilized that PHM and AFTM are special cases of GHM. If the null hypothesis HP HM : = 0 is not rejected in the likelihood ratio test, PHM is determined to be the appropriate model; if the null hypothesis HAF T M : = is not rejected in the likelihood ratio test, AFTM is determined to be the appropriate model. The same methodology can be applied with GHMBS, using the knots selected on the submodel under the null hypothesis.
As for the use of AIC, the values of the maximum likelihood are calculated for hypotheses,
considered as the appropriate model; AFTM is appropriate otherwise, where qP HM and qAF T M represent the number of parameters under each hypothesis, respectively.
Identifying the better method among these is the issue to be addressed in this paper.
Method for Performance Evaluation
Framework of simulation
The issues described in the previous section were investigated by Monte-Carlo simulation experiments. PHM and AFTM excluding AHM were considered as simulation models because AHM has not commonly been rationalized in the medical literatures. The Weibull and log-logistic distributions were used as the true survival time distribution with H0(t) = t b ; b = 0.8 or 3.0 for the former and H0(t) = log(1 + t b ), b = 3.0 or 4.0 for the latter, respectively.
The cases with the sample size of n = 100, 200, and 300 on the censoring proportions of r = 0%, 20%, and 40% were examined for each distribution. As the covariate, z = 1 for the test drug and z = 0 for the control was assumed with the covariate effect of (α, β) = (0.5, 0.0) and (1.0, 0.0) at PHM and (0.5, 0.5) and (1.0, 1.0) at AFTM, respectively. The n patients were assumed to be allocated randomly to either of the two groups of test drug and control.
These simulation conditions and the size of the treatment effect were determined referring to a relatively small clinical trial introduced by Orbe et al. (2002) . If expected performance with the proposed method was confirmed in such a small sample size, a better performance would be expected in larger sample size.
The initial set of candidate knots G cand was composed of 11 elements of 5, 10, 20, 30, 40, 50, 60, 70, 80, 90 , and 95 percentiles. To maximize the log-likelihood function, the SAS/IML Newton-Raphson ridge method was used. The analytical first and second derivatives of the log-likelihood function, which are shown in the Appendix, were used in the derivative option.
The random number, T , that constituted the simulation data was repeatedly generated as a t that matches with a standard uniform random number U through Formula (6) using the inverse function method.
To actualize the given censoring proportion, r, the random number, C, was repeatedly generated assuming an exponential distribution with H0(c) = ac, a being set to realize r at z = 0.
Then random numbers, X and D, were generated as x = min(t, c) and d = I(t < c), respectively.
The generation of simulation data was repeated 1000 times.
Performance comparison in the estimation
The precision of estimating covariate effects, i.e., treatment effect in our simulation setting, was compared between conventional methods and the proposed method using the bias and mean squared error (MSE) as indices.
When PHM was assumed as the true model in the simulation, the maximum partial likelihood method (Cox method) proposed by Cox (1972) was used as the conventional method and the maximum likelihood method based on the GHMBS with = 0, i.e., PHMBS, was used as the proposed method.
When AFTM was assumed as the true model in the simulation, the maximum likelihood methods assuming the Weibull distribution (Weibull method) and log-logistic distribution (loglogistic method) as the baseline hazard function, respectively, were used as two conventional parametric methods. The weighted least-squares method using the Kaplan-Meier estimate for weighting (Stute method) proposed by Stute (1993) was also used as a conventional semi-parametric method. The maximum likelihood method based on the GHMBS with = , i.e. AFTMBS, was used as the proposed method.
Performance in the model selection
When the survival time distribution is a Weibull distribution, it can be interpreted as either of PHM or AFTM by incorporating the covariate effect as the proportional change in the hazard or as the time scale change. Consequently, only the survival time with the log-logistic distribution was assumed as the true model in the simulation for the model selection.
The performance of the likelihood ratio test was evaluated with the type I error and power to detect PHM or AFTM. The performance of the model selection method using the AIC as the criterion was evaluated with the probability of selecting the true model.
Results of Experiment
Precision in estimation
The bias and MSE in typical cases obtained in the simulation experiment are shown in Table   1 for PHM and Table 2 for AFTM.
In Table 1 , figures in the row with the label Cox were obtained under the true assumption of PHM and, therefore, commonly regarded the best results. Remarkable results are seen in Table   Table 1 Four rows with labels Weibull, Log-logistic, Stute, and AFTMBS in Table 2 correspond to 4 methods; the maximum likelihood method with the baseline hazard function of Weibull distribution, that of log-logistic distribution, the Stute method, and the proposed method under AFTM, respectively. The figures in brackets in Table 2 (b) were the ratio of MSE to that in the smallest value in each column; for example, in the column of H0(t) = t 0.8 , the figure (1.00) was observed in the row of Weibull because then the true distribution was a Weibull distribution.
It was quite reasonable that the method correctly assumed that the baseline hazard function provided the smallest MSE.
The greatest value in each row of Table 2 (b) represents the MSE obtained by the corresponding method in the worst case as for the change of true baseline hazard function. That is, the method realizing the minimum of the greatest value in each row is regarded as the more robust one in a minimax sense. Therefore, Table 2 (b) showed that the proposed method, AFTMBS, was the most robust one among the compared methods. Although favorable performance was also seen with the Stute method, which does not require the assumption of baseline hazard function, the AFTMBS was superior when the survival time distribution was a Weibull distribution or when the censoring proportion was substantial. Almost the same tendency was seen in Table   2 (b).
Note that the parameters are estimated based on the same likelihood principle with both PHMBS and AFTMBS, while the Cox and Stute methods are based on different principles, which establishes an advantage of the proposed method in model selection discussed in the next section.
Probability of selecting the true model
The main results obtained in the simulation experiment are summarized in Tables 3 and 4.   Table 3 shows estimated type I errors and powers in the likelihood ratio test of null hypothesis HP HM : β = 0 or HAF T M : β = α with nominal significance level 5%. The nominal significance level was retained in the likelihood ratio test with either null hypothesis regardless of sample size, censoring proportion, or treatment effect. That is, when the null hypothesis was true, the probability of correctly selecting the true model generally exceeded 95%, whereas the probability of correctly selecting the true model when the alternative hypothesis was true was as low as 17.3% Cumulative baseline hazard function in the true model: H 0 (t) = log(1 + t 4 ) Nominal significance level in the likelihood ratio test: 5% Cumulative baseline hazard function in the true model: H 0 (t) = log(1 + t 4 ) (AFTM) or 9.6% (PHM) in the worst case in Table 3 . This result implies that the likelihood ratio test does not work well in model selection.
In contrast, as is shown in Table 4 , the probability of selecting the true model by the model selection method using the AIC was sufficiently high regardless of sample size, censoring proportion, and treatment effect.
Analysis of Gastric Carcinoma Dataset
The data shown in Table 5 obtained from a comparative clinical trial of combination therapy (chemotherapy and radiation) versus chemotherapy alone in patients with gastric cancer were analyzed by Orbe et al. (2002) . In this trial, 90 patients were randomly allocated to 2 treatment groups and the time to a certain event for 37 patients in each group was observed without censoring, that for the remaining patients being censored. We applied the proposed method to these data to evaluate the practicability of our proposal.
The number of selected knots was 1 at either of PHMBS and AFTMBS. The value of the selected knot, the log-likelihood, AIC, and the estimated treatment effect were 17, −550.496, 1112.99, and 0.274, respectively, with the PHMBS and 348, −547.585, 1107.17, and 0.708 was approximately 1 minute using a Pentium processor. As is shown in Table 6 , the numbers of knots actually selected was generally far smaller than the number of components in the initial set of candidate knots. Consequently, it is desirable to reduce the initial set of candidate knots, although this is not a serious problem in an actual analysis because the calculation for selecting knots is only performed once on actual data. How to determine the optimal initial candidate set is an issue for future investigation. 200  100  200  1  766 787 540 536  33  0  30  0  2  168 183 407 409 281  106  516  416  3  54  23  43  42  522  684  103  58  4  10  5  4  11  127  159  299  447  5  2  2  3  1  31  37  43  54  6  0  0  3  1  6  10  6  21  7  0  0  0  0  0  3  2  4  8 The assumption of PHM means that the effect is such that the hazard increases (or decreases) multiplied by a constant, while the assumption of AFTM means that survival time increases (or decreases) multiplied by a constant. The medical and biological interpretation of the covariate effects differs entirely depending on which model is applicable and, therefore, distinguishing between these different models is scientifically very important.
The conventional approach to this problem was to obtain results by applying PHM and AFTM separately and to visually evaluate the goodness of fit. A drawback of this approach comes from the fact that the principle for parameter estimation varies with the model and comparison with a common criterion is difficult. With GHMBS, this comparison can be performed using the same likelihood principle, which represents an advantage of GHMBS.
Other issues to be addressed in future studies
Only one covariate effect (e.g., treatment effect) without other covariates was assumed in the simulation model in this paper. The reason why such a limited case was addressed precluding many other cases was that the simulation for the proposed method required a considerable amount of time. Other cases should be examined in future studies.
Although cases of sample size 100 or 200 were shown in Tables, similar results were obtained for larger sample sizes and, consequently, investigation of the influence of the sample size is not important.
The investigation of cases of more covariates such as sex, age, and severity of disease etc. is important because they are likely to affect the results of data analysis in actual trials. The cases with more than 2 treatment groups, with the survival time distribution different from Weibull and log-logistic distribution and/or with different mechanisms of censoring should be investigated further.
How to conduct model selection in more complicated situation, e.g., considering the cases where latent covariates affect the hazard, a mixed distribution reflecting heterogeneous populations is assumed, or the starting times are different depending on individuals, is also left to future studies.
In this Appendix, we describe the derivation of the first and second derivatives of the loglikelihood function at GHMBS in Section 2.2. v0(•) , and x0i are defined as Formulas (A.1), (A.2) and (A.3), then the first and second derivatives of the log-likelihood function at GHMBS are derived from Formula (A.4) as Formulas (A.5) through (A.14), where zij is the j-th element of zi. zijz ij (A.14)
