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Abstract
The event-based camera is a bio-inspired camera that captures the change of logarith-
mic light intensity of an image. As opposed to integrating the light information within
certain time intervals and forming synchronous frames for traditional cameras, the
event-based camera asynchronously generates events with their corresponding pixel
locations, timestamps and polarities. Due to the unique design of the novel camera
sensor, it has advantages over the traditional camera in many areas, such as higher
dynamic range, lower latency and reduced motion blur. However, the novel camera
also has some major differences from the frame-based cameras that make traditional
computer vision algorithms less suitable for the event camera data. For example,
compared with the traditional cameras, the event cameras capture the changes of the
light intensities rather than the absolute photometric intensities of the pixels. Conse-
quently, to work with event data, one needs to consider the dynamic motions in the
scene. In addition, an important benefit of the event camera is its ability to preserve
the valuable temporal information, and we want to fully incorporate the information
into our algorithms. With these differences, new computer vision algorithms need to
be developed to handle event based camera data effectively.
In this work, we focus on using convolution neural networks (CNN) to perform object
recognition on the event data. In object recognition, it is important for a neural
network to be robust to the variations of the data during testing. For traditional
1
cameras, translations are well handled because CNNs are naturally equivariant to
translations. However, because event cameras record the change of light intensity of
an image, the geometric shape of event volumes will not only depend on the objects
but also on their relative motions with respect to the camera. The deformation of
the events caused by motions causes the CNN to be less robust to unseen motions
during inference. To address this problem, we would like to explore the equivariance
property of CNNs, a well-studied area that demonstrates to produce predictable de-
formation of features under certain transformations of the input image.
In this thesis project, we explore the motion equivariance properties of event-based
camera data to convolution. We explore some background knowledge of event-based
cameras and the mathematical basis for equivariance. In addition, we include our
recent project on applying the equivariance theory to improving the robustness of
computer vision algorithms in object recognition for event data. A novel coordinate
transform is proposed to make CNNs equivariant to global motions.
2
Chapter 1
Event-based Camera
1.1 A Bio-inspired Vision Sensor
With the recent development of computer vision and deep learning, algorithms using
traditional frame-based camera images have achieved considerable success in many
applications. However, despite the final output of cameras matching what we see in
our minds, the way cameras construct pictures through accumulating photons on a
optical sensor is very different from the human vision system. Human eyes have cells
that perceive light independently and let the information propagate through the optic
nerve to the visual cortex of the brain for asynchronous processing.
In order to push the boundaries of machine intelligence to human levels, attempts
have been made to reproduce how human-beings perceive the world in hardware de-
signs. In this pursuit, event cameras are designed to mimic human eyes by tracking
the relative change of light in a scene asynchronously. With the novel design of the
camera, how to use its unique output effectively becomes an important field of re-
search. In this chapter, we will cover how the events are generated and how they
are used in modern computer vision research. In addition, we will compare the event
3
cameras with traditional cameras and their respective advantages and disadvantages.
1.2 Traditional Frame-based Camera
Traditional cameras mainly use frame-based architectures, where the light within
a certain time interval is captured using either CMOS (Complementary metalox-
idesemiconductor) or CCDs (Charge Coupled Device). The synchronous outputs of
the camera are interpreted as either single-channel or multi-channel images. These
kinds of images are extensively studied and used in computer vision. However, tradi-
tional cameras have several limitations due to their frame-based design:
1.2.1 Dynamic Range
Traditional cameras tend to have very limited dynamic range. Because of the frame-
based design, all image pixels are exposed to light for the same amount of time,
which gives the camera a very limited dynamic range. In natural environments,
limited dynamic range can cause many problems in computer vision applications. For
instance, let us assume there is a self-driving car operating in a dark environment,
such as a tunnel. We want the perception system of the car to be able to see the
objects well in the dark while avoiding being blinded by the strong headlights of
another vehicle. With a limited dynamic range, it is difficult to accomplish theses
two goals simultaneously due to the inherent limitations of the camera sensor.
1.2.2 Latency and Bandwidth
It is desirable for a camera to have high frame rate and low latency. Higher frame rate
gives a better approximate of the continuous light signal and therefore is preferred
in computer vision algorithms. For traditional frame-based cameras, the bandwidth
required for high-speed photography is extremely high because all pixels need to be
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processed and transmitted synchronously. According to [19], the bandwidth required
for processing a sequence of 352x288 pixel images at 10,000 frames per second requires
1.34 GB/s of bandwidth. This leads to extra cost in designing and manufacturing the
hardware to deal with the large amount of camera data. Additionally, there exists
redundancy in the frame-based camera data. For example, the pixels of a static
object will be redundant after the initial frame in a sequence of images. There are
techniques that focus on reducing the redundant pixels by using region-of-interest
readout, but very complex control strategies are needed [23]. Despite these efforts to
make the camera faster, it is difficult to achieve extremely low latency with traditional
cameras.
1.2.3 Motion Blur
Combating motion blur has been a challenging problem in high speed computer vision.
Due to the frame-based design of the traditional cameras, the light signal within a
certain amount of time is accumulated onto the same image. The earlier light within
the time window is then blurred out by the later light. As the amount of movement
increases in a scene, the amount of motion blur increases as well. Typically, a moving
object will have more blurry look than a static object. Naturally, the problem becomes
more obvious with low frame rate cameras, where the amount of information collapsed
on the same frame is high. Motion blur makes tasks such as object recognition and
classification more challenging.
1.3 Advantages
The unique design of the event camera gives it several advantages over traditional
cameras in dynamic range, latency and motion blur.
• High Dynamic range: Event-based camera has much higher dynamic range.
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Note that in formula 1.3, the left hand size is computed locally on each indi-
vidual pixel location. Thus, there is no global constant pixel gain that limits
the maximum range of light to be captured. Additionally, the designed circuit
allows the camera to operate at extreme low light conditions due to its low
threshold comparator. On the hand, the camera claims to operate in extremely
high illumination conditions too. The DVS is reported to operate in the illumi-
nation range of 0.1 Lux to 100 kLux and the dynamic range is 120 dB, compared
to roughly 60 dB for traditional cameras [23].
• Low Latency: Event-based cameras have much lower latency than frame-based
cameras. As discussed in 1.2, a camera with 10k fps is regarded very high-
speed and requires significant computational power and bandwidth to process
the data. The temporal resolution of a 10kfps camera is 1/10kfps = 10−4s. In
comparison, the response time of an event-based camera is 15µs or 1.5× 10−5s
[23]. Furthermore, the temporal resolution of events is also much higher at 1µs
because of the asynchronous design. It gives much finer discretization of the
light signal than a frame-based camera. On the other hand, despite the high
throughput of the camera, the event is triggered and transmitted individually
without waiting in batch. Therefore, the data are no longer fighting for the
bandwidth, making it much cheaper to design affordable on-board hardware for
the sensor.
• Reduced Motion blur: Given all events exist in x-y-time coordinate space, the
events at the same pixel location are not compressed to one point in time.
Rather, we preserve the valuable temporal information lost in frame-based cam-
era data. The complete knowledge of the temporal change is very important in
tasks like motion recognition and tracking. Additionally, the events give a more
direct representation of the motions in the scene because we only consider the
6
relative change in light intensity.
The above-mentioned benefits, in addition to features like low power consumption,
make the event-based camera ideal in tasks such as fast feature tracking and visual
odometry.
1.4 Disadvantages
While event cameras have shown advantages in many fields, it is not broadly used
today. First, there are a lot fewer event cameras than traditional cameras on the mar-
ket. As a result, we have much fewer event data sets than traditional image datasets.
This makes it hard for researchers to explore different areas of application. Second,
its novel design comes with a cost in many aspects. The handling and processing of
asynchronous events requires re-thinking images from a different perspective. In this
section, we will mainly discuss three of these challenges.
1.4.1 Data Association
The event data are returned asynchronously without information of correspondence.
It is challenging to infer whether an event is associated with an event that happened
before or caused by a new feature in the image. If the association is known, we
will be able to easily estimate the optical flow of the image and de-blur the events
into a 2D pattern. However, such correspondence is not trivial to learn. The events
are essentially points in the x-y-time space. Classical methods like Iterative Closest
Points (ICP) are used to deal with the alignment/association problem for point clouds,
but the efficiency and initialization quality are all important factors to consider. In
traditional images, we can effectively use existing feature extractors, such as Scale-
invariant feature transform (SIFT) [24] and Histogram of oriented gradients (HOG)
[7], to obtain reliable features. Efforts are being made to to design generalized feature
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descriptor for events. New loss functions are also proposed to learn the correspondence
automatically [12]. In the meantime, how to associate events remains a challenging
problem.
1.4.2 Asynchronous Processing
Traditional computer vision techniques mostly work with synchronous data frames.
We assume everything is happening at the same time. With the event camera, we
have two options: accumulate events as frames or process it asynchronously. The first
option is less ideal, since we are not taking full advantage of camera’s desirable low
latency. On-line learning of asynchronous events has been an active field of study in
the event camera research. There are works that explore the asynchronous nature of
spiking neural networks to process events [22, 31, 32, 42]. However, there is a lack of
hardware support for such architectures in real applications.
1.4.3 Lack of Intensity Information
One thing missing from the event camera output is the intensity information of a
pixel. The camera only generates uniform events (with polarity), which makes feature
matching a more difficult task. Although the accumulative events can give us some
information on intensity, this process also involves conversion of asynchronous events
to some synchronous representation. Work has been done to reconstruct intensity
information in 2D or 3D with event streams [6, 13, 17, 18]. However, these methods
mostly depend on known environments or directly obtain the pixel intensities from
the grayscale images.
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1.5 How Events are Generated
This section describes how event-based camera data are generated through the Dy-
namic Vision Sensor (DVS) introduced in [23]. First, we formally define temporal
contrast (TCON) as:
TCON =
1
I(t)
dI(t)
dt
=
d(ln(I(t))
dt
(1.1)
This term defines the change of intensity of pixels normalized by their current inten-
sities. Intuitively, we want to measure how much a pixel has changed relative to its
past value. Here I(t) denotes the photocurrent at a particular timestamp, indicating
the intensity of a pixel measured by the sensor. We integrate TCON within a short
amount of time to get a more robust estimate of such change. The integration process
is achieved with a circuit designed in [23]:
∆Vdiff = −AUTκsf
κfb
∫ t+∆t
t
TCON(t′)dt′ (1.2)
Here ∆Vdiff represents the accumulative sum of TCON scaled by the hardware con-
stants. Hyper-parameters (MONn,MONp,MOFFn,MOFFp) are chosen to determine if
an event will be generated from a pixel position. When an event is generated, it also
produces a polarity that indicates the direction of change of the logarithmic light
intensity at the pixel. From another perspective, in the image domain, we replace the
continuous current intensity function with a discretized image function. The trigger
condition of an event is defined as:
log(I(x, y, t1))− log(I(x, y, t0)) >  (1.3)
where  is a hyperparameter threshold and I(t) represents the image intensity. Such
condition is satisfied when there is a sufficiently large change of light intensity at a
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Figure 1.1: Left: Digit moving in the positive x and positive y direction. Right: Digit
moving in the negative x and negative y direction. Blue and orange points represent
positive and negative events, respectively.
pixel caused by its movement. In images, such movement is observed as the optical
flow of the pixels. Generally, a pixel with high optical flow and high image gradient is
more likely to trigger events. The polarity of an event indicates whether a pixel gets
brighter or darker, which can be jointly determined by the direction of the optical
flow and the image gradient of the triggering pixel.
A visualization of the events generated with the digit ”1” with two different mo-
tions can be found in Figure 1.1. The two sets of events are generated by the same
number with two different motions. It can be seen that the shape of the events de-
pends not only on the scene but also the motion. The positive events and negative
events are generated on two different sides of the same stroke because the direction
of the image gradients on the two sides are different with respect to the motion.
1.6 Event Representation in Neural Networks
As described in the previous section, an event is parameterized by four values: x =
(x, y) indicating the spatial position of an event in the camera plane, t the timestamp
of the event and p the polarity of the event. We denote such an event as e(x, y, t, p).
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While this parameterization of an event is clear, there is no single established way to
represent events as input data to a neural network.
Naively, we can keep the raw output format of events from the camera, a N × 4
matrix with each row as an event. While this keeps the complete information of the
events, the convolution layers can no longer access the neighbors of the input pixels in
direction computation. Consequentially, the neural network losses the direct spatial
relationships within the input data as in the case of 2D images. In later sections,
we will explore in detail why having spatial information (consequently translation
equivariance) is critical in deep learning architectures.
Alternatively, we define an “event image” that contains the accumulative number
of events at each pixel, similarly to [29]. This representation contains the 2D spatial
knowledge of the events but discards the important information in the temporal do-
main, which is the main selling point of event-based cameras. Zhu et al. [44] proposes
a new representation that adds the most recent timestamps of the events at each pixel
as a separate channel. Then the timestamped images are normalized by the size of the
temporal window. This method preserves the temporal information to some degree
and has shown to have achieved good performance in tasks such as flow estimation
and visual odometry.
In our project described in Chapter 3, we aim to preserve the complete temporal and
spatial information of the events while facilitating the training process of the deep
neural network. Since discretized convolution is commonly adopted in modern deep
learning architectures and frameworks, it is required to have some form of discretiza-
tion of the events into a finite set of temporal bins. Additionally, the high resolution
of the events in the temporal domain requires us to discretize the timestamps in a
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very fine way. Therefore, we adopt the event volume representation proposed by [45],
inserting the events into an event volume weighted by the normalized timestamp in
an interpolative way. Here is the formal definition of the approach:
For a set of N events, {(xi, yi, ti, pi), i ∈ [1, N ]}, the time dimension is discretized
along B bins. The timestamps of the events is then scaled to the range [0, B − 1],
and the event volume is defined as:
t∗i =(B − 1)(ti − t1)/(tN − t1) (1.4)
V (x, y, t) =
∑
i
pikb(x− xi)kb(y − yi)kb(t− t∗i ) (1.5)
kb(a) = max(0, 1− |a|) (1.6)
where kb(a) is the linear sampling kernel defined in [15]. There are two main advan-
tages of such representation: First, we preserve the complete spatiotemporal infor-
mation of the events. Second, the events are inserted into a fixed-sized volume with
interpolation without explicit rounding. This means the volume will retain the orig-
inal distribution of the events parameterized by the pixel value of the event image.
The function that maps the events to the even volume is fully differentiable, which
allows the network to learn more effectively.
1.7 Motion of Events
1.7.1 Constant Flow Assumption
Constant local optical flow is a commonly used assumption in classical computer
vision works such as [25]. Due to the high temporal resolution of the events, we are
able to split an event stream into small temporal segments. Due to the short time
interval of these segments, the motion within the time window can be assumed to
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be constant. In this work, we base our method on the constant flow assumption.
However, this assumption is not strictly valid when we have bigger temporal windows
or non-rigid objects. Such cases are left to be addressed in future work.
1.7.2 Motion Model
In order to understand the effect of a motion, we need to formally formulate the
motion model of events. If we assume an event e(x, y, t, p) is generated by some
feature parameterized by (xf , yf ). Imagine we have some event-triggering feature
moving along the image space with constant optical flow. Section 1.7.1 assumes
constant flow (x˙, y˙) within a short amount of time δt. The generated events are
simply shifted by (x˙∗δti, y˙ ∗δti) spatially in the x-y domain, where δti is the duration
of the motion. In our work, we set the timestamp of the oldest event in an event
stream to be 0. Therefore, δt simply becomes the zeroed timestamp of each event ti.
We model this transformation under constant optical flow as LOF :
LOF
xi
ti
 =
xi + x˙ti
ti

Note that the motion model is only valid on the assumption of constant motions
of rigid objects. In our work, a small time window is selected in our work so the
assumption holds reasonable. However, to deal with more complex motions (such
as in the case of longer time window) or non-rigid objects, new factors need to be
considered. We leave these more complex scenarios to our future work.
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Chapter 2
Equivariance
2.1 Introduction
With the recent success of Convolutional Neural Networks (CNN) in computer vision,
we discover the translation equivariance property of the convolution layers (proof in
(2.10)) plays an important role in its effectiveness [4, 5]. The translation symmetry
of convolution makes it possible for kernels to share weights in different parts of the
image, making the network more efficient in using its capacity in learning compared to
the traditional fully connected layers. The translation symmetry is preserved through
a deep CNN because of the translation equivariance property of convolution [4]. The
equivariance property of the CNN can be defined as below: transformation of the im-
age yields a homogeneous transformation of the feature maps after the convolution.
In many tasks, it is particularly desirable to have such property. For example, in
localization, semantic segmentation and optical flow estimation, the translated input
image should naturally correspond to a translated output. More generally, it gives
the features a predictable deformation after each convolutional layer. This means the
spatial structure of the features will remain the same when the image is translated.
The preserved spatial information can be potentially used in later prediction. With
14
these benefits, it is very useful to achieve equivariance of CNN under certain trans-
formations. In the next sections, we will explore some basic concepts and theoretical
tools commonly used in the study of equivariance.
2.2 Related Work
Equivariance for CNNs is a well studied topic, and has roots in the study of Lie gen-
erators [10, 34] and steerability [11, 36, 38]. Recent works have extended these ideas
for equivariance of CNNs to a number of transformations. [3, 15] combine steerability
with neural networks. Harmonic Networks [40] use the complex harmonics to gen-
erate filters that are equivariant to both rotation and translation. [4] propose group
convolutions, which performs convolutions using a group operation rather than trans-
lation. More recently, [5, 9] propose spherical representations of a 3D input, which are
processed with convolutions on SO3 and spherical convolutions, respectively. Similar
to this work, Polar Transform Networks [8] convert an image into its log polar form
to gain equivariance to rotation and scaling, while obtaining translation invariance
through a spatial transformer network.
2.3 Group Convolution
First, we introduce the general form our commonly studied convolution: group-
convolution, as defined by Kyatkin and Chirikjian [20]. Let f(x) and φ(x) be real
valued functions on a transformation group G with Lhf(g) = f(h
−1g), the group-
convolution is defined as:
(f ∗G φ)(x) =
∫
h∈G
f(h)φ(h−1g)dh (2.1)
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In CNNs, a translational convolution is typically performed on the input image.
Therefore, we use the group action of R2 as the operator for the convolution, which
is simply addition. The translational convolution can be written as:
(f ∗ φ)(x) =
∫
h∈R2
f(h)φ(h−1x)dh (2.2)
=
∫
h∈R2
f(h)φ(x− h)dh (2.3)
Note that while convolution can be performed on groups, translational convolution is
commonly used in modern architectures. Esteves et al. [8] points out that the eval-
uation of group convolution requires an appropriate measure dh in order to perform
integration.
2.4 Group Equivariance and Convolution
Definition 1. Group Equivariance: A function f is said to be equivariant under
some transformation group G if for all g ∈ G, where Lg denotes a group action. A
mapping Φ : E → F is said to be equivariant to the group action Lg, g ∈ G if:
Φ(Lgf) =L
′
g(Φ(f)) (2.4)
where  Lg and L
′
g correspond to application of g to E and F and satisfy Lgh = LgLh.
In our case, we study the case when Φ is a mapping from the image to the features
through convolution.
The equivariance condition that needs to be satisfied for a group convolution is:
For a convolution under some group G, in domain x ∈ X. The group convolution
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∗G : E → F is said to be equivariant to the group action La, a ∈ A if:
((Laf) ∗G φ)(x) =La((f ∗G φ))(x) (2.5)
where La corresponds to applying a group action a to a function. It is also proven
that any convolution is equivariant under group convolution [8]:
Proof. Letting f(g) and ψ(g) be real valued functions on G with Lhf(g) = f(h
−1g)
(Laf ∗G φ)(g) =
∫
h∈G
f(a−1h)φ(h−1g)dh (2.6)
=
∫
b∈G
f(b)φ((ab)−1g)db (2.7)
=
∫
b∈G
f(b)φ((b−1a−1g)db (2.8)
= La((f ∗G φ))(g) (2.9)
In other words, any group-convolution is always group equivariant. This implies that
any group action on the image space will produce a homogeneous transformation on
the feature space if our convolution is performed on the same group.
This might sound counter-intuitive: if all group-convolutions are equivariant, why
don’t we these convolutions in our architectures? As pointed out in [8], this group
equivariance property requires an appropriate measure dh in order to perform inte-
gration, which is hard to obtain in most cases. While it is technically possible to im-
plement group convolution via carefully designed methods and custom deep learning
toolboxes, there is far less support for it than the standard translational convolution.
In practice, we would like our method to be more general to well developed deep
learning architectures.
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2.5 Example Proofs
To give an example of CNN’s equivariance to translation, here is a brief proof to
show that translational convolution is equivariant to translation on R2, we define a
translation t and denote Lt as the translation applied to a function. We define Lt to
translate the signal by −t. f : R2 → R2 and φ a filter φ : R2 → R2:
Proof.
(Ltf ∗ φ)(x) =
∫
h∈R2
f(h− t)φ(x− h)dh (2.10)
Applying the variable substitution: h′ = h− t
=
∫
a∈R2
f(h′)φ(x− (h′ + t))dh′ (2.11)
=
∫
a∈R2
f(h′)φ((x− t)− h′)dh′ (2.12)
= Lt((f ∗ φ))(x) (2.13)
In other words, a translation on the input space will yield the same translation in the
output of the convolution, independent of what kernel values are chosen.
The proof shows that applying a translation on the input images will translate the
feature maps after the convolution as well. Here, we notice that the translation of
the features map Lt is the same as the translation on the input images Lt. This is
called ”invariance”, a special case of equivariance.
Additionally, it is important to note that translational convolution is not equivariant
to every transformation group G. Here we show an example of such case with a
SO(2) rotational group. we define a 2D rotation r around the origin and denote Lr as
the translation applied to a function. f is the mapping representing a single channel
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image f : R2 → R2 and φ a filter φ : R2 → R2.
Proof.
(Lrf ∗ φ)(x) =
∫
h∈R2
f(r−1h)φ(x− h)dh (2.14)
Applying the variable substitution: h′ = r−1h
=
∫
a∈R2
f(h′)φ(x− rh′)dh′ (2.15)
=
∫
a∈R2
f(h′)φ(r(r−1x− h′))dh′ (2.16)
=
∫
a∈R2
f(h′)φ(r(r−1x− h′))dh′ (2.17)
=
∫
a∈R2
f(h′)Lr−1φ(r
−1x− h′)dh′ (2.18)
=
∫
a∈R2
f(h′)φ((x− t)− h′)dh′ (2.19)
= Lr(f ∗ Lr−1φ)(x) (2.20)
In other words, translational convolution is not equivariant to rotations.
Given the two examples above, we now have the proper tools to prove CNN’s equiv-
ariance property to some arbitrary transformation.
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Chapter 3
Motion Equivariant Networks for
Event Cameras with the Temporal
Normalization Transform
3.1 Introduction
Different from single frame images, event-based camera data are parameterized by
their spatial coordinates and timestamps. This unique property poses a challenge
in learning-based tasks such as object recognition. If we directly take the events as
volumes in the spatiotemporal domain, the shape of the events will depend on both
the shape and motion of the object that generates the events. The motion can be a
result of either camera movements or object motions. In both cases, the classifica-
tion network needs to properly handle the different event patterns caused by these
motions. Deep learning networks overcome this problem by augmenting the training
set with a variety of motions. The networks “memorizes” different kinds of motions
and uses the information to assist it during inference. However, data augmentation
would be very costly if a wide spectrum of motions is considered. We propose a
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novel coordinate transform that normalizes the image coordinates of the events by
the timestamp of each event. We show the theoretical proof and the experiments
that the transformed events are equivariant under motions in convolution-based deep
learning architectures. We construct the N-MOVING-MNIST, a synthetic dataset
based on the event-based N-MNIST dataset with additional variations of motions.
We evaluate our method against a baseline network with naive volumetric event in-
put. Our method achieves equally well or better performance in all experiments and
outperforms the baseline network significantly when there is a larger set of motions
in the test set than the training set.
Our contributions can be summarized as:
• The temporal normalization transform (TNT) for events, which transforms
events into a space that is equivariant to changes in optical flow for convo-
lutions in a CNN.
• A CNN architecture which combines a landmark regression network with the
TNT to produce representations that are invariant to translation and equivari-
ant to optical flow.
• The N-MOVING-MNIST dataset, consisting of simulated event data over MNIST
images, with many more (30) motion directions than past datasets.
• Quantitative evaluations on both real and simulated event based datasets, in-
cluding tests with few motions at training and many different motions at test
time.
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3.2 Related Work
Due to the high speed and dynamic range properties of event cameras, a number of
works have attempted to represent the event stream in a form suitable for traditional
CNNs for both classification and regression tasks. [2, 14, 26, 27] generate event his-
tograms, consisting of the number of events at each pixel, and use these as images to
classify the position of a robot, perform gesture recognition, estimate steering angle,
and perform object classification, respectively.
Several methods have also incorporated the event timestamps in the inputs. [43] rep-
resent the events with event histograms as well as the last timestamp at each pixel, to
perform self-supervised optical flow estimation. Similarly, [41] use the average times-
tamp at each pixel to perform unsupervised egomotion and depth estimation, and
[1] encode the events as a 6 channel image, consisting of positive and negative event
histograms, timestamp means and standard deviations, in order to perform seman-
tic segmentation. [45] introduced the discretized event volume, which discretizes the
time dimension, and then inserts events using interpolation to perform unsupervised
optical flow and egomotion and depth estimation. [21, 37] propose the time surface,
which encode the rate of events appearing at each pixel.
In a different vein, [39] treat the events as a point cloud, and use PointNet [33]
to process them, while [35] propose a solution which learns a set of 2D convolution
kernels with associated optical flow directions, which are used to deblur the events at
each step of the convolution.
However, these methods either compress the event information into the 2D space,
or do not address the issue of equivariance to optical flow when representing events
in 3D. However, most current event-based classification datasets are generated with
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only a limited subset of motions, many from a servo motor with a fixed trajectory.
In addition, most datasets have the same motions in the training and test sequences.
As a result, the issue of equivariance does not appear, as the network only has to
memorize a small number of motions for each class.
As mentioned in section 2.2, the equivariance for CNNs has been a well studied topic
rooted in Lie-generators [10, 34] and steerability [11, 36, 38]. Recent works like [3, 15]
have extended these ideas for equivariance of CNNs to a number of transformations.
New presentations of the data are also proposed to gain automatic equivariance to
certain types of transformations in the input space, such as [5, 9].
Polar Transform Networks [8] obtain equivariance in rotaion and scaling by applying
a log polar transform to the images. A spatial transformer is used to maintain the
translation invariance property of the CNN. We adopt a similar spatial transformer
network to predict a landmark in each image, and apply the temporal normalization
transform to obtain invariance to motion from optical flow.
3.3 Optical Flow Equivariance for Events
In this section, we want to explore whether the events are equivariant under the
event motion model for translational 2D or 3D convolution. First we define the event
generation function, a mapping from the coordinate of an event in the spatiotemporal
domain to an event value. We define event value as:
E :(x, t)→ {−1, 0, 1} (3.1)
E(xi, ti) =
 pi if an event was triggered at (xi, ti)0 otherwise (3.2)
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Non-zero event values indicate triggered events with the sign of the values as the
polarity of the events. Zero event value means there is not event at this particular
(x, y, t). Here is our proof that the flow motion model in 1.7.2 is not equivariant to
2D or 3D motion. The proof is an excerpt from our work [46]:
Proposition 1. The optical flow motion model LOF is not equivariant to 2D or 3D
convolutions.
Proof. For LOF to be equivariant to 2D or 3D convolutions, the following must be
true:
((LOFE) ∗ φ)(x, t) =LOF (E ∗ φ)(x, t) (3.3)
Expanding the LHS:1
((LOFE) ∗ φ)(x, t)
=
∫
ξ∈R2,τ∈R
LOFE(ξ, τ)φ(ξ − x, τ − t)dξdτ (3.4)
=
∫
ξ∈R2,τ∈R
E(ξ + x˙τ, τ)φ(ξ − x, τ − t)dξdτ (3.5)
Applying the variable substitution: τ ′ = τ , ξ′ := ξ + x˙τ ′.
dξdτ = dξ′dτ ′ (3.6)
((LOFE) ∗ φ)(x, t)
=
∫
ξ′∈R2
τ ′∈R
E(ξ′, τ ′)φ(ξ′ − (x + x˙τ ′), τ ′ − t)dξ′dτ ′ (3.7)
1Here we use the equation for correlation instead of convolution. The proof holds true for both
cases, but correlation is the standard form used in many deep learning frameworks.
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We then expand the RHS:
LOF ((E ∗ φ))(x, t)
=(E ∗ φ)(x + x˙t, t) (3.8)
=
∫
ξ′∈R2
τ ′∈R
E(ξ′, τ ′)φ(ξ′ − (x + x˙t), τ ′ − t)dξ′dτ ′ (3.9)
Although 3.7 and 3.9 have very similar form, the major difference is that the LHS 3.7
is integrating over τ ′. This means φ(ξ′−(x+ x˙τ ′) will have different values depending
on the integrand τ ′ in the first parameter of the function. On the other hand, RHS
3.9 has constant value t as the parameter of the ψ function. Therefore, the input is
not equivariant to 3D convolution under the optical flow transformation.
In the 2D case, equivariance is lost as the optical flow transformation is a 3D op-
eration, which cannot be applied to the 2D output activations of the convolution.
3.4 Temporal Normalization Transform (TNT)
We propose the temporal normalization transform ρ, a coordinate transform that
normalizes the spatial coordinate of the events by their timestamps. As shown in later
proofs, the transform maps the events to another domain under which convolution is
equivariant to 3D shearing with respect to t. Recall that we define the motion model
of the events in 1.7.2:
LOF
xi
ti
 =
xi + x˙ti
ti

Our idea is to convert the transformation above into a translation in another domain
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after our transform. The transformation takes an event and scale the pixel position
of it by the reciprocal of the timestamps:
ρ : (x, t)→ (xρ, tρ) =
(x
t
, t
)
(3.10)
Examples of the event volumes and corresponding transformed event volumes can be
found in 3.1. We have two volumes of the same digit moving with different optical
flows. The two original event volumes look very different, while the transformed
volumes form patterns that are independent of the flow direction. Then we show the
proof that the transformed event function is equivariant to 2D and 3D convolution.
The proof is an excerpt from our work [46]:
Proposition 2. ρ(LOF ) is equivariant to both 2D and 3D convolutions. A change in
optical flow in LOF is converted to a translation in ρ(LOF ).
Proof.
((LOFE(ρ)) ∗ φ)(x, t)
=
∫
ξρ∈R2
τρ∈R
E(ξρ + x˙, τρ)φ(ξρ − x, τρ − t)dξρdτρ (3.11)
Applying the variable substitution: τ ′ := τρ, ξ′ := ξρ + x˙.
dξρdτρ = dξ
′dτ ′ (3.12)
((LOFE(ρ)) ∗ φ)(x, t)
=
∫
ξ′∈R2
τ ′∈R
E (ξ′, τ ′)φ(ξ′ − (x + x˙), τ ′ − t)dξ′dτ ′ (3.13)
=LOF (E(ρ) ∗ φ)(x, t) (3.14)
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A similar proof can be written for 2D convolution:
Proof.
((LOFE(ρ)) ∗ φ)(x)
=
∫
ξρ∈R2
t∈R
E(ξρ + x˙, tρ)φ(ξρ − x)dξρdtρ (3.15)
Applying the variable substitution: t′ := tρ, ξ′ := ξρ + x˙.
dξρdtρ = dξ
′dt′ (3.16)
((LOFE(ρ)) ∗ φ)(x)
=
∫
ξ′∈R2
t′∈R
E (ξ′, τ ′)φ(ξ′ − (x + x˙))dξ′dt′ (3.17)
=LOF (E(ρ) ∗ φ)(x) (3.18)
In other words, when we transform the event using TNT, the motion of the events is
mapped to a translation that is equal to the optical flow. Intuitively, since images and
volumes are equivariant to 2D and 3D convolution under translation, the transformed
events will be equivariant to 2D and 3D convolution on a constant motion in the
original coordinate system.
3.5 Landmark Regressor
It needs to be noted that, while we show the proof that the transformed events are
equivariant to convolution under a motion in the original coordinate system, we lose
translation equivariance. We tackle this problem by applying a spatial transformer
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Figure 3.1: Left: Raw input events. Right: Corresponding transformed events.
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network to regress a landmark position on the target, following [8]. The landmark
position is not necessarily the center of the target as long as it is consistent among
all the targets. We show proofs that applying our transform after centering the
events at a consistent landmark position on the target yields translation invariance
to convolution. The proof is an excerpt from our work [46]:
Proposition 3. The motion scaling transformation ρ is translation invariant to con-
volutions after centering all events around a common landmark on the object. The
position of this center is arbitrary as long as it is consistent between objects.
Proof. Let s ∈ R2 be a translation of the events. Given an accurate landmark re-
gression network, the predicted landmark position is s translated from the original
landmark position. Let a translation of the events be represented by the function
Tk : (x, t) → (x¯, t¯) = (x + k, t), s′ is the actual translation as predicted by the
landmark regressor.
((ρTsLOFE) ∗ φ)(x, τ)
=
∫
ξ∈R2,τ∈R
E
(
ξ + s′
τ
+ x˙, τ
)
φ(ξ − x, τ)dξdτ (3.19)
=
∫
ξρ∈R2,τρ∈R
E
(
ξρ +
s′
τρ
+ x˙, τρ
)
φ(ξρ − x, τρ)dξρdτρ (3.20)
Applying the variable substitution: τ ′ := τ , ξ′ := ξρ + s
′
τ ′ + x˙.
=
∫
ξ′∈R2,τ ′∈R
E(ξ′, τ ′)φ
(
ξ′ −
(
x +
s′
τ ′
+ x˙
)
, τ ′
)
dξ′dτ ′ (3.21)
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Because we assume an accurate landmark regressor, s′ = s.
=
∫
ξ′∈R2,τ ′∈R
E(ξ′, τ ′)φ
(
ξ′ −
(
x +
s
τ ′
+ x˙
)
, τ ′
)
dξ′dτ ′ (3.22)
=ρTsLOF (E(ρ) ∗ φ)(x, τ) (3.23)
Note that in this derivation, we only consider the translation of the events. The
location of the landmark within the event volume is not important as long as the
translation between any two landmarks of the event volumes is the same as the
ground truth translation between two event volumes. This conclusion simplifies the
task of the landmark regressor since it no longer has a single pixel position to predict
but a set of consistency constraints. Our landmark regressor is composed of three
layers of 3 by 3 convolution layers followed by a 1 by 1 convolution layer. The output
of the network is a heatmap whose centroid we use to center the object.
3.6 Implementation
3.6.1 N-MOVING-MNIST Dataset
In order to evaluate the performance of our method, we need a dataset that has
motions with different sets of magnitude and direction. The N-MNIST and N-
CALTECH101 datasets [30] are two datasets that convert the standard MNIST and
CALTECH101 datasets into events, captured by an event camera moving in parallel
to a screen displaying various objects. However, the existing datasets lack diversity in
movements. With a small set of motions, the neural neworks can memorize the types
of movements in the training set. Therefore, it would be hard to test the generality
of the method by directly using these datasets.
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Therefore, we construct a new dataset that has much more variation in object motion.
The dataset is generated using the Event Camera Simulator [28]. The simulator takes
in a sequence of images with certain frame rate and produces an event stream. We
take the images from the original MNIST dataset and simulate 30 sets of events, each
with a different motion. The direction and the motion of the events are controlled by
designing a trajectory of the camera with respect to a static digit in the scene. In this
way, we have a dataset with 30 sets of different motions. We rendered the dataset in
a distributed manner on 24 CPU cores and it took around 4 days for it to complete.
3.6.2 Network Architecture
In order to compare the effectiveness of our method, we use two identical networks
with and without the transform. The networks are designed to be small because
we want the network to have insufficient capacity to memorize different types of
motions. We construct a small CNN consisting of two convolutional layers with
ReLU activations. Each layer is followed by average pooling. In the end, we have
two fully connected layers that map the features from convolution to N outputs as an
one-hot vector indicating the probability of each class prediction.
3.6.3 Pipeline
The pipeline of our implementation is shown in Figure 3.2. Our pipeline has three
main parts: the landmark regressor, Temporal Normalization Transform and the
classification network. The input volume first goes through the landmark regressor
network. The regressor generates a single landmark position and centers the event
volume by it. The event volume then goes through our Temporal Normalization
Transform layer so that all the events are mapped to the new coordinate space. The
events are then represented as interpolated discretized event images, as described
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Figure 3.2: Overview of the proposed pipeline. The input events are first converted
into a discretized event volume, and passed through the landmark regression network
to estimate the landmark position, l. This is used to center the events around l, on
which the temporal normalization transform is applied. A second discretized event
volume is generated on the transformed, centered events, and finally passed through
the classification network to generate the final output classification.
in 1.6. The event images are then passed into the final classification network. The
training process is fully end-to-end. Similarly to the Spatial Transformer Network
[16], the loss function of the network is simply the classification loss. The learning
process of the regressor is not supervised by other losses.
3.6.4 Evaluation
In all experiments, we compare our method with the a baseline CNN network. Both
methods take in as an input a series of events, preprocess the events to their separate
volume forms and feed them into the neural network. Our method performs TNT on
the data before converting them to discretized event volumes whereas the baseline
pipeline directly converts the raw events int discretized a event volume. The N-
MNIST dataset is collected using a moving camera in front of a computer screen.
Each N-MNIST digit has three camera motions and we segment each motion out by
thresholding on the timestamp. In our evaluation, we train and test on combinations
of the N-MNIST dataset and our MOVING-N-MNIST dataset. We also perform an
ablation study on the landmark regression network (TNT+regress) with a heuristic
that centers events around the center of the image (TNT). To evaluate the method’s
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ability to generalize to unseen motions, we design the experiments to fit different
scenarios: same motions in training and test, one motion in training and all motions
in test. In addition, we use simulated data and real dataset in both test and train to
evaluate the performance of the method on new datasets with unseen motions.
3.6.5 Implementation Details
All models are trained for 60,000 iterations with a batch size of 64, and saturated
validation accuracy before stopping. When training with the landmark regressor,
random translations are applied as data augmentation.
One issue for implementation is the tendency for the transformed coordinates to
grow towards infinity as t → 0. Due to the need to discretize the spatial dimension
at each convolution layer, it is prohibitively expensive to try to encompass all trans-
formed events when discretizing. Instead, we have chosen to omit any points that fall
outside a predefined image boundary, [W,H]. For this work, we have kept the same
transformed image size as the original input image. In addition, the number of events
falling out of the image can be controlled by scaling the timestamps before applying
the transform, as equivariance is maintained for any constant scaling of the times-
tamps. However, there is a tradeoff between minimizing the number of events leaving
the image and minimizing the compression of events at the highest timestamps. Due
to the discretization in the spatial domain, transformed events which are very close
together will be placed in the same voxel of the volume. In practice, we found that
scaling the timestamps to be between 0 and B − 1, where B = 9 is the number of
bins, works well. With this scaling, only events in the first bin may be transformed
out of the image.
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train/test sets all/all 1/all 1/train all/sim 1/sim
Baseline 0.991 0.437 0.442 0.396 0.207
TNT 0.981 0.468 0.464 0.592 0.318
TNT+regress 0.981 0.485 0.481 0.566 0.324
Table 3.1: Results from experiments on N-MNIST and N-MOVING-MNIST. Exper-
iments are denoted by train set/test set, with the following labels: 1 - trained on the
first motion in the N-MNIST train set. all - training/testing on all 3 motions in the
N-MNIST train/test set respectively. train - testing on all 3 motions in the N-MNIST
train set. sim - testing on all motions in the N-MOVING-MNIST test set.
3.6.6 Results
The results from all the experiments can be found in Table 3.1. All the models perform
very well when trained and tested on all of N-MNIST dataset. This is expected since
the network has seen and memorized the limited set of motions. When we train the
model with only one type of motion and tests the model on all types of motions,
the advantage of our TNT starts to show. Since we are only tested on one set of
optical flow, the baseline network struggles to recognize a digit that moves in another
direction in the scene. On the other hand, because of the equivariance property of our
transformed events to 2D convolution, the features of the network are translated by
the optical flow caused by the motion. Imagine all the events are translated version
of each other by their difference in motion. CNN is known for recognizing translated
objects well and the transformation makes the CNN robust to different types of
motions. The tables shows that our proposed transform improves the performance of
the baseline network in all cases when we have significantly more variation in motion
in the test set than in the training set.
3.6.7 Discussion
In our experiments, we explore the hard case when we test on motions unseen in
the training set. To test the generality of our method, we will have to intentionally
introduce motion variation into testing. This is also a potential issue that we rec-
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ognize in the evaluation of object classification works for events. The methods are
often evaluated on different objects of the same class of the same set of motions. If
we only look at the first column of Table 3.1, it is easy to assume that the network
will generalize well to real-life scenes. However, given the small temporal window
typically used in processing event data, a slight camera shake can produce volumes
with multiple different movements. This is well-handled in CNN on images, since
images are invariant to 2D convolution under translation. For event-based camera
data, the change can significantly increase the difficulty of matching a learned object
template.
A potential solution would be collecting datasets with a diverse set of motions and let
the network remember these motions. However, it would be very expensive to gener-
ate event-based camera data that vary in both objects, deformation and motion. The
fact that we cannot easily obtain complete set of motions makes it valuable to explore
the invariance within the data. With our proposed method, we are able to generalize
to unseen data more effectively without the use of extensive data augmentation.
However, there is still potential improvement to be made to boost the performance
of our method. First, we need to look at a few factors that affect the performance of
classification neural networks exclusive to event data:
• For the event data, we only capture the relative change of log light intensity. As
stated above, the motions will deform the shape of the event volumes because
the events will be move spatially at the flow direction as time changes. However,
this is not the only way motion changes the shape of the events. An event volume
will also vary its shape based on the combination of the motion and the image
gradient. For example, if an edge moves in the direction orthogonal to the image
gradient of a pixel, there will be no events generated for the pixel. This means
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there are additional challenges for the network to recognize the same object
when some parts of it are missing or different due to an unseen motion.
• We also need to consider the information embedded in the polarities. The
polarity of an event indicates the direction of movement if we fix all other
aspects of the same object. In other words, reversing the direction of motion
will produce a different polarity on the same pixel. While it is possible to ignore
the polarities and use them as point clouds, it would be also useful to explicitly
exploit the change of polarity to help with understanding the motion. As of
now, we rely on the networks to learn the information automatically.
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Chapter 4
Conclusions
Event-based camera is a novel vision sensor that carries good potential in achiev-
ing better performance in certain tasks than traditional cameras. While the camera
has advantages in latency, power consumption and dynamic range, the classical algo-
rithms in computer vision do not suitably apply to event data in many cases. The
representation and processing of event camera data still remain an active area of re-
search. Our recent project, along with its theoretical background, is included to show
how to manipulate the representation of event data to improve the robustness of a
classification network to motion. While we restrict this work to object classification,
there are many potential applications of the method. The deformation of event vol-
umes due to motion is common in most tasks that require pattern matching. Through
this work, we hope to bring a better understanding of both the event camera and the
mathematical basis of equivariance. In the next section Future Work, we will discuss
the potential methods to further improve the generality of our method.
4.1 Future Work
Our Temporal Normalization Network aims to improve robustness of event-based
camera algorithms to variation in motions. While our work has shown to improve
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the performance of existing architecture, we make the global optical flow assumption.
Although the constraint has been used extensively and shown to be reasonable, it is
not necessarily valid if the object of interest is non-rigid or the temporal window is
longer. In future work, we plan to loosen the constraint and have local consistency
in flow. This means that translation equivaraince is no longer learned through a land
mark regressor. Instead, new transforms or kernel functions can be developed to
achieve equivaraince in both motion and translation. Similarly to [40], a constraint
on the filter weight space can developed to obtain the motion equivariance by directly
baking equivariance into the CNN architecture.
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