On Chari-Loktev bases for local Weyl modules in type $A$ by Raghavan, K. N. et al.
ar
X
iv
:1
60
6.
01
19
1v
3 
 [m
ath
.R
T]
  2
8 A
ug
 20
17
ON CHARI-LOKTEV BASES FOR LOCAL WEYL MODULES IN TYPE A
K. N. RAGHAVAN, B. RAVINDER, AND SANKARAN VISWANATH
ABSTRACT. This paper is a study of the bases introduced by Chari-Loktev in [1] for local Weyl modules of
the current algebra associated to a special linear Lie algebra. Partition overlaid patterns, POPs for short—
whose introduction is one of the aims of this paper—form convenient parametrizing sets of these bases. They
play a role analogous to that played by (Gelfand-Tsetlin) patterns in the representation theory of the special
linear Lie algebra.
The notion of a POP leads naturally to the notion of area of a pattern. We observe that there is a unique
pattern of maximal area among all those with a given bounding sequence and given weight. We give a
combinatorial proof of this and discuss its representation theoretic relevance.
We then state a conjecture about the “stability”, i.e., compatibility in the long range, of Chari-Loktev
bases with respect to inclusions of local Weyl modules. In order to state the conjecture, we establish a certain
bijection between colored partitions and POPs, which may be of interest in itself. The stability conjecture
has been proved in [6] in the rank one case.
1. INTRODUCTION
This paper is a study of the bases introduced by Chari-Loktev [1] for local Weyl modules of current
algebras of type A. Let g = slr+1, the simple Lie algebra of traceless complex (r + 1)× (r+ 1)matrices.
Let g[t] = g ⊗ C[t] denote the corresponding current algebra, namely, the extension by scalars of g to
the polynomial ring C[t]. We think of g[t] as a Lie algebra over the complex numbers, graded by t, and
are interested in the representation theory of its graded finite dimensional modules.
Fix subalgebras of g as follows: a Cartan subalgebra h and a Borel subalgebra h ⊕ n+ containing h.
We may, without loss of generality, take these to be the diagonal and upper triangular subalgebras
respectively. It is easy to see that a graded (non-zero) finite dimensional g[t]-module admits a homoge-
neous highest weight vector u 6= 0, in the sense that there exists an element λ of h⋆ such that:
(1) (n+ ⊗ C[t])u = 0, (h⊗ tC[t])u = 0, H u = 〈λ,H〉u for all H ∈ h
The weight λ in (1) is forced to be dominant integral (because it is a highest weight for the restriction
to g). Furthermore, for any simple root α, for Yα in the root space g−α, we must have:
(2) Y 〈λ,α
∨〉+1
α u = 0
where α∨ denotes the coroot corresponding to α. Thus it is natural to define a module generated by a
homogeneous element u subject to the relations (1), (2). This is the local Weyl module associated to the
dominant integral weight λ (defined in [2]). It turns out to be itself finite dimensional. We denote it
byW (λ).
Let a dominant integral weight λ be fixed for the rest of this section. Chari-Loktev [1] construct a
basis of homogeneousweight vectors for the local Weyl moduleW (λ), which is analogous in many ways
to the well known Gelfand-Tsetlin basis for the irreducible g-module V (λ) with highest weight λ.
2010 Mathematics Subject Classification. 17B67 (05E10).
Key words and phrases. Gelfand-Tsetlin pattern, Chari-Loktev basis, Demazure module, partition overlaid pattern, POP,
area of a pattern, stability of Chari-Loktev bases.
The second named author acknowledges support from CSIR under the SPM doctoral fellowship scheme. The first and third
named authors acknowledge support from DAE under a XII plan project.
1
One of our aims in the present paper is to clarify the parametrizing set of this Chari-Loktev basis.
Towards this end we introduce the notion of a partition overlaid pattern or POP (see §2.8). Dominant
integral weights for g = slr+1 may be identified with non-increasing sequences of non-negative inte-
gers of length r + 1 with the last element of the sequence being 0. Gelfand-Tsetlin patterns (or just
patterns—see §2 for the precise definition) with bounding sequence (corresponding to) λ parametrize
the Gelfand-Tsetlin basis for V (λ). Analogously, as we show in §4.6, POPs with bounding sequence λ
parametrize the Chari-Loktev basis for W (λ). The weight of the underlying pattern of a POP equals
the h-weight of the corresponding basis element and the number of boxes in the partition overlay
determines the grade.
The notion of a POP leads naturally to the notion of the area of a pattern (see §2.3). For a weight µ
of V (λ), it turns out that the piece of highest grade in the µ-weight space of the local Weyl moduleW (λ)
is one dimensional (the h-weights of W (λ) are precisely those of V (λ)). We give a representation
theoretic proof of this fact in §4. This suggests—even proves, albeit circuitously—that there must be
a unique pattern of highest area among all those with bounding sequence λ and weight µ. We give a
direct, elementary, and purely combinatorial proof of this in §3.
In §6, we state a conjecture about the “stability” of the Chari-Loktev basis. To describe what is meant
by stability, let θ be the highest root of g. We then have natural inclusions of local Weyl modules:
W (λ) →֒W (λ + θ) →֒W (λ + 2θ) →֒ . . .
We may ask if there are corresponding natural inclusions of indexing sets of the Chari-Loktev bases
of these modules. To prove that this is indeed the case, we first establish a combinatorial bijection
(Theorem 5.10), which is a generalization of the construction of Durfee squares. Loosely stated, the
bijection identifies colored partitions of an integer with a certain set of POPs.
Once the inclusion of indexing sets is established, we may ask if the Chari-Loktev bases respect the
inclusions. We believe that they do have this stability property. More concretely, we make a precise
conjecture to this effect (see §6). In earlier work [6], we have proved the conjecture in the case r = 1
(namely for sl2).
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This paper is so arranged that the purely combinatorial sections (§3, §5) can be read independently
of the rest.
Acknowledgments: The authors thank Vyjayanthi Chari for many helpful discussions. Some of the
initial explorations leading up to this work were carried out using Sage [9]; it is our pleasure to thank
the SageMath development team.
2. NOTATION
This section establishes notation and terminology. The notion of a partition overlaid pattern, or POP,
is introduced in §2.8. POPs parametrize Chari-Loktev bases for local Weyl modules of slr+1[t] (just as
patterns parametrize the Gelfand-Tsetlin bases for irreducible representations of slr+1). The notion
of area (triangular and trapezoidal) of a pattern introduced in §2.3 plays an important role in what
follows.
2.1. Interlacing condition on sequences. Let λ be a sequence λ1, . . . , λn of real numbers.
• λ is (non-negative) integral if the λj are all (non-negative) integers.
• The number n of elements in λ is called its length.
• Let λ: λ1 ≥ . . . ≥ λn and µ: µ1 ≥ . . . ≥ µn−1 be non-increasing sequences of lengths n and n− 1
respectively. We say that they interlace and write λ ≷ µ if
(3) λ1 ≥ µ1 ≥ λ2, λ2 ≥ µ2 ≥ λ3, . . . , and λn−1 ≥ µn−1 ≥ λn.
1The general case has since been proved by one of us [8].
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The interlacing condition may be remembered easily if λ and µ are arranged like so:
(4)
µ1 µ2 · · · · · · · · · µn−2 µn−1
λ1 λ2 λ3 · · · · · · λn−2 λn−1 λn
If we now imagine ≥ relations among numbers as we move in the north-easterly or the south-
easterly direction, that is precisely the condition for interlacing.
• For λ and µ as in the previous item, we will feel free to use several alternative expressions to
express the condition that they interlace:
µ ≷ λ; µ interlaces λ; λ interlaces µ; λ and µ are interlaced; etc.
2.1.1. Weak interlacing. Let λ : λ1 ≥ · · · ≥ λn be a non-increasing sequence of real numbers and
µ = (µ1, . . . , µn−1) be an element of R
n−1. We say that λ weakly interlaces µ and write λ≷wµ if for every
j, 1 ≤ j ≤ n− 1, and every sequence 1 ≤ i1 < . . . < ij ≤ n− 1, we have:
(5) λ1 + · · ·+ λj ≥ µi1 + · · ·+ µij ≥ λn−j+1 + · · ·+ λn
It is evident that, for non-increasing sequences λ and µ of lengths n and n− 1, if λ interlaces µ then λ
weakly interlaces µ.
2.2. Gelfand-Tsetlin patterns. A Gelfand-Tsetlin pattern, or GT pattern, or just pattern is a finite
sequence of interlacing sequences. More precisely, a pattern consists of a sequence λ1, . . . , λn of se-
quences such that
• λj is of length j for all 1 ≤ j ≤ n;
• λj interlaces λj+1 for 1 ≤ j ≤ n− 1: that is, λ1 ≷ λ2 ≷ · · · ≷ λn−1 ≷ λn.
The sequences in a pattern are arranged one below the other, in a staggered fashion. For example, the
pattern consisting of the sequences 5; 7, 4; and 7, 5, 3 is written:
(6)
5
7 4
7 5 3
The last sequence of a pattern is its bounding sequence. For instance, the bounding sequence of the
pattern (6) is 7, 5, 3. When we speak of a pattern λ1, . . . , λn, it is often convenient to let λ0 denote the
empty sequence.
2.2.1. Integral patterns. A pattern is integral if all its entries are integers.
2.2.2. Rows of a pattern. Let P be the pattern λ1, . . . , λn. The entries of λk are sometimes referred
to as the entries in row k of P . The lone entry in the first row of the pattern (6) is 5; the entries in its
second row are 7, 4; and those in third are 7, 5, and 3.
2.2.3. The weight of a pattern. The weight of a pattern with bounding sequence of length n is the
n-tuple (a1, . . . , an), where aj is the difference of the sum of the entries in row j and the sum of the
entries in row j − 1. It is understood that the sum of the entries in the zeroth row is zero. The weight
of the pattern in (6), for instance, is (5, 6, 4).
2.3. Trapezoidal Area and (Triangular) Area of a pattern. Let λ and µ be two non-increasing
sequences of lengths n and n − 1 respectively that are interlaced. The triangular area or just area of
the pair (λ, µ) is defined by:
(7) △(λ, µ) :=
n−1∑
i=1
(λi − µi)(µi − λi+1)
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And the trapezoidal area of the pair (λ, µ) is defined by:
(8) (λ, µ) :=
∑
1≤i≤j≤n−1
(λi − µi)(µj − λj+1)
The above definitions make sense even when n = 1: µ is empty and both areas vanish (since they are
empty sums).
The triangular area or just area of a pattern P with rows λ1, . . . , λn is defined by:
(9) △(P) := △(λn, λn−1) +△(λn−1, λn−2) + · · ·+△(λ2, λ1) +△(λ1, λ0)
Its trapezoidal area is defined by:
(10) (P) := (λn, λn−1) +(λn−2, λn−2) + · · ·+(λ2, λ1) +(λ1, λ0)
Observe that (P) ≥ △(P) and that both areas are zero if P has a single row.
2.4. Majorization. For an element x = (x1, . . . , xn) in R
n, let x↓ = (x↓1, . . . , x
↓
n) be the vector whose
co-ordinates are obtained by rearranging the xj in non-increasing order. For elements x and y in R
n,
we say that x weakly majorizes y and write x <wm y if
(11) x↓1 + · · ·+ x
↓
k ≥ y
↓
1 + · · ·+ y
↓
k for all 1 ≤ k ≤ n
The right hand side in the above equation is evidently the largest possible value of
∑k
i=1 yji over all
sequences 1 ≤ j1 < . . . < jk ≤ n. Thus (11) is equivalent to the a priori stronger condition:
(12) x↓1 + · · ·+ x
↓
k ≥ yj1 + · · ·+ yjk for all 1 ≤ k ≤ n and for all 1 ≤ j1 < . . . < jk ≤ n
We say that x majorizes y and write x <m y if x <wm y and x1 + . . .+ xn = y1 + . . .+ yn.
Observe the following: for real n-tuples x and y with x <m y, given any k, 1 ≤ k ≤ n, and any
sequence 1 ≤ i1 < . . . < ik ≤ n, we have
(13) yi1 + · · ·+ yik ≥ x
↓
n−k+1 + · · ·+ x
↓
n
Indeed, let {ik+1, . . . , in} := {1, . . . , n} \ {i1, . . . , ik}. Then, on the one hand, when yik+1 + · · · + yin is
added to the left hand side and x↓1+ · · ·+x
↓
n−k to the right hand side the resulting quantities are equal,
and, on the other, yik+1 + · · ·+ yin ≤ y
↓
1 + · · ·+ y
↓
n−k ≤ x
↓
1 + · · ·x
↓
n−k.
2.5. Majorization and weak interlacing. Let λ : λ1 ≥ . . . ≥ λn be a non-decreasing sequence of real
numbers and µ = (µ1, . . . , µn) ∈ R
n such that λ <m µ. Then λ≷w(µ1, . . . , µn−1). (Proof: (12) and (13).)
2.6. Partitions. A partition is a non-increasing sequence of non-negative integers that is eventually
zero. Example: 6, 4, 4, 3, 1, 0, 0, . . . . The non-zero elements of the sequence are called the parts of
the partition. If the sum of the parts of a partition π : π1 ≥ π2 ≥ . . . is n, the partition is said to be a
partition of n, and we write |π| = n. The example above is a partition of 18 with 5 parts.
The trailing zeros in a partition are non-significant. Thus 6, 4, 3, 3, 1, 0, 0, . . .may also be written as
6, 4, 3, 3, 1.
Each partition has an associated shape. Given a partition π : π1 ≥ π2 ≥ . . . of n, its associated shape
consists of a grid of n squares, all of the same size, arranged top- and left-justified, with π1 squares in
the first row, π2 squares in the second, and so on (the rows are counted from the top downwards). The
shape corresponding to the partition 6, 4, 3, 3, 1, for example, is this:
(14)
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We say that a partition fits into a rectangle (a, b), where a and b are non-negative integers, if the
number of parts is at most a and every part is at most b. The terminology should make sense if we
think of the shape associated to a partition. The partition whose shape is displayed above fits into the
rectangle (a, b) if and only if a ≥ 5 and b ≥ 6.
2.6.1. Complementary partitions. Let π : π1 ≥ π2 ≥ . . . be a partition that fits into the rectangle
(a, b)—in other words, b ≥ π1 and πj = 0 for j > a. The complement to π in the rectangle (a, b) is the
partition πc defined as follows: πcj = b − πa+1−j for 1 ≤ j ≤ a and π
c
j = 0 for j > a. For example, the
complement of the partition 6, 4, 3, 3, 1 in the rectangle (7, 6) is 6, 6, 5, 3, 3, 2.
2.7. Colored partitions. Let r be a positive integer. An r-colored partition or a partition into r colors
is a partition in which each part is assigned an integer between 1 and r. The number assigned to a part
is its color. We may think of an r-colored partition as just an ordered r-tuple of (π1, . . . , πr) of partitions:
the partition πj consists of all parts of color j of the r-colored partition. An r-colored partition of n is
an r-colored partition with |π1|+ · · ·+ |πr| = n.
2.8. Partition overlaid patterns. A partition overlaid pattern (POP for short) consists of an integral
GT pattern λ1, . . . , λn, and, for every ordered pair (j, i) of integers with 1 ≤ j < n and 1 ≤ i ≤ j, a
partition π(j)i that fits into the rectangle (λj+1i − λ
j
i , λ
j
i − λ
j+1
i+1 ). Example: a partition overlay on the
pattern displayed in (6) consists of three partitions π(2)1, π(2)2, and π(1)1 that fit respectively into the
rectangles (0, 2), (1, 1), and (2, 1).
POPs parametrize bases of local Weyl modules of current algebras of type A (as observed in §4.6
below) just as integral GT patterns parametrize bases of irreducible representations of simple Lie
algebras of type A (as proved by Gelfand-Tsetlin and is well known).
The bounding sequence, area, trapezoidal area, weight, etc. of a POP are just the corresponding
notions attached to the underlying pattern. The number of boxes in a POP P is the sum
∑
(j,i) |π(j)
i
|
of the number of boxes in each of its constituent partitions. It is denoted by |P|. Among POPs with
a fixed underlying pattern, the maximum possible value of the number of boxes is evidently the area
of the pattern. The depth of a POP P is defined by depthP := (P) − |P|, where P is the underlying
pattern of P.
2.9. Weights identified as tuples. Let g = slr+1 be the simple Lie algebra consisting of (r+1)×(r+1)
complex traceless matrices (r ≥ 1). Let h and b be respectively the diagonal and upper triangular
subalgebras of g. Linear functionals on h are called weights.
Let ǫi, 1 ≤ i ≤ r+1, be the weight that maps a diagonal matrix to its entry in position (i, i). Observe
that ǫ1 + · · · + ǫr+1 = 0. Every weight may be expressed as a1ǫ1 + · · · + ar+1ǫr+1, with a ∈ C
r+1. Two
elements in Cr+1 are said to be equivalent if their difference is a multiple of 1 := (1, . . . , 1), so that
weights are identified with equivalence classes in Cr+1.
We will use this identification, often tacitly. For a weight η, we denote by η an element in the
corresponding equivalence class in Cr+1. Depending upon the context, this η may denote a particular
representative: we will see two instances of this below.
A weight is integral if there exists a tuple a in Cr+1 consisting of integers that corresponds to it; it is
dominant if a1 ≥ . . . ≥ ar+1. These notions correspond to the respective notions in the representation
theory of g (with respect to the choice of h as Cartan subalgebra and b as Borel subalgebra). Dominant
integral weights are thus in bijection with integer tuples of the form λ1 ≥ . . . ≥ λr ≥ λr+1 = 0. As an
example, consider the highest root θ of g. The corresponding element of Cr+1 is θ = (2, 1, . . . , 1, 0).
Let λ be a dominant integral weight and V (λ) the irreducible representation of g with highest
weight λ. An integral weight µ is a weight of V (λ) if and only if λ <m µ, where the tuple µ =
(µ1, . . . , µr+1) representing µ is so chosen that λ1 + · · · + λr+1 = µ1 + · · · + µr+1. (See also Proposi-
tion 3.1 and Theorem 3.2 in §3 below.)
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Fix an invariant form ( | ) on h⋆ such that for every root αwe have (α|α) = 2. Given λ ∈ h⋆, how do we
compute (λ|λ) in terms of the corresponding tuple λ? We have (λ|λ) = ||λ||2 := λ21 + · · ·+ λ
2
r+1 provided
that λ is so chosen that λ1+ · · ·+λr+1 = 0. We will have occasion to compute (λ|λ)− (µ|µ) for λ, µ in h
⋆.
We observe that it equals ||λ||2 − ||µ||2 provided that λ and µ satisfy λ1 + · · ·+ λr+1 = µ1 + · · ·+ µr+1.
3. ON AREA MAXIMIZING GELFAND-TSETLIN PATTERNS
This section is elementary and combinatorial. Its purpose is to prove Theorem 3.2 below. The repre-
sentation theoretic relevance of the theorem is discussed in §4. For an n-tuple x := (x1, . . . , xn) of real
numbers, the norm is defined as usual: ||x|| :=
√
x21 + · · ·+ x
2
n.
We begin with a proposition which should be well known. We state and prove it in order to put
things in context and in the interest of completeness.
Proposition 3.1. Let λ1, . . . , λn be a GT pattern with weight µ. Then λn <m µ.
PROOF: Proceed by induction on n. In case n = 1, we have µ = λ1, and the result is obvious.
Now suppose that n ≥ 2. Let µn−1 = (µ1, . . . , µn−1) denote the weight of λ
1, . . . , λn−1. By the
induction hypothesis, we have λn−1 <m µn−1. Since λ
n−1 = λn−1
↓
, this means the following: for any k,
1 ≤ k ≤ n− 1, and any sequence 1 ≤ i1 < . . . < ik ≤ n− 1, we have:
(15) λn−11 + λ
n−1
2 + · · ·+ λ
n−1
k ≥ µi1 + · · ·+ µik
Since λn = λn
↓
, in order to show λn <m µ, we need to prove the following two sets of inequalities:
for any k, 0 ≤ k ≤ n− 1, and any sequence 1 ≤ i1 < . . . < ik ≤ n− 1:
(16) λn1 + λ
n
2 + · · ·+ λ
n
k ≥ µi1 + · · ·+ µik
(17) λn1 + λ
n
2 + · · ·+ λ
n
k+1 ≥ µi1 + · · ·+ µik + µn
Equation (16) follows by combining (15) with the inequalities λn1 ≥ λ
n−1
1 , . . . , λ
n
k ≥ λ
n−1
k (which hold
since λn−1 ≷ λn). As to (17), since µn = (λn1 + · · ·+ λ
n
n)− (λ
n−1
1 + · · ·+ λ
n−1
n−1), it is equivalent to:
(18) λn−11 + λ
n−1
2 + · · ·+ λ
n−1
k + (λ
n−1
k+1 − λ
n
k+2) + · · ·+ (λ
n−1
n−1 − λ
n
n) ≥ µi1 + · · ·+ µik
But each of (λn−1k+1−λ
n
k+2), . . . , (λ
n−1
n−1−λ
n
n) is non-negative (because λ
n−1 ≷ λn), and thus (18) too follows
from (15). ✷
Here is the main result of this section:
Theorem 3.2. Let λ = λ1 ≥ . . . ≥ λn be a non-increasing sequence of real numbers and µ = (µ1, . . . , µn)
an element of Rn that is majorized by λ: λ <m µ. Then there is a unique GT pattern P : λ
1, . . . , λn with
bounding sequence λn = λ, weight µ, and satisfying the following:
For any j, 1 ≤ j ≤ n, its jth row λj majorizes the jth row κj of any pattern with
bounding sequence λ and weight µ: λj <m κ
j .
(19)
This unique pattern P has the following properties:
(A) It is integral if λ and µ are integral.
(B) Its area equals 12 (||λ||
2 − ||µ||2), which is strictly more than the area of any other pattern with
bounding sequence λ and weight µ.
Before turning to the proof, we make a couple of remarks. Consider the GT polytope consisting of
patterns with bounding sequence λ and weight µ. Property (B) says that the pattern P is the unique
solution to the problem of maximizing the area function on this polytope. It is clear from (19) that P
is a vertex of the polytope. Observe that, in general, maxima of quadratic functions on polytopes are
neither unique nor always vertices.
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For the proof of the theorem, which appears in §3.1.1 below, we now make preparations.
Proposition 3.3. Let n ≥ 1 and λ, λ′ be sequences of lengths n and n−1 respectively that are interlaced:
λ ≷ λ′. Then the trapezoidal area (λ, λ′) is given by
(20) 2(λ, λ′) = ||λ||2 − ||λ′||2 − ((λ1 + · · ·+ λn)− (λ
′
1 + · · ·+ λ
′
n−1))
2
PROOF: Proceed by induction on n. In the case n = 1, both sides vanish (when correctly interpreted).
Now suppose that n ≥ 2. Let κ and κ′ be the sequences of length n − 1 and n − 2 obtained by deleting
respectively λn from λ and λ
′
n−1 from λ
′: the sequence κ′ is empty in case n = 2. Also, let
(21) T (n) := (λn +
n−1∑
j=1
(λj − λ
′
j)) T (n− 1) := (λn−1 +
n−2∑
j=1
(λj − λ
′
j))
so that the last term in the desired equation (20) is −T (n)2.
Then, firstly, by induction:
(22) 2(κ, κ′) = ||κ||2 − ||κ′||2 − T (n− 1)2
Secondly, as is easily seen:
(λ, λ′) = (κ, κ′) + (λ′n−1 − λn)
n−1∑
j=1
(λj − λ
′
j)(23)
= (κ, κ′) + (λ′n−1 − λn)(T (n− 1)− λ
′
n−1)(24)
Finally, since T (n) = T (n− 1)− (λ′n−1 − λn):
(25) T (n)2 = T (n− 1)2 + (λ′n−1 − λn)
2 − 2(λ′n−1 − λn)T (n− 1)
Adding twice of (24) with (22) and (25), we get
2(λ, λ′) + T (n)2 = ||κ||2 − ||κ′||2 − (λ′n−1 − λn)(λ
′
n−1 + λn)
= (||κ||2 + λ2n)− (||κ
′||2 + λ′n−1
2
)
= ||λ||2 − ||λ′||2
and the proposition is proved. ✷
Corollary 3.4. The trapezoidal area of a pattern P : λ1, λ2, . . . , λn is given by
(26) (P) =
1
2
(||λ||2 − ||µ||2)
where λ = λn is the bounding sequence and µ the weight of P .
PROOF: By the proposition:
(27) (λj , λj−1) =
1
2
(||λj ||2 − ||λj−1||2 − µ2j) for j = n, n− 1, . . . , 1
Adding these n equations gives us the desired result. ✷
Lemma 3.5. Let λ and λ′ be as in Proposition 3.3. Suppose further that
(1) λ is integral;
(2) λ′1 + · · ·+ λ
′
n−1 is an integer; and
(3) (λ, λ′) = △(λ, λ′).
Then λ′ is integral.
PROOF: Let k be the largest integer, 1 ≤ k ≤ n − 1, such that λ′j = λj for all j < k. From item (3)
it follows that λ′j = λj+1 for all j > k. From item (1) it follows that λ
′
j is an integer for j 6= k. From
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item (2) it follows that λ′k is also an integer. ✷
Corollary 3.6. Let λ : λ1 ≥ . . . ≥ λn be a non-increasing sequence of integers. Let µ be in Z
n such that
λ <m µ. Let P be a GT pattern with bounding sequence λ, weight µ, and area 12 (||λ||
2 − ||µ||2). Then P
is integral.
PROOF: Let λj denote the jth row of P . By Corollary 3.4, (P) = △(P), so (λj , λj−1) = △(λj , λj−1)
for all j, n ≥ j ≥ 1. Since µj = (λ
j
1 + · · · + λ
j
j) − (λ
j−1
1 + · · · + λ
j−1
j−1), it follows (by an easy decreasing
induction) that λj1 + · · · + λ
j
j is an integer for all j, n ≥ j ≥ 1. By applying Lemma 3.5 repeatedly, we
see successively that λn−1, . . . , λ1 are all integral. ✷
3.1. Proof of Theorem 3.2.
Lemma 3.7. Let λn : λn1 ≥ . . . ≥ λ
n
n be a non-increasing sequence of real numbers and µ = (µ1, . . . , µn)
an element of Rn such that λn <m µ. Then there exists a unique non-increasing sequence λ
n−1 : λn−11 ≥
. . . ≥ λn−1n−1 of real numbers such that the following hold:
(1) λn−1 ≷ λn
(2) λn−11 + · · ·+ λ
n−1
n−1 = µ1 + · · ·+ µn−1
(3) Let κn : κn1 ≥ . . . ≥ κ
n
n be a non-increasing sequence of length n of real numbers and κ
n−1 =
(κn−11 , . . . , κ
n−1
n−1) an element of R
n−1 such that:
(i) λn <m κn, (ii) κn≷wκ
n−1, and (iii) κn−11 + · · ·+ κ
n−1
n−1 = µ1 + · · ·+ µn−1.
Then λn−1 <m κn−1.
Moreover, the unique sequence λn−1 has the following properties:
(a) λn−1 is integral if λn and µ are integral.
(b) (λn, λn−1) = △(λn, λn−1).
(c) Let κn−1 : κn−11 ≥ . . . ≥ κ
n−1
n−1 be a non-increasing sequence of real numbers such that:
(i’) κn−1 ≷ λn, (ii’) κn−11 + · · ·+ κ
n−1
n−1 = µ1 + · · ·+ µn−1, and (iii’) λ
n−1 6= κn−1.
Then (λn, κn−1)  △(λn, κn−1).
PROOF: The uniqueness of λn−1 is easy to see. Indeed, if ηn−1 be a another sequence with properties
(1)–(3), then by applying (3) with κn = λn and κn−1 = ηn−1, we see that λn−1 <m ηn−1. By the same
argument with the roles of ηn−1 and λn−1 switched, we see that ηn−1 <m λ
n−1. It follows from the
definition of <m that it is a partial order, so we conclude ηn−1 = λ
n−1.
We now turn to the existence of λn−1. Consider the auxiliary non-decreasing sequence of terms
λ˜
n
: λ˜n1 ≤ . . . ≤ λ˜
n
n, where
(28) λ˜nk := (λ
n
1 + · · ·+ λ
n
n) − λ
n
k
Since λn
↓
= λn, it follows from equations (13) and (12) that
(29) λ˜n1 ≤ µ1 + · · ·+ µn−1 ≤ λ˜
n
n
Fix a j0, 1 ≤ j0 ≤ n− 1, such that
(30) λ˜nj0 ≤ µ1 + · · ·+ µn−1 ≤ λ˜
n
j0+1
In fact, there is a unique such j0 except when µ1 + · · ·+ µn−1 = λ˜
n
j for some j.
Set
(31) λn−1j :=
{
λnj for j < j0
λnj+1 for j > j0
(32) λn−1j0 := (µ1 + · · ·+ µn−1)− (λ
n
1 + · · ·+ λ
n
j0−1 + λ
n
j0+2 + · · ·+ λ
n
n)
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From (32) and (30), we see that
(33) λnj0 − λ
n−1
j0
= λ˜nj0+1 − (µ1 + · · ·+ µn−1) ≥ 0 & λ
n−1
j0
− λnj0+1 = (µ1 + · · ·+ µn−1)− λ˜
n
j0
≥ 0
To observe that λn−1 is a non-increasing sequence, first note that, from (31) and the fact that λn is
non-increasing, we have:
(34) λn−11 ≥ . . . ≥ λ
n−1
j0−1
λn−1j0+1 ≥ . . . ≥ λ
n−1
n−1
And, combining (31), (33), and the non-increasing property of λn, we have:
(35) λn−1j0−1 = λ
n
j0−1 ≥ λ
n
j0
≥ λn−1j0 λ
n−1
j0
≥ λnj0+1 ≥ λ
n
j0+2 = λ
n−1
j0+1
Item (1) follows from (31) and (33), item (2) from (31) and (32). As to item (3), we must show that for
any j, 1 ≤ j ≤ n− 1, and any choice 1 ≤ i1 < . . . < ij ≤ n− 1, the following holds:
(36) λn−11 + · · ·+ λ
n−1
j ≥ κ
n−1
i1
+ · · ·+ κn−1ij
For j < j0, we have, by successively using (31), (i), and (ii):
(37) λn−11 + · · ·+ λ
n−1
j = λ
n
1 + · · ·+ λ
n
j ≥ κ
n
1 + · · ·+ κ
n
j ≥ κ
n−1
i1
+ · · ·+ κn−1ij
For j ≥ j0, substituting for λ
n−1
i from (31) and (32), the left hand side of (36) becomes:
λn−11 + · · ·+ λ
n−1
j = (µ1 + · · ·+ µn−1)− (λ
n
j+2 + · · ·+ λ
n
n)
Using (iii), we get
λn−11 + · · ·+ λ
n−1
j = (κ
n−1
1 + · · ·+ κ
n−1
n−1)− (λ
n
j+2 + · · ·+ λ
n
n)
Letting {ij+1, . . . , in−1} denote the complement {1, . . . , n − 1} \ {i1, . . . , ij}, the right hand side of the
last equation may be rewritten as
(κn−1i1 + · · ·+ κ
n−1
ij
) +
(
(κn−1ij+1 + · · ·+ κ
n−1
in−1
)− (λnj+2 + · · ·+ λ
n
n)
)
The second parenthetical term here is non-negative, for by (ii) and (i)
κn−1ij+1 + · · ·+ κ
n−1
in−1
≥ κnj+2 + · · ·+ κ
n
n ≥ λ
n
j+2 + · · ·+ λ
n
n
and the proof of item (3) is complete.
Assertion (a) is immediate from the definitions (31) and (32) of λn−1. As to (b), it is clear from
definitions (7) and (8) that it holds, since either λnj = λ
n−1
j or λ
n−1
j = λ
n
j+1 for every j 6= j0. To-
wards the proof of (c), let ℓ and ρ be respectively the smallest and largest j, 1 ≤ j ≤ n − 1, such that
λn−1j 6= κ
n−1
j . Taking κ
n to be λn in (3), we obtain λn−1 <m κn−1, which implies that λ
n−1
ℓ > κ
n−1
ℓ and
κn−1ρ > λ
n−1
ρ . In particular, ℓ < ρ. From (1), we have λ
n
ℓ ≥ λ
n−1
ℓ > κ
n−1
ℓ and κ
n−1
ρ > λ
n−1
ρ ≥ λ
n
ρ+1, so
that (λnℓ − κ
n−1
ℓ )(κ
n−1
ρ − λ
n
ρ+1) is a non-trivial contribution to (λ
n, κn−1)−△(λn, κn−1). ✷
Corollary 3.8. With hypothesis and notation as in the lemma, λn−1 <m (µ1, . . . , µn−1).
PROOF: Put κn = λn and κn−1 = (µ1, . . . , µn−1) in item (3). Hypothesis (ii) holds by the observation
in §2.5. ✷
3.1.1. Proof of Theorem 3.2. The uniqueness of the pattern P being obvious, it is enough to prove its
existence. Apply Lemma 3.7 to the given pair λ and µ (by taking λn in the statement of the lemma to be
λ). The λn−1 we obtain as a result is such that λn−1 <m (µ1, . . . , µn−1) (Corollary 3.8) so we can apply
the lemma again, this time to the pair λn−1 and (µ1, . . . , µn−1). Continuing thus, we obtain, by items
(1) and (2) of the lemma, a GT pattern—let us denote it P—with bounding sequence λ and weight µ.
We claim that the pattern P satisfies (19). To prove this, proceed by reverse induction on j. For
j = n, we have λn = κn = λ, so the statement is evident. For the induction step, suppose we have
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proved that λj <m κj . Note that λ
j−1 is constructed by applying Lemma 3.7 with λj in place of λn
(in the notation of the lemma). Assertion (19) follows from item (3) of the lemma, by substituting
respectively κj , κj−1, and (µ1, . . . , µj−1) for κ
n, κn−1, and (µ1, . . . , µn−1).
The pattern P is integral if λ and µ are so (Lemma 3.7 (a)), so (A) is clear.
Finally we prove (B). Let P ′ be a pattern distinct from P with bounding sequence λ and weight µ.
By Corollary 3.4, (P) = (P ′) = (||λ||2 − ||µ||2)/2. By Lemma 3.7 (b), (P) = △(P). Let j be largest,
1 ≤ j ≤ n, such that the jth row κj of P ′ is distinct from the jth row of P . Then j < n and, by
Lemma 3.7 (c), (κj+1, κj)  △(κj+1, κj), so (P ′)  △(P ′), and (B) is proved. ✷
4. RELEVANCE OF THE MAIN THEOREM TO THE THEORY OF LOCAL WEYL MODULES
In this section we discuss the relevance of our main theorem (Theorem 3.2) of §3 to representation
theory. We do this by means of giving a representation theoretic proof of a version of the theorem:
see §4.7 below. The proof is based on the theory of local Weyl modules for current algebras. We first
recall the required results from this theory.
The reference for most of the basic material recalled here is [4]. While our notation does not follow
that of [4] faithfully, there should be no cause for confusion.
4.1. The current algebra g[t] and the affine algebra gˆ. Let g be a complex simple finite dimen-
sional Lie algebra. The corresponding current algebra, denoted g[t], is merely the extension of scalars
to the polynomial ring C[t] of g. In other words, g[t] = g⊗C[t], with Lie bracket [X⊗f, Y ⊗g] = [X,Y ]⊗fg
for all X , Y in g and f , g in C[t]. There is a natural grading on g[t] given by the degree in t: thus
X ⊗ ts has degree s (here X is in g and s is a non-negative integer). There is an induced grading by
non-negative integers on the universal enveloping algebra U(g[t]). We can talk about graded modules
(graded by integers) of g[t].
Let gˆ = g ⊗ C[t, t−1] ⊕ Cc ⊕ Cd be the affine algebra corresponding to g. The current algebra g[t] is
evidently a subalgebra of gˆ.
4.2. Fixing notation. Fix a Cartan subalgebra h of g and a Borel subalgebra b containing h of g. Let
g = n−⊕h⊕n+ be the triangular decomposition of g with b = h⊕n+. Let ( | ) denote the invariant form
on h⋆ such that (α|α) = 2 for all long roots α.
Put hˆ := h ⊕ Cc ⊕ Cd and bˆ := g⊗ tC[t]⊕ b ⊕ Cc ⊕ Cd. Denote by Λ0 and δ elements of hˆ
⋆ such that
〈Λ0, c〉 = 〈δ, d〉 = 1 and 〈Λ0, h〉 = 〈Λ0, d〉 = 〈δ, h〉 = 〈δ, c〉 = 0. Extend ( | ) to a symmetric bilinear form
on hˆ⋆ by setting (h⋆|Λ0) = (h
⋆|δ) = (Λ0|Λ0) = (δ|δ) = 0, (Λ0|δ) = 1, where h
⋆ is identified as the subspace
of hˆ⋆ that kills c and d.
Fix a dominant integral weight λ of g (with respect to h and b).
4.3. The local Weyl module W (λ). An element u of a g[t]-module is of highest weight λ if:
(38) (n+ ⊗ C[t])u = 0, (h⊗ tC[t])u = 0, H u = 〈λ,H〉u for H ∈ h
The local Weyl module W (λ) corresponding to λ is the cyclic g[t]-module generated by an element u of
highest weight λ (in other words, subject to the relations (38)) and further satisfying:
(39) g
〈λ,α∨〉+1
−α u = 0 for every simple root α of g
where α∨ is the co-root corresponding to α and g−α is the root space in g corresponding to −α. It
is evident that W (λ) is graded (since the relations in (38) and (39) are all homogeneous). We let the
generator u have grade 0, so thatW (λ) = U(n−⊗C[t])u is graded by the non-negative integers. It is well
known—the proofs are analogous to those in [2, §2]—thatW (λ) is finite dimensional and moreover that
it is maximal among finite dimensional modules generated by an element of highest weight λ (which
means, more precisely, that for any finite dimensional cyclic g[t]-moduleM generated by an elementm
of highest weight λ, there exists a unique g[t]-module map fromW (λ) ontoM mapping u to m).
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4.4. LocalWeylmodules as Demazuremodules. Letw0 be the longest element of theWeyl groupW
of g. Let Λ be the dominant integral weight of gˆ and w an element of the affine Weyl group such that
(40) wΛ = tw0λΛ0 (w in the affine Weyl group, Λ dominant)
where (see [4, (6.5.2)]):
(41) tγζ := ζ + 〈ζ, c〉γ − ((ζ|γ) +
1
2
(γ|γ)〈ζ, c〉)δ for γ in h⋆ and ζ in hˆ⋆
From the above two equations, we obtain that Λ has level 1, or, in other words 〈Λ, c〉 = 1:
(42) 〈Λ, c〉 = (Λ|ν(c)) = (Λ|δ) = (wΛ|wδ) = (wΛ|δ) = (tw0λΛ0|δ) = (Λ0|δ) = 1
where ν : hˆ → hˆ∗ is the isomorphism as in [4, §2.1]: (wΛ|wδ) = (wΛ|δ) because of the invariance of the
form under the action of the affine Weyl group and the fact that δ is fixed by the affine Weyl group; the
penultimate equality holds because of (41).
Let V (Λ) be the integrable gˆ-module with highest weight Λ. With w as above, denote by Vw(Λ)
the Demazure submodule U(bˆ)(V (Λ)wΛ) of V (Λ): here V (Λ)wΛ denotes the (one-dimensional) hˆ-weight
space of V (Λ) of weight wΛ.
We recall the identification of local Weyl modules as Demazure modules:
Theorem 4.1. ( [1, 1.5.1 Corollary] for type A and [3, Theorem 7] in general) Let g be simply laced and
λ be a dominant integral weight of g. With w and Λ as in (40), let v be a non-zero element of the one-
dimensional hˆ-weight space of the Demazure module Vw(Λ) of weight w0wΛ = tλw0Λ0 = tλΛ0. Then v
satisfies the relations (38) and therefore, since Vw(Λ) is finite dimensional, there exists a unique g[t]-map
from the local Weyl moduleW (λ) onto Vw(Λ) mapping the generator to v. This map is an isomorphism.
4.5. The key proposition. We now state and prove the main proposition of this section. Observe
that the g-weights of the local Weyl moduleW (λ) are precisely the weights of the irreducible g-module
V (λ) with highest weight λ: indeed this follows from the finite dimensionality of W (λ) and the fact
that W (λ) = U(n−[t])u, where u is the generator.
Proposition 4.2. Let λ be a dominant integral weight of g and µ a weight of the irreducible g-module
V (λ). LetM be the largest integer such that theM th-graded pieceW (λ)µ[M ] of the µ-weight space of the
local Weyl module W (λ) is non-zero. Then, under the assumption that g is simple of simply laced type,
we have:
(1) M = 12 · ((λ|λ) − (µ|µ))
(2) W (λ)µ[M ] has dimension 1
PROOF: Fix notation as in §4.4. Identify W (λ) with the Demazure module Vw(Λ) as explained there.
SinceW (λ) = U(n−[t]) · u and the generator u is identified with an element of Vw(Λ)tλΛ0 , the hˆ-weights
ofW (λ) are of the form
(43) tλΛ0 − η + dδ
where η is a non-negative integral linear combination of the simple roots of g, and d is a non-negative
integer. From (41) we have:
(44) tλΛ0 = Λ0 + λ−
1
2
(λ|λ)δ
so we may rewrite (43) as:
(45) λ− η + Λ0 −
1
2
(λ|λ)δ + dδ
Observe that this weight acts on h as λ− η. ThusW (λ)µ is exactly the direct sum of hˆ-weight spaces of
Vw(Λ) corresponding to weights of the form (43) with µ = λ− η.
Let η be such that λ− η = µ. Then by the hypothesis of maximality ofM , we have:
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• κ := tλΛ0 + (µ− λ) +Mδ is a weight of Vw(Λ)
• but κ1 := tλΛ0 + (µ− λ) +M
′δ is not (a weight of Vw(Λ)) forM
′ > M .
Then κ1 is not a weight of V (Λ) either (this should be well known; for a proof in our specific case,
see [7, Lemma in §3.3.5]). Thus κ is a maximal weight of V (Λ) in the sense of [4, §12.6]. Since Λ
is of level one (42), there exists, by [4, Lemma 12.6], an element γ of the root lattice of g such that
κ = tγΛ. In particular, κ is an affine Weyl group translate of the highest weight Λ of V (Λ), and so
the multiplicity of the κ-weight space in the Demazure module Vw(Λ) (and so also in W (λ)) cannot
exceed 1. This proves (2).
We now prove (1), by equating two expressions for κ. On the one hand, by the definition of κ and
(44), we get
(46) κ = Λ0 + µ−
1
2
(λ|λ)δ +Mδ
On the other hand we have κ = tγΛ. Since Λ is of level 1, we obtain using [4, (6.5.3)] that
(47) κ = tγΛ = Λ0 + (Λ + γ) +
1
2
((Λ|Λ)− (Λ + γ|Λ + γ))δ
where Λ denotes the restriction to h of Λ. We have (Λ|Λ) = (wΛ|wΛ) = (tw0λΛ0|tw0λΛ0) = 0, where the
last equality follows from (44).
Equating the h⋆ components on the right hand sides of (46) and (47), we get µ = Λ+γ; now equating
the coefficients of δ, we get (1). ✷
Combining the proposition above with a result of Kodera-Naoi [5, §3], one can recover the known
fact that the space of current algebra homomorphisms between two local Weyl modules is at most one
dimensional: see [7, Corollary 3.3.5].
4.6. Bases for local Weyl modules in type A. In this section, we construct certain bases for local
Weyl modules of the current algebra slr+1[t]. These bases are indexed by POPs (see §2.8), and turn out
to coincide, up to scaling, with the bases constructed by Chari and Loktev in [1].
4.6.1. Let g = slr+1. Fix notation and terminology as in §2.9. Fix a dominant integral weight λ with
corresponding tuple λ : λ1 ≥ . . . ≥ λr ≥ λr+1 = 0. Let x
−
ij , for 1 ≤ i ≤ j ≤ r, denote the (r + 1)× (r + 1)
complex matrix all of whose entries are zero except the one in position (j + 1, i) which is 1.
Let a, b be non-negative integers and π a partition that fits into the rectangle (a, b). For k an integer
with 1 ≤ k ≤ b, let m(a, b, π, k) denote the number of parts of π that equal k. Let m(a, b, π, 0) denote
a−
∑b
k=1m(a, b, π, k). Let x
−
ij(a, b, π) denote
(48) (x−ij ⊗ 1)
(m(a,b,π,0)) · (x−ij ⊗ t
1)(m(a,b,π,1)) · · · · · (x−ij ⊗ t
b)(m(a,b,π,b))
where, for an operator T and a non-negative integer n, the symbol T (n) denotes the divided power
T n/n!. The order of factors in the above product is immaterial since they commute with each other, so
we may simply write x−ij(a, b, π) =
∏b
k=0(x
−
ij ⊗ t
k)(m(a,b,π,k)).
Let P be a POP with bounding sequence λ. Let λ1, . . . , λr, λr+1 = λ be the rows of P, and π(j)
i
,
1 ≤ i ≤ j ≤ r, be the partition overlay. For 1 ≤ j ≤ r, denote by ρjP the monomial
j∏
i=1
x−ij(λ
j+1
i − λ
j
i , λ
j
i − λ
j+1
i+1 , π(j)
i
)
where again the order is immaterial in the product. Now define the following:
(49) ρP := ρ
1
P · ρ
2
P · · · · · ρ
r−1
P · ρ
r
P vP := ρPwλ
The order of the factors matters in the expression for ρP.
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We shall call ρP the Chari-Loktev (or CL)monomial corresponding toP and, in view of the following
theorem, vP the Chari-Loktev (or CL) basis element corresponding to P.
Theorem 4.3. The elements vP, as P varies over all POPs with bounding sequence λ, form a basis for
the local Weyl moduleW (λ).
PROOF: We will show that these basis elements are scalar multiples of the basis elements constructed
by Chari-Loktev in [1]. To this end, we first recall the Chari-Loktev construction from [1, §2]. Letmi =
λi−λi+1 for 1 ≤ i ≤ r; thus the dominant integral weight λ =
∑r
i=1mi̟i, where̟i(= ǫ1+ ǫ2+ · · ·+ ǫi)
are the fundamental weights of slr+1.
Let F be the set of pairs (ℓ, s) satisfying:
ℓ ∈ Z≥0, s = (s(1) ≤ s(2) ≤ · · · ≤ s(ℓ)) ∈ Z
ℓ
≥0.
For (ℓ, s) ∈ F and 1 ≤ i ≤ j ≤ r, define the following element of U(slr+1[t]):
(50) x−ij(ℓ, s) = (x
−
ij ⊗ t
s(1)) (x−ij ⊗ t
s(2)) · · · (x−ij ⊗ t
s(ℓ)).
If ℓ = 0, then the tuple s is empty and x−ij(ℓ, s) = 1.
Next, we describe the indexing set of the basis of W (λ) constructed by Chari-Loktev; this set, de-
noted Br(λ), consists of tuples (ℓij , sij)1≤i≤j≤r , satisfying the following properties: (i) (ℓij , sij) ∈ F, and
(ii) either ℓij = 0, or ℓij > 0 and
(51) sij(ℓij) ≤ mi +
r∑
s=j+1
ℓi+1,s −
r∑
s=j
ℓis
for all 1 ≤ i ≤ j ≤ r (see equations (2.2) and (2.6) of [1]). Given C = (ℓij , sij) in B
r(λ), define an element
vC ofW (λ) by:
(52) vC = x
−
11(ℓ11, s11)x
−
12(ℓ12, s12)x
−
22(ℓ22, s22) · · ·x
−
rr(ℓrr, srr) wλ
Note that in the above equation, the terms appear in colexicographic order, i.e., terms involving x−ij
occur to the left of terms involving x−i′j′ if either (i) j < j
′ or (ii) j = j′ and i < i′. The vectors vC form a
basis ofW (λ) as C ranges over Br(λ) [1, Theorem 2.1.3].
We now establish a bijection between the set P(λ) of POPs with bounding sequence λ and Br(λ). This
has the further property that if the POP P maps to the tuple C = (ℓij , sij), then the vectors vP and vC
are non-zero scalar multiples of each other. To define the map, let P ∈ P(λ) be given with underlying
pattern λ1, λ2, · · · , λr+1 = λ and partition overlay (π(j)
i
)1≤i≤j≤r . We then define ℓij = λ
j+1
i − λ
j
i for all
1 ≤ i ≤ j ≤ r. Since the partition π(j)
i
fits into the rectangle with sides (λj+1i − λ
j
i , λ
j
i − λ
j+1
i+1 ), it has
at most ℓij parts. We now let sij be the sequence of parts of π(j)
i
arranged in weakly increasing order,
padded with an appropriate number of zeros at the beginning so that the length of sij equals ℓij ; in
other words, if dij is the number of (non-zero) parts of π(j)
i
, then sij(k) = 0 for 1 ≤ k ≤ ℓij − dij and
sij(ℓij) ≥ · · · ≥ sij(ℓij − dij +1) is the sequence of parts of π(j)
i
. Finally, define C(P) := (ℓij , sij)1≤i≤j≤r .
We claim that the map P 7→ C(P) is the desired bijection.
We first show that C(P) ∈ Br(λ). It is clear that (ℓij , sij) ∈ F for all i, j, so we only need to verify
that (51) holds. Now, using the definitions, the right hand side of (51) becomes
mi +
r∑
s=j+1
ℓi+1,s −
r∑
s=j
ℓis = (λ
r+1
i − λ
r+1
i+1 ) +
r∑
s=j+1
(λs+1i+1 − λ
s
i+1)−
r∑
s=j
(λs+1i − λ
s
i )
= λji − λ
j+1
i+1 .(53)
But sij(ℓij), being the largest part of π(j)
i
, is at most λji − λ
j+1
i+1 , thereby establishing (51). We also
observe from definitions that the monomials x−ij(λ
j+1
i −λ
j
i , λ
j
i −λ
j+1
i+1 , π(j)
i
) of (48) and x−ij(ℓij , sij) of (50)
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are scalar multiples of each other; the scaling factor is a product of factorials, since the former involves
divided powers while the latter does not.
Now suppose C = (ℓij , sij) ∈ B
r(λ) is given. We construct its inverse P = P(C) under the above
map as follows: (i) The pattern underlying P is defined inductively by the relations λji = λ
j+1
i − ℓij
with j = r, r − 1, · · · , 1 and 1 ≤ i ≤ j. That this defines a pattern follows from equation (53) and the
facts that ℓij ≥ 0, sij(ℓij) ≥ 0. (ii) The partition π(j)
i
in the overlay is simply taken to be sequence sij
arranged in weakly decreasing order. That it fits into the appropriate rectangle follows from equation
(53) and the fact that sij has length ℓij .
It is clear that the maps P 7→ C(P) and C 7→ P(C) are mutual inverses. Further, the remark above
concerning the monomials together with equations (49), (52) shows that the vectors vP and vC(P) are
indeed scalar multiples of each other. This completes the proof of the theorem. ✷
Proposition 4.4. With notation as above, we have: (i) vP is a homogeneous vector ofW (λ), with grade
equal to the number of boxes inP, and (ii) the h-weight of vP is the weight of (the pattern underlying)P.
PROOF: This is clear from equations (48), (49). ✷
Thus we obtain a formula for the graded character ofW (λ) (cf. [1, Prop. 2.1.4]):
(54) chartW (λ) =
∑
P
eweight(P)t|P|
where the sum is over all POPs P with bounding sequence λ.
4.7. Representation theoretic proof of Theorem 3.2. We are now ready to give a representation
theoretic proof of the following special case of our main theorem (Theorem 3.2):
Let λ : λ1 ≥ . . . ≥ λn be a non-increasing sequence of integers. Let µ ∈ Z
n such that
λ <m µ. Then there is a unique integral pattern with bounding sequence λ, weight µ,
and area 12 (||λ||
2 − ||µ||2). Any other pattern (with real entries) with bounding sequence
λ and weight µ has area strictly less than 12 (||λ||
2 − ||µ||2).
PROOF: Subtracting λn from all entries of a pattern sets up an area and integrality preserving bijection
between patterns with bounding sequence λ and weight µ on the one hand and those with bounding
sequence λ1 − λn ≥ . . . ≥ λn−1 − λn ≥ 0 and weight µ − (λn, . . . , λn) on the other. Moreover passing
from λ and µ to λ1 − λn ≥ . . . λn−1 − λn ≥ 0 and µ− (λn, . . . , λn) does not affect the hypothesis λ <m µ.
We may therefore assume without loss of generality that λn = 0. Let λ, µ denote the weights of slr+1
corresponding to the tuples λ, µ; since λ <m µ, µ is a weight of the representation V (λ).
Now consider the set of integral patterns with bounding sequence λ and weight µ. If P is one such
pattern, then among the POPs which have underlying pattern P , there is a unique POP with the
largest number of boxes, namely the one in which all partitions in the overlay completely fill up their
bounding rectangles. The number of boxes in this POP is clearly the area of P . LetM be the maximal
area attained among all integral patterns with bounding sequence λ and weight µ. Then by Proposition
4.4 and the above discussion, it follows thatM is maximal such thatW (λ)µ[M ] 6= 0 and moreover that
the dimension of W (λ)µ[M ] equals the number of integral patterns with bounding sequence λ, weight
µ, and area M . It now follows from Proposition 4.2 that the number of such patterns is 1 and that
M = 12 (||λ||
2 − ||µ||2). This proves the first part of our statement.
Now suppose that we have a pattern with bounding sequence λ and weight µ. Then its trapezoidal
area is 12 (||λ||
2 − ||µ||2) (Corollary 3.4). So its area is at most this number. Moreover, if its area equals
this number, then it is integral (Corollary 3.6). Thus, the second assertion follows from the first. ✷
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5. A BIJECTION BETWEEN COLORED PARTITIONS AND POPS
This section is entirely combinatorial and may be read independently of the rest of the paper. Its goal
is Theorem 5.10, which gives a certain bijection between colored partitions of a number and POPs of
a certain kind. Quite apart from any interest this bijection may have in its own right, we use it in
the next section to state the conjectural stability of the Chari-Loktev bases. The stability property
expresses compatibility of the bases with inclusions of local Weyl modules, and in order to make sense
of this there must be in the first place an identification of the indexing set of the basis of the included
module as a subset of the indexing set of the basis of the ambient module. The combinatorial bijection
of this section establishes the desired identification.
5.1. Breaking up a partition. In this subsection, we describe a procedure to break up a partition
into smaller partitions depending upon some input. This can be viewed as a generalization of the
construction of Durfee squares. We first treat the case when the input is a single integer. We then
treat the general case when the input is a non-decreasing sequence of integers.
5.1.1. The case when a single integer is given. First suppose that we are given:
• a partition π : π1 ≥ π2 ≥ . . . , and
• an integer c.
It is convenient to put π0 = ∞. Consider the function m 7→ πm + c −m on non-negative integers. It is
decreasing, takes value ∞ at 0, is non-negative at c if c is non-negative, and is negative for large m.
Let a be the largest non-negative integer such that πa ≥ a− c. Note that a ≥ c.
Put b := a − c. Consider the partitions π1 : π1 − b ≥ . . . ≥ πa − b and π
2 : πa+1 ≥ πa+2 ≥ . . .. The
former has at most a parts; the latter has largest part at most b (since πa+1 < (a + 1) − c by choice of
a). The last assertion can be stated as follows:
(55) πd ≤ b for d > a
It is easily seen that
(56) |π| = ab+ |π1|+ |π2|
Consider the association (c, π) 7→ (a, b;π1, π2). Since (c, π) can be recovered from (a, b;π1, π2), the
association is one-to-one. Its image, as c varies over all integers and π over all partitions, consists of
all (a, b;π1, π2) such that a, b are non-negative integers, π1 is a partition with at most a parts, and π2 is
a partition with largest part at most b.
Figure 5.1 illustrates the procedure just described. Note that the c = 0 case is the Durfee square
construction.
5.1.2. The case when a non-decreasing sequence of integers is given. Now suppose that we are
given, for t ≥ 2 an integer, the following:
• a partition π : π1 ≥ π2 ≥ . . . , and
• a sequence c : c1 ≤ . . . ≤ ct−1 of integers.
As before, it is convenient to set π0 = ∞. For 1 ≤ j ≤ t − 1, let aj be the largest non-negative integer
such that πaj ≥ aj − cj . Since the cj are non-decreasing, it is clear that the aj are also non-decreasing:
a1 ≤ . . . ≤ at−1. Set bj := aj − cj .
Proposition 5.1. The bj thus defined are non-increasing: b1 ≥ . . . ≥ bt−1.
PROOF: Fix j such that 1 ≤ j ≤ t − 2 (there is nothing to prove in case t = 2). If aj+1 = aj , then
bj+1 = aj+1 − cj+1 = aj − cj+1 ≤ aj − cj = bj . If aj+1 > aj , then, on the one hand, πaj+1 ≤ bj by (55);
and, on the other, bj+1 ≤ πaj+1 (by the definitions of aj+1 and bj+1). ✷
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FIGURE 5.1. Illustration of the procedure in §5.1.1
We define t partitions π1, π2, . . . , πt as follows. Set a0 = 0, at =∞; b0 =∞, bt = 0; and for j, 1 ≤ j ≤ t:
(57) πj : πaj−1+1 − bj ≥ πaj−1+2 − bj ≥ . . . ≥ πaj − bj
The above equation can be rewritten as follows:
(58) πjk−aj−1 := πk − bj for k such that aj−1 < k ≤ aj
Note that πj fits into the rectangle (aj − aj−1, bj−1 − bj) in the sense of §2.6 (since πaj−1+1 ≤ bj−1 by
(55)). We have
(59) |π| = |π1|+ · · ·+ |πt|+
t−1∑
j=1
(aj − aj−1)bj = |π
1|+ · · ·+ |πt|+
t−1∑
j=1
aj(bj − bj+1)
Consider the association (c, π) 7→ (a, b;π1, . . . , πt), where a, b refer respectively to the sequences
a1 ≤ . . . ≤ at−1 and b1 ≥ . . . ≥ bt−1. Since (c, π) can be recovered from (a, b;π
1, . . . , πt), the association is
one-to-one. Its image, as c varies over all non-decreasing integer sequences of length t − 1 and π over
all partitions, consists of all (a, b;π1, . . . , πt) such that a, b are non-negative integer sequences of length
t − 1 with a non-decreasing and b non-increasing, and for every j, 1 ≤ j ≤ t, πj is a partition that fits
into the rectangle (aj − aj−1, bj−1 − bj).
The picture in Figure 5.2 describes the procedure just described.
5.2. Nearly interlacing sequences with approximate partition overlays. Let s ≥ 1 be an inte-
ger and η: η1, . . . , ηs+1 with η2 ≥ . . . ≥ ηs an integer sequence. An integer sequence η
′: η′1, . . . , η
′
s with
η′2 ≥ . . . ≥ η
′
s is said to nearly interlace η if either s = 1 (in which case no further condition is imposed)
or s ≥ 2 and
(60) η1 ≥ η
′
1, η
′
s ≥ ηs+1, and η
′
2 ≥ . . . ≥ η
′
s−1 interlaces η2 ≥ · · · ≥ ηs.
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′
j)
. .
.
pit−2 is empty
pi3 is empty
FIGURE 5.2. Illustration of the procedure in §5.1.2
The following is a pictorial depiction of this definition (where x −→ y means x ≥ y, and × indicates the
absence of any relation):
η′1 η
′
2 . . . η
′
s−1 η
′
s
ր × ր ց ր ց ր ց × ց
η1 η2 η3 ηs−1 ηs ηs+1
In case s = 1, the definition imposes no further constraint on η′ and so the pictorial depiction is:
η′1
× ×
η1 η2
We define the proper trapezoidal area of the nearly interlacing sequences η, η′ as above by:
(61) prop(η, η′) :=
∑
1≤i<j≤s
(ηi − η
′
i)(η
′
j − ηj+1)
Observe that this is non-negative in general and further that it is zero if s = 1.
Given sequences η, η′ as above that nearly interlace, a sequence π1, . . . , πs of partitions is said to
approximately overlay η, η′, if either s = 1 (in which case no further condition is imposed) or s ≥ 2 and
(62)
{
π1 has at most η1 − η
′
1 parts, π
s has largest part at most η′s − ηs+1, and
for j = 2, . . . , s− 1, the partition πj fits into the rectangle (ηj − η
′
j , η
′
j − ηj+1).
5.2.1. Producing nearly interlacing sequences with approximate partition overlays. Fix an integer
s ≥ 1 and an integer sequence η: η1, . . . , ηs+1 with η2 ≥ . . . ≥ ηs. Suppose that we are given:
• a partition π : π1 ≥ π2 ≥ . . . , and
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• an integer µ.
Our goal first of all in this subsection is to associate to the data (µ, π) an integer sequence η′ that nearly
interlaces η together with an approximate partition overlay on η, η′. The map is denoted by Ξη. We
then investigate the nature of Ξη (Lemma 5.3).
Put c1 := µ− η2, . . . , cs−1 := µ− ηs. Then c1 ≤ . . . ≤ cs−1. We apply the procedure of §5.1.2 with t = s
and c as above to obtain (a, b, π1, . . . , πs). In case s = 1, we take a and b to be empty and set π1 := π. In
case s = 2, the procedure of §5.1.2 reduces to that of §5.1.1.
We now define the sequence η′. In case s = 1, set
(63) η′1 := η1 + η2 − µ (case s = 1)
Now suppose s ≥ 2. As before, it is convenient to set a0 = bs = 0 and as = b0 =∞. Define
(64) η′j := ηj − (aj − aj−1) for j = 1, . . . , s− 1 and η
′
s := ηs+1 + bs−1 (case s ≥ 2)
Proposition 5.2. Suppose that s ≥ 2. Then:
(1) For j = 2, . . . , s, we have η′j = ηj+1 + (bj−1 − bj).
(2) η and η′ are nearly interlaced.
(3) The sequence π1, . . . , πs of partitions approximately overlays η, η′.
(4) (η1 + · · ·+ ηs+1)− (η
′
1 + · · ·+ η
′
s) = µ
(5) prop(η, η′)|+ (|π1|+ · · ·+ |πs|) = |π|
(6)
∑j
i=1(ηi − η
′
i) = aj for 0 ≤ j < s and
∑s
i=j+1(η
′
i − ηi+1) = bj for 1 ≤ j ≤ s.
PROOF: For j = s, (1) is just the definition of η′s. Fix j in the range 2, . . . , s− 1. We have:
η′j = ηj − (aj − aj−1) definition of η
′
j
= ηj − ((cj + bj)− (cj−1 + bj−1)) definition of b
= ηj − ((µ − ηj+1 + bj)− (µ− ηj + bj−1)) definition of c
= ηj+1 + (bj−1 − bj)
This proves (1). For (2), we observe:
• For 1 ≤ j ≤ s− 1, we have ηj ≥ ηj − (aj − aj−1) = η
′
j since a is a non-decreasing sequence.
• For 2 ≤ j ≤ s, we have η′j = ηj+1+(bj−1−bj) ≥ ηj+1 by (1) and the fact that b is a non-increasing
sequence (Proposition 5.1).
Assertion (3) follows since πj fits into (aj − aj−1, bj−1 − bj) by construction.
Assertion (4) is just the definition (63) in case s = 1. Now suppose s ≥ 2. By the definition (64) of η′j ,
we have
η′1 + · · ·+ η
′
s = (η1 − (a1 − a0)) + · · · + (ηs−1 − (as−1 − as−2)) + (ηs+1 + bs−1)
= η1 + · · ·+ ηs−1 + ηs+1 − as−1 + bs−1
= η1 + · · ·+ ηs−1 + ηs+1 − cs−1 (since bs−1 = as−1 − cs−1 by definition)
= η1 + · · ·+ ηs−1 + ηs + ηs+1 − µ (since cs−1 = µ− ηs by definition)
For (5), first rewrite the definition (61) to get:
prop(η, η′) =
∑
1≤i≤s−1
(ηi − η
′
i)

 ∑
i+1≤j≤s
(η′j − ηj+1)


Substituting from (64) and item (1) into the right hand side above, we get
prop(η, η′) =
∑
1≤i≤s−1
(ai − ai−1)

 ∑
i+1≤j≤s
(bj−1 − bj)

 = ∑
1≤i≤s−1
(ai − ai−1)bi
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Assertion (5) now follows from (59).
For (6), using (64) we obtain
∑j
i=1(ηi − η
′
i) =
∑j
i=1(ai − ai−1) = aj . Similarly, using (1) we obtain∑s
i=j+1(η
′
i − ηi+1) =
∑s
i=j+1(bi−1 − bi) = bj . ✷
Lemma 5.3. Fix an integer s ≥ 1 and an integer sequence η: η1, . . . , ηs+1 with η2 ≥ . . . ≥ ηs. Let Ξη
denote the association described above:
• from the set of all pairs (µ, π), where µ is an integer and π a partition
• to the set of all tuples (η′, π1, . . . , πs), where η′: η′1, . . . , η
′
s is an integer sequence nearly interlacing
η, and π1, . . . , πs a sequence of partitions approximately overlaying η, η′
The association Ξη is a bijection. More precisely, the association Ξ
′
η in the other direction to be defined
below (in the course of the proof of this lemma) is the two-sided inverse of Ξη.
PROOF: We define Ξ′η. Let η
′ and π1, . . . , πs with the specified properties be given. The image of
(η′, π1, . . . , πs) under Ξ′η is defined to be (µ
⋆, π⋆) where µ⋆ and π⋆ are as defined below. Set
(65) µ⋆ := (η1 + · · ·+ ηs+1)− (η
′
1 + · · ·+ η
′
s)
To define π⋆, we take k to be a positive integer and define π⋆k. For j, 0 ≤ j ≤ s−1, set a
⋆
j :=
∑j
i=1(ηi−η
′
i).
Put a⋆s := ∞. We have 0 = a
⋆
0 ≤ a
⋆
1 ≤ . . . ≤ a
⋆
s−1 < a
⋆
s = ∞. Thus there exists unique j, 1 ≤ j ≤ s, such
that a⋆j−1 < k ≤ a
⋆
j . Set
(66) π⋆k := π
j
k−a⋆
j−1
+ b⋆j where b
⋆
j :=
s∑
i=j+1
(η′i − ηi+1)
Since η′i ≥ ηi+1 for all i ≥ 2, it is clear that b
⋆
j and hence also π
⋆
k is non-negative.
Let us verify that π⋆k ≥ π
⋆
k+1 for all k. If a
⋆
j−1 < k < a
⋆
j , then a
⋆
j−1 < k + 1 ≤ a
⋆
j , so that, from (66),
π⋆k−π
⋆
k+1 = π
j
k−a⋆
j−1
−πjk+1−a⋆
j−1
≥ 0 (since πj is a partition). Now suppose that k = a⋆j . Then, from (66),
π⋆k − π
⋆
k+1 = (π
j
k−a⋆
j−1
+ b⋆j )− (π
j+1
1 + b
⋆
j+1) = π
j
a⋆
j
−a⋆
j−1
+ ((η′j+1 − ηj+2)− π
j+1
1 ) ≥ 0
where the last inequality holds since πj+1 has largest part at most η′j+1 − ηj+2 by hypothesis. This
proves that π⋆ is a partition and finishes the definition of Ξ′η.
We now verify that Ξ′η ◦Ξη is the identity. Suppose we first apply Ξη to (µ, π) to get (η
′, π1, . . . , πs) to
which in turn we apply Ξ′η to get (µ
⋆, π⋆). From (4) of Proposition 5.2 and (65) it follows that µ⋆ = µ. It
follows from the definitions of a⋆ and b⋆ above and (6) of Proposition 5.2 that a⋆ = a and b⋆ = b. It now
follows from the definitions (58) and (66) respectively of πj and π⋆ that π⋆ = π.
Finally we verify that Ξη ◦ Ξ
′
η is the identity. Let (µ
⋆, π⋆) be the result of application of Ξ′η to
(η′, π1, . . . , πs). To calculate the action of Ξη on (µ
⋆, π⋆), we must compute c, a, and b as in §5.1.2.
From the definition of c at the beginning of this subsection and those of µ⋆, a⋆, and b⋆ above, we have:
(67) cj = µ
⋆ − ηj+1 = (
j∑
i=1
(ηi − η
′
i))− (
s∑
i=j+1
(η′i − ηi+1)) = a
⋆
j − b
⋆
j
We claim that a⋆ = a. Assuming this claim, it follows from (67) and the definition of b in §5.1.2 that
b = b⋆. From (64) and the definition of a⋆ above, it follows that the nearly interlacing sequence part of
the image of Ξη is η
′. From (58), (66), and the equalities a = a⋆, b = b⋆, it now follows that the image
under Ξη of (µ
⋆, π⋆) equals (η′, π1, . . . , πs).
It remains only to prove the claim above that a = a⋆, or in other words that for j, 1 ≤ j ≤ s− 1, a⋆j is
the largest integer such that π⋆a⋆
j
≥ a⋆j − cj . From (66) and (67), we have
π⋆a⋆
j
= πja⋆
j
−a⋆
j−1
+ b⋆j ≥ b
⋆
j = a
⋆
j − cj
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We now show that π⋆a⋆j+1 < a
⋆
j + 1− cj . Fix ℓ, j +1 ≤ ℓ ≤ s, such that a
⋆
j = a
⋆
l−1 < a
⋆
j +1 ≤ a
⋆
ℓ . From (66)
and (67), we get
1 + a⋆j − cj − π
⋆
a⋆
j
+1 = 1 + (a
⋆
j − cj)− π
ℓ
1 − b
⋆
ℓ
= 1 + (b⋆j − b
⋆
ℓ )− π
ℓ
1
= 1 + (η′j+1 − ηj+2) + · · ·+ (η
′
ℓ−1 − ηℓ) + ((η
′
ℓ − ηℓ+1)− π
ℓ
1)
Since (η′i− ηi+1) ≥ 0 for 2 ≤ i ≤ s and the largest part π
ℓ
1 of π
ℓ is at most (η′ℓ− ηℓ+1), the right hand side
in the last line of the above display is positive. ✷
5.3. Near patterns with approximate partition overlays. Fix an integer r ≥ 1. Suppose that, for
every j, 1 ≤ j ≤ r + 1, we have an integer sequence λj : λj1, . . . , λ
j
j of length j with λ
j
2 ≥ . . . ≥ λ
j
j−1.
We say that this collection of sequences forms a near pattern if λj nearly interlaces λj+1 for every j,
1 ≤ j ≤ r. The last sequence λr+1 is called the bounding sequence of the near pattern. The following
is a pictorial depiction of this definition for r = 4 (where x −→ y means x ≥ y, and × indicates the
absence of any relation):
λ11
× ×
λ21 λ
2
2
ր × × ց
λ31 λ
3
2 λ
3
3
ր × ր ց × ց
λ41 λ
4
2 λ
4
3 λ
4
4
ր × ր ց ր ց × ց
λ51 λ
5
2 λ
5
3 λ
5
4 λ
5
5
The proper trapezoidal area of a near pattern P = {λj | 1 ≤ j ≤ r + 1} is defined by:
(68) prop(P) :=
r∑
j=2
prop(λj+1, λj) =
r∑
j=2
∑
1≤i<h≤j
(λj+1i − λ
j
i )(λ
j
h − λ
j+1
h+1)
The weight of a near pattern P as above is the tuple (µ1, . . . , µr+1), where
µj+1 :=
j+1∑
i=1
λj+1i −
j∑
i=1
λji for 1 ≤ j ≤ r and µ1 := λ
1
1
Let P = {λj | 1 ≤ j ≤ r + 1} be a near pattern. Suppose that we are given partitions π(j)
i
, for
1 ≤ j ≤ r and 1 ≤ i ≤ j. We say that this collection of partitions approximately overlays the near
pattern P if:
• for 2 ≤ j ≤ r, the partition π(j)
1
has at most λj+11 − λ
j
1 parts
• for 2 ≤ j ≤ r, the partition π(j)
j
has largest part at most λjj − λ
j+1
j+1
• for 3 ≤ j ≤ r and 2 ≤ i ≤ j − 1, the partition π(j)
i
fits into the rectangle (λj+1i − λ
j
i , λ
j
i − λ
j+1
i+1 )
The above conditions can also be expressed by saying that for every j, 1 ≤ j ≤ r, the sequence π(j)
i
,
1 ≤ i ≤ j, of partitions approximately overlays the nearly interlacing sequences λj+1, λj in the sense
of (62).
The number of boxes in an approximate partition overlay as above of a near pattern is defined to be∑
1≤i≤j≤r |π(j)
i
|. The terminology is justified by thinking of the partitions in terms of their shapes.
We sometimes use the the term approximately overlaid near pattern, AONP for short, for a near
pattern with an approximate partition overlay.
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5.3.1. A bijection on AONPs. Fix an integer s ≥ 1 and an integer sequence λr+1: λr+11 , . . . , λ
r+1
r+1 with
λr+12 ≥ . . . ≥ λ
r+1
r . Let Nλr+1 denote the set of all AONPs with bounding sequence λ
r+1. LetM denote
the set of tuples (µ;π(1), . . . , π(r)), where µ: µ2, . . . , µr+1 is a sequence of r integers and π(1), . . . , π(r) is
a sequence of r partitions (the reason for the indexing of µj starting with 2 will become clear presently).
Given an element (µ;π(1), . . . , π(r)) inM, set (λr, π(r)1, . . . , π(r)r) := Ξλr+1(µr+1, π(r)), where Ξλr+1
is as defined in §5.2.1. By (2) of Proposition 5.2, it follows that λr is such that λr2 ≥ . . . ≥ λ
r
r−1. We may
thus inductively define:
(69) (λj , π(j)1, . . . , π(j)j) := Ξλj+1(µj+1, π(j))
From (2) and (3) of Proposition 5.2, it follows that the sequences λj (1 ≤ j ≤ r + 1) and partitions π(j)i
(1 ≤ j ≤ r, 1 ≤ i ≤ j) form an AONP with bounding sequence λr+1. Thus we have defined a map from
M to Nλr+1 , which too we denote by Ξλr+1 by abuse of notation.
Lemma 5.4. The map Ξλr+1 fromM to Nλr+1 just defined is a bijection.
PROOF: We construct a two sided inverse. For an element {λj ;π(j)
i
| 1 ≤ j ≤ r, 1 ≤ i ≤ j} of Nλr+1 , set
(µ⋆j+1, π(j)
⋆
) := Ξ′λj+1(λ
j , π(j)
1
, . . . , π(j)
j
)
where Ξ′
λj+1
is as defined in the proof of Lemma 5.3. Since Ξ′
λj+1
is the two sided inverse of Ξλj+1 (by
the assertion of that lemma), it follows that the map
{λj ;π(j)
j
} 7→ (µ⋆2, . . . , µ
⋆
r+1;π(1)
⋆
, . . . , π(r)
⋆
)
is the required two sided inverse. By abusing notation again, we denote it by Ξ′
λr+1
. ✷
Proposition 5.5. The underlying near pattern P in the image of (µ2, . . . , µr+1;π(1), . . . , π(r)) under
Ξλr+1 has bounding sequence λ
r+1 and weight (µ1, µ2, . . . , µr+1) where µ1 := (
∑r+1
j=1 λ
r+1
j ) − (
∑r+1
j=2 µj).
The number n of boxes in the approximate partition overlay satisfies:
(70) prop(P) + n = |π(1)|+ · · ·+ |π(r)|
PROOF: The first assertion is immediate from the definition. From the definition of Ξλr+1 and Propo-
sition 5.2 (4) and (5), we obtain, for j such that 1 ≤ j ≤ r, (
∑j+1
i=1 λ
j+1
i ) − (
∑j
i=1 λ
j
i ) = µj+1 and
prop(λj+1, λj) +
∑j
i=1 |π(j)
i
| = |π(j)|. Adding the first set of equations, we get λ11 = (
∑r+1
j=1 λ
r+1
j ) −
(
∑r+1
j=2 µj) = µ1. Adding the second, we get (70). ✷
5.4. Near patterns to patterns: the shift map. Let an integer k be fixed. Given a sequence η: η1,
. . . , ηs+1, where (s ≥ 0 is an integer) we denote by η˜ the sequence η˜1, . . . , η˜s+1, where
(71)
{
η˜1 := η1 + 2k η˜j := ηj + k for 2 ≤ j ≤ s and η˜s+1 := ηs+1 (if s ≥ 1)
η˜1 := η1 + k (if s = 0)
We refer to η˜ as the shift by k (or just shift if k is clear from the context) of η. The suppression of the
dependence on k in the notation η˜ should cause no confusion.
The shift η˜, η˜′ of a pair η˜, η˜′ of nearly interlacing sequences is also nearly interlacing. A sequence of
partitions approximately overlays η, η′ if and only if it approximately overlays η˜, η˜′.
The shift of a near pattern consists of the shifts of the constituent sequences of the pattern. It is
also a near pattern. A collection of partitions approximately overlays a near pattern if and only if it
approximately overlays the shifted pattern.
To shift a pair of nearly interlacing sequences or a near pattern with an approximate partition
overlay, we just shift the constituent sequences. The partitions in the overlay stay as they are.
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Shift preserves proper trapezoidal area (of a pair of nearly interlacing sequences or of a near pat-
tern). If a near pattern has weight (µ1, . . . , µs+1), its shift by k has weight (µ1+k, . . . , µs+1+k). Positive
shifts of interlacing sequences (respectively patterns) continue to be interlacing (respectively patterns).
Given a pair of nearly interlacing sequences (respectively a near pattern), its shift by k for k ≫ 0 is a
pair of interlacing sequences (respectively a pattern).
Proposition 5.6. Let an integer s ≥ 1 and an integer sequence η: η1, . . . , ηs+1 with η2 ≥ . . . ≥ ηs be
fixed. For µ an integer and π a partition, if Ξη(µ, π) = (η
′, π1, . . . , πs), then Ξη˜(µ+ k, π) = (η˜
′, π1, . . . , πs).
PROOF: Indeed, the sequences c, a, and b involved in the calculation of Ξη(µ, π) (see §5.1.2) are the
same as the corresponding ones involved in the calculation of Ξη˜(µ+ k, π). The result now follows from
the definition (57) of πj and (63), (64) of η′. ✷
Lemma 5.7. Let η: η1, . . . , ηs+1 and η
′: η′1, . . . , η
′
s be integer sequences (for some s ≥ 1), let µ =
(µ1, . . . , µs+1) be a tuple of integers, and π
1, . . . , πs a sequence of partitions. Assume that:
(1) η is non-increasing: η1 ≥ . . . ≥ ηs+1
(2) η, η′ nearly interlace and π1, . . . , πs is an approximate partition overlay on η, η′
(3) η <m µ
(4) (η1 + · · ·+ ηs+1)− (η
′
1 + · · ·+ η
′
s) = µs+1
Let k be an integer and η˜, η˜′ be the shifts by k of η, η′. If k ≥ prop(η, η′) + |π1|+ |πs|, then
(a) η˜, η˜′ interlace (which in particular implies that η˜′ is non-increasing: η˜′1 ≥ . . . ≥ η˜
′
s)
(b) π1, . . . , πs overlays η˜, η˜′ (i.e., πj fits into the rectangle (η˜j − η˜
′
j , η˜
′
j − η˜j+1) for 1 ≤ j ≤ s)
(c) η˜′ <m (µ1 + k, . . . , µs + k)
PROOF: For (b), since π1, . . . , πs approximately overlays η˜, η˜′, it is enough to show:
(72) π1 has largest part at most η˜′1 − η˜2 and π
s has at most η˜s − η˜
′
s parts
These assertions imply in particular that η˜′1 ≥ η˜2 and η˜s ≥ η˜
′
s, from which (a) follows (since η˜, η˜
′ nearly
interlace).
To prove (72), we first show that η˜′1 − η˜2 ≥ π
1
1 . Putting η˜
′
1 = η
′
1 + 2k and η˜2 = η2 + k, we see that the
desired inequality is equivalent to
(73) (η1 − η2) + k ≥ (η1 − η
′
1) + π
1
1
We consider two cases. First suppose that η′j − ηj+1 ≥ 1 for some 2 ≤ j ≤ s. Then, since
k ≥ prop(η, η′) + |π1| ≥ (η1 − η
′
1)(η
′
j − ηj+1) + π
1
1 ≥ (η1 − η
′
1) + π
1
1
and (η1 − η2) ≥ 0 by hypothesis (1), we obtain (73). In the second case, we have η
′
j = ηj+1 for all j ≥ 2.
Then, by hypothesis (4), we get η1 − η
′
1 = µs+1 − η2. Substituting this into (73), we get
(74) (η1 − µs+1) + k ≥ π
1
1
But since k ≥ |π1| ≥ π11 and η1 ≥ µs+1 by hypothesis (3), we obtain (74).
The proof of the latter half of (72), namely that η˜′s − η˜s+1 ≥ p (where p denotes the number of parts
in πs), is analogous to that of the former half above. Putting η˜2 = ηs+k η˜
′
s = η
′
s, we see that the desired
inequality is equivalent to
(75) (ηs − ηs+1) + k ≥ (η
′
s − ηs+1) + p
We consider two cases. First suppose that ηj − η
′
j ≥ 1 for some 1 ≤ j < s. Then, since
k ≥ prop(η, η′) + |πs| ≥ (ηj − η
′
j)(η
′
s − ηs+1) + p ≥ (η
′
s − ηs+1) + p
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and (ηs − ηs+1) ≥ 0 by hypothesis (1), we obtain (75). In the second case, we have ηj = η
′
j for all j < s.
Then, by hypothesis (4), we get η′s − ηs+1 = ηs − µs+1. Substituting this into (75), we get
(76) (µs+1 − ηs+1) + k ≥ p
But since k ≥ |πs| ≥ p and µs+1 ≥ ηs+1 by hypothesis (3), we obtain (76).
We now turn to (c). That η˜′1 + · · · + η˜
′
s = (µ1 + k) + · · · + (µs + k) follows from the definition of η˜
′,
hypothesis (4), and the fact implied by hypothesis (3) that η1 + · · · + ηs+1 = µ1 + · · · + µs+1. It follows
from (a) that η˜′1 ≥ . . . ≥ η˜
′
s. It only remains to show that for any j < s and 1 ≤ i1 < . . . < ij ≤ s we have
(77) η˜′1 + · · ·+ η˜
′
j ≥ (µi1 + k) + · · ·+ (µij + k)
Substituting the definitions η˜′1 = η
′
1 + 2k and η˜
′
i = η
′
i + k for 1 < i ≤ j, we may rewrite (77) equivalently
as
(78) (η1 + · · ·+ ηj)− (µi1 + · · ·+ µij ) + k ≥ (η1 − η
′
1) + · · ·+ (ηj − η
′
j)
We consider two cases. First suppose that η′i − ηi+1 ≥ 1 for some j < i ≤ s. Then, since
k ≥ prop(η, η′) ≥
(
(η1 − η
′
1) + · · ·+ (ηj − η
′
j)
)
(η′i − ηi+1) ≥ (η1 − η
′
1) + · · ·+ (ηj − η
′
j)
and (η1 + · · · + ηj) − (µi1 + · · · + µij ) ≥ 0 by hypothesis (3), we obtain (78). In the second case, we
have η′i = ηi+1 for all i > j. Then, by hypothesis (4), we get (η1 − η
′
1) + · · · + (ηj − η
′
j) = µs+1 − ηj+1.
Substituting this into (78), we get
(79) (η1 + · · ·+ ηj+1)− (µi1 + · · ·+ µij + µs+1) + k ≥ 0
But since k ≥ 0 and (η1 + · · ·+ ηj+1) ≥ (µi1 + · · ·+ µij + µs+1) by hypothesis (3), we are done. ✷
Corollary 5.8. Let λ : λ1 ≥ . . . ≥ λr+1 be a non-increasing integer sequence (where r ≥ 1 is an
integer). Let µ ∈ Zr+1 be such that λ <m µ. Let P be a near pattern with bounding sequence λ and
weight µ. Let {π(j)
i
| 1 ≤ i ≤ j ≤ r} be an approximate partition overlay on P . Then the shift by
prop(P) +
∑
1≤j≤r(|π(j)
1
|+ |π(j)
j
|) of the AONP (P , {π(j)
i
}) is a POP.
PROOF: We proceed by induction on r. Let λj , 1 ≤ j ≤ r + 1, be the constituent sequences of P . We
have λ = λr+1. Consider the shift P˜ of P by k = prop(λr+1, λr) + |π(r)1| + |π(r)r|. By the lemma, we
obtain:
(a) λ˜
r+1
, λ˜
r
interlace (which in particular implies that λ˜
r
is non-increasing: λ˜r1 ≥ . . . ≥ λ˜
r
s)
(b) π(r)
1
, . . . , π(r)
r
overlays λ˜
r+1
, λ˜
r
(c) λ˜
r
<m (µ1 + k, . . . , µr + k)
In particular, this gives a proof in the base case r = 1 of the induction.
Now suppose r ≥ 2. Let P1 denote the pattern obtained from P by omitting its last row. We may
apply the induction hypothesis to λ˜
r
, (µ1+ k, . . . , µr + k), and the AONP (P˜1, {π(j)
i
| 1 ≤ i ≤ j ≤ r− 1}),
to conclude that the shift by prop(P˜1) +
∑
1≤j<r(|π(j)
1|+ |π(j)j |) of this AONP is a POP.
Note the following:
• prop is preserved under shifts
• prop(P) = prop(λr+1, λr) +prop(P1)
• positive shifts of λ˜
r+1
, λ˜
r
do not affect (a) and (b)
• shift byprop(P1)+
∑
1≤j<r(|π(j)
1
|+|π(j)
j
|) of P˜1 (respectively λ˜
r+1
, λ˜
r
) equals shift byprop(P)+∑
1≤j≤r(|π(j)
1
|+ |π(j)
j
|) of P1 (respectively λ
r+1, λr)
The result follows. ✷
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5.5. Bijection between r-colored partitions and POPs. We are at last ready to state and prove
the desired theorem. Fix integers r ≥ 1 and d ≥ 0. Let Pr(d) denote the set of all r-colored partitions
of d.
Fix λr+1 = λ : λ1 ≥ . . . ≥ λr+1 a non-increasing sequence of integers, and µ = (µ1, . . . , µr+1) ∈
Zr+1 such that λ <m µ. Let us denote a general AONP with bounding sequence of length r + 1 by
(P , {π(j)
i
| 1 ≤ i ≤ j ≤ r}), where P denotes the underlying near pattern and π(j)
i
the partitions in the
approximate overlay. Let Nλ,µ(d) denote the set of all AONPs where P has bounding sequence λ
r+1,
weight (µ1, . . . , µr+1), and satisfies the following condition:
(80) prop(P) +
∑
1≤i≤j≤r
|π(j)
i
| = d
Let Φλ,µ be the map from Pr(d) to the set of AONPs given by
π(1), . . . , π(r) 7→ Ξλr+1(µ2, . . . , µr+1;π(1), . . . , π(r))
where Ξλr+1 is as defined in §5.3.1.
Proposition 5.9. The map Φλ,µ is a bijection from Pr(d) to Nλ,µ(d).
PROOF: It follows from Proposition 5.5 that the image of Φλ,µ lies in Nλ,µ(d). Since Ξλr+1 is a bijection
(Lemma 5.4), it follows that Φλ,µ is an injection. We now show that is also onto Nλ,µ(d). Given an ele-
ment of Nλ,µ(d), its image under Ξ
′
λr+1
maps to that element under Ξλr+1 (see the proof of Lemma 5.4),
so it is of the form (µ2, . . . , µr+1;π(1), . . . , π(r)), where π(1), . . . , π(r) is an r-colored partition of d (Propo-
sition 5.5). ✷
For an integer k, let Sk denote the “shift by k” operator (§5.4). Let N kλ,µ(d) (respectively P
k
λ,µ(d))
denote the set of all AONPs (respectively POPs) where P has bounding sequence λ˜ (the shift by k of λ),
weight (µ1 + k, . . . , µr+1 + k), and (80) is satisfied.
Theorem 5.10. For k ≥ d, the composition Sk ◦ Φλ,µ defines a bijection from Pr(d) to P
k
λ,µ(d).
PROOF: The operator Sk is evidently a bijection from Nλ,µ(d) to N
k
λ,µ(d) (see §5.4). By Corollary 5.8,
its image lies in Pkλ,µ(d), so N
k
λ,µ(d) = P
k
λ,µ(d). The result follows from Proposition 5.9. ✷
5.6. The complementation involution ∁. For P = (P , π(j)i | 1 ≤ i ≤ j ≤ r) a POP with ηj being
the jth row of the pattern P , let P denote the POP (P , πc(j)i | 1 ≤ i ≤ j ≤ r), where πc(j)i denotes the
complement of π(j)i in the rectangle (ηj+1i − η
j
i , η
j
i − η
j+1
i+1 ) (see §2.6.1). For P in P
k
λ,µ(d), we have∑
1≤i≤j≤r
|πc(j)
i
| = △(P)−
∑
1≤i≤j≤r
|π(j)
i
| = △(P) +prop(P)− d = (P)− d
The association ∁ : P 7→ P is evidently reversible. The above calculation shows that ∁ defines a
bijection from Pkλ,µ(d) onto P
k
λ,µ[d], where P
k
λ,µ[d] denotes the set of POPs with bounding sequence λ˜,
weight (µ1 + k, . . . , µr+1 + k), and depth d (see §2.8 for the definition of depth).
Precomposing the bijection of Theorem 5.10 with ∁ continues to be a bijection:
Corollary 5.11. For k ≥ d, the composite map ∁ ◦ Sk ◦ Φλ,µ is a bijection from Pr(d) to Pkλ,µ[d].
Proposition 5.12. The bijections of Theorem 5.10 and Corollary 5.11 are compatible. More precisely,
for j ≥ 0, we have:
Sj+k ◦ Φλ,µ = S
j ◦ Φλ˜,(µ1+k,...,µr+1+k) in the theorem(81)
∁ ◦ Sj+k ◦ Φλ,µ = ∁ ◦ S
j ◦ Φλ˜,(µ1+k,...,µr+1+k) in the corollary(82)
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PROOF: The left hand side of (82) may be written as ∁ ◦ Sj ◦ (Sk ◦ Φλ,µ). Now, by Proposition 5.6,
Sk ◦ Φλ,µ = Φλ˜,(µ1+k,...,µr+1+k). The proof of (81) is similar. ✷
Corollary 5.13. For k ≥ d and j ≥ 0, the map ∁ ◦ Sj ◦ ∁ : Pkλ,µ[d]→ P
k+j
λ,µ [d] is a bijection.
PROOF: ∁ ◦ Sj ◦ ∁ is equal to the composition of two bijections: the inverse of ∁ ◦ Sk ◦ Φλ,µ followed by
∁ ◦ Sj+k ◦Φλ,µ. ✷
6. THE STABILITY CONJECTURE
In this section we state the conjecture about stability of Chari-Loktev bases under a chain of inclusions
of local Weyl modules (for g = slr+1). The conjecture has been proved in [6] in the case r = 1.
2 We begin
by recalling details about the chain of inclusions. The theorem of the previous section (§5) gives us an
identification of the indexing set of the basis for an included module as a subset of the indexing set of
the basis of the larger module. It then makes sense to ask whether the bases are well behaved with
respect to inclusions. The stability conjecture says that this is so in the stable range.
6.1. The set up. Let λ be a dominant integral weight and θ the highest root of g = slr+1. We identity
λ and θ with (r + 1)-tuples of integers λ and θ respectively as in §2.9: λ: λ1 ≥ · · ·λr ≥ λr+1 = 0 and
θ = (2, 1, . . . , 1, 0).
6.1.1. Chains of inclusions. As recalled in §4.4, local Weyl modules are Demazure modules. It fol-
lows from this—see [3, Lemma 8] or, for more detail, [7, §5.1.2]—that there is a chain of g[t]-module
inclusions as follows, each of which is defined uniquely up to scaling:
W (λ) →֒W (λ + θ) →֒W (λ + 2θ) →֒ . . .
The Chari-Loktev basis forW (λ+ kθ) is indexed by the set Pkλ of POPs with bounding sequence λ+ kθ
(§4.6). Mirroring the above chain of inclusions of local Weyl modules, we have a chain of inclusions of
these indexing sets:
P0λ →֒ P
1
λ →֒ P
2
λ →֒ . . .
Indeed, the map ∁Sj∁, where ∁ is the complementation (§5.6) and Sj is the shift by j (§5.4), defines an
injection Piλ →֒ P
i+j
λ . These injections are compatible as i and j vary over the non-negative integers
(since ∁ is an involution and SjSj
′
= Sj+j
′
). For P ∈ Piλ, we let P
j denote its image under the inclusion
Piλ →֒ P
i+j
λ (i, j ≥ 0).
6.1.2. Scaling of generators. For a POP P, let vP and ρP denote respectively the Chari-Loktev basis
element and the Chari-Loktev monomial corresponding to P. Note that the Chari-Loktev basis de-
pends upon the choice of the generator (which we may scale). Fix a generator wλ of W (λ). For every
k ≥ 1, let the generator wλ+kθ ofW (λ+ kθ) be scaled so that:
(83) wλ 7→ vPk
0
= ρPk
0
wλ+kθ under the inclusionW (λ) →֒W (λ+ kθ)
where P0 denotes the unique element of P
0
λ of weight λ (corresponding to the generator ofW (λ)).
6.2. Stability conjecture. It is now natural to ask whether, for all k ≥ 0, and for all P ∈ Pkλ, we have
(84) vP 7→ ±vPj for all j ≥ 0, under the inclusions W (λ+ kθ) →֒ W (λ+ (j + k)θ)
Simple instances (see [6, Example 1, §3.3]) show that (84) is too much to expect in general. We do
however conjecture that it holds when k is in the “stable range”:
2The conjecture has since been proved by one of us [8].
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Conjecture 6.1 (STABILITY of Chari-Loktev bases). With notation as above, letP be a POP in Pkλ. Let µ
be the weight ofP and d its depth. Note that µ 4m λ+kθ and in particular
∑r+1
i=1 µi = (
∑r+1
i=1 λi)+k(r+1).
The assertion (84) holds if k ≥ ℓ+ d, where ℓ be the least non-negative integer such that µ− (k − ℓ)1 4m
λ+ ℓθ. Here 1 stands for the element (1, . . . , 1) ∈ Rr+1.
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