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Die vorliegende Dissertation behandelt Systeme zur automatischen Detektion und Klas-
sifizierung. Es wird einerseits eine Reihe von anwendungsunabha¨ngigen Aspekten des
Entwurfs derartiger Systeme behandelt, andererseits wird die spezifische Anwendung
der Unterwasserminensuche mittels der Auswertung von Synthetic Aperture Sonar
(SAS) Bildern betrachtet.
Ein neuartiges Resampling-Verfahren wird vorgeschlagen, welches die Lo¨sung zweier
fundamentaler Probleme des Entwurfs von Klassifizierungssystemen erlaubt: die
Auswahl des Klassifikators und die Abscha¨tzung der optimalen Dimension der
Merkmalmenge. Das Verfahren scha¨tzt sowohl die Wahrscheinlichkeitsverteilung
der Missklassifikationsrate (oder eines anderen Gu¨temaßes des Klassifizierungssys-
tems) in Abha¨ngigkeit der Dimension der Merkmalmenge als auch die Wahrschein-
lichkeitsverteilung der optimalen Dimension bei Vorgabe einer Missklassifikationsrate.
Letzters erlaubt insbesondere die Abscha¨tzung von Konfidenzintervallen hinsichtlich
der optimalen Dimension der Merkmalmenge. Im Gegensatz zu bereits bekannten
Verfahren wird keine Annahme hinsichtlich der Verteilungsfunktion der Merkmale
beno¨tigt. Basierend auf der Wahrscheinlichkeitsverteilung des Gu¨temaßes wird eine
Methode zur Bewertung der Qualita¨t des Klassifikators vorgeschlagen. Das Verfahren
erlaubt somit den Vergleich verschiedener Klassifikatoren ohne an eine vorgegebene
Merkmalmenge gebunden zu sein. Es hebt sich hiermit von existierenden Verfahren
ab.
Desweiteren wird die Bestimmung der Merkmale, welche in der optimalen Menge
enthaltenen sind betrachtet. Hierzu wird eine Erweiterung des Sequential Forward -
sowie des Sequential Forward Floating-Auswahlverfahren vorgeschlagen, welches deren
Limitierungen abschwa¨cht und zu besseren Ergebnissen fu¨hrt.
Basierend auf den neuentwickelten Methoden wurde ein Verfahren zur automatischen
Detektion und Klassifizierung von Unterwasserobjekten in SAS Bildern entwickelt.
Es beinhaltet drei Schritte: Detektion, Merkmalextraktion und Klassifizierung. Zur
Detektion von Objekten in Sonarbildern werden drei Segmentierungsalgorithmen ver-
glichen: iterative conditional modes, min-cut/max-flow und active contours. Die Ini-
tialisierung der Segmentierungsalgorithmen hat signifikanten Einfluss auf das Ergebnis.
Es werden daher neue Initialisierungsschemata, spezialisiert auf die vorliegende Anwen-
dung, vorgeschlagen. Anschließend wird zu jedem Objekt eine umfangreiche Merkmal-
menge extrahiert, welche sowohl geometrische als auch statistische Elemente beinhal-
tet. Diese werden derart gewa¨hlt, dass sie invariant unter A¨nderungen der Objekt-
position als auch unempfindlich gegen schlechte Segmentierungsergebnisse sind. Der
VI
Bestimmung der optimalen Merkmalmenge mittels der erweiterten Auswahlverfahren
geht die Ermittlung des besten Klassifikators anhand des vorgeschlagenen Resampling-
Verfahrens voraus. Hierbei stehen die Klassifikatoren k-nearest neighbor, Mahalanobis,
lineare Diskriminantenanalyse und support vector machines zur Auswahl.
Die vorgeschlagenen Methoden werden auf zwei Datenbanken realer SAS Bilder
angewendet, welche eine Fla¨che von 57.000 Quadratmetern Meeresgrund mit mehr
als 600 Minen unterschiedlichen Typs abbilden.
VII
Abstract
This PhD thesis considers the problem of automatic detection and classification. On
the one hand, a set of application independent design issues for classification is tackled.
On the other hand, the specific application of underwater mine hunting using synthetic
aperture sonar imagery is considered.
A novel resampling method is proposed in order to solve two fundamental issues in-
volved in the design of classification systems, namely, the selection of the classifier and
the estimation of the optimal feature set dimensionality. The method estimates both
the probability distribution of the misclassification rate (or any other figure of merit
of the classification system) subject to the size of the feature set and the probability
distribution of the optimal dimensionality given a misclassification rate. The latter
allows for the estimation of confidence intervals for the optimal feature set size. Unlike
previous methods, no assumption for the features distribution is required. Based on
the probability distribution of the figure of merit, a quality assessment for classifier
performance is proposed. By contrast with previous works, the proposed algorithm
allows to compare different classifiers without bonds to a specific feature set.
In addition, the problem of determining the optimal feature subset is considered. In this
respect, novel extensions of the Sequential Forward Selection and Sequential Forward
Floating Selection methods are proposed. It alleviates the limitations of the methods,
yielding a better performance.
A system for automatic detection and classification of underwater objects using syn-
thetic aperture sonar imagery is developed within this design framework. It consists
of three steps: detection, feature extraction and classification. In order to detect
the objects in the sonar images, three segmentation algorithms are compared: iterative
conditional modes, min-cut/max-flow and active contours. Novel initialization schemes
addressing the application at hand are proposed, since they significantly influences the
final result. An extensive set of features is extracted for each object, both geometrical
and statistical. They are designed to remain invariant to changes in the object position
and also in poor segmentation scenarios. The selection of the optimal feature subset is
accomplished by the extended feature selection algorithms, only after the resampling
method has determined the best out of four classifier candidates (k-nearest neighbor,
Mahalanobis’, linear discriminant analysis and support vector machines).
The proposed methods have been applied to two databases of real sonar images con-
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The problem of detection and classification appears in numerous daily life situations.
Children that walk along the beach looking for mollusks shells are exercising detection.
When they later separate the flat colored from the striped specimens, they perform
classification. An Automatic Detection And Classification (ADAC) system would do
the job for the kids while they go for a swim.
ADAC has been an active field of research in the last decades [1–7]. It is used both in
military and civilian applications, e.g., face recognition [8, 9], biomedical applications
[10, 11], through-the-wall radar imaging [12] or mine hunting [13–15].
This thesis is divided into two parts. In the first one, some general, application inde-
pendent, ADAC design issues are tackled. The second part of the thesis deals with
a specific application of ADAC systems, mine hunting based on Synthetic Aperture
Sonar (SAS) technology.
1.1 Publications
The following publications have been produced during the PhD tenure.
Internationally Refereed Journal Articles
• R. Fandos, S. Bouzerdoum and A. M. Zoubir. “Optimal Classification System
for Speech Emotion Recognition”. To be submitted to IEEE Transactions on
Audio, Speech, and Language Processing.
• R. Fandos, A. M. Zoubir, and K. Siantidis. “Unified Design of a Feature Based
ADAC System for Mine Hunting using Synthetic Aperture Sonar”. Submitted
to IEEE Transactions on Geoscience and Remote Sensing.
• R. Fandos, C. Debes, and A. M. Zoubir. “Resampling Methods for Quality As-
sessment of Classifier Performance and Optimal Number of Features”. Submitted
to IEEE Transactions on Geoscience and Remote Sensing.
2 Chapter 1: Motivation
• R. Fandos and A. M. Zoubir. “Optimal Feature Set for Automatic Detection and
Classification of Underwater Objects in SAS Images”. IEEE Journal of Selected
Topics in Signal Processing, vol. 5, pp. 454 - 468, June 2011.
Internationally Refereed Conference Papers
• R. Fandos, L. Sadamori, and A. M. Zoubir. “Sparse Representation Based Classi-
fication for Mine Hunting Using Synthetic Aperture Sonar”. Accepted in the 37th
International Conference on Acoustics, Speech, and Signal Processing (ICASSP),
Kyoto, Japan, March 2012.
• R. Fandos, L. Sadamori, and A. M. Zoubir. “High Quality Segmentation of
Synthetic Aperture Sonar Images using the Min-Cut/Max-Flow Algorithm”. In
Proceedings of the 19th European Signal Processing Conference (EUSIPCO), vol.
1, pp. 51 - 55, Barcelona, Spain, August 2011.
• R. Fandos and A. M. Zoubir. “Enhanced Initialization Scheme for a Three-
Region Markovian Segmentation Algorithm and its Application to SAS Images”.
In Proceedings of the 10th European Conference on Underwater Acoustics, vol.






Given a certain scenario, ADAC systems find the objects present in the scene and
assign them to one within a set of predefined classes. If the application is image based,
the detection is performed by segmenting the image into the object and background
regions. The classification task requires the identification of patterns within the set of
detected objects. It is generally easier to design such a system when the objects are
represented in some feature space that enhances those object characteristics that are
meaningful for the problem at hand. While a few features might be enough in some
applications, others require thousands. For the shells example, reasonable features
would be measures of the object texture, such as the variance of the color intensity.
The area of the shells, on the other hand, is not meaningful and may not be considered.
The scheme of a typical ADAC system is shown in Fig. 2.1.
The designer of a classification system aims for a decision rule that assigns each object
to a class based on its features. That is, the feature space has to be divided into as
many regions as classes are supported, so an object is assigned to one or another class
depending on the position value of its feature vector. Although a heuristic rule is pos-
sible, a machine learning approach provides far better results [7]: the so-called training
data set, i.e., a set of objects whose corresponding classes are known beforehand (typ-
ically by hand labeling), is used to train the system, resulting in the desired decision
rule. The system is then tested on a test data set, which must be different from the
training set. Based on the test results, a certain figure of merit is calculated to assess
the system performance, e.g., the probability of misclassification.
Several issues are to be considered in the design of an ADAC system. The first steps
of the system, namely, the selection of the segmentation algorithm and the design of
the features, both strongly depend on the application at hand. However, once the
feature set is extracted for each object in the training data set, the design process
becomes independent of the application. Therefore, the following issues are common
to all ADAC system design problems:
• Selection of the Classifier: A broad variety of classification systems exist in
the literature [7]. Each of them applies a different principle in order to divide
the feature space into the class regions. For instance, Mahalanobis’ classifier
assigns an object to the class minimizing Mahalanobis’ distance between the










Figure 2.1: General scheme of an ADAC system. If the scene is an image, the detection is
typically performed by a segmentation algorithm. For each detected object, a set of features
is extracted. The classifier assigns a class to each object by comparison with a training data
set.
object and the different classes. The suitability of one or another classification
system depends on the characteristics of the feature space.
• Estimation of the Optimal Dimensionality of the Feature Set: There
is an exponential increase in volume of the feature space as new dimensions are
added to the feature set. If the size of the training data set is finite, this implies
that, as the feature space dimensionality increases, less and less observations are
available per volume unit, which worsens the estimation of the features distri-
bution. This effect is known as the curse of dimensionality [16, 17], and it is
responsible for the deterioration of the system performance from a certain point
as the size of the feature set increases.
• Selection of the Actual Elements in the Feature Set: If the amount of
extracted features is higher than the optimal dimensionality of the feature set,
a subset of them is to be selected. The estimation of the optimal feature subset
requires the consideration of all possible feature combinations [18], which is a
prohibitive task in most cases. Hence, algorithms that approximate it with a
reasonable complexity are required.
2.1 State of the Art
Extensive work has been done in the fields of classification and feature selection in the
last decades (see [19,20] and references therein). Regarding the selection of the classi-
fication system, most of the existing works, e.g., [21–25], compare the performance of a
collection of classifier candidates on a certain feature subset that is chosen beforehand.
However, if a different feature subset were employed, the ranking might vary. Fur-
thermore, the optimal size of the feature subset is different for different classification
systems.
The estimation of the optimal dimensionality of the feature set has been an active
field of research for many decades (see [2, 26] and references therein). In general, the
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features distribution is assumed to be Gaussian, and the covariance matrix is assumed
to be identical for all classes. Since in real applications this is often not the case, the
results are unrealistic. In practice, a rule of thumb is applied: the size of the feature
set should be between six and ten times smaller than the number of observations [27].
However, this is inappropriate in many cases, since the distribution of the features is
completely disregarded.
A wide variety of feature selection algorithms estimating the optimal feature subset
exists in the literature (see [20, 28] and references therein). In this thesis, the broadly
accepted Sequential Forward Selection (SFS) and Sequential Forward Floating Selec-
tion (SFFS) methods are considered. These methods suffer from limitations, e.g., the
so-called nesting effect. Thus, for example, the best subset of five features does not
necessarily contain the best 4-feature subset, however, this is implicitly assumed.
2.2 Contributions
In the following, the main contributions of this thesis to the field of ADAC systems
design are listed:
• Quality Assessment of Classifier Performance: A novel algorithm, based on
resampling techniques, is developed in order to provide a quantitative measure
for classifier performance. Unlike previous approaches, it avoids bonds to any
specific feature subset, providing a more fair and meaningful comparison between
classification systems.
• Optimal Number of Features: The resampling algorithm referred to above
also provides confidence intervals for the optimal size of the feature subset. Unlike
previous methods, it does not require assumptions on the features distribution,
which results into a more accurate estimation. Knowing beforehand the expected
number of elements in the optimal feature subset can drastically constraint the
search space of feature selection algorithms, reducing their computational cost.
• Feature Selection: An extension of the SFS and the SFFS algorithms is pro-
posed. It mitigates the limitations of the original algorithms (e.g., the nesting
effect) allowing for a significant performance improvement.
8 Chapter 2: Introduction
2.3 Overview of Part I
The first part of this thesis consists of two main chapters. Chapter 3 describes the
resampling algorithm and its application to both quality assessment of classifier per-
formance and estimation of the optimal feature subset dimensionality. The algorithm
is tested on 80 synthetic data examples and on six standard databases of real data
from the UCI Machine Learning repository [29]. The problem of feature selection is
considered in Chapter 4. After describing the standard SFS and SFFS methods, an ex-
tension of the algorithms, which significantly improves their performance, is proposed.
The new algorithms are tested on the same six databases mentioned above. Finally,
the conclusions and outlook for future work are summarized in Chapter 5.
9Chapter 3
Quality Assessment of Classifier
Performance and Optimal Dimensionality
When pattern recognition practitioners are required to design a classifier for a spe-
cific problem, they are generally provided with a data set of S observations. Each
observation s, 1 ≤ s ≤ S, has an associated feature vector t ∈ RN and a class label
c ∈ {1, . . . , C}, where C is the number of classes. Besides other design decisions [19],
the pattern recognition expert needs to select:
1. a classification system such as k-Nearest Neighbor [7], neural networks [30], Ma-
halanobis’ classifier [31], decision trees [32], Fisher’s linear discriminant [7] or
Support Vector Machines [33], among others. The classification system is respon-
sible for setting the decision rule, namely, for dividing the feature space RN into
C regions. An observation is then assigned to one or another class c ∈ {1, . . . , C}
depending on the position value of its feature vector.
2. an n∗-element subset of features, t∗ = {t∗1, t∗2, . . . , t∗n∗} with n∗ ≤ N , that opti-
mizes a certain figure of merit f for a given classification system. Typically, f
corresponds to the misclassification rate, which is estimated from the available
data.
Indeed, both choices are interrelated. There is no overall optimal classifier, and the
superiority of one over another is application dependent. Numerous examples in the
literature provide comparisons of classification systems for different applications, e.g.,
[21–25]. Typically, a feature set is chosen beforehand and all classifier candidates are
tested on it. The classifier providing the lowest f is adopted.
The selection of a feature subset can reduce not only the cost of recognition by reduc-
ing the number of features to be collected, but it also provides a better classification
accuracy due to finite sample size effects (S <∞), i.e., the so-called curse of dimension-
ality [16]. The optimal feature subset depends on the classification system. Therefore,
a subset that performs well for one classifier might provide poor results for another one,
but a second subset could outperform it. In short, it is not fair to compare different
classifiers with the same feature subset. However, this is normally the case. In this
thesis, a novel method that overcomes this issue by assessing the classifier performance
without constraints to any specific feature set is proposed.
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The prediction of the optimal number of features, n∗, for a given problem, has been
an active field of research for several decades (see Sec. 3.5.1). Most approaches assume
Gaussianity for the features and a common covariance matrix for all classes. Thus,
to the best of our knowledge, no conclusive work exists. In practice, a rule of thumb
suggesting that n∗ should be between six and ten times smaller than S is generally
applied. This rule considers neither the quality of the available features nor the possible
imbalance between the classes.
Knowing n∗ beforehand allows for saving computational time when a feature selection
algorithm is employed in order to decide for the optimal feature subset t∗ (see Chapter
4 for details). Furthermore, if n∗ is close to N , this might indicate that the available
N features do not describe the problem sufficiently, and if possible, more or better
features should be extracted.
In this thesis, a novel resampling algorithm that pursues a twofold purpose is presented:
on one hand, it assesses the performance of a classifier avoiding bonds to any feature
subset. By doing so the best classifier out of a set of possible classifiers can be deter-
mined without restricting the procedure to a specific set of features that is suboptimal
for most classifiers. On the other hand, it estimates the probability distribution of the
optimal number of features n∗ subject to a certain figure of merit f . This allows the
prediction of the region in which the optimal number of features will be with a preset
confidence. It further allows inferring confidence information on the figure of merit.
Unlike previous works, no assumption for the features distribution is required.
Resampling techniques, e.g. the bootstrap, are computationally intensive tools for
statistical inference in situations when either little is known about the data statistics
or the available amount of data is too small to allow asymptotics based tools [34].
In the field of pattern recognition, the bootstrap has been thoroughly employed for
addressing a variety of issues. A common application is the estimation of a reliable
misclassification rate from a small number of observations [22,35–39] or when analytic
expressions cannot be obtained. Bootstrap techniques have also been applied for feature
selection [40–42].
Neither error estimation nor feature selection are the objective of the resampling algo-
rithm proposed in this thesis. Furthermore, there is a fundamental difference between
error estimation bootstrapping and the method proposed hereafter. While the for-
mer resamples the data observations, our method resamples the features. To the best
knowledge of the author, there exists no previous work where the resampling has been
employed for classifier quality assessment and estimation of the optimal feature set
dimensionality.











(a) Numerous observations lie in



























(c) 70 % of the 1 × 1 × 1 unit
cells are empty.
Figure 3.1: Curse of dimensionality. Illustration of the exponential growth in volume as
the feature set dimensionality increases.
The curse of dimensionality lies behind much of the work accomplished in this thesis
and therefore, the chapter starts with a section devoted to its description. The funda-
mentals of the classification systems employed in this thesis, the k-Nearest Neighbor (k-
NN), Mahalanobis’ classifier, Linear Discriminant Analysis (LDA) and Support Vector
Machines (SVM), are included in Sec. 3.2. Sec. 3.3 describes the resampling principle.
In Sec. 3.4, resampling is employed to estimate the distribution of the figure of merit
subject to the dimensionality of the feature set. Based on this, a quality assessment for
classification systems is proposed. An algorithm that predicts confidence intervals for
n∗ is provided in Sec. 3.5.2, after a description of the state of the art in Sec. 3.5.1. In
Sec. 3.6, the proposed method is applied to 80 data sets of synthetic data and in Sec. 3.7
to six standard data sets from the UCI Machine Learning repository [29]. First the
performance of three classifiers are compared according to the proposed quality assess-
ment. Subsequently, confidence intervals of the optimal dimensionality are estimated.
In order to verify the effectiveness of the proposed techniques, an exhaustive search
of the overall optimal feature subset is performed for the synthetic data. For the real
data, two well-established feature selection techniques, the Sequential Forward Selec-
tion (SFS) and the Sequential Floating Forward Selection (SFFS), have been applied to
estimate t∗. Its dimensionality and performance of t∗ are compared with the predicted
ones.
3.1 Curse of Dimensionality
Based on the features distribution of the training database, the classification system
designs a decision rule that will predict the class of any new possible observation. One
could think that employing all N available features for designing the decision rule will












Figure 3.2: For finite number of observations, the figure of merit improves until a certain
dimensionality n∗ (indicated by a star) and gets worse after. If the number of observations
were infinite, the performance would improve monotonically with the number of features.
provide the best performance. In this section it is shown that, due to the so-called curse
of dimensionality [16, 17], it is generally advantageous to use a subset of n features,
with n < N .
The classification rule consists of the division of the feature space Rn into C regions.
Logically, regions of Rn with a high concentration of observations from a certain class c
should be assigned to that very class. Consider a classification problem with two classes
and 20 observations per class. A synthetic example of such a database for feature set
dimensionality n = {1, 2, 3} is illustrated in Fig. 3.1. There is an exponential increase
in volume as the number of features increases, that is, less and less observations are
available at each volume unit. For this reason, the effective amount of information
that a fixed number of observations provides decreases as n increases. Hence, the
performance, measured by the figure of merit f (e.g. the misclassification probability),
improves until a certain value of n but, due to the inadequate estimation of the features
distribution, gets worse for higher values of n. This effect is the curse of dimensionality
and it is illustrated in Fig. 3.2. The value of n that corresponds to the best performance,
i.e., the optimal number of features, is denoted by n∗. The curse of dimensionality is
also known as peaking effect.
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3.2 Classification Systems
In Sec. 3.4, a quality assessment for comparing classification systems is provided. The
collection of classifiers employed in Sec. 3.7 for illustrating this method is described in
the following. These classifiers are utilized as well in Chapter 9 for the mine hunting
ADAC system as well.
Note that the focus of this thesis is not on the optimization of classification systems but
rather on the choice of the best one among a set of candidates for a given application.
Therefore, the classification systems are used as ‘black boxes’ that receive feature
vectors as inputs and provide class labels as outputs. They are shortly described
in the sequel for the sake of completeness.
3.2.1 k-Nearest Neighbor
The k-Nearest Neighbor (k-NN) classifier [7] is conceptually very simple. The distance
between the feature vector of the observation s under consideration and the feature
vectors of all training observations is measured under some norm, and the closest k
training observations, the nearest neighbors, are selected. The observation s is assigned
to the class c to which most of its k nearest neighbors belong. To avoid draws, k is
normally chosen to be odd. The results presented in this thesis are calculated with
k = 5. The Euclidean norm has been used.
3.2.2 Mahalanobis’ Classifier
Mahalanobis’ classifier [31] assumes that the feature set t ∈ Rn of the observations
belonging to class c follows a multivariate Gaussian distribution. Thus, its probability






|Σc|− 12 · exp
[− 1
2
(t− µc)′Σ−1c (t− µc)
]
, c ∈ {1, . . . , C}, (3.1)
where µc and Σc are the mean and covariance matrix corresponding to class c, respec-
tively. They are approximated by the sample mean, µˆc, and sample covariance matrix,
Σˆc, which are estimated from the training data.













(t− µˆc1)′Σˆ−1c1 (t− µˆc1)− (t− µˆc2)′Σˆ−1c2 (t− µˆc2)
]}
. (3.2)
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Note that the first and second terms depend exclusively on classes c1 and c2, respec-
tively. Each term has two contributions: the logarithm of the covariance matrix de-
terminant and Mahalanobis’ distance between the feature set and the distribution of
the corresponding class. Associating a constant Jc to each class c ∈ {1, . . . , C}, Maha-




≥ Jc1 − Jc2 ∀c2 ∈ {1, . . . , C}, c2 6= c1. (3.4)
The constants Jc are chosen taking into account the characteristics of the distributions
at hand and the design objective. For example, if all classes are equiprobable and the
design objective is the minimization of the overall misclassification probability, then
Jc = 0 ∀c, and observations will be assigned to the class maximizing the probability
distribution. By contrast, if the focus is on the minimization of the misclassification
probability of a certain class c1 (for instance, in a detection problem), then Jc1 should
be smaller than Jc2 ∀c2 ∈ {1, . . . , C}, c2 6= c1, prioritizing the correct classification of
c1 observations at the expenses of misclassifying more c2 observations, c2 6= c1. In
Fig. 3.3, an example illustrates Mahalanobis’ classifier for a feature set of dimension
n = 1.
3.2.3 Linear Discriminant Analysis
The Linear Discriminant Analysis (LDA) classifier [7] assumes that the covariance
matrix in Eq. (3.1) is identical for all classes. Although this appears as a loss of
generality with respect to Mahalanobis’ classifier, it might be an advantage when the
number of training observations is reduced. Due to the curse of dimensionality (see
Sec. 3.1), the estimation of the sample covariance matrix for the different classes is















′Σˆ−1(µˆc1 − µˆc2), (3.6)














(a) If both classes are equiprobable, the
overall misclassification probability is min-
imized when the decision threshold is at














(b) If the correct classification of class 2
observations is prioritary, the threshold is
shifted to the left. As a result, the mis-
classification of class 1 observations in-
creases.
Figure 3.3: Mahalanobis’ classifier for a two class problem and dimensionality n = 1. The
pdf pc of the feature set t is depicted for c = {1, 2}. A vertical line indicates the decision
threshold: observations to its left and right are assigned to class 1 and 2, respectively. The
areas in gray indicate the probability of misclassification for both classes.
which is a linear discriminant function of t. Hence, Eq. (3.6) defines an hyperplane
w · t−w0 = 0, where w = (µˆc1− µˆc2)′Σˆ−1 and w0 = 12(µˆc1 + µˆc2)′Σˆ−1(µˆc1 − µˆc2). The
decision rule is established by comparing Eq. (3.6) with Jc1 − Jc2, ∀c1, c2 ∈ {1, . . . , C},
as indicated by Eq. (3.4).
The LDA classifier is used in Chapter 9 for the mine hunting ADAC system due to the
poor performance provided by Mahalanobis’ classifier in that case.
3.2.4 Support Vector Machines
The main limitation of Mahalanobis’ and LDA classifiers is the Gaussianity assump-
tion. Features are indeed rarely Gaussian and hence, the performance of the classifiers
degrades. Support Vector Machines (SVM) constitute a powerful tool able to deal with
such scenarios. SVM do not require the estimation of the features distribution and,
rather than minimizing the misclassification rate, they focus on the maximization of
the decision confidence. First in this section, the linear SVM [33, 44] are presented.
Subsequently, an extension that allows for non-linear classification is described.
Like the LDA classifier, linear SVM use hyperplanes to divide the feature space into C
regions. In the following, C = 2 is assumed and a single hyperplane, w · t−w0 = 0, is
required. At the end of the section an extension for C > 2 is provided.
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The training database is employed in order to define the hyperplane. Ideally, observa-
tions from different classes should stay at different sides. This can be mathematically
formulated as follows. Each observation s with feature vector ts and class c ∈ {1, 2},
has an associated value κs ∈ {−1, 1}. For class 1 observations κs = −1, and κs equals
1 for observations belonging to class 2.
The hyperplane defines two half-spaces of observations classified with large confidence:
w · t− w0 ≥ 1 (3.7)
w · t− w0 ≤ −1 (3.8)
The distance between these two half-spaces is referred to as margin and equals 2
||w||
.
Two conditions define w and w0. On the one hand, the margin should be as large as
possible:
min ||w||. (3.9)
On the other hand, all training observations should be correctly classified with large
confidence,
κs(w · ts − w0) ≥ 1, 1 ≤ s ≤ S. (3.10)
Fig. 3.4 illustrates this with an example. The feature set dimensionality is n = 2
and therefore, the hyperplane reduces to a straight line. Clearly, there is a compromise
between Eqs. (3.9) and (3.10) and often, the second condition is unfulfilled for a certain
amount of observations in order to increase the margin. This can be expressed as
z(ts,w, w0, κs) = max(0, 1− κs(w · ts − w0)). (3.11)
For the observations classified with a large confidence, z(ts,w, w0, κs) = 0. By contrast,
z(ts,w, w0, κs) increases with the distance between ts and κs(w · ts−w0) = 1 for those
observations such that κs(w · ts − w0) < 1. Hence, the combination of a large margin











where M is a parameter that controls the relative importance of both requirements.
Eq. (3.12) can be solved employing Lagrange multipliers (for details, see [45]). It is












subject to 0 ≤ υs ≤ M and
∑S
s=1 υsκs = 0, where υs are the Lagrange multipliers. It
can be demonstrated that υs 6= 0 only for the observations s fulfilling κs(w·ts−w0) = 1,



















































Figure 3.4: SVM. The support vectors are indicated by stars. They define a hyperplane
that separates the regions corresponding to classes 1 and 2. For the non-linear SVM, the
hyperplane is defined in the kernel domain (radial basis function). In the feature space, the
border between regions is not linear. The observations that are not classified with a large
confidence (they do not accomplish Eq. (3.10)) are indicated with a plus sign.
the so-called support vectors. Hence, the values ofw and w0 are determined exclusively
by the support vectors (see Fig. 3.4). The solution to this problem is obtained by





w0 = w · ts − κs, (3.15)
where w0 is computed from any support vector.
Note that the dot product between pairs of feature sets in Eq. (3.13) can be substituted












By doing so, the SVM algorithm defines the hyperplane into the kernel space. Back
to the feature space, the border between class regions is not linear anymore. This
constitutes the main strength of SVM, since it allows for separating classes of arbitrary
distributions. The radial basis function,
Φ(ts, ts′) = exp(−d||ts − ts′||2), d > 0, (3.17)
is often employed as kernel function, and it has also been adopted in this thesis.
There are two parameters that need to be estimated for a non-linear SVM with radial
basis kernel, d and M . The SVM implementation employed in this thesis [46] finds
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them by means of a grid search, which determines the combination of values performing
best for the given data.
Furthermore, the SVM in [46] allow for C > 2. A binary problem is built for each
class: a hyperplane separates that class from the others, which are considered as a
single class. Observations are then classified according to all hyperplanes. Finally,
they are assigned to the class that has been chosen with the largest confidence.
3.3 Resampling Techniques
The resampling technique proposed in this thesis is similar to the bootstrap. In this
section, the standard bootstrap is described. Subsequently, the differences between it
and the resampling method employed thereafter are highlighted.
The bootstrap is a technique that allows for statistical inference of parameters when
few data samples are at hand or too little is known about the statistics of the problem.
Despite being computationally demanding, it has gained importance in the last years,
as the available computer power is exponentially increasing [47].
Let z = {z1, z2, . . . , zN} be a set of measurements, which are realizations of a random
variable set Z = {Z1, Z2, . . . , ZN}, drawn from a distribution pZ. Typically, one is
interested in the distribution of some parameter estimator θˆ = θˆ(Z). For example





j=1 Zj. If pZ is known, it is possible to exactly evaluate the distribution of
the parameter estimator θˆ, pθˆ. However, if pZ is unknown or θˆ is some complicated
estimator, its distribution cannot be derived in a closed form. Provided that enough
data is available, asymptotic arguments could be used and the distribution of θˆ could
be approximated. If this is not the case, we may apply the bootstrap.
The bootstrap paradigm dictates that the unknown distribution pZ is approximated
by the empirical distribution of the data pˆZ. Hence, NB bootstrap samples z
′
b =
{z′1, z′2, . . . , z′n}, 1 ≤ b ≤ NB, are generated from z by drawing at random with replace-





Thus, the distribution of θˆ, pθˆ, is approximated by the distribution of θˆ
′, pθˆ′ , provided
a large number NB of bootstrap parameter estimates. As a rule of thumb, NB > 50 for
variance estimation and NB > 1000 for confidence intervals estimation is suggested [48].
The standard bootstrap employs replacement and n equals the total number of mea-
surements N . However, other schemes are also possible. The jackknife for example
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resamples the data by systematically deleting a fixed number of elements from the
data set z [49]. The subsampling bootstrap on the other hand chooses a block size n,
n < N , and obtains each bootstrap sample by selecting n consecutive elements from
z [50].
Like the standard bootstrap, the application presented in this thesis performs sampling
at random, and the elements do not need to be consecutive. However, no replacement
is employed and n < N (see Sec. 3.4). Furthermore, in the context of classification, the
bootstrap is generally applied to resample observations (e.g. for error estimation). By
contrast, the application proposed in this thesis resamples the feature set. Note that
the features are considered random conditional on the data.
3.4 Quality Assessment of Classifier Performance







P (c2|c1), c1, c2 ∈ {1, . . . , C}, (3.18)
where P (c1) is the prior probability of class c1 and P (c2|c1) is the probability of deciding
for class c2 when the actual class is c1. In some applications though, other measures
might be of interest. For instance, in a detection scenario one should minimize the error
rate for one class (missed detection rate) while keeping the error rate of the other class
(false alarm rate) under a certain threshold. In Chapter 9, a novel figure of merit is
developed. It takes into account the specific characteristics of mine hunting databases
where more than one kind of mines as well as a considerable amount of clutter are
present.
Independently of its metric, f is usually estimated in the following manner. First, a
feature subset is selected. The S data observations are divided into the training and
the test set so that the classifier is designed according to the former and it is tested on
the latter. There are several strategies on how to accomplish this division [19]. The
re-substitution (all available data are employed as both training and test sets) is the
computationally most efficient one but it is optimistically biased. The leave-one-out
technique trains the system on all available observations except one, and then tests it
on the remaining observation. This procedure is repeated for all available observations.
The leave-one-out technique fully exploits the available data and is unbiased, but it is
computationally expensive. A good trade-off is, for instance, the 5-fold cross validation
approach (which is employed for the mine hunting ADAC system design presented in
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Chapter 9). The S available observations are randomly divided into five groups. In
turns, the system is designed according to four of them and tested on the fifth one.
For all of these methods, a single f value is eventually obtained.
However, this value of f is influenced by the finite number of observations and also
by the pre-selected feature subset. The former influence decreases as the size of S
increases. If S is too small, different techniques (among them the bootstrap) can be
employed in order to obtain a better estimation of f [35, 36]. The pre-selection of a
feature subset undermines the comparison of classification systems. A solution to the
latter problem is proposed in the following.
Consider f to be a random variable conditional on the number of features n. Define a set
of possible sizes, ni ∈ {n1, n2, . . . , nmax}, nmax ≤ N , and apply resampling techniques
to estimate the empirical conditional probability density function, pˆf |ni. After choosing




• Step 1. Select randomly from t = {t1, t2, . . . , tN} a set of ni features to
obtain a sample t′b = {t′1, t′2, . . . , t′ni}
• Step 2. Compute the figure of merit estimate f ′b,ni = f(t′b)
• Step 3. Repeat Steps 1 and 2 NB times to obtain a set of figure of merit
estimates, {f ′1,ni, . . . , f ′NB,ni}, from which the empirical distribution pˆf |ni can
be derived
No replacement is applied, that is, a sample t′b contains each feature tj at most once.
Otherwise, some classification systems would fail, e.g., Mahalanobis’ classifier, which
requires the inverse of the covariance matrix.
The estimation of pˆf |ni from {f ′1,ni, . . . , f ′NB,ni} may be done using either a parametric
model (e.g., a Gaussian or Gamma distribution) or a non-parametric approach, such
as kernel probability density estimation or histogram techniques [51].
The representation of pˆf |ni in the f − n plane (see examples in Secs. 3.6.1 and 3.7.1)
illustrates the performance of the classifier. The comparison of pˆf |ni for different clas-
sifier candidates allows for selecting the most suitable one for the problem at hand.
There exists different options for quantifying the performance of a classifier from pˆf |ni,




f ′b,ni, b ∈ {1, . . . , NB}, ni ∈ {n1, . . . , nmax}
}
. (3.19)
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Indeed, at this stage, the feature subset associated to fminb may be selected as optimal
feature subset and the corresponding classifier as optimal classification system. How-
ever, a feature selection algorithm (see Chapter 4) is likely to significantly improve
this result (see examples in Secs. 3.6 and 3.7, respectively). The more the energy of
pˆf |ni concentrates towards low values of f , the higher is the probability that the fea-
ture selection algorithm reaches a considerably lower figure of merit. For this reason,
rather than in fminb , we are interested in the classifier candidate whose pˆf |ni energy










w(f) · pˆf |nidf, (3.20)
where ∆ni = ni+1 − ni and w(f) must be a monotonically decreasing function, e.g.,
w(f) = f−ψ with ψ > 0. This ensures that the contribution of pˆf |ni to Q is greater
for smaller f values. The value of ψ is to be selected by the designer. The higher its
value, the more weight is assigned to lower f . If ψ →∞, the rule reduces to choosing
the classifier with the lowest figure of merit estimate. The simulation study in Sec. 3.6
concludes that a good value of ψ is ψ = 1. Note that for ψ = 0, Eq. (3.20) equals 1
independently of the classifier performance.
This quality assessment might be unsuitable in some situations. For example, consider
a classification problem with a strong effect of the curse of dimensionality. In such case,
the contribution of pˆf |ni to Q will be small for most ni, probably resulting in a rather
low Q value. However, pˆf |ni could reach very low f values for the optimal number
of features. If compared with another classifier that does not suffer from the curse of
dimensionality, the former classifier might be unfairly discarded. In such cases, it is




w(f) · pˆf |nidf, ni ∈ {n1, . . . , nmax}
}
. (3.21)
Note that, since the samples t′b are obtained from the set of available features, t =
{t1, t2, . . . , tN} influences Q. However, the quality assessment is not bound to any
specific subset t∗ = {t∗1, t∗2, . . . , t∗n∗}, n∗ < N . Hence, given a data set and a feature
space t ∈ RN , the performance of a set of classifier candidates is first assessed, and the
best one is chosen. Then, a feature selection algorithm is used only on that classifier
in order to find the optimal subset t∗.
The computational cost of the method is regarded in Sec. 9.5, for the mine hunting
ADAC examples.
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3.5 Optimal Number of Features
3.5.1 State of the Art
The estimation of the optimal number of features n∗ was subject of thorough research
mainly in the 1970s and 1980s. In the following, a summary of the main works is
provided.
In [17], the curse of dimensionality is regarded and average performances over all pos-
sible problems generated by certain a priori distributions are provided.
Naturally, the performance of a feature set t depends on the so-called class separabil-
ity, that is, on how distinct and compact the n-dimensional regions occupied by the
feature vectors of the different classes are. In [52] the class separability is measured by
Mahalanobis’ distance. As long as it increases proportionally to the dimensionality, no
performance loss is experienced.
Another review paper [26] summarizes the related works published before 1982. Most
of them [53–55] assume equiprobable classes, multivariate Gaussian distributions with
a common covariance matrix for all classes. So does [56], which proposes that the
number of observations S should increase linearly with n when linear discriminants are
used, and quadratically in the case of quadratic discriminants.
The class unbalance constitutes a further issue. Agreed that equiprobable classes result
in optimal performance [52,55], solutions are proposed assuming again Gaussianity and
a common covariance matrix.
The following rule of thumb has been proposed [27]: n∗ should be between six and ten
times smaller than S, as long as the class separability, measured by Bhattacharyya’s
distance [57], increases with the dimensionality. Equiprobable classes are assumed.
It is noted that previous work in this area assumes knowledge of the distribution of
the data or the prior probabilities of the classes. Although bootstrapping techniques
are often used in the context of classification for other applications (error estimation
[22,35–39] , feature selection [40–42], random forests [58]), to the best of our knowledge,
no attempt has been made to employ resampling to overcome these limitations and
predict the optimal number of features. A prediction of the optimal number of features
allows to strongly reduce computation time for the feature selection algorithm applied
subsequently.



















Figure 3.5: Bock diagram of the design process for a classification system as proposed in
this thesis. The first three blocks are described in this chapter, while feature selection is
considered in Chapter 4.
3.5.2 The Resampling Approach
A new approach to the problem, which employs the resampling algorithm described in
Sec. 3.4, is proposed in the sequel. Unlike the methods described above, no assumption
about the distribution of the data or the prior probabilities of the classes is required
(see simulations in Sec. 3.6).
Bayes’ theorem states
pn|f =
pn · pf |n
pf
. (3.22)
In the following we assume pn as well as pf to be uniformly distributed. Practically
this means that given a classification problem at hand, all numbers of features n =
{1, . . . , N} and all metrics in an interval [fmin, fmax] are equally likely. This is the
natural assumption drawn when no a priori knowledge is available. Furthermore, the
results in Sec. 3.6 support its validity. It is noted, however, that any knowledge on pn
or pf can easily be incorporated in Eq. (3.22) and all following conclusions still hold.
Hence, let us express Eq. (3.22) as:
pn|f = A · pf |n, (3.23)
where the constant A assures that
∑
n pn|f = 1. An empirical estimation of pf |n, pˆf |ni,
is provided by the resampling algorithm proposed in Sec. 3.4 and hence, pˆn|f = A · pˆf |ni,
with ni = n1, . . . , nmax.
It is known [28] that if the feature elements of t∗ are carefully chosen, the figure of
merit can significantly be improved. That is, if instead of selecting the n∗ features
in t∗ in a random manner (as we have done for obtaining {f ′b,ni}) we apply a feature
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selection algorithm, we will very likely reach a figure of merit f ∗ that is smaller than
fminb . Therefore, unlike for the classifier quality assessment application, pˆf |ni cannot
be assigned to the histogram of f ′b,ni, Hf |ni, because Hf |ni = 0 for f < f
min
b , ni =
n1, . . . , nmax, and that is precisely the region where f
∗ is expected. Hence, a model
that extrapolates pˆf |ni for f < f
min
b is required. A thorough study of the statistics of
f ′b,ni has been accomplished for several synthetic and real data examples (see Secs. 3.6
and 3.7). It has been observed that the probability distribution of {f ′b,ni} is reasonably
close to the Gaussian, which has been chosen to model pˆf |ni. Thus, the mean and
covariance matrix are approximated by the sample mean and sample covariance matrix
calculated from the figure of merit estimates, {f ′1,ni, . . . , f ′NB,ni}. Note that while the
traditional methods referred in Sec. 3.5.1 assume Gaussianity for the distribution of
the features subject to the class, pt|c, c = {1, . . . , C}, we assume the figure of merit
conditional to the number of features, pˆf |ni, to be Gaussian. Among all simulated and
real data sets, only one real data set significantly diverges from this model, resulting
in a poor confidence interval estimation. To overcome this issue, a non-parametric
approach based on kernel density estimation is proposed (see Sec. 3.7.3).
As referred above, feature selection algorithms are expected to find a feature subset
outperforming fminb (see Eq. (3.19)). Indeed, if the figure of merit associated with the
feature subset provided by the feature selection method is not lower than fminb , then we
should adopt the feature subset producing fminb as optimal feature subset. Therefore,
we limit our study to f ≤ fminb . The 95 % confidence interval of pˆn|f , q0.025n|f ≤ n ≤ q0.975n|f
subject to f ≤ fminb delimits the region where {f ∗, n∗} is most probably expected.
Thus, more than a precise prediction of the optimal number of features, our algorithm
provides a region in the f − n space where it is most likely located. In Sec. 3.6, where
different examples with simulated data are studied and the overall optimal feature
subset is found by means of exhaustive search, 25 % confidence intervals are employed
in order to study the convergence of the confidence intervals to their real value.
The size of the confidence interval q0.025n|f ≤ n ≤ q0.975n|f naturally depends on the value of
f . Thus, when a feature selection algorithm is applied (see Chapter 4), the n search
space can be restricted beforehand to the interval nm ≤ n ≤ nM, with
nm := min{q0.025n|f } ∀f ≤ fminb , (3.24)
nM := max{q0.975n|f } ∀f ≤ fminb . (3.25)
Taking into account that the size of q0.975n|f − q0.025n|f decreases as f decreases, nm and
nM can be adapted in the following manner at each iteration l of an iterative feature
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selection process:








where fl is the value of the figure of merit at iteration l, calculated from the estimated
optimal feature subset at that iteration, fl = f(t
∗
l ).
Finally, a block diagram of the complete design process for classification systems pro-
posed in this thesis is depicted in Fig. 3.5. Given a set of S observations with feature





• Step 1. For each classifier candidate, apply resampling. For ni =
n1, . . . , nmax and for b = 1, . . . , NB:
a) Select from t = {t1, t2, . . . , tN} a random set of ni features, t′b =
{t′1, t′2, . . . , t′ni}
b) Compute the figure of merit f ′b,ni = f(t
′
b)
• Step 2. Assess the quality of each classifier:
a) From the set {f ′1,ni, . . . , f ′NB,ni} estimate pˆf |ni , ni ∈ {n1, n2, . . . , nmax}
b) Calculate Q for each classifier, choose the one with the highest Q
• Step 3. For the selected classifier, find n∗:
a) From {f ′1,ni, . . . , f ′NB,ni} estimate pˆf |ni, ni = n1, . . . , nmax by fitting to a
Gaussian distribution
b) Calculate pˆn|f = A · pˆf |ni , with ni = n1, . . . , nmax
c) From pˆn|f , find the confidence intervals for n
∗, q0.025n|f ≤ n ≤ q0.975n|f for
f ≤ fminb
• Step 4. For the selected classifier, use a feature selection algorithm to find
t∗ (see Chapter 4). Use q0.025n|f and q
0.975
n|f to adapt the nm ≤ n ≤ nM search
space at each iteration
It is noted that Steps 2.a and 3.a are alike. For the latter, the estimation of pˆf |ni
needs to be accomplished by fitting a Gaussian distribution. The former estimation is
unconstrained and for instance, histogram techniques are possible.
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3.6 Results with Simulated Data
In order to show the effectiveness of the proposed methods, a set of simulation studies
have been carried out. The predictions of the resampling method are compared with
the optimal feature subset obtained by an exhaustive search.
Four different models have been considered, all of them using N = 20 features (higher
number of features makes the exhaustive search unfeasible):
• Model 1. Similarly to Model 1 in [59], a 2-class model with Gaussian fea-
tures whose means are located at δ · a and −δ · a is employed. The vector
a = {a1, . . . , aN} is generated at random from a Gaussian distribution of mean
0 and variance 1. Its magnitude is normalize to ||a|| = 1. The features are un-
correlated and their variance is set to 1. The value of δ is chosen such that, for
Mahalanobis’ classifier, the theoretical misclassification tends to 0.1 as S →∞.
• Model 2. As Model 1, the features are uncorrelated and follow Gaussian distri-
butions of variance 1. The class means are located at δ · a and −δ · a. The mean
value aj follows a uniform distribution between 0.7 and 1 for five out of the 20
features. The mean of the 15 remaining features is generated at random from a
Gaussian distribution of mean 0 and variance 1. The value of δ is chosen such
that, for Mahalanobis’ classifier, the theoretical misclassification tends to 0.2 as
S →∞.
• Model 3. As Model 1, the features are Gaussian and the class means are located
at δ · a and −δ · a. The vector a is generated at random from a Gaussian
distribution of mean 0 and variance 1. Its magnitude is normalize to ||a|| = 1.
The correlation of ten out of the 20 features has been set to random values
higher than 0.5. The value of δ is chosen such that, for Mahalanobis’ classifier,
the theoretical misclassification tends to 0.1 as S →∞.
• Model 4. The features follow uncorrelated bimodal Gaussian distributions of
different variance values.
Model 1 corresponds to the simplest classification scenario. Model 2 aims for a low
optimal number of features in relation to N . Model 3 studies the effect of correlated
features in the proposed method. Model 4 studies how the lack of Gaussianity affects
pˆf |ni. Other non Gaussian feature distributions (e.g., Weibull and Gamma) have been
considered, obtaining similar results to those presented in the sequel.
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(l) Model 4, LDA
Figure 3.6: Quality assessment of classifier performance and confidence intervals of the
optimal number of features. The curves represent 10 · log(pˆf |ni) for ni = 1, . . . , N , estimated
through histogram techniques from the figure of merit estimates. The estimated 25 % confi-
dence intervals for the optimal number of features restricted to f ≤ fminb are indicated with
a red line. The blue curves show the optimal number of features for each value of ni. A
star is located at the position of the overall optimal number of features n∗ and associated f∗.
Both the database and the classification approach are indicated for each figure. The scale is
common for all figures and spans between -5 dB (white) and 25 dB (black). Although f is
defined in the interval 0 ≤ f ≤ 1, we focus on the left part of the span.
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Twenty data sets have been generated for each model, half of them using S = 30
observations and the other half with 60 observations. The number of observations has
been chosen deliberately low in order to provoke an optimal dimensionality significantly
lower than N . The prior probabilities vary between 0.3–0.7 and 0.5–0.5.
3.6.1 Quality Assessment of Classifier Performance
For each setup, the resampling algorithm has been applied with NB = 1000 samples
and three different classifier candidates: k-Nearest Neighbor (k-NN) with k = 5, Linear
Discriminant Analysis (LDA) and Mahalanobis’ classifier. The overall misclassification
rate constitutes the figure of merit f , and the 10-fold cross validation has been employed
for estimating it from the data.
For one example of each model, the representation of pˆf |ni in the f − n plane is in-
cluded in Fig. 3.6. The two first data sets employ S = 30 observations and the other
two examples correspond to S = 60. Each row presents the results of a different simu-
lation model. Choosing one specific n = ni (i.e., one horizontal line in the image) the
distribution of the figure of merit for that specific ni is obtained. On the other hand,
fixing a value for f (i.e., one vertical line in the image) we obtain pˆn|f , only lacking the
normalization constant A defined in Eq. (3.23). A logarithmic scale has been employed,
and the scale spans between -5 dB (white) and 25 dB (black). The distribution of f
subject to ni is approximated by the histogram of {f ′1,ni, . . . , f ′NB,ni}, pˆf |ni := Hf |ni. A
good classifier will have most of the distribution energy concentrated on the left side.
In general, the variance of pˆf |ni decreases with ni. Indeed, for ni = N a single sample
is available and the variance of pˆf |N is 0. In all examples the value of f for ni = N is
higher than fminb , which confirms that, in general, choosing a subset of features results
in a better performance than using all available ones.
The quality assessment has been calculated as indicated in Eq. (3.20) with ψ = 1. For
the examples in Fig. 3.6, results are included in Table 3.1, so that the three classifier
candidates can be compared for each data set. The value of Q for the best classifier
has been highlighted.
3.6.2 Optimal Number of Features
The method proposed in Sec. 3.5.2 for predicting the optimal number of features n∗
has been applied for the three classifiers. Instead of 95 %, 25 % confidence intervals
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Table 3.1: Performance assessment Q, with ψ = 1, of a k-NN classifier with k = 5, Maha-
lanobis’ classifier and an LDA for the simulated data sets in Fig. 3.6. For each example the
best result has been highlighted.
Database Model 1 Model 2 Model 3 Model 4
k-NN 9.3 7.3 10.72 11.5
Mahal. 6.8 6 10.73 8.9
LDA 12.5 7.7 10.7 16.5
Table 3.2: Best figure of merit f∗ found by an exhaustive search for the k-NN with k = 5,
Mahalanobis’ and LDA classifiers for the simulated data sets in Fig. 3.6. For each example
the best result has been highlighted.
Model 1 Model 2 Model 3 Model 4
k-NN 0.050 0.078 0.068 0.045
Mahal. 0.067 0.078 0.051 0.015
LDA 0.017 0.094 0.093 0.03
are employed in order to study the convergence to the real optimal value. The region
delimited by q0.375n|f ≤ n ≤ q0.625n|f and f ≤ fminb is represented for each data set in Fig. 3.6
by a red line.
The Kullback-Leibler divergence K [60] has been employed to quantify the suitability
of the model. It measures the goodness of fit between two distributions by estimating
the expected number of extra bits required to code samples from one of the distribu-
tion using a code based on the other distribution. Hence, the higher K is, the more
different the distributions are. The features of Models 1, 2 and 3 are drawn from Gaus-
sian distributions, so K(tj) ≈ 0 bits, 1 ≤ j ≤ N . The Kullback-Leibler divergence
between the Model 4 features distribution and their fit to a Gaussian is K(tj) = 5 bits
in average. By contrast, the Kullback-Leibler divergence between the histogram of
{f ′1,ni, . . . , f ′NB,ni} and their best fit to a Gaussian is around K(pˆf |ni) ≈ 0.1 bits (never
higher than 0.13 bits), 1 < ni < N , for Models 1, 2, and 3 as well as for Model 4. This
suggests that there is no strong correlation between the Gaussianity of the features
and the Gaussianity of pˆf |ni.
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3.6.3 Verification: Optimal Feature Set
Note that a theoretical computation of the confidence intervals is not possible. Even for
the simple Model 1, pˆf |ni diverges from its theoretical error rate due to the small amount
of observations that is employed. If a higher amount of observations were employed in
order to approach the theoretical value, the curse of dimensionality would not occur
and the estimation of the optimal number of features would be unnecessary. Thus, in
order to verify the accuracy of the estimated confidence intervals, an exhaustive search
has been applied. It finds the overall optimal subset t∗ and its associated f ∗ and n∗.
Results are included in Fig. 3.6. The blue curves indicate the best figure of merit for
each ni. The overall optimum is indicated with a star. The distance between f
∗ and
fminb represents the gain of the exhaustive search with respect to selecting the best figure
of merit estimate (see Eq. (3.19)). For 209 out of the 240 simulations (three classifier
candidates per data set), the optimum falls within the 25 % confidence interval. If
75 % confidence intervals are considered, all simulations show agreement between the
predicted confidence intervals and the actual optimal number of features.
The value of f ∗ can be employed to verify the correctness of the predicted optimal
classifier. Table 3.2 shows the value of f ∗ for all three classifier candidates and for
each example in Fig. 3.6. The lowest result for each database is highlighted. For the
selection of the best classifier candidate to be correct, the highest Q value in Table 3.1
should coincide with the lowest figure of merit value in Table 3.2. The selection of the
best classifier is correct for the first and the third examples. Note, however, that for the
second and third data sets, the value of Q is similar for all classifier candidates. In such
cases Q does not provide valuable information for selecting the classifier. For ψ = 1,
the quality assessment of classifier performance is correct 75 % of the times. Most
of the mismatches correspond to data sets whose Q values for the different classifier
candidates are similar. For ψ = 0.5 the values of Q for the different classifier candidates
are closer to each other. Moreover, the percentage of mismatches is higher. If ψ = 2,
the Q values for the different classifier candidates diverge more than for ψ = 1, but the
percentage of good decisions remains.
Roughly the same rate of error in both the confidence intervals estimation and classifier
performance assessment is observed for the four models, also independently of the
number of observations and prior probabilities.
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Table 3.3: Number of classes C, number of observations S, and dimensionality N , for all
databases under consideration. The number of observations has been broken down into the
number of observations per class.
Database PARK CANC1 CANC2 IONO MUSK MULTI
C 2 2 2 2 2 3
Sc [147 48] [357 212] [151 47] [225 126] [207 269] [100 100 100]
N 22 30 32 32 166 76
Table 3.4: Performance assessment Q, with ψ = 1, of a k-NN classifier with k = 5, Maha-
lanobis’ classifier and an SVM approach with radial basis kernel. For each data set, the best
result has been highlighted.
Database PARK CANC1 CANC2 IONO MUSK MULTI
k-NN 10 24 4 7 6 15
Mahal. 8 22 4.7 11 7 14
SVM 13 35 4.6 14 14 18
3.7 Results with Real Data
The algorithm above has also been applied to six real data sets from the UCI Machine
Learning repository [29]: the Parkinsons, Breast Cancer Wisconsin (Diagnostic), Breast
Cancer Wisconsin (Prognostic), Ionosphere, Musk (version 1) and Multiple Features
data sets. Hereafter, they are referred to as PARK, CANC1, CANC2, IONOS, MUSK
and MULTI, respectively. Their number of classes C, number of available features N
and number of observations for each class Sc, 1 ≤ c ≤ C are shown in Table 3.3. For
the MULTI data set, three out of the ten available classes are considered. Moreover,
only 100 out of the available 200 observations per class have been considered.
3.7.1 Quality Assessment of Classifier Performance
Three classifiers have been compared for each data set: the k-NN classifier (see
Sec. 3.2.1) with k = 5, Mahalanobis’ classifier (see Sec. 3.2.2) and an SVM classifier
with a radial basis kernel (see Sec. 3.2.4). The overall misclassification rate consti-
tutes the figure of merit f , and the leave-one-out technique has been employed for its
estimation from the data.
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Table 3.5: Best figure of merit f∗ found by the SFS and SFFS feature selection algorithms
for the k-NN with k = 5, Mahalanobis’ and an SVM classifier. For each data set and each
feature selection algorithm the best result has been highlighted.
PARK CANC1 CANC2
SFS SFFS SFS SFFS SFS SFFS
k-NN 0.036 0.031 0.021 0.019 0.197 0.157
Mahal. 0.077 0.056 0.021 0.018 0.157 0.151
SVM 0.020 0.015 0.014 0.010 0.167 0.136
Table 3.6: Best figure of merit f∗ found by the SFS and SFFS feature selection algorithms
for the k-NN with k = 5, Mahalanobis’ and an SVM classifier. For each data set and each
feature selection algorithm the best result has been highlighted.
IONO MUSK MULTI
SFS SFFS SFS SFFS SFS SFFS
k-NN 0.060 0.059 0.055 0.036 0.007 0.007
Mahal. 0.057 0.046 0.044 0.021 0.003 0.003
SVM 0.028 0.02 0.017 0.015 0.010 0.010
Figs. 3.7 and 3.8 depict pˆf |ni, with ni = n1, . . . , nmax, for PARK, CANC1 and CANC2,
and for IONOS, MUSK and MULTI, respectively. The distributions are shown in the
f − n plane.
The peaking effect or curse of dimensionality is visible for the three examples in Fig. 3.8,
but not for every classifier. Indeed, the SVM (third column) seems to be resistant to the
curse. Mahalanobis’ classifier suffers from it in the three examples (Figs. 3.8(b), 3.8(e)
and 3.8(h)), while for the k-NN it is visible only for the IONOS data set (Fig. 3.8(a)).
The quality measure proposed in Eq. (3.20) for ψ = 1 is provided in Table 3.4. The
value of Q for the best classifier has been highlighted. The curves in Figs. 3.7 and
3.8 match the results in Table 3.4: basically, the lower the f value that is reached,
the higher the quality assessment Q that is obtained. Similar Q values indicate that
both classifiers reach roughly the same f value, but have no information about the
corresponding number of features or the shape of the curve in the f − n plane. For
example, for the MUSK database, the k-NN and Mahalanobis’ classifiers result in
almost the same Q value, 6 and 7 respectively. However, the curves, represented in
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Figs. 3.8(d) and 3.8(e) respectively, are significantly different. Both of them reach
























































































Figure 3.7: Quality assessment of classifier performance and optimal number of features.
Each figure shows 10 · log(pˆf |ni) for ni = 1, . . . , N for a different database and classification
system, estimated through histogram techniques from the figure of merit estimates. The
colorbar spans between -5 dB (white) and 25 dB (black). The region where n∗ is expected is
delimited by a red line. The merit corresponding to the optimal feature sets provided by the
SFS and SFFS algorithms are depicted in green and blue, respectively. The pair {f∗, n∗} is
indicated by a star. For n > nM, dashed lines are employed. Although f is defined in the
interval 0 ≤ f ≤ 1, we focus on the left part of the span.
3.7.2 Optimal Number of Features
The method proposed in Sec. 3.5.2 for predicting the optimal number of features n∗
has been applied to all six examples and all three classifiers. The f−n region delimited






















































































Figure 3.8: Quality assessment of classifier performance and optimal number of features.
Each figure shows 10 · log(pˆf |ni) for ni = 1, . . . , N for a different database and classification
system, estimated through histogram techniques from the figure of merit estimates. The
colorbar spans between -5 dB (white) and 25 dB (black). The region where n∗ is expected is
delimited by a red line. The merit corresponding to the optimal feature sets provided by the
SFS and SFFS algorithms are depicted in green and blue, respectively. The pair {f∗, n∗} is
indicated by a star. For n > nM, dashed lines are employed. Although f is defined in the
interval 0 ≤ f ≤ 1, we focus on the left part of the span.
by q0.025n|f ≤ n ≤ q0.975n|f and f ≤ fminb is indicated by a red line in Figs. 3.7 and 3.8. It
represents the confidence region in which the optimal number of features and according
figure of merit are to be found with a probability of 95 %. The confidence intervals have
been calculated by fitting a Gaussian to the figure of merit estimates, {f ′1,ni, . . . , f ′NB,ni}.
The narrower the region is in the n direction, the more information it provides. For
some data sets, e.g., the IONOS database for the k-NN classifier (Fig. 3.8(a)), q0.975n|f −
q0.025n|f ≈ 7 − 2 is narrow ∀f ≤ fminb and therefore, the search of the optimal feature
subset can be significantly constrained beforehand (see Eqs. (3.24) and (3.25)). On the
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other hand, for Mahalanobis’ classifier applied to the CANC2 database (Fig. 3.7(h)),
q0.975n|f − q0.025n|f is narrow for f < 0.15 but otherwise increases up to N = 32. Hence, only
if for some iteration l of the feature selection algorithm fl < 0.15, the n search space
can be reduced to nm = 8 and nM = 14 (for fl < 0.1, nM can be further reduced to
10), as indicated by Eq. (3.26).
3.7.3 Verification: Optimal Feature Set
Only an exhaustive search over the feature space guarantees the optimal feature set
[18]. However, the number of features and observations of real classification problems
are generally too high and, normally, computationally more efficient feature selection
algorithms are employed. They provide a suboptimal approach to t∗. In this sequel, two
feature selection algorithms, the Sequential Forward Selection (SFS) and the Sequential
Floating Forward Selection (SFFS) have been used in order to prove the correctness of
both the performance assessment and the estimated {f ∗, n∗} region. They are described
in detail in Chapter 4. For illustration purposes, the algorithms have been applied to
all three classifiers (k-NN with k = 5, Mahalanobis’ and SVM). In a real application
though, only the best classifier should be considered. Also for illustration purposes,
the n search space has not been limited by the confidence intervals (see Eq. (3.26)) and
hence nm = 1 and nM = N .
Both the SFS and SFFS algorithms are sequential and provide a feature set t∗n for each
n, 1 ≤ n ≤ N . The actual n∗ is obtained as
n∗ := argmin
n
{f(t∗n)}, 1 ≤ n ≤ N. (3.27)
The value of f corresponding to the optimal feature sets t∗n produced by the SFS and
the SFFS algorithm for 1 ≤ n ≤ N have been depicted in Figs. 3.7 and 3.8. The stars
indicate the value of f ∗ and the optimal number of features n∗.
The optimal figure of merit found by the feature selection algorithms is higher than
fminb in four occasions, namely, SFS for PARK with Mahalanobis’ (Fig. 3.7(b)), SFS
for CANC2 with k-NN and SVM (Figs. 3.7(g) and 3.7(i)), and SFS for IONOS with
Mahalanobis’ (Fig. 3.8(b)). For these examples, the star is located at the right of
the vertical red line, which indicates the position of fminb . This is not a failure of the
proposed method for prediction of the optimal number of features but rather due to
the limitations of the SFS method, which is prone to converge to local minima. In
such cases, fminb should be adopted as f
∗. Out of the 32 remaining simulations, the
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Figure 3.9: Confidence intervals for CANC2 using a non-parametric approach.
pair {f ∗, n∗} is located within the region delimited by q0.025n|f ≤ n ≤ q0.975n|f in 29 cases.
It is outside this region for the SFFS result of the SVM classifier applied to CANC2
(Fig. 3.7(i)), the SFFS result of Mahalanobis’ classifier applied to IONOS (Fig. 3.8(b)),
and the SFS result of the k-NN classifier applied to MUSK (Fig. 3.8(d)). In the last
two cases though, the optimal results are very close to the expected region.
The CANC2 {f ∗, n∗} pair is further away. The values of the quantiles q0.025n|f and q0.975n|f
are obviously influenced by the estimated pˆf |ni , which is accomplished by fitting a
Gaussian distribution (see Sec. 3.5.2). However, in Fig. 3.7(i) one can see that the
histogram of the figure of merit estimates is far from being Gaussian. This mismatch
has been quantitatively estimated by the Kullback-Leibler divergence between pˆf |ni
and the histogram of {f ′b,ni} for each ni = n1, . . . , nmax. The value of K remains
below 0.2 bits for all classifiers and data sets except when Mahalanobis’ and the SVM
classifiers are used on the CANC2 database. In those cases K exceeds 0.6 bits for
n < 7 and n < 15, respectively. As an alternative to the Gaussian fit, let us consider a
non-parametric model based on kernel density estimation for the CANC2 data set [61].
A Gaussian kernel has been chosen, and the bandwidth parameter has been set to
0.05. The new confidence intervals are illustrated in Fig. 3.9. The SVM confidence
intervals seem significantly more suitable than those in Fig. 3.7(i). The difference
between the Gaussian fit and the non-parametric confidence intervals for the k-NN
and Mahalanobis’ classifiers is noticeable for very small values of f but negligible in
the region of interest.
Note that, in a real application, the number of iterations could be reduced to nM = q
0.975
n|f∗
(see Eq. (3.26)). In order to show the computational cost that can be saved, dashed
curves are employed for n > nM. For instance in Fig. 3.7(e), nM is initialized to
nM = 29 (see Eq. (3.25)), but after it can be lowered to nM = 13 and nM = 16 for the
SFFS and the SFS algorithms, respectively. On the other hand, the value of f ∗ for
the CANC2 data set in combination with Mahalanobis’ classifier (Fig. 3.7(h)) does not
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reach f ≤ 0.15 for SFS algorithm and, therefore, nM cannot be constrained. In most
of the examples though, nM can be significantly reduced during the feature selection
process.
The value of the optimal f ∗ provided by the SFS and SFFS algorithms allows for the
verification of the quality assessment obtained in Sec. 3.7.1. In order to be consistent,
the smallest f ∗ should correspond to the best classification system. Tables 3.5 and
3.6 summarize the value of f ∗ for all databases and classifiers. The smallest value for
each database, for both the SFS and the SFFS feature selection algorithms, has been
highlighted. The comparison with Table 3.4 is straightforward: the highest Q should
correspond to the smallest f ∗. There is an agreement for all databases and for both
feature selection algorithms, with the exception of CANC2 for the SFFS result and
MULTI for both the SFS and SFFS. Note that the value of Q for Mahalanobis’ and





Due to the curse of dimensionality (see Sec. 3.1), given a classification problem where
a finite number of observations S is available and a feature vector t of dimension N
is provided for each observation s, 1 ≤ s ≤ S, it is advantageous to select a subset
of n∗ features, t∗ = {t∗1, t∗2, . . . , t∗n∗}, with n∗ < N . While the estimation of n∗ has
been tackled in the previous chapter, this chapter considers the estimation of the
actual elements in t∗. Only an exhaustive search over the feature space guarantees the
optimal feature subset [18]. However, the size of the feature candidate database N ,
makes this task prohibitive in most cases and therefore, search algorithms providing
suboptimal estimates for t∗ are necessary.
Many feature selection methods exist in the literature (see [20, 28] for a review). Al-
though some controversy has arisen in the last years [62, 63], it is generally accepted
that the Sequential Forward Floating Selection (SFFS) algorithm [64] provides the best
performance. The SFFS method is based on the simpler Sequential Forward Selection
(SFS) method [65]. While the latter sequentially adds features to the optimal sub-
set, the former allows as well for removal. The algorithms suffer from limitations that
undermine their performance, e.g., the nesting of feature subsets (the best n-feature
subset does not necessarily contain the best subset of n−1 elements). In this thesis, an
extension of both algorithms is proposed. It alleviates their limitations by storing the
best D options (with D > 1) instead of choosing a single feature at each step. Thus,
the extended algorithms are called D-SFFS and D-SFS, respectively. They outperform
the standard SFFS and SFS methods, respectively, at the expenses of a higher compu-
tational cost, which scales linearly with D. Nevertheless, their computational cost is
in general significantly reduced when the search space is constrained to the confidence
intervals for optimal dimensionality proposed in Sec. 3.5.2.
For a given feature selection method, the provided t∗ depends on the available data
and the selected evaluation criterion, that is, the figure of merit f . According to
the latter, the feature selection algorithms can be divided into three main groups:
filter, wrapper and hybrid models. The filter model does not employ any specific
classifier to evaluate the performance of the different feature subsets. It is estimated, for
example, by measuring the mutual information between features and between features
and classes [66]. The wrapper model, by contrast, calculates the performance of a
given feature subset by utilizing a certain classifier, i.e., it computes the figure of merit
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f (e.g. probability of misclassification). The hybrid model combines both previous
approaches. While filter models are generally faster, they also tend to provide poorer
results. In this thesis, only the wrapper approach is considered.
The chapter is organized as follows. Sec. 4.1 describes the SFS and SFFS methods.
Their extended D-SFS and D-SFFS versions are presented in Secs. 4.2 and 4.3, respec-
tively. Their performance has been evaluated on six standard databases of the UCI
Machine Learning repository [29] (already used in Chapter 3). Results are presented
in Sec. 4.4.
4.1 Standard Methods: SFS & SFFS
The SFS algorithm [65] is initialized with the best single feature, that is, with the
feature that optimizes the figure of merit f ,
t∗1 = argmin
tj∈t
f(tj), 1 ≤ j ≤ N. (4.1)
Subsequently, the SFS algorithm adds one feature at a time that in combination with
the already selected ones optimizes f :
t∗n := {t∗n−1, t∗n}, (4.2)
with t∗n = argmintj∈trt∗n−1 f({t∗n−1, tj}). The algorithm stops when n reaches a prese-
lected value nM, with nM ≤ N . The output of the SFS algorithm is not t∗, but a set
t∗n, 1 ≤ n ≤ nM. The optimal subset t∗ is obtained as
t∗ := argmin
t∗n
{f(t∗n)}, 1 ≤ n ≤ nM. (4.3)
Its corresponding figure of merit, f(t∗), is denoted by f ∗.
The SFS algorithm requires a high amount of computation per iteration and therefore,
it is more appropriate to constraint the search space to n < nM. If the resampling
method presented in Chapter 3 has been applied in order to estimate confidence in-
tervals for the optimal number of features, the value of nM can be constrained as
suggested by Eq. (3.26). In this case, nm is not required. Note that the iteration index
l in Eq. (3.26) is now denoted by n, since it coincides with the dimension of t∗n.
Analogously to the SFS algorithm, the Sequential Backward Selection (SBS) [67] is
initialized with the whole feature set t and removes one feature at a time. The SBS
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search space can be limited to n ≥ nm. The value of nm is updated after each iteration
as indicated by Eq. (3.26). By contrast with the SFS algorithm, the SBS method does
not require nM.
The main drawback of both the SFS and SBS algorithms lies in the so-called nesting
problem, that is, the optimal 3-subset is not necessarily contained in the optimal 4-
subset, and so on [28]. The SFFS algorithm [64] tries to overcome this issue. After
initializing the feature set, t∗0 := ∅, the SFFS repeats the following steps until the size





• Step 1 (SFS). Find t∗n = argmintj∈trt∗n−1 f({t∗n−1, tj}) and update t∗n :={t∗n−1, t∗n}, n := n+ 1
• Step 2 (Conditional SBS).
– Find t∗∗n = argmintj∈t∗n f(t
∗
n r tj)
– If f(t∗n r t
∗∗
n ) ≤ f(t∗n−1) then





n := n− 1 and go to Step 2
else go to Step 1
The value of nM is updated after each iteration as indicated by Eq. (3.26). The output
of the algorithm is again a set t∗n, 1 ≤ n ≤ nM. The optimal subset t∗ is estimated as
indicated by Eq. (4.3). Note that the index l, which appears in Eq. (3.26) to denote
the iteration number, has not been employed in the formulation of the SFFS above.
Instead, n denotes the current number of elements in t∗n, disrespectfully of the number
of iterations required to obtain it.
4.2 D-SFS
In this thesis, a novel modification of the SFS algorithm alleviating the nesting issue is
proposed. Instead of choosing the best possible feature at a time, the best D (D > 1)
candidates are kept in a matrix T(d, n) whose structure can be represented as a tree
of D branches (see Fig. 4.1 and Table 4.1). While n, 1 ≤ n ≤ nM, refers to the feature
index in T, d, 1 ≤ d ≤ D, indicates the branch. Note that the optimal 5-subset of the
example, {t7, t2, t6, t4, t1}, does not contain the best 4-subset, {t7, t2, t3, t8}.



























(d) n = 5 features
Figure 4.1: Illustration of the D-SFS working principle, with D = 3. Notice that the same
feature can be added more than once at the same iteration n as long as the corresponding
branches do not coincide already at previous iterations. The evolution of the matrix T(d, n)
is included in Table 4.1.
Table 4.1: Evolution of the matrix T(d, n) for the example in Fig. 4.1. At each stage, the
first row corresponds to the lowest merit, i. e., the optimal subset for that dimensionality.





1 t7 t2 t7 t2 t3 t7 t2 t3 t8 t7 t2 t6 t4 t1
2 t7 t15 t7 t2 t6 t7 t2 t6 t1 t7 t2 t6 t1 t5
3 t7 t3 t7 t15 t4 t7 t2 t6 t4 t7 t2 t6 t4 t5
The algorithm is formulated as follows. The matrix T is initialized for all branches
with the best single feature: T(d, 1) := t∗1 ∀d, where t∗1 = argmintj∈t f(tj), 1 ≤ j ≤ N .




• Step 1. Compute the figure of merit that stems from adding each possible
tj feature to each branch d: fn,d,j = f({T(d,n), tj}), where n = {1, · · · , n}
∀tj ∈ trT(d,n), ∀d
• Step 2. Sort fn,d,j for all d and all j, in an ascending fashion and store
the result in fˆn,d,j. Create the vectors dˆ and tˆj with the values of d and tj
corresponding to fˆn,d,j
• Step 3. Update the tree:
– Select the branches that correspond to the best merit T(d,n) :=
T(dˆ(d),n), 1 ≤ d ≤ D
– Add the best feature to each branch: T(d, n+ 1) := tˆj(d), 1 ≤ d ≤ D
– n := n + 1
Different branches correspond to different values of f and therefore to different quantiles
q0.975n|f . The value of nM is updated after each iteration (see Eq. (3.26)) according to
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Table 4.2: Example of evolution of the matrix T(d, n) for the D-SFFS algorithm with
D = 3.





1 t7 t2 t3 t8 t7 t2 t3 t8 t7 t2 t3 t8
2 t7 t2 t6 t1 t7 t2 t7 t2 t8
3 t7 t2 t6 t4 t2 t6 t4 t2 t6 t4





1 t7 t2 t3 t8 t7 t2 t3 t8 t7 t2 t3 t8
2 t2 t8 t2 t8 t1 t2 t8 t1
3 t2 t6 t4 t2 t6 t4 t2 t6 t4





1 t7 t2 t3 t8 t7 t2 t3 t8 t2 t8 t1 t6 t5
2 t2 t8 t1 t7 t2 t8 t1 t7 t7 t2 t3 t8 t1
3 t2 t8 t1 t6 t2 t8 t1 t6 t2 t8 t1 t6 t4
the f value of the best alternative, that is, the first row of T, f(T(1,n)). Once the
iterative process is finished, the best alternative is selected
t∗n = T(1,n), 1 ≤ n ≤ nM. (4.4)
The optimal feature subset and corresponding f ∗ are then found according to Eq. (4.3).
The computational complexity of the D-SFS algorithm increases linearly with D.
4.3 D-SFFS
The performance of the SFFS algorithm can also be improved by tracking several
branches, i.e., alternatives. Due to the SBS step in the SFFS algorithm, some branches
might consist of less features than others at a given moment. Hence a different nd is
employed for each branch d. A vector a that lists the so-called active branches is
defined. A branch d is active if it has the least amount of features, i.e., if nd =
min{n1, ..., nD}. The state of the branches is updated only after the SBS step.
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We initialize T as for D-SFS: T(d, 1) := t∗1 ∀d, where t∗1 = argmintj∈t f(tj), 1 ≤ j ≤ N .
At the beginning all branches are active: a = {1, ..., D} and nd = 1 ∀d. Then, we iterate





• Step 1. D-SFS considering only the active branches
• Step 2. Conditional SBS (Step 2 of SFFS) for each active branch
• Step 3. Update a: d ∈ a iff nd ≤ min{n1, ..., nD}
Note that the tree representation used for the D-SFS is no longer possible since, for
instance, the first feature might be deleted for one of the branches but not for the
others. The matrix representation is preferred. An example is included in Table 4.2.






– 3-SFS: a = {1, 2, 3}.
– SBS: branches 2 and 3 loose features, a = {2}.
• it. n+ 1:
– 3-SFS: only on branch 2.
– SBS: only branch 2 is active, and it looses one feature, a = {2}.
• it. n+ 2:
– 3-SFS: only on branch 2.
– SBS: only branch 2 is active, and it does not loose any feature, a =
{2, 3}.
• it. n+ 3:
– 3-SFS: on branches 2 and 3.
– SBS: all branches are active but none looses features, a = {1, 2, 3}.
• it. n+ 4:
– 3-SFS: on all branches.
– . . .
As for the D-SFS, nM is updated according to the best option (first branch) at each
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iteration. Also, the best alternative is selected after the iterative process as indicated
by Eq. (4.4).
The computational complexity of the D-SFFS algorithm increases linearly with D.
4.4 Performance Evaluation
Both the D-SFS and the D-SFFS algorithms have been tested on the six databases
from the UCI Machine Learning repository [29] already used in Chapter 3 (see Table
3.3 for details). Mahalanobis’ classifier is utilized and the parameter D takes the values
{2, 3, 5, 10}. Again, the misclassification rate is chosen as figure of merit. Results are
depicted in Figs. 4.2 and 4.3. For illustration purposes, the region where the pair
{f ∗, n∗} is expected (see Chapter 3), is delimited by a red line. Note that most of the
curves reach their minimum within this region. In order to show the computational
cost that can be saved by limiting the search space to the confidence intervals of n∗,
dashed curves are employed for n > nM. For all data sets, the D-SFS and the D-SFFS
methods outperform the SFS and SFFS algorithms for all or most D values. There are
some cases, however, where the extended algorithm provides a worse performance than
the standard method. See, for example, the 2-SFS and 3-SFS results for the CANC2
data set in Fig. 4.2(e). Hence, an increase of D does not guarantee a better result,
although it makes it more probable.
The average performance is summarized in Fig. 4.4, which illustrates the relative im-
provement of the optimal figure of merit, ∆f ∗, that the D-SFS and D-SFFS algorithms
provide with respect to the SFS f ∗ as a function of D. The curves have been calcu-
lated by averaging the results from the six UCI databases. For D ≥ 3, the D-SFS f ∗
is almost 20 % lower than the SFS f ∗. Analogously, the D-SFFS reduces the value of
f ∗ about 10 % with respect to the SFFS algorithm. Increasing the value of D beyond
three provides, on average, no significant improvement for either the D-SFS or the
D-SFFS.
Note that the optimal SFFS figure of merit outperforms the SFS f ∗ by more than
15 %. For D ≥ 3, however, the D-SFS outperforms the SFFS algorithm. Furthermore,
the 3-SFS algorithm is computationally more efficient than the SFFS: while the SFFS
is typically considered to be five and ten times slower than the SFS, the 3-SFS is only
three times as costly.
The computational cost of the SFFS algorithm is in general between six and ten times
higher than the SFS cost. The execution time of both the D-SFS and the D-SFFS







































































Figure 4.2: Performance of the D-SFS and D-SFFS algorithms. The figures on the left col-
umn show the performance of the D-SFS algoritm, D = {2, 3, 5, 10}, for the PARK, CANC1
and CANC2 databases. For comparison, the SFS performance has been included. On the
right column, the D-SFFS performance is depicted. For illustration purposes, the distribu-
tion of f subject to the number of features, 10 · log(pˆf |ni), is included in the background.
The red line indicates the region where n∗ is expected according to the algorithm presented
in Chapter 3. For n > nM, dashed lines are employed.











































































Figure 4.3: Performance of the D-SFS and D-SFFS algorithms. The figures on the left col-
umn show the performance of the D-SFS algoritm, D = {2, 3, 5, 10}, for the IONOS, MUSK
and MULTI databases. For comparison, the SFS performance has been included. On the
right column, the D-SFFS performance is depicted. For illustration purposes, the distribu-
tion of f subject to the number of features, 10 · log(pˆf |ni), is included in the background.
The red line indicates the region where n∗ is expected according to the algorithm presented
in Chapter 3. For n > nM, dashed lines are employed.
48 Chapter 4: Feature Selection
 
 













Figure 4.4: Relative decrease of f∗ achieved by the D-SFS and D-SFFS algorithms with
respect to the standard SFS (represented at D = 1). The curves have been calculated by
averaging the performance of the six UCI data sets.
scales linearly with D. In Sec. 9.5, the computational time of the algorithms for the
mine hunting ADAC system design is examined.
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Conclusions and Future Work
The first part of this thesis has tackled some fundamental problems of pattern recog-
nition: the selection of the optimal classifier, the estimation of the optimal number of
features and the selection of the optimal feature subset. The two first issues have been
addressed by a resampling algorithm. Furthermore, an extension of two well-known
feature selection algorithms has been proposed.
A summary and the main conclusions of the work performed in the first part of this
thesis are provided in Sec. 5.1. Finally, Sec. 5.2 provides an outlook for possible future
work.
5.1 Conclusions
5.1.1 Quality Assessment of Classifier Performance and Opti-
mal Number of Features
Before addressing the resampling method proposed in this thesis, which fulfills the
twofold purpose of quality assessment for classifier performance and estimation of the
optimal number of features, some fundamental concepts have been defined. First, the
curse of dimensionality is described. It is responsible for the performance degradation
from a certain size of the feature subset and therefore, it accounts for the necessity
of estimating the optimal features subset. Subsequently, the theory behind the four
classification systems employed in this thesis is presented: the k-Nearest Neighbor (k-
NN), Mahalanobis’ classifier, the Linear Discriminant Analysis (LDA) and the Support
Vector Machines (SVM). The LDA approach is employed only in the second part of
the thesis. Finally, the resampling fundamentals are described. This method allows
for statistical inference of parameters of random variables when few realizations are
available or too little is known about their statistics.
Based on resampling techniques, a novel algorithm for estimating the probability distri-
bution of the figure of merit of a classifier (typically the misclassification rate) subject
to the dimensionality of the feature set has been proposed. It serves as a framework
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for the design of classification systems, addressing two fundamental issues: the choice
of the classifier and the size of the optimal feature subset.
In order to quantify the performance quality of a classifier, the distribution of its figure
of merit is multiplied by a weighting function and then integrated, in such a way
that the result is higher for classification systems whose figure of merit distribution
concentrates in the small values. Unlike traditional methods, this algorithm allows for
the performance evaluation of classifiers independently of any specific feature subset.
The estimation of the optimal number of features by traditional methods typically as-
sumes Gaussianity for the features and a common covariance matrix for the different
classes. The resampling method requires none of these assumptions. It estimates the
empirical distribution of the number of features conditional on the figure of merit, and
it allows for computing its confidence intervals. Since the distribution needs to be
extrapolated to values of the figure of merit where no estimate is available, histogram
techniques, which may be employed for the classifier quality assessment application of
the method, are no longer valid. Thus, a parametric model extrapolating the distri-
bution for small values of the figure of merit is required. In this thesis, a Gaussian
model is adopted. Note that while traditional approaches assume Gaussianity for the
features, the resampling method adopts a Gaussian model for the distribution of the
figure of merit.
The effectiveness of the algorithm for its twofold purpose has been tested on 80 syn-
thetic databases and on six sets of real data of the UCI Machine Learning repository.
An exhaustive search of the overall optimal feature subset has been performed in order
to verify the correctness of the resampling method predictions. For 75 % of the syn-
thetic data sets the selection of the optimal classifier is correct. The optimal number
of features is located within the estimated 25 % confidence intervals in 87 % of the
cases and within the 75 % confidence intervals for all examples. The method shows the
same average performance for Gaussian and uncorrelated features as for non Gaussian
and correlated features.
Regarding the real data, the performances of three classifier candidates, k-NN, Maha-
lanobis’ and an SVM classifiers, have been compared according to the proposed quality
assessment. In order to verify the performance of the proposed techniques, two feature
selection algorithms have been applied to the data for the three classifier candidates.
The performance and size of the actual optimal feature set have been compared with
the estimates of the resampling algorithm. Regarding the classifier performance assess-
ment, only one significant mismatch has occurred. Among the 36 results, again only
one significant mismatch between the predicted and the actual dimensionality exists.
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The lack of Gaussianity of the figure of merit is likely to be the reason, and a correct
estimation of the intervals is obtained by means of a non-parametric approach.
5.1.2 Feature Selection
After choosing the optimal classification system, the selection of the optimal feature
subset leads to a further performance improvement. Two iterative feature selection
methods have been regarded in this thesis, the Sequential Forward Search (SFS) and
the Sequential Forward Floating Search (SFFS). The latter is typically considered as
the best feature selection method. The computational cost of the former is signifi-
cantly smaller. The SFS algorithm iteratively adds features to the best feature subset,
optimizing the performance with respect to the figure of merit. The SFFS algorithm
allows for removal of features as well. This alleviates the main limitation of the SFS,
namely, the nesting effect.
Since only an exhaustive search in the feature space guarantees finding the overall op-
timal subset, both the SFS and the SFFS provide suboptimal approximations, leaving
place for improvement. In this thesis, an extension of the methods is proposed. It
yields better results than the standard algorithms at the expenses of a higher compu-
tational cost. The extended algorithms, referred to as D-SFS and the D-SFFS, store
D candidate optimal subsets. This fights the nesting problem of the SFS algorithm,
and improves the performance of the SFFS as well. The computational cost of the
algorithms increases linearly with D.
The methods have been tested on the same six data sets employed for the resampling
method verification with D = {2, 3, 5, 10}. Mahalanobis’ classifier has been used. For
D > 3, the D-SFS and the D-SFFS algorithms improve the figure of merit about 20 %
and 10 % in average with respect to the standard SFS and SFFS, respectively. The
D-SFFS algorithm is in average better than the D-SFS algorithm for any value of D.
However, the D-SFS algorithm is better than the SFFS algorithm for D > 3, and its
computational cost is smaller (generally, it is considered that the SFFS algorithm is
between five and ten times slower than the SFS). Therefore, it is more advantageous to
employ the D-SFS with D > 3 than the SFFS algorithm, both from the performance
and the computational cost points of view.
The main limitation of the D-SFS and D-SFFS methods is the fact that, although
increasing D augments the probability of finding a better feature subset, it does not
guarantee it.
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As a second verification of the resampling method for the prediction of the optimal
feature set dimensionality, the confidence intervals that the resampling algorithm pro-
vide have been compared with the optimal dimensionality that the D-SFS and D-SFFS
algorithms find. A remarkable agreement has been observed.
5.2 Future Work
5.2.1 Quality Assessment of Classifier Performance and Opti-
mal Number of Features
The selection of the best classifier candidate based on the quality assessment for clas-
sifier performance fails in 25 % of the simulated examples and leaves place for im-
provement. Most of the mismatches between the selected optimal classifier and the
classifier providing the actual optimal feature subset occur for data sets whose per-
formance assessment is similar for several classifier candidates. A more sophisticated
quality measure overcoming this limitation is desired.
When the resampling method is employed for estimation of the optimal number of
features, there exists a need to extrapolate the value of the figure of merit distribution
beyond the values provided by the figure of merit estimates. Fitting a Gaussian distri-
bution has proved as an efficient approach, since the figure of merit distribution is close
to Gaussian in most cases. However, when the distribution is not Gaussian, an alter-
native is required. A non-parametric approach based on kernel density estimation has
been proposed. The estimation of a suitable bandwidth parameter remains as future
work. Other parametric or non-parametric models might be investigated as well.
5.2.2 Feature Selection
The D-SFS and the D-SFFS outperform in average the standard SFS and SFFS,
respectively. Also in average, the performance of the algorithms saturates for D > 3.
However, it might happen that, for a specific case, a high D value provides a worse
results than a lower one. Moreover, it is also possible that, for a specific case, employing
D > 3 provides a significant performance improvement. A criterion that, with a
reasonable computational cost, helps the pattern recognition practitioner to choose an










Like the kids looking for shells along the beach, in the application of mine hunting, the
identification and classification of the objects present on the seabed have traditionally
been performed by human operators. The first attempts of Computer Aided Detection
and Classification (CAD/CAC) employed sidescan sonar images [68]. However, it is
the high resolution provided by Synthetic Aperture Sonar (SAS) technology (see [69]
and references therein) that has increased the interest in ADAC for mine hunting
applications. Fig. 6.1 shows a SAS image snapshot with several man made objects.
Sidescan sonar systems use an array of hydrophones to scan the seabed in a narrow
beam fashion [70]. The reconstructed images present a resolution that is not only
limited by the array length but also decreases with range. SAS technology overcomes
these limitations: the sonar system moves along a straight line and pulses are sent
at different positions. The reflected signals are recorded and further combined in
order to reconstruct the scene. Hence, a synthetic array is built up, allowing for an
increased resolution. Furthermore, it can be demonstrated that the resolution is range
independent [71]. Synthetic aperture techniques were first used for radar applications
[72]. Its adaptation to the sonar environment is not straightforward, mainly due to
the need for very precise navigation error compensation, which is significantly more
challenging for sonar than for radar.
Regarding ADAC systems for mine hunting, two main approaches are typically
adopted, either template fitting or feature description. Template fitting applies a set of
allowed transformations to a given template, so that it matches the region of interest.
The distance between the deformed template and the object is measured in some norm
and the object is classified accordingly. In this thesis, the feature description approach
has been adopted. Besides the design issues tackled in the first part of this thesis,
which are common to all ADAC systems independently of the application, there exist
a few considerations specific to mine hunting. They are described in the following.
The detection of objects on the reconstructed SAS image is performed by a segmenta-
tion algorithm. Its result determines to a great extent the performance of the complete
system, since any lost information cannot be retrieved. Sonar images are typically
divided into three regions: the object highlights, their shadows and the background.
Plenty of clutter is segmented together with the objects of interest. For instance, the

















Figure 6.1: Snapshot of a SAS image showing several cylindrical and spherical man made
objects. The sonar system moves along the crossrange direction, following a path to the left
of the scanned seabed. Some areas of the seabed remain hidden behind the objects and are
not illuminated by the ultrasound energy. They originate shadows, i.e., the dark areas of the
image to the right of each object. The object highlights correspond to the lighter areas of the
image. Note that the shadows of the objects are, indeed, more prominent than the object
highlights. Both range and crossrange are measured in meters. The resolution of a pixel is
2.5 cm × 2.5 cm for the images used in this thesis.
dark seabed area in the center of Fig. 6.1 will, most likely, be segmented as shadow.
Therefore, not only mine classes are to be considered, e.g., spherical or cylindrical
mine, but more importantly, a clutter class is required. In fact, the objective of an
ADAC system for mine hunting is the detection and correct classification of all mines,
while keeping a fairly low false alarm rate (clutter classified as mine). The distinction
between different kinds of mines, although desirable and addressed in this thesis, is
secondary.
SAS images exhibit a fairly high resolution (2.5 cm × 2.5 cm for the SAS images
employed in this thesis), but the very nature of the seabed irremediably hinders the
segmentation task. For example, the presence of sand ripples or rocks constitutes
especially challenging scenarios [73]. Furthermore, the speckle noise, caused by the
coherent processing of backscattered signals from multiple distributed targets, is in-
herent to both radar and sonar technologies [71, 74]. Finally, the orientation of the
object of interest with respect to the sonar antenna might be such that the intensity of
the returned echo is too weak for the object highlight to be accurately reconstructed.
This effect is far more remarkable in sidescan than in SAS imagery [75]. Therefore,
traditional sidescan ADAC systems rely on the shadows of the objects rather than on
their highlights.
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Let us now consider the feature design. Good features exhibit significantly distinct
values for mine and clutter objects, increasing the so-called class separability. They
are computed from either the shape of the segmented object –shadow and highlight– or
from the statistical properties of the sonar image. A good feature should, moreover, be
invariant to possible changes of position of the objects. Consider as features the length
of the highlight projected along the crossrange direction and along the direction of its
major axis. For cylindrical objects, the former reaches its minimum when the cylinder
is parallel to the range direction and its maximum when the object is parallel to the
crossrange direction. On the contrary, the length of the highlight measured along the
major axis of the cylinder is invariant to the object position. Therefore, the latter is a
more appropriate feature than the former.
6.1 State of the Art
Due to its strategic relevance for military applications, the published works in the area
of mine hunting often present some limitations. Firstly, although SAS mine hunting is
an active research field, few studies are available, and very few show results on real data.
Furthermore, the publications are often opaque, making difficult the reproduction of
the algorithms. Finally, instead of presenting unified ADAC systems, most works focus
on a specific part of the system, e.g., segmentation or feature extraction. However, the
interaction between the different parts of the system must be considered in order to
optimize the system performance.
The noisy character of the sonar images needs to be regarded by the segmentation
algorithms. For this reason, simple methods such as thresholding fail to provide high
quality results. An effective segmentation algorithm [76] for sonar images utilizes a
Markov Random Fields model of the image and the Iterative Conditional Modes (ICM)
algorithm. If its initialization is accurate, it provides reasonable segmentation results
for reasonably challenging scenarios. The ICM algorithm has been combined with the
Active Contours (AC) [77] to improve the performance.
Template fitting for sidescan sonar images has been considered in [15, 78–80], and
in [81–83] for SAS applications. The performance of these methods depends to a great
extent on the sophistication of the templates. Best results are obtained when the
templates are generated by a simulator of 3D models of the mines [84].
To the knowledge of the author, there exists no published feature selection ADAC
system for mine hunting using SAS images. By contrast, sidescan sonar ADAC systems
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based on feature schemes have been employed in several studies with successful results
[14, 85–89]. So far, the focus has been on descriptors of the shadow shape [90–92].
In [13, 79], Fourier descriptors are considered and in [91] normalized central moments
are used. An alternative approach is to focus on the statistical properties of an image.
In [93], the mean and variance of the different regions are considered. The kurtosis
and skewness are used for detection and classification purposes in [94, 95]. Also the
difference of SNR between the different regions has been regarded [68].
A common approach to maximize the performance of mine hunting ADAC systems is
the fusion of several simpler systems [14, 88, 96–98]. It was introduced by [96] with
the purpose of reducing the false alarm rate. Both [14] and [88] combine three algo-
rithms, and nine are employed in [97]. Generally, each of the simple systems works with
one type of features, e.g., Fourier coefficients of the shadow shape. The correspond-
ing classification system is chosen heuristically, namely, no systematic comparison of
classification systems is accomplished. Furthermore, all extracted features are consid-
ered, that is, no feature selection algorithm is employed to optimize the performance.
Alternatively, the fusion of multiple views of the same object can be exploited [99,100].
6.2 Contributions
In the following the main contributions of this thesis to the field of mine hunting are
listed:
• Segmentation: Two main contributions are provided. On the one hand, an
initialization scheme for the ICM algorithm is proposed, which improves the final
segmentation results with respect to standard approaches. On the other hand, the
min-cut/max-flow algorithm [101] is applied for the first time for segmentation
of sonar images. Its performance is compared with the well-established ICM and
AC segmentation algorithms.
• Feature Extraction: Instead of employing a single type of features (as most
existing works do), e.g., Fourier coefficients, a collection of feature types is ex-
tracted: statistical features, geometrical features for both the shadow and the
highlight of the objects, normal central moments, principal components, Fourier
coefficients, etc. Several of these features, namely, some geometrical shadow and
highlight features and the statistical features, are novel to this thesis. They
are designed to remain invariant to changes in the position of the object and,
moreover, can deal with poor segmentation scenarios.
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• Classification: Instead of combining different non-optimal simple classification
systems (algorithm fusion), a single optimized algorithm is proposed. Thus, the
novel resampling method proposed in Chapter 3 is applied to compare a set
of classifiers. By doing so, it is assured that the selected system is the most
appropriate to the feature space at hand, but avoiding constraints to a specific
feature subset. Besides, the resampling algorithm provides the optimal number
of features, which reduces the search space of the feature selection algorithms.
• Feature Selection: Unlike most existing mine hunting methods, which include
all extracted features in the feature set, the extended versions of the SFS and
SFFS algorithms are applied in order to estimate the optimal feature subset.
This allows for a significant improvement of the system performance.
6.3 Overview of Part II
The second part of the thesis is devoted to the design of an ADAC system for mine
hunting based on SAS technology. The proposed algorithms are tested on two extensive
databases of images. The first database, called SAS1 in the following, consists of over
57,000 m2 of SAS images with more than 400 man made objects (spheres and cylinders).
The images have been generated with a Vision600 system from ATLAS UK. Visual
inspection and classification by several experts was used to generate the ground truth.
The second database, denoted by SAS2, comprises around 180 snapshots of mines
(cylinders, truncated cones and wedge-shaped objects). The ground truth is known a
priori, since the objects were placed on the seabed for this purpose. This database has
been collected using a synthetic aperture sonar mounted on the MUSCLE autonomous
underwater vehicle by the NATO Undersea Research Center (NURC), in the framework
of a NATO project for mine countermeasures [102]1.
Chapter 7 presents three segmentation algorithms for sonar images: ICM, AC and
min-cut/max-flow. Segmentation results are compared at the end of the chapter but
indeed, a more meaningful comparison is provided by their classification performance,
which is considered in Chapter 9.
Each object detected in the SAS images is characterized by a set of features, which is
described in Chapter 8. A combination of statistical and geometrical features, both for
the shadow and the highlight of the objects is considered.
1This work is part of a collaboration with ATLAS ELEKTRONIK GmbH. The experiments pre-
sented in this thesis were performed at the company site in Bremen, Germany.
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Once the data set of segmented objects is constructed and the corresponding feature
sets are calculated, the design framework proposed in Part I is employed in order to
achieve an optimal design of an ADAC system for mine hunting. First, the resampling
method estimates the optimal classifier and the optimal number of features. After, the
D-SFS and D-SFFS algorithms provide the actual elements of the optimal feature sub-
set for the optimal classifier. This design approach has been applied to both available
SAS databases. The obtained results are presented in Chapter 9. Since the perfor-
mance of the first database leaves place for improvement, an alternative configuration,
based on a cascade of binary classifiers, is investigated. Finally, a comparison of all
three segmentation algorithms according to their classification performance is included.




Segmentation is the process of partitioning an image into several regions [103]. A label
is assigned to each pixel, so that all pixels with the same label belong to the same
region. While equally labeled pixels are similar with respect to some characteristic,
e.g., color or intensity, pixels with different labels significantly differ with respect to
the same characteristic.
The objective of segmenting an image is its simplification, so that it is easier to analyze.
A typical application of image segmentation is the location of objects. This is as well
the application considered in this thesis. Subsequently, a set of features is extracted
for each object, and they are classified accordingly. Hence, if the segmentation is poor,
the features characterizing the object shape will also be poor and therefore, a wrong
classification is more likely to happen.
Figs. 7.1(a) and 7.1(b) show an SAS image snapshot and its segmentation, respectively.
A cylindrical object and its shadow are observed. Three different regions are considered
in sonar image segmentation: the highlights of the objects in the scene, hlt, their
shadows, sdw, and the seabed or background, bkg. The objects might be mines, but
also physical features of the terrain such as rocks or sand ripples, which constitute
clutter. In this thesis, any element that produces a shadow is considered to be an
object.
In the literature, there exist several approaches to unsupervised segmentation of sonar
images. Some of them are based on simple clustering techniques such as histogram
thresholding [91] or fuzzy K-means [104, 105]. These models perform well for flat
seabeds with high SNR, but fail for more complex environments such as sand ripples.
Markov Random Fields (MRF) [106] have proved to be a valuable model able to cope
with such conditions. It considers not only the intensity of the pixels in the image, but
also their neighborhood relations.
MRF were employed as a model for sonar images in [107], in order to reduce the noise of
the segmented image previously obtained by a simple clustering algorithm. It has also
been used in the context of seabed reconstruction from raw sonar data [108,109]. MRF
were introduced as an image model for sidescan sonar image segmentation in [110,111]
and later used in [76, 77], where they are combined with the Iterative Conditional
















(a) SAS sonar image of a cylindrical ob-
ject. The pixels of lower intensity corre-
spond to the shadow of the object while the

















(b) Segmentation result. The label for the
background pixels bkg is depicted in grey,
the shadow label sdw in black and the high-
light label hlt in white.
Figure 7.1: SAS sonar image and segmentation result.
Estimation (ICE) algorithm [112] and the Iterative Conditional Modes (ICM) [106].
The ICM algorithm performs, in fact, the segmentation. It requires a set of parameters,
which are previously estimated by the ICE algorithm.
Another algorithm that has demonstrated its value in the segmentation of sonar image
is the Active Contours (AC) or Statistical Snakes [113]. It has been used in combination
with a priori information on the relative position of the highlight and shadow regions,
the so-called Cooperative Statistical Snakes [77]. The contour of the shadow region is
constrained by the position of the corresponding highlight, and the other way around.
While this approach provides high quality segmentation results of man made objects,
it is prone to produce a high false alarm rate, since randomly shaped clutter regions
tend to be segmented similarly to man made objects.
Other segmentation methods have been used for different purposes. For instance, the
level set method [114,115] has shown its value for detection of the seabed texture, e.g.,
sand ripples.
All referred algorithms were proposed for sidescan sonar applications. In this thesis,
the ICM algorithm and the AC are applied to SAS imagery. In order to avoid high false
alarm rates, no a priori position information is considered by the AC. Besides, a min-
cut/max-flow algorithm that, as the ICM algorithm, is based on a MRF representation
of the image, is proposed in this thesis. The three algorithms require an initialization
of the segmentation, which determines to a great extent the final result. A comparison
of initialization methods for the ICM algorithm is accomplished in Sec. 7.2.2. As
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reference, the implementation proposed in [77] has been used. The initialization of
both the min-cut/max-flow and the AC algorithms is based on the ICM segmentation
result.
This chapter is organized as follows. In Sec. 7.1, the MRF model, which serves as a basis
for both the ICM and the min-cut/max-flow segmentation algorithms, is described. The
former is introduced in Sec. 7.2 and a description of the latter is provided in Sec. 7.3.
While the ICM is the most extended segmentation algorithm for sonar images, the min-
cut/max-flow algorithm is applied for the first time to sonar imagery in the framework
of this thesis. The AC algorithm has also been considered (see Sec. 7.4). Sec. 7.5 shows
segmentation results of the SAS1 database for all proposed algorithms, and Sec. 7.6
studies their computational cost. Due to confidentiality reasons, no image of the SAS2
data set is displayed in this thesis.
7.1 Markov Random Fields
Let us express a sonar image Y associated with a lattice L, as a vector y = {yi, i ∈ L},
where yi denotes the intensity of pixel i. The label field x = {xi, i ∈ L} is the ‘ground
truth’ that needs to be recovered, where each pixel has one of the possible labels,
{sdw, hlt, bkg}, assigned. The MRF model consists of the two fields (y,x). According
to Bayes’ theorem, the posterior probability density function (pdf) of the label field x
given the sonar image y corresponds to the expression
px|y = px · py|x, (7.1)
where px is the Markovian a priori probability and py|x is the likelihood function of
the image. Both are described in this section.
Given a MRF model of an image, the optimal estimate for x is the one that corresponds
to the global maximum of Eq. (7.1). Its calculation is, in most of the cases, computa-
tionally prohibitive. Both the ICM algorithm (see Sec. 7.2) and the min-cut/max-flow
algorithm (see Sec. 7.3) approximate the global maximum by a local one, xˆ.
7.1.1 Markovian Probability
Given a pixel i, its neighborhoodMi is formed by a set of pixels such that i /∈Mi, and
∀i′ ∈Mi, i ∈Mi′. Each pair {i, i′} | i′ ∈Mi is known as clique. Several neighborhood














Figure 7.2: A pixel i and its second order neighbors; associated cliques of type 1, 2, 3 and
4.
systems are commonly used in image modeling [103]. For this application the second
order neighborhood system is chosen. Fig. 7.2 shows such a neighborhood configuration
and its associated cliques. The first clique type relates the pixel i with the neighbors
to its right and left (η1i,1 and η
2
i,1), the second one models its dependency with the
neighbors above and below (η1i,2 and η
2
i,2), the third and forth one relates it with the
pixels in the first (η1i,3 and η
2




i,4) diagonals, respectively. Hence,
the neighborhood of pixel i is defined by Mi = {η1i,1, η2i,1, η1i,2, η2i,2, η1i,3, η2i,3, η1i,4, η2i,4}.
According to the Hammersley-Clifford theorem [116,117], there is a one-to-one equiva-
lence between MRF and the so-called Gibbs Random Fields, which have an associated
Gibbs distribution. This kind of representation is very convenient for modeling the
a priori probability pxi, that is, the dependency of a pixel label xi with the labels
of its neighbors Mi. A random field x has a Gibbs distribution with respect to a


















Each βj describes the neighborhood relations of a pixel with its neighbors of clique
type j, and
Θi,j = 2− δ[xi − x(η1i,j)]− δ[xi − x(η2i,j)], j = 1, · · · , 4, (7.4)
where δ(·) is Kronecker’s delta and x(η1i,j) and x(η2i,j) refer to the labels of the neighbor
pixels η1i,j and η
2
i,j , respectively. While Θi can be computed directly from the estimated
label field xˆ, the parameter vector Ωx needs to be estimated. The method proposed
in [118] has been employed.
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Including a priori knowledge about the topology of the sonar images into the algorithm
improves its performance. First of all, highlight regions are always located to the left
of shadow regions. Secondly, the typical size of expected highlight regions is known
for a given range. Both effects can be taken into account in the Gibbs energy of
Eq. (7.3) [119].
7.1.2 Likelihood Function
Assuming that yi, ∀i ∈ L, are conditionally independent, the likelihood function for















where pbkg, psdw and phlt are the pdfs of the corresponding regions. Typically, they
are unknown and need to be estimated from the available data. Parametric models
are traditionally employed. Furthermore, a non-parametric approach based on Kernel
Density Estimation (KDE) is proposed in this thesis. In the following, the most com-
monly accepted parametric models for sonar imagery and the proposed non-parametric
approach are presented.
7.1.2.1 Parametric Approach
Two parametric models are commonly used to model the distribution of the pixel
intensity yi in sonar images: the Rayleigh [120] and the Weibull distributions [119,
121], R(α) and W(ξ, ξ′), respectively. While α refers to the single parameter than
defines the Rayleigh distribution, ξ and ξ′ are the scale and shape parameters of the
Weibull distribution, respectively. Indeed, the Rayleigh distribution equals the Weibull
distribution for ξ′ = 2. Both distributions are defined only for yi ≥ 0, which fits the
characteristics of sonar images, whose intensity is typically quantified between 0 and
255.
The model parameters are estimated by maximization of the likelihood function [122].
If the Weibull distribution is chosen














































(a) Histograms, estimated Weibull and
Rayleigh pdfs for the different regions of
























(b) Histograms and non-parametric pdfs
for the different regions of the SAS image
in Fig. 7.1(a) as segmented in Fig. 7.1(b).
Figure 7.3: Likelihood function estimation.




hlt and ξhlt are























and analogously for bkg and hlt, which yields the parameter vector Ωy =
(αsdw, αbkg, αhlt).
Fig. 7.3(a) shows the estimated pdfs of the SAS image in Fig. 7.1(a), as segmented in
Fig. 7.1(b). For comparison, the histograms are depicted.
7.1.2.2 Non-Parametric Approach
Although both the Rayleigh and, specially, the Weibull distribution suits the avail-
able SAS images, a non-parametric model is robust to possible changes of the image
statistics. Furthermore, the additional computational cost is negligible.
Given the set of independent and identically distributed samples {yi|xi = sdw}, the
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Figure 7.4: Gaussian kernel density estimation. The method is illustrated with 10 samples
(blue points), their associated Gaussian curves (black), and the sum of them (red), repre-
senting the estimated pdf.
where Φ is some kernel, Nsdw is the number of pixels assigned to the label sdw and hB
is a smoothing parameter called bandwidth [61]. Analogously, pˆbkg(y) and pˆhlt(y) are











has been used. Hence, the variance of the estimator is controlled through hB. In
this implementation hB is optimized for Gaussian distributions. Fig. 7.4 illustrates
a Gaussian density estimator. While the histogram groups the samples in bins, the
kernel density estimator places a curve with the shape of the kernel at each sample
position. The estimated pdf consists of the sum of all of them.
Fig. 7.3(b) shows the histogram and the non-parametric pdf of the SAS image in
Fig. 7.1(a) as segmented in Fig. 7.1(b). The non-parametric pdfs approximate the
histograms better than the Weibull and, mainly, the Rayleigh pdfs (in Fig. 7.3(a)),
specially for the hlt label.
Since no parameter can be extracted to define the non-parametric pdfs, in this case,
Ωy is assigned to the distributions themselves: Ωy = {pˆsdw, pˆbkg, pˆhlt}.
All segmentation results presented in this thesis assume a non-parametric model for
py|x.
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7.2 Iterative Conditional Modes
The Iterative Conditional Modes (ICM) [106] is the most common method employed
to approximate the global maximum of Eq. (7.1) by a local maximum. It constitutes
a reasonably fast approach and produces fairly good results.
Assuming that some other method (e.g., the ICE in Sec. 7.2.1) provides estimates for
the parameters Ωy (see Sec. 7.1.2) and Ωx (see Sec.7.1.1) and therewith, for pyi|xi and
pxi, respectively, each pixel is considered in turns and is assigned a label according to





{pxi · pyi|xi}, xi ∈ {bkg, sdw, hlt}. (7.10)
This process is repeated until convergence. For the sonar image y in Fig. 7.1(a), the
estimate of x, xˆ, is depicted in Fig. 7.1(b).
The ICE algorithm is described in the following. It requires an initialization of the
segmentation, which is tackled in Sec. 7.2.2. The initialization has, indeed, a remarkable
influence on the final ICM segmentation result. For this reason, special attention has
been paid to it. Four different initialization schemes are compared. On the one hand,
the two-step three-region implementation in [77] is used as a reference. On the other
hand, thresholding, K-means and an enhanced initialization scheme proposed in this
thesis are considered.
7.2.1 Iterative Conditional Estimation
The parameters Ωy and Ωx are estimated iteratively by means of the ICE algorithm




x (see Sec. 7.2.2), the algorithm performs the
following steps at each iteration l until convergence:





• Step 1. Use Ω[l]x to calculate the Markovian probability pxi for the three
labels: pxi(xi = sdw), pxi(xi = bkg) and pxi(xi = hlt).
• Step 2. Use Ω[l]y to calculate the likelihood functions for each pixel: pyi|sdw,
pyi|bkg and pyi|hlt.
• Step 3. Calculate the a posteriori probability for each label:
pxi|yi = pxi · pyi|xi, xi = sdw, bkg, hlt (7.11)
• Step 4. Use the Gibbs sampling algorithm to obtain NGibbs samples of the
label field, xˆ(1), · · · , xˆ(NGibbs), according to px|y and using Ω[l]y and Ω[l]x .
• Step 5. For each sample xˆ(j), estimate the parameter vectors Ωˆx(x(j)) and
Ωˆy(x(j)), 1 ≤ j ≤ NGibbs (as described in Secs. 7.1.1 and 7.1.2, respectively).







and analogously, calculate Ω
[l+1]
y from Ωˆy(x(j), 1 ≤ j ≤ NGibbs.
In this implementation, NGibbs = 1 has been chosen (see [119] for details).
7.2.2 Initialization





It has a great effect on the ICE parameter estimation and therefore, on the ICM
segmentation result. Furthermore, it influences the ICE convergence speed.
First in this section, two well-known segmentations algorithms, the thresholding and
the K-means approaches are described. After, an enhanced initialization scheme, pro-
posed in this thesis, is introduced. For comparison, the two-step three-region approach
described in [77] has also been implemented and tested. In the first step, the [77] ap-
proach employs the ICM algorithm to segment the sonar image into two regions, sdw
and bkg. In the second step, the highlight label hlt is initialized, and a three-region
segmentation is iteratively estimated. The value of Ωx and Ωy are estimated only in
the first step, staying constant during the second. The results provided by the four
initialization schemes are compared in Sec. 7.2.2.4.

















(a) Initialization by the thresholding

















(b) Final segmentation result when the

















(c) Initialization by the thresholding

















(d) Final segmentation result when
the ICE algorithm is initialized as in
Fig. 7.5(c).
Figure 7.5: Thresholding initialization applied to the SAS image in Fig. 7.1(a).
7.2.2.1 Thresholding
Thresholding is an intuitive segmentation technique [103]. If a set of data with NW
elements, m = {m1, m2, · · · , mNW}, needs to be segmented into K groups, K − 1
thresholds, zk, k = 1, · · · , K − 1, are required. An element mj ∈ m is assigned to
region k if zk−1 ≤ mj < zk. We assume z0 = min{m} and zK = max{m}. The main
disadvantage of the thresholding initialization scheme is that zk, 1 ≤ k ≤ K − 1 must
be chosen ad hoc. While a certain set of zk leads to a successful segmentation result
for a certain image, it may provide poor results for a different one.
It is possible to apply the thresholding segmentation directly to the sonar image, that
is, m := y. The label sdw is assigned to the pixels of lower intensity: xi := sdw
∀i|z0 ≤ yi < z1. Those in the interval z1 ≤ yi < z2 correspond to bkg, and the label
hlt is reserved for the pixels in z2 ≤ yi < z3. The thresholds z1 = min{y} + 0.2 · ∆y

















(a) Initial segmentation provided by the


















(b) Final segmentation result when
the ICE algorithm is initialized as in
Fig. 7.6(a).
Figure 7.6: K-means initialization applied to the SAS image in Fig. 7.1(a).
and z2 = min{y}+ 0.5 ·∆y, where ∆y = max{y} −min{y}, lead to the initialization
in Fig. 7.5(a) when applied to the SAS image in Fig. 7.1(a). It results in the final ICM
segmentation illustrated in Fig. 7.5(b).
The following approach is however more convenient. A non-overlapping window is
shifted along the image y, and the mean µj of the pixel intensities is computed for
each position. Applying the thresholding algorithm to m := (µ1, µ2, · · · , µNW), where
NW is the total number of non-overlapping windows, results into the initial segmen-
tation in Fig. 7.5(c), that leads to the final ICM segmentation result in Fig. 7.5(d).
This implementation allows for shorter execution times. Many neighborhood config-
urations that appear in Fig. 7.5(a) are not realistic. Therefore, the estimation of Θi
(see Eq. (7.4)) in the first iterations of the ICE algorithm is poor and leads to either a
poor final segmentation result or a higher number of iterations until convergence. For
example, the result in Fig. 7.5(d) needs half as many iterations as Fig. 7.5(b).
An appropriate size for the window has to be chosen. In general, the smaller the
window size, the more accurate is the initial segmentation result. However, it also
encourages the appearance of small negligible groups of dark pixels being classified as
sdw, or small groups of light pixels being classified as hlt. For the available data, a
window of 5× 5 pixels has demonstrated to produce satisfactory results.
7.2.2.2 K-means Algorithm
The K-means algorithm does not need ad hoc information, overcoming the main limi-
tation of the thresholding initialization scheme. Given a set of data with NW elements,
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m = (m1, m2, · · · , mNW), the K-means algorithm segments it into K regions according





• Step 1. Randomly divide the elements of m into K clusters of the same
number of elements.
• Step 2. Find the center of mass of each cluster, ck, k = 1, · · · , K.
• Step 3. Measure the distance dkj between each data point mj, 1 ≤ j ≤ NW,
and the center of mass of each cluster ck, 1 ≤ k ≤ K, according to some
norm || · ||.




{dkj}, 1 ≤ k ≤ K. (7.13)
• Step 5. Go to step 2.
This iterative process is repeated until convergence. The Euclidean distance has been
chosen as norm. For the reasons stated in Sec. 7.2.2.1, the K-means algorithm is
applied to the vector of means m = (µ1, µ2, · · · , µNW), also with a window of size 5×5
pixels. The segmentation of the sonar image in Fig. 7.1(a) by the K-means algorithm
with K = 3 is illustrated in Fig. 7.6(a). It leads to the final ICM segmentation in
Fig. 7.6(b).
7.2.2.3 Enhanced Initialization Scheme
For the SAS example under consideration, the segmentation provided by the thresh-
olding initialization in Fig. 7.5 is more accurate than the result corresponding to the
K-means initialization in Fig. 7.6. However, the thresholding algorithm requires ad
hoc values for zk, which is a remarkable limitation when aiming for an ADAC system.
In this thesis, an enhanced initialization scheme is proposed. It provides an accurate
initialization that yields high quality segmentation results also in scenarios where the
statistics of some background areas are close to the statistics of the shadow regions.
The steps of the initialization algorithm are summarized in the sequel:



















(a) Two-region segmentation result corre-
sponding to the second step of the en-
hanced initialization scheme. The darkest
pixels correspond to mlow while the light-

















(b) Four-region segmentation (third step
of the algorithm). The black pixels de-
pict m1low, the dark gray ones correspond
to m2low, the light gray pixels depict m
1
high

















(c) Segmentation produced by the en-
hanced algorithm. The sdw pixels are de-
picted in back, the dark and light gray
regions in Fig. 7.7(b) are merged and as-


















(d) Final segmentation result when the
segmentation illustrated in Fig. 7.7(c) is
used as initialization for the ICE.





• Step 1. Use a non overlapping window to compute m = (µ1, µ2, · · · , µNW).
• Step 2. Sort the elements of m in ascending order and split the resulting
vector into two vectors of the same length, mlow and mhigh.
• Step 3. Apply the K-means algorithm with K = 2 to bothmlow andmhigh.









• Step 4. Assign the label sdw to the elements in m1low.
• Step 5. Merge m2low and m1high and assign them the label bkg.
• Step 6. Assign the label hlt to the elements in m2high.
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In order to illustrate the algorithm, it has been applied to the SAS image in Fig. 7.1(a).
The initial two-region segmentation (step 2) is included in Fig. 7.7(a). At step 3, theK-
means algorithm with K = 2 is applied to each of these regions, producing a four-region
segmentation, as illustrated in Fig. 7.7(b). The labels sdw and hlt are assigned to the
regions of lower and higher intensity, respectively, and the two-regions of intermediate
intensity are merged together and assigned the label bkg. The resulting three-region
segmentation, shown in Fig. 7.7(c), is employed as initialization for the ICE algorithm,
and the ICM final segmentation result shown in Fig. 7.7(d) is obtained.
7.2.2.4 Comparison
The three initialization schemes presented above and the well-established two-step
three-region approach described in [77] have been tested for the SAS1 database. A
collection of snapshots and the corresponding ICM final segmentation results are il-
lustrated in Fig. 7.8. Each row shows an SAS image and the segmentation result
produced by all four approaches. The sonar images on the three top rows are seg-
mented successfully by all schemes. These SAS images present a high contrast and
very distinct shadow and background regions. The four last SAS images display a
background with some dark areas close to the shadow intensity. They are poorly seg-
mented by the two-step three-region approach, as well as by the ICM algorithm when
either the thresholding or the K-means initialization are used. Only the enhanced ini-
tialization scheme provides a high quality segmentation in these cases. About 80 % of
the elements in the SAS1 database are significantly better segmented by the enhanced
initialization scheme, which has been adopted in the following.
7.3 Min-Cut/Max-Flow
Although the ICM algorithm provides satisfactory segmentation results for simple and
moderately challenging scenarios, it has been observed that it fails in certain cases.
Thus, sand ripples or backgrounds with parts almost as dark as the objects shadow can
lead to poor segmentation results, as shown in Fig. 7.9, where the segmented shadow
of the cylindrical object is much broader than the cylinder itself and has, moreover, a
very irregular shape.
In [123] it is demonstrated that a min-cut/max-flow algorithm can be used to estimate
















































































































































































Figure 7.8: Segmentation result produced by the ICM algorithm when initialized by four
different schemes. Each row corresponds to a different SAS image. On the first column,
the sonar snapshot is shown. The second and third columns depict the segmentation results
when thresholding and the K-means algorithms are employed for initialization, respectively.
The forth column depicts the two-step three-region [77] segmentation results and the last one
corresponds to the enhanced initialization scheme proposed in this thesis.



































Figure 7.9: SAS image and ICM segmentation result.
efficient implementation of a graph cut algorithm [101] has been utilized to segment
the sonar images. Using a graph representation for the image, a min-cut/max-flow
algorithm splits it into two groups of pixels, one assigned to the shadow label sdw
and the second to the background label bkg. The ICM result for the hlt label is in
general satisfactory, and therefore is not regarded by the graph cut approach. To the
best knowledge of the author, it is the first time that graph cut theory is applied for
segmentation of sonar images.
First in this section an overview of graph theory is provided, with a focus on min-
cut/max-flow algorithms. The modeling of the regional and boundary properties,
related to py|x and px (see Eq. (7.1)), are tackled in Sec. 7.3.2. In Sec. 7.3.3 the
initialization issue is addressed. Finally, a parameter study is accomplished.
7.3.1 Graph Theory
A directed weighted graph G = {V, E} consists of a set of nodes V and a set of edges E .
An edge represents a connection between two ordered nodes, that is, E = {{i, i′}|i, i′ ∈
V}. A function g : E → R+ assigns a positive real valued weight to each edge, denoted
by g{i,i′}. Since the graph is directed g{i,i′} 6= g{i′,i} [124].
Grid graphs are typically employed in computer vision to represent images, since the
alignment of nodes in rows and columns is a natural representation of the image pixels
i ∈ L. A neighborhood systemM has to be chosen to establish the edges configuration
connecting the different pixel nodes. For the application at hand, the second order




Figure 7.10: Graph representation of a 3× 3 image with two terminals and a second order
neighborhood system for the n-links.
For the purpose of image segmentation some extra nodes denoted as terminals are
required. Each terminal corresponds to one of the possible pixel labels. For binary
segmentation two terminals are required, the source a and the sink m. In a terminal
graph, each pixel is connected not only to its eight neighbors, but also to the terminal
nodes a and m. Hence, two kinds of edges are distinguished: n-links (neighboring
links) are edges between two pixel nodes and t-links (terminal links) are edges between
a pixel node and a terminal. Thus, the two-terminal graph G is defined by
V = L ∪ {a,m} (7.14)
E = M∪ {{i, a}, {i,m}|i ∈ L}︸ ︷︷ ︸
t-links
. (7.15)
A two-terminal graph representing a 3× 3 image is depicted in Fig. 7.10.
7.3.1.1 Graph Cut
An a/m cut W (hereafter referred to only by cut) on a graph separates the set of nodes
V into two disjoint subsets S ⊂ V and T ⊂ V, S ∩ T = ∅, such that the source a ∈ S
and the sink m ∈ T . In this application, S corresponds to the sdw label and T to the
bkg label. A cut W = {S, T } is a subset of E containing all edges {i, i′} where i ∈ S
and i′ ∈ T . The cost of a cut |W | is defined as the sum of the weights of the edges in
W , i.e., |W | =∑{i,i′}∈W g{i,i′}. The minimum cut is defined as a cut on graph G that
has minimum cost.
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The min-cut/max-flow theorem states that for any directed linear graph the maximum
flow value from a to m is equal to the cost of the minimum cut separating a and
m [124]. In other words, finding the minimum cut of a graph is equivalent to finding
its maximum flow.
In order to illustrate the concept of flow in a graph, let us interpret the directed graph
as a network and the edges as pipes connecting the nodes. Each pipe has a certain
capacity that corresponds to the weight of the edge g{i,i′}. Now a flow φ(a,m) is
pushed through the network leaving the source and arriving at the sink. According to
the min-cut/max-flow theorem, φmax = |W |min.
Before stating the conditions that define a finite flow φ in a network, let us denote all
outgoing edges from node i and all incoming edges to node i by,
O(i) = {{i, i′} ∈ E|i′ ∈ V} (7.16)
I(i) = {{i′, i} ∈ E|i′ ∈ V},









φ if i = a
−φ if i = m
0 otherwise
(7.17)
which is comparable to Kirchhoff’s current law. Assuming that outcoming flows are
positive and incoming flows are negative, the sum of all outgoing and incoming flows
must be zero for all nodes but the source and the sink. The flow emerging from
the source, φ, is equal to the flow arriving at the sink. Secondly, capacities must be
finite, i.e., g{i,i′} < ∞. Finally, the flow within an edge cannot exceed its capacity,
φ(i, i′) ≤ g{i,i′}.
7.3.1.2 Implementation
The min-cut/max-flow algorithm proposed in [101], which is broadly used in the lit-
erature, has been adopted. It is based on the augmenting path concept [124]. The
algorithm works on a residual graph Gφ, which is initialized as G. In each iteration, a
path along non saturated edges from a to m is searched in Gφ. The smallest capacity
along the path determines the maximum flow ∆φ that can be pushed. The residual
capacities of the edges along the augmented path are reduced by ∆φ, while the residual
capacities of the reverse edges are increased by the same amount. The total flow from
a to m is increased, φ = φ + ∆φ. The algorithm terminates when there is no more
a→ m possible paths.
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7.3.2 Edge Weighting
Segmenting an image using graph theory is equivalent to finding the minimum cut of
its associated graph. Therefore, the segmentation result is determined by the edge
weights. There are two kinds of edges, the n-links and the t-links (see Sec. 7.3.1).
The former link each pixel with its neighbors, while the latter link each pixel with the
source and the sink. Hence, it is natural that the weights of the n-links account for
the so-called boundary properties of the image (related to px in Eq. (7.1)) while the
t-links depend on its regional properties (py|x in Eq. (7.1)).
The cost of the label field x reads [125]:
E(x) = ν · R(x) + (1− ν) ·B(x) (7.18)
where the coefficient ν ∈ [0, 1] specifies the relative weighting of the regional property








B{i,i′} · (1− δ[xi − xi′ ]).
Note that the boundary term associated to an edge, B{i,i′}, contributes to B(x) only if
xi 6= xi′ .
Let us describe how to assign the weights g{i,i′} to the edges so that the expression
in Eq. (7.18) corresponds to the cost of the cut defined by a certain labeling x, that
is, E(x) = |W |. Considering the definition of a cut on a two terminal graph (see
Sec. 7.3.1.1), the following statements regarding a cut W are made:
• if i ∈ S then {i,m} ∈ W
• if i ∈ T then {i, a} ∈ W
• {i, i′} ∈ W iff i ∈ S and i′ ∈ T .
For every node i ∈ L, exactly one t-link is severed by the cut. If two neighboring pixels
i and i′ are labeled differently, the edge with its origin in S and destination in T is
severed by the cut. Then, an assignment of weights to the edges of graph G according
to Table 7.1 ensures a minimization of E(x) by the minimum cut on G.
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edge g{i,i′} link
{i, i′} (1− ν) · Bi,i′ n-link
{i, a} ν · Ri(bkg) t-link
{i,m} ν · Ri(sdw) t-link
Table 7.1: Edge weighting
7.3.2.1 Regional Properties
The more likely a pixel i is to belong to a region, the lower the regional cost Ri(xi)
of assigning the corresponding label to the pixel must be. Hence, it is reasonable to
express the regional cost as a function U of the likelihood function pyi|xi,
Ri(xi) = U(pyi|xi), xi = {sdw, bkg}. (7.20)
Since Ri(xi) should decrease with increasing pyi|xi, U must be a monotonically decreas-
ing function. Two options have been considered:
U1(z) = 1− z (7.21)
U2(z) = − ln(z). (7.22)
Fig. 7.11(a) shows U1 and U2 versus pyi|xi. While U1 and U2 are similar for high values of
pyi|xi, they differ significantly for small pyi|xi. The difference between the segmentation
results that U1 and U2 produce is, however, negligible. This is due to the fact that edges
with high weights do not get saturated and therefore do not determine the maximum
flow. For the examples shown in Sec. 7.5, U2 has been chosen.
The pdf of the two regions, pyi|sdw and pyi|bkg, are estimated by maximization of the
likelihood function of the seed pixels intensity (see Sec. 7.3.3). A Weibull distribution
has been assumed for both regions (see Eq. (7.6)).
7.3.2.2 Boundary Properties
The boundary properties account for the fact that neighbor pixels with similar inten-
sities should belong to the same region. Therefore, the boundary cost B{i,i′} can be
defined as a function U ′ of the magnitude of the pixel intensity difference normalized
by the standard deviation σ,
B{i,i′} = U
′











































Figure 7.11: Regional and Boundary properties. For U ′1, ω1 =
1
4 and ω2 = 3 have been
chosen.
Two function families have been studied:
U ′1(z) = (ω1 + z)
−ω2 , ω2, ω1 ∈ Q+ (7.24)







where ω2 and ω1 need to be chosen. An example of each function family is depicted
in Fig. 7.11(b). Both functions are similar when |yi − yi′| > σ, but differ greatly
otherwise. Again, the segmentation results that both functions produce are almost
identical, since only the high weights differ and those do not influence the minimum
cut. For the examples shown in Sec. 7.5, U ′2 has been used.
Finally, let us present a modification of U ′ that, taking into account a priori information
about the sonar images, allows for an improvement of the segmentation results. It is
known that the intensity of the shadow regions is lower than that of the background.
Thus, exploiting the fact that a cut always severs edges from the source to the sink








if yi < yi
U ′max if yi ≥ yi′.
(7.26)
A high value for U ′max, e.g., U
′
max = U
′(0), discourages cuts where the sdw pixels have
higher intensity than the bkg pixels.
7.3.3 Initialization: Seeds
It is possible to fix the label of a group of pixels, the so-called seeds. The subsets
O ⊂ L and B ⊂ L, O ∩ B = ∅, denote the sets of seeds that are initially labeled as



































Figure 7.12: ICM (left) and graph cut (right) segmentation results with h = 0.2 and
ν = 0.1 for the sonar image in Fig. 7.9. The seeds for the graph cut algorithm initialization
are highlighted in the ICM image.
sdw and bkg, respectively. They influence the labeling of the adjacent pixels via the
boundary properties.
In this application the seeds are chosen after the ICM segmentation result. First, a
rectangular structuring element is employed to morphologically erode [103] the shadow
region. Its dimensions are proportional to those of the ICM shadow, that is, if the
smallest rectangle that completely contains the ICM segmented shadow has size NC
and NR in crossrange and range directions, respectively, then the structuring element
has dimensions h · NC × h · NR, with h ∈ (0, 1). The pixels that remain and that,
moreover, lie directly to the right of a highlight region (for a given crossrange), are
added to the O set of seeds. After, the bkg region is eroded and the remaining pixels
are considered as B seeds. The greater h is, the less pixels are assigned to the seed
sets, that is, the graph cut segmentation is less influenced by the ICM result. Fig. 7.12
includes the ICM and the graph cut segmentation results for the SAS image in Fig. 7.9.
The seeds that stem from the ICM segmentation with h = 0.2 are highlighted.
The seed pixels cannot change label during the max-flow search. According to [125]
this is achieved by setting:
• if i ∈ B, g{i,a} = 0 and g{i,m} = 1 +maxi∈L
∑
i′:{i,i′}∈MB{i,i′}
• if i ∈ O, g{i,m} = 1 +maxi∈L
∑
i′:{i,i′}∈MB{i,i′} and g{i,a} = 0.







































































Figure 7.13: Study on ν. The ICM segmentation result of two SAS images is compared with
the graph cut results stemming from ν = {0, 0.1, 0.5} assuming h = 0.1. The first example
presents a poor segmentation for ν = 0 (result too strongly determined by the initialization).
The second example illustrates the degradation of the results due to a too high ν.
7.3.4 Parameter Study
An empirical study has determined suitable values for the parameters ν (see Eq. (7.18))
and h (see Sec. 7.3.3). In Fig. 7.13 the segmentation of two SAS images is shown,
assuming values 0, 0.1 and 0.5 for ν. A value h = 0.1 has been chosen. If ν = 0 only
the boundary properties are considered. With ν = 0.5 both regional and boundary
properties have the same weight. While the latter configuration is sensitive to noise,
the former is too strongly determined by the initialization. A good trade-off is ν = 0.1.
Fig. 7.14 shows the segmentation that corresponds to h = {0.05, 0.1, 0.15}. Low values
of h imply that most of the pixels are used as seeds. Hence, the graph cut segmentation
is too much influenced by the ICM result and does not add any significant value. On
the other hand, if h is too high, too few seed pixels are considered to estimate the pdf
for the regional weights (see Sec. 7.3.2.1), which might result in a poor performance.
A good compromise is h = 0.1.
7.4 Active Contours
Besides pixel labeling algorithms such as the two above, a second approach is often
adopted. It consists of indicating the edge between different regions -object contours-
by a line, and it is naturally linked to edge detection algorithms such as Active Contours
(AC) or the level set method [114].







































































Figure 7.14: Study on h. The ICM segmentation result of two SAS images is compared
with the graph cut results for h = {0.05, 0.1, 0.15} and ν = 0.1. The graph cut result for
the first examples is very close to the ICM solution for h = 0.05. For higher values of h, the
result differs and is more convenient for further classification purposes. Both examples show
a poor segmentation for high h values (h = 0.15).
Typically used for medical imaging applications [126], the AC algorithm [113] has
been successfully applied to sidescan sonar image segmentation [75, 77]. Unlike the
Markovian segmentation approaches in Secs. 7.2 and 7.3, the AC algorithm does not
assume any a priori probability of the regions, only the intensity values of the pixels
influence the segmentation result.
An active contour (or statistical snake) b = {b1,b2, · · · ,bV }T, is a closed curve defined
by a list of V nodes that has the ability to evolve in order to match the contour of
an object present in an image [113]. Each node, expressed in Cartesian coordinates
bj = {uj, vj}, corresponds to a pixel i in L. The abscissa u is parallel to the range
direction and the ordinate v indicates the crossrange position. The image of interest is
therefore divided into two regions, the target region tgt inside b and the background
region bkg outside b. For segmentation of sonar images, the former corresponds to
either the shadow or the highlight of an object.
7.4.1 Cost Function
The objective of the AC algorithm is to deform b in such a way that a given cost
function F (b) is minimized. Originally, the AC algorithm was based on the gradient
so that F (b) is minimum when b coincides with an edge between two regions. However,
this approach performs poorly for noisy images and is very sensitive to initialization.
Another approach to the problem consists of using parametric shape templates [127,
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128]. Such templates are in general too stiff for an application like SAS, where the
target regions present a broad variability.
A polygonal active contour that minimizes a cost function based on the likelihood
function of the image is considered here [129]. Assuming independence among pixels,
the cost function associated with a position of the active contour b is defined as the
negative log-likelihood function of y














where ptgt and pbkg refer to the pdfs of the target and background regions, respectively
and need to be estimated. An efficient implementation of Eq. (7.27) is possible for
certain parametric models of the pdfs [129], among them the Rayleigh distribution.
Both the Rayleigh and the Weibull distributions are suitable for sonar images (see
Sec. 7.1.2). Since no efficient implementation of the AC algorithm is available under
the Weibull model, the former has been selected. Thus, ptgt and pbkg are modeled by
the Rayleigh distributions R(αtgt) and R(αbkg), respectively. The parameters αtgt and
αbkg are estimated according to Eq. (7.7).
7.4.2 Initialization
The initialization of the AC algorithm is crucial. If b is initialized without comprising
at least a piece of the target, the contour will diverge. The ICM segmentation result
has been used to initialize the AC. If the AC initialization is identical to the ICM
final segmentation, the final AC and ICM segmentations are practically identical and
therefore, the AC segmentation result does not provide new information. To avoid this,
the initialization of b is based on the ICM result but is, at the same time, significantly
different from it: a rectangle centered in the center of mass of the ICM segmented
region has been adopted. If the target corresponds to the shadow region, only the
shadow pixels that, for a given crossrange, lie directly to the right of the associated ICM
segmented highlight are considered in the calculation of the center of mass (analogously
to the min-cut/max-flow initialization in Sec. 7.3.3). In Fig. 7.15(a), the initialization
of the AC algorithm after the ICM segmentation in Fig. 7.9 is shown.
7.4.3 Implementation
The active contour is hence initialized with only four nodes. Subsequently, two main
task are to be accomplished: increase of the number of nodes and optimization of their















(a) Initialization of the AC for the segmen-















(b) Final AC segmentation result.
Figure 7.15: Active Contours algorithm.
position. The number of times that nodes are added to the initial 4-node contour b[0]
is counted by the index l. When the optimal position for b[l] is achieved, b[l+1] is
initialized: if two consecutive nodes are further apart than a certain distance dmax, V
′
nodes are inserted between them. Good results have been found for dmax = 6 pixels
and V ′ = 1 or 2 pixels.
The index l′ is set to 0 every time that l increases and counts the number of iterations
that are performed for a fixed amount of nodes. At each iteration, a single node bj ,
1 ≤ j ≤ V of the current best active contour, b[l], is shifted by a random distance,
resulting in bˆ[l]. If F (bˆ[l]) < Fmin, b
[l] := bˆ[l] is adopted. Furthermore, the so-called
crossing test [129] is performed to prevent intersections between the different segments
of b.
A common problem of the AC algorithm is that bmay converge to local minima, leading
to a poor segmentation. If a number of iterations lmax elapses after the last time that
new nodes were added and no update was produced in b[l], the algorithm might be
stuck in a local minimum. Thus, an alternative active contour, b˜[l], is calculated by
shifting all nodes in b[l] by ∆ pixels. If the final cost function F (b˜[l]) is smaller than
the original cost function F (b[l]), then b[l] := b˜[l]. This modification of the standard
AC algorithm has demonstrated to improve its performance in more than 35 % of the
cases. Good results have been obtained for ∆ = 1 pixel and lmax = 200 iterations.
Hence, the implementation of the algorithm reads as follows. After initializing b[0]
with 4 nodes, estimating pbkg and ptgt, and calculating Fmin := F (b
[0]), the following






• Step 1. l′ := 0
• Step 2. While l′ < lmax
– l := l′ + 1
– Choose a node bj ∈ b[l] (randomly or sequentially) and shift it by a
random distance: bˆ[l]
– Estimate pbkg and ptgt and calculate F (bˆ
[l])
– If F (bˆ[l]) < Fmin, b
[l] := bˆ[l], Fmin := F (bˆ
[l])
• Step 3. If b[l] = b[l−1] (local minimum?), b˜[l] := b[l] +∆,
else b[l+1] := add nodes (b[l])
The AC segmentation result of the example SAS image is shown in Fig. 7.15(b).
7.5 Results
This section presents a comparison of the results provided by the three segmentation
algorithms: ICM, min-cut/max-flow and AC. A more meaningful comparison of the
algorithms, based on the classification results that they provide, is available in Sec. 9.4.
The three segmentation algorithms employ sets of parameters that must be chosen in
order to optimize the results. These parameters have been presented as the algorithms
were introduced in Secs. 7.2 to 7.4. All ICM parameters are estimated from the image,
e.g., Ωx or the likelihood function. On the contrary, both the min-cut/max-flow and
AC algorithms require parameters that must be chosen heuristically. Values have been
suggested in the corresponding sections. For the sake of clarity, they are summarized
in Table 7.2. While the min-cut/max-flow algorithm is sensitive to changes in the
parameter values (see Sec. 7.3.4), the AC algorithm is rather insensitive. For instance,
similar segmentation results have been obtained for the parameter values listed in
Table 7.2 and for the set: dmax = 4 pixels, V
′ = 2 pixels, ∆ = 2 pixels and lmax = 150
iterations.
SAS images are typically big (several thousands of square meters) and their statistical
properties might vary within a single image. Furthermore, the ICM algorithm is com-
putationally more efficient when applied to smaller images (see Sec. 7.6). Therefore, it




AC dmax 6 pixels
V ′ 1 pixel
∆ 1 pixel
lmax 200 iterations
Table 7.2: Parameter values
is advantageous to split each SAS image into several sub-images, so that a more accu-
rate and efficient segmentation can be performed. The scheme that has been adopted





• Step 1. Divide the SAS image Y into smaller sub-images Yj, e.g., of size
5× 5 meters, 1 ≤ j ≤ Nsub
• Step 2. Apply the ICM algorithm to each Yj to obtain the segmented
sub-image XICMj , 1 ≤ j ≤ Nsub
• Step 3. Merge together all XICMj , 1 ≤ j ≤ Nsub, to form XICM
• Step 4. Scan XICM to obtain the object database:
– Create a database entry s for each shadow region in XICM, 1 ≤ s ≤ S
– If the shadow s has highlights to its left, associate them to s
– Apply the AC algorithm to the shadow and all highlights associated
with observation s, 1 ≤ s ≤ S
– Apply the min-cut/max-flow algorithm to each shadow s, 1 ≤ s ≤ S
The number of sub-images is denoted by Nsub. Thus, each element s of the database has
associated a snapshot ofY around the object of interest, and the snapshot segmentation
result obtained by the three algorithms. Note that the database has an entry for
each shadow but not for each highlight. Indeed, if no shadow is to the right of a
highlight, the highlight is discarded. This is in agreement with the great variability
that the highlight regions typically present in sonar imagery, in contrast with the more
predictable shadow regions. Thus, objects with a certain orientation with respect to
the sonar incident wave produce no return wave, which results in no highlight. The
shadow of the object, however, is always visible.
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In the case that more than one highlight lie to the left of a shadow, one of them has to
be selected. The following approach has been adopted. For each highlight candidate,
its area γhlt and the rate between its width and the shadow width along the crossrange










is selected, where γ∗hlt is the area of the biggest highlight candidate.
Figs. 7.16, 7.17 and 7.18 illustrate the segmentation results for different cylindrical,
spherical and clutter objects from the SAS1 database, respectively. The first col-
umn shows the SAS image and, superimposed, the ICM segmentation result. The
min-cut/max-flow and AC results are included in the second and the third column,
respectively. Note that, in order to facilitate the comparison of the results, the ICM
and min-cut/max-flow results are represented in the same format as the AC results,
that is, the contours of the regions are depicted instead of the pixel labels.
The examples on the first three rows of Fig. 7.16 show high quality images. The ICM
segmentation result is good and both the AC and graph cut segmentations are almost
identical. A dark background area is segmented together with the shadow in the forth
example by the ICM algorithm. The initialization of the graph cut algorithm with
seeds that lie to the right of the highlight region allows for distinguishing the shadow
of the object. Analogously, the AC algorithm, whose initialization also regards the
ICM highlight segmentation, provides a good result as well. Presumably, this object
will be correctly classified if either the min-cut/max-flow or the AC segmentations are
employed to extract the shadow shape features. By contrast, it will be most probably
classified as clutter if the ICM segmentation result is used.
Most spherical objects in Fig. 7.17 lie on uneven seabed regions with sand ripples. The
ICM algorithm segments some of the sand ripples shadows together with the shadow of
the objects. Thanks to their initialization, the graph cut and AC algorithms avoid this
problem in most cases. Again, the min-cut/max-flow and AC segmentation results seem
more likely to provide optimal classification results, since the shape of the segmented
regions characterize the objects better. On the other hand, a set of features presented
in Chapter 8 aims for a correct description of the spheres shadow shape when this kind
of poor segmentation scenarios occur.
Fig. 7.18 depicts snapshots of uneven seabed areas that, when segmented, cause clutter
objects. The intensities of the background and shadow regions are different, but this
difference is not as pronounced as when prominent objects lie on the seabed. Therefore,




























































































































Figure 7.16: Comparison of segmentation performance for five cylindrical mines. The first
column shows different snapshots of SAS images and, superimposed, the ICM segmentation
result (red line for highlights and yellow line for shadows). The second and third column












































































































Figure 7.17: Comparison of segmentation performance for five spherical man made objects.
The first column shows different snapshots of SAS images and, superimposed, the ICM seg-
mentation result (red line for highlights and yellow line for shadows). The second and third
column show the min-cut/max-flow and AC results, respectively.
































































































































































Figure 7.18: Comparison of segmentation performance for five regions that produce clut-
ter. The first column shows different snapshots of SAS images and, superimposed, the ICM
segmentation result (red line for highlights and yellow line for shadows). The second and
third column show the min-cut/max-flow and AC results, respectively.































































(c) Clutter objects in Fig. 7.18.
Figure 7.19: Computational cost of the segmentation.
the segmentation results provided by the three algorithms diverge the most for clutter
objects (see, e.g., the two last examples in Fig. 7.18). This is exploited in Sec. 8.4
in order to define a feature that measures the resemblance of the segmented regions
provided by the different algorithms.
False alarms are prone to be produced by clutter objects whose segmentation resembles
the shape of a mine. For example, the min-cut/max-flow segmentation of the forth
example in Fig. 7.18 is somehow similar to the segmented shape of a spherical object
and it is therefore likely to be classified as such.
7.6 Computational Cost
In order to study the computational cost of the three segmentation algorithms, the SAS
image snapshots in Figs. 7.16, 7.17 and 7.18 have been employed. The computational
time required by each algorithm is illustrated in Fig. 7.19. For the AC algorithm, the
times employed to find the contours of both the shadow and highlight regions have
been added up. A computer equipped with an Intel i5 4 core 2.8 GHz processor has
been employed. The programs are written in Matlab [130].
All three algorithms are iterative and hence, the computational time depends on the
number of iterations until convergence. The ICM algorithm requires in general less
than 30 iterations. By contrast, both the graph cut and AC algorithms iterate several
hundreds times before convergence is reached. The computational cost of one iteration
though, is greater for the ICM algorithm, and the total times required by the three
algorithms have the same order of magnitude. However, the initialization of the AC
and min-cut/max-flow approaches is based on the ICM result. Hence, in practice, both
methods are twice as slow as the ICM algorithm.
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Figure 7.20: Processing time per pixel and per iteration for the ICM algorithm.
The size of the image influences the computational cost as well. For the ICM algorithm,
when the image size increases by a certain factor, the processing time per pixel raises
by a greater factor. This is represented in Fig. 7.20, where the time required by the
algorithm per pixel and per iteration is depicted as a function of the image size. Hence,
it is more efficient to segment relatively small sub-images of the original SAS images




ADAC systems follow the chain: segmentation, feature extraction, classification (see
Fig. 2.1). Therefore, once the SAS images are segmented (see Chapter 7) and a database
of S observations, i.e., detected objects, is available, each observation s, 1 ≤ s ≤ S,
is to be represented by a vector t = {t1, t2, . . . , tN}. Each element tj , 1 ≤ j ≤ N ,
is referred to as feature, attribute or descriptor of the observation s. Subsequently,
each object will be classified according to the comparison of its feature vector with the
feature vectors of the observations in the training database (see Chapter 9).
Intuitively, a feature is good when it adopts very different values for observations
belonging to different classes. However, it is the combination of several features that
typically provides the best performance. In this chapter, a collection of features is
proposed, which constitutes t. The choice of the best subset t∗ = {t∗1, t∗2, . . . , t∗n∗},
n∗ < N , accomplished by the feature selection algorithms described in Chapter 4, is
regarded in Chapter 9.
The characterization of underwater objects can be done according to two main kinds
of descriptors. On the one hand, the statistical properties of the sonar images can
be exploited. On the other hand, the shape of the segmented regions are employed.
Traditional sidescan ADAC systems are based on descriptors of the shadow rather
than the highlight. This is due to the intensity variability that highlights present in
sidescan images, which is less remarkable in SAS imagery [75]. In this thesis, highlight
descriptors are also regarded. As described in Sec. 7.5, each object observation s in the
database consists of the segmented shadow region and, if there is a highlight to the left
of the shadow, also of the highlight region. For those observations lacking a highlight,
the value of the highlight features are assigned to the sample mean of the training
objects having a highlight, which assures that the missing features do not influence the
classification of the observations.
Two databases of SAS images, SAS1 and SAS2, are considered in this thesis. Two
kinds of man made objects exist in SAS1, spheres and cylinders. Ideally, the shadow of
spherical objects exhibits a characteristic and invariant shape. It is always elongated
and parallel to the range direction (see Fig. 7.17). Therefore, the descriptors of the
shadow are expected to be useful in discerning spherical mines. On the other hand,
the highlight of cylindrical objects is prominent, while the shape of the corresponding
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shadow varies with the object orientation (see Fig. 7.16). Hence, highlight attributes
are valuable for the characterization of cylinders. Truncated cones and wedge-shaped
objects (in the SAS2 database) present more complex shapes than spheres and cylin-
ders. They are better described by their shadow attributes.
Most of the works available in the literature perform the classification of the objects
based on attributes of the shadow [90–92]. Some approaches focus on a single type of
features, e.g., [13] employs Fourier coefficients, and [131] considers principal compo-
nents. Other methods employ a very small number of attributes [14, 85].
In this chapter, statistical and geometrical descriptors are proposed. The latter char-
acterize both the shadow and highlight shapes. Some sets of well-established shape
descriptors sets are regarded: normalized central moments, invariant moments, Fourier
coefficients and principal components. While some of them have been applied in sides-
can applications, to the best knowledge of the author, this is the first time that they are
tested on SAS images. Moreover, a group of heterogeneous features has been designed.
They minimize the influence that have on them not only the object orientation with
respect to the sonar system but also poor segmentation scenarios, which might be due
to either low image quality or challenging seabeds such as sand ripples. The shadow
descriptors take distinct values for the spheres, and the highlight features describe
generally better the highlights of cylindrical objects. A novel feature that, based on a
comparison of the segmentation results provided by the different methods (see Chapter
7), measures the segmentation result confidence, is particularly useful for discerning
clutter objects.
This chapter is divided as follows. In Sec. 8.1 a set of statistical properties of the image
is proposed as descriptors for the detected objects. Secs. 8.2 and 8.3 are devoted to
sets of descriptors for both the shadow and highlight shapes. The feature comparing
segmentation results is presented in Sec. 8.4. Secs. 8.5 to 8.8 refer to normalized
central moments, invariant moments, principal components and Fourier coefficients,
respectively. The estimated pdfs of some features for the SAS1 database are included
in the Appendix. In Sec. 8.9, the feature extraction computational cost is regarded.
8.1 Statistical Features
Classification of underwater man made objects based on statistical features has been
considered in the literature in several occasions. The main idea behind it is that the
pixel intensity follows different distributions depending on the object class. Thus, the
8.2 Shadow Geometrical Features 97
intensity of shadow pixels is usually lower for man made objects than for clutter objects
(see SAS images in Figs. 7.16 to 7.18). Moreover, highlight pixels tend to be lighter
for man made than for clutter objects.
In [68], the difference of SNR between the different regions is employed for detection
purposes. While the mean and variance are considered in [93], the kurtosis and skewness
are used for detection and classification in [94,95]. In this thesis, a novel set of statistical
features, which is based on a Weibull parametric model of the SAS images, is proposed.
As referred in Sec. 7.1.2.1, the different regions of an SAS image, sdw, hlt and bkg,
are conveniently modeled by the Weibull distributionsW(ξsdw, ξ′sdw),W(ξhlt, ξ′hlt) and
W(ξbkg, ξ′bkg), respectively. The shadow and highlight parameters are estimated from
the segmented regions. However, the background region might significantly vary from
part to part of the SAS image, whose size is typically several orders of magnitude
bigger than the objects of interest. Therefore, instead of using the entire background
region to estimate the background Weibull parameters, only a stripe of pixels around
the shadow of interest is used. The dilation morphological operation [103] is applied
to the segmented shadow in order to build this stripe. See Fig. 8.1 for an illustration.
An alternative consists of using the difference between the parameters as features,
that is, {∆ξbkg,sdw,∆ξsdw,hlt,∆ξhlt,bkg,∆ξ′bkg,sdw,∆ξ′sdw,hlt,∆ξ′hlt,bkg}, where ∆ξbkg,sdw =
ξbkg − ξsdw, and equivalently for the other elements. In Fig. 8.2 the histogram of both
ξsdw and ∆ξbkg,sdw for the different classes of the SAS1 database, are depicted. Note that
the value of ∆ξbkg,sdw is more class dependent and therefore, ∆ξbkg,sdw is presumably a
better feature than ξsdw. Which features are the actual optimal ones for the databases at
hand is determined by the feature selection algorithms (see Chapter 9). The histogram
of the other statistical features are included in the Appendix, in Fig. A.1.
8.2 Shadow Geometrical Features
In this section, a set of heterogeneous descriptors for the shadow shape is presented.
Some of them, e.g., the area, are standard and commonly used for representations of
shapes. Others have been developed in this thesis for characterization of shadows in
the context of mine hunting, taking into account that invariance to changes of object
orientation with respect to the sonar system and resistance to poor segmentation sce-
narios are desirable characteristics for the descriptors. The distribution of all features
presented in this section for the SAS1 database are depicted in Fig. A.2.






























Figure 8.1: Snapshot of SAS image showing a cylindrical object (left) and estimated label


























Figure 8.2: Estimated distribution of statistical features for the three classes in the SAS1
database. The clutter objects correspond to class 1 (red), while the spherical and cylindrical
man made objects are assigned to classes 2 (blue) and 3 (black), respectively.
The literature offers a large number of descriptors for shape representation [103, 132].
They can be divided into two main groups: those that model the contour of the region
of interest, and those that model the region itself. For sonar images, the latter are
more appropriate, since the variability of the contour is not meaningful.
Two straightforward features are the area γsdw and perimeter ρ of the shadow. The




is also considered. It has been employed for mine hunting applications in [90,91]. The
compactness is minimum for a circle and tends to infinity as the shape approaches a
straight line. Hence, it reaches high values for the elongated shadow of the sphere class.
Two other features, the ratio of principal axes rsdw and the orientation o, also have
distinct values for spherical objects. The principal axes of a region are defined as






























Figure 8.3: Principal axes of the shadow of a cylindrical, spherical and clutter object,
respectively. While the principal axes have more or less random position for both cylindrical
and clutter objects, they tend to be parallel to the Cartesian axes for the shadows of spherical
objects.
two line segments that cross orthogonally in the center of mass and represent the
directions with zero cross-correlation (see Fig. 8.3). For a given region with contour





(bj − cb)(bj − cb)T. (8.1)
The nodes bj and the center of mass cb are expressed in Cartesian coordinates. The
ratio of principal axes, rsdw, equals the coefficient of the eigenvalues of Σ and is a good
measure of the elongation of the region defined by b.
Normally, the orientation o is measured as the angle that the major axis of the shadow
forms with the abscissa of the image. However, in order to increase the robustness of
the orientation estimation with respect to challenging seabeds scenarios, the following
approach has been adopted. Given the binary representation of the segmented shadow,
I, its topological skeleton Λ [103] is extracted and the Hough transform [134] of Λ, Υ,
is calculated. Loosely speaking, the skeleton of a shape corresponds to a thin version of
this shape that is equidistant to its contour. Each point of Λ with Cartesian coordinates
{u, v} contributes to Υ at a certain z (distance to the origin of coordinates) and θ (angle
with respect to the abscissa), according to z = u · cos θ + v · sin θ. The range direction




which estimates the orientation of Λ, and therewith of the shadow region. An example
is shown in Fig. 8.4. The shadow of the sand ripples are segmented together with the
shadow of the spherical mine. This is, indeed, a common scenario that represents one
of the greatest challenges for ADAC of underwater objects [73]. The proposed skeleton
based approach allows for a correct measure of the shadow orientation. Fig. 8.5 shows


















































(c) Binary representation of the seg-










(d) Hough transform of the skeleton
Figure 8.4: Measure of the orientation o of the shadow of a spherical man made object
based on the Hough transform of the shadow topological skeleton. The red dot in the Hough
transform diagram (Fig. 8.4(d)) indicated the position of the maximum, i.e., o = 4 degrees.
Note that a local maximum appears at θ = 48. This corresponds to the orientation of the
sand ripple shadow segmented together with the sphere shadow. As long as the sphere shadow
is longer than the sand ripple, the absolute maximum of Υ will correspond to the orientation
of the sphere shadow and therefore, it will be correctly estimated.
the distribution of the orientation as estimated by the angle of the shadow major axis
(left) and as estimated by the proposed skeleton based method (right). The histograms
of clutter and cylindrical objects do not significantly vary. However, the distribution
of the orientation for spherical objects shows a higher concentration around 0 degrees
for the skeleton based method, which is in agreement with the fact that shadows of
spheres are parallel to the range direction.
The width of the shadow region in both range and crossrange directions, ηu and ηv,
respectively, have also been employed. Note that, if directly measured from the seg-
mented shadow, the value of ηv is very sensitive to poor segmentation scenarios. For
example, the crossrange width of the segmented shadow I in Fig. 8.4(c) is ηv > 2 me-
ters. However, the ‘real’ width is not greater than 0.7 meters. The following approach

























Figure 8.5: Estimated distribution of the shadow orientation o when computed directly
from the segmented shadow (left) and when measured from the shadow skeleton (right). The
clutter objects correspond to class 1 (red), while the spherical and cylindrical man made




































Figure 8.6: Crossrange width, ηv. Fig. 8.6(a) illustrates the measure of ηv for the segmented
shadow in Fig. 8.4. It is based on the cumulative function ∆Iv. The values v1 and v1 are
indicated by two red lines. Figs. 8.6(b) and 8.6(c) depict the pdfs of ηv for the different
classes in SAS1 if ηv is estimated directly from the segmented shadow and if the measure is
based on ∆Iv, respectively.












is a normalization constant. Basically, ∆Iv consists on the cumulative projection of I
on the crossrange axis. We define
v1 = min{v} | ∆Iv > 1
4
·max{∆Iv} (8.4)
v2 = max{v} | ∆Iv > 1
4
·max{∆Iv}, (8.5)
and finally, the more accurate estimation of the crossrange width is calculated as ηv =
v2 − v1. For the example in Fig. 8.4(c), ηv = 0.62 meters. Fig. 8.6(a) illustrates ∆Iv,
























Figure 8.7: Solidity of the shadow of a cylindrical, spherical and clutter objects, respectively.
Each shadow region is surrounded by the contour of its minimal convex hull.
v1 and v2. For man made objects that have been correctly segmented, the proposed
technique is practically equivalent to a direct measurement of ηv. The distribution of
ηv for the different classes in the SAS1 data set, for both a direct measurement and a
measurement based on the cumulative function ∆Iv, are depicted in Figs. 8.6(b) and
8.6(c), respectively. It can be observed that the crossrange width for the sphere class
(class 2) is significantly narrower when the proposed measure is employed.
The ratio between both widths as a feature, rη = ηv/ηu and the amount Ψ =
max{∆Iv}/ηv, have proven as valuable descriptors as well.
The solidity Γ is the coefficient between the area of the region and the minimal convex
area that comprises it [133]. Many shadows of clutter objects have a very low solidity.
The solidity of the clutter shadow in Fig. 8.7 equals 0.61. It is 0.85 for the cylinder
and 0.72 for the sphere.
Table 8.1 summarizes the ten shadow geometrical descriptors.
8.3 Highlight Geometrical Features
In this section, some simple geometrical features of the highlight are included. Fur-
thermore, a set of features that describe the relation between shadow and highlight are
described. Their distributions for the SAS1 database are included in Fig. A.3.
While almost 35 % of the clutter objects lack a highlight, more than 90 % of the man
made objects, for both data sets, have a highlight associated to the segmented shadow.
Therefore, the presence, hlt = 1, or absence, hlt = 0, of a highlight is already a
valuable feature.









rη ratio between ηu and ηv
Ψ max{∆Iv}/ηv
Γ solidity
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Figure 8.8: Distribution of geometrical highlight features. The clutter objects correspond
to class 1 (red), while the spherical and cylindrical man made objects are assigned to classes
2 (blue) and 3 (black), respectively.
The area of the highlight γhlt and the crossrange length Πhlt are simple but mean-
ingful descriptors. As depicted in Fig. 8.8, both reach significantly high values for the
cylindrical man made objects (class 3). Another meaningful descriptor for discerning
cylindrical objects is the ratio of principal axes of the highlight, rhlt.
Three descriptors characterize the highlight-shadow relation. First, the rate between
the highlight and shadow widths along the crossrange direction, rsdw,hlt, is considered.
It is generally close to one for mines, while it might significantly differ from this value
for clutter objects. The mean distance between highlight and shadow, dsdw,hlt, and
the difference between the orientation of the right part of the highlight contour and
the orientation of the left part of the shadow contour, ∆o, have been regarded (see
Fig. 8.9). The influence of the highlight orientation on the orientation of the shadow



















Figure 8.9: Difference between the orientation of the right part of the highlight contour (in
green) and the orientation of the left part of the shadow contour (in red) of a cylinder. For
cylindrical objects, this feature takes smaller values.
Feature Description
hlt presence of highlight
γhlt area
Πhlt crossrange length
rhlt ratio of principal axes
rsdw,hlt rate between highlight and shadow widths
dsdw,hlt mean distance between shadow and highlight
∆o shadow and highlight orientation distance
Table 8.2: Highlight geometrical features and highlight-shadow relation features.
is stronger for cylindrical objects.
For those objects with no associated highlight, all highlight features are assumed to
equal the average feature value of the training data set.
Table 8.2 summarizes the seven features that describe the highlight and the highlight-
shadow relation.




















































Figure 8.10: Segmentation overlap. The segmentation results provided by the ICM (green)
and min-cut/max-flow (yellow) algorithms for a clutter object are shown in Fig. 8.10(a).
Fig. 8.10(b) superimposes the ICM (green) and AC (yellow) segmentation results. For shadow
regions that, like this one, are not well differentiated from the background, the algorithms
produce significantly different segmentations. Fig. 8.10(c) shows the distribution of τ for the
SAS1 database.
8.4 Segmentation Overlap
When the shadow and highlight of an object are prominent with respect to the back-
ground, all three segmentation algorithms, ICM, AC and min-cut/max-flow, provided
similar segmentation results (see, for example, the three first rows of Fig. 7.16). On
the contrary, if the difference among regions is diffuse, the algorithms tend to provide
significantly distinct results. This is prone to happen when the irregularities of the
seabed prompt the appearance of clutter (see last two rows of Fig. 7.18).
The AC algorithm is initialized after the ICM segmentation result (see Sec. 7.4.2). This
means that, when the AC segmentation is computed, the ICM segmentation result is
available as well. The ratio τ between the area of the region where both segmentation
results intersect and the area of the AC segmented region constitutes a good measure
of the segmentation reliability.
This feature can be analogously calculated for the min-cut/max-flow algorithm, whose
initialization is also based on the ICM result (see Sec. 7.3.3). Fig. 8.10 shows
the ICM segmentation of a clutter shadow and, superimposed, the min-cut/max-
flow (Fig. 8.10(a)) and the AC (Fig. 8.10(b)) results. They significantly differ. In
Fig. 8.10(c) the distribution of τ for the SAS1 data set is depicted. Cylindrical objects
are segmented similarly by all algorithms and hence τ . 1 for class 3 (cylinders). As
expected, the value of τ is lower for class 1 objects (clutter). The segmentation results
of spherical objects are also significantly different for the ICM algorithm and the AC
or min-cut/max-flow algorithms (see Fig. 7.17), which is corroborated by τ .
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8.5 Normalized Central Moments
Normalized central moments were introduced as features for underwater objects clas-
sification in [91]. The normalized central moments of the binary representation of the
segmented shadow are considered as features in this thesis.






(u− cu)i(v − cv)jIuv. (8.6)
The origin of coordinates is placed at the center of mass of the image, cI = {cu, cv}.
Due to this normalization, σˆ10 and σˆ01 vanish. For a binary image that takes its values
from {0, 1}, σˆ00 equals the area γsdw of the object in I.








The moments of order 2 have a simple geometrical interpretation [135]. While σ¯11 is
related with the covariance of the region, σ¯20 and σ¯02 correspond respectively to the
length of the major and minor axes of the ellipse that best fits the object in I.
The normalized central moments σ¯ij of the segmented shadow up to order 10 have been
regarded. Their distributions for the SAS1 data set are included in Fig. A.4.
8.6 Invariant Moments
The normalized central moments are invariant to scale and translation, but not to
rotation. The following moments, known as invariant or Hu moments [136] are invariant
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to all scale, translation and also rotation:
ι1 = σ¯20 + σ¯02 (8.8)
ι2 = (σ¯20 − σ¯02)2 + (2σ¯11)2 (8.9)
ι3 = (σ¯30 − 3σ¯12)2 + (3σ¯21 − σ¯03)2 (8.10)
ι4 = (σ¯30 + σ¯12)
2 + (σ¯21 + σ¯03)
2 (8.11)
ι5 = (σ¯30 − 3σ¯12)(σ¯30 + σ¯12)[(σ¯30 + σ¯12)2 − 3(σ¯21 + σ¯03)2] +
(3σ¯21 − σ¯03)(σ¯21 + σ¯03)[3(σ¯30 + σ¯12)2 − (σ¯21 + σ¯03)2] (8.12)
ι6 = (σ¯20 − σ¯02)[(σ¯30 + σ¯12)2 − (σ¯21 + σ¯03)2] + 4σ¯11(σ¯30 + σ¯12)(σ¯21 + σ¯03)(8.13)
ι7 = (3σ¯21 − σ¯03)(σ¯30 + σ¯12)[(σ¯30 + σ¯12)2 − 3(σ¯21 + σ¯03)2]−
(σ¯30 − 3σ¯12)(σ¯21 + σ¯03)[3(σ¯30 + σ¯12)2 − (σ¯21 + σ¯03)2] (8.14)
All seven invariant moments have been included in the feature vector t. Their distri-
butions for the SAS1 database are included in Fig. A.5.
8.7 Principal Components Analysis
Principal Components Analysis (PCA) [137] is a popular pattern recognition technique.
It has been studied for sidescan sonar detection in [131], where PCA is applied directly
to the sonar images. By contrast, in this thesis it is used on the binary representation
of the shadow region, I.
PCA is a tool to represent a set of correlated variables by a smaller number of uncorre-
lated ones, called principal components. The first principal component, ζ1, represents
as much of the data correlation as possible, and each consecutive ζj accounts for as
much of the remaining correlation as possible. For implementation details see [103,138].
In this application, the correlated variables are the pixels of the binary representation
of the segmented shadow, normalized in size around its center of mass. A total of 50
PCA coefficients, {ζj}, 1 ≤ j ≤ 50, have been considered. The distributions of the first
twelve ζj for the SAS1 data set are included in Fig. A.6.
8.8 2D-Fourier Descriptors
The utilization of Fourier coefficients as descriptors of underwater objects has been
applied in [13,139]. They are also considered in this thesis. The 2D-Fourier transform
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is applied to the binary representation of the segmented shadow, I, normalized in size
around the center of mass. The Fourier coefficients {Ξi,j}, 0 ≤ i ≤ 7, 0 ≤ j ≤ 7,
are included in t. Higher order coefficients are not necessary, since they correspond to
the high frequency components in the image, which are related to noise rather than to
significant shape information, concentrated in lower frequencies. The distributions of
some Ξi,j for the SAS1 data set are depicted in Fig. A.7.
8.9 Computational Cost
The cost of computing the feature set t is considered in this section. Some features
require the same amount of time independently of the object size, e.g., the 2D-Fourier
coefficients, which are calculated on the normalized shadow. By contrast, other features
need more time for bigger object sizes. Hence, it is logical that the spherical objects,
which are smaller than the cylindrical objects (both highlight and shadow), have a
smaller computational cost. For the SAS1 database, the average computational cost
for spherical, cylindrical and clutter objects is 0.15, 0.23 and 0.18 seconds, respectively.
An Intel i5 4 core 2.8 GHz processor has been employed for the simulations.
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Classification and Feature Selection
The design procedure for mine hunting ADAC systems proposed in this thesis is sum-
marized in Fig. 9.1. First, the SAS image is segmented (see Chapter 7). Each object
constitutes an observation s of the database, 1 ≤ s ≤ S, which is characterized by
a feature vector t (see Chapter 8). After selecting a set of classifier candidates (e.g.,
Mahalanobis’ classifier and k-Nearest Neighbor), the resampling method (proposed in
Chapter 3) assesses their performance and the best classifier is chosen. Moreover,
confidence intervals for the optimal number of features n∗ are provided. Finally, the
optimal feature subset t∗ is found by the feature selection algorithms, the D-SFS or
the D-SFFS (presented in Chapter 4). This chapter provides the results obtained for
the two SAS databases at hand, SAS1 and SAS2, by the last two blocks, namely, the
resampling method and the feature selection algorithm.
The SAS1 data set consists of 437 man made objects (308 spheres and 129 cylinders)
and 3604 clutter objects. The SAS2 database comprises 45 wedge-shaped objects,
67 cylinders and 73 truncated cones. The snapshots are small and centered on the
objects and, therefore, almost no clutter was obtained. In order to study the ability
of the system to avoid false alarms though, the 3604 clutter elements from the first
data set have been adopted by the second database as well. Note that the imbalance
between the clutter class and the mine classes is very strong. Hence, employing the
overall misclassification probability as figure of merit for the ADAC system focuses on
the minimization of the false alarm rate. Indeed, the focus of a mine hunting system
should be on the minimization of the missed detected mines (mines classified as clutter).
This issue is regarded in the definition of a suitable figure of merit for the system.
Both databases are multiclass, that is, they consists of more than two classes. In such
cases, it is sometimes advantageous to utilize a cascade configuration of binary clas-
sification systems. Because the false alarm rate provided by the standard multiclass
configuration for the SAS1 database is not outstanding, such scheme has been investi-
gated. A first classifier distinguishes the spherical mines and, subsequently, a second
one divides the remaining objects into two classes, cylinders and clutter.
All classification results referred above stem from the min-cut/max-flow segmentation.
The quality assessment for classifier performance has been employed to compare them
with the results provided by the other segmentation algorithms presented in Chapter






















Figure 9.1: Scheme of the design procedure of the ADAC system for mine hunting proposed
in this thesis. The outputs of the system, t∗ and the optimal classifier, will be employed by the
working ADAC system consisting of the segmentation, feature extraction and classification
steps (see Fig. 2.1).
7, the ICM and AC algorithms. The influence of both the classification system and the
segmentation method on the classification results are compared.
Finally, the computational cost of both the resampling method and the feature selection
algorithms for the SAS databases is investigated.
This chapter is organized as follows. Sec. 9.1 proposes a figure of merit alternative
to the overall misclassification probability. The quality of four classification systems,
k-NN, Mahalanobis’ classifier, LDA and SVM for the SAS1 and SAS2 databases has
been assessed and results are shown in Sec. 9.2. Further, confidence intervals for the
optimal number of features are obtained. The performance of the D-SFS and D-SFFS
feature selection algorithms is illustrated in Sec. 9.3. Besides the straightforward three
class classification scheme, a two class cascade configuration has been considered for the
SAS1 data set. In Sec. 9.4, the classification results provided by the three segmentation
algorithms regarded in this thesis are compared. The computational cost of the design
procedure is tackled in Sec. 9.5.
9.1 Figure of Merit
The natural figure of merit f of a classifier is the overall misclassification rate, Pm (see
Sec. 3.4). Although Pm is bounded for some specific distributions, the misclassification
rate must be estimated from the available data if the distribution is unknown and the
number of observations is finite. Given a database of test observations and a class label
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Table 9.1: Confusion matrix of a 3 class system. The missed detected mines are indicated
in red and the false alarms in blue.
Predicted





l class 1 z1|1 z2|1 z3|1
class 2 z1|2 z2|2 z2|2
class 3 z1|3 z2|3 z3|3
c ∈ {1, . . . , C} associated with each observation, where C is the number of classes, the







P (c2|c1), c1, c2 ∈ {1, . . . , C}, (9.1)
where P (c1) is the prior probability of class c1 and P (c2|c1) is the probability of deciding
for class c2 when the actual class is c1. The 5-fold cross validation approach (see
Sec. 3.4) has been adopted in order to estimate f from the available observations.
Let us now consider our particular problem. The SAS databases consist of 3604 clutter
objects (class 1) and either two (database SAS1) or three (database SAS2) other classes
with a number of observations between 45 and 308. Hence, the problem is a multiclass
one and imbalanced. Given the dominance of class 1, minimizing f := Pm focuses on
reducing P (c|1) with c 6= 1, that is, the false alarm rate. Indeed, we are far more
interested in reducing P (1|c), i. e., the rate of mines classified as clutter or missed
detected mines. In the sequel, we propose a new figure of merit that solves this issue.
The confusion matrix of a system with C = 3 classes is represented in Table 9.1.
Element zc2|c1 accounts for the number of elements with actual class c1 and predicted










for c1, c2 ∈ {1, . . . , C} and 0 ≤ λ ≤ 1. There are two main differences between
Eqs. (9.1) and (9.2). First, the former expresses all quantities as probabilities while
the latter employs absolute numbers of observations. Secondly, the former weighs the
classification error of each class with its prior probability while the latter introduces
a weighting factor λ that determines the relative importance of misclassifying clutter
with respect to misclassifying a mine, independently of the prior distributions of the
classes.
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Note that both f := Pm and f := fλ give the same importance to classifying a mine
class observation c1 6= 1 as a different mine class, and to classifying it as clutter (missed
detection). That is, in Eq. (9.1), the weight of P (c2|c1) is the same for c2 6= 1 (mine)
and c2 = 1 (clutter), and analogously in Eq. (9.2). A new weighting factor λ
′ allows























for c1, c2 ∈ {1, . . . , C} and 0 ≤ λ, λ′ ≤ 1. For λ′ = 0, the assignment of a mine to a
wrong class is not penalized as long as it is a mine class (i.e., it is not clutter).
9.2 Classifier Performance Assessment and Opti-
mal Number of Features
The classifier performance assessment presented in Chapter 3 has been employed to
compare the following classifier candidates for both data sets: a k-NN classifier with
k = 5 [7], Mahalanobis’ classifier [31], the Linear Discriminant Analysis classifier (LDA)
[7] and Support Vector Machines (SVM) with a radial basis kernel [46].
As figure of merit, the expression proposed in Eq. (9.3), f := fλ,λ′, has been adopted.
The focus is on the minimization of the missed detected mines while keeping a reason-
ably low false alarm rate. Therefore, the relative weighting of the false alarms has been
fixed to λ = 0.1 for both data sets. While λ′ = 0 for the first database (no penalty
is associated with assigning a wrong mine class to a mine observation), λ′ = 0.5 for
the SAS2 database (the same importance is given to missed detecting a mine as to
classifying it as a mine of a wrong type).
Fig. 9.2 shows the estimated pˆf |ni, ni ∈ {1, . . . , N}, for both data sets and all four
classifier candidates. A logarithmic scale has been employed, which spans between
-25 dB (white) and -5 dB (black) for all examples. Each horizontal line corresponds to
pˆf |ni for a certain ni, and has been obtained by histogram techniques from the figure















































































Figure 9.2: Quality assessment for classifier performance. The curves represent 10·log(pˆf |ni)
for ni = 1, . . . , N , estimated by histogram techniques from the figure of merit estimates.
Both the database and the classification approach are indicated for each figure. The scale
is common to all figures and spans between -25 dB (white) and -5 dB (black). A red line
delimits the most probable region for the pair {f∗, n∗}, corresponding to f ≤ fminb and
q0.025
n|f ≤ n ≤ q0.975n|f .
of merit estimates {f ′1,ni , . . . , f ′NB,ni}. Choosing a specific value of f , pˆn|f is observed
along each vertical line (only lacking the normalization constant A). The more to the
left the distribution energy is, the better the classifier performs. The f − n region
delimited by the quantile f ≤ fminb and the confidence interval q0.025n|f ≤ n ≤ q0.975n|f is
indicated by a red line.
The curse of dimensionality (see Sec. 3.1) is clearly visible for Mahalanobis’ classifier
for both data sets (see Figs. 9.2(b) and 9.2(f)), i.e., the figure of merit improves as
n increases until a certain point and it degrades subsequently. Although the mean of
pˆf |ni, ni ∈ {1, . . . , N}, might decrease with n (e.g., Fig. 9.2(a)), which suggests that
lower f values will be reached at higher n, the variance of pˆf |ni decreases as well with
n. Therefore, the energy concentrated in the left tail of pˆf |ni, where the optimal f
∗ will
eventually be found, is smaller for values of n close to N . For this reason the confidence
intervals indicate that n∗ will most probably be placed in the lower n regions.
The values of the quality assessment Q with ψ = 1 (see Eq. (3.20)) for all classifiers
and both data sets are included in Table 9.2. The results are in agreement with the
curves in Fig. 9.2, that is, higher Q values correspond to distributions whose energy
is concentrated in smaller values of f . Mahalanobis’ classifier shows the worse per-
formance for both examples. On the other hand, the LDA is the best candidate for
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Table 9.2: Performance assessment Q, with ψ = 1, of the k-NN classifier with k = 5,







both databases, although its performance is not significantly better than the SVM for
the SAS1 database and the k-NN for the SAS2 example. The reason for the good
performance of the LDA and the bad performance of Mahalanobis’ classifier is the
covariance matrix estimation (see Secs. 3.2.2 and 3.2.3). While the former employs a
single pooled covariance matrix, the latter computes a different covariance matrix for
each class, which makes it more vulnerable to the curse of dimensionality. The LDA
classifier has been adopted in the following for both data sets.
9.3 Feature Selection
The D-SFS and D-SFFS algorithms have been employed to estimate the optimal fea-
ture subset for both databases. In order to study the influence of the parameter D, the
values D = {2, 3, 5, 10} have been considered. For comparison, the standard SFS and
SFFS are used. Results are included in Fig. 9.3. Each curve corresponds to a different
value of D, and represents the value of f for the best n-feature subset, t∗n, 1 ≤ n ≤ nM.
For illustration, pˆf |ni has also been included and the most probable region for {f ∗, n∗}
is again delimited by a red line. In order to focus on the area of interest, a significant
change on the axes with respect to Fig. 9.2 has also been accomplished.
The maximum dimensionality nM has been limited according to Eq. (3.26). For exam-
ple, for the 5-SFFS applied to the SAS2 data set (see Fig. 9.3(d)), q0.975n|f = 104 for the
smallest achieved value of the figure of merit, f ∗ = 11. Hence, the maximum number
of iterations has been constrained to nM = 104.
Fig. 9.4 summarizes the results for the two data sets. The performance of both the
D-SFS and D-SFFS algorithms degrades with respect to the standard SFS and SFFS






































(b) SAS1, LDA, D-SFFS
 
 












(c) SAS2, LDA, D-SFS
 
 












(d) SAS2, LDA, D-SFFS
Figure 9.3: Feature selection results. The database, the classifier and the feature selection
algorithm are indicated for each figure. The most probable region for {f∗, n∗} is delimited by
a red line. The distribution of f conditional on n, 10 · log(pˆf |ni) for ni = 1, . . . , N is depicted
in a logarithmic scale. Note the change of both axis limits and scale with respect to Fig. 9.2.
Each figure shows the evolution of f as n increases for either the D-SFS or the D-SFFS
algorithm for a certain value of D. As a reference, the standard SFS and SFFS algorithms
have been used. The best result for each database is indicated by a star.
for D = {2, 3}. Despite the fact that increasing D leads, in most cases, to an improved
performance, it is also possible that the algorithm chooses a combination of features
that, although more convenient at a given step, results in a poorer final performance.
ForD ≥ 5 though, a significant improvement is observed. The best results are obtained
by the 10-SFFS for both examples. The 10-SFFS outperforms the standard SFFS by
12 % for the SAS1 data set and by 27 % for the SAS2 example. These results are only
slightly better than those provided by the 5-SFFS algorithm, since the performance
saturates for D & 5. D-SFFS outperforms D-SFS for a given D, but the 5-SFS result
is better than the standard SFFS one. It is, moreover, computationally more efficient.
The confusion matrices corresponding to the best f ∗ for the SAS1 and SAS2 data sets
are included in Tables 9.3 and 9.4, respectively. The 10-SFFS algorithm provides the
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Figure 9.4: D-SFS and D-SFFS performance. The results for D = 1 correspond to the
standard SFS and SFFS algorithms.
Table 9.3: SAS1 confusion matrix. It corresponds to {f∗, n∗} = {21.6, 72}, reached by the
10-SFFS algorithm. The missed detected mines are indicated in red and the false alarms in
blue.
class 1 class 2 class 3
class 1 3478 17 109
class 2 4 240 64
class 3 6 9 114
optimal f ∗ = 21.6 at n∗ = 72 for SAS1. Ten mines, i.e., 2.3 % of man made objects,
are missed and 126 false alarms occur, which corresponds to 0.0022 false alarms per
squared meter. Almost 17 % of the mines are assigned to a wrong mine class (cylinders
classified as spheres or vice versa), however, this is not penalized for this data set (λ′ = 0
in Eq. (9.3)). The SAS2 optimal f ∗ = 8.5 is obtained by the 10-SFFS algorithm at
n∗ = 53 (Table 9.4). No false alarm occurs and no mine is missed. For the SAS2
database, however, λ′ = 0.5 and therefore, the selection of the correct mine class is
considered. A total of 19 out of 185, that is, about 10 % of the man made objects,
are assigned a wrong mine class. The optimal feature sets t∗ for both databases are
detailed in Tables 9.5 and 9.6. Both feature vectors include the segmentation overlap
feature τ . The novel geometrical features o, rsdw,hlt, rη and Ψ, whose measurement is
based on either the Hough transform of the shadow skeleton or the accurate estimation
of the shadow crossrange width (see Secs. 8.2 and 8.3), have also been selected.
Finally, Fig. 9.5 includes four snapshots of the SAS1 database where classification
results are shown. the detected mines (both spheres and cylinders) are indicated in
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Table 9.4: SAS2 confusion matrix. It corresponds to {f∗, n∗} = {8.5, 53}, reached by the
10-SFFS algorithm. The missed detected mines are highlighted in red and the false alarms
in blue.
class 1 class 2 class 3 class 4
class 1 3604 0 0 0
class 2 0 38 2 5
class 3 0 2 63 2
class 4 0 8 0 65






Geo. sdw χ, o, τ
Geo. hlt rsdw,hlt, dsdw,hlt
Normalized σ¯2,0, σ¯3,0, σ¯0,5, σ¯3,2, σ¯2,3, σ¯7,0, σ¯5,2, σ¯3,4,
Central σ¯4,3, σ¯7,1, σ¯9,0, σ¯1,8, σ¯8,1, σ¯2,7, σ¯7,2, σ¯3,6,
Moments σ¯6,3, σ¯5,4, σ¯1,9, σ¯9,1, σ¯2,8, σ¯8,2, σ¯3,7
Invariant M. ι5, ι6, ι7
Principal ζ4, ζ12, ζ16, ζ17, ζ18, ζ20, ζ23, ζ24, ζ25, ζ27,
Components ζ29, ζ31, ζ32, ζ35, ζ39, ζ41, ζ46, ζ48, ζ50
2D-Fourier Ξ0,5, Ξ1,0, Ξ1,4, Ξ1,5, Ξ2,0, Ξ2,2, Ξ2,4, Ξ2,6, Ξ3,0,
Coefficients Ξ3,3, Ξ4,4, Ξ4,5, Ξ5,0, Ξ5,2, Ξ5,5, Ξ5,6, Ξ6,1, Ξ6,5
green, the false alarms in yellow and in red the missed detected mines. For the sake
of clarity, we do not show the clutter that is classified as such. As expected, the false
alarms are due to irregular parts of the seabed whose segmented shape is similar to
either spheres or cylinders. Two main reasons account for the missed detected mines:
either the segmentation is extremely poor, or the intensity of the shadow region is
very light with respect to the other mines in the database. In this case, the statistical
features cause the object to be classified as clutter.























































Figure 9.5: Illustration of the ADAC system output: the detected objects are indicated
directly on the SAS images. The false alarms are marked in yellow, the detected mines in









Figure 9.6: Cascade configuration classifier. A first classifier uses t∗1 to separate the spherical
man made objects (class 2). Subsequently, a second classifier divides the remaining objects
into cylinders (class 3) and clutter objects (class 1) according to t∗2.
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Geo. sdw Γ, rη, Ψ, τ
Geo. hlt rhlt, dsdw,hlt, ∆o
Normalized σ¯2,0, σ¯1,2, σ¯3,0, σ¯1,3, σ¯5,0, σ¯4,1, σ¯2,3,
Central σ¯4,2, σ¯3,3, σ¯7,0, σ¯2,5, σ¯8,0, σ¯7,1, σ¯9,0
Moments
Invariant M. ι2
Principal ζ3, ζ8, ζ13, ζ18, ζ19, ζ23, ζ26 , ζ32,
Components ζ33, ζ35, ζ36, ζ37, ζ38, ζ39, ζ45, ζ46
2D-Fourier Ξ0,6, Ξ1,0, Ξ1,1, Ξ1,3, Ξ2,1, Ξ2,2, Ξ2,4,
Coefficients Ξ3,3, Ξ3,5, Ξ4,6, Ξ5,0, Ξ5,3, Ξ6,4
9.3.1 SAS1: Cascade Configuration Classifier
While the SAS2 classification results are outstanding, the false alarm rate of the SAS1
database leaves place for improvement. Note that most false alarms are due to the
misclassification of clutter objects as cylinders (see Table 9.3). A cascade configura-
tion of two binary classifiers is likely to provide a lower false alarm rate in the following
manner. The first classifier distinguishes the spherical mines from the rest. The sec-
ond classifier focuses on the differentiation of the cylinders from the clutter objects.
Naturally, each classifier is based on a different feature set, t∗1 and t
∗
2. The scheme of
the system is illustrated in Fig. 9.6.
In order to be able to compare the performance of this configuration with the standard
scheme (single C-class classifier presented above), the LDA classifier has been adopted
as well. First, the resampling method has been employed to estimate confidence in-
tervals for the optimal number of features (see Fig. 9.7). Subsequently, the 10-SFFS
algorithm estimates t∗1 and t
∗
2. For the figure of merit, f := fλ,λ′ has been adopted,
with λ = 0.1 and λ′ = 0. By contrast with the single 3-class classifier, two classes are
considered by each binary classifier and, therefore, the values of f cannot be directly
compared. Hence, the comparison between both configurations is based on their fi-
nal confusion matrices, included in Table 9.3 for the standard 3-class approach and in
Table 9.7 for the cascade configuration classifier.





















(b) Second binary classifier
Figure 9.7: Cascade configuration classifier. The confidence intervals of the optimal number
of features for the cascade configuration classifier are delimited by a red line. The feature
selection results (in blue) correspond to the 10-SFFS applied to the SAS1 data set. The
optimal figure of merit and optimal number of features has been indicated by a star. They
correspond to the pairs {f∗, n∗} = {19, 27} and {f∗, n∗} = {10.3, 33} for the first and second
binary classifiers, respectively.
Table 9.7: Confusion matrix of the SAS1 data set for the cascade configuration classifier.
class 1 class 2 class 3
class 1 3494 52 58
class 2 13 295 21
class 3 5 0 103
As expected, the overall number of false alarms reduces. Instead of the 126 false alarms
(0.0022 per squared meter) produced by the 3-class classifier, 110 (0.0019 false alarms
per squared meter) occur for the cascade configuration. By contrast, the total number
of missed detected mines increases from ten to 18 objects. The distribution of the false
alarms and missed detection among the different mine classes, cylinders and spheres,
is meaningful and, therefore, it is tackled in the following. The number of false alarms
produced by clutter objects classified as cylinders significantly reduces, namely from
109 to 58 observations. The number of missed detected cylindrical mines diminishes
from six to five. Furthermore, the number of cylindrical mines classified as spheres,
although not considered by the figure of merit, drops from nine to zero. The number
of spheres classified as cylinders reduces from 64 to 21 objects. On the contrary, the
performance of this configuration regarding the spherical mines degrades with respect
to the 3-class configuration: 52 instead of 17 clutter objects are classified as spheres,
13 instead of four spherical mines are missed detected. Hence, it can be concluded that
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Table 9.8: Optimal feature sets for the cascade configuration classifier applied to the SAS1
database. They produce the confusion matrix in Table 9.7.
Feature Type t∗1 t
∗
2









Geo. sdw rη ρ, rsdw, τ , ηv
Geo. hlt rhlt, Πhlt, rsdw,hlt γhlt, ∆o, dsdw,hlt
Normalized σ¯1,2, σ¯2,4,
Central σ¯1,6, σ¯0,9, σ¯8,0, σ¯7,1
Moments σ¯8,1, σ¯10,0
Invariant M. ι2, ι7
Principal ζ27, ζ29, ζ50 ζ2, ζ5, ζ6, ζ8, ζ11,
Components ζ13, ζ16, ζ30, ζ32, ζ41
2D-Fourier Ξ0,2, Ξ0,5, Ξ0,7, Ξ1,3, Ξ2,3, Ξ0,2, Ξ1,5, Ξ2,2, Ξ2,3, Ξ2,4,
Coefficients Ξ3,0, Ξ3,4, Ξ5,5, Ξ6,1 Ξ4,4, Ξ4,6, Ξ5,4, Ξ6,2, Ξ6,3
the cascade configuration yields better results than the standard 3-class classifier for
cylindrical objects but, on the other hand, it degrades with respect to the spherical
object class. As a whole, the cascade configuration results into a lower false alarm rate
but a higher missed detection rate than the 3-class approach. The correct mine class
is more often selected by the cascade configuration, that is, less spheres are classified
as cylinders and vice versa.
The elements in t∗1 and t
∗
2 are specified in Table 9.8. Although they do not coincide
in almost any feature, both sets include several novel geometrical features based on
both the shadow skeleton and the accurate estimation of the shadow crossrange width
(see Secs. 8.2 and 8.3). While t∗1 consists of 27 elements, t
∗
2 has 33 features. Both
dimensionalities are significantly lower than the size of t∗ for the 3-class classifier,
which makes each of the binary classifiers computationally less demanding.
9.4 Segmentation Comparison
All classification results presented above have been obtained utilizing the features ex-
tracted from the graph cut segmentation results. In this section, these classification
results are compared with those provided by the other two segmentation algorithms
presented in Chapter 7, the ICM and the AC algorithms.
















































































































Figure 9.8: Comparison of segmentation performance for the SAS1 data set. The curves
represent 10 · log(pˆf |ni) for ni = 1, . . . , N , estimated by histogram techniques from the figure
of merit estimates. The scale is common for all figures and spans between -25 dB (white)
and -5 dB (black).
Instead of fixing a classification system and comparing, e.g., the confusion matrix
stemming from each segmentation algorithm, the quality assessment for classifier per-
formance Q proposed in Chapter 3 (see Eq. (3.20)) can be exploited. This comparison
is more meaningful, since it is not constrained to a specific feature set but it regards the
quality of the whole feature space subject to a segmentation method and a classification
system.
The distribution of the figure of merit subject to the number of features, pˆf |ni,
ni ∈ {1, . . . , N}, for all four classification systems and all three segmentation methods
has been estimated by histogram techniques. They are depicted in Fig. 9.8 for the
SAS1 database and in Fig. 9.9 for the SAS2 data set (note that the graph cut curves
correspond to those included in Fig. 9.2). The shape of pˆf |ni is determined by the
classification system rather than the segmentation algorithm. Given a classification
system, however, the energy of pˆf |ni might be shifted more or less towards lower val-
ues of f for a certain segmentation method. For instance, for the k-NN classifier, the




































































































Figure 9.9: Comparison of segmentation performance for the SAS2 data set. The curves
represent 10 · log(pˆf |ni) for ni = 1, . . . , N , estimated by histogram techniques from the figure
of merit estimates. The scale is common for all figures and spans between -25 dB (white)
and -5 dB (black).
energy of pˆf |ni is placed at higher f values for the ICM than for the graph cut and AC
segmentation methods (see Figs. 9.8(a), 9.8(e) and 9.8(i)).
The values of pˆf |ni have been employed to calculate the quality measure Q. They are
included in Tables 9.9 and 9.10 for the SAS1 and SAS2 databases, respectively. In
order to visualize the comparison of the different methods, the data in the tables are
represented in Figs. 9.10 and 9.11. The former displays a curve for each classification
method, allowing for a comparison of the classification performance for each given
segmentation algorithm. The latter includes a curve for each segmentation method,
which provides a comparison of the results yielding from each classification system by
all three segmentation methods.
From the fact that the curves in Fig. 9.10 do not cross each other, it stems that, given
a database, the ranking of classification systems is identical for all segmentation algo-
rithms. However, the ranking is different for each data set. The LDA performs best
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ICM Graph cut AC
k-NN 0.008 0.010 0.010
Mahal. 0.006 0.007 0.007
LDA 0.015 0.016 0.018
SVM 0.014 0.014 0.015
Table 9.9: Performance assessment Q,
with ψ = 1, for the SAS1 database.
ICM Graph cut AC
k-NN 0.033 0.035 0.033
Mahal. 0.024 0.024 0.021
LDA 0.039 0.037 0.038
SVM 0.018 0.019 0.017
Table 9.10: Performance assessment Q,
with ψ = 1, for the SAS2 database.
for both SAS1 and SAS2, but the other three classification systems are sorted in differ-
ent order. Thus, the worst classifier candidate for the SAS1 data set is Mahalanobis’
classifier, and the SVM for the SAS2 database.
On the other hand, the curves in Fig. 9.11 cross, which implies that the values of Q
provided by different segmentation methods given a classification system, might have a
different ranking for different classifiers. For the SAS2 data set, the max-flow/min-cut
algorithm yields the best performance for all classifiers except the LDA. For the LDA
classifier, the ICM performs slightly better. For the SAS1 database, the graph cut
algorithm yields the best results for the k-NN and Mahalanobis’ classifiers, while the
AC algorithm performs best when either the LDA or the SVM are chosen. Therefore,
another possible improvement for the SAS1 classification results could consist of using
AC instead of min-cut/max-flow as segmentation algorithm.
It reveals that the classifier has a stronger influence on the performance of the complete
system than the segmentation method. Very likely, this is due to the fact that all three
compared segmentation algorithms are, indeed, rather sophisticated. Furthermore,
the suboptimal segmentation provided by the ICM approach does not have a strong
influence on the final result, since the features have been specially designed to remain
insensitive to such scenarios.
9.5 Computational Cost
In this section, the computational costs of the resampling algorithm and the feature
selection algorithms are discussed. All time estimations have been calculated with a
computer equipped with an Intel i5 4 core 2.8 GHz processor. All programs have been
written in Matlab [130].
























Figure 9.10: Comparison of the performance of the different segmentation algorithms with

























Figure 9.11: Comparison of the performance of the different segmentation algorithms with
the different classification methods.
9.5.1 Resampling Method
The resampling method proposed in Chapter 3 is computationally intensive. As de-
scribed in Sec. 3.4, for each ni, ni ∈ {n1, n2, . . . , nmax}, the figure of merit is calculated
for each sample t′b, 1 ≤ b ≤ NB.
Computing the value of f for a certain t′b requires classifying the whole database. This
time consumption depends on the number of observations in the database, the feature
set dimensionality ni, the classification system, and the method employed to divide the
database into training and test set (e.g., 5-fold cross validation).
Fig. 9.12(a) depicts the computational cost of obtaining the figure of merit for a single
sample as a function of ni for the four classification systems considered in this thesis.




















(a) Cost of computing f for a
single sample as a function of
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(b) Cost of computing f for all
samples required to obtain pˆf |ni























(c) Computation cost of an SFS
iteration for the LDA classi-
fier. If nM is constrained by
q0.975
n|f , the number of iterations
reduces to less than half.
Figure 9.12: Computational cost of the resampling method and the SFS algorithm for the
SAS1 database with 5-fold cross validation.
The SAS1 data set has been employed and the 5-fold cross validation has been adopted.
Mahalanobis’ and LDA classifiers require at most a couple of seconds to compute f ,
even for the highest ni. By contrast, the k-NN classifier needs more than a minute for
ni > 150. Such high computational time might seem to contradict the simplicity of
the k-NN classifier (see Sec. 3.2.1). However, the calculation of the Euclidean distance
is computationally expensive, specially as the dimensionality increases. Moreover, it
has to be calculated for all observations in the database, whose size is big due to the
amount of clutter objects. The SVM computational time is also high, in this case due
not only to the size of the data set but also to the complexity of the classifier (see
Sec. 3.2.4).
The cost of computing all figure of merit estimates f ′b required for obtaining pˆf |ni
for ni ∈ {1, 5, 10, . . . , 200} and NB = 100 is illustrated in Fig. 9.12(b) for the SAS1
database. Note that about a hundred hours are needed by the k-NN and the SVM
classification systems. Since the resampling method is to be applied oﬄine during the
design process of the ADAC system, this computational cost is affordable. Furthermore,
the calculation of the figure of merit estimates associated to the different samples can
easily be parallelized.
9.5.2 Feature Selection
In this section, the computational cost of the SFS and SFFS algorithms is investigated.
The D-SFS algorithm consumes D times more time than the SFS, and the D-SFFS
computational cost is about D times the computational cost of the SFFS algorithm.
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At iteration n, the SFS algorithm needs to compute the figure of merit of the N−n fea-
ture subsets that are candidates to become t∗n. For small values of n, the feature subset
dimensionality is small and therefore the calculation of f is faster (see Fig. 9.12(a))
but, at the same time, more candidates are to be considered. The time required by
the SFS algorithm as a function of n is illustrated in Fig. 9.12(c). Since the quality
assessment establishes that the LDA is the best classification system for both SAS1
and SAS2, only this classifier is considered. The total cost of the SFS algorithm is
calculated by integrating the curve. For the SAS1 data set, it is about 26 hours if
nM = N . However, if nM is constrained by the q
0.975
n|f confidence interval (as depicted
in Fig. 9.3(a)), then nM = 90 and the time required by the SFS algorithm reduces to
15 hours.
The computational cost of the SFFS algorithm depends on how often features are
removed from the optimal feature set. In general, it is considered that a typical SFFS
realization is between six and ten times slower than the SFS algorithm for the same
database and classification system.
Since a working ADAC system simply classifies the objects for a given classification
system and feature subset, the computational cost of the classification is rather low. For
instance, the cost of classifying all objects in the SAS1 data set for the LDA classifier





Conclusions and Future Work
In the second part of this thesis the problem of Automatic Detection And Classification
(ADAC) of underwater objects for mine hunting applications has been addressed. A
processing chain consisting of segmentation, feature extraction and classification has
been proposed. The selection of the classification system among a set of candidates
and the selection of the optimal feature subset have been performed according to the
algorithms proposed in Part I. They have been tested on two extensive data sets of
Synthetic Aperture Sonar (SAS) images, SAS1 and SAS2, containing both mines and
clutter objects.
A summary and the main conclusions are provided in Sec. 10.1. Finally, Sec. 10.2
provides an outlook for possible future work.
10.1 Conclusions
10.1.1 SAS Image Segmentation
The ADAC chain starts with the detection of the objects in the scene, which is ac-
complished by segmenting the image. Three regions are considered, the shadow of the
objects, their highlight and the background.
Three algorithms for segmentation of SAS images have been investigated. The Itera-
tive Conditional Modes (ICM) and the min-cut/max-flow algorithms are based on a
Markov Random Fields (MRF) model of the image of interest. The Active Contours
(AC) algorithm is a contour fitting approach. Special attention has been paid to the
initialization of the three algorithms, since it is a crucial matter.
The MRF image representation combines a model of the image intensity, the likelihood
function, and a model of the pixel neighbor relations, the Markovian a priori proba-
bility. According to this model, the optimal segmentation of the image maximizes the
a posteriori probability conditional on the image. Finding its absolute maximum is
computationally prohibitive. The ICM and min-cut/max-flow methods approach it by
a local maximum.
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The ICM segmentation method requires an estimation of the likelihood function and
the Markovian probability. For this purpose, the ICE algorithm is employed, which
requires a segmentation initialization. A non-parametric approach has been proposed
for the likelihood function, allowing for a more accurate and robust pdf estimation
than the traditional Weibull and Rayleigh models. Three initialization schemes have
been investigated and compared with a well-established approach. The enhanced ini-
tialization scheme, proposed in this thesis, is an unsupervised method that provides
significantly better results for 80 % of the man made objects in the SAS1 data set.
The min-cut/max-flow algorithm has been applied for segmentation of sonar images
in the context of this thesis for the first time. A graph representation of the image is
adopted, where each node corresponds to a pixel and the edges between nodes model
the so-called regional and boundary properties of the image. The former are related
to the image intensity likelihood function and the latter refer to the pixel neighbor
relations of the MRF image model. The min-cut/max-flow algorithm divides the graph
nodes into two groups according to the edge properties. It has been found that the
segmentation result is rather insensitive to variations of the edge properties, as long
as they keep the correct tendency. By contrast, the initialization of the algorithm has
a significant impact on the result. A novel initialization scheme, which is based on
the ICM segmentation result, is proposed. The performance of the min-cut/max-flow
algorithm is influenced by two parameters. The first one controls the impact of the
initialization on the final segmentation and the second decides the relative weight of
regional and boundary properties. A thorough parameter study has been accomplished
in order to find suitable values for the application at hand.
The AC algorithm has also been tested. A closed curve is deformed in order to minimize
a cost function, whose absolute minimum theoretically coincides with the edge between
regions. The cost function is based on the likelihood function of the image. Unlike
gradient based AC implementations, it successfully handles the noisy nature of sonar
images. The algorithm has a tendency to converge to local minima. A novel solution to
this issue has been proposed. The AC initialization is based on the ICM segmentation
result as well. The contour is initialized as a rectangle around the center of mass of
the ICM segmented region.
The segmentation results provided by all algorithms have been compared for a set
of cylindrical, spherical and clutter underwater objects of the SAS1 database. By
eye inspection, one can see that the min-cut/max-flow and AC algorithms are more
insensitive to irregular backgrounds than the ICM method, providing more regular
region shapes of the man made objects. This is mainly due to their more accurate
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initialization. Therefore, the min-cut/max-flow and AC methods are likely to yield
better classification results.
Finally, the computational cost has been investigated. For the examples at hand,
the computational times of the three algorithms have the same order of magnitude,
between 10 and 100 seconds for an Intel i5 4 core 2.8 GHz processor. Since the AC
and max-flow/min-cut algorithms require the ICM result though, these two methods
are in practice roughly twice as slow as the ICM approach.
10.1.2 Feature Extraction
Each segmented object is characterized by a set of descriptors. Several kinds have been
investigated. On the one hand, statistical features are regarded. They are based on a
Weibull parametric model of the intensity of the pixels belonging to the different regions
(shadow, highlight and background). They exploit the fact that the pixel intensity of
objects belonging to different classes follow different distributions.
On the other hand, shape descriptors characterize both the shadow and the highlight
regions. The shadow descriptors take distinct values for the spherical objects, whose
shadow exhibits an invariantly elongated shape. By contrast, cylindrical objects are
better characterized by the features of their highlight. They take into account not only
the highlight shape but also its relative position with respect to the shadow.
For the shadow, some standard sets of descriptors are considered: normalized cen-
tral moments, invariant moments, principal components and 2D-Fourier coefficients.
Moreover, a group of novel descriptors is proposed. They focus on the reduction of
the feature variability as the orientation of the object with respect to the sonar system
changes, or in poor segmentation scenarios. For this reason, they are specially valuable
if the ICM segmentation is employed. The topological skeleton of the shadow has been
used in order to achieve a correct estimation of several of these features. A novel fea-
ture that estimates the segmentation reliability is especially useful for characterizing
clutter objects.
The computational cost of the feature extraction is negligible compared with the seg-
mentation cost.
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10.1.3 Classification and Feature Selection
The general methods for ADAC system design proposed in Chapters 3 (selection of
the optimal classification system) and 4 (selection of the optimal feature subset) have
been applied to the specific application of mine hunting for the two databases at hand,
SAS1 and SAS2.
In order to quantify the ADAC system performance, a figure of merit is required.
Instead of the traditional overall misclassification rate, a novel figure of merit is defined.
It takes into account the class imbalance of the SAS databases, allowing for minimizing
the missed detected mines despite the dominance in size of the clutter class. The
misclassification of mines as clutter (missed detection) is more critical than assigning
them a wrong mine class. This issue is also regarded by the proposed figure of merit.
The quality assessment for classifier performance has been applied for comparing four
classification systems: the k-Nearest Neighbor (k-NN), Mahalanobis’, Linear Discrim-
inant Analysis (LDA) and Support Vector Machines (SVM). The LDA yields the best
results for both data sets. While the SVM performance is also good for the SAS1
database, it is poor for the SAS2 example. By contrast, the k-NN classifier yields good
classification results for the SAS2 database, but they are poor when applied to the
SAS1 data set. Mahalanobis’ classifier suffers a strong peaking effect for both data
sets. This is due to the small number of observations of the mine classes, which results
into a poor estimation of the class covariance matrix. Since the LDA classifier employs
the pooled covariance matrix, the effect of the curse of dimensionality is significantly
weaker.
Applying the D-SFS and D-SFFS algorithms, D = {2, 3, 5, 10}, the optimal feature
set for each database has been calculated. The best results corresponds to the 10-
SFFS algorithm for both data sets. The 10-SFFS method is also the computationally
most expensive one. The classification results are excellent for the SAS2 database,
neither mines are missed detected nor false alarms happen. Only 10 % of the mines are
assigned a wrong mine class. The SAS1 performance is good but less outstanding: 2.3 %
of the mines are missed detected, and 0.0022 false alarms per square meter occur. The
optimal feature set for both databases comprise numerous of the descriptors novel to
this thesis, such as the shadow skeleton based attributes and the feature characterizing
the segmentation reliability.
In order to reduce the false alarm rate for the SAS1 data set, a cascade configuration
classifier has been regarded. A first binary classifier discerns the spherical mines. A
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second one separates the clutter from the cylindrical objects. The number of false
alarms due to clutter objects classified as cylindrical mines has been reduced by more
than 45 %, and less mines are assigned a wrong mine class. However, the number of
missed detected mines increases by eight objects.
Although the three segmentation methods, ICM, min-cut/max-flow and AC, have been
compared by eye inspection of their results, it is their classification performance what
matters. Therefore, the resampling based quality assessment has been used to compare
the three segmentation algorithms for the four available classification systems, k-NN,
Mahalanobis’, LDA and SVM. It has been found that the ranking among segmentation
methods depends on the database on the one hand, and on the classification system
on the other hand. The min-cut/max-flow algorithm is optimal for two out of four
classifiers for the SAS1 database, and for three if the SAS2 data set is considered. The
ICM algorithm provides the worst performance for all classifiers if the SAS1 database is
employed. For the SAS2 data set, however, the ICM is the worst segmentation method
only combined with the k-NN classifier. However, the variation of the quality measure
as a function of the segmentation algorithm is much smaller than as a function of the
classification method, which implies that the performance of the overall system is more
strongly determined by the classification system than by the segmentation algorithm,
at least for the methods considered in this thesis. Presumably, this is due to the fact
that all three segmentation algorithms are, indeed, rather sophisticated. Moreover, the
irregular segmented regions provided by the ICM segmentation method are neutralized
by the accuracy of the feature extraction.
Finally, the computational cost of the methods has been considered. Both the re-
sampling method and the feature selection algorithms are computationally expensive.
Since the algorithms are employed oﬄine for the design of the system, such high com-
putational cost is not crucial. Still, the number of iterations required by the D-SFS
and the D-SFFS is drastically reduced by the confidence intervals for optimal number
of features provided by the resampling algorithm.
For the working ADAC system, which simply classifies the objects for a single classifica-
tion system and feature subset, the computational cost of the classification is negligible
with respect to the cost of the segmentation.
10.2 Future Work
In the ADAC chain consisting of segmentation, feature extraction and classification,
it is the segmentation part that requires more computational time, between 10 to
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100 seconds per object. For a real time application, such computational time is not
acceptable. A straightforward way to speed up the algorithms consists of employing
a faster programming language than Matlab, such as C or Fortran. In fact, a C
implementation of the min-cut/max-flow algorithm has already been tested. In average,
it requires 0.6 seconds per object, which is reasonably fast.
The comparison of the proposed feature based ADAC system with some template
fitting methods for mine hunting (e.g. [81–83,97]) is desirable. Given the independence
of both approaches, it is indeed likely that their combination could produce improved
and more reliable results.
Employing multiple views of the same object or interferometry (3D images of the
seabed) could allow for new meaningful features that, very probably, would result in a
better performance.
Finally, although the SAS databases contain a fair amount of mines, it is desirable to




The estimated distribution of the features presented in Chapter 8 are illustrated. They
have been extracted from the ICM segmentation result of the SAS images in the SAS1
database. The clutter objects correspond to class 1 (red), while the spherical and
cylindrical man made objects are assigned to classes 2 (blue) and 3 (black), respectively.
A KDE, with the bandwidth optimized for Gaussian distributions, has been employed
to estimate the pdf, pˆ, from the data. For features referring to length measures, such
as the width of the shadow or the length of the highlight, pixels instead of meters are
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Figure A.4: Normalized central moments
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Figure A.5: Invariant moments
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ADAC Automatic Detection And Classification
CAD/CAC Computer Aided Detection and Classification
D-SFS D Sequential Forward Selection
D-SFFS D Sequential Forward Floating Selection
ICE Iterative Conditional Estimation
ICM Iterative Conditional Modes
KDE Kernel Density Estimation
k-NN k-Nearest Neighbours
LDA Linear Discriminant Analysis
MAP Maximum A Posteriori
MRF Markov Random Fields
PCA Principal Component Analysis
pdf probability density function
SAS Synthetic Aperture Sonar
SBS Sequential Backward Selection
SFS Sequential Forward Selection
SFFS Sequential Forward Floating Selection
SNR Signal-to-Noise Ratio




bkg Background label (Chapter 7)
hlt Highlight label (Chapter 7)
sdw Shadow label (Chapter 7)
tgt Target label (Chapter 7)
B Sink seeds (Chapter 7)
E Graph edges (Chapter 7)
G Graph (Chapter 7)
L Lattice (Chapter 7)
M Neighborhood (Chapter 7)
O Source seeds (Chapter 7)
R Rayleigh distribution
S Set of pixels labeled as sdw (Chapter 7)
T Set of pixels labeled as bkg (Chapter 7)
V Graph nodes (Chapter 7)
W Weibull distribution
a Source pixel (Chapter 7)
a Set of active branches (Chapter 4)
b Resampling index
b Contour of a region
c Class variable
c Center of mass
f Figure of merit
f ∗ Figure of merit of the optimal feature subset t∗
fλ Figure of merit considering class imbalance
fλ,λ′ Figure of merit considering class imbalance and different mine classes
g Weight/capacity of a graph edge (Chapter 7)
h Parameter for graph cut initialization (Chapter 7)
hB Bandwith parameter of KDE
m Sink pixel (Chapter 7)
m Vector for initialiazation (Chapter 7)
n Number of elements in the feature subset
146 List of Symbols
n∗ Number of elements in the optimal feature subset
o Shadow orientation (Chapter 8)
p pdf
pˆ Estimated pdf
pf |n pdf of f conditional on n
pn|f pdf of n conditional on f
px pdf of label field x
pxi pdf of label of pixel i
px|y pdf of label field x conditional on image y
py pdf of image y
pyi pdf of intensity of pixel i
py|x pdf of image y conditional on label field x
pbkg pdf of the intensity of background pixels
phlt pdf of the intensity of highlight pixels
psdw pdf of the intensity of shadow pixels
q Quantile
rhlt Ratio of principal axes of the highlight (Chapter 8)
rsdw Ratio of principal axes of the shadow (Chapter 8)
rsdw,hlt Ratio of shadow and highlight crossrange widths (Chapter 8)




t∗ Optimal feature subset
u Crossrange position
v Range position
w(f) Weighting function in Q
w0 Hyperplane constant (Chapter 3)
w Hyperplane vector (Chapter 3)
xi Label of pixel i (Chapter 7)
x Label field in vector notation (Chapter 7)
yi Intensity of pixel i
y Sonar image in vector notation (Chapter 7)
A Normalization constant (Chapter 3)
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B Boundary properties (Chapter 7)
C Number of classes
D Number of branches (Chapter 4)
E Graph cost (Chapter 7)
F Cost function (Chapter 7)
G Gibbs energy (Chapter 7)
H Histogram
Hf |n Histogram of f conditional on n
I Ingoing edges (Chapter 7)
I Binary representation of the segmented shadow (Chapter 8)
J Constant for rule decision of Mahalanobis’ classifier
N Number of elements in the feature set t
NB Number of samples for resampling method (Chapter 3)
NC Rectangle length in crossrange direction (Chapter 7)
NGibbs Number of Gibbs samples (Chapter 7)
NR Rectangle length in range direction (Chapter 7)
Nsub Number of sub-images (Chapter 7)
NW Number of elements in m (Chapter 7)
O Outgoing edges (Chapter 7)
P Probability
Pm Probability of misclassification
Q Quality assessment of classifier performance
R Regional properties (Chapter 7)
S Number of observations
Sc Number of observations of class c
T Matrix with D alternatives for t∗ (Chapter 4)
U Regional cost (Chapter 7)
U ′ Boundary cost (Chapter 7)
V Number of nodes of b
V ′ Number of nodes added per iteration (Chapter 7)
W Graph cut (Chapter 7)
X Segmented sonar image
Y Sonar image
Z Normalization constant (Chapter 7)
148 List of Symbols
α Parameter of the Rayleigh distribution
βj Parameter defining G (Chapter 7)
γ Area of the shadow region (Chapter 8)
γhlt Area of the highlight region (Chapter 8)
hlt 1/0 if the shadow has/has not a highlight (Chapter 8)
ζj Principal component (Chapter 8)
µ Mean
ν Weighting factor (Chapter 7)
η Neighbor of a pixel (Chapter 7)
ηu Shadow width in range direction (Chapter 8)
ηv Shadow width in crossrange direction (Chapter 8)
ιj Invariant moment (Chapter 8)
κ SVM class constant
λ Factor for the figure of merit fλ
λ′ Factor for the figure of merit fλ,λ′
ξ Scale Weibull parameter
ξ′ Shape Weibull parameter
ρ Perimeter (Chapter 8)
σˆi,j Sample central moment (Chapter 8)
σ¯i,j Normalized central moment (Chapter 8)
τ Segmentation overlap (Chapter 8)
υ Lagrange multiplier
φ Flow (Chapter 7)
χ Compactness (Chapter 8)
ψ Parameter of Q
ω1 Boundary coef. 1 (Chapter 7)
ω2 Boundary coef. 2 (Chapter 7)
Γ Solidity (Chapter 8)
∆o Orientation distance (Chapter 8)
∆Iv Cumulative projection of I on the crossrange direction (Chapter 8)
Θj Paramter defining G (Chapter 7)
Λ Topological skeleton
Ξi,j 2D-Fourier coefficient (Chapter 8)





Ψ Geometrical feature (max {∆Iv}/ηv)
Ωx Parameter vector of a priori probability (Chapter 7)
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