We propose novel nonlinear filters which are the extensions of a linear FIR filter and an order statistic (OS) filter by employing the neo fuzzy neuron (NFN) model. We also propose the hybrid type nonlinear filter aiming at elimination of a Gaussian noise and an impulsive noise at the same time, and high restoration of the signal, simultaneously. The proposed filters are synthesized by a learning method which guarantees optimal design caused by employing the NFN model. Moreover, the filters are effective not only for noise elimination but also for sharpening, edge extraction, and other various applications, because their functions are determined by the pairs of target and input signals in the training. The effectiveness and validity of the proposed filters are verified by applying them to the preprocessing of the image signals.
Introduction
A median filter is a representative nonlinear filter, and it offers excellent performance. It preserves edges or monotonic changes in trend, while eliminating impulses').
This performance can't be achieved by linear filters. However, a median filter is inferior to a linear filter with respect to elimination of a non-impulsive noise such as a Gaussian noise (2) . In order to inherit the advantages from both of a median filter and a linear filter, some filters such as the a-trimmed mean filter have been developed13}-(s).
These filters based on a median filter, which is designed to eliminate the noise, are not always effective for the restoration of nonstationary signals such as image signals, because a median filter has disadvantage with respect to the preservation of the signals (7) . By sorting signal levels in the filter window, a median filter loses information of signal patterns. On the other hand, although a mean filter is a linear FIR filter which keeps pattern information in the filter window, it can't preserve the patterns such as edges of patterns well, because it has equal filter coefficients and is a lowpass filter which smoothes the signals.
In short, for a restoration of the signal, the signal pattern in the window should be reflected to the design of the filter. Filter coefficients should be assigned in accordance with each point in the filter window and optimized(s). From these view points, there are some filters designed using neural networks.
However these algorithms have a disadvantage of local minimum problem(s).
In this paper, we propose new nonlinear filters employing neo fuzzy neuron (NFN) model. The NFN model is presented by one of the authors(10)- (12) The nonlinear characteristics of the NFN model is represented by fuzzy if-then rules with complementary membership functions.
A multi-input one-output NFN model, but not a neural network, can exhibit its good ability to describe a nonlinear relationship between inputs and output as well as its short learning time in comparison with a conventional multilayerd neural network. Furthermore, the NFN model guarantees a convergence to the global minimum(")The novel filters employing this NFN model include the following three types of filters:
1 FIR type NFN filter, 2 Order statistic (OS) type NFN filter, 3 FIR-OS hybrid type NFN filter. The FIR type NFN filter, which aims particularly at restoration of the signal, is based on a framework of a linear FIR filter and the NFN model. In this filter, weights of the network are assigned in accordance with each point in the filter window and optimized. The OS type NFN filter, which aims particularly at elimination of noises, is based on a framework of an order statistic filter and the NFN model. An OS filter is generalization of a median filter and effective for the noise elimination. The hybrid type NFN filter achieves both of high noise elimination and high restoration simultaneously by reflecting both of the pattern information and statistical information in the window to its function(13)- (16) Three types of filters above are synthesized by the learning which guarantees optimal design caused by employing the NFN model. And the filters are effective not only for noise elimination but also for sharpening, edge extraction, and so on, because their functions are determined by the pairs of target and input signals in the training. The effectiveness and the validity of the proposed filters have been verified by applying them to the preprocessing of the image signal. 
2.
Neo fuzzy neuron filters
In this section, the NFN filters are discussed. Let's consider the following observation mechanism:
(1)
where yk is a noisy observation, xk an original signal, and vk an observation noise of an arbitrary distribution type.
FIR type NFN filter
The output of a linear FIR filter of length N operating on a sequence {yk} for N odd is given by: (2) where (¥) represents time/space sequence in the filter window. yk (1), ¥¥¥ , yk (N) correspond to Yk-M, • • • , Yk+M, respectively, and M = (N-1)/2.
The a(i) are constants that should be assigned for the sequential data in the filter window.
The proposed FIR type NFN filter employs a framework of a linear FIR filter and the NFN model. Fig.1 shows the structures of the proposed FIR type NFN filter and the NFN model. In this proposed filter, the estimation of an original signal x firk.,, is given by: (3) with (4) In Eq.(4), 1 is the number assigned to labels of fuzzy segments, and Mil(-) are membership functions. wit are weights of the network. An input signal YO) activates only two membership functions simultaneously and the sum of grades of these two neighboring membership functions labeled by 1 and l + 1 is always equal to 1, that is Pit (yk (i)) + liit+1(yk (i)) = 1, so that the defuzzification taking a center of gravity doesn't need a division and the output of the nonlinear synapse fi(yk(i)) is rewritten from Eq.(4) as follows: (5) The learning of the weights wit is achieved so that the following error function Efi,.(x firk, tk) becomes minimum: (6) where tk is a target signal and K is the length of target signal. The gradient descent method is employed here, rather than least mean square (LMS) algorithm, since the former is easier to handle and simpler to calculate, especially in case of a large amount of weights. The learning is achieved for the pairs of training series of yk (i) and tk by using following equation: (7) where 77f i' is the learning rate. Eq. (6) is unimodal function, because it is parabolic with respect to weights wit, that is, this NFN model guarantees the global minimum.
After the learning is completed, the set of weights of the network is optimized where the filtering output is as close to the ideal signal as possible.
OS type NFN filter
The output of an OS filter of length N operating on a sequence {yk } for N odd is given by: (8) where yk [1] (8) with coefficients (9) We can also define a maximum filter, for example, by taking (10)
The proposed OS type NFN filter employs a framework of an OS filter and the NFN model. Fig.2 shows the structure of the proposed OS type NFN filter. In the proposed filter, the estimation of an original signal xoyk is given by: (11) with (12) The learning of the weights wil is achieved so that the following error function Eos (xo$k ) tk) becomes minimum:
The gradient descent method is employed here. The learning is achieved for the pairs of training series of yk[i] and tk by using following equation: (14) where rlos is the learning rate. It is also easily understood as discussed above that the global minimum is reached. This synapse acts as a two-input one-output fuzzy inference engine input output relation of which is assigned by the learning. In the proposed filter, the estimation of an original signal ihybridk is given by: (15) with (16) where 1firk and .~osk are given by Eqs. (3) and (11) . The learning can be achieved by the following three stages.
1) Learning of the FIR type NFN filter
All the weights in the FIR type NFN filter are assigned by applying input sequential data yk-M, ¥¥¥ , yk, ¥¥¥ , yk+M and target signal tk to minimize E fjr (I f,fk , tk ), where the gradient descent method is employed.
2) Learning of the OS type NFN filter
All the weights in the OS type NFN filter are assigned by applying input sequential data yk-M, ¥¥¥ , yk, ¥¥¥ , yk+M and target signal tk to minimize Eo3(IOBk,tk), where the gradient descent method is employed.
3) Learning of the Input-Correlated NFN Outputs of FIR type and OS type NFN filters, with fixed weights after learning, are connected with two inputs of the Input-Correlated NFN. All the weights of the Input-Correlated NFN are assigned by employing input sequential data yk-M, ¥¥¥, Yk, ¥¥¥,Yk+M and target signal tk to minimize Ehybrid(ihyb,idk, tk) (Eq. (17)), where the gradient descent method is employed. (17) The same target signal tk is employed for all learning processes of 1), 2) and 3). The learning of the InputCorrelated NFN is achieved by following equation: (18) where rIhybrid is the learning rate.
It is also easily understood that the global minimum is reached.
Experimental results
The attempt is made to verify the effectiveness and the validity of the proposed filters by applying them to the preprocessing of the image signal. In the experiments, the signals in the filter window are numbered and fed to a filter as shown in Fig.5 . Here, the filter window size N is 9 (=3 x 3 pixels) and the number of labels of fuzzy segments in brightness (level) of each pixel is 15. Learning rates 7fir, 1o8 and ilhybrid are assigned the signal, simultaneously.
In Fig.10 , we show the input-output characteristics of the input-correlated nonlinear synapse in the FIR-OS hybrid type NFN filter shown in Fig.4 . This characteristics can be represented by fuzzy if-then rules explicitly, because the input-correlated nonlinear synapse is equal to a fuzzy inference engine as mentioned above. From Fig.10 , the following three fuzzy if-then rules are extracted roughly:
If Xfirk is about 128 (level of character part) level and iosk is about 60-150 level, then ihybridk is about 128 level.
[Rule 2]
If ifirk is about 50-100 level and iosk is about 64 (level of background part) level, then 1hybridk is about 64 level.
[Rule 3]
If ifirk is about 90-150 level and io,k is about 128 level, then ihybridk is about 128 level.
Rule 1 reflects the effect of the FIR type NFN filter mainly, because fuzziness of i f irk is weaker than that of io,gk and the rule reacts sensitively to the value of i firk in contrast with that of io8k. As shown Fig.9(a) , 128 level in the output of the FIR type NFN filter represents level of the character part including edges in the image. Rule 2 and 3 reflect the effect of the OS type NFN filter mainly, similar to Rule 1. As shown Fig .9(b) , 64 and 128 levels in the output of the OS type NFN filter represent levels of the background part and inside region of the character part in the image, respectively. Thus, we can say that Rule 1 acts for the edge preservation as the FIR type NFN filter does, and Rule 2 and 3 act for the noise elimination as the OS type NFN filter does. And this set of the fuzzy if-then rules, i.e., Fig.10 shows that the FIR-OS hybrid type NFN filter inherits advantages from both of the FIR type and the OS type NFN filter well. Table 1 shows the RMSE for the images of the 26 (A to Z) capital characters, and the average, variance, maximum and minimum of the RMSE. As shown Table  1 , it is clear that the results of the proposed filters are superior to other two filters.
Furthermore, the RMSE versus the parameters of various noises are investigated, some of which are shown in Figs.11 and 12 . The superiority of the 'proposed filter to other two filters is easily understood.
Human facial image
In this experiment, we employed the images (120x160 pixels, 8 bits/pixel gray-level) shown in Fig. 13(a) and (b) , as a common target image and the input image for each larning process of the FIR type, the OS type and the FIR-OS type NFN filter, respectively. The input image shown in Fig.13(b) is the target image corrupted by both of a Gaussian noise N(0,200) and an impulsive noise (2%) . A variance of a Gaussian noise is fixed at 400. The symbols represent RSME of the filters similar to Fig.11 .
After each learning has been completed, the performances of the proposed filters are tested for the facial image. We show the results of noise elimination for the facial image. Fig.14(a) shows an original facial image (120x160, 8 bits/pixel gray-level). Fig.14(b) shows the input image which is the original image corrupted by both of a Gaussian noise N(0,200) and an impul- sive noise (2%), similar to Fig.13(b) . The RMSE of the input image shown in Fig.14(b) is 46.5. Fig.15(a),(b) and (c) show the results of filtering by the FIR type, the OS-type, and the FIR-OS hybrid type NFN filter respectively. The RMSE of the the FIR type, the OStype, and the FIR-OS hybrid type NFN filter are 9.7, 9.3 and 9.2, respectively. For comparison, an optimized linear filter and an optimized OS filter are examined and the results of filtering by them are shown in Fig.15(d) and (e), respectively. The RMSE of the an optimized linear FIR filter and an optimized OS filter are 16.4 and 11.7, respectively. The results of the proposed filters are superior to other two filters. filters are much less effective than the FIR-OS hybrid type NFN filter, because they don't have high mapping ability between input and output, like the NFN model.
Edge extraction
The FIR-OS hybrid type filter is applied to the edge extraction of the images of machine printed capital characters.
In this experiment, we employed the images shown Fig-20(a), (b) and (c) (100x100 pixels, 8 bits/pixel gray-level), as an original image, a target image and the input image in the learning process of the FIR-OS type NFN filter, respectively. The target image shown in Fig.20(b) is the image of the edges extracted from the original image. The input image shown in Fig.20(c) is the original image corrupted by both of a Gaussian noise N(0,100) and an impulsive noise (1%), the edge extraction of which is very difficult for the conventional algorithms, such as Robert, Prewitt and Sobel operators based on the gradient of the image (2). This difficulty is derived from that the both of a noise and edges have great gradient magnitude. In this case, smooth- ing filters are commonly used as prefilters, however, it tends to reduce edge gradients, so that the correct edge extraction can not be often achieved.
After the learning has been completed, the performance of the proposed filter is tested for the machine printed capital characters. For an example, the result of the edge extraction for the capital character image 'A' is shown here . Fig.21(a) shows an original image (50x50 pixels, 8bit/pixel gray-level). Fig.21(b) shows an input image which is the original image corrupted by both of a Gaussian noise N(0,100) and an impulsive noise (1%), similar to Fig.20(c) . The result of the edge extraction by the FIR-OS hybrid type NFN filter is shown in Fig.22 . The edge extraction of the image is accomplished enough.
Conclusions
In this paper, novel nonlinear filters which are extensions of a linear FIR filter and an OS filter by employing the neo fuzzy neuron (NFN) model, and their hybrid type nonlinear filter, were proposed. The filters are optimally designed and implemented by learning which guarantees convergence to the global minimum.
Through the experiments, we confirmed that the FIR type NFN filter is effective for the restoration of the signal, the OS type NFN filter is effective for the elimination of noises, and the FIR-OS hybrid type NFN filter significantly achieves both of high noise elimination and high restoration of the signal, simultaneously.
One of main characteristics of proposed filters is that they are applicable to arbitrary image signal preprocessing. Many of traditional filters are confined to specific use. On the other hand, our filters proposed here are effective not only for noise elimination but also for sharpening, edge extraction, and other various applicatons. These features of proposed filers are derived from that their functions are determined by the pairs of target and input signals in the training. If we prepare a typical training set of images for some practical purposes, we can tune the filters to be suitable for these purposes.
Furthermore, the proposed filters do not require a complicated algorithms, and their architectures are very simple. They have highly potential applications to a wide range of practical signal processing.
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