Abstract. Let β > 1 and let m > β be an integer. Each x ∈ I β := [0,
Introduction
(We will write simply N n (x) if it is clear what β is under consideration.) In other words, N n (x) counts the number of words of length n in the alphabet {0, 1, . . . , m−1} which can serve as prefixes of β-expansions of x. We will be interested in the rate of growth of the function x → N n (x).
Let β > 1 be a Pisot number (an algebraic integer whose conjugates are less than 1 in modulus). Our central result is the following Let µ = µ β,m denote the probability measure on R defined as follows:
µ(E) = P (ε 1 [13] ). When m = 2, µ is the socalled Bernoulli convolution associated with β -see, e.g., [20] . For x ∈ I β , the local dimension of µ at x is defined by In addition to the above results for Pisot β, we also obtain a general result for all small β which holds for all internal x. Recall that if β ∈ 1,
1+
√ 5 2 and m = 2, then any x ∈ 0,
has a continuum of distinct β-expansions (see [4, Theorem 3] ). We prove a quantitative version of this claim for an arbitrary m ≥ 2: Theorem 1.5. Let β be an arbitrary number in 1,
and m = 2, we have
, where
log r .
The content of the paper is the following. In Section 2, we prove Theorem 1.1 and Corollary 1.2. Section 3 is devoted to the proof of Theorem 1.3. In Section 4, we consider an important class of examples, namely, the case when β is a multinacci number. In Section 5, we prove Theorem 1.5 and give an explicit lower bound for κ.
Proof of Theorem 1.1 and Corollary 1.2
First we reformulate our problem in the language of iterated function systems (IFS). Note that (2.1)
(see, e.g., [12] ). Consider now the following IFS Φ = {S i } m i=1 on R:
. Let A denote the alphabet {1, . . . , m} and A n the collection of all words of length n over A, n ∈ N. For z ∈ I β it is clear that
where
and thus,
, which is none other than a rescaled version of (2.1).
We sketch here the proof of Theorem 1.1: first we encode the interval [0, 1] as a cylinder in a subshift space of finite type, and show that N n ( m−1 β−1 z) corresponds to the norm of a matrix product which depends on the coding of z and n. Next, we construct an irreducible branch of the subshift in question and assign an invariant Markov measure such that its projection under the coding map is equivalent to the Lebesgue measure on a subinterval of [0, 1] . Then by the subadditive ergodic theorem, x) can be expressed in terms of matrix products. This approach mainly follows [6] .
For n ∈ N, define
The points in P n , written as h 1 , · · · , h s n (ranked in the increasing order), partition [0, 1] into non-overlapping closed intervals which are called n-th net intervals. Let F n denote the collection of n-th net intervals, that is,
For convenience we write F 0 = {[0, 1]}. Since P n ⊂ P n+1 , we obtain the following net properties:
It is easy to see that
where N n (z) is defined as in (2.3).
As shown in [6] , the interval [0, 1] can be coded via a subshift of finite type, and for each n ≥ 1 and ∆ ∈ F n , N n (∆) corresponds to the norm of certain matrix product which depends on the coding of ∆. More precisely, the following results (C1)-(C4) were obtained in [6, Section 2]: (C1) There exist a finite alphabet Ω = {1, . . . , r} with r ≥ 2 and an r × r matrix A = (A ij ) with 0-1 entries such that for each n ≥ 0, there is a one-to-one surjective map φ n :
A,n+1 , where Ω (1)
The map φ n is called the n-th coding map and for ∆ ∈ F n , φ n (∆) is called the n-th coding of ∆. (C2) The coding maps φ n preserve the net structure in the sense that for any
(C3) There is a family of positive numbers i , 1 ≤ i ≤ r, such that for each ∆ ∈ F n with φ n (∆) = x 1 . . .
where |∆| denotes the length of ∆. (C4) There are a family of positive integers v i , 1 ≤ i ≤ r, with v 1 = 1, and a family of non-negative matrices
with
To prove Theorem 1.1, we still need the following property of Ω, which was proved in [7, Lemma 6.4 
]):
(C5) There is a non-empty subset Ω of Ω satisfying the following properties:
Remark 2.1. Since F n has the net structure, we have for each
which together with (C1)-(C3) yields
By part (i) of (C5), we have also
2.2. Proof of Theorem 1.1. In this part we prove the following
Let us first show that Theorem 2.2 implies Theorem 1.1. To see it, we say a net interval ∆ is good if it satisfies the condition of Theorem 2.2. According to part (iii) of (C5), there is an positive integer N such that for any net interval ∆ ∈ F n , there is k ≤ N and an (n + k)-th net interval which is contained in ∆ and is good. 
and σ is the left shift defined by (
By (2.8) and part (ii) of (C5), P is an irreducible transition matrix. Hence there is a unique #( Ω)-dimensional positive probability vector
. By the definition of P , we can check that
where e k denotes the k-dimensional row vector (1, 1, . . . , 1), and e t k denotes the transpose of e k . By the Kingman subadditive ergodic theorem, there exists a constant γ ≥ 0 such that
Now assume that ∆ is a k-th net interval with the coding
Since the coding maps preserve the net structure (see (C2)), the projection π is well defined and is one-to-one, except for a countable set on which it is is two-to-one. Let ν = η| [ 
The claim just follows from the fact that for each sub net interval ∆ with coding 1 The reader may actually check that η is the unique invariant measure of maximal entropy, the so-called Parry measure on Ω N A -see, e.g., [21] for the definition.
where we use (2.11) and (C3). Since the collection of sub net intervals of ∆ generates the Borel sigma-algebra on ∆, ν • π −1 only differs from L| ∆ by a constant. The claim thus follows.
where we use the fact that T (y 1 , y 2 ) . . . T (y k , y k+1 ) is a strictly positive vector (see (C4)), and the notation a n b n means that C −1 b n ≤ a n ≤ Cb n for a positive constant C ≥ 1 independent of n. This together with (2.12) yields
and hence
is equivalent to L| ∆ , we obtain Theorem 2.2 (and thus, Theorem 1.1) with γ ≥ 0.
2.3.
Proof that γ > 0. Let us consider first the case of non-integer β. It is clearly sufficient to prove γ > 0 for m = β + 1. Following [2] , we introduce the random β-transformation K β . Namely, put (2.14)
(the switch regions) and 
In particular, there exist k ≥ 2 and two words a 2 It should also be noted that K β has a unique ergodic measure of maximal entropy which is singular with respect to P ⊗ m β and whose projection onto the second coordinate is precisely µ β,m -see [1] for more detail. 
Thus, if (ε 1 , . . . , ε n ) ∈ E n (x; β), then for any (ε n+1 , ε n+2 , . . .
Hence by definition,
Put now
We are going to need the following
possibly, a finite number (depending on x).
Proof. We have
Hence, in view of (2.15),
whence by the Borel-Cantelli lemma,
Return to the proof of the corollary. Put
. Thus, by Lemma 2.4, for L-a.e. x and all sufficiently large n,
Together with (2.17), we obtain for L-a.e. x,
Taking logs, dividing by n and passing to the limit as n → ∞ yields the claim of Corollary 1.2.
Proof of Theorem 1.3
We first introduce some notation. For q ∈ R, we use τ (q) to denote the L q spectrum of µ, which is defined by 
where d(µ, x) is defined as in (1.2). The following lemma is a basic fact in multifractal analysis (see, e.g., [15, Theorem 4 .1] for a proof).
Proof of Theorem In the following we assume that µ is singular. It was proved in [16] that dim H µ < 1.
, we have L(E(t)) = 1 and hence dim H E(t) = 1. By (3.1), we have
Taking q = 1 in (3.2) and using the fact τ (1) = 0, we have t ≥ 1. It was proved in [5] that τ (q) is differentiable for q > 0 and dim H µ = τ (1). Since τ is also concave, τ is continuous on (0, +∞). By (3.2) and the fact τ (0) = −1, we have τ (q) − τ (0) ≤ tq for all q ∈ R, which implies
Since τ is concave, it is absolutely continuous on [0, 1] and hence
Since τ (1) = dim H µ < 1, and τ is non-increasing on (0, 1), by (3.4) we must have τ (0+) = lim q→0+ τ (q) > 1. This together with (3.3) yields t > 1. Hence we have γ < log(m/β). (µ β,2 ) ≡ H β < 1 for µ β -a. e. x. -see [14] . Here H β is Garsia's entropy introduced in [9] (see also [12] for some lower bounds for H β ). (2) It was proved in [5] that the set of local dimensions of µ contains the set {τ (q) : q > 0}. In the case that µ is singular, this set contains a neighborhood of 1. To see it, just note that τ (1) = dim H µ < 1 < τ (0+). (3) We do not know whether the set of local dimensions of µ,
is always a closed interval. Nevertheless, it was proved in [7] 
Examples
As we have seen from the proof of Theorem 1.1, the exponent γ in (1.1) corresponds to the Lyapunov exponent of certain family of non-negative matrices. In the case when this family contains a rank-one matrix (for instance, this occurs when v i = 1 for some i ∈ Ω), the corresponding matrix product is degenerate and one may obtain an explicit theoretic formula (via series expansion) for γ. Let us consider an important family of examples. 
where A 0 = {∅} and A k = {1, 2} k for k ≥ 1. M ∅ denotes the 2 × 2 identity matrix, and M 1 , M 2 are two 2 × 2 matrices given by
For any 2×2 non-negative matrix B, B = (1, 1)B(1, 1) t .
The numerical estimations in Table 1 were given in [6] for γ n / log 2, n = 2, . . . , 10. We also include in the table the approximate values for D β = D β,2 (see Corollary 1.2 and Proposition 1.4) and for Garsia's entropy H β for comparison (taken from [11] Let us first observe that without loss of generality we may confine ourselves to the case m = 2. Indeed, if m ≥ 3 and x ∈ 0, So, let m = 2 and let x ∈ I β have at least two β-expansions; then there exists the smallest n ≥ 0 such that x ∼ (ε 1 , . . . , ε n , ε n+1 , . . . ) β and x ∼ (ε 1 , . . . , ε n , ε n+1 , . . . ) β with ε n+1 = ε n+1 . We may depict this "bifurcation" as is shown in Figure 1 .
If (ε n+1 , ε n+2 , . . . ) is not a unique expansion, then there exists n 2 > n with the same property, etc. As a result, we obtain a subtree of the binary tree which corresponds to the set of all β-expansions of x, which we call the branching tree of x and denote by T (x; β).
The following claim is straightforward:
Lemma 5.1. Suppose K ∈ N is such that the length of each branch is at most K. Then
Proof. It is obvious that N Kn (x; β) ≥ 2 n , which yields the claim. and put
Then for any
we have
Proof. In view of Lemma 5.1, it suffices to construct a subtree of T (x; β) such that the length of its every branch is at most 1/κ. Put
; it is easy to check that one can choose different ε 1 for x if and only if
Note that δ > 0, in view of 1 < β < Assume first that x ∈ ∆ β . We have two cases.
. It is easy to check, using (5.8) , that this is an interval of positive length. Here L β (x) ∈ [1 + δ,
. In either case, the image is at a distance at least δ from either endpoint of I β .
It suffices to estimate the number of iterations one needs to reach the switch region ∆ β . In view of symmetry, we can deal with y
or the mirror-symmetric case (which is analogous). Here R β (x) can be very close to 0, so we have no control over its further iterations. Consequently, we remove this branch from T (x; β) and concentrate on the subtree which grows from , and this is true for β > √ 2, in view of (5.8); for
. Furthermore,
Notice that β − β + 1, which is in fact equivalent to β ≤ √ 2. As for
, it is clear that it lies in δ,
We see that the length of each branch of the new tree does not exceed 2( log β 1 δ +1) (the factor two appears in the estimate because it may happen that we will have to discard
, and it suffices to apply Lemma 5.1.
, then R β (x) ∈ ∆ β for some . Thus, it takes only a finite number of iterations for any x ∈ 0, Hence follows the claim of Corollary 1.6.
We define the minimal growth exponent as follows: there are always x with a unique β-expansion (see [10] ) and for β = However, it is also a sharp bound in a more interesting sense; let us call the set of β-expansions of a given x sparse if lim n→∞ 1 n log N n (x; β) = 0. there exists a continuum of points x, each of which has a sparse continuum of β-expansions.
Proof. Suppose (m k )
∞ k=1 is a strictly increasing sequence of natural numbers. Let x be the number whose β-expansion is 10 2m 1 10 2m 2 10 2m 3 . . . We claim that such an x has a required property.
Indeed, as was shown in [19] , the set of all β-expansions in this case is the Cartesian product X m 1 × X m 2 × . . . , where , it is always possible to find x with a sparse continuum of β-expansions.
