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The statistics of the multivalued solutions of the forced Riemann equation, u t ϩuu x ϭ f , is considered. An exact equation for the signed probability density function of these solutions and their gradient ϭu x is derived, and some properties of this equation are analyzed. It is shown in particular that the tails of the signed probability density function generally decay as ͉͉ Ϫ3 for large ͉͉. Further considerations give bounds on the cumulative probability density function for the velocity gradient of the solution of Burgers equation. © 1999 American Institute of Physics.
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In recent years, there has been a resurgence of interest in the statistical behavior of solutions of the forced Burgers equation u t ϩuu x ϭu xx ϩ f , ͑1͒
where the force f is assumed to be a zero-mean, Gaussian, statistically homogeneous, and white-in-time random process with covariance
where B(x) is smooth. Differentiation of ͑1͒ results in an equation for the velocity gradient, ϭu x , t ϩu x ϭϪ 2 ϩ xx ϩ f x . ͑3͒
Let P(u,,x,t) be the joint probability density function of u and . An exact equation for P may be derived ͑for completeness we recall the derivation in the Appendix͒, P t ϭϪuP x ϩ Pϩ͑ 2 P ͒ ϩB 0 P uu ϩB 1 P Ϫ͑͗u xx ͉u,͘ P ͒ u Ϫ͑͗ xx ͉u,͘ P ͒ , ͑4͒
where B 0 ϭB(0), B 1 ϭϪBЉ(0), and ͗•͉u,͘ denotes the average conditional on u and . The explicit form of ͗u xx ͉u,͘ and ͗ xx ͉u,͘ is not known, leaving ͑4͒ unclosed. There have been several proposals on how to approximate these terms in the inviscid limit ˜0, leading to contradictory predictions. In this paper, we shall adopt a different approach. Assume we drop the viscous term in ͑1͒ and ͑3͒. This operation, not to be confused with taking the inviscid limit ˜0 in ͑1͒ and ͑3͒ ͓see the remark after ͑11͒ below͔, results in the forced Riemann equation
and the equation for the gradient, ϭu x ,
Applying to ͑5͒ and ͑6͒ the same operation that leads to ͑4͒ starting from ͑1͒ and ͑3͒, we get the closed equation
In this paper we shall focus on the study of ͑7͒. Generally the solution of this equation cannot be interpreted as a probability density function. The origin of this problem lies in the multivalued nature of the solutions of the Riemann equation. As we will show this will force us to reinterpret the solution of ͑7͒ as a signed probability density function, the precise meaning of which will be given below. Further considerations will allow us to obtain the true probability density function associated with some branches of the multivalued solution of ͑5͒. This will immediately give us bounds on the cumulative probability density function of the gradient of the solutions of Burgers equation.
To begin with let us recall some well-known facts about the forced Riemann equation. The solution of ͑5͒ and ͑6͒ can be obtained by the method of characteristics, i.e., considering
for the initial condition x 0 ϭy, u 0 ϭu 0 (y) where u 0 (x) ϭu(x,0) is the initial condition for ͑5͒. Then u(x,t)ϭu t for that characteristic satisfying x t ϭx and, of course, (x,t) ϭu x (x,t). Note that x t , u t depend parametrically on y, the actual value of which has to be determined to get the explicit expression for u(x,t). In general, the resulting set of equations will have more than one solution, i.e., u(x,t) will be multivalued ͑a typical solution is represented in Fig. 1͒ . For example, for the unforced case ( f ϭ0), the solution of ͑8͒ leads to the set
which may be rewritten as the single equation
in u. In this case, implicit differentiation of ͑10͒ over u leads to the following equation for :
where 0 (x)ϭu x (x,0). The solution of Burgers equation in the inviscid limit ˜0 ͑which is single-valued͒ can be obtained from the solution of the corresponding Riemann equation by introducing appropriate discontinuities. For example, for the unforced case, for the situation depicted in Fig. 1 this operation amounts to jumping from the upper-most branch to the lower-most one at some value of x in between a and b in such a way that the lobes at the right and at the left of such a cut have the same area ͑Maxwell's rule͒.
From the above considerations it should be clear that a full statistical description of the multivalued solutions of the forced Riemann equation is a complicated problem which is beyond the scope of the present paper. Indeed a complete statistical description would amount to introducing the probability that at point x and time t, u(x,t) has N branches, and the probability density function that u(x,t) and u x (x,t) have value u and on the n-th branch conditional on the existence of N branches at ͕x,t͖. Let us, however, show now that the solution of ͑7͒ gives some statistical information on u(x,t).
We first look at the unforced case, B 0 ϭB 1 ϭ0. Then ͑7͒ can be solved by the method of characteristics. This yields for the initial condition P(u,,x,0)ϭ P 0 (u,,x),
It follows immediately from ͑12͒ that PϳϪ Ϫ3 , as ͉͉˜ϱ, assuming that P 0 is not concentrated on positive values of . Since P may become negative for Ͼ1/t, it can no longer be interpreted as a true probability density function. To better understand the meaning of P, consider first the case with deterministic initial data P 0 (u,,x)ϭ␦(uϪu 0 (x))␦( Ϫ 0 (x)). Then ͑12͒ reads explicitly
͑13͒
Using the properties of the delta distribution this can be reorganized into
where u (k) (x,t) is the k-th branch ͑ordered as u (1) уu (2) у•••) of the solution of ͑10͒. 23 For example, for the situation depicted in Fig. 1 , we have
for aрxрb. For random initial data, ͑14͒ must be averaged over the statistics of u 0 (x). In this case P has to be interpreted as a signed probability density function. Empirically, we can understand this object as follows. Consider a sample of N realizations of the multivalued function u(x,t). Fix x, t, v and . Assume there are n ϩ (v,,x,t) values in the set ͕u(x,t),(x,t)͖ on the positive branches ͓i.e., k in ͑14͒ is odd͔ with u(x,t) less than v and (x,t) less than , and n Ϫ (v,,x,t) on the negative branches. Then we have
For the forced case, we have a similar situation. First, if the force and the initial data are deterministic, we can write down a similar formula as ͑14͒. For the random case, we can average this formula over the distribution of forces and initial data. This means that the solution of ͑7͒ can still be interpreted as a signed probability density function, now associated with the multivalued solutions of ͑5͒ and ͑6͒. Notice that within this interpretation the operation, ͗b͑u,͒͘ϭ ͵ dudb͑u, ͒P,
͑17͒
still defines an average, even though it is not a statistical average. Consequently we have
͑18͒
since ͗a(u)͘ x ϭ͗a u (u)͘ as a result of the constraint ϭu x . This property can also be derived directly from ͑7͒. From ͑18͒, it follows that ͑7͒ also preserves normalization ͓consistent with ͑16͔͒ since
͑19͒
The last equality is just Ϫ͗u͘ x ϩ͗͘ϭ0.
Coming back to the scaling properties, assume that P ϳ Ϫ␣ for ͉͉˜ϱ. 
where the first equality follows directly from ͑6͒ and we defined the reduced density
͑21͒
Since, generally, lim ˜Ϯϱ 3 Q 0, Q ͑and hence P) must have different signs at ϭϪϱ and ϭϩϱ. This can be confirmed explicitly upon assuming statistical homogeneity. Then P x ϭ0 and an equation for Q can be derived from ͑7͒,
Even though the solutions of the Riemann equation cannot reach statistical steady state, ͑22͒ admits an integrable steady solution. The reason is that there are many cancellations between the contributions of the positive and the negative branches that eventually lead to a stationary value for the signed probability density function Q. The only integrable solution of ͑22͒ with Q t ϭ0 is
where ⌳ϭ 3 /(3B 1 ) and C is a numerical constant fixed by the normalization constraint, ͐dQϭ1. From ͑23͒ it follows that
as ͉͉˜ϱ, ͑24͒
i.e., Q has different signs for large positive and negative ͑this function is plotted in Fig. 4 
of Ref. 21͒.
There is a simple geometrical explanation for the ͉͉ Ϫ3 -scaling. Let b be a local right-most position reached by the multivalued function u(x,t) at time t ͑see Fig. 2͒ . Generically, the two branches of u(x,t) may be expanded around b as u(x,t)ϭvϮ␣(bϪx) 1/2 for some ͑random͒ ␣. Hence
.
͑25͒
From ͑25͒ it follows that u x is bigger than some ӷ1, or smaller than Ϫ when ␣(bϪx)
Ͼ. Thus, for ͉͉˜ϱ, the signed probability of such events is given asymptotically by
where C is some positive constant whose value is related to the statistics of ␣ and the spatial distribution of overturning points. The signed probability density associated with ͑26͒ behaves as ͉͉ Ϫ3 for ˜Ϫϱ and as Ϫ͉͉ Ϫ3 for ˜ϩϱ. So far our results about the Riemann equation have no direct implications for Burgers turbulence. However, further manipulations give bounds on the probability density functions of the solutions of Burgers equation. For simplicity, we shall assume statistical homogeneity and consider ͑22͒ for Q. Moreover, we focus again on the unforced case first ͓i.e., we set temporarily B 1 ϭ0 in ͑22͔͒ and comment on the loss of positivity of the solution of this equation from a mathematical point of view. Equation ͑22͒ is in a form that standard maximum principle applies. This would imply that Q stays non-negative if it is initially so. However, in the present case, due to the unboundedness of the coefficients in ͑22͒, maximum principle is violated and negative values of Q creep in from infinity. Consider indeed the flow of characteristics in solution of d t /dtϭϪ( t ) 2 . This gives ͑see Fig. 3͒t ϭ 
1ϩt
. ͑27͒
Thus t ϭ0 if ϭ0 ͑no crossing of the -axis͒ and t ͓Ϫϱ,0͔, if ͓Ϫ1/t,0͔, t ͓0,1/t͔, if ͓0,ϱ͔, ͑28͒ t ͓1/t,ϱ͔, if ͓Ϫϱ,Ϫ1/t͔.
The third range corresponds to the characteristics which start from a negative , cross infinity at time tϭϪ1/, and end up at a positive t at time t. These characteristics are the origin of the multivaluedness of the solutions of the Riemann equation and of the creeping of negative values of Q. This scenario suggests the following procedure. Solve ͑22͒ with B 1 ϭ0 by the method of characteristics but exclude those characteristics which cross infinity. Denote by Q ϩ (,t) the solution obtained this way: it is given by ͓compare ͑12͔͒
͑29͒
It is not difficult to realize that Q ϩ is proportional to the probability density function of the positive branches of the solution of the Riemann equation since, by construction, we exclude all the negative ones. In particular ͓compare ͑16͔͒,
if there are n ϩ (,t) values in the set ͕(x,t)͖ on the positive branches with (x,t) less than (n ϩ is independent of x because of the statistical homogeneity͒. Note that by construction Q ϩ is non-negative, but, of course, it is not normalized to unity: due to the multiplication of the number of branches N ϩ (t)ϭlim ˜ϱ n ϩ (,t)уN, i.e., the effective number of realizations, N ϩ (t), is bigger than the size of original sampling set, N. The interest of Q ϩ is clear if one recalls that the solution of Burgers equation is actually contained in the solution of the corresponding Riemann equation ͑i.e., solved for the same initial condition͒. This means in particular that if in a sample of N solutions of the unforced Burgers equation there are n B (,t) values in the set ͕(x,t)͖ with (x,t) less than , then n B (,t)рn ϩ (,t) where n ϩ is associated with the corresponding sample of solutions of the unforced Riemann equation. As a direct consequence we have
where Q B (,t) denotes the probability density function of the gradient of the solution of Burgers Eq. ͑1͒ with f ϭ0 ͓i.e., the solution of ͑3͒ with f x ϭ0]. Inserting ͑29͒ into ͑31͒ provides us with an explicit bound on the cumulative probability distribution of the gradients for the unforced Burgers equation. It implies in particular that
for some ͑time-dependent͒ constant C. For monotonous Q B this gives Q B р2C͉͉ Ϫ3 as ˜Ϫϱ. Similar bounds can be obtained for the forced case. Indeed, the solution of ͑22͒ is the average on ␤ of Q solution of
where ␤ is a white-noise process independent of x and with covariance ͗␤(t)␤(s)͘ϭ2B 1 ␦(tϪs). This equation can be solved by the methods of characteristics ͓i.e., upon solving the equation d t /dtϭϪ( t ) 2 ϩ␤] and the same operation of excluding those characteristics that cross infinity can be applied. Denote by Q ϩ the average on ␤ of the solution obtained in this way: then Q ϩ is proportional to the probability density function of some of the positive branches of the solution of the forced Riemann equation. In particular the bound ͑31͒ still applies now with Q B (,t) being the probability density function of the gradient of the solution of the forced Burgers equation ͑1͒. No explicit expression can be given to Q ϩ but Q ϩ ϳC͉͉ Ϫ3 as ˜Ϫϱ. This scaling is suggested by the geometric argument involving the overturning points; it is confirmed upon taking moments of ͑33͒ and noting that for ͐dQ ϩ (,t) to grow exponentially, as it should in the forced case due to the multiplication of the number of branches, ͐dQ ϩ (,t) has to grow as well, which implies Ϫlim ˜Ϫϱ 3 Q ϩ (,t)Ͼ0. Thus relation ͑32͒ also applies for the forced case during the evolution. Unfortunately, no conclusion can be drawn for the statistically stationary solution of the forced Burgers equation since Q ϩ does not converge to a steady state ͑i.e., the constant C in the large negative -scaling, Q ϩ ϳC͉͉ Ϫ3 , grows unbounded as t˜ϱ).
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APPENDIX: DERIVATION OF "4…
In this appendix we recall the derivation of ͑4͒. Let
⌰͑,,x,t ͒ϭe
Ϫiu(x,t)Ϫi(x,t) . ͑A1͒
Then, ͗⌰͘ is the characteristic function of the joint random process ͕u(x,t),(x,t)͖, whose probability distribution function is given by 
