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Abstract. We study the group testing problem with non-adaptive ran-
domized algorithms. Several models have been discussed in the litera-
ture to determine how to randomly choose the tests. For a modelM, let
mM(n, d) be the minimum number of tests required to detect at most
d defectives within n items, with success probability at least 1 − δ, for
some constant δ. In this paper, we study the measures
cM(d) = lim
n→∞
mM(n, d)
lnn
and cM = lim
d→∞
cM(d)
d
.
In the literature, the analyses of such models only give upper bounds
for cM(d) and cM, and for some of them, the bounds are not tight. We
give new analyses that yield tight bounds for cM(d) and cM for all the
known models M.
Keywords: Group Testing· Randomized Algorithms · Non-adaptive al-
gorithms.
1 Introduction
Group testing is a strategy to identify d defective items from a pile of n elements
by testing groups of items rather than testing each one individually. A group test
is identified by a subset of items. The test response is positive if it includes at
least one defective item, and negative otherwise. The problem of group testing
is the task of identifying all the d items with a minimum number of group tests.
Formally, let S = [n] := {1, 2, . . . , n} be the set of the n items and let I ⊆ S
be the set of defective items. Suppose that we know that the number of defective
items, |I|, is bounded by some integer d. A test is a set J ⊂ S. The answer to
the test is T (I, J) = 1 if I ∩ J 6= Ø and 0 otherwise. The problem is to find the
defective items with a minimum number of tests.
Although the group testing scheme was originally introduced as a poten-
tial solution for an economical mass blood testing during WWII [10], many
researchers have suggested applying this approach in a variety of practical prob-
lems. Du and Hwang [12], for example, outline a wide range of applications in
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DNA screening that involve group testing. On the other hand, Wolf [27] presents
an applicable group testing generalization to the random access communica-
tions problem. For a brief history and other applications, the reader is referred
to [2, 7, 8, 11, 12, 15, 16, 21, 22, 24].
Generally, the algorithm operates in stages or rounds. In each round, the
tests are defined in advance and are tested in a single parallel step. Tests in
some round might depend on the answers of the previous rounds. An algorithm
that includes only one stage is called a non-adaptive algorithm, while a multi-
stage algorithm is called an adaptive algorithm.
Since tests might be time consuming, in most practical applications, per-
forming the tests simultaneously is highly required. Therefore, non-adaptive al-
gorithms are extremely desirable in practice. It is well known, however, that
any non-adaptive deterministic algorithm must do at least Ω(d2 logn/ log d)
tests [1, 14, 23, 25]. This is O(d/ log d) times more than the number of tests of
the folklore non-adaptive randomized algorithm that does only O(d log n) tests.
Due to their reduced number of tests, randomized non-adaptive algorithms for
group testing have drawn the attention of researchers for the past few decades,
and many algorithms have been proposed [3, 4, 12, 13, 17, 18].
The set of tests in any non-adaptive deterministic (resp. randomized) al-
gorithm can be identified with a binary (resp. random) m × n test matrix
M (also called pool design). Each row in M corresponds to an assignment
a = (a1, · · · , an) ∈ {0, 1}n where ai = 1 if and only if i ∈ J or equivalently,
the ith item participates in the test defined by the subset J . For random al-
gorithms, the following models are studied in the literature for constructing an
m× n random test matrix M .
1. Random incidence design (RID algorithms). The entries inM are chosen ran-
domly and independently to be 0 with probability p and 1 with probability
1− p.
2. Random r-size design (RrSD algorithms). The rows in M are chosen ran-
domly and independently from the set of all vectors {0, 1}n of weight r.
3. Random s-set design (RsSD algorithms). The columns in M are chosen ran-
domly and independently from the set of all vectors {0, 1}m of weight s.
4. Uniform Transversal Design with alphabet of size q (UTDq algorithms). The
entries of a q-ary matrix M ′ are chosen uniformly and independently at
random to be any symbol of the alphabet Σ = {1, · · · , q}. Then, the resulted
matrix is turned into binary matrix M . Transforming q-ary matrix M ′ to
binary matrix M goes as follows: each row r in M ′ is translated to q binary
rows in M . For each entry value σ ∈ Σ, replace each entry that is equal to
σ by 1 and the others convert to 0. Therefore, if the matrix M ′ is of the
dimensions m′ × n, then M is an m× n binary matrix where m = qm′.
One advantage of RID and RrSD algorithms over RsSD and UTDq algorithms
is that, in parallel machines, the tests can be generated by different processors
(or laboratories) without any communication between them. In those models all
the machines use the same distribution, draw a sample and perform the test.
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Those algorithms are called strong non-adaptive in the sense that the rows of
the matrix M can also be non-adaptively generated in one parallel step.
For a model M, let mM(n, d) be the minimum number of tests of n items
with at most d defective items that is required in order to ensure success (finding
the defective items) with probability at least 1− δ, for some constant δ. In this
paper, we study the constant cM for each model M, where cM is defined as
follows:
cM(d) = lim
n→∞
mM(n, d)
lnn
and cM = lim
d→∞
cM(d)
d
.
To the best of our knowledge, there has been little discussion about any non-
trivial lower bound on the number of tests required in a non-adaptive randomized
algorithm for group testing [9]. Moreover, the analyses of the previous models
known in the literature give only upper bounds for cM(d) and cM, and some of
these bounds are not tight. For some models, the used techniques do not even
lead to an upper bound, and other relaxed measures are examined, such as the
expected number of non-defective items that are eliminated after each test.
The objective of this paper is to establish lower and upper bounds on the
number of tests required for a non-adaptive randomized algorithm to identify d
defectives among n items with a success probability at least 1−δ. We develop new
techniques that give tight bounds for cM(d) and cM over the models:M =RID,
RrSD, RsSD and UTDq.
1.1 Old and New Results
Let M be an m× n test matrix. Let I ⊆ S = [n], |I| ≤ d be the set of defective
items. Let T (I,M) denote the vector of answers to the tests (rows of M), that
is, T (I,M) := ∨i∈IM (i) where ∨ is bit-wise “or” and M (i) is the ith column of
M . A matrix M is called (n, I)-separable if for every J ⊆ [n], |J | ≤ d and J 6= I,
we have T (J,M) 6= T (I,M). That is, the only set J of up to d items that is
consistent with the answers of the tests ∨i∈IM (i) is I.
While the separability property is obviously sufficient to guarantee identifying
the defectives successfully, unfortunately, the analysis of such property seems to
be very involved [6]. Therefore, a more relaxed property is required. A matrixM
is called (n, I)-disjunct with respect to some subset I ⊂ [n], |I| ≤ d, if for each
i 6∈ I, there is a test that contains it but does not contain any of the defective
items. Formally, for any i 6∈ I, there is a row t ∈ [m] such that Mt,i = 1 and
for all j ∈ I, Mt,j = 0. Since no defective item participates in such test, the
response of the oracle on it will be negative (0) and hence, is a witness for the
fact that the item i is not defective.
If the test matrix M is (n, I)-disjunct, the decoding algorithm reveals the
defective items according to the following procedure. It starts with a set X = S.
After making all the tests defined by M , for every negative answer of a row a in
M , it removes from X all the items i where ai = 1. Since M is (n, I)-disjunct,
all the non-defective items are guaranteed to have a test that eliminates them
from X . Therefore, X will eventually contain the defective items only. This can
be done in linear time in the size of M .
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The folklore non-adaptive randomized algorithm randomly chooses M such
that, for any set of at most d defective items I, with probability at least 1 − δ,
M is (n, I)-disjunct, and then applies the previous algorithm to identify the
defective items. This is why the property of disjunction is well studied in the
literature [3, 4, 12, 17–20]. It is well known (and very easy to see) that if M is
(n, I)-disjunct then M is (n, I)-separable.
Let δ be some constant. For a model M, let mDM(n, d) be the minimum
number of tests that is required in order to ensure that for any set of at most d
defective items I, with probability at least 1−δ, the test matrix is (n, I)-disjunct.
We define,
cDM(d) = lim
n→∞
mDM(n, d)
lnn
and cDM = lim
d→∞
cDM(d)
d
.
Since an (n, I)-disjunct matrix is (n, I)-separable, for every model M, we have
cM(d) ≤ cDM(d). (1)
ConsidermM(n, d+1) random tests in the modelM and their corresponding
matrix M . Let I be any set of size d. Then, with probability at least 1− δ, M is
(n, I)-separable and therefore for any j 6∈ I we have ∨i∈I∪{j}M (i) 6= ∨i∈IM (i).
Notice that ∨i∈I∪{j}M (i) 6= ∨i∈IM (i) implies that there is a row a of M that
satisfies ai = 0 for all i ∈ I and aj = 1. Therefore, with probability at least 1−δ,
M is (n, I)-disjunct. Thus, mDM(n, d) ≤ mM(n, d+ 1) and
cM(d+ 1) ≥ cDM(d). (2)
Since cM(d), c
D
M(d) = O(d) and from (1) and (2) it follows that cM = c
D
M. The
best lower bound for cM is
cM ≥ 1/ ln 2 and cM(d), cDM(d) ≥ d/ ln 2.
This bound follows from the trivial information-theoretic lower bound d logn =
(d/ ln 2) lnn.
Sebo¨, [26], studies the RID model for the simple case when the number of
defective items is exactly d. He shows that the best probability for the random
test matrix (i.e., that gives a minimum number of tests) is p = 1 − 1/21/d and,
in this case, the number of tests meets the information-theoretic lower bound.
The general case is studied in [3,4,6,12,13,17,18]. The technique used in most
of the studies relies on obtaining the probability that maximizes the expected
number of items eliminated in one test. In [3], it is shown that for the RID
model this probability is p = 1− 1/(d+1). Moreover, it is shown that using this
probability cD
RID
(d) ≤ ed+(e− 1)/2+O (1/d) and therefore cRID = cDRID ≤ e. [3,6].
In their work, Bshouty et. al. [6] study the separability property and show that
cRID(d) ≤ ed− (e + 1)/2 +O (1/d) .
In this paper we give lower and upper bounds on the number of tests required
by any non-adaptive randomized group testing algorithm when tests are chosen
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according to the RID, RrSD, RsSD and UTDq models. For random designs
selected according to the RID model, we show that
cD
RID
(d) = ed, and therefore, cRID = e = 2.718.
The optimal probability that derives this result is p = e−1/d. This, in particular,
shows that finding the probability that maximizes the expected number of items
that are eliminated in one test does not necessarily give the probability that
minimizes the total number of tests. Considering the RrSD model, we prove
that
cDRrSD(d) = c
D
RID(d) = ed, and cRrSD = cRID = e = 2.718.
Moreover, for the RsSD model, we show that
cD
RsSD
(d) =
1
(ln 2)max0<α≤1
(
H(α)− βH
(
α
β
)) and cRsSD = 1
(ln 2)2
= 2.081
where β = 1− (1− α)d. Regarding the UTDq model, we prove that
cDUTDq(d) = minq
q
− lnPq,d and cUTDq =
1
(ln 2)2
,
where
Pq,d =
(
d∏
i=1
(
i
q
)Rq,d,i)1/qd
,
and Rq,d,i is the number of strings in [q]
d that contains exactly i symbols.
In addition, for small d, Table 1 outlines the values of cDM(d)/d across the
above four models.
d RID RrSD RsSD UTDq
2 2.718 2.718 1.95 2.417
3 2.718 2.718 1.96 2.31
4 2.718 2.718 1.992 2.225
5 2.718 2.718 2.01 2.221
6 2.718 2.718 2.02 2.198
7 2.718 2.718 2.03 2.182
8 2.718 2.718 2.04 2.17
9 2.718 2.718 2.044 2.16
10 2.718 2.718 2.05 2.152
→∞ e = e = 1
ln2 2
= 1
ln2 2
=
2.718 2.718 2.081 2.081
Table 1. Leading constant of d ln(n) for small d and n → ∞ for RID, RrSD, RsSD,
and UTDq models.
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2 The RID Model
In this section, we study the Random Incidence Design (RID algorithms). We
recall that in this model, the entries inM are chosen randomly and independently
to be 0 with probability p, and 1 with probability 1− p. We prove:
Theorem 1. We have
cD
RID
(d) = ed and cRID = e.
In Lemma 1, by choosing p = e−
1
d , we develop an upper bound on the number
of queries required for the group testing problem when M is designed according
to the RID model. For this choice of p, we establish, in Lemma 2, a lower bound
that shows that this choice of p gives the minimum number of tests in this model.
As in the introduction, let the set I denote defective items set. We say that
a row i in M is a good row if for every j ∈ I, we have Mi,j = 0.
Lemma 1. Let M be an m× n RID matrix with p = e− 1d where
m−
√
2em ln
2
δ
= ed ln
2n
δ
. (3)
Then, for any I of size at most d, with probability at least 1 − δ, M is an
(n, I)-disjunct matrix. In particular,
m = ed ln
2n
δ
+Θ
(√
d ln
n
δ
ln
1
δ
)
, cDRID(d) ≤ ed and cRID ≤ e.
Proof. For any 1 ≤ i ≤ m, let Xi be a random variable that is equal to 1 if the
row i in M is a good row and 0 otherwise. The probability that a row i in M
is a good row is (e−1/d)d = e−1. Let X = X1 + · · ·+Xm, be the number of the
good rows in M . Then, E[Xi] = Pr[Xi = 1] = e
−1 and µ := E[X ] = e−1m. Let
m′ = ed ln(2n/δ). Let A be the event indicating that the number of the good
rows in M is less than m′pd = m′/e. Let T ⊆ [m] be the set of the good row
indexes in M . That is, for each row t ∈ T , Mt,j = 0 for all j ∈ I. Let B be the
event indicating that there is a column j /∈ I in M such that Mt,j = 0 for all
t ∈ T , and therefore, M is not (n, I)-disjunct. Then we can say that,
Pr[B|A] ≤ (n− d)pm′pd ≤ ne−m
′
ed =
δ
2
. (4)
Using Chernoff bound, Lemma 14, for m as specified in (3) and since µ =
e−1m we can conclude,
Pr[A] = Pr
[
X <
m′
e
]
= Pr
[
X <
(
1−
(
1− m
′
m
))
µ
]
≤ e−
(1−m
′
m
)2m
2e =
δ
2
.
(5)
Using (4) and (5) we get,
Pr[B] = Pr[B|A] Pr[A] + Pr[B|A] Pr[A] ≤ Pr[A] + Pr[B|A] ≤ δ.⊓⊔
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Lemma 2. Let M be an m× n RID matrix with probability 0 ≤ p ≤ 1. If
m = ed lnn− e3
√
3m,
then with probability at least 1/3, M is not (n, I)-disjunct.
In particular, to have success probability at least 1/3, we must have
m ≥ ed lnn−Θ(
√
d lnn).
Therefore,
cDRID(d) ≥ ed and cRID ≥ e.
Proof. Consider c = d ln(1/p). Then p = e−c/d. Let m′ = ed lnn and w =
e3
√
3m. Then m = m′ − w. Let X be a random variable that is equal to the
number of good rows inM . Then µ := E[X ] = e−cm. Let F be the event thatM
is not (n, I)-disjunct. The probability thatM is (n, I)-disjunct is the probability
that in every column that corresponds to a non-defective item, not all the entries
of the good rows are zero. Therefore, given that X = x, it is easy to see that
Pr[F |X = x] = (1−px)n−|I|. We distinguish between two cases: c ≥ 6 and c ≤ 6.
Case I. c ≤ 6. By Chernoff bound, Lemma 14, and since ce1−c ≤ 1 for every
c ≤ 6,
Pr[F ] ≥ Pr[F ∧ X ≤ e−cm′] = Pr[F | X ≤ e−cm′] · Pr[X ≤ e−cm′]
≥
(
1−
(
1− pe−cm′
)n−d)(
1− Pr [X ≥ e−cm′])
≥
(
1−
(
1− n−ce1−c
)n−d)(
1− Pr
[
X ≥ e−cm
(
1 +
w
m
)])
≥
(
1−
(
1− n−ce1−c
)n−d)(
1− e− e
−cw2
3m
)
≥
(
1−
(
1− 1
n
)n−d)(
1− e−1) = (1− e−1+o(1)) (1− e−1) > 1
3
,
where the last inequality is correct due to the fact that d = o(n).
Case II. c ≥ 6. By Markov bound, Lemma 12, sincem ≤ ed lnn and 2ce1−c <
0.1, then for c ≥ 6 and d = o(n) we have,
Pr[F ] ≥ Pr[F ∧ X ≤ 2e−cm] = Pr[F | X ≤ 2e−cm] · (1− Pr[X ≥ 2e−cm])
≥
(
1−
(
1− p2e−cm
)n−d)
· 1
2
≥ 1
2
(
1−
(
1− p2e−ced lnn
)n−d)
≥ 1
2
·
(
1−
(
1− n−2ce1−c
)n−d)
≥ 1
2
·
(
1−
(
1− 1
n0.1
)n−d)
>
1
3
.⊓⊔
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3 The RrSD model
In this section we study the Random r-Size Design (RrSD algorithms). As defined
previously, in this model, the rows inM are chosen randomly and independently
from the set of all vectors {0, 1}n of weight r.
Theorem 2. We have
cDRrSD(d) = ed and cRrSD = e.
In Lemma 3, we give an upper bound using r = (1 − e− 1d )n. In Lemma 4,
we establish a lower bound that shows that this choice of r gives the minimum
number of tests for this model. The proof of both lemmas is very similar to the
upper and lower bound proofs of the RID model.
Lemma 3. Let M be an m× n RrSD matrix with r = (1− p)(n− d+ 1), where
p = e−
1
d and
m−
√
2em ln
2
δ
= ed ln
2n
δ
.
Then, for any I of size at most d, with probability at least 1 − δ, M is an
(n, I)-disjunct matrix. In particular,
m = ed ln
2n
δ
+Θ
(√
d ln
n
δ
ln
1
δ
)
, cDRrSD(d) ≤ ed and cRrSD ≤ e.
Proof. Let m′ = ed ln(2n/δ). The probability that a row in M is a good row is
equal to(
n−d
r
)(
n
r
) = (1− r
n
)(
1− r
n− 1
)
· · ·
(
1− r
n− d+ 1
)
≥ pd = e−1.
For a row i, let Xi be a random variable that is equal to 1 if row i is good and
0 otherwise. Let X = X1 + · · ·+Xm be the number of good rows in M . Then,
E[Xi] ≥ e−1 and µ := E[X ] ≥ e−1m. Let A be the event indicating that the
number of good rows in M is less than m′pd = m′/e. Let B be the event that
there is a column in M that corresponds to a non-defective item that has entries
that are equal to zero in all the good rows, that is,M is not (n, I)-disjunct. Since
(m′/m)µ ≥ (m′/m)(e−1m) = m′/e, by Chernoff bound, Lemma 14, we can say:
Pr[A] ≤ Pr
[
X <
(
1−
(
1− m
′
m
))
µ
]
≤ e−
(1−m
′
m )
2
m
2e =
δ
2
.
On the other hand, we also have,
Pr
[
B|A] ≤ n
((
n−d−1
r
)
(
n−d
r
)
)m′pd
= n
(
1− r
n− d
)m′pd
≤ npm′pd = ne−m
′
ed ≤ neln δ2n = δ
2
.
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This gives,
Pr[M is not (n, I)-disjunct] = Pr[B] = Pr[B|A] Pr[A] + Pr[B|A] Pr[A]
≤ Pr[A] + Pr[B|A] ≤ δ.⊓⊔
Lemma 4. Let M be an m × n RrSD matrix where 0 ≤ r ≤ n and d <
n1/2/ ln3 n. If
m = ed ln(n/e)− e3
√
3m,
then, with probability at least 1/3, M is not (n, I)-disjunct. In particular, to have
success probability at least 1/3, we must have
m ≥ ed lnn−Θ(d +
√
d lnn).
And therefore,
cD
RrSD
(d) ≥ ed and cRrSD ≥ e.
Proof. We may assume without loss of generality that I = {1, 2, . . . , d}. Let
p = 1 − r/n and c = d ln(1/p). Then p = e−c/d. Let m′ = ed ln(n/e) and
w = e3
√
3m. Then m = m′ − w. Let X be a random variable that is equal to
the number of good rows in M . Then, as in the previous proof,
µ := E[X ] =
(
1− r
n
)(
1− r
n− 1
)
· · ·
(
1− r
n− d+ 1
)
·m ≤ pdm = e−cm.
If c ≥ ln(3m), then µ ≤ 1/3. By Markov’s bound, Lemma 12, Pr[X ≥ 1] ≤ 1/3.
Therefore, with probability at least 2/3, no good rows exist and the algorithm
fails. Hence, we may assume that c < ln(3m) or equivalently, p ≥ 1/(3m)1/d.
Let A be the event that M is not (n, I)-disjunct. The probability that M is
not (n, I)-disjunct given that X = x is the probability that there is a column
that corresponds to a non-defective item, that all its entries in the x good rows
are zero. Let Yi be a random variable that is equal to 1 if the column i is zero
in all the x good rows, and is equal to 0 otherwise. Let Y = Yd+1 + · · · + Yn.
The probability that a fixed column i is zero in the entries of the good rows is
E[Yi] = (1− r/(n− d))x. The probability that two fixed columns get zeros in all
the x good rows is E[YiYj ] = (1− r/(n− d))x(1− r/(n− d− 1))x. Therefore,
µˆ := E[Y ] = (n− d)
(
1− r
n− d
)x
≤ npx,
and
µˆ2 := E[YiYj ] = (1 − r/(n− d))x(1− r/(n− d− 1))x ≤ p2x.
Since x ≤ m ≤ ed ln(n/e), p = 1− r/n and 1/p ≤ (3m)1/d,
µˆ2 = (n− d)2
(
1− r
n− d
)2x
= n2
(
1− d
n
)2
p2x
(
1− dr
(n− d)(n− r)
)2x
= (npx)2
(
1− d
n
)2 (
1− d(1− p)
(n− d)p
)2x
≥ (npx)2
(
1− 2d
n
− 4xd
np
)
≥ (npx)2 (1− λ) ,
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where λ = o
(
(d2 ln2 n)/n
)
= o(1). By Chebychev inequality, Lemma 13, we can
say,
Pr
[
A|X = x] ≤ Pr[Y = 0|X = x] ≤ Pr[|Y − µˆ| ≥ µˆ|X = x]
≤ µˆ+ n(n− 1)µˆ2 − µˆ
2
µˆ2
≤ np
x + (npx)2 − (npx)2 (1− λ)
(npx)2(1− λ)
≤ 1 + λnp
x
npx(1 − λ) =
1
npx(1 − λ) + o(1).
We distinguish between two cases: c ≥ 6 and c ≤ 6.
Case I. c ≤ 6. Since ce1−c ≤ 1, for n ≥ 3, n1−ce1−cece1−c ≥ e. Since d <
n/ ln3 n, by Chernoff bound, Lemma 14, and for large enough n, we conclude,
Pr[A] ≥ Pr[A ∧ X ≤ e−cm′] = Pr[A | X ≤ e−cm′] · Pr[X ≤ e−cm′]
≥ Pr[A | X = e−cm′] · Pr[X ≤ e−cm′] by Lemma 15
=
(
1− 1
n1−ce1−cece1−c(1− λ) − o(1)
)(
1− Pr [X ≥ e−cm′])
≥
(
1− 1
e(1− λ) − o(1)
)(
1− Pr [X ≥ e−cm′])
=
(
1− 1
e(1− λ) − o(1)
)(
1− Pr
[
X ≥ e−cm
(
1 +
w
m
)])
≥
(
1− 1
e(1− λ) − o(1)
)(
1− e− e
−cw2
3m
)
≥
(
1− 1
e(1− λ) − o(1)
)(
1− e−1) > 1
3
.
Case II. c ≥ 6. By Markov bound, Lemma 12, and since m ≤ ed ln(n/e) and
2ce1−c < 0.1 for c ≥ 6, we have
Pr[A] ≥ Pr[A ∧ X ≤ 2e−cm] = Pr[A | X ≤ 2e−cm] · (1− Pr[X ≥ 2e−cm])
≥ Pr[A | X = 2e−cm] · (1 − Pr[X ≥ 2e−cm])
≥
(
1− 1
np2e−cm(1− λ) − o(1)
)
· 1
2
≥
(
1− 1
n0.9(1− λ) − o(1)
)
· 1
2
≥ 1
3
.⊓⊔
4 The RsSD model
In this section we study the Random s-Set Design (RsSD algorithms). We recall
that in this model, the columns of M are chosen randomly and independently
from the set of all vectors {0, 1}m of weight s.
We prove,
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Theorem 3. We have,
cD
RsSD
(d) =
1
(ln 2)max0<x≤d
(
H(α)− βH
(
α
β
)) and cRsSD = 1
(ln 2)2
where α = x/d and β = 1− (1− α)d.
An upper bound for this model is established in Lemma 5 using s = ln 2 ·m/d.
Moreover, in Lemma 6, a lower bound is developed indicating that this choice
of s gives the minimum number of tests for this model.
Lemma 5. Let M be an m×n RsSD matrix with α = sm = xd and β = 1− (1−
α)d where 0 < x ≤ d is any real number. Let
m′ =
lnn+ ln 3δ +
1
2 ln
(
β(1−α)
β−α
)
(ln 2)
(
H(α)− βH
(
α
β
)) ,
and λ = 2√
δ(1−α)dm
< 1. Then, for m = (1+λ)m′, with probability at least 1−δ,
M is an (n, I)-disjunct matrix. In particular
cDRsSD(d) ≤
1
(ln 2)max0<x≤d
(
H(α)− βH
(
α
β
)) and cRsSD ≤ 1
(ln 2)2
.
Proof. Let Xi be a random variable that is equal to 1 if the ith row in M is a
good row and 0 otherwise. Let X =
∑m
i=1Xi be the number of good rows in M .
Let a =
√
2(1−α)dm
δ . Since λ < 1, we have
E[X ]− a = (1− α)dm− a = (1− α)d(1 + λ)m′ −
√
2(1− α)dm
δ
= (1− α)d
(
1 +
2√
δ(1 − α)dm′
)
m′ −
√
2(1− α)d(1 + λ)m′
δ
= (1− α)dm′ + 2
√
(1− α)dm′
δ
−
√
2(1− α)d(1 + λ)m′
δ
≥ (1 − α)dm′.
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Let A be the event that M is not an (n, I)-disjunct matrix. By Chebychev
inequality, Lemma 13, Lemma 18, Lemma 15 and Lemma 16 we have,
Pr[A] = Pr[A|X ≤ E[X ]− a] · Pr[X ≤ E[X ]− a]+ (6)
Pr[A|X > E[X ]− a] · Pr[X > E[X ]− a]
≤ Pr[X ≤ E[X ]− a] + Pr[A|X > E[X ]− a]
≤ Pr[|X −E[X ]| ≥ a] + Pr[A|X = (1− α)dm′]
≤ Pr[|X −E[X ]| ≥ a] + n
(
βm′
αm′
)
(
m′
αm′
) (7)
≤ Var[X ]
a2
+ n
√
β(1− α)
β − α 2
(βH(αβ )−H(α))m
′
(1 + o(1))
≤ (1− α)
dm
a2
+ n
√
β(1− α)
β − α 2
−(logn+log 3δ+
1
2 log(
β(1−α)
β−α ))
≤ δ
2
+
δ
3
(1 + o(1)) ≤ δ.
Inequality (7) is valid since the probability of failure over a design of size m′ is
greater than the failure probability over a larger design of size m > m′. To prove
that cRsSD ≤ 1(ln 2)2 , it is easy to verify that
cRsSD ≤ lim
d→∞
1
d(ln 2)
(
H(α)− βH
(
α
β
)) = 1
(ln 2)x log 11−e−x
and then for x = ln 2 the result follows. ⊓⊔
The lower bound for this model is given in the following lemma.
Lemma 6. Let M be an m × n RsSD matrix with α = s/m = xd for any real
number 0 < x ≤ d, and let β=1− (1 + λ)(1 − α)d, where λ < 1/10 is any small
constant. If
m =
lnn+ ln 2 + 12 ln
(
β(1−α)
β−α
)
(
H(α)− βH
(
α
β
))
ln 2
,
then, with probability at least 3λ/16, M is not (n, I)-disjunct. In particular
cD
RsSD
(d) ≥ 1
(ln 2)max0<x≤d
(
H(α)− βH
(
α
β
)) and cRsSD ≥ 1
(ln 2)2
.
Proof. Let X be the number of the good rows in M and, let A be the event that
M is not (n, I)-disjunct. Then, by Markov inequality, Lemma 12, we have,
n
(
βm
αm
)(
m
αm
) = n
√
β(1 − α)
β − α 2
(βH(αβ )−H(α))m(1 + o(1)) =
1
2
(1 + o(1)),
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and,
Pr[A] ≥ Pr[A ∧X < (1 + λ)E[X ]]
= Pr[A|X < (1 + λ)(1 − α)dm] Pr[X < (1 + λ)E[X ]]
= Pr[A|X < (1 − β)m] Pr[X < (1 + λ)E[X ]]
≥ Pr[A|X = (1 − β)m] Pr[X < (1 + λ)E[X ]]
=
(
1−
(
1−
(
βm
αm
)(
m
αm
)
)n)
(1− Pr[X ≥ (1 + λ)E[X ]])
≥ n
(
βm
αm
)(
m
αm
)
(
1− n
2
(
βm
αm
)(
m
αm
)
)(
1− 1
1 + λ
)
=
3
8
(
1− 1
1 + λ
)
(1 + o(1)) ≥ 3
16
λ.
For any small constant λ,
lim
d→∞
1
d(ln 2)
(
H(α)− βH
(
α
β
)) = 1
(ln 2)x log 11−(1+λ)e−x
.
The value of x log(1/(1− e−x)) is minimal when x = ln 2 (define y = 1 − e−x
and show that the optimal point is when y = 1/2), and then, cRsSD ≥ 1(ln 2)2 . ⊓⊔
5 Random Uniform Transversal Design Model
A design matrix M is called transversal if the rows of M can be divided into
disjoint families, where each family is a partition of all items [12]. A well known
method for constructing transversal designs is using a q-ary matrix. A q-ary
matrix M ′ is a matrix over the alphabet Σ = {1, . . . , q}, for some fixed 2 ≤ q ∈
[n]. Transforming a q-ary matrix M ′ to a binary matrix M is as follows. Each
row r in M ′ is translated to q binary rows in M . For each σ ∈ Σ, replace each
entry that is equal to σ by 1 and the others convert to 0. Therefore, if the matrix
M ′ is of dimension m′ × n, then M is an m× n binary matrix where m = qm′.
We say that a q−ary matrixM ′ (UTDq algorithms) is a uniform random matrix
if its entries are chosen randomly and independently to be any symbol of the
alphabet with probability 1/q. We say thatM is a q- transversal random matrix,
if there is a uniform random q−ary matrix M ′ such that M is derived from M ′
according to the previous procedure.
For ease of the analysis, we assume that d ≤ q. In the full paper, we show
that all the results are also true for any q ≥ 1. For d ≤ q, we define
Pq,d =
(
d∏
i=1
(
i
q
)Rq,d,i)1/qd
,
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where Rq,d,i is the number of strings in [q]
d that contains exactly i symbols. It
is easy to see that
Rq,d,i =
(
q
i
)
Nd,i,
whereNd,i is the number of strings of length d over the alphabetΣi := {1, 2, . . . , i}
that contains all the symbols in Σi.
In this section we prove
Theorem 4. We have
cD
UTDq
(d) = min
q
q
− lnPq,d and cUTDq =
1
(ln 2)2
.
For any set K ⊆ [n], let Si,K(M) = {Mi,t|t ∈ K} be the set of the symbols
that appear in the entries that correspond to the row i and the columns of K.
Throughout this section, we will assume, w.l.o.g., that the set of the defective
item is I = [d]. We first show
Lemma 7. Let M be an m × n q-transversal random matrix. The probability
that M is not (n, [d])-disjunct is
1−

1− m
′∏
i=1
|Si,[d](M ′)|
q


n−d
.
Proof. The matrix M is (n, [d])-disjunct if for every column j > d in M , there
is a row i such that Mi,1 = · · · = Mi,d = 0 and Mi,j 6= 0. By the construction
of M , this is equivalent to: for every column j > d in M ′, there is a row i such
that M ′i,j 6∈ {M ′i,1, . . . ,M ′i,d}. The probability that M ′i,j 6∈ {M ′i,1, . . . ,M ′i,d} is
1− |Si,[d](M ′)|/q, therefore, the result follows. ⊓⊔
The following lemma provides an upper bound on cD
UTDq
(d).
Lemma 8. Let M be an m× n q-transversal random matrix where
m =
1
(1− λ)
q ln(2n/δ)
− lnPq,d =
q ln(2n/δ)
− lnPq,d + o(lnn), (8)
and λ =
√
(2qd+1/m) ln(2qd/δ). Then, with probability at least 1 − δ, M is
(n, [d])−disjunct. Therefore,
cDUTDq(d) ≤ minq
q
− lnPq,d .
Proof. Consider M ′ of size m′× n, where m′ = m/q. For v ∈ [q]d, let Wv be the
number of rows i in M ′ such that (M ′i,1, . . . ,M
′
i,d) = v. Since the probability
that (M ′i,1, . . . ,M
′
i,d) = v is 1/q
d, by Chernoff bound, Lemma 14, and the union
bound we can say that,
Pr[(∃v ∈ [q]d)Wv ≤ (1− λ)m′/qd] ≤ qde−λ2m′/2qd = δ
2
,
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for λ =
√
(2qd/m′) ln(2qd/δ). By Lemma 7 and assuming thatWv > (1−λ)m′/qd
for every v, the probability that the matrix M is not (n, [d])-disjunct is
1−

1− m
′∏
i=1
|Si,[d](M ′)|
q


n−d
≤ n
m′∏
i=1
|Si,[d](M ′)|
q
= n
∏
v∈[q]d
( |{v1, . . . , vd}|
q
)Wv
= n
d∏
i=1
(
i
q
)Rq,d,iWv
≤ nP (1−λ)m/qq,d ≤
δ
2
.
Therefore, by the union bound, the failure probability is at most δ. ⊓⊔
We now prove a lower bound on cDUTDq(d).
Lemma 9. Let M be an m× n q-transversal random matrix. Let
m =
1
(1 + λ)
q ln(8(n− d))
− lnPq,d =
q lnn
− lnPq,d + o(lnn) (9)
where λ =
√
(3qd+1/m) ln(16qd). Then, with probability at least 3/4, M is not
(n, [d])−disjunct. Therefore,
cDUTDq(d) ≥ min
q
q
− lnPq,d .
Proof. Consider M ′ of size m′ × n where m′ = m/q. For v ∈ [q]d, let Wv be the
number of rows i in M ′ such that (M ′i,1, . . . ,M
′
i,d) = v. Since the probability
that (M ′i,1, . . . ,M
′
i,d) = v is 1/q
d, by Chernoff bound, Lemma 14, and the union
bound we have,
Pr[(∃v ∈ [q]d)Wv ≥ (1 + λ)m′/qd] ≤ qde−λ2m′/(3qd) ≤ 1
8
,
for λ =
√
(3qd/m′) ln(8qd). By Lemma 7 and assuming that Wv < (1+λ)m
′/qd
for every v, the probability that the matrix M is not (n, [d])-disjunct is
1−

1− m
′∏
i=1
Si,[d](M
′)
q


n−d
≥ 1− exp

(n− d) m
′∏
i=1
Si,[d](M
′)
q


≥ 1− exp
(
(n− d)P (1+λ)m/qq,d
)
≥ 7
8
.
Therefore, by the union bound, the failure probability is at least 3/4. ⊓⊔
It is not clear, however, how to compute the cD
UTDq
(d)/d when d→∞ in order
to get cUTDq. The following two lemmas give a different analysis that enables us
to approximate cD
UTDq
(d), and then to compute cUTDq.
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Lemma 10. Let M be an m× n q-transversal random matrix where
m =
q ln(n/δ)
− ln
(
1−
(
1− 1q
)d) . (10)
Then, with probability at least 1− δ, M is an (n, [d])-disjunct matrix. In partic-
ular,
cD
UTDq
(d) ≤ min
q
q
− ln
(
1−
(
1− 1q
)d) and cUTDq ≤ 1(ln 2)2 .
Proof. Consider M ′ of size m′ × n where m′ = m/q. The probability that M is
not (n, [d])-disjunct is the probability that there is a column j ∈ {d+ 1, . . . , n}
such that for each row i in M ′, M ′i,j ∈ Si,[d](M ′). Let A denote the event that
the matrix M is not (n, [d])-disjunct. Then,
Pr[A] ≤ n
(
1−
(
1− 1
q
)d)m′
= n
(
1−
(
1− 1
q
)d)m/q
= δ.
The probability here is calculated by first choosing M ′i,j and then choose M
′
i,ℓ,
ℓ = 1, . . . , d. To evaluate cD
UTDq
(d), let x = q/d. Then, when d→∞, we have,
cDUTDq(d)
d
≤ min
x>1
x
− ln
(
1− (1− 1xd)d) → minx>1
x
− ln(1 − e−1/x) =
1
(ln 2)2
.⊓⊔
In the following Lemma 11, we prove a tight lower bound for cUTDq.
Lemma 11. Let be an m× n q-transversal random matrix where
m =
q ln((n− d)/2)
− ln
(
1−
(
1− 1q
)d
−O(q−1/3)
) .
Then, with probability at least 1/4, the matrix M is not (n, [d])-disjunct.
In particular, we have
cUTDq ≥ 1
ln2(2)
.
Proof. First, we prove the result when q > 10d lnd. Since
∑d
i=1 Rq,d,i = q
d,
Pq,d :=
(
d∏
i=1
(
i
q
)Rq,d,i)1/qd
≥
(
d∏
i=1
(
1
q
)Rq,d,i)1/qd
=
1
q
.
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Therefore, the constant that we get in this case is q−d lnPq,d ≥ 5 ≥ 1(ln 2)2 . Thus,
we may assume that q ≤ 10d lnd.
As in the proof of Lemma 10, the probability that M is not (n, [d])-disjunct
is the probability that there is a column j ∈ {d + 1, . . . , n} such that, for
each row i in M ′, M ′i,j ∈ Si,[d](M ′). Let Yi,v, i = 1, . . . ,m′, v = 1, . . . , q be
a random variable that is equal to 1 if v 6∈ Si,[d](M ′) and 0 otherwise. Let
Yi = q − |Si,[d](M ′)| = Yi,1 + · · · + Yi,q. Let µ := E[Yi] = q(1 − 1/q)b and
µ2 := E[Yi,v1Yi,v2 ] = (1− 2/q)b. Then, by Chebychev bound, Lemma 13,
Pr[|Yi − q(1 − 1/q)d| ≥ q2/3] ≤
q
(
1− 1q
)b
+ q(q − 1)
(
1− 2q
)b
− q2
(
1− 1q
)2b
q4/3
≤ q−1/3
(
1− 1
q
)d
.
By Markov bound, Lemma 12, with probability at least 3/4, more than m′ −
4(1− 1/q)dm′/q1/3 rows i ∈ [m′] in M ′ satisfy the property:
|Si,[d](M ′)| = q − Yi ≥ q − q(1− 1/q)d − q2/3.
Since the number of strings in [q]d with at most d/4 symbols is at most(
q
d/4
) (
d
4
)d
, we can conclude that,
Pr[|Si,[d](M ′)| ≤ d/4] ≤
(
q
d/4
)(
d/4
q
)d
≤
(
eq
d/4
)d/4(
d/4
q
)d
= ed/4
(
d/4
q
)3d/4
≤ ed/4
(
1
4
)3d/4
≤ 2−d.
By Markov bound, with probability at least 3/4, less than 2−d+2m′ rows in M ′
satisfy |Si,[d](M ′)| = q − Yi ≤ d/4.
In addition, the probability that the matrix M is not (n, [d])-disjunct is,
1−

1− m
′∏
i=1
Si,[d](M
′)
q


n−d
.
On the other hand, with probability at least 1/2, for d ≤ q ≤ 10d lnd, we can
say that,
m′∏
i=1
Si,[d](M
′)
q
≥
(
1−
(
1− 1
q
)d
− q−1/3
)m′ (
1
q
)2−d+2m′ (
d
4q
)4(1−1/q)dm′/q1/3
≥
(
1−
(
1− 1
q
)d
−O(q−1/3)
)m′
≥ 2
n− d.
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Hence we get,
1−

1− m
′∏
i=1
Si,[d](M
′)
q


n−d
≥ 1− e−2 ≥ 3/4.
Therefore, with probability at least 1/4,M is not (n, [d])-disjunct. Let x = q/d ≤
10 lnd. When d→∞, we have,
cD
UTDq
(d)
d
≥ min
x>1
x
− ln
(
1− (1− 1xd +O( 1d3 ))d) → minx>1
x
− ln(1− e−1/x) =
1
(ln 2)2
.⊓⊔
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A Preliminaries
In this section, we give some preliminary results that will be used throughout
the paper.
Lemma 12. Markov bound Let X be a non-negative random variable, and
let a > 1, then
Pr[X ≥ aE[X ]] ≤ 1
a
.
Lemma 13. Chebychev inequality Let X be a random variable with a finite
expected value µ = E[X ], and finite non-zero variance Var[X ]. Then, for any
real number a > 0,
Pr[|X − µ| ≥ a] ≤ Var[X ]
a2
=
E[X2]− µ2
a2
.
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In particular, let X = X1 + · · · +Xn, where each Xi is a random variable that
takes values from {0, 1}. If E[XiXj ] = µ2 for all 1 ≤ i < j ≤ n then,
Pr[|X − µ| ≥ a] ≤ µ+ n(n− 1)µ2 − µ
2
a2
.
Lemma 14. Chernoff bound Let X1, . . . , Xn be n independent random vari-
ables that take values in {0, 1}. Let X = X1 + · · · +Xn and µ = E[X ]. Then,
for any 0 ≤ λ ≤ 1 we have,
Pr [X ≤ (1− λ)µ] ≤ e−λ
2µ
2 ,
and,
Pr [X ≥ (1 + λ)µ] ≤ e−λ
2µ
3 .
Lemma 15. Let A,B1, . . . , Bt be events such that Bi ∩ Bj = ∅ for every i 6=
j and Pr[A|Bi] ≥ Pr[A|B1] (resp. Pr[A|Bi] ≤ Pr[A|B1]) for every i. Then,
Pr[A|B1 ∪ · · · ∪Bt] ≥ Pr[A|B1]. (resp. Pr[A|B1 ∪ · · · ∪Bt] ≤ Pr[A|B1].)
Proof. By conditional probability we get,
Pr[A| ∪i Bi] = Pr[A ∩ (∪iBi)]
Pr[∪iBi] =
∑t
i=1 Pr[A ∩Bi]∑t
i=1 Pr[Bi]
=
∑t
i=1 Pr[A|Bi] Pr[Bi]∑t
i=1 Pr[Bi]
≥ Pr[A|B1].⊓⊔
Lemma 16. Let 0 < α < 1 be any real number such that αn is an integer. Then(
n
αn
)
=
1√
2πα(1 − α)n2
H(α)ne
α(1−α)−1
12α(1−α)n
+Θ
(
1
(min(α,1−α)n)3
)
where H(x) = −x log2 x− (1− x) log2(1 − x).
Proof. By Sterling bound [5],(
n
αn
)
=
n!
(αn)!((1 − α)n)!
=
√
2πn(ne )
ne
1
12n+Θ(
1
n3
)
√
2παn
(
αn
e
)αn
e
1
12αn+Θ
(
1
(αn)3
)√
2π(1− α)n
(
(1−α)n
e
)(1−α)n
e
1
12(1−α)n
+Θ
(
1
((1−α)n)3
)
=
1√
2πα(1 − α)n
(
1
αα(1− α)1−α
)n
e
α(1−α)−1
12α(1−α)n
+Θ
(
1
(min(α,1−α)n)3
)
=
1√
2πα(1 − α)n2
H(α)ne
α(1−α)−1
12α(1−α)n
+Θ
(
1
(min(α,1−α)n)3
)
.⊓⊔
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Lemma 17. Let B1, . . . , Bt be events and A = B1 ∨B2 ∨ · · · ∨Bt. Then
Pr[A] ≥
t∑
i=1
Pr[Bi]−
∑
1<i<j<t
Pr[Bi ∧Bj ].
Lemma 18. LetM be an m×n RsSD matrix. Let α = s/m. Let Xi be a random
variable that is equal to 1 if the ith row is good and is equal to 0 otherwise. Let
X =
∑m
i=1Xi be the number of good rows in M . Then
Var[X ] ≤ (1− α)dm.
Proof. Since the columns ofM are chosen randomly and independently, E[Xi] =
(1− α)d and, therefore, E[X ] = (1 − α)dm. Moreover, for i 6= j, we have
E[XiXj ] =
((
m−2
s
)(
m
s
)
)d
= (1 − α)d
(
1− s
m− 1
)d
≤ (1 − α)2d.
Hence, we can conclude,
Var[X ] = E[X2]−E[X ]2 = E

 m∑
i=1
Xi + 2
∑
1≤i<j≤m
XiXj

− (1− α)2dm2
≤ (1− α)dm+ 2
(
m
2
)
(1− α)2d − (1− α)2dm2 ≤ (1− α)dm.⊓⊔
