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Abstract. We study the problem of detecting outlier pairs of strongly corre-
lated variables among a collection of n variables with otherwise weak pairwise
correlations. After normalization, this task amounts to the geometric task
where we are given as input a set of n vectors with unit Euclidean norm and
dimension d, and for some constants 0 < τ < ρ < 1, we are asked to find
all the outlier pairs of vectors whose inner product is at least ρ in absolute
value, subject to the promise that all but at most q pairs of vectors have inner
product at most τ in absolute value.
Improving on an algorithm of G. Valiant [FOCS 2012; J. ACM 2015], we
present a randomized algorithm that for Boolean inputs ({−1, 1}-valued data
normalized to unit Euclidean length) runs in time
O˜
(
nmax {1−γ+M(∆γ,γ),M(1−γ,2∆γ)} + qdn2γ
)
,
where 0 < γ < 1 is a constant tradeoff parameter and M(µ, ν) is the ex-
ponent to multiply an bnµc × bnνc matrix with an bnνc × bnµc matrix and
∆ = 1/(1− logτ ρ). As corollaries we obtain randomized algorithms that run
in time
O˜
(
n
2ω
3−logτ ρ + qdn
2(1−logτ ρ)
3−logτ ρ
)
and in time
O˜
(
n
4
2+α(1−logτ ρ) + qdn
2α(1−logτ ρ)
2+α(1−logτ ρ)
)
,
where 2 ≤ ω < 2.38 is the exponent for square matrix multiplication and
0.3 < α ≤ 1 is the exponent for rectangular matrix multiplication. The nota-
tion O˜(·) hides polylogarithmic factors in n and d whose degree may depend
on ρ and τ . We present further corollaries for the light bulb problem and for
learning sparse Boolean functions.
1. Introduction
1.1. Scalable Correlation Analysis. The Pearson product-moment correlation
coefficient [20, 48, 53], or briefly, correlation, is one of the most fundamental statis-
tical quantities used to measure the strength of interaction between two sequences
of d numerical observations. Assuming we have n such sequences, there are Θ(n2)
pairs of sequences, which immediately puts forth the algorithmic question of scal-
ability of correlation-based analyses as our number of observables n increases.
If we seek to explicitly compute all Θ(n2) pairwise correlations, the size of our
desired result forces us to quadratic Ω(n2) scaling as a function of n. Thus, assuming
Key words and phrases. correlation, fast matrix multiplication, light bulb problem, rectangular
matrix multiplication, similarity search.
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2we seek subquadratic1 scaling in n, we must refine our objective towards aggregate
analyses that only implicitly consider all the pairwise correlations. One natural
goal in this setting is to identify interesting pairs of observables, subject to the
assumption that there are few such pairs. In the context of correlation, one possible
signal for an interesting interaction between a pair of observables is an abnormally
large, or outlier, (absolute) correlation, as measured against a background parameter
that bounds from above the absolute values of correlations between most pairs of
observables.
Assuming our n observables are each normalized to zero mean and unit standard
deviation, the computational task of finding abnormally large correlations reduces
to the following geometric setup:
Problem 1.1 (Outlier Correlations). Given as input a set of n vectors with
unit Euclidean norm and dimension d, find all the outlier pairs of vectors whose
inner product is at least ρ in absolute value, subject to the promise that all but at
most q pairs of vectors have inner product at most τ in absolute value, for some
0 < τ < ρ < 1. (The promise implies in particular that there are at most q outlier
pairs. Our interest is on inputs where q is subquadratic in n.)
Remark 1.2. A useful variant of the problem is that the input vectors are each
assigned one of two possible colors, and we want to find all the outlier pairs with
distinct colors, subject to the same promise as above. Let us call this variant
Bichromatic Outlier Correlations. In what follows we can work with the
bichromatic variant since any instance of Outlier Correlations can be made
bichromatic by a routine reduction with a multiplicative polylogarithmic cost in
n.2 The bichromatic variant in particular captures a batch-query database setting,
where the vectors with one color constitute a database, the vectors with the other
color constitute a batch of queries to the database, and the outlier pairs with distinct
colors capture correlated matches in the database to the queries.
The question of scalability as n increases is now parameterized by the dimension
d of the vectors and the thresholds ρ, τ . Furthermore, we can impose restrictions on
the structure of the vectors themselves to study restricted variants of the problem.
From a discrete computational standpoint, a natural restriction is to assume the
input vectors take values in {−1, 1}.3 (Indeed, two vectors in x, y ∈ {−1, 1}d have
inner product 〈x, y〉 = ∑di=1 xiyi = λd if and only if the corresponding normalized
vectors have inner product 〈x/√d, y/√d〉 = λ with −1 ≤ λ ≤ 1.) Let us call
{−1, 1}-valued inputs Boolean inputs.
1For brevity, we will use the expression “subquadratic in n” to mean O(n2−) for some constant
 > 0 independent of n.
2Suppose the data matrix for Outlier Correlations is D ∈ {−1, 1}d×n and we are inter-
ested in discovering the pairs of distinct columns in D with (absolute) inner product at least ρd.
Construct dlog2 ne pairs of matrices Ak, Bk for k = 0, 1, . . . , dlog2 ne − 1, where the matrix Ak
(respectively, Bk) contains the columns of D whose index, viewed as a dlog2 ne-bit string, has a
0 (respectively, 1) in bit position k. Take the union of the solutions of the instances Ak, Bk to
obtain the solution for D. All distinct columns will be discovered because each pair of distinct
columns differs in at least one bit position k.
3An arbitrary input on the unit Euclidean sphere can be quantized to a {−1, 1}-valued input if
one is willing to accept randomization and an expected loss λ 7→ 1− 2
pi
arccosλ in the parameters
λ ∈ {τ, ρ} caused by rounding the arbitrary input into a Boolean input with random hyperplanes.
See e.g. [55, Algorithm 4] or [12].
3Remark 1.3. For Boolean vectors x, y ∈ {−1, 1}d, the inner product and the Ham-
ming distance DH(x, y) = |{i ∈ {1, 2, . . . , d} : xi 6= yi}| are affinely equivalent via
the identity
(1) 〈x, y〉+ 2DH(x, y) = d .
Thus, for Boolean inputs the Outlier Correlations problem is a variant of
near neighbor search under the Hamming metric—the larger the inner product, the
smaller the Hamming distance, and vice versa. (Cf. [27, 40, 66].)
1.2. Earlier Lower Bounds and Upper Bounds. Already for Boolean inputs
it is known that a quest for subquadratic scaling in n is faced with fine-grained
complexity-theoretic barriers. Indeed, unless the Strong Exponential Time Hypoth-
esis [25] is false, any algorithm that for a bichromatic input detects the existence
of an outlier pair with n2− scaling in n (and simultaneous 2o(d) scaling in the di-
mension d) must have the property that  depends on ρ and τ . More precisely, it
follows by a simple local transformation (see §6) from a result of Williams [61] that
unless SETH is false,  cannot be bounded from below by a positive constant when
|ρ− τ | → 0.
On the positive side, algorithms for the (1 + )-approximate nearest neighbor
problem can be used to identify outlier pairs.4 Locality-sensitive hashing (LSH),
introduced by Indyk and Motwani [28], is a well-known framework for finding (1 +
)-approximate nearest neighbors. In their seminal paper, Indyk and Motwani
describe an algorithm that, for  > 0 and the Hamming metric, uses O˜(n1+1/(1+) +
dn) space for supporting approximate nearest-neighbor queries to a data set of
n vectors of dimension d, and requires O˜(dn1/(1+)) query time.5 Lower bounds
are known for the hash function families [42, 44] which guarantee that algorithms
based on data-independent LSH, such as Andoni and Indyk [5] with query time
dn1/(1+)
2+o(1) for the Euclidean metric, are essentially optimal. Andoni, Indyk,
Nguyen and Razenshteyn [7] present a framework that circumvents these lower
bounds by introducing data dependence into the hash families, giving the improved
query exponent 7/(8(1+)2)+O(1/(1+)3)+o(1) for the query time in the Euclidean
metric. Andoni and Razenshteyn [8] optimize this exponent to 1/(2(1+)2−1)+o(1)
and Andoni et al. [6] present LSH optimized for angular distance.
Turning from approximate to exact solutions, Alman and Williams [4] show
that the batch Hamming nearest neighbor problem with n simultaneous queries
to a database of n vectors can be solved in randomized n2−1/O(c(n) log c(n)) time if
d = c(n) log n for c : N→ N. This scaling is subquadratic in n if the dimension d is
bounded by d = O(log n).
1.3. The Curse of Weak Outliers and Valiant’s Breakthrough. For Boolean
inputs with unrestricted dimension, the scaling obtained via approximate nearest
neighbors is subquadratic in n for all constant ρ > τ . However, such scaling suffers
4By (1), two Boolean vectors with inner product λd have Hamming distance (1−λ)d/2. Thus,
assuming there are no pairs whose inner product is strictly between τ and ρ, the vectors that belong
to outlier pairs can be discovered by selecting a small enough  so that an (1 + )-approximate
nearest neighbor of a vector has to be a completion of such a vector to an outlier pair if such a
completion exists. For example, by (1) we can take 1 +  < (1 − τ)/(1 − ρ) for the Hamming
metric and (1 + )2 < (1− τ)/(1− ρ) for the Euclidean metric.
5The notation O˜(·) suppresses factors polylogarithmic in n and d whose degree may depend
on ρ and τ .
4from what could be called the curse of weak outliers. Namely, if ρ is small (that is,
the outlier correlations themselves are weak), the scaling in n is essentially quadratic
n2−cρ for a positive constant c, even if the background τ decays to zero. Ideally,
there should be a way to avoid such direct dependence on the value of ρ, as long as
ρ and τ do not converge.
In a breakthrough result, G. Valiant [55] showed that subquadratic scaling is
possible, essentially independently of ρ, as long as logτ ρ = (log ρ)/(log τ) remains
bounded from above by a small positive constant. Here the logarithmic ratio logτ ρ
quantifies the gap between the background and the outliers; since 0 < τ < ρ < 1,
both logarithms are negative, and the ratio provides an essentially inverted quan-
tification of the gap so that the gap is wide when the ratio is close to 0 and narrow
when the ratio is close to 1 (cf. Figure 1).
Let 2 ≤ ω < 2.3728639 be the exponent6 of square matrix multiplication [34].
We say that a parameterized event En happens with high probability (w.h.p.) in
the parameter n if Pr(En) ≥ 1− f(n) for a function f(n) with limn→∞ nkf(n) = 0
for all positive k.
Valiant’s algorithm runs in two phases. The first one is the approximate detec-
tion7 phase where the input vectors are divided into blocks and it is decided which
pairs of blocks contain one or more vector pairs with absolute inner product in the
excess of ρd, if any. The second phase is the listing phase where a brute-force search
is performed on the pairs corresponding to the indicated blocks.
Theorem 1.4 (Valiant [55]). For all constants 0 < τ < ρ < 1, the Outlier Cor-
relations problem for Boolean inputs admits a randomized algorithm that runs
in time O˜(n
5−ω
4−ω+ω logτ ρ) for approximate detection and subsequent O˜(qdn1/(4−ω))
time for exact listing of all the outliers, w.h.p.
Remark 1.5. For any constant ρ > 0, as τ → 0 we observe that the exponent for
approximate detection in Theorem 1.4 approaches 1.50 ≤ (5 − ω)/(4 − ω) < 1.62.
Thus, Valiant’s algorithm gives subquadratic scaling for all constant ρ, as long as
τ is comparatively smaller.
Remark 1.6. A tacit property of Valiant’s algorithm is that the running time for
approximate detection is, up to polylogarithmic factors, independent of the dimen-
sion d of the input. In particular, since the input is Boolean, the (normalized)
input vectors are decoherent and hence it suffices to randomly sample the input to
access the correlations. By decoherence we mean here the property that if we view
the squares of the entries of a (normalized) input vector as a probability distribu-
tion over the d dimensions, the probability mass is roughly uniformly distributed
across the dimensions. With (normalized) Boolean input, the distribution is exactly
uniform and thus eases concentration analyses.
Valiant’s result opens up a quest to understand the extent of subquadratic scaling
available for Outlier Correlations:
6We adopt the convention that all running time bounds that contain an exponent f(ω) of n
that depends on ω (or any other limiting exponent for matrix multiplication, such as α) are tacitly
stated as f(ω) +  for an arbitrarily small constant  > 0.
7We may stop the algorithm after the approximate detection phase if we only want to decide
whether the input contains at least one pair with absolute inner product at least ρd, with the
following approximation guarantees: (i) if all the inner products in the input have absolute value
at most τd, the algorithm outputs false w.h.p.; and (ii) if the input contains at least one inner
product with absolute value at least ρd, the algorithm outputs true w.h.p.
5Assuming that the outliers are well-separated from the background correlations, that
is, that logτ ρ is small, how close to linear scaling in n can we get?
Our intent in this paper is to present further progress in such a quest.
1.4. Valiant’s Algorithm in More Detail. Since our intent is to improve on
Valiant’s algorithm, it will be convenient to review the key ideas in its design.
Let us assume the input of our instance of Bichromatic Outlier Corre-
lations is given to us as two d × n Boolean matrices, A ∈ {−1, 1}d×n and
B ∈ {−1, 1}d×n. Our task is to find the outlier inner products (of absolute value
at least ρd) between columns of A and B. Valiant’s algorithm proceeds in the fol-
lowing four phases; the first and second phases together constitute a compression
phase which enables the use of fast matrix multiplication in the third approximate
detection phase, which is followed by an exact listing phase.
1. Expansion by uniform random sampling of a tensor power. It is possible to
amplify the inner products between columns of A and B by individually tensoring
the matrices A and B, at the cost of increasing the dimension of the data from
d to dp for a positive integer p. Indeed, for any two d-dimensional real vectors,
it holds that 〈x, y〉p = 〈x⊗p, y⊗p〉, where ⊗p indicates p-fold Kronecker product
(tensoring) of the vector with itself. Accordingly, taking p-fold Kronecker products
in the vertical dimension only (which we indicate with the notation ↓⊗p) we obtain
the dp × n matrices A↓⊗p and B↓⊗p. A key observation is that a uniform random
sample of size s (the value of s will be fixed later) of the dp dimensions suffices
because the input is decoherent (Boolean) and hence the sum of the sample is
strongly concentrated, for example, via the Hoeffding bounds [23]. Accordingly, we
assume that the matrices A↓⊗p and B↓⊗p in fact have dimensions s× n.
2. Signed aggregation. Since comparatively few of the n2 inner products between
the columns of A↓⊗p and B↓⊗p are outliers, after amplification it is possible to
aggregate the n columns in A↓⊗p (respectively, B↓⊗p) by randomly partitioning
the columns into n/t blocks of t columns, and taking, with an independent uniform
random sign for each column, the sum of the columns in each block. This produces
an s× (n/t) matrix A˜ (respectively, B˜).
3. Approximate detection. Because the outer dimension has now decreased from
n to n/t, with careful selection of the parameters s, t, p we can now afford to multiply
the compressed matrices A˜, B˜ in subquadratic time to obtain the (n/t) × (n/t)
product A˜>B˜. Because of careful amplification by sampling and signed aggregation,
the pairs of blocks containing at least one outlier pair are with moderate probability
signalled by entries in A˜>B˜ that have absolute value above a threshold value.8
4. Exact listing. Finally, the outlier pairs can be computed with brute force
by computing the t2 pairwise inner products of columns of A and B within each
signalled pair of blocks.
Theorem 1.4 follows by careful selection of the parameters s, t, p and the sig-
nalling threshold.
1.5. Our Contribution. Our contribution in this paper amounts to the obser-
vation that the compression phase (expansion followed by signed aggregation) in
Valiant’s algorithm can be replaced by a faster compression subroutine. In essence,
we rely on fast matrix multiplication as the algorithmic device to simultaneously
8The algorithm is iterated Θ(logn) times to guarantee that every outlier pair is signalled in at
least one pair of blocks during at least one iteration with high probability.
6expand and aggregate; this requires that we replace the uniform random sampling
of dimensions in the expansion phase of Valiant’s algorithm with Cartesian product
sampling to enable us to entangle expansion and aggregation. Despite the consid-
erable decrease in entropy compared with a uniform random sample, we show that
Cartesian product sampling on a tensor power remains roughly as sharply concen-
trated as a uniform random sample, enabling us to use roughly the same sample size
s as Valiant’s algorithm for comparable compression, thus resulting in faster execu-
tion because of speedup given by fast matrix multiplication. The faster compression
subroutine then enables a faster tradeoff that balances between compression and
detection, as controlled by a tradeoff parameter 0 < γ < 1.
Let us now state our main result for Outlier Correlations. For constants
µ, ν > 0, let M(µ, ν) be the infimum of the values σ > 0 such that there exists an
algorithm that multiplies an bnµc×bnνc integer matrix with an bnνc×bnµc integer
matrix in O(nσ) arithmetic operations. For example, ω = M(1, 1).
Theorem 1.7 (Main). For all constants 0 < γ < 1 and ∆ ≥ 1, the Outlier Cor-
relations problem for Boolean inputs admits a randomized algorithm that runs in
time
(2) O˜
(
nmax {1−γ+M(∆γ,γ),M(1−γ,2∆γ)}τ−4
)
for approximate detection and subsequent O˜
(
qdn2γ
)
time for exact listing of all the
outliers, w.h.p. The running time bounds hold uniformly for all n−Θ(1) ≤ τ < ρ < 1
with logτ ρ ≤ 1−∆−1.
For specific choices of γ and ∆ we obtain the following corollaries.
Corollary 1.8. For all constants 0 < τ < ρ < 1, the Outlier Correla-
tions problem for Boolean inputs admits a randomized algorithm that runs in time
O˜
(
n
2ω
3−logτ ρ
)
for approximate detection and subsequent O˜
(
qdn
2(1−logτ ρ)
3−logτ ρ
)
time for
exact listing of all the outliers, w.h.p.
Let 0.30298 < α ≤ 1 be the exponent for rectangular matrix multiplication [33].
That is, α is the supremum of all values σ ≤ 1 with M(1, σ) = 2.
Corollary 1.9. For all constants 0 < τ < ρ < 1, the Outlier Correla-
tions problem for Boolean inputs admits a randomized algorithm that runs in time
O˜
(
n
4
2+α(1−logτ ρ)
)
for approximate detection and subsequent O˜
(
qdn
2α(1−logτ ρ)
2+α(1−logτ ρ)
)
time for exact listing of all the outliers, w.h.p.
Figure 1 displays the subquadratic scaling in n for approximate detection ob-
tained from Corollaries 1.8 and 1.9, contrasted with Theorem 1.4 of [55].
Remark 1.10. Corollary 1.9 implies that asymptotically it is possible to list ex-
tremely weak outliers with, say, ρ = 2−100 and τ = 2−101, in time O˜(n1.998 +
qdn0.003).
Remark 1.11. In the setting of well-separated outliers with any constant ρ and
τ → 0, the exponent for approximate detection in Corollary 1.8 approaches 2ω/3,
improving Valiant’s exponent (5− ω)/(4− ω) across the range 2 ≤ ω < 2.38.
Although our results show that exponents as low as 2ω/3 = 4/3 may be feasible
for finding outlier correlations (if we assume ω = 2 and let τ → 0), the present
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Figure 1. Illustration of subquadratic scaling in n for approxi-
mate detection as a function of the parameter logτ ρ. The matrix
multiplication exponents ω and α are fixed to values ω = 2.3728639
and α = 0.30298 (left), and to values ω = 2 and α = 1 (right).
framework unfortunately appears not to be powerful enough to lower the exponent
below 4/3. It remains open whether the exponent can be lowered all the way to 1 (to
linear scaling in n), and whether techniques other than fast matrix multiplication
can be used to attain subquadratic scaling without the curse of weak outliers.
2. Related Work and Applications
The Outlier Correlations problem has many applications, since the inner
product of two vectors can be used to measure the similarity of objects. For in-
stance, [2, 9, 12, 13, 14, 15, 16, 31, 35, 36, 43, 49, 50, 51, 52, 54, 57, 58, 59, 63, 64, 65].
Here we will be content with discussing a narrow set of applications of our results
and related work. The proofs of all corollaries appear in §5.
2.1. The Light Bulb Problem. Theorem 1.7 gives as an almost immediate corol-
lary a faster subquadratic algorithm (cf. [55, Corollary 2.2]) for solving the light
bulb problem [56], which asks us to discover a hidden correlated pair of light bulbs
among n light bulbs blinking on and off independently and uniformly at random.
Let us first state the problem in more precise terms and then give our improvement.
Problem 2.1 (Light Bulb). Suppose we are given as input a set of n vectors in
{−1, 1}d consisting of (i) a planted pair with inner product at least ρd in absolute
value for 0 < ρ < 1, and (ii) n−2 independent uniform random vectors in {−1, 1}d.
Our task is to find the planted pair among the n vectors.9
Corollary 2.2. For all constants 0 <  < ω/3, the Light Bulb problem admits
a randomized algorithm that for all d ≥ 5ρ− 4ω9 − 23 log n runs in time
(3) O˜
(
n
2ω
3 +ρ−
8ω
9 − 43
)
and finds the planted pair of vectors, with probability 1 − o(1). The running time
bound holds uniformly for all n−Θ(1) < ρ < 1.
9It follows from the Hoeffding bound (6) and the union bound that there is a constant c > 0
such that for d ≥ cρ−2 logn with probability 1−o(1) the planted pair is the unique pair of vectors
in the input with inner product at least ρd in absolute value.
8Prior to Valiant’s algorithm, the first subquadratic algorithm for the light bulb
problem was the randomized O˜(n1+(log
1+ρ
2 )/(log
1+σ
2 )) time algorithm of Paturi, Ra-
jasekaran, and Reif [47], where σ measures the absolute value of the inner product
between the pair of vectors with the second largest inner product. Besides the algo-
rithms based on locality-sensitive hashing within the context of approximate nearest
neighbors (see §1.2) that can also be used to solve light bulb problem, the bucketing
codes approach of Dubiner [18] yields a randomized O˜(n2/(ρ+1)) time algorithm for
the light bulb problem, which was the fastest algorithm prior to Valiant’s algo-
rithm. May and Ozerov [38] present a recursive approach for solving the light bulb
problem; with weak outliers also their algorithm converges to quadratic running
time.
2.2. Learning Boolean Functions. The light bulb problem generalizes to the
task of learning a parity function in the presence of noise.
Problem 2.3 (Parity with Noise). Let the support S ⊆ {1, 2, . . . , n} of the
parity function have size k = |S| and let the noise rate be 0 < η < 1. Our task is to
find S, given access to independent examples of the form (x, y), where (i) the input
x ∈ {−1, 1}n is chosen uniformly at random, and (ii) the label y = z ·∏j∈S xj is
defined by independently choosing z ∈ {−1, 1} with Pr(z = −1) = η.
The general case of unrestricted k is studied by Blum, Kalai, and Wasserman [11]
and Lyubashevsky [37]. Studies of the sparse case with k = O(1) include works by
Grigorescu, Reyzin, and Vempala [22] and Valiant [55]. In the sparse case, we can
use a split-and-list transformation presented by Valiant [55, p. 32] together with
the algorithm underlying Corollary 2.2 to essentially match an algorithm of Valiant
that relies on Fourier-analytic techniques (cf. [55, Theorems 2.4, 5.2, and 5.6]).
Compared with Valiant’s algorithm, our algorithm has a slightly worse tolerance
for noise but better sample complexity:
Corollary 2.4. For all constants 0 <  < ω/3, the Parity with Noise problem
admits a randomized algorithm that uses
(4) d ≥ (2k + 3) · |1− 2η|− 4ω9 − 23 log n
examples, runs in time
(5) O˜
(
n
ω+
3 k · |1− 2η|− 8ω9 − 43 ) ,
for all sufficiently large k, and finds the support of the parity function, with prob-
ability at least 1− o(1). The running time bound holds uniformly for all n−Θ(1) <
|1− 2η| < 1.
Using algorithms of Feldman, Gopalan, Khot, and Ponnuswami [19], and Mossel,
O’Donnell, and Servedio [41], from Corollary 2.4 one can obtain further corollaries
in the context of learning sparse juntas and DNFs. We refer to [55] for a detailed
exposition.
2.3. Subquadratic Algorithms in Small Dimension. If the dimension d is very
small, then subquadratic algorithms in n for Outlier Correlations are available
through dedicated space-partitioning data structures such as Voronoi diagrams,
enabling near neighbor query times O˜(dc) for a constant c, but with exponential
scaling in size as a function of d [39, 60]. Similar query-vs-size tradeoffs are available
also in higher dimensions; for example, Kushilevitz, Ostrovsky, and Rabani [32]
9presented a data structure with O˜(d) query time and size (dn)O(1) for approximate
nearest neighbors. Alman and Williams [4] obtain subquadratic scaling in n for
d = O(log n) (see §1.2).
2.4. Scaling in the Number of Pairs above the Background Correlation.
Let us briefly study scaling in the case when the parameter q is relatively large,
such as the batch-query10 case with q = O(n), or the case q = O(n2−δ) for a small
constant δ > 0. In this situation we observe that in Theorem 1.7 the term O˜(qdn2γ)
can dominate the running time over (2). Indeed, assuming qd is subquadratic in
n, we can always obtain an overall running time that is subquadratic in n by
forcing a small enough γ > 0 in Theorem 1.7. However, such a forced γ may cause
a suboptimal value of (2) over what would be available if q was smaller. This
bottleneck in scaling for large q can be somewhat alleviated by pursuing a two-level
recursive strategy, where we run the approximate detection algorithm recursively
before proceeding to listing:
Theorem 2.5 (Main, Two-level). For all constants 0 < γ, κ < 1 and ∆ ≥ 1, the
Outlier Correlations problem for Boolean inputs admits a randomized algo-
rithm that runs in time
O˜
(
nmax {1−γ+M(∆γ,γ),M(1−γ,2∆γ)}τ−4
)
for approximate detection and subsequent
O˜
(
qnγmax {1−κ+M(∆κ,κ),M(1−κ,2∆κ)}τ−4 + qdn2γκ
)
time for exact listing of all the outliers, w.h.p. The running time bounds hold
uniformly for all n−Θ(1) ≤ τ < ρ < 1 with logτ ρ ≤ 1−∆−1.
For specific choices γ, κ,∆ we obtain the analogs of Corollary 1.8 and 1.9.
Corollary 2.6. For all constants 0 < τ < ρ < 1, the Outlier Correlations
problem for Boolean inputs admits a randomized algorithm that runs in time
O˜
(
n
2ω
3−logτ ρ
)
for approximate detection and subsequent
O˜
(
qn
2ω(1−logτ ρ)
(3−logτ ρ)2 + qdn
2(1−logτ ρ)2
(3−logτ ρ)2
)
time for exact listing of all the outliers, w.h.p.
Corollary 2.7. For all constants 0 < τ < ρ < 1, the Outlier Correlations
problem for Boolean inputs admits a randomized algorithm that runs in time
O˜
(
n
4
2+α(1−logτ ρ)
)
for approximate detection and subsequent
O˜
(
qn
4α(1−logτ ρ)
(2+α(1−logτ ρ))2 + qdn
2α2(1−logτ ρ)2
(2+α(1−logτ ρ))2
)
time for exact listing of all the outliers, w.h.p.
10Suppose we have n observables in a database and n observables that constitute queries to the
database. Suppose furthermore that for each query there are O(1) outlier-correlated observables
in the database, and that our task is to find these outlier-correlated observables for each query.
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Remark 2.8. Let us recall from Remark 1.10 that Corollary 1.9 lists outliers with
ρ = 2−100 and τ = 2−101 in time O˜(n1.998 + qdn0.003). Corollary 2.7 improves this
to time O˜(n1.998 + qn0.003 + qdn0.0000045).
Remark 2.9. In the setting of well-separated outliers with any constant ρ and τ → 0,
Corollary 1.8 lists outliers in time O˜(n2ω/3+τ +qdn2/3+τ ). Corollary 2.6 improves
this to time O˜(n2ω/3+τ + qn2ω/9+τ + qdn2/9+τ ). Here τ → 0 as τ → 0.
2.5. Discussion and Further Work. In addition to Valiant’s algorithm, another
breakthrough in the context of finding and approximating the outlier entries in a
matrix product A>B of two given t×s matrices A,B was made by Pagh [45]. Pagh’s
algorithm also computes a compressed version of the product A>B by using 2-wise
independent hash families that are algebraically compatible with a cyclic group (of
order b) to aggregate the operands A,B with random signs into preimages of the
hash function along the outer dimension (s) and with explicit (uncompressed) sum-
mation along the inner dimension (t). Because of the compatibility with the cyclic
group, the compressed operands can be multiplied in essentially linear time via
cyclic convolution (using the FFT for the cyclic group). The compressed product
gives unbiased estimates of the product entries (A>B)j1j2 with 2-wise independence
controlling the variance via the Frobenius norm at ‖A>B‖2F /b. Despite the essen-
tially linear-time performance given by the use of FFT in evaluating the compressed
products (thus enabling a large value of b), the combination of Frobenius control
on variance and the linear scaling along the inner dimension t appears not to yield
improvements for the light bulb problem or for Outlier Correlations.
To our knowledge, there are no lower bounds that would preclude the use of
multilinear algorithms other than fast matrix multiplication (such as Pagh’s [45]
algorithm discussed above) for Outlier Correlations, yet fast matrix multipli-
cation remains the only known tool to obtain truly subquadratic scaling for weak
outliers. As Valiant [55, §6] highlights, it would be of considerable interest to avoid
fast matrix multiplication altogether to obtain practical subquadratic scaling for
moderately-sized n. In fact, from this perspective our present results arguably pro-
ceed in the wrong direction by making heavier use of fast matrix multiplication
to obtain asymptotically faster subquadratic scaling. For the state of the art in
practical fast matrix multiplication algorithms, cf. [24] and [10].
Recently, Ahle, Pagh, Razenshteyn, and Silvestri [3] show that inner prod-
uct similarity joins are hard to approximate in subquadratic time in n unless
the Orthogonal Vectors Conjecture (see §6) and subsequently SETH are false.
Stated in terms of Outlier Correlations, they show that Boolean inputs with
logτ ρ = 1−o(1/
√
log n) do not admit subquadratic scaling in n unless OVC is false
which would imply that SETH is false. Narrowing the gap between subquadratic
approximability and inapproximability remains a topic for further work.
Let us conclude with a few questions for further work. Is logτ ρ the natural
parameter for subquadratic scaling in the context of Outlier Correlations? Is
it possible to improve the limiting exponent 2ω/3 in Corollary 1.8 and in Corol-
lary 2.2? Curiously, the algorithm in our Corollary 2.4 and Valiant’s algorithm [55,
Algorithm 11] for Parity with Noise rely on somewhat different techniques, yet
both arrive at the constant ω/3 for learning sparse parities—is this just a coin-
cidence? Finally, is it possible to derandomize our algorithms or improve their
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space usage? In subsequent work [30], a superset of present authors derandom-
ize Valiant’s algorithm, but restricted to (±1)-valued inputs only and with more
modest subquadratic running times. We refer to [46] and [29] for further recent
work and motivation for derandomization and resource tradeoffs in the context of
similarity search.
3. Preliminaries
This section collects terminology, notation, and background results used in the
subsequent development.
3.1. The Hoeffding Bound. The Hoeffding bound establishes sharp concentra-
tion around the expectation of a sum of independent terms assuming we have control
on the support of the terms.
Theorem 3.1 (Hoeffding [23, Theorem 2]). Let Z1, Z2, . . . , Zs be independent ran-
dom variables with `i ≤ Zi ≤ ui for all i = 1, 2, . . . , s and let Z = Z1 +Z2 + . . .+Zs.
Then, for all d > 0 it holds that
(6) Pr
(
Z − E[Z] ≥ d) ≤ exp(− 2d2∑s
i=1(ui − `i)2
)
.
3.2. Inner Products, Restriction, Powering. Let us set up some notation re-
garding inner products and tensor powers. For convenience, let us write [d] =
{1, 2, . . . , d}. Let x = (x1, x2, . . . , xd) and y = (y1, y2, . . . , yd) be two vectors of
indeterminates. The inner product
(7) 〈x, y〉 = x1y1 + x2y2 + . . .+ xdyd
is a multilinear polynomial in the indeterminates x, y. For a (multi)set of indices
I ⊆ [d], we use the notation
〈x, y〉I =
∑
i∈I
xiyi
for an inner product 〈x, y〉 taken over the indices in I.
For a positive integer p, we observe the pth power of the inner product 〈x, y〉 is a
polynomial in x, y whose monomials can be indexed by p-tuples~i = (i1, i2, . . . , ip) ∈
[d]p with i1, i2, . . . , ip ∈ [d]. Indeed, expanding the product of sums into a sum of
products, we observe that
(8) 〈x, y〉p = (x1y1 + x2y2 + . . .+ xdyd)p =
∑
~i∈[d]p
p∏
`=1
xi`
p∏
`=1
yi` .
Let us write x⊗p and y⊗p for the dp-dimensional vectors obtained by taking the
pth tensor power of x and y and whose coordinates are indexed by the dp possible
p-tuples:
x⊗p =
(
p∏
`=1
xi` :~i ∈ [d]p
)
and y⊗p =
(
p∏
`=1
yi` :~i ∈ [d]p
)
.
With this notation, we observe from (7) and (8) that
(9) 〈x, y〉p = 〈x⊗p, y⊗p〉 .
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3.3. Cartesian Sampling Lemma. The following lemma will be convenient when
analysing the concentration of samples obtained in the compression algorithm. For
an analogous analysis, cf. [17].
Lemma 3.2 (Cartesian Sampling). Let s and m be positive integer squares and let
x1, x2, . . . , xm1/2 ∈ {−1, 1} and y1, y2, . . . , ym1/2 ∈ {−1, 1} with
m1/2∑
u=1
xu = ξm
1/2 and
m1/2∑
v=1
yv = ηm
1/2
for some −1 ≤ ξ, η ≤ 1. Suppose S1, S2 are two multisets of size s1/2 selected
by drawing two s1/2-tuples consisting of elements of [m1/2] independently and uni-
formly at random (with repetition). Then, with high probability in s, we have
(10)
∣∣∣∣ ∑
(u,v)∈S1×S2
xuyv
∣∣∣∣ ≤ |ξη|s+ (|ξ|+ |η|)s3/4 log s+ s1/2(log s)2 .
Furthermore, if
(11) |ξ|, |η| ≥ s−1/4 log s ,
then, with high probability in s, we have
(12)
∣∣∣∣ ∑
(u,v)∈S1×S2
xuyv
∣∣∣∣ ≥ |ξη|s− (|ξ|+ |η|)s3/4 log s+ s1/2(log s)2 .
Proof. For j = 1, 2, . . . , s1/2 let Xj ∈ {−1, 1} be a random variable that in-
dependently assumes each of the m1/2 values xu with probability m
−1/2. For
j = 1, 2, . . . , s1/2 let Yj ∈ {−1, 1} be a random variable that independently as-
sumes each of the m1/2 values yv with probability m
−1/2. Consider the random
variables X = X1 +X2 + . . .+Xs1/2 and Y = Y1 + Y2 + . . .+ Ys1/2 . By linearity of
expectation, we have E[X] = ξs1/2 and E[Y ] = ηs1/2. Furthermore, from the Ho-
effding bound (6) it follows that |X −E[X]| ≤ s1/4 log s and |Y −E[Y ]| ≤ s1/4 log s
with high probability in s. Thus, we conclude that with high probability in s it
holds that
|XY | ≤ (|ξ|s1/2 + s1/4 log s)(|η|s1/2 + s1/4 log s)
= |ξη|s+ s3/4(|ξ|+ |η|) log s+ s1/2(log s)2.
Similarly, assuming that |ξ|, |η| ≥ s−1/4 log s, with high probability in s we have
the lower bound
|XY | ≥ (|ξ|s1/2 − s1/4 log s)(|η|s1/2 − s1/4 log s)
= |ξη|s− s3/4(|ξ|+ |η|) log s+ s1/2(log s)2 .

3.4. Anti-concentration of Signed Aggregation. We recall the following anti-
concentration lemma from the analysis of Valiant’s algorithm.
Lemma 3.3 (Valiant [55, Lemma 3.2]). Let C be a t × t matrix with entries cij.
Suppose that α1, α2, . . . , αt ∈ {−1, 1} and β1, β2, . . . , βt ∈ {−1, 1} have been selected
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independently and uniformly at random. Then,
Pr
(∣∣∣∣∑
i,j
αiβjcij
∣∣∣∣ ≥ 14 maxi,j |cij |
)
≥ 1
4
.
4. The Algorithm
This section proves Theorem 1.7. We present a self-contained analysis and de-
scription of the entire algorithm underlying Theorem 1.7 even if our main technical
contribution occurs in the compression subroutine that simultaneously expands and
aggregates (cf. §1.4 and §1.5).
4.1. The Input and the Parameters. Let 0 < γ < 1 and ∆ ≥ 1 be fixed
constants. Suppose we are given as input two d × n matrices A,B ∈ {−1, 1}d×n
together with parameters ρ, τ that satisfy n−Θ(1) ≤ τ < ρ < 1 and logτ ρ ≤ 1−∆−1.
For i ∈ [d] and j ∈ [n], let us write aij and bij for the entries of A and B at row
i, column j. Furthermore, let us write aj and bj for the jth column of A and B,
respectively.
The algorithm works with three positive integer parameters s, t, p whose precise
values we will fix in what follows. At this point, we can assume that p is even,
and that s is a positive integer square. We will furthermore pad our input matrices
with at most t − 1 < n all-zero columns to ensure divisibility by t. Let us denote
by n¯ = dn/te · t the number of columns including padding.
4.2. The Algorithm. We describe the algorithm first and then proceed to analyse
its correctness and running time. The algorithm executes a five-phase iteration
d(log n)2e times, and gives as its output the union of the outputs of all the iterations.
The five phases are as follows:
0. Setup. Draw uniformly at random a partition J1, J2, . . . , Jn¯/t of [n¯] into sets
Jk with |Jk| = t for all k ∈ [n¯/t]. For k ∈ [n¯/t], let us write Jk = Jk ∩ [n] for
the restriction of Jk to the indices corresponding to non-zero columns. We observe
that 1 ≤ |Jk| ≤ t. Draw independently and uniformly at random (with repetition)
two s1/2-tuples consisting of elements of [d]p/2 and let I1 and I2 be the resulting
multisets of size s1/2. Form the Cartesian product I = I1× I2 of size s and observe
that all the elements of I are p-tuples in [d]p. Draw α1, α2, . . . , αn¯ ∈ {−1, 1} and
β1, β2, . . . , βn¯ ∈ {−1, 1} independently and uniformly at random.
The compressed matrices (definition). Let us first define what we compute and
only then give the algorithm that computes the matrices. For ~i ∈ I and k ∈ [n¯/t],
define
(13) aˆ~ik =
∑
j∈Jk
αj(a
⊗p
j )~i and bˆ~ik =
∑
j∈Jk
βj(b
⊗p
j )~i .
This defines the matrices AˆI = (aˆ~ik) and BˆI = (aˆ~ik), both of size s× (n¯/t).11
1+2. Compression by simultaneous expansion and aggregation. We compute the
compressed matrices AˆI and BˆI from the given input A and B as follows. We
describe the computation only for AˆI , the computation for BˆI is symmetric. Let
us first establish that the task of computing AˆI amounts to n¯/t matrix products
11We observe in particular these matrices are essentially what results if we execute phases
and 1 and 2 of Valiant’s algorithm (recall §1.4), with the difference that our sample I always has
Cartesian product structure, whereas Valiant’s algorithm uses a uniform random sample of [d]p.
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because our random sample I decomposes into the Cartesian product I = I1 × I2.
Indeed, we observe from (13) that if we write ~i = (~i1,~i2) ∈ I in terms of its parts
~i1 ∈ I1 and ~i2 ∈ I2, we have
(14) aˆ~ik = aˆ(~i1,~i2),k =
∑
j∈Jk
αj(a
⊗p/2
j )~i1(a
⊗p/2
j )~i2 .
Thus, for each fixed k ∈ [n¯/t] we observe that (14) is in fact a matrix product.
Indeed, define the s1/2 × t matrix Lk = ( ~`i1j) to consist of the entries
(15) ~`i1j = αj(a
⊗p/2
j )~i1
for ~i1 ∈ I1 and j ∈ Jk. Similarly, define the s1/2 × t matrix Rk = (r~i2j) to consist
of the entries
(16) r~i2j = (a
⊗p/2
j )~i2
for ~i2 ∈ I2 and j ∈ Jk. By (13) the (~i1,~i2)-entry of the product matrix LkR>k is
precisely the value aˆ(~i1,~i2),k. Indeed,
(LkR
>
k )~i1,~i2 =
∑
j∈Jk
~`i1j
r~i2j =
∑
j∈Jk
~`i1j
r~i2j =
∑
j∈Jk
αj(a
⊗p/2
j )~i1(a
⊗p/2
j )~i2 = aˆ(~i1,i2),k .
To compute the matrix AˆI , we thus proceed as follows. For each k ∈ [n¯/t], we
construct the matrices Lk and Rk entrywise using (15) and (16), respectively, and
then we compute the s1/2× s1/2 product LkR>k . This gives us the (n¯/t)× s matrix
AˆI , at the cost of n¯/t matrix multiplications with inner dimension t and outer
dimension s1/2.
3. Approximate detection. We compute the matrix product Aˆ>I BˆI and mark all
entries (k1, k2) ∈ [n¯/t]× [n¯/t] that satisfy |(Aˆ>I BˆI)k1k2 | ≥ 18ρps. (This requires one
matrix product with inner dimension s and outer dimension n¯/t.)
4. Exact listing. Finally, for each marked entry (k1, k2) ∈ [n¯/t]× [n¯/t], we iterate
over all (j1, j2) ∈ Jk1×Jk2 , compute the inner product 〈aj1 , bj2〉, and output (j1, j2)
as an outlier pair if |〈aj1 , bj2〉| ≥ ρd.
4.3. Analysis (correctness). Proof outline. The correctness proof proceeds as
follows. We start by establishing an upper bound on the absolute value of entries
in the product matrix Aˆ>I BˆI , assuming only small partial inner products are aggre-
gated in an entry. Dually, we then establish a lower bound for an entry of Aˆ>I BˆI
that contains at least one large partial inner product. We then establish control
on the concentration of the partial inner products using the Cartesian concentra-
tion lemma (Lemma 3.2). With appropriate parameterization, we then verify that
any single outlier is found (its entry in the product matrix is marked for listing)
with good probability during one iteration, and amplify this probability by itera-
tion to ensure that all outliers are found with high probability. Finally, we show
that at most q entries are marked for listing with high probability, completing the
correctness proof.
Let us now proceed with the detailed proof. We start by fixing the value of the
parameter t. With foresight, let t be the unique integer that satisfies
(17) nγ ≤ t < nγ + 1 .
Observe that the choice implies n ≤ n¯ ≤ n+ nγ .
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We begin our analysis by studying the entries of the product matrix Aˆ>I BˆI . Let
k1, k2 ∈ [n¯/t] and consider the (k1, k2)-entry of Aˆ>I BˆI . From (13) we have(
Aˆ>I BˆI
)
k1k2
=
∑
~i∈I
( ∑
j1∈Jk1
αj1
(
a⊗pj1
)
~i
)( ∑
j2∈Jk2
βj2
(
b⊗pj2
)
~i
)
=
∑
j1∈Jk1
αj1
∑
j2∈Jk2
βj2〈a⊗pj1 , b⊗pj2 〉I .
(18)
The value of an entry of Aˆ>I BˆI that aggregates only small partial inner products.
Let us first derive an upper bound for |(Aˆ>I BˆI)k1k2 | subject to an upper bound
for the absolute values of the partial inner products |〈a⊗pj1 , b⊗pj2 〉I |. That is, let us
assume U ≥ 0 is an upper bound |〈a⊗pj1 , b⊗pj2 〉I | ≤ U that holds for all j1 ∈ Jk1
and j2 ∈ Jk2 with high probability in n. Recall that |Jk1 | = |Jk2 | = t and that
the signs αj1 , βj2 ∈ {−1, 1} have been selected independently and uniformly at
random for j1 ∈ Jk1 and j2 ∈ Jk2 . Let us fix j1 ∈ Jk1 arbitrarily and analyse the
concentration of the innermost sum Zj1 =
∑
j2∈Jk2 βj2〈a
⊗p
j1
, b⊗pj2 〉I in (18). Because
βj2 and 〈a⊗pj1 , b⊗pj2 〉I are independent, each summand Zj1,j2 = βj2〈a⊗pj1 , b⊗pj2 〉I is
a random variable with zero expectation. Let us condition on our assumption
|〈a⊗pj1 , b⊗pj2 〉I | ≤ U and thus conclude that |Zj1,j2 | ≤ U holds for each summand.
Thus, since t ≤ n, the Hoeffding bound (6) gives us that |Zj1 | ≤ t1/2U log n with
high probability in n. By the union bound we thus have that |Zj1 | ≤ t1/2U log n
holds for all j1 ∈ Jk1 with high probability in n. Let us condition on this event.
Observe that (18) equals Z =
∑
j1∈Jk1 αj1Zj1 . Since αj1 and Zj1 are independent,
the product αj1Zj1 has zero expectation. Thus, from |αj1Zj1 | ≤ t1/2U log n and
the Hoeffding bound (6), we conclude that, with high probability in n, we have
(19)
∣∣∣(Aˆ>I BˆI)k1k2 ∣∣∣ ≤ tU(log n)2 .
The value of an entry of Aˆ>I BˆI that aggregates at least one large partial inner
product. Next, let us suppose that L ≥ 0 is a lower bound |〈a⊗pj1 , b⊗pj2 〉I | ≥ L for
some specific j1, j2 ∈ [n]. Then, for the pair of blocks (k1, k2) ∈ [n¯/t] × [n¯/t] with
j1 ∈ Jk1 and j2 ∈ Jk2 we conclude from (18) and Lemma 3.3 that, with probability
at least 1/4, we have
(20)
∣∣∣(Aˆ>I BˆI)k1k2∣∣∣ ≥ L4 .
When (20) holds, we say the pair (j1, j2) is signalled by (the (k1, k2)-entry in) Aˆ
>
I BˆI .
Concentration of the partial inner products. Let j1, j2 ∈ [n]. Let us now study the
concentration of 〈a⊗pj1 , b⊗pj2 〉I using the Cartesian concentration lemma (Lemma 3.2).
Because I = I1 × I2, the partial inner product 〈a⊗pj1 , b⊗pj2 〉I decomposes into
〈a⊗pj1 , b⊗pj2 〉I1×I2 =
∑
~i∈I1×I2
(
a⊗pj1
)
~i
(
b⊗pj2
)
~i
=
∑
(~i1,~i2)∈I1×I2
(
a
⊗p/2
j1
)
~i1
(
a
⊗p/2
j1
)
~i2
(
b
⊗p/2
j2
)
~i1
(
b
⊗p/2
j2
)
~i2
.
(21)
Now suppose that 〈aj1 , bj2〉 = dσ for some −1 ≤ σ ≤ 1. From (9) we thus have
〈a⊗p/2j1 , b
⊗p/2
j2
〉 = dp/2σp/2. Recalling that |I1| = |I2| = s1/2, take ξ = η = σp/2,
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m = dp, S1 = I1, S2 = I2, x~u = (a
⊗p/2
j1
)
~u
(b
⊗p/2
j2
)
~u
, and y~v = (a
⊗p/2
j1
)
~v
(b
⊗p/2
j2
)
~v
for
all ~u,~v ∈ [d]p/2 in Lemma 3.2 and thus observe from (21) and (10) that, with high
probability in s, we have the upper bound∣∣〈a⊗pj1 , b⊗pj2 〉I1×I2∣∣ = ∣∣∣∣ ∑
(~i1,~i2)∈I1×I2
x~i1y~i2
∣∣∣∣
≤ |σp|s+ 2|σp/2|s3/4 log s+ s1/2(log s)2 .
(22)
Conversely, assuming that
(23) |σp| ≥ s−1/2(log s)2
so that (11) holds, from (21) and (12) we have, with high probability in s, the lower
bound ∣∣〈a⊗pj1 , b⊗pj2 〉I1×I2∣∣ ≥ |σp|s− 2|σp/2|s3/4 log s+ s1/2(log s)2
≥ |σp|s− 2|σp/2|s3/4 log s .
(24)
Our eventual choice of s will grow at least as fast as a root function12 of n, so by
the union bound we can assume that the upper bound (22) and the lower bound
(24) hold for all relevant j1, j2 ∈ [n] with high probability in n.
An upper bound for aggregated background correlations. Let us now fix s to be
the least integer square that satisfies13
(25) τ−2p ≤ s ≤ 2τ−2p .
Thus, from (22) with |σ| ≤ τ we have∣∣〈a⊗pj1 , b⊗pj2 〉I1×I2∣∣ ≤ 4τps(log s)2 ≤ 4τps(log n)3 ;(26)
here we assume that our eventual choice for s grows no faster than a polynomial
function of n, that is log s = O(log n) and hence log s ≤ (log n)3/2 for all large
enough n. Let us now choose a value for the upper bound U in (19). By (26)
we can select U = 8τps(log n)3 to conclude that, with high probability n, for all
k1, k2 ∈ [n¯/t] we have
(27)
∣∣∣(Aˆ>I BˆI)k1k2∣∣∣ ≤ 8τpst(log n)5
unless there is at least one pair (j1, j2) ∈ Jk1 × Jk2 with |〈aj1 , bj2〉| > τd.
Any fixed outlier correlation will be listed with probability at least 1/4 during any
fixed iteration of the algorithm. For any outlier correlation we have |σ| ≥ ρ. Let
us assume that our eventual choice of p will be such that for all large enough p we
have both
(28) ρp ≥ τp(log s)2 ≥ s−1/2(log s)2
and
(29) 2|σp/2|s3/4 log s ≤ 2|σp/2|τp/2s log s ≤ 1
2
|σp|s .
12By a root function of n we mean a function nβ for a constant 0 < β < 1.
13Observe that for all large enough positive real x the interval [x, 2x] contains at least one
integer square. Also observe that we have not yet fixed our value of p, but will do so later.
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Subject to these assumptions, we observe that (23) holds by (28) and from (24)
and (29) we have
(30)
∣∣〈a⊗pj1 , b⊗pj2 〉I1×I2 ∣∣ ≥ 12ρps .
Let us now choose a value for the lower bound L in (20). By (30) we can select
L = 12ρ
ps to conclude that any fixed (j1, j2) ∈ [n] × [n] with |〈aj1 , bj2〉| ≥ ρd is
signalled by Aˆ>I BˆI with probability at least 1/4. Recall now that our threshold
in the algorithm for marking an entry (k1, k2) ∈ [n¯/t] × [n¯/t] is
∣∣∣(Aˆ>I BˆI)k1k2 ∣∣∣ ≥
1
8ρ
ps = L/4. Thus, assuming (j1, j2) ∈ [n] × [n] is signalled by Aˆ>I BˆI , the pair
of blocks (k1, k2) ∈ [n¯/t] × [n¯/t] with (j1, j2) ∈ Jk1 × Jk2 will be marked by the
algorithm in the detection phase, and hence (j1, j2) will be listed as an outlier in
the listing phase.
With high probability in n, all outlier correlations will be listed. Since the algo-
rithm has at least (log n)2 independent iterations, and each iteration outputs any
fixed outlier correlation with probability at least 1/4, it follows that this fixed out-
lier correlation is output with high probability in n. Taking the union bound over
the at most q ≤ n2 outlier correlations, every outlier correlation is listed with high
probability in n. Observe that this is unaffected by the padding of input data.
With high probability in n, at most q pairs of blocks will be marked. It remains
to complete the parameterization of the algorithm so that at most q pairs of blocks
(k1, k2) ∈ [n¯/t] × [n¯/t] will be marked with high probability in n. Recall that
there are at most q pairs (j1, j2) ∈ [n] × [n] with |〈aj1 , bj2〉| > τd. Thus, recalling
(27) and our marking threshold 18ρ
ps, it suffices to set up the parameters so that
8τpst(log n)5 < 18ρ
ps . For example, we can select the unique even integer p with
log t+ 5 log log n+ log 128
log(ρ/τ)
≤ p < log t+ 5 log log n+ log 128
log(ρ/τ)
+ 2 .(31)
From (25) and (31) we thus have
t
2 log(1/τ)
log(ρ/τ) (128 log n)
10 log(1/τ)
log(ρ/τ) ≤ s < 2t 2 log(1/τ)log(ρ/τ) (128 log n) 10 log(1/τ)log(ρ/τ) τ−4 .(32)
Now recall from (17) that nγ ≤ t < 2nγ and observe that
1 ≤ log(1/τ)
log(ρ/τ)
=
1
1− logτ ρ
≤ ∆ .
Thus, from (32) we get
n2γ(128 log n)10 ≤ s < 21+2∆n2∆γ(128 log n)10∆τ−4 .(33)
Since ∆ ≥ 1 and 0 < γ < 1 are constants, and recalling our assumption τ ≥ n−Θ(1),
both s and t grow at least as fast as a root function of n and at most as fast as a
polynomial function of n. Thus, high probabilities in s and t are high probabilities
in n, and vice versa. It remains to justify our assumptions (28) and (29). To
establish (28), observe that (31) and t ≥ nγ imply (ρ/τ)p ≥ nγ . Furthermore,
(33) and τ ≥ n−Θ(1) imply (log s)2 = O((log n)2). Thus, (28) holds by (25). To
establish (29), recall that |σ| ≥ ρ and hence it suffices to establish (ρ/τ)p/2 ≥ 4 log s.
The reasoning is similar to what we used to establish (28). This completes the
correctness proof.
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4.4. Analysis (running time). We recall Theorem 1.7:
Theorem 1.7 (Main). For all constants 0 < γ < 1 and ∆ ≥ 1, the Outlier Cor-
relations problem for Boolean inputs admits a randomized algorithm that runs in
time
(2) O˜
(
nmax {1−γ+M(∆γ,γ),M(1−γ,2∆γ)}τ−4
)
for approximate detection and subsequent O˜
(
qdn2γ
)
time for exact listing of all the
outliers, w.h.p. The running time bounds hold uniformly for all n−Θ(1) ≤ τ < ρ < 1
with logτ ρ ≤ 1−∆−1.
Proof. From (33) and (17) we have s = O˜(n2∆γτ−4) and t = Θ(nγ). The matrices
AˆI and BˆI are computed with n¯/tmatrix multiplications, each with outer dimension
s1/2 = O˜(n∆γτ−2) and inner dimension t = Θ(nγ). The exponent of running time
for computing the matrices AˆI and BˆI from the input A and B is thus
1− γ +M(∆γ − 2 logn τ, γ) ≤ 1− γ +M(∆γ, γ)− 4 logn τ .
The matrix product Aˆ>I BˆI has outer dimension n¯/t and inner dimension s. Thus,
the exponent of running time for multiplying Aˆ>I and BˆI is
M(1− γ, 2∆γ − 4 logn τ) ≤M(1− γ, 2∆γ)− 4 logn τ .
The running time (2) for approximate detection in Theorem 1.7 thus follows. (In-
deed, the O˜(·)-notation subsumes the polylogarithmic factors resulting from iterat-
ing the algorithm.)
To obtain the the running time for listing, by the analysis in §4.3 at most q
entries of Aˆ>I BˆI are marked with high probability in n. Each marked entry induces
a computation of t2 = Θ(n2γ) inner products of dimension d, which results in the
claimed running time O˜(qdn2γ). This completes the proof of Theorem 1.7. 
5. Corollaries
This section proves the corollaries in §1 and §2.
5.1. Proof of Corollary 1.8. We recall Corollary 1.8:
Corollary 1.8. For all constants 0 < τ < ρ < 1, the Outlier Correla-
tions problem for Boolean inputs admits a randomized algorithm that runs in time
O˜
(
n
2ω
3−logτ ρ
)
for approximate detection and subsequent O˜
(
qdn
2(1−logτ ρ)
3−logτ ρ
)
time for
exact listing of all the outliers, w.h.p.
Proof. Let us recall the following basic property of matrix multiplication exponents.
We have
(34) M(µ, ν) ≤
{
(ω − 1)µ+ ν if µ ≤ ν;
2µ+ (ω − 2)ν if µ > ν.
Let us now parameterize Theorem 1.7 to obtain Corollary 1.8. Let us take γ =
1
2∆+1 . In this case we have 1− γ = 2∆γ . Recall the two terms in the maximum in
(2). Since ∆ ≥ 1, from (34) we have that the first term of the maximum in (2) is
bounded by
(35) 1− γ +M(∆γ, γ) ≤ 4∆− 2 + ω
2∆ + 1
.
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The second term of the maximum in (2) is
(36) M(1− γ, 2∆γ) = 2∆ω
2∆ + 1
.
In particular, for 2 ≤ ω ≤ 3 and ∆ ≥ 1 we observe that 2∆ω ≥ 4∆ − 2 + ω,
thus (36) dominates (35). Let us take ∆ = 11−logτ ρ and observe that (36) sim-
plifies to 2ω3−logτ ρ . This establishes the running time for approximate detection in
Corollary 1.8. The running time for listing is immediate by our choice of γ. 
5.2. Proof of Corollary 1.9. We recall Corollary 1.9:
Corollary 1.9. For all constants 0 < τ < ρ < 1, the Outlier Correla-
tions problem for Boolean inputs admits a randomized algorithm that runs in time
O˜
(
n
4
2+α(1−logτ ρ)
)
for approximate detection and subsequent O˜
(
qdn
2α(1−logτ ρ)
2+α(1−logτ ρ)
)
time for exact listing of all the outliers, w.h.p.
Proof. Let us take γ = α2∆+α , where 0.30298 < α ≤ 1 is the exponent for rectan-
gular matrix multiplication [33], and recall that ω ≤ 3−α. In particular, from (34)
and ∆ ≥ 1 we thus have
1− γ +M(∆γ, γ) ≤ 1− α
2∆ + α
+
2α∆
2∆ + α
+
(ω − 2)α
2∆ + α
=
2∆ + α− α+ α(2∆ + ω − 2)
2∆ + α
=
2∆(α+ 1) + α(ω − 2)
2∆ + α
≤ 2∆(α+ 1) + α(1− α)
2∆ + α
≤ 4∆
2∆ + α
.
(37)
Furthermore, by definition of α and our choice of γ, we have
M(1− γ, 2∆γ) = M
(
2∆
2∆ + α
,
2∆α
2∆ + α
)
=
4∆
2∆ + α
.(38)
Thus (38) dominates (37). Simplifying (38), we obtain 4
2+α
(
1−logτ ρ
) . This estab-
lishes the running time for approximate detection in Corollary 1.9. The running
time for listing is immediate by our choice of γ. 
5.3. Proof of Corollary 2.2. We recall Corollary 2.2:
Corollary 2.2. For all constants 0 <  < ω/3, the Light Bulb problem admits
a randomized algorithm that for all d ≥ 5ρ− 4ω9 − 23 log n runs in time
(3) O˜
(
n
2ω
3 +ρ−
8ω
9 − 43
)
and finds the planted pair of vectors, with probability 1 − o(1). The running time
bound holds uniformly for all n−Θ(1) < ρ < 1.
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Proof. Fix a constant 0 <  < ω/3 and let n−Θ(1) < ρ < 1 be given. With the
objective of eventually applying Theorem 1.7, let us begin by selecting a suitable
value of τ . First, we want a small enough 0 < δ < 1 so that
2ω
3− δ ≤
2ω
3
+  ,
or equivalently,
(39) δ ≤ 9
2ω + 3
=
9
2ω/+ 3
.
To obtain logτ ρ ≤ δ, let us take τ = ρ1/δ. Because 0 < δ < 1 and 0 < ρ < 1, we
have τ < ρ. Let us now check that for all large enough d, all the inner products
between pairs of vectors in the input, except for the planted pair, are at most τd
in absolute value with probability 1− o(1). For d ≥ 5ρ−2/δ log n it follows from the
Hoeffding bound (6) and the union bound that with probability 1−o(1) all of the at
most n2 pairs of vectors that have at least one independent uniform random vector
in the pair have inner product at most τd in absolute value. Indeed, as n→∞ we
have
2n2 exp
(
−2(τd)
2
4d
)
= 2n2 exp
(
−τ
2d
2
)
≤ 2n2 exp
(
−5
2
log n
)
→ 0 .
It remains to find the planted pair with inner product at least ρd in absolute value.
Let us apply the approximate detection algorithm in Theorem 1.7. To parameterize
the algorithm, take ∆ = 1/(1− δ) and γ = 1/(2∆ + 1). Observe in particular that
both ∆ and γ depend only on the constants δ and , and do not depend on ρ or
τ . Mimic the analysis in the proof of Corollary 1.8 to obtain from (2) the running
time bound
(40) O˜(n2ω/3+τ−4) .
Observe furthermore that within the same time bound (40) we can run the approxi-
mate detection algorithm recursively O(log log n) times on the pair of blocks marked
by the algorithm to find the planted pair, w.h.p. We obtain (3) by combining (40)
with τ = ρ1/δ and (39). 
5.4. Proof of Corollary 2.4. We recall Corollary 2.4:
Corollary 2.4. For all constants 0 <  < ω/3, the Parity with Noise problem
admits a randomized algorithm that uses
(4) d ≥ (2k + 3) · |1− 2η|− 4ω9 − 23 log n
examples, runs in time
(5) O˜
(
n
ω+
3 k · |1− 2η|− 8ω9 − 43 ) ,
for all sufficiently large k, and finds the support of the parity function, with prob-
ability at least 1− o(1). The running time bound holds uniformly for all n−Θ(1) <
|1− 2η| < 1.
Proof. This proof relies on a split-and-list idea outlined by [55, p. 32]; we present
a proof here for completeness of exposition.
Let us start by setting up some notation. For a subset A ⊆ [n] and a vector
(x1, x2, . . . , xn) ∈ {−1, 1}n, let us write xA =
∏
`∈A x`. (For the empty set, define
x∅ = 1.) Observe that for all A,B ⊆ [n] it holds that xAxB = xA⊕B , where
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A ⊕ B = (A \ B) ∪ (B \ A) is the symmetric difference of A and B. Let us write(
[n]
k
)
for the set of all k-subsets of [n].
Fix a constant 0 <  < ω/3. Select a corresponding constant 0 < δ < 1 so that
(39) holds. Let 0 < η < 1 be the given noise rate with n−Θ(1) < |1− 2η| < 1. Let
S ⊆ [n] be the support of the parity function, |S| = k ≥ 2. Our task is to determine
S by drawing examples. Let us draw d examples (x, y) ∈ {−1, 1}d × {−1, 1}. (We
will fix a lower bound for d in what follows.) Recall that each label y in an example
has the structure y = zxS , where z ∈ {−1, 1} independently with Pr(z = −1) = η.
Define a collection of
(
n
bk/2c
)
+
(
n
dk/2e
) ≤ 2n(k+1)/2 vectors of dimension d as
follows. First, for each J1 ∈
(
n
bk/2c
)
, construct the vector aJ1 whose entries are the
values xJ1 , where x ranges over the d examples (x, y) that we have drawn. Second,
for each J2 ∈
(
n
dk/2e
)
, construct the vector bJ2 whose entries are the values xJ2y,
where x and y range over the d examples (x, y) that we have drawn.
Let us write Bin±1(d, β) for the sum of d random variables, each independently
taking values in {−1, 1} such that β is the probability of taking the value −1.
Let us study the inner products between the vectors in our collection. We will
use the notation “
∑
(x,y)” to indicate a sum over the d examples (x, y) that we have
drawn. Observe that for all J1, J
′
1 ∈
(
n
bk/2c
)
we have
(41) 〈aJ1 , aJ′1〉 =
∑
(x,y)
xJ1xJ′1 =
∑
(x,y)
xJ1⊕J′1 .
Similarly, for all J2, J
′
2 ∈
(
n
dk/2e
)
we have
(42) 〈bJ2 , bJ′2〉 =
∑
(x,y)
xJ2yxJ′2y =
∑
(x,y)
xJ2⊕J′2 .
Finally, for all J1 ∈
(
n
bk/2c
)
and J2 ∈
(
n
dk/2e
)
we have
〈aJ1 , bJ2〉 =
∑
(x,y)
xJ1xJ2y =
∑
(x,y)
xJ1xJ2xSz =
∑
(x,y)
xJ1⊕J2⊕Sz .(43)
Recalling that the vector x in each example is an independent uniform random
vector in {−1, 1}n, we observe14 from (41), (42), and (43) that each of the following
inner products has distribution Bin±1(d, 1/2): (i) 〈aJ1 , aJ′1〉 for distinct J1, J ′1, (ii)〈bJ2 , bJ′2〉 for distinct J2, J ′2, and (iii) 〈aJ1 , bJ2〉 for all J1, J2 with J1 ⊕ J2 6= S.
Furthermore, all the remaining inner products between distinct vectors in our
collection, that is, 〈aJ1 , bJ2〉 for all J1, J2 with J1 ⊕ J2 = S, have distribution
Bin±1(d, η). This difference between distributions enables us to detect a pair J1, J2
with J1 ⊕ J2 = S and hence the set S.
Take ρ = |1 − 2η| and observe that n−Θ(1) < ρ < 1. Let us take τ = ρ1/δ.
Because 0 < δ < 1 and 0 < ρ < 1, we have τ < ρ. Furthermore, logτ ρ ≤ δ. For
(44) d ≥ (2k + 3)ρ−2/δ log n
it follows from the Hoeffding bound (6) and the union bound that with probability
1−o(1) all of the at most 2nk+1 inner products with distribution Bin±1(d, 1/2) are
14Indeed, for all nonempty K ⊆ [n], the random variables ∑(x,y) xK and ∑(x,y) xKz have
distribution Bin±1(d, 1/2). For the symmetric difference it holds that K1 ⊕K2 = ∅ if and only if
K1 = K2.
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at most τd in absolute value. Indeed, as n→∞ we have
4nk+1 exp
(
−2(τd)
2
4d
)
= 4nk+1 exp
(
−τ
2d
2
)
≤ 4nk+1 exp
(
−2k + 3
2
log n
)
= 4n−1/2 → 0 .
(45)
Observe that the expectation of Bin±1(d, η) is (1 − 2η)d and that the absolute
value of the expectation is ρd. For η ≥ 1/2 (respectively, for η ≤ 1/2) the proba-
bility that Bin±1(d, η) is at most (respectively, at least) its expectation is at least
1/4 [21, Theorem 1 and Corollary 3].
We want to consider two events over the d examples drawn: (a) that the absolute
value of at least one inner product with distribution Bin±1(d, η) is at least ρd, and
(b) all of the at most 2nk+1 inner products with distribution Bin±1(d, 1/2) are at
most τd. By above, (a) occurs with at least probability 1/4, and, by (45), (b)
occurs with probability 1− o(1).
Let us apply the approximate detection algorithm in Theorem 1.7. To parame-
terize the algorithm, take ∆ = 1/(1− δ) and γ = 1/(2∆ + 1). Observe in particular
that both ∆ and γ depend only on the constants δ and , and do not depend on
ρ or τ . Mimic the analysis in the proof of Corollary 1.8 to obtain from (2) for all
large enough k the running time bound
(46) O˜(n(ω+)k/3τ−4) .
Observe furthermore that within the same time bound (46) we can run the approx-
imate detection algorithm recursively O(log log n) times on any one pair of blocks
marked by the algorithm to find at least one inner product 〈aJ1 , bJ2〉 with absolute
value at least ρd, and hence the set S = J1⊕ J2 with probability 1− o(1). Here we
have of course conditioned on both events (a) and (b) above.
The time bound also allows us to increase the odds of success to 1 − o(1) by
performing O(log log n) repetitions of the approximate detection algorithm, each
time with new d examples. Indeed, since the input is stochastic in nature, we have
that (a) fails at most at probability (3/4)log logn. Likewise, from (45), we have the
bound O(n−1/2) on the failure probability of (b). Hence, by the union bound, the
total probability of input that causes the approximate detection algorithm to fail is
bounded by (3/4)log logn + log logn
n−1/2 → 0, so the input enables us to correctly detect
the parity with probability 1−o(1). It should also be noted that due to randomness
in the approximate detection algorithm itself, the algorithm also succeeds with
probability 1− o(1).
We obtain (5) by combining (46) with τ = ρ1/δ and (39). Similarly, we obtain
(4) by combining (44) with (39). 
5.5. Proof of Theorem 2.5. We recall Theorem 2.5:
Theorem 2.5 (Main, Two-level). For all constants 0 < γ, κ < 1 and ∆ ≥ 1, the
Outlier Correlations problem for Boolean inputs admits a randomized algo-
rithm that runs in time
O˜
(
nmax {1−γ+M(∆γ,γ),M(1−γ,2∆γ)}τ−4
)
for approximate detection and subsequent
O˜
(
qnγmax {1−κ+M(∆κ,κ),M(1−κ,2∆κ)}τ−4 + qdn2γκ
)
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time for exact listing of all the outliers, w.h.p. The running time bounds hold
uniformly for all n−Θ(1) ≤ τ < ρ < 1 with logτ ρ ≤ 1−∆−1.
Proof. The proof is otherwise identical to the proof of Theorem 1.7 in §4, with
the exception that we modify the listing phase as follows. For each of the at
most n2 pairs of blocks k1, k2 ∈ [n¯/t] marked by the detection algorithm, we run
the detection algorithm again, with parameter κ replacing the parameter γ, and
using the same value for the parameter ∆. Indeed, each signalled pair of blocks
can be viewed as an input of size nγ and dimension d. From these inputs we
obtain as output at most q pairs of blocks, each of size nγκ. Finally, we run
the listing algorithm for these at most q blocks. The running time and success
probability follow immediately from Theorem 1.7 and the observation that the
number of recursive invocations on inputs of size nγ is at most q ≤ n2, so by the
union bound the conclusion holds w.h.p. in n. 
5.6. Proof of Corollary 2.6. We recall Corollary 2.6:
Corollary 2.6. For all constants 0 < τ < ρ < 1, the Outlier Correlations
problem for Boolean inputs admits a randomized algorithm that runs in time
O˜
(
n
2ω
3−logτ ρ
)
for approximate detection and subsequent
O˜
(
qn
2ω(1−logτ ρ)
(3−logτ ρ)2 + qdn
2(1−logτ ρ)2
(3−logτ ρ)2
)
time for exact listing of all the outliers, w.h.p.
Proof. Analogous to Corollary 1.8, take γ = κ = 1/(2∆ + 1). 
5.7. Proof of Corollary 2.7. We recall Corollary 2.7:
Corollary 2.7. For all constants 0 < τ < ρ < 1, the Outlier Correlations
problem for Boolean inputs admits a randomized algorithm that runs in time
O˜
(
n
4
2+α(1−logτ ρ)
)
for approximate detection and subsequent
O˜
(
qn
4α(1−logτ ρ)
(2+α(1−logτ ρ))2 + qdn
2α2(1−logτ ρ)2
(2+α(1−logτ ρ))2
)
time for exact listing of all the outliers, w.h.p.
Proof. Analogous to Corollary 1.9, take γ = κ = α/(2∆ + α). 
6. A Lower Bound via Orthogonal Vectors
This section presents a local transformation from the orthogonal vectors problem
(cf. [1, 62]) to Bichromatic Outlier Correlations. We present this transfor-
mation for completeness of exposition only and remark that it has been superseded
by recent results of Ahle, Pagh, Razenshteyn, and Silvestri [3, Theorem 2]. First,
let us recall the orthogonal vectors problem:
Problem 6.1 (Orthogonal Vectors). Given as input a set of n vectors with
dimension d and entries in {0, 1}, decide whether there is an orthogonal pair of
vectors over the integers.
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The sparsification lemma of Impagliazzo, Paturi, and Zane [26] and a lemma of
Williams [61] yield the following conditional hardness result (cf. [62, Lemma A.1])
for Orthogonal Vectors:
Lemma 6.2 (Williams [61]). Suppose there exists a constant δ > 0 and a ran-
domized algorithm that for all constants c ≥ 1 solves the Orthogonal Vectors
problem with d ≤ c log n in time O(n2−δ), w.h.p. Then, the Strong Exponential
Time Hypothesis is false.
The Orthogonal Vectors Conjecture (OVC) states that the algorithm assumed
in Lemma 6.2 does not exist (cf. [1, 62]). Lemma 6.2 together with the following
local transformation shows that Bichromatic Outlier Correlations cannot
be solved in subquadratic time for inputs with logτ ρ arbitrarily close to 1 unless
OVC and subsequently SETH are false:
Lemma 6.3. Suppose that there exists a constant δ > 0 and a randomized algorithm
that for all constants c ≥ 1 solves the Bichromatic Outlier Correlations
problem for Boolean inputs with d ≤ c log n and |ρ − τ | ≤ 2/d in time O(n2−δ),
w.h.p. Then, there exists a constant δ′ > 0 and a randomized algorithm that for all
constants c′ ≥ 1 solves the Orthogonal Vectors problem with d′ ≤ c′ log n in
time O(n2−δ
′
), w.h.p.
Proof. Without loss of generality we may work with a bichromatic version of Or-
togonal Vectors where our input is a pair of matrices S, T ∈ {0, 1}d′×n. We
transform the matrices S, T into a pair of matrices A,B ∈ {−1, 1}(4d′+1)×n such
that for all j1, j2 ∈ [n] it holds that |〈aj1 , bj2〉| is above a threshold value if and only
if 〈sj1 , tj2〉 = 0.
The local transformation is given by a function h : {0, 1}2 → Z that decomposes
into two functions u, v : {0, 1} → {−1, 1}k such that h(x, y) = 〈u(x), v(y)〉 with
h(0, 0) = h(1, 0) = h(0, 1) = k1 for some integer k1 > 0, and h(1, 1) = k2 for some
integer k2 < 0. One such pair of functions with k = 4, k1 = 2, and k2 = −2 is the
following:
u(x) =
[
1 1− 2x 1 1− 2x]> ,
v(y) =
[
1 1 1− 2y 2y − 1]> .
Apply the function u (respectively, the function v) to each element of S (respec-
tively, T ) to produce a matrix A (respectively, B) of size 4d′ × n. Finally, append
one full row of 1-entries to both matrices A and B.
The matrices A and B yield a {−1, 1}-valued input to Outlier Correla-
tions with the following parameters: the number of vectors is n, the dimension is
d = 4d′ + 1, the outlier parameter is ρ = (2d′ + 1)/(4d′ + 1), and the background
parameter τ = (2d′−1)/(4d′+1). In particular, we observe that the inner products
〈aj1 , bj2〉 lie in the interval [−2d′ + 1, 2d′ + 1], and we have |〈aj1 , bj2〉| ≥ ρ(4d′ + 1)
if and only if 〈sj1 , tj2〉 = 0. Furthermore, without loss of generality we may assume
that the instance A,B has at most q = O(n2−η) outlier pairs for a constant η > 0.
Indeed, we may test uniformly at random n1.1η pairs of vectors for outlier pairs.
If we find an outlier pair, we are done; otherwise we can conclude that w.h.p. in
n the instance has at most q outlier pairs. In the latter case we run the assumed
algorithm for Outlier Correlations to find a pair if it exists. Observe that for
our choice of ρ, τ we have |ρ− τ | = 2/(4d′ + 1) = 2/d. 
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Remark 6.4. We can replace the assumption |ρ− τ | ≤ 2/d in Lemma 6.3 with
logτ ρ ≥
log 2d
′+1
4d′+1
log 2d
′−1
4d′+1
= 1− log
(
1 + 4d−3
)
log
(
2 + 6d−3
) = 1−Θ(1/d) .
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