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SUMMARY
To utilize a single atom as a quantum bit for a quantum computer requires exquisite
control over the internal and external degrees of freedom. This thesis develops techniques
for controlling the external degrees of freedom of individual atoms. In the first part of
this thesis, individual atoms are trapped and detected non-destructively by the addition of
cooling beams in an optical lattice. This non-destructive imaging technique led to atomic
storage times of two minutes in an optical lattice. The second part of thesis incorporated
the individual atoms into a high finesse cavity. Inside this optical cavity, atoms are cooled




The interaction of a single dipole with a monochromatic radiation field presents
an important theoretical problem in electrodynamics. It is an unrealistic prob-
lem in the sense that experiments are not done with single atoms or single-mode
fields [1].
This quote is from the book, “Optical Resonance in Two-Level Atoms,” by Allen and Eberly,
published in 1975. What was unrealistic to consider, namely experiments with single atoms
and single photons, is now the focus of experiments are carried out regularly in a handful
of laboratories around the world.
The principle technical advances that have been developed in the intervening years are
the development of laser cooling and trapping of atoms and the advances in optical cavity
technology. Laser cooling offers the scientist sources of cold atoms, even at the single atom
level.
Since the introduction of laser cooling in 1975 [2, 3], applications and development of
these techniques continues to expand. A hallmark result of laser cooling and trapping
was the achievement of a Bose-Einstein condensate (BEC) of alkali atoms [4]. This new
form of matter was predicted by Bose and Einstein in 1925 and took 70 years produce
experimentally.
The importance of the laser cooling to physics has been recognized by the Nobel Prize
committee three times in the last decade. In 1997, the Nobel prize was awarded to Chu,
Cohen-Tannoudji, and Phillips, with the citation: “for development of methods to cool and
trap atoms with laser light” [5, 6, 7]. In 2001, the Nobel prize was awarded to Cornell,
Ketterle, and Wieman. Their citation is: “for the achievement of Bose-Einstein conden-
sation in dilute gases of alkali atoms, and for early fundamental studies of the properties
of the condensates” [8, 9]. Finally in 2005, Glauber, Hall and Hänsch shared the Nobel
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Prize. Glauber’s pioneering work in quantum optics was cited: “for his contribution to the
quantum theory of optical coherence.” Hall and Hänsch were awarded the prize “for their
contributions to the development of laser-based precision spectroscopy including the optical
frequency comb technique.”
Using the techniques of laser cooling, it is now possible to study experimentally one of
the most fundamental paradigms in quantum optics: the interaction of single atoms and
single photons. Besides providing an important test bed for quantum optics, this system
has important applications in quantum information processing.
1.1 Quantum Computing
A remarkably consistent advance in computing power was noticed by one of the co-founders
of Intel, Gordon Moore, in 1965. Moore observed that approximately every 18 months the
number of transistors placed on an integrated chip doubled. Moore’s Law, as it has come
to be known, has been a good prediction of the increase in computing power over the last
40 years. These advances have been due to the miniaturization of transistors, which allows
increased number and density of components that can be placed on integrated circuits. If
chips to continue to evolve at this rate, transistors will reach the scale of individual atoms
by 2020, and their quantum nature must be addressed before this point.
Even with the power of modern classical computers, there are still problems which they
solve inefficiently. Particularly, there are classes of computer problems in which no algo-
rithm is known to solve the problem in polynomial time. For this reason these problems
are known as NP (Non-Polynomial). For certain NP problems, namely factoring large num-
bers, a quantum computer can solve these problems faster than a classical computer. The
possibility of increased performance has sparked the development of quantum information
and computing over the last decade.
A successful implementation of a quantum computer will require unprecedented control
over quantum systems. Construction of a quantum computer will require the ability to
engineer large entangled states, manage decoherences, and exercies control over individual
quanta.
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1.2 Quantum Computing History
Modern quantum information and computing was greatly influenced by one of the 20th
century most famous physicists, Richard Feynman. Feynman, while attempting to simulate
quantum systems with his classical computer, noticed the difficulty of these problems. In
1982, Feynman suggested building a computer that worked with the principals of quantum
mechanics to simulate quantum systems [10]. David Deutsch advanced quantum computing
by developing the idea of a universal quantum computer that operated using quantum gates
and capable of simulating quantum systems [11].
Until the development of quantum algorithms, it was unsure whether there were prob-
lems that a quantum computer could solve faster than a classical one. The most famous
quantum algorithm to-date was developed by Peter Shor at Bells labs in 1994 [12]. This
algorithm solved the important problem of factoring large numbers into prime factors. For
a classical computer this is a difficult, or NP problem. Shor’s algorithm factorizes num-
bers exponentially faster than any known classical algorithm and with this algorithm Shor
showed that there are important problems that can be solved with a quantum computer
that are impossible with a classical computer. Factoring is such a difficult problem for a
classical computer that many current cryptography schemes, such as the commonly used
RSA encryption, are based on the difficulty in factoring large numbers [13]. Hence, the pos-
sibility of decrypting information gave quantum computing an application that is important
to commercial banking and national security.
Another important quantum algorithm was developed by Lov Grover, who addressed the
problem of searching in an unordered database. Classically this search takes on the order
of N operations for a database of N items. Using a quantum computer and a quantum
algorithm, Grover showed that search can be performed in only
√
N operations [14].
With the development of quantum algorithms scientists began to look for physical sys-
tems to implement these algorithms. In 1995, Two atomic physics theorists, Peter Zoller
and Ignacio Cirac, published a seminal paper entitled “Quantum Computation with Cold
Trapped Ions,” which suggested building a quantum computer using trapped ion qubits [15].
Since Cirac and Zoller’s paper in 1995, many of the first steps required to build a
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quantum computer have been demonstrated in ion traps. To highlight just a few of the many
results of the group of Dave Wineland at NIST boulder has implemented a C-NOT gate [16]
and deterministic generation of entanglement between two trapped ions [17]. Additionally,
they have been able to teleport the quantum information from one trapped ion to another,
implementing a quantum teleportation protocol [18]. Rainer Blatt’s group at the University
of Innsbruck has created a quantum byte by deterministically entangling 8 calcium ions [19],
and also independently implemented quantum teleportation [20]. Chris Monroe’s group
at the University of Michigan has implemented Grover’s search algorithm [21] and has
demonstrated entanglements between trapped ions and photons [22]. Thanks to the initial
success of ion trap quantum computers, large scale implementation of ion trap quantum
computer is currently being developed [23], though scaling an ion trap computer from 8 to
100s of ions required to do quantum error correction still remains a challenging technical
problem.
Trapped ions are just one physical implementation of a quantum computer currently
being actively investigated. A review of the state of quantum information and quantum
computing can be found at the Quantum Information Science and Technology Roadmap
website hosted by Los Alamos labs1 [24]. The breadth of this document speaks to the diverse
research directions that scientists and engineers have developed in the pursuit of quantum
information. Trapped neutral atoms, trapped ions, nuclear magnetic resonance (NMR),
cavity quantum electro-dynamics (QED) with neutral atoms and ions, optical quantum
computation, solid state (quantum dots), and superconducting systems have all been pro-
posed as possible quantum computers. Information on these developing technologies can be
found in the references in the roadmap [24]. Additionally, new journals have been created,
such as the journal Quantum Information and Computation, where scientists from diverse
fields interact as they strive to develop a quantum computer.
1http://qist.lanl.gov/qcomp_map.shtml
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1.3 Quantum Computing Requirements
In 2000, David DiVincenzo articulated a set of basic requirements that any physical re-
alization of a quantum computer must satisfy [25]. These requirements, known as the
DiVincenzo requirements, have guided scientists developing quantum computation. These
five requirements are presented here as a brief an introduction to quantum information.
1. A scalable physical system with well characterized qubits.
A classical bit has two states, 0 and 1. Similarly a quantum bit, or qubit, is a two
state quantum system, described in general by,
|ψ〉 = α|0〉 + β|1〉 , (1.1)
where α and β are complex amplitudes that are normalized with the following condi-
tion,
|α|2 + |β|2 = 1 . (1.2)
Two qubits can become entangled, which means their wave function can not be fac-
tored into a product state. A general state is represented by,
|ψ〉 = α|00〉 + β|11〉 + γ|10〉 + δ|01〉 . (1.3)
In general, if there are n entangled qubits we can represent 2n values in the qubit. If
we have 300 qubits, this number, 2300, is larger than the number of particles in the
universe. Thus an enormous amount of information can be represented by a small
number of qubits.
2. The ability to initialize the state of the qubits.
In all computing, classical and quantum, it is necessary to prepare the register before
a computation starts. This requires a method to initialize the qubit’s state determin-
istically.
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3. Long relevant decoherence times, much longer than the gate operation
time.
Every quantum system that is in contact with the environment experiences a loss
of coherence on a time scale known as the decoherence time. This arises from the
undesired, irreversible coupling between the quantum system and the reservoir of
modes of the environment. To observe coherent quantum dynamics, the relevant
quantum operations must occur faster than the decoherences.
4. A “universal” quantum gate.
In classical computation, there are a number of different operations. Some examples
are OR, AND, NOT, and XOR logic gates. All of these gates can be constructed from
NAND gates, making this gate universal.
The operations performed by a quantum computer are also called gates. These gates
are unitary operations that operate on one or two qubits. In classical computing, an




A quantum version of this gate, the quantum NOT gate, obeys the same truth table
with 1 replaced by the state |1〉 and likewise 0 by |0〉. The quantum NOT gates is an
example of a single qubit quantum gates and is defined by a simple 2 × 2 matrix,










The second type of quantum gates required for computation are two-qubit gates.
The most widely discussed universal gate in quantum computing is the controlled-
note (CNOT) gate [26]. This gate has two inputs; a control qubit and a target qubit.
Depending on the state of the control bit, the target qubit is flipped. The truth table


















1 0 0 0
0 1 0 0
0 0 0 1











5. A qubit-specific measurement capability. Another fundamental part of the
quantum computer is the ability to read out the final state. This requires the ca-
pability to measure the state of an individual qubit without effecting other qubits.
The quantum efficiency of the measurements does not need to be unity, but in general
if the efficiency is q, then the measurement must be repeated 1/q times to build up
enough statistics to produce a statistically valid outcome.
DiVincenzo added two more criteria that a quantum computer must possess relating to
quantum communication and quantum key distribution (QKD):
1. The ability to inter-convert stationary and flying qubits.
2. The ability to faithfully transmit flying qubits between specific locations.
A flying qubit is a term for a qubit that can travel between stationary qubits and carry
quantum information. Most proposals for long distance quantum communication suggest
encoding the quantum information in the polarization or the spatial wave function of photon.
Photons are natural choice because of fiber optic technology and the existing fiber optic
communication networks.
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1.4 Cavity QED at Georgia Tech
The initial cavity QED experiments at Georgia Tech were constructed by Jacob Sauer,
beginning in the summer of 2002 and I joined Jacob in the fall 2002. The interaction of
transported atoms with the cavity was first observed in March of 2003. This first generation
experiment developed a deterministic technique to transport atoms into an optical cavity by
employing an optical trap. This was the first demonstration of deterministically delivered
atoms to a high finesse cavity [27]. Although these initial experiments demonstrated the
ability to deterministically load atoms into the cavity, much work remained before the
system could be used for quantum information. Namely, improvements in the optical trap
performance and the locking of the cavity needed to be developed.
The goal of this thesis is to advance the state of the art in experimental cavity QED
research. This thesis develops experimental techniques to trap single atoms in a magneto-
optical trap and an optical trap. Using the optical trap, this single atom is delivered to the
cavity where the atom is non-destructively detected, cooled and stored for up-to 10 seconds.
This trapped atom on demand in an optical cavity is an excellent starting point for quantum
information experiments and the evolution of this cavity QED system is described in the
following chapters.
1.5 Organization of This Thesis
This thesis is detailed over six additional chapters. Chapter 2 focuses on the theoret-
ical background of trapping atoms in magneto-optical and purely optical traps. Chap-
ter 3 presents the fundamentals of cavity physics and a brief introduction to the Jaynes-
Cummings Hamiltonian and cavity QED. Chapter 4 details the experimental apparatus.
The next two chapters, Chapters 5 and 6, present the results of atom trapping experi-
ments and the implementation of a cavity QED system. In these chapters, techniques are
presented to trap and detect single atoms in the MOT and in an optical trap. Finally,




To date, three basic techniques have been developed to trap neutral atoms. They are, the
Magneto-Optical Trap (MOT), the optical dipole trap and the magnetic trap. This chapter
describes the theoretical background of the MOT and the optical dipole trap.
2.1 Magneto Optical Trap
The MOT is the workhorse of atomic physics and is the beginning stage of many modern
atomic physics experiments. The MOT is used as a robust source of laser cooled atoms. The
availability of single frequency tunable dye lasers near the sodium D2 line helped sodium to
become the first MOT built in 1987 [28]. Sodium was the natural choice for the first trap
because of the availability of single frequency tunable dye lasers near the sodium D2 line.
With the development of the titanium sapphire laser and diode lasers, MOTs now span the
periodic table, with MOTs being constructed from all the other alkali elements (Li, Rb, Cs
and Fr), many alkali earth elements (Ca, Sr, Ra), the nobel gases (He, Ar, Kr, Xe) and
even some other elements (Cr, Yb, Ag, Hg, Er, Cd).
A typical MOT has anywhere between a single atom to 109 atoms of laser cooled atoms.
The Doppler temperature is an equilibrium condition; for typical alkali atoms, this temper-
ature is on the order of 100 µK. For 87Rb, the Doppler temperature is 146 µK, and with
sub-Doppler cooling it is possible to get temperatures as lows as 1-10 µK.
2.2 Optical Molasses
Optical molasses is an experimental technique used to laser cool atoms. The optical molasses
cools atoms by a momentum transfer from the atom to photons scattered from laser beams
that are detuned from atomic resonance. The first optical molasses trapped sodium atoms
and was constructed at Bell Labs in 1985 [29].
To develop the theory of the optical molasses, consider a laser of frequency ω incident
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on a two-level atom with a transition frequency, ω0. In the absence of frequency shifts due
to the Doppler and Zeeman shifts, the spontaneous force experienced by the atom is [30],
Fsp = ~k
s0γ/2
1 + s0 + (2δ/γ)2
, (2.1)
where k = 2π/λ is the laser’s wave vector, s0 = I/Is is the on-resonance saturation pa-
rameter, γ is the linewidth of the atomic transition and δ = ω − ω0 is the detuning of the
laser’s frequency from the atom’s resonance frequency. Since the atoms are not at rest they
experience a Doppler shift which add an effective detuning. If the atom is subject to two
counter propagating laser beams, one in the +k direction and the other in the −k direction





1 + s0 + (2δ±/γ)2
(2.2)
and the detuning δ± is
δ± = δ ∓ ~k · ~v (2.3)
where the velocity dependent part of the detuning, ωD = −k · ~v, is the Doppler shift.
The sum of the forces around v = 0 can be approximated as a linear function with
respect to velocity as shown in Figure 2.1. In this linear region the force is a viscous
damping force,
F ≈ −αv. (2.4)
The damping coefficient is given by [31]
α = 4~k2s0
−2δ/γ
1 + s0 + (2δ/γ)2
. (2.5)
When α is positive, this force opposes and damps the atomic motion. For typical experi-
mental values for an optical molasses of 87Rb atoms, k = 8.05×106 m−1, γ = (2π) 6.06 MHz,
δ = −12.3 MHz and s0 = 0.9. This results in a damping coefficient of
α = 5.48 × 10−21 Kg/s
Looking at the form of Eq. (2.4), it is clear that the optical molasses is not a trap. A
trap requires a position dependent restoring force and in the next section it is shown how
the addition of a magnetic field gradient which transforms the optical molasses into a trap.
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Figure 2.1: The force experienced on an atom in one dimension as it scatters and emits
photons from two laser beams, Eq. (2.2). The saturation parameter s0 = 1 for these plots.
2.3 One-Dimensional MOT
The MOT can be explained by a simple one dimensional model. Imagine an atom placed
in an inhomogeneous magnetic field that varies linearly with position. The field has a
magnitude of, B(z) = Az, in the ẑ direction.
Consider an atom with an idealized electronic structure of zero spin (J = 0) in the
ground state and spin one (J = 1) in the excited state. Due to the Zeeman effect, the
degeneracy of the mJ states is lifted by the magnetic field. The Zeeman energy shift is
given by
∆E = ~µ · ~B = µmJ B = µmJ Az, (2.6)
where µ is the magnetic dipole moment of the atom and A is the magnitude of the magnetic
field. From Eq. (2.6), the energy shift is proportional to the mJ quantum number and the
B field, therefore the state mJ = −1 experiences the opposite shift of the mJ = 1 state.
Two laser beams are incident on the atom with opposite wave-vectors. The laser from
the left is polarized σ+, which causes transitions that obey the selection rule ∆mJ = 1.
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From the right, the laser has the opposite polarization σ−, with selection rule, ∆mJ = −1.
Due to the Doppler and Zeeman effects, the detuning of these lasers beams are,
δ± = δ ∓ ~k · ~v ± βz , (2.7)
where Zeeman shift is β = µmJ A/~.
In Figure 2.2, if an atom is at a position z = Z ′, the detuning of the mJ = −1 state is
closer to the laser’s frequency than that of the mJ = 1 state. Therefore the atom will scatter
more photons from the σ− and experience a net force directed toward z = 0. Once the atom
crosses the origin, the roles are reversed. The σ+ transition is closer to the laser’s frequency,
and the atom scatters more photons from the σ+ beam. The atom again experiences a force

































Figure 2.2: (a) The Jg = 0 → Je = 1 transition of an two-level atom in an inhomogeneous
magnetic field, B(z) = Az. The magnetic field breaks the excited state degeneracy and
provides a spatially dependent scattering rate. (b) The experimental configuration for the
MOT. Shown is the three sets of laser beams with opposite polarization, and the anti-
Helmholtz coils that provide the spherical quadrupole magnetic field.
Performing an expansion of the force for small Doppler and Zeeman shift relative to the
detuning, δ, results in,
F = αv − βz . (2.8)
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Where the addition of the magnetic field adds a linear restoring force required to produce
a trap.
Real MOTs have a few additional complexities over the idealized one dimensional MOT
described above. They must provide confinement in 3 dimensions for atoms with more
complicated electronic level structure. First, we need to add two more sets of laser beams
in orthogonal axis, for a total of six laser beams. Second, few alkali atoms have such a simple
level structure. For example, in 87Rb the ground state has F = 1 and F = 2 hyperfine
states. Laser cooling is done on the F = 2 to F ′ = 3 transition which can be made into
a cycling transition. Occasionally the atom can off-resonantly be transfered into the dark
F = 1 state via the F ′ = 2 state. This dark state doesn’t participate in the cooling. So an
additional laser, known as the repump laser, is needed to de-populate the F = 1 state.
To produce the spherical quadrupole field, one uses a set of anti-Helmholtz coils, where
the current flows in opposite directions in the two coils. Typical gradient strengths are
approximately 10 G/cm for normal MOT operation with alkali elements.
2.4 Doppler and Sub-Doppler Cooling
The cooling presented in the optical molasses section is known as Doppler cooling. Atoms
are subject to a velocity dependent force, Eq. (2.4), that in the absence of heating should
cool the atoms to rest with a temperature, T = 0 K. In addition to this cooling, the atom
is heated from recoils experienced when it absorbs and scatters a photon. The steady-state





where γ is the linewidth of the transition. For 87Rb the natural linewidth of the D2 transition
is, γ = (2π) 6.07 MHz which gives a Doppler temperature of TD = 146 µK [30].
Early experiments with laser cooled sodium resulted in measured temperatures six times
smaller than the theoretical Doppler temperature [32]. New theoretical models were devel-
oped to explain this sub-Doppler cooling mechanism [33, 34]. To fully explain this sub-
Doppler cooling method one needs to take into account the multi-level structure of real
atoms.
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This cooling was due to the spatial variations of the light polarization of the optical
molasses beams. This spatial variation of the polarization leads to a spatially dependent
light shift potential for the Zeeman levels of the atoms. This cooling force was described
by Dalibard and Cohen-Tannoudji, and Chu et al. as a Sisyphus mechanism [33, 34]. In
this model, atoms in motion are more likely to make the transition to the excited state at
the top of the light shift potential hill of the ground state. The atoms preferentially emit a
photon that changes the ground mF state such that the atom is now at the bottom of the
potential hill, and begins to climb the potential again. It is this continual transfer between
kinetic to potential energy that leads to a lower temperature. The limiting temperature is
approximately 2 Erec = 2~ωr, where Erec is the recoil energy, and ωr is the recoil frequency





For 87Rb, the recoil frequency is, ωr = (2π) 3.771 kHz, resulting in a recoil limited temper-
ature of Tr = 361.95 nK.
2.5 Optical Trapping of Neutral Atoms
Optical traps have become a major research tool used by physicists in diverse fields. In
atomic physics, optical traps are used to study and trap neutral atoms, produce Bose-
Einstein condensates (BECs) [35], and make high precision atomic clocks [36]. Additionally,
proposals exist to use optical trapped neutral atoms for quantum information. In addition to
atomic physics, optical trapping is utilized in biophysics. Optical traps, or optical tweezers,
are used to study and manipulate DNA that is connected to glass spheres. Optical traps
are very versatile; anything that can be polarized can be trapped optically.
Optical traps are also versatile because they can trap arbitrary Zeeman states of neutral
atoms. In contrast, magnetic traps trap only certain Zeeman states and then anti-trap (or
repel) the others. This is because the magnetic energy is proportional to the mF number.
The Breit-Rabi formula for the Zeeman shift of the ground state of 87Rb is plotted in
Figure 2.5, showing the weak and high field seeking states [37]. Only weak field seeking
states are possible to trap magnetically. If these same atoms are loaded into an optical trap
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then all of the mF states are trapped.
F=2
F=1












Figure 2.3: Energy shift vs magnitude of B field for the ground state of the 87Rb atom.
The energies that tend toward negative energy, represented by dashed lines, are weak field
seeking atoms and can be magnetically trapped, while the other states are high field seeking
states and are repealed from a magnetic trap.
This section develops the theory of optical trapping. First a brief historical development
of optical trapping is presented along with the Lorentz model of the atom. A review of
Gaussian beams will allow the development of formulae to compute the trap frequencies
and potential depths for optical traps. Additionally, a calculation of the Stark shift of the
atom is presented.
2.6 Optical Trapping History
All modern optical traps can be traced back to the work of Arthur Ashkin at Bell Labs.
Ashkin’s first experiments in optical trapping were performed in 1970 with a focused Ar-
Ion laser that trapped dielectric latex beads in a water solution [38]. In the absence of the
optical trap, beads moved freely in the solution with their motion described by Brownian
motion, but when the laser was unblocked, the beads were accelerated to the laser’s focus
and were trapped. Additionally, Ashkin proposed constructing optical trapping for neutral
atoms [39].
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Ashkin’s pioneering work showed the versatility of optical traps, and at Bell Laboratories
the first optical trap for neutral atoms was built by Steve Chu, Ashkin and co-workers in
1986 [40]. Due to the weak trapping potential, the first neutral atom optical trap was not
built until after a cold atom source, the optical molasses, was developed. The first optical
trapped atoms were loaded into a tightly focused laser beam from an optical molasses. This
optical trap operated at a frequency of 650 to 1300 GHz red detuned from the D2 line of
sodium. By turning off the optical molasses and leaving the atoms only in the optical trap
resulted in a loss of half the sodium atoms in 5 ms. As we will see later in this chapter,
being so close to resonance results in a large photon scattering rate, and this in turn caused
a short lifetime for the optical trap.
To increase trap lifetimes many groups constructed optical traps that were far detuned
from atomic resonance. The first far-off-resonance-optical-trap (FORT) was built by the
group of Dan Heinzen in 1993 [41]. These FORTs were detuned up to 65 nm from the D1
line of Rb (795 nm) which increased the trap lifetimes the 200 ms. The consequence of this
far detuning is that it required a large amount of optical power to provide a deep potential.
2.7 Optical Trap Theory
In this section we will highlight the theoretical formalism of optical trapping relying heavily
on the review article by Grimm et al. [42]. An optical trap works by inducing a dipole
moment on the atom; this induced dipole moment can be modeled by the Lorentz model of
the atom.
2.7.1 Lorentz Model of the Atomic Polarizability
The Lorentz model simplifies the atom-field interaction to a damped harmonic oscillator.
In this model, the atom’s nucleus is connected to a smaller mass, the electron with charge
e and mass me, via a spring. This system is driven by an electric field, E(t), and using
classical mechanics this system can be modeled as a damped driven harmonic oscillator.
The equation of motion for the electron is







where x(t) is the position of the electron, ω0 is the resonance frequency of the atom and Γω





This differential equation can be solved by direct substitution of an oscillating solution
for x(t). It is necessary to replace the dipole moment p and the electric field with the
following relations, p = ex and E = p/α. Solving for α(ω) yields, where α is the frequency
dependent polarizability of the atom, α(ω),




(ω20 − ω2 + iωΓω)
. (2.13)
It is more convenient to express the atomic polarizability in terms of the on-resonance
damping rate, Γ = Γω0 = (ω0/ω)
2 Γω.
Armed with this expression for the polarizability, we can compute the dipole energy,
the force due to an induced dipole moment, and the rate of scattered photons. The dipole




〈~p · ~E〉 (2.14)
where ~p and ~E are given by plane waves,
~E(~r, t) = êẼ(~r) e−iωt + c.c. (2.15)
~p(~r, t) = êp̃(~r) e−iωt + c.c. . (2.16)
Placing this into the dipole potential results in,
~p · ~E = αẼ2e−2iωt + α∗|Ẽ|2 + α|Ẽ|2 + α∗(Ẽ∗)2 e2iωt . (2.17)
Taking the time average of ~p · ~E results in all oscillating terms averaging to zero, which
leaves,
〈~p · ~E〉 = (α+ α∗)|Ẽ|2 . (2.18)
This simplifies the equation for the dipole potential to,
Udip = −Re(α)|Ẽ|2 . (2.19)
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One can then relate the intensity to the absolute value squared of the electric field from the





The dipole force is given by the negative gradient of the dipole potential,




These two semi-classical results, ~Fdip and Udip, describe the physics that is responsible for
trapping the atoms with the dipole force. Additionally, it is important to know the rate at
which atoms scatter photons from the optical trap laser. This can be computed by deter-
mining the power absorbed by the oscillator, which is then later re-emitted spontaneously.
The power absorbed is given by,




Dividing Eq. (2.22) by the energy per photon, ~ω, gives the rate that photons are scattered

















For most trapping experiments, the frequency of the trapping laser is relatively close to
resonance, |∆ = ω0 − ω|  ω0. In this situation, the rotating wave approximation (RWA)















From Eq. (2.25), the sign of the detuning determines whether the atoms are attracted or
repelled from regions of maximum intensity. All of the traps that are constructed in this
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thesis are red detuned traps (∆ < 0); for these traps the atoms are attracted to regions of
high field.
From Eq. (2.25) and (2.26), scaling laws are available to give further physical insight.
First, both the scattering rate and the trap depth are proportional to the intensity. Second,
the trap depth is inversely proportional to the detuning and the scattering rate is inversely









One major problem in optical traps is radiative heating due to spontaneous scattering
of photons. Looking at scaling laws for the trap depth, Eq. (2.27), and the scattering
rate, Eq. (2.28), a solution to this problem is evident. As one increases the detuning and
the intensity of the laser field, one can preserve a deep trap while reducing the radiative
heating from the scattering. This is the solution that motivates the use of FORTs as optical
traps [41].
As we conclude our discussion on the theory of optical trapping, it should be noted that
this theory is not limited to atoms. Optical trapping works with any material that can be
polarized, and this is what makes this technique so fundamental.
2.8 Gaussian Beams
Before we go into the detail of optical trapping, we briefly need to review a few charac-
teristics of Gaussian beams. Since a Gaussian mode is supported by an optical cavity and
is generally the output mode of most lasers, the concepts developed in this section will be
used throughout the thesis.
A Gaussian beam is a solution to paraxial wave equation and its properties are described
in many optics textbooks [43, 44, 45]. The paraxial wave propagating in the z-direction
can be written as plane wave modulated by a complex amplitude, A(r). The electric field
of this wave is given by,
U(r) = A(r) exp(−ikz) . (2.29)
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The electric field, U(r) must satisfy the Helmholtz equation,
(∇2 + k2)U(r) = 0 , (2.30)






= 0 , (2.31)
where ∇2T = ∂2x + ∂2y , is the transverse Laplacian operator.


















In Eq. (2.32) there are four important factors to discuss. A Gaussian beam can be described






























Equation (2.33) describes the beam waist, w(z), of the Gaussian beam. Twice the waist
is known as the spot size, and 86% of the optical power is contained in a circle of this
radius. The second important parameter is the radius of curvature of the Gaussian beam,
R(z), which is given in Eq. (2.34). The Guoy phase, ζ(z), is given by Eq. (2.35). The last
parameter is the Rayleigh range, zR, of the beam. This is the distance at which the beam
waist expands by
√
2. More generally, twice the Rayleigh range is the depth of focus of the
beam.
2.9 Single Focus Traps
The simplest optical trap is a focused red-detuned Gaussian laser beam. The intensity of a












where P is the optical power and w is defined by Eq. (2.33), r and z are the standard
cylindrical coordinates.
The optical dipole trap potential energy is given by,







The trap depth is defined as Udip(r = 0, z = 0) ≡ U0 from Eq. (2.25). For a single focus









Figure 2.4: A focused laser beam is the simplest optical trap for atoms. For a red detuned
optical trap atoms are trapped at the focus of the laser beam
2.10 Optical Lattices
To take a single focus trap and transform it into a 1-D optical lattice just requires an
additional laser beam that is counter propagating to the first one.
Consider a standing wave made by the superposition of two counter propagating Gaus-
sian beams: the first beam with complex amplitude, U1 coming in from the left and traveling
in the +k direction and the second beam, U2 coming in from the right traveling in the −k
direction. In addition, the two beams can be at different frequencies. Let the frequency of
U1 be ω0 and the frequency of U2 be ω0 + δ.
If we neglect the Guoy Phase (ζ(z)) and the curvature of the wavefronts1, we can
construct the superposition of these two waves using Eq. (2.32). The intensity is,
ITot = |U1 + U2|2 = U∗1U1 + U∗1U2 + U∗2U1 + U∗2U2 . (2.40)






Figure 2.5: A standing wave is produced by two counter propagating laser beams. These
laser beams form a 1-D optical lattice where the lattice sites are separated by λ/2. Depicted
here are the lattice sites about the focus, but potential well extend throughout the overlap-
region of the beams.
The two DC terms are |U1|2 and |U2|2, which are







= ISF , (2.41)
where ISF is the single focus intensity. The cross-terms are a bit more complicated.



















Using the Euler formula and simple trigonometric identities, we can simplify the lattice
intensity to,








Since the trap depth is proportional to intensity, a 1-D optical lattice’s trap depth is 4 times
deeper than a single focus optical trap with identical single beam intensity. The trap depth
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For red detuned traps, atoms are confined to the intensity maximums, the anti-nodes
of the standing wave. From the equation for the lattice intensity Eq. (2.44), one can see
that by modifying the frequency difference between the two traps, δ, one can translate the
lattice sites. This technique has been used to deterministically deliver atoms to a very
precise location. In this work we use this walking wave optical lattice to transport atoms
into an optical cavity.
2.10.1 Walking Wave Velocity
A standing wave must have a constant phase, therefore its time derivative must equal zero.














From the velocity, we can compute the time required to transport the atoms to the cavity.
For an optical lattice with a frequency difference of 100 kHz constructed from a laser
operating at λ = 1064 nm, the velocity of the atoms is v = 5.32 cm/s.
2.11 Trap Frequencies
For the case when atoms are well localized in the trap, one can approximate the optical
trap as a harmonic oscillator potential. By performing a second order Taylor expansion for
a single focus trap, the trapping potential can be approximated as,


























For the optical lattice, the formulae are slightly different but the technique in finding the fre-












For an optical lattice built with a laser with wavelength, λ = 1064 nm, focused to a waist
of w = 34 µm, and power of P = 4 W per beam, the trap frequencies are ωr/(2π) = 3.01 kHz
and ωz/(2π) = 428 kHz. For this optical lattice the trap depth is Udip = 1.08 mK with a
scattering rate of ΓSC = 4.21 photons/s. For a single focus trap with the same parameters,
the frequencies are ωr/(2π) = 1.51 kHz and ωz = 10.6 Hz. The trap depth and scattering
rate for this single focus trap are, Udip = 271 µK and Γsc = 1.05 photons/s.
2.12 AC Stark shift computation
So far in the calculations of trap depth we have treated the atom semi-classically with only
two levels. But in reality, atoms have many energy levels, and we must take into account the
fine and hyperfine structure of the atom and compute the trap depth and AC stark shift [46].
Typically, when computing the trap depth for rubidium, one only takes into account the
contribution from the D2 line (5S1/2 → 5P3/2) and possibly the D1 line (5S1/2 → 5P1/2),
which are typically the two strongest transitions in alkali atoms. To characterize the Stark
shift of a particular state, one needs to include the energy shift from all states that the
initial state can couple to. This is achieved by simply modifying Eq. (2.24) to sum over all
allowed transitions, each with a a resonance frequency, ω0,k, and a linewidth, Γk, to account








































Figure 2.6: The dipole potential for the 87Rb 5S1/2 and 5P3/2 states computed for an
optical trap with P = 4 W, w = 24 µm. The two dashed lines at 1064 nm and 852 nm
indicate the wavelengths used for optical trapping in this thesis.
Equation (2.53) is plotted in Figure 2.6 for an optical lattice with 4 W per beam. In
this figure, the dipole potential of the excited state, 5P3/2, Ue is plotted in blue and the
ground state dipole potential is plotted in red. The differential Stark shift experience by





The resonant frequencies, ω0,k, and atomic linewidths, Γk, are cataloged in various
databases. To compute the dipole potential, the atomic line data was used from the Kurucz
and Bell atomic line database2 [47]. These transitions for the ground and excited states of
rubidium are reproduced in Tables 2.1 and 2.2.
For rubidium, there are 76 cataloged atomic transitions between 200 nm and 2000 nm.
Looking at Eq. (2.53), the trap depth is proportional to the linewidth. The largest linewidth
for rubidium is from the D1 (5S1/2 →5P1/2) and D2 (5S1/2 →5P3/2) lines, which are of the
2http://cfa-www.harvard.edu/amdata/ampdata/kurucz23/sekur.html
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order 107 s−1. The sum is truncated to the 10 largest linewidths, where the tenth transition
is 100 times weaker than the largest.
Table 2.1: Atomic transitions used for computing the AC Stark shift for the ground state
of 87Rb 5S1/2 state.











Table 2.2: Atomic transitions used for computing the AC Stark shift for the excited state
of 87Rb, 5P3/2 state.




















A new theme in atomic physics experiments is building atomic clocks from optical transitions
in optically trapped atoms [36, 48, 49]. Most of these proposals involve using earth-alkali
elements which have narrow, quadrapole forbidden transitions. It is necessary in the optical
traps to engineer the light shift in order to make the light shift of the excited state equal
and opposite of the ground state. This ensures that when one probes the atoms in the
optical trap, the frequency of the transition is equal to that of an atom in free space. The
wavelength where this cancellation occurs is known as the “magic wavelength.”
As we will see in later chapters the AC stark shift experienced by the atom complicates
the cavity QED picture. This complication led the Caltech group to use optical traps at
the magic wavelength of cesium for their cavity QED experiments [50].
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CHAPTER III
CLASSICAL AND QUANTUM CAVITY THEORY
This section presents the relevant theoretical background for the cavity QED elements of
this research. We begin with classical cavity theory that is included for completeness and
is referenced later. The chapter concludes by outlying the quantum theory of Jaynes-
Cummings Hamiltonian, strong coupling in cavity QED and presenting a proposal to build
a cavity QED based quantum computer. The experiments utilize two cavities, the science
and the transfer cavity. The science cavity is where the atom cavity interaction is studied
and the transfer cavity is used to stabilize the science cavity.
3.1 Classical Cavity Physics
A Fabry-Perot optical cavity is a simple, yet subtle, optical system, consisting of two mirrors
spaced by a known distance. These cavities are valuable laboratory tools used for laser





















Figure 3.1: A basic Fabry-Perot cavity, where two curved mirrors are separated by a
length L. Mirror one, M1, at a location, z1, has a radius of curvature of R1 a reflectivity of
R1, and power transmission of T1. Mirror two, M2, is located at z2. The incident intensity is
labeled as IInc, the reflected intensity IR, the circulating intensity ICirc, and the transmitted
beam intensity IT.
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The cavity mirrors are defined by a radius of curvature, Ri, a power reflectivity, Ri
and power transmission Ti. There are four electric fields in the cavity system, an incident,
reflected, circulating and transmitted field with associated intensities of IInc, IR, ICirc, and
IT, respectively.
3.1.1 Resonator g Parameters
Cavity stability and Gaussian beam parameters are often described in terms of the resonator
g parameters1. The mirror’s radius of curvature defines the cavity g parameter by,




where Ri is the mirror’s radius of curvature and L is the length of the cavity [44, 45, 51]. To
determine if a cavity is stable we need trace the beam path inside the cavity. A Fabry-Perot
cavity can be represented by a periodic optical system described as:
1. propagation a distance L in free space
2. reflection from a mirror with radius R2
3. propagation of a distance L in free space
4. reflection from a mirror with radius R1
In order to have a stable cavity, the rays must remain in this periodic system, which
implies that the rays fold back on themselves after one complete cycle for the lowest order
mode. Using ray matrix techniques, the stability condition can be expressed in terms of the
g parameters,
0 ≤ g1g2 ≤ 1 . (3.2)
The eigenfunctions of the cavity are Hermite-Gaussian modes. We will focus on the
TEM00 mode, which is the lowest order Hermite-Gaussian mode. The TEM00 mode of the
cavity has the same fundamental parameters of a Gaussian beam in free space (Section 2.8);
1Note this is an unfortunate notation. Later when the quantum theory of cavity QED is developed g will
be used for the coupling between the atom and the cavity. Context should make it clear which g is intended.
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the beam waist, w, the Rayleigh range, zR, and the radius of curvature, R(z). It’s convenient
to express these quantities in terms of the cavity’s g parameters.
In order to put these in terms of gi, one needs to apply the following matching conditions,








L = z2 − z1 , (3.5)
where L is the separation between the two mirrors.
The first two conditions match the radius of curvature of the Gaussian mode to the
mirror’s radius of curvature. Using these three conditions, with Eq. (3.1) and some algebra











(g1 + g2 − 2g1g2)2
L2 . (3.7)
Armed with the expression for the beam waist, an input laser’s beam can be properly
mode matched, which maximizes the overlap with the cavity mode. Also the size of the
beam waist is important in computing the cavity mode volume.
The science cavity used in Chapter 6 is constructed from two mirrors with a radius of
curvature R = 2.5 cm separated by a length, L = 221.5 µm. At wavelength λ = 780 nm,
the g-parameters, cavity waist and zR for this cavity are,
g1 = g2 = 0.991
g1g2 = 0.982
w0 = 20.3 µm
zR = 1.66 mm .
The transfer cavity is built from two mirrors with radius of curvature, R = 25 cm and
separated by length of L = 15 cm. For this cavity the g-parameters, cavity waist and zR
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are,
g1 = g2 = 0.4
g1g2 = 0.16
w0 = 168 µm
zR = 11.5 cm .
3.1.2 Mirror Losses and Delta Notation
In the previous section the mirror’s radius of curvature was used to construct cavity g
parameters. Using this notation, formulae were developed to compute the properties of the
Gaussian beam. Using another property of the mirror, the reflectivity, formulae can be
developed for other cavity properties, the finesse (F), the free spectral range (νFSR), and
the linewidth (κ).
To develop formulae for the finesse and linewidth we use the “delta Notation” of Siegman
for the cavity losses [45]. A mirror has three loss mechanisms: transmission Ti, absorption
Ai and scattering loss Si. For mirrors to be useful for cavity QED we want the losses to be
dominated by the transmission losses.
In terms of the δ-notation, the mirror’s power reflectivity is defined as,
Ri = r2i = exp(−δi) , (3.8)








To account for other losses, absorptive and scatter, we introduce another delta parameter,
δ0 which is the round trip internal cavity loss. The total loss in one round trip of the cavity
is given by,
δc = δ0 + δ1 + δ2 , (3.10)
where δ1 and δ2 are transmission losses from mirror one and two, and δ0 is due to other
losses.
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The transmission through the cavity is given by the Lorentzian function [45],
IT =
TMaxIInc
1 + (2F/π)2 sin2(πν/νFSR)
, (3.11)
where F is the finesse and νFSR is the free spectral range. Looking at Eq. (3.11), the finesse
defines the sharpness of the peaks. The larger then finesse, the narrower the transmission




The second parameters in Eq. 3.11 is the free spectral range which is the frequency spacing





Looking at Eq. (3.11), resonances occur when the frequency is equal to an integer multiple





The final basic cavity property is the linewidth, κ. This is the half-width half-max (HWHM)
of the Lorentzian lineshape. The linewidth of the cavity is related to the finesse and the




In Figure 3.2, the output intensity of a Fabry Perot cavity is plotted using Eq. (3.11).
This figure shows the dependence of the cavity output on the finesse and the free spectral
range. In Figure 3.2 (a), the cavity’s transmission is repeated every free spectral range.
In Figure 3.2 (b), shows the dependence of the lineshape on the finesse. As the finesse
increases, the cavity’s lineshape becomes narrow.
The mirrors that make the science cavity have transmission losses of δ1 = 10 and
δ2 = 100 parts per million (ppm). Neglecting additional loss mechanisms, δ0 ≈ 0, the
science cavity has a computed finesse and linewidth of,
F = 57, 000
κ = (2π) 5.93 MHz .
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Figure 3.2: The transmission spectrum of a Fabry-Perot cavity. (a) The transmission of
the cavity over several free spectral ranges. The Lorentzian peaks are repeated each free
spectral range. (b) The Lorentzian lineshape is plotted for different finesse. As the finesse
increases the lineshape gets narrower.
We will see in Chapter 6 that there are additional losses which result in a larger measured
linewidth.
For the transfer cavity, the mirrors have reflectivities of 99.1% with a finesse and
linewidth of,
F = 313
κ = (2π) 1.60 MHz .
3.1.3 Cavity Transmission
As shown in Figure 3.1, the cavity system has four electric fields and associated intensi-
ties. The fields are, an incident light beam, EInc, a circulating intra-cavity beam, ECirc, a
transmitted beam, ET, and a beam that is reflected, ER. In cavity QED experiments it is
important to know properties of the intra-cavity beam. Since it is not possible to measure
the intra-cavity beam directly, one has to infer its proprieties from the transmitted and the
reflected beams.
Looking just to the right of the first mirror in Figure 3.1, the electric field amplitude,
ECirc, is the superposition of the incident field leaked through the first mirror, and circu-
lating field that has completed one round trip of the cavity. This is given by,
ECirc = it1EInc + grt(ω)ECirc , (3.16)
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where t1 is the electric field amplitude transmission of the first mirror.
2 The field circulating
in the cavity experiences a complex round-trip attenuation of,
grt(ω) = r1r2 exp(−iφ) , (3.17)
where the phase accumulated by the circulating field traveling a distance 2L is φ. This
phase is given by,












1 − r1r2 exp(−i2πν/νFSR)
. (3.19)
Using a similar argument, formula for the transmitted field can be constructed [45],
ET = it2 exp (−i4πν/νFSR) ECirc . (3.20)
The transmitted field is given by the circulating field that transmits through the second





















From Eq. (3.21) and Eq. (3.11), we can read off the exact value of the finesse for a Fabry-







Evaluating these intensity ratios on resonance results in equations that relate the trans-















= δ2 . (3.26)






Figure 3.3: A single atom is coupled to a high finesse optical cavity. The atom can
coherently couple to the photon at a rate of g0, and the system can decohere via spontaneous
emission (γ) and by loss of the photon (κ). The system can be externally pumped by a
laser with Rabi rate of Ω.
These relations provide a convenient way to measure the intra-cavity field. For the science
cavity, the output mirror, M2 has a transmission of 100 ppm. Using equation Eq. (3.26), if
the transmitted light is 1 pW, then the intra-cavity is 10 nW, a factor of 104 larger than
the transmitted field.
3.2 Quantum Development of Cavity QED system
The interaction of a single atom with a single mode of the electric is field is known as the
Jaynes-Cummings model [52], and represents an important paradigm in quantum optics.
An atom coupled to a single mode of a cavity can be found in Figure 3.3. This system has
been studied experimentally in both the microwave [53] and optical regimes [54].
The Jaynes-Cummings Hamiltonian can be broken into three parts; the atomic Hamil-
tonian, HA, the Hamiltonian of the field, HF , and the interaction of the two systems, HInt.
The atom is a two-level system with an excited and ground state, |e〉 and |g〉, where the
energy separation of these states is given by ∆E = ~ωa. In the rotating wave approxima-
tion (RWA) the Jaynes-Cummings Hamiltonian is given by[55],
HJC = ~ωaσ̂+σ̂− + ~ωcâ
†â+ ~g(â†σ̂− + σ̂+â) = HA +HField +HInt , (3.27)
where â and â† are the annihilation and creation operators for the field. The atomic raising
and lowering operators are σ̂+ = |e〉〈g| and σ̂− = |g〉〈e|, and ωc is the resonant frequency
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of the cavity.
The interaction term is proportional to the atom-field coupling, g, which is position
dependent due to the Gaussian standing wave structure of the Fabry-Perot cavity’s electric
field. The cavity’s TEM00 electric field given by ψ(~r),





where we have chosen the cavity axis to be the x direction. The volume of the electric field






The atom-field coupling is given by, g = g0 ψ(~r), where the maximum atom-field coupling






where µ is the electric dipole moment. From Eq. (3.30), it is seen that the interaction
coupling increases as the volume of the cavity’s electric field is decreased.
The new eigenstates of the system are dressed states that are superpositions of states
with the atom in the ground state, |g〉, and n photons in the mode, with states in which
the atom is in the excited state |e〉 and n − 1 photons in the field. The eigenstates of the
system are [55],
|−, n〉 = cos θn|e, n− 1〉 − sin θn|g, n〉 (3.31)
|+, n〉 = sin θn|e, n− 1〉 + cos θn|g, n〉 , (3.32)











(Ω′ − δ)2 + 4g2n
, (3.34)
where Ω′ is the generalized Rabi frequency, which depends on n and the detuning δ = ωa−ωc.
The generalized Rabi frequency is given by,
Ω′ =
√
δ2 + 4g2n . (3.35)
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For the case when the atom and cavity share the same resonance, δ = 0, the above
equations simplify to,
|−, n〉 = 1√
2
(|e, n− 1〉 − |g, n〉) (3.36)
|+, n〉 = 1√
2
(|e, n− 1〉 + |g, n〉) . (3.37)
This gives the energy equations,
E−,n = n~ω − ~g
√
n (3.38)
E+,n = n~ω + ~g
√
n (3.39)
These dressed states lift the degeneracy of the system, and can be displayed as the well
known Jaynes-Cummings ladder of states. This ladder is pictured in Figure 3.4, with
energy splittings of ∆E = ~g
√
n, for the case of ωa = ωc = ω0.
3.3 Strong Coupling
In the Jaynes-Cummings Hamiltonian there are three characteristic rates, g, γ, and κ, that
describes the system’s evolution. The rate g describes coherent quantum dynamics, while
the other two rates, γ and κ, describe decoherences. To include decoherence in the theory
presented previously, we have to use a master equation that takes into account the coupling
of the quantum system to the environment. This master equation will be presented in
section 3.4.
Since a quantum system can not be perfectly isolated from it’s environment, it experi-
ences decoherence. In the cavity QED system, there are two main decoherence processes.
The first is decoherence associated with the atom and this loss of coherence is due to spon-
taneous emission. This is the emission of a photon into all other modes except the mode
defined by the cavity. This process is described by the natural linewidth of the atom, γ.
The second decoherence is due to the photon leaking out of the cavity at a rate 2κ.
In order to have reversible quantum dynamics, the rate at which coherent interactions
are performed has to be larger than the rate at which the decoherences occur. This is known


































Figure 3.4: Energy eigenstates of the bare atom, cavity, and the coupled atom-cavity
system, for the case of ωa = ωc = ω0. The atom-cavity system shows the Jaynes-Cummings
ladder of states, where the energy levels are split by ∆E = ~g
√
n.















The first of these equation describes the saturation photon number, n0, which is the num-
ber of photons that will saturate the atom-cavity system. The saturation photon number
determines the role that a single photon plays on an atoms. The second equation describes
the “critical” atom number, N0, which describes how many atoms are required to affect
the cavity field. The final equation, Eq. (3.42), is the single atom cooperativity, C1 and is
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the inverse of the critical atom number. Normally in quantum optics, one operates in the
regime where g0  (γ, κ) implying that (n0, N0)  1. In this regime, it takes many photons
to saturate a transition. In the strong coupling regime this is dramatically different. The
saturation photon number is less than one, as is the critical atom number.




Again in these calculations we assume that κ is only due to transmission losses. In Chapter 6,
these values will be measured explicitly.
3.4 Master Equation and Cooling Forces
A master equation is used to describe the dynamics of the Jaynes-Cummings system which
takes into account decoherences. The master equation for this system is given by [57],
ρ̇ = − i
~
[H, ρ] − γ({σ̂+σ̂−, ρ}+ − 2σ̂−ρσ̂+) − κ({a†a, ρ}+ − 2aρa†) , (3.43)
where ρ is the density matrix.
To describe the cavity QED system to include external pumping and an external optical
trap we need to add terms to the Jaynes-Cummings Hamiltonian. The new Hamiltonian is,
H = HJC +HPump +HTrap , (3.44)








and Ω is the Rabi frequency of the pump beams. This pump beam drives the cavity by
exciting the atom, which then emits photons into the cavity mode. The trap Hamiltonian
is a conservative potential, HTrap = ~U(r), which describes the external optical trap. In
the Jaynes-Cummings Hamiltonian, we need to change the frequencies of the atomic and
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field Hamiltonians to allow for detunings,
ωa → ∆a = ωp − ωa − ∆s(r) (3.46)
ωc → ∆c = ωp − ωc . (3.47)
In these detunings, ωp is the frequency of the pump beams, ωa is the bare atomic resonance,
and ωc is the cavity’s resonance frequency. The detuning caused by the Stark shift of the
optical trap is ∆s(r), which is spatially dependent due to the structure of the trapping field.
Note, the above definitions are defined as the negative of the detunings used by Murr et
al. [58].
Cooling in optical cavities has been studied theoretically [58, 59, 60, 61, 62], and experi-
mentally [63, 64, 65, 66] by a number of groups. This section presents the forces experienced
on a atom that is located in an high finesse optical cavity. This derivation is developed by
Murr et al. [58], and is outlined here to present the cooling forces.
The forces experienced by an atom can be found by taking the negative gradient of the
Hamiltonian. The force can be split into three distinct pieces; the force on the atom due to
the optical trap, the forces due to the pump beams, and the force due to the optical cavity:
F = −∇H = FTrap + Fpump + Fcav . (3.48)
We adopt the cooling method develop by the Munich group with the resulting forces for
an atom moving with velocity, v, have been calculated in [58],


















In the above equations, Pe is the excitation probability with,
Pe = 〈σ̂+σ̂−〉 . (3.52)
By the correct choice of axes for the trap, cavity and pump beam, cooling forces can
be realized in three orthogonal directions. By the addition of a set of cooling beams at an
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angle of 45◦ to the optical trap axis leads to forces in all three dimensions. The geometry






Figure 3.5: The geometry adopted in order to realize cooling forces in three dimensions.
The cooling beams are orthogonal to the cavity axis (x-axis) and at an angle of 45◦ to the
optical lattice (z-axis).
Looking at the forces, one can see that to provide a cooling the forces need to be




If we take the derivative of this function with respect to ∆c, the maximum cooling occurs





3.5 Cavity QED based Quantum Computer
In 1995, Pellizzari et al. proposed a cavity QED based quantum computer [67]. In this
proposal, N atoms are well localized and coupled to the same quantized single mode of a
high Q cavity. In this model, the atoms are separated by a distance that is larger than the
resonant wavelength of the cavity and with an independent addressed laser beam for each
atom.
The qubit states are formed using the long-lived Zeeman ground states of the atom where
each qubit can be initialized using optical pumping. Single qubit gates can be performed
using microwaves between the ground state hyperfine levels or with two photon Raman
processes.
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In order to perform two qubit quantum gates, atoms are coupled to laser pulses and then
the information is exchanged from qubit to qubit using an intra-cavity photons. After the
gates have been performed, detection the quantum state are performed by measuring the
output cavity photon which can be used as a flying qubit. This system satisfies all five of
the DiVincenzo criteria that was presented in Section 1.3. A schematic of a proposed cavity










Figure 3.6: A scheme to implement a cavity QED based quantum computer. Two in-
dependent optical lattices shuttle atoms in and out of the optical cavity. In the cavity,
independent laser beams can exciting either atom state is read out by the emitted cavity
field.
This adaptation of the Pellizzari scheme implements two optical lattice traps perpen-
dicular to the cavity mode. In each of these traps, a chain of atomic qubits form a quantum
register. By constructing the optical traps in the walking wave configuration, atoms can
deterministically placed in the cavity mode. When the atom is placed in the cavity mode,
it can interact with it a rate of g. By placing two optical traps in the cavity it allows us to




In the preceding chapters, the theory for each of the major experimental sub-systems, MOT,
optical trap and cavity were developed. This chapter focuses on the technical implementa-
tions of these systems.
4.1 Vacuum System
This experiment takes place in an ultra high vacuum environment to limit unwanted interac-
tions between laser cooled atoms and background gases. The vacuum system is constructed
from standard commercially available components and achieves a pressure of 1×10−11 Torr
using an 20 l/s ion pump (Varian Valcon Plus 20 Starcell R©) and a titanium sublimation
pump (Varian Filament type TSP).
One custom piece of vacuum hardware is an uncoated quartz cell built by Allen Scientific
Glass of Boulder, CO. The cell is a rectangular pipette with a 1” square cross section which
allows the use of a high numerical aperture imaging objective. This lens has the advantage
that it collects a large percentage of the light scattered by the atoms, allowing for single
atom detection. A three dimensional model of the cell is depicted in Figure 4.1.
4.2 MOT Coils
The MOT requires a magnetic field gradient that is produced by anti-Helmholtz coils. Single
atom trapping requires a very large field gradients, ∼ 300 G/cm. To produce this field, the
coils are designed to be placed close together with the ability to run large electrical currents
in steady state.
The coils are constructed from 1/4” outer diameter refrigerator tubing wrapped in
Kapton R© tape to electrically isolate the coil turns. The coils are wrapped such that there
are 4 × 3 (radial × axial) turns for a total of 12 turns. The inner diameter of the MOT
coils is 2.5” with an outer diameter of 4.5”, and the center of the coils are separated by
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Figure 4.1: An AutoCAD drawing of the cell used for the experiments. The cell is made
from quartz, with square cross section of 1”. There is glass transition piece that takes the
cell to a standard 2.75” CF vacuum connection, which connects to an ion pump.
3.5”.
The current for the coils is provided by a power supply from Electronic Measurement
Inc (EMI), model ESS Power supply. This power supply can provide 15kW of electrical
power with a maximum of 15 V and 1000 A. The power supply becomes voltage limited
at 500 A due to the circuit’s resistance, giving a maximum calculated field gradient of
277 G/cm. To dissipate the heat generated in producing this magnetic field, cooling water
flows through the coil tubing. At the maximum current, the coils reach a temperature of
48◦C with water cooling.
4.3 Rubidium Properties
Alkali atoms are the most commonly laser cooled and trapped atoms due to their hydrogen
like electronic structure and closed cycling transitions. Rubidium is a convenient atom to
trap because of the commercially available of diode lasers at the D2 transition at λ = 780 nm.
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λ = 780.246 nm
6.834 682 610 904 29(9) GHz
Repump MOT
Figure 4.2: Hyperfine structure of the 87Rb atom for the D2 transition at 780 nm. The red
transition is known as the MOT transition and the blue transition is the repump transition.
The D2 transition of
87Rb, with the MOT and repump transitions labeled, is shown
in Figure 4.2. The MOT transition is the cycling F = 2 → F ′ = 3 transition and is the
primary transition for cooling. An additional laser, tuned to the F = 1 → F ′ = 2 resonance
returns atoms from the F = 1 dark state to the cooling cycle. A saturated absorption signal



















Figure 4.3: Saturated absorption spectroscopy of the D2 transition in rubidium. The
frequency increases from left to right, for frequency spacing of the 87Rb transitions, refer
to Fig 4.2.
4.3.1 Rubidium Source
The rubidium source is provided by an alkali getter source. A 4.5 mg getter releases rubid-
ium when an electrical current resistively heats it. Typically, 3.5 W of electrical power is
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used to heat the getter.
Additionally, high power light emitting diodes (LEDs) are used to enhance the vapor
pressure of Rb in the chamber. These LEDS (Opto Technology, Inc.) emit blue light 440
to 460 nm that cause rubidium atoms to be de-absorbed from the quartz cell walls. This
effect is called light-induced atom desorption (LIAD) and has been shown to be an effective
controllable source for alkali atoms [70]. This source allows the getter to be fired sparingly,
maintaining a low background vapor pressure required for long trap lifetimes. Two LEDs
are mounted approximately 6” from the cell and are on during MOT loading. Then 200 ms
before the MOT coils are turned off, they are switched off.
4.4 Diode Lasers
The cavity QED experiment has four major laser systems. Two separate systems, the MOT
and Repump, are diode lasers that produce the MOT. An additional group of diode lasers
is used to stabilize the science cavity and to probe atoms in the cavity. This cavity laser
system is built from two diode lasers and two Fabry-Perot cavities. The final laser system
is a Ytterbium (Yb) doped fiber laser used to produce the optical trap.
The diode lasers are used in both a master and slave configurations. A master laser
is typically an external cavity diode laser (ECDL), where a diffraction grating is used to
make the external cavity for a fine frequency selection and reduced laser linewidth. These
master diodes are configured in the Littrow configuration and provide a narrow linewidth
laser (less than 1 MHz) with mode-hop free tuning of approximately 1 GHz. A slave diode
laser is injection locked from the master laser and lacks a diffraction grating. Typically, due
to poor efficiencies in double passing acousto-optic modulators (AOMs) and other optical
systems, a slave diode is injection locked from a master laser to provide more optical power
for the experiment. A small amount of optical power is required to injection lock a slave
laser, usually less than 1 mW, while the typical slave output is approximately 100 mW.
The diode laser we use is produced by Sharp Electronics, model GH0781JA2C, and is
commercially marketed for high speed CD-R burners. These lasers have a nominal center
wavelength of 784 nm, but with the appropriate choice of temperature, laser current and
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diffraction grating angle, the laser can be operated at 780 nm. Each of these parameters
are controlled with home-built electronics.
These home-built electronics are adaptations of designs developed over the last decade.
To control the temperature of the laser a temperature controller stabilizes the temperature of
an aluminum block where the laser diode is mounted. This is performed with a Proportional
and Integrator (PI) feedback loop that controls a current to a thermo-electric cooler (TEC)
placed under the aluminum block. This PI circuit is based on a design from Hulet’s group at
Rice University [71] and with this feedback, it is possible to stabilize the laser’s temperature
to 1 mK.
The current controller is based on a design by Libbrecht and Hall [72] and produces a
stable current for the diode laser by establishing a constant voltage across an extremely
temperature stable resistor. In addition to the stable DC current operation, there are two
inputs to add modulation to the frequency of the laser. The first modulation input has
a bandwidth of approximately 1 MHz and is used to provide fast feedback to the diode
current to lock laser to an atomic line or an optical cavity. The second input has a higher
frequency range and is used to put RF sidebands on the laser for frequency modulated (FM)
spectroscopy.
The laser frequency is stabilized by a final piece of home-built electronics, the lock
box, which is also a PI circuit. Dispersive error signals are generated by using an FM
spectroscopy technique which is described in Ref [73]. In the lock box circuit, the error
signal is amplified and low pass filtered with a roll-off frequency of 30 kHz. The error signal
is split into two branches. The first branch is integrated and then feedbacks to a piezo-
electric transducer (PZT) which controls the diffraction grating angle. This integrator
corrects for long term drifts of the laser frequency. The second branch is sent through a
proportional circuit and servos the current of the laser diode for fast fluctuations. Using
this PI circuit, the master laser remain locked for hours.
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4.4.1 MOT Laser System
In Figure 4.4, the optical layout of the MOT laser is shown. An ECDL laser is locked to a
rubidium cell via FM spectroscopy by modulating an AOM. The output of the photodiode
is mixed with the modulation frequency to generate the error signal. The error signal,







































Figure 4.4: The optical setup for the MOT laser system where a stabilized ECDL diode
laser is used to injection lock a slave laser. A double passed AOM is used to adjust the
frequency of the injection locking beam that is sent to the slave diode. After the slave
diode, an additional AOM is used to control the beam power. The slave laser is split into
four beams and then coupled to four single mode fibers. Three of these beams are used
to produce the MOT, while the fourth beam is used to generate the cavity cooling beams.
A shutter is placed before each fiber coupler to switch off the beams. In the schematic
the following abbreviations are used: F-polarization maintaining fiber, GW-glass wedge,
λ/2-half wave plate, λ/4-quarter wave plate and PD-PDA55 photo-detector. Each of the
lenses is 150 mm.
The beam from the slave laser diode passes through an optical isolator and an AOM
before it is split into four fibers. The AOM, along with shutters before the fibers, controls
the optical power sent to the experiment. Each of the first three fibers typically have an
output of 8 mW. These fibers are used to make the MOT while the fourth fiber is used to
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Figure 4.5: (a) The detuning setup for the MOT laser beams. (b) The F=2→F’ transitions
(MOT Transitions) in 87Rb. The 2:3 and 1:3 transitions are the crossovers peaks of the real
transitions. The red curve shows the saturated absorption spectrum, and the blue curve is
the FM spectroscopy signal used to stabilize the laser frequency. The frequency spacing of
the transitions can be determined using Figure 4.2.
Normally, the MOT beams are red detuned from the cycling F = 2 → F ′ = 3 transition.
The frequency detuning setup can be seen in Figure 4.5 (a). In this configuration, the MOT
laser frequency can be tuned quickly by changing a double passed AOM frequency to detune
the MOT beams from −100 MHz to +10 MHz from the cycling transition.
4.4.2 Repump Laser System
The optical setup for the repump laser is presented in Figure 4.6. The repump slave is
seeded by a master ECDL, which is locked 80 MHz below the F = 1 → F ′ = 2 transition
of 87Rb.
The slave output is split into two beams that are fiber coupled, which provide repump
light for the cavity cooling beams and for the MOT. The MOT operates with 8 mW of
repump light, and an AOM before the repump fiber controls the optical power sent to the
experiment. During optical trap loading, the power is reduced to 12 µW 40 ms before the
MOT beams are turned off to allow the atoms to fall into the F = 1 ground state. The


























Figure 4.6: Optical setup for the repump laser system. An ECDL diode laser that is
stabilized to a rubidium transition injection locks a slave laser. Before the slave laser is fiber













Figure 4.7: (a) The detuning setup for the repump laser. (b) The repump master error
signal in blue and saturated absorption spectroscopy signal in red. The frequency spacing
of these transitions can be determined using Figure 4.2.
4.4.3 Cavity Laser System
In order to study an atom interacting with a cavity photon, we must make sure that the
photon’s frequency is fixed by stabilizing the length of the cavity. Since changes in length
modify the coupling between the atom and the field, it is of utmost importance to stabilize
the cavity to well within its linewidth.
In our previous experiments, the science cavity light was used to stabilize the cavity [57],
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a technique that has associated difficulties. This requires a more complicated locking circuit
where a blanking signal is sent to the cavity’s locking circuit when atoms reach the cavity.
This zero volt blanking signal tells the servo system to feedback nothing and relies on the
passive stability of the cavity to keep the length constant. This scheme is sufficient for short
time scales, on the order of milliseconds, but it is difficult to design a system that is stable
to a cavity linewidth over a timescale of seconds.
A simple calculation of the linewidth in terms of length will illustrate the performance
requirements required to stabilize the cavity. The cavity has a length, L = q λ02 , where λ0 is
a resonant wavelength that corresponds to the resonant frequency, ω0, and q is an integer































where κ is replaced by κ = C4FL from Eq. (3.15).
For a finesse of F = 104 and λ0 = 780.246 nm, this gives,
∆L = 3.10 × 10−12 m ≈ 3 pm . (4.4)
This is 3 picometers! The average atomic radius is ∼ 1 Å (10−10 m), so this length stability
requirement is 1/100 of the size of an atom.
With this length stability as a motivation, we developed an active locking system. The
idea is to make two lasers resonant with the science cavity. One laser is resonant with the
atoms, while the other laser is also resonant with the cavity but not the atoms. This second
laser is used to actively stabilize the cavity length.
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To accomplish this an addition laser system is needed that consists of two diode lasers:
the cavity probe laser and the transfer diode laser, and two cavities: the transfer cavity and





































Figure 4.8: Optical setup of the cavity probe laser, transfer cavity, and transfer laser.
The cavity probe laser is locked to rubidium and then locks the transfer cavity. Next, the
transfer laser is locked to the transfer cavity; this fixes the frequency separation of the two
laser beams to an integer number of the science cavity free spectral ranges.
The idea of using a transfer cavity has been introduced by many different groups [74,
75, 76]. This cavity is used to transfer the frequency stability from one laser to another
laser. Explicitly in this setup, the transfer cavity transfers the frequency stability of a laser
stabilized to a rubidium transition to another diode laser with wavelength, λTransfer. This
new wavelength, λTransfer, can be any wavelength, with the only condition that it must
produce a signal from the transfer cavity.
The cavity diode laser probes atoms in the science cavity and stabilizes the transfer
cavity. This laser is a standard ECDL laser that is stabilized to the F = 3 → F ′ = 4 : 2
cross over of 85Rb. With a double-passed AOM and an electro-optic modulator (EOM), the














Figure 4.9: (a) The cavity laser’s probe detuning setup. (b) The saturated absorption
spectroscopy of the 85Rb F = 3 → F ′ transition in red. The FM spectroscopy locking error
signal is shown in blue.
reason to lock on rubidium-85 is to ensure that the other sidebands from the EOM are not
accidentally resonant with other F = 2 → F ′ transitions in 87Rb.
The second laser is known as the transfer diode laser, which is designed to be co-resonant
with the cavity probe laser in the science cavity. This requires the transfer diode to be an
integer number of free spectral ranges of the science cavity detuned from the probe laser.
The laser wavelength is set to be three free spectral ranges of the science cavity detuned from
the cavity probe laser, giving a wavelength of λTransfer = 784.314 nm. At this wavelength,
no rubidium atomic line exists to stabilize this laser, so it is stabilized using the transfer
cavity.
The science cavity locking protocol is as follows:
1. Lock Cavity Probe Laser
As mentioned above, the cavity probe laser is stabilized to rubidium-85 via FM spec-
troscopy.
2. Lock Transfer Cavity
The stabilized cavity probe laser is used to lock the transfer cavity. The technical
details are developed in section 4.5.4.
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3. Lock the Transfer Laser to Transfer Cavity
The transfer laser is locked to the stabilized transfer cavity. The transfer laser and
the cavity probe laser have a fixed frequency detuning that is set to be an integer
number of free spectral ranges of the science cavity.
4. Lock the Science Cavity with Transfer Cavity
The science cavity is locked to transfer laser. This cavity length is also resonant with
the F = 2 → F ′ = 3 transition of 87Rb.
Due to the cascading nature of the locking, the stability of the science cavity is only as stable
as the weakest lock. Therefore, care has to be taken in each step to minimize unwanted
technical noise in the servo systems. Technical noise that is introduced at any stage of the
locking protocol will cascade down and eventually add noise to the science cavity lock.
4.5 Cavities
In this section, we will review the construction and stabilization of the Fabry-Perot cavi-
ties used in the experiments described in this thesis. The high finesse optical cavities are
constructed using the same techniques presented in the thesis by Jacob Sauer [57].
4.5.1 Science Cavity Construction
Cavity stability begins with a good mount that is passively stable against vibrations. Three
major designs for cavity mounts have been implemented, each with advantages and disad-
vantages.
The mirrors for the science cavity are made by Research Electro-Optic (REO). For each
coating run, the reflectivity and radius of curvature for each mirror are specified and then
coated by REO on a substrate with a diameter of 7 mm. In order to build short cavities,
we need to have small mirror diameters. To achieve this, REO cones the mirrors down to
a 3 mm diameter shank with a 1 mm diameter coned coated region. These mirrors are
difficult to clean and this topic is highlighted in many student theses [57, 77, 78, 79].
Both science cavity mounts share three common features. First, they are all constructed
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3 mm 1 mm
1 cm
Figure 4.10: A coned down cavity mirror used for the science cavity. The shank of the
mirror has been ground down to 3 mm and the coated portion to 1 mm. (Note: Drawing
not to scale)
from a dense material to provide a large mass and a low resonance frequency of the me-






The larger the mass for the same spring system, the lower the resonant frequency. All the
cavity mounts are constructed using oxygen free copper which is a dense UHV compatible
material.
Second, there needs to be a method to change the length of the cavity. In order to scan
the cavity length, the mirrors are glued to a PZT using Torr-Seal R©. Using a diamond saw,
sand paper, and patience, the PZT is shaped to fit the mount design. The PZT ceramic
is made from Lead Zirconate Titanate (C5500) and purchased from Channel Industries.
The mechanical properties of the PZT are derived from piezoelectric constants and the
dimensions.
Finally, all cavity mounts need some form of vibration isolation. For this, we have used
Cu-Be springs and RTV (a high temperature silicone). The following section presents the
three high finesse cavity mounts that have been constructed.
Cavity Mount 1: The first mount used can be seen in Figure 4.11. This mount was
machined from oxygen free copper and suspended by springs. As Sauer reported in
his thesis, this mount had good passive stability [57].
Cavity Mount 2: A drawing of the current cavity design can be found in Figure 4.12.
This mount has the advantage of allowing one to move the optical trap above the
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Figure 4.11: A high finesse optical cavity suspended from vibration isolation springs. The
springs are constructed from Cu-Be springs to minimize shaking of the cavity when the
MOT coils are turned on and off.
cavity and perform cavity independent measurements. The skiff is constructed from
oxygen free copper and damping is provided by RTV, which is attached to the bottom
the skiff. The RTV is produced by Dow Corning (736) and is a silicone with a low
Young’s modulus, which provides good vibration isolation. Since RTV is typically not
compatible with UHV applications, it is pre-baked to drive off any volatile elements.
4.5.2 Science Cavity Stabilization
Figure 4.13 shows the optical setup for the science cavity. The transfer and cavity probe
laser lights are brought to the experimental setup by a single mode fiber. The two colors of
light are cross-polarized in the optical fiber and, after mode matching optics, both lights are
coupled into the science cavity. After the science cavity, the light is split into two branches
using polarization optics. The science light, at 780.246 nm, is sent directly into a fiber
which is coupled to a photon counter for detection.
The locking light is detected via heterodyne detection, which is a technique that relies












Figure 4.12: (a) Experimental schematic for the skiff mount. The MOT is produced 8 mm
away from the cavity via a 6 beam MOT. The 1-D walking wave optical trap is used to
transport the atoms 8 mm to the optical cavity. The cooling beams are at an angle of
approximately 45 degrees from the optical lattice axis and intersect the cavity mode. (b) A
photograph of the skiff mount. (c) A photograph looking down the optical lattice axis.
the weak signal and a reference beam is monitored, where the reference beam is used as a
local oscillator. The interference is produced by mixing the two lights on a beam splitter.
The signal field is detected by monitoring the interference between the two beams on a
photo-detector [44].
In the heterodyne setup, seen in Figure 4.13, the signal light passes through an optical
isolator to eliminate back reflections into the photon counter. After the isolator, the locking
light signal is mixed with the local oscillator on a beam splitter. To achieve maximum spatial
overlap, both lights are coupled into a single mode optical fiber. This fiber is then connected
























Figure 4.13: The science cavity optical setup. Light emitted from a fiber coupler is mode
matched to the Gaussian mode of the Fabry-Perot Cavity. In the fiber, the cavity probe
light is horizontally polarized while the stabilization light, the transfer laser, is vertically
polarized. The transmission from the science cavity is then split into the stabilization
light and the science light. The stabilization error signal is produced from the heterodyne
detection, while the science light is sent to the photon counter.
The transfer diode beam passes through an EOM before it combines with the cavity
probe light. This EOM serves two purposes. First, it provides a fine adjustment to ensure
that the cavity probe and transfer diode are co-resonant in the science cavity. Second, it
provides three different transfer diode frequencies in the science cavity.
The beams in the science cavity are the +κ beam, the intra-cavity dipole beam, and
the −κ beam. The intra-cavity dipole beam is resonant with the cavity and provides an
intra-cavity dipole trap. The two ±κ beams provide the locking signal for the science cavity.
Figure 4.14 shows the spectrum of the three beams where the locking signal is generated
by subtracting the signal of the +κ beam heterodyne from that of the −κ beam signal.
Performing this gives us a dispersive error signal to lock the science cavity, which is shown
in Figure 4.14 (b).
To generate the error signal from the heterodyne setup, the output of the EOT-2030
photodiode is sent through a bias-T (Mini-Circuits ZFBT-4R2GW) and two 24 dB RF
amplifiers (Mini-Circuits ZFL-500LN). To account for phase mismatches, one of the pho-
tocurrents from EOT 2 is sent through a digital delay line which is used to match the
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Figure 4.14: (a) The spectrum of the three transfer laser lights that are incident on the
science cavity are shown. The two locking lights that are ±κ and the intra-cavity dipole
light. (b) The subtraction of the locking beams to produce the error signal. For these
calculations, κ = 13.6 MHz.
phases. The two photocurrents are combined with a RF combiner (ZFSC-2-11). The RF
electrical setup can be found in Figure 4.15.
Two spectrum analyzers (HP 8590L) are set to zero span, so they act as FM receivers
at the frequencies of the locking beams with a 10kHz video and resolution bandwidth. In
normal operation, the center frequencies are set to ±κ, but the cavity can still be locked
with sidebands set to ±3κ. The video out of both spectrum analyzers is sent to an SRS
preamp (SRS 560), and the two signals are low pass filtered at 3 kHz and subtracted to
produce a dispersive error signal. This error signal is then sent to a PI lockbox which locks
the cavity.
4.5.3 Science Light Detection: Photon Counting
The photon counting of the science light is performed using a single photon counting module
from PerkinElmer (model SPCM-AQR-13-FC). These photon counting modules are fiber
coupled, with a maximum dark counts of 200 per second. Typically photons are counted
























Figure 4.15: Heterodyne RF setup for de-modulating the cavity transmission. Light from
two single mode fibers are incident on EOT detectors 1 and 2. Each signal is amplified and
then recombined. Two RF spectrum analyzers in zero span mode act as FM receivers to
the heterodyne signal. Before a PI lockbox, a SRS preamp subtracts the two signals and
low pass filters the signal with a roll-off frequency of 3 kHz.
are 0.4 dark counts per bin time, so dark counts are not a significant noise source.
The detection efficiency is measured by comparing the light emitted from the science
cavity to the percentage of light that is coupled into the photon counting fiber. This
measurement is performed by inserting a flip-up mirror before the polarizing beam splitter
in Figure 4.13. With the mirror flipped up, the output of the science cavity is measured
with a photodiode, PDA55. With the mirror flipped down, the light is fiber coupled and
measured using a fiber coupled PDA55. The typical fiber coupling efficiency is 45%. The
photon counters have a quantum efficiency of 0.5 counts/photons which results in a detection
efficiency of η = 0.225 counts/photon.
To separate the science light (780 nm) from the locking light (784 nm), polarization
sensitive optics are used. These polarization optics are only 95% efficient in attenuating
the undesired polarization, so laser line filters are used to prevent the locking light from
getting into the photon counter. The laser line filters are purchased from Semrock (Max-
Line Laser-Line Filter LL01-780-12.5), and have a high throughput (95%) with a narrow
bandwidth (1 nm). To attenuate the 784 nm light, two filters are placed back-to-back,
resulting in an attenuation of 6 orders of magnitude (OD 6).
4.5.4 Transfer Cavity Construction
The transfer cavity is constructed from mirrors coated by VLOC, with a radius of curvature
of 25 cm and transmission losses of 1% (i.e. R=99%) at 780 nm. The cavity was designed
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to have a free spectral range of 1 GHz. The properties of the transfer cavity are,
L = 15 cm
νFSR = 1.0 GHz
F = 300
κ = 1.8 MHz .
The cavity is constructed using a Thorlabs aluminum lens tube and is scanned using a
cylindrical PZT. Due to its construction from aluminum, the transfer cavity is sensitive to
temperature drifts. The linear thermal expansion is given by [80],
∆L
L
= α∆T , (4.6)
where α is the coefficient of thermal expansion. For aluminum, αAl = 23 × 10−6/◦C.
The locking circuit can output a voltage range of 30 V, which corresponds to a total
length change of the PZT of, ∆L = 5.6 nm. In terms of temperature, the locking circuit can
stabilize against a change of temperature of only 1.67 mK. Because of this small temperature
range, the transfer cavity is passively temperature stabilized by isolating it from the lab
environment. The cavity is wrapped in thermal insulation, and then placed in a sealed
plastic PVC tube to isolate the cavity. This passive isolation allows the cavity to remain
locked for approximately 30 minutes before the integrator range needs to be reset.
Constructing a transfer cavity from a material with smaller coefficient of thermal ex-
pansion would increase the locking range. Super-InvarTM has a very low coefficient of
thermal expansion, αSuperInvar = 0.66 × 10−6/◦C. Since the coefficient of thermal expan-
sion of Super-InvarTM is approximately 40 times smaller than that of the aluminum, this
allows the integrator to compensate for a temperature drift of approximately 58.7 mK.
Such a transfer cavity has been constructed and tested, but has yet incorporated in the
experiment.
4.5.5 Transfer Cavity Stabilization
The transfer cavity is locked by the cavity probe laser. The transfer laser and the cavity
laser are combined on a beam splitter and then are coupled into a single mode fiber. At the
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transfer cavity, a mode matching lens is placed to match the cavity’s waist. The two colors of
light are separated in transmission by a diffraction grating (Edmund optics 1800 lines/mm),
and the beams are allowed to propagate ∼ 0.5 m before the beams are able to be picked off
into two separate Thorlabs PDA55 detectors.
Each of the lasers are separately modulated via AOMs to perform FM spectroscopy.
The transfer cavity length is stabilized by locking the length to the cavity probe laser using
the Pound-Drever-Hall (PDH) technique [81, 82] and PI servo circuit.
4.6 Optical Trap Lasers
In the history of the cavity QED experiment at Georgia Tech, a number of laser systems
have been used for optical trapping. Jacob Sauer’s thesis describes optical trapping with
a titanium sapphire laser and optical traps constructed from 850 nm diode-seeded tapered
amplifier systems [57]. The work performed in this thesis builds on the knowledge gained by
Sauer but leaves the details of the previous traps to his thesis. This section focuses on the
experimental setup for a new optical trap built with a Ytterbium (Yb) doped fiber laser.
The fiber laser was purchased from IPG photonics, model number YAR-20-LP-SF. The
laser’s specifications are as follows: 20 Watts of output power with single frequency output
and linearly polarized. The laser operates at the Nd:YAG wavelength of λ = 1064 nm. To
control the optical power in real time, AOMs from IntraAction Corp (AOM-40) are used
with RF attenuators from Mini-Circuits (ZX73-2500).
The RF frequency for the AOMs is provided by phase locked HP oscillators (HP 8647A
and HP E4430B). A very stable GPS satellite based 10 MHz reference (EndRun Technolo-
gies Præcise Gfr) provides the frequency reference to phase lock these two oscillators. A
frequency difference between the two AOMs is used to translate the atoms in the lattice.
Typical atom transport is done with difference frequencies of 50 kHz to 70 kHz. The optical
setup can be seen in Figure 4.16.
The output from the fiber laser passes through two optical isolators to protect the laser
before its split into two trapping beams, Trap 1 and Trap 2. In order to send probe (F =




















Figure 4.16: Optical setup for Yb doped fiber laser optical trapping system. The output
of the fiber laser is sent through two isolators to protect the laser from the back reflections.
Then the beam is split into two trap beams and sent through two phase locked AOMs.
The light is then fiber coupled after a Dichroic Beam Splitter (DBS), where probe light is
coupled into the fiber.
beam splitters (DBS) are used to combine these beams with the fiber laser. The combined
beams (fiber laser, probe and repump) are coupled into large mode diameter polarization
maintaining fibers from Nufern (FUD-3460 PM085-LNA) using 1:1 telescopes to maximize
the collimation for greater coupling efficiency.
After the optical fiber, the beam is sent through a system of three lenses: the beam is
expanded and then focused down to a waist of w0 = 26.9 µm by the final 350 mm lens. All
lenses in this optical setup are achromatic lenses to reduce aberrations. Figure 4.17 shows
the optical setup for the cavity QED experiment. In this schematic, the path of the optical
trap optics is shown as it passes through the UHV vacuum chamber. Also this schematic






















Figure 4.17: Optical setup for producing the optical trap. The two lattice beams each
come from independent fibers and are focused down to a waist, w0 = 26.9 µm. Also shown
is the cavity, the MOT beams, imaging objective and CCD.
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4.7 CCD Imaging Setup
In order to image single atoms, one needs to collect a large percentage of the solid angle
with the imaging lens. The numerical aperture of the lens sets the resolution limit of the
imaging system by defining a minimum spot size and depth of focus. Imaging objectives
are specified by either the numerical aperture or the related parameter, f-number (f/#).








where NA is the numerical aperture, f is the focal length and D is the clear diameter of
the lens.










The imaging technique used in this thesis is fluorescence imaging, where photons scattered
from the atoms are collected with a lens. Atoms spontaneously emit photons in a randomly
in all directions. To determine the calibration of the imaging system, i.e ratio of collected
photons to number of atoms, the collection efficiency must be computed. This geometrical
calculation can be computed with the aide of Figure 4.18.












From Eq. (4.10), one can see that the larger the numerical aperture, the larger the percentage
of solid angle that is collected by the imaging system, which in turns means more photons
are collected from the atoms.
For this thesis, two basic lenses have been used for imaging; a high aperture laser




Figure 4.18: Geometric diagram to compute the percent solid angle.
Table 4.1: Parameters for the two imaging lenses.
objective HALO Mitutoyo Objective 5x
working distance 16.55 mm 37.5 mm
focal length (f) 30 mm 40 mm
N.A. 0.38 0.14
wmin 0.654 µm 1.77 µm
Depth of focus (zR) 1.720 µm 12.67 µm
% SA 0.0361 0.0049
Mitutoyo Corp. (M Plan Apo NIR 5x). The specifications of these lenses is presented in
Table 4.1.
As one can see from Table 4.1, the working distance of the HALO lens is much smaller
than that of the Mitutoyo objective. To focus on the MOT properly the HALO lens is
only a few millimeters from the quartz cell. This limits the steepness of the angle of the
MOT beams and in turn, sets the distance between the MOT and the cavity. Here we have
elected to lose some collection efficiency to have a lens with a larger working distance.
The light coming from the MOT is collimated by the objective lens. It is then focused
down onto a Andor Ixon CCD camera with a 75 mm achromatic lens. The imaging system
also has a laser line filter from Semrock to cut out background and optical trapping light.
The Andor CCD has 16 µm square pixels, which combined with magnification of imaging
system, 1.88×, yields an effective pixel size of 8.53 µm.
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4.8 Quantitative Analysis of Images
4.8.1 Number
The number of spontaneously emitted photons is [30],
γsp =
s0γ/2
1 + s0 + (2δ/γ)2
, (4.11)
where δ is the detuning from resonance, γ is the natural linewidth of that atom and s0 is
the on-resonance saturation parameter. The on-resonance saturation parameter, s0, is the
ratio of the intensity of the applied laser beam to the saturation intensity. This can be








Finally, the saturation intensity is constructed from physical constants and atomic param-





where τ is the lifetime of the transition. For 87Rb, the saturation parameter is approximately
1.60 mW/cm2.
The number of photons collected on the camera is,
# photons = η γspNatomstexp , (4.14)
where texp is the exposure time and η is the detection efficiency. Therefore, by measuring
the number of photons collected, the percent solid angle, and by computing the scattering
rate, one can determine the number of atoms in an image.
4.8.2 Temperature
Thermal atoms released from a trap (optical or magnetic) expand and fall due to gravity.
Using this Time-of-flight (TOF) imaging it is possible to extract the atom number and
temperature of the atoms. The width of the Gaussian distribution of atoms is given by,





where σ0 is the width of the atomic cloud at t = 0, kB is Boltzmann’s constant, T is the
temperature of the gas, t is the expansion time, and m is the mass of the atom.
For thermal atoms, the expansion is isotropic, so one can collapse the 2-D image into
1-D and perform a Gaussian fit. From this fit, the temperature, the number of atoms and
the initial size of the cloud can be extracted.
4.9 Computer Control
The computer interface of the experiment involves three computers. The first computer
controls the experiment via LabView using two 8-channel analog output cards (NI-6713
and NI-6733). A second computer is devoted to the Andor CCD camera and collects the
data from the CCD camera. A third computer is used for collecting analog input (AI) from
the photon counter. A counter on the AI card, NI-AT-MIO-16, records the signal from the





This chapter presents results from experiments in atom trapping. The chapter begins with
results from optical trap lifetime and transport measurements. Then the ability to trap
and detect individual atoms in a MOT is demonstrated. Finally, these single atoms are
transfered and detected in an optical lattice. This non-destructive measurement in the
optical trap leads to extremely long trap lifetimes.
5.1 Optical Trap Diagnostics
The first experiments that deterministically loaded atoms into a high finesse cavity were
limited by the quality of the optical lattice. As noted by Jacob Sauer in his thesis, the traps
had short lifetimes and atoms were lost as they were transported to the cavity [57]. Sauer
developed a diode seeded tapered amplifier system that provided satisfactory lifetime and
transport. This improved lifetime was due to the sub MHz linewidth of the diode system,
and a smaller measured intensity noise compared to previous trapping lasers. This section
presents results with two trapping systems, the tapered amplifiers and a Yb doped fiber
laser that was implemented in August of 2005. To characterize the optical trap system, we
are most concerned with the trap lifetime and the transport efficiency.
5.1.1 Trap Lifetimes
The number of atoms in a trap can be described as N = N0 exp(−t/τ), where N0 is the
initial number of atoms and τ is the lifetime of the trap. To measure the lifetime, the
number of atoms is measured versus hold time and then fit to an exponential, from which
the trap lifetime can be extracted. It should be noted that there can be different lifetimes
for different loss processes.
There are many different heating mechanism that have been presented in the literature
of optical traps. Heating can occur from off-resonance atomic absorption and emission of
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trap photons [42], and from intensity and pointing instabilities of the trap laser [83]. It
should be noted that these studies have primarily focused on single focus optical traps,
not optical lattices. In addition to these problems, optical lattices are also sensitive to
frequency noise of the trap laser. The limiting loss mechanism for all traps is background
gas collisions.
To measure the lifetime, atoms are loaded into the optical trap and the number of atoms
is recorded for different hold times. While a MOT of approximately 106 atoms is loading
an optical trap is turned on. During loading, the MOT and the optical lattice are spatially
overlapped. To prevent energetic, hyperfine state changing collisions [84], atoms are de-
pumped into the F = 1 state by turning off the repump light 40 ms before the MOT beams
are extinguished.
Fluorescence imaging is used to measure the number of atoms where the trapped atoms
are probed by the MOT beams, or by a probe beam along the optical trap axis. The
scattered photons are collected by the imaging objective and recorded on a CCD camera.
In Figure 5.1, the atom number is plotted versus hold time for the 852 nm tapered amplifier
and the Yb doped fiber laser optical traps.
For the tapered amplifier system, the optical trap was constructed from two independent
beams where each beam was constructed from an individual tapered amplifier chip. To
ensure phase stability, both tapered amplifiers were seeded by the same master oscillator
with wavelength 852 nm. These tapered amplifiers were fiber coupled with 120 mW per
trap beam. The trapping parameters for this trap are,
UMOT = 26 µK
Ucavity = 206 µK
Γsc = 4 photons/s
wcavity = 24 µm ,
where Γsc is the scattering rate at the deepest part of the potential (i.e. at the cavity).
UMOT and Ucavity, refer to the trap depth at the MOT and the cavity, respectively and
the beam waist at the cavity is wcavity. In Figure 5.1, the green dataset correspond to the
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Figure 5.1: (a) A fluorescence image of atoms trapped in an optical lattice. (b) Lifetime
measurements for atoms stored in a optical lattice constructed from 852 nm tapered am-
plifiers and a Yb doped fiber laser. The green dataset is for the 852 nm tapered amplifiers,
with a corresponding lifetime of τ = 2.58 s. In the red dataset is the result for the Yb doped
fiber laser lattice with a lifetime of τ = 7.78 s.
852 nm trap with a measured trap lifetime is, τ = 2.58 s.
The red data set in Figure 5.1 corresponds to a lifetime measurement made with the
Yb doped fiber laser trap. This trap was built from two independent laser beams, with
700 mW per beam, resulting in trap parameters of,
UMOT = 16 µK
Ucavity = 381 µK
Γsc = 1.5 photons/s
wcavity = 24 µm .
The measured lifetime of the trap was τ = 7.78 s.
The trap lifetime of the fiber laser is larger than the 852 nm tapered amplifier by
approximately a factor of three. Both of these lifetimes are sufficient for the cavity QED
experiment where atoms are transported to the cavity in 200 ms. The shorter lifetime of
the tapered amplifier is still ten times longer than the transport time.
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5.1.2 Atom Positioning Experiments
The walking-wave lattice is constructed from two independent laser beams where the fre-
quency of these beam are controlled by phase locked AOMs. One of the AOMs has a tunable
frequency, which can be tuned over ∆ν = ±1 MHz. By introducing a frequency difference
between the two beams, the nodes and the anti-nodes of the lattice translate. Since the
atoms are trapped at the anti-nodes of the optical lattice, they are optically transported,
with a velocity given by Eq. (2.47).
To measure the transport efficiency, atoms are transported a distance of z away from
the MOT location, followed by a distance of −z to return the atoms to where they started.
The number of atoms that survive the transport are compared to the number of atoms
in the trap without transport. To cancel out any lifetime effects, both measurements are
performed at the same time with respect to the MOT turn off. The loading of the optical
trap is performed in the same manner as the lifetime measurement. Figure 5.2, plots the
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Figure 5.2: Atomic transport efficiency in the walking-wave lattice. The green data set
shows the transport efficiency for the 852 nm diode laser trap. The red data set shows the
results for the Yb doped fiber laser trap.
For the 852 nm lattice the MOT was located 5.6 mm away from the optical cavity,
so a distance of 11.2 mm corresponds to travel to and from the cavity. This transport
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had an efficiency of approximately 60%. For the fiber laser experiment, the MOT was
located farther away from the cavity which is required to limit scatter of the MOT beams
off the cavity. For the fiber laser trap the MOT was typically located 8 mm away from the
cavity. So a transport of 16 mm corresponds to atom traveling to and from the cavity. The
transport efficiency to and from the cavity for the fiber laser is 46%.
5.1.3 Imaging Atoms inside the Optical Cavity
With the current cavity mount design it is possible to image inside the cavity. By probing
down the optical trap axis it possible to image atoms as they enter the cavity. Figure 5.3
shows approximately 1000 atoms as they enter the cavity after being transported 8 mm.
Figure 5.3: Atoms that have been transported 8 mm are imaged inside the cavity. The
field of view is 3.2 mm in the vertical direction and 1.6 mm in the horizontal. The atoms
appear weaker on the edge of the cavity because they are on the edge of the imaging field
of view. Lines have been added to emphasize the location of the cavity mirrors.
5.2 Experiments with Single Atoms
The previous experiments started with a MOT formed with 105 − 106 atoms, where 10%
of the atoms are loaded into an optical trap. By loading fewer atoms into the MOT and
decreasing the transfer efficiency into the optical trap, single atoms can be loaded into the
cavity. This top down approach starts with many atoms and then manipulates efficiencies
to reach the single atom level.
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In contrast, a bottom up approach has been developed which produces a single atom
inside the optical cavity, by beginning with just a single atom in the MOT. This single atom
is transported to, and detected by, the optical cavity. To pursue this new idea it became
necessary to develop techniques to trap, detect and transport individual atoms.
5.2.1 Single Atom MOT Production
To construct the single atom MOT requires a large magnetic field gradient, on the order
of 250 G/cm, which severely reduces the capture rate of the MOT [85], thereby limiting
the average number of atoms loaded into the MOT. Constructing this large field gradient
requires running 400 A through the MOT coils, which requires water cooling to prevent
over heating the coils.
A second technical hurdle is the ability to detect single atoms. In order to detect
individual atoms, a large percentage of the light scattered by the atoms needs to be collected.
To accomplish this, a high numerical aperture microscope objective is used to collect the
scattered light. These experiments take place in uncoated quartz glass cells where light
scattered off the cell can mask the single atom signal. To minimize this scatter, the MOT
beams are apertured down to an approximate 1-2 mm spot size.
The other main difference between a high gradient MOT and a low gradient MOT is the
integration time for detection. In fluorescence imaging, rubidium atoms that are probed
near saturation and near resonance scatter approximately 107 photons/s. For a low gradient
MOT with 105-106, atoms can be probed for a short time, 1 ms, and still collect enough
photons to achieve a high signal to noise ratio. In contrast, in a single atom MOT, the
signal is integrated for 500 ms to collect enough photons to image a single atom. Figure 5.4
shows the fluorescence signal from individual atoms in the MOT.
The fluorescence signal is integrated over a region of 4× 4 pixels, which corresponds to
a region of interest that is approximately 25 × 25 µm, and integrated for 500 ms. In the
integrated signal, Figure 5.4 (a), one can clearly see atomic steps, indicating the individual
atoms. The atom number in the MOT can increases due to collecting additional atoms
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Figure 5.4: (a) The integrated fluorescence single from the single atom MOT. Atoms are
exposed for 500 ms, and the image is integrated over a 4 × 4 pixel region that contains the
MOT. Atomic steps are present showing the ability to detect single atoms. (b) Fluorescence
images showing: 0, 1, 2, 3, and 4 atoms.
due to collisions with other MOT atoms.
By constructing a histogram of the results from Figure 5.4, one can determine the count
rate per atom per exposure time which is plotted in Figure 5.5. The resulting histogram is
then fit to a sum of Gaussian functions to determine the count rate.
In Figure 5.5 the histogram is constructed from the data shown in Figure 5.4 (a). The
center of each Gaussian gives the count rate for 0, 1, 2, 3, 4, and 5 atoms. The count rate
per atom per integration time is given by the separation of the peaks. This histogram is
constructed using bins with a width of 100 counts resulting in a count rate per atom of
Ratom = 4900 counts per 500 ms.
5.2.2 Single atom Stark Shift Probe
The single atom MOT signal can be used as a probe of the Stark shift experienced by the
atom due to the optical trap laser. The atom will experience a spatially dependent Stark

















Figure 5.5: Histogram of the integrated fluorescence signal of the single atom MOT from
Figure 5.4 (a). The histogram is fit to a sum of six Gaussian functions which is shown as a
black dashed line. The peaks show N = 0, 1, 2, 3, 4, and 5 atoms.
a time averaged Stark shift can be computed.





1 + s0 + (2δ/γ)2
, (5.1)
where s0 is the on-resonance scattering rate, γ is the natural linewidth of the atom, and δ
is the detuning of the MOT beams. The ratio of the scattering rate of the Stark shifted




1 + s0 + (2δStark/γ)
2
1 + s0 + (2δbare/γ)2
. (5.2)
Using the CCD camera to measure the different count rates of a single atom, where the
intensity and the detuning from bare atomic resonance remains constant, the time-average
Stark shift can be computed.
In Figure 5.6, the results of the Stark shift experiment are shown. Atoms in the MOT
are imaged with 500 ms exposure with a CCD camera, and the count rate per atom is
determined, as in Figure 5.5. Then the optical trap laser is turned on and the new Stark
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count rate is recorded. The MOT laser beams are fixed at a constant detuning of -10.6 MHz
from the atomic resonance, and the power per beam is held constant. The optical trap is
constructed from the fiber laser with 1 W of optical power, focused to w = 17 µm, and a



















Figure 5.6: A histogram of the single atom fluorescence signal from Stark shifted atoms
in the MOT. The histogram is fit to a sum of 6 Gaussian curves (shown as a black dashed
line) to find the single atom count rate for the Stark shifted atom.
The histogram is constructed with bins of width 100 counts which is again fit to a sum
of Gaussian functions, where the Stark shifted single atom count rate is 2420 counts per
500 ms.
From the fits of the two histograms (Figures 5.5 and 5.6), one can compare the count
rates for Stark shifted and unshifted atoms. These rates are given by,
Rbare = 9800 cts/s
RStark = 4840 cts/s .
Using Eq. (5.2), one can compute the detuning due to the Stark shift. The detuning is
computed,
δStark = 30.33 MHz (5.3)
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This results in a trap depth of approximately, Udipole ≈ 400 µK, where the trap depth is,
Udipole = ~δStark . (5.4)
In addition to determining the trap depth, this measurement can be used as an align-
ment tool between the MOT and the optical trap. The key alignment in the cavity QED
experiment is the intersection between the optical trap and the cavity mode as described
in Section 6.2. Once this alignment is made, the MOT must be moved to the optical trap.
To maximize this alignment and ensure good transfer to the optical trap, the Stark shift
experienced by the MOT atoms is maximized.
5.2.3 Imaging Single Atoms in an Optical Trap
With successfully trapped and detected individual atoms in the MOT, the next experiment
focused on loading individual atoms into an optical trap. Additional techniques had to be
developed to detect these atoms in the optical trap, which was challenging, due to the large
Stark shift of the trap.
To image individual atoms in optical traps requires much of the same experimental tools
as imaging them in MOT. Again the scatter must be minimized to increase the signal to
noise ratio. As before, the atom has to be exposed to near-resonant light for a long time
period, in order to collect enough photons to detect the atom and discriminate it above the
background.
This long integration time is strikingly different than the above fluorescence imaging of
atoms in an optical trap. In the many atom experiments, atoms are exposed for a short
time, less than 1 ms, with a near resonant laser probe. This is a destructive measurement
where the atoms are heated out of the trap due to the absorption and emission of photons.
Since there are many thousand atoms emitting photons, a large signal can be collected in
this short integration time.
To image individual atoms in the optical trap required the development of a technique
that could image atoms non-destructively. This was first demonstrated with Cs by the Bonn
group [86, 87] and we adopt their technique here.
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5.2.4 Non-Destructive detection
In Figure 5.7, one can see a chain of atoms that are imaged in the optical lattice, using a
six beam optical molasses. The optical trap is constructed from a 1 W laser beam that is
Figure 5.7: A chain of individual atoms that are imaged using non-destructively. There
are eight individual atoms and one location where there are two atoms.
retro-reflected onto itself with a focus of w0 = 17 µm. The trap depth is, Udip ≈ 1.1 mK.
This trap induces a Stark shift on the atom that is computed to be + 82.7 MHz which
blue-shifts the resonance with respect to the bare atom.
Imaging the atoms in the optical trap employs a 6 beam optical molasses. Each beam
of the optical molasses has 3 mW of optical power and detuned from the bare atomic
resonance by δ = −13.1 MHz ≈ 2.2 γ. The beams of the optical molasses are thus detuned
by δ = 15.7 γ from the light shifted atomic transition. This results in a per beam saturation
parameter of, s = 3 × 10−5 per beam. The atoms are imaged in the optical molasses with
an exposure time of texp = 700 ms.
In addition to the ability to detect individual atoms in the optical trap, the continuous
observation increases the lifetime of the atoms in the lattice. In this chamber the lifetime of
the optical trap without cooling is limited to τno−cooling = 20 s. With cooling, the lifetime
grows by nearly an order of magnitude! The result of the lifetime measurement can be seen



























Figure 5.8: Lifetime measurement of atoms in the continuously observed lattice. The trap
depth is U = 1 mK, and each of the six beams has a s = 0.00003. The lifetime of the atoms
in the trap with cooling light is τ = 125 s.
5.2.5 Preparing Chains of Atoms
The ability to image individual atoms in an optical trap does not require a single atom MOT.
Atoms can be loaded from a normal MOT and then cooled and observed continuously. The
scheme for the cavity QED based quantum computer requires a chain of atoms that can be
moved in and out of the optical cavity mode. By manipulating the optical trap laser beams
one can produce a chain of atoms.
In this experiment, the optical lattice was formed by two independent laser beams.
Atoms are initially loaded into the trap from the MOT. The atoms are continuously ob-
served in the optical lattice, and are localized to the region where the MOT was located.
To spread the atoms into a linear chain, one laser beam is turned off for 3 ms, and the
atoms are allowed to expand in a single focus trap. After the expansion time, the second
laser beam is turned back on and the atomic motion is frozen. The atoms are then spread
along the lattice trap. In Figure 5.9, the results of the expansion are presented.
Initially approximately 50 atoms are loaded into the optical trap. These atoms are
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Figure 5.9: Expansion of atoms in an optical lattice. One lattice beam is turned off and
the atoms expand for 3 ms in a single focus trap. The atoms expand and for a chain of
atoms that could be used for a quantum register.
spread over a distance of approximately 40 µm. After the expansion, individual atoms are
spread over the optical lattice. By using this technique we can prepare the system envisioned
in Figure 3.6, where a chain of atoms are ready to interact with an optical cavity.
A detailed study of the cooling versus detuning and other trap parameters is being
investigated currently and a complete description of continuous observation will be presented
in the Ph.D. thesis of Michael Gibbons. Currently the longest lifetime observed in this
system is 300 seconds, or 5 minutes. For quantum information, the interactions usually
occur at rates on the order of MHz. Comparing the time scale of the atom’s lifetime to
clock rate, the atoms are essentially stored forever.
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5.3 Summary of Atom Trapping Experiments
In this section, experiments have been presented that show the ability to trap and manipu-
late atoms with an optical lattice. We have shown that we can store atoms for long lifetimes
with optical traps. We have also shown the ability to transport atoms over macroscopic
distances.
Additionally, tools have been developed to trap and image individual atoms. First
individual atoms are trapped in a Magneto-Optical trap and detected via the CCD camera.
Then single atoms are imaged in an optical trap using a balanced six beam optical molasses.
This continuous observation leads to increased trap lifetimes which are greater than two
minutes. The following table highlights the increase of trap lifetime in the cavity QED
experiment over the last five years.
Optical Trap Source Trap Lifetime Years Used
Ar+ pumped Ti:S 200 ms 2002-2003
Tapered Amplifier diode pumped 852 nm 2-4 s 2003-2005
Yb doped Fiber Laser 8-20 s 2005-
Continuous Observation >120 s 2006-
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CHAPTER VI
PROBING THE ATOM-CAVITY SYSTEM
This chapter presents the results from experiments with the atom-cavity system. First, the
rate of coherent coupling and decoherence of the cavity field are measured to determine
important cavity QED parameters. After the cavity QED system is characterized, we
present deterministic delivery of atoms into the cavity mode. The atoms are observed in the
cavity by absorption of the intra-cavity photon, and later by cooling and non-destructive
emission into the cavity mode. Finally, experiments with single atoms emitting into the
cavity are presented.
The experiments described in this chapter are performed with the second high finesse
cavity where the distance between the MOT and the cavity is 8 mm. The walking-wave
optical lattice is constructed using Yb doped fiber laser, with 4 W of optical power per beam.
Unless otherwise noted, the trapping parameters are UMOT ∼ 100 µK and Ucavity ∼ 1 mK.
6.1 Characterization of Cavity Parameters
In order to characterize the cavity QED system, three rates need to be measured; the
coherent coupling rate g0, the cavity’s linewidth κ, and the natural linewidth of the atom,
γ. For 87Rb the linewidth of the D2 transition is, γ = (2π) 6.065 MHz [88].
6.1.1 Determination of g0
The first parameter of the cavity QED system to measure is the rate at which information
can coherently be transfered from the single atom to the single photon. The coherent






where, λ is the wavelength of the atomic transition, γ is the linewidth of the atomic tran-
sition, w0 is the cavity mode waist and L is the length of the cavity. To determine g0, the
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Table 6.1: Resonant wavelengths of the science cavity measured with the HP Optical
Spectrum Analyzer 86142A.








cavity’s waist and length needs to be measured because the other parameters are determined
from atomic properties.
To measure the length of the cavity, one can directly measure the free spectral range
using two lasers. One laser with a fixed frequency, stabilized to a rubidium transition,
serves as a frequency reference. The second laser is tunable with the ability to scan over
many nanometers. The cavity’s length is kept constant by monitoring the fixed laser’s
transmission, while the second laser’s wavelength is changed until both lasers are co-resonant
with the cavity. The wavelength of the tunable laser is recorded when both lasers are
resonant with the cavity. The wavelength is measured to high accuracy using an optical
spectrum analyzer or a wavemeter. In Table 6.1 the co-resonant wavelengths are recorded.










By plotting the inverse wavelength versus the mode number, the slope is related to the
length of the cavity. Once the length of the cavity is known to a high precision the cavity’s
waist can be computed from Eq. (3.6). Armed with these values, g0 can be computed using
Eq. (6.1).
It should be noted that Hood et al. [89], make corrections for the frequency depen-
dence of the mirror coatings. Since this measurement is preformed over a small range of
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Figure 6.1: Plot of inverse wavelength vs. mode number. The slope of this line gives the
length of the cavity. The length of the cavity is, L = 221.51 ± 1.65 µm.
Table 6.2 summarizes the cavity QED parameters that can be computed with the knowl-
edge of the length of the cavity mode.






Vm 7.17 × 10−14 m3
g0 (2π) 17.11 MHz
6.1.2 Determination of the Cavity Linewidth
The linewidth of the cavity, κ, is measured using the transfer diode laser. Figure 6.2 depicts
the technique used to measure the cavity linewidth. The EOM which produces the transfer
laser light for the science cavity is driven with three RF signals. Two frequencies from the
EOM stabilize the cavity and are depicted as blue dashed. The frequency of these beams
are,
ω± = ω0 ± 2κ
where ω0 is the resonance frequency of the cavity. A third laser with an adjustable frequency
ω′, maps out the cavity transmission spectrum by recording the transmitted power versus
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frequency.
All three beams are detected via heterodyne detection where three separate spectrum
analyzers are set to each of the RF frequencies. The transmitted power of the adjustable
laser is fit to a Lorentzian function from which the linewidth can be determined.
Shot 1 Shot 2 Shot 3 Shot 4 Shot 5
Figure 6.2: Experimental setup to measure the linewidth of a cavity using the transfer
cavity light. The blue dashed lines are the frequencies that are centered at ±2κ that provide
the cavity stabilization while, the black solid line can be tuned across cavity resonance. Once
the cavity is locked we monitor the transmission versus detuning of the black frequency laser.
The results of cavity linewidth measurement is shown in Figure 6.3, with a measured
linewidth of, κ = (2π) 13.69 ± 1.43 MHz. This cavity is constructed from two mirrors
with transmission losses of 100 ppm and 10 ppm. For these mirror losses, the computed
linewdith of κTheory = (2π) 5.8 MHz is substantially smaller than the measured value.
This measured linewidth implies a finesse, F = 24, 740, which corresponds to a total loss
of δc = 254 ppm, This linewidth is approximately a factor of 2.5 larger than the design
parameter, and possibly due to impurities on the mirror’s coated surfaces.
With measurements of κ and g0, all necessary cavity QED parameters can be computed,
which includes saturation atom number, N0 and the saturation photon number, n0. The
formulae for these parameters are given in Eqs. (3.41) and (3.40). In Table 6.3, all the
cavity QED parameters of the current cavity are presented.
6.2 Optical Trap Cavity Mode Alignment
To successfully position atoms in the cavity field mode, careful alignment is required to
overlap the optical trap axis with the cavity mode axis. The Gaussian beams that define
these two axes have small waists. The optical trap has a waist of, wTrap = 26.9 µm, and the
cavity mode has a waist of, wCavity = 20.3 µm. Once the focus of the optical trap is located
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Figure 6.3: Cavity linewidth measurement using the 784 nm transfer laser. The measured
linewidth is κ = (2π)13.69±1.43 MHz. Each point is the average of 10 measurements, with
the error bars showing one standard deviation.











alignment between the cavity beam and the optical trap in the vertical height, the atoms
are rolled down a single-focus optical trap into the cavity mode as depicted in Figure 6.4
Atoms start at the top of a potential hill created by the single focus optical trap. When
the MOT beams and magnetic field are turned off, atoms roll down to the focus where the
potential is the deepest. The height, or y position, of the optical trap beam is adjusted
until atoms are detected in the cavity mode.








Figure 6.4: (a) Schematic of the optical trap beam and the cavity mode. The dashed line
is the optical trap that is propagating into the page. (Note: Gaussian beams are to scale,
cavity mirrors are not) (b) Experimental technique for aligning the optical trap with cavity
mode. Atoms role down the hill to the focus of the trap and are detected by the cavity if
the optical trap beam intersects the cavity mode.
potential hill and miss the cavity mode, there is no effect on the cavity transmission as in
Figure 6.5 (a). Once the trap beam is aligned with the cavity mode, the atoms change the
cavity’s transmission as in Figure 6.5 (b).
6.3 Deterministic delivery of atoms to an optical cavity
The deterministic loading of atoms into an optical cavity is a unique feature of this cavity
QED system. Experiments currently performed by the Caltech group use randomly loaded
atoms into a cavity. In their experiments, a cesium MOT is formed approximately 5 mm
above an optical cavity. When the MOT is turned off, atoms undergo ballistic expansion
and fall due to gravity. During this expansion there is a small probability that an atom will
pass through the cavity mode and become trapped by an intra-cavity FORT [50].
The group led by Gerhard Rempe at the Max Planck Insitut für Quantenoptik, has
developed a quasi-deterministic technique to load atoms in the cavity. In these experiments,
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Figure 6.5: (a) The cavity’s transmission when the cavity and the trap are not aligned.
The atoms miss the cavity mode leaving transmission unchanged. (b) The FORT and
cavity mode are aligned and atoms are visibly interacting with the intra-cavity photon and
changing the transmission. The photons are counted with 100 µs time bins.
rubidium atoms are collected in a MOT 1.5 cm from an optical cavity. These atoms are
then loaded into a single focus optical trap, with its focus at the optical cavity. When the
MOT is released, the atoms roll down the potential hill into the optical cavity. As the atoms
reach the cavity an optical lattice is turned on, stopping the motion of the atoms. For fine
adjustments of atomic position, a glass wedge in the beam path can be adjusted to add a
phase change to the optical lattice. This translates the nodes of the standing wave allowing
for them to position the atoms into the cavity mode [66, 90].
This thesis presented a totally deterministic cavity loading technique. A one dimensional
walking-wave optical lattice connects the MOT and the cavity mode, which allows for atoms
to be transported to the cavity from the MOT and back again, on demand.
6.4 General Experimental Protocol for Cavity QED experiments
All the experiments performed in following sections share a common protocol. Atoms are
initially collected in a MOT that is located 8 mm from the optical cavity. By controlling
88
the magnetic field gradient, the MOT can be loaded with as few as one atom or up to 106
atoms.
The optical trap is formed by the Yb doped fiber laser, which is focused at the cavity.
The optical trap has a potential depth of approximately 1 mK at the cavity, and 100 µK
at the MOT. This optical lattice is constructed from two independent laser beams, each
controlled by phase-locked AOMs. Using a frequency difference between the two trap beams,
atoms can be deterministically transported and positioned in the cavity. In the optical
lattice, atoms are transported at a velocity, v = 3.72 cm/s and reach the cavity in 240 ms.
Once atoms are positioned in the cavity, they can be probed using two distinct tech-
niques. The first technique is intra-cavity photon absorption, where atoms are detected by
sending a probe along the cavity axis. The presence of the atoms is observed by the change
in the cavity’s transmission spectrum. This measurement is destructive as it results in the
loss of the atoms. Alternatively, the atoms can be detected by observing their emission into
the cavity mode. To perform this measurement atoms are illuminated with beams that are
perpendicular to the cavity axis. The atoms scatter photons from the probe beams and
emit into the cavity mode. With the correct choice of parameters, this process will cool the
atom and allows for long storage times with this non-destructive probing.
For the experimental geometry, the reader should refer to Figure 4.12 in the experimental
setup chapter. From this figure, the cavity axis is the x-axis, and the optical trap is along
the z-axis. For the emission process, the cooling beams are perpendicular to the cavity
mode, and at an angle of approximately 45◦ to optical trap axis. The cooling beams drive
the F = 2 → F ′ = 3 transition, additionally there is F = 1 → F ′ = 2, repump light on the
cooling beam axis.
The photons leaked out of the cavity are detected using photon counters. The de-
tection efficiency of the photon counting system is η = 0.225 counts/photon. This effi-
ciency accounts for losses as the photon is transmitted through the glass cell, fiber cou-
pling efficiency into the photon counter and the quantum efficiency of the photon counters
(ηPC = 0.5 counts/photons). The cavity emits photons at a rate of 2κ and this can be used














where τp is the photon lifetime.
6.5 Cavity Absorption
The first way to probe the atom-cavity system is to observe the atoms absorbing the intra-
cavity photon. The atom-cavity system can be simulated by numerically solving the master
equation, Eq. (3.43) [92]. The results are shown in Figure 6.6. In Figure 6.6 (b-d), the
Stark shift is included in the simulation, while in Figure 6.6 (a), the Stark shift is set to
zero.
Without a Stark shift, as in Figure 6.6 (a), the spectrum displays the characteristic
vacuum Rabi splitting [93]. When the detuning between the cavity and the atom is zero, the
transmission will drop from high transmission to nearly zero transmission. The introduction
of the atom fundamentally changes the spectrum of the system changing the resonance
frequency to ω0 ± g0.
For deep traps, the shape of the resonance changes. For a 1 mK deep optical potential,
the Stark shift is approximately 75 MHz. As one can see from Figure 6.6 (d), the character-
istic transmission dip at zero detuning is not present. To probe the system using the cavity
field for deep traps, one has to shift the cavity to be resonant with the Stark shifted atom.
The calculation in Figure 6.6 (a) describes the experiment that is presented in Figure 6.7.
In Figure 6.7 we show atoms interacting with the cavity mode. A large MOT of approx-
imately 105 atoms is formed and then transfered into the optical trap with 10% efficiency.
Using the walking-wave optical lattice, atoms are transported 8 mm into the cavity. Once in
the cavity, the atoms are probed by the intra-cavity field, which has an intra-cavity photon
number of ñ = 0.038. The frequency of the cavity, and the probe beam are both on bare
atomic resonance (ωc = ωp = ω0). As the atoms enter the field, the transmission spectrum
changes, and the characteristic drop in transmission is visible.
While many important results have been studied using cavity absorption, currently this
signal is used as a diagnostic. Detecting the presence of atoms in the cavity confirms that
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Figure 6.6: Calculation of atom-cavity system. The red curve represents a normal cavity
spectrum with a Lorentzian lineshape. (a) When an atom enters the cavity, the line-
shape splits into two peaks separated by 2g0. This simulates the experiment performed
in Figure 6.7 with cavity parameters, (g0, κ, γ) = (17.11, 16.68, 6.06) MHz and the atoms
is maximally coupled (g = g0). (b-d) Calculations including Stark shifts of ∆S= 25, 50,
75 MHz.
we can transport atoms to the cavity, the cavity is locked correctly and detection is working.
This signal is a necessary starting point in order to cool and observe the atoms emission
into the cavity mode.
6.6 Observation of Cavity Emission and Cooling
For all schemes of cavity QED based quantum information, it is assumed that one can store
the atom inside the cavity. Minimally, it is required to store atoms longer than the time























Figure 6.7: Cavity transmission showing the interaction of atoms with the cavity field for
intra-cavity photon number, ñ = 0.038.
be well localized, so that the position dependent coupling, g, is constant. Initial experiments
with single atoms in an optical cavity by Kimble et al. had interaction times with a single
atom less than 100 µs [94]. This was due to the fact that the atoms where falling through
the cavity mode and not trapped in the mode. For the last decade, experiments have
made progress in storing single atoms inside high finesse cavities in the strong coupling
regime [95, 96]. With the addition of optical traps and cavity cooling, atoms can now be
cooled and observed for seconds [66].
In general, to cool an atom requires dissipative forces in three orthogonal directions. In
free space this is achieved by an optical molasses, and was implemented in the experiments
in Section 5.2.4, to continuously cool and observe atoms in optical traps. Due to the cavity’s
geometry, there are only two axes in which cooling beams can be placed, but the atom will
lack cooling in the third dimension.
Using the cavity mode, the atoms can be cooled along the cavity axis. Atoms that emit
photons in the direction of their motion, are Doppler shifted to a higher frequency than the
pump laser. If the cavity is detuned such that these emissions are favored, then the atom
will continue to lose momentum as it emits into the cavity mode. This emission leads to
a cooling along the cavity axis and the emission of photons which are detected provides a
non-destructive technique to observe the atoms.
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This system can be modeled again by numerically solving the master equation. The
results for the emission of photons into the cavity mode can be found in Figure 6.8 for
different Stark shifts.










































































Figure 6.8: Calculation of the count rate of a single atom driving the cavity by emission
of a photon into the cavity mode. The rate of photons emitted is plotted versus detuning,
where the detuning is the pump-cavity detuning, ∆c = ωp − ωc. For this calculation,
(g0, κ, γ,Ω) = (2π) (17.11, 16.86, 6.06, 35) MHz, ωc = ω0 − 12 MHz where ω0 is the bare
atom resonance frequency and the atom is maximally coupled, g = g0. (b-d) Calculations
including a Stark shifts of ∆S = 25, 50, 75 MHz.
Additionally the system can be modeled to include more than one atom emitting into





where g is the single atom coupling rate. The emission rate versus atom number is plotted
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in Figure 6.9, for two common experimental detunings.




































Figure 6.9: Calculation of the count rate as the number atoms emitting into the cavity
mode changes. (a) For this calculation, ∆s = 75 MHz, ωc = ω0, and ωp = ω0 − 8.9 MHz.
(b) For this calculation, ∆s = 75 MHz, ωc = ω0 − 21.5 MHZ, and ωp = ω0 − 9 MHz. For
both calculations (g0, κ, γ,Ω) = (2π) (17.11, 16.86, 6.06, 35) MHz. For these detunings ω0
is the bare atom resonance frequency.
6.6.1 Cavity Cooling of many atoms
The first experiment in cooling atoms with the cavity follows the same experiment protocol
as Section 6.5. A large MOT of approximately 105 atoms is formed and then transfered
into the optical trap with 10% efficiency. Using the walking-wave optical lattice, atoms are
transported 8 mm into the cavity.
The optical trap is focused at the cavity, with a maximum trap depth of 1 mK and a
computed Start shift of ∆S = 75 MHz. The optically transported atoms are cooled using
beams that are perpendicular to the cavity axis and oriented at 45◦ to the optical trap axis.
These beams drive the F = 2 → F ′ = 3 transition and are in the Lin ⊥ Lin configuration,
to avoid intensity modulation of the pump beams. Each beam has a Rabi frequency of
Ω = 32 MHz, detuned 8.9 MHz below the bare atomic resonance. Co-propagating with the
pump beams is repump light (F = 1 → F ′ = 2). The cavity is locked to the bare atomic
resonance, i.e. ωc = ω0, and atoms scatter photons from the pump beams into the cavity
mode. The results of the cooling atoms with the cavity can be seen in Figure 6.10.
























Figure 6.10: Atomic steps from atoms that are continuously cooled and observed in the
cavity. In this data set initially six atoms are loaded in the cavity, three atoms are lost
and the counts to three atom count rate. Finally, only one atom remains before it lost
at 3.2 s. Each atom is approximately 300 photons/20 ms. With the a noise floor of 240
photons/20 ms. The cavity-probe detuning is ∆c = −8.9 MHz.
many seconds in the cavity mode. In Figure 6.10, initially six atoms are loaded into the
cavity mode. Three atoms are lost and signal reduces to the three atoms emission rate.
Finally, two more atoms are lost, leaving only a single atom in the cavity. This single atom
is stored in the cavity approximately 1.5 seconds.
The emission signal can be built into a histogram, to determine the count rate per atom.
This is done in Figure 6.11. The resulting histogram is fit to a sum of Gaussian functions.
The Gaussian fit of the histogram gives count rates for 0, and 1 atom of,
R0 atoms = 238.0 photons/ 20 ms
R1 atom = 543.6 photons/ 20 ms .
Where the count rate for a single atom is, R1 atom − R0 atoms = 305.6 photons/ 20 ms.























Figure 6.11: Histogram of data presented in Figure 6.10, showing N=0,1,3 atoms in the
cavity mode.
where Ω is the Rabi frequency of the cooling beams and the detunings are defined with a
overall negative sign than of Ref [58],
∆a = ωp − ω0 − ∆S(r) (6.6)
∆c = ωp − ωc , (6.7)
where ω0 is the bare atomic resonance, ωp is the frequency of the cooling lasers, ωc is the
cavity frequency and the spatial dependent Stark shift detuning is ∆S(r).
For these detunings the theoretical predicted value of photons per ms, taking into ac-
count the detection efficiency, is Rscat = 12349 photons/atom/ms. The detected single atom
level, 16 photons/atom/ms, is a factor of 820 smaller. In section 6.10.1, we discuss possible
reasons why this count rate is smaller than the anticipated value.
For some of the many atom results, we observed very long storage times in the cavity.
In Figure 6.12, long storage traces are displayed for one, two and three atoms.
The single atom and the three atoms signals, Figure 6.12 (a) and Figure 6.12 (d-e),
exhibit storage times of ten seconds in the cavity. In the two atoms signals, Figure 6.12 (b-
c), storages times of greater than 5 seconds are observed. Individual atoms that are probed
with the cavity field typically survive 1 ms before they are heated out of the cavity. Using





Figure 6.12: Graphs that show atoms cooled and non-destructively observed for long time
periods. (a) A single atom stored for approximately 10 seconds in the optical cavity. (b-c)
Storage of two atoms for 6 seconds and approximately 9 seconds. (d-e) Traces with three
atoms stored in the cavity for 10 seconds. For each graph the black curve is the background
noise level, and the data sets are taken with ωc = ω0 and ∆c = −8.9 MHz.
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6.6.2 Lifetime of Many Atoms cooled in the Cavity
The lifetime of atoms cooled in the cavity is studied as the pump-cavity detuning, ∆c is
varied. To perform this experiment, approximately 40 atoms are loaded in a MOT and
then are transported to the cavity where they are cooled and observed. The experiment is
repeated 50 times for each detuning value and the data is averaged and fit to an exponential
























Figure 6.13: Lifetime measurement of atoms cooled inside the cavity. This graph is
constructed from 50 runs of data with a measured lifetime of τ = 0.732 s.
For each detuning, the cavity is locked on the bare atomic resonance, and the frequency
of the cooling light is changed. Figure 6.14 shows the lifetime dependence on detuning. The
maximum lifetime occurs at ∆c = −8.9 MHz, with a lifetime, τ = 0.732 s. In the theoretical





The theoretical maximum cooling occurs, ∆cMax = −7.88 ± 0.83 MHz. The maximum
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Figure 6.14: Results from lifetime measurement starting with 40 atoms in the MOT. The
frequency of the cooling beam is varied, and lifetime is plotted versus pump-cavity detuning,
∆c. The frequency of the cavity is set to the bare atom resonant frequency, ωc = ω0.
the theoretical maximum value.
6.7 Transfer into the intra-cavity Dipole Trap
A filtering technique was developed to demonstrate the deterministic ability to move atoms
in and out of the cavity mode with many atoms. In this experiment a large MOT of 105
atoms was formed and transported to the cavity. Once the atoms reach the cavity, the
cooling beams are turned on and the emitted photons are detected. After 750 ms, the
cooling beams are turned off along with the walking-wave optical lattice and the atoms
are left in the shallow intra-cavity dipole trap. For the experiments in Figure 6.15, the
trap depth of the intra-cavity trap is approximately 50 µK, corresponding to a circulating
intensity of 0.4 mW. The atoms remain in the intra-cavity dipole trap for 2 ms before the
walking-wave lattice is turned on, along with the cooling beams. As seen in Figure 6.15 (a-
b), some of the atoms survive the transfer. Atoms that are not exactly overlapping with
the cavity mode are lost or filtered away.
In Figure 6.15 (c-d), we further explore the filtering processing. To verify that only
atoms in the cavity mode remain after the filtering process, we translate the atoms in the
walking-wave lattice after the filtering process. In Figure 6.15 (c), atoms are transfered and




Figure 6.15: (a-b) Filtering atoms by the transferring them into the shallow intra-cavity
dipole trap. (c) After the filtering process, atoms are transported 0.5 mm out of the cavity
mode. (d) After the filtering, atoms are transported 2 mm out of the cavity mode and then
2 mm back and detected by the cavity.
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have been transported, the cooling lights are turned on and the cavity does not detect any
scattered photons.
In Figure 6.15 (d), we preform the same experiment as above with slight modifications.
The atoms again are transfered and filtered by the intra-cavity dipole trap. After the
transfer process atoms are again moved but in this experiment, the atoms are moved 2 mm
away from the cavity and then back 2 mm. The atoms travel a distance of 4 mm, but
returns to where they started, in the cavity mode. After the atoms have completed their
movement, the cooling light is turned on. In Figure 6.15 (d), one can see that after moving
2 mm out and back into the cavity mode, the atoms remains trapped for 9.5 s.
This experiment shows the ability to deterministically put atoms in the cavity mode,
observe the atoms, move them out of the mode, and finally reposition them back in the
cavity and observe them again.
6.8 Deterministic Delivery and Cooling of Single atoms
Starting with a single atom in the MOT we deterministically load this atom into the cavity
where it is cooled and observed. This is a different approach than other groups that rely on
filtering techniques or small loading probabilities to reach the single atom regime [50, 66].
This experiment follows the general experimental protocol with a few changes. Atoms
are collected and counted from the single atom MOT. After being counted in the MOT,
atoms are loaded into a cross-dipole lattice trap. Since the walking-wave lattice is shallow
at the MOT, this additional trap increases the efficiency of transferring atoms from the
MOT to the walking-wave lattice
The cross trap is built by spatially overlapping the walking-wave lattice, with an addi-
tional lattice trap constructed from 1 W of Yb doped fiber laser power that is focused to
w0 = 17 µm. This additional lattice is perpendicular to the walking wave lattice, and pro-
vides a potential depth of Ucross ≈ 1 mK. Before the atoms are transported, the cross lattice
is turned off, leaving atoms in the walking-wave lattice where the atoms are transported to
the cavity.
Once inside the cavity, atoms are cooled and observed by scattering the cooling light
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into the cavity. The Rabi frequency of the cooling beams is Ω = 32 MHz, the cooling beams
are set to ωp = ω0−21.5 MHz and the cavity is locked to ωc = ω0−12 MHz. In Figure 6.16,
shows individual atoms observed by the optical cavity. With a pump-cooling detuning of
∆c = −9.5 MHz, one can see one, two, three and four atoms stored in the cavity. The one
atom signal begins with one atom loaded into the MOT, the two atom signal begins with
two atoms in the MOT, likewise for the three and four atom signals.
(a) (b)
(c) (d)
Figure 6.16: Individual atoms that are non-destructively observed in the cavity. (a) A
MOT is formed of one atom that is then transported and detected in the cavity. In (b-d)
the MOT begins with n = 2, 3, 4 atoms, and then 2, 3, and 4 atoms are detected by the
optical cavity. In these traces, the count rate for a single atom is 800 photons/atoms/10ms
The single atom signal in Figure 6.16 (a) is stored in the cavity for more than two
seconds.
Typically, the transport efficiency of loading atoms into the cavity is 40%. In Figure 6.17,
a MOT with 5 atoms is formed and in this experiment, only one atom survives the transport





















Figure 6.17: A MOT is loaded with 5 atoms and then transported to the cavity. Only a
single atom is loaded into the cavity. In the cavity the atom is stored for 1.7 s
6.9 Experiments with Single Atom Scatter Rate
This section presents experiments that study the scatter rate, Rscat from Eq. (6.5), of a
single atom with respect to the three parameters, the atom’s position, the detuning of the
cavity and the Rabi frequency of the cooling beams.
6.9.1 Scatter rate versus Atomic Position
In order to study the scattering rate versus the coupling rate g, we move the single atom
across the cavity mode. The coupling rate is given by, g = g0 cos(kx) exp(−(y2 +z2)/w(z)2)
for the TEM00 Gaussian mode. A single atom is transported to the high finesse cavity and
then slowly moved over the mode with a velocity of 50 µm/s. The atom travels a distance
twice the cavity waist in approximately 1 s at this velocity. In Figure 6.18 (a), one can
see the average of 17 single atom traces that map out the Gaussian TEM00 mode with a
waist, w = 16 µm, from the Gaussian fit. From cavity theory the waist was calculated to
be w = 20 µm, but still in good agreement with the fit.
The atom’s position can be scanned in and out of the cavity mode multiple times. In
Figure 6.18 (b), a single atom is moved in and out of the cavity mode 11 times with a
velocity of 440 µm/s. The signal is fit to a sum of Gaussian where the separation between




Figure 6.18: (a) Ramping a single atom through the cavity mode. A single atom is ramped
through the cavity mode at 50 µm/s. As the position of the atom changes, the Gaussian
structure of the cavity mode is mapped. This is an average of 17 single atom runs, where
error bars indicate one standard deviation, and the dashed black line is a Gaussian fit. (b)
Ramping a single atom in and out of the cavity mode 11 times. The atom travels with a
velocity of 440 µm/s. The data is fit to a sum of Gaussian functions which is shown in the
black dashed line.
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Moving at faster velocities, v = 4.40 mm/s, we have been able to record over 70 passages
of the single atom through the cavity mode. Figure 6.19 shows a single atom moving over
the cavity mode 79 times.
6.9.2 Scatter rate versus cavity-pump Detuning
To study the dependence of the scattering rate with respect to pump-cavity detuning, ∆c,
single atoms are loaded into the optical cavity, and the detuning of the cavity is changed
in real-time. This is done by changing the lock point of the cavity, which changes the
resonance frequency of the cavity. The cavity detuning is ramped 5 κ (≈ 70 MHz) in one
second, while the frequency of the cooling beam is held constant at ωp = ω0−21.5 MHz. As
the cavity detuning approaches zero, the atom scatters more photons into the cavity mode.
The scattering rate versus cavity detuning can be seen in Figure 6.20. The analytical
scattering rate formula, Eq (6.5), is a Lorentzian function with respect to ∆c, for fixed Ω
and ∆a. The data in Figure 6.20 is fit to a Lorentzian function which is shown in black.
6.9.3 Scatter rate versus Rabi Frequency
To study the dependence of the scattering rate with respect to Rabi frequency, a single
atom is loaded into the cavity. After a single atom enters the cavity the cooling beam
power is linearly ramped from 24 nW to 24 µW in 250 ms. The cooling beams are detuned
-21.5 MHz and the cavity is detuned -12 MHz, both of these detunings are in respect to
the bare atom resonance. This results in a pump-cavity detuning of, ∆c = −9.5 MHz. The
scatter rate is directly proportional to the Rabi frequency squared from Eq. (6.5). Since
the optical power is proportional to the Rabi frequency squared, Ω2 ∼ P , the scatter rate
should be directly proportional to the cooling beam power. This linear dependence is shown
in Figure 6.21 which is the average of 5 single atom data sets.
6.10 Current Limitations of the Cavity QED System
The preceding sections have presented a system that can study a single atom in a high finesse
cavity, there are still some features that limit its performance and should be improved. The
first feature to improve is the cavity’s linewidth. Although the system is in the strong
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Figure 6.19: Moving an atom through the cavity mode 79 times at a velocity of 4.40 mm/s.
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Figure 6.20: The scatter from a single atom as a function of the pump-cavity detuning.
The cooling beams are held at a constant detuning of -21.5 MHz from the bare atom
resonance. The cavity’s frequency is scanned 70 MHz in one second. The curve is an
average of 4 single data sets, where the scattering rate is fit to a Lorentzian function, shown



























Figure 6.21: The single atom scatter rate as a function of cooling beam power. The
optical power in the cooling beams is linearly ramped from 24 nW to 24 µW in 250 ms
with the scattering rate’s linear dependence with respect to pump power as expected from
theory. The data set is acquired from 5 single atom runs that are averaged together, with
the error bars indicating one standard deviation and the black curve is a linear fit.
coupling regime with (g,γ,κ)= (2π) (17.11, 6.06, 13.69) MHz, but the cavity linewidth is
2.5 times larger than the designed value. While cavity cooling and storage will work with
this cavity, it limits the ultimate quantum information processes the cavity is designed to
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perform.
Two other limitations are related to the count rate of individual atoms. First, the
count rate is much smaller than the value predicted by theory. This small count rate hurts
the signal to noise ratio, and increases the time required to detect an atom above the noise
floor. Possible explanations of this small count rate are presented in the next section, 6.10.1.
Secondly, we observe strange continuous decay of count rate, which is inconsistent with the
discrete nature of atoms which is addressed in section 6.10.2.
6.10.1 Count Rate
When the theoretical count rate differers so much from the experimental value, the natural
question to ask is where are the missing photons. The typical count rate for a single atom
in this system ranged from 15-20 photons/atom/ms depending on the detuning. For a small
number of data sets, the count rate of atoms was about three-four times larger than normal.
These data sets were presented in Figures 6.18 and 6.16 where the count rate was 50-80
photons/atoms/ms, roughly a factor of four larger. It should be noted that these datasets
of higher count rate started with a single atom MOT.
For the higher count rate values, as in Figure 6.18, the single atom count rate was
55 photons/atom/ms, for a pump-cavity detuning of ∆c = −9.5 MHz and Ω = 32 MHz
and a calculated Stark shift detuning of ∆s = 75 MHz. Using Eq. (6.5), the theoretically
predicted count rate is 8970 photons/atom/ms, which is approximately 163 times larger
than the measured value.
The first source to explain this error is the polarization sensitive optics that are used to
separate the science light from the locking light. The atoms will emit a randomly polarized
photon, and the detection scheme will only collect half of these photons. This brings the
discrepancy down to a factor of 81.5.
The second source is inefficient re-pumping of the atoms. The atoms experience a large
Stark shift due to the optical trap, approximately ∆s = 75 MHz. Since the repump is
set to the bare atom transition F = 1 → F ′ = 2, the repump is detuned by more than 12
linewidths from the Stark shifted atom. This detuning makes the repump process inefficient
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and the atom emit less photons in the cavity because it spends more time in the F = 1
dark state. In the work by Nußman et al. [66], the single atom count rate was a factor of 5
smaller than the theoretical value. To explain this discrepancy, they introduced a “blinking”
factor of 1/5 due to poor re-pumping efficiency. For the repump in the cooling beams, the
probability of exciting a Stark detuned atom is pee ≈ 0.1, compared to pee ≈ 0.5, for the
bare atom. Adopting a blinking factor of 1/5 which brings the discrepancy in count rate to
a factor of 16.30. The dependence of the scattering rate with respect to repump detuning
should be measured explicitly.
The typical experimental count rate, as in Figure 6.10, the count rate was 15 pho-
tons/ms. The theoretical count rate is 12300 photons/s and making the same arguments
as above the detected count rate is 84 times smaller than the theoretical value.
This discrepancy can be attributed to the calculation of atom-cavity coupling, g0, where
the value of the electric dipole moment, µ, was average over all Zeeman states. In actuality
there are many Zeeman states and some with smaller atom-cavity coupling.
6.10.2 Drifting count rates
One problem observed in some datasets is a linear drifts of the count rates for a single
atom. Figure 6.22 shows an example of these linear drifts. In Figure 6.22 (a), one can see
discrete steps of atoms cooled in the cavity and Figure 6.22 (b), shows data for the same
setting where there are discrete atom steps, and then drifts continuously from 1 atom to
zero atoms.
This drift could be due to physics. As the atom is cooled to the bottom of the optical
trap potential, it will experience a larger Stark shift. So as the atom cools it will emit less
photons. However, it is difficult to imagine this process taking so long.
The most likely culprit is a technical problem with the quality of the RF sources that
generate the walking wave-lattice. The location of the atom in the cavity mode is crucial
and the position dependence was presented in Figure 6.18. If the atom starts at the center
of the cavity mode and is slowly dragged to the right or left of the mode, the count rate














































Figure 6.22: (a) Discrete atomic steps observed from cooling many atoms inside the
cavity. The data is binned in 20 ms time bins. (b) Discrete atomic steps, but the last atom
continuously decays to the background level.
decrease the count rate.
The quality of the RF sources was measured by setting each source to 40 MHz and
mixing the signals to measure the beat frequency. The output from the mixer was low
pass filtered and a 1.5 Hz oscillation was observed. This frequency difference corresponds
to velocity of the walking wave of v = 0.8 µm/s. An atom beginning at the center of
the cavity mode moving will exit the cavity mode in 20 seconds at this velocity. As the
atom moves out of the mode, the count rate will decrease. While we observe faster drifts,
improvements of the RF sources needs to be investigated.
6.11 Summary of Atom-Cavity System Results
This chapter presents a full realization of a working cavity QED system with the imple-
mentation of a stable long-lifetime Yb doped fiber based optical trap, an active locking
scheme of the science cavity. This flexible system allows the study of individual atoms in-
teracting with individual photons to study cavity QED. This system employs a completely
deterministic technique to load individual atoms into the cavity.
This chapter demonstrates the ability to deterministically load and probe atoms using
the intra-cavity probe. In addition, this chapter develops the ability to cool atoms in the
optical cavity with the addition of cooling beams. With these cooling beams a single atom
can be stored in the optical cavity for many seconds. The maximum observed lifetime of a
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single atom was 10 seconds in the cavity. This is roughly a factor 10,000 fold improvement
if the atoms are just probed with the cavity field.
This chapter presents experiments on the dependence of the scattering rate of a single
atom with respect to the atom’s position, the detuning of the cavity and the cooling beam’s
Rabi rate. Additionally, we have demonstrated the ability to move an atom in out of the
cavity mode over 70 times. One can imagine preforming an operation on a qubit (atom)
inside the cavity and then pulling out the atom, in order to perform a operation on a




In this thesis, a complete rebuild of the cavity QED experiment has been presented. This
flexible new system allows for the study of trapped individual atoms. This new system
allows the next generation of experiments to continue to advance the state of the art in
cavity QED.
This work has developed techniques to detect single atoms by construction of a single
atom MOT and a large numerical aperture imaging system. These individual atoms were
loaded into an optical trap and were continuously cooled and observed in free space. This
non-destructive technique increased the lifetimes in the optical trap to greater than two
minutes. This longer lifetime is 1000 times larger than the original titanium sapphire laser
traps used to deterministically load atoms in a high finesse cavity.
This thesis developed techniques to non-destructively observe atoms in a high finesse
cavity. This technique increased the storage times of a single atom to greater than 10
seconds. Comparing to individual atoms probed using the cavity field, this cavity assisted
cooling increases the storage time by a factor of 10,000! This long storage time, and cooling
was made possible by implementing a flexible active locking system.
7.1 Future Directions
7.1.1 Qubit in a cavity
With the long storage time of individual atoms, this system is poised to prepare the first
neutral atom qubit in a high finesse cavity. To prepare the qubit the atom is prepared
initially in the |F,mF 〉 = |1, 0〉 = |0〉 state. The required rotations can be performed
using microwaves, on the clock-transition which is the magnetic field insensitive transition
between the |1, 0〉 and |1〉 = |2, 0〉 hyperfine states.
The ability to drive microwave transitions has already been developed in this system.
In Figure 7.1, microwaves on the clock-transition were used to drive Rabi transitions from
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the F = 1 ground state to the F = 2 ground state in 87Rb for atoms trapped in an optical
lattice. After a microwave pulse, atoms are imaged with F = 2 → F ′ = 3 light. As the pulse
width of the microwave is varied the Rabi flopping spectrum is observed. This measurement


















 Pulse width (ms)
Figure 7.1: Rabi flopping in an optical lattice with a static DC bias field of 300 mG. Atoms
are driven from the F = 1 hyperfine line to F = 2 with the use of microwaves tuned on
the clock transition. After the microwave pulse atoms are imaged on the F = 2 → F ′ = 3
cycling transition. From the graph three complete Rabi flops are evident.
The protocol to prepare the qubit would be as follows: optically pump the atom into
the |1, 0〉 state and then with a microwave pulse to prepare the atom in an arbitrary su-
perposition state. Using the cavity, the state of the atom is measured. The experiment
sequence would be done quickly, less than 10 ms for a complete cycle, allowing for many
measurements to be performed on one single atom.
To perform many measurements on a single atom, it will be necessary to develop a
more sophisticated experimental control that would include feedback. An example of this
feedback would be if two atoms are loaded in the cavity, the software would dump the trap
and try again until a single atom is loaded. Additionally, it will be necessary to use a pulsed
cooling scheme where the atom is cooled for a short period of time (10 ms), followed by a
time when the cooling light is turned off. While the cooling light is turned off, the atom
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is optical pumped, exposed to microwave pulse and state is read by the cavity. When the
experiment sequence is completed, the atom is cooled again. This pulsed cooling technique
should be straight forward to implement as it has already been implemented in the free
space cooling experiments.
7.1.2 Two Lattices in the Cavity
With a longer cavity one can construct two optical lattices to transport atom into the cavity
as depicted in Figure 3.6. The qubits (atoms) are stored in two independent lattices each
of which can be translated. With two trapped atoms in the cavity it will be possible to
perform a two-qubit gate and this implementation provides a mechanism for entangling
qubits in a controlled fashion. This new cavity system will build upon the technological
advances presented in thesis to advance experimental cavity QED research.
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