Introduction
One of the most exciting features of nanostructures relays on the fact that matter organized as objects at the nanoscale may have chemical and physical properties different from those of the same material in its common bulk presentation. This sizedependent properties are related to several physical phenomena, such as quantum behavior, high surface-to-volume ratio, and thermal effects [1, 2] . Far from being an unfortunate fact, the unique properties of nanostructures may in principle be fine-tuned to be used for a specific purpose, but to be able to dominate matter at this range of sizes, high precision tools must be used in order to investigate, measure, and modify the physical and chemical characteristics of the nanostructures. The problem is similar to the one of constructing a phase diagram for the bulk materials, but taking also into consideration size and shape, besides temperature and crystalline structure. Several groups have concentrated some of their efforts to this task (with varying degrees of success), but these attempts are inherently incomplete or, at best, restricted to one specific material and to a narrow range of sizes and temperatures [3, 4] . On the other hand, these studies are generally based either on theoretical results or on indirect experimental measurements, and there is just a relatively small number of papers that concentrate on first-hand measurements of the detailed crystal structure and local chemical composition of the nanostructures. This is, to certain degree, understandable: A detailed analysis of the structure and composition In the model, blue spheres represent Pd atoms, and yellow spheres correspond to Au atoms. Reprinted with permission from [6] . Copyright 2007 American Chemical Society requires sub-nanometric resolution, and the electron microscopy facilities capable of reaching this resolution are not always easy to access. Besides, the interpretation of the electron micrographs is not always straightforward, since the intensity signal that correlates with the atomic positions depends not only on the length of the atomic columns parallel to the direction of the electron beam, but also on the chemical species, and on the microscope's parameters at which the micrograph was obtained [5] . Thus, the solution to the problem of extracting a third dimension from the information contained in a strictly two-dimensional image has to be similar to the one that the human mind uses to recognize macroscopic objects sensed by the naked eye: through (a) the comparison of the observed patterns against simple models acquired by previous experience or inherited, and (b) the rough estimation of the probability of a particular model to correspond to the pattern, taking into consideration a small set of rules. An example of this use is shown in Fig. 1 .1, taken from [6] . Here, a TEM micrograph of a gold-palladium nanoparticle of 2 nm of diameter shows that some specific spots on the particle have a different intensity from the rest ( Fig. 1.1e) ; a model is proposed in Fig. 1 .1a, and a simulated TEM micrograph, shown in Fig. 1 .1b, is obtained. The image of the ball-and-stick model is superposed on the simulated TEM image ( Fig. 1.1c) , and a correlation is found between the position of the spots and some specific sites at the surface of the particle, where a Pd atom is surrounded by Au atoms that are not in the same plane of the Pd atom. It is likely that these specific isolated Pd sites have a relevant effect on the chemical activity of the particle, and at least one theoretical study has investigated these kind of sites [7] .
In Fig. 1 .1, as in the other figures where we present simulated TEM micrographs, we used the SimulaTEM program developed by Gómez-Rodríguez et al. that, unlike other programs with similar purposes, allows non-periodic structures as input [8] . The principles underlying the creation of this kind of simulated TEM micrographs (and also the real ones) will be discussed in the following sections.
This chapter deals with the specific issues that need to be considered in order to make an adequate interpretation of the micrograph of a nanostructure, with a particular emphasis in the imaging of nanoalloys. We will concentrate in the use of high angular annular dark field scanning transmission electron microscopy (HAADF-STEM) imaging, since in this technique the electron signal is strongly dependent on Z, the atomic number of the atoms that form the structure [9] , which makes it the most appropriate choice for the study of metal nanoparticles.
This review does not intend to be a complete essay on the simulation of electron microscopy but a hands-on guide for researchers interested in the generation of high resolution electron micrographs of metal nanostructures. In accordance with this approach, we will only discuss briefly the working principles of electron microscopy, the role of aberration correctors, and how the theory supporting the imaging of micrographs can be used to simulate the imaging process, to concentrate later on the practical issues to be taken into consideration in the comparison and interpretation of real and simulated electron micrographs of nanostructures. The first sections give a comprehensive (but incomplete) review of the fundamental concepts related to the TEM and HAADF-STEM techniques, and to the multislice method of simulation. The remaining sections will discuss the use of real and simulated HAADF-STEM micrographs for the recognition of nanoalloys, using for this purpose several examples of shapes, sizes, and compositions.
The Transmission Electron Microscope in a Nutshell
In order to study the structure of matter at Angstrom and even sub-Angstrom resolution, a beam with a wavelength on the same order of magnitude is needed. The electron microscope accelerates electrons with a potential difference of several hundreds of kV in order to produce a beam with this range of energies. In modern electron microscopes, the electrons are usually produced by a cold field-emission gun. The beam is filtered to make it practically monochromatic, and a system of condenser lenses narrows the beam divergence angle. The resulting beam interacts with the specimen, and the transmitted beam is collected by an objective lens and projected to the image plane, normally a ccd array. A simplified schematic diagram is shown in Fig. 1.2 .
The electron beam interaction with the sample is better understood if one considers the sample electrostatic potential or, more specifically, the projected potential of the sample. Let's assume as a starting point that the sample is a periodic crystal, and that its electrostatic potential is described by φ (r). The projected potential will of course depend on the structural information of the sample, and also on the temperature. Then, the interaction of an electron of relativistic mass m with the sample is described by
with the original electron wave described by a simple plane wave: The solution to the Schrodinger equation will describe the electron wave function after interacting with the sample. Even with the periodicity assumption, the solution cannot be found directly without making additional simplifications. We will come back to this point in the section devoted to approximation methods of calculation. The objective lens, located after the sample in a TEM, focuses the electron beam, which mathematically can be described by the Fourier transform of the wave at the exit of the sample. The objective lens is far from a perfect lens, and it will introduce aberrations in the image-plane wavefunction (the optical elements after the condenser lens, in charge of the amplification, won't produce important aberrations to the image). High resolution microscopes include in their design aberration correctors that make sub-Angstrom resolution possible. In an ideal microscope, without any aberrations, the image observed will be directly related to the squared modulus of the image-plane wavefunction [5] .
Aberrations
Aberrations will occur, though, and this implies that not all the Fourier components of the wave function will transfer equally. The contrast transfer function (CTF) is a broadly used quantity that determines the range of characteristic spatial frequencies that can be directly interpreted in a TEM image. In other words, the CTF imposes the conditions at which "what you see is what you get." In a concise way, the electron wave function at the image plane will be related to the CTF applied to the wavefunction just at the exit of the sample. Objective apertures will affect the CTF, as well as the spatial coherence of the electron beam and its wavelength:
Here, C s is the spherical aberration of the objective lens, and Δzis its defocus.
The special case where Δz = − 4/3C s λ is known as the Scherzer condition, and at Scherzer defocus the CTF does not change its sign in a large spatial frequency range, and hence all distances in this range can be interpreted directly as they appear in the image [5, 10] . In this virtual TEM, the theoretical resolution is of 0.08 nm. The light blue CTF was calculated with a C s of 1.2 mm, for comparison purposes. In this case, the theoretical resolution is 0.25 nm, not quite good for the measurement of interatomic distances. Both CTFs were obtained at Scherzer conditions. The curves were plotted using the CtfExporer software created by M. V. Sidorov [11] . The generation of TEM images at the Scherzer condition allows that atomic positions to correspond with dark spots in the micrograph, if the beam is parallel to the axis zone and the aberrations are small. The effect of aberrations in the resolution should be obvious from the CTF, but it is always interesting to see this effect directly on the images, real or simulated. A comparison of three simulated TEM micrographs is made in Fig. 1.4 for the same sample, a small fcc cubic volume of gold atoms. The figure shows that even at Scherzer defocus the images are difficult to interpret if aberrations are not as small as in Fig. 1 .4b, and that the effect of spherical aberration may appear particularly remarked at the border of the structure. Figure 1 .5 shows the results of conventional HRTEM simulations of a section of a gold lattice at different values of defocus, Scherzer included (-50 Angstrom). The voltage was 200 kV at all cases, and a small C s aberration of 0.01 mm was used, with zero astigmatism. At Scherzer defocus, the atomic columns are completely resolved, even at the surface of the structure.
High Angle Annular Dark Field Scanning Transmission Electron Microscope
From the point of view of the reciprocity theorem, the STEM is optically equivalent to an inverted TEM, in the sense that if the source and the detector exchange positions, the electron ray paths remain the same [10] . In the STEM, the objective lens-and all the relevant optics-is positioned before the specimen (see Fig. 1 STEM differs from conventional TEM in that, unlike conventional TEM, the electron beam interacts only with a small section of the sample at a time, and the scan process is the one in charge of generating the image as a whole.
But even before taking care of the scanning issue, it is appropriate to review the different methods used to simulate the imaging process of a single area section of the sample. Some approximations are needed in each of these methods, and here we will present them in a succinct way. The reader is encouraged to review elsewhere the details of the methods and the justifications behind the approximations [10] .
Approximation Methods
In the Weak Phase Object (WPO) approximation, useful for very thin samples, it is assumed that the electrons are scattered only once by the sample, so the projected potential can be averaged. When the observed sample can be regarded as a WPO, the image is linearly related to the object wavefunction. Even though this is not strictly the case in nanometer-sized structures, we will nevertheless follow this approach, and additional considerations will be taken later.
First, we can assume that the linear image approximation is valid, which means that we take as valid that the intensity g(r) on the image is obtained by a linear convolution of the ideal image of the sample f (r) with the point spread function of the microscope h(r):
or, in reciprocal space,
F(u) is the Fourier transform of the specimen function, and H(u) is the CTF. The reciprocal vector u is the spatial frequency. The fact that the intensity on the image is the convolution of f (r) and h(r) means that each point in the image is a collective result of the whole of the sample.
In the WPO approximation, the specimen function is approximated by
where the projected potential V t (x, y) is very small since the sample is very thin. But of course, this is not the case in the imaging of metal nanoparticles. In the Bloch Wave Approximation, the electron wavefunctions are considered as linear combination of Bloch waves, and each reflection is considered explicitly. The BWA is extensively used in periodic systems, but the computing time scales at N 3 , where N is the number of Bloch waves. Several simulation packages, such as JEMS, have implemented BWA in an efficient manner [12] .
The Multislice Method
The basic idea underlying the multislice method is that the potential of the sample can be approximated by defining a number of slices of thickness dz, and projecting the potential due to the atoms of a particular slice to the central plane of this slice (see Fig. 1.7) .
Thus, a solution to the electron wavefunction is obtained for one slice, and used as input for the calculation of the next slice [13] . This means that the choice of very thick slices will speed up the calculations, but the potential function will be poorly approximated. On the other hand, the use of very thin slices will improve the calculation of the projected potential, but the errors due to approximations will accumulate and undermine the final result. The appropriate choice of the number of slices is an issue that requires a generous amount of effort and computing time, and the final decision must consider the benefits of a fast calculation (STEM simulations by the very nature of the technique are computationally expensive and the computing time depends on both the number of slices and the scan resolution) against the benefits of a very precise calculation (that may be critical in quantitative 1.7 The principle of the multislice method. The sample is sliced, and the potential due to the atoms of a particular slice is projected on a plane; the electron wavefunction corresponding to that slice is then used as input for the interaction with the next slice STEM). As pointed out by Ishizuka [14] , the multislice method requires several approximations that could be critical in the interpretation of results for inclined illumination, so the orientation of the sample may also affect the final result.
STEM Intensity Dependence on Atomic Number
In a series of papers in the 1970s by Crewe et al., it was found that the annular detector in a HAADF-STEM microscope collects a large amount of the elastic scattered electrons, in such a way that the intensity of the signal collected by the HAADF detector will have a dependence on the scattering cross section, and thus on the atomic number of the atoms present in the sample [15] . Pennycook, one of the pioneers in the technique, gives arguments to this dependence to be close to Z 3/2 (see [9] ). In order to investigate how the intensity signal generated by the HAADF detector depends on the atomic number of a column formed by just one atom of a specific element, we performed a simulation of HAADF for a system of 16 isolated atoms laying on a plane perpendicular to the microscope column. The resulting image is shown in Fig. 1.8 , where the positions of the atoms are labeled by the symbols of their respective chemical element.
The HAADF image intensity measured over a line that passes through the center of the atomic positions is shown in Fig. 1.9 . Here, it can easily be noted that the contrast between heavy and light atoms is remarkably high.
The maxima in Fig. 1.9 are plotted against the atomic numbers in Fig. 1 .10, and a least squares adjustment shows that the HAADF signal follows approximately a Z 1.46 relation. This dependence is very close to the prediction of Pennycook. All of the STEM simulations shown and discussed in this chapter, including the simulations presented in the next sections, were made using the commercial version of the xHREM package, a proprietary software designed and coded by Ishizuka [14] . The xHREM suite uses an algorithm based on the Fast Fourier Transform method, and it allows the use of a large number of slices, as many as 1,000 in the latest editions.
The Interpretation of an Image
How can we infer the shapes, sizes, and composition of the objects studied under the electron microscope? The problem of interpretation of electron micrographs is similar to the problem that the human mind has to solve to make a correct interpretation of the two-dimensional images imprinted on the retina. As the experimental psychologist Steven Pinker puts it: Optics is easy but inverse optics impossible [16] . The solution to this factual impossibility lays on the capacity of the human mind to make educated assumptions about the observed objects and their surroundings, or, as Pinker explains, "The answer is that the brain supplies the missing information, information about the world we evolved in and how it reflects light. If the visual brain "assumes" that it is living in a certain kind of world-an evenly lit world made mostly of rigid part with smooth, uniformly colored surfaces-it can make good guesses about what is out there." [16] The interpretation of the electron microscope images must be made under the same kind of assumptions: As a first approximation, one considers that the nanostructures are laying on an even surface (usually carbon), and that in inner regions of the nanostructure and far from twin boundaries, point-defects and dislocations, the atomic arrangement is close to that of the bulk. Furthermore, it is assumed that the electron beam and the nanoparticle, like the human visual brain, live in a certain kind of world where some geometries are more expected than others. As it was mentioned before, the approximations used in the different simulation techniques are strictly true only when the sample is thin enough for the linear assumption to be correct. One of the most common approaches to implement HRTEM simulation take this assumption as the starting point, and for instruction purposes, the discussion of other difficulties will be avoided. The reader is encouraged to read the excellent text by Kirkland on this matter [10] . On the remaining of this section, we will concentrate on the use of the multislice method for the simulation of HAADF-STEM micrographs, and on the technical issues that may simplify-or make practically impossible-an interpretation of a simulated image.
The Problem of Slicing a Sample
As was pointed out before, in the multislice method the sample is dissected into several slices, each treated independently through an averaged projected potential. The selection of the number of slices is a tricky job, and it will depend on the thickness of the sample (the size of the nanostructure in the case of metal nanoparticles), the orientation, and the computational capabilities. The projected potential is calculated for each slice, and the corresponding output wavefunction is obtained. Figure 1 .11 shows the result of the calculation of potentials and wavefunctions for a model of a gold cuboctahedral nanoparticle. The model was dissected into ten slices (only the relevant ones are represented in the figure) .
If the number of slices is increased, the number of projected potentials will increase as well. This will reflect on the final result of the image, as can be seen in Fig. 1 .12, where a model of an icosahedral gold particle-shown in Fig. 1.12a was used to generate two simulated STEM micrographs, being the only difference between both the number of slices, 10 in (b), 20 in (c). It is not a simple task to find out which of the images follows in a better way the experimental one, since the orientation and lattice parameters must be considered.
For the rest of the chapter, in order to compare the figures related with the Z-contrast in STEM, we will use STEM simulations where the samples have been Fig. 1.12 (a) Atomistic model of an icosahedral gold nanoparticle; (b) STEM simulation of the nanoparticle, using ten slices; (c) STEM simulation of the nanoparticle, using 20 slices divided into ten slices, irrespective of the model being used in the simulations. We encourage the reader interested in the multislice method to dedicate generous amounts of time to try out different slicing possibilities.
Orientations
One of the first pieces of information that appear when analyzing electron micrographs of metal nanostructures is that there is a remarked tendency for the particles to appear with some specific geometries. The reason for this tendency is mostly energetic (apparently these geometries imply the best compromise between surface energy, conservation of crystal structure, energy of twinning boundaries, and surface/volume ratio), but it is well established that the specific geometry depends not only on the chemical constitution of the particle, but also on its size, and on the specific details of the kinetics involved in the synthesis process [2] . Typical geometries in mono and multimetallic particles include decahedra, icosahedra, tetrahedral, and cuboctahedra. How evident the shape of a particle is depends on how close is the particle to the ideal geometry, and also on the orientation of the particle with respect to the electron beam. Figure 1 .13 exemplifies this for the case of a small icosahedral gold particle.
Chemical Composition
Returning back to the issue of the Z-contrast dependency on STEM, we take advantage of the previous figure to compare it against the simulated STEM micrographs of particles of the same size and shape, but with different composition. Figure 1 .14 shows the STEM-simulated images of an icosahedral Au core − Pd shell particle, at the same orientations used in Fig. 1.13 . The orientation of (b) and (b ) A particle with the opposite relative concentration is used in the STEM simulations shown in Fig. 1.15 . Here, the particle's core and shell are not as easily distinguishable as in the previous case, since, unlike the opposite composition, the thickness of the gold regions compensates the difference in the atomic number of the elements (see Fig. 1.16 ).
The signal generated by a true Au-Pd nanoalloyed particle is different enough from the core-shell cases to be directly identified. Figure 1 .17 shows the results of the STEM simulations for this particle. The relative composition of this particle is close to 50%-50%, and both species are distributed randomly along the whole of the particle.
How can the Z-contrast capabilities of HAADF-STEM be used in the investigation of real metal particles? As an example, consider the Au-Co particle presented in Fig. 1.18a . This particle was produced by the coalescence of a gold particle with a cobalt particle, both originally synthesized by inert gas condensation and deposited on a carbon substrate. After deposition, the system was subjected to a heating process [17] . The particle in Fig. 1 .18a is shown in false colors to remark the differences in intensity (red is more intense, blue is less intense). Chemical analysis showed that the low intensity regions were rich in cobalt and oxygen-the cobalt oxidized with the thermal treatment)-while the high intensity region was rich in gold. A model consisting on a decahedron with a gold core and a CoO external region was prepared to investigate the Co-Au interface; this model is shown in Fig. 1.18b . The model does not intend to reproduce exactly the shape of the particle, but to give a qualitative description of the particle. Figure 1 .18c is a composite of the real image and a small section generated by STEM simulation; the corresponding real section is shown in Fig. 1.18d , and compared against the simulated micrograph ( Fig. 1.18e) . The two intensity profiles represented by lines in (d) and (e) are also shown for comparison. As can be seen, the simulated STEM micrograph succeeds in reproducing the main features of the real image. This result exemplifies the use of STEM simulations for an approximate description of composition and shape of metal particles. Quantitative STEM simulation at atomic level is quite more complicated. Fluctuations in intensity on the background of a STEM micrograph can be of the same order of magnitude than the intensity generated by a single metal atom, and in multimetallic systems the problem becomes combinatorial. Nevertheless, the use of single-tilt tomography holders altogether with C s correctors and 3D image reconstruction algorithms allow a very precise description of shapes and structures in nanoparticles, even at atomistic level [18-20].
Thermal Effects
The scattering strength is controlled by the effective form factor that depends on the value of the Debye-Waller factor, and variations in this factor may strongly affect the STEM signal. It is usual to find that an electron microscopy simulation program calculate the effective form factors through the Mott formula [21] . The DebyeWaller factor is not necessarily the same at the nanoscale than the bulk value. Buffat [22] measured a decrease in the Debye-Waller factor in gold particles ranging from 0.85 in 20 nm particles, to a value of 0.69 in 2 nm particles. We used this value to simulate a gold cuboctahedral particle and compare the result against a simulation where the Debye-Waller factor was set to zero. Both images are shown in Fig. 1.19 . As can be noted, the thermal effects may be a determining factor on the contrast in ultra-high resolution STEM micrographs, and should not be underestimated.
Interatomic Distances
One of the most straightforward uses of TEM and STEM is the measurement of distances based on the intensity peaks (or valleys in bright field imaging) on the micrographs. For this direct kind of measurements, it is assumed that the spatial frequencies are uniformly transferred, this is, that the transfer function does not change its sign in the range of spatial frequencies that correspond to interatomic distances. Even if this condition is accomplished, this does not warranties the match between the measured and the real distances, since also the orientation of the sample has to be considered. The interpretation, though, is not necessarily straightforward: First, even in the best tuned-up TEMs, the background intensity is not homogeneous, and this can complicate the interpretation of distance measurements at the vicinity of the borders of a particle. Second, usually the interplanar distances are measured as an average over several planes, since the variance in the size of a spot that represents a single atomic column is on the same order of magnitude as the interplanar distance itself. High resolution STEM simulations can be used to verify the experimental measurements, if an appropriate atomistic model is taken for granted. Consider for example the case of FePt icosahedral nanoparticles [23] , as the one shown in Fig. 1 .20. FePt nanoparticles with sizes on the range of [5, 6] nm were produced by an inert gas condensation, which implies that there is no passivation agent on the surface of the particles. Their structure was analyzed as icosahedral with shell periodicity. The sub-Angstrom resolution was achieved by focal series reconstruction, and it was enough to extract the position of individual atomic columns with a precision of about 0.002 nm, and to measure shell spacing differences of 0.02-0.03 nm. The measurements showed that the external shells of the nanoparticle were more spaced that the inner ones, a trend that could be interpreted as a consequence of the segregation of Pt to the external shells (see Fig. 1.20b ). Comparative Molecular Dynamics calculations used jointly with electron microscopy simulations (Fig. 1.20c ) confirmed that the structural relaxations could be attributed to Pt segregation at the outer shells generating a specific concentration gradient.
STEM, Geometrical Phase Analysis, and Its Range of Validity
Sub-Angstrom resolution in TEM and STEM, altogether with the ability of tilting the samples to orientations where a specific zone axis coincides with the direction of the electron beam, opens the possibility of analyzing the structures from a geometric perspective in order to obtain a strain map of the lattice. This possibility is particularly important in metal structures with Platonic and Archimedean polyhedral shapes, where strains may not be evenly distributed. An archetypical example of this is the decahedron, that in order to exist as a closed structure formed by five tetrahedra, it has to deform its atomic lattice, originating internal strain. A commonly used method to measure strains directly from high resolution micrographs is the one called geometric phase analysis, or GPA in short [24] . The method, which in principle can be applied to any image with two or more sets of periodicities, is based on the local measurement of amplitude and geometric phase in reciprocal space, i.e., by the measurement of the displacement of lattice fringes in the Fourier transform of the image. There exist free and paid versions of the GPA code, both implemented to work as add-ons of the DigitalMicrograph suite [25] . The measurement procedure, in a nutshell, is as follows: (1) The power spectrum of the image (the squared modulus of the Fourier transform of the micrograph) is calculated; each periodicity present in the image will generate a bright spot in the power spectrum, and the dispersion of the spot will be at least partially due to variations in the structure. (2) A region of interest enclosing a particular bright spot is selected; this will be the reciprocal area where the phase variations will be measured. (3) The phase image is calculated following the relation
where g is the reciprocal vector that defines the periodicity. (4) A reference area is chosen, and the phase image is recalculated, referenced to this area. The ideal reference area must be a region where the periodicity is not distorted, i.e., where the non-referenced phase image does not change abruptly. (5) The process is repeated for a second region of interest, since two sets of lattice fringes are needed for the calculation of strains. The displacement vector is expressed in terms of the base vectors defining the two periodicities:
where
(6) The strain tensor is calculated:
and (7) rotations of the lattice are calculated:
Johnson et al. [26] calculated in this way the strain distribution in a decahedral gold 17-nm-radius nanoparticle, using a high resolution Aberration-corrected TEM They found that, in order to close the 7.35 degree gap left by five perfect tetrahedra, each tetrahedron is strained nonhomogeneously (see Fig. 1.21b) .
Is it possible to use STEM micrographs to generate strain maps by GPA? It would be interesting to give it a try, since the contrast in STEM may be as good as or even better than that of conventional TEM, and the interpretation of STEM is more direct than the interpretation of TEM, but the scanning process may introduce some artifacts in the geometric analysis. This source of error can be partially overcome by aligning the scan parallel to a principal axis of strain [27] , or by rotating the STEM image and then repeating the GPA process.
The use of GPA on STEM micrographs is exemplified in Fig. 1.22 . Here, a decahedral gold particle very well orientated along its fivefold axis was imaged by HAADF-STEM, and subjected to GPA analysis using the GPA Phase plugin for DigitalMicrograph by HREM Research, based on the original algorithm by Hytch [24] . Here we can note a qualitatively different strain distribution from the particle of Fig. 1.21 ; in this case, the strain is distributed nonhomogeneously in each tetrahedron, and some almost horizontal stripes of higher strain than the rest of the particle appear crossing the frontiers between adjacent tetrahedra. Whether these stripes are related to the scanning process is still uncertain, and here we present the results to remark the need of double checking the GPA results by improving the statistics of the measurement, repeating the GPA process to several micrographs of the same particle, rotating the micrographs (or even the sample), and carefully filtering the images. 
Conclusions
Electron microscopy at sub-Angstrom resolution has reached such a high level of precision that we can investigate the composition and structure of metal nanoparticles in an atom-by-atom fashion. This gives an invaluable capacity for the study of the interaction of metal and alloy nanostructures with biological tissue, since now it is possible to look for structure/function correlations in real time, and with a resolution high enough to investigate individual bonds. The simultaneous use of real and simulated microscopy makes the process of interpreting a micrograph more science and less craftsmanship, and gives the conclusions extracted from the measurements a more quantitative and less speculative character. Some conditions must be fulfilled to take full advantage of the top electron microscopy facilities when studying metal nanostructures: The capacity of preparing high quality samples, a fair understanding of the interaction between the sample and the electron beam, a conscious awareness of the capabilities and limitations of the different instruments and techniques, and the familiarity with different analysis approaches. And, above all, the essential element: an experienced and skillful microscopist.
