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RESUMO
Os avanc¸os tecnolo´gicos dos dispositivos de aquisic¸a˜o de imagens, ali-
ados ao crescente aprimoramento do hardware computacional, esta˜o
impulsionando o desenvolvimento dos sistemas de visa˜o de ma´quina.
Estes sistemas sa˜o atualmente empregados para solucionar problemas
de naturezas diversas, em a´reas como medicina, biologia e, em especial,
na indu´stria. Este trabalho apresenta o projeto de um roboˆ, constru´ıdo
exclusivamente com pec¸as de LEGO, capaz de solucionar jogos de Su-
doku escritos em papel. Trata-se de um plotador cartesiano controlado
por um sistema de visa˜o de ma´quina. O projeto visa introduzir princ´ı-
pios, modelos e aplicac¸o˜es dos sistemas de visa˜o. O processo executado
pelo roboˆ inicia-se com a captura de uma imagem do seu espac¸o de
trabalho, utilizando-se de uma webcam. A imagem capturada e´ enta˜o
analisada pelo sistema de visa˜o, que identifica o jogo, interpreta-o e o
soluciona em memo´ria. Finalmente, a soluc¸a˜o e´ escrita pelo roboˆ por
meio de uma caneta acoplada ao seu elemento terminal.




Technological advances in image acquisition devices, combined with
the increasingly improvements in computer hardware, are boosting the
development of machine vision systems. These systems are currently
employed to solve a lot of problems, in areas such as medicine, biology
and particularly in the industry. This paper presents the design of a
Sudoku solver robot that was built exclusively with LEGO bricks. It
consists of a plotter printer, controlled by a machine vision system. The
project aims to introduce principles, models and applications of vision
systems. The process executed by the robot starts capturing an image
of its workspace with a webcam. The captured image is then analyzed
by the vision system, which identifies the game, interprets and solves it.
Finally, the solution is written by the robot with a pen that is attached
to its terminal element.
Keywords: sudoku, machine vision, digital image processing, robotics.
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Visa˜o computacional e´ a a´rea da cieˆncia que estuda me´todos
de aquisic¸a˜o, processamento, ana´lise e compreensa˜o de imagens, geral-
mente provenientes do mundo real, para produzir informac¸o˜es nume´ricas
ou simbo´licas (DAVIES, 2012). A visa˜o de ma´quina, por sua vez, se re-
fere a aplicac¸a˜o da visa˜o computacional para tomada de decisa˜o em
processos de automac¸a˜o, tais como a inspec¸a˜o automa´tica de produtos
e a retroalimentac¸a˜o para controle de movimento de roboˆs.
Em mu´ltiplos aspectos, a visa˜o de computacional constitui-se
como um problema de inteligeˆncia artificial completo, onde objetiva-se
estabelecer uma relac¸a˜o lo´gica sobre um conjunto de dados aparen-
temente desconexos (DAUGMAN, 2010). Especificamente na visa˜o de
ma´quina, o objetivo e´ gerar descric¸o˜es u´teis de cenas visuais a partir de
sinais de imagens. O principal desafio das aplicac¸o˜es de visa˜o e´ trans-
formar estes sinais em informac¸o˜es u´teis para compreensa˜o do mundo
real, permitindo que uma ma´quina interaja de forma inteligente com o
ambiente onde esta´ inserida.
Os sistemas de visa˜o de ma´quina esta˜o desempenhando pape´is
cada vez mais importantes em a´reas diversas, como medicina, biolo-
gia, engenharias e, em especial, automac¸a˜o industrial. Isto se deve
principalmente aos crescentes avanc¸os dos dispositivos de aquisic¸a˜o de
imagens e ao aprimoramento do hardware computacional, ao passo em
que o custo destas tecnologias reduz progressivamente. Na˜o coinciden-
temente, sistemas de visa˜o para aplicac¸o˜es industriais formam atual-
mente um nego´cio multibiliona´rio (CARROLL, 2015).
Frente a este cena´rio, o presente trabalho apresenta o projeto
de um roboˆ capaz de solucionar jogos de Sudoku impressos em papel
a partir de fotografias dos mesmos. O roboˆ e´ controlado por um sis-
tema de visa˜o de ma´quina, que reconhece os jogos em imagens digitais
capturadas de seu espac¸o de trabalho, resolve-os em memo´ria e coor-
dena seus atuadores para escrita da soluc¸a˜o no papel. Ale´m disso, a
estrutura do roboˆ proposto, um plotador cartesiano, se assemelha a de
ma´quinas utilizadas em alguns processos de automac¸a˜o industrial, prin-
cipal segmento onde os sistemas de visa˜o sa˜o atualmente empregados
(CARROLL, 2015).
O Sudoku e´ um popular jogo de quebra-cabec¸as onde o jogador
deve preencher as ce´lulas vazias de uma grade 9×9 com nu´meros inteiros
de 1 ate´ 9, de forma que em todas as linhas, todas as colunas e nas
nove regio˜es 3 × 3, cada d´ıgito aparec¸a apenas uma vez, respeitando
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um conjunto de ce´lulas ja´ preenchidas chamadas de pistas.
Dentre as tarefas executadas pelo roboˆ para resolver os jogos
esta˜o a localizac¸a˜o da grade, a identificac¸a˜o de ce´lulas vazias, o reco-
nhecimento das pistas e o controle de movimento do roboˆ. As operac¸o˜es
realizadas para tanto utilizam fundamentos teo´ricos que servem como
base para diversas outras aplicac¸o˜es pra´ticas.
1.1 OBJETIVOS
Esta sec¸a˜o descreve o objetivo geral e os objetivos espec´ıficos do
trabalho de conclusa˜o de curso.
1.1.1 Objetivo Geral
Projetar um roboˆ capaz de solucionar jogos de Sudoku impressos
em papel.
1.1.2 Objetivos Espec´ıficos
1. Levantar o estado da arte em algoritmos utilizados para solucio-
nar jogos de Sudoku.
2. Desenvolver um sistema de visa˜o de ma´quina para reconhecer
jogos de Sudoku em fotografias digitais.
3. Testar e validar o sistema de visa˜o desenvolvido em (2).
4. Projetar um roboˆ plotador cartesiano utilizando exclusivamente
pec¸as de LEGO, utilizado para escrever caracteres em folhas de
papel com uma caneta acoplada ao seu elemento terminal.
5. Desenvolver um sistema de controle de movimento para o roboˆ
projetado em (4).
6. Construir o roboˆ solucionador de Sudoku integrando os compo-
nentes obtidos como resultado dos objetivos anteriores.
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1.2 JUSTIFICATIVA
Apesar de seu desenvolvimento recente, Davies (2012) esclarece
que ainda ha´ muito trabalho a realizar nos campos de visa˜o computa-
cional e de ma´quina. Mesmo alguns problemas fundamentais, como o
reconhecimento de caracteres, ainda precisam ter suas soluc¸o˜es aper-
feic¸oadas para que possam ser considerados resolvidos por completo.
Este trabalho se justifica principalmente como uma maneira de
introduzir princ´ıpios, modelos e aplicac¸o˜es dos sistemas de visa˜o aos
leitores. Os conceitos aqui utilizados para desenvolver um sistema de
reconhecimento de jogos de Sudoku servem como base para diversas
outras aplicac¸o˜es da a´rea.
Na˜o obstante, os fundamentos de robo´tica e de controle empre-
gados na construc¸a˜o do roboˆ sa˜o os mesmos que os utilizados para de-
senvolver ma´quinas amplamente empregadas na indu´stria. Assim, este
trabalho tambe´m se apresenta como uma contribuic¸a˜o introduto´ria ao
desenvolvimento de roboˆs desta classe.
Por fim, o problema de resolver jogos de Sudoku se caracteriza
como um problema de tempo polinomial na˜o determin´ıstico completo
(NP-completo) quando generalizado para grades de tamanho N2 ×N2
(ERCSEY-RAVASZ; TOROCZKAI, 2012). Determinar se e´ poss´ıvel ou na˜o
resolver esta classe de problemas em tempo polinomial e´ uma das prin-
cipais questo˜es em aberto na cieˆncia da computac¸a˜o (GAREY; JOHNSON,
1979). A pesquisa sobre me´todos de soluc¸a˜o de jogos de Sudoku pode,
portanto, contribuir na a´rea de complexidade computacional.
1.3 METODOLOGIA
O trabalho desenvolver-se-a´ em seis grandes etapas. A primeira
etapa consistira´ em uma pesquisa bibliogra´fica explorato´ria sobre jogos
de Sudoku. As regras do jogo, um breve histo´rico e os principais algo-
ritmos e me´todos utilizados para resolver os jogos sera˜o apresentados.
Na segunda etapa, um estudo qualitativo de te´cnicas de aquisic¸a˜o
e processamento digital de imagens sera´ conduzido. Este estudo bus-
cara´ apresentar fundamentos teo´ricos ba´sicos das operac¸o˜es realizadas
pelo sistema de visa˜o de ma´quina desenvolvido para reconhecer jo-
gos de Sudoku. Te´cnicas de detecc¸a˜o de linhas e formas geome´tricas,
segmentac¸a˜o e reconhecimento de caracteres, filtros e operac¸o˜es mor-
folo´gicas sa˜o exemplos de operac¸o˜es discutidas.
Na terceira etapa sera´ realizada uma pesquisa bibliogra´fica so-
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bre configurac¸o˜es de roboˆs utilizadas atualmente. Buscar-se-a´ discorrer
sobre conceitos ba´sicos de robo´tica, criando uma base teo´rica para o
projeto mecaˆnico do roboˆ solucionador de Sudoku.
A quarta etapa consistira´ no projeto da estrutura mecaˆnica do
roboˆ utilizado para escrever as soluc¸o˜es de jogos de Sudoku no papel.
Na quinta etapa, o sistema de visa˜o de ma´quina responsa´vel por
reconhecer os jogos de Sudoku sera´ descrito.
Finalmente, na sexta e u´ltima etapa, o sistema de controle de
movimento do roboˆ sera´ apresentado.
1.4 ORGANIZAC¸A˜O DO TRABALHO
Ale´m desta Introduc¸a˜o, o presente trabalho esta´ organizado em
mais 5 (cinco) cap´ıtulos, que abordam os seguintes conteu´dos:
O Cap´ıtulo 2 descreve as regras do Sudoku, apresenta um breve
resumo histo´rico das origens do jogo, analisa me´todos tradicionais de
soluc¸a˜o manual e apresenta os principais algoritmos computacionais
utilizados para resolver jogos de Sudoku.
O Cap´ıtulo 3 faz um breve apanhado das bases teo´ricas ne-
cessa´rias para desenvolver o sistema de visa˜o de ma´quina que reco-
nhece jogos de Sudoku. Sa˜o elucidados conceitos ba´sicos sobre proces-
samento de imagens, te´cnicas de processamento empregadas no sistema
e me´todos de reconhecimento o´ptico de caracteres (OCR).
O Cap´ıtulo 4 aborda fundamentos de robo´tica necessa´rios para
a construc¸a˜o do roboˆ solucionador de Sudoku, tais como aspectos me-
caˆnicos e de controle.
O Cap´ıtulo 5 apresenta o roboˆ solucionador de Sudoku cons-
tru´ıdo. O projeto mecaˆnico do mesmo e´ detalhado, incluindo a ana´lise
cinema´tica, o dimensionamento e a sua modelagem. O sistema de con-
trole, responsa´vel por ler, interpretar e resolver os jogos de Sudoku,
ale´m de controlar os movimentos do roboˆ, tambe´m e´ apresentado.
O Cap´ıtulo 6 discute os resultados obtidos e indica possibi-




Sudoku e´ um popular jogo de quebra-cabec¸as baseado na co-
locac¸a˜o lo´gica de nu´meros em uma grade de 9 × 9 ce´lulas. O objetivo
e´ preencher todas as ce´lulas em branco com d´ıgitos de 1 ate´ 9 de modo
que os d´ıgitos na˜o se repitam em nenhuma linha, coluna ou regia˜o
3× 3. Quando estendido para grades de dimenso˜es N2×N2, o Sudoku
se caracteriza como um exemplo cla´ssico do problema computacional
de cobertura exata, um tipo de problema de satisfac¸a˜o de restric¸o˜es po-
linomial na˜o determin´ıstico completo (NP-completo) (ERCSEY-RAVASZ;
TOROCZKAI, 2012). Determinar se e´ poss´ıvel ou na˜o resolver esta classe
de problemas em tempo polinomial e´ uma das principais questo˜es em
aberto na cieˆncia da computac¸a˜o (GAREY; JOHNSON, 1979).
O Sudoku exige apenas racioc´ınio lo´gico do jogador para alcanc¸ar
a soluc¸a˜o e e´ utilizado como forma de entretenimento pelas pessoas. Ao
mesmo tempo, e´ objeto de estudo de matema´ticos e cientistas da com-
putac¸a˜o, haja vista que o desenvolvimento de novos me´todos de soluc¸a˜o
podem contribuir com pesquisas do problema de cobertura exata (MC-
GUIRE; TUGEMANN; CIVARIO, 2012).
Este cap´ıtulo descreve as regras do jogo; apresenta um breve re-
sumo histo´rico das origens do mesmo; analisa me´todos tradicionais de
soluc¸a˜o manual; e, finalmente, apresenta os principais algoritmos com-
putacionais tipicamente utilizados para resolver o problema do Sudoku.
2.1 REGRAS
Sudoku e´ um tipo de quebra-cabec¸as onde o jogador deve or-
ganizar d´ıgitos nume´ricos numa sequeˆncia lo´gica. O objetivo do jogo
e´ preencher as ce´lulas vazias de uma grade de dimenso˜es 9 × 9, com
nu´meros inteiros no intervalo fechado de 1 ate´ 9, tal que cada linha,
coluna e regia˜o 3×3 da grade contenha apenas uma ocorreˆncia de cada
nu´mero. Esta e´ a raza˜o do nome “sudoku”, que significa “nu´meros
u´nicos” em japoneˆs (WILSON, 2006). O conjunto formado pela linha,
coluna e regia˜o de uma ce´lula e´ chamado de grupo da ce´lula.
O jogo possui algumas pistas iniciais, que preenchem parcial-
mente a grade. Tratam-se de nu´meros inseridos em algumas ce´lulas,
dispostos de forma que exista uma e apenas uma soluc¸a˜o para o pro-
blema. O nu´mero de pistas fornecidas e´ varia´vel, mas para que uma
u´nica soluc¸a˜o seja alcanc¸ada sa˜o necessa´rias no mı´nimo 17 pistas, como
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provam McGuire, Tugemann e Civario (2012). A Figura 1 ilustra os
elementos que compo˜em o jogo.
Figura 1 – Elementos do Sudoku
Fonte: Elaborada pelo autor
A Figura 2 apresenta um jogo de Sudoku e sua soluc¸a˜o ao lado,
ilustrando as regras descritas.
Figura 2 – Exemplo de sudoku e sua soluc¸a˜o
(a) Jogo de sudoku (b) Soluc¸a˜o do jogo
Fonte: Elaborada pelo autor
A principal atrac¸a˜o do jogo e´ que suas regras sa˜o extremamente
simples, apesar de o racioc´ınio necessa´rio para alcanc¸ar a soluc¸a˜o final
ser complexo em alguns casos.
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Os nu´meros no Sudoku sa˜o utilizados apenas por comodidade.
Qualquer combinac¸a˜o de s´ımbolos distintos, tais como letras, cores, ou
formas podem ser usadas no jogo sem alterar as regras. Algumas va-
riac¸o˜es, usam letras, como o Scramblets e o Sudoku Words, por exemplo
(GORDON; LONGO, 2006). Existem ainda variac¸o˜es que utilizam gra-
des e regio˜es com diferentes dimenso˜es, tais como grades de 16 × 16 e
regio˜es de 4×4 (WILSON, 2006). O presente trabalho considera apenas
o formato tradicional do jogo, mas todas as soluc¸o˜es apresentadas po-
dem ser adaptadas e estendidas para um grande nu´mero de variac¸o˜es
do jogo.
Os sudokus podem ser classificados em n´ıveis de dificuldade para
soluc¸a˜o. As publicac¸o˜es normalmente utilizam quatro n´ıveis distin-
tos para classificar seus jogos (BERGGREN; NILSSON, 2012), sendo eles:
fa´ceis; intermedia´rios; dif´ıceis; e desafiadores. Devido a natureza sub-
jetiva dessa classificac¸a˜o, um mesmo jogo pode ser classificado em di-
ferentes categorias, dependendo dos crite´rios adotados pelos editores –
um jogo classificado como fa´cil em uma publicac¸a˜o pode ser classificado
como intermedia´rio em outra e assim por diante.
Surpreendentemente, Ercsey-Ravasz e Toroczkai (2012) mostram
que o nu´mero de pistas dadas no jogo tem pouca ou nenhuma relac¸a˜o
com o n´ıvel de dificuldade percebido por humanos ou algoritmos com-
putacionais de uma forma em geral. Em alguns casos, um jogo com
um nu´mero pequeno de pistas pode apresentar soluc¸a˜o trivial, ao passo
que um jogo com um nu´mero de pistas acima da me´dia pode apresentar
soluc¸a˜o extremamente complexa. A dificuldade do quebra-cabec¸as tem
maior relac¸a˜o com a relevaˆncia e o posicionamento das pistas do que
com sua quantidade (ERCSEY-RAVASZ; TOROCZKAI, 2012).
2.2 RESUMO HISTO´RICO
O nome Sudoku foi dado ao jogo no Japa˜o, e consiste na junc¸a˜o
dos caracteres japoneses “Su”, que significa “nu´mero”, e “Doku”, que
significa “u´nico” (WILSON, 2006). Apesar do nome, o Sudoku na˜o foi
uma invenc¸a˜o japonesa. Ele possui ra´ızes em antigos quebra-cabec¸as
de nu´meros, em especial, nos arranjos de quadrados ma´gicos (WILSON,
2006).
Um quadrado ma´gico e´ um arranjo de nu´meros naturais distin-
tos, em uma matriz quadrada de tamanho N × N . Nele, os nu´meros
em cada linha, coluna e nas diagonais principal e secunda´ria, resultam
no mesmo valor quando somados, uma caracter´ıstica resultante da uti-
30
lizac¸a˜o de um mesmo conjunto de nu´meros que na˜o se repetem para
todas as linhas. Quadrados ma´gicos de quaisquer dimenso˜es podem
ser constru´ıdos, com excec¸a˜o de 2 × 2, que e´ um caso imposs´ıvel. O
quadrado ma´gico 1× 1 e´ trivial. O menor quadrado na˜o trivial e´ o de
dimenso˜es 3× 3 (WILSON, 2005).
E´ creditada ao grande matema´tico su´ıc¸o Leonhard Euler a criac¸a˜o
das bases do jogo que conhecemos hoje como Sudoku (WILSON, 2006).
Talvez apenas como um hobby, Euler desenvolveu as bases do jogo, que
ele chamou de Quadrados Latinos. Euler modificou as regras originais
do quadrado ma´gico, limitando a quantidade de d´ıgitos utilizados a N
– tamanho de uma linha ou coluna da grade –, retirando as restric¸o˜es
das somas diagonais e passando a exigir d´ıgitos distintos apenas nas
linhas e nas colunas, ao inve´s de toda a grade.
Euler percebeu que as regras das somas nas linhas e nas colunas
seriam sempre satisfeitas devido a restric¸a˜o de utilizac¸a˜o de um mesmo
conjunto de N d´ıgitos. Ele utilizou enta˜o letras como s´ımbolos, ao
inve´s de nu´meros, tornando o jogo um problema de ana´lise combinato´ria
(WILSON, 2005). Suas ideias sobre o assunto foram publicadas em 1782.
O formato atual do Sudoku foi proposto por Howard Garns, um
arquiteto americano, que adicionou ao problema do quadrado latino
9 × 9 a restric¸a˜o de nu´meros u´nicos nas 9 regio˜es de tamanho 3 × 3
que o compo˜e. O primeiro sudoku foi publicado em 1979 pela Dell
Magazines, com o nome de Number Place (WILSON, 2006).
O jogo foi introduzido no Japa˜o pela Nikoli, na revista Monthly
Nikolist, em abril de 1984, com o nome Sudoku (WILSON, 2006). Ele
logo se tornou um passa tempo muito popular no pa´ıs. No entanto, o
sucesso se restringiu ao Japa˜o, e o Sudoku na˜o conseguiu atrair a mesma
atenc¸a˜o no ocidente ate´ o fim de 2004. Foi quando o The Times de
Londres publicou seu primeiro Sudoku, no dia 12 de novembro daquele
ano (WILSON, 2006). O jogo enta˜o se tornou um fenoˆmeno por todo o
mundo.
2.3 ME´TODOS DE SOLUC¸A˜O
O Sudoku exige do jogador apenas lo´gica para ser solucionado.
Apesar dos nu´meros, nenhum ca´lculo aritme´tico e´ necessa´rio. A ampla
maioria dos me´todos de soluc¸a˜o esta˜o baseados em duas metodologias:
eliminac¸a˜o de candidatos e tentativa-erro (WILSON, 2005). As sec¸o˜es
seguintes apresentam os me´todos mais populares utilizados para resol-
ver o quebra-cabec¸as.
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2.3.1 Eliminac¸a˜o de Candidatos
Na eliminac¸a˜o do candidatos, o progresso e´ feito atrave´s de suces-
sivas eliminac¸o˜es de nu´meros poss´ıveis (candidatos) para uma ou mais
ce´lulas, de forma que reste apenas uma opc¸a˜o poss´ıvel para a ce´lula em
ana´lise (GORDON; LONGO, 2006). Esta metodologia garante ao jogador
que o nu´mero inserido esta´ correto e na˜o precisara´ ser modificado poste-
riormente, ou, no pior caso, restringe a quantidade de opc¸o˜es poss´ıveis
para uma ce´lula a um nu´mero menor.
Sa˜o apresentadas a seguir as principais te´cnicas baseadas na me-
todologia de eliminac¸a˜o de candidatos utilizadas por jogadores de Su-
doku.
2.3.1.1 Posic¸a˜o U´nica
A te´cnica da posic¸a˜o u´nica e´ uma das mais utilizadas pelos jo-
gadores para resolver os jogos, ainda que eles na˜o saibam que esta˜o
utilizando uma te´cnica. Ela consiste em escolher um grupo e enta˜o
analisar todos os nu´meros que ainda na˜o foram inseridos (GORDON;
LONGO, 2006). Devido a disposic¸a˜o dos nu´meros na grade, as posic¸o˜es
onde este nu´mero pode ser colocado sera˜o limitadas.
Em muitos casos, existira˜o duas ou treˆs ce´lulas onde a colocac¸a˜o
do nu´mero analisado sera´ va´lida, mas em alguns casos existira´ apenas
um lugar poss´ıvel. Se este for o caso, o jogador tera´ certeza de que a
ce´lula foi preenchida com o nu´mero correto, uma vez que na˜o existira´
outro lugar para coloca´-lo (WILSON, 2005).
A Figura 3 destaca em (a) a linha de um jogo de Sudoku onde
este racioc´ınio pode ser aplicado para o nu´mero 7. Sabe-se que toda
linha deve conter uma ocorreˆncia de cada nu´mero para que a soluc¸a˜o
final seja alcanc¸ada. Como o 7 na˜o esta´ presente nesta linha, uma das
cinco ce´lulas vazias deve ser preenchida com o mesmo, como mostrado
em (b).
Entretanto, devido a restric¸a˜o de repetic¸a˜o nas regio˜es, o 7 na˜o
pode ser colocado em nenhuma das primeiras 3 ce´lulas vazias (partindo
da esquerda) da linha. A quarta ce´lula, por sua vez, ja´ possui o 7 em sua
coluna. Estas restric¸o˜es sa˜o destacadas em laranja na Figura 3, item
(c). Resta portanto uma posic¸a˜o u´nica onde o 7 pode ser disposto,
destacada em verde no mesmo item.
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Figura 3 – Aplicac¸a˜o da te´cnica de posic¸a˜o u´nica
(a) (b)
(c)
Fonte: Adaptada de Gordon e Longo (2006)
2.3.1.2 Candidato U´nico
A te´cnica de posic¸a˜o u´nica, apresentada anteriormente, pode ser
considerada um caso especial da te´cnica de candidato u´nico (GORDON;
LONGO, 2006). Esta te´cnica e´ uma das mais simples, especialmente se
marcac¸o˜es de la´pis forem utilizadas para marcar os candidatos de cada
ce´lula.
Basicamente, se todas as possibilidades para uma ce´lula em par-
ticular se reduzirem a um candidato, enta˜o este nu´mero deve ser inse-
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rido na ce´lula vazia (WILSON, 2005). A Figura 4 (a) mostra um puzzle
onde esta te´cnica pode ser empregada. Em (b) as possibilidades para
todas as ce´lulas vazias sa˜o apresentadas. E´ poss´ıvel observar clara-
mente que existe um candidato u´nico para treˆs posic¸o˜es, destacadas na
imagem. O processo pode ser repetido quantas vezes for poss´ıvel.
Figura 4 – Aplicac¸a˜o da te´cnica de candidato u´nico
(a) (b)
Fonte: Adaptada de Gordon e Longo (2006)
2.3.1.3 Linha Candidata
Esta te´cnica consiste em observar uma regia˜o e buscar por casos
onde um nu´mero em particular so´ pode ser inserido em uma das linhas
– ou uma das colunas (GORDON; LONGO, 2006). Mesmo que na˜o fique
claro em qual ce´lula este nu´mero deve ser colocado, nenhuma das outras
posic¸o˜es naquela linha, ou em outras duas regio˜es, podera˜o conter o
nu´mero analisado. Desta forma, este candidato podera´ ser removido
para as ce´lulas vazias desta linha nas outras regio˜es.
A Figura 5 destaca em (a) um caso de linha candidata. Existem
apenas duas ce´lulas vazias onde candidato ‘4’ pode ser inserido, e elas
esta˜o na mesma coluna. Isso significa que o ‘4’ deve estar na regia˜o des-
tacada, e consequentemente em mais nenhuma ce´lula daquela coluna.
Desta forma, e´ poss´ıvel remover o candidato ‘4’ de outras ce´lulas desta
coluna, destacadas em (b). Neste exemplo, a eliminac¸a˜o por linha can-
didata deixou um u´nico candidato, o nu´mero ‘2’, para a ce´lula vazia
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destacada em (c), e o jogador pode preencheˆ-la com este valor tendo
certeza de que e´ o nu´mero correto.
Figura 5 – Aplicac¸a˜o da te´cnica de linha candidata
(a) (b)
(c)
Fonte: Adaptada de Gordon e Longo (2006)
2.3.1.4 Par Duplo
A te´cnica de par duplo consiste em observar dois pares de ce´lulas
vazias para um valor candidato e utiliza´-lo para remover candidatos de
outras regio˜es. Ela e´ uma extensa˜o da te´cnica linha candidata, apre-
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sentada anteriormente.
A Figura 6 apresenta um exemplo. Nas duas regio˜es destacadas
em (a), o candidato ‘2’ pode estar apenas nas colunas 4 e 6. Como o ‘2’
esta´ limitado a essas posic¸o˜es nos blocos superiores, isto significa que
as colunas 4 e 6 sera˜o preenchidas com este candidato nestes blocos.
Assim, o candidato ‘2’ pode ser removido do bloco inferior se estiver
em qualquer uma destas colunas – ou seja, o ‘2’ devera´ estar na coluna
do meio no bloco inferior. Este procedimento e´ ilustrado em (b).
Figura 6 – Aplicac¸a˜o da te´cnica de par duplo
(a) (b)
Fonte: Adaptada de Gordon e Longo (2006)
2.3.1.5 Par Sozinho
A te´cnica de par sozinho consiste na observac¸a˜o de que se um
mesmo par de nu´meros sozinhos for candidato em duas ce´lulas de uma
linha, coluna ou regia˜o, isto significa que esses candidatos devem neces-
sariamente aparecer nessas duas ce´lulas (GORDON; LONGO, 2006). O
mesmo racioc´ınio pode ser estendido a trios e quartetos de candidatos-
ce´lulas.
A Figura 7 exemplifica a aplicac¸a˜o da te´cnica. Em (a) e´ poss´ıvel
observar que um par sozinho, composto pelos nu´meros ‘1’ e ‘5’, e´ can-
didato nas duas ce´lulas destacadas da u´ltima linha do jogo. Na˜o e´
poss´ıvel saber qual das posic¸o˜es deve ser preenchida com ‘1’ e qual deve
ser preenchida com ‘5’, mas existe a certeza de que os dois candidatos
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so´ podera˜o ser inseridos nestas ce´lulas.
Pode-se inferir, portanto, que nenhuma outra ce´lula vazia desta
linha podera´ conter estes candidatos. Logo, estes candidatos podem
ser removidos de todas as demais ce´lulas da linha, como mostrado em
(b). A mesma ideia pode ser aplicada a colunas e regio˜es.
Figura 7 – Aplicac¸a˜o da te´cnica de par sozinho
(a) (b)
Fonte: Adaptada de Gordon e Longo (2006)
2.3.1.6 Par Oculto
A te´cnica de par oculto e´ semelhante a` te´cnica de par sozinho,
mas as situac¸o˜es onde ela pode ser aplicada sa˜o um pouco mais dif´ıceis
de se identificar.
Se duas ce´lulas vazias em uma linha, coluna ou regia˜o possu´ırem
dois candidatos que na˜o aparecem em nenhum outro lugar ale´m destas
ce´lulas no mesmo grupo, estes candidatos devem ser inseridos nestas
ce´lulas (WILSON, 2005). Todos os candidatos restantes podem, por-
tanto, ser removidos destas ce´lulas. O mesmo racioc´ınio pode ser apli-
cado a trios de candidatos.
A Figura 8 apresenta um exemplo. Na linha destacada em (a),
observa-se que existem apenas dois lugares onde os candidatos ‘1’ e ‘3’
podem ser inseridos. Eles poderiam ser vistos como dois pares sozinhos
se uma das ce´lulas na˜o contivesse tambe´m o candidato ‘2’. Como ‘1’
e ‘3’ podem ser inseridos apenas nestas ce´lulas, isto significa que o ‘2’
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na˜o e´ um candidato va´lido nestas ce´lulas e pode ser removido, como
destacado em (b).
Figura 8 – Aplicac¸a˜o da te´cnica de par oculto
(a) (b)
Fonte: Adaptada de Gordon e Longo (2006)
2.3.1.7 Cadeia Forc¸ada
A cadeia forc¸ada e´ uma te´cnica mais avanc¸ada e normalmente e´
utilizada como o u´ltimo recurso de um jogador antes de partir para as
te´cnicas de tentativa-erro.
Esta te´cnica se baseia no fato de que, em algumas ocasio˜es, a
selec¸a˜o de um valor para uma ce´lula obrigara´ que outra ce´lula seja
preenchida com um valor espec´ıfico para que as regras sejam satisfeitas
(WILSON, 2005).
A Figura 9 mostra um exemplo, em uma situac¸a˜o conhecida
como Asa-X. Observando os candidatos das ce´lulas destacadas em (a),
e´ poss´ıvel perceber que se a ce´lula superior esquerda for preenchida com
o candidato ‘6’, as ce´lulas do mesmo grupo precisariam eliminar este
candidato. Consequentemente, o u´nico candidato restante para a ce´lula
inferior direita e´ o ‘6’, como destacado em (b). Utilizando a mesma
lo´gica, o preenchimento da ce´lula superior direita com o candidato ‘6’
forc¸a que a ce´lula inferior esquerda tambe´m seja preenchida com ‘6’,
como mostrado em (c).
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Figura 9 – Aplicac¸a˜o da te´cnica de cadeia forc¸ada
(a) (b)
(c)
Fonte: Adaptada de Gordon e Longo (2006)
Existem diversas te´cnicas derivadas da Cadeia Forc¸ada, como a
Asa-X e a Peixe-espada (GORDON; LONGO, 2006). Estas te´cnicas nada
mais sa˜o do que a aplicac¸a˜o da cadeia forc¸ada em situac¸o˜es espec´ıficas,
que podem ser observadas na grade com frequeˆncia. Gordon e Longo




Alguns jogos na˜o podem ser resolvidos apenas com as te´cnicas
de eliminac¸a˜o de candidatos e, em muitos casos, e´ dif´ıcil identificar
as situac¸o˜es onde estas te´cnicas podem ser aplicadas (WILSON, 2005).
Nestes casos, o jogador e´ obrigado a supor um valor para uma ce´lula e
considera´-lo correto. A suposic¸a˜o pode, no entanto, se mostrar erroˆnea
posteriormente. Quando isso ocorre, o jogador deve voltar para o ponto
onde fez a suposic¸a˜o, desfazendo todas as deduc¸o˜es seguintes, e fazer
uma nova suposic¸a˜o para a ce´lula.
A u´nica te´cnica empregada nesta metodologia e´ selecionar a
ce´lula com o menor nu´mero de candidatos poss´ıveis para fazer a su-
posic¸a˜o inicial. Esta escolha aumenta a probabilidade de selecionar o
valor correto na suposic¸a˜o. Este me´todo e´ chamado de Nishio (GOR-
DON; LONGO, 2006).
2.4 ALGORITMOS PARA SOLUC¸A˜O
Jogos de Sudoku foram desenvolvidos originalmente para serem
resolvidos por jogadores humanos, com la´pis e papel. No entanto, e´
poss´ıvel soluciona´-los em praticamente tempo real com o aux´ılio de um
computador e de um algoritmo bem projetado para realizar esta tarefa.
Esta sec¸a˜o apresenta algoritmos tipicamente utilizados para re-
solver sudokus. O foco principal e´ detalhar seu funcionamento. Con-
tudo, existem outros aspectos que sera˜o cobertos, como a dificuldade
de implementac¸a˜o e o custo computacional. O objetivo e´ realizar uma
ana´lise inicial de algoritmos que poderiam ser empregados no sistema
de controle do roboˆ para resolver os jogos.
2.4.1 Sudoku Como Problema Computacional
O problema de resolver jogos de Sudoku e´ um tema de pesquisa
nas a´reas de cieˆncia da computac¸a˜o e matema´tica (MCGUIRE; TUGE-
MANN; CIVARIO, 2012). Isto acontece pelo fato de que, quando genera-
lizado para grades de dimenso˜es N2 ×N2, ele se caracteriza como um
problema NP-completo. Tal caracter´ıstica motivou diversas pesquisas
sobre o jogo, que resultaram no desenvolvimento de diversos algoritmos
que podem ser utilizados para soluciona´-lo – apesar de nenhum, ate´ o
momento, fazeˆ-lo em tempo polinomial e, enfim, responder a questa˜o
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P = NP (GAREY; JOHNSON, 1979).
Mais especificamente, o Sudoku pode ser representado como um
problema de cobertura exata, que e´ um dos 21 problemas NP-completos
de Karp (MCGUIRE; TUGEMANN; CIVARIO, 2012). O problema de co-
bertura exata e´ um tipo de problema de satisfac¸a˜o de restric¸o˜es (GA-
REY; JOHNSON, 1979). Assim como na maioria dos problemas desta
classe, estabelecer a soluc¸a˜o do Sudoku e´ um problema NP-completo.
Dada a grande quantidade de algoritmos publicados, e como a
ampla maioria dos mesmos alcanc¸a a soluc¸a˜o do problema em um tempo
aceita´vel para a aplicac¸a˜o final, o presente trabalho se limitou a anali-
sar os algoritmos mais utilizados no estado da arte em solucionadores
determin´ısticos, a saber: Backtracking, Dancing Links e Rule-based
(BERGGREN; NILSSON, 2012).
Ale´m dos algoritmos apresentados a seguir, outros me´todos re-
levantes merecem ser destacados. Ercsey-Ravasz e Toroczkai (2012)
representa o Sudoku como um problema de satisfatibilidade booleana
na forma normal conjuntiva e o resolve com um me´todo determin´ıstico
de tempo cont´ınuo. Esta soluc¸a˜o e´ interessante pois na˜o exige adivi-
nhac¸a˜o e, consequentemente, elimina a necessidade de aplicar te´cnicas
como o backtracking. Pacurib, Seno e Yusiong (2009) propo˜em uma
soluc¸a˜o baseada em coloˆnia artificial de abelhas e hill climbing. Um so-
lucionador que utiliza Ma´quina de Boltzmann e´ comparado com outros
algoritmos por Berggren e Nilsson (2012). Por fim, Moon e Gunther
(2006) consideram o Sudoku como um problema de satisfac¸a˜o de res-
tric¸o˜es e aplica te´cnicas de inteligeˆncia artificial para resolveˆ-lo.
2.4.2 Backtracking
O backtracking e´ um algoritmo de forc¸a-bruta refinado, empre-
gado para resolver alguns tipos de problemas computacionais, em espe-
cial, problemas de satisfac¸a˜o de restric¸o˜es. Este me´todo enumera todas
as combinac¸o˜es poss´ıveis de resposta ao problema, que se apresentam
como candidatas a soluc¸a˜o do mesmo, e encontra a resposta correta
por meio de uma busca em profundidade sobre as mesmas (GHEDIRA;
DUBUISSON, 2013).
As combinac¸o˜es candidatas sa˜o representadas conceitualmente
como no´s de uma a´rvore. Cada candidata parcial e´ o pai de todas as
candidatas que diferem da mesma por um u´nico elemento combinato´rio.
As folhas da a´rvore sa˜o as candidatas parciais que na˜o podem mais au-
mentar. O algoritmo enta˜o percorre esta a´rvore, realizando uma busca
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em profundidade. Em cada no´, o algoritmo verifica se a candidata
parcial ainda pode se tornar uma soluc¸a˜o va´lida para o problema. Se
puder, o algoritmo verifica se esta candidata ja´ e´ uma soluc¸a˜o va´lida
e, se este for o caso, a retorna como resposta. Apo´s, continua a busca
em todas as suba´rvores restantes, tentando encontrar outras soluc¸o˜es.
Se a candidata na˜o puder mais se tornar uma soluc¸a˜o va´lida, todas as
suba´rvores que possuem este no´ como raiz sa˜o ignoradas. Esta veri-
ficac¸a˜o e´ realizada com base nas restric¸o˜es do problema analisado.
Como o Sudoku pode ser representado como um problema de
satisfac¸a˜o de restric¸o˜es, e´ poss´ıvel aplicar o backtracking para soluciona´-
lo (BERGGREN; NILSSON, 2012). Mesmo que este algoritmo execute em
tempo exponencial, e´ plaus´ıvel utiliza´-lo, uma vez que na˜o se conhece
nenhum algoritmo que garanta uma resposta em tempo polinomial para
solucionar problemas desta classe.
Considera-se que cada no´ da a´rvore e´ um nu´mero em uma ce´lula
vazia. O algoritmo analisa as combinac¸o˜es candidatas preenchendo
cada ce´lula vazia da grade com um d´ıgito, atrave´s de tentativas suces-
sivas. Quando todas as possibilidades sa˜o esgotadas para uma ce´lula,
ou seja, quando a inserc¸a˜o de qualquer nu´mero nela quebrar a restric¸a˜o
de unicidade de grupo, sabe-se que a combinac¸a˜o candidata na˜o pode se
tornar uma soluc¸a˜o va´lida. Neste caso, o algoritmo retorna para u´ltima
ce´lula preenchida e substitui seu valor por um nu´mero diferente, efe-
tuando o backtracking. Se toda a grade estiver preenchida e nenhuma
restric¸a˜o for violada, a soluc¸a˜o foi encontrada. Este procedimento por-
tanto realiza uma busca exaustiva da soluc¸a˜o e certamente a encontrara´
ao fim do tempo de execuc¸a˜o se ela existir. Na verdade, este algoritmo
nada mais e´ do que a aplicac¸a˜o da metodologia de tentativa-erro na
forma de um algoritmo computacional, descrita na sec¸a˜o anterior.
O me´todo mais trivial de executar o backtracking em um pro-
blema de Sudoku e´ tomar a primeira ce´lula vazia encontrada na grade
e preencheˆ-la sequencialmente com os nu´meros de ‘1’ ate´ ‘9’, como mos-
tra a Listagem 1, em forma de pseudo-co´digo.
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Listagem 1: Backtracking aplicado ao problema do Su-
doku
Input: Uma matriz de dimenso˜es 9× 9
M = {{a11, . . . , a19}, . . . , {a91, . . . , a99}} de inteiros,
representando a grade de um jogo Sudoku
parcialmente preenchida
Output: Uma matriz de dimenso˜es 9× 9
S = {{a11, . . . , a19}, . . . , {a91, . . . , a99}} de
inteiros, representando a grade do jogo descrito
por M resolvido
1 (x, y)← encontrar uma ce´lula vazia de M
2 for c in candidatos de M em (x, y) do
3 M [x][y]← c
4 S ← Backtracking(M)
5 if S e´ va´lido e esta´ totalmente preenchido then
6 return S
7 return nenhuma soluc¸a˜o encontrada
Neste algoritmo, a grade de Sudoku e´ representada por uma
matriz de inteiros com dimenso˜es 9 × 9. As ce´lulas vazias sa˜o repre-
sentadas pelo valor zero. Existe uma se´rie de variac¸o˜es interessantes
do algoritmo que o tornam mais eficiente para resolver problemas de
Sudoku. Segundo Ghedira e Dubuisson (2013), as mais relevantes sa˜o
a utilizac¸a˜o da heur´ıstica de Minimum Remaining Values (MRV) e a
implementac¸a˜o de Forward Checking (FC).
O MRV e´ um me´todo heur´ıstico que pode ser empregado para
selec¸a˜o da pro´xima ce´lula vazia a ser analisada pelo algoritmo na re-
soluc¸a˜o do Sudoku (GHEDIRA; DUBUISSON, 2013). A ideia ba´sica deste
me´todo e´ que a escolha aleato´ria de um valor para a varia´vel com o
menor nu´mero de candidatos possui maior probabilidade de sucesso e,
consequentemente, menores chances de se mostrar falha futuramente.
O MRV pode ser compreendido como o me´todo de Nishio, apre-
sentado na sec¸a˜o anterior. A implementac¸a˜o deste me´todo exige que
uma lista de candidatos seja mantida para cada ce´lula da grade, e que
estas listas sejam atualizadas todas as vezes que uma ce´lula no mesmo
grupo tenha seu valor modificado.
O FC, por sua vez, consiste em verificar, apo´s cada atribuic¸a˜o de
valor a uma varia´vel, todas as restric¸o˜es influenciadas por esta varia´vel
(GHEDIRA; DUBUISSON, 2013). Ele e´ u´til porque reduz o domı´nio de
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varia´veis livres que aparecem nestas restric¸o˜es. Se o domı´nio de al-
guma varia´vel livre se reduzir ao conjunto vazio, enta˜o um backtrack e´
realizado.
Para aplica´-lo no Sudoku, faz-se uso da mesma lista de candida-
tos utilizada na implementac¸a˜o MRV. Apo´s a modificac¸a˜o do valor de
uma ce´lula, basta verificar se as listas de candidatos das demais ce´lulas
do mesmo grupo esta˜o vazias. Se este for o caso para pelo menos uma
ce´lula, um backtrack e´ executado. O benef´ıcio do uso desta te´cnica e´ a
capacidade de identificar com antecedeˆncia que um valor incorreto foi
atribu´ıdo a alguma ce´lula.
A Listagem 2 descreve, em pseudo-co´digo, o backtracking apre-
sentado anteriormente na Listagem 1 aperfeic¸oado com as te´cnicas de
MRV e FC.
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Listagem 2: Backtracking utilizando Minimum Remai-
ning Values e Forward Checking aplicado ao problema do
Sudoku
Input: Uma matriz de dimenso˜es 9× 9
M = {{a11, . . . , a19}, . . . , {a91, . . . , a99}} de inteiros,
representando a grade de um jogo Sudoku
parcialmente preenchida
Output: Uma matriz de dimenso˜es 9× 9
S = {{a11, . . . , a19}, . . . , {a91, . . . , a99}} de
inteiros, representando a grade do jogo descrito
por M resolvido
// Minimum Remaining Values
1 (x, y)← encontrar uma ce´lula vazia de M com o menor
nu´mero de candidatos
2 for c in candidatos de M em (x, y) do
3 v ← false
4 M [x][y]← c
5 for o in ce´lulas da mesma linha, coluna e regia˜o que
(x, y) de M do
6 Atualizar lista de candidatos de o
7 if na˜o existem candidatos para o then
// Forward checking
8 v ← true
9 break
10 if v then
11 continue
12 S ← Backtracking(M)
13 if S e´ va´lido e esta´ totalmente preenchido then
14 return S
15 return nenhuma soluc¸a˜o encontrada
Uma se´rie de outras melhorias podem ser realizadas no algoritmo




Dancing Links e´ um algoritmo proposto por Knuth (2000) que
encontra soluc¸o˜es para problemas de cobertura exata, categoria de pro-
blemas a qual o Sudoku pertence. Antes de apresentar este algoritmo,
e´ necessa´rio definir formalmente o que e´ a cobertura exata e o que e´ o
problema de cobertura exata.
Seja S uma famı´lia de subconjuntos de um conjunto finito X .
Uma cobertura exata de X por S e´ uma partic¸a˜o de X , onde cada
elemento pertencente a X esta´ contido em S exatamente uma vez
(GAREY; JOHNSON, 1979). Por exemplo, se X = {x1, x2, x3} e S =
{{x1}, {x1, x2}, {x2, x3}}, enta˜o S∗ = {{x1}, {x2, x3}} e´ uma cober-
tura exata de X por S.
O problema da cobertura exata e´ um problema de decisa˜o para de-
terminar se uma cobertura exata existe(GAREY; JOHNSON, 1979). Ele e´
um problema NP-completo e e´ um dos 21 problemas NP-completos de
Karp (MCGUIRE; TUGEMANN; CIVARIO, 2012). Normalmente, um pro-
blema de cobertura exata e´ representado por uma matriz de incideˆncia
ou por um grafo bipartido (GHEDIRA; DUBUISSON, 2013).
A representac¸a˜o em matriz utiliza uma linha para cada subcon-
junto em S e uma coluna para cada elemento em X (GHEDIRA; DU-
BUISSON, 2013). O valor de uma intersec¸a˜o linha/coluna em particular
e´ preenchida com ‘1’ se o subconjunto correspondente da linha conti-
ver o elemento correspondente da coluna, sendo definido como ‘0’ caso
contra´rio. Nesta representac¸a˜o, uma cobertura exata e´ dada a selec¸a˜o
de um subconjunto de linhas onde cada coluna conte´m o ‘1’ em uma e
somente uma linha. Seguindo o exemplo anterior, a sua representac¸a˜o
em forma de matriz de incideˆncia e´ dada pela Equac¸a˜o (2.1).
x1 x2 x3
{x1} 1 0 0
{x1, x2} 1 1 0
{x2, x3} 0 1 1
 (2.1)
O subconjunto S∗ = {{x1}, {x2, x3}} e´ uma cobertura exata pois
cada elemento esta´ contido em exatamente um subconjunto selecionado,
ou seja, cada coluna conte´m o nu´mero ‘1’ em exatamente uma linha,
como mostra a matriz de incideˆncia.
O Dancing Links recebe como entrada um problema de cobertura
exata representado na forma de uma matriz de incideˆncia, tal como
a do exemplo. A ideia ba´sica e´ selecionar, a cada passo, uma linha
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da matriz. A selec¸a˜o remove da matriz esta linha e as colunas onde a
intersec¸a˜o com a mesma sa˜o ‘1’. Ale´m disso, outras linhas que possuem
o valor 1 para alguma destas colunas tambe´m sa˜o removidas, uma vez
que seu objetivo e´ selecionar um subconjunto de linhas tal que o ‘1’
aparec¸a em cada coluna exatamente uma vez. Este processo e´ repetido
sucessivamente, e seu resultado e´ uma matriz reduzida a cada repetic¸a˜o
(KNUTH, 2000).
As linhas selecionadas em cada passo sa˜o adicionadas a uma
lista, que representa a soluc¸a˜o parcial. Se a matriz reduzida na˜o pos-
suir mais colunas, enta˜o o subconjunto de linhas selecionadas repre-
senta uma soluc¸a˜o. Se por outro lado a matriz reduzida ainda possuir
colunas, mas na˜o existir mais nenhuma linha para ser selecionada, a
selec¸a˜o atual na˜o representa uma soluc¸a˜o. O algoritmo verifica todas
as combinac¸o˜es poss´ıveis, eliminando antecipadamente resultados fa-
lhos de forma semelhante ao Backtracking, e encontra todas as soluc¸o˜es
poss´ıveis para o problema se elas existirem.
O Dancing Links e´ apresentando na forma de pseudo-co´digo na
Listagem 3.
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Listagem 3: Dancing Links
Input: Uma matriz de incideˆncia A onde as colunas
representam o conjunto de elementos X e linhas
representam a colec¸a˜o de subconjuntos S de X;
Uma soluc¸a˜o parcial S;
Output: Uma lista de linhas S de M , representando a
subcolec¸a˜o S∗, cobertura exata da entrada (se
existir)
1 c← uma coluna de A
2 for l in linhas de A tal que A[r][c] = 1 do
3 Adicionar l em S
4 for j in colunas de A tal que A[l][j] = 1 do
5 for i in linhas de A tal que A[i][j] = 1 do
6 Remover i de A
7 Remover j de A
8 S ← DancingLinks(A, S);
9 if A na˜o possui nenhuma coluna then
10 return S
11 for j in colunas removidas de A do
12 Restaurar j em A
13 for i in linhas removidas de A do
14 Restaurar i em A
15 return nenhuma soluc¸a˜o encontrada
Este algoritmo e´ normalmente implementado com listas dupla-
mente encadeadas (KNUTH, 2000). Desta forma, as operac¸o˜es de remo-
c¸a˜o e restaurac¸a˜o de linhas e colunas na matriz podem assim ser realiza-
das com apenas duas operac¸o˜es de atribuic¸a˜o. Knuth (2000) observou
que esta abordagem e´ consideravelmente mais eficiente do que realizar
verificac¸o˜es sobre a matriz completa. Isto acontece porque quando uma
linha e´ selecionada, uma coluna inteira precisa ser verificada em busca
do nu´mero ‘1’. Apo´s a selec¸a˜o da linha, esta precisa ser novamente
percorrida e as colunas onde o valor da intersec¸a˜o e´ ‘1’ precisam ser
verificadas por completo. A simples utilizac¸a˜o de listas encadeadas,
implementando uma matriz esparsa1 onde somente as ce´lulas contendo
‘1’ sa˜o mantidas, diminui a complexidade destas buscas de O(n) para
1Uma matriz esparsa e´ uma matriz que possui uma grande quantidade de ele-
mentos vazios, ou iguais a zero.
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O(1).
Para aplicar o algoritmo na soluc¸a˜o do Sudoku, e´ necessa´rio re-
presentar os jogos na forma de uma matriz de incideˆncia. Existem
quatro restric¸o˜es ba´sicas que a soluc¸a˜o final do jogo deve ser satisfazer:
1. Restric¸a˜o de intersec¸a˜o: Cada ce´lula da grade deve conter um
e somente um nu´mero;
2. Restric¸a˜o de linha: Cada linha deve conter uma e somente
uma ocorreˆncia de cada nu´mero;
3. Restric¸a˜o de coluna: Cada coluna deve conter uma e somente
uma ocorreˆncia de cada nu´mero;
4. Restric¸a˜o de regia˜o: Cada regia˜o deve conter uma e somente
uma ocorreˆncia de cada nu´mero;
A primeira restric¸a˜o, apesar de parecer o´bvia, e´ necessa´ria para
garantir que exista apenas um nu´mero por ce´lula, ou seja, os subcon-
juntos de S∗ contenham apenas um elemento cada.
Seguindo estas restric¸o˜es, matriz de incideˆncia deve especificar,
em suas linhas, todas as possibilidades existentes. Como no Sudoku
existem 9 linhas, 9 colunas e 9 candidatos para cada ce´lula, a quan-
tidade de linhas na matriz deve ser 9 × 9 × 9 = 729. Com relac¸a˜o a`s
colunas, sa˜o utilizadas 9× 9 = 81 para restric¸o˜es de combinac¸a˜o linha-
coluna (LMCN ), 9×9 = 81 para restric¸o˜es de combinac¸a˜o linha-nu´mero
(LM#N ), 9 × 9 = 81 para restric¸o˜es de combinac¸a˜o coluna-nu´mero
(CM#N ) e 9 × 9 = 81 restric¸o˜es para a combinac¸a˜o regia˜o-nu´mero
(RMCN ), totalizando 324 colunas.
Desta forma, um jogo de Sudoku pode ser representado por uma
matriz de incideˆncia de dimenso˜es 729× 324. As matrizes abaixo ilus-
tram a configurac¸a˜o geral da mesma. Apesar de ser dif´ıcil representar
a matriz inteira, e´ poss´ıvel ilustrar a configurac¸a˜o geral da mesma por
meio das submatrizes apresentadas pelas Equac¸o˜es 2.2, 2.3, 2.4 e 2.5.
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
L1C1 L1C2 · · ·
L1C1#1 1 0 · · ·
L1C1#2 1 0 · · ·





L1C1#9 1 0 · · ·
L1C2#1 0 1 · · ·
L1C2#2 0 1 · · ·













L1#1 L1#2 · · ·
L1C1#1 1 0 · · ·





L1C1#9 0 0 · · ·
L1C2#1 1 0 · · ·













C1#1 C1#2 · · ·
L1C1#1 1 0 · · ·










L2C1#1 1 0 · · ·














R1#1 R1#2 · · ·
L1C1#1 1 0 · · ·





L1C2#1 1 0 · · ·





L1C3#1 1 0 · · ·





L1C4#1 0 0 · · ·





L2C1#1 1 0 · · ·





L2C2#1 1 0 · · ·







Apo´s montar a matriz de incideˆncia para o jogo a ser resolvido,
basta utiliza´-la como paraˆmetro de entrada para o Dancing Links – a
sa´ıda retornara´ a soluc¸a˜o do jogo, se ela existir.
2.4.4 Rule-based
O Rule-based e´ um algoritmo solucionador de Sudoku heur´ıstico.
Ele utiliza os me´todos de soluc¸a˜o manual, como os apresentados na
sec¸a˜o anterior, para resolver os jogos (BERGGREN; NILSSON, 2012).
Como o nome sugere, este algoritmo se baseia nas regras do Sudoku
para inferir logicamente o nu´mero que deve ser inserido em uma ce´lula
vazia ou eliminar candidatos que sa˜o imposs´ıveis na mesma. Ele resolve
jogos de Sudoku como um humano faria, mas com grande velocidade e
sendo capaz de identificar todas as situac¸o˜es em que os me´todos imple-
mentados podem se aplicar.
Nesta abordagem, um conjunto de me´todos de soluc¸a˜o manual
para o problema do Sudoku e´ implementado, construindo uma base
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de conhecimento. O algoritmo itera sobre estes me´todos, verificando
se eles podem ser aplicados ao jogo e executando-os quando poss´ıvel.
Quando uma ce´lula vazia e´ preenchida ou candidatos sa˜o eliminados,
ou seja, o estado do jogo e´ alterado, o algoritmo retorna ao primeiro
me´todo e continua a iterac¸a˜o. Este procedimento se repete ate´ que a
soluc¸a˜o do jogo seja alcanc¸ada
O algoritmo prioriza a utilizac¸a˜o de regras baseadas na metodolo-
gia de eliminac¸a˜o de candidatos, deixando as te´cnicas de tentativa-erro
como u´ltimas alternativas. E´ uma boa pra´tica ainda ordenar as regras
de acordo com sua complexidade ou probabilidade de ocorreˆncia du-
rante as iterac¸o˜es: prioriza-se a aplicac¸a˜o de regras que exigem menor
custo computacional para verificac¸a˜o e execuc¸a˜o, deixando para exe-
cutar as regras mais complexas somente se necessa´rio. Espera-se, com
isso, minimizar o tempo necessa´rio para obter a soluc¸a˜o final.
Segundo Berggren e Nilsson (2012), quanto mais regras forem
implementadas, e quanto maior o refinamento das mesmas, maior a
tendeˆncia de que o algoritmo desempenhe de forma eficiente. A uti-
lizac¸a˜o de muitas regras na base de conhecimento, no entanto, pode
provocar atrasos devido a quantidade de verificac¸o˜es realizadas. Em es-
pecial para situac¸o˜es onde nenhuma conclusa˜o lo´gica pode ser tomada
e a metodologia de tentativa-erro e´ a u´nica sa´ıda, este atraso pode ser
considera´vel. Este cena´rio e´ frequente em problemas de grande dificul-
dade.
A Listagem 4 apresenta o algoritmo Rule-based com os me´todos
apresentados na sec¸a˜o 2.3 implementados, a saber:
1. Candidato U´nico: se as possibilidades de uma ce´lula vazia se
reduzem a um u´nico candidato, enta˜o este candidato e´ deve ser
inserido na ce´lula (GORDON; LONGO, 2006);
2. Posic¸a˜o U´nica: se existe apenas uma ce´lula vazia na linha,
coluna ou regia˜o onde um nu´mero e´ candidato, este nu´mero deve
ser inserido na ce´lula (GORDON; LONGO, 2006);
3. Pares Sozinhos: se os mesmos nu´meros sa˜o candidatos em duas
ce´lulas distintas na mesma linha, coluna ou regia˜o, estes nu´meros
devem ser removidos da lista de candidatos das demais ce´lulas
no mesmo grupo (linha, coluna ou regia˜o). O mesmo me´todo
pode ser utilizado com treˆs e quatro candidatos/ce´lulas (GORDON;
LONGO, 2006);
4. Pares Ocultos: se duas ce´lulas vazias em uma linha, coluna
ou regia˜o possu´ırem dois candidatos que na˜o aparecem em ne-
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nhum outro lugar ale´m destas ce´lulas no mesmo grupo, estes
candidatos devem ser inseridos nestas ce´lulas. Todos os candi-
datos restantes podem, portanto, ser removidos destas ce´lulas. O
mesmo racioc´ınio pode ser aplicado a trios de candidatos (GOR-
DON; LONGO, 2006);
5. Linha Candidata: se todas as ce´lulas vazias onde um nu´mero
em particular e´ candidato esta˜o na mesma linha (ou coluna) e
na mesma regia˜o, enta˜o este candidato pode ser eliminado em
outras ce´lulas vazias da mesma linha (ou coluna) fora desta regia˜o
(GORDON; LONGO, 2006);
6. Pares Duplos: se dois pares de ce´lulas em regio˜es distintas
possuem um valor como candidato na mesma linha (ou coluna),
este valor pode ser removido da u´ltima regia˜o na mesma linha
(ou coluna) (GORDON; LONGO, 2006);
7. Asa-X (Cadeia Forc¸ada): se existem apenas duas ce´lulas va-
zias onde um valor e´ candidato em cada uma de duas linhas dife-
rentes, e estas ce´lulas esta˜o nas mesmas colunas, enta˜o este valor
pode ser removido da lista de candidatos de todas outras ce´lulas
nestas colunas (GORDON; LONGO, 2006);
8. Nishio: te´cnica de tentativa-erro onde as ce´lulas com o me-
nor nu´mero de candidatos sa˜o preenchidas primeiro. Implemen-
tada pelo backtracking com heur´ıstica de MRV (GORDON; LONGO,
2006);
Todos os me´todos descritos, com excec¸a˜o de Nishio, podem ser
implementados de forma a executar em tempo polinomial. Desta forma,
o algoritmo produzira´ uma soluc¸a˜o polinomial caso a u´ltima regra na˜o
precise ser aplicada para obter uma soluc¸a˜o.
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Listagem 4: Rule-based aplicado ao Sudoku
Input: Uma matriz de dimenso˜es 9× 9
M = {{a11, . . . , a19}, . . . , {a91, . . . , a99}} de inteiros,
representando a grade de um jogo Sudoku
parcialmente preenchida
Output: Uma matriz de dimenso˜es 9× 9
S = {{a11, . . . , a19}, . . . , {a91, . . . , a99}} de
inteiros, representando a grade do jogo descrito
por M resolvido
1 while true do
2 if aplicarCandidatoUnico(M) then
3 if M e´ va´lido e esta´ totalmente preenchido then
4 return M
5 continue
// Aplicar os demais me´todos...
6 if aplicarAsaX(M) then




// Backtracking com MRV e FC
11 (x, y)← encontrar uma ce´lula vazia de M com o menor
nu´mero de candidatos
12 for c in candidatos de M em (x, y) do
13 v ← false
14 M [x][y]← c
15 for o in ce´lulas da mesma linha, coluna e regia˜o que
(x, y) de M do
16 Atualizar lista de candidatos de o
17 if na˜o existem candidatos para o then
18 v ← true
19 break
20 if v then
21 continue
22 S ← RuleBased(M)
23 if S e´ va´lido e esta´ totalmente preenchido then
24 return S
25 return nenhuma soluc¸a˜o encontrada
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3 AQUISIC¸A˜O E PROCESSAMENTO DE IMAGENS
O campo do processamento digital de imagens se refere ao pro-
cessamento de imagens digitais por um computador digital (SOLOMON;
BRECKON, 2010). Segundo Gonzalez e Woods (2008), o processamento
digital de imagens envolve processos cujas entradas e sa´ıdas sa˜o ima-
gens e, ale´m disso, envolve processos de extrac¸a˜o de atributos de ima-
gens ate´ – e inclusive – o reconhecimento de objetos individuais. O
interesse nos me´todos de processamento de imagens prove´m de duas
a´reas principais de aplicac¸a˜o: melhora das informac¸o˜es visuais para a
interpretac¸a˜o humana e processamento de dados de imagens para ar-
mazenamento, transmissa˜o e representac¸a˜o, considerando a percepc¸a˜o
automa´tica por ma´quinas (GONZALEZ; WOODS; EDDINS, 2003).
Este cap´ıtulo apresenta as bases teo´ricas necessa´rias para desen-
volver o sistema de visa˜o de ma´quina utilizado para reconhecer jogos
de Sudoku, parte integrante do sistema de controle do roboˆ proposto.
Inicialmente, sa˜o apresentados conceitos ba´sicos sobre processamento
de imagens. Apo´s, te´cnicas de processamento empregadas no sistema,
que incluem a detecc¸a˜o de linhas e formas, sa˜o detalhadas. Finalmente,
me´todos de reconhecimento o´ptico de caracteres (OCR) utilizados para
reconhecer as pistas sa˜o discutidos.
3.1 IMAGEM DIGITAL
Gonzalez e Woods (2008) define uma imagem como uma func¸a˜o
bidimensional, f(x, y), em que x e y sa˜o coordenadas de um plano e
a amplitude de f em qualquer par de coordenadas (x, y) e´ chamada
de intensidade da imagem nesse ponto. Quando x, y e os valores de
intensidade de f sa˜o quantidades finitas e discretas, a imagem e´ dita
uma imagem digital. As imagens digitais sa˜o uma forma conveniente
de representac¸a˜o de imagens cont´ınuas (GONZALEZ; WOODS, 2008).
As cenas do mundo real, percebidas pelos olhos humanos, sa˜o
imagens cont´ınuas (SONKA; HLAVAC; BOYLE, 2014). A importaˆncia da
representac¸a˜o de imagens na forma digital esta´ diretamente relacionada
com o desenvolvimento dos computadores digitais (SOLOMON; BREC-
KON, 2010). Os computadores e outros dispositivos digitais operam em
passos discretos e armazenam dados na forma de bits discretos, im-
possibilitando o processamento e o armazenamento de sinais cont´ınuos.
Imagens digitais, por outro lado, podem ser facilmente armazenadas,
56
processadas e transmitidas pelos mesmos. Esta caracter´ıstica torna a
representac¸a˜o digital de imagens conveniente na soluc¸a˜o de diversos
problemas, pois reduz a complexidade para realizar processamentos e,
consequentemente, diminui os custos nestes processos.
Imagens digitais sa˜o compostas de um nu´mero finito de elemen-
tos, chamados de pixels, cada um com localizac¸a˜o e valor de intensidade
espec´ıficos (GONZALEZ; WOODS; EDDINS, 2003). Elas sa˜o normalmente
representadas por uma matriz de 2 dimenso˜es, contendo M linhas e N
colunas, sendo (x, y) coordenadas discretas para ce´lulas desta matriz.
Para fins de praticidade e clareza na notac¸a˜o, utilizam-se nu´meros intei-
ros para estas coordenadas – x = 0, 1, 2, ...,M−1 e y = 0, 1, 2, ..., N−1.
Desta forma, por exemplo, o valor da imagem digital na origem e´
f(0, 0), e o pro´ximo valor de coordenada ao longo da primeira linha
e´ f(0, 1). De um modo geral, a imagem digital e´ uma matriz de pontos,
onde cada ce´lula da matriz possui um valor de intensidade proporcional
a` quantidade de iluminac¸a˜o da fonte que incide (iluminac¸a˜o) e e´ refle-
tida (refletaˆncia) na cena (GONZALEZ; WOODS, 2008). A iluminac¸a˜o e
a refletaˆncia sa˜o responsa´veis, portanto, por caracterizar as cores ob-
servadas em uma imagem (SONKA; HLAVAC; BOYLE, 2014).
A Figura 10 apresenta uma imagem de 5 × 5 pixels ampliada,
ilustrando o conceito de imagem digital. Nesta imagem, o n´ıvel de cinza
de cada ponto e´ proporcional ao valor da intensidade de f neste ponto.
Este e´ um tipo de representac¸a˜o visual de imagens digitais.
Figura 10 – Representac¸a˜o visual em escala de cinza de uma imagem
digital
Fonte: Elaborada pelo autor
Ale´m da representac¸a˜o em n´ıveis de cinza, outra representac¸a˜o
conveniente de imagens e´ realizada por meio de matrizes nume´ricas
(GONZALEZ; WOODS; EDDINS, 2003). Esta representac¸a˜o e´ comumente
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utilizadas para representar quantitativamente imagens digitais para
processamento, onde cada posic¸a˜o da matriz representa a localizac¸a˜o
de um pixel, e o valor nume´rico a sua intensidade. A matriz apresen-
tada pela Equac¸a˜o (3.1) ilustra este conceito, representando a imagem
da Figura 10 por meio de uma matriz de nu´meros.
f(x, y) =

170 245 0 74 148
235 42 64 138 160
32 54 128 150 225
96 118 192 213 21
106 181 255 10 85
 (3.1)
A Equac¸a˜o (3.2) estende algebricamente o conceito para imagens
digitais de tamanho M × N . Os dois lados desta equac¸a˜o sa˜o formas
equivalentes de representar quantitativamente uma imagem digital. O
lado direito desta matriz e´ uma matriz de nu´meros reais, e cada ele-
mento da mesma e´ um pixel.
f(x, y) =

f(0, 0) f(0, 1) · · · f(0, N − 1)





f(M − 1, 0) f(M − 1, 1) · · · f(M − 1, N − 1)
 (3.2)
E´ importante observar que, por convenc¸a˜o, a origem de uma
imagem digital se situa no pixel superior esquerdo (f(0, 0)), com o eixo
x positivo se estendendo para direita e o eixo y positivo se estendendo
para baixo. Segundo Gonzalez e Woods (2008), essa representac¸a˜o e´
utilizada por fatores histo´ricos. Os primeiros dispositivos de visua-
lizac¸a˜o de imagens varrem uma imagem comec¸ando do canto superior
esquerdo e se movendo para a direita, uma linha por vez.
3.2 TIPOS DE IMAGENS DIGITAIS
Sonka, Hlavac e Boyle (2014) classifica as imagens digitais de
acordo com os valores de intensidade dos seus pixels em treˆs tipos:




Uma imagem bina´ria e´ uma imagem que possui apenas dois valo-
res poss´ıveis de intensidade para cada pixel (GONZALEZ; WOODS, 2008).
Tipicamente, os dois valores de intensidade utilizados na representac¸a˜o
de uma imagem bina´ria sa˜o ’0’ e ’1’, representando as cores preto (back-
ground) e branco (foreground), respectivamente. A Figura 11 apresenta
uma imagem bina´ria.
Figura 11 – Exemplo de imagem bina´ria
Fonte: Elaborada pelo autor
A representac¸a˜o bina´ria de imagens possui grande utilidade no
processamento digital de imagens, sendo a representac¸a˜o utilizada para
executar diversas operac¸o˜es (GONZALEZ; WOODS; EDDINS, 2003). Sa˜o
exemplos de operac¸o˜es que utilizam imagens bina´rias as operac¸o˜es mor-
folo´gicas e a segmentac¸a˜o.
3.2.2 Imagens em Escala de Cinza
Imagens em escala de cinza sa˜o imagens onde o valor de cada
pixel representa apenas a informac¸a˜o de intensidade (GONZALEZ; WO-
ODS, 2008). Imagens deste tipo sa˜o compostas exclusivamente por tons
de cinza, variando de preto (na menor intensidade) a branco (na maior
intensidade). A Figura 10, apresentada anteriormente, e´ uma imagem
em escala de cinza.
A intensidade de um pixel e´ expressa numericamente por um
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intervalo fechado entre um valor mı´nimo e um valor ma´ximo, que de-
finem completamente preto e completamente branco. Imagens em es-
cala de cinza sa˜o normalmente representadas em formato digital utili-
zando 8 bits por pixel, o que permite que 256 intensidades diferentes
incluindo preto e branco – da´ı os valores de 0 ate´ 255 utilizados na
matriz nume´rica da Equac¸a˜o (3.1). Em algumas aplicac¸o˜es onde um
alto n´ıvel de detalhamento das imagens e´ exigido, como na a´rea me´dica,
16 bits por pixel podem ser utilizados. Quanto mais bits utilizados na
representac¸a˜o de um pixel em uma imagem digital, mais n´ıveis de cinza
podem ser representados e, portanto, mais rica em detalhes sera´ a ima-
gem. Gonzalez, Woods e Eddins (2003) esclarece que isso se deve ao
fato de que o aumento do nu´mero de bits por pixel diminui o intervalo
entre valores no processo de quantizac¸a˜o da imagem cont´ınua.
Imagens em escala de cinza podem ser transformadas em imagens
bina´rias por meio de uma operac¸a˜o chamada thresholding (SOLOMON;
BRECKON, 2010). No processo cla´ssico de thresholding, cada pixel em
uma imagem e´ substitu´ıdo por um pixel de fundo se a intensidade e´
menor que uma constante K, ou por um pixel branco caso contra´rio. A
imagem apresentada na Figura 11, por exemplo, foi obtida realizando
thresholding da imagem na Figura 10. A operac¸a˜o de thresholding e´
apresentada com detalhes na sec¸a˜o 3.4.5.
3.2.3 Imagens Coloridas
Em imagens coloridas, os pixels passam a ser representados por
um sistema de cores, ao inve´s de um u´nico valor nume´rico de intensidade
(GONZALEZ; WOODS, 2008). Segundo Sonka, Hlavac e Boyle (2014) de-
finem sistemas de cores como tentativas de organizar informac¸o˜es sobre
a percepc¸a˜o croma´tica humana, criando um modelo matema´tico para
representac¸a˜o de cores. Na natureza, sa˜o encontrados dois sistemas
croma´ticos: os sistemas Aditivos e Subtrativos.
Os sistemas aditivos usam o mesmo princ´ıpio que o sistema de
visa˜o humano. As cores sa˜o formadas por treˆs componentes de cor,
correspondentes a` treˆs frequeˆncias, que sa˜o adicionados em diferentes
proporc¸o˜es de intensidade ao raio luminoso para produzir as diferentes
cores. Sistemas aditivos descrevem muito bem o comportamento da cor
em raios de luz, sendo amplamente utilizados em monitores de v´ıdeo,
televisa˜o, caˆmeras e dispositivo que tenham que gerar ou detectar cores.
A discussa˜o sobre sistemas de cores neste trabalho sera´ restriginda aos
sistemas aditivos.
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Segundo (GONZALEZ; WOODS; EDDINS, 2003), o sistema RGB e´
o mais popular sistema de cores utilizado no mundo. Ele e´ um sis-
tema aditivivo que descreve a cor como uma composic¸a˜o de 3 cores
(frequeˆncias) prima´rias: o vermelho (Red), o verde (Green) e o azul
(B lue). Todas as outras cores, sa˜o formadas adicionando estas cores
em diferentes intensidades. Enta˜o, os valores dos componentes (canais)
RGB de uma cor representam a intensidade para aquele componente
na composic¸a˜o da cor. O valor zero indica intensidade zero, ou seja, ne-
nhuma luz. Os treˆs componentes no valor mı´nimo representam o preto,
que e´ a auseˆncia total de luz, mas se forem levados ao ma´ximo, a cor
obtida sera´ o branco, que e´ a composic¸a˜o das treˆs frequeˆncias (cores)
prima´rias em intensidade ma´xima.
Na representac¸a˜o computacional mais comum de imagens di-
gitais RGB, os valores de cada componente variam de 0 a` 255, com
cada componente sendo representado por 8 bits. Desta forma, os valo-
res RGB(0, 0, 0) representam o preto e os valores RGB(255, 255, 255)
representam o branco. Juntos, os treˆs valores (24 bits) produzem
256 × 256 × 256 combinac¸o˜es, que correspondem a 16.777.216 cores.
Este me´todo de representac¸a˜o, onde cada pixel e´ representado por 24
ou mais bits (8 bits por canal), e´ chamado de True Color (SONKA; HLA-
VAC; BOYLE, 2014). Acredita-se que o olho humano consegue distinguir
algo em torno de 10 milho˜es de cores (GONZALEZ; WOODS, 2008). O
sistema se chama true color justamente por mostrar mais cores que o
olho humano pode ver e, consequentemente, da´ a ilusa˜o de cores reais.
A Figura 12 mostra como as cores RGB sa˜o combinadas para formar
as outras cores.
Figura 12 – Sistema RGB
Fonte: Adaptado de Burger e Burge (2008)
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Qualquer cor representada no sistema RGB pode ser convertida
em seu n´ıvel aproximado de cinza (intensidade). Para tanto, realiza-
se uma me´dia ponderada dos componentes, com pesos de 30% para
o vermelho, 59% para o verde e 11% para o azul, independentemente
da escala utilizada para os canais (BURGER; BURGE, 2008). O n´ıvel
resultante e´ o valor de intensidade em cinza equivalente. Os valores dos
pesos utilizados esta˜o relacionados com a sensibilidade visual do olho
humano para as cores prima´rias. A Equac¸a˜o (3.3) descreve a operac¸a˜o.
Icinza = 0.299× Ivermelho + 0.587× Iverde + 0.114× Iazul (3.3)
3.3 AQUISIC¸A˜O DE IMAGENS
O processo de obter imagens de uma fonte, de forma a trans-
forma´-las em informac¸a˜o u´til para armazenamento, reproduc¸a˜o e pro-
cessamento, e´ chamado de aquisic¸a˜o de imagens. A aquisic¸a˜o e´ a pri-
meira etapa de um sistema de processamento de imagens, uma vez que
sem uma imagem nenhum processamento pode ser realizado (GONZA-
LEZ; WOODS, 2008).
Conforme Davies (2012), um dos principais objetivos da aquisic¸a˜o
e´ possuir uma fonte de entrada que opere de forma ta˜o controlada que
a mesma imagem possa ser perfeitamente reproduzida se as condic¸o˜es
de captura forem as mesmas, minimizando a presenc¸a e facilitando a
remoc¸a˜o de anomalias. Este processo e´ de extrema importaˆncia para o
funcionamento dos sistemas de processamento de imagens, visto que se
uma imagem na˜o for obtida em condic¸o˜es minimamente satisfato´rias,
o sistema pode na˜o ser capaz de executar com sucesso as tarefas para
as quais foi projetado, mesmo se te´cnicas de melhoramento forem apli-
cadas posteriormente (CORKE, 2011).
As imagens digitais sa˜o tipicamente obtidas por meio de dis-
positivos o´pticos (hardware), que capturam imagens analo´gicas (cenas
reais) e as convertem para representac¸o˜es digitais. Sa˜o exemplos dis-
positivos de aquisic¸a˜o as caˆmeras fotogra´ficas, webcams, scanners, te-
lesco´pios e ate´ mesmo sensores de presenc¸a de luz.
3.3.1 Amostragem e Quantizac¸a˜o
As imagens fotogra´ficas sa˜o obtidas do mundo real atrave´s de
caˆmeras ou sensores que captam luz. A imagem capturada em um filme
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fotogra´fico representa bem a imagem real. Gonzalez e Woods (2008)
explicam que o filme define um plano limitado por um retaˆngulo, onde
cada posic¸a˜o nesse plano conte´m a informac¸a˜o de cor relativa aquela
posic¸a˜o, ou seja, a imagem neste caso e´ um sinal cont´ınuo de cor 2D,
onde o domı´nio e´ o plano e o contradomı´nio e´ o espac¸o de cor.
Os computadores digitais, no entanto, trabalham apenas com
valores discretos. Para que uma imagem possa ser processada, armaze-
nada e transmitida por um computador, e´ necessa´rio portanto converteˆ-
la para o tempo discreto antes. Para gerar uma imagem digital, f(x, y)
deve ser digitalizada ao longo de x e y e da amplitude z = f(x, y). Esta
tarefa e´ realizada por meio dos processos de amostragem e quantizac¸a˜o,
respectivamente.
Na amostragem, obte´m-se amostras de f(x, y) nas direc¸o˜es x e y
(domı´nio) em instantes de tempo discretos, tomadas em um intervalo
de tempo uniforme. Este procedimento gera uma matriz de N ×M
amostras, digitalizando o plano onde a imagem esta´ inserida (GONZA-
LEZ; WOODS, 2008).
Apo´s a amostragem, faz-se necessa´rio ainda digitalizar a ampli-
tude z = f(x, y) (contradomı´nio). Para tanto, a amostragem e´ seguida
do uma quantizac¸a˜o do valor de f(x,y) em L n´ıveis inteiros de intensi-
dade. Em resumo, como explicam Gonzalez e Woods (2008), a digita-
lizac¸a˜o dos valores de coordenada e´ chamada de amostragem, enquanto
a digitalizac¸a˜o dos valores de amplitude e´ chamada de quantizac¸a˜o.
A Figura 13 ilustra a ideia geral dos processos de amostragem e
quantizac¸a˜o. Uma imagem cont´ınua f , a ser convertida para o formato
digital, e´ apresentada em (a). A func¸a˜o unidimensional apresentada em
(b) representa os valores de intensidade da imagem cont´ınua ao longo
do segmento de reta AB de (a). Para realizar a amostragem dessa
func¸a˜o, amostras igualmente espac¸adas sa˜o obtidas ao longo da linha
AB, indicadas por pequenas linhas verticais na parte inferior da figura
em (c). As amostras sa˜o representadas por pequenos quadrados bran-
cos sobre a func¸a˜o cont´ınua. Estas localizac¸o˜es discretas descrevem a
func¸a˜o de amostragem do eixo horizontal x de f . Para obter uma ima-
gem digital, os valores de intensidade tambe´m devem ser convertidos
em quantidades discretas. O lado direito da figura em (c) apresenta
uma escala de intensidade dividida em oito intervalos discretos, que va-
riam do preto ao branco. Os valores cont´ınuos de intensidade de cada
amostra devem ser quantizados atribuindo aos mesmos o mais valor
discreto mais pro´ximo dentre os oito. As amostras digitais resultan-
tes dos processos de amostragem e quantizac¸a˜o sa˜o exibidas em (d).
Repetindo este procedimento em outras linhas, tal como no segmento
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AB, produz-se uma imagem digital bidimensional. Estas linhas, por
sua vez, descrevera˜o a func¸a˜o de amostragem do eixo vertical y de f .
Os segmentos de amostragem devem, portanto, ser espac¸ados de forma
uniforme, com o mesmo espac¸o utilizado na amostragem do eixo x –
faz pouco sentido tentar atingir uma densidade de amostragem em uma
direc¸a˜o que exceda os limites de amostragem da outra direc¸a˜o.
Figura 13 – Amostragem e quantizac¸a˜o de uma imagem cont´ınua
(a) Imagem digital (b) Intensidade ao longo de AB
(c) Amostragem (d) Quantizac¸a˜o
Fonte: Adaptada de (GONZALEZ; WOODS, 2008)
3.4 PROCESSAMENTO DIGITAL DE IMAGENS
Segundo Solomon e Breckon (2010), processamento digital de
imagens pode ser entendido como o uso de computadores digitais para
processar, por meio de algoritmos, imagens digitais. Gonzalez e Wo-
ods (2008) apontam duas a´reas principais para aplicac¸a˜o de me´todos
de processamento digital de imagens: melhora das informac¸o˜es visu-
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ais para a interpretac¸a˜o humana e processamento de dados de imagens
para armazenamento, transmissa˜o e representac¸a˜o, considerando a per-
cepc¸a˜o automa´tica por ma´quinas.
Esta sec¸a˜o apresenta fundamentos e te´cnicas de processamento
de imagens utilizadas pelo sistema de visa˜o computacional do roboˆ,
capaz de reconhecer jogos de Sudoku a partir de imagens digitais e
resolveˆ-los.
3.4.1 Relacionamentos Ba´sicos Entre Pixels
Esta sec¸a˜o apresenta relac¸o˜es entre pixels em uma imagem digital
que sa˜o de fundamental importaˆncia para a compreensa˜o dos demais
conceitos apresentados no decorrer deste cap´ıtulo.
3.4.1.1 Vizinhanc¸a
A vizinhanc¸a N(x, y) de um pixel p localizado nas coordenadas
(x, y), tambe´m chamada de janela, e´ definida como o conjunto de pi-
xels que cercam p, incluindo o pro´prio p. O formato e o tamanho da
vizinhanc¸a sa˜o definidos de acordo com a aplicac¸a˜o.
Como indicam Gonzalez, Woods e Eddins (2003), o formato mais
utilizado e´ o de janelas quadradas. Neste formato, a vizinhanc¸a N(x, y)
do pixel p em uma imagem digital f e´ definida como um quadrado de
dimenso˜es ı´mpares W ×W = (2M−1)× (2M−1), para M > 0 inteiro,
centrado em p. A Figura 14 apresenta uma vizinhanc¸a na forma de
janelas quadradas, com W = 3, ao redor de um pixel p em (x, y).
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Figura 14 – Vizinhanc¸as em janelas quadradas
Fonte: Adaptada de Gonzalez, Woods e Eddins (2003)
O conceito de vizinhanc¸a e´ utilizado na definic¸a˜o de diversas
operac¸o˜es de processamento, tais como filtros, detecc¸a˜o de bordas e
operac¸o˜es morfolo´gicas. Outros formatos de vizinhanc¸a podem ser uti-
lizados, mas este formato e´ o mais comum por possuir implementac¸a˜o
computacional mais simples.
3.4.2 Operac¸o˜es Espaciais e em Frequeˆncia
As operac¸o˜es espaciais sa˜o operac¸o˜es realizadas sobre o domı´nio
espacial da imagem. A expressa˜o domı´nio espacial se refere ao pro´prio
plano imagem, e os me´todos de processamento de imagens nesta ca-
tegoria se baseiam na manipulac¸a˜o direta de pixels em uma imagem
(GONZALEZ; WOODS, 2008).
Os processos no domı´nio espacial podem ser expressos de forma
geral pela Equac¸a˜o (3.4), onde f(x, y) e´ a imagem de entrada, g(x, y) a
imagem de sa´ıda e T e´ um operador em f definido em uma vizinhanc¸a
do pixel em (x, y).
g(x, y) = T [f(x, y)] (3.4)
Ale´m das operac¸o˜es espaciais, operac¸o˜es no domı´nio da frequeˆncia
tambe´m sa˜o amplamente utilizadas no campo de processamento de
imagens, como apontam Solomon e Breckon (2010). Nesta classe de
operac¸o˜es, a imagem e´ transformada do domı´nio do tempo para o
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da frequeˆncia por meio da transformada de Fourier. Apo´s, operac¸o˜es
sa˜o realizadas sobre a imagem transformada e, finalmente, realiza-se a
transformada inversa para o domı´nio do espac¸o, de forma que a imagem
possa novamente ser exibida e compreendida por seres humanos. Algu-
mas operac¸o˜es sa˜o mais facilmente realizadas no domı´nio da frequeˆncia
do que no domı´nio espacial, motivo pelo qual a transformac¸a˜o e´ utili-
zada.
Como todas as operac¸o˜es executadas pelo sistema de visa˜o sa˜o
realizadas no domı´nio espacial, este trabalho na˜o ira´ discorrer sobre
operac¸o˜es em frequeˆncia. Gonzalez e Woods (2008) pode ser consultado
para maiores detalhes sobre o assunto.
3.4.3 Filtragem
Seja N(x, y) uma vizinhanc¸a centrada em um pixel arbitra´rio p
de coordenadas (x, y) em uma imagem f . O processamento por vizi-
nhanc¸a gera um pixel correspondente nas mesmas coordenadas (x, y)
em uma imagem de sa´ıda g, de forma que o valor deste pixel e´ determi-
nado por uma operac¸a˜o espec´ıfica envolvendo os pixels da imagem de
entrada em N(x, y). Este tipo de operac¸a˜o pode ser descrito de forma
geral pela Equac¸a˜o (3.5), onde s e´ a intensidade do pixel no centro de
N na imagem processada por T . A este processo, e´ dado o nome de
filtragem espacial.
s = T (f,N) (3.5)
Um exemplo de operac¸a˜o por vizinhanc¸a amplamente empregado
em processamentos de imagens e´ o ca´lculo do valor me´dio dos pixels em
uma vizinhanc¸a quadrada de tamanho M ×M centrada em p = (x, y).
Esta operac¸a˜o e´, de fato, um filtro passa-baixas com janela de tamanho
M ×M (SOLOMON; BRECKON, 2010). Esta operac¸a˜o e´ descrita pela
Equac¸a˜o (3.6), onde l e c sa˜o as coordenadas de linha e coluna dos







A Figura 15 ilustra o resultado da aplicac¸a˜o do filtro descrito
pela Equac¸a˜o (3.6). Uma imagem f em escala de cinza de 8 bits de
um jogo de Sudoku e´ apresentada em (a). O resultado g da aplicac¸a˜o
do filtro m sobre esta imagem, utilizando uma vizinhanc¸a quadrada
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com M = 7, e´ mostrado em (b). A imagem g e´ criada variando-se
as coordenadas (x, y), de forma que o centro da vizinhanc¸a se mova
de pixel a pixel na imagem f repetindo a operac¸a˜o por vizinhanc¸a em
cada nova posic¸a˜o.
Figura 15 – Exemplo da operac¸a˜o de filtro de me´dia local
(a) Imagem original (b) Imagem filtrada
Fonte: Elaborada pelo autor
Como e´ poss´ıvel observar, o resultado desta operac¸a˜o e´ um bor-
ramento na imagem original. Este filtro e´ normalmente utilizado para
eliminar detalhes e destacar as regio˜es maiores de uma imagem.
3.4.4 Operac¸o˜es Morfolo´gicas
Segundo Shih (2009), operac¸o˜es morfolo´gicas sa˜o operac¸o˜es ma-
tema´ticas derivadas da teoria de conjuntos que sa˜o executadas sobre
agrupamentos de pixels, ressaltando aspectos espec´ıficos de formas pre-
sentes na imagem. As operac¸o˜es fundamentais da morfologia sa˜o a
erosa˜o e a dilatac¸a˜o, a partir das quais e´ poss´ıvel realizar todas as
outras operac¸o˜es.
A aplicac¸a˜o do operador de erosa˜o em uma imagem bina´ria en-
colhe as regio˜es de foreground, reforc¸ando o background que contorna
pixels de foreground. O resultado pra´tico deste operador e´ a reduc¸a˜o do
tamanho dos objetos, sem que eles desaparec¸am. A dilatac¸a˜o, por outro
lado, tem o efeito contra´rio a erosa˜o. Quando aplicada a uma imagem
bina´ria, esta operac¸a˜o resulta no aumento de tamanho das regio˜es de
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foreground. Desta forma, a dilatac¸a˜o torna os objetos mais largos. A
Figura 16 apresenta o resultado destas operac¸o˜es sobre a imagem de
um caractere nume´rico.
Figura 16 – Operac¸o˜es morfolo´gicas de erosa˜o e dilatac¸a˜o
(a) Imagem original (b) Resultado da erosa˜o (c) Resultado da dilatac¸a˜o
Fonte: Elaborada pelo autor
3.4.5 Segmentac¸a˜o
Conforme Sonka, Hlavac e Boyle (2014), segmentac¸a˜o de ima-
gens e´ o processo de particionar uma imagem nas regio˜es ou objetos
que a compo˜em. O objetivo da segmentac¸a˜o e´ identificar objetos ou
formas de interesse na imagem, modificando a sua representac¸a˜o de
forma conveniente para ana´lise ou operac¸o˜es posteriores.
Para Gonzalez e Woods (2008) a segmentac¸a˜o e´ uma das mais
complexas tarefas no processamento de imagens. Uma segmentac¸a˜o
imprecisa pode ocasionar falhas em processos posteriores de ana´lise,
acarretando no fracasso do processamento como um todo. Desta forma,
todo sistema de processamento de imagens deve maximizar a probabili-
dade de se obter uma segmentac¸a˜o precisa, com n´ıvel de detalhamento
suficiente para solucionar o problema ao qual e´ destinado a resolver.
Esta sec¸a˜o apresenta as te´cnicas de segmentac¸a˜o utilizadas no
sistema de reconhecimento de jogos de Sudoku, apresentado ao final do
cap´ıtulo, tais como thresholding e detecc¸a˜o de linhas.
3.4.5.1 Thresholding
O thresholding e´ o me´todo mais simples de segmentac¸a˜o de ima-
gens, segundo Erthal (2008). Em muitas aplicac¸o˜es de processamento
de imagens, o n´ıvel de cinza pertencentes a um objeto (foreground)
sa˜o significativamente diferentes do n´ıvel de cinza dos pixels de fundo
(background). O thresholding se torna, enta˜o, uma te´cnica efetiva para
separar objetos do fundo.
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A Figura 17 apresenta a foto de uma regia˜o de um sudoku em
escala de cinza de 8 bits. Para que um sistema de processamento de
imagens possa reconhecer os d´ıgitos presente nesta imagem, uma das
primeiras etapas e´ separar a grade e os nu´meros (foreground), objetos
de interesse para ana´lise, do fundo da imagem (background).
Figura 17 – Regia˜o de um sudoku em escala de cinza
Fonte: Elaborada pelo autor
A Figura 18 apresenta o histograma de intensidade desta ima-
gem, f(x, y), composta por objetos escuros sobre um fundo claro de tal
forma que os pixels dos objetos e do fundo tenham valores de intensi-
dade agrupados em dois grupos dominantes. Uma maneira de extrair
os objetos do fundo e´ selecionar um limiar de intensidade K que se-
pare estes grupos. Desta forma, qualquer pixel nas coordenadas (x, y)
na imagem tal que f(x, y) < K e´ chamado de ponto de objeto; caso
contra´rio, o ponto e´ chamado ponto de fundo1 (ERTHAL, 2008).
1Os pixels com intensidade menor que K sa˜o considerados de objeto porque os
objetos pretos sa˜o os de interesse. Se estive´ssemos interessados em objetos brancos,
seriam os pixels maiores que K
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Figura 18 – Histograma de intensidade da regia˜o do sudoku
Fonte: Elaborada pelo autor
A imagem segmentada g(x, y) pode enta˜o ser definida por meio
da Equac¸a˜o (3.7), onde a intensidade ’1’ representa o foreground e
’0’ o background. Embora esta convenc¸a˜o seja seguida neste trabalho,




1 se f(x, y) < K.
0 se f(x, y) ≥ K. (3.7)
E´ importante ressaltar que os grupos de fundo e de objeto de-
vem ser selecionados conforme o problema a ser resolvido. Se o grupo
de objetos for claro e o fundo escuro – oposto da situac¸a˜o apresentada
–, a relac¸a˜o sera´ oposta, e o grupo de foreground sera´ aquele onde os
valores de intensidade sa˜o maiores que a constante K. A Figura 19
apresenta o resultado da operac¸a˜o de thresholding sobre a imagem da
Figura 17, tomando K = 64. A sa´ıda da operac¸a˜o de thresholding e´
uma imagem bina´ria na qual um estado representa os objetos de fore-
ground, que interessam para a aplicac¸a˜o, e o outro estado corresponde
ao background.
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Figura 19 – Regia˜o de um sudoku apo´s thresholding
Fonte: Elaborada pelo autor
Sistemas de ana´lise de documentos por imagem incluem diver-
sas tarefas de processamento de imagem, iniciando pela digitalizac¸a˜o
do documento ate´ o reconhecimento de caracteres. A binarizac¸a˜o da
imagem, realizada comumente por uma te´cnica de thresholding, e´ nor-
malmente a primeira tarefa apo´s a aquisic¸a˜o na maioria destes sistemas,
como destacam Borovikov e Lane (2004). Esta representac¸a˜o e´ particu-
larmente conveniente, uma vez que a maioria dos documentos possuem
apenas uma cor para o texto e uma outra cor diferente para o fundo.
Ainda, tal representac¸a˜o diminui a carga computacional e permite a uti-
lizac¸a˜o de me´todos mais simples para ana´lise posterior, se comparados
aos utilizados para imagens coloridas e em tons de cinza.
Kieri (2012) mostra que a eficieˆncia da te´cnica de thresholding
aplicada pode afetar criticamente as etapas posteriores de um sistema
de visa˜o, tais como a identificac¸a˜o de objetos e o reconhecimento de
caracteres. Segundo Sezgin e Sankur (2004), deformac¸o˜es no formato
dos caracteres, como consequeˆncia de um thresholding mal sucedido,
sa˜o as principais razo˜es para o insucesso de te´cnicas de OCR.
A grande dificuldade no processo de thresholding e´ estabelecer
o limiar K para separar os objetos do fundo. Iluminac¸a˜o, semelhanc¸a
entre n´ıveis de cinza de objeto e background, contraste inadequado e
o ru´ıdo sa˜o alguns dos fatores que podem tornar as distribuic¸o˜es de
pixels de fundo e dos objetos de interesse insuficientemente diferentes,
impossibilitando o estabelecimento de um u´nico limiar global aplica´vel a
toda imagem. Ale´m disso, variac¸o˜es destes fatores ocorrem de imagem
para imagem caso o ambiente na˜o seja controlado, impedindo que o
sistema de processamento estabelec¸a um limiar fixo igual para todas as
imagens de entrada (DAVIES, 2012).
Para tornar o thresholding um processo completamente automa´-
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tico, e´ necessa´rio que o sistema de processamento de imagens selecione
o limiar K adequado para cada imagem a ser processada. Sezgin e
Sankur (2004) conduziram uma pesquisa com 40 me´todos diferentes de
thresholding, comparando seu desempenho e categorizando-os posteri-
ormente em seis grupos distintos baseados na forma de ca´lculo do limiar
K. Os resultados desta pesquisa apontam que uma destas seis catego-
rias, a dos me´todos locais adaptativos (Adaptive Local Thresholding),
possuem o melhor desempenho em aplicac¸o˜es de ana´lise de documentos.
3.4.5.2 Adaptive Local Thresholding
As te´cnicas de ana´lise de documentos requerem que o conteu´do
lo´gico e semaˆntico seja preservado durante a operac¸a˜o de thresholding.
Haja vista que a degradac¸a˜o resultante deste processo e´ uma das maio-
res razo˜es para insucessos no processamento (SEZGIN; SANKUR, 2004),
e´ importante utilizar uma te´cnica de binarizac¸a˜o que detecte e filtre
poss´ıveis imperfeic¸o˜es para que na˜o provoquem erros em etapas seguin-
tes. Este requisito impede o uso de um threshold global em muitos
casos. As principais situac¸o˜es em que um u´nico threshold global na˜o e´
suficiente sa˜o onde existem gradientes de iluminac¸a˜o, baixa qualidade
da imagem do documento e complexidade na estrutura do documento
(DU et al., 2013).
Enquanto operac¸o˜es convencionais de thresholding utilizam um
valor global de limiar para todos os pixels, os me´todos adaptativos
locais selecionam o valor de limiar dinamicamente, com base na vizi-
nhanc¸a de cada pixel (SEZGIN; SANKUR, 2004). Assim, um K diferente
e´ calculado para cada pixel da imagem. Estes me´todos sa˜o mais sofisti-
cados e capazes de desempenhar um bom papel mesmo com gradientes
de iluminac¸a˜o na imagem, o que os torna ideais para aplicac¸o˜es de
ana´lise de documentos.
Existem diferentes abordagens para encontrar o limiar local em
me´todos adaptativos. A maioria examina os valores de intensidade
dos pixels da vizinhanc¸a quadrada M × M centrada em cada pixel.
A estat´ıstica mais apropriada aplicada sobre a vizinhanc¸a depende do
tipo de imagem de entrada. A mais utilizada, no entanto, e´ a operac¸a˜o
de me´dia de intensidade dos pixels (SEZGIN; SANKUR, 2004). Ale´m da
estat´ıstica, uma toleraˆncia C e´ normalmente considerada no ca´lculo
do limiar, com o objetivo de filtrar uma parte do ru´ıdo. A Equac¸a˜o
(3.8) apresenta a operac¸a˜o descrita, onde m(x, y) representa a me´dia
de intensidade da vizinhanc¸a quadrada com centro em (x, y), M e´ o
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tamanho do lado da janela da vizinhanc¸a e C e´ a toleraˆncia. Este
me´todo e´ conhecido como me´todo de Sauvola (SAUVOLA; PIETIKa¨INEN,
2000).
TM (x, y) = m(x, y)− C (3.8)
O valor de toleraˆncia C pode ser determinado de diversas for-
mas. Sauvola e Pietika¨inen (2000) sugere a utilizac¸a˜o do desvio padra˜o
relativo da vizinhanc¸a, multiplicado por um valor de bias. Por simpli-
cidade, no entanto, a toleraˆncia C e´ normalmente definida como um
valor constante obtido empiricamente.
A Figura 20 ilustra a diferenc¸a entre os thresholdings global e
adaptativo. O resultado da limiarizac¸a˜o global o´tima sobre a imagem
da Figura 17 e´ apresentada em (a). O me´todo de Otsu, um dos mais efi-
cientes me´todos para determinac¸a˜o do limiar global (SEZGIN; SANKUR,
2004), foi utilizado. O resultado da aplicac¸a˜o do me´todo de binarizac¸a˜o
adaptativa local de Sauvola e´ apresentado em (b) utilizando vizinhanc¸as
quadradas de tamanho 11 × 11 e C = 4. Percebe-se claramente que o
me´todo de Sauvola foi melhor que o de Otsu, preservando os objetos
de interesse na imagem ao realizar a limiarizac¸a˜o. A limiarizac¸a˜o pelo
me´todo de Otsu, por outro lado, resultou na perda de informac¸o˜es de
fundamental importaˆncia para a aplicac¸a˜o.
Figura 20 – Thresholding global (Otsu) e local (Sauvola) sobre regia˜o
do sudoku
(a) Me´todo de Otsu (b) Me´todo de Sauvola
Fonte: Elaborada pelo autor
A grande desvantagem dos me´todos de threshold adaptativos
locais e´ sua performance, que e´ geralmente mais lenta se comparada aos
me´todos de threshold global (SEZGIN; SANKUR, 2004). Isso se deve ao
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fato de que a computac¸a˜o nestes me´todos e´ realizada para a vizinhanc¸a
local de cada pixel da imagem. O ca´lculo de me´dia de vizinhanc¸as
quadradas de dimenso˜es M × M para uma imagem de dimenso˜es L
de largura e H de altura, por exemplo, necessita de aproximadamente
L×H ×M2 operac¸o˜es de soma e L×H diviso˜es por M2. Felizmente,
e´ poss´ıvel melhorar o desempenho do ca´lculo da me´dia de vizinhanc¸as
utilizando o conceito de tabelas de soma, ou imagens integrais, como
mostram Shafait, Keysers e Breuel (2008). A implementac¸a˜o utilizando
o conceito de imagem integral reduz significativamente a quantidade de
operac¸o˜es realizadas.
3.4.5.3 Detecc¸a˜o de Linhas
Detecc¸a˜o de linhas e´ o processo de segmentac¸a˜o empregado para
identificar agrupamentos de pixels de foreground que formam linhas
retas, ou aproximadamente retas, em uma imagem de interesse (GON-
ZALEZ; WOODS; EDDINS, 2003). Existem diversos me´todos de detecc¸a˜o
de linhas, que variam quanto a complexidade computacional, eficieˆncia
e robustez. Um dos me´todos mais utilizados em sistemas de processa-
mento de imagens e´ a avaliac¸a˜o de ma´ximos locais da transformada de
Hough (GONZALEZ; WOODS, 2008). Trata-se de um me´todo tolerante
a falhas de descric¸a˜o de fronteiras de objetos e que e´ pouco afetado por
ru´ıdos nas imagens.
A transformada de Hough e´ uma te´cnica que pode ser utilizada
para identificar objetos com formas facilmente parametrizadas numa
imagem – linhas, elipses e c´ırculos, por exemplo –, por meio de um
procedimento de votac¸a˜o. Este procedimento consiste em variar os
paraˆmetros de um espac¸o de paraˆmetros conveniente em busca de ob-
jetos candidatos. Os objetos candidatos sa˜o pontuados (votados) de
forma proporcional a quantidade de vezes que objetos descritos por
seus paraˆmetros sa˜o localizados. Os pontos de ma´ximo local na func¸a˜o
que descreve o resultado do procedimento de votac¸a˜o identificam, as-
sim, objetos com grande probabilidade de possuir a forma de interesse
buscada na imagem (GONZALEZ; WOODS; EDDINS, 2003).
O caso mais simples da transformada de Hough e´ justamente a
detecc¸a˜o de linhas retas, que funciona como segue. A transformada
opera sobre uma imagem bina´ria, percorrendo todos os pixels da ima-
gem. Quando um pixel de foreground e´ encontrado, a transformada
desenha as poss´ıveis retas que passam por este pixel, na forma de li-
nhas virtuais. As linhas virtuais sa˜o desenhadas variando paraˆmetros
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da equac¸a˜o da reta em passos discretos, com uma resoluc¸a˜o suficiente
para detectar as formas de interesse. O tamanho dos passos utiliza-
dos e´ determinado de acordo com a aplicac¸a˜o, dependendo do n´ıvel de
detalhes que a ser obtido.
Em geral, a Equac¸a˜o (3.9) e´ utilizada para representar retas,
possuindo como paraˆmetros o coeficiente angular a e o coeficiente linear
b. O problema desta representac¸a˜o e´ que a se aproxima do infinito ao
passo em que uma reta se aproxima da inclinac¸a˜o vertical, dificultando
sua representac¸a˜o em um espac¸o de paraˆmetros.
y = ax+ b (3.9)
Para contornar este empecilho, Duda e Hart (1972) propuseram
utilizar a forma normal (coordenadas polares) para representar as linhas
virtuais, descrita pela Equac¸a˜o (3.10), onde r e´ a distaˆncia da origem
ao ponto mais pro´ximo da reta e θ e´ o aˆngulo entre o eixo x e este
ponto. Os paraˆmetros x e y sa˜o as coordenadas do ponto de cada
ponto analisado. O espac¸o de paraˆmetros passa a ser enta˜o o plano rθ,
com θ variando de acordo com o tamanho do passo definido. A ideia e´
apresentada na Figura 21.
r = x cos(θ) + y sin(θ) (3.10)
Figura 21 – Transformada de Hough utilizando coordenadas polares
Fonte: Elaborada pelo autor
Para cada combinac¸a˜o de paraˆmetros que descreve uma reta,
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existe um contador chamado de acumulador (GONZALEZ; WOODS; ED-
DINS, 2003). Os acumuladores sa˜o definidos por meio da divisa˜o do
espac¸o de paraˆmetros rθ em ce´lulas acumuladoras, onde cada ce´lula
representa uma frac¸a˜o deste espac¸o. Se o ponto no plano rθ descrito
paraˆmetros da linha virtual candidata incidir na a´rea coberta por uma
ce´lula acumuladora, o acumulador desta ce´lula e´ incrementado. Este
incremento, que caracteriza o processo de votac¸a˜o, aumenta a probabi-
lidade da linha virtual ser uma linha real. Assim, linhas reais tendem
a possuir a maioria dos votos ao final do procedimento. As ce´lulas
acumuladores sa˜o representadas computacionalmente por meio de um
vetor de inteiros com N−dimenso˜es, onde N e´ o nu´mero de paraˆmetros
do espac¸o de paraˆmetros.
Na Figura 22 e´ poss´ıvel observar em (a) uma sequeˆncia de pontos
que apresenta disposic¸a˜o linear. Para identificar a linha sob a qual os
pontos esta˜o inscritos, a transformada de Hough trac¸a linhas virtuais
em diferentes aˆngulos θ que passam por cada um destes pontos e distam
da origem por um dado r. Estas linhas virtuais sa˜o apresentadas em
(b), (c) e (d), sendo cada aˆngulo representado por uma cor diferente.
O u´nico caso em que um mesmo conjunto rθ descreve uma linha por
mais de uma vez e´ aquele em que a linha passa sobre os treˆs pontos –
representado pela linha verde nas treˆs imagens. Assim, este conjunto
rθ definiria um ma´ximo local e a linha dos pontos seria identificada
com a transformada de Hough.
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Figura 22 – Transformada de Hough para linhas retas
(a) Pontos formando uma linha (b) Linhas virtuais no primeiro ponto
(c) Linhas virtuais no segundo ponto (d) Linhas virtuais no terceiro ponto
Fonte: Adaptada de Sonka, Hlavac e Boyle (2014)
A transformada de Hough foi concebida para detectar linhas re-
tas. Seu conceito foi estendido posteriormente para detectar tambe´m
outros objetos de formas regulares, como retaˆngulos, c´ırculos e elip-
ses. Como a detecc¸a˜o de demais formas na˜o se faz necessa´ria para o
desenvolvimento da aplicac¸a˜o final, este trabalho se restringira´ a apre-
sentac¸a˜o da transformada de Hough apenas para linhas retas.
3.5 RECONHECIMENTO O´PTICO DE CARACTERES
Segundo Borovikov e Lane (2004), Reconhecimento O´ptico de
Caracteres, amplamente conhecido pela sigla OCR do ingleˆs Optical
Character Recognition, e´ o processo de converter caracteres presentes
em imagens digitais para o formato de um arquivo de texto edita´vel
por computador. A sa´ıda deste processo deve ser, idealmente, o texto
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presente na imagem. O OCR e´ um me´todo comum de digitalizar textos
impressos para que estes possam ser editados, indexados para pesquisa,
armazenados de forma mais compacta, exibidos online ou utilizados
como entrada em algum processador de textos, tais como sistemas text-
to-speech e de minerac¸a˜o de texto.
O OCR e´ um campo de pesquisa das a´reas de reconhecimento
de padro˜es, inteligeˆncia artificial e visa˜o computacional, e se apresenta
como um problema desafiador que ainda na˜o foi completamente soluci-
onado, apesar de bastante desenvolvido. Mesmo o reconhecimento de
caracteres impressos na˜o e´ uma tarefa simples, haja vista que existem
variac¸o˜es de um mesmo caracter provocadas por mudanc¸as de fonte,
tamanho ou diferentes tipos de ru´ıdo. Te´cnicas de OCR do atual es-
tado da arte possuem taxas de acerto pro´ximas de 99% em imagens de
documentos impressos e de alta qualidade (NIKLAS, 2010). Assumindo
uma me´dia de 5 letras por palavra, isso significa que uma em cada 20
palavras na˜o sa˜o reconhecidas corretamente, ou seja, pelo menos 5% de
todas as palavras processadas possuira˜o erros. Em textos manuscritos
ou degradados, a taxa de erros e´ ainda maior.
Segundo Borovikov e Lane (2004), o processo de reconhecimento
o´ptico de caracteres divide-se em treˆs etapas: pre´-processamento; reco-
nhecimento e; po´s-processamento. Diversas te´cnicas sa˜o aplicadas em
cada etapa para que os caracteres presentes nas imagens sejam reco-
nhecidos ao fim do processo. As sec¸o˜es seguintes detalham estas etapas
e algumas das te´cnicas mais populares empregadas em sistemas de re-
conhecimento de caracteres modernos.
3.5.1 Pre´-processamento
Antes de realizar a etapa de reconhecimento propriamente dita,
e´ comum que sistemas de reconhecimento de caracteres executem ope-
rac¸o˜es de pre´-processamento nas imagens de entrada . Estas operac¸o˜es
sa˜o realizadas com o intuito de reforc¸ar as caracter´ısticas dos caracteres
analisados, aumentando as chances de sucesso no reconhecimento.
As principais operac¸o˜es utilizadas na etapa de pre´-processamento




A binarizac¸a˜o e´ o processo de converter uma imagem colorida
ou em escala de cinza para sua representac¸a˜o bina´ria. Esta operac¸a˜o
e´ realizada com o intuito de separar o texto dos demais elementos da
imagem. Executa-se a binarizac¸a˜o em praticamente todos os sistemas
de OCR, uma vez que a maioria dos algoritmos de reconhecimento de
caracteres trabalham apenas com imagens bina´rias (SEZGIN; SANKUR,
2004).
Kieri (2012) mostra que a eficieˆncia da operac¸a˜o de binarizac¸a˜o
influencia significativamente o desempenho da etapa de reconhecimento.
Por este motivo, a segmentac¸a˜o do texto e´ uma operac¸a˜o cr´ıtica no re-
conhecimento de caracteres. Normalmente, os analistas selecionam o
me´todo de binarizac¸a˜o utilizado no sistema de acordo com a aplicac¸a˜o,
visto que a qualidade da binarizac¸a˜o depende do tipo de imagem a ser
processada. Um documento histo´rico manuscrito degradado, por exem-
plo, deve ser tratado de forma diferente de um documento impresso em
boas condic¸o˜es.
3.5.1.2 Ajuste de Inclinac¸a˜o
E´ comum que os documentos na˜o fiquem alinhados perfeitamente
com o hardware de aquisic¸a˜o quando sa˜o capturados por caˆmeras, apre-
sentando uma rotac¸a˜o no sentido hora´rio ou anti-hora´rio. Esta rotac¸a˜o
pode dificultar, ou ate´ mesmo impossibilitar, o processo de reconhe-
cimento dos caracteres. Para solucionar tal problema, os sistemas de
reconhecimento de caracteres detectam o aˆngulo de rotac¸a˜o do docu-
mento na etapa de pre´-processamento e o corrigem, de forma que o
texto fique perfeitamente alinhado horizontal e verticalmente e possa
ser enta˜o reconhecido.
A operac¸a˜o de detectar e corrigir o aˆngulo de rotac¸a˜o do texto na
imagem e´ chamada de ajuste de inclinac¸a˜o (NAZ et al., 2013). Existem
diversas te´cnicas diferentes para realizar esta operac¸a˜o. Uma das mais
comuns e´ detectar linhas de refereˆncia no texto, calcular o aˆngulo das
mesmas e rotacionar toda a imagem com este aˆngulo, pore´m no sen-
tido contra´rio. As linhas de refereˆncia podem ser detectadas por meio
da transformada de Hough. Naz et al. (2013) mostra que mesmo em
textos sem pauta, as letras tendem a ficar alinhadas na parte inferior e
superior, criando um padra˜o linear que e´ detectado pela transformada.
O ajuste de inclinac¸a˜o em jogos de Sudoku tambe´m pode ser
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realizado utilizando a transformada de Hough. Neste caso, as linhas
da grade sa˜o obtidas como resultado da transformada e servem como
refereˆncia para calcular o aˆngulo de rotac¸a˜o do jogo na imagem.
3.5.1.3 Filtragem
Outra te´cnica amplamente empregada no pre´-processamento e´
a aplicac¸a˜o de filtros, utilizados para acentuar as caracter´ısticas dos
objetos de interesse na imagem (GONZALEZ; WOODS, 2008). Filtros sa˜o
muito u´teis na reduc¸a˜o de ru´ıdos, que sa˜o um dos maiores obsta´culos
para os algoritmos de reconhecimento de caracteres (DU et al., 2013).
Os filtros utilizados variam de acordo com a aplicac¸a˜o. Filtros
passa-baixas sa˜o utilizados com frequeˆncia, visto que reduzem conside-
ravelmente os ru´ıdos de alta frequeˆncia ao passo que mante´m as carac-
ter´ısticas gerais dos caracteres (GONZALEZ; WOODS; EDDINS, 2003).
3.5.1.4 Segmentac¸a˜o de Caracteres
Os algoritmos de reconhecimento de caracteres, como o nome su-
gere, possuem como entrada imagens de caracteres individuais2. Desta
forma, e´ necessa´rio que o texto sob ana´lise seja separado nos caracteres
que o constituem durante a etapa de pre´-processamento. Esta tarefa e´
realizada pela operac¸a˜o de segmentac¸a˜o de caracteres.
O processo de segmentac¸a˜o de caracteres e´ responsa´vel por se-
parar caracteres que esta˜o conectados no texto. Ainda, esta operac¸a˜o
deve unir caracteres u´nicos que esta˜o separados em mu´ltiplas partes
devido a falhas no texto impresso ou na imagem obtida, como aponta
Shih (2009).
No reconhecimento dos nu´meros presentes em jogos de Sudoku,
a separac¸a˜o de caracteres e´ facilitada pela divisa˜o da grade em ce´lulas
bem definidas e separadas.
2Existem tambe´m me´todos que na˜o segmentam os caracteres para reconheci-
mento, mas eles sa˜o conhecidos como Reconhecimento Inteligente de Palavras, uma




O sucesso de algoritmos de reconhecimento baseados na seg-
mentac¸a˜o de caracteres depende diretamente da efica´cia desta separac¸a˜o
(BOROVIKOV; LANE, 2004). Para que a separac¸a˜o dos caracteres seja
realizada com sucesso em imagens complexas, localizar previamente as
regio˜es candidatas a conterem caracteres e´ de grande utilidade. Este
processo, chamado de enquadramento, divide a imagem em pequenas
regio˜es para ana´lise individual, reduzindo os problemas relacionados a`
grande variedade de textura, objetos e cores presentes na imagem como
um todo (BOROVIKOV; LANE, 2004).
O enquadramento localiza as regio˜es candidatas a conter caracte-
res na imagem e as delimita por meio uma caixa retangular, conhecida
na literatura como bounding box. Ao mesmo tempo em que uma boun-
ding box deve enquadrar todo o caractere, garantindo que nenhuma
informac¸a˜o seja perdida, ela deve tambe´m possuir o menor tamanho
poss´ıvel. Esta condic¸a˜o, aliada a te´cnica de normalizac¸a˜o, permite que
caracteres de diferentes tamanhos sejam reconhecidos. A Figura 23
apresenta nu´meros em ce´lulas de um jogo de Sudoku enquadrados.
Figura 23 – Enquadramento de caracteres
Fonte: Elaborada pelo autor
Borovikov e Lane (2004) ressalta que ale´m de localizar regio˜es
candidatas, o enquadramento tambe´m deve verificar quais destas regio˜es
sa˜o, de fato, regio˜es textuais. Este procedimento e´ realizado por meio
da extrac¸a˜o de atributos de cada bounding box obtida na etapa de lo-
calizac¸a˜o e, mediante a avaliac¸a˜o desses atributos, elas sa˜o classificadas
como textuais ou na˜o-textuais. Apenas as regio˜es textuais sa˜o posteri-
ormente enviadas para a classificac¸a˜o.
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3.5.1.6 Normalizac¸a˜o
A maioria dos algoritmos utilizados para reconhecer caracteres
em imagens digitais compara as entradas fornecidas com templates pre-
viamente armazenados dos poss´ıveis caracteres, como aponta o levan-
tamento realizado por Du et al. (2013). Os templates sa˜o amostras
de imagens digitais destes caracteres, obtidas com antecedeˆncia e ar-
mazenadas no sistema de reconhecimento. A classificac¸a˜o e´ realizada
comparando a imagem de entrada com estes templates: a imagem de
entrada e´ classificada como o caractere que possuir o template mais
semelhante a ela.
Uma vez que o tamanho dos caracteres muda de texto para texto
– e em alguns casos ate´ dentro de um mesmo texto –, as regio˜es obtidas
durante o enquadramento precisam ser redimensionadas antes de ser
processadas pelo classificador, de modo que possuam o mesmo tamanho
dos templates de caracteres. A normalizac¸a˜o consiste em redimensionar
as bounding boxes de forma que todas apresentem o mesmo tamanho
dos templates de refereˆncia utilizados para comparac¸a˜o pelo classifica-
dor. Esta te´cnica permite que caracteres de diferentes tamanhos sejam
reconhecidos pelo algoritmo de OCR (BOROVIKOV; LANE, 2004).
A proporc¸a˜o P em que cada regia˜o deve ser redimensionada e´
dada pela raza˜o entre as dimenso˜es (altura h e largura L) do template









E´ na etapa de reconhecimento que os caracteres presentes nas
imagens sa˜o de fato reconhecidos. Como a classificac¸a˜o de caracteres e´
um dos campos de teste favoritos para a aplicac¸a˜o de novas ideias de re-
conhecimento de padro˜es (BOROVIKOV; LANE, 2004), diversas te´cnicas
diferentes foram desenvolvidas ao longo dos anos para solucionar este
problema. Apesar da variedade de abordagens existentes, os reconhe-
cedores de uma forma geral se dividem em dois esta´gios: extrac¸a˜o de
caracter´ısticas e classificac¸a˜o.
Na extrac¸a˜o de caracter´ısticas, a imagem resultante das operac¸o˜es
de pre´-processamento e´ recebida e sa˜o obtidas informac¸o˜es relevantes
(descritores) sobre objetos presentes na mesma. Estas informac¸o˜es sa˜o
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enta˜o utilizadas como entrada para o esta´gio de classificac¸a˜o, que de-
termina a partir destes descritores qual e´ o caractere na imagem. Ale´m
de classificar a entrada em um caractere conhecido, os classificadores
informam tambe´m um n´ıvel de confianc¸a, ou seja, um indicador do
qua˜o certo esta˜o sobre a classificac¸a˜o realizada.
Du et al. (2013) e Borovikov e Lane (2004) realizaram levanta-
mentos sobre me´todos de reconhecimento utilizados em sistemas mo-
dernos de OCR. Os principais me´todos elencados por ambos sa˜o apre-
sentados nas pro´ximas sec¸o˜es.
3.5.2.1 Template Matching
O Template Matching, tambe´m conhecido como Matrix Mat-
ching, e´ um dos me´todos mais populares de classificac¸a˜o de caracteres e
foi um dos primeiros a ser desenvolvido para realizar esta tarefa (DU et
al., 2013). Este me´todo compara a imagem de entrada com um conjunto
de templates (imagens) de todos os caracteres poss´ıveis, previamente
amostrados e armazenados no sistema de reconhecimento.
A classificac¸a˜o e´ realizada comparando a intensidade de cada pi-
xel da imagem de entrada I(x, y) com a intensidade do pixel equivalente
de todos os templates de caracteres TC(x, y) conhecidos pelo sistema.
Cada comparac¸a˜o resulta em uma medida de diferenc¸a s entre o carac-
tere de entrada e o template. A diferenc¸a e´ menor quando o pixel da
imagem de entrada e´ semelhante ao pixel que esta´ na mesma localizac¸a˜o
na imagem de template, ou seja, quando ocorre um match. Quando os
pixels correspondentes sa˜o diferentes, ou seja, ocorre um mismatch,
a medida de diferenc¸a aumenta. O caractere analisado e´ classificado
como aquele em que o template possui menor diferenc¸a com a imagem
de entrada.
A func¸a˜o s(I, TC) utilizada para realizar a comparac¸a˜o e obter
a diferenc¸a entre imagem e templates varia de sistema para sistema.
Muda et al. (2007) aponta que as mais utilizadas, no entanto, sa˜o as
func¸o˜es de distaˆncia de Manhattan, distaˆncia euclideana, correlac¸a˜o
cruzada e correlac¸a˜o normalizada. A distaˆncia de Manhattan entre
uma imagem I(x, y) e o template de um caractere TC(x, y), de largura






| I(i, j)− TC(i, j) | (3.12)
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As operac¸o˜es de enquadramento e normalizac¸a˜o desempenham
um papel fundamental para que os algoritmos de reconhecimento ba-
seados em Template Matching tenham sucesso (BOROVIKOV; LANE,
2004). Caso estas operac¸o˜es na˜o sejam bem sucedidas, os caracteres
ficara˜o com tamanho e posic¸a˜o diferentes a cada amostra obtida, in-
viabilizando uma comparac¸a˜o razoa´vel com os templates de refereˆncia
utilizados pelo classificador.
Os templates utilizados pelo sistema de classificac¸a˜o sa˜o obti-
dos por meio de amostras de caracteres pertencentes a um conjunto
de treinamento. O desenvolvedor do sistema de reconhecimento toma
amostras de cada caractere que possa estar presente nos documentos
reconhecidos pelo classificador e cria uma base de comparac¸a˜o com es-
tas amostras. Para que o classificador seja mais preciso, as amostras
dos caracteres de treinamento devem ser ta˜o similares quanto poss´ıvel
a`s imagens de caracteres que sera˜o fornecidas como entrada para o
classificador posteriormente.
Ainda, para que a classificac¸a˜o obtenha melhores resultados, os
templates na˜o devem ser formados por uma u´nica amostra de trei-
namento: diversas amostras devem compor o template de refereˆncia
(SONKA; HLAVAC; BOYLE, 2014). O template e´ normalmente formado
tomando o valor me´dio de intensidade para cada pixel das imagens que
compo˜em o conjunto de treinamento. Classificadores treinados com um
conjunto de treinamento pequeno podem reconhecer com grande con-
fianc¸a alguns caracteres e, ao mesmo tempo, falhar em reconhecer estes
mesmos caracteres caso eles possuam uma pequena diferenc¸a. Para tor-
nar os classificadores mais robustos, o conjunto de treinamento pode
possuir o mesmo caractere escrito em diferentes fontes e com pequenas
rotac¸o˜es.
Apesar de sua simplicidade, este me´todo e´ muito eficaz quando
aplicado a textos que utilizam uma mesma fonte, como mostra Du et
al. (2013).
3.5.2.2 Ana´lise Topolo´gica
A Ana´lise Topolo´gica classifica os caracteres de acordo com as
suas caracter´ısticas estruturais. Estas caracter´ısticas podem ser defini-
das em termos de linhas, formas geome´tricas, buracos, ou outros atri-
butos, como cantos e concavidades (SONKA; HLAVAC; BOYLE, 2014). O
nu´mero ’8’, por exemplo, pode ser descrito como “dois c´ırculos tangen-
tes entre s´ı, alinhados verticalmente”.
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As caracter´ısticas extra´ıdas em me´todos baseados na ana´lise to-
polo´gica podem variar. As mais comuns sa˜o altura e largura do ca-
ractere, linhas, formas fechadas, cantos, concavidades, intersec¸o˜es de
linhas e outros trac¸os que possam ser relevantes na classificac¸a˜o do
caractere (DU et al., 2013).
A classificac¸a˜o e´ realizada verificando a presenc¸a ou a auseˆncia
de trac¸os caracter´ısticos dos caracteres, por meio de um classificador
que compara informac¸o˜es extra´ıdas da estrutura da imagem de entrada
com as descric¸o˜es de cada caractere conhecido pelo sistema, armazena-
das em uma base de conhecimento. A comparac¸a˜o pode ser realizada
baseando-se em regras abstratas ou por meio de um algoritmo de clas-
sificac¸a˜o em reconhecimento de padro˜es (IMPEDOVO; OTTAVIANO; OC-
CHINEGRO, 1991). Os algoritmos mais utilizados sa˜o os classificadores
de vizinhos mais pro´ximos, como o k-nearest neighbors (k-NN ) (DU et
al., 2013).
Ale´m de ser muito eficiente quando aplicado a imagens de alta
qualidade, este me´todo tambe´m possui bom desempenho em imagens
de baixa qualidade.
3.5.2.3 Me´todos Hı´bridos
Outra te´cnica muito utilizada em sistemas modernos de reco-
nhecimento de caracteres, segundo Du et al. (2013), e´ combinar dois ou
mais me´todos distintos para realizar o reconhecimento. Naturalmente,
esta te´cnica exige maior tempo de processamento, pore´m a combinac¸a˜o
tende a possuir uma taxa de acertos maior que a dos classificadores
utilizados individualmente.
3.5.2.4 Outros me´todos
Diversos outros me´todos tambe´m podem ser empregados para
realizar o reconhecimento de caracteres. O sucesso do me´todo utilizado
depende diretamente do tipo de aplicac¸a˜o: cada um pode apresentar
resultados melhores ou piores dependendo da situac¸a˜o.
Du et al. (2013) apresenta um levantamento detalhado de te´cnicas
de OCR utilizadas atualmente. Dentre alguns dos me´todos levantados,
destacam-se um baseado em Modelos Ocultos de Markov; outro que
utiliza Ma´quinas de Vetores de Suporte na configurac¸a˜o multiclasse e;
um classificador desenvolvido com regras de lo´gica fuzzy.
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3.5.3 Po´s-processamento
A eficieˆncia do reconhecimento de caracteres pode ser aumentada
se a sa´ıda da etapa anterior for processada por um analisador le´xico, que
verifique se as palavras reconhecidas na etapa anterior sa˜o permitidas
no contexto onde foram encontradas (BOROVIKOV; LANE, 2004). Um
analisador pode, por exemplo, consultar um diciona´rio da l´ıngua em
que o texto foi escrito, verificando se cada palavra reconhecida consta
no mesmo e efetuando as correc¸o˜es necessa´rias nos casos em que uma
palavra for desconhecida, substituindo-a pela palavra com grafia mais
pro´xima encontrada neste diciona´rio.
Sistemas de reconhecimento de caracteres modernos podem pos-
suir uma etapa de po´s-processamento, que e´ normalmente adaptada
para o tipo espec´ıfico de entrada ao qual o sistema se destina a pro-
cessar. Esta estrate´gia e´ chamada de OCR Orientado a Aplicac¸a˜o ou
OCR Customizado e tem sido utilizada em aplicac¸o˜es como o reconhe-
cimento de placas veiculares, ana´lise de carto˜es de visita e digitalizac¸a˜o
de documentos histo´ricos .
No reconhecimento de jogos de Sudoku, o po´s-processamento
pode ser u´til para aumentar a taxa de acertos dos nu´meros identifi-
cados na etapa anterior baseando-se nas regras do jogo, verificando
se nenhuma regra foi violada na grade montada durante o reconhe-
cimento. E´ comum, por exemplo, que o nu´mero 9 seja reconhecido
incorretamente como o nu´mero 8, fato que acontece pela semelhanc¸a
dos nu´meros em questa˜o. A existeˆncia de dois nu´meros iguais nas
ce´lulas de mesma linha, coluna ou regia˜o, no entanto, evidencia que
o reconhecimento de pelo menos um destes caracteres falhou. Se isto
acontecer, o sistema pode proceder com uma correc¸a˜o, substituindo o
valor da ce´lula que teve a menor probabilidade de acerto entre as duas
pelo segundo nu´mero mais prova´vel para esta ce´lula e que na˜o viole as
regras do jogo.
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4 FUNDAMENTOS DE ROBO´TICA
O Instituto Americano de Robo´tica define roboˆ como um “ma-
nipulador reprograma´vel e multi-funcional projetado para mover ma-
teriais, partes, ferramentas ou dispositivos especializados atrave´s de
movimentos varia´veis programados para desempenhar uma variedade
de tarefas” (CHIAVENATO, 1983). Tipicamente, roboˆs sa˜o compostos
por uma estrutura mecaˆnica; um conjunto de sensores; acionadores ou
atuadores; uma fonte de energia ele´trica e; um computador que con-
trola e coordena todo o sistema. Desta forma, os projetos mecaˆnico
e do sistema de controle por computador caracterizam-se como etapas
essenciais para a construc¸a˜o de um roboˆ.
Este cap´ıtulo apresenta os fundamentos de robo´tica, incluindo
aspectos mecaˆnicos e de controle, necessa´rios para a construc¸a˜o do roboˆ
solucionador de Sudoku, descrito em detalhes no cap´ıtulo seguinte.
4.1 O QUE E´ UM ROBOˆ
Segundo Merriam-Webster Online (2009), roboˆ e´ “um dispositivo
automatizado capaz de manipular objetos ou de executar operac¸o˜es de
acordo com um programa fixo, modifica´vel ou adapta´vel”. Existem, no
entanto, va´rios outros conceitos e definic¸o˜es para a palavra roboˆ, que
decorrem em raza˜o da diversidade de configurac¸o˜es, func¸o˜es e aplicac¸o˜es
desses dispositivos automatizados. Devido a esta diversidade, roboˆs
sa˜o comumente classificados de acordo com suas aplicac¸o˜es e formas de
trabalhar (ROSARIO, 2010). Uma das principais classes de roboˆs sa˜o os
roboˆs industriais, que se refere aos roboˆs utilizados na indu´stria.
Atualmente, a maior aplicac¸a˜o de roboˆs e´ na a´rea industrial,
principalmente na produc¸a˜o de bens de consumo (ROSARIO, 2010).
A norma ISO 8373 define um roboˆ industrial como um “manipula-
dor multipropo´sito controlado automaticamente, reprograma´vel, pro-
grama´vel em treˆs ou mais eixos” (ISO, 2012). Os roboˆs industriais
sa˜o aqueles desenvolvidos tipicamente para uso nos processos de ma-
nufatura. Estes processos incluem, mas na˜o se limitam, a realizac¸a˜o de
cortes, furos, soldagens e montagens de produtos finais.
Existem diversos outros tipos de roboˆs ale´m dos industriais.
Como exemplo, pode-se citar os rovers e os androides. Este traba-
lho, no entanto, se restringira´ a falar apenas sobre roboˆs industriais e,
desta forma, a palavra roboˆ sera´ utilizada a partir deste ponto para se
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referir exclusivamente aos roboˆs desta classe.
4.2 CARACTERI´STICAS GERAIS
Os roboˆs cartesianos sa˜o os mais comumente empregados em
ma´quinas industriais, tais como tornos e centros de usinagem (CAM-
PION; WANG; HAYWARD, 2005). Estas ma´quinas, normalmente pro-
grama´veis por meio comando nume´rico computadorizado (CNC), pos-
suem alta precisa˜o e sa˜o utilizadas para realizar operac¸o˜es de corte,
fresagem, maquinac¸a˜o e afins.
Roboˆs cartesianos possuem quatro componentes fundamentais:
uma base, a qual pode girar ou permanecer fixa; uma estrutura planar
cartesiana, utilizada para mover o elemento terminal do roboˆ; uma
unidade de controle, ou seja, o controlador do roboˆ e; um dispositivo
de programac¸a˜o (CORKE, 2011). O nome cartesiano e´ dado em raza˜o da
estrutura planar (ou cu´bica) para movimentac¸a˜o do elemento terminal
nesta configurac¸a˜o mecaˆnica.
De uma forma geral, a estrutura mecaˆnica de um roboˆ e´ cons-
tru´ıda como uma junc¸a˜o de elos, arranjados para mover um elemento
terminal (CORKE, 2011). As articulac¸o˜es, que conectam os elos, per-
mitem que estes se movimentem.
Figura 24 – Exemplo de roboˆ cartesiano
Fonte: Adaptado de PRSalpha (2015)
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Os movimentos do roboˆ sa˜o realizados por motores, que contro-
lam a posic¸a˜o das juntas apoiados por dados provenientes de senso-
res. O elemento terminal e´ o responsa´vel pela ac¸a˜o final da ma´quina,
constituindo-se como a ligac¸a˜o entre o roboˆ e o meio em que ela atua.
A Figura 24 ilustra um exemplo de roboˆ cartesiano, destacando suas
partes fundamentais.
4.2.1 Articulac¸o˜es
As articulac¸o˜es, comumente chamadas de juntas, conectam dois
elos (ou mais) e sa˜o responsa´veis pelo movimento entre eles (ROSARIO,
2010). Existem diversos tipos de juntas, utilizadas para realizar dife-
rentes tipos de movimentos. As juntas podem ser dos tipos rotativa,
prisma´tica, cil´ındrica, esfe´rica, parafuso e planar. As juntas rotativas
e prisma´ticas, no entanto, sa˜o as mais utilizadas em roboˆs, visto que o
movimento de todas as outras juntas pode ser derivado a partir delas
(ROSARIO, 2010). A Figura 25 apresenta os tipos de juntas utilizados
em roboˆs.
Figura 25 – Tipos de juntas utilizadas em roboˆs
(a) Rotativa (b) Cil´ındrica (c) Prisma´tica
(d) Esfe´rica (e) Parafuso (f) Planar
Fonte: Adaptada de Marcato (2012)
As juntas rotativas realizam um movimento rotacional em torno
de um eixo imagina´rio estaciona´rio – o eixo de rotac¸a˜o. Seu funci-
onamento pode ser comparado ao de uma dobradic¸a. O movimento
realizado por uma junta deste tipo e´ func¸a˜o do aˆngulo de abertura da
mesma.
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As juntas prisma´ticas, por sua vez, realizam movimento linear
sobre um eixo estaciona´rio, sem girar. Sa˜o compostas de duas hastes
que deslizam entre si – elas se estendem, retraem ou movem-se para
dentro e para fora. Seu funcionamento pode ser comparado ao de uma
luneta.
4.2.2 Acionadores
Os acionadores sa˜o os dispositivos responsa´veis pelo movimento
das articulac¸o˜es do roboˆ. Eles podem ser ele´tricos, hidra´ulicos ou
pneuma´ticos, sendo que cada tipo possui caracter´ısticas particulares
e e´ indicado em diferentes situac¸o˜es (ROSARIO, 2010).
Os acionadores hidra´ulicos utilizam fluidos na˜o compress´ıveis
sob pressa˜o, normalmente o´leo, para realizar trabalho e assim movimen-
tar as articulac¸o˜es. Sa˜o comumente empregados em juntas prisma´ticas
de ma´quinas de grande porte, pois suportam grandes cargas com um
custo menor que os acionadores ele´tricos (ROSARIO, 2010).
Acionadores pneuma´ticos sa˜o muito semelhantes aos acionadores
hidra´ulicos, com a diferenc¸a que utilizam o ar, um fluido compress´ıvel,
para movimentar articulac¸o˜es (ROSARIO, 2010). Por este motivo, na˜o
suportam tanta carga quanto os acionadores hidra´ulicos. Sa˜o tambe´m
empregados com frequeˆncia em juntas prisma´ticas, mas sa˜o muito me-
nos precisos que os acionadores hidra´ulicos e ele´tricos. Sua grande
vantagem e´ a alta velocidade aliada a um custo relativamente baixo,
sendo ideal para aplicac¸o˜es que exigem pouca precisa˜o, tais como em
processos que trabalham com extremos de posic¸a˜o.
Finalmente, os acionadores ele´tricos sa˜o dispositivos eletromecaˆ-
nicos que transformam energia ele´trica em torque mecaˆnico (ROSARIO,
2010). Acionadores ele´tricos na˜o propiciam a velocidade dos aciona-
dores pneuma´ticos ou a poteˆncia dos acionadores hidra´ulicos, pore´m
possuem maior precisa˜o que ambos. Os acionadores ele´tricos mais uti-
lizados em roboˆs sa˜o servomotores, motores de corrente cont´ınua (DC,
do ingleˆs direct current) e motores de passo. Estes acionadores sa˜o
normalmente utilizados em conjunto com redutores, que diminuem a
velocidade do movimento mas aumentam o torque da junta.
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4.3 GRAUS DE LIBERDADE
Graus de liberdade – ou simplesmente DoF, do ingleˆs Degrees of
Freedom – e´ o termo utilizado para descrever a liberdade de movimento
do roboˆ no espac¸o bi ou tri-dimensional (CORKE, 2011). O nu´mero de
graus de liberdade de um roboˆ esta´ relacionado com a quantidade de
juntas ativas que ele possui, ou seja, juntas que sa˜o diretamente con-
troladas por um atuador (ROSARIO, 2010). Cada junta ativa define um
nu´mero de graus de liberdade e, assim, o nu´mero de graus de liber-
dade do roboˆ e´ igual a` somato´ria dos graus de liberdade de suas juntas
(ROSARIO, 2010).
4.4 ESPAC¸O DE TRABALHO
Rosario (2010) define espac¸o de trabalho como o espac¸o compre-
endido pelo conjunto de todos os pontos que um roboˆ pode alcanc¸ar
com o seu elemento terminal. Em outras palavras, trata-se do espac¸o
onde o roboˆ pode atuar.
O espac¸o de trabalho e´ um paraˆmetro importante na selec¸a˜o ou
no projeto de um roboˆ, visto que ele deve ser capaz de atuar em todos
os pontos de interesse do processo ao qual e´ aplicado. Ele depende
basicamente do tamanho da estrutura mecaˆnica e do conjunto de mo-
vimentos permitidos pelas juntas (CORKE, 2011). E´ importante que o
espac¸o de trabalho do roboˆ seja delimitado para que nada nem ningue´m
o transpasse, o que pode causar acidentes e danos (ROSARIO, 2010).
4.5 ESTRUTURAS TOPOLO´GICAS
A estrutura topolo´gica se refere a forma como os elos da estru-
tura mecaˆnica de um roboˆ esta˜o conectados (BRIOT; BONEV, 2007). A
estrutura topolo´gica determina, entre outras coisas, o espac¸o de traba-
lho do roboˆ. O sistema controle do roboˆ tambe´m e´ projetado com base
em sua estrutura.
Roboˆs cartesianos possuem uma estrutura topolo´gica onde os
principais eixos de controle sa˜o lineares, ou seja, movem-se em linha
reta. As principais vantagens apresentadas por esta estrutura sa˜o a fa-
cilidade em desenvolver-se o seu sistema de controle e sua alta precisa˜o.
Isto se deve ao fato de que, nesta estrutura, o movimento de cada eixo
e´ independente e controlado por um u´nico atuador.
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Aplicac¸o˜es populares para esta estrutura topolo´gica sa˜o as ma´-
quinas de controle nume´rico computacional (CNC) e impressoras 3D.
Outras aplicac¸o˜es mais simples incluem ma´quinas de fresagem e de
impressa˜o (desenho), onde o elemento terminal movimenta-se no plano
x-y e e´ levantado ou posicionado na superf´ıcie da base para criar um
trac¸os precisos. Ma´quinas pick and place e impressoras plotters tambe´m
sa˜o baseadas em roboˆs cartesianos.
4.6 CINEMA´TICA
Cinema´tica e´ o ramo da mecaˆnica cla´ssica que estuda o movi-
mento de corpos sem considerar as forc¸as ou momentos que causam o
movimento (CORKE, 2011). Na robo´tica, a cinema´tica e´ utilizada para
descrever analiticamente o movimento de um manipulador robo´tico, em
uma a´rea chamada de cinema´tica de roboˆs (CORKE, 2011).
Segundo Corke (2011), a cinema´tica de roboˆs estuda as relac¸o˜es
de conectividade das cadeias cinema´ticas com posic¸a˜o, velocidade e
acelerac¸a˜o de cada junta de um manipulador, com o objetivo de planejar
e controlar os movimentos realizados pelos atuadores. A relac¸a˜o do
movimento com as massas e forc¸as associadas na˜o e´ considerada na
cinema´tica, sendo objeto de estudo da dinaˆmica de roboˆs.
Uma ferramenta fundamental na cinema´tica de roboˆs sa˜o as
equac¸o˜es cinema´ticas das cadeias que formam o roboˆ (CORKE, 2011).
Essas equac¸o˜es sa˜o utilizadas para relacionar os paraˆmetros das jun-
tas com a configurac¸a˜o do roboˆ e, principalmente, com a posic¸a˜o do
elemento terminal.
Corke (2011) esclarece que a ana´lise cinema´tica pode ser reali-
zada em duas perspectivas diferentes, chamadas de cinema´tica direta e
cinema´tica inversa. A cinema´tica direta utiliza as equac¸o˜es cinema´ticas
de um manipulador para calcular a posic¸a˜o do seu elemento terminal
a partir da posic¸a˜o das juntas. O processo reverso, chamado de ci-
nema´tica inversa, computa os paraˆmetros das juntas para que o ele-
mento terminal alcance uma posic¸a˜o especificada. As dimenso˜es do
roboˆ e suas equac¸o˜es cinema´ticas definem o volume de espac¸o que pode
ser alcanc¸ado pelo roboˆ – o seu espac¸o de trabalho (ROSARIO, 2010).
93
4.7 CONTROLE DE MOVIMENTO
Rosario (2010) define os roboˆs como equipamentos multifunci-
onais reprograma´veis com grande flexibilidade de operac¸a˜o. Desta
forma, para que um roboˆ execute uma tarefa desejada, e´ necessa´rio
antes programa´-lo para tanto.
Existem duas formas ba´sicas de programar um roboˆ, que sa˜o
conhecidas como programac¸a˜o online e programac¸a˜o offline (ROSARIO,
2010). Na programac¸a˜o online, o roboˆ e´ conduzido manualmente ate´ as
posic¸o˜es desejadas em um processo de aprendizagem de tarefas, onde
o sistema de controle grava as posic¸o˜es das juntas e aprende o tra-
jeto que deve realizar. Neste tipo de programac¸a˜o, todo o processo
de aprendizagem de tarefas e´ realizado a partir do seu posicionamento
dentro da pro´pria ce´lula de trabalho, com um operador manipulando-o
manualmente.
Na programac¸a˜o offline, por outro lado, a programac¸a˜o e´ reali-
zada num ambiente de modelagem, onde o usua´rio fornece instruc¸o˜es
para o roboˆ e pode visualizar resultados de simulac¸o˜es (ROSARIO, 2010).
Atualmente, a programac¸a˜o offline vem sendo cada vez mais
utilizada como ferramenta de concepc¸a˜o de sistemas automatizados
e programac¸a˜o de roboˆs, aumentando a flexibilidade e habilidade de
utilizac¸a˜o dos mesmos, com uma variedade ilimitada de cena´rios e mo-
vimentos (ROSARIO, 2010). Isso se deve principalmente a` evoluc¸a˜o de
sistemas de simulac¸a˜o, que permitem que o sistema seja completamente
simulado antes de entrar em produc¸a˜o.
Este tipo de programac¸a˜o apresenta muitas vantagens. Em pri-
meiro lugar, o programador na˜o precisa adentrar a a´rea de trabalho do
roboˆ, minimizando riscos de acidentes. O tempo que o manipulador
precisa ficar parado tambe´m e´ muito menor, visto que na˜o e´ necessa´rio
realizar o processo de aprendizagem diretamente com o mesmo, mas
sim em simulac¸o˜es. As simulac¸o˜es tambe´m diminuem o nu´mero de
imprevistos, uma vez que todos os detalhes podem ser planejados e
testados previamente, antes de o programa entrar em produc¸a˜o.
A programac¸a˜o offline e´ realizada atrave´s de comandos que de-
finem o caminho (path) que o elemento terminal deve percorrer e as
tarefas que este deve realizar. O caminho e´ descrito por meio de um
conjunto de pontos e pelas interpolac¸o˜es que devem ser realizadas entre
os seus pares. As tarefas, por sua vez, sa˜o definidas como comandos
simples, que dependem do tipo de elemento terminal utilizado. Se este
for uma garra, por exemplo, as tarefas podem se restringir a “Abrir” e
“Fechar”.
94
Figura 26 – Programa de controle do roboˆ SK16 escrito na linguagem
Karel 2
Fonte: Adaptada de Rosario (2010)
A Figura 26 apresenta um exemplo de programa deste tipo, es-
crito na linguagem Karel 2, utilizada pelo controlador FANUC. Os fa-
bricantes de roboˆs costumam adotar linguagens de programac¸a˜o pro´prias
para programac¸a˜o, mas, em geral, todas possuem caracter´ısticas seme-
lhantes, baseadas em co´digo G, e apresentam apenas pequenas mu-
danc¸as de sintaxe e forma de estruturac¸a˜o (ROSARIO, 2010). No exem-
plo apresentado, o manipulador se move do ponto 1 ate´ o ponto 2 e
abaixa seu elemento terminal (um soldador). Apo´s, move-se do ponto
2 ate´ o ponto 3, executando a soldagem. Finalmente, o elemento ter-
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minal e´ recolhido e o processo e´ finalizado.
Para um dado roboˆ, os u´nicos paraˆmetros necessa´rios para des-
crever os pontos do caminho sa˜o os aˆngulos das juntas rotativas e a
posic¸a˜o das juntas prisma´ticas (CORKE, 2011). Existem, no entanto,
diversas outras maneiras de definir estes pontos. A forma mais utili-
zada, e tambe´m mais conveniente, e´ especificar as coordenadas cartesi-
anas dos pontos, ou seja, as posic¸o˜es do elemento terminal com relac¸a˜o
a eixos X, Y e Z partindo de uma origem – normalmente a base do roboˆ
(CORKE, 2011). Neste caso, os aˆngulos das juntas sa˜o obtidos automa-
ticamente pelo sistema de controle por meio das equac¸o˜es de cinema´tica
inversa do manipulador. Ale´m disso, o sistema realiza a interpolac¸a˜o e
filtragem dos pares de pontos automaticamente, levando-se em consi-
derac¸a˜o aspectos dinaˆmicos e testes de colisa˜o (ROSARIO, 2010).
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5 ROBOˆ SOLUCIONADOR DE SUDOKU
Segundo Davies (2012), visa˜o computacional e´ a a´rea da cieˆncia
que estuda me´todos de aquisic¸a˜o, processamento, ana´lise e compreensa˜o
de imagens, geralmente provenientes do mundo real, para produzir in-
formac¸o˜es nume´ricas ou simbo´licas. A visa˜o de ma´quina, por sua vez,
se refere a aplicac¸a˜o da visa˜o computacional para tomada de decisa˜o em
processos de automac¸a˜o, tais como a inspec¸a˜o automa´tica de produtos
e o controle de movimento de manipuladores.
Os sistemas de visa˜o de ma´quina voltados para a automac¸a˜o in-
dustrial formam, atualmente, um nego´cio multibiliona´rio. Empresas do
segmento em diferentes partes do mundo relataram grande volume de
vendas no ano de 2014, confirmando as perspectivas otimistas para o
setor nos pro´ximos anos (CARROLL, 2015). Tal crescimento e´ impul-
sionado pela evoluc¸a˜o dos dispositivos utilizados na construc¸a˜o destes
sistemas, como sensores de aquisic¸a˜o de imagens e processadores, que
esta˜o cada vez mais baratos e, ao mesmo tempo, mais robustos.
Este cap´ıtulo apresenta o projeto do roboˆ criado para solucionar
jogos de Sudoku impressos em papel. Trata-se de um roboˆ cartesiano,
com dois graus de liberdade, controlado por um sistema de visa˜o de
ma´quina. Inicialmente, o roboˆ captura imagens por meio de uma web-
cam e verifica se nelas existem puzzles Sudoku. Os jogos identificados
sa˜o enta˜o interpretados e solucionados. Finalmente, o roboˆ preenche
os jogos com as soluc¸o˜es obtidas, escrevendo-as diretamente no papel
com uma caneta, que e´ o elemento terminal do roboˆ.
A sec¸a˜o seguinte apresenta uma visa˜o geral do roboˆ, explicando-
o superficialmente e descrevendo o funcionamento esperado. Apo´s, o
projeto mecaˆnico do roboˆ e o sistema de controle sa˜o detalhados.
5.1 VISA˜O GERAL
Este trabalho tem como objetivo u´ltimo a construc¸a˜o de um roboˆ
capaz de solucionar jogos de Sudoku impressos em papel. Para tanto,
o roboˆ deve realizar quatro tarefas ba´sicas: ler, interpretar, resolver e
escrever a soluc¸a˜o destes jogos.
Para desempenhar estas tarefas, propo˜e-se desenvolver um roboˆ
cartesiano, semelhante a ma´quinas industriais de controle por comando
nume´rico (CNC), e controla´-lo por meio de um sistema de visa˜o de
ma´quina. O diagrama de blocos da Figura 27 ilustra a ideia.
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Figura 27 – Diagrama de blocos do roboˆ proposto
Fonte: Elaborada pelo autor
O processo se inicia com a captura de uma imagem da vista
superior do espac¸o de trabalho do manipulador, que e´ realizada por
meio de uma webcam fixada acima desta a´rea. Apo´s a aquisic¸a˜o, esta
imagem e´ processada pelo sistema de controle, que verifica se alguma
folha foi posicionada no espac¸o de trabalho e inicia uma busca por jogos
de Sudoku presentes na mesma.
Caso algum jogo seja encontrado na imagem, o sistema o reco-
nhece e identifica ce´lulas vazias e preenchidas. Os d´ıgitos das pistas
sa˜o enta˜o processados por meio de um algoritmo de reconhecimento de
caracteres (OCR) e o sistema reconstro´i em memo´ria a grade do jogo,
representando-a por meio de uma matriz 9× 9.
Apo´s representar o estado inicial do sudoku por uma matriz, o
sistema e´ capaz de soluciona´-lo aplicando um algoritmo espec´ıfico para
esta tarefa, obtendo os d´ıgitos que devem preencher as ce´lulas vazias
do jogo.
Finalmente, os nu´meros que resolvem o jogo sa˜o escritos na fo-
lha de papel. Esta tarefa envolve va´rios passos. Primeiro, os d´ıgitos
da soluc¸a˜o sa˜o projetados na imagem digital, criando uma ma´scara.
A ma´scara e´ utilizada como refereˆncia para planejar o caminho do
elemento terminal, onde os pixels dos d´ıgitos representam pontos do
espac¸o de trabalho que devem ser riscados pela caneta. O caminho
obtido com a ma´scara (conjunto de pontos) e´ descrito em coordenadas
do plano cartesiano e enviado para o subsistema de controle de mo-
vimento, que utiliza as equac¸o˜es de cinema´tica inversa do roboˆ para
coordenar os atuadores e fazer com que a soluc¸a˜o seja escrita no papel.
Os materiais e ferramentas utilizados para desenvolver o roboˆ
sa˜o apresentados no Apeˆndice A.
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5.2 PROJETO MECAˆNICO
O roboˆ proposto baseia-se em um mecanismo planar conhecido
como plotter. Trata-se uma estrutura cartesiana de juntas planares,
capaz de movimentar o elemento terminal em um plano cartesiano x-y.
A Figura 28 apresenta uma impressora que utiliza-se deste mecanismo.
Figura 28 – Impressora plotter para desenho industrial
Fonte: Campion, Wang e Hayward (2005)
As plotters sa˜o impressoras computadorizadas utilizadas princi-
palmente para impressa˜o vetorial. Sua principal aplicac¸a˜o e´ a impressa˜o
de projetos de ma´quinas, edificac¸o˜es e mapas. Tal tarefa e´ realizada
movendo-se uma caneta ou outro instrumento similar – que funciona
como elemento terminal da impressora – sobre a superf´ıcie de uma fo-
lha de papel. Isso significa que as plotters sa˜o dispositivos de impressa˜o
vetorial e na˜o em linha, como impressoras comuns.
As impressoras plotters podem executar desenhos complexos,
incluindo texto, mas o fazem de forma lenta devido ao movimento
mecaˆnico da caneta. Algumas vezes, elas sa˜o incapazes de criar uma
regia˜o so´lida de cor, mas podem o fazer desenhando uma se´rie de linhas
regulares.
A configurac¸a˜o destas impressoras foi desenvolvida com o intuito
de produzir desenhos vetoriais consideravelmente grandes numa e´poca
onde a memo´ria dos computadores era muito cara e a capacidade de
processamento limitada. Elas sa˜o atualmente consideradas obsoletas e
foram aos poucos substitu´ıdas por impressoras jato de tinta.
Optou-se pelo emprego desta estrutura no roboˆ solucionador de
Sudoku pelo fato de a mesma apresentar caracter´ısticas deseja´veis para
a aplicac¸a˜o final: rigidez, precisa˜o e velocidade (BRIOT; BONEV, 2007).
100
Outra justificativa para o seu emprego e´ o fato de que pretende-se cons-
truir o roboˆ exclusivamente com pec¸as e acionadores dos kits LEGO
Mindstorms EV3 e LEGO Technic, inviabilizando a utilizac¸a˜o de es-
truturas como brac¸os mecaˆnicos devido a` folgas e pouca estabilidade
das estruturas constru´ıdas com LEGO.
5.2.1 Cinema´tica
Esta sec¸a˜o apresenta em detalhes a configurac¸a˜o cinema´tica de
uma plotter. Seu entendimento e´ essencial para implementac¸a˜o do sis-
tema de controle do roboˆ.
5.2.1.1 Cinema´tica Direta
O modelo de cinema´tica utilizado para o problema direto de uma
plotter e´ apresentado na Figura 29. O elemento terminal esta´ localizado
no ponto P3 e se move em um plano com dois graus de liberdade em
relac¸a˜o a` base. Atuadores encontram-se fixados nos pontos P1 e P2. A
posic¸a˜o do elemento terminal e´ determinada pela posic¸a˜o dos aˆngulos
destas juntas, θ1 e θ2. A a´rea compreendida pelo retaˆngulo ao centro
ilustra o espac¸o de trabalho u´til desejado.
Figura 29 – Modelo de cinema´tica direta da plotter
Fonte: Elaborada pelo autor
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O problema da cinema´tica direta consiste, portanto, em encon-
trar a posic¸a˜o do ponto P3 a partir dos aˆngulos θ1 e θ2 das juntas ativas.
O sistema de refereˆncias tomado e´ tal que eixo z passa por P0 e o plano
x-y e´ o mesmo do espac¸o de trabalho.
E´ poss´ıvel observar que o ponto P3 encontra-se na intersecc¸a˜o
dos elos E1 e E2. O elo E1 move-se pelo eixo y por meio da rotac¸a˜o
angular do motor situado em P2. Assim, a posic¸a˜o do mesmo tem
relac¸a˜o linear com o aˆngulo θ2. Em termos de P3, considerando que
θ2 = 0 quando y = 0, obte´m-se a relac¸a˜o apresentada na Equac¸a˜o
(5.1) para determinar sua posic¸a˜o em y, sendo a uma constante real
dependente do dimensionamento mecaˆnico da estrutura.
y3 = aθ2 (5.1)
Racioc´ınio semelhante pode ser aplicado ao eixo x de P3, que se
move nesta direc¸a˜o atrave´s da rotac¸a˜o angular do motor situado em
P1. Em termos de P3, considerando θ1 = 0 quando x = 0, obte´m-se
a relac¸a˜o apresentada na Equac¸a˜o (5.2) para determinar sua posic¸a˜o
em x, sendo b uma constante real dependente do dimensionamento
mecaˆnico da estrutura.
x3 = bθ1 (5.2)
A posic¸a˜o do elemento terminal P3 = (x3, y3) e´ dada, portanto,
pela Equac¸a˜o (5.3).
(x3, y3) = (bθ1, aθ2) (5.3)
5.2.1.2 Cinema´tica Inversa
O problema da cinema´tica inversa para a plotter consiste em
encontrar o valor dos aˆngulos θ1 e θ2 a partir da localizac¸a˜o do ponto
P3. A soluc¸a˜o deste problema e´ importante para determinar como as
juntas devem ser posicionadas para que o elemento terminal alcance
um dado ponto do espac¸o de trabalho.
Por meio de simples observac¸a˜o da Equac¸a˜o (5.3), e´ poss´ıvel es-
tabelecer as relac¸o˜es apresentadas na Equac¸a˜o (5.4), obtendo o modelo










O roboˆ foi dimensionado de forma que o espac¸o de trabalho co-
brisse uma a´rea mı´nima de interesse, chamada de espac¸o de trabalho
u´til. As dimenso˜es deste espac¸o foram definidas como sendo iguais a`s
de uma folha A4, ou seja, com 210 mm de largura e 297 mm de altura
(210 mm × 297 mm). Como a carga a ser suportada pela estrutura
consiste apenas no peso de algumas pec¸as de LEGO, nenhuma carga
atuante sobre a estrutura foi considerada durante o dimensionamento.
5.2.3 Modelagem
O roboˆ foi projetado1 exclusivamente com pec¸as dos kits LEGO
Mindstorms e LEGO Technic. O software MLCad foi utilizado para
realizar o desenho, com apoio da biblioteca LDraw. A Figura 30 apre-
senta o modelo 3D do projeto, renderizado com a ferramenta PoV Ray.
1O projeto completo do roboˆ, assim como a lista de pec¸as utilizadas e instruc¸o˜es
de montagem, encontra-se dispon´ıvel em http://thiagozf.github.io/sudokurobot.
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Figura 30 – Modelo 3D do roboˆ solucionador Sudoku
Fonte: Elaborada pelo autor
Os acionadores usados para movimentar as juntas ativas da es-
trutura foram servomotores do kit Mindstorms. Estes servos rodam
com velocidades angulares que variam de 160 ate´ 170 rpm e possuem
torque de 20 N cm (torque inicial de 40 N cm). Eles tambe´m possuem
um sensor interno (tacoˆmetro) com 1◦ de resoluc¸a˜o, permitindo um
controle preciso dos movimentos.
O elo E2, responsa´vel por controlar o movimento do elemento ter-
minal ao longo do eixo y, foi substitu´ıdo por uma base que movimenta
a folha de papel ao inve´s de movimentar o elo E1 – e, por consequeˆncia,
o elemento terminal. Esta modificac¸a˜o apresenta algumas vantagens.
A primeira delas e´ a reduc¸a˜o do tamanho f´ısico do roboˆ, que pode ser
consideravelmente reduzido diminuindo o eixo y. O torque necessa´rio
para movimentar a folha de papel tambe´m e´ consideravelmente menor
do que o torque para movimentar todo o elo E1. A alterac¸a˜o, portanto,
tambe´m reduz a carga sob a qual esta´ sujeito o motor da junta P2. Isto
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pode se contribuir para o aumento de vida u´til do motor.
As constantes a e b da Equac¸a˜o (5.4), utilizadas para obter os
aˆngulos dos motores para posicionar o elemento terminal, sa˜o determi-
nadas experimentalmente durante a fase de calibrac¸a˜o do dispositivo
constru´ıdo.
Figura 31 – Mecanismo para posicionamento do elemento terminal
Fonte: Elaborada pelo autor
Uma vez que o espac¸o de trabalho do roboˆ se restringe a um
plano, o controle de posic¸a˜o do elemento terminal no eixo Z na˜o foi
considerado. Existe, no entanto, um mecanismo capaz de retirar e
colocar a caneta em contato com o papel. Este mecanismo funciona
como uma alavanca que inclina a caneta para baixo, fazendo com que
a mesma risque o papel durante os movimentos subsequentes, ou para
cima, permitindo que o elemento terminal se mova sem que o papel seja
riscado. Este mecanismo e´ controlado tambe´m por um servomotor. A
Figura 31 mostra detalhes do mecanismo para controle do elemento
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terminal.
5.3 SISTEMA DE CONTROLE
O sistema de controle e´ o software responsa´vel por ler, interpre-
tar e resolver os jogos de sudoku fornecidos como entrada para o roboˆ.
Ele e´ tambe´m responsa´vel por coordenar os atuadores, de modo que a
escrever as soluc¸o˜es dos jogos no papel, controlando posic¸a˜o, velocidade
e acelerac¸a˜o dos acionadores que movimentam o elemento terminal.
O brick EV3 e´ o u´nico dispositivo utilizado no controle do roboˆ.
O sistema proposto funciona como uma aplicac¸a˜o do sistema opera-
cional ev3dev, valendo-se dos drivers nativos desta distribuic¸a˜o para
controlar os servomotores LEGO e a webcam. O sistema2 foi projetado
com o MATLAB e sua toolbox de processamento de imagens, permi-
tindo a criac¸a˜o ra´pida de um proto´tipo para validac¸a˜o das te´cnicas
empregadas no reconhecimento dos jogos de Sudoku. Apo´s, o sistema
foi desenvolvido utilizando a linguagem Python, a qual e´ suportada
oficialmente pelo ev3dev.
Esta sec¸a˜o apresenta o sistema desenvolvido para controle do
roboˆ e os resultados obtidos com o mesmo. O sistema foi dividido em
4 subsistemas, sendo cada um responsa´vel por uma tarefa diferente:
aquisic¸a˜o de imagens, reconhecimento dos jogos, resoluc¸a˜o dos jogos e
escrita das soluc¸o˜es. Cada um deles e´ detalhado nas sec¸o˜es seguintes.
5.3.1 Aquisic¸a˜o de Imagem
A primeira tarefa executada pelo sistema de controle e´ a cap-
tura de uma imagem do jogo a ser resolvido, fotografando o espac¸o de
trabalho do roboˆ. A aquisic¸a˜o da imagem e´ realizada utilizando a web-
cam Logitech C270. A caˆmera foi fixada acima do espac¸o de trabalho,
obtendo imagens de 640× 480 pixels dos jogos com distorc¸a˜o de pers-
pectiva mı´nima. A Figura 32 apresenta a imagem de um jogo obtida
nesta condic¸a˜o.
A webcam e´ conectada ao brick EV3 pela porta USB. A comu-
nicac¸a˜o entre os dispositivos e´ realizada utilizando o protocolo UVC,
suportado pela webcam e pelo sistema operacional.
Apo´s obter a imagem do jogo de Sudoku, o sistema executa uma
2O co´digo-fonte do sistema e do proto´tipo escrito em MATLAB podem ser obti-
dos em http://thiagozf.github.io/sudokurobot.
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se´rie de processamentos sobre a mesma com o objetivo de reconhecer o
jogo escrito na folha.
Figura 32 – Exemplo de imagem de entrada do sistema
Fonte: Elaborada pelo autor
5.3.2 Reconhecimento do Jogo
O reconhecimento do jogo e´ a tarefa mais complexa realizada
pelo sistema de controle. O processo e´ dividido em diversas etapas.
Primeiro, a imagem colorida obtida durante a aquisic¸a˜o e´ convertida
em uma imagem bina´ria. Apo´s, uma poss´ıvel inclinac¸a˜o da grade na
imagem e´ corrigida e suas linhas sa˜o detectadas. As a´reas da imagem
que correspondem a cada uma das ce´lulas da grade sa˜o enta˜o deter-
minadas localizando os pontos de intersecc¸a˜o das linhas detectadas na
etapa anterior. Finalmente, as a´reas da imagem correspondente a`s
ce´lulas sa˜o processadas por um algoritmo de reconhecimento o´ptico de
caracteres (OCR), identificando as pistas do sudoku.
Cada etapa do processo de reconhecimento do jogo e´ detalhada
nas subsec¸o˜es seguintes. Ao final, resultados experimentais obtidos com
o sistema de reconhecimento sa˜o apresentados.
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5.3.2.1 Premissas
Antes de desenvolver o sistema de reconhecimento, algumas pre-
missas foram estabelecidas. A primeira e´ que os sudokus fornecidos
para reconhecimento sa˜o jogos va´lidos, ou seja, na˜o violam nenhuma
regra do Sudoku. A segunda premissa e´ que um jogo a ser reconhecido
estara´ localizado aproximadamente no centro da imagem. Por fim, os
jogos devera˜o apresentar rotac¸a˜o ma´xima de ±45◦ em relac¸a˜o a`s bordas
horizontais da imagem, ou seja, jogos muito rotacionados – de cabec¸a
para baixo em relac¸a˜o a` caˆmera, por exemplo – na˜o sera˜o reconhecidos
pelo sistema.
5.3.2.2 Binarizac¸a˜o
A primeira operac¸a˜o executada pelo sistema de reconhecimento e´
a binarizac¸a˜o, convertendo a imagem colorida obtida durante a aquisic¸a˜o
em uma imagem bina´ria. O objetivo da binarizac¸a˜o e´ segmentar os ob-
jetos de interesse na imagem, que sa˜o as linhas da grade e as pistas.
Todas as operac¸o˜es subsequentes necessa´rias para reconhecer o jogo,
em especial o algoritmo de OCR, sa˜o facilitadas trabalhando-se com
uma imagem bina´ria.
Antes de realizar a binarizac¸a˜o, e´ necessa´rio obter a representac¸a˜o
em escala de cinza da imagem. A Equac¸a˜o (3.3) e´ aplicada sobre a ima-
gem de entrada. O resultado e´ apresentado na Figura 33.
A binarizac¸a˜o da imagem e´ finalmente realizada por meio de uma
operac¸a˜o de thresholding. O me´todo de Sauvola, um dos mais eficien-
tes me´todos de thresholding adaptativo local, e´ utilizado (SAUVOLA;
PIETIKa¨INEN, 2000). A Equac¸a˜o (3.8) e´ aplicada sobre a imagem em
escala de cinza, usando uma janela deslizante de tamanho M ×M =
11 × 11 pixels e uma toleraˆncia de C = 4. A Figura 34 apresenta o
resultado desta operac¸a˜o sobre a imagem de exemplo apresentada na
Figura 33.
108
Figura 33 – Imagem de entrada em escala de cinza
Fonte: Elaborada pelo autor
Figura 34 – Imagem de entrada apo´s binarizac¸a˜o
Fonte: Elaborada pelo autor
A raza˜o principal para utilizar um me´todo adaptativo local para
realizar a binarizac¸a˜o e´ a robustez apresentada por esta classe de al-
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goritmos em situac¸o˜es onde existem gradientes de iluminac¸a˜o sobre a
imagem, as quais podem ser causadas, por exemplo, pela sombra de
uma pessoa pro´xima ao roboˆ. Um me´todo de thresholding global nesta
situac¸a˜o poderia remover detalhes importantes da grade e dos d´ıgitos,
impossibilitando o reconhecimento dos mesmos. Outro motivo para
esta decisa˜o foi a pesquisa realizada por Du et al. (2013), apontando
que esta classe de me´todos apresenta melhores resultados em aplicac¸o˜es
de ana´lise de documentos.
A implementac¸a˜o do me´todo de Sauvola foi realizada utilizando
a te´cnica de imagem integral, reduzindo significativamente o tempo de
processamento necessa´rio para obter as me´dias das janelas e, conse-
quentemente, o tempo para completar a operac¸a˜o.
5.3.2.3 Correc¸a˜o de Inclinac¸a˜o
Apesar de o posicionamento da caˆmera contribuir para que na˜o
ocorra distorc¸a˜o de perspectiva dos jogos nas imagens de entrada, e´
quase certo que este apresente inclinac¸a˜o. Diz-se que ocorre inclinac¸a˜o
quando o conteu´do do documento na imagem estiver rotacionado em
relac¸a˜o a`s bordas da imagem. A imagem de entrada que serve de exem-
plo nesta sec¸a˜o (Figura 32), por exemplo, possui uma inclinac¸a˜o de
cerca de −4◦.
A inclinac¸a˜o pode representar um grande problema para o reco-
nhecimento de caracteres caso na˜o seja devidamente corrigida antes da
execuc¸a˜o do algoritmo de OCR. A correc¸a˜o da inclinac¸a˜o do conteu´do
na˜o e´ uma tarefa simples em alguns tipos de documentos. Felizmente,
as caracter´ısticas dos jogos de Sudoku facilitam este trabalho.
A grade de Sudoku e´ composta por um total de 10 linhas hori-
zontais e 10 linhas verticais, sendo todas retas. Estas linhas apresen-
tam boa definic¸a˜o nas imagens capturadas pelo processo de aquisic¸a˜o
e, portanto, podem ser utilizadas como refereˆncia na determinac¸a˜o do
aˆngulo de inclinac¸a˜o do jogo. As linhas da grade sa˜o localizadas pelo
sistema aplicando-se a transformada de Hough a` imagem bina´ria ob-
tida na etapa anterior. Como resultado desta operac¸a˜o, sa˜o obtidas as
linhas em sua forma polar, ou seja, descritas em termos da distaˆncia
ate´ a origem e do seu aˆngulo de inclinac¸a˜o em relac¸a˜o a esta. O aˆngulo
de inclinac¸a˜o deve ser igual, ou muito pro´ximo, para todas as linhas
na mesma orientac¸a˜o (horizontal ou vertical). Para poupar tempo de
processamento, o sistema realiza a operac¸a˜o apenas sobre um quadrado
de 150× 150 no centro da imagem. A Figura 35 apresenta o resultado
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da transformada de Hough sobre a parte central da imagem, desta-
cando os pontos de ma´ximo que representam as linhas horizontais da
grade. A Figura 36 destaca as linhas obtidas com a transformada sobre
a imagem bina´ria.
Figura 35 – Transformada de Hough sobre a imagem
Fonte: Elaborada pelo autor
Figura 36 – Linhas obtidas com a transformada de Hough
Fonte: Elaborada pelo autor
A correc¸a˜o de inclinac¸a˜o do jogo e´ realizada rotacionando a ima-
gem na mesma proporc¸a˜o do aˆngulo das linhas, obtido pela transfor-
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mada de Hough, no sentido contra´rio. A rotac¸a˜o de uma imagem I(x, y)
e´ realizada multiplicando um operador matricial de rotac¸a˜o pelas coor-
denadas (x, y) de cada pixel da mesma, descritos por um vetor coluna
na forma [x y]>. O resultado e´ a nova posic¸a˜o do pixel (x′, y′), tambe´m
na forma de um vetor coluna [x′ y′]> (GONZALEZ; WOODS, 2008). A
operac¸a˜o e´ descrita pela Equac¸a˜o (5.5). E´ importante observar que a
imagem rotacionada ira´ ocupar pontos fora das dimenso˜es originais da
imagem e, portanto, a imagem resultante do processo de rotac¸a˜o tera´
dimenso˜es diferentes. Pontos fora da a´rea rotacionada da imagem sa˜o
preenchidos com ‘0’. [
cos θ − sin θ











Outra observac¸a˜o relevante e´ que, apo´s aplicar o operador de
rotac¸a˜o, nem todos os pixels da a´rea rotacionada sa˜o preenchidos, dei-
xando espac¸os dentro da a´rea da imagem original. Para preencher estes
espac¸os, utiliza-se algum me´todo de interpolac¸a˜o (GONZALEZ; WOODS,
2008). As interpolac¸o˜es por vizinho mais pro´ximo, bilinear e bicu´bica
sa˜o as mais utilizadas em processamento de imagens. Como mostra
Gonzalez e Woods (2008), imagens reamostradas com a interpolac¸a˜o
bicu´bica apresentam um resultado de melhor visualizac¸a˜o, incorrendo
em menos erros de interpolac¸a˜o. A interpolac¸a˜o bicu´bica e´ realizada
em um pixel tomando uma me´dia ponderada da intensidade de sua vi-
zinhanc¸a quadrada 4 × 4, conforme a Equac¸a˜o (5.6). Os pesos aij sa˜o
os coeficientes de splines bicu´bicos entre os pixels de linhas e colunas









A interpolac¸a˜o bicu´bica e´ utilizada pelo sistema para realizar a
interpolac¸a˜o dos pixels na imagem transformada pela rotac¸a˜o da ima-
gem original. A Figura 37 apresenta o resultado das operac¸o˜es descritas
sobre a imagem em escala de cinza do jogo.
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Figura 37 – Correc¸a˜o de inclinac¸a˜o da imagem de entrada
Fonte: Elaborada pelo autor
Figura 38 – Imagem bina´ria com inclinac¸a˜o corrigida
Fonte: Elaborada pelo autor
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A imagem e´ novamente binarizada apo´s a correc¸a˜o de inclinac¸a˜o
na imagem em escala de cinza. O processo na˜o e´ aplicado diretamente
na imagem bina´ria obtida anteriormente para conservar a integridade
dos d´ıgitos, que seriam deformados pela interpolac¸a˜o. A Figura 38
mostra a imagem bina´ria com inclinac¸a˜o corrigida.
5.3.2.4 Localizac¸a˜o da Grade
O pro´ximo passo para reconhecer os jogos e´ segmentar a grade
do restante da imagem. Isto e´ feito para eliminar ru´ıdos que possam
prejudicar as etapas seguintes.
O processo para localizac¸a˜o da grade se inicia com uma operac¸a˜o
morfolo´gica de fechamento sobre a imagem bina´ria da Figura 38. O
resultado esperado por esta operac¸a˜o e´ a obtenc¸a˜o de uma nova imagem,
onde a grade do jogo se encontra completamente preenchida com pixels
de foreground (valor ‘1’).
As regio˜es da imagem apo´s o fechamento sa˜o enta˜o analisadas
uma a uma. Espera-se que a regia˜o de maior a´rea seja a regia˜o da
grade, obtida com o fechamento realizado anteriormente. Como esta e´
a´rea de interesse na imagem, todas as demais regio˜es sa˜o exclu´ıdas da
imagem. A Figura 39 ilustra o procedimento.
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Figura 39 – Operac¸o˜es para detecc¸a˜o da grade do jogo
(a) Imagem bina´ria original
(b) Resultado da operac¸a˜o de fechamento
(c) Segmentac¸a˜o da regia˜o de maior a´rea
Fonte: Elaborada pelo autor
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A segmentac¸a˜o da grade na imagem bina´ria e´ enta˜o realizada
por meio de uma operac¸a˜o lo´gica AND pixel a pixel entre ela e a ima-
gem resultante das u´ltimas operac¸o˜es (Figura 39). A grade do jogo
segmentada e´ apresentada na Figura 40.
Figura 40 – Localizac¸a˜o da grade na imagem de entrada
Fonte: Elaborada pelo autor
5.3.2.5 Localizac¸a˜o das Ce´lulas
O pro´ximo passo para completar o reconhecimento do jogo e´
localizar as ce´lulas da grade na imagem de entrada. A localizac¸a˜o das
ce´lulas consiste em determinar os quatro ve´rtices dos quadrados que as
delimitam.
Esta tarefa e´ realizada pelo sistema obtendo os pontos de inter-
secc¸a˜o das linhas compreendidas dentro da grade. As linhas sa˜o obtidas
por meio da transformada de Hough aplicada a` imagem da Figura 40.
Os pontos de intersecc¸a˜o entre elas sa˜o enta˜o calculados por meio da re-
soluc¸a˜o de sistemas de equac¸o˜es lineares compostos por pares de linhas,
uma de orientac¸a˜o vertical e outra de orientac¸a˜o horizontal. O me´todo
nume´rico utilizado para resoluc¸a˜o destes sistemas foi a decomposic¸a˜o
LU, detalhado por Franco (2006). A Figura 41 apresenta os pontos de
intersecc¸a˜o detectados, destacados em vermelho. As linhas detectadas
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pela transformada de Hough sa˜o destacadas em verde.
Figura 41 – Localizac¸a˜o das ce´lulas na imagem de entrada
Fonte: Elaborada pelo autor
Agora que as coordenadas de todos os pontos da grade sa˜o co-
nhecidas, a imagem do jogo e´ dividida nos 81 quadrados delimitados
pelos pontos, e cada um e´ classificado como uma pista ou como uma
ce´lula vazia. A classificac¸a˜o e´ realizada segmentando os regio˜es conec-
tados dentro do quadrado. Caso nenhuma regia˜o de foreground exista
no quadrado, ou nenhum dos componentes obtidos possua uma quan-
tidade considera´vel de pixels para ser um d´ıgito, a ce´lula e´ considerada
vazia. Se regio˜es com uma quantidade mı´nima de pixels de foreground
forem encontradas, aquela com maiores chances de ser um nu´mero e´
processada pelo algoritmo de OCR. Esta selec¸a˜o e´ baseada na posic¸a˜o
onde a regia˜o foi encontrada e no tamanho da mesma. A Figura 42
mostra a imagem ampliada de um dos quadrados obtidos pelo sistema,
destacando as regio˜es de foreground conectadas e a regia˜o do d´ıgito
segmentada apo´s o processo. Para evitar que pixels do quadrado que
delimita a ce´lula estejam presentes durante a busca pelo d´ıgito, regio˜es
conectadas aos limites da ce´lula sa˜o removidas. Uma margem de 10%
para altura e largura tambe´m e´ considerada.
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Figura 42 – Ce´lula do jogo segmentada da imagem de entrada
(a) Ce´lula (b) Remoc¸a˜o de bordas (c) Enquadramento
Fonte: Elaborada pelo autor
5.3.2.6 Reconhecimento de Pistas
O reconhecimento das pistas e´ a u´ltima etapa necessa´ria para
completar o reconhecimento do jogo. Nesta etapa, as ce´lulas que conte´m
pistas sa˜o processadas por um algoritmo de OCR, responsa´vel por iden-
tificar quais sa˜o os nu´meros presente na imagens fornecidas como en-
trada.
Va´rias te´cnicas podem ser empregadas para reconhecer caracte-
res. Algumas delas sa˜o extremamente robustas, mas exigem um tempo
alto de execuc¸a˜o e capacidade de processamento. Outras sa˜o mais
simples e apresentam uma taxa de acertos menor, pore´m podem ser
executadas sem grande esforc¸o computacional. A te´cnica selecionada
depende diretamente da aplicac¸a˜o a qual ela se destina (BOROVIKOV;
LANE, 2004).
O template matching foi implementado como me´todo de reco-
nhecimento das pistas no sistema de controle. Esta escolha se justifica
pelo fato de que apenas d´ıgitos nume´ricos de ‘1’ ate´ ‘9’ sa˜o poss´ıveis,
ou seja, o algoritmo deve selecionar o nu´mero correto em um total de
apenas 9 templates diferentes. Com um conjunto reduzido de possibi-
lidades, este me´todo tende a apresentar uma boa taxa de acertos e um
tempo de execuc¸a˜o pequeno. A func¸a˜o de similaridade utilizada foi a
distaˆncia de Manhattan, dada pela Equac¸a˜o (3.12).
Os templates foram obtidos manualmente, tomando a me´dia de
intensidade de cada pixel em imagens bina´rias dos d´ıgitos pertencen-
tes a um conjunto de treinamento3. O conjunto de treinamento foi
composto por 16 amostras de cada nu´mero, retiradas de fotos de jo-
3O conjunto de treinamento utilizado encontra-se dispon´ıvel em
http://thiagozf.github.io/sudokurobot.
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gos capturadas nas mesmas condic¸o˜es em que as imagens de entrada
do sistema sera˜o. Todas as amostras foram normalizadas para as di-
menso˜es de 10× 15 pixels, tamanho definido de modo emp´ırico para os
templates. A Figura 43 apresenta os templates obtidos como resultado
do processo de treinamento.
Figura 43 – Templates dos d´ıgitos para OCR
Fonte: Elaborada pelo autor
O reconhecimento foi aperfeic¸oado com heur´ıstica para identi-
ficac¸a˜o do nu´mero ‘1’. Este d´ıgito possui a peculiaridade de possuir uma
largura muito menor que a dos demais nu´meros, mantendo a mesma
altura. Assim, todo d´ıgito enquadrado com uma largura menor do que
40% da sua altura e´ considerado ‘1’ pelo sistema. A relac¸a˜o de propor-
cionalidade entre altura e largura foi obtida empiricamente, medindo as
amostras do conjunto de treinamento. Esta relac¸a˜o e´ u´til pois, quando
normalizado, o d´ıgito ‘1’ apresenta grande semelhanc¸a com o d´ıgito ‘7’.
Com este aperfeic¸oamento, nu´meros da grade de Sudoku deixam de ser
comparados com o template do nu´mero ‘1’, que passa a ser identificado
apenas pela relac¸a˜o estabelecida.
Os d´ıgitos reconhecidos sa˜o finalmente dispostos em uma matriz
nume´rica de dimenso˜es 9×9, representando a grade de Sudoku. Ce´lulas
vazias sa˜o representadas pelo nu´mero 0. A posic¸a˜o de um nu´mero na
matriz e´ determinada pela localizac¸a˜o de sua ce´lula na imagem, obtida
antes da etapa de reconhecimento. Nesta representac¸a˜o, o jogo esta´
pronto para ser solucionado por um dos algoritmos apresentados na
Sec¸a˜o 2.4.
5.3.2.7 Po´s-processamento
Apo´s reconhecer os d´ıgitos e obter a representac¸a˜o do jogo na
forma de uma matriz nume´rica, algumas verificac¸o˜es sa˜o executadas
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pelo sistema em busca de erros no reconhecimento. O sistema ava-
lia se ocorre repetic¸a˜o de algum nu´mero nos grupos do jogo (linhas,
colunas ou regio˜es). Nestes casos, as ce´lulas que possu´ırem nu´meros
repetidos reconhecidos com as maiores distaˆncias sa˜o reprocessadas, e
os pro´ximos nu´meros na fila de probabilidade sa˜o tomados como os
valores para estas ce´lulas.
5.3.2.8 Resultados
Um conjunto de testes4 composto por 30 imagens de boa qua-
lidade, capturadas nas mesmas condic¸o˜es em que sera˜o as imagens de
entrada do sistema, foi processado pelo sistema. O intuito do experi-
mento foi medir a taxa de acertos do reconhecedor proposto, verificando
se ele e´ robusto o suficiente para utilizac¸a˜o na aplicac¸a˜o final.
O sistema desenvolvido apresentou uma taxa de acertos de 100%,
reconhecendo corretamente um total de 602 pistas presentes nos jogos
do conjunto de testes. Nenhum jogo foi corrigido durante a etapa de
po´s-processamento. Este aperfeic¸oamento, no entanto, foi mantido para
aumentar a confianc¸a do sistema. Todos os jogos foram reconhecidos
em tempos inferiores a 100 ms, o que e´ considerado aceita´vel para o
roboˆ.
5.3.3 Soluc¸a˜o do Jogo
Depois de reconhecer o jogo em uma imagem de entrada, o sis-
tema precisa soluciona´-lo. Existem diversos algoritmos capazes de reali-
zar esta tarefa, cada um com uma abordagem diferente do problema. A
Sec¸a˜o 2.4 apresentou, em verso˜es simplificadas, treˆs dos algoritmos mais
utilizados em solucionadores determin´ısticos do estado da arte: Back-
tracking, Dancing Links e Rule-based (BERGGREN; NILSSON, 2012).
O algoritmo de Backtracking aperfeic¸oado com as te´cnicas de
Minimum Remaining Values (MRC) e Forward Checking (FC) foi se-
lecionado para utilizac¸a˜o no sistema. A escolha foi realizada com base
em experimentos conduzidos, onde este algoritmo se mostrou suficien-
temente eficaz para a aplicac¸a˜o final.
4O conjunto de testes utilizado encontra-se dispon´ıvel em
http://thiagozf.github.io/sudokurobot.
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5.3.4 Escrita da Soluc¸a˜o
Apo´s ler, reconhecer e resolver o jogo, o roboˆ deve ainda escrever
sua soluc¸a˜o no papel. A trajeto´ria do elemento terminal no espac¸o de
trabalho determina o que sera´ escrito na folha. Desta forma, o problema
de escrita da soluc¸a˜o se resume a projetar a trajeto´ria e controlar os
acionadores para executa´-la. Este processo e´ semelhante ao executado
por ma´quinas industriais CNC, com a diferenc¸a que o roboˆ solucionador
de Sudoku deve projetar a sua trajeto´ria automaticamente.
As pro´ximas sec¸o˜es apresentam os procedimentos adotados pelo
sistema para estabelecer o caminho a ser percorrido pelo elemento ter-
minal e para controlar o movimento do roboˆ de forma que ele execute
a trajeto´ria planejada.
5.3.4.1 Ca´lculo da Trajeto´ria
O movimento de roboˆs e´, em geral, determinado por meio de co-
mandos que definem a trajeto´ria que o elemento terminal deve percorrer
no espac¸o de trabalho (ROSARIO, 2010). Este caminho e´ normalmente
descrito por um conjunto de pontos em coordenadas cartesianas e pelas
interpolac¸o˜es que devem ser realizadas entre os seus pares.
O roboˆ solucionador de Sudoku deve estabelecer automatica-
mente a trajeto´ria para escrita da soluc¸a˜o de um jogo. Para tanto,
o sistema de controle se vale de algumas te´cnicas de visa˜o de ma´quina.
A ideia consiste em projetar os d´ıgitos que solucionam o jogo sobre a
imagem de entrada, criando uma ma´scara que represente virtualmente
o caminho a realizar.
Templates de imagens bina´rias dos 9 d´ıgitos poss´ıveis sa˜o ar-
mazenados no sistema de controle. As coordenadas das ce´lulas vazias,
obtidas em etapas anteriores, sa˜o utilizadas como refereˆncia para posici-
onar e redimensionar os templates dos nu´meros que devem ser inseridos
nestas ce´lulas para solucionar o jogo. Apo´s posicionar todos os nu´meros
da soluc¸a˜o na ma´scara, esta e´ rotacionada para considerar a inclinac¸a˜o
na imagem de entrada original, a qual foi corrigida antes de localizar
das ce´lulas. A Figura 44 apresenta a ma´scara e a projec¸a˜o da mesma
sobre o jogo de exemplo.
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Figura 44 – Soluc¸a˜o do sudoku projetada sobre a imagem original
(a) Ma´scara da soluc¸a˜o
(b) Soluc¸a˜o projetada na imagem
A trajeto´ria do elemento terminal e´ por fim calculada transfor-
mando a localizac¸a˜o dos pixels de foreground da ma´scara em coorde-
nadas cartesianas do espac¸o de trabalho do roboˆ. Esta transformac¸a˜o
resulta em um conjunto de pontos que descreve o caminho a ser reali-
zado pelo roboˆ. A relac¸a˜o entre coordenadas reais do espac¸o de trabalho
com os pixels nas imagens de entrada e´ obtida calibrando o sistema de
controle.
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5.3.4.2 Controle do Movimento
Depois de calcular a sequeˆncia de pontos que descreve a tra-
jeto´ria a ser seguida para escrita da soluc¸a˜o no papel, a u´ltima operac¸a˜o
executada pelo sistema e´ o controle de movimento do roboˆ, de forma
que o elemento terminal percorra o caminho obtido.
O movimento e´ realizado controlando as posic¸o˜es das juntas ati-
vas da estrutura mecaˆnica, apresentada em detalhes na Sec¸a˜o 5.2. O
sistema itera sobre cada ponto da trajeto´ria e, baseando-se nas relac¸o˜es
de cinema´tica inversa do roboˆ, sintetizadas pela Equac¸a˜o (5.4), calcula
os aˆngulos das juntas θ1 e θ2 para que o elemento terminal alcance este
ponto (P3) no espac¸o de trabalho. Cada junta ativa e´ movimentada
por um servomotor.
A escrita de cada d´ıgito da soluc¸a˜o e´ realizada por um movimento
cont´ınuo das juntas. O sistema posiciona o elemento terminal recolhido
– ou seja, sem que esteja em contato com o papel – no primeiro ponto
da trajeto´ria que descreve o movimento necessa´rio para escrita de um
d´ıgito numa ce´lula vazia. Apo´s, elemento terminal e´ posicionado no
plano do espac¸o de trabalho – ou seja, entra em contato com a folha
–, e o restante da trajeto´ria e´ executada continuamente. Ao finalizar
a escrita de um d´ıgito, o elemento terminal e´ recolhido e o processo se
repete ate´ que toda a soluc¸a˜o tenha sido escrita.
5.4 RESULTADOS
Apo´s desenvolver o projeto e o sistema de visa˜o de ma´quina, o
roboˆ foi montado. A Figura 45 apresenta uma foto do mesmo. Diversos
testes foram conduzidos com o intuito de validar o funcionamento do
roboˆ constru´ıdo. Em geral, os resultados mostraram-se satisfato´rios.
A Figura 46 apresenta um jogo de Sudoku resolvido com sucesso pelo
roboˆ.
123
Figura 45 – Roboˆ solucionador de Sudoku
Fonte: Elaborada pelo autor
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Figura 46 – Jogo solucionado com sucesso pelo roboˆ
Fonte: Elaborada pelo autor
Nota-se, entretanto, que em algumas ocasio˜es ocorrem pequenas
falhas em determinar a localizac¸a˜o f´ısica do jogo e de suas ce´lulas na
folha de papel. A Figura 47 ilustra o exemplo de uma soluc¸a˜o obtida
com pequenas falhas na escrita. Dois fatores contribuem para que esta
situac¸a˜o acontec¸a:
• A baixa rigidez de construc¸o˜es montadas com pec¸as de LEGO em
relac¸a˜o a` rigidez ideal para um dispositivo mecaˆnico de precisa˜o
como o roboˆ constru´ıdo, a qual faz com que os movimentos do
elemento terminal na˜o sejam ta˜o precisos quanto o esperado;
• Baixa estabilidade da estrutura de suporte para fixac¸a˜o da web-
cam, responsa´vel por obter as imagens dos jogos e forneceˆ-las
como entrada ao roboˆ, fazendo com que pequenas trepidac¸o˜es
no ambiente durante a obtenc¸a˜o da imagem prejudiquem a loca-
lizac¸a˜o do jogo pelo sistema de visa˜o.
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Figura 47 – Jogo solucionado pelo roboˆ com pequenas falhas
Fonte: Elaborada pelo autor
O tempo me´dio para processar cada imagem de entrada fornecida
ao sistema foi de aproximadamente 40 segundos. Cerca de 90% deste
tempo e´ utilizado para processar as etapas de localizac¸a˜o das ce´lulas
e de reconhecimento das pistas. Este tempo, considerado elevado, se
deve essencialmente a arquitetura do processador, que na˜o foi proje-
tado para realizar as operac¸o˜es matema´ticas requeridas nestas etapas.
Uma soluc¸a˜o poss´ıvel para esta inconvenieˆncia e´ a utilizac¸a˜o de um
processador dedicado especializado em processamento digital de sinais




6 CONSIDERAC¸O˜ES FINAIS E PROPOSTAS PARA
TRABALHOS FUTUROS
Os avanc¸os dos dispositivos de aquisic¸a˜o de imagens, aliados ao
crescente aprimoramento do hardware computacional, esta˜o impulsio-
nando o desenvolvimento dos sistemas de visa˜o de ma´quina. Estes sis-
temas apresentam-se atualmente como uma poderosa estrate´gia para
solucionar problemas de naturezas diversas, em a´reas como medicina,
biologia e, em especial, na indu´stria.
Davies (2012) destaca, no entanto, que ainda ha´ muito trabalho
a se realizar na a´rea. Mesmo alguns problemas fundamentais, como o
reconhecimento de caracteres, precisam ter suas soluc¸o˜es aperfeic¸oadas
para que possam ser considerados resolvidos por completo.
Com o intuito de introduzir princ´ıpios, modelos e aplicac¸o˜es dos
sistemas de visa˜o, este trabalho apresentou o projeto de um roboˆ capaz
de solucionar jogos de Sudoku impressos em papel. Trata-se de um
plotador cartesiano constru´ıdo exclusivamente com pec¸as de LEGO,
controlado por um sistema de visa˜o de ma´quina. O roboˆ proposto
captura imagens por meio de uma webcam e verifica se nelas existem
puzzles Sudoku. Os jogos identificados sa˜o enta˜o interpretados e solu-
cionados. Finalmente, o roboˆ escreve as soluc¸o˜es no papel com uma
caneta acoplada ao seu elemento terminal, completando os sudokus.
A estrutura mecaˆnica do manipulador foi projetada utilizando-
se a biblioteca LDraw e o MLCad, softwares de desenho e modelagem
tridimensional espec´ıficos para criac¸o˜es com LEGO. O roboˆ foi dimen-
sionado de forma que seu elemento terminal pudesse alcanc¸ar a a´rea
equivalente a de uma folha A4.
O sistema de visa˜o responsa´vel por reconhecer os jogos de Su-
doku foi desenvolvido utilizando-se a ferramenta MATLAB e validado
por meio de um proto´tipo. Um conjunto de testes composto por 30
imagens de boa qualidade de sudokus foi processado por este proto´tipo
e os resultados obtidos mostraram-se extremamente satisfato´rios: to-
dos os jogos foram reconhecidas com sucesso. Apo´s, o sistema final foi
portado para o brick EV3, processador utilizado para controle do roboˆ,
utilizando a linguagem Python.
Algoritmos computacionais para resolver jogos de Sudoku utili-
zados em solucionadores do estado da arte tambe´m foram discutidos.
Uma vez que o algoritmo de backtracking mostrou-se suficientemente
eficaz para a aplicac¸a˜o final, um estudo detalhado dos mesmos na˜o foi
desenvolvido.
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O sistema de controle de movimento do roboˆ foi elaborado. Para
tanto, as relac¸o˜es de cinema´tica direta e inversa da estrutura mecaˆnica
do manipulador foram estabelecidas e analisadas.
Por fim, o roboˆ foi montado. Os resultados obtidos em testes
conduzidos mostraram-se satisfato´rios, condizentes com os resultados
esperados.
Deduz-se, assim, que o objetivo geral proposto de “projetar um
roboˆ capaz de solucionar jogos de Sudoku impressos em papel” foi al-
canc¸ado. Os conceitos utilizados para desenvolver o sistema de visa˜o
do roboˆ servem como base para diversas outras aplicac¸o˜es da a´rea. De
forma semelhante, os fundamentos de robo´tica e de controle emprega-
dos na construc¸a˜o do roboˆ podem tambe´m ser utilizados no projeto de
ma´quinas industriais reais.
6.1 TRABALHOS FUTUROS
A lista de trabalhos futuros e´ apresentada abaixo.
• Substituir as rodas utilizadas para movimentar os elos do roboˆ
por cremalheiras e engrenagens, aumentando a precisa˜o dos mo-
vimentos do mesmo.
• Projetar um suporte mais robusto para fixac¸a˜o da webcam res-
ponsa´vel por obter as imagens de entrada para o roboˆ.
• Otimizar o sistema de visa˜o responsa´vel por reconhecer os jogos
de Sudoku, reduzindo o tempo necessa´rio para que o roboˆ execute
tal tarefa.
• Substituir o brick EV3 por um microprocessador especializado
em processamento de sinais digitais (Digital Signal Processor –
DSP), melhorando a performance do sistema de visa˜o.
• Implementar os algoritmos Dancing Links e Rule-based, utiliza-
dos para resolver sudokus, e testa´-los por meio de benchmarks
em conjunto com o ja´ implementado algoritmo de Backtracking,
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APEˆNDICE A -- Materiais e Ferramentas Utilizados
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Este apeˆndice apresenta os materiais, ferramentas e dispositivos
utilizados no projeto e na construc¸a˜o do manipulador, incluindo compo-
nentes mecaˆnicos e eletroˆnicos. Os softwares utilizados para realizar a
modelagem e simulac¸a˜o do sistema de controle e da estrutura mecaˆnica
do roboˆ tambe´m sa˜o apresentados.
A.1 LEGO MINDSTORMS EV3
LEGO Mindstorms e´ uma se´rie de kits de robo´tica originada
como fruto de uma parceria entre o Massachusetts Institute of Techno-
logy (MIT) e o grupo LEGO (LEGO, 2015). Os kits combinam sensores,
atuadores e um controlador inteligente programa´vel (brick) com compo-
nentes LEGO Technic, uma linha espec´ıfica para a criac¸a˜o de modelos
mais te´cnicos e complexos. Inicialmente voltados ao pu´blico infantil,
com o intuito de introduzir crianc¸as a` a´rea de robo´tica, os kits Minds-
torms sa˜o atualmente utilizados como ferramenta para construc¸a˜o de
proto´tipos por engenheiros ao redor de todo o mundo, devido ao poder
de processamento de seus controladores e, principalmente, a` facilidade
para criar estruturas mecaˆnicas complexas em pouco tempo. U´ltimo
produto da se´rie, o LEGO Mindstorms EV3 foi lanc¸ado no final de
2013.
O LEGO Mindstorms EV3 e´ a terceira gerac¸a˜o do kit LEGO
Mindstorms. O brick EV3 pode ser programado com o LEGO MINDS-
TORMS EV3 Software, um ambiente de programac¸a˜o drag-and-drop
intuitivo baseado em blocos. Ele tambe´m e´ capaz de suportar outras
linguagens de programac¸a˜o, tais como Java e C, desde que seu firmware
seja substitu´ıdo.
O Mindstorms EV3 Brick utiliza um processador ARM9 com
16 MB de memo´ria flash e 64 MB de memo´ria RAM. Conta com oito
portas de conexa˜o RJ-12, utilizadas para comunicac¸a˜o com sensores e
atuadores, uma porta mini-USB para conexa˜o com computador, um
slot para carta˜o de memo´ria microSD e uma porta USB de uso geral.
Ele conta ainda com um display LCD monocroma´tico, quatro boto˜es de
direc¸a˜o, um bota˜o de voltar, um bota˜o de confirmac¸a˜o e um pequeno
auto-falante na lateral para reproduc¸a˜o de sons. A Figura 48 ilustra o
brick EV3.
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Figura 48 – Brick do kit LEGO Mindstorms EV3
Fonte: LEGO (2015)
O kit conta ainda com diversos sensores e atuadores que podem
ser utilizados em conjunto com o controlador. Os sensores mais popu-
larmente utilizados sa˜o os sensores de temperatura, luz, som, toque e
ultra soˆnico. Entre os atuadores, podemos citar os motores de passo,
servomotores e laˆmpadas.
A.2 LEGO TECHNIC
LEGO Technic e´ uma linha de pec¸as LEGO voltada para a
criac¸a˜o de modelos mais complexos. Esta linha conta com pec¸as como
engrenagens, polias, motores ele´tricos, vigas, rodas e ate´ mesmo atua-
dores pneuma´ticos.
As pec¸as da linha Technic sa˜o muito utilizadas em conjunto com
os kits Mindstorms para a construc¸a˜o de roboˆs, haja vista que as pec¸as
de linhas tema´ticas mais simples normalmente na˜o sa˜o suficientes para
montagem dos roboˆs desejados. A Figura 49 apresenta algumas engre-
nagens do LEGO Technic.
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Figura 49 – Pec¸as da linha LEGO Technic
Fonte: LEGO (2015)
A.3 LDRAW
O LDraw, abreviac¸a˜o para LEGO Draw, e´ uma su´ıte de bibliote-
cas e aplicativos open-source criada em 1995 especificamente para mo-
delagem virtual em 3D de criac¸o˜es utilizando pec¸as de LEGO (LDRAW,
2015). O LDraw permite ao usua´rio criar modelos e cenas virtuais,
documentar construc¸o˜es, criar instruc¸o˜es de montagens, renderizar em
3D imagens dos modelos com qualidade fotogra´fica e criar animac¸o˜es.
O formato de arquivos proposto pelo LDraw tornou-se o padra˜o
de fato para descrever modelos LEGO, sendo utilizado ate´ os dias atuais
(LDRAW, 2015). Contando com uma grande comunidade de contribui-
dores, a biblioteca possui muitas das pec¸as oficiais LEGO, em especial
de linhas te´cnicas como a Technic e os kits Mindstorms.
Normalmente, a biblioteca LDraw e´ utilizada em conjunto com
um programa de computer-aided design (CAD) para desenho das criac¸o˜es,
tal como o MLCad, e de um renderizador 3D, como o POV-Ray.
A.4 MLCAD
O MLCad, sigla para Mike‘s LEGO CAD, e´ um software de
modelagem virtual CAD criado para desenhar criac¸o˜es com pec¸as de
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LEGO (LDRAW, 2015). Utilizando a biblioteca de pec¸as fornecida pelo
LDraw, ele permite criar modelos realistas de projetos que utilizam
LEGO. A Figura 50 mostra o ambiente de desenho do programa ML-
Cad.
Figura 50 – Ambiente do MLCad
Fonte: Interface do software no sistema operacional Windows 7
Ale´m de disponibilizar ao usua´rio todas as pec¸as da biblioteca
LDraw, o MLCad possui tambe´m algumas ferramentas adicionais que
permitem realizar modelagens bastante precisas. O programa tambe´m
e´ capaz de executar verificac¸o˜es sobre o modelo, avaliando, por exemplo,
a estabilidade esta´tica de estruturas constru´ıdas.
A.5 POV-RAY
POV-Ray, abreviac¸a˜o de Persistence of Vision Raytracer, e´ um
programa open-source de ray tracing que gera imagens de cenas a partir
de descric¸o˜es textuais. O ray tracing e´ uma te´cnica de renderizac¸a˜o
de imagens tridimensionais que simula o caminho que os raios de luz
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tomaria no mundo real, capaz de obter imagens com grande n´ıvel de
realismo.
A biblioteca LDraw possui uma ferramenta chamada L3P que
realiza a conversa˜o de modelos em formato de arquivo LDraw para o
formato das cenas utilizado pelo POV-Ray, possibilitando a obtenc¸a˜o
de uma imagem pro´xima da realidade do modelo LEGO antes que ele
seja de fato montado.
A.6 MATHWORKS MATLAB
O MATLAB, acroˆnimo para Matrix Laboratory, e´ uma lingua-
gem de alto n´ıvel e um ambiente interativo de computac¸a˜o nume´rica.
Ele integra ferramentas de computac¸a˜o, programac¸a˜o e visualizac¸a˜o de
dados em um ambiente de fa´cil utilizac¸a˜o, onde problemas e soluc¸o˜es
podem ser descritos rapidamente em notac¸a˜o matema´tica familiar. O
MATLAB e´ uma ferramenta amplamente utilizada nas universidades –
principalmente em cursos de engenharia – e na indu´stria, pois permite
desenvolver pesquisas e ana´lises nume´ricas em um tempo muito infe-
rior ao que seria necessa´rio utilizando outras linguagens de programac¸a˜o
(MOLER, 2004). A Figura 51 apresenta o ambiente do MATLAB.
Figura 51 – Ambiente do MATLAB
Fonte: Interface do software no sistema operacional Windows 7
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O MATLAB e´ utilizado principalmente para: realizar ca´lculos
nume´ricos; desenvolver algoritmos; modelar, simular e prototipar sis-
temas; analisar, explorar e visualizar dados e; desenvolver aplicac¸o˜es
(MOLER, 2004).
O ambiente conta ainda com famı´lias de ferramentas voltadas
para aplicac¸o˜es espec´ıficas, chamadas de toolboxes. As toolboxes sa˜o
colec¸o˜es abrangentes de func¸o˜es MATLAB que estendem o ambiente
MATLAB para resolver classes particulares de problemas. A´reas que
possuem toolboxes dispon´ıveis incluem processamento de imagens e
visa˜o computacional, estat´ıstica e otimizac¸o˜es, processamento de sinais,
sistemas de controle e muitas outras.
A toolbox de processamento de imagens possui diversos algorit-
mos prontos para utilizac¸a˜o que sa˜o empregados com frequeˆncia na
a´rea, ale´m de func¸o˜es e aplicac¸o˜es para processamento, ana´lise, desen-
volvimento de outros algoritmos da a´rea e visualizac¸a˜o de resultados.
Sa˜o exemplos de algoritmos implementados a transformada de Hough,
o thresholding pelo me´todo de Otsu, transformac¸o˜es geome´tricas, di-
versas operac¸o˜es morfolo´gicas e um amplo nu´mero de filtros.
A.7 DISTRIBUIC¸A˜O EV3DEV
O ev3dev e´ uma distribuic¸a˜o Linux, open-source, customizada es-
pecialmente para o brick programa´vel do kit LEGO Mindstorms EV3.
Ele e´ baseado no sistema operacional Debian Jessie e utiliza a versa˜o
3.16 do kernel Linux. Diferentemente de demais firmwares para bricks
Mindstorms, que sa˜o projetados para permitir a programac¸a˜o do brick
em uma linguagem espec´ıfica – tais como o leJOS e NXC –, a dis-
tribuic¸a˜o ev3dev foi desenvolvida com o intuito de permitir que de-
senvolvedores possam utilizar diversas linguagens de programac¸a˜o para
comunicac¸a˜o com os perife´ricos LEGO.
O ev3dev e´ considerado um sistema operacional completo e foi
inicialmente desenvolvido para a famı´lia ARM9, a qual pertence o pro-
cessador do brick EV3. Ele foi posteriormente portado para outras
famı´lias ARM e tambe´m e´ utilizado atualmente em outras platafor-
mas, tais como o Raspberry PI em conjunto com o BrickPI.
Atualmente, o ev3dev possui APIs oficiais de comunicac¸a˜o com
os perife´ricos LEGO para diversas linguagens de programac¸a˜o, tais
como C++, Python, Ruby, Node.js e Lua. As APIs sa˜o desenvolvidas
com base em uma especificac¸a˜o u´nica, garantindo que todas as interfa-
ces sejam praticamente ideˆnticas para todas as linguagens suportadas.
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O usua´rio pode ainda utilizar outras linguagens de programac¸a˜o,
criando suas pro´prias bibliotecas. Para tanto, basta que a linguagem
possua port para a arquitetura alvo ARM e seja capaz de realizar
operac¸o˜es de leitura e escrita em arquivos – a comunicac¸a˜o com os com-
ponentes LEGO e´ realizada por meio de operac¸o˜es de I/O em device
files, tal como acontece nos sistemas operacionais *NIX de computa-
dores pessoais para comunicac¸a˜o com impressoras e portas seriais, por
exemplo. A instalac¸a˜o de linguagens e ferramentas de suporte para
execuc¸a˜o de programas desenvolvidos nas mesmas pode ser realizada
por meio do Advanced Packaging Tool (apt), que e´ suportado pela dis-
tribuic¸a˜o.
O ev3dev possui drivers para a grande maioria dos perife´ricos
LEGO dos kits Mindstorms e tambe´m para componentes de outros fa-
bricantes. Os drivers implementam todas as func¸o˜es ba´sicas do firmware
original, tais como leitura de sensores (temperatura, luz, som, toque e
ultrasoˆnico) e controle de atuadores (motores, LEDs, display LCD e
auto-falante). Uma lista completa dos sensores e atuadores suportados
pode ser encontrada em (EV3DEV.ORG, 2015).
O ev3dev pode ser utilizado a partir de um carta˜o microSD, man-
tendo o firmware original do EV3 intacto. Para tanto, basta instala´-lo
em um carta˜o e inserir este no slot microSD do brick. O bootloader
ira´ identificar e inicializar o sistema ev3dev quando o brick for ligado.
Para voltar a utilizar o firmware original, basta desligar o controlador
e remover o carta˜o microSD do mesmo – o pro´ximo boot sera´ enta˜o
realizado com o firmware do original.
A.8 WEBCAM LOGITECH C270
A Logitech C270, exibida na Figura 52, e´ uma webcam USB que
captura fotos com resoluc¸a˜o de ate´ 3.0 megapixels e e´ compat´ıvel com
o USB Video Device Class (UVC).
O UVC e´ uma especificac¸a˜o universal que descreve um proto-
colo espec´ıfico para transfereˆncia de v´ıdeo por meio da interface USB
(GROUP, 2015). As classes de dispositivo USB, como o UVC, prove´m
independeˆncia do host para suportar dispositivos de diferentes fabri-
cantes. A grande vantagem de utilizar uma webcam que compat´ıvel
com a especificac¸a˜o UVC e´ a garantia de seu funcionamento em grande
parte dos sistemas operacionais populares, uma vez que praticamente
todos eles a implementam. O Linux, por exemplo, inclui o driver para
dispositivos UVC na distribuic¸a˜o de seu kernel desde a versa˜o 2.5.26,
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tornando-a compat´ıvel com o ev3dev e outras distribuic¸o˜es que utilizam
um kernel Linux superior a esta versa˜o.
Figura 52 – Webcam Logitech C270
Fonte: Logitech (2015)
