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Introduction
Reproducible absolute quantification of cerebral blood flow (CBF) using dynamic susceptibility contrast MRI (DSC-MRI) is difficult since several steps in the data acquisition and processing are associated with inaccuracies. For example, partial volume effects (PVEs) [1] , arterial signal saturation at peak concentration [2] , local geometric distortion (leading to arterial signal relocation) during the bolus passage [3] and the concentration-dependent difference in T2* relaxivity between tissue and large vessels [4, 5] are all factors that influence the absolute quantification of CBF.
In an attempt to minimise the influence of PVEs on the arterial input function (AIF) time integral, Knutsson et al. [6] rescaled the AIF using a corrected venous output function (VOF).
Using this approach the correlation between CBF estimates obtained by DSC-MRI and Xe-133 single photon emission computed tomography (SPECT) was improved. However, in that evaluation a linear relationship between the R 2 * and contrast agent concentration in blood was assumed, while gradient-echo based calibration measurements in whole blood have shown that a non-linear relation between R 2 * and contrast agent concentration exists [7] .
In realistic AIF measurements, however, the AIF signal may well originate from a combination of blood and surrounding tissue, in unknown proportions (which, additionally, may vary during the bolus passage). Considering that the tissue R 2 * response to the contrast agent is linear [4] , and that extravascular spins in the vicinity of large vessels show a nontrivial R 2 *-versus-concentration relationship (which under certain specific conditions can be linear) [8] , it is difficult to predict whether it would be most appropriate to apply a linear or a non-linear R 2 *-versus-concentration relationship to a practical AIF measurement.
In this re-evaluation of CBF data, we thus empirically compared quantitative CBF estimates obtained by DSC-MRI and Xe-133 SPECT [6] , using both a linear and a non-linear relationship for blood when applying the VOF correction scheme to DSC-MRI data from healthy subjects.
Material and Methods
Whole-brain CBF was measured using Xe-133 SPECT and DSC-MRI in 20 healthy volunteers. The subjects were 7 men and 13 women, 43 -81 years old (average age 66 years) at the time of the Xe-133 SPECT examination. The Xe-133 SPECT measurement was performed before the DSC-MRI experiment. The time interval between the Xe-133 SPECT experiment and the DSC-MRI measurement was on average 19 months (range 9-25 months).
Prior to the CBF measurements, each individual was examined by specialists in psychiatry and dementia. The project was approved by the local ethics committee and informed consent was obtained from all volunteers.
Xe-133 SPECT
A three-head scintillation camera (Picker Prism 3000XP) was used for the Xe-133 SPECT acquisition. Xe-133 gas (500 MBq/l in air) was inhaled during 8 minutes followed by 22 minutes of breathing of ordinary air. Ten slices were reconstructed with a nominal slice thickness of 7.1 mm and the image matrix was 64×64. CBF was calculated using a biexponential analysis developed by Obrist et al. [9] and modified by Risberg et al. [10] .
Cerebral blood flow was calculated by using a slope index (SI) when evaluating whole-brain CBF and grey matter CBF, and this index was calculated in a similar way as the initial slope index of the two-dimensional Xe-133 inhalation method [10] . The white matter was evaluated using a parameter accounting for fast as well as the slow flow component, wSI+(1-w)FWM, where w is the relative weight factor of the fast component (represented by SI) in each pixel and FWM is the slow flow component of WM.
DSC-MRI
The DSC-MRI examinations were performed using a 3T head scanner (Magnetom Allegra, Siemens AG, Erlangen, Germany). All volunteers received a gadolinium contrast-agent dose of 0.1 mmol per kg bodyweight (Magnevist®, Schering AG, Berlin, Germany) injected automatically at a rate of 5 ml/s in an arm vein followed by a saline flush. The contrast-agent bolus was monitored in 23 slices by use of a gradient-echo echo-planar imaging (GRE-EPI) CBF was calculated using Zierler's area-to-height relationship and the central volume principle [11, 12] :
where C is the contrast-agent concentration in tissue and C art is the contrast-agent concentration in a brain-feeding artery. By deconvolving the measured tissue concentration time curve C(t) with an AIF, the tissue residue function R(t) can be obtained and R max is the peak value of this function. H large and H small are the haematocrit values in large and small vessels, respectively, and  is the whole-brain mass density. The value (1-H large )/[ (1-H small )] = 0.705 cm 3 /g was used in this study [13] . Deconvolution was accomplished using a blockcirculant singular value decomposition algorithm [14] with a fixed cutoff of 10%, and a global arterial input function was obtained from middle cerebral artery branches in the Sylvian fissure region. The arterial and venous concentration time curves were calculated using a linear relationship (Eq. 2) as well as a non-linear relationship (Eq. 3) between the transverse relaxation-rate change R* 2 (t) and contrast-agent concentration in blood (C blood ) [15] :
where r 2GdDTPA is the transverse relaxivity, assumed to be 20 mM -1 s -1 . This relaxivity is an approximation based on a linear fit to R* 2 -versus-C data obtained from the relationship in Eq. 3 below, using concentration values in the range 0 -10 mM.
where a 1 was set to 0.49 mM -1 s -1 and a 2 to 2.6 mM -2 s -1 [16] .
Since negative concentration-time-values cannot be obtained from the non-linear model, the concentration-time-values for negative R* 2 (t), using the non-linear approach, were calculated using a linear approximation of Eq. 3 adapted to very low concentration levels (0-1.4). For improved absolute quantification of the DSC-MRI-based CBF estimates, a rescaling of the arterial concentration time integral was introduced (based on the assumption that true arterial and venous time integrals are to be identical) using an approximate VOF [6] . Using this rescaling signal time curves in the superior sagittal sinus as well as in a small vein at a section superior to the confluence sinuum were selected manually. The concentration time curve from the small vein was then time shifted (if necessary) and multiplied by an amplification factor in order to match the base and flanks of the superior sagittal sinus concentration-time curve leading to an approximate VOF. This rescaling procedure was applied to blood concentration time curves calculated using the linear relationship as well as
Evaluation
Only signal-versus-time curves exceeding a certain baseline signal threshold were included in the perfusion analysis. DSC-MRI CBF values exceeding 2.5 times the mean CBF from all voxels were assumed to originate from large vessels and thus excluded from the data analysis. Bland-Altman analysis were performed on the CBF data in order to enable a statistical interpretation of the results. Furthermore, the coefficients of correlation obtained using the two approaches were statistically analysed.
Results

DSC-MRI
showed an average whole-brain CBF of 23 ± 9 ml/(min 100 g) using the linear relationship between R 2 * and concentration and 20 ± 8 ml/(min 100 g) using the non-linear relationship. The Xe-133-SPECT measurements resulted in a corresponding average wholebrain CBF of 40 ± 8 ml/(min 100 g). In GM regions, the average Xe-133 SPECT based CBF was 44 ± 10 ml/(min 100 g) while the corresponding DSC-MRI-based CBF estimate was 32 ± 14 ml/(min 100 g) using the linear relationship and 28 ± 12 ml/(min 100 g) using the non-linear relationship. In frontal WM the DSC-MRI experiment resulted in a CBF estimate of 14 ± 5 ml/(min 100 g) using the linear relationship and 12 ± 5 ml/(min 100 g) using the non-linear relationship, while Xe-133
SPECT showed 22 ± 4 ml/(min 100 g)
The MRI-versus-SPECT CBF relationship in GM and WM is displayed in Fig. 2 Bland-Altman plots for the whole-brain CBF estimates obtained by the two modalities are shown in Figure 4 .
Discussion
In this study, the effects of applying a non-linear instead of a linear relationship between R 2 * and contrast agent concentration in blood were examined on experimental DSC-MRI data by comparing the calculated CBF estimates to Xe-133 SPECT CBF data. Applying a non-linear relationship slightly improved the correlation between DSC-MRI data and SPECT with regard to whole-brain CBF, although no significant improvement could be detected.
In the present study, the bolus passage was registered in three different vessels; the assumed correct shapes of the AIF and VOF were measured in a small artery and a small vein, respectively, and the VOF was subsequently fitted to the measured concentration curve of the sagittal sinus, which was assumed to be saturated but uncorrupted by PVEs. The non-linear relationship was applied to all three measurements, resulting in a similar observed degree of correlation with the SPECT data as when a linear relationship was applied to the AIFs and
VOFs. This was further concluded when the statistical test comparing the two correlation coefficients showed that the methods were not significantly different. It is thus difficult to draw any firm conclusions about the importance of applying the non-linear model from such a small difference in the correlation coefficients between the two models, considering other uncertainties present in the measurement and evaluation procedure.
The choice of venous output functions in the superior sagittal sinus and in the small vein [6] requires a user interaction that can be challenging in some cases, and this constitutes a potential source of inaccuracy. Even if the sagittal sinus is a large vein, the selected voxel probably does not contain 100% blood due to the limited spatial resolution of the DSC-MRI experiment. Furthermore, the shapes of the contrast passage curves could very well have been affected by non-linear PVEs [7] , whereas the current PVE approach will only correct for errors in the curve areas. Further errors in the method could be an incorrect shape of the small-vein curve and/or of the flanks of the distorted sagittal-sinus curve, leading to an error in the VOF time integral. However, the reproducibility of this PVE correction scheme has been examined and shown to be quite satisfactory (correlation between repeated analyses was r=0.87) [17] . The non-linear approach was applied to the AIF and the small vein, but since these smaller vessels suffered from PVEs it is obvious that the signal in these cases did not originate from blood only. Furthermore, the non-linearity between R 2 * and contrast agent concentration observed in ref [7] was obtained from fully oxygenated blood and not venous The average ratio of the corrected VOF time integral to the AIF time integral was 38% lower using the non-linear relationship. This is probably due to the fact that the distorted peaks become less pronounced at high concentration when applying the non-linear correction, as demonstrated in Figure 3 .
Previously, the two approaches have been examined using simulations. Calamante et al. [15] simulated DSC-MRI data for a range of tissue types using both the linear and non-linear relationship for the AIF. Both absolute and relative CBF values were investigated and it was
shown that the non-linear relationship led to more accurate absolute CBF estimates than the linear assumption. This suggests that, in the analysis of DSC-MRI data, the non-linear relationship should be used when the AIF is measured within the artery.
In a study by Zaharchuk et al. [18] , a correction for both non-linearity and PVEs was applied to DSC-MRI data. The DSC-MRI CBF estimates were then compared to CBF values retrieved using stable xenon computed tomography, and no difference in the mean correlation coefficients obtained with and without non-linearity correction was observed. Contrary to our study, no correction scheme for geometric distortions and signal saturation was applied to the VOF time integral which might have led to a larger remaining PVE effect in the rescaled AIF time integral.
Conclusion
Experimental data showed no significant difference in the correlation between Xe-133 SPECT CBF and AIF-rescaled DSC-MRI CBF when applying the two different R2*-versusconcentration relationships to AIF and VOF data. However, a slight improvement in correlation for whole-brain CBF as well as a smaller ratio of the corrected VOF time integral to the measured AIF time integral was observed when applying the non-linear approach. 
