Abstract. interactive static and dynamic bifurcations associated with a nonlinear autonomous system and the stability properties of various solutions are explored. Attention is focused on the vicinity of a compound critical point where the Jacobian of the system exhibits a double zero eigenvalue of index one and a pair of pure imaginary eigenvalues. The system under consideration has three independent parameters, and depending on the route followed in the parameter .space, the system may exhibit static bifurcations, Hopf bifurcations, secondary Hopf bifurcations, and bifurcations into two or three dimensional tori. The general analysis is based on a perturbation method which combines an intrinsic harmonic balancing technique with a certain unification procedure. This approach leads to bifurcation equations and simplified differential equations governing the local dynamics in the vicinity of the compound critical point. A control system is analyzed for illustration.
been introduced [5] , [7] , [8] . The new version, the intrinsic harmonic balancing technique, is a combination of successive perturbations and harmonic balancing and provides a systematic and reliable procedure leading to an ordered form of consistent approximations (see [8, Chap. 4] ). Indeed, it has been applied to both Hopf and generalized Hopf bifurcations successfully [8] , resulting in explicit analytical results. Essentially, the method aims at determining the derivatives of various amplitudes, parameters, and the frequencies which are then used to construct Taylor's expansions for these variables. While this is neatly performed in simple bifurcation cases like Hopf bifurcation, it becomes impractical in the case of compound critical .points associated with two or more codimensions, in these cases the perturbation procedure yields simultaneous equations which are often impossible to solve explicitly for the necessary derivatives.
The main idea underlying the unification technique is to produce consistent approximations for the equations themselves in terms of the basic variables rather than the derivatives, which provide the relationships governing the local bifurcation properties.
Furthermore, these relationships lead to local dynamical rate equations [4] , [9] , [11] .
The perturbation process is systematic and essentially involves much less work than the other standard methods. The problem considered here, for example, requires four perturbations for a consistent set of rate equations valid to the second order. An independent proof of the validity of the resulting rate equations is presented in Appendix C.
It is noted that (2) renders the system degenerate. However, although the system under consideration is not the mathematically generic case, the mathematical models of many physical systems fall within the scope of the present formulation.
An illustrative example concerning a control system is presented. where the z are the components ofthe state vector z, and the r/ are certain independent parameters, it is assumed that the functions Z are analytic, at least in the region of interest. Attention in this paper will be focused on a critical equilibrium state where the Jacobian has a double zero and a pair of pure imaginary eigenvalues, while all the remaining eigenvalues have negative real parts. For simplicity, therefore, it is assumed that system (1) is a 4 x 4 system, with "i" ranging from 1 to 4. It is also assumed that the system involves three independent parameters (/3 1, 2, 3). Now suppose that the system has a single-valued equilibrium surface in the region of interest, which is expressed as (2) z' =f(n), and c is a critical point on this surface where the eigenvectors corresponding to the two-fold zero eigenvalue also coincide.
Next, introduce the nonsingular transformation Systems associated with (6) are not considered in this paper. It follows from the transformation (3) that the new system has the properties 
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It is known that a double zero eigenvalue of index one may lead to both static and dynamic bifurcations [4] , and a pair of complex eigenvalues crossing the imaginary axis--while the rest of eigenvalues remain on the left-hand side of the complex plane--results in a Hopf bifurcation. It is also known that the interactions between static and dynamic bifurcations may lead to invariant tori in the vicinity of a compound coincident critical point at which a real eigenvalue and a pair of complex eigenvalues cross the imaginary axis simultaneously [1] , [3] . So, a system with a Jacobian matrix of form (5) may be expected to exhibit static bifurcations, dynamic bifurcations and interactions between these modes of bifurcations leading to two-or even threedimensional invariant tori. For a comprehensive study of these phenomena, the formulation must be capable of dealing with both static and dynamic bifurcations--preferably in a unified approach. Remarkably, the intrinsic harmonic balancing procedure [7] , [8] [4] , [9] satisfy these requirements rather neatly, embracing both equilibrium and periodic solutions which may emerge under various combinations of the parameters.
Thus, suppose the steady-state (stationary and periodic) solutions of (4) in the vicinity of c are in the parametric form (11) wi= wi(,l., o.a), /3 /O(tr) and to=to(r), where -=tot, to is the frequency, and o''s (a 1,2,3) are certain unidentified parameters [8] .
In view of the codimension associated with system (4), the solutions are envisaged in terms of three independent perturbation parameters which may consist of certain basic variables such as amplitudes and system parameters. The functions in (11) must be single-valued for the perturbation scheme to work properly [8] . Now we will use the unification technique [4] , [9] to derive the equations governing incipient bifurcations. First, evaluating the first-order perturbation equation (15) at the critical point c, with the aid of (7) (23) which involve other derivatives. However, in order to include all the second order terms in the expressions of these amplitudes, one has to examine whether there may be contributions from higher order perturbation equations. As a matter of fact, if perturbations up to fourth order are considered, and a similar unification procedure is followed, it is observed that the expressions for some of the amplitudes have to be supplemented by additional second order terms for consistency. This has been done, and the results are presented in Appendix B. In particular, note that
and r41 =-Pal to first order, as indicated by (38).
Basically, if one expresses these coefficients in second order terms, these expressions must be completed to the second order irrespective of the number of perturbations. Here, the third and fourth order perturbations do contribute to these expressions, but the higher order perturbations have no second order contributions.
In order to pursue the analysis further, and discuss the secondary bifurcations as well as the stability of solutions, an equivalent system of differential equations, capable of describing local dynamics in the vicinity of c, will now be introduced.
For simplicity in notation, let Plo, P2o and Pal be denoted by yl, y2 and p*, Due to the multi-dimensional nature of the results, it is not easy to illustrate the phenomena. Nevertheless, it may readily be verified that the critical surfaces S1, $2 and $4 intersect along a single line as shown on Fig. l(a) . A two-dimensional cross section is depicted schematically on Fig. l(b) , where the stability boundary, associated with an initial loss of stability, is traced. Similarly, S,, $3 and $5 intersect along another single line (Fig. 1(c) ), and a cross section is shown on Fig. l(d) .
Finally, consider the stability of the Hopf bifurcation solutions (45). (62) toe=-where g denotes a point on the critical surface (61).
The sequences of bifurcations are shown in a flow chart (Fig. 2 ).
4. The families of limit cycles. In the previous section, we obtained the static bifurcation solution (44) and one of the families of limit cycles (45) which bifurcate from the fundamental equilibrium surface along the critical surfaces S and $3, respectively. In this section, based on (42), we will derive the asymptotic solutions associated with the families of limit cycles bifurcating from the critical surfaces S2 and $4, respectively, which were not considered in the previous section.
it is first noted that the Jacobian of (42a) evaluated on the critical surface $2 is in the form One may apply the intrinsic harmonic balancing technique [7] , [8] and the unification technique [4] , [9] to the system if the Jacobian (63) (Fig. 2) . The phenomenon of bifurcation into tori can best be explored by considering the behavior of the system in the vicinity of a compound critical point lying on the intersection of $2 and $3 (as well as $4 and $5, which will be considered later). In this case a/ 0 in (64), which implies two pairs of pure imaginary eigenvalues for the original system. The governing equations (40) Now, following the steps described in 4, and making use of (67) (67) and (93), it can be shown that (102) is equivalent to (45), representing the family of limit cycles bifurcating along $3. However, the interactive effect of the proximity of $3 on the behavior of the system can now be accounted for through the formulation described by (97), (98) (56)). On the other hand, (IV) represents a quasiperiodic solution on an invadant two-dimensional torus (see Fig. 2 ). It is noted here that (121) is identical to (78).
The stability conditions for the bifurcating solutions (121), (122) respectively. Along these two critical surfaces, two distinct secondary Hopf bifurcations take place from the families of limit cycles (121) and (122), respectively, leading to the same quasiperiodic motion on the two-dimensional tori (123). Finally, in view of the rich behavior pattern exhibited by the system under consideration, the successive bifurcations into static, periodic and quasiperiodic solutions may trigger a chaotic behavior. However, no attempt has been made here to identify any possible chaos.
6. A nonlinear control system, in this section, a nonlinear control system shown in Fig. 3 is analyzed to demonstrate the applicability of the results and the formulas derived in the previous sections. In terms of the error signal e, the differential equation describing the behavior of the feedback system with the input r--0 can now be written as (133) (4) + ,02__ '01 _. 3) e(3) + (3n2 + 2)//+ (2n 2 n')O. + (n n')e + 6()3 + 18eb" + 3e2e that is, a double zero and a pair of pure imaginary eigenvalues. Next, in order to investigate the stability of these equilibrium solutions and to determine the (bifurcation) critical surfaces, consider the Jacobian of (142a), /xl-/x3<0, /xl-2/x2<0 and 10/xl-9/x2<0, which leads to the following critical surfaces:
$1" /xl-/x3=0 (/xl-2/x2<0 and 10/zl-9/z2<0), Appendix C. In this appendix, a brief outline of an approach leading to the demonstration of the local equivalence of (40) to the original, system is described. Thus, in order to demonstrate that the local dynamics and bifurcation behavior of the original system (4) 
