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BOUNDARY LEBESGUE MIXED-NORM ESTIMATES FOR
NON-STATIONARY STOKES SYSTEMS WITH VMO COEFFICIENTS
HONGJIE DONG, DOYOON KIM, AND TUOC PHAN
Abstract. We consider Stokes systems in non-divergence form with measurable
coefficients andLions-type boundary conditions. We show that for the Lions condi-
tions, in contrast to theDirichlet boundary conditions, local boundarymixed-norm
Ls,q-estimates of the spatial second-order derivatives of solutions hold, assuming
the smallness of the mean oscillations of the coefficients with respect to the spatial
variables in small cylinders. In the un-mixed norm case with s = q = 2, the result
is still new and provides local boundary Caccioppoli-type estimates, which are
important in applications. The main challenges in the work arise from the lack of
regularity of the pressure and time derivatives of the solutions and from interac-
tion of the boundary with the nonlocal structure of the system. To overcome these
difficulties, our approach relies heavily on several newly developed regularity es-
timates for parabolic equations with coefficients that are only measurable in the
time variable and in one of the spatial variables.
1. Introduction and main results
In this paper, we investigate local boundary mixed-norm Ls,q-estimates for so-
lutions to time-dependent Stokes systems. In particular, we show that for time-
dependent Stokes systems with the Lions boundary conditions (see [20, 21] and
(1.2) below), the local boundary Ls,q-estimates for the solutions hold, in contrast
to the case for the Dirichlet boundary conditions. Our results are established for
a general class of Stokes systems in non-divergence form with measurable coeffi-
cients. They could therefore be useful, for example, for studying flows of inhomo-
geneous fluids with density-dependent viscosity [2, 5]. Precisely, we investigate
the following Stokes system:
ut − ai j(t, x)Di ju + ∇p = f , div u = g in Q
+
1 , (1.1)
with the Lions boundary conditions on {xd = 0}:
Dduk = ud = 0 on (−1, 0]× B
′
1 × {0}, k = 1, 2, . . . , d − 1, (1.2)
The Lions boundary conditions are a special case of the Navier (or slip) bound-
ary conditions introduced in [24]. In the above equations, Q+
1
is the unit upper
half-parabolic cylinder, and B′
1
is the unit ball in Rd−1. See Section 2.1 for their
definitions. Moreover, in (1.1),
u = (u1(t, x), u2(t, x), . . . , ud(t, x)) ∈ R
d where (t, x) ∈ Q+1
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is an unknown vector-valued function representing the velocity of the considered
fluid, p = p(t, x) is an unknown fluid pressure, f = ( f1, f2, . . . , fd) is a given mea-
surable vector-valued function, and g = g(t, x) is a given measurable function.
In addition, ai j = ai j(t, x) is a given measurable symmetric matrix of the viscos-
ity coefficients. Throughout the paper, we assume that ai j satisfies the following
boundedness and ellipticity conditions with the ellipticity constant ν ∈ (0, 1): for
a.e. (t, x),
ν|ξ|2 ≤ ai j(t, x)ξiξ j, and |ai j| ≤ ν
−1 for ξ = (ξ1, ξ2, . . . , ξd) ∈ R
d. (1.3)
As a regularity assumption on the coefficients, we impose the following vanishing
mean oscillation in x (VMOx) condition on ai j, which was introduced in [18], with
a constant δ ∈ (0, 1).
Assumption 1.1 (δ). There exists R0 ∈ (0, 1/4) such that for any (t0, x0) ∈ Q+2 and
r ∈ (0,R0), there exists aˆi j(t) satisfying (1.3) and?
Q+r (t0 ,x0)
|ai j(t, x) − aˆi j(t)| dx dt ≤ δ for i, j = 1, 2, . . . , d.
For the definitions ofQ+r (t0, x0) and various function spaces, we refer the reader
to Section 2.1. We say that (u, p) ∈W1,2
1
(Q+
1
)d ×W0,1
1
(Q+
1
) is a strong solution of (1.1)
on Q+
1
if (1.1) holds for a.e. (t, x) ∈ Q+
1
, and (1.2) holds in the sense of trace. The
main result of the paper on the local Ls,q-estimate for solutions to (1.1) is now stated
as the following theorem.
Theorem 1.2. Let s, q ∈ (1,∞). There exists δ = δ(d, ν, s, q) ∈ (0, 1) such that the
following statement holds. Suppose that Assumption 1.1 (δ) holds. Then, if (u, p) ∈
W1,2s,q (Q
+
1
)d × W0,1
1
(Q+
1
) is a strong solution to (1.1) in Q+
1
, f ∈ Ls,q(Q
+
1
)d, and Dg ∈
Ls,q(Q
+
1
)d, it follows that
‖D2u‖Ls,q(Q+1/2) ≤ N(d, ν, s, q)
[
‖ f ‖Ls,q(Q+1 ) + ‖Dg‖Ls,q(Q
+
1
)
]
+N(d, ν, s, q)R−20 ‖u‖Ls,q(Q+1 ).
(1.4)
Remark 1.3. (i) By using interpolation and a standard iteration argument, it is
easily shown that (1.4) still holds if we replace the term R−2
0
‖u‖Ls,q(Q+1 ) on the right-
hand side with R
−2−d+d/q
0
‖u‖Ls,1(Q+1 ).
(ii) The estimate (1.4) holds trivially for d = 1. Therefore, throughout the paper,
we set d ≥ 2.
Even in the un-mixed norm case with s = q = 2, the estimate (1.4) is new. In
this case, local boundary estimates like that in (1.4) are known as Caccioppoli-type
estimates andare fundamental tomanyapplications. See [3, 11, 15, 31], for instance.
However, in contrast to the case we consider, the local boundary Caccioppoli-type
estimates for non-stationary Stokes systems do not hold under the homogeneous
Dirichlet boundary conditions, as demonstrated in a recent work [1]. Therefore,
besides other interests, finding a right class of boundary conditions so that (1.4)
holds is an interesting question, which this paper answers.
We emphasize that the boundary conditions (1.2) are essential to the validity
of (1.4). Observe that unlike some known local regularity estimates (see [25], for
instance), (1.4) does not contain the pressure on the right-hand side, and thus it
requires only very mild regularity of the pressure. Consequently, (1.4) might be
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useful in applications. For more information regarding this point, see [14, Remark
IV.4.2] and [16, 29, 30] for stationary equations with constant coefficients, [3] for
time-dependent equations with constant coefficients, and [11] for time-dependent
equations with measurable coefficients.
The Lq-estimates for solutions of Stokes systems are a research topic of great
mathematical interest. See the monographs [14, 25, 29], as well as a survey pa-
per [22] and the references therein. The earliest work on equations with constant
coefficients can be found in [26]. See also [13, 23, 27]. In these works, global esti-
mates are proved using fundamental solutions and potential analysis techniques,
or using a functional analytic approach. Local estimates are more delicate and
cannot be derived from these methods. In recent work [9, 10], the local and global
Lq and weighted Lq theory are established for divergence form stationary Stokes
systemswithmeasurable coefficients using a perturbationmethod and localization
technique. However, this approach does not work either for non-stationary Stokes
systems owing to the lack of local regularity in the time variable of solutions and
the pressure. This problem is resolved in a recent work [11] in which local interior
estimates in mixed-norm Lebesgue spaces are established by nontrivially combin-
ing the perturbation argument with several regularity estimates for equations in
divergence and non-divergence form applied to the vorticity equations. However,
local boundary estimates for Stokes systems with measurable coefficients have not
been reported, and Theorem 1.2 fills this gap.
The proof of Theorem 1.2 is based on the perturbation technique using the
Fefferman–Stein sharp functions developed in [17, 18, 19] and in [9, 10, 11]. There
are several additional difficulties. First, as we already mentioned, the localization
technique typically used in the study of stationary Stokes systems [9, 10] is not
applicable owing to the lack of regularity in the time variable for the Stokes system.
Second, the structure of the system is nonlocal, and its complicated interactionwith
the boundary is not very well understood. Finally, the usual local energy estimates
that are essential in perturbation methods are not known in the literature for the
time-dependent Stokes system (1.1). To overcome these difficulties, we modify the
ideas used in [11] and take the boundary conditions (1.2) into account to derive
boundary estimates for the solutions of the vorticity equations and divergence
equations. Several new intermediate results on the solvability and regularity
estimates for the Stokes system and the vorticity equations near the boundary are
developed. These results are intrinsically interesting topics and could be useful for
other applications.
In the rest of this section, we briefly discuss a result on the solvability of the
Stokes system with the Lions boundary conditions. The result is not only intrin-
sically interesting, but is also an essential ingredient that we develop to prove
Theorem 1.2. Consider the following Stokes system in the upper half-space:

ut − ai j(t)Di ju + ∇p = f in (0,T] ×Rd+,
divu = g in (0,T] ×Rd+,
u(0, x) = 0 for x ∈ Rd+,
(1.5)
with the Lions boundary conditions
Dduk = ud = 0 on (0,T] ×R
d−1 × {0} for k = 1, 2, . . . , d − 1, (1.6)
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where T > 0 is some given number, andRd+ = R
d−1×(0,∞). In (1.5), we assume that
ai j is a measurable function depending only on the time variable, i.e., ai j : (0,T)→
R, and that (1.3) holds.
Theorem 1.4. Let T > 0 and q0 ∈ (1,∞). Let f ∈ Lq0((0,T)×R
d
+)
d and g : (0,T)×Rd+ →
R such that g ∈ Lq0((0,T)×R
d
+), Dg ∈ Lq0((0,T) ×R
d
+)
d, g(0, ·) = 0, and gt = divG for
some vector field
G = (G1,G2, . . . ,Gd) ∈ Lq0((0,T)×R
d
+)
d
in the sense that ∫
(0,T)×Rd+
gϕt dx dt =
∫
(0,T)×Rd+
GiDiϕ dx dt (1.7)
for anyϕ ∈ C∞
0
((0,T)×Rd). Then, there exists a unique strong solution (u, p) of (1.5)–(1.6)
such that
u ∈ L∞
(
(0,T), Lq0(R
d
+)
)
, ut,Du,D
2u ∈ Lq0((0,T)×R
d
+),
p ∈ Lq0((0,T), Lq0,loc(R
d
+)), ∇p ∈ Lq0((0,T)×R
d
+).
Moreover, the solution (u, p) satisfies the estimates
‖Du‖Lq0 ((0,T)×R
d
+)
≤ N1‖ f ‖Lq0 ((0,T)×R
d
+)
+N2‖g‖Lq0 ((0,T)×R
d
+)
,
‖D2u‖Lq0 ((0,T)×R
d
+)
≤ N2
[
‖ f ‖Lq0 ((0,T)×R
d
+)
+ ‖Dg‖Lq0 ((0,T)×R
d
+)
]
,
‖∇p‖Lq0 ((0,T)×R
d
+)
≤ N2
[
‖ f ‖Lq0 ((0,T)×R
d
+)
+ ‖Dg‖Lq0 ((0,T)×R
d
+)
+ ‖G‖Lq0 ((0,T)×R
d
+)
]
,
(1.8)
and
‖ut‖Lq0 ((0,T)×R
d
+)
≤ N2
[
‖ f ‖Lq0 ((0,T)×R
d
+)
+ ‖G‖Lq0 ((0,T)×R
d
+)
]
, (1.9)
for some constants N1 = N1(ν, d, q0,T) > 0 and N2 = N2(ν, d, q0) > 0.
Although the Stokes systemwith the Lions boundary conditions appeared some
time ago [20, 21], Theorem 1.4 seems new. To carry out the proof, we use the
boundary conditions and carefully use odd/even extensions to look for a solution
in the whole space. To avoid the complication due to the pressure, we first solve
for the vorticity, fromwhich we recover the solution using the divergence equation
and the fundamental solution of the Laplace equation. Because of the odd and even
extensions, the new coefficients of the Stokes system in the whole space are merely
measurable with possibly very large oscillation in the xd direction. Therefore,
solving and estimating the solutions in Sobolev spaces are quite involved. Several
recent results on the existence, uniqueness, and regularity estimates of equations
with coefficients only measurable in t and one of the spatial directions that were
developed in [6, 17] are carefully applied to obtain the desired results.
The rest of the paper is organized as follows. In Section 2, we introduce the
notation and recall several known inequalities and estimates that are needed in the
paper. In Section 3, we study the Stokes system with coefficients depending only
on the time variable. Several regularity estimates of solutions near the boundary
are proved using the divergence and vorticity equations. In Section 4, we prove
Theorem 1.4 on the existence and uniqueness of strong solutions to the Stokes
system in the upper half-space with the Lions-type boundary conditions. In the
last section, Section 5, Theorem 1.2 is proved.
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2. Notation and preliminary estimates
2.1. Notation. We denote the upper half-ball in Rd of radius ρ centered at x0 =
(x′0, xd0) ∈ R
d−1 ×R as
B+ρ (x0) = {x = (x
′, xd) ∈ R
d−1 ×R : |x − x0| < ρ, xd > 0}
and the upper half-parabolic cylinder centered at z0 = (t0, x0) ∈ Rd+1 with radius
ρ > 0 as
Q+ρ (z0) = (t0 − ρ
2, t0] × B
+
ρ (x0).
For brevity, when z0 = (0, 0), we write Q+ρ = Q
+
ρ (0, 0) and B
+
ρ = B
+
ρ (0). We also
denote by B′ρ the unit ball in R
d−1 centered at the origin with radius ρ > 0.
For each s, q ∈ [1,∞) and each parabolic cylinder Q = Γ × Ω ⊂ R × Rd, the
Lebesgue mixed (s, q)-norm of a measurable function h defined in Q is
‖h‖Ls,q(Q) =

∫
Γ
(∫
Ω
|h(t, x)|q dx
)s/q
dt

1/s
,
and we denote the mixed-norm Lebesgue spaces as
Ls,q(Q) = {h : Q→ R : ‖h‖Ls,q(Q) < ∞}.
We also denote the parabolic Sobolev space as
W1,2s,q (Q) = {u : u,Du,D
2u ∈ Ls,q(Q), ut ∈ L1(Q)},
which is slightly different from the usual parabolic Sobolev spaces as it does not
require ut ∈ Ls,q(Q). We also set
W0,1s,q (Q) = {u : u,Du ∈ Ls,q(Q)}.
When s = q, we omit one of these two indices and write
Lq(Q) = Lq,q(Q), W
1,2
q (Q) =W
1,2
q,q (Q), W
0,1
q,q (Q) =W
0,1
q (Q).
2.2. Sharp function estimates. The following result is a special case of [8, Theorem
2.3 (i)]. Let X ⊂ Rd+1 be a space of homogeneous type, which is endowed with
the parabolic distance and a doubling measure µ that is naturally inherited from
the Lebesgue measure. As in [8], we take a filtration of partitions of X (cf. [4])
and, for any f ∈ L1,loc, we define its dyadic sharp function f
#
dy
in X associated
with the filtration of partitions. In addition, for each q ∈ [1,∞], Aq denotes the
Muckenhoupt class of weights.
Theorem 2.1. Let s, q ∈ (1,∞), K0 ≥ 1, and ω ∈ Aq with [ω]Aq ≤ K0. Suppose that
f ∈ Ls(ωdµ). Then,
‖ f ‖Ls(ωdµ) ≤ N
[
‖ f #dy‖Ls(ωdµ) + µ(X)
−1ω(supp( f ))
1
s ‖ f ‖L1(µ)
]
,
where N > 0 is a constant depending only on s, q, K0, and the doubling constant of µ, and
the second term on the right-hand side is understood to be zero if µ(X) = ∞.
As a direct consequence of Theorem 2.1, we have the following lemma, where
f #
dy
is the dyadic sharp function of f on Q+
R
associated with a filtration of partitions
of Q+R satisfying the properties in, for instance, [8, Theorem 2.1]. Note that, as for
Q+R, the constants in [8, Theorem 2.1] depend only on the dimension d.
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Lemma 2.2. For any s, q ∈ (1,∞), there exists a constant N = N(d, s, q) > 0 such that
‖ f ‖Ls,q(Q+R) ≤ N
[
‖ f #dy‖Ls,q(Q+R) + R
2
s +
d
q−d−2‖ f ‖L1(Q+R)
]
for any R > 0 and f ∈ Ls,q(Q+R).
Proof. For t ∈ (−R2, 0), let
ψ(t) = ‖ f (t, ·)‖Lq(B+R) and φ(t) = ‖ f
#
dy(t, ·)+ (| f |)Q+R‖Lq(B+R).
Moreover, for any ω ∈ Aq((−R2, 0)) with [ω]Aq ≤ K0, we write ω˜(t, x) = ω(t) for all
(t, x) ∈ Q+R. Then, by applying Theorem 2.1 with X = Q
+
R, we obtain
‖ψ‖Lq((−R2,0),ω) = ‖ f ‖Lq(Q+R ,ω˜) ≤ N‖ f
#
dy + (| f |)Q+R‖Lq(Q
+
R
,ω˜) = N‖φ‖Lq((−R2,0),ω),
where N = N(d,K0, s). Then, by the extrapolation theorem (see, for instance, [8,
Theorem 2.5]), we see that
‖ψ‖Ls((−R2,0),ω) ≤ 4N‖φ‖Ls((−R2,0),ω), ∀ ω ∈ As, [ω]As ≤ K0.
Note that in the special case of ω ≡ 1, ‖ψ‖Ls((−R2,0),ω) = ‖ f ‖Ls,q(Q+R) and
‖φ‖Ls((−R2,0),ω) ≤ ‖ f
#
dy‖Ls,q(Q+R) + R
2
s +
d
q (| f |)Q+
R
.
Therefore, the desired estimate follows. 
3. Stokes systems with simple coefficients
In this section, we consider the time-dependent Stokes system with coefficients
depending only on the time variable:
ut − ai j(t)Di ju + ∇p = 0, div u = 0 in Q
+
1 . (3.1)
The system (3.1) is equipped with the Lions boundary conditions on {xd = 0} ∩ B1:
for k = 1, 2, . . . , d − 1,
Dduk(t, x
′, 0) = ud(t, x
′, 0) = 0 for a.e. (t, x′) ∈ (−1, 0]× B′1, (3.2)
where ai j = (ai j(t)) is a given symmetricmatrix of coefficients depending only on the
time variable t and satisfying the ellipticity condition (1.3). This section provides
key estimates that are needed for the proof of Theorem 1.2. We begin with the
following estimates of the gradient and the second derivatives of solutions.
Lemma 3.1. Let q0 ∈ (1,∞), and (u, p) ∈ W
1,2
q0 (Q
+
1
)d ×W0,1
1
(Q+
1
) be a strong solution to
(3.1) in Q+
1
with the boundary conditions (3.2). Then we have
‖D2u‖Lq0 (Q
+
1/2
) + ‖Du‖Lq0 (Q
+
1/2
) ≤ N(d, ν, q0)‖u − [u]B+
1
(t)‖Lq0 (Q
+
1
), (3.3)
and
‖D2u‖Lq0 (Q
+
1/2
) ≤ N(d, ν, q0)
d−1∑
i=1
(
‖Dx′ui − [Dx′ui]B+
1
(t)‖Lq0 (Q
+
1
) + ‖Ddui‖Lq0 (Q
+
1
)
)
+N(d, ν, q0)‖Dx′ud‖Lq0 (Q
+
1
), (3.4)
where [u]B+
1
(t) is the average of u(t, ·) in B+
1
. Moreover, (3.3) and (3.4) also hold if the
second equation in (3.1) is replaced by
divu = g(t) in Q+1
for some given measurable function g : (−1, 0) → R, which is independent of the spatial
variables.
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Proof. We prove (3.3) and (3.4) when the second equation in (3.1) is replaced by
divu = g(t) in Q+1 .
Let (ωkl)dk,l=1 be a matrix-valued function defined in Q
+
1
as
ωkl = ∂kul − ∂luk in Q
+
1 , for k, l ∈ {1, 2, . . . , d}. (3.5)
Thenωkl ∈ H1q0(Q
+
1
) for k, l ∈ {1, 2, . . . , d}. See [7, p. 362] for the definition ofH1q0(Q
+
1
).
We set
a˜i j(t) = ai j(t), a˜dd = add(t)
for i, j ∈ {1, . . . , d − 1} and
a˜dj(t) = 2adj(t), a˜ jd = 0
for j = 1, . . . , d − 1. We observe that for every k, l ∈ {1, 2, . . . , d}, ωkl ∈ H1q0(Q
+
1
) is a
weak solution to the parabolic equation
∂tωkl − div
(
a˜(t)⊤∇ωkl
)
= 0 in Q+1 (3.6)
witheither thehomogeneousDirichlet orhomogeneous conormalderivativebound-
ary condition on {xd = 0}. Precisely,
d∑
j=1
a˜ jd(t)D jωkl = add(t)Ddωkl = 0 on {xd = 0} ∩ B1 if k, l ∈ {1, 2, . . . , d − 1},
ωkl = 0 on {xd = 0} ∩ B1 if k = d or l = d.
(3.7)
From this, we apply the local boundaryH1p -estimate for linear parabolic equations
in divergence form (cf. [7]) to obtain
‖Dω‖Lq0 (Q
+
2/3
) ≤ N(d, ν, q0)‖ω‖Lq0 (Q
+
3/4
). (3.8)
Since div u = g(t) and g is independent of the x-variable, we have
∆ui = −Di
d∑
k=1
Dkuk +
d∑
k=1
Dkkui =
d∑
k=1
Dkωki a.e. in Q
+
1 . (3.9)
Then, upon using the boundary conditions (3.2) and (3.7), for a.e. t ∈ (−1, 0),
one can view (3.9) as the following Poisson equations in divergence form with
the conormal derivative condition and Dirichlet boundary condition, respectively.
Precisely, for a.e. t ∈ (−1, 0), the function ui = ui(t, ·) satisfies{
∆ui =
∑d
k=1Dkωki in B
+
1
,
Ddui = ωdi on {xd = 0} ∩ B1
for i = 1, . . . , d − 1, and{
∆ud =
∑d
k=1Dkωkd in B
+
1
,
ud = 0 on {xd = 0} ∩ B1.
We apply the local boundary W1p-estimate for the Laplace operator and then inte-
grate it over the time variable to obtain
‖Du‖Lq0 (Q
+
1/2
) ≤ N‖ω‖Lq0 (Q
+
2/3
) +N‖u‖Lq0 (Q
+
2/3
).
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We now observe that for i < d and l < d, the function u˜i = Dlui is the solution of the
equation with the conormal boundary condition{
∆u˜i = Dk(Dlωki) in B
+
1
,
Ddu˜i = Dlωdi on {xd = 0} ∩ B1.
Then, by applying theW1p-estimate and then integrating over the time variable, we
find that
‖DDlui‖Lq0 (Q
+
1/2
) ≤ N‖Dlω‖Lq0 (Q+2/3) +N‖Dlui‖Lq0 (Q+2/3).
On the other hand, it follows from (3.9) that
|D2dui| ≤ N
[
|DDx′ui| + |Dω|
]
.
By combining the last two estimates, we obtain
‖D2ui‖Lq0 (Q
+
1/2
) ≤ N
[
‖Dω‖Lq0 (Q
+
2/3
) + ‖Dui‖Lq0 (Q
+
2/3
)
]
. (3.10)
Now, with i = d and l < d, we see that the function u˜d = Dlud is a solution of the
equation {
∆u˜d = Dk(Dlωkd) in B+1 ,
u˜d = 0 on {xd = 0} ∩ B1.
Then, by the same reasoning we just applied to ui, we also have
‖D2ud‖Lq0 (Q
+
1/2
) ≤ N
[
‖Dω‖Lq0 (Q
+
2/3
) + ‖Dud‖Lq0 (Q
+
2/3
)
]
. (3.11)
Now, we combine (3.10) and (3.11) to infer that
‖D2u‖Lq0 (Q
+
1/2
) ≤ N
[
‖Dω‖Lq0 (Q
+
2/3
) + ‖Du‖Lq0 (Q
+
2/3
)
]
≤ N‖Du‖Lq0 (Q
+
3/4
)
≤ ε‖D2u‖Lq0 (Q
+
3/4
) +Nε
−1‖u − [u]B+
1
(t)‖Lq0 (Q
+
3/4
)
for any ε ∈ (0, 1), where we used (3.8) in the second inequality and multiplica-
tive inequalities in the last inequality. It then follows from a standard iteration
argument that
‖D2u‖Lq0 (Q
+
1/2
) ≤ N‖u − [u]B+
1
(t)‖Lq0 (Q
+
1
),
from which and the multiplicative inequalities, we obtain (3.3).
Next, we prove (3.4). By using the method of finite-difference quotient in the x′
direction and taking the limit, from (3.3), we get
‖DDx′u‖Lq0 (Q
+
1/2
) ≤ N(d, ν, q0)‖Dx′u − [Dx′u]B+
1
(t)‖Lq0 (Q
+
1
). (3.12)
Using the condition that div u is independent of x, we also have
‖D2dud‖Lq0 (Q
+
1/2
) ≤ N(d, ν, q0)‖Dx′u − [Dx′u]B+
1
(t)‖Lq0 (Q
+
1
). (3.13)
It remains to estimate D2
d
ui for i = 1, . . . , d − 1. Since
D2dui = Ddωdi +DdDiud,
it follows from (3.8) and (3.12) that
‖D2dui‖Lq0 (Q
+
1/2
) ≤ N(d, ν, q0)
(
‖Dx′u − [Dx′u]B+
1
(t)‖Lq0 (Q
+
1
) + ‖ωdi‖Lq0 (Q
+
1
)
)
. (3.14)
Combining (3.12), (3.13), (3.14), and the triangle inequality, we obtain (3.4). The
lemma is proved. 
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Now, recall that for each α ∈ (0, 1] and each parabolic cylinder Q ⊂ Rd+1, the
parabolic Ho¨lder semi-norm of the function u defined in Q is
[[u]]Cα/2,α(Q) = sup
(t,x),(s,y)∈Q
(t,x),(s,y)
|u(t, x)− u(s, y)|
|t − s|α/2 + |x − y|α
,
and its Ho¨lder norm is
‖u‖Cα/2,α(Q) = ‖u‖L∞(Q) + [[u]]Cα/2,α(Q).
The following lemma is needed later in this paper.
Lemma 3.2. Under the assumptions of Lemma 3.1, we have
‖ω‖C1/2,1(Q+
1/2
) ≤ N(d, ν, q0)‖ω‖Lq0 (Q
+
1
), (3.15)
and for any α ∈ (0, 1),
‖Dω‖Cα/2,α(Q+
1/2
) ≤ N(d, ν, α, q0)‖Dω‖Lq0 (Q
+
1
),
where ω = (ωkl)
d
k,l=1
is defined in (3.5).
Proof. Let u˜k(t, x) be the even extensions of uk(t, x) with respect to xd, k = 1, . . . , d−1,
and u˜d(t, x) be the odd extension of ud(t, x) with respect to xd. Further, let p˜ be the
even extension of p in xd. Set
a¯i j = ai j(t) for i, j = 1, . . . , d − 1, a¯dd = add(t),
a¯ jd = a¯dj =
{
a jd(t) xd > 0,
−a jd(t) xd < 0,
for j = 1, . . . , d − 1.
Then by the boundary conditions on u, we have u˜ ∈W1,2q0 (Q1)
d, p˜ ∈W0,1
1
(Q1), and
u˜t − a¯i j(t, xd)Di ju˜ + ∇p˜ = 0 in Q1.
We again denote byωkl the extensions of thoseωkl defined in the proof of Lemma
3.1with respect to xd. That is,ωkl, k, l ∈ {1, . . . , d−1}, is even andωdl, l ∈ {1, . . . , d−1},
is odd with respect to xd, so
ωkl = ∂ku˜l − ∂lu˜k
in Q1 for k, l ∈ {1, 2, . . . , d}. It is easily seen that ωkl satisfies the following equation
in divergence form:
∂tωkl − div(a˜
⊤∇ωkl) = 0
in Q1, k, l ∈ {1, 2, . . . , d}, where
a˜dj = a˜dj(t, xd) =
{
2adj(t) xd ≥ 0,
−2adj(t) xd < 0,
a˜ jd = a˜ jd(t, xd) = 0,
for j = 1, 2, . . . , d − 1, and
a˜i j = ai j(t), and a˜dd = add(t)
for i, j ∈ {1, 2, . . . , d − 1}.
If we know a priori that ωkl is sufficiently smooth, then ωkl also satisfies the
non-divergence form equation
∂tωkl − a¯i j(t, xd)Di jωkl = 0 (3.16)
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in Q1. While checking this, we use the identity
Dd
(
a¯dj(t, xd)Ddju˜l
)
= a¯dj(t, xd)DdjDdu˜l (3.17)
for l = 1, . . . , d − 1, which follows from the definition of a¯dj and the evenness
of u˜l with respect to xd. Indeed, one can show that ωkl belongs to W
1,2
q0 (Qr) for
any r ∈ (0, 1) and satisfies (3.16) in Qr by using the W
1,2
p solvability of parabolic
equations in non-divergence form with coefficients being measurable functions of
(t, xd) except for add, which is a measurable function of t only (cf. [17, 6]), as well as
the unique solvability of the divergence form equation for ωkl (cf. [7]).
Once we check thatωkl ∈W
1,2
q0 (Qr), r ∈ (0, 1), satisfies (3.16), we use the parabolic
Sobolev embedding theorem combined with bootstrap and iterations to obtain
(3.15).
Since the coefficients in (3.16) are independent of x′, by differentiating (3.16) in x′
(in fact, using finite-difference quotients), we find that Dx′ωkl ∈ W
1,2
q0 (Qr), r ∈ (0, 1),
also satisfies (3.16). This together with (3.15) shows that
‖Dx′ω‖C1/2,1(Q+
1/2
) ≤ N(d, ν, q0)‖Dx′ω‖Lq0 (Q
+
1
).
It remains to estimate Ddω. For k, l ∈ {1, . . . , d − 1}, using the evenness of ωkl
and the unique solvability of the non-divergence and divergence form equations
as above, we notice that Ddωkl belongs toW
1,2
q0 (Qr), r ∈ (0, 1), and satisfies
∂tDdωkl − a¯i j(t, xd)Di jDdωkl = 0
in Qr. Then, by the same reasoning as above, we obtain
‖Ddωkl‖C1/2,1(Q+
1/2
) ≤ N(d, ν, q0)‖Ddωkl‖Lq0 (Q
+
1
).
Finally, for l = 1, . . . , d − 1, ωdl satisfies (3.16) in Q+1 with the Dirichlet boundary
condition on Q1 ∩ {(t, x′, xd) ∈ Rd+1 : xd = 0}. Thus, by the boundary W
1,2
p esti-
mate with p > (d + 2)/(1 − α), the parabolic Sobolev embedding theorem, and the
boundary Poincare´ inequality, we have
‖Ddωdl‖Cα/2,α(Q+
1/2
) ≤ N‖ωdl‖Lq0 (Q
+
1
) ≤ N‖Ddωdl‖Lq0 (Q
+
1
),
where N = N(d, ν, α, q0). The lemma is proved. 
Remark 3.3. Lemma 3.2 can also be proved by using the boundary W1,2q -estimate
with either the Dirichlet or Neumann boundary condition. We give a sketch below.
Recall thatωkl satisfies the divergence form equation (3.6) with either the conormal
or Dirichlet boundary condition. Since the coefficients are independent of t, we can
use the uniqueness of strong solutions in the half-space to show that ωkl is also in
W1,2q (Q
+
1/2
) for any q < ∞. See, for instance, [17]. To obtain the estimates in Lemma
3.2, it remains to use the parabolic Sobolev embedding theorem and differentiate
the equation in x′.
4. A solvability result: proof of Theorem 1.4
In this section, we prove Theorem 1.4, which demonstrates the existence of a
solution to the system (1.5) with the boundary conditions (1.6). Henceforth, we
denote
R
d
T = (0,T) ×R
d.
We first give a lemma.
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Lemma 4.1. Let T > 0, q0 ∈ (1,∞), q1 ∈ (1, d), h ∈ Lq0(R
d
T
)∩Lq1(R
d
T
), and k ∈ {1, . . . , d}.
We define
vk(t, x) =
∫
Rd
DkΦ(x − y)h(t, y) dy
inRd
T
, whereΦ(·) is the fundamental solution of the Laplace equation inRd. Then we have
the following.
(a)
∫ T
0
‖vk(t, ·)‖
q1
Lq∗
1
(Rd)
dt < ∞ and Dxvk ∈ Lq0(R
d
T
) with the estimates
(∫ T
0
‖vk(t, ·)‖
q1
Lq∗
1
(Rd)
dt
) 1
q1
≤ N(d, q1)‖h‖Lq1 (R
d
T
), (4.1)
‖Dxvk‖Lq0 (R
d
T
) ≤ N(d, q0)‖h‖Lq0 (RdT)
, (4.2)
where q∗
1
= dq1/(d − q1). We also have
d∑
k=1
Dkvk(t, x) = h(t, x) in R
d
T. (4.3)
(b) If Dxh ∈ Lq0(R
d
T
), then D2xvk ∈ Lq0(R
d
T
) with
∆vk(t, x) = Dkh(t, x) in R
d
T, (4.4)
and the following estimate holds:
‖D2xvk‖Lq0 (R
d
T
) ≤ N(d, q0)‖Dkh‖Lq0 (R
d
T
). (4.5)
(c) If Dxh ∈ Lq0(R
d
T
) ∩ Lq1(R
d
T
), it holds that
Dvk(t, x) =
∫
Rd
DkΦ(x − y)Dh(t, y) dy in R
d
T. (4.6)
Proof. For a.e. t ∈ [0,T], h(t, ·) ∈ Lq1 (R
d). Thus, for a.e. t ∈ [0,T], by the Hardy–
Littlewood–Sobolev theorem of fractional integration (see [28, Chapter V]), we
have
‖vk(t, ·)‖Lq∗
1
(Rd) ≤ N(d, q1)‖h(t, ·)‖Lq1 (Rd).
By integrating both sides of the above inequality with respect to t ∈ [0,T], we
obtain (4.1).
Now we find hm(t, x) ∈ C∞
0
(
[0,T]×Rd
)
such that
‖hm − h‖Lq1 (R
d
T
) + ‖h
m − h‖Lq0 (R
d
T
) → 0 (4.7)
as m→∞. For each m = 1, 2, . . ., we set
vmk (t, x) :=
∫
Rd
DkΦ(x − y)h
m(t, y) dy. (4.8)
Then, again by the Hardy–Littlewood–Sobolev theorem, we have∫ T
0
‖vmk (t, ·) − vk(t, ·)‖
q1
Lq∗
1
(Rd)
dt→ 0 (4.9)
as m→∞. Integration by parts applied to (4.8) gives
vmk (t, x) =
∫
Rd
Φ(x − y)Dkh
m(t, y) dy, (4.10)
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from which it follows that
∆vmk (t, x) = Dkh
m(t, y). (4.11)
Note that
vmk (t, x) = Dk
∫
Rd
Φ(x − y)hm(t, y) dy (4.12)
and
Dvmk (t, x) =
∫
Rd
DkΦ(x − y)Dh
m(t, y) dy = DDk
∫
Rd
Φ(x − y)hm(t, y) dy. (4.13)
Thus,
d∑
k=1
Dkv
m
k (t, x) = ∆
∫
Rd
Φ(x − y)hm(t, y) dy = hm(t, x) (4.14)
in RdT. By applying to (4.12) the fact that the double Riesz transform is bounded
in Lp(R
d), 1 < p < ∞, (see [28, Chapter III]) and by integrating both sides of the
obtained inequality in t, we arrive at
‖Dxv
m
k ‖Lq0 (R
d
T
) ≤ N(d, q0)‖h
m‖Lq0 (R
d
T
).
Then, (4.2) and (4.3) follow from this inequality, (4.14), (4.7), and (4.9).
If Dxh ∈ Lq0(R
d
T
), we find hm ∈ C∞0
(
[0,T] ×Rd
)
such that
‖hm − h‖Lq1 (R
d
T
) + ‖h
m − h‖Lq0 (R
d
T
) + ‖Dxh
m −Dxh‖Lq0 (R
d
T
) → 0 (4.15)
as m → ∞. Then, by applying the boundedness in Lp(R
d) of the double Riesz
transform to (4.10), we obtain
‖D2xv
m‖Lq0 (R
d
T
) ≤ N(d, q0)‖Dkh
m‖Lq0 (R
d
T
).
Using this estimate, (4.9), (4.11), and (4.15), we prove (4.4) and (4.5).
Finally, to prove (4.6), we use the Hardy–Littlewood–Sobolev theorem as well
as the first equality in (4.13) with hm ∈ C∞0
(
[0,T]×Rd
)
satisfying (4.15) as well as
‖Dxh
m −Dxh‖Lq1 (R
d
T
) → 0
as m→∞. The lemma is proved. 
Proposition 4.2. Let T > 0, q0 ∈ (1,∞). Assume that ai j = ai j(t) for t ∈ (0,T). Let
f ∈ Lq0((0,T) × R
d
+)
d and g ∈ Lq0((0,T) × R
d
+), Dg ∈ Lq0((0,T) × R
d
+)
d, g(0, ·) = 0, and
gt = div(G) in the sense of (1.7) for some vector field
G = (G1,G2, . . . ,Gd) ∈ Lq0((0,T) ×R
d
+)
d.
Additionally, assume that g and G vanish for large |x| uniformly in t ∈ [0,T] and f ∈
C∞0 ((0,T) ×R
d
+)
d. Then, there exists a solution (u, p) of (1.5)–(1.6) such that
u ∈ L∞
(
(0,T), Lq0(R
d
+)
)
, ut,Du,D
2u ∈ Lq0((0,T)×R
d
+),
p ∈ Lq0((0,T), Lq0,loc(R
d
+)), ∇p ∈ Lq0((0,T)×R
d
+)
and that satisfies (1.8) and (1.9).
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Proof. Set a¯i j to be as defined in the proof of Lemma 3.2. Our goal is to construct a
strong solution (u˜, p˜) in RdT = (0,T)×R
d of the Stokes system
u˜t − a¯i jDi ju˜ + ∇p˜ = f˜ in R
d
T,
div(u˜) = g˜ in Rd
T
,
u˜(0, x) = 0 for x ∈ Rd,
(4.16)
where g˜(t, x) and f˜ (t, x) = ( f˜1, f˜2, . . . , f˜d) are functions such that g˜(t, ·) is the even
extensionof g(t, ·) onRd, f˜k(t, ·) is the evenextensionof fk(t, ·) onRd, k = 1, 2, . . . , d−1,
and f˜d(t, ·) is the odd extension of fd(t, ·). We will see that the constructed solution
u˜k(t, ·) is even in xd for all k = 1, 2, . . . , d − 1, and ud(t, ·) is odd in the xd-variable.
Therefore, u(t, ·) = u˜(t, ·)|
Rd+
and p(t, ·) = p˜(t, ·)|
Rd+
satisfy (1.5).
Since g(t, x) = f (t, x) = G(t, x) = 0 for |x| > Rwith a sufficiently large R > 0, there
exists q1 ∈ (1, d) such that
g,Dlg, fl,Gl ∈ Lq0((0,T)×R
d
+) ∩ Lq1((0,T)×R
d
+), l = 1, . . . , d.
Step 1: We construct u˜ and prove the first two estimates in (1.8). Recall that
f = ( f1, . . . , fd) is assumed to be smooth with compact support in (0,T)×Rd+. Thus,
Dk f˜l −Dl f˜k ∈ Lq0(R
d
T),
and according to the results in [6], there exist ωkl ∈ W
1,2
q0 (R
d
T
), k, l ∈ {1, . . . , d},
satisfying the non-divergence form equations
∂tωkl − a¯i jDi jωkl = Dk f˜l −Dl f˜k in R
d
T ,
ωkl(0, x) = 0 for x ∈ R
d.
(4.17)
Since f˜k(t, x), k = 1, . . . , d − 1, is the even extension of fk(t, x) and f˜d(t, x) is the odd
extension of fd(t, x),
Dk f˜l(t, x)−Dl f˜k(t, x), k, l ∈ {1, . . . , d − 1},
is even with respect to xd, and
Dd f˜l −Dl f˜d, l ∈ {1, . . . , d − 1},
is odd with respect to xd. By the evenness and oddness of the right-hand sides
and coefficients of (4.17), we see that ωkl, k, l ∈ {1, . . . , d − 1}, is even with respect
to xd, and ωdl, l ∈ {1, . . . , d − 1}, is odd with respect to xd. We also see that ωkl =
−ωkl. Furthermore, one can check that ωkl, k, l ∈ {1, . . . , d}, satisfies the following
divergence form equation:{
∂tωkl − div(a˜⊤∇ωkl) = Dk f˜l −Dl f˜k in RdT,
ωkl(0, x) = 0 for x ∈ Rd,
(4.18)
where a˜i j (which is different from a¯i j) is as defined in the proof of Lemma 3.2. By
theH1p estimates (see [7, Theorem 2.1]), we have
‖Dωkl‖Lq0 (RdT)
≤ N(ν, q0)‖ f˜ ‖Lq0 (RdT)
, ‖ωkl‖Lq0 (RdT)
≤ N(ν,T, q0)‖ f˜ ‖Lq0 (RdT)
. (4.19)
Since f ∈ Lq1((0,T)×R
d
+)
d, we also have
‖Dωkl‖Lq1 (R
d
T
) ≤ N(ν, q1)‖ f˜ ‖Lq1 (R
d
T
), ‖ωkl‖Lq1 (R
d
T
) ≤ N(ν,T, q1)‖ f˜ ‖Lq1 (R
d
T
). (4.20)
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Now we set
u˜l(t, x) =
∫
Rd
DlΦ(x − y)g˜(t, y) dy+
d∑
k=1
∫
Rd
DkΦ(x − y)ωkl(t, y) dy (4.21)
in RdT . By the properties of the fundamental solution Φ(·), g˜, and ωkl, we see that
u˜l(t, ·), l = 1, . . . , d − 1, is even in xd, and u˜d(t, ·) is odd in xd. Note that
g˜, Dx g˜, ωkl, Dxωkl ∈ Lq0 (R
d
T) ∩ Lq1(R
d
T).
Then, by Lemma 4.1,
∆u˜l = Dl g˜ +
d∑
k=1
Dkωkl in R
d
T , (4.22)
‖Du˜l‖Lq0 (R
d
T
) ≤ N‖g˜‖Lq0 (R
d
T
) +N‖ωkl‖Lq0 (RdT)
,
and
‖D2u˜l‖Lq0 (R
d
T
) ≤ N‖Dg˜‖Lq0 (R
d
T
) +N‖Dωkl‖Lq0 (R
d
T
),
where N = N(d, q0). These estimates combined with (4.19) prove the first two
estimates in (1.8), provided that u(t, ·) = u˜(t, ·)|
R
d
+
satisfies (1.5).
Step 2: We prove (1.9). Observe that, for ϕ ∈ C∞
0
(Rd
T
),∫
R
d
T
u˜lϕt dx dt =
∫
R
d
T
ϕt(t, x)
∫
Rd
DlΦ(x − y)g˜(t, y) dy dx dt
+
d∑
k=1
∫
R
d
T
ϕt(t, x)
∫
Rd
DkΦ(x − y)ωkl(t, y) dy dx dt
=
∫
Rd
DlΦ(y)
∫
R
d
T
g˜(t, x)ϕt(t, x + y) dx dt dy
+
d∑
k=1
∫
Rd
DkΦ(y)
∫
R
d
T
ωkl(t, x)ϕt(t, x+ y) dx dt dy =: J1 + J2.
For k = 1, 2, . . . , d − 1, we set G˜k(t, ·) to be the even extension of Gk(t, ·) with respect
to xd and G˜d(t, ·) to be the odd extension of Gd(t, ·) with respect to xd. By (1.7) we
have
∂t g˜ = div G˜
in the sense of distribution. Then
J1 =
∫
Rd
DlΦ(y)
∫
Rd
T
G˜(t, x) · ∇ϕ(t, x+ y) dx dt dy
=
d∑
k=1
∫
Rd
T
Dkϕ(t, x)
∫
Rd
DlΦ(x − y)G˜k(t, y) dy dx dt.
Since G˜k ∈ Lq0(R
d
T
) ∩ Lq1(R
d
T
), by Lemma 4.1,
Vlk(t, x) :=
∫
Rd
DlΦ(x − y)G˜k(t, y) dy
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satisfies DxVlk ∈ Lq0(R
d
T
) with the estimate as in (4.2). Thus, if we set V1(t, x) =∑d
k=1DkVkl(t, x), then
J1 = −
∫
R
d
T
V1(t, x)ϕ(t, x) dx dt
and
‖V1‖Lq0 (R
d
T
) ≤ N(d, q0)‖G˜‖Lq0 (R
d
T
).
For J2, we observe that from (4.18),∫
R
d
T
ωkl(t, x)ϕt(t, x + y) dx dt =
∫
R
d
T
a˜ jiD jωkl(t, x)Diϕ(t, x+ y) dx dt
+
∫
R
d
T
f˜l(t, x)Dkϕ(t, x+ y) dx dt−
∫
R
d
T
f˜k(t, x)Dlϕ(t, x+ y) dx dt.
From (4.19) and (4.20), we see that a˜ jiD jωkl ∈ Lq0(R
d
T
) ∩ Lq1(R
d
T
) and f˜ ∈ Lq0(R
d
T
) ∩
Lq1(R
d
T
); thus, by proceeding as above, we find that there exists V2 ∈ Lq0(R
d) such
that
J2 = −
∫
R
d
T
V2(t, x)ϕ(t, x) dx dt
and
‖V2‖Lq0 (R
d
T
) ≤ N‖Dωkl‖Lq0 (R
d
T
) +N‖ f˜ ‖Lq0 (R
d
T
) ≤ N‖ f˜ ‖Lq0 (R
d
T
),
where N = N(d, ν, q0), and the last inequality is due to the first estimate in (4.19).
From the above observations on J1 and J2, we see that
∂tu˜l = V1 + V2,
and
‖∂tu˜l‖Lq0 (R
d
T
) ≤ N‖G˜‖Lq0 (R
d
T
) +N‖ f˜ ‖Lq0 (R
d
T
),
where N = N(d, q0, ν). This proves (1.9).
Step 3: We prove that in RdT,
div u˜(t, x) = g˜(t, x) (4.23)
and
∂ku˜l − ∂lu˜k = ωkl. (4.24)
By (4.21) and Lemma 4.1, one can write
d∑
l=1
Dlu˜l =
d∑
l=1
Dl
∫
Rd
DlΦ(x− y)g˜(t, y) dy+
d∑
l,k=1
Dl
∫
Rd
DkΦ(x− y)ωkl(t, y) dy, (4.25)
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where the second term is zero because ωkl = −ωlk. Regarding the first term in
(4.25), we observe that
d∑
l=1
∫
R
d
T
u˜lDlϕ dx dt =
d∑
l=1
∫
R
d
T
Dlϕ(t, x)
∫
Rd
DlΦ(x − y)g˜(t, y) dy dx dt
=
d∑
l=1
∫
R
d
T
g˜(t, x)
∫
Rd
(DlΦ)(y − x)Dlϕ(t, y) dy dx dt
= −
∫
Rd
T
g˜(t, x)∆
∫
Rd
Φ(x − y)ϕ(t, y) dy dx dt = −
∫
Rd
T
g˜(t, x)ϕ(t, x) dx dt
for any ϕ ∈ C∞0 (R
d
T
). Hence, (4.23) is proved.
To prove (4.24), we first show that
∂kω jl − ∂lω jk = ∂ jωkl (4.26)
inRd
T
for all k, j, l ∈ {1, . . . , d}. By the properties of ωkl, this is equivalent to showing
that
∂kω jl + ∂ jωlk + ∂lωkj = 0 (4.27)
in Rd
T
. It is sufficient to check (4.27) for three cases: k, j, l ∈ {1, . . . , d − 1}, k = d,
j, l ∈ {1, . . . , d−1}, and k = j = d and l ∈ {1, . . . , d−1}. In the last case, (4.27) becomes
∂dωdl + ∂dωld = 0,
which is guaranteed by the property of ωkl. For the first and second cases, by
differentiating the equations (4.17) in xr, we write them as
∂tDrωkl − a¯i jDi jDrωkl = Dr(Dk f˜l −Dl f˜k) in R
d
T,
Drωkl(0, x) = 0 for x ∈ R
d,
(4.28)
where {
r = 1, . . . , d if k, l ∈ {1, . . . , d − 1},
r = 1, . . . , d − 1 if k = d or l = d.
In particular, note that when k, l ∈ {1, . . . , d − 1},
Dda¯i jDi jωkl = a¯i jDi jDdωkl,
which follows from the evenness of ωkl with respect to xd. From (4.28), one can see
that ∂kω jl + ∂ jωlk + ∂lωkj ∈ W
1,2
q0 (R
d
T
) satisfies (4.28) with the right-hand side being
zero. Then, by uniqueness, (4.27) follows.
Now we prove (4.24). From (4.21) we have
∂ku˜l − ∂lu˜k = Dk
∫
Rd
DlΦ(x − y)g˜(t, y) dy−Dl
∫
Rd
DkΦ(x − y)g˜(t, y) dy
+
d∑
r=1
[
Dk
∫
Rd
DrΦ(x − y)ωrl(t, y) dy−Dl
∫
Rd
DrΦ(x − y)ωrk(t, y) dy
]
,
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where the first two terms on the right-hand side cancel each other. Then, since
Dωrl ∈ Lq0 (R
d
T) ∩ Lq1(R
d
T), by (4.6)
∂ku˜k − ∂ku˜k =
d∑
r=1
∫
Rd
DrΦ(x − y)
(
Dkωrl(t, y) −Dlωrk(t, y)
)
dy
=
d∑
r=1
∫
Rd
DrΦ(x − y)Drωkl(t, y) dy = ωkl,
where we used (4.26) in the second equality and (4.6) as well as (4.3) in the last
equality.
Step 4: We prove that there exists p˜ : Rd
T
→ R such that (u˜, p˜) satisfies (4.16). In
fact, the second relation in (4.16) is shown in (4.23), and the third one follows from
the definition of u˜ in (4.21) and the initial conditions on g and ωkl. Thus, we prove
here
u˜t − a¯i jDi ju˜ + ∇p˜ = f˜ (4.29)
inRdT. Once this is proved, the last estimate in (1.8) follows from (4.29), the second
estimate in (1.8), and (1.9), as well as the evenness and oddness of the involved
functions. We set h = (h1, . . . , hd), where
hl(t, x) = f˜l(t, x)− ∂tu˜l(t, x)+ a¯i j(t, xd)Di ju˜l(t, x)
in Rd
T
. Then, using (4.24) and (4.18), we see that
Dkhl −Dlhk = 0
in Rd
T
in the distribution sense. In particular, if k = d and l ∈ {1, . . . , d − 1}, then it
follows that
Ddhl −Dlhd = Dd f˜l −Dl f˜d − ∂t(Ddu˜l −Dlu˜d) +Dd
(
a¯i jDi ju˜l
)
−Dl
(
a¯i jDi ju˜d
)
= Dd f˜l −Dl f˜d − ∂tωdl +Di
(
a˜ jiD jωdl
)
= 0,
where we used (3.17), which was deduced from the evenness of u˜l in xd.
We extend hl to be zero for t < 0 and take infinitely differentiable functions
η(t) ∈ C∞0 (R) and ζ(x) ∈ C
∞
0 (R
d) with unit integrals such that η(t) = 0 for t ≥ 0. We
set
h
(ε)
l
(t, x) =
∫ T
−∞
∫
Rd
hl(s, y)φε(t − s, x − y) dy ds,
where
φε(t, x) = ε
−d−2η(t/ε2)ζ(x/ε).
Then h(ε)
l
∈ C∞
(
[0,T] ×Rd
)
and
Dkh
(ε)
l
−Dlh
(ε)
k
= 0 (4.30)
in RdT. Let
pε(t, x) =
∫ x1
0
h
(ε)
1
(t, r, 0, . . . , 0) dr +
∫ x2
0
h
(ε)
2
(t, x1, r, 0, . . . , 0) dr + . . .
+
∫ xd
0
h
(ε)
d
(t, x1, x2, . . . , xd−1, r) dr.
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We define
p˜ε(t, x) = pε(t, x) −
1
B1
∫
B1
pε(t, y) dy.
Using (4.30), we see that
∇p˜ε =
(
h
(ε)
1
, . . . , h(ε)
d
)
in Rd
T
, and
‖∇p˜ε‖Lq0 (R
d
T
) = ‖h
(ε)‖Lq0 (R
d
T
) ≤ ‖h‖Lq0 (R
d
T
)
is bounded uniformly in ε > 0.
On the other hand, for each R > 1, by the Poincare´ inequality,
‖p˜ε(t, ·)‖Lq0 (BR) ≤ N(d, q0,R)‖∇p˜
ε(t, ·)‖Lq0 (BR)
for each t ∈ [0,T]. By integrating both sides of the above inequality in t, we obtain
‖p˜ε‖Lq0 ((0,T)×BR) ≤ N‖∇p˜
ε‖Lq0 ((0,T)×BR),
which is bounded uniformly in ε > 0. Hence, there exists p˜(t, x) defined in RdT ,
which is spatially locally in Lq0(R
d
T
), such that ∇p˜ ∈ Lq0 (R
d
T
) and a subsequence of
{∇p˜ε} converges weakly to ∇p˜ in Lq0(R
d
T
). Since
Dlp˜
ε = h
(ε)
l
, l = 1, . . . , d,
in Rd
T
and h(ε)
l
→ hl in Lq0(R
d
T
), we conclude that (u˜, p˜) satisfies (4.29).
Finally, we note from (4.29) that u˜ ∈ L∞
(
(0,T), Lq0(R
d)
)
. 
Proof of Theorem 1.4. We denote Rd
T,+ = (0,T) ×R
d
+. Thanks to Proposition 4.2 and
the fact that C∞0 (R
d
T,+) is dense in Lq0(R
d
T,+), we need to show only that there exist
functions gm and Gm = (Gm
1
, . . . ,Gm
d
) defined on Rd
T,+ such that g
m(t, x) and Gm(t, x)
vanish for large |x| uniformly in t ∈ [0,T],
gm, |Dgm| ∈ Lq0(R
d
T,+), g
m(0, ·) = 0, Gm ∈ Lq0 (R
d
T,+)
d,
∂tg
m = divGm
in RdT,+, and
‖g − gm‖Lq0 (R
d
T,+
) + ‖Dg −Dg
m‖Lq0 (R
d
T,+
) + ‖G − G
m‖Lq0 (R
d
T,+
) → 0 as m→∞.
We take infinitely differentiable functions χm(x) defined onRd such that χm(x) =
1 on Bm/2 and χm(x) = 0 for x ∈ Rd \ Bm, m = 1, 2, . . ., where
Bm := {|x| < m : x ∈ R
d}.
We set
B+m = Bm ∩ {xd > 0}, cm(t) =
∫
B+m
∇χm(y) · G(t, y) dy∫
B+m
χm(y) dy
,
and find Hm in (0,T)× B+m such that{
divHm = −∇χm · G + cm(t)χm(x) in (0,T) × B
+
m,
Hm(t, x) = 0 on (t, x) ∈ (0,T) × ∂B+m,
with the estimate
‖DxH
m‖Lq0 ((0,T)×B
+
m) ≤ N(d, q0)
(
‖∇χm · G‖Lq0 ((0,T)×B
+
m) + ‖cm(t)χm(x)‖Lq0 ((0,T)×B
+
m)
)
.
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This is indeed possible by using an integral representation of the solutions to the
divergence equations on star-shaped domains, as shown in, for instance, [12]. We
note that
‖∇χm · G‖Lq0 ((0,T)×B+m) + ‖cm(t)χm(x)‖Lq0 ((0,T)×B+m) ≤ N(d)m
−1‖1Bm\Bm/2G‖Lq0 (R
d
T,+
).
From the above two inequalities, the Poincare´ inequality on B+m, and the fact that
‖1Bm\Bm/2G‖Lq0 (R
d
T,+
) → 0 as m→∞,
we have
‖Hm‖Lq0 ((0,T)×B
+
m) ≤ m‖DxH
m‖Lq0 ((0,T)×B
+
m) → 0 as m→∞.
We set
gm(t, x) := χm(x)g(t, x)+ χm(x)
∫ t
0
cm(s) ds
and
Gm(t, x) :=

χm(x)G(t, x)+H
m(t, x) in (t, x) ∈ (0,T)× B+m,
0 in (t, x) ∈ (0,T)× (Rd+ \ B
+
m).
We then see that gm and Gm satisfy the required properties. In particular, for
ϕ ∈ C∞
0
(Rd
T
),∫
R
d
T,+
gmϕt dx dt =
∫
R
d
T,+
[
χmG · ∇ϕ + ϕ∇χm · G + χm
(∫ t
0
cm(s) ds
)
ϕt
]
dx dt
=
∫
R
d
T,+
(
χmG · ∇ϕ + ϕ∇χm · G − χm(x)cm(t)ϕ
)
dx dt
=
∫
R
d
T,+
χmG · ∇ϕ dx dt−
∫ T
0
∫
B+m
ϕdivHm dx dt
=
∫
R
d
T,+
Gm · ∇ϕ dx dt,
where we used the fact that Hm = 0 on (0,T)× ∂B+m. The theorem is proved. 
5. Stokes system with measurable coefficients and proof of Theorem 1.2.
In this section, we consider thenon-divergence formStokes systemwithmeasur-
able coefficients and the Lions boundary conditions. We give the proof of the main
result of the paper, Theorem 1.2. Throughout this section, for any locally integrable
function f defined in a neighborhood of the parabolic cylinderQ = Γ×Ω ⊂ R×Rd,
we denote
( f )Q =
?
Q
f (t, x) dx dt, and [ f ]Ω(t) =
?
Ω
f (t, x) dx, t ∈ Γ.
For a domain Ω ⊂ Rd+ and ρ > 0, we denote
Ωρ =
⋃
y∈ΩB
+
ρ (y).
We say that Ω satisfies the interior measure condition if there exists γ ∈ (0, 1) such
that for any x0 ∈ Ω and r ∈ (0,diamΩ),
|Br(x0) ∩Ω|
|Br(x0)|
≥ γ. (5.1)
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We begin with the following lemma estimating the second derivatives of solutions.
Lemma 5.1. Let q0 ∈ (1,∞), q ∈ (q0,∞), r ∈ (0,R0), and δ ∈ (0, 1). Further, let
u ∈ W1,2q (Q
+
r )
d be a strong solution to (1.1) in Q+r with the boundary conditions (1.2),
where p ∈W0,1
1
(Q+r ), f ∈ Lq0(Q
+
r )
d, and Dg ∈ Lq0(Q
+
r (z0))
d. Suppose that Assumption 1.1
(δ) holds. Then we have
(|D2u|q0)
1
q0
Q+
r/2
≤ N(d, ν, q0)
[
(|Dg|q0)
1
q0
Q+r
+ (| f |q0)
1
q0
Q+r
+ r−1(|Du − [Du]B+r (t)|
q0)
1
q0
Q+r
]
+N(d, ν, q0)r
−1
[ d−1∑
i=1
(|Ddui|
q0)
1
q0
Q+r
+ (|Dx′ud|
q0)
1
q0
Q+r
]
+N(d, ν, q0, q)δ
1
q0
− 1q (|D2u|q)
1
q
Q+r
, (5.2)
and
(|D2u|q0)
1
q0
Q+
r/2
≤ N(d, ν, q0)
[
(|Dg|q0)
1
q0
Q+r
+ (| f |q0)
1
q0
Q+r
+ r−1(|Du|q0)
1
q0
Q+r
]
+N(d, ν, q0, q)δ
1
q0
− 1
q (|D2u|q)
1
q
Q+r
. (5.3)
Proof. If h is an integrable function defined on Q+r , we take the following mollifi-
cation of h(t, x) for t ∈ (−r2 + ε2, 0):
h(ε)(t, x) =
∫ 0
−r2
h(t + s, x)ηε(s) ds,
where η(t) ∈ C∞0 (R) with η(t) = 0 for t ≥ 0 and ηε(t) = ε
−2η(t/ε2). Note that
h(ε)(t, x) is infinitely differentiable in t, and ∂kth
(ε)(t, x) ∈ Lq0(Q
+
r′) for any k = 1, 2, . . .
if h ∈ Lq0(Q
+
r ), r
′ ∈ (0, r), and ε is sufficiently small. By mollifying (1.1) as above
with respect to t, we have
∂tu
(ε) − ai jDi ju
(ε) + ∇p(ε) = f (ε) +
(
ai jDi ju
)(ε)
− ai jDi ju
(ε)
in Q+r′ for r
′ ∈ (0, r). We see that if we prove the estimate in the lemma for u(ε), by
letting ε → 0, we obtain the desired estimate for u. Thus, henceforth we assume
that u(t, x) is infinitely differentiable in t and ∂ktu, ∂
k
tDxu, ∂
k
tD
2
xu ∈ Lq0(Q
+
r ) for any
k = 1, 2, . . ..
Let ζr(x) and ψr(t) be infinitely differentiable functions defined on Rd and R,
respectively, such that
ζr(x) = 1 on B2r/3, ζr(x) = 0 on R
d \ Br,
ψr(t) = 1 on t ∈ (−4r
2/9, 4r2/9), ψr(t) = 0 on t ∈ R \ (−r
2, r2).
We set φr(t, x) = ψr(t)ζr(x). Then φr = 1 on Q2r/3 and |Dφr| ≤ 4/r.
For the given r ∈ (0,R0), let aˆi j(t) be the matrix defined in Assumption 1.1 (δ)
such that ?
Q+r
|ai j(t, x)− aˆi j(t)| dx dt ≤ δ, ∀ i, j = 1, 2, . . . , d.
We first consider the following equation:
wt − aˆi j(t)Di jw + ∇p1 = IQ+r ( f + (ai j − aˆi j)Di ju) in (−r
2, 0) ×Rd+
divw = (g − [g(t, ·)]ζr,B+r )φr in (−r
2, 0) ×Rd+
w(−r2, ·) = 0 in Rd+
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with the Lions boundary conditions
Ddwk = wd = 0 on {xd = 0} for k = 1, 2, . . . , d − 1,
where
[g(t, ·)]ζr,B+r =
∫
B+r
g(t, y)ζr(y) dy∫
B+r
ζr(y) dy
.
To find a strong solution (w, p1) to the above equation using Theorem 1.4, we need
to check that
g˜(t, x) :=
(
g − [g(t, ·)]ζr,B+r
)
φr ∈ Lq0
(
(−r2, 0) ×Rd+
)
, Dg˜ ∈ Lq0
(
(−r2, 0) ×Rd+
)
,
g˜(−r2, ·) = 0, and that there exists G = (G1, . . . ,Gd) ∈ Lq0(R
d
T,+) such that
∂t g˜ = divG
in (−r2, 0) ×Rd+ in the sense as in (1.7). The first three conditions are easy to check,
so we check only the last one. Since u(t, x) is infinitely differentiable in t and
∂t divu ∈ Lq0(Q
+
r ), we have
∂t g˜ =
(
∂tg − [∂tg(t, ·)]ζr,B+r
)
ζr(x)ψr(t) +
(
g − [g(t, ·)]ζr,B+r
)
ζr(x)ψ
′
r(t),
which belongs to Lq0
(
(−r2, 0) ×Rd+
)
. From this it follows that
∫
B+r
∂t g˜(t, x) dx = 0.
Then, as in the proof of Theorem 1.4, we find G ∈W0,1q0
(
(−r2, 0) × B+r
)
such that

divG = ∂t g˜(t, x) in (−r
2, 0) × B+r ,
G(t, x) = 0 f or (t, x) ∈ (−r2, 0) × ∂B+r .
We again denote by G the zero extension of G on (−r2, 0) ×
(
R
d
+ \ B
+
r
)
. Then, using
the fact that g˜has compact support on (−r2, 0]×B+r and the zeroboundary condition
of G(t, ·) on ∂B+r , we arrive at
∂t g˜ = divG
in (−r2, 0) × Rd+. Hence, the existence of w is ensured by Theorem 1.4. Further, it
follows from Theorem 1.4 that
‖D2w‖Lq0 ((−r2,0)×R
d
+) ≤ N
(
‖ f ‖Lq0 (Q
+
r ) + ‖(ai j − aˆi j)Di ju‖Lq0 (Q
+
r ) + ‖Dg˜‖Lq0((−r2,0)×R
d
+)
)
,
where N = N(d, ν, q0). Note that
‖Dg˜‖Lq0((−r2,0)×R
d
+) =
∥∥∥∥D [(g − [g(t, ·)]ζr,B+r
)
φr
]∥∥∥∥
Lq0 ((−r2,0)×R
d
+)
≤ ‖Dg‖Lq0 (Q
+
r ) +
∥∥∥∥(g − [g(t, ·)]ζr,B+r
)
Dφr
∥∥∥∥
Lq0 (Q
+
r )
≤ ‖Dg‖Lq0 (Q
+
r ) + 4r
−1
∥∥∥g − [g(t, ·)]ζr,B+r
∥∥∥
Lq0 (Q
+
r )
,
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where∥∥∥g − [g(t, ·)]ζr,B+r ∥∥∥Lq0 (Q+r ) =
1∫
B+r
ζr(y) dy
∥∥∥∥∥∥
∫
B+r
(
g(t, x)− g(t, y)
)
ζr(y) dy
∥∥∥∥∥∥
Lq0 (Q
+
r )
≤ N(d)
?
B+r
‖g(t, x)− g(t, y)‖Lq0 (Q
+
r )ζr(y) dy
because
∫
B+r
ζr(y) dy is comparable to |B+r |. By Ho¨lder’s inequality and the Poincare´
inequality,?
B+r
‖g(t, x)− g(t, y)‖Lq0 (Q
+
r )ζr(y) dy
≤ N
(?
B+r
∫
Q+r
|g(t, x)− g(t, y)|q0 dx dt dy
) 1
q0 ≤ N(d, q0)r‖Dg‖Lq0 (Q
+
r ).
Hence, we obtain
‖D2w‖Lq0 ((−r2,0)×R
d
+)
≤ N(d, ν, q0)
[
‖ f ‖Lq0 (Q
+
r ) + ‖(ai j − aˆi j)Di ju‖Lq0 (Q
+
r ) + ‖Dg‖Lq0 (Q
+
r )
]
.
From this and by using Assumption 1.1 (δ) and Ho¨lder’s inequality for the middle
term on the right-hand side of the last estimate, we have
(|D2w|q0)
1
q0
Q+r
≤ N(d, ν, q0)
[
(|Dg|q0)
1
q0
Q+r
+ (| f |q0)
1
q0
Q+r
]
+N(d, ν, q0, q)δ
1
q0
− 1
q (|D2u|q)
1
q
Q+r
. (5.4)
Now, let (v, p2) = (u − w, p − p1). We see that (v, p2) satisfies
vt − a¯i j(t)Di jv + ∇p2 = 0, div v = [g(t, ·)]ζr,B+r
inQ+
2r/3 with the boundary conditions as in (1.2). By using (3.4) in Lemma 3.1 with
suitable scaling, we have
‖D2v‖Lq0 (Q
+
r/2
) ≤ N
d−1∑
i=1
r−1
(
‖Dx′vi − [Dx′vi]B+
2r/3
(t)‖Lq0 (Q
+
2r/3
) + ‖Ddvi‖Lq0 (Q
+
2r/3
)
)
+Nr−1‖Dx′vd‖Lq0 (Q
+
2r/3
),
whereN = N(d, ν, q0). It is clear that, for instance, [Dx′vi]B+
2r/3
(t) can be replacedwith
[Dx′vi]B+r (t) on the right-hand side of the above inequality. From this, the triangle
inequality, and the Poincare´ inequality on terms involving w, we obtain
(|D2v|q0)
1
q0
Q+
r/2
≤ r−1N(d, ν, q0)
[
(|Du − [Du]B+r (t)|
q0)
1
q0
Q+r
+ (|Dw − [Dw]B+r (t)|
q0)
1
q0
Q+r
]
+ r−1N(d, ν, q0)
d−1∑
i=1
[
(|Ddui|
q0)
1
q0
Q+r
+ (|Ddwi|
q0)
1
q0
Q+r
]
+ r−1N(d, ν, q0)
[
(|Dx′ud|
q0)
1
q0
Q+r
+ (|Dx′wd|
q0)
1
q0
Q+r
≤ N(d, ν, q0)r
−1
[
(|Du − [Du]B+r (t)|
q0)
1
q0
Q+r
+
d−1∑
i=1
(|Ddui|
q0)
1
q0
Q+r
+ (|Dx′ud|
q0)
1
q0
Q+r
]
+N(d, ν, q0)(|D
2w|q0)
1
q0
Q+r
. (5.5)
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Observe that in the last inequality, we applied the Poincare´ inequality to the terms
Ddwi andDx′wd with i = 1, 2, . . . , d−1 because these terms vanish on {xd = 0}. Then,
by the triangle inequality and (5.5), we infer that
(|D2u|q0)
1
q0
Q+
r/2
≤ (|D2w|q0)
1
q0
Q+
r/2
+ (|D2v|q0)
1
q0
Q+
r/2
≤ N(d, ν, q0)r
−1
[
(|Du − [Du]B+r (t)|
q0)
1
q0
Q+r
+
d−1∑
i=1
(|Ddui|
q0)
1
q0
Q+r
+ (|Dx′ud|
q0)
1
q0
Q+r
]
+N(d, ν, q0)(|D
2w|q0)
1
q0
Q+r
.
This estimate and (5.4) imply (5.2) as well as (5.3). The proof of the lemma is thus
complete. 
Corollary 5.2. Let q0 ∈ (1,∞), q ∈ (q0,∞), r ∈ (0,R0), and δ ∈ (0, 1). Suppose that
T > 0 and Ω ⊂ Rd+ satisfies (5.1) for some γ > 0. Let u ∈ W
1,2
q ((−T − r
2, 0) ×Ωr)d be a
strong solution to (1.1) in (−T − r2, 0) ×Ωr with the boundary conditions (1.2) on (−T −
r2, 0)× (Ωr ∩ {x : xd = 0}), where p ∈W
0,1
1
((−T− r2, 0)×Ωr), f ∈ Lq0((−T− r
2, 0)×Ωr)d,
and Dg ∈ Lq0((−T − r
2, 0) ×Ωr)d. Further, suppose that Assumption 1.1 (δ) holds. Then
we have
(|D2u|q0)
1
q0
(−T,0)×Ω
≤ N(d, ν, q0, γ)
((T + r2)|Ωr|)
1
q0
(T|Ω|)
1
q0
[
(|Dg|q0)
1
q0
(−T−r2,0)×Ωr
+ (| f |q0)
1
q0
(−T−r2,0)×Ωr
+ r−1(|Du|q0)
1
q0
(−T−r2,0)×Ωr
]
+N(d, ν, q0, q, γ)
((T + r2)|Ωr|)
1
q
(T|Ω|)
1
q
δ
1
q0
− 1q (|D2u|q)
1
q
(−T−r2,0)×Ωr
.
(5.6)
Proof. We use a partition of unity argument. By using (5.3) and the corresponding
interior estimate (cf. [11, Lemma 4.1]), for any x0 ∈ Ω and t0 ∈ (−T, 0), we have
(|D2u|q0)Q+
r/8
(t0 ,x0) ≤ N(d, ν, q0)
[
(|Dg|q0)Q+r (t0 ,x0) + (| f |
q0)Q+r (t0,x0) + r
−q0(|Du|q0)Q+r (t0 ,x0)
]
+N(d, ν, q0, q)δ
1−q0/q(|D2u|q)
q0/q
Q+r (t0 ,x0)
.
In particular, when dist(x0, {xd = 0}) < r/8 so that we need to apply the boundary
estimate (5.3), we use the relations
Q+r/8(t0, x0) ⊂ Q
+
r/4(t0, xˆ0) ⊂ Q
+
r/2(t0, xˆ0) ⊂ Q
+
r (t0, x0),
where xˆ0 is the projection of x0 onto {xd = 0}.
Now to obtain (5.6), it suffices to integrate both sides of the above inequality
with respect to (t0, x0) ∈ (−T, 0) × Ω and use Ho¨lder’s inequality and the interior
measure condition (5.1). 
We now state the following result on the interior mean oscillation estimate of
the vorticity solutions, which is [11, Lemma 4.7].
Lemma 5.3. Let q1 ∈ (1,∞), q0 ∈ (1, q1), δ ∈ (0, 1), R0 ∈ (0, 1/4), r ∈ (0,R0), κ ∈
(0, 1/4), and z0 ∈ Q+1 such that Q
+
r (z0) = Qr(z0). Suppose that Assumption 1.1 (δ) holds.
Let u ∈ W1,2q1 (Qr(z0))
d be a strong solution of (1.1) in Qr(z0), where p ∈ W
0,1
1
(Qr(z0)),
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f ∈ Lq0(Qr(z0))
d, and Dg ∈ Lq0(Qr(z0))
d. Then
(|Dω − (Dω)Qκr(z0)|)Qκr(z0)
≤ N(d, ν, q0)κ
− d+2q0 (| f |q0)
1
q0
Qr(z0)
+N(d, q0)κ
− d+2q0 (|Dg|q0)
1
q0
Qr(z0)
+N(n, ν, q0, q1)
(
κ
− d+2q0 δ
1
q0
− 1q1 + κ
)
(|D2u|q1)
1/q1
Qr(z0)
,
where ω = ∇ × u is the matrix of vorticity.
In the next lemma, we prove a boundarymean oscillation estimate of the deriva-
tives of the vorticity matrix ω = ∇ × u.
Lemma 5.4. Let q1 ∈ (1,∞), q0 ∈ (1, q1), δ ∈ (0, 1), R0 ∈ (0, 1/4), r ∈ (0,R0/4),
κ ∈ (0, 1/4), and z0 ∈ Q+1 . Suppose that Assumption 1.1 (δ) holds. Let u ∈W
1,2
q1 (Q
+
5r(z0))
d
be a strong solution to (1.1) in Q+5r(z0) with the boundary conditions (1.2) on Q
+
5r(z0) ∩
{(t, x) : xd = 0}, where p ∈ W
0,1
1
(Q+
5r
(z0)), f ∈ Lq0(Q
+
5r
(z0))
d, and Dg ∈ Lq0(Q
+
5r
(z0))
d.
Then
(|Dω − (Dω)Q+κr(z0)|)Q+κr(z0)
≤ N(d, ν, q0)κ
− d+2q0 (| f |q0)
1
q0
Q+
5r
(z0)
+N(d, ν, q0)κ
− d+2q0 (|Dg|q0)
1
q0
Q+
5r
(z0)
+N(n, ν, q0, q1)
(
κ
− d+2q0 δ
1
q0
− 1q1 + κ
1
2
)
(|D2u|q1)
1/q1
Q+
5r
(z0)
.
Proof. We write z0 = (t0, x′0, xd0), and we split the proof into two cases.
Case I: xd0 ≥ r. In this case, as Q
+
r (z0) = Qr(z0), we use Lemma 5.3 to conclude that
(|Dω − (Dω)Q+κr(z0)|)Q+κr(z0)
≤ N(d, ν, q0)κ
− d+2q0 (| f |q0)
1
q0
Q+r (z0)
+N(d, q0)κ
− d+2q0 (|Dg|q0)
1
q0
Q+r (z0)
+N(n, ν, q0, q1)
(
κ
− d+2q0 δ
1
q0
− 1q1 + κ
)
(|D2u|q1)
1/q1
Q+r (z0)
.
In addition, observe that since Q+r (z0) ⊂ Q
+
5r(z0),
(|h|)Q+r (z0) ≤ N(d)(|h|)Q+5r(z0)
for every measurable function h. Therefore, the assertion of the lemma follows.
Case II: xd0 < r. In this case, we write zˆ0 = (t0, xˆ0), where xˆ0 = (x′0, 0). We observe
that Q+r (z0) ⊂ Q
+
2r(zˆ0). Moreover, as κ < 1/4 and |z0 − zˆ0| < r, we see that
Q+κr(z0) ⊂ Q
+
4r/3(zˆ0) ⊂ Q
+
2r(zˆ0) ⊂ Q
+
4r(zˆ0) ⊂ Q
+
5r(z0).
Let (w, p1) and (v, p2) be as in the proof of Lemma 5.1. In particular, (w, p1) is the
strong solution of{
wt − aˆi j(t)Di jw + ∇p1 = IQ4r(zˆ0)[ f + (ai j − aˆi j(t))Di ju],
divw = φ4r(z − zˆ0)(g − [g(t, ·)]ζ4r(·−xˆ0),B+4r(xˆ0))
in (−(4r)2 + t0, t0) × Rd+ with zero initial condition at t = t0 − (4r)
2 and the Lions
boundary conditions
Ddwk = wd = 0 on {xd = 0} for k = 1, 2, . . . , d − 1.
Here aˆi j(t) is the matrix defined in Assumption 1.1 (δ) such that?
Q+
4r
(zˆ0)
|ai j(t, x)− aˆi j(t)| dx dt ≤ δ, ∀ i, j = 1, 2, . . . , d.
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Moreover, (v, p2) = (u − w, p − p1) is a strong solution of
vt − a¯i j(t)Di jv + ∇p2 = 0, div v = [g(t, ·)]ζ4r(·−xˆ0),B+4r(xˆ0)
in Q+
8r/3(zˆ0) satisfying the Lions boundary conditions on {xd = 0}. Let us denote
by ω1 = ∇ × w and ω2 = ∇ × v the vorticity matrices of w and v, respectively. We
deduce from (5.4) that
(|Dω1|
q0)
1
q0
Q+
4r
(zˆ0)
≤ (|D2w|q0)
1
q0
Q+
4r
(zˆ0)
≤ N(d, ν, q0)
[
(|Dg|q0)
1
q0
Q+
4r
(zˆ0)
+ (| f |q0)
1
q0
Q+
4r
(zˆ0)
]
+ δ
1
q0
− 1q1 N(d, ν, q1, q0)(|D
2u|q1)
1
q1
Q+
4r
(zˆ0)
. (5.7)
By applying Lemma 3.2 with α = 1/2 and suitable scaling, the triangle inequality,
and Ho¨lder’s inequality, we obtain
(|Dω2 − (Dω2)Q+κr(z0)|)Q+κr(z0)
≤ N(κr)
1
2 [[Dω2]]
C
1
4
, 12 (Q+
4r/3
(zˆ0))
≤ N(d, ν, q0)κ
1
2 (|Dω2|
q0)
1
q0
Q+
8r/3
(zˆ0)
≤ N(d, ν, q0)κ
1
2
[
(|Dω|q0)
1
q0
Q+
4r
(zˆ0)
+ (|Dω1|
q0)
1
q0
Q+
4r
(zˆ0)
]
≤ N(d, ν, q0)κ
1
2
[
(|D2u|q1)
1
q1
Q+
4r
(zˆ0)
+ (|Dω1|
q0)
1
q0
Q+
4r
(zˆ0)
]
.
Then, by combining this estimate with (5.7) and the fact that δ ∈ (0, 1), we infer that
(|Dω2 − (Dω2)Q+κr(z0)|)Q+κr(z0) ≤ N(d, ν, q0)κ
1
2
[
(|Dg|q0)
1
q0
Q+
4r
(zˆ0)
+ (| f |q0)
1
q0
Q+
4r
(zˆ0)
]
+N(d, ν, q1, q0)(κ
1
2 + δ
1
q0
− 1
q1 )(|D2u|q1)
1
q1
Q+
4r
(zˆ0)
. (5.8)
Now, by using the inequality?
Q+κr(z0)
|Dω − (Dω)Q+κr(z0)| dx dt ≤ 2
?
Q+κr(z0)
|Dω − c| dx dt
with c = (Dω2)Q+κr(z0), and then applying the triangle inequality and Ho¨lder’s in-
equality, we have?
Q+κr(z0)
|Dω − (Dω)Q+κr(z0)| dx dt ≤ 2
?
Q+κr(z0)
|Dω − (Dω2)Q+κr(z0)| dx dt
≤ 2
?
Q+κr(z0)
|Dω2 − (Dω2)Q+κr(z0)| dx dt+N(d, q0)κ
− d+2q0
(?
Q+r (z0)
|Dω1|
q0 dx dt
) 1
q0
≤ 2
?
Q+κr(z0)
|Dω2 − (Dω2)Q+κr(z0)| dx dt+N(d, q0)κ
− d+2q0

?
Q+
4r
(zˆ0)
|Dω1|
q0 dx dt

1
q0
.
This estimate, (5.7), and (5.8) imply that
(|Dω − (Dω)Q+κr(z0)|)Q+κr(z0)
≤ N(d, ν, q0)κ
− d+2q0 (| f |q0)
1
q0
Q+
4r
(zˆ0)
+N(d, ν, q0)κ
− d+2q0 (|Dg|q0)
1
q0
Q+
4r
(zˆ0)
+N(d, ν, q0, q1)
(
κ
− d+2q0 δ
1
q0
− 1q1 + κ
1
2
)
(|D2u|q1)
1
q1
Q+
4r
(zˆ0)
.
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Again, as Q+
4r
(zˆ0) ⊂ Q
+
5r(z0), we see that
(|h|)Q+
4r
(zˆ0) ≤ N(d)(|h|)Q+5r(z0)
for every measurable function h, so the assertion of the lemma follows. The proof
is then complete. 
Our next lemma gives the key estimates of Dω and D2u in the mixed norm.
Lemma 5.5. Let R ∈ [1/2, 1), R1 ∈ (0,R0), δ ∈ (0, 1), κ ∈ (0, 1/4), s, q ∈ (1,∞),
q1 ∈ (1,min{s, q}), and q0 ∈ (1, q1). Assume that Assumption 1.1 (δ) holds. Let u ∈
W1,2s,q (Q
+
R+R1
)d be a strong solution to (1.1) in Q+R+R1 with the boundary conditions (1.2) on
QR+R1∩{(t, x) : xd = 0}, where p ∈W
0,1
1
(Q+
R+R1
), f ∈ Ls,q(Q
+
R+R1
)d, andDg ∈ Ls,q(Q
+
R+R1
)d,
and let ω = ∇ × u denote the matrix of vorticity defined in (3.5). Then we have
‖Dω‖Ls,q(Q+R) ≤ Nκ
− d+2q0 ‖ f ‖Ls,q(Q+R+R1/2)
+Nκ
− d+2q0 ‖Dg‖Ls,q(Q+R+R1/2)
+N
(
κ
− d+2q0 δ
1
q0
− 1q1 + κ
1
2
)
‖D2u‖Ls,q(Q+R+R1/2)
+Nκ
− d+2q0 R−11 ‖Du‖Ls,q(Q+R+R1/2)
(5.9)
and
‖D2u‖Ls,q(Q+R) ≤ Nκ
− d+2q0 ‖ f ‖Ls,q(Q+R+R1 )
+Nκ−
d+2
q0 ‖Dg‖Ls,q(Q+R+R1 )
+N
(
κ
− d+2q0 δ
1
q0
− 1q1 + κ
1
2
)
‖D2u‖Ls,q(Q+R+R1 )
+Nκ
− d+2q0 R−11 ‖Du‖Ls,q(Q+R+R1 )
. (5.10)
Proof. We first prove (5.9). We consider two cases.
Case I: r ∈ (0,R1/10). It follows from Lemma 5.4 that for all z0 ∈ Q+R,
(|Dω − (Dω)Q+κr(z0)|)Q+κr(z0) ≤ N(d, ν, q0)κ
− d+2q0 (| f |q0)
1
q0
Q+
5r
(z0)
+N(d, ν, q0)κ
− d+2q0 (|Dg|q0)
1
q0
Q+
5r
(z0)
+N(d, ν, q0, q1)
(
κ
− d+2q0 δ
1
q0
− 1q1 + κ
1
2
)
(|D2u|q1)
1
q1
Q+
5r
(z0)
.
Observe that because r < R1/10, we have Q+5r(z0) ⊂ Q
+
R+R1/2
. Therefore,
(|Dg|q0)
1
q0
Q+
5r
(z0)
≤ M(IQ+
R+R1/2
|Dg|q0)
1
q0 (z0),
(| f |q0)
1
q0
Q+
5r
(z0)
≤ M(IQ+
R+R1/2
| f |q0)
1
q0 (z0), and
(|D2u|q1)
1
q1
Q+
5r
(z0)
≤M(IQ+
R+R1/2
|D2u|q1)
1
q1 (z0),
whereM is the Hardy–Littlewood maximal function. These estimates imply that
(|Dω − (Dω)Q+κr(z0)|)Q+κr(z0) ≤ Nκ
− d+2q0 M(IQ+
R+R1/2
| f |q0)
1
q0 (z0)
+Nκ−
d+2
q0 M(IQ+
R+R1/2
|Dg|q0)
1
q0 (z0) +N
(
κ−
d+2
q0 δ
1
q0
− 1q1 + κ
1
2
)
M(IQ+
R+R1/2
|D2u|q1)
1
q1 (z0).
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Case II: r ∈ [R1/10, 2R/κ) and z0 = (t0, x0) ∈ Q+R such that t0 ∈ [−R
2 + (κr)2/2, 0]. In
this case, we simply estimate
(|Dω− (Dω)Q+κr(z0)∩Q+R |)Q+κr(z0)∩Q+R ≤ 2(|Dω|)Q+κr(z0)∩Q+R ≤ 2(|Dω|
q0)
1
q0
Q+κr(z0)∩Q
+
R
≤ Nκ
− d+2
q0
[
(| f |q0)
1
q0
Q+
κr+R1/2
(z0)∩Q+R+R1/2
+ (|Dg|q0)
1
q0
Q+
κr+R1/2
(z0)∩Q+R+R1/2
(5.11)
+ R−11 (|Du|
q0)
1
q0
Q+
κr+R1/2
(z0)∩Q+R+R1/2
]
+Nκ
− d+2q1 δ
1
q0
− 1q1 (|D2u|q1)
1
q1
Q+
κr+R1/2
(z0)∩Q+R+R1/2
,
where we used Corollary 5.2 and R1/10 ≤ r in the last inequality.
Now, we take X = Q+R and define the dyadic sharp function (Dω)
#
dy
of Dω in X.
From the above two cases, we conclude that for any z0 ∈ X,
(Dω)#dy(z0) ≤ Nκ
− d+2q0
[
M(IQ+
R+R1/2
(| f | + |Dg|)q0)
1
q0 (z0) + R
−1
1 M(IQ+R+R1/2
|Du|q0)
1
q0 (z0)
]
+N
(
κ
− d+2q0 δ
1
q0
− 1q1 + κ
1
2
)
M(IQ+
R+R1/2
|D2u|q1)
1
q1 (z0).
Indeed, by the properties in [8, Theorem 2.1], for any element Qnα in the partitions
of Q+R, there exists z0 = (t0, x0) such that −R
2 + (κr)2/2 ≤ t0 ≤ 0 and
Qnα ⊂ Q
+
κr(z0) ∩Q
+
R,
where the volumes of Qnα and Q
+
κr(z0) are comparable. Recalling that 1 < q0 < q1 <
min{s, q}, by Lemma 2.2 and the Hardy–Littlewood maximal function theorem in
mixed-norm spaces (see, for instance, [8, Corollary 2.6]),
‖Dω‖Ls,q(Q+R) ≤ N
[
‖(Dω)#dy‖Ls,q(Q+R) + R
2
s +
d
q (|Dω|)Q+
R
]
≤ Nκ
− d+2q0 ‖M(IQ+
R+R1/2
(| f | + |Dg|)q0)
1
q0 ‖Ls,q(Rd+1) +Nκ
− d+2q0 R−11 ‖M(IQ+R+R1/2
|Du|q0)
1
q0 ‖Ls,q(Rd+1)
+N
(
κ−
d+2
q0 δ
1
q0
− 1q1 + κ
1
2
)
‖M(IQ+
R+R1/2
|D2u|q1)
1
q1 ‖Ls,q(Rd+1) +NR
2
s +
d
q (|Dω|)Q+
R
≤ N
[
κ
− d+2q0 ‖ f ‖Ls,q(Q+R+R1/2)
+ κ
− d+2q0 ‖Dg‖Ls,q(Q+R+R1/2)
+ κ
− d+2q0 R−11 ‖Du‖Ls,q(Q+R+R1/2)
+
(
κ
− d+2q0 δ
1
q0
− 1q1 + κ
1
2
)
‖D2u‖Ls,q(Q+R+R1/2)
+ R
2
s +
d
q (|Dω|)Q+
R
]
.
Similar to (5.11), by Corollary 5.2, the last term on the right-hand side above is
bounded by
NR
2
s +
d
q
[
(| f |q0)
1
q0
Q+
R+R1/2
+ (|Dg|q0)
1
q0
Q+
R+R1/2
+ R−11 (|Du|
q0)
1
q0
Q+
R+R1/2
+ δ
1
q0
− 1q1 (|D2u|q1)
1
q1
Q+
R+R1/2
]
≤ N
[
‖ f ‖Ls,q(Q+R+R1/2)
+ ‖Dg‖Ls,q(Q+R+R1/2)
+ R−11 ‖Du‖Ls,q(Q+R+R1/2)
+ δ
1
q0
− 1q1 ‖D2u‖Ls,q(Q+R+R1/2)
]
,
wherewe usedHo¨lder’s inequality in the last line. Combining the two inequalities
above, we obtain (5.9).
Next, we prove (5.10). Since u satisfies (4.22) in Q+
R+R1
with g in place of g˜ and
with either the zero Dirichlet or Neumann boundary condition, by the boundary
mixed-norm Sobolev estimate for non-divergence form parabolic equations (cf.
[8]), we have
‖D2u‖Ls,q(Q+R) ≤ N‖Dω‖Ls,q(Q+R+R1/2)
+N‖Dg‖Ls,q(Q+R+R1/2)
+NR−21 ‖u‖Ls,q(Q+R+R1/2)
.
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Replacing ui with ui − [ui]B+
R+R1/2
(t) for i = 1, . . . , d − 1 and using the interior and
boundary Poincare´ inequality, we infer that
‖D2u‖Ls,q(Q+R) ≤ N‖Dω‖Ls,q(Q+R+R1/2)
+N‖Dg‖Ls,q(Q+R+R1/2)
+NR−11 ‖Du‖Ls,q(Q+R+R1/2)
. (5.12)
Combining (5.12) and (5.9) with R+R1/2 in place of R, we obtain (5.10). The lemma
is proved. 
Now we are ready to give the proof of Theorem 1.2.
Proof of Theorem 1.2. For k = 1, 2, . . ., we denote Qk = (−(1− 2−k)2, 0)× B+
1−2−k
. Let k0
be the smallest positive integer such that 2−k0−1 ≤ R0. For k ≥ k0, we apply (5.10)
with R = 1 − 2−k and R1 = 2
−k−1 to get
‖D2u‖Ls,q(Qk) ≤ Nκ
− d+2q0 ‖ f ‖Ls,q(Qk+1) +Nκ
− d+2q0 ‖Dg‖Ls,q(Qk+1)
+N
(
κ
− d+2q0 δ
1
q0
− 1q1 + κ
1
2
)
‖D2u‖Ls,q(Qk+1) +Nκ
− d+2q0 2k‖Du‖Ls,q(Qk+1). (5.13)
From (5.13) and the interpolation inequalities, we obtain
‖D2u‖Ls,q(Qk) ≤ Nκ
− d+2q0 ‖ f ‖Ls,q(Qk+1) +Nκ
− d+2q0 ‖Dg‖Ls,q(Qk+1)
+N
(
κ
− d+2q0 δ
1
q0
− 1q1 + κ
1
2
)
‖D2u‖Ls,q(Qk+1) +Nκ
− 12−
2(d+2)
q0 22k‖u‖Ls,q(Qk+1), (5.14)
where the constants N above are independent of k. We then take κ sufficiently
small and then δ sufficiently small so that
N
(
κ−
d+2
q0 δ
1
q0
− 1
q1 + κ
1
2
)
≤ 1/5.
Finally, we multiply both sides of (5.14) by 5−k and sum over k = k0, k0 + 1, . . . to
obtain the desired estimate. The theorem is proved. 
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