In this work, we present the approximate solutions of higher order nonlinear boundary value problems by an efficient numerical algorithm. The New Iterative Method (NIM) will by used to find such solutions. The solutions thus obtained by NIM, are in the form of rapidly convergent series. The approach developed is tested through examples, which gives the stability and efficiency of the proposed algorithm.
Introduction
Instability sets in as ordinary convection, when a uniform magnetic field is applied across the fluid in the direction of gravity. In this case, it is modelled by a tenth-order boundary value problem and is modelled by 12 th order boundary value problem when it sets in as overstability. The occurence of higer order boundary value problems should be studied, for more details, in [15, 6, 9] . In [12] , eighth-order differential equation occurring in torsional vibration of uniform beams was investigated. In hydrodynamic and hydromagnetic stability [15, 6, 9] , a class of characteristic-value problems of high order are known to arise. In [13] , a book by Agarwal, theorems which list the conditions for the existence and uniqueness of solutions of such problems are discussed comprehensivelly.
Because of mathematical importance and potential for applications in hydrodynamic and hydromagnetic stability, the boundary value problems of higher order have been investigated. BVPs of sixth order has been solved by Baldwin by applying global phase-integral method [11] . However, numerical methods of solving such problems were introduced by Chawla and Katti [10] . A modified form of Adomian decomposition method is applied to investigate the higher order boudary value problems and the results obtained demonstrate reeliability and efficiency [1, 2, 3] .
In the present work, we introduce the numerical solution to higher order boundary value problems with a better accuracy level. The goal of this study can be achieved when we apply the new iterative method and compare its obtained results with the modified form of decomposition method [1, 2, 3, 5] , which in recent years, has been used in obtaining approximate solutions to a wide class of differential and integral equations. Just like in decomposition method, the main advantage of the proposed algorithm is that it can be used directly without using restrictive assumptions. The new scheme will be applied to higher order nonlinear differential equations in a straightforward manner. The new iterative method provides a quality improvment over modified decomposition method [5] .
The special 2m-order BVP contained the boundary conditions at even order derivatives [9] . We will apply, for comparision reasons, our technique using these types of boundary conditions. However, our proposed scheme can handle any two-point boundary value conditions defined at any order derivatives.
New Iterative Method
Let us consider the nonlinear functional equation [16] 
Where f is a function of x, L(z) is linear and ψ(z) is a nonlinear term. The series solution of the above functional equation is given by
As L is linear, so we can write
Let us define
For solution pupose, the components of z are given by the recursive relations as under
Comparison of ADM and NIM
Taylor series expansion for nonlinear term ψ(z) about z 0 is given by
In ADM, the terms of the right hand side of the above equation are grouped as
Analysis of NIM
For convenient, we consider an n-order BVP of the form
with boundary conditions
is a continuous nonlinear function and
Operating wiht L −1 which is an n-fold integral operator of the form
and using the boundary conditions at x = 0, the last equation becomes
Using the New Iterative method (NIM), the solution z(x) in series form is given by
and the nonlinear term g(z) by an infinite series as follows
Where J n s are defined in Eqs. (2) and (3). These can be constructed for various class of nonlinearity according to specific algorithm set by Daftardar.G [16, 14] . Substituting (6), (7) into (5), we have
The New Iterative Method identifies the zeroth component z 0 (x) by all terms that arise from the boundary conditions at x = 0 and from integrating the source term. The NIM admits the use of the recursive relation as
From here, the obtained components z n (x), n ≥ 0 of z(x) contain the arbitrary constants. To determine these constants, we impose the boundary conditions
The resulting algebraic system of equations can be solved easily to determine the values of these constants for the series solution of the n th order BVP.
Convergence of NIM
The convergence of NIM is presented by Bhalekar and Daftardar Gejji [17] as follows.
J n is absolutely convergent and moreover,
J n is absolutely convergent.
Numerical Results
In this section, we present the solution of two nonlinear BVPs, one of tenth and the other is of twelveth order by using the New Iterative Method. To compare the obtained results with ADM, DTM, OHAM and HPM, we construct tables containing the errors obtained. Example I First consider the tenth order nonlinear BVP of the form
Subject to the boundary conditions
The exact solution for this problem is
The given equation can be written in an operator form by
Operating the last equation with L −1 , which is of course a tenfold integral operator and using the boundary conditions at x = 0, we have
Where α, β, γ, η and λ are constants to be determined by using the boundary conditions at x = 1 later. We use NIM for the solution of z(x) as under;
Where J s are defined in (2) and (3). The components of z(x) are given by;
For k = 0, we have;
Therefore the approximation of z(x) is given by; Table 1 shows the exact values and the errors obtained by using DTM, HPM, ADM and NIM. It also provides some numerical evidence which suggests that the performance of the NIM is promising. Example II Now we consider a twelveth order nonlinear BVP of the form
with boundary conditions:
The exact solution of this problem is In an operator form, Eq. (10) can be written as
Operating with L −1 , which is a 12-fold integral operator, and apply the boundary conditions at x = 0, Eq. (12) 
where α, β, μ, δ, σ and ρ are constants to be determined later. Now using NIM, we can write 
Using the above relation, for k = 0, we find 
Concluding Remarks
The computations related with the two examples discussed above were performed by using Mathematica 7.0. We therefore conclude that the proposed algorithm (NIM), produced a ripidly convergent series as compared to DTM, OHAM, HPM and ADM. No restrictions or complicated calculations are required in this approach (NIM) as compared to the other approaches. Moreover, numerical methods based on NIM would require less computational effort.
