Geometric and signomial programming are emerging as promising methods for aircraft design optimization, having both been demonstrated to reliably and quickly find optimal solutions to aircraft design problems. To better understand how they perform compared with more conventional alternatives, this work presents a direct comparison with a general nonlinear programming approach. The crux of geometric programming, and by extension signomial programming, is in the formulation and the logarithmic transformation that makes the problem convex. Starting with the same problem formulation we assess the difference in speed and effectiveness achieved by performing the transformation. Two relatively small aircraft design problems, one a geometric program, the other a signomial program, are solved using the interior point and sequential quadratic programming alogrithms implemented in MATLAB's fmincon function, both with and without performing the log transformation first. Results show that performing the log transformation consistently yields the same optimal solution, independent of initial guess, whereas applying a general nonlinear programming technique directly to the un-transformed problem, at best, takes significantly longer and, at worst, terminates at an infeasible solution. The results also show that the general approach is highly sensitive to the initial guess whereas geometric and signomial programming approaches are not.
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I. Introduction
Previous work has demonstrated that simple aircraft design problems can be solved quickly, effectively and easily using Geometric Programming (GP) a [1] , and that conceptual aircraft design problems comprising a more general set of mathematical relationships can be solved quickly, effectively and easily using Signomial Programming (SP) [2] . These claims of speed, effectiveness and ease have limited value, however, without the benchmark of an alternative technique. An important conclusion from both of these works is that aircraft conceptual design models fit naturally into the geometric and signomial programming frameworks, with little to no sacrifice in fidelity. The purpose of this work is to compare GP and SP with general Nonlinear Programming (NLP) techniques, in the context of aircraft design optimization. Using two different aircraft design problems as test cases, comparisons are made based on two metrics: computational cost, as measured by the number of solver iterations, and solution quality, as measured by the final objective value. Before this, we begin with brief introductions to geometric and signomial programming.
A. Geometric Programming
A Geometric Program (GP) is a special form of nonlinear optimization problem that can be transformed into a convex optimization problem through a logarithmic change of variables. To have this property, GPs are limited to using two special classes of function.
A monomial is a function of the form
where a j ∈ R, c ∈ R ++ , and x j ∈ R ++ . For instance, the familiar expression for lift, 1 2 ρV 2 C L S , is a monomial with x = (ρ, V, C L , S ), c = 1/2, and a = (1, 2, 1, 1) .
A posynomial is a function of the form
where a k ∈ R n , c k ∈ R ++ , and x j ∈ R ++ . Thus, a posynomial is simply a sum of monomial terms, and all monomials are also posynomials (with just one term).
In plain English, a GP minimizes a posynomial objective function, subject to monomial equality constraints and posynomial inequality constraints. The standard form of a geometric program in mathematical notation is as follows:
where the p i are posynomial (or monomial) functions, the m i are monomial functions, and x ∈ R n ++ are the decision variables.
Whereas a geometric program is just a type of optimization problem with a certain mathematical structure, for the purpose of this work, geometric programming specifically refers to solving a geometric program by transforming it into logarithmic space through a change of variables:
and then applying a reliable gradient-based optimization technique to the resulting (convex) problem:
log m i (e y ) = 0, i = 1, ..., n m .
Given that an un-transformed GP is a non-convex optimization problem, even applying the same gradient-based optimization technique to an un-transformed GP falls into the significantly more general classification of NLP, without any of the guarantees associated with geometric programming.
B. Signomial Programming
A Signomial Program (SP) is a closely related generalization of a GP that allows signomial constraints. A signomial is a function with the same form as a posynomial,
except that the coefficients, c k ∈ R, can now be any real number. In particular, they can be negative. The 'difference of convex' formulation of a signomial program permits the objective function to be a ratio of posynomials and is given by:
Although (7) is standard form for a signomial program, signomial constraints often take the form p 1 (x) ≤ p 2 (x) or s(x) ≤ p(x), because these are often more intuitive, and both can easily be transformed into the standard form s(x) ≤ 0. This follows the geometric programming convention of using posynomial inequality constraints of the form p(x) ≤ m(x) and monomial equality constraints of the form m 1 (x) = m 2 (x) [3] .
The definition of signomial programming is slightly more nuanced than that for geometric programming, because whereas a geometric program is convex in log space, a signomial program is not. Solving a signomial program with a log transformation is, in principle, no more efficient than solving it without a log transformation, because neither option is convex. Signomial programming refers to the process of solving a signomial program by solving a sequence of GP approximations, each solved via the logarithmic transformation. Note that when a general NLP solver is applied directly to a signomial program, it may also use a sequence of convex approximations to find a solution. The key distinction with signomial programming is that the convex approximations are always geometric programs.
The majority of SP heuristics involve finding a local GP approximation to the SP about an initial guess, x 0 , solving this GP, and then repeating the process, using the previous iteration's optimal solution as the point about which to take the next GP approximation. The process is repeated until the solution converges [3] . The GP approximation is obtained by approximating each signomial constraint with a posynomial constraint.
The first step, if it has not already been done, is to express each signomial, s i (x), as a difference of posynomials, p i (x) and q i (x), and rearrange them to the form of a posynomial less than or equal to another posynomial.
Although (10) is not a GP-compatible constraint, it can be made into a GP constraint if posynomial q i (x) is replaced with its local monomial approximation,q i (x; x 0 ), because a posynomial divided by a monomial is also a posynomial.
Finding a monomial approximation to a posynomial is equivalent to finding a local affine approximation to a nonlinear function in log space. The best-possible local monomial approximation to a posynomial q(x) at the point x 0 is given by [3] :q
where x n are the elements of x and:
C. Choice of Solvers
The MATLAB ® function fmincon is used for this analysis because it is a popular, commercially available generalpurpose optimization tool for finding the minima of constrained nonlinear problems and comprises a number of different types of solver, including both an Interior Point (IP) method solver and a Sequential Quadratic Programming (SQP) solver [4] . Most importantly, it can be used to solve both the transformed and un-transformed versions of the optimization problems solved in this work.
Interior point methods are a powerful class of algorithm that are the method of choice for solving log-transformed GPs, and therefore, by extension, SPs [3] . Though originally derived for solving linear programs, and most frequently used for convex optimization problems, interior point algorithms have also been developed and successfully applied to solving nonlinear, non-convex problems [5] . The fmincon implementation of an interior point method is based on work presented in [6] , [7] and [8] , and is designed to be robust to non-convexity.
SQP is one of the most effective methods for general nonlinearly constrained optimization [9] and is widely used in many fields, including aircraft design [10] . The fmincon implementation of the SQP algorithm is largely based on the algorithm described in [9] .
The fmincon function has a number of options designed to improve its performance. For example, it is possible to provide analytical gradients of the objective and constraints as inputs. When provided to fmincon in the experiments presented below, the analytical gradients are computed as follows. Recalling that monomials and posynomials are specific classes of signomial, the gradient of a signomial:
is computed as:
and checked using the CheckGradients feature in fmincon.
The fmincon function requires an initial guess for each design variable, regardless of which solution algorithm is used. Note that many interior point methods used to solve geometric and signomial programs do not require the user to provide an initial guess, although signomial programming heuristics typically require an initial guess for variables that appear in signomial constraints [3] . Initial guesses used in this paper are based on solutions found a priori using GPkit [11] with MOSEK [12] (academic license) as the backend solver.
In the next section, two test cases are solved: a relatively small GP model for UAV design introduced in [1] , and a slightly larger SP extension of the same model introduced in [13] . To obtain a meaningful comparison, both test cases are solved using a range of different initial guesses, as well as both with and without analytical gradients. All tests are performed on a laptop computer with a 2.4 GHz Intel Core i5 processor, using MATLAB 9.3.0.
II. Test Cases A. Geometric Program
The first test case is the simple UAV design problem from [1] . This problem is a GP with 10 free variables and 8 constraints.
In geometric (and by extension, signomial) programming there is an implicit constraint x > 0. To prevent the solver finding non-physical solutions in the un-transformed case, this constraint is explicitly included, adding a further 10 (very simple) constraints to the problem.
The problem is solved using both the IP and SQP algorithms, with and without the log transformation, using different initial guesses. The un-transformed problem is solved without providing analytical gradients to the solver.
The exact initial guesses used are listed in Table 1 . Option A is an arbitrary initial guess of one for every variable. Without any understanding of a problem, let alone prior knowledge of the solution, this might represent the best initial guess a user can provide. It is also an appealing initial guess because it requires effectively no effort from the user.
Initial guess B is, at the opposite extreme, the globally optimal solution rounded to one significant figure, where the optimal solution is taken from the known GP solution. This is, of course, an unrealistic initial guess -a user does not typically know the globally optimal solution before solving -but it tests the optimizer on what should be an easy problem.
Initial guesses C, D and E are based on the order of magnitude of the optimal solution. These are intended to be intermediate guesses between options A and B, and represent initial guesses that a user might be able to provide in a practical context.
Two different interpretations of the order of magnitude are used: the "floor" and "round" estimates. Using mathematical notation for the floor and round operators, initial guesses C and D are given by 
respectively, where x * is the optimal value, as obtained from the GP solution. Initial guess E is a combination of initial guesses C and D, with one perturbed value (C D ). These three fairly similar variants are intended to test how sensitive the solution is to slight changes in the assumed order of magnitude of the final solution.
The results of the comparison tests are listed in Table 2 . A few observations can be made from the results:
1. As expected, solving with the log transformation consistently yields the (provably global) optimum in a fraction of a second, independent of solver algorithm and initial guess.
2. By contrast, the speed and effectiveness of solving without the log transformation are highly dependent on solver algorithm and initial guess.
3. Applying the IP solver to the un-transformed problem yields a close-to-globally-optimal solution for three of the five initial guesses, although it takes between 10 and 600 times as many iterations compared with solving the transformed problem. Interestingly, the IP solver performs better with the most naive initial guess than with all of the order-of-magnitude guesses.
4. The SQP solver also, surprisingly, performs best on the un-transformed problem with the most naive initial guess, finding the optimal solution in the same time and with only five times as many iterations as needed for the transformed problem. The SQP solver finds notably sub-optimal (10%) local optima for all three order-ofmagnitude initial guesses.
5. There are significant differences in performance between the three order-of-magnitude initial guesses for both solver algorithms. For example, the IP solver returns an optimal solution for initial guess D, an infeasible solution for initial guess C, and a supposedly-feasible solution that actually exploits constraint violation tolerances for initial guess E.
6. Providing analytical gradients to the solvers yields mixed results. In most cases, it has no impact on the final solution and limited effect on the iteration count. Interestingly, it results in a significantly worse local optimum for the IP solver with initial guess D, but simultaneously enables the solver to find an optimal solution for initial guess E, which it does not find with finite difference gradients. For the SQP solver, analytical gradients substantially reduce the number of iterations for initial guess D, whereas, they actually increase the number of iterations for initial guess A. The different optimal solutions are shown in Table 3 . Solutions (I) and (II) are virtually identical. Though not hugely different, solution (III) represents an aircraft that flies slightly slower with a larger wing and a higher lift coefficient. Solution (IV), however, represents a distinctly different aircraft that travels significantly faster with a wing that is simultaneously larger and lighter, due its much smaller aspect ratio. This design results in an aircraft that has almost 50% higher drag than the true optimal design. Solution (V) is an even worse local optimum, with an even larger wing and higher cruise velocity, resulting in a drag that is almost 100% higher than the true optimal design. The key take-away from this example is that, even for a relatively small GP, when the problem is not transformed into log space, both solvers are sensitive to the choice of initial guess and can get stuck in local optima that are substantially worse than the true optimum. Furthermore, even when the solvers are able to find the correct optimum, on average it takes substantially more time and iterations than with the transformed problem.
B. Signomial Program
The second test case is an extension of the first, with the addition of 10 more constraints, including a signomial constraint. It is important to note that adding just one signomial constraint to a geometric program makes it a signomial program, and thus the guarantee of finding a global optimum, if one exists, is lost.
The new constraints capture fuel weight and volume relationships. The fuel can be carried in both the wing and the fuselage and this is captured in the signomial constraint (44). For this example, the objective is to minimize fuel weight. The full signomial program has 20 free variables and 38 constraints, 20 of which are of the form x j > 0.
This model is first solved by direct application of the IP and SQP solvers, both with and without analytical gradients, and then solved using the signomial programming approach described in section I, again with both the IP and SQP solvers. The results are presented in Table 4 .
Both the IP and SQP solvers are used with the first four types of initial guess from the previous example, this time based on a previously found optimal solution of the SP . It should be noted that this SP solution was found using an initial guess of one for every variable that appears in a signomial constraint, in this case, V f f use and V f wing . This choice impacts all of the results obtained in this section.
For a signomial program, the initial guess not only determines the starting point for the solvers, but also, in the case of the log transformation approach, the point about which the first GP approximation is made. Subsequent GP approximations are taken about the optimal solution from the previous iteration, until convergence is achieved. For this signomial program the solution took either 3 or 4 GP iterations to converge, depending on the initial guess. The time and iteration counts in the log transformation column of Table 4 are summations of the time and number of solver iterations required for each GP. The breakdowns of these iterations for the IP and SQP solutions are presented in Table 5 and Table 6 , respectively.
3. When applying the SQP solver directly to the un-transformed problem, only the initial guess closest to the SP optimum results in a final solution that is close to the SP optimum. Initial guess D (order-of-magnitude, round) finds a local optimum that is notably worse (13%) than the SP optimum. Initial guess A (ones) results in an infeasible solution, whereas initial guess C (order-of-magnitude, floor) finds a local optimum that is very far from a global optimum.
4. Once again, providing analytical gradients to the solver yields mixed results. The number of iterations needed to find an optimum is only reduced in one case and there are several cases where analytical gradients either increase the number of iterations or lead to an infeasible solution where the finite difference gradients find a feasible optimum. For the IP solver with initial guess D, using analytical gradients results in a new, significantly worse local optimum. The four interesting feasible solutions are shown in Table 7 . Solution (I), found using the log transformation (signomial programming) approach, regardless of initial guess and solver choice, has reasonable values for each physical quantity in the solution, given the parameters of the problem.
Solution (II), found by direct application of the interior point method to the un-transformed problem for certain initial guesses, is very similar to solution (I), with the exception of a slightly larger fuselage resulting in a slightly higher drag.
Solution (III) is another local optimum. As with the distinct local optima found in the first example, the aircraft designed in this case has a significantly lower (but not unrealistic) aspect ratio, a lower flight time and higher cruise velocity, and a lower lift-to-drag ratio.
Solution (IV) is an even worse local optimum. Although it also has a larger wing and lower aspect ratio, unlike other local optima this design suggests a slower velocity. The most unique aspect of this design is that has virtually no fuselage volume, choosing instead to put all of the fuel in the wings. The result is a design that consumes almost 250% more fuel. Figure 1 shows the location of the first three solutions in the wing volume -fuselage volume design space. When these two variables are fixed, the problem becomes a geometric program. As can be seen, the two best optimal solutions appear to lie on a border to the left of which there is a region where there is no benefit to be gained from further decreasing the wing volume. 
III. Conclusion
The results from this work demonstrate that using a logarithmic change of variables allows gradient-based solvers to more consistently and quickly find better solutions to aircraft design optimization problems, with more robustness to the choice of initial guess. Of course, this requires problems to be expressed as either geometric or signomial programs, and neglects any cost (i.e. time) associated with formulating the problem. However, previous work has demonstrated that many aircraft design relationships can be expressed naturally in a form compatible with either GP or SP, thus making this cost relatively low.
Combining these findings, there is a strong argument for formulating and solving aircraft design problems as geometric and signomial programs wherever possible, due to the speed and robustness advantages they hold over more general NLP approaches.
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