Adaptive Resource Relocation in Virtualized Heterogeneous Clusters by Atif, Muhammad
Adaptive Resource Relocation in
Virtualized Heterogeneous Clusters
A thesis submitted for the degree of
Doctor of Philosophy
of
The Australian National University
Muhammad Atif
November 2010
I declare that the work in this thesis is entirely my own and that to the best of
my knowledge it does not contain any materials previously published or written by
another person except where otherwise indicated.
Muhammad Atif
November 2010
This thesis is dedicated to the loving memory of my father, who taught me to
believe in myself and have a positive attitute towards life.
I also dedicate the thesis to my mother.

Acknowledgements
I would like to express appreciation for Dr. Peter Strazdins for his guidance and
advise during my doctoral research for the past three and a half years. As my
supervisor, he guided me to remain in focus towards achieving the goal. His
observations and comments helped me to broaden the knowledge in the research
area and beyond. He also was instrumental in establishing the overall direction of
the research and steer me towards the goals and milestones of my research work.
I would like to thank my advisors Dr. Alistair Rendell and Dr. Eric McCreath
for their useful comments, suggestions and encouragement throughout my re-
search work. They extended all the possible support during my research work,
which was not only at the academic level but also at the personal level.
My special gratitude for Computer Systems Research Group at the department
of computer science, ANU. These ‘geeks’ have a great tradition of supporting
each other in every possible way. Their constant support, discussions and useful
suggestions acted as catalysts to my research output. I would like to especially
thank Mr. Ahmed El Zein from the ANU supercomputer facility for helping me in
setting up the compute farm.
Appreciation for Alexander Technology and Platform Computing for donating
the hardware, especially Mr. Richard Alexander for his vision that enabled this
research work.
My very special thanks to National University of Sciences and Technology
(NUST), Pakistan for providing me a scholarship for the first three years of my
candidature at the Australian National University.
I sincerely thank Department of Computer Science, ANU for providing me
tuition fee and living allowance scholarship for the rest of my candidature. This
enabled me to remain in focus to the research and not to worry about financial
constraints. Especially Dr. Peter Christian, who in his capacity as Associate Dean
(Higher Degree Research) always extended his full support. I would take this
opportunity to thank all the administration and technical staff at the department
of computer science. During the three and a half years of research, I never faced
any administration issue.
To my wife Bushra, and our children Rameen and Zain, thank you for being
there for me throughout the candidature. Especially Bushra for giving me strength
and support during the tough times. I would also like to thank my mother for
remembering me in her prayers.

Abstract
Cluster computing has recently gone through an evolution from single processor
systems to multicore/multi-socket systems. This has resulted in lowering the
cost/performance ratio of the compute machines. Compute farms that host these
machines tend to become heterogeneous over time due to incremental extensions,
hardware upgrades and/or nodes being purchased for users with particular needs.
This heterogeneity is not surprising given the wide range of processor, memory
and network technologies that become available and the relatively small price
difference between these various options. Different CPU architectures, memory
capacities, communication and I/O interfaces of the participating compute nodes
present many challenges to job scheduling and often result in under or over
utilization of the compute resources. In general, it is not feasible for the application
programmers to specifically optimize their programs for such a set of differing
compute nodes, due to the difficulty and time-intensiveness of such a task.
The trend of heterogeneous compute farms has coincided with resurgence in
the virtualization technology. Virtualization technology is receiving widespread
adoption, mainly due to the benefits of server consolidation and isolation, load
balancing, security and fault tolerance. Virtualization has also generated consid-
erable interest in the High Performance Computing (HPC) community, due to the
resulting high availability, fault tolerance, cluster partitioning and accommodation
of conflicting user requirements. However, the HPC community is still wary of the
potential overheads associated with virtualization, as it results in slower network
communications and disk I/O, which need to be addressed.
The live migration feature, available to most virtualization technologies, can be
leveraged to improve the throughput of a heterogeneous compute farm (HC) used
for HPC applications. For this we mitigated the slow network communication in
Xen; an open source virtual machine monitor. We present a detailed analysis of the
communication framework of Xen and propose communication configurations that
give 50% improvement over the conventional Xen network configuration. From a
detailed study of the migration facility in Xen, we propose an improvement in the
live migration facility specifically targeting HPC applications. This optimization
gives around 50% improvement over the default migration facility of Xen.
In this thesis, we also investigate resource scheduling in heterogeneous
compute farm with the perspective of dynamic resource re-mapping. Our approach
is to profile each job in the compute farm at runtime, and propose a better
resource mapping compared to the initial allocation. We then migrate the job(s)
to the best-suited homogeneous sub-cluster to improve overall throughput of the
HC. For this, we develop a novel heterogeneity and virtualization-aware profiling
framework, which is able to predict the CPU and communication characteristics of
high performance scientific applications.
Our experimental setup consists of a 32 node virtualized cluster with machines
having CPU frequency between 2 GHz to 3 GHz. The framework was tested
with a subset of NAS parallel benchmarks with the workload generated from
Dror Feitelson’s workload archives. The prediction accuracy of our performance
estimation model is over 80%. The framework implementation is lightweight,
with an overhead of 3%. Our experiments show that we are able to improve the
throughput of the compute farm by 25% and the time saved by the HC with our
framework is over 30%. The framework can be readily extended to HCs supporting
a cloud computing environment.
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I
Introduction

Chapter
1
Introduction
This chapter gives an overview of the thesis. It presents the inspiration for
addressing the scheduling and resource allocation issues faced by the high per-
formance computing (HPC) community working with the heterogeneous compute
farms. It summarizes the main components of our proposed heterogeneous cluster
scheduling algorithm and presents the primary contributions of our research. The
chapter ends with a discussion on the organization of this dissertation.
1.1 Motivation
Compute farms, whether for research department clusters, enterprise grids, data
centers or supercomputing facilities, tend to become heterogeneous over time. This
is due to incremental extension over a period of time and/or nodes being purchased
for users with particular needs. This heterogeneity is not surprising given the
wide range of different processor, memory and network technologies that become
available [49, 71] and the relatively small price difference between these various
options. The small price difference between the various options often causes the
administrators to purchase the latest hardware rather than purchasing the older
models in order to keep the system homogeneous. After a few upgrade cycles,
the compute farm becomes a heterogeneous compute farm (HC), constituting of
a federation of homogeneous sub-clusters.
Parallel applications (scientific or otherwise) have varied computation and
communication requirements depending on the domain and the nature of their
algorithms. For instance, some applications are floating point intensive while
others can be memory or communication intensive. This diverse nature of applica-
tions results in varied execution times in the compute farm due to heterogeneity
of the nodes. On a heterogeneous cluster where only half of the nodes are
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linked via an expensive high performance network (e.g. infiniband compared
to the gigabit ethernet), it is possible for a parallel application that does little
inter-node communication to end up running on the compute nodes with high
performance network, while another application that would greatly benefit from
a faster network is left to run on the nodes with slower network interconnects.
Application programming also poses a significant challenge to programmers in
heterogeneous clusters compared to homogeneous systems. An efficient parallel
application for a homogeneous distributed memory multiprocessor system tries to
evenly distribute computations over the available processors [49]. If processors
run at different speeds, the faster processors will complete their part of the
computation and wait for the slower processors at points of synchronization and
data transfer; a case we call ‘under utilization’ of the compute node. Therefore, the
total time of computations will be determined by the time elapsed on the slowest
processor [49].
The issue of effective mapping (scheduling) of parallel applications onto
such heterogeneous systems is therefore of great interest to researchers. Two
distinct solutions have evolved over time to address this issue, which involve
either adapting the scheduling decision according to needs of the application
[66, 25, 37] or adapting the application according to the heterogeneous compute
farm (HC)[49, 71, 85] . In both cases, the allocation of nodes to a parallel job in
an HC requires some sort of performance modeling techniques. In performance
modeling, an application is profiled to gain an understanding of its performance
characteristics. These characteristics are then encapsulated into a set of formulas
[30]. The performance models are then evaluated on the different compute nodes
and sub-networks to determine the expected speedups (or slowdowns) on various
hardware architectures/nodes.
Fine grained performance modeling is capable of reasonably accurate predic-
tion but the associated cost of profiling can be very high in terms of the wall-clock
time of the job [71, 85]. Due to these costs, these techniques must be applied
to applications in an ‘offline’ mode. The application or some of its iterations
are profiled on a set of hardware and scheduling decisions are based on the
resultant profile metrics. In the case of a workload change, the application behavior
changes and the application needs to be profiled again. Hence, off-line performance
modeling is not a scalable or practical solution.
The trend of heterogeneous clusters has coincided with resurgence of virtual-
ization technology. Virtualization technology is receiving a widespread adoption
in data center, enterprise grid and cloud environments, as it enables efficient
utilization of resources and thereby reducing the total cost of ownership. The
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potential benefits of virtualization include server isolation, load balancing, fault
tolerance, flexibility, security and power saving. The virtualization technology also
consist of a feature of migration; where a running instance of a guest operating
system (called a VM) is moved from one physical machine to another without
considerable downtime. The migration of virtual machines (VMs) in a virtualized
environment can play a pivotal role in load balancing, fault tolerance and server
upgrades. It enables data center administrators to upgrade the hardware, or to
move the operating system to other hardware when hardware failure is expected.
A number of virtualization products called Virtual Machine Monitors (VMM, also
called hypervisors) are now available for various operating systems. Among them
VMware [19] , Xen [11, 33], Microsoft’s HyperV [14] and Oracle’s Virtualbox [17].
The mainstream Linux kernel also includes Kernel based Virtual Machine (KVM)
from the kernel version 2.6.20.
Virtualization is also gaining a lot of interest in the HPC community mainly
because of its ability to address the issue of balancing conflicting user require-
ments. In cluster computing, the biggest issue faced by the administrators is
different requirements of their user base. Some users may want a 64-bit Linux
OS for their parallel applications, while others might require a 32-bit build of
Linux customized to their application or even Microsoft Windows. Similarly, few
applications have a hard requirement of a certain version of a library. With the
‘bare-metal’ OS this is not possible without physically partitioning a compute
infrastructure. However, virtualization, makes the co-existence of various OS
builds possible. The virtualized clusters can be setup on the fly to the specific
needs of the user, without affecting the requirements of other users.
In this thesis we present a framework that exploits the heterogeneity of a
compute farm to improve its throughput. We deal with the issue of heterogeneity
by breaking the heterogeneous compute cluster into a number of homogeneous
sub-clusters. The runtime characteristics of the applications are determined
with the combination of hardware performance counters/units (PMUs) and the
profiling interface to MPI (PMPI). This enables us to predict the performance
of the running MPI applications on all the other sub-clusters present in our
heterogeneous compute farm. All this is done without the need of changing the
application binary or requiring off-line profiling and analysis. We then identify the
most suited sub-cluster for the compute job on the compute farm and migrate the
job to the proposed sub-cluster to improve the overall throughput and the average
waiting time.
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1.2 Research Objectives
Virtualization has generated considerable interest in High Performance Comput-
ing (HPC) community mainly for the reasons for high availability, fault tolerance,
cluster partitioning and balancing out conflicting user requirements [53, 107].
We believe that by using operating system virtualization the issue of hetero-
geneity in cluster and grid computing can be addressed quite effectively.
Apart from balancing out the conflicting user requirements in cluster comput-
ing, the concept of live migration of operating systems can be utilized to maximize
the throughput of the compute farm and the turnaround times of the submitted
jobs. This can be achieved by developing a run-time job estimation and remapping
service, which can suggest the speedups or the slowdowns in the job progression
and recommend a new mapping (sub cluster) to which jobs can be migrated for
better turnaround times and/or average response times.
1.3 Research Goals
Based on the research objectives, where we want to utilize the operating system
migration feature of the hypervisors to improve the throughput of a heterogeneous
compute farm, the research goals of this PhD were divided into two categories, and
are discussed as under:
1. Mitigate the costs of virtualization in an HPC environment:
The perceived cost of virtualization is not acceptable to the HPC community,
where the performance is critical. In order to facilitate virtualization, the
VMMs introduce an additional software layer, and thus an overhead. In this
research, we propose improvements to the known performance bottlenecks
introduced by virtualization. We will analyze the virtualization infrastruc-
ture in detail with the perspective of HPC and propose improvements that
lead to a better virtualization environment.
(a) Improve Xen’s communication.
• For this research, we use Xen [11, 33] as the virtual machine monitor
mainly because it is open source (released under the GPL v2). The
network communication of Xen has been criticized as it is CPU
intensive and bandwidth limiting. We plan to study the network
infrastructure of Xen and propose improvements which can yield
better results.
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(b) Identify the migration overheads and determine if migration of virtual
machines is a viable option for an improved throughput of an HC.
• Determine the total penalty in terms of communication and compu-
tation, in case we migrate the job from one cluster to another cluster.
• Identify the bottlenecks and if possible, propose improvements to
Xen’s migration routine.
2. Determine how to use virtualization to better utilize an HC.
In the second part of thesis, we plan to implement a complete resource
relocation (remapping) solution that can estimate the performance of a
parallel application and propose better hardware to increase the throughput
of an HC.
(a) Develop a performance characterization methodology and evaluate
whether it can make accurate performance predictions.
• Need to predict the application performance on certain hardware
without actually running on the said hardware.
• To determine the accurate wall-clock time of a parallel application
is not essential to this research. We will only evaluate the relative
performance of an application compared to hardware on which it is
currently executing.
• Based on the wall-clock time estimation, determine if migrating
an application to another hardware will improve the application
performance.
(b) Evaluate how our proposed scheduling framework performs with appli-
cations that expose the heterogeneity in a compute farm.
1.4 Methodology
To achieve the research goals set out in Section 1.3, a virtualization aware job
scheduling and remapping framework was implemented from the ground up. This
is because, at the time of research, there was no virtualization and heterogeneity
aware job scheduler.
A diagram of the high-level architecture and components of the scheduling and
resource remapping framework is given in Figure 1.1.
All the physical machines in the compute farm run a virtual machine monitor
(VMM) and host a number of virtual machines (VM) equal to the CPU cores. The
limitation of one CPU per VM is to keep the minimum grain of migration to a
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proceess (and hence a node). This also enables us to schedule single process
jobs efficiently. It may also be noted that at the start of the research only
dual core CPUs were available and sacrificing a CPU was not an option. The
virtual machine monitors and the virtual machines (also called compute nodes
in the thesis) are controlled by respective daemons, called the virtual machine
monitor daemon (VMMD) and the local resource manager daemon (LRM). The
VMMD is enables our framework to control the hardware profiles and the creation
and migration of the compute nodes. VMMD utilizes Xenoprofile [79] to obtain
hardware performance counter data. The LRM is responsible to communicate
the compute node’s availability to the scheduler and provide job specific data
(communication, CPU and memory utilization) to the global data store. The LRM
uses the programmer’s interface of the MPI (PMPI) to obtain the communication
data of each process.
The scheduler and dispatcher are responsible for dispatching the jobs to the
available nodes. The profile analyzer gathers the hardware and communication
related characteristics of the running jobs through the global data store. The
engine then performs an online analysis and propose the most optimal hardware
mapping for each job. The jobs are migrated to the proposed hardware only if the
overall throughput of the compute farm is improved.
The implementation details of the framework are provided in Chapter 6. We
have named our framework as ARRIVE-F which stands for Adaptive Resource
Relocation In Virtualized Environments - Framework.
1.5 Contributions
To support the thesis that heterogeneous clusters can significantly benefit from
virtualization technology, we have made several novel contributions. It may be
noted that our implementation and findings are also applicable to cloud computing.
Such findings are discussed throughout the thesis in relevant chapters.
1. The thesis identifies the use of operating system virtualization to address
the issue of heterogeneity. For this we have developed a virtualization-aware
resource manager and a multi-cluster scheduler which is able to dispatch and
monitor jobs in the virtualized environments.
2. We present an evaluation of multiple network interfaces in virtualized
environment and proposed network configurations that improve the network
performance (bandwidth and latency) of virtual machines utilizing the Xen
bridge architecture by up to 50%. The findings were published in the
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Figure 1.1: ARRIVE-F: Adaptive Resource Relocation In Virtualized Environments
framework block diagram.
European Conference on Computer Systems, Proceedings of the 3rd ACM
Workshop on System-level Virtualization for High Performance Computing
[28] .
Muhammad Atif. and Peter Strazdins. ‘An evaluation of multiple communi-
cation interfaces for virtualized SMP clusters’. In Proceedings of the 3rd ACM
Workshop on System-Level Virtualization For High Performance Computing
(Nuremburg, Germany, March 31 - 31, 2009). HPCVirt ’09.
3. We have optimized the live migration facility of Xen hypervisor. We imple-
mented a small modification to the Xen hypervisor, which reduced the live
migration times of virtual machines running the HPC jobs by upto 50%. A
detailed analysis of migration overheads was also carried out in this research.
The work [29] was presented at the 6th IFIP International Conference on
Network and Parallel Computing (NPC 2009).
Muhammad Atif, Peter Strazdins, ‘Optimizing Live Migration of Virtual
Machines in SMP Clusters for HPC Applications’ NPC, pp.51-58, Sixth IFIP
International Conference on Network and Parallel Computing, 2009
4. We present a novel framework that is able to perform a lightweight ‘online’
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profiling of the parallel applications and predict the execution time of each
application on all the distinct hardware platforms available to the HC. Based
upon the predicted execution times, we are able to relocate the compute jobs
to the best suited hardware platforms such that the overall throughput of the
compute farm is increased.
The problem of estimating the execution times and process migration has
been addressed in the past. However, as we show in Chapter 2, the previous
work on performance estimation is based on either the linear CPU frequency
models or requires the off-line profiling or require source code modification or
their combinations.
Our framework is different from all of the previous implementations in a
number of ways:
• It does not require source code changes or recompilation of the parallel
application, i.e. it gives binary compatibility.
• The applications are profiled and analyzed during the runtime; unlike
similar implementations, there is no need to run the application in the
profile mode.
• The execution time estimates are based on real hardware metrics like
floating point operations and L2 size whereas similar models are based
only on the CPU frequency.
• We are able to dynamically relocate an application to the best suited sub-
cluster, using the live migration feature of the VMM, a feature missing
in any job scheduling and estimation framework.
To our knowledge there is no prior research that consolidates the said benefits
into a single framework.
5. We detail the design and implementation of the framework for Adaptive
Resource Relocation In Virtualized Environments (ARRIVE-F), along with
the experimental results. For the given compute farm, the framework has an
overhead of 3% and an accuracy of around 80%. We are able to improve the
throughput of an HC by up to 25% in certain cases.
The research work detailing the design and implementation of our resource
relocation framework is submitted and under a review.
1.6 Thesis Outline
The thesis is divided into four parts. Part I is gives the introduction and contains
one chapter.
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Part II discusses the background and related work. It is further divided into
two chapters, Chapter 2 presents the state of the art of scheduling algorithms in
cluster computing. Chapter 3 details the use of virtualization technology in cluster
computing.
Part III discusses and details infrastructure improvement of Xen hypervisor
that was necessary to conduct this research. It contains two chapters, Chapter
4 presents a detailed analysis of utilizing multiple communication interfaces in
virtualized environment (namely Xen). We also suggest possible improvements
which result in upto 50% improvement of bandwidth and latency over the default
Xen network topology. Chapter 5 discusses the cost of live migration in detail. We
present a small modification to the Xen hypervisor which resulted in approximately
a 50% improvement in the live migration times of compute nodes in virtualized
HPC environments.
Part IV discusses the design, implementation and evaluation of our scheduling
framework and is divided into three chapters. Chapter 6 discusses our model for
the performance estimation. Chapter 7 provides the testbed and evaluation of our
scheduling framework and Chapter 8 discusses our conclusions and future work.
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Heterogeneous Cluster
Scheduling
Clusters of commodity processors - seen as a cheap alternative to homogeneous
distributed memory systems are built and extended over time. This results in
considerable heterogeneity in the compute farm due to the presence of different
CPU architectures (clock speeds and instruction sets), memory capacities and
communication interfaces. [49, 71].
This chapter discusses issues related to job scheduling in a heterogeneous
compute environment.
2.1 Heterogeneous Clusters
A heterogeneous cluster is defined by Dongarra et. al [49] as a dedicated com-
puter system designed mainly for high performance parallel computing, which is
obtained from the classical homogeneous cluster architecture by relaxing one of its
three key properties and leading to the situation where:
• Processors in the cluster may not be identical.
• The communication network may have a heterogeneous structure, e.g.
machines interconnected with interconnects with different bandwidth and
latencies.
• The cluster may be a multi-user computer system (but still dedicated to high
performance parallel computing).
The heterogeneity of the processors can take different forms. The processors
can be of different micro-architectures e.g. Intel Core vs AMD Phenoms or in
Chapter 2: Heterogeneous Cluster Scheduling
extreme case Intel x86 vs Oracle SPARC processors. If a parallel application is
optimized for a specific hardware, the application may not work under a different
hardware, i.e. the application does not remain binary compatible across different
hardware platforms. For example, GCC optimization -O2 is compatible across
various x86 platforms (e.g. AMD and Intel) but in the case GCC optimization of
-march amdfam10 -O3 is applied to AMD K10 family, the application becomes
binary compatible with AMD K8 and K10 family only. This means, in the case of
an HC, the least common denominator level optimization can be applied. Even in
the case of the same architecture, different CPU models introduce heterogeneity.
For example, AMD Opteron-275 vs AMD Opteron-248 belong to same family
(AMD-K8) but the presence of SSE-3 instruction set in Opteron-275 gives it a
huge performance benefit over Opteron-248. Running different operating systems
or the same operating systems with difference runtime libraries also introduces
considerable heterogeneity and impact the application performance .
Similarly, the communication network of two compute notes can have different
bandwidth and latency. An extreme of such a case is presence of infiniband, gigabit
and fast ethernet networks. The multi-user case is rare for a dedicated HPC
system, and is not discussed in this thesis.
Apart from these situations, machines having different memory capacities and
additional on-board processors like graphical processing units (GPU) also add to
the heterogeneity in a compute farm.
2.2 Programming Issues in Heterogeneous Clusters
Application programming poses a significant challenge to programmers in hetero-
geneous clusters compared to the homogeneous systems. Parallel applications for
a homogeneous distributed memory multiprocessor system try to evenly distribute
computations over the available processors [49]. If processors run at different
speeds, the faster processors will complete their part of computation and begin
to wait for the slower processors at points of synchronization and data transfer,
a case we call ‘under utilization’ of the compute node. Therefore, the total time
of a computation will be determined by the time elapsed on the slowest processor
[49]. In other words, when executing parallel applications, which evenly distribute
computations among available processors, the heterogeneous cluster will, in the
worst case, demonstrate the same performance as a cluster of interconnected
identical processors equivalent the slowest processor of the heterogeneous network
of computers.
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The issue of effective mapping (scheduling) of parallel applications onto heteroge-
neous systems is of great interest to researchers. The research in the area can be
divided into two distinct methodologies:
1. Heterogeneity-aware workload/application, where the application is made
aware of the fact that it is running on a heterogeneous cluster and the
workload balancing is done by the application programmer.
2. Heterogeneity-aware cluster scheduler, where the job scheduler is aware
of heterogeneous nature of the cluster and tries to map the applications
accordingly.
Both of these techniques require performance modeling which is described
below.
2.3.1 Performance Modeling and Estimation
The goal of performance modeling is to gain an understanding of a computer sys-
tems performance on various applications, by means of measurement and analysis,
and then to encapsulate these characteristics in a compact formula. The resulting
model can be used to gain greater understanding of the performance phenomena
involved and to project performance to other system/application combinations [30].
The performance profile of a given system/application combination depends
on numerous factors [30], including: (1) system size; (2) system architecture; (3)
processor speed; (4) multi-level cache latency and bandwidth; (5) interprocessor
network latency and bandwidth; (6) system software efficiency; (7) type of applica-
tion; (8) algorithms used; (9) programming language used; (10) problem size; (11)
amount of I/O; and others.
A comprehensive model must incorporate most, if not all, of the above factors.
Fine grained performance modeling is capable of reasonably accurate predictions
but the associated cost of profiling can be very high in terms of the wall-clock time
of the job [30, 71, 85, 74].
For these reasons the performance models are mostly applied in an ‘off-line’
mode, where the application or some of its iterations are profiled on a set of
hardware and scheduling decisions are based on the resultant profile metrics.
In the case of a workload change, the application behavior changes and the
17
Chapter 2: Heterogeneous Cluster Scheduling
application needs to be profiled again. A few have tried an online approach to
performance modeling which is discussed in Section 2.3.2.
There is a significant amount of work related to performance modeling. This
section gives brief summary of some of the most cited and popular performance
models.
The most popular performance model is LogP by Culler et al. [48]. LogP
was developed as realistic model for parallel algorithm design, in which critical
performance issues could be addressed without reliance on the machine details.
The performance of a system is characterized in terms of four parameters; three
describing the time to perform an individual point-to-point message event and the
last describing the computing capability, as follows.
• Latency (L) - an upper bound on the time to transmit a message from its
source to destination.
• Overhead (o)- the time period during which the processor is engaged in
sending or receiving a message.
• Gap (g) - the minimum time interval between consecutive message transmis-
sions or consecutive message receptions at a processor. The reciprocal of the
gap gives the effective bandwidth in messages per unit time.
• Processor (P)- the number of processors.
In addition, LogP assumes that the network has a finite capacity. The finite
capacity of the network can be reached if a processor is sending messages at a rate
faster than the destination processor can receive. If a processor attempts to send a
message that would exceed the finite capacity of the network, the processor stalls
until the message can be sent without exceeding the finite capacity limit.
The total time a message takes to reach from the source to the destination
compute node is given by o + L + o. Transferring n small messages in rapid
succession from one processor to another requires time o + (n − 1)g + L + o . The
same formula holds with many simultaneous transfers, as long as the destinations
are distinct. However, if k processors send to the same destination, the effective
bandwidth of each sender reduces to 1/(k.g). In other words, the aggregate
bandwidth of the k senders is limited by the receiver bandwidth, i.e. one message
every g time units. In LogP, the overhead is determined by the software and is
usually the cost of accessing the network interface. Latency is affected by the time
spend by the message in the network interface, the link bandwidth and the routing
delays. The gap is essentially governed by the link bandwidth.
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LogP only deals with the short messages and does not adequately model the
machines that support long message sizes [24]. As communication is modeled by
point-to-point messages of some fixed short size, the model has an implicit fifth
parameter: the message size w. Alexandrov et al. proposed an extension to LogP
model called LogGP to address the issue. Here, G is defined as gap per byte for
the long messages. Under the LogP model, sending a k byte message from one
processor to another requires sending dk/we messages, where w is the underlying
message size of the machine. This would take o+d(k−1)/we×max[g, o]+L+o cycles.
In contrast, sending everything as a single large message takes o+(k− 1)G+L+ o
cycles under the LogGP model,
The model however, only concentrates on the communication aspects and the
total number of processors. It does not take in to account the processor architecture
and memory subsystems.
2.3.2 Heterogeneity-aware Schedulers
A number of ‘static’ heterogeneous cluster scheduling solutions have been proposed
which try to map the application processes on the available compute nodes to
improve the application runtime. The basic problem such algorithms try to solve is
given by Sabin et. al [92] as
‘‘Given a number of heterogeneous sites, with a homogeneous cluster of proces-
sors at each site, and a stream of parallel jobs submitted to a metascheduler, find
an effective schedule for the jobs so that the average turnaround time of jobs is
optimized.”
The general problem of optimally mapping parallel programs or tasks to
machines in a heterogeneous compute farm has been shown to be NP-complete
[66], and hence requires heuristics. Braun et al. [37] have presented a detailed
comparison of a number of heuristics proposed earlier [25, 57, 66].
According to Sabin et. al [92] the Min-Min algorithm is representative of the
scheduling approaches proposed for scheduling tasks on heterogeneous systems. A
set of N tasks is given, with their runtimes on each of a set of P distinct processors
(homogeneous sub-clusters in an HC). For each unscheduled task, the earliest
possible completion time is determined by considering each of the P processors.
After the minimum possible completion time for each task is determined, the task
that has the lowest “earliest completion time” is identified and is scheduled on the
processor that provides its earliest completion time. This process is repeated N
times, till all N tasks are scheduled. The problem has primarily been evaluated in
a “static off-line” context - where the list of tasks are known before scheduling be-
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gins, and the objective is the minimization of make-span, i.e. the time to finish all
tasks.
Sabin et.al implemented a Multiple Requests (MR) scheme, where jobs were
processed in the arrival order. i.e. the list of jobs was not known to the scheduler in
advance. The heterogeneous compute farm was divided into a number of distinct
homogeneous clusters (called sites). Each job is sent to the K least loaded sites by
the meta-scheduler. Each of these K sites schedules the job locally. The scheduling
scheme at the sites was easy backfilling [83], using First Come First Serve (FCFS)
queue priority. When a job is able to start at any of the sites, the site informs
the meta-scheduler, which in turn contacts the K − 1 other local schedulers to
cancel that redundant request from their respective queues. This operation must
be atomic to ensure that the job is only executed at one site. By placing each job
in multiple queues, the expectation is that more jobs will be available in all local
queues, thereby increasing the number of jobs that could fit into a backfill window.
Furthermore, more “holes” were created in the schedule due to K − 1 reservations
being removed when a job starts running, enhancing backfill opportunities for the
queued jobs. Three benchmarks, namely LU, IS and MG from the NAS parallel
benchmark [16] suite were utilized to test the system.
The above research and all the heuristics proposed in previous literature
[37, 25, 57, 66] have a hard requirement of the estimated execution times of the
application on all the possible distinct compute nodes (processors). This either
requires complete execution of the application on all the possible compute nodes
before scheduling or ‘offline’ performance estimation to predict the runtime of the
applications. Even a minor change in the working set (data) will render the job
time estimates incorrect and will break the system. All the subsequent work in the
area is static in nature and dynamic load balancing of the HC is missing in these
frameworks.
Karamatos et al. have presented cost/benefit estimating service (CBES) for
scheduling applications in a heterogeneous cluster environment [71, 72]. The core
of CBES is a mapping evaluation operation which compares and selects the most
beneficial mapping at the given time. CBES consists of a database, monitoring
services and profiling tools divided into two categories: system dedicated and
application dedicated. System dedicated infrastructure is an offline phase and is
used to create a profile of the computing system. Once a system profile is generated,
the system continuously monitors the resource status (load information). The ap-
plication dedicated infrastructure is responsible for generating communication and
computation profiles of the application. CBES modules compares the mappings
on the basis of estimated execution time. For a given mapping, the estimated
execution time of a parallel application with a total n processes depends on the
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process i which has the maximum time penalties in terms of communication and
computation.
Sm = max|ni=1(Ri + Ci) (2.1)
where Sm is the maximum estimated run-time of the application. Ri and Ci
are the contributions from computation and communication to the process time.
The process belonging to the application yielding the maximum time defines the
estimated time taken by the application (bottleneck case) and is denoted by Im.
The term Ri is calculated as
Ri = (Xi +Oi).
SpeedProfilej
Speedj
.
1
ACPUj
(2.2)
where Xi is the accumulated time the process was executing in its own code and Oi
is the time process i was executing MPI library code, i.e. the overhead. SpeedProfile j
is the processing speed of the node used in profiling and Speedj is the speed of
the node j executing process i. ACPU denotes the percentage CPU availability
therefore, 1/ACPU denotes the slowdown or speedup due to timesharing. The
communication time contribution (i.e. Ci) can be calculated as summing the
contribution of each message that process i sends or receives. Let Ssi, be the set of
processes that send messages to process i and SRi the set of processes that receive
messages from process i. For every process i, the program profile gives an analysis
of how many messages and of what size were received by that process from the
other processes of the program. The messages of each sender process to process i
define a set of same-size message groups mgsi; similarly, the messages received by
process i define the set mgRi. Each group of these sets has a message count mc, and
a message size ms. Lc is the current latency of the every message . The theoretical
communication time θMi for process i for mapping M is obtained by addition of
total messages of some (same) size in message group multiplied by latency of each
message of the same type.
θMi =
∑
k∈SSi
∑
j∈mgsk
mcj .Lc(k, i,msj) +
∑
k∈SRi
∑
j∈mgRk
mcj .Lc(k, i,msj) (2.3)
The profiling is done in isolation. Therefore, under typical execution envi-
ronment there is no guarantee that the program will have the same latencies or
overheads when executed in an uncontrolled environment. Therefore the profiled
time is multiplied by a correction factor λ.
The factor λi is calculated as ratio of time the process i was blocked (i.e. Bi and
θ
profile
i ). The term Ci can be calculated as
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Ci = θ
M
i .λi (2.4)
The model profiles the MPI using XMPI tool, which is part of the LAM/MPI
[5] distribution. Although a non-standard MPI feature, LAM/MPI provides
statements that can be used to mark the beginning and end of an execution
phase in the application code. The system was evaluated with the NAS parallel
benchmarks [16] and the HPL benchmark [68]. The prediction accuracy of the
CEBS is around 94%. The CBES-supported scheduler makes the scheduling
decisions (static placement) based on the profiles gathered earlier through the
performance model. The whole framework achieved speedups higher than 10%
for several scientific applications (NPB and HPL).
The framework has a number of drawbacks. The overheads of running the
CBES can be prohibitive for short-lived programs which, in certain cases, exceeded
the program wall-clock time. CBES is based on a linear CPU frequency model and
requires an ‘offline’ profiling of the parallel job before the system can predict the
performance. CEBS also requires manual changes to the source code to mark the
execution phase in the application, which is specific to LAM/MPI implementation
and is not MPI-2 compliant. Hence, applications running under CEBS are not
binary compatible with MPI-2 compliant implementations.
2.3.3 Heterogeneity-aware Applications
One approach proposed by several researchers [49, 70, 34] to address the com-
putation and communication imbalance of the nodes in an HC is to adapt the
parallel application according to the heterogeneity of the compute farm. Here,
the parallel application is required to distribute computations unevenly to account
for the varied speed and architecture of processors [49]. The load balancing
of such systems require a considerable effort from the programmers perspective
[85] and the solutions are not generic in nature. In the case of workload
change, modifications in the source code are required, which is difficult and
time consuming. To load balance an application, the programmer is required to
determine the application characteristics and performance modeling is required.
Nakazawa et.al [85] developed a runtime system (MHETA) that automatically
determines the best data distribution for iterative scientific applications. The
model takes data distribution as an input and considers the effects of computation,
communication and I/O in the prediction of the execution time. MHETA requires
changes to the source code of the program to avoid the overlap of computation and
I/O. Another weakness of MHETA is that it is based only on CPU frequency, an
22
2.3 Approaches to Parallel Application Scheduling in an HC
assumption which is incorrect for the HC environments. For example, AMD family
10 microprocessors are able to perform twice as many floating point operations
compared to AMD family 8 processors at the same CPU frequency.
Charm++ [70] is a machine independent parallel programming system. Pro-
grams written using this system run unchanged on MIMD machines with or
without a shared memory. It provides high-level mechanisms and strategies
to facilitate the task of developing even highly complex parallel applications.
Charm++ programs are written in C++ with a few library calls and an interface
description language for publishing Charm++ objects. Charm++ supports dynamic
load balancing using object migration for irregular and dynamic applications, as
well as deal with external factors that cause load imbalance. To support MPI,
Charm++ has its own layer known as AMPI (Adaptive MPI). However, it requires
developers to rewrite MPI applications using Charm++ language specifications.
AMPI is not MPI-2 complaint and requires the application developer to add support
for dynamic load balancing in the application. This requires the developer to profile
the application and tailor the application to a specific compute farm topology.
Prophet [104] is another attempt to schedule parallel applications on the het-
erogeneous compute clusters, with a limited programming effort. Prophet exploits
the structure of the application and the information about the system resources to
produce reduced completion time for applications. Prophet requires a programmer
to to implement callback methods into the application source. These callbacks
are a set of functions that detail application’s communication and computation
characteristics e.g. average size of messages in bytes, the communication topology,
architecture specific execution cost per instruction for the CPU (usec/instruction),
number of iterations (if applicable) etc. Prophet these utilizes these callback
methods to obtain applications’ communication and computation characteristics
at runtime. Prophet then explores a set of candidate processor configurations to
apply to the application in order to minimize completion time. However, getting
architecture specific information of an application requires an off-line profiling of
the application. The implementation of callbacks in the application source require
the application to be specifically ported to Prophet, which is time consuming and
makes the application specific to Prophet’s architecture.
AppLeS (Application Level Scheduling) [34] is an application level scheduling
framework for the heterogeneous grid environments. In AppLeS, the scheduling
agents are build into an application. The agents create schedules specially tuned
to needs of an application and with the help of dynamic information and adaptive
scheduling techniques maximize application performance. Each AppLeS agent is
customized for its particular application and requires a performance model of the
application before it can schedule it on the Grid infrastructure, i.e. an application
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has to be ported to AppLeS with the heavy modifications to the original source.
Developing a performance model for each application is a time consuming task and
not a feasible option.
EasyGrid [36, 35, 93] middleware is a distributed Application Management
System (AMS) embedded into MPI applications to facilitate their efficient execu-
tion in computational grids. The EasyGrid AMS is automatically embedded into an
MPI parallel application without modification to the user’s original code at compile
time. This makes MPI applications capable of adapting their execution according to
the changes in the grid environment. The AMS monitors the execution of applica-
tion processes and the grid environment to provide the appropriate information to
the scheduler. EasyGrid employs a hybrid scheduling approach to enable efficient
scheduling of the MPI application. The system creates a LogP architecture model
by collecting information (processor speed and average load, latency, overhead
and bandwidth) for each of the online grid resource. The processes are initially
scheduled using static scheduling heuristics such as Min-Min algorithm discussed
in previous section. The dynamic scheduling subsystem runs concurrently with
the application and makes its decisions based on the information provided by
AMS monitors. However, the dynamic scheduler only reschedules the processes
which are yet to be created. Thus dynamic scheduling is limited to a small set of
MPI applications that utilize dynamic process creation. EasyGrid also supports
dynamic process load balancing by dividing a process into a number of smaller
process. The EasyGrid middleware does not support migration of processes citing
higher cost of migration.
2.4 Approaches to Job scheduling
A job scheduler is a software application that is in charge of dispatching jobs
(parallel or otherwise) in a compute farm as the compute nodes become available.
There are many ways to schedule parallel jobs and their constituent threads but
only a few a practiced or studied [54]. In this section we present two basic
approaches to job scheduling in parallel/distributed computers, namely ‘batch
processing’ and ‘gang scheduling’ [54]
2.4.1 Batch Processing
The term batch processing in computer science traditionally conforms to seamless
execution of jobs which belong to a queue.
The most basic approach to batch processing in a compute environment is First
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Come First Serve (FCFS) [75] where jobs are dispatched in order of their arrival
time. Each job must specify the number of processors it requires and is placed in a
FIFO queue. When sufficient resources (processors) are available for the job at the
head of the FIFO queue, the job is dispatched. If the required number of processors
is not met, the scheduler waits until sufficient resources become available. The
FCFS has a major throughput disadvantage as it cannot dispatch out-of-order
jobs. For example, consider a job jP=16 at the head of the queue requiring 16
processors, and currently only 8 processors are available. The estimated time for
the availability of 8 more processors to dispatch the job JP=16 is say 5 mins. The
scheduler can dispatch some other job down in the queue that has an estimated
runtime of less than 5 mins, which will dramatically reduce the average waiting
time of the compute jobs. However, FCFS does not take advantage of this window
of opportunity.
The backfilling algorithm [77, 83] tries to optimize the CPU utilization by
assigning the idle CPUs to the out-of-order jobs fulfilling the estimated time
criteria. To avoid the situations where FCFS order is violated or starvation occurs,
the jobs that need to wait are typically given reservation of some future time. The
backfilled jobs may not violate the reservation time and must finish before the
time of reservation (called shadow time) of the resources. A backfilling algorithm
in which the small jobs are moved forward to utilize the idle resources is called
Extensible Argonne Scheduling sYstem (EASY). In EASY, only the first job in the
queue is given reservation of the time. EASY backfilling is done based upon FCFS
order and the first job that can be scheduled is launched.
Another alternate approach is ‘Conservative Backfilling’ where all the jobs in
the queue are given time reservation. Simulations have shown that Conservative
backfilling achieves lower performance as compared to EASY backfilling [54].
Backfilling is often utilized in conjunction with the other scheduling approaches
for an optimum utilization of the compute system. Srinivasan et. al [96] have
proposed an adaptive backfilling approach which makes reservations for the jobs
that are delayed by too much i.e. the concept of aging is applied to jobs being
delayed. Flexible backfilling [99] combines the concepts of aging and prioritizes the
jobs based upon user group priorities. Chiang et. al [44] have proposed scheduling
algorithm based upon the Shortest Job First (SJF) . The problem with batch
scheduling is that it is based upon user-time estimates [54] and that it utilizes
space-sharing without time-sharing [56], which can cause the system to be under
utilized.
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2.4.2 Gang Scheduling
The main alternative to batch scheduling is co-operative scheduling, which is based
upon time-sharing. This domain contains scheduling algorithms like gang schedul-
ing [54], where jobs are preempted and rescheduled as a unit. Gang scheduling
(also referred as ‘explicit coscheduling’) is a mixed scheduling scheme based upon
time-sharing and space-sharing concepts and is used to schedule processes that
frequently communicate [62, 105]. Some of the popular implementations are
SMART [56] and SCore-D [62].
The requirement of gang scheduling that all of the job’s processes must run
together as a gang causes CPU fragmentation . To deal with fragmentation, ‘Paired
gang scheduling’ [105] was proposed in which a balanced mix of I/O intensive
and CPU intensive jobs is submitted. Once the CPU is busy waiting for I/O for
one process, other processes can be scheduled. The biggest disadvantage of gang
scheduling is the global synchronization overhead. The context switching time
across the network also results in some performance degradation. However the
cache pollution overhead is more significant as compared to the context switching
overhead [98]. Early implementations of gang scheduling had no limit to the
multiprogramming level (MPL) and therefore, under high load situations, the
jobs suffered from paging and delays. The simplest approach to deal with this
memory pressure is to put a cap on MPL [56, 82]. Popular alternates similar to
gang scheduling are communication driven coscheduling methods e.g. Dynamic
coscheduling (DCS) [95], Implicit coscheduling (ICS) [26], Spin block (SB) [94] ,
Co-ordinated coscheduling (CC) [23], Buffered-coscheduling (BCS) [89].
All of these scheduling methods rely on either the arrival of a message,
or waiting for a message to determine which process is to be scheduled [45].
DCS makes use of incoming messages to schedule a process, as there is a high
probability that the corresponding sender process is also scheduled at the same
time. This ensures that both the send and receiver processes are coscheduled. If
the communication is done using sockets on Unix facilities and applications are
coarse-grained, coscheduling can be achieved implicitly as Unix processes that
perform I/O automatically get higher priority [40]. Implicit coscheduling makes
use of the same concept. To avoid having communicating process de-scheduled
while waiting for a message, implicit coscheduling makes use of spin-blocking i.e.
a process spins for a specified amount of time and if message does not arrive
it blocks and relinquishes control of the CPU. ICS is quite efficient in tightly
coupled programming where communication events are synchronous. In MPI
programming, where the reply of each send is not necessary ICS can be slow.
All of the above mentioned coscheduling methods are receiver side optimiza-
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tion. Co-ordinated coscheduling (CC) [23] makes use of both send and receiver
side optimizations. In CC the sender process spins for a pre-determined amount of
time after sending the message and waits for an acknowledgment that the message
was sent by the NIC of the sender process host node (note it does not wait for
the response from the receiver side). If the message was sent, the algorithm
optimistically hopes that the receiver node will coschedule the corresponding
process and response will arrive soon. If the message was not sent (by the
NIC) after a pre-determined spin, then the process blocks (inferring that the
NIC is overloaded with previous messages) and gives the CPU to other process.
This methodology ensures fast progression of parallel applications in time-shared
environment. On the receiver side, a table containing information of message
arrival for each process is maintained. After pre-determined duration (2-3 ms), the
scheduler gets the list of pending messages for each process and makes the decision
about what process should be invoked based upon number of messages waiting for
a process. The downside of the coscheduling is that its implementation requires
modifications in device drivers, firmware, OS kernel and parallel programming
libraries etc. This is not only time consuming in implementation but is also
difficult to maintain as upgrades are not easy. The comparison of batch, gang and
coscheduling shows that coscheduling and gang scheduling outperform the batch
processing. Similarly CC and gang scheduling (SCore) perform almost alike.
2.5 Scheduling Solutions
Scheduling algorithms are only part of broader resource management service
[69, 43]. The resource management service enables the scheduler to make efficient
scheduling decisions. Casavant and Kuhl [42] have outlined two major classes
of resource management service in distributed/parallel computing: static and
dynamic. The static algorithms are offline the algorithms which schedule the
jobs based on the information made available at the compile time. The dynamic
algorithms, are the algorithms that take the current system state as input to
scheduling policy and are often categorized as online algorithms. The algorithms
required for grid/cluster computing shall be highly dynamic in nature, as jobs can
be submitted at any time and new resources can become available at any time [55].
Apart from being ‘online’ the resource manager shall be fault tolerent, scalable,
provide execution time estimation and interoperable with other schedulers (in case
of grid computing) [67].
Bucur and Epema have discussed various scheduling policies for multi-cluster
(Grid) systems in [38]. They have presented four basic scheduling policies and the
impact of these policies on the response time of a job. The scheduling policies are
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1. Global Scheduler (GP): The grid infrastructure has one meta scheduler.
2. Local Scheduler (LS): The system is based upon local schedulers for each
cluster which contains both single and multi-cluster jobs. Local scheduling
policies are further divided in four sub categories (a) LS-OR, where queues
are enabled in a fixed order starting with same queue. (b) LS-RD, where
queues are enabled in fixed order starting with randomly chosen queue. (c)
LS-RO, the queues are enabled in the order in which the processors in the
corresponding clusters are released by the departing job. (d) LS-DO, the
queues are enabled in the same order in which they were disabled.
3. Global Priority (GP), where the local queues are only enabled if there is no
job in the global queue.
4. Local Priority (LP), where local queues have priority and global queue is
enabled only when there is at least one local queue empty. LP is further
divided in three sub categories (a) LP-LF, where local queues are first enabled
and then the global queue. (b) LP-GF, where global queue is enabled before
the local queue (c) LP-RD, local or global queues are enabled with equal
probability. Simulations were carried out using synthetic workload as well
as original traces.
It was concluded by Bucur and Epema that amongst the local schedulers,
LS-DO is the best performer and LS-OR performs worst. Overall LP-GF is the
best performer. It may be noted that the simulations were conducted for different
types of workloads and there is no single clear winner between LP and LS. The
simulations were conducted assuming all processes were non-preemptive and once
a process is assigned a mapping it cannot be changed.
Krallmann et. al have discussed various design issues and algorithms for
parallel computers [75]. They observe that most of the scheduling algorithms are
required to be tailored according to an organization’s needs. Amongst the popular
algorithms they list FCFS and Backfilling. SMART can also be used but it is
originally an off-line algorithm which assumes that all the jobs are ready to be
executed from ‘0’ time.
2.5.1 Maui Scheduler
Jackson et. al have discussed core algorithms in the Maui scheduler [69]. The
Maui scheduler is one of the most popular open source scheduler used by HPC
community. The Maui scheduler uses backfill scheduling, priority scheduling and
fair share along with throttling policies. Throttling policies limits the quantity
28
2.6 Chapter Summary
of the resources to a certain job / user / group. By default Maui uses easy
backfill to schedule jobs across the nodes. Like any scheduler, Maui requires a
resource manager on each compute node that keeps the Maui informed about the
availability and various statistics (like memory utilization, CPU load etc) of the
node. Maui comes with Torque, which is an open source resource manager.
2.5.2 The N1 Grid Engine
Another popular job scheduler is Oracle N1 Grid Engine [43] (formally Sun N1 Grid
Engine). Like the Maui scheduler, the N1 Grid Engine also makes use of backfill
scheduling and priority scheduling.
2.6 Chapter Summary
There has been a lot of research in the area of cluster scheduling; however most
of the research is based on the concepts of homogeneous compute clusters. With
the growing popularity of relatively cheap multi-core solutions, compute farms are
increasingly becoming heterogeneous. For this, researchers have started efforts in
the area of heterogeneous cluster scheduling. Most of the work in this area is based
on the off-line profiling of the applications and profile estimates based on CPU
frequency only. As we show in coming sections, this results in inaccurate prediction
for parallel applications. Heterogeneous cluster scheduling research is yet to find
its way into the production level solutions like Maui and N1 Grid Engine. This is
mainly due to the overheads of profiling and the offline approach. In essence, there
is a lot of work that needs to be done to bring the heterogeneous cluster scheduling
research to the mainstream cluster schedulers.
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Virtualization in Cluster
Computing
Virtualization technology is receiving widespread adoption mainly due to the
potential benefits of server consolidation and isolation, flexibility, security and fault
tolerance. It has also generated interest in the high performance computing (HPC)
community, mainly for the reasons for high availability, fault tolerance, cluster
partitioning and balancing out conflicting user requirements.
Virtualization allows a cluster to run different operating system images which
allow both legacy codes and new functionality to co-exist. One can easily create a
virtualized cluster on the fly in the case a user requires an application-specific and
customized operating system. Similarly, hardware maintenance and upgrades are
possible without disrupting the services to users/customers. If a hardware failure
is detected (e.g. a network card or a RAM bank failure), the hosted virtualized
operating systems can be seamlessly migrated to the healthy hardware. This keeps
the downtime of a HPC compute farm to a minimum, which is often a critical
requirement.
This chapter discusses the architecture and use of virtualization technology in
HPC environments.
3.1 Overview of Virtualization
Virtualization has existed for over 40 years, when IBM developed virtualization
support for its mainframe namely IBM System/360 in the late 1960s [58, 12]. The
IBM System/360 was implemented to logically partition mainframe computers into
separate virtual machines. These partitions allowed mainframes to multitask.
Since mainframes were expensive resources at the time, they were designed for
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partitioning as a way to fully leverage the investment. Virtualization was effec-
tively abandoned during the 1980s when client-server applications and inexpensive
x86 servers and desktops led to distributed computing. The broad adoption of
MS Windows and the emergence of Linux as server operating systems in the
1990s established x86 servers as the industry standard. The growth in x86 server
and desktop deployments led to new IT infrastructure and operational challenges.
These challenges include [3]:
• Low Infrastructure Utilization. Typical x86 server deployments achieve
an average utilization of only 10% to 15% of total capacity, according to
International Data Corporation (IDC), a market research firm. However,
organizations typically run one application per server to avoid the risk
of vulnerabilities in one application affecting the availability of another
application on the same server.
• Increasing Physical Infrastructure Costs. The operational costs to support
growing physical infrastructure have steadily increased. Most computing
infrastructure must remain operational at all times, resulting in power
consumption, cooling and facilities costs that do not vary with utilization
levels.
• Increasing IT Management Costs. As computing environments become
more complex, the level of specialized education and experience required
for infrastructure management personnel and the associated costs of such
personnel have increased. Organizations spend disproportionate time and
resources on manual tasks associated with server maintenance, and thus
require more personnel to complete these tasks.
• Insufficient Failover and Disaster Protection. Organizations are increasingly
affected by the downtime of critical server applications and inaccessibility of
critical end user desktops. The threat of security attacks, natural disasters,
health pandemics and terrorism has elevated the importance of business
continuity planning for both desktops and servers.
• High Maintenance end-user desktops. Managing and securing enterprise
desktops present numerous challenges. Controlling a distributed desktop
environment and enforcing management, access and security policies with-
out impairing users ability to work effectively is complex and expensive.
Numerous patches and upgrades must be continually applied to desktop
environments to eliminate security vulnerabilities.
The desire to reduce the operational costs and high availability has resulted in
resugence in the virtualization technology especially in x86 platforms.
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3.2 Challenges in x86 Virtualization
Unlike mainframes, x86 machines were not designed to support full virtualization
[33, 3]. The operating systems based on x86 architecture are designed to run
directly on the bare-metal hardware, so they naturally assume they fully own the
computer hardware. As shown in Figure 3.1(a), the x86 architecture offers four
levels of privilege known as Ring 0, 1, 2 and 3.
While user level applications typically run in Ring 3, the operating system
needs to have direct access to the memory and hardware and must execute its
privileged instructions in Ring 0. Virtualizing the x86 architecture requires
placing a virtualization layer under the operating system (which expects to be in
the most privileged Ring 0) to create and manage virtual machines that deliver
shared resources. Further complicating the situation, some sensitive instructions
cannot effectively be virtualized as they have different semantics if they are not
executed in Ring 0. The difficulty in trapping and translating these sensitive and
privileged instruction requests at runtime was the challenge that originally made
x86 architecture virtualization look quite difficult, until VMWare introduced full
virtualization in 1999 [19].
In the case of ‘Full virtualization’, the virtual machine or the guest operating
system is presented with a complete simulation of the underlying hardware.
It relies on binary translation to trap and virtualize the execution of certain
sensitive, non-virtualizable instructions. With this approach, critical instructions
are discovered and replaced with traps into the VMM to be emulated in software.
The binary translation results in a large performance overhead in comparison to
other virtualization techniques [33]. VMware Workstation [19], Oracle Virtual box
[17] and the Microsoft Virtual PC [7] , are well-known commercial implementations
of full virtualization. Full virtualization is also referred as software virtualization.
Paravirtualization involves modifying the OS kernel to replace non-
virtualizable instructions with ‘hypercalls’ that communicate directly with the
virtual machine monitor (VMM or the hypervisor). This results in significant
performance improvement compared to the full virtualization technique [33, 107].
The downside of paravirtualization is the fact that proprietary operating systems
like Windows XP/Vista and 7 cannot be paravirtualized due to non-availability of
the source code. The open source Xen project [11] is an example of paravirtualiza-
tion that virtualizes the processor and memory using a modified Linux kernel and
virtualizes the I/O using custom guest OS device drivers. A typical use of hardware
rings used in hypervisor environment is shown in Figure 3.1(b).
Acknowledging the difficulties of x86 virtualization, hardware providers (Intel
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Figure 3.1: Privilege rings in the x86 architecture [courtesy [21].
and AMD) have also started to provide support for virtualization. Intel-VT [13]
and AMD-V [10] architectures are already in the market which enable Xen and
other VMMs to host unmodified guest operating systems. As depicted in Figure
3.1(c), privileged and sensitive calls are set to automatically trap to the hypervisor,
removing the need for either binary translation or paravirtualization.
The guest state is stored in Virtual Machine Control Structures (VT-x) or
Virtual Machine Control Blocks (AMD-V). Processors with Intel VT and AMD-V
became available in 2006, so only newer systems contain these hardware assist
features. Due to high overheads of hypervisor to guest transition the hardware
assisted virtualization is slow compared to paravirtualization [19]
A number of virtualization products (VMMs) are now available for various
operating systems. Among them VMware [19] , Xen [11, 33], Microsoft’s HyperV
[14] and Oracle’s Virtualbox [17] are worth mentioning. The mainstream Linux
kernel also includes Kernel based Virtual Machine (KVM).
In this research we have used Xen for the virtualization of our compute farm,
mainly due to:
1. Xen is an open source hypervisor licensed under GPL (ver 2.0) enabling the
developers to view and modify the code.
2. Currently, paravirtualization is the fastest virtualization technique available
[106, 3]. Other open source attempts were either in infancy (like KVM) or did
not support paravirtualization or provide the migration of virtual machines.
3. VMWare does not allow publishing the performance benchmarks and results
of their hypervisor to the public domain unless approved by VMWare (clause
3.3 of End Users Licensing Agreement) [1]. In any case, VMWare is a closed
34
3.3 Xen Architecture
   
Ported OS 
to Xen 
(Management domain­ Dom0)
Hardware
(SMP, MMU, Network IF, IDE etc.)
Hypervisor
Management 
Software
Ported OS 
to Xen
(Para­virtualized)
Unmodified
Application
Unmodified
OS 
(Fully virtualized)
Unmodified
Application
Backend Front end
device drivers
Front end
device drivers
Native 
Device
 Drivers
Control IF Event Ch. Virtual MMU Virtual CPU ...
Figure 3.2: Xen environment block diagram [courtesy [33]].
source product and therefore not applicable to our research.
4. Microsoft Hyper-V was not released when we started our research work
moreover, Hyper-V is a closed source product.
In the next section, we briefly discuss Xen’s architecture.
3.3 Xen Architecture
Xen is an open source Virtual Machine Monitor that enables running multiple
operating systems on a single machine [33]. The overall Xen environment consists
of several items that work together to give the virtualization experiance [106].
Some critical components of Xen environment are:
• Hypervisor
• Domain 0 (Dom 0 or Management Domain)
• Domain U (Dom U - can either be paravirtualized or fully virtualized instance
of an OS)
• Management Software
Figure 3.2 shows the block view of the Xen environment.
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3.3.1 Xen Hypervisor
The Xen hypervisor is the basic abstraction layer of software that sits directly on
the hardware below any operating system. It is responsible for CPU scheduling
and memory partitioning of the various virtual machines running on the hardware
device [106]. The hypervisor not only abstracts the hardware for the virtual
machines but also controls the execution of virtual machines as they share the
common processing environment. It has no knowledge of networking, external
storage devices, video, or any other common I/O functions found on a computing
system.
3.3.2 Domain 0
Domain 0, a modified Linux kernel, is a unique virtual machine (VM) running
on the Xen hypervisor that has special rights to access physical I/O resources as
well as interact with the other virtual machines (called Domain U or guest VMs)
running on the system. All Xen virtualization environments require Domain 0 to
be running before any other virtual machines can be started. Domain 0 follows the
split driver interface to support network and local disk requests from Domain U
VMs (see Figure 3.2). The drivers have a portion in a privileged domain (domain
0) handling the physical device called the backend driver, whereas a frontend
driver resides in the unprivileged domain acting as a proxy to the backend driver.
The backend and frontend communicate using the the Xenbus. For example, the
network backend driver communicates directly with the networking hardware to
process all virtual machines requests coming from the Domain U guests. The block
backend driver communicates with the local storage disk to read and write data
from the drive based upon Domain U requests. The network architecture of Xen is
further discussed in Section 3.4
3.3.3 Domain U
All paravirtualized virtual machines running on a Xen hypervisor are referred
to as Domain U-PV Guests and run modified Linux operating systems, Solaris,
FreeBSD, and other UNIX operating systems. All fully virtualized machines
running on a Xen hypervisor are referred to as Domain U-HVM Guests and run on
standard Windows or any other unchanged operating system. The Domain U PV
Guest virtual machine is aware that it does not have direct access to the hardware
and recognizes that other virtual machines are running on the same machine. The
Domain U HVM Guest virtual machine is not aware that it is sharing processing
time on the hardware and that other virtual machines are present. A Domain U
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PV Guest contains two drivers for network and disk access, PV Network Driver
and PV Block Driver.
A Domain U HVM Guest does not have the PV drivers located within the
virtual machine; instead a special daemon is started for each HVM Guest in
Domain 0 that supports the Domain U HVM Guest for networking and disk access
requests. The Domain U HVM Guest must initialize as it would on a typical
machine (i.e. it expects a BIOS) so Xen provides a virtual firmware to the Domain
U HVM Guest to simulate the BIOS.
Currently the paravirtualized domains are more efficient compared to the fully
virtualized domains [33]; therefore our research work only deals with PV domains.
Throughout the research, the term Domain u, Dom-U or VM is used to refer to PV
guests unless otherwise mentioned explicitly.
3.3.4 Management Software
Xen consists of a series of Linux daemons classified as Management software.
These services support the overall management and control of the virtualization
environment and exist within the Domain 0 virtual machine. These daemons
are responsible of creation of the guest domains, live migration of domains and
provision of virtualized network interfaces or block devices etc. The reader is
referred to [106] for further details.
3.4 Xen’s Bridged Network Architecture
Xen follows a split device driver model for I/O and network device virtualization, as
shown in Figure 3.2. The native devices are run under the Isolated Device Domain
(IDD) which is essentially domain 0. Domain 0 (Dom0) provides a back-end driver
for the guest domains (also called domUs). The guest domains use their front-
end drivers to communicate with the back-end drivers provided by Dom0. In the
case of network I/O1, the physical device can be multiplexed, so that it can be
used by a number of guest domains. Such network interfaces are called virtual
interfaces (vifs) for the guest domains. When a packet arrives from the outside
world, it is handled by the ethernet driver of Dom0 and is eventually sent to a
software bridge called XenBridge(N), where ‘N’ is the ethernet interface connected
to the bridge2. The bridge distributes the packet just like a normal switch to the
1The back-end driver is called Netback and front-end driver is called Netfront.
2From Xen 3.2, XenBridge(N) has been changed to Eth(N). To avoid confusion we will use the
older convention.
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Figure 3.3: Xen bridge architecture.
destination guest domain. If two VMs are co-located and are attached to the same
bridge, then a packet destined from one VM to another co-located VM is routed
through this software bridge. In the case where co-located VMs are attached to
different Xenbridges, the packets are routed through the physical switch. The
high-level bridge routing mechanism is shown in Figure 3.3.
As we show in the Chapter 4, the default bridge routing mechanism in Xen is
bandwidth limiting and CPU intensive. We have proposed novel network bridge
configurations to address the issue, yielding up to 50% improvement in certain
application benchmark wallclock times.
3.5 Live Migration Basics
In virtualization, the term migration means moving a running instance of a
virtual machine (a guest operating system) from one physical host to another.
Migrating operating system instances across distinct physical hosts is a useful
tool for administrators of data centers and clusters: It allows a clean separation
between hardware and software, and facilitates fault management, load balancing,
and low-level system maintenance [46].
Xen provides two types of migration techniques, ‘live’ and ‘non-live’. In the case
of non-live migration (simply called migration), the VM is stopped and the memory
pages are transfered to the destination VMM. During this phase the VM is not able
to respond to any external stimuli. This represents the downtime for the migrating
VM. Once the memory pages are transfered, the VM is resumed at the destination
VMM. The downtime is in order of seconds on traditional GigE infrastructure [46].
Xen utilizes the pre-copy migration technique [46] to achieve live migration.
The design has a total of six stages as shown in Figure 3.4. The first two stages
ensure that the source and destination VMMs are compatible and the destination
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VMM has sufficient resources available to entertain the new VM.
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Figure 3.4: Stages in default Xen migration [courtesy: [46]].
In the third stage (called iterative pre-copy), the memory pages of the VM
being migrated are transfered from the source VMM to the destination VMM. This
pre-copying occurs in bounded iterations or rounds. A code inspection revealed
that the maximum bound is 30 iterations. In the first iteration, all of the memory
pages are transfered to the receiving VMM host. In the subsequent iteration, only
those memory pages which were modified (dirtied) after the previous iteration are
transfered . The developers suggest that this technique results in less pages being
transfered during each subsequent iterations and therefore the downtime of the
VM is minimized. Once a certain threshold of the memory pages being dirtied is
achieved, the stop and copy phase is activated. In this phase, the running VM on
the source VMM is stopped and the remaining dirty memory pages, the CPU state
etc. are transfered to the destination VMM. In the next two phases, the source
and the destination VMMs do the final acknowledgment and the VM is activated
on destination VMM. Both live and non-live migration techniques require the VM
file system to be hosted on a shared network resource like network file system
or a storage area network. As VMWare’s VMotion and Microsoft’s Hyper-V live
migration are proprietary software, not much information is available regarding
the internals of migration. Clark et.al [46] state that the VMWare’s VMotion
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architecture is similar to the Xen’s live migration.
Live Migration vs Process Migration
Process migration is the act of transferring a process between two machines. It
enables dynamic load distribution, fault resilience, eased system administration,
and data access locality [81]
Process migration [91, 32, 50], was a hot research topic in systems research
in the late 90’s. The approach has seen very little use for real-world applications
[46]. Milojicic et. al [81] state the complexity of implementation and dependency on
an operating system as the main obstacles to the wider use of process migration.
The complexity includes the handling of the residual dependencies that a migrated
process retains on the machine from which it migrated. Examples of residual
dependencies include open file descriptors, shared memory segments, and other
local resources. Another issue with process migration is the transparency of
migration from the user. In most of the migration solutions, the application needs
to be migration-aware. For example, LSF [109] employs check-point and restart
facility for the process migration but this requires the application to be rewritten
with checkpoint and restart facility.
One can use OpenMPI’s checkpoint and restart facility [65] to migrate an
MPI application without any change in the application source. However, our
experiments suggest that migration time is in the order of minutes and not suited
to our research. In any case, this facility was in infancy at the time we started our
research.
In contrast, the migration of virtual machines provide a better alternative. Due
to its robust nature and no residual dependencies, migration of virtual machines
has found its way into most of the mainstream operation system distributions e.g.
Kernel based virtual machine (KVM) [4] is part of Linux kernel since version 2.6.21
and Microsoft’s Hyper-V [14] is distributed with Windows 2008 server. The live
migration is also operating system independent, which makes it very attractive for
Grid and Cloud computing.
3.6 Use of Virtualization in HPC
A considerable body of research exists for the use of virtualization in the HPC
environments. Researchers have tested virtualization in several scenarios to make
a case for virtualization in HPC or grid environments. Some of the related research
work is discussed briefly in this section.
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Mergen et. al [80] have presented an overview of use of virtualization and
its potential benefits for HPC applications. They state that virtualization, as
implemented by a small hypervisor that runs below the usual OS layer, has the
potential to benefit HPC applications in the dimensions of flexible OS variety,
productivity, performance, reliability, availability, security and simplicity. How-
ever, they have questioned the cost of virtualization and have raised research
questions for mitigating the associated costs. However, the paper does not discuss
the associated overheads of virtualization on HPC applications.
Youseff et. al [107] presented micro and macro level benchmarks in which
they have compared the native and the guest OS; namely RHEL 2.6.9 and
2.6.12 and Clustered High-Availability Operating System (CHAOS) and Xen host
(RHEL2.6.12) running RHEL 2.6.12 as guest. Micro benchmarks include Memory
and I/O, and the macro-benchmarks are various parallel algorithms checking
million operations per seconds (mops). In memory read/write test, Xen is second to
CHAOS. This is due to the fact that Xen uses I/O rings for data transfers between
guest OS and host OS. The performance of Xen is almost at par with the Native
RHEL kernels. In disk I/O performance, Xen is not as fast as the native OS,
especially for files of size 500MB and above. In the case of sequential file writes
Xen’s performance is acceptable but for sequential file reads, Xen lags behind by
11-17 % compared to the native OS. For random seeks Xen’s performance lags
behind all native operating systems. In the case of macro-benchmarks, a subset
of NAS parallel benchmark class C kernels (EP, IS, MG and LU) was employed.
The hardware used was 4×4 Intel Xeon cluster. Each VMM had exactly 1 VM
with 4 CPUs and 1 Gigabit ethernet card. It was concluded that Xen’s network
performance is comparable to native Linux kernels.
Masaki et. al [100] studied the performance of MPI on a multi-site virtual
clusters using Xen. Xen virtualization was used to hide the configuration and OS
heterogeneity of the compute nodes in multi-site clusters by providing application
programmer with a uniform view. They ‘proposed’ the use of dynamic migration
of VMs to use available resources more efficiently. For example, when a cluster
of faster CPUs and larger memory becomes available for use, an already-running
virtual cluster can be migrated to the cluster for better performance. However,
the research is limited to the performance of MPI on multi-site clusters and
‘no’ migration was actually performed to improve the cluster utilization. It
was concluded that while the overhead caused by Xen VMs is relatively small,
the underlying network can significantly degrade application performance for
multi-site MPI execution.
Bu¨ge et. al [39] implemented the virtualization of batch queuing system
(Maui-Torque) using Xen. They suggest that existing batch queuing systems do
41
Chapter 3: Virtualization in Cluster Computing
not provide necessary native controls for virtualization; therefore they developed
a special program to provide such control mechanisms for virtualization like
configuring VMM and setting up memory etc. Their benchmarks suggest that guest
performance, as compared to native Cern Linux, decreases by 4%.
Hermenier et. al [60] used Xen for power management in grid computing. The
research aims to save energy by concentrating virtual machines on the smallest
subset of physical machines possible. The live migration feature of Xen was utilized
to concentrate the VMs on physical machines. The machines not hosting the VMs
can be stopped, in order to reduce the overall power consumption. The distribution
criterion for virtual domains placement is based on CPU usage only.
Strazdins et. al [97] evaluated a number of Gigabit ethernet network configu-
rations for performance enhancement of SMP clusters under Xen virtualization.
Channel bonding and VMM bypass were considered, with comparisons being
made to equivalent native Linux configurations. The best performance came from
configurations using Xen virtualized hosts with VMM-bypass for network I/O. It
was also concluded that the intra-node communication between Xen guests on
the same node is an order of magnitude slower than the native shared memory
transport. This counteracts the advantages of VMM-bypass for configuring an
SMP cluster with a Xen guest on each CPU. It was suggested to implement a shared
memory transport for network communication for the guests sharing same physical
host.
Nagarajan et.al [84] utilized Xen VMM to migrate a guest OS from a physical
node with deteriorating health to a healthy physical node. The NAS parallel
benchmarks (NPB) were utilized to determine the stretch in the application
wallclock time. The live migration feature was compared with the non-live
migration feature and it was concluded that the live migration facility has less cost
in terms of wallclock time stretch compared to non-live migration. The compute
cluster was a 16 node cluster with each node having a total of four CPU’s. Each
VM was provided with only one CPU. This resulted in Xen VMM having more
than adequate CPU power to process the live migration overheads. It also results
in under-utilization of the compute farm and hence does not represent a real
work scenario. This paper also does not give an analysis of the factors affecting
migration time.
Fallenbeck et. al [53] have advocated use of Xen in Cluster computing espe-
cially in scheduling of serial and parallel jobs in fair manner. By extending the Sun
Grid Engine scheduler, they have proposed Xen Grid Engine (XGE) which allows to
balance parallel and serial jobs depending on users’ requirements. The aim of XGE
is to combine the advantages of cluster partitioning (simple but inefficient) and
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reservation with backfilling (Complex, inflexible but efficient). Xen is used on each
physical node which hosts two operating systems. One OS is a member of the ‘serial
job queue’ and the other is a member of the ‘parallel job queue’. At any given time
only one operating system has got the resources. The administrator decides how
many nodes activate serial and how many activate parallel virtual machines (i.e.
become member of the respective queue). XGE automatically transfers nodes from
the parallel virtual cluster to serial virtual cluster if there are idle nodes available.
The XGE does not transfer idle serial nodes to parallel cluster. If a serial job is
running on a borrowed parallel machine, then upon receiving any parallel job the
cluster can stop execution of serial job till the time any free resource is available.
The paper also concluded that the computational overhead of Xen is very low as
compared to other virtualization solutions and is only a few percent (5%) slower
than native Linux distributions. The network performance of Xen is roughly 75%
of the native Linux. The storage I/O of Xen varies on file sizes and applications.
For smaller file sizes (200 MB) its performance is reasonable.
3.6.1 Use of HPC and Xen in Cloud Computing
The Internet Cloud is an attractive model since it allows the resources to be
dynamically provisioned on a demand basis, i.e. cloud users can rent resources
as it becomes necessary. Cloud computing is changing the computing landscape
by shifting the hardware and management costs from the computational center to
the third parties, e.g. Amazon, Yahoo! or Google . This model motivated several
academic and non-academic institutions to develop open-source cloud solutions.
Virtualization is playing a pivotal role in cloud computing, since it enables the
cloud provider to dynamically provision compute resources on demand and present
them to the user in a transparent manner [41]. It includes presenting a user with
a customized OS or presenting a virtualized compute cluster ready for the HPC
applications. Unlike the grid and cluster computing, which traditionally run on a
bare metal operating system, the cloud runs on top of a hypervisor [41].
Amazon Elastic Compute Cloud (EC2) [9], Microsoft Azure [20] and Eucalyptus
[87] are the cloud platforms based on the virtualization technology. Like the het-
erogeneous clusters, the cloud is fast becoming an heterogeneous environment due
to frequent upgrades and purchase of new machines specific to client requirements.
HPC in the cloud is a relatively a new paradigm and there is not much
of the performance evaluation and comparative analysis literature available.
The Amazon EC2 has a heterogeneous system for provisioning the cloud HPC
services. The system consists of Intel Xeon , Intel Quad-core Nehalem, and
AMD Opterons. Evangelinos et. al [52] have presented a detailed comparison
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of MPI implementations namely LAM/MPI, MPICH , OpenMPI and GridMPI to
test Amazon’s HPC cloud. A custom application for the atmosphere-ocean climate
model and the NAS parallel benchmarks were utilized to evaluate the system. It
was concluded that the performance of Amazon’s Xen based cloud is below the level
seen at dedicated supercomputer centers. However, performance is comparable
with low-cost cluster systems. Significant performance deficiency arises from the
messaging performance, which for communication intensive application is 50%
slower compared to the similar ‘non-cloud’ compute infrastructures.
In a similar study, Napper et. al [86] have also cited the communication
network as a major bottleneck case in Amazon’s EC2 cloud for HPC systems.
However, the research presented above is specific to Amazon cloud and its
hardware. It cannot be generalized to other cloud deployments in HPC.
SnowFlock [76] utilizes Xen for rapid VM cloning in cloud computing. The VM
is cloned to multiple VMM hosts in less than a second. The methodology is similar
to the post-copy approach. Initially the CPU state is transfered to VMM hosts via
multicasting. Memory pages are transfered upon a page fault only. The source
VM remains active for the life of the parallel job to ensure that the page faults are
entertained; hence it does not represent migration. Although the VM is cloned in
less than a second, the wallclock time stretch of a parallel job is in the order of
seconds due to the on-demand transfer of memory pages [88].
3.7 Chapter Summary
From the literature and our own experiments [97], it was concluded that the
benefits of Xen outweigh the potential bottlenecks and it can be used in HPC
specifically for achieving high throughput and easy management. The main
benefits of virtualization for HPC are given as under:
• Partitioning of Cluster, Different OS / Libs/ Licenses etc.
• Partitioning of serial and parallel jobs.
• Fault Tolerance through Live Migration.
• Balancing out the conflicting requirements.
• Implementing virtualized clusters.
• HPC Cloud deployment.
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Despite all these potential advantages, the network performance of Xen
hypervisor in the communication intensive applications is questionable. This
serious shortcoming needs to be investigated in detail and addressed. For this we
have performed a through analysis of Xen’s network performance and proposed
novel network configurations for the VMs to improve the undeylying network
bandwidth. The details are presented in Chapter 4.
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Part
III
Infrastructure Improvement
In this part, we discuss our contributions to optimize Xen for the high performance
computing environments. We first address the issue of the slower network
communication in Chapter 4. The improvement of Xen’s live migration facility
is discussed in Chapter 5.

Chapter
4
Communication Infrastructure
Improvement
In this chapter we present the intra and inter-domain communication character-
istics of Xen hypervisor with special emphasis on the HPC applications. Using
micro and application-level benchmarks, we give performance evaluation of various
network configurations exposed to the virtual machines (compute nodes) by the
hypervisor. A comparison of the two distinct MPI-2 specific implementations,
namely OpenMPI and MPICH, is also provided. As described in the previous
chapter, we found that researchers are wary of the communication network
performance of Xen and describe it as a major limitation for using Xen in HPC
environments, despite its potential advantages. In this chapter, we propose
network configurations for the virtualized HPC compute farm that can result in
up to 50% improvement in the runtime of a parallel application compared to the
default configuration. The proposed configurations are able to match native Linux
performance in certain cases.
4.1 Related Work
As concluded in Chapter 3, the HPC community is a concerned about the
performance disadvantages associated with virtualization especially in the case
of network I/O [64, 108, 73, 103] and disk I/O [107].
Strazdins et. al [97] evaluated a number of Gigabit ethernet network configu-
rations for performance enhancement of SMP clusters under Xen virtualization.
Channel bonding and VMM bypass were considered, with comparisons being
made to equivalent native Linux configurations. The best performance came from
configurations using Xen virtualized hosts with VMM-bypass for network I/O. It
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was also concluded that the intra-node communication between Xen guests on
the same node is an order of magnitude slower than the native shared memory
transport. This counteracts the advantages of VMM-bypass for configuring an
SMP cluster with a Xen guest on each CPU. It was suggested to implement a shared
memory transport for network communication for the guests sharing same physical
host.
Numerous attempts have been made to enhance the intra-domain communica-
tion performance of Xen. Among them, Xensocket [108], Xway [73], IVC [64] and
Xenloop [103] are notable.
4.1.1 Intra-domain Communication Improvement
Xensocket [108] provides a one way communication socket between the two guest
domains on the same physical host using the grant-table mechanism provided by
the Xen API. Xensocket is particularly useful for the applications which are aware
of being hosted on the same Xen virtualization platform. We tested Xensocket for
bandwidth and latency results by porting the OSU benchmarks [18] to Xensocket.
The results were encouraging and a report [27] was sent to Xensocket developers
at IBM Research at T.J. Watson. However, the Xensocket implementation is not
binary compatible with other socket implementations and it does not support
migration of the operating system. For this one has to port MPI implementations
to support Xensocket, which is not a feasible option. Implementation details and
results of our Xensocket module for OpenMPI is provided in Appendix B.
Xenloop [103] and Xway [73] are attempts to provide binary compatibility with
native socket implementations.
Xenloop [103] is a kernel module developed at Binghamton University, NY. It
uses netfilter to steal packets destined towards the co-located guest domain and
uses grant table operations to deliver the packet. This module maintains a list of
co-located VMs on the VMM. At the time of creation or migration, a guest domain
can advertise its desire to communicate with the co-resident domains through
Xenloop. Our testing of Xenloop revealed that Xenloop’s performance for OSU and
NAS Benchmarks was equal to the default Xen mechanism; therefore the project
was not pursued further. The bandwidth and latency tests of Xenloop are attached
in Appendix ‘B’.
Xway [73] is a similar open source attempt which requires certain changes to
Xen hypervisor itself. The main goal of Xway is to provide an efficient inter-domain
communication transparently to the co-locatedVMs through an extra layer between
the INET and TCP/IP stack. The layer redirects the flow of information down
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its own Xway protocol for traffic bound for co-located domains and alternatively
redirects the TCP/IP stack for traffic bound for the outside world. The mechanism
does not support migration of VMs and, to our knowledge, no one has been able to
replicate the efforts of Xway team.
Huang et. al. [64] implemented an inter-VM communications library (IVC) to
support shared memory communication between guest operating systems on the
same physical host by implementing a VM-aware MPI based on MVAPICH2 (called
MVAPICH2-ivc). The results show that inter-VM communication mechanism
yielded approximately 11% better performance with the NAS benchmarks as
compared to native Xen implementation. Some micro-level benchmarks comparing
Xen and native Linux environment were also carried out in the paper. However,
performance results across cluster nodes were not given, and in any case IVC is
specific to MVAPICH2 and hence Infiniband.
All the above mentioned implementations are specific to Xen hypervisor
versions. For example, Xensocket originally was implemented for Xen ver 3.0.0 and
had to be ported to Xen 3.1 or above. Similarly Xenloop was originally developed
for Xen 3.1 and required an effort from the developers to be ported to Xen 3.2.
From the related work and our experiments (see Appendix B) on the available open
source implementations to overcome the slow intra-node communication of Xen, we
concluded that the best way to ensure shared memory or equivalent intra-domain
communication is by overhauling the netfront-netback implementation of Xen
hypervisor in the official Xen trunk. This will result in a generic solution, not
requiring ports to various MPI implementations and domain drivers for every new
version.
4.2 Network Configurations
In this section we discuss the various network configurations that were tested to
determine the viability of utilizing Xen for HPC applications. These configurations
are based on the network bridge architecture, discussed in Section 4.2. It is
assumed that on each node, there are (at least) one CPU and one physical network
interface for each guest domain, and that each guest domain will host a single
application process. This limitation is because we do not want to over-subscribe
the CPUs or the network interface across two or more VMs. This limitation also
keeps the minimum grain of migration to a process in our framework, discussed in
detail in the coming chapters.
Each guest domain is provided with two virtualized GigE interfaces, eth0 and
eth1. Eth0 is normally reserved for cluster management tasks, whereas eth1 is
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used for MPI communication. All the eth0’s for the guest domains are virtualized
and attached to XenBridge0 (also called Xenbr0). XenBridge0 is connected to the
physical eth0 of Dom0. Eth1 is configured in a different manner as discussed below.
The first configuration is called Exported Interfaces or VMM by-pass, shown in
Figure 4.1(a). In this configuration we export the PCI bus to the guest domain via
the PCI-back mechanism, and connect this to the guest’s eth1. This configuration
enables all the guest domains to have a dedicated, non-virtualized GigE interface
for MPI communication. This mechanism is proven to give high performance in
latency and bandwidth [97]. Currently Xen provides no mechanism to migrate a
guest domain which has a bypassed interface.
Eth1
Phy Eth2
Phy Eth1 Guest 00
Guest 01Eth1
(a) Xen exported interfaces configuration.
Eth1
Phy Eth1
Guest 00
Guest 01
XenBr1
Eth1
(b) Xen Shared Bridge configuration.
XenBr1
XenBr2
Eth2
Eth2
Eth1
Eth1
Phy Eth2
Phy Eth1 Guest 00
Guest 01
(c) Xen multiple shared bridges configuration.
XenBr0
XenBr1
XenBr2
Eth1
Eth1
Eth0
Eth0
Phy Eth2
Phy Eth1
Guest 00
Guest 01
(d) Xen shared-separate bridge configuration.
Figure 4.1: Various network configurations available to Xen VMs.
The second configuration is the Shared Bridge configuration, as shown in
Figure 4.1(b). In this configuration, the eth1 interface of the guest domains is
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connected to XenBridge1, which is in turn connected to the physical eth1 of Dom0.
This means that all the guest domains on the same VMM are using only one
physical GigE interface, and hence the bandwidth is divided between the guests.
The advantage of using this configuration is that intra-domain communication
should be relatively fast, since it goes through XenBridge1.
We also use a variant of Shared Bridge called Multiple Shared Bridges, as
shown in Figure 4.1(c). In this configuration, the eth1 interface of all the guest
domains is attached to XenBridge1 as in the Shared Bridge. In addition, the guest
domains are also provided with eth2 interface, which is connected to XenBridge2.
XenBridge2 is connected to the physical eth2 of dom0. The eth1 and eth2 interfaces
are on different subnets and hence in the case of OMPI this creates the effect of
Shared Bridges for intra-domain communication and utilization of two interfaces
for inter-domain communication.
The third configuration is the Separate Bridge configuration. This con-
figuration is similar to Exported Interfaces, except the network interfaces are
virtualized. This means that the eth1 of each guest domain is connected to a
different Xen Bridge, which is connected to a distinct GigE interface on Dom0. This
results in each guest domain having a dedicated but virtualized GigE interface
for MPI communication. The disadvantage of using this configuration is that
intra-domain communication is not as fast as the Shared Bridge configuration
because communication is routed through physical switches.
The last network configuration is Shared-Separate, which is mix of the Shared
Bridge and Separate Bridge configurations. In this configuration we utilize both
the interfaces (eth0 and eth1) for MPI communication as shown in Figure 4.1(d).
Eth0 of each guest VM is connected to XenBr0 and eth1 of each VM is connected to
a distinct Xen bridge (Separate bridge). We set the routing tables of each guest VM
so that the network packets destined towards co-located VM are routed through
eth0, resulting in use of the Shared Bridge (XenBr0), whereas packets destined for
outside VMM are routed through eth1. This effectively results in the utilization
of a software bridge intra-domain communication and the utilization of distinct
virtualized network interfaces (vifs) for inter-domain communication.
To our knowledge the Separate Bridge and the Shared-Separate Bridge
configurations have never been presented or tested by the HPC community.
We do not consider configurations involving channel bonding as this has been
shown to yield poor performance [97]. Our subsequent experiments have shown
this to be still the case.
A native Linux configuration will be used as a performance baseline. Here,
the same number of processes as guest domains are allocated to Dom0, and
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the system is configured to use exactly the same number of network interfaces.
Communication for intra-node processes is carried out through shared memory.
4.3 MPI Implementation Differences
In this section we briefly discuss two popular MPI-2 compliant implementations,
namely OpenMPI (OMPI) [6] and MPICH2 [15]. These two implementations are
fundamentally different from each other, especially in terms of architecture and
routing issues. Both of these implementations claim to have highly configurable
and efficient TCP and shared memory communication infrastructure.
One noticeable difference is that in OMPI the basic unit of routing is a process,
not an IP address [8]. In the case of TCP, this routing mechanism enables every
OMPI process to use all the network interfaces in a round-robin fashion. During
the initialization, OMPI determines the interfaces which are routable and then
the MPI messages are striped across the network, utilizing all of the routable
interfaces. This theoretically can achieve the aggregate bandwidth of all individual
network interfaces. This of course is limited by the PCI bus speed and other
hardware limitations. This means that, for the native Linux configuration, all
processes on the same node share all the network interfaces.
Channel bonding in particular is not preferred in the case of OMPI as it
will almost always yield poor results [2]. This is due to the fact that channel
bonding requires packets to be delivered in order, whereas OMPI can effectively
utilize all the available interfaces to stripe and send the message. Especially in
the case of large messages, OMPI can write part of the message to user-space
without worrying about the order of the packets. This enables OMPI to yield better
bandwidth compared to channel bonding.
In the case of MPICH, the default routing mechanism only allows for one GigE
interface. However, through the use of multiple IP addresses for each node and
routing tables, messages coming into different processes on the same node can be
routed through separate interfaces [97].
4.4 Results
In this section, we present the performance of the various network configurations.
All the experiments presented in this section were conducted 10 times each.
We have presented the standard deviation where applicable. Similarly, all the
presented results are for OpenMPI (OMPI) unless specified otherwise.
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4.4.1 Experimental Setup
We primarily use a 2×4 cluster (2 nodes, with 4 CPUs each) for our experimenta-
tion. Each node consists of two SMP dual-core 2.2 GHz AMD Opteron processors
with a 2-way 64 KB level 1 data cache and an 8-way 512 unified L2 cache, and 4
GB of RAM. The nodes have an IWILL DK8-HTX 815 motherboard, with 800 MB/s
HyperTransport links. The motherboard has in-built dual Intel 82541GI/PI GigE
controllers. External NICs can be connected to two slots on the same 64-bit 100
MHz PCI-X bus, and to one slot on a third 32-bit 33 MHz PCI 2.2 bus. For external
NICs with dual Ethernet ports, this permits up to 8 Gigabit Ethernet interfaces
on this motherboard. The in-built dual Intel GigE controllers are configured as
Eth0 and Eth1. The nodes also have a Pro/1000 MT NIC (Intel 82546GB chips)
with dual interfaces; these are configured to eth2 and eth3 utilizing PCI-X bus. A
Pro/1000 MT NIC with an Intel 82541PI chip is configured to eth4.
We also use an 8×2 cluster, with dual core AMD Opteron processors with
similar specification as that of 2×4 machines. The Eth0 and Eth1 are the in-built
GigE interfaces. The Eth2 of each machine is connected to 32-bit 33 MHz PCI bus.
The system software is based on the Ubuntu Hardy distribution, with Xen 3.3
compiled from source using GCC 4.2.4. The kernel of Dom0 and domU is Linux
2.6.18.8. We use the OpenMPI 1.2.2 and MPICH2 1.0.7 implementations. For
microbenchmarks, we use the OSU benchmarks [18] for latency, bandwidth and
bidirectional bandwidth.
All instances of domUs have only one VCPU, which is pinned to a distinct CPU.
In the case, where number of guest VMs equal the number of physical CPUs, the
Dom0s are not pinned to any specific CPU, as we found that pinning VCPUs for
Dom0 actually reduced performance.
All tests involving native Linux were run with processor affinity, similarly
pinning each process to a particular CPU. The native Linux case utilizes kernel
2.6.24.21, supplied by the Ubuntu Hardy distribution.
4.4.2 Application Level Benchmarks
We utilize the NAS Parallel Benchmarks (NPB) [16] version 3.2 for application
level benchmarks.
The NAS Parallel Benchmarks (NPB) are a small set of programs designed to
help evaluate the performance of parallel supercomputers. The benchmarks, which
are derived from computational fluid dynamics (CFD) applications, consist of five
kernels and three pseudo-applications. We have used a subset of these benchmarks
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namely MG, GC, FT, IS, LU and EP. We did not use the BT benchmark because
we wanted to have the number of processes equal to 2n configuration. The BT
benchmark only compiles as a n × n configuration, which results in benchmarks
requiring 4,9,16... processes.
A short description of each NPB kernel/application used is given below.
MG: This is a simplified multi-grid calculation. MG requires highly structured
long distance communication and tests both short and long distance data commu-
nication.
CG: In this problem, a conjugate gradient method is used to compute an
approximation to the smallest eigenvalue of a large, sparse, symmetric positive
definite matrix. This kernel is typical of unstructured grid computations in
that it tests long distance communication , employing unstructured matrix vector
multiplication.
FT: Here,a 3-D partial differential equation is solved using the Fast Fourier
Transforms (FFTs). It is a rigorous test of heavy long-distance communication
performance.
IS: This kernel performs a large integer sort operation that is important in
certain a ‘particle method’ codes. It tests both integer computation speed and
communication performance.
LU: This performs a synthetic computational fluid dynamics (CFD) calculation
by solving regular-sparse, block (5 5) lower and upper triangular systems.
EP: An embarrassingly parallel kernel, in contrast to others in the list, it
requires virtually no interprocessor communication, only coordination of pseudo-
random number generation at the beginning and collection of results at the end.
Each experiment was conducted 10 times and the average is presented. Where
applicable we have provided the standard deviation.
4.4.3 Inter-domain Communication
By default, the OSU benchmarks determine the communication behavior (sustain-
able latency, bandwidth and bidirectional bandwidth) for one communicating pair
of processes only. We modified the benchmarks to enable them to span multiple
pairs. In the case of inter-domain communication, each communicating pair has
two processes, each on a different node of a 2-node cluster. We conduct our test on
as many pairs as (enabled) network interfaces (1 to 4 pairs).
For a clearer comparison between the network configurations discussed in
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Section 4.2, we have summarized the latency results in Tables 4.1 and 4.2 1. These
tables present latency at 1 byte and 4 MB message size respectively. Bandwidth
and bidirectional bandwidth results are summarized in Tables 4.3 and 4.4. These
results show average sustainable bandwidth results for messages sizes between 4
KB and 4 MB.
Figures 4.2, 4.3 and 4.4 give more detailed results for the bandwidth bench-
mark. The detailed data for the bi-directional bandwidth benchmarks is similar.
The Shared-Separate and Multiple-Shared bridge configurations were not tested
as they are not applicable to point-to-point communication benchmarks.
Results for native Linux using OMPI and MPICH firstly indicate a noticeable
difference in the performance of the two MPI implementations, with OMPI
generally performing slightly better than MPICH.
In the case of 1-pair communication, there is no significant difference between
any of the network configurations, native or virtualized. The exception is that the
Shared and Separate Bridge configurations are slightly slower for bi-directional
bandwidth where the overhead of virtual interfaces begins to be felt.
For the two pair communication, the performance of all the network configu-
rations is still comparable for the latency and bandwidth benchmarks, except that
the Shared Bridge configuration falls behind as expected because it is using only
one GigE interface. For the Shared and Separate Bridge configurations, the Dom0
kernel remained considerably busy (approximately 30%). As each machine has
four CPU cores, Dom0 had two CPU cores at its disposal therefore its performance
is competitive.
Table 4.1: Summary of latency benchmark (µ Sec) at 1 byte
Config 1 Pair 2 Pairs 3 Pairs 4 Pairs
Linux-OMPI 125 ± 1% 94 ± 1% 114 ± 1% 123 ± 2%
Linux-MPICH 106 ± 1% 104 ± 1% 124 ± 1% 123 ± 2%
Exported Interfaces 125 ± 1% 112 ± 1% 80 ± 1% 110 ± 2%
Separate Bridges 125 ± 1% 129 ± 1% 125 ± 2% 160 ± 4%
Shared Bridge 126 ± 1% 125 ± 1% 128 ± 2% 149 ± 5%
For three pair configurations, the performance gap between native Linux and
the configurations utilizing the Xen bridge mechanism becomes quite visible. The
Separate Bridge is almost 2 times slower than the native Linux. It is however 1.75
1The OSU Latency benchmark is essentially a ping-pong benchmark; therefore the results of
latency at 4 MB are shown in MB/Sec
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Table 4.2: Summary of latency benchmark (MB/Sec) at 4 MB
Config 1 Pair 2 Pairs 3 Pairs 4 Pairs
Linux-OMPI 109 ± 1% 199 ± 1% 199 ± 1% 248 ± 2%
Linux-MPICH 109 ± 1% 218 ± 1% 202 ± 1% 240 ± 2%
Exported Interfaces 109 ± 1% 197 ± 1% 326 ± 1% 408 ± 2%
Separate Bridges 109 ± 1% 161 ± 1% 190 ± 2% 194 ± 4%
Shared Bridge 108 ± 1% 124 ± 1% 136 ± 3% 126 ± 5%
Table 4.3: Avg. bandwidth benchmark (MB/Sec) for message size ≥4K
Config 1 Pair 2 Pairs 3 Pairs 4 Pairs
Linux-OMPI 109 ± 1% 165 ± 1% 300 ± 1% 397 ± 2%
Linux-MPICH 105 ± 1% 186 ± 1% 305 ± 1% 366 ± 2%
Exported Interfaces 105 ± 1% 183 ± 1% 312 ± 1% 394 ± 2%
Separate Bridges 102 ± 1% 182 ± 1% 177 ± 2% 142 ± 4%
Shared Bridge 102 ± 1% 119 ± 1% 105 ± 2% 96 ± 5%
times faster than the Shared Bridge. We observed an increased number of cache
misses for the Shared Bridge, as compared to the Separate Bridge configuration.
Exported Interfaces out-performs native Linux; this is due to the fact that it offers
a better parallelization of the processing of the TCP/IP stack, as explained in [97].
For four pair communication, both the bridge configurations perform poorly.
The Shared Bridge is approximately 3.5 times slower than native Linux, whereas
the Separate Bridge configuration is 2.5 times slower. This is due to all the CPUs
being required for the domUs and no dedicated CPU left for Dom0.
We also noticed considerable variation in the bandwidth and latency for
Shared and Separate Bridge configurations; especially for the three and four-pair
benchmarks. As discussed in Chapter 3, the network communication using
bridge configuration in Xen is CPU intensive. In the case of three and four-pair
benchmarks, the overhead of processing and transferring the network packets is
higher compared to one or two-pair OSU benchmarks. Xen has to process more
packets for these benchmarks and for this domain-0 steals precious CPU cycles by
preempting the guest domains. The preemption results in the guest domain going
to a blocked state for a small period of time. This results in variation in the wall
clock times of benchmark as the exact point where the guest domain (and hence the
benchmark) will be put on the wait queue cannot be predicted. This means that
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Table 4.4: Avg. bi-bandwidth benchmark (MB/Sec) for message size ≥4K
Config 1 Pair 2 Pairs 3 Pairs 4 Pairs
Linux-OMPI 124 ± 1% 296 ± 1% 337 ± 1% 408 ± 2%
Linux-MPICH 124 ± 1% 273 ± 1% 350 ± 1% 361 ± 2%
Exported Interfaces 121 ± 1% 183 ± 1% 370 ± 1% 415 ± 2%
Separate Bridges 115 ± 1% 183 ± 2% 177 ± 3% 168 ± 5%
Shared Bridge 115 ± 1% 119 ± 2% 105 ± 3% 111 ± 5%
in such cases, the message transfer between the pairs can pause for some time
as the transmitting or the receiving pair might not be ready. We have seen this
variation for all the benchmarks where the high volumes of data was transfered
and adequate number of CPUs were not available to Xen.
From the experiments above, we can conclude that latency and bandwidth are
affected by a factor of two or more if the Xen bridge mechanism is utilized. It is
clear that using Separate Bridge mechanism for vifs is better as it gives at least
50% improvement over the conventional Shared Bridge mechanism. The reduced
bandwidth in the 4-pair case compared to 3-pair shows that Xen’s netback-netfront
implementation is highly CPU intensive and Xen will always benefit from having
at least one CPU spare for inter and intra-domain communications.
However the OSU benchmarks only give half the picture. For a mix of scientific
applications we decided to run NAS benchmarks over the 2×4 and 8×2 compute
clusters, as discussed in Sections 4.4.4 and 4.4.5.
4.4.4 Intra-domain Communication
For these experiments, we have two or more guests located on the same VMM and
study the performance of communication between processes on these guests. We
thus used one node of the 2 × 4 cluster discussed in Section 4.4.1, and are thus
limited to 4 guests, as we do not want to over-subscribe the CPUs.
In the case of the OSU benchmarks, we can have up to two communicating
pairs. We tested Shared Bridge, Separate Bridge and native Linux configurations
using OMPI. The results of the OSU Bandwidth results are shown in Figure 4.5
and 4.6. The summary is provided in Tables 4.5.
For 1-pair bandwidth and bidirectional bandwidth benchmarks, Linux shared
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Figure 4.2: OSU 2 pair bandwidth benchmark
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Figure 4.3: OSU 3 pair bandwidth benchmark
memory outperforms the Shared Bridge by 50%. The Separate Bridge configura-
tion is an order of a magnitude slower, as routing is done by the physical switch.
In the 2-pair configuration we see this gap increasing compared to the 1-pair
configuration. Exported Interfaces and Separate Bridges actually see improvement
due to the use of two physical GigE interfaces but the Shared Bridge configuration
sees a decline, asserting the fact that Xen’s page flipping mechanism is highly
CPU intensive and does not scale well. The inability of Xen’s Shared bridge
configuration to keep with with more than a single GigE card was also noticed
by Menon et.al [47].
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Figure 4.4: OSU 4 pair bandwidth benchmark
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Figure 4.5: OSU bandwidth benchmark (1-pair, co-located VMs)
To evaluate scientific applications, we evaluated the system with the NAS
parallel benchmarks. Normalized results with respect to native Linux with OMPI
are shown in Figure 4.7. The results of the NAS parallel benchmarks (NPB) assert
the fact that, for communication intensive applications, Xen’s software bridge fails
to match the native shared memory transport. For applications which require less
communication bandwidth like EP, LU and MG, the performance of Xen bridge is
quite competitive. In the case of IS, the performance of Xen bridges is quite bad,
which is due to the high communication rate in the benchmark.
We also tested the Exported Interface configuration. Its performance was
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Figure 4.6: OSU bandwidth benchmark (2-pair, co-located VMs)
Table 4.5: Avg. bandwidth benchmark (MB/Sec) for message size ≥4K
Bandwidth Bi-Bandwidth
Config 1 Pair 2 Pairs 1 Pair 2 Pairs
Linux-OMPI 1250 ± 1% 1804 ± 2% 1163 ± 2% 1456 ± 2%
Exported Interfaces 87 ± 1% 196 ± 1% 82 ± 2% 127 ± 3%
Separate Bridges 84 ± 1% 94 ± 3% 85 ± 4% 98 ± 5%
Shared Bridge 344 ± 2% 300 ± 3% 366 ± 5% 338 ± 6%
generally between that of the native and Xen bridge configurations.
4.4.5 Inter-Intra Node Communication Mix
We employed the NAS parallel benchmarks (NPB) to evaluate impact of above
mentioned network configurations on applications spanning multiple Xen hosts.
A 2×4 cluster will expose the impact of the configurations for the situation
where the amount of inter- vs intra- node communication is roughly balanced. With
one process (one guest) allocated per CPU, it also presents the situation where no
CPU can be dedicated to Dom0.
In order to evaluate the impact on larger clusters where inter-node commu-
nication is more dominant, we also used the 8-node cluster. We similarly tested
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Figure 4.7: NAS parallel benchmarks on a 1×4 cluster.
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Figure 4.8: NAS parallel benchmarks on a 2×4 cluster
one process (one guest) allocated per CPU (‘8×2 cluster’). However, to create the
situation where a CPU is dedicated to Dom0 to support communication, we also
tested one process (guest) per node (‘8×1 cluster’). A comparison between the two
would thus expose the CPU overheads involved in Xen’s network communications.
As OMPI and MPICH employ different mechanisms for routing of multiple
interfaces, we tested all the network configurations with OMPI and MPICH. The
results of MPICH with Shared Bridge, Separate Bridge and Exported Interfaces
were almost identical to OMPI and therefore are not represented. We were not able
to run Shared-Separate-Bridge-OMPI because of the fact that OMPI determines
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the routable interfaces through its own mechanism and does not rely on routing
table information [8]. The results of NPB, Class A on the 2×4 cluster configuration
are shown in Figure 4.8.
We see that MPICH and OMPI behave in a slightly different fashion. For
native Linux, OMPI generally has an advantage over MPICH, as we saw in the
micro-benchmarks. This is due to the fact that OMPI is able to stripe the messages
across multiple communication interfaces and use all the available interfaces to
its advantage. MPICH relies on channel bonding to achieve this. The associated
overheads of channel bonding contribute to MPICH having a disadvantage over
OMPI. However, we noticed that OMPI is unable to determine the fastest interface
and utilizes all the routable interfaces. This in particular causes degradation in the
case where one interface is faster than the other. This problem was exposed when
we tried to use eth0 (Shared Bridge) and eth1 (Separate Bridge). The expected
result was near Shared Bridge performance, but the result was in between the
two.
Exported Interfaces gives excellent performance (only 5% slower at an average
compared to native Linux), despite the fact that the routing of packets is done
through a physical switch. This indicates that the advantage of native Linux
shared memory transport for intra-node communication becomes relatively small
once inter-node communication is introduced. This is mainly because of the
MPI Barrier and MPI Waitall (or similar) primitives, which force the processes
finishing their part of computation and communication earlier (in this case the
intra-node communication) to wait for processes that are involved in inter-node
communication. The overall impact is that the advantage of shared memory com-
munication disappears because of the external communication interfaces acting as
the bottleneck.
The Shared Bridge configuration gives reasonable performance. However
due to the attached CPU overheads, this configuration results in a performance
degradation of almost 40%, as compared to the native Linux. In the presence of an
extra CPU available to Xen for this communication, we expect the performance of
Shared Bridge configuration to improve.
The slow performance of Separate Bridges (OMPI and MPICH) is a surprise.
This could be due to two factors. Firstly, the Xen netfront-netback infrastructure
is CPU intensive not only for intra-domain communication but also for the
communication with the outside world. Secondly, the inter-VM communication of
co-located domains with Separate Bridges is routed through the physical switch;
however, this factor does not seem to have hurt Exported Interfaces.
The Shared-Separate Bridge configuration gives better results compared to
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Figure 4.9: NAS parallel benchmarks, Class A on a 8×1 cluster configuration
other two bridge configurations and is at an average only 8-10% slower than the
native Linux configurations on all benchmarks except the IS benchmark. The
reason for better performance is the fact that this configuration utilizes Shared
Bridge for the communication with co-located domains and Separate Bridge for
communication with domains on other VMMs, hence the VMs end up using two
network interfaces instead of only one.
The 2×4 configuration results assert that the netback-netfront implementation
of Xen is CPU intensive. As no CPU is available to Xen to handle packet delivery,
this results in Xen stealing the CPU times of the guest domains, resulting in loss
of precious CPU cycles as well as high number of cache misses.
To test the above assertion, an 8×1 cluster configuration was used to see
if the availability of a CPU for inter-domain communication, coupled with the
lack of intra-domain communication, would result in improved performance of the
virtualized configurations. The results are shown in Figure 4.9. Note that here,
there is no distinction between Shared and Separate interface, and the results of
MPICH are not represented as they were similar.
We noticed that the benchmarks run was overall 30-35% faster than the 2×4
configuration run. This is primarily due to having single process per node, which
reduces the effects of memory and hypertransport bandwidth limitations. The
standard deviation for the 8×1 NBP benchmarks for Linux-OMPI and Exported
Interfaces was around 2% for each benchmark, except for the EP benchmark which
was 1%. For Separate Bridge configuration the standard deviation was 3% with
the exception of EP benchmark which remained at 1%. With the exception of
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IS, the virtualized configurations were much closer to native Linux than on the
2×4 cluster, confirming the benefit of having a CPU available to support Xen
communication.
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Figure 4.10: NAS parallel benchmarks, Class A on a 8×2 cluster
The results for the 8×2 cluster configuration are shown in Figure 4.10. As
expected, we see that the Exported Interface configuration performs almost equal
and at times better than native Linux. This suggests that if live migration
of virtual machines is not required in a compute cluster, then virtualization
can actually be beneficial. The results for Shared Bridge and Separate Bridge
configuration are similar to each other, being 15–30% slower than native Linux.
The Shared-Separate bridge configuration gives excellent performance considering
it utilizes virtual interfaces. This is due to its effective use of the second interface.
As discussed the Shared-Separate configuration cannot be used for OMPI, we used
an equivalent Multiple-Shared bridge configuration. This configuration performs
slightly better than the Shared bridge and Separate bridge configurations, as it
is utilizing two interfaces, but it fails to match performance of Shared-Separate
bridge configuration. This is due to the fact that eth1 and eth2 of the guest
VMs are not completely isolated when sending the inter-domain messages. This
results in bandwidth sharing among the two co-located VMs and therefore, as seen
previously, we see high cache misses.
The standard deviation for the benchmarks was higher in this case compared
to the 8×1 configuration. The is because no CPU was spare for Xen to achieve the
network packet transfer for network configurations requiring Shared or Separate
Bridges. For the configurations requiring the bridge interface, the standard
deviation was approximately 5% with the exception of the EP and LU benchmarks;
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that had a deviation of 2% and 6% respectively. As already described, EP does
not have communication between the processes, whereas LU benchmark involves
a high volume of messages of relatively small size. For Linux-OMPI and Exported
Interfaces, the standard deviation for all the benchmarks was within 2.5%.
4.5 Discussion and Summary
From the inter and intra-domain communication results, it can be concluded that
in the case where a job spans a number of physical machines, exporting network
interfaces to guest machines achieves near native performance. Therefore if job
migration is not an essential requirement, the HPC community can benefit from
the virtualization technology without any significant cost. This is even in the
absence of any fast intra-domain communication mechanism.
If exported interfaces cannot be utilized, then Xen virtualization can be slow
compared to a non-virtualized environment, unless there are spare CPUs available
for Dom0. We see that inter-domain communication in Xen via Xen bridges is quite
CPU intensive. This weakness is only exposed if one is utilizing multiple GigE
interfaces on a SMP Xen host. This is in contrast to findings in other previous
work e.g. [84], where no significant degradation in Xen’s network performance
over native Linux was seen. We conclude that Xen bridge infrastructure in general
is CPU intensive and depending upon communication requirements and patterns,
can give 20–40% degraded application performance as compared to native Linux.
However, we have found that, compared to the default configuration (Shared
Bridge), using Separate Bridges can improve micro-benchmark performance, and
that using a combination of the two can improve application performance to almost
as good as native Linux.
Another observation is that the current bridge architecture of Xen is not
aware of the fact that certain VM’s might be utilizing another XenBridge for
communication. In principle, all the guest domains should use shared memory
transport if they are hosted on same VMM; therefore the bridge architecture
should be made co-VM-aware. Although this arrangement will not result in native
memory transfer rates, it will be at least much faster than utilizing the physical
switch in the case of Separate Bridge or Exported Interface configurations.
Mechanisms like IVC [64] can be utilized for faster intra-domain communica-
tion. However our experiments indicate that their impact on applications spanning
multiple VMMs will not be very high. These solutions are not generic in nature as
they are MPI implementation centric and Xen version specific. As Xen is continu-
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ously evolving, these solutions quickly become obsolete or there is a requirement
to port them to newer versions. One such example is Xenloop, which can only
work with Xen 3.1 but fails on Xen 3.3. The best way to ensure shared memory
or equivalent intra-domain communication is by overhauling the netfront-netback
implementation of Xen hypervisor in the official Xen trunk. This will result in a
generic solution, not requiring ports to various MPI implementations and domain
drivers for every new version.
We have seen that in the presence of additional CPU cores for VMM, Xen’s
network performance is competitive to native Linux for MPI application spanning
multiple physical nodes. With the evolution of heterogeneous core platforms, a
simple but CPU intensive operations like memory copying and page flipping can
be offloaded to simple integer or similar low-end core. This will greatly increase
VMM’s performance in general. Under this scenario, the need for fast intra-domain
communication mechanisms would be questionable and the performance of the
inter-domain communication will likely match the native performance.
We have also noted that MPI implementation is an important factor in this
context; in particular, routing mechanism can affect the way multiple network
interfaces may be used. It also affects performance, with OMPI’s architecture
better being able to use multiple interfaces, as described in Section 4.3.
The novel network communication configurations presented in this chapter can
enable the HPC community to benefit from the advantages of virtualization, at
the cost of small or even negligible performance loss. As we show in the coming
chapters, with the network configurations presented in this chapter coupled with
the live migration feature of the Xen hypervisor, we are able to improve the
throughput of the compute farm by up to 30%.
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Live Migration Improvement
As virtualization technology is mostly driven by the requirements of data centers,
not much work or case studies exist for the use of live migration of virtual
machines in high performance computing (HPC) environments. It has been
shown in previous research [28, 53] that virtualization is quite beneficial for
the HPC environment. Some research efforts have also been made to establish
the case for live migration in the HPC environments for fault tolerance [84]
and saving electrical power [60]. However a comprehensive study on the effects
and advantages of live migration of virtual machines in HPC applications is
still missing. We believe that one can leverage the live migration of VMs to
achieve reduced average job turnaround times for HPC applications running on
an HC. These clusters are highly heterogeneous in nature which is due to the
presence of different CPU architectures, available memory and the communication
interfaces. The scheduling of HPC jobs has long been researched, but most of
the scheduling work is limited to static scheduling. We envision a combination
of virtualization with a heterogeneity-aware scheduling framework to develop a
runtime job relocation service which can dispatch and/or relocate the job to the
best suited hardware utilizing the live migration facility.
5.1 Related Work
Research in the area of live migration of virtual machines is limited in a sense
that most of research is specific to data center environments [46, 61]. Here the
main motivation is a small or negligible downtime for a migrating VM. In an HPC
environment, the motivation of migrating a VM is different: it includes improving
the turn-around time of a job or fault tolerance.
Nagarajan et.al [84] utilized Xen VMM to migrate a guest OS from a physical
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node with deteriorating health to a healthy physical node. The NAS parallel
benchmarks (NPB) were utilized to determine the stretch in the application
wallclock time. The live migration feature was compared with the non-live
migration feature and it was concluded that the live migration facility has less cost
in terms of wallclock time stretch compared to non-live migration. The compute
cluster was a 16 node cluster with each node having a total of four CPU’s. Each
VM was provided with only one CPU. This resulted in Xen VMM having more
than adequate CPU power to process the live migration overheads. It also results
in under-utilization of the compute farm and hence does not represent a real
work scenario. This paper also does not give an analysis of the factors affecting
migration time.
Huang et.al [63] have done a thorough analysis of Xen’s live migration facility
for HPC environments. They show that by utilizing Remote Direct Memory Access
(RDMA), the migration times can be decreased by up to 80%. However the paper
only concentrates on the Infiniband implementation and does not discuss the
GigE communication interfaces, which are predominantly used in the commodity
clusters. The research is carried out on an older version of Xen (3.0.3) and the Xen
project has since evolved and its migration facility has been optimized.
Hines et.al [61] have proposed using a post-copy based live migration against
the traditional pre-copy approach. In post-copy, the CPU state of the VM
is transfered first unlike the pre-copy approach where the memory pages are
transfered before the CPU state. Once the CPU state is transfered, the VM is
resumed at the destination VMM. The post-copy phase is then activated and the
memory pages are transfered to the destination VM. In case of a page fault at
the destination VM, the faulted memory pages are transfered concurrently. This
technique ensures that each memory page is transfered only once and thus reduces
the overhead of retransmitting memory pages. Post-copy migration shows up to
50% better performance over the traditional pre-copy migration technique. This
paper does not consider HPC applications and evaluations are mostly data center
driven. We feel that the HPC applications are memory intensive; therefore this
methodology will result in application stall for a few seconds due to page faults
leading to increased wallclock time stretch. This assertion is validated from similar
pre-copy implementation in the project SnowFlock [76, 88].
SnowFlock [76] utilizes Xen for rapid VM cloning in cloud computing. The VM
is cloned to multiple VMM hosts in less than a second. The methodology is similar
to the post-copy approach. Initially the CPU state is transfered to VMM hosts via
multicasting. Memory pages are transfered upon a page fault only. The source
VM remains active for the life of the parallel job to ensure that the page faults are
entertained; hence it does not represent migration. Although the VM is cloned in
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less than a second, the wallclock time stretch of a parallel job is in the order of
seconds due to the on-demand transfer of memory pages [88].
5.2 Experimental Platform
The experimental cluster primarily consisted of dual core AMD Opteron processors
with 2.4 GHz CPU speed and 4 GB memory.
Each VM is provided with one CPU and two gigabit ethernet network inter-
faces. Both the network interfaces use the Xen bridge architecture (split driver
interface). The reason for using the bridge architecture is that the VMs with
VMM-bypass interfaces cannot be migrated. Eth0 of the each VM is utilized for
management tasks and Eth1 is used for MPI communications. Eth0 of each VM
is connected to the physical Eth0 of Dom-0 and Eth1 is connected to a distinct
ethernet interface. We also use a 2 GHz, dual core AMD Athlon cluster to introduce
heterogeneity in certain experiments for comparison of speedup or slowdown in a
benchmark run after the migration. The network configurations of this cluster are
the same as the primary cluster.
We use the term ‘cluster configuration’ to represent the compute farm running
the application benchmark. We use different cluster configurations, e.g. 1×4, 1×8
and 2×4. In the 1×n cluster configuration, one VM each is hosted on ‘n’ distinct
VMMs. Each VMM has a dual core CPU. For a reference, the 1×n and 2×n cluster
configurations are shown in Figure 5.1.
VMM # 1
 VM # 1
VMM # 2
 VM # 2
 VMM # n
 VM # n
(a) 1×n cluster configuration: n physical ma-
chines hosting one VM each.
VMM # 1
VM # 1
VM # 2
VMM # 2
VM # 3
VM # 4
VMM # n
VM # 2n-1
VM # 2n
(b) 2×n cluster configuration: n physical ma-
chines hosting two VMs each
Figure 5.1: Different Cluster Configurations.
The 1×n cluster configuration ensures that Xen has one CPU available to
entertain different VMM specific chores, e.g. packet transfer using the split driver
interface and executing migration specific routines. In the 2×n cluster configura-
tion, two VM’s are hosted on ‘n’ dual core machines. In such a configuration, there
is no extra CPU available for Xen. The VMM therefore has to steal CPU cycles
from the VM’s for its housekeeping.
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Table 5.1: Avg. migration statistics of an idle virtual machine.
RAM (MB) Total Pages Pages Transfered Time (Sec) Iters
256 65536 65666 ± 1% 3 2
384 98304 98393 ± 1% 4 2
512 131072 131226 ± 1% 6 2
768 196608 196672 ± 1% 8 2
1024 262144 262424 ± 1% 10 2
We utilize the NAS Parallel Benchmarks (NPB) [16] and the High Performance
Linpack (HPL) [68] to evaluate the system. As we require the benchmarks to run
for a longer time, the NPB class B was utilized. The IS and MG benchmarks could
not be utilized as their wallclock time is too short to reliably evaluate the effects of
migration. We used a problem size of 15000 and process grid (P×Q) of 2×2 and 2×4
for the HPL benchmark. The block size for HPL was 64. All the other parameters
had default values. For all the experiments we used Xen 3.3.0 compiled from source
using GCC 4.2.4. We used OpenMPI 1.3.2 for all our experiments. Each experiment
was performed 15 times and the average is presented.
5.3 Xen Migration Statistics
To determine the baseline for the cost of migration, we collected the migration
statistics of an idle virtual machine. Table 5.1 gives statistics during the migration
of an idle VM on a dual core Opteron Xen host at different VM memory (RAM) sizes.
The memory page size is 4KB. The results and an inspection of the Xen migration
code 1 show that the major cost of migration is copying of the memory from one
VMM to another. This means that the cost of migration has a direct relationship
with the size of the memory that needs to be transfered and the communication
bandwidth of the underlying network infrastructure.
The average CPU utilization during the migration for both the source VMM
and the destination VMM was around 95%, suggesting the fact that migration is
a CPU intensive operation. The average bandwidth utilization in each case was
around 108 MB/Sec, which suggests that the network bandwidth plays a limiting
role in migration of the virtual machines. To improve migration speed, one can
employ channel bonding or a faster interconnect. The total number of pages
transfered is slightly more than the total pages in the memory. This is because
1File: xen-3.3.0/tools/libxc/xc domain save.c
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Table 5.2: Average statistics of migrating a 512 MB (131072 Page) VM on a 1×4
cluster configuration.
Benchmark Total Pages Transfered Avg. Page Transfer Breakdown Iterations
First Iter Avg. in Between Last Iter
CG.B.4 149951 ± 6% 130017 675 1040 30
EP.B.4 138941 ± 4% 130656 283 359 30
FT.B.4 470278 ± 8% 41334 36256 66385 24
LU.B.4 189551 ± 6% 120910 2108 9617 30
HPL 833263 ± 7% 46390 25859 62094 30
of the fact that the VM is still running and memory pages are being dirtied. The
rate of memory pages being dirtied is very low and it takes only two iterations to
complete the migration. The downtime of the VM is in the order of milliseconds.
The standard deviation for the total number of pages transfered was less than 1%.
In the case of an HPC application, we expect the memory dirtying rate to be
significant. Table 5.2 gives migration statistics of migrating a single VM on a
1×4 cluster configuration for the NAS Parallel Benchmarks (NPB) and the HPL
benchmark. This migration scenario is as shown in Figure 5.2.
  
VM 1
VMM-1
VM 2
VMM-2
VM 3
VMM-3
VM 4
VMM-4
VMM-5
Figure 5.2: Migration of a single VM from a VMM in a 1×4 configuration .
The CPU utilization of each VM during the benchmark run was 100%. which
understandably dropped to 0% in the stop-and-copy operation. The CPU utilization
of the Xen VMM (or Dom-0) during the benchmark varied with the communication
rate of the benchmark but jumped to 100% during the migration. A comprehensive
analysis of CPU utilization is given in Section 5.4.1.
All the benchmarks, with an exception of FT, use the maximum bound set
for pre-copy iterative process. The FT benchmark is highly communication and
store intensive. Memory is dirtied quickly in FT compared to other benchmarks
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and thus the migration threshold is achieved earlier. During the migration, the
total number of pages transfered from source to destination VM are 3.6 times the
actual number of pages in the VM’s memory. Similarly in the case of the LU
benchmark, 1.45 times more pages are transfered compared to the total pages
in the memory of the VM. The standard deviation for the total number of pages
transfered during the migration of a single VM varies with the memory dirtying
rate and the communication intensitivity of the benchmark. For EP, we see this to
be the lowest as there is no communication between the processes. However, for FT
benchmark, we see a higher deviation. As FT is communication intensive and has a
higher memory dirtying rate, the VMM not only has to transfer the memory pages
of the migrating VM to the destination VMM but it also has to transfer the network
packets. This results in the VMM CPU carryout two CPU intensive operations at
the given time and hence we see the higher standard deviation.
The pages transfered in the earlier iterations are mostly retransmitted in
subsequent iterations as they are dirtied again by the time iteration finishes. This
transfer wastes a lot of CPU cycles and communication bandwidth and therefore
should be avoided.
We varied the problem size (N) of the HPL benchmark to determine the effects
of memory footprint on the migration time. We used problem sizes of 8000, 10000,
12500 and 15000 and kept all the other parameters as described in Section 5.2.
It was found that the memory footprint of an application has no affect on the
migration time. This is because of the fact that during migration, Xen transfers
the memory pages from the source VMM to the destination VMM in a number
iterations. In the first iteration, Xen transfers the whole VM memory (used or
unused) as shown in Table 5.1. In the subsequent iterations, only those memory
pages that were dirtied during the previous iteration are transfered. This means,
the memory footprint does not affect the migration time, rather it is the memory
dirtying rate that dictates the migration time.
5.4 Optimization of the Live Migration Routine
Based of the results of the Table 5.2, we decided to reduce the number of iterations
in the pre-copy phase of the live migration to the bare minimum of two. In the
first iteration all possible memory pages are transfered to the destination VMM.
During this memory transfer the VM is active and able to execute the jobs. The
second iteration is in fact the final iteration as in the stop-copy phase of the default
live migration code. With this optimization we expect fewer pages to be transfered
across the VMMs and therefore less CPU cycles compared to the default live
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migration. Table 5.3 gives the average number of total memory pages transfered
and percentage improvement over the default live migration routine as given in
Table 5.2. We see a reduction in the total number of memory pages in all of the
benchmarks. For the store intensive benchmarks (FT and HPL), our optimization
is able to reduce the total number of memory pages transfered from the source
VMM to the destination VMM by over 500%. The total number of pages transfered
in the last iteration is larger in the optimized version, which means that the total
downtime of the VM will be more compared to the default implementation. The
standard deviation for the optimized live migration is lower than the default live
migration method. The main reason for this is the smaller number of iterations
during the migration.
5.4.1 Comparison of Migration Techniques
In this section, we give a comprehensive comparison and analysis of the non-live,
live and optimized live migration techniques. We used a number of cluster config-
urations to reflect different CPU and communication loads. These configurations
can be divided into two distinct classes, as discussed in Section 5.2.
Table 5.3: Optimized migration statistics of a 131072 Page VM on a 1×4 cluster
configuration.
Benchmark Total Pages First iter Last iter % Reduction
CG.B.4 131210 ± 6% 129967 2143 14
EP.B.4 131209 ± 3% 130493 716 6
FT.B.4 155975 ± 8% 56763 99212 620
LU.B.4 131366 ± 6% 121063 10303 44
HPL 155290 ± 8% 65138 90152 536
5.4.2 Migration on 1×n Cluster Configurations
To represent cluster configurations where one CPU is available for Xen to manage
migration and communication on behalf of a VM, we used 1×4 and 1×8 configura-
tions. We execute four and eight process NPB and HPL benchmarks respectively.
During execution, we migrate a VM from one physical VMM host to another. Both
the VMM hosts are identical in the hardware architecture and resources. The
VM is migrated 20 seconds into the benchmark run. An exception is EP where
the VM was migrated 5 seconds into the benchmark run as the wallclock time of
EP was only 30 seconds on the experimental hardware. Figures 5.3(a) and 5.3(b)
give the wallclock time stretch compared to no migration on 1×4 and 1×8 cluster
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configurations respectively. An example of a migration of a single VM on a 1 ×4
configuration is shown in Figure 5.2.
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5
10
15
20
Tim
e (S
ec)
Non Live Default Live Optimized Live
Migration Walltime Stretch (1x4 Cluster Conf)
(a) Migration of a 131072 Page VM on a 1×4 cluster configuration.
CG.B.8 EP.B.8 FT.B.8 LU.B.8 HPL.N15K0
2
4
6
8
10
Tim
e (S
ec)
Non Live Default Live Optimized Live
Migration Walltime Stretch (1x8 Cluster Conf)
(b) Migration of a 131072 Page VM on a 1×8 cluster configuration.
Figure 5.3: Migration of a 131072 Page VM on a 1×n cluster conf.
For the 1×4 cluster configuration, we see that the live migration optimization
gives almost 50% better results than the default live migration. This is due to less
CPU and communication overhead during migration, as discussed in the previous
section. As expected, non-live migration is slowest in terms of application wallclock
time, except for the FT benchmark where it performs better than the default live
migration routine.
Figure 5.4 gives the CPU and communication bandwidth trace of the FT
benchmark on the VMM and a migrating node. Dom-0 CPU and Node-CPU
represent the CPU utilization by the VMM and the migrating node during
the benchmark run. Node-TX and Node-RX give the transmit and receive
communication bandwidth of the migrating node. The migration starts at t=20
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seconds. The FT benchmark is highly communication intensive compared to other
benchmarks. This results in a considerable CPU overhead on the VMM during the
benchmark run. The CPU utilization of Dom-0 before migration is directly related
to bandwidth utilization of the node. The peaks of the receive (RX) and transmit
(TX) bandwidth indicate all-to-all communication which occurs once per internal
iteration of the FT benchmark.
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(a) Non-live migration.
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(c) Optimized live migration.
Figure 5.4: Effects of different migration routines on a migrating node and its
‘source’ VMM during the execution of FT.B.4 benchmark.
For non-live migration (Figure 5.4(a)), the network communication and the
CPU utilization of the migrating node goes to zero once the migration routine is
initiated (t = 20 secs). The CPU utilization of Dom-0 jumps to 100% during the
migration. For the entire duration of migration, the node does not make progress
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on the benchmark, which impacts on the wallclock time of the benchmark.
For default live migration (Figure 5.4(b)), the migration routine reduces the
network bandwidth of the VM. The figure clearly shows that the iteration time
of the FT benchmark increases during the migration (approximately 2 iterations
per 10 seconds during migration compared to 3 iterations before the migration is
initiated). The total duration of migration is quite lengthy compared to non-live
migration. Due to large number of memory pages transfered during each iteration,
the benchmarks wallclock time is affected.
The optimized migration routine gives the best performance as shown in
the Figure 5.4(c). The total duration of migration is small as fewer pages are
transfered. As the VM is able to compute during the migration, the impact on
wallclock time is also less. The downtime for optimized migration is however more
compared to live migration.
We do not see such a trend in the HPL benchmark although it is also store
intensive. This is due to the lower communication rate of the benchmark. During
the benchmark run with no migration, the Dom-0 CPU remained only 10% busy
compared to a peak of 60% in the FT benchmark.
Figure 5.5 gives the CPU and communication bandwidth trace for the the CG
benchmark. The CG benchmark is comparatively less communication and store
intensive; therefore fewer pages are transfered in each iteration of the pre-copy
phase. This results in better performance of the default migration routine over the
non-live migration. Optimized live migration performs better than live migration
due to reasons described above. Migration starts at t=22 seconds for this case.
The EP benchmark is least affected by live migration, due to the fact that EP
does not have communication overhead. The Xen VMM can use the maximum
bandwidth of the communication interface and the additional CPU at its disposal
to achieve the migration in parallel with the benchmark computation on the
migrating VM.
For the other benchmarks, the total cost of default live migration is approx-
imately 7 seconds depending on the workload and communication rate. The
network bandwidth mostly dictates the CPU cycles used by the migration routine.
With the optimized migration, we save at an average of 4 seconds per migration,
which is a 40% improvement.
The results for the 1×8 cluster configuration are similar to the 1×4 cluster
configuration. The exception is the FT benchmark, where we see decrease in
the live migration wallclock time compared to non-live migration. This is due
to less communication and computation per node for the same workload when
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(c) Optimized live migration.
Figure 5.5: Effects of different migration routines on a migrating node and its
‘source’ VMM during the execution of CG.B.4 benchmark.
the benchmark is spanned across multiple nodes. This results in lower memory
dirtying rates during the migration. The bandwidth drop (TX and RX) during the
iterative pre-copy phase of the live migration is also less compared to the 1×4
cluster configuration.
5.4.3 Migration on 2×n Cluster Configurations
To determine the effects of migration on the VMM with no spare CPU for Xen,
we utilized the 2×2, 2×4 and 2×8 cluster configurations. In these scenarios we
migrate two VMs from a particular VMM to another, as shown in Figure 5.6.
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Figure 5.6: Migration of two VMs from a single VMM on a 2×4 cluster configura-
tion.
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Figure 5.7: Migration of two VMs (131072 Pages each) on a 2×4 cluster configura-
tion.
Both virtual machines are migrated in a serial manner, i.e. the migration of
the second VM starts after the migration of the first VM is finished. The results of
these configurations were comparable; therefore only the results of the 2×4 cluster
configuration are shown in Figure 5.7 As there is no additional CPU for Xen to
do the communication and migration, the cost of migration does not scale linearly.
The hypervisor steals precious CPU cycles from the VMs during the migration
routine. Unlike the 1×4 and 1×8 configurations, the EP benchmark stretches by
6 seconds, clearly suggesting CPU contention between the VMs and the VMM.
The results of this migration experiment saw more fluctuation compared to 1 ×
n configuration because no spare CPU was available to Xen to carry out network
communication and copy memory from the source to destination VMM. We noticed
that this variation was more for communication intensive benchmarks like FT
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compared to EP.
5.5 Summary
We have presented a detailed study of the migration facility of the Xen VMM,
specifically targeting HPC applications. The effects of live and non-live migration
techniques on HPC application wallclock times were analyzed in detail and a
detailed relationship of the migration routine with memory modification, commu-
nication intensity and CPU contention between guest VMs and the host VMM was
presented. We show that migration is a CPU intensive operation. The Dom-0 CPUs
(of both the source and the destination) go to 100% while migrating a VM. In the
case, where a CPU is spare for Dom-0, the wall clock time stretch introduced by
migration is less compared to a fully loaded VMM. The high CPU utilization of
the Dom-0 CPU suggests that migrating all VMs from a single VMM in parallel is
not a good option. The cost of migration (the wall clock time stretch) depends on
memory intensitivity of the application rather than its memory footprint. However,
the total time of migration is proportional to the memory size of the VM. For
example, a VM with 4 GB ram will take longer time to migrate, but if an application
has less memory intensive operations, the wall clock stretch introduced will be
very low compared to a 512 MB VM running a memory intensive application.
Accurate prediction of the wall clock time stretch of an application runtime due to
migration is not easy to identify unless memory operations are profiled. Similarly,
as shown in the chapter, migration is a CPU intensive operation. The total time
of migration and the wall clock time stretch in the application runtime depends on
the underlying hardware of the VMM. However, we have noticed, for the given
hardware and the set of NAS benchmarks, the wall clock time stretch (cost of
migration) lies between 8 to 15 seconds per VM migration.
We also show that by reducing the iterations in pre-copy phase helps in keeping
lower migration costs in case of the HPC applications. Our optimization is able
to reduce the total number of memory pages transfered during the migration by
up to 500% and results show an average of 50% improvement over the default
Xen migration routine on the traditional gigabit Ethernet infrastructure. All the
subsequent experiments in the thesis use this optimization unless specified.
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Chapter
6
Design and Implementation of a
Resource Relocation
Framework
In this chapter we present the design and implementation details of a our
resource remapping framework called ARRIVE-F (Adaptive Resource Relocation
In Virtualized Environments- Framework). The framework is able to exploit the
heterogeneity in a compute farm to improve its throughput.
The framework then carries out a lightweight online profiling of the CPU,
communication and memory subsystems of all the active jobs in the compute farm.
From this, it constructs a performance model to predict the execution times of each
job on all the distinct sub-clusters in the compute farm. Based upon the predicted
execution times, our framework is able to relocate the compute jobs to the best
suited hardware platforms such that the overall throughput of the compute farm
is increased. We utilize the live migration feature of virtual machine monitors to
migrate the job from one sub-cluster to another.
The implementation details of the model, the performance prediction accuracy
and the migration decision model are also discussed.
6.1 Motivation
As discussed in Part II, parallel applications are required to distribute computa-
tions unevenly to account for the varied speed and architecture of processors in a
heterogeneous compute farm [49, 85, 71]. The load balancing of such computations
require a considerable effort from the programmer’s perspective [85]. This also
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(a) Heterogeneous compute cluster. (b) Heterogenous compute farm with homoge-
neous sub-clusters.
Figure 6.1: Pictorial view of hetrogeneous compute farm.
makes the job scheduling decisions a difficult and tedious task.
Performance modeling techniques are often used to tackle the issue of hetero-
geneity [71, 85] where the application characteristics are encapsulated into a set of
formulas to form a performance model. The performance models are then mapped
to different architectures to determine the performance [30]. Fine-grained perfor-
mance modeling is capable of reasonably accurate prediction but the associated
cost of profiling can be very high in terms of the wall-clock time of the job [71, 85].
We deal with this issue of heterogeneity by breaking the heterogeneous
compute cluster into a number of homogeneous sub-clusters as shown in Figure
6.1. The runtime characteristics of the applications are determined with the
combination of hardware performance counters/units (PMUs) and programmers
interface of the MPI (PMPI). This enables us to predict the performance of running
MPI applications on all the other sub-clusters present in our heterogeneous
compute farm. All this is done without the need of changing the application source
or the binary (provided MPI library is dynamically linked) or fine-grained off-line
profiling and analysis phase. We then determine the best-suited sub-cluster for the
compute job from our compute farm and migrate the job to this sub-cluster inorder
to improve the overall throughput of the compute farm and the average waiting
time.
6.2 Related Work
A detailed literature review of the performance prediction and cluster scheduling
is provided in Chapter 2. We have discussed the heterogeneity-aware schedulers
and applications. In this section, we present a summary of the most relevant work.
The heterogeneity-aware schedulers are divided into two sub-categories: static
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and dynamic schedulers. In static schedulers, the processes are allocated to the
compute nodes at the initialization phase. The mapping is either based on the
user time estimates e.g. backfill schedulers or based on the hardware-agnostic
methods. The dynamic schedulers have the ability to manage process allocation (at
application runtime) in order to efficiently utilize the compute resources. Actual
systems that offer such capability are domain and workload specific [102] e.g.
Mosix [31, 32] provides dynamic scheduling of sequential applications, whereas
Nomad [90] provides dynamic scheduling using the co-scheduling methodology.
The dynamic schedulers utilize process migration, which has associated issues
as discussed in Section 3.5. The job remapping heuristics used in such systems
require the jobs to be profiled in an offline mode [37, 25, 57, 66, 71].
The heterogeneity-aware applications try to build scheduling and load bal-
ancing capabilities inside an application. Charm++ [70], Prophet [104], AppLeS
[34] and EasyGrid [36] are a few examples. However, these techniques require
source-code modifications. Porting an application to these solutions is not easy and
requires a considerable effort.
Our profiling based execution time model is similar to CBES [71, 72]. However,
CBES is based on linear CPU frequency model which as we show leads to
inaccurate prediction of application wall-clock times and requires offline profiling
of the compute job. CEBS scheduler is static in nature and allocates the nodes at
the initialization phase only, i.e. it does not support runtime relocation of jobs.
6.3 Profiling-Based Execution Time Model
The objective of this model (or the framework) is to increase the overall throughput
of the computer cluster by reducing the average wait time of the submitted jobs.
The live migration facility provided by Xen is utilized to move the compute job to
the best suitable hardware.
The total time T taken by a parallel job P with a total of N processes can be
described as a function of CPU, memory, communication and I/O subsystems of
each process belonging to job.
T (P ) = f(CPU(0...N-1), Mem(0...N-1), Com(0...N-1), IO(0...N-1)) (6.1)
Based upon equation 6.1, we have divided the framework into four sub-models,
The computational model (CPU), the memory model, the communication model
and the I/O model.
The ‘I/O model’ determines the performance of the I/O subsystem minus the
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communication I/O . These measurements include hard disk I/O and are beyond
the scope of this research. The other models are presented in the following sections.
6.3.1 Assumptions
Our scheduling and profiling framework is targeted towards iterative scientific
applications with runtimes in the order of minutes or larger. We require iter-
ative applications because they exhibit similar computation and communication
behavior in each iteration. This makes the wall-clock time prediction based on
the profile data easier and accurate. Performance estimation of the non-iterative
applications is quite difficult as each iteration can have a different communication
and computation behavior that can render the prediction based on the profile
information from the previous iteration inaccurate.
We need applications to run for longer periods of time in order to recover the
time lost during migration. As the most of the scientific applications are iterative
in nature [85] and typically run for hours, these assumptions are realistic in most
real world scenarios. As described above, we do not cater for the disk I/O intensive
jobs.
We have divided our compute farm into a number of sub-clusters on the basis of
hardware specifications. E.g. Cluster ‘A’ represents a 4×2 cluster of AMD Phenom
II machines with Gigabit Ethernet interfaces and Cluster ‘B’ represents a 4×4
Opteron 270 cluster. No job is dispatched among the two different hardware
platforms or compute clusters. Each virtual machine (VM) is provided with
exactly one CPU, i.e. a four CPU machine will have four VMs. One VM per CPU
requirement enables us to keep the minimum grain of migration to one process.
We also assume that the approximate wall clock time is provided at the time of
submission. In the case an application exceeds its estimated runtime, we assume
that the scheduler does not terminate the application. It should be noted that
the approximate wall clock time is a basic requirement of the widely used backfill
algorithm. In section 6.3.6, we discuss how this assumption can be relaxed.
6.3.2 Computational Model
The computation model is responsible for generating the CPU profile of the appli-
cation. We profile all the processes on the compute cluster for the characteristics
which are exposed through the hardware performance counters. The profiles
include (but are not limited to) the floating point operations rates and the L1/L2
cache miss rates. Our main focus is to identify either the possible hardware
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limitations which are preventing an optimal application run, or the applications
which are ‘under’ utilizing the hardware resources.
To obtain the computation time for a process belonging to a parallel application
‘j’, executing on a distinct cluster ‘A’, the job is profiled for a specific time period of ‘τ ’
seconds. The performance counter events are weighted by their time penalties and
added to give the total time. The value of τ can be any positive value large enough
to cover at least a single iteration of the parallel application. Note that we take
an average of the hardware performance counter events for all the processes, as
there is no significant variation in these events between processes for the scientific
applications that we have studied. Once the hardware performance counter (Pctr)
events are obtained, we substitute them in the Equation 6.2 to obtain the CPU
time for each process.
tPA,j =
∑
i
PctrA,j,i ×
CyclesA,i
fA
(6.2)
where PctrA,j,i is the count of a specific performance counter event ‘i’ (e.g. L2
cache misses or floating point operations) performed by job j. CyclesA,i is the total
number of the CPU cycles required to perform the task identified by the PctrA,i,j .
E.g. in the case of floating point operations CyclesA,i represents the average number
of cycles required to perform a single floating point operation. fA denotes the CPU
frequency of sub-cluster ‘A’. The fraction
CyclesA,i
fA
is a constant for the sub-cluster
‘A’.
In order to predict the computation time for the job j on a different cluster ‘B’,
we simply substitute the hardware dependent fraction in Equation 6.2.
t˜PB,j =
∑
i
PctrA,j,i ×
CyclesB,i,j
fB
(6.3)
Note that this time is calculated with respect to the time τ , and that we
assume that the event counts will remain approximately the same on cluster ‘B’
(i.e. PctrB,j,i ≈ PctrA,j,i). This may not necessarily hold for events such as cache
misses, and may result in some inaccuracy into the prediction.
6.3.3 Communication Characterization of Parallel Programs
To determine the communication characteristics of a process belonging to a parallel
job, we use the MPI profile wrappers known as PMPI. PMPI is an MPI standard
and is present in most of the MPI-2 compliant implementations [6].
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The total time spent by a process due to communication tCA,j for a given time
period τ is given by:
tCA,j = t
B
A,j + t
N
A,j (6.4)
where the superscripts B,N and C represent blocking, non-blocking and total
(blocking + non-blocking) communication respectively. tBA,j is the time process j has
to wait for the blocking sends or receives to complete. This time is directly related
to the bandwidth and latency of the underlying network infrastructure. tNA,j is the
time a process ‘waits’ for the non-blocking communication to finish. A non-blocking
send or receive is typically followed by computation and then a wait. Therefore, the
time a process has to wait for the non-blocking communication to finish not only
depends on the communication bandwidth and latency of the underlying network
but also the computational power of the CPU.
In order to determine the time spent by the process in blocking communication,
we log the frequency of distinct messages according to the message size. Let ‘nBj (s)’
be the total number of distinct messages of size ‘s’ in a time period ‘τ ’. The total
time spent by the process j executing on sub-cluster ‘A’ in blocking communications,
tBA,j , is given by:
tBA,j =
∑
s
nBj (s)× lA(s) (6.5)
where lA(s) is the communication network’s latency at size ‘s’ for the sub cluster
‘A’. The latency is determined through micro-benchmarks. To predict the time
spent in blocking communication for the target cluster ‘B’, lA(s) is replaced with
the target cluster’s network latencies in the Equation 6.5.
tBB,j =
∑
s
nBj (s)× lB(s) (6.6)
The blocking collectives are also modeled in the similar way. For example,
MPI Alltoall is a collective operation where all processes send the same amount
of data to each other and receive the same amount of data from each other.
Essentially, this collective operation is a combination of MPI Send and MPI Recv
operations. This means each process sends a blocking message of size s, to all the
other processes i.e. message of size ‘s’ is send ‘NP’ times for each process, where NP
is the total number of processes in a parallel application. Similarly, for the receive
operation, each process receives a message of size ‘s’ from every other process in
the communicator. Therefore for each MPI Alltoall operation, nBj (s) is incremented
by the total number of processes, once for send and once for receive.
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Predicting accurate communication times for non-blocking communication is
difficult because of the overlap of communication and computation [85]. A non-
blocking communication is usually followed by an MPI Wait. Here, the time that
an application has to wait for the communication to complete is more relevant
than the network latency. We have devised a lightweight approximation for the
non-blocking communication. This is done by logging each non-blocking message
and comparing it against the corresponding MPI Request.
The time a process waits for all the non-blocking communication to finish
during the time period τ can be given as
tNA,j =
∑
s
nNj (s)× wA(s) (6.7)
where nNj (s) represents the number of non-blocking messages of distinct size ‘s’.
wA(s) is the average waiting time for all the messages of size ‘s’. wA(s) is calculated
by logging each non-blocking send or receive and calculating the corresponding
time a process had to wait for that particular message to complete. In order to
determine the waiting time for cluster ‘B’ with a different interconnect, we simply
multiply the term nNj × wA(s) in equation 6.7 with the ratio of latencies of cluster
‘B’ to cluster ‘A’ as shown in Equation 6.8.
t˜NB,j =
∑
s
nNj (s)× wA(s)×
lB(s)
lA(s)
(6.8)
where t˜NB,j represents the approximate time the process waits for all the non-
blocking communication to finish during the time period ‘τ ’.
As discussed in Chapter 3, Xen utilizes page flipping mechanism (bridge
architecture) for intra-domain communication. A co-located application, i.e. an
application with all the processes on the same VMM does not use the external
network cards for its communication. As shown in Chapter 4, compared to the
shared memory the intra-domain communication is very slow. However, compared
to utilizing network cards for intra-domain communication (Separate Bridges),
this method is faster. Therefore, the framework does not model the intra-domain
communication and treats it as a shared memory communication channel. While
making migration predictions 6.3.5, if the framework identifies an application to
be co-located, its communication latency is equated to zero. As we show in Chapter
7, this simple methodology is quite effective. However, if required, this can be
modeled like any other network infrastructure.
91
Chapter 6: Design and Implementation of a Resource Relocation
Framework
6.3.4 Memory Utilization
The swap partition utilization by any process belonging to an HPC application
has a time penalty in the order of minutes even for the application with a wall
clock time in seconds. Our framework does not predict the performance of such a
case; however, it is able to detect this and then take appropriate actions so that the
application can avoid thrashing. The implementation details of memory utilization
are given in Section 6.4.
6.3.5 Predicted Execution Time
The time gained or lost by the job if it was executed on cluster ‘B’ can be obtained
by subtracting the predicted computation and communication times for sub-cluster
‘B’ from the profile times of sub-cluster ‘A’.
The predicted time saved or lost can be obtained by subtracting Equation 6.3
from Equation 6.2, Equation 6.6 from Equation 6.5 and Equation 6.8 from Equation
6.7 and adding the results as follows:
tA→B,j = (tPA,j − t˜PB,j) + (tBA,j − tBB,j) + (tNA,j − t˜NB,j) (6.9)
where tA→B,j is the predicted time saved or lost by the job j on sub-cluster ‘B’
for every τ seconds. Here a negative value means that application will run slower
on the sub-cluster ‘B’.
In order to determine the execution time TA→B,j of the job j on sub-cluster ‘B’,
tA→B,j is multiplied with total number of τ blocks in the actual run of application
on sub-cluster ‘A’.
TA→B,j = tA→B,j ×
T actA,j
τ
(6.10)
where T actA,j is the actual time taken by job j on sub-cluster ‘A’. Equation 6.10
gives the expected execution time of job j on sub-cluster ‘B’ based on the profile
data calculated on sub-cluster ‘A’. However, note that T actA,j is not possible to compute
unless the application completes its execution on cluster ‘A’. This value cannot be
utilized by our framework because of our assumption that no prior application
information is available. In the coming section, we show how we deal with this
issue.
However, we have used the value of T actA,j in Section 6.5.3 to compare the
accuracy of our prediction with the actual benchmark execution time.
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6.3.6 Migration Prediction
As discussed, the main objective of the framework is to increase the throughput of
the compute farm by migrating jobs to the best suited sub-clusters. This requires
the framework to compute the predicted execution time of each active job on all the
sub-clusters. As the sub-clusters in the compute farm might be busy entertaining
a number of other parallel jobs (e.g. k, l,m), the framework inspects all the jobs
and treat all the sub-clusters as ‘potential targets’. If the potential target cluster
is free, then the job is migrated from the source cluster to the target cluster.
However, if the potential target cluster is busy servicing another job, the impact
of job migration on both the sub-clusters is calculated, i.e. the time lost of by jobs
during the migration.
The framework migrates the running instances of jobs; hence the remaining
execution time of the job is used rather than the actual execution time. The re-
maining time can be approximated by taking the difference between the estimated
execution time T estj and the elapsed time T
elap
j as shown:
T remj = T
est
j − T elapj (6.11)
The estimated execution time of the job j for sub-cluster ‘B’ can be obtained by
given by replacing T actA,j in Equation 6.10 by T
rem
j as shown:
TA→B,j = tA→B,j ×
T remj
τ
(6.12)
The aggregated time saved on the compute farm when the jobs j and k are
swapped can be calculated from Equation 6.13 as follows:
TA↔Bj,k = ηjT
A→B
j + ηkT
B→A
k − TM (6.13)
where TA↔Bj,k gives the total time gained by the compute farm in the case of
migration of jobs to the respective sub-clusters. A negative value means that the
proposed migration will result in reduced throughput of the compute farm. ηj and
ηk are the total number of processes of the corresponding MPI jobs. The term TA→Bj
gives the time gained or lost by job j if it was moved from cluster ‘A’ to cluster ‘B’;
it is not the representative of the total time saved/lost by the sub-cluster ‘A’. To
normalize it with respect to nodes of cluster ‘A’, we must multiply the term with
the total number of processes of job j. We deal with the job k in the similar way.
TM gives the average time stretch introduced in the wall clock time of jobs j and
k by the migration. The value of TM depends on the network bandwidth and CPU
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frequency of the involved sub-clusters as well as the network utilization and store
operations of the involved jobs [29]. TM can be determined through the profile data
but, for simplicity, we use a linear approximation TM = Tm(ηj + ηk), where Tm is
the average wall clock time stretch introduced by a single process migration. For a
compute job with a large number of nodes, this approximation may be pessimistic.
During the migration the scheduler is locked from dispatching jobs to the involved
VMMs. We have a further discussion on this in Section 6.4.1
Equation 6.13 is based on the assumption that the estimated execution time
provided by the user is correct. However, obtaining an accurate estimated time for
a job on the heterogeneous cluster is not easy as the job can run on a different set
of hardware each time. Users also tend to over-estimate the application run-time
to avoid getting their jobs killed [83]. This will result in over-estimation of the
predicted time and thereby skewing the migration decisions in the favor of over-
estimated jobs.
To remove the dependence on the users’ runtime estimates, the estimated
remaining time of the job obtained from Equation 6.11 is used as a reference only.
This value only enables the framework to determine whether the application has
sufficient runtime left to at least cover the wall-clock time stretch introduced by
migration. We use a fixed value of time T β to predict the impact of migration.
If the remaining time of the job is expected to be more than T β, only then it is
considered for the migration. The value of T β is partially based on TM and T remj as
shown.
Let TM represent the time average penalty on the wall clock time of parallel
jobs when migrated from one sub-cluster to another. The job j should at least run
for T
M
tA→B,j profile time blocks (τ ) to recover the cost of migration. To post substantial
gain, the application should continue to run for β time blocks.
T β =
{
βτ
Tremj
τ
> T
M
tA→B,j
0 otherwise
(6.14)
where β is a configurable parameter. The value of β can be adjusted according
the migration overheads and the average job length in the compute cluster such
that βτ > TM . The predicted execution time on the destination sub-cluster for the
next β blocks can thus be calculated as:
TA→B,j = tA→B,j × T
β
τ
(6.15)
The execution time TB→A,k for the job k is computed in the similar way.
The predicted times are substituted in Equation 6.13 to compute the total time
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saved/lost by the compute farm. We also introduce a threshold value TThresh, which
is the minimum time gain expected to be posted by the compute farm in order
for migration sequence to proceed. The value of TThresh is again a configurable
parameter, and is a percentage of βτη(j, k). For example a value of TThresh =
0.1βτη(j, k) suggests that the jobs j and k should only be migrated if the expected
gain in time from the proposed migration is at least 10% in the next time interval
T β.
TA↔Bj,k > T
Thresh (6.16)
Equation 6.16 forms the basis of the migration decisions. If we have more than
two sub-clusters in the compute farm, then the sub-clusters which are expected to
post highest savings are the potential candidates.
6.3.7 Migration Decisions
At any given time, a compute farm may have a number of sub-clusters with
a number of active jobs. In order to make migration decisions that improve
the throughput of the compute farm, we equate all the active jobs against each
other; except for the ones which are on the same sub-cluster. The left hand
side of Equation 6.16 is used to develop a comprehensive list. The list is sorted
in descending order, which bring the jobs with highest savings on the top. We
then traverse through the list in order and migrate the jobs if the qualify for final
migration check i.e. enough resources are available on both the sub-clusters to
entertain the swapped jobs.
We have identified five possible migration scenarios as shown in Figure 6.2 to
Figure 6.5. In all the figures, each box represents a VM (compute node or a process
belonging to a particular parallel application). Jobs j, k, L are shown as blue, red
and green boxes respectively. The white boxes represent free nodes, i.e. nodes that
are currently not processing any job. The grey boxes show a job that is not part of
the migration sequence.
Each scenario is discussed as follows:
1. Migration of equal nodes: This is a straight forward migration scenario where
η(j) = η(k). The VMs are simply swapped across the sub-clusters. An
example scenario is shown in Figure 6.2.
2. Migration to free nodes: This is another straight forward migration scenario
which job ‘j’ is migrated to a cluster (e.g. sub-cluster ‘B’) which has enough
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(a) Cluster view before migration.
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(b) Cluster view after Migration.
Figure 6.2: Migration decision scenario 1 - Migration of equal nodes.
free nodes to entertain the migration as shown in Figure 6.3. The free nodes
are migrated to sub-cluster ‘A’ to maintain the total number of nodes available
for computation.
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(a) Cluster view before migration.
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j5
j6 j7
Sub-cluster 'A' Sub-cluster 'B'
(b) Cluster view after migration.
Figure 6.3: Migration decision scenario 2 - Migration to free nodes.
3. Migration with free nodes: This is a slightly complex migration case where
η(j) > η(k). The jobs (j and k) are migrated only if there are enough free
nodes on the sub-cluster entertaining the job ‘k’. i.e. η(j) ≤ η(k)+ ζ(k), where
ζ(k) gives the total number of free nodes on sub-cluster entertaining job k. An
example scenario is presented in Figure 6.4. The free nodes from the cluster
‘B’ are also migrated to the cluster ‘A’.
4. Migration with multiple jobs and free nodes: This is a complex scenario,
where η(j) > η(k) + ζ(k). In this case we traverse the sorted list and look
for jobs in the sub-cluster ‘B’ such that η(j) ≤ η(k) + ζ(k) +∑γ η(γ), where γ
represents the jobs on sub-cluster entertaining job k. The migration decision
is made only if the threshold condition is met. An example is shown in Figure
6.5. In this scenario we assume the total time penalty to migrate jobs k and
L to cluster ‘A’ is less than the total time gained if job j is migrated to cluster
‘B’. To maintain the symmetry, the free nodes are also migrated from cluster
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‘B’ to cluster ‘A’.
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(b) Cluster view after migration.
Figure 6.4: Migration decision scenario 3 - Migration with the free nodes.
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(b) Cluster view after migration.
Figure 6.5: Migration decision scenario 4 - Migration with multiple jobs.
5. Migration due to insufficient memory: As discussed in Section 6.3.4, the
swap partition thrashing is the most costly operation. We do not predict the
performance for this case. In the case an application is thrashing, we simply
migrate it to the first available sub-cluster which has sufficient resources to
entertain the job.
To ensure framework benefits from the migration decisions, a migrated job has
to wait for βτ seconds to be considered for another migration.
6.4 Framework Implementation
The framework requires a runtime engine to generate the computation and
communication profiles of the active jobs. The high level diagram of the ARRIVE-F
is presented in Figure 6.6
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Figure 6.6: ARRIVE-F block view.
The user submits the job through the ‘job submit’ routine. This routine simply
inserts the job in the database along with its path and environment information.
The job queue is continuously analyzed by the job scheduler and the jobs are
dispatched to the respective clusters based on the easy backfill algorithm. Details
of scheduling are provided in Section 6.4.1.
Each compute node has a ‘local resource manager’ daemon (LRM) responsible
for updating the node statistics like memory utilization and the communication
network utilization. The memory utilization is done through the /proc file system,
whereas, the communication network utilization is done through the PMPI layer.
In order to achieve lightweight MPI message profile, the LRM shares memory with
the PMPI layer. The PMPI layer logs every distinct message (in terms of message
size, communication destination, and message type). The distinct messages are
held in an array for fast processing. Currently our implementation only enter-
tains a subset of MPI primitives, namely MPI Send, MPI Recieve, MPI Alltoall,
MPI Isend, MPI Irecieve, MPI Wait, MPI Wait all. The LRM periodically updates
the summary of these statistics to the global data store which is a MySQL database.
The database schema is presented in Appendix C. The LRM has an interface to
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the Xenstore database to retrieve the current VMM host of the compute node and
update the database.
The memory profile of each process is obtained through the /proc file system.
The local resource manager, periodically reads the /proc file system and deter-
mines the total RAM and swap space utilization. If the compute node is utilizing
the swap space, then the amount of swap space utilized by the compute node plus
the total physical memory (RAM) of the node gives the required RAM by the node.
The framework tries to give the VM more memory by adjusting memory within
the VMM. If the framework is unable to free the required amount of RAM, it looks
for a sub-cluster which has available RAM equal to SWAP partition utilization +
physical RAM + 10% tolerance for the overhead and the future needs of the process.
The VM (or the parallel job) is immediately migrated to the first VMM that can
entertain the requirements.
The CPU profiles are generated through the passive domain profiling provided
by the Xenoprofile [79], which is the only option available to read the hardware
performance counter data under Xen. OProfile is a system-wide profiler for
Linux systems that leverages the hardware performance counters of the CPU
to enable profiling of a wide variety of application statistics like floating point
operations,L1/L2 cache misses, L1/L2 TLB misses etc. OProfile is a statistical
continuous profiler where, profiles are generated by regularly sampling the
performance counter registers on each CPU through an interrupt handler. Once
the performance counter register reaches a certain threshold value (called event
count) , an interrupt is generated which is handled by oprofile kernel module. The
module then saves the program counter (PC) value and maps the PC value to an
application/library. The CPU profiles are read by the ‘VMM Manager’ daemon
(VMMD) which resides in the domain-0. Like the LRM, the VMMD periodically
sends data to the global data store. To minimize the profile overhead, the event
counter threshold is kept at 500K for all the events and the sample directory is
kept in the RAMFS. It may be noted that decreasing the event counter threshold
results in improved prediction accuracy at the cost of increased profile overhead
time. Xenoprofile does not allow multiplexing of hardware events; therefore the
VMMD is capable of manually switching between the events. The VMMD also
listens for the messages by the migration assistant to ensure proper migration of
the compute nodes. Both daemons (LRM and VMMD) also provide a command line
interface for the management purposes.
The ‘profile analyzer’ is responsible for predicting the job completion times and
is based on the CPU and communication models explained in Sections 6.3.2 and
6.3.3. The Profile analyzer pulls the information from the MYSQL database after a
given time interval. It then analyzes the jobs which have sufficient runtime left as
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defined in the previous sections. Onces it establishes that the migration will result
in an improved turnaround time of the involved job (or jobs), it then signals the
migration assistant’ to take necessary action.
Migration assistant performs the migrations sequentially, e.g. First, a VM is
migrated from sub-cluster ‘A’ to sub-cluster ‘B’. In the next sequence a VM from
sub-cluster ‘B’ is migrated to sub-cluster ‘A’, as shown in Figure 6.7. This is due
to the limited memory on the VMMs. Migrating in sequence ensures the no VMM
runs out of memory.
  
j1
Sub-cluster 'A'
1
2
3
4
j0
VMM-1
k1
k0
VMM-2
Sub-cluster 'B'
Figure 6.7: Migration Sequence of a cluster exchange between two parallel
applications.
It may be noted that during the migration, xenoprofile deamon is de-initialized
and no profile is maintained for the VMM at that time. This is due to limitation of
xenoprofile which tends to crash the whole VMM if a VM being profiled is migrated.
This limitation does not affect the system as the profiled data during migration in
any case is not valid due to the noise introduced by domain-0.
We also provide a dashboard called the ‘control center’. The control center gives
a live cluster view the HC providing useful information such as the available nodes,
the jobs in the scheduler queue and the jobs that have been dispatched along with
their estimated and elapsed times.
The framework also requires static cluster information, which is also stored in
the database. The static cluster information is discussed in Section 6.5.3.1
ARRIVE-F is licensed under GPL version 3, and its source code can
be downloaded from http://cs.anu.edu.au/˜Muhammad.Atif/opensource/
arrivef. Screen shots and other interesting facts are provided in Appendix D.
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6.4.1 Virtualization-aware Scheduler
For this research, we want a scheduler that is virtualization-aware and can
dispatch jobs to a heterogeneous compute farm that is made up of smaller
homogeneous sub-clusters. At the time of research there was no open source
cluster scheduler that met our requirements; therefore we developed our own
virtualization-aware scheduler from ground up.
Our scheduler is aware of the fact that the compute nodes are VMs, which
belong to various distinct sub-clusters at any given time and that the the VMs
can ‘migrate’ between multiple sub-clusters in the compute farm if required. This
requirement is not essential in a homogeneous compute farm where VM migration
is not desired. The scheduling algorithm is based on an easy backfill algorithm
with three major changes discussed as under.
1. No job is dispatched among the sub-clusters: As discussed in Section 6.1, we
deal with heterogeneity by dividing an HC into a number of homogeneous
sub-clusters. The scheduler keeps track of the number of free nodes in each
of the sub-cluster and a job is dispatched to a sub-cluster as a whole.
2. Backfill algorithm for the sub-clusters: Our scheduler is based on the EASY
backfill algorithm, The backfill algorithm is discussed in Chapter 2. We
modified the backfill algorithm to enable backfilling of jobs across multiple
clusters. When a job at the head of the queue cannot be dispatched, the
time reservation of the job is done and out-of-order jobs are dispatched to the
sub-clusters. These out-of-order jobs must have the expected runtime within
the bounds of the completion time of the first job that will release enough
resources (the compute nodes) to enable the dispatcher to launch the head
job on any sub-cluster.
3. Scheduler lock during migration: When the profile analyzer and migration
assistant are performing migration of the compute nodes, the scheduler
is prevented from dispatching jobs on the involved sub-clusters. If the
dispatcher and the migration assistant are not synchronized, a process
belonging to a parallel job might get dispatched to a ‘free’ compute node
that is part of a migration sequence. This will result in a job running
across multiple sub-clusters. Therefore, once the profile analyzer signals the
migration assistant about a migration decision, the dispatcher is locked from
dispatching jobs. The locking is carried out with the assistance of MySQL
locking primitives.
It may be noted that the scheduling algorithm is not fundamental to this
research. The framework is developed independent of the scheduling methodology
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and can work with any batch scheduling algorithm as long as it is able to provide
VM host information and the necessary locks.
6.5 ARRIVE-F Accuracy and Overheads
In order to determine the prediction accuracy and overheads of ARRIVE-F,
we conducted a set of experiments on our compute farm. The details of the
experimental setup and the application benchmarks utilized is provided in the
following sections.
6.5.1 Experimental Setup
For the experiments we used Xen 3.3.0 compiled from source using GCC 4.2.4. The
hypervisor is patched with the live migration optimization discussed in Chapter 5.
The domain 0 kernel is a Xeno-linux 2.6.31.12 kernel. Each domain 0 has three
network cards, one for management and two for the VMs. Each VM is provided
with one CPU and two gigabit ethernet network interfaces. The VMs utilize the
‘multiple shared bridge’ configuration as shown in Figure 4.1(c). As concluded
in Chapter 4, this configuration gives the best results under OMPI. The VMs in
sub-cluster ‘C’ utilize 100 Mbps network interfaces to provide heterogeneity in
communication. All the VMs run Ubuntu Intrepid 8.10 and are mounted through
the network file system (NFS) to enable migration. The experimental cluster
consists of a number of sub-clusters as given in Table 6.1.
Table 6.1: Heterogeneous compute farm
Cluster CPU Type Memory Network Total Machines
A 4 × Opteron 2.2 Ghz 4 GB GigE 2
B 4 × Phenom II 3.0 Ghz 4 GB GigE 2
C 4 × Phenom II 3.0 Ghz 4 GB Fast 2
D 2 × Athlon 2.0 Ghz 1.2 GB GigE 4
6.5.2 Applications
We utilize the NAS Parallel Benchmarks [16] and the High Performance Linpack
(HPL) [68] to validate the framework.
The NAS Parallel Benchmarks (NPB), developed and maintained by NASA
Advanced Supercomputing (NAS) Division are a small set of programs designed to
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help evaluate the performance of parallel supercomputers. The benchmarks, which
are derived from computational fluid dynamics (CFD) applications, consist of five
kernels and three pseudo-applications.
We have used only a subset of these benchmarks namely MG, GC, FT, IS, LU
and EP. The reason for excluding the BT benchmark is provided in Chapter 4.4.2.
The reason for not including the I/O intensive benchmarks like BTIO is; the
migration of VM in Xen requires the VM file-system to be mounted on a shared file
system visible to both (source and destination) the virtual machine monitors. Our
experimental platform has a slower NFS server. As the I/O intensive applications
write to the file system, this will result in poor performance for the I/O intensive
jobs. The will result in the I/O intensive job always getting migrated to the slowest
cluster.
All the benchmarks are compiled with GCC 4.3.2 with amdfam10 optimization.
This optimization enables SSE3 and is backward compatible with AMD K8
architecture.
6.5.3 Comparison of Predicted and Actual Execution Times
In this section, we present the comparison of the actual execution times with the
predicted times as generated by the framework. For the ease of comparison, we
present two tables: one for the computational model accuracy and the other for the
communication model accuracy. We have used NPB class ‘B’ for these experiments
as their wall clock time is higher than class ‘A’.
6.5.3.1 Static Cluster Information
The framework requires static cluster information in order to predict the estimated
time of an application.
As evident from Equation 6.2, the framework needs the total number of CPU
cycles required to service individual micro-architectural events like floating point
operations, L1 and L2 cache misses. The total number of cycles required to service
cache misses are determined by the BIOS and kernel developer guide’s provided at
the manufacturers site [10].
The Flop penalty is calculated by the “flops” benchmark by Al Aburto [22].
The benchmark performs eight distinct module runs using different combinations
of floating point operations (FADD,FSUB,FMUL,FDIV). The number of bench-
mark runs are then combined to present mega-flops (MFLOPS). We have taken
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MFLOPS(3) value to compute the average number of cycles for each machine
which considers 3.4% FDIV. The MFLOPS(1) and MFLOPS(2) take relatively high
number of FDIV (9.6% and 9.2%), an assumption that has been criticized in the
original source code. Whereas MFLOPS(4) does not consider the division operation
at all, which again is not a real world scenario. The C program was compiled with
-march=amdfam10 -O3. It may be noted that theoretical floating point operations
per cycle of machines are different and not considered.
The bandwidth and latency information is captured through the OSU bench-
mark suite [18]. OSU benchmark suite contains a number of micro-benchmarks to
test an MPI-2 complaint cluster for latency and bandwidth. We have used Multi-
pair latency and bandwidth benchmarks to obtain the individual cluster latency
(e.g. lA(s), lB(s)) data. The cluster-wise latency and bandwidth results are stored
in the MYSQL database, which can be retrieved by ARRIVE-F while developing
communication profiles. Unlike LogP and its variants (discussed in Chapter 2), we
do not use the overhead parameter. The OSU benchmarks essentially capture the
overheads while testing the system for latency and bandwidth.
The OSU benchmarks capture latency and bandwidth information at a given
number of message sizes (2i,where i = {1,2,3 ... 32}). To obtain latency and
bandwidth information for a message size not available in the database, we map
the results to the nearest message size. In case the message size is greater than
232 (4 MB), we use a linear extrapolation.
6.5.3.2 Accuracy of the CPU Model
For the CPU model, we utilize sub-clusters ‘A’ and ‘B’, which have similar network
but different CPU architecture. We execute the benchmark on cluster ‘A’ and the
framework predicts the wall clock time for the cluster ‘B’.
Table 6.2: Computational model accuracy (predicted vs actual)
Benchmark TactA T
act
B T
act
A→B % Acc CPU % Acc Prof
CG.B.8 104.5 57.9 71.2 75.5 81.3
FT.B.8 98.2 87.6 79.3 88.6 90.5
LU.B.8 199.7 81.3 107.1 46.0 76.0
HPL.N15K 150.7 62.2 68.5 56.2 90.8
The columns TactA and T
act
B give the time taken by the benchmark on the
respective sub-clusters. The column TactA→B gives the wallclock time predicted by
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the framework for the cluster ‘B’ based on the data collected from the cluster ‘A’
and is calculated from Equation 6.10. The use of TactA essentially means that the
user time estimate is exactly equal to the runtime of the application. The column
‘% Acc CPU’ shows the percentage accuracy of the execution time projection based
on linear CPU frequency which forms the basis of research works presented in
Chapter 2. The CPU frequency speedup ratio is calculated by fB/fA. The column
‘% Acc Prof ’ gives the execution time percentage accuracy of our framework. It is
clear that our framework consistently outperforms the CPU frequency method.
Example Calculations
In this section, we show the sample calculations that lead to the performance
estimation for the FT.B.8 and LU.B.8 benchmarks.
Table 6.3 gives the performance penalty of sub-clusters in terms of CPU cycles.
Table 6.3: Penalty in CPU cycles
Cluster Freq Penalty in CPU Cycles
Flop L1 Cache Miss L2 Cache Miss
A 2.2 GHz 2.5 15 108
B 3.0 GHz 1.25 15 108
for the said benchmarks. The column Freq gives the CPU frequency of the
compute machines in the relevant sub-clusters. The columns Flop, L1 Cache Miss
and L2 Cache Miss give the number of the CPU cycles required to service each
operation.
Table 6.4: Calculation of time estimate (seconds) based on computation model τ =
50 seconds
Benchmark Description FPU L1 L2
FT.B.8
Pctr Events 20251 1118 180
Base sub-cluster ‘A’ time 11.5 3.8 4.4
Predicted sub-cluster ‘B’ time 4.2 2.8 3.2
LU.B.8
Pctr Events 56771 1038 285
Base sub-cluster ‘A’ time 32.2 3.5 7.0
Predicted sub-cluster ‘B’ time 11.8 2.6 5.1
The performance counter data and the associated cost (actual and predicted) is
shown in Table 6.4
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Pctr Events represent the performance counter events. The event count for
each counter is set to 500K. Base sub-cluster ‘A’ time gives the time penalties for the
given performance counter on sub-cluster ‘A’. Predicted sub-cluster ‘B’ time gives
the predicted time penalties for the given Pctr Events. From the equations 6.3 and
6.9, we can compute the potential time savings for τ = 50 as follows:
tA→B,FT.B.8 = (11.5− 4.2) + (3.8− 2.8) + (4.4− 3.2) = 9.47 (6.17)
The total potential time saved for the entire duration of the benchmark can
therefore be calculated through Equation 6.10:
TA→B,FT.B.8 = 9.47× 98.2
50
= 18.6 (6.18)
This means that the FT.B.8 benchmark should execute in TactA - 18.6 = 79.4 seconds.
The actual time of the benchmark on the sub-cluster ‘B’ (TactB ) was 87.6 seconds.
This gives 90.5% accuracy of our prediction.
Similarly, the total time saved by LU benchmark if executed on sub-cluster ‘B’
is TA→B,LU.B.8 = 92.6 seconds. The runtime of the benchmark is thus TactA - 92.6
= 107.1 seconds. The actual time taken by the LU.B.8 benchmark on cluster ‘B’ is
81.3 seconds. This gives a prediction accuracy of 76%.
6.5.3.3 Comparison of Communication Model
For the communication profile, we utilized the sub-clusters ‘B’ and ‘C’. The only
difference between these two clusters is the communication link. We are only
displaying the results from sub-cluster ‘C’ to ‘B’. The results from the sub-clusters
‘B’ to ‘C’ are similar. Each result has a standard deviation of ±4%.
Table 6.5: Communication model accuracy (predicted vs actual)
Benchmark TactC T
act
B T
act
C→B % Acc Prof
CG.B.8 141.0 57.9 66.2 88.8
FT.B.8 375.1 87.6 90.15 97.2
LU.B.8 106.8 81.3 74.38 91.5
HPL.N15K 150.7 62.2 80.2 71.1
It can be seen from Table 6.5 that the accuracy of the communication model
decreases for the application which sends or receives a high frequency of messages.
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This is because Xen uses a split driver interface which is highly CPU intensive [28].
For the applications like LU, which send high numbers of messages of small size,
the CPU load due to processing on domain-0 is high, and this skews the projections.
One can to introduce domain-0 profiles in the framework to overcome this issue.
Example Calculations
In this section, we show the sample calculations that lead to the performance
estimation for the FT.B.8 and LU.B.8 benchmarks from the sub-cluster ‘C’ to
sub-cluster ‘B’. It may be noted that both the benchmarks use the blocking
communication. LU.B.8 utilizes high number of messages of relatively small size.
This makes the benchmark latency driven. FT.B.8 utilizes MPI Alltoall collective
and the message size is in the order of MB.
Table 6.6: Communication calculations for τ = 50 seconds
Benchmark Msg Size (s) Freq (nB) Latency at Msg Size (l(s)) Time for messages
cluster ‘C’ (lC(s)) cluster ‘B’ (lB(s)) tBC t
B
B
FT.B.8 8.39 MB 57.83 0.73 0.08 42.21 4.70
LU.B.8 1.79 KB 46288 0.00019 0.00013 15.03 10.28
0.25 MB 471 0.012 0.00136 11.69 1.26
Table 6.6 gives the communication summary for the profile time τ . The
column Msg Size gives the size of distinct messages sent/received by the benchmark
during the profile period (τ ), i.e. parameter ‘s’ in Equation 6.5. The column Freq
represents the number of the distinct messages (represented by Msg Size) that
were transmitted or received during the profile period, i.e. ‘nBj ’, where j is either
FT.B.8 or LU.B.8. The column latency (s) at msg size gives the latency of the two
networks at the given message size, i.e. variable ‘l(s)’ in Equation 6.5. The column
Time for messages gives the communication times for the messages for each of
the cluster for the given message size. For cluster ‘C’, this time is computed by
Equation 6.5, whereas for cluster ‘B’, we utilize Equation 6.6.
The potential time saved if FT.B.8 benchmark is moved from the sub-cluster ‘C’
to sub-cluster ‘B’ is calculated from the equations 6.3 and 6.9 as follows :
tA→B,FT.B.8 = 42.21− 4.70 = 37.51 (6.19)
Here, the CPU component is 0 as both the sub-clusters have identical hardware
specifications. The total potential time saved for the entire duration of the
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Figure 6.8: Overheads of the profiling framework and daemons.
benchmark can therefore be calculated through Equation 6.10:
TA→B,FT.B.8 = 37.51× 375
50
= 281.3 (6.20)
Equation 6.20 suggests that the FT.B.8 benchmark should execute in 375 -
281.3 = 93.7 seconds, compared to actual time of 87.6 seconds. The prediction
accuracy in this case is 93.5%.
Similarly, the predicted time for the LU.B.8 benchmark (TC→B) is 74.38
seconds. This gives us the prediction accuracy of 91.5%.
6.5.4 Framework Overheads
Figure 6.8 gives the comparison of the relative wall clock times for a set of
NPB class ‘B’ and HPL benchmarks with and without the prediction frame-
work. Approximately 1.2% of the profile overhead is due to Xenoprofile. The
communication profiles have an overhead of 0.3% to 0.7% depending upon the
communication rate of the benchmark, except for the MG benchmark. The MG
benchmark uses non-blocking messages and the overhead is due to the retrieval
of the corresponding non-blocking requests, as discussed in Section 6.3.3. These
overheads include the cost of updating the database after every τ seconds.
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6.6 Chapter Summary
We have presented a framework which can measure application performance and
potential bottlenecks by leveraging hardware performance counters and the PMPI
layer. We have shown that the models based on the CPU frequency do not make
accurate predictions and incorporating hardware performance counter data leads
to an improved prediction. Our experiments have shown that the prediction
accuracy can be improved by a almost a factor of 1.5 in certain cases.
Our framework is different from all of the previous implementations in a
number of ways (i) It does not require source code changes or recompilation of the
parallel application, i.e. it gives binary compatibility provided the PMPI library is
dynamic linked. (ii) The applications are profiled and analyzed during the runtime:
unlike similar implementations, there is no need to run the application in the
profile mode. (iii) The execution time estimates are based on real hardware metrics
like floating point operations and L2 size whereas similar models are based only
on the CPU frequency. (iv) We are able to dynamically relocate the application
to the best suited sub- cluster, a feature missing in any job scheduling/estimation
framework.
By implementing a lightweight profile engine with overheads of less than 3%,
we are able to predict the execution times for all the jobs on every distinct hardware
platform (sub cluster) with sufficient accuracy that we expect is sufficient to make
appropriate migration decisions.
In the next chapter we present the migration and compute farm throughput
results and analyze the framework in detail.
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7
Evaluation of ARRIVE-F
In this chapter, we present a set of experiments to determine the throughput
improvement achieved by ARRIVE-F under different workloads. The experiments
also determine the effects of migration on the average waiting time and the
turnaround time of the compute farm.
We first present simple test scenarios in a controlled environment, where
ARRIVE-F is able to detect the relative performance of applications and relocates
them to save HC time. We then present an exhaustive set of experiments based on
workloads representative of real world data. These experiments show the impact
of job relocation on the throughput of an HC. A complete analysis of ARRIVE-F
based on the experimental results is presented. The experimental setup for this
chapter is same as given in Section 6.5
7.1 Live Migration Experiments
In this section, we present simple test cases in a ‘controlled’ environment, where
ARRIVE-F is able to detect the best suited hardware and migrate the jobs to
improve the throughput of an HC. The initial placement of jobs is controlled, i.e.
the jobs are deliberately allocated to the ‘un-desired’ sub-clusters.
As ARRIVE-F requires jobs to run in the order of minutes, we modified the
NPB suite to increase the number of iterations. This was done by adding a compile
time parameter ITER, which represents the number of iterations the benchmark
performs. Where applicable, the total number of iterations is shown along with the
benchmark name, class and number of processes. Each experiment was performed
5 times and the average is presented. At an average, the wall-clock time of jobs
vary by ±3%. This is due to CPU contention between VMs and the VMM. As inter
and intra-domain communication of Xen is CPU intensive, the VMM steals CPU
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cycles from the VMs during the communication. This variation is slightly more
in the case of the migration-run. This is due to overheads of collecting the profile
information and updating it on the database server after every τ seconds.
The static information about the clusters for each of these experiments is
presented in tables 6.1 and 6.3.
For these experiments, the value of τ = 50 seconds and β = 20 time blocks.
This means that we only migrate applications that have an estimated runtime of
over 1000 seconds. The profile analyzer was activated after every 4τ i.e. every 200
seconds. The Threshold value (TThresh) is 0.1βτη, where η is the total number of
processes of all the jobs involved in the migration decision. We use the throughput,
the average waiting time and the average turnaround time to show the percentage
improvement of the migration run over the base run.
7.1.1 Computation Requirement Migration
In this scenario, we present the results of a case where jobs are swapped between
the two sub-clusters based on CPU requirements. We use IS.B.8 and LU.B.8
benchmarks from the NPB suite.
For this experiment, LU.B.8.2000 was dispatched to cluster ‘A’ and IS.B.8.1700
was scheduled on cluster ‘B’. Both the sub-clusters have similar network but
different CPU architectures, as detailed in Table 6.1. LU.B.8 utilizes a high volume
of floating point operations and a high frequency of messages of small size for
communication among the peer processes. This makes LU.B.8 a latency bound
floating point intensive benchmark. IS.B.8 has a few floating point operations and
is bandwidth bound.
The framework was able to determine the potential time saved if the jobs were
swapped among the clusters. Table 7.1 shows the results of the experiment in
summarized form.
Table 7.1: Computational requirement migration
Benchmark Sub-cluster Tact TactA↔B Time saved
LU.B.8.2000 A 1441 908 321
IS.B.8.1700 B 1242 1454
The column ‘Sub-cluster’ gives the initial sub-cluster allocated to jobs. Tact
gives the wall-clock time of jobs on the sub-clusters in the base run where no
migration took place. TactA↔B represents the wall clock time of the jobs in the
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migration run. The ‘time saved’ by the compute farm is calculated by subtracting
the actual wall-clock time of each job from its migration wall-clock time and adding
the results for both jobs i.e. (TactA↔B - T
act)LU.B.8.2000 + (T
act
A↔B - T
act)IS.B.8.1700 . The
framework is able to save approximately 321 seconds per process in this case.
Example Calculations
The performance counter data and the associated cost (actual and predicted) is
shown in Table 7.2 for the said benchmarks. The columns Flop, L1 Cache Miss
and L2 Cache Miss give the number of the CPU cycles required to service each
operation. Pctr Events represent the performance counter events. The event count
for each counter is set to 500K. Base sub-cluster ‘A’ time gives the time penalties
for the given performance counter on sub-cluster ‘A’. Predicted sub-cluster ‘B’ time
gives the predicted time penalties for the given Pctr Events. The CPU frequency
and related CPU cycles penalty for the performance counter is presented in tables
6.1 and 6.3.
Table 7.2: Calculation of time estimate based on computation model τ = 50 seconds
Benchmark Desc FPU L1 L2
LU.B.8.2000
Pctr Events 55987 958 220
Base sub-cluster ‘A’ time 31.81 3.27 5.40
Predicted sub-cluster ‘B’ time 11.66 2.40 3.96
IS.B.8.1700
Pctr Events 9 150 107
Base sub-cluster ‘B’ time 0 0.38 1.35
Predicted sub-cluster ‘A’ time 0.01 0.51 2.63
Based on the data from Table 7.2, the total time taken by the respective
compute jobs can be derived from Equation 6.15 and as:
TA→B,LU.B.8.2000 = 18.02× 20 = 429.02 (7.1)
TB→A,IS.B.8.1700 = 3.14× 20 = 69.84 (7.2)
Based on the cost of migration from Chapter 4, the value of Tm (the average
wall-clock time stretch introduced by migration on a single process) is taken as 12
seconds per process. This gives TM = 12 (8 + 8) = 192 seconds. Substituting the
values in Equation 6.13 gives the net time gained by the compute farm:
TA↔B,IS.B.8.1700,LU.B.8.2000 = (429.0× 8)− (69.8× 8)− 192 = 2681.4 (7.3)
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This time is greater than the threshold value, hence the jobs exchanged the
sub-clusters. The actual time gained by the compute farm is 321 × 8 = 2568
Seconds, i.e. an eight process compute job frees up 8 nodes; hence the time saved
is multiplied by the number of processes to normalize it with respect to individual
compute nodes. This gives us a ‘perceived’ accuracy of 95.5%. We have used the
word ‘perceived’ because the LU benchmark did not run for the complete 20 time
blocks, i.e. 1000 seconds.
7.1.2 Computational Requirement Migration 2
In this scenario, we present the results of a case where jobs are swapped between
the two sub-clusters based on CPU requirements. We use FT.B.8 and LU.B.8
benchmarks from the NPB suite. As each VM is sharing the same GigE interface
of domain-0, the bandwidth becomes the limiting factor for FT.B.8. Even if the
benchmark is moved to a CPU with higher clock rate and better floating point
operations per cycle, it does not benefit. LU.B.8 is a floating point intensive
benchmark and bandwidth is not the limiting factor therefore; it benefits from
the hardware with a higher floating point rate.
For this experiment, LU.B.8.1500 was dispatched to cluster ‘A’ and FT.B.8.300
was scheduled on cluster ‘B’. Both the sub-clusters have similar network but
different CPU architectures. as detailed in Table 6.1.
The framework was able to determine the potential time saved if the jobs were
swapped among the clusters. Table 7.3 shows the results of the experiment in
summarized form.
Table 7.3: Computational requirement migration
Benchmark Sub-cluster Tact TactA↔B Time saved
LU.B.8.1500 A 1299 805 305
FT.B.8.300 B 1263 1452
The column ‘Sub-cluster’ gives the initial sub-cluster allocated to jobs. Tact
gives the wall clock time of the jobs on the sub-clusters in the base run where no
migration took place. TactA↔B gives the wall clock time of the jobs in the migration
run. The framework is able to save approximately 305 seconds per process in this
case.
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Example Calculation
The performance counter data and the associated cost (actual and predicted) is
shown in Table 7.4 for the said benchmarks.
Table 7.4: Calculation of time estimate based on computation model τ = 50 seconds
Benchmark Desc FPU L1 L2
LU.B.8.1500
Pctr Events 56771 1029 280
Base sub-cluster ‘A’ time 31.74 3.5 6.87
Predicted sub-cluster ‘B’ time 11.64 2.57 5.04
FT.B.8.300
Pctr Events 20158 779 180
Base sub-cluster ‘B’ time 4.19 1.94 3.24
Predicted sub-cluster ‘B’ time 11.45 2.65 4.41
Based on the data from Table 7.4, the total time taken by the respective
compute jobs can be derived from Equation 6.15 and as:
TA→B,LU.B.8.1500 = 22.86× 20 = 457.2 (7.4)
TB→A,FT.B.8.300 = 9.14× 20 = 182.8 (7.5)
The total cost of migration is TM =192 seconds. Substituting the values in
Equation 6.13 gives the net time gained by the compute farm as 1995.2 seconds.
The actual net gain by the compute farm is 305 × 8 = 2440. This gives us a
‘perceived’ accuracy of 81.7%, as the LU benchmark did not run for the complete
20 time blocks.
7.1.3 Communication Requirement Migration
In this scenario, we test the ability of the framework to detect and make the
migration decision based upon network utilization of the MPI jobs. We use
LU.A.8 and FT.A.8 benchmarks from the NPB suite. The LU.A.8 benchmark is
latency-driven, where each process sends or receives a large number of messages of
relatively small size (typically less than 0.28 MB). The FT benchmark is bandwidth
driven and uses MPI All2all communication. The message size for the FT class ‘A’
benchmark is approximately 2 MB.
We run the experiments on sub-clusters ‘B’ and ‘C’. Both the clusters have
similar CPUs, but different network interfaces. Here, the FT.A.8 benchmark
was dispatched to sub-cluster ‘B’ and LU.A.8 was allocated to sub-cluster ‘C’. The
framework detects the communication heterogeneity between the two clusters, and
migrates the jobs accordingly. Table 7.5 shows the results in the summarized form.
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Table 7.5: Communication requirement migration
Benchmark Sub-cluster Tact TactB↔C Time saved
FT.A.8.925 B 3387 1104 1624
LU.A.8.13367 C 1170 1829
7.1.4 Migration due to Insufficient Memory
In this case, we utilize sub-clusters ‘A’ and ‘D’. As shown in Table 6.1, each physical
machine in the sub-cluster ‘D’ has a total of 1.2 GB RAM. This limits each VM to
512 MB RAM. The sub-cluster ‘A’ has 4 GB RAM per physical machine. Unlike
sub-clusters ‘B’ and ‘C’, both these clusters have similar processor architectures
which limits the disadvantage to any application because of a faster CPU and the
presence of SSE4.
The sub-cluster ‘A’ is already executing FT.A.4 when HPL (N=15500) was
dispatched to the sub-cluster ‘D’. At N=15500, a 4 process HPL benchmark starts
to thrash the swap partition on a 512 MB compute node. The framework is able
to detect the thrashing and work out that ‘D’ cluster cannot make more RAM
available to the job. Therefore, the job is swapped with the first available compute
node that can not only support the required memory, but the job running on it has
memory requirements that can be satisfied by cluster ‘D’.
A summary of the test results is provided in Table 7.6. In this particular case,
framework was able to save 408 seconds. The time gain can be significantly high if
the benchmark run was in the order of hours.
Table 7.6: Memory requirement migration
Benchmark Sub-Cluster Tact TactA↔D Time saved
HPL-N15.5K D 1089 370 408
FT.A.4.280 A 416 727
7.2 Compute Farm Throughput
To determine the throughput of the compute farm with the resource relocation
framework, the scheduler is supplied with the workload which is representative
of real world data. We then compare it against the base run using the same
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scheduler but without the profiling framework active. The scheduling algorithm
used in both the cases is easy backfill as discussed in Section 6.4.1. The scheduler
favors the sub-cluster with the fastest CPU if the compute farm has more than one
sub-clusters available to entertain a job.
In both the experimental runs the scheduler is supplied with the same stream
of rigid jobs with the approximate expected runtime given for each job. Rigid jobs
are the parallel applications that specify the required number of processors at the
time of submission [78]. A large body of models exist for the generation of workload;
among them Downey’97 [51], Lublin-Feitelson [78] and Tsafrir-Feitelson [101] are
worth mentioning.
We used the Lublin-Feitelson model [78] to generate the job queue. The
Lublin-Feitelson is a very detailed model for rigid jobs that includes an arrival
pattern with a daily cycle and runtimes that are correlated with the number of
nodes. The model was modified to remove the occurrence of the interactive jobs.
The job size was limited to a maximum of 8 processes due to hardware limitations.
The Lublin-Feitelson model produces a single stream of jobs for an entire compute
cluster. As we have four distinct sub-clusters, each of which can entertain
maximum of eight process parallel job, four job streams were created and merged
to form a unified stream of jobs. The number of jobs was arbitrarily chosen to keep
the experiment runtime to approx 3 hours. The list of jobs generated by the model
was randomly allocated to one of the NPB kernels namely; the CG, EP, FT, IS, LU,
MG benchmarks. The number of iterations of these benchmarks were changed to
match the approximate expected runtime provided by the Lublin-Feitelson model.
This was done by calculating an iteration size of each benchmark on cluster ‘A’.
Therefore the user time estimates are based on sub-cluster ‘A’.
It may be noted that improvement in the compute farm throughput is highly
circumstantial in nature and depends on the characteristics of the jobs in the
queue. We have conducted several experiments with different streams, only three
experiments are shown in the thesis. The results of the two experiments not
presented in the thesis were similar. We produced a separate job stream for each
experiment. The job streams are presented in Appendix A
For these experiments, the value of τ = 50 seconds and β = 20 time blocks.
This means that we only migrated applications that have an estimated runtime
of over 1000 seconds. The profile analyzer was activated after every 4τ i.e. every
200 seconds. The Threshold value (TThresh) is 0.1, where η is the total number of
processes of the jobs involved in the migration decision.
As discussed in Section 6.3.2, the value of τ can be any positive value large
enough to cover at least a single iteration of the parallel application. The NPB
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used in the experiments have a maximum iteration time of 20 seconds (for FT
benchmark on 100 mpbs network). This means that any value of τ more than
20 seconds is suitable for our cluster. However, at 20 seconds, the overhead of
consolidating a profile and uploading it to the database is high. On our compute
farm, we found that at τ = 50 seconds, the overhead of consolidating the profiles
was minimal and increasing this value had a very little effect on the overheads.
The value of β was 20 time blocks in our experiments. As explained in Section
6.3.6, β is a configurable parameter and its value of can be adjusted according to the
migration overheads and the average job length in the compute cluster such that βτ
is greater than wallclock time stretch introduced by the migration. As our cluster
consists of 1000 mpbs and 100 mbps networks, the value of β was dictated by 100
mbps network (bottleneck case). A single 512 MB VM migration on 100 mbps
network takes approximately 50 seconds to migrate from one VMM to another.
Note that this is not the wallclock time stretch introduced by migration. As our
implementation is serial in nature, a worst case would take 50 × 16 = 800 seconds
to transfer. An added tolerance of 20% resulted in the total time of migration to be
1000 seconds, which implies the value of β to be 20.
The threshold value of 10% was chosen because of a limitation in the prediction
accuracy. We empirically found that at lower values of threshold (7% or below) the
cyclic migrations took place. Choosing values higher than 10% would have resulted
in missed migration opportunities.
The profiler analyser was activated after every 4τ seconds. This was because a
single iteration of profile analyser took around 40 seconds to complete. It is a CPU
intensive operation performed on the headnode; therefore it was not kept as an
ongoing process. The activation time of profile analyzer can be any positive value
greater than the τ . A very high value can lead to missed migration opportunity.
We have further discussion on the sensitivity of ARRIVE-F to these parameter
in Section 7.3.
We use the throughput, the average waiting time and the average turnaround
time to show the percentage improvement of the migration run over the base
run. The ‘throughput’ is defined as the number of processes that complete their
execution per time unit. We calculate the relative throughput by determining the
total number of jobs completed by the base-run in the time that took migration run
to complete the execution of all the submitted jobs. The ‘wait time’ is defined as
the time a job has to wait in the queue before getting served (or dispatched). The
wait time is computed by subtracting the submit time of each job from its dispatch
time. The then take the average of the wait times of all the jobs in the queue. The
‘turnaround time’ is defined as the interval between the submission of a job and its
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completion. The turnaround time is obtained by subtracting the submit time from
the job finish time. Similar to the wait time, we take the average of the turnaround
times of all the jobs in the queue. This time has an implicit parameter of average
execution time.
7.2.1 Experiment Number 1
In this experiment a stream of 330 jobs was given to the scheduler. The number
of jobs was arbitrarily chosen to keep the experiment runtime to approx 3 hours.
The job stream is provided in Appendix A.2. The inter-arrival-time of the jobs was
selected to represent a normal rush hour.
The Lublin-Feitelson model also generated jobs that required 3/5/6 and 7
processes. Compiling the NPB for these number of nodes is not possible except for
the EP benchmark. Therefore, the number of processors for these jobs was scaled
up in case their runtime was not approximately equal to the EP kernel runtime on
cluster 1.
The scenario was tested three times and results of each run are presented in
Table 7.7. The columns ‘Base-run’ and ‘Migration Run’ give the statistics of the
respective runs. The columns ‘W.Time’ and ‘TA.Time’ represent the average wait
time and the average turnaround time of jobs respectively. The column ‘Total time’
gives the total time, taken by the respective base-run or the migration run, to
complete the execution of all the 330 jobs supplied to the scheduler. The column
‘jobs @ mig.run’ gives the total number of jobs completed by the base-run in the
time that took migration run to complete the execution of all the 330 jobs.
The average throughput improvement achieved for this particular case is 27%.
The average time saved by the framework is 3104 seconds, which reflects an
impressive time saving of 32%. Compared to base-run, the migration run reduced
the average wait time for jobs by 55% and average turnaround time of the jobs was
improved by 54%.
As a single second difference in the execution of any job can result in different
sub-cluster allocations to the subsequent jobs, the total times are different for each
experimental run.
Two jobs that mainly contributed to slowing down the throughput of the
compute farm in the base-run are given in Table 7.8. These are not the only jobs
which contributed to the low throughput of the compute farm, as shown in the
migration decisions made by ARRIVE-F below.
The column ‘Sub-cluster’ gives the initial sub-cluster allocation to the job. ‘Test’
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Table 7.7: Base-run vs migration run
Sr. No Base-run Migration Run
W.Time TA.Time Total Time Jobs@mig.run W.Time TA.Time Total Time
1 4493 4654 12434 255 2747 2913 9740
2 4469 4684 12782 267 2961 3129 9380
3 4531 4749 12837 258 2982 3119 9619
Avg. 4498 4696 12684 260 2896 3053 9580
Table 7.8: Job allocation in base run
Job Name Sub-cluster Test Tact Base Reason
FT.B.4.20 D 92 1148 Thrashing
IS.A.8.10655 C 2717 10728 Comm. Requirement
and ‘Tact Base’ give the estimated and actual times of the jobs.
For each experimental run of the migration-run, three distinct migration
decisions were made by ARRIVE-F:
1. Migration 1: Like the base-run, in the migration run, FT.B.4.20 was allocated
to Cluster ‘D’ which has 1.2 GB of physical memory per physical machine.
FT.B.4 benchmark requires a minimum of 750 MB of physical memory to
avoid thrashing and takes approximately 90 seconds to complete 1. As each
VM on cluster ‘D’ can have a maximum of 512 MB of memory, the job used the
swap partition. This resulted in the job taking 1148 seconds to complete. The
migration framework was able to detect the case and the job was swapped
with the job (FT.A.4.156) running on cluster ‘C’. The migration results are
detailed in Table 7.9.
Table 7.9: Experiment 1: Job migration 1
Job Name Sub-cluster Test Tact Base TactC↔D Mig. Time Saved
FT.B.4.20 D 92 1148 (D) 415 720
FT.A.4.156 C 230 95 (C) 108
The column ‘Test’ shows the estimated time generated by the Lublin-Feitelson
1This is in contrast to FT.B.4 benchmark in Chapter 5, where it did not thrash the swap of the VM
with 512 MB RAM. The reason for thrashing is amdfam10 optimization and the additional memory
overheads of PMPI and LRM
120
7.2 Compute Farm Throughput
model. ‘Tact Base’ gives the actual time taken by the job to complete in the
base run. The brackets contain the sub-cluster on which the job executed in
the base-run. The column ‘TactC↔D Mig.’ gives the time taken by the jobs in the
migration run.
2. Migration 2: The second migration performed by the framework was the sub-
cluster swap between MG.B.8.5132 and FT.B.8.506. Initially MG.B.8.5132
was allocated to sub-cluster ‘A’ and FT.B.8.506 was allocated to sub-cluster ‘B’.
As discussed in Section 7.1.2, the FT.B.8 is a bandwidth bound benchmark.
and it does not benefit from the higher CPU clock rate due to limited
communication capabilities of the two GigE interfaces (multiple shared
bridge configuration). The MG.B.8 benefits from the faster FPU offered by
the sub-cluster ‘B’. The framework was able to determine that the compute
farm will benefit from the migration swap of these two jobs and proceeded
accordingly. The impact of the migration is shown in Table 7.10. The total
time saved by the compute farm with this migration is computed by adding
the times of Base run and subtracting them from the times of Migration run
i.e. (2332 + 2005) - (1769 - 2258). The results are average of 3 experimental
runs each. It may be noted that MG uses non-blocking sends and its
overheads are approximately 3% when run under ARRIVE-F.
Table 7.10: Experiment 1: Job migration 2
Job Name Sub-cluster Test Tact Base TactA↔B Mig. Time Saved
MG.B.8.5132 A 2697 2332 (A) 1769 310
FT.B.8.506 B 2174 2005 (B) 2258
3. Migration 3: The last migration was in fact a sequence of migrations and
represents the complex migration scenario presented in Section 6.3.7. Here,
the framework migrated LU.A.8.12334 from sub-cluster ‘C’ to sub-cluster
‘A’. As seen from the previous experiments, LU.A.8 has a lesser penalty on
cluster ‘C’ compared to the other NPB kernels. However, the framework was
able to co-locate all the processes of CG.B.4.2286, eliminating the inter-node
communication through the slower network interface. This resulted in
CG.B.4 benefiting from the faster CPUs. Similarly LU.A.1 and LU.B.1
benefited from the higher flop rate of sub-cluster ‘C’. LU.A.8.12334 lost CPU
time which was made up by the faster communication network of cluster ‘A’.
The migration decisions enabled the HC to save a total of 3,984 seconds (adding
the times saved by the three migration routines). However, the total time saved by
the HC was 3104 seconds. The difference is because of the time lost by the HC
121
Chapter 7: Evaluation of ARRIVE-F
Table 7.11: Experiment 1: Job Migration 3
Job Name Sub-cluster Test Tact Base TactA↔C Mig.
CG.B.4.2286 A 3268 3408 (D) 2043
LU.A.1.7385 A 5869 5870 (A) 4161
LU.B.1.455 A 1500 1850 (A) 1447
LU.A.8.12334 C 1850 1058 (B) 1838
in the migration-run due to increased wall clock time of the jobs that executed on
clusters that were less desirable than those used by the base-run. For example,
FT.B.8.3 with an estimated time of 12 seconds got dispatched to sub-cluster ‘D’ in
the base-run, but in the migration-run it was allocated to the sub-cluster ‘C’. The
sub-cluster ‘C’ has the slowest network interconnects and due to a smaller time
estimate, the job was not migrated to a sub-cluster with the faster interconnects. It
took at an average 82 seconds to complete its execution on sub-cluster ‘C’ compared
to 14 seconds (sub-cluster ‘D’) in the base-run.
The variation in total time taken by base-run and migration run is also due to
same reasons. As mentioned, even a single second difference in the execution of an
application can result in different cluster allocation to subsequent jobs.
To visually show how ARRIVE-F makes significant time gain over the base-
run, a gantt chart view comparing the base and migration runs is presented in
Figure 7.1. Due to the space limitations, the chart is not to exact scale and the
parallel applications are shown with a minimum grain of 5 seconds. The x-axis
of the chart gives the sub-clusters along with the nodes. The y-axis is time in the
blocks of 5 seconds. The color coding for jobs is same (for both the graphs) for an
easier comparison. The width of the job reflects the total number of processes and
the length represents the time.
As seen from the graphs, the first two hundred seconds of both the experimen-
tal runs are exactly the same. Migration 1 started at T=200, when ARRIVE-F
detected swap partition thrashing by FT.B.4.20. ARRIVE-F swapped FT.B.4.20
(shown in red color - initially on cluster ‘D’) with FT.A.4.156 (shown as salmon
color - initially on cluster ‘C’). Because of the high network I/O due to thrashing, the
migration time was high. During that time (approximately from T=200 to T=405)
no job was dispatched to either of the cluster involved in the migration. Note that
from this point onwards, the compute jobs where given different compute node
assignments.
‘Migration 2’ took place at T=615, which resulted in speeding up the
MG.B.8.5132 job. Here MG.B.8.5132 (shown in green Color) exchanged the
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sub-cluster with the FT.B.8.506 benchmark (shown in blue color). MG.B.8.5132
finished earlier on sub-cluster ‘B’ making way for the smaller jobs that were
waiting to be dispatched in the queue. As sub-cluster ‘B’ is the fastest cluster,
these jobs finished quickly. This is reflected as a higher throughput of the compute
farm. It may be noted that the profiler did not activate at (T ≈ 400 seconds)
as it was busy with Migration 1. This is due to the serial implementation of the
profile analyzer and migration assistant. We have a further discussion on this in
Section 7.4.
7.2.2 Experiment Number 2
We utilized the same methodology to generate the workload for this experiment as
with the experiment number 1. However, during the random allocation FT.B.4.*
benchmarks were removed from the random job allocation list to ensure that no
benchmark thrashes the swap partition. A total of 212 jobs were generated and
the same job list was submitted to the scheduler for each experimental run. The
list of jobs with the arrival time is given in Appendix A.3. The results of three
distinct and comparable experimental runs are shown in Table 7.12
As opposed to the experiment in Section 7.2.1 where an IS job kept sub-cluster
‘C’ busy for a significant time in the base-run, the experiment presented here had
LU.A.8.51600 ( Test= 7740 secs) allocated to sub-cluster ‘C’ for the most of the
duration of the experiment. This resulted in factoring out the slow communication
in sub-cluster ‘C’. In essence, this benchmark involves the computation aspects of
ARRIVE-F.
Table 7.12: Experiment 2: Base-run vs migration run
Sr. No Base-run Migration Run
W.Time TA.Time Total Time Jobs@mig.run W.Time TA.Time Total Time
1 1971 2159 7730 201 1998 2163 7320
2 1872 2047 7451 207 1806 1970 6940
3 1814 2011 8195 201 1847 2021 7527
Average 1886 2072 7792 203 1884 2051 7262
This experimental run only had one migration, which was between
LU.B.8.3088 and FT.B.8.1093. Interestingly most of the jobs got allocated to the
preferred clusters in this experiment.
The total time saved by migration of FT.B.8.1093 and LU.B.8.3088 benchmarks
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(a) Experiment Number 1 - Base Run.
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(b) Experiment Number 1 - Migration Run.
Figure 7.1: Gantt chart of the first 2000 seconds of experiment number 1124
7.2 Compute Farm Throughput
Table 7.13: Experiment 2: Job migration 1
Job Name Sub-cluster Test Tact Base TactA↔B Mig. Time Saved
LU.B.8.3088 A 2177 2077(A) 1237 641
FT.B.8.1093 B 4697 4657(B) 4856
was 641 seconds. This is determined by subtracting TactA↔B Mig. from T
act Base for
each benchmark and adding the result. The total time saved by the compute cluster
is 530 seconds.
The throughput improvement due to this benchmark is 4%, which is significant
considering only one migration was performed in the whole run. This result
suggests that ARRIVE-F under normal circumstances will not result in slowing
down the compute farm as, even with one odd migration, it is able to counter its
overheads. The time saved by the framework is 530 seconds, which reflects a time
saving of 6.8%. Compared to the base-run, the migration run reduced the average
wait time for jobs by 1% and average turn-around time of the jobs was improved by
7%.
7.2.3 Experiment Number 3
In this experiment we removed the sub-cluster ‘C’, which uses 100 mbps ethernet
for the VM communication. This resulted in a compute farm with similar
communication interfaces and without the predictable migration based on the
slower network. The experimental data for this experiment was generated through
Lublin-Feitelson model, as with the previous experiments, but this time we
changed the arrival time between the jobs to reflect a lesser load. This was done to
see the how ARRIVE-F behaves under such a load. The same list of 194 jobs was
submitted to the scheduler for each experimental run. The job details are provided
in Appendix A, Section A.4.
This experimental run saw ARRIVE-F making three migration decisions, all
based on computational requirements. The overall throughput was improved by
13% and total time saved was 3360 seconds, which reflects an improvement of
33%. The average waiting time was reduced by a very impressive 298% and the
average turnaround time was improved by 230%. For this experiment, the average
waiting time and the turnaround times are not in proportion with the throughput
improvement as in the previous experiments. We have further discussion on this
in Section 7.4. The summary of results is shown in Table 7.14.
This experiment had three distinct migrations as discussed:
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Table 7.14: Experiment 3: Base-run vs migration run
Sr. No Base-run Migration Run
W.Time TA.Time Total Time Jobs@mig.run W.Time TA.Time Total Time
1 949 1190 13263 171 357 579 9743
2 1232 1500 13962 169 383 561 10406
3 1158 1412 13568 173 379 573 10563
Average 1113 1367 13597 171 373 571 10237
1. Migration 1: The first migration was between CG.B.2.1184 and LU.B.8.2279
benchmarks. At time T=1400; the sub-cluster ‘B’ was executing a two process
job (CG.B.2.1184) with rest of the six compute nodes available. At the same
time, an eight process job (LU.B.8.2279) was executing on sub-cluster ‘A’. It
may be noted that both LU and CG are floating point intensive. However, the
potential time gained by moving an eight process LU benchmark to a cluster
with faster FPU is far more than the time lost by a two process CG.B job if
the later is moved to a sub-cluster with a slower FPU. All ARRIVE-F makes
the migration decision by weighting in the number of processes of each job,
therefore it was able to compute the potential time saving if the sub-clusters
of these two jobs were swapped. As shown in Table 7.15, this resulted in
speeding up an eight process job almost by a factor of 2. The two process job
job in fact lost around 304 seconds compared to the base-run. The total time
saved was 719 seconds.
Table 7.15 shows the results in summarized form.
Table 7.15: Experiment 3: Job migration 1
Job Name Sub-cluster Test Tact Base TactB↔D Mig. Time Saved
CG.B.2.1184 B 1952 1272 (B) 1576 719
LU.B.8.2279 A 2005 1947 (A) 857
2. Migration 2: This migration is similar to the one discussed in Experiment
number 1. The only difference is presence of a four process LU.B benchmark
in place of an eight process LU benchmark. FT.B.8 is bandwidth limited
and was migrated to a slower cluster to make way for the floating point
intensive LU.B.4, despite the later having less number of processes. Note
that FT.B.8.1093 executed on a sub-cluster ‘A’ in the base-run compared to
sub-cluster ‘B’ in the migration run.
3. Migration 3: This experiment saw an IS.B.8.2419 getting swapped with
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Table 7.16: Experiment 3: Job migration 2
Job Name Sub-cluster Test Tact Base TactB↔D Mig. Time Saved
LU.B.4.1157 D 2174 1526(D) 948 744
FT.B.8.1093 B 4697 4986(A) 4820
an LU.B.8.2255 benchmark. IS benchmark has almost zero floating point
operations and it communication bound, whereas the LU benchmark is a
floating point intensive application. Here IS.B.8.2419 was executing on
sub-cluster ‘B’ which offers twice the rate of flops compared to the sub-cluster
‘D’. ARRIVE-F was able to migrate the jobs saving 235 seconds. The
migration occurred late in the LU.B.8.2255 run, therefore the savings were
not as significant compared to the other migration results.
Table 7.17: Experiment 3: Job migration 3
Job Name Sub-cluster Test Tact Base TactA↔B Mig. Time Saved
LU.B.8.2255 D 1984 1696(D) 1354 235
IS.B.8.2419 B 1850 1760(A) 1867
7.3 Sensitivity Analysis
In this section we provide the sensitivity of ARRIVE-F to various parameters used
in the migration decisions. The following parameters were tested for sensitivity
analysis:
• τ : We test ARRIVE-F with different values of the profile period (τ ) to
determine it’s effect on migration decisions.
• “Migration reevaluation time”: We analyse the effects of changing the fre-
quency of migration framework activation to evaluate the possible migration
of various jobs.
• TThresh: We analyse our framework for different values of migration
thresholds.
• β: We change the value of beta and see its effect on ARRIVE-F.
We have used Migration Experiment 3 (Section 7.2.3) for this analysis. The results
of other experiments should follow the similar trend.
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7.3.1 Different values of τ
A profile for each running application on the framework is gathered after a specific
time period of ‘τ ’ seconds. As discussed in Section 6.3, the value of τ can be
any positive value large enough to cover at least a single iteration of the parallel
application. In the original set of experiments, the value of τ was 50 seconds. To
determine the sensitivity of ARRIVE-F to this value, we tested ARRIVE-F with
two more values of τ . The results are detailed in Table 7.18.
Table 7.18: Effect of changing the value of τ
Experiment Number 25 50 100
1 10397 9743 9847
2 10805 10406 10296
3 11201 10563 10948
Average 10801 10237 10201
It can be seen that for a smaller value of τ , ARRIVE-F incurs a slightly higher
penalty in terms of time. The process of the generation of profile statistics and
updating them to a central database usually takes a fixed amount of time. At lower
values of τ , the daemon invokes frequently on the compute node and increases the
overheads. The higher value of τ does not seem to effect the migration decisions
except an application will not be migrated unless it has recorded at least one profile
to the database. As we use statistical profiling using Xenoprofile, the value of τ
does not have any effect on the accuracy of ARRIVE-F.
7.3.2 Migration Reevaluation
As discussed, ARRIVE-F reevaluates the migration decisions periodically. In the
original set of experiments, the time for reevaluation was 4τ . To test the sensitivity
of ARRIVE-F to this period, we used different migration reevaluation periods. The
results of the experimental run are detailed in Table 7.19.
Table 7.19: Effect of different pooling intervals τ
Experiment Number 1 τ 4 τ 8 τ
1 9654 9743 10920
2 10241 10406 11057
3 10469 10563 11198
Average 10121 10237 11058
It was seen that for a higher value of reevaluation ( τ = 8), ARRIVE-F was
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not able to perform migration between CG.B.2.1184 and LU.B.8.2279 (migration
number one, Section 7.2.3). The time at which the profile analyser got activated
to reevaluate the mapping, subcluster ‘B’ was also entertaining CG.B.2.68 along
with CG.B.2.1184, as opposed to only CG.B.2.1184 for the previous values of τ .
This prevented the migration assistant to perform the expected migration between
the CG and LU benchmarks. The next time the reevaluation took place, the
remaining time for CG.B.2.1184 was not enough for the proposed migration to
proceed. Interestingly, the same experimental run performed a different migration
that was not performed in the previous experiments: between IS.B.4.9440 and
LU.B.4.1157. In the previous experiments these benchmarks got allocated to
the suitable sub-clusters and no migration was performed. However, in this
run, IS.B.4.9440 got allocated to sub-cluster ‘B’ and it was later swapped with
LU.B.4.1157 to move to sub-cluster ‘A’.
We did not see any other migration in this run after the migration. This
experiment suggests that the value for reevaluation should be kept to minimum.
7.3.3 Migration Threshold
In this set of experiments, we vary the threshold value of migration to determine
its impact on ARRIVE-F. The framework was tested for a number of threshold
values (5% through to 20% with increments of 5% each), shown in Table 7.20. The
results of migration run for the threshold values of 5 to 15% were similar and
same set of migrations took place. For the threshold value of 20%, the migration
of LU.B.4.1157 and FT.B.8.1093 did not take place (migration number two, Section
7.2.3).
Table 7.20: Effect of the migration threshold
Experiment Number 5% 10% 15% 20%
1 10102 9743 10087 10126
2 10156 10406 10154 10398
3 10543 10563 10303 10657
Average 10276 10237 10181 10394
The profile analyser proposed a saving of 174 seconds for the next profile block
of 1000 seconds which represents 17.4% gain in time. This percentage saving was
less then the threshold percent saving of 20%; therefore the jobs were not migrated.
Another interesting observation for this experimental run was the overall time lost
by the compute farm was not high considering only one migration decision was
made. This is due to subsequent allocation of the jobs to the suitable sub-clusters.
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For the greater values of threshold we do not expect to see different results as after
the threshold value of 20% the subsequent jobs got allocated to suitable cluster.
However, this experiment confirms that that increasing the threshold value results
in lost migration opportunities and therefore will have a negative impact on the
compute farm throughput.
7.3.4 Migration β
In this set of experiments, we changed the remaining time blocks parameter β to
see its effect on ARRIVE-F migration decisions. The values of 10, 20 and 30 seconds
were tested which essentially means that only those applications were tested which
had the remaining time of 500, 1000 and 1500 seconds respectively at the time of
migration decisions. The results are shown in Table 7.21 The results for 500 and
1000 seconds were similar, however at 1500 seconds (β = 30) the migration between
CG.B.2.1184 and LU.B.8.2279 (migration number one, Section 7.2.3) did not take
place. When the profile analyser activated to reevaluate jobs, the remaining time
for CG.B.2.1184 was less than 1300. Therefore, the migration was not carried out
between CG.B.2.1184 and LU.B.8.2279. Instead, the first migration for this set of
experimental runs was between IS.B.4.9440 and LU.B.4.1157. The experimental
run did not see any other migration decisions being made by ARRIVE-F.
From the set of experiments conducted to test sensitivity of ARRIVE-F to
various parameters, we see that ARRIVE-F is quite sensitive towards higher
reevaluation period and threshold values. The higher values of these parameters
result in lost migration opportunities. Based on the sensitivity analysis, we propose
that the threshold and reevaluation periods should be kept to a minimum possible
values.
Table 7.21: Migration β
Experiment Number 500 1000 1500
1 10102 9743 11202
2 10156 10406 11321
3 10543 10563 11359
Average 10801 10237 11294
7.4 Discussion on ARRIVE-F Migration Decisions
Based on the experiments in the Section 7.2, we have made following observations.
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The migration decisions in ARRIVE-F are ‘partially’ based on the user time
estimates. The user time estimate is a requirement of backfill scheduling
algorithms widely used in the production HPC clusters, therefore the requirement
is not that strict. However, users are known to give wrong time estimates which
may result in incorrect migration decisions, i.e. a migrated job ends too soon. In the
worst case jobs being swapped between the sub-clusters may finish their execution
earlier than βτ seconds, resulting in loss of time and hence the throughput.
The experiments discussed in the previous section has a relatively accurate user
predictions; therefore such an occurrence was not observed.
ARRIVE-F does not migrate jobs with a small estimated runtime Test ≤ βτ .
The jobs are migrated only if the framework is sure that migration will result in
saving the time of the compute farm. If the application time estimate is less than
βτ , and it is running on a slower cluster, then it is not migrated. In the worst case,
this results in a lost opportunity for ARRIVE-F to improve the throughput of the
compute farm. An example is FT.A.8.X job, with a user runtime estimate of 800
seconds, dispatched to sub-cluster ‘C’. The job will take more than 3000 seconds
to complete, but the framework is unable to re-locate the job due to its limitations.
One can add heuristics and fine-tune the compute farm for such cases. However, we
have kept the framework implementation conforming to the mathematical model
presented in Chapter 6.
In a similar issue, jobs are only migrated if both of them have remaining time
> βτ . One can set migration decision to only consider the remaining time of one
job and disregard the remaining time of the others. However, in such a case, jobs
coming later in the queue might suffer. An example of such a case is LU.B.8
on sub-cluster ‘A’ with estimated time of 2000 seconds, swapped with an IS.B.8
job with estimated time of 200 seconds on sub-cluster ‘B’. The new mapping will
result in speeding up the LU.B.8 but the jobs in the queue will get allocated to a
slower sub-cluster ‘A’ as IS.B.8 job will finish first. For these reasons, ARRIVE-F
is not aggressive in nature and only migrates jobs once it is absolutely sure of an
improved throughput.
ARRIVE-F does not model the working set size of the parallel application based
on L1 and L2 cache sizes. While making prediction, ARRIVE-F assumes that the
application will have similar cache misses on the destination hardware. While this
is true to most of the NPB kernels, the LU benchmark is an exception. We have
empirically found (through performance counter data on different machines) that
the LU application benchmark has a working set size of between 512 KB and 1024
KB. When it is migrated from a sub-cluster ‘D’ to cluster ‘A’, it posts a gain in
performance which is not identified by ARRIVE-F.
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ARRIVE-F dispatches the jobs to the sub-clusters according to the availability
of the compute nodes. At the time of dispatch the jobs are tried to be co-located on
a VMM if possible. If the parallel application spans multiple physical machines
(VMMs) then, for a sub-cluster with the slower communication interfaces (e.g.
sub-cluster ‘C’), this results in slowing down a bandwidth intensive parallel appli-
cation as the messages are routed through the physical interface. However, in case
the application is co-located, the processes utilize the Xen’s bridge infrastructure.
One way to avoid a case where a bandwidth intensive application is dispatched
across two distinct physical machines belonging to sub-cluster with slower network
interconnect is to fine tune ARRIVE-F according to sub-clusters in a compute farm
e.g. the scheduler can to tuned to dispatch jobs with maximum of 4 co-located
processes on sub-cluster ‘C’ as each physical machine on sub-cluster ‘C’ has 4 CPUs.
However, as shown in experiments, if the cluster is running a mix of latency and
bandwidth driven applications, treating all the clusters on the basis of available
compute nodes gives reasonable improvements.
The migration decisions in ARRIVE-F can further be optimized. One example
is the case shown below from Experiment 3. Here, CG.B.2.1647 is running on the
fastest cluster (sub-cluster ‘B’), as shown in Figure 7.2. The cluster ‘A’ has six nodes
available for computation (i.e. nodes are idle) and the job on the head of the queue
is an eight process job (LU.B.8.5) as shown in Table 7.22. If the scheduler migrates
CG.B.2.1647 to sub-cluster ‘A’, the job at the head of queue can be dispatched.
ARRIVE-F did not migrate the job because moving CG.B.2 to sub-cluster ‘A’ would
result in slowing down the job. Similarly, the IS.B.4.9940 was not migrated to
sub-cluster ‘B’ because its potential time gain was below the threshold. We feel
that, out-of-band heuristics can be added to further optimize ARRIVE-F. It may
also be noted that FT.B.8.1093 was not swapped with CG.B.2.1647, as the minimum
threshold requirement was not met.
Table 7.22: ARRIVE-F not migrating a 2 process job... [Job Queue]
Jobs in the Scheduler Queue
Name No. of Processes Estimated Time
LU.B.8.5 8 4
LU.B.8.16 8 14
CG.A.8.60 8 12
FT.A.8.16 8 18
Another interesting observation is a case of cyclic migrations (ping-pong
migrations). In this case, a job may keep migrating between two sub-clusters. This
only occurs in a case where the two sub-clusters having almost similar hardware
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Figure 7.2: ARRIVE-F not migrating a 2 process job to make way for 8 process job.
are allocated similar jobs. For example, if LU.B.8.X and LU.B.8.Y dispatched to
sub-cluster ‘A’ and sub-cluster ‘B’ respectively, where X and Y represent the number
of iterations. For an aggressive value of TThresh (0.05βτη) we have observed cyclic
migrations between the jobs, i.e. after every βτ seconds, the jobs swap their
respective sub-clusters. This case is specific to LU.B.8 benchmark on our HC for
a low threshold value, as it has relatively lower prediction accuracy. The cyclic
migrations can effect the throughput of the compute farm in a negative way. As
both the sub-clusters will remain busy for a significant time. One can add a
simple heuristic to stop such a scenario by limiting the number of migrations of
a particular job to and from a particular sub-cluster. Note that this case did not
occur with our experiments detailed in Section 7.2, as the value of threshold was
higher.
The profiling overheads of PMPI in ARRIVE-F are around 3%. This can
be further reduced by dynamically attaching and de-attaching the pmpi library
to an application. If the estimated time of an application is greater than the
minimum time an application should run to qualify for migration, then at the
initialization phase of the application PMPI library can be attached to generate
the communication profile. As ARRIVE-F inherently suits iterative applications,
subsequent profiles will be similar. The PMPI library can then be de-attached after
a certain time period blocks. The same can be done with the CPU profiling. This
will result in reducing the overheads of profiling substantially.
Currently, the migration assistant performs the migration in serial, i.e. at
any given time only one node is migrated in the whole compute farm. The
migration assistant can be parallelized so that it can perform multiple migrations
simultaneously.
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Figure 7.3: Serial vs parallel migration of two jobs spanning multiple VMMs
For example, the migration between two jobs j and k that span across multiple
VMMs on sub-clusters ‘A’ and ‘B’ respectively. In the current form, the migration
is carried out serially as shown in Figure 7.5(a). However, if the migration is done
in parallel as shown in Figure 7.5(b), the migration time will be greatly reduced.
This will have a profound affect the wall clock time stretch of the a applications
spanning multiple VMMs, in case of a large HC. To validate this assertion, we have
conducted a set of experiments on a 2 × 2 sub-cluster ‘D’, as shown in Figure 7.4.
The x-axis shows the benchmark and the y-axis gives the wall clock time stretch.
We have used the live migration optimization modification for this experiment
as with all the previous experiments. The number of iterations of benchmarks
were changed as their original wall clock times were not sufficient to conduct the
migration runs. The experiment clearly suggests that the parallel migration will
bring the wall clock time stretch down. We believe the wall clock time stretch will
remain almost constant in case of parallel migration.
The serial and parallel migration did not affect the migration model in a small
HC. As seen from the experiments in Section 7.1.1 , the cost of migration Tm
is only a fraction of the potential time saved by the compute cluster. However,
implementing this will result in an increased throughput for ARRIVE-F. In the
next version of ARRIVE-F, we plan to introduce parallel migration.
In a related issue, shown in Figure 7.5, when migrating job ‘j’ and ‘k’, the
migration assistant should also be able to do migration of jobs ‘L’ and ‘m’, if these
are on a different set of VMMs or sub-clusters. The serial implementation in the
current version of ARRIVE-F puts the job migration of the later on hold even if
these jobs can be migrated without any loss of time.
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Figure 7.4: Impact of parallel migration
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Figure 7.5: Serial vs parallel migration of multiple jobs spanning multiple VMMs
However, for a small compute farm like the one used in the experimental
setup, the serial implementation does not affect the throughput as reflected
in Experiment 1. During the migration of FT.B.4.20 and FT.A.4.156, the jobs
MG.B.8.5132 and FT.B.8.506 could have been migrated, but serial implementation
prevented that. This only resulted in less than 200 seconds delay for the migration
of the later to commence. The potential time lost was roughly less than 60 seconds,
if the migration had started 200 seconds earlier. However, it may have a greater
impact on an HC with high number of migrations can take place simultaneously.
The average waiting time and the turnaround times in our experiments are
not in proportion to the throughput improvement and the overall time saved.
Especially for Experiment 3, the result has a very high variation. The throughput
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improvement is 13% compared to average waiting time of went down by almost
300%. This is due to the nature of the workload queue given to the experiment.
The queue consisted of 194 jobs. The longer running jobs held the jobs in the
scheduler queue for a long time in the base-run. The jobs late in the queue,
therefore could not be backfilled. This resulted in high average waiting time for
the whole cluster. Towards the end of experimental run, most of the shorter jobs
executed on the fastest sub-cluster (‘B’) making up the time. This resulted in
relatively higher than expected average waiting time for the HC compared to the
throughput improvement.
7.5 Chapter Summary
In this chapter we have presented an exhaustive set of experiments to validate
the ARRIVE-F model and its implementation. As seen from the experiments,
ARRIVE-F is able to make accurate migration decisions and results in significant
improvement in the throughput of an HC. The profile overheads of ARRIVE-F does
not affect the HC and this cost is easily recovered with migrations. The throughput
improvement is relative to the workload in the queue as shown by our experiments.
Our results show that at an average ARRIVE-F improves the throughput of a
compute farm by up to 25%. The overall time saved under our test bed was over
30% in certain cases. We have also provided a detailed analysis of ARRIVE-F
based on experiments. We have seen that there still is some room of improvement
in ARRIVE-F which can lead to improved throughput of an HC.
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Conclusions and Future Work
In this thesis we have presented ARRIVE-F, an adaptive resource relocation
framework, which is able to exploit the heterogeneity of a compute farm to improve
its throughput.
We have successfully demonstrated that virtualization, despite its overheads,
is highly beneficial for HPC environments. Xen and other virtualization solutions
are mostly data center centric implementations. These applications have distinct
communication and CPU utilization patterns. HPC or scientific applications, on
the other hand, are more resource hungry and have frequent CPU and commu-
nication bursts. The data-center centric implementation of Xen gets reflected as
a weakness in its communication and live migration facilities when used in high
performance computing (HPC) environment.
Our conclusions are divided into three distinct sections: the infrastructure
improvement, the design and implementation and the future directions.
8.1 Infrastructure Improvement
From the inter- and intra-domain communication results, we have concluded
that in the case where a job spans a number of physical machines, exporting
network interfaces to guest machines achieves near native performance. Therefore
if job migration is not an essential requirement, the HPC community can benefit
from the virtualization technology without any significant overheads; even in the
absence of any fast intra-domain communication mechanism. However, if Xen (or
any other virtual machine monitor also called VMM) implementation can allow
virtual machines with VMM-bypass interfaces to be migrated, then the overhead
of virtualization is almost negligible.
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If exported interfaces cannot be utilized, then Xen virtualization can be slow
compared to non-virtualized environment unless there are spare CPUs available
for domain 0. We have found that the inter-domain communication in Xen via
Xen-bridge is quite CPU intensive. This weakness is only exposed if one is utilizing
multiple GigE interfaces on a SMP Xen host. We conclude that the Xen bridge
infrastructure in general is CPU intensive, and depending upon communication
requirements and patterns, can give 20-40% degraded application performance
as compared to native Linux. However, we have found that, compared to the
default configuration (Shared Bridge), using Separate Bridges can improve micro-
benchmark performance. Using a combination of the two (called Shared-Separate,
Multiple-Shared) can improve application performance to almost as good as native
Linux in certain cases. To our knowledge, Shared-Separate and Multiple-Shared
bridge configurations were identified and presented for the first time.
We tested a number of intra-domain communication methodologies during
the course of this research. We have found that these implementations are
not generic and target specific cases. As Xen is continuously evolving, these
solutions quickly become obsolete and have to be ported to the later versions. We
suggest that a more practical way to implement a shared memory transport or
an equivalent intra-domain communication is by overhauling the netfront-netback
implementation in the official Xen trunk. However, we have found that if an
application spans multiple VMMs, the implementation of a shared memory or
equivalent communication mechanism is not necessary, as inter-domain commu-
nication becomes the bottleneck. This is especially true for compute farms, where
most of the applications are expected to span multiple physical machines.
We have analyzed two popular MPI-2 compliant implementations: OpenMPI
(OMPI) and MPICH2 for Xen virtualization. These two implementations are
fundamentally different in terms of architecture and routing issues. Both of these
implementations claim to have highly configurable and efficient TCP and shared
memory communication infrastructure. Our experiments suggest that OMPI is
better suited to virtualized environments (Xen), where multiple communication
interfaces are deployed on a physical machine. This is because MPICH relies on
channel bonding to utilize the multiple communication interfaces. In any case,
channel bonding in general (and particular under Xen) yields poor performance.
We have presented a detailed evaluation of live and non-live migration
facilities provided by Xen with an HPC perspective. We have found that the
migration cost (the wall clock time stretch introduced by migration on the
application runtime) is proportional to the VM memory size and independent
of the application memory footprint. Migration is highly CPU intensive for
the VMM and the overheads are much less when one CPU is available for the
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VMM. The total duration for migration is less for non-live migration compared
to the live migration, but it introduces penalty in terms of increased wall time
for HPC applications. Live migration has lesser penalty in terms of wall-clock
time but has a direct relationship with the memory dirtying and communication
rates of the migrating VM. This is due to CPU-intensiveness of Xen’s inter-VM
communication and migration routine which results in CPU starvation for the VM.
We have demonstrated a simple optimization for the default live migration feature
of Xen VMM. By reducing the number of iterations in the pre-copy phase to a
bare minimum, we can reduce the migration time stretch of HPC applications by
50%. In cases where the application is highly store and communication intensive,
the optimized live migration routine can give over 200% better performance over
default live migration.
8.2 ARRIVE-Framework
We believe that this research contributes towards an understanding of how the
system level measurements can be used to characterize applications and estimate
their execution times in a heterogeneous compute farms.
We have carried out an extensive literature review of the existing application
performance estimation models. We have found that these models are based on
linear CPU frequency models, require off-line profiling, source code modification or
combinations thereof.
We have shown that performance models based on CPU frequency alone are
less accurate in HC environments, particularly if the HC has CPUs with compara-
ble instruction sets but different cycle penalties for floating point operations and/or
L1/L2 cache misses. Leveraging micro-architectural characteristics exhibited by
different applications through the hardware performance counter data can greatly
improve the prediction accuracy. Our experiments show that the prediction
accuracy of the application runtime estimate can be improved by a factor of 1.65
in certain cases. For a subset of NAS parallel benchmarks (NPB), an average
prediction accuracy of our method is 84.6% compared to the average prediction
accuracy of 66.5% for the linear CPU frequency model.
We have also shown that source code changes and off-line profiling are not
necessary if highly accurate performance prediction is not required. This is
especially true for the dynamic process placement heuristics where a sufficient
accuracy that leads to an affective migration decision is adequate. In essence,
the fine-grained off-line profiling is not necessary for the dynamic placement
heuristics.
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The problem of optimal placement of jobs in a compute farm is NP-complete.
In this thesis, we have presented a new approach to tackle this issue. Instead of
a global optimization heuristic, we have employed a local optimization heuristic.
The framework carries out a local optimization between the two sub-clusters only
if the job migration (relocation) saves time. We do not consider other sub-clusters
in the compute farm for the decision.
Unlike the previous methods of process-migration, the methodology adopted
in this research is based on VM migration. Each VM in our framework hosts a
maximum of one parallel process. VM migration has already found its place in the
mainstream operating systems compared to process migration, although the later
has been researched for years. We have shown that the VM migration methodology
is a robust and a very practical solution.
To determine the average throughput improvement, we have tried to simulate
real world workloads. The job queues were generated from Dror Feitelson’s
workload archives. We used the NAS Parallel Benchmarks (NPB) to represent the
applications conforming to these workloads. The duration of each experiment was
between 3 to 4 hours. Our experimental setup consisted of 10 machines spread
across four distinct hardware configurations and micro-architectures. The CPU
frequency of the machines lied between 2 and 3 GHz. To introduce heterogeneity,
two machines were installed with 100 Mbps ethernet cards and the rest had gigabit
ethernet cards. This enabled us to build a 32 VM heterogeneous compute farm
with each VM having exactly one CPU. Our experiments show that we are able to
improve the throughput of the heterogeneous compute farm by 25% and the time
saved by the HC with our framework is over 30% over the scheduling solution based
on easy backfill algorithm. The overheads (wall clock time stretch in applications)
of our framework are less than 3%. We have seen that a single effective migration
decision overwhelms the overhead cost for the entire cluster for a given time frame.
To make migration decisions that significantly improve the throughput, the
framework requires there to be applications with a long execution time relative
to the migration time. We make use of user time estimates, which are a hard
requirement of the backfill algorithm, to predict if the application will run for
sufficient time in future. However, it is difficult to provide an accurate time
estimate for an application especially in an HC. The user time estimates can
be two to three times off the actual wall clock time due to variations in CPU
and communication infrastructure. Similarly, users are known (intentionally or
otherwise) to provide incorrect time estimates.
We have tried to partially remove this dependence by using the user time
estimate as a guide only. The profile estimates are calculated over a fixed period
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of time rather than the estimated remaining time of an application. Therefore,
the total expected time for the application is not taken into account while making
migration decisions. This removes the case where an application with the highest
user time estimate will always get migrated to a faster node. If a user over-predicts
the time, we might actually see ARRIVE-F migrating that job to a faster cluster,
only to see the job finishing too soon. This may result in throughput loss. However,
we do not see it to have a great impact because the job that gets exchanged with
such a job will be placed on the cluster that is in accordance with its computation
and communication requirements.
In one of the experiments (Experiment 3, Section 7.2.3), the average waiting
time and the average turnaround time were not in proportion to the throughput
improvement. ARRIVE-F was able to improve the throughput of the compute farm
by 13% and the average waiting time went down by almost 300% over the scheduler
based on an easy backfill algorithm. The given queue for this experiment was
small with only 194 jobs. The jobs late in the queue were held by the long running
jobs in the middle. This resulted in higher average waiting time in the base-run.
ARRIVE-F was able to migrate jobs and longer running jobs finished earlier. This
resulted in a reduced average waiting time for the migration run. This can be due
to shorter length of the experimental run. If we had a longer experimental run, this
discrepancy would have evened out. Therefore, we assert that the average waiting
time and the average turnaround time are not the reliable metrics compared to
the average throughput improvement when comparing two distinct scheduling or
job placement methodologies, where the duration of experimental run is small.
We kept the duration of the experiments short because we were only interested to
determine the impact of the framework on the throughput.
Live migration of compute nodes can be beneficial even in cases where dynamic
placement of the compute jobs is not an objective. For an HC with a number of
sub-clusters, one can use live migration to consolidate jobs on a specific cluster to
make way for a compute job that cannot be dispatched due to non-availability of
enough nodes on a sub-cluster.
8.3 Future Directions
We feel that ARRIVE-F is just a first step towards an automated load balancing
of HCs (clusters, cloud, or the enterprise grid). To make this framework more
attractive to production environments we plan to continue building ARRIVE-F in
to a stable framework. This section is divided into two parts: future infrastructure
enhancements and the possible enhancements to ARRIVE-F.
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Infrastructure Enhancements
ARRIVE-F is built on top of Xen VMM and requires an MPI framework to support
the execution of parallel applications. During this research, we discovered various
features that Xen or OpenMPI do not support as of yet. Adding these features will
greatly enhance the capabilities of runtime systems like ARRIVE-F.
Xen does not support Remote Direct Memory Access (RDMA) based migration.
Huang et.al [63] have implemented an RDMA based migration prototype over
Xen and InfiniBand. Their results show that RDMA can drastically reduce the
migration overhead by upto 80% on the total migration time, and upto 77% on the
application observed downtime. Incorporating such a solution in ARRIVE-F should
be easy. We foresee minor changes like introduction of an Infiniband sub-system
and fine tuning of the migration parameters. The RDMA based migration is on the
top of Xen 4.0 requested feature list 1.
The bridge architecture of Xen is not aware of co-location in a case where the
virtual machines are using different network bridges. We have seen that utilizing
different network interfaces for each VM (Separate Bridge) gives a better latency
and bandwidth compared to default configurations. However, this results in intra-
domain communication to be routed through the physical switch of the network.
We feel that Separate Bridges should be made VM co-location aware.
Currently, the only way to perform hardware performance counter based
profiling on Xen is to use Xenoprofile, which is a patch to Oprofile kernel module.
Oprofile is a part of the mainstream Linux kernel and does not support multiplex-
ing of the hardware performance counter events. As most of the processors have
two to four performance monitoring units, this restricts an application (or the user)
to monitor only a limited number of performance data simultaneously. Efforts
to add multiplexing support into Oprofile have recently started and the patch is
in an alpha state. We tried to port this patch to Xenoprofile but found it to be
very unstable mainly due to instruction based sampling (IBS). We believe adding
this support can be helpful to load balancing frameworks and more performance
counter data can be collected easily and reliably. This limitation did not affect
ARRIVE-F as only four performance counters were used in this research.
ARRIVE-F does not support migration between different families of network
interconnect (e.g. Infiniband and GigE). This is due to limitation in MPI im-
plementations to efficiently move from one interconnect family to another at an
application runtime. OpenMPI’s checkpoint and restart (CnR) facility [65] can be
employed in scenarios where migration of VMs with different families of network
1http://wiki.xensource.com/xenwiki/XenRoadMap
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interconnects is required. One can modify the facility to CnR facility to transfer
the application’s communication to a different communication transport without
pausing an application. This will result in an OMPI specific solution.
ARRIVE-F Enhancements
We have seen from the experiments that current version of ARRIVE-F can be
further optimized and evolved into a more reliable and stable framework. For this,
we will continue to work on the following issues:
ARRIVE-F has been tested on a compute farm of a modest size (32 CPU
heterogeneous cluster). We feel that our mathematical model and its migration
decisions based on the local optimization algorithm will hold for a much larger clus-
ter consisting of thousands of compute nodes and a high number of sub-clusters.
However, in its current form, the implementation of the migration analysis and
decisions is a serial function i.e. single thread only. The profile data of each
job is read from the database and a prediction summary (estimation) for each
job for every available sub-cluster is generated. This can act as a limitation on
a large compute farm consisting of thousands of compute nodes with a number
of sub-clusters, as profile summary generation and predicting the migration is a
CPU intensive operation. To overcome this, a multi-threaded version of profile
analyser needs to be implemented where the estimation of jobs can be generated in
parallel. This will greatly reduce the time for prediction and migration decisions.
To further improve the efficiency of ARRIVE-F, migrations can be performed in
parallel as proposed in Section 7.3 In the future revisions of the framework we plan
to implement a multi-threaded routine for the migration analysis and decisions.
The implementation of ARRIVE-F does not support multi-CPU VMs. However,
the mathematical model of the framework is not locked to this limitation and the
source code of ARRIVE-F can be modified to incorporate multi-CPU VMs. This
will essentially require slight modification in the profile generation and the profile
analysis routines.
ARRIVE-F, in its current form, only targets HPC applications; however the
framework can be readily extended to an enterprise grid and cloud computing
infrastructures. The PMPI layer, which limits our infrastructure to the HPC
environments can be replaced with socket level profiling. This will allow the frame-
work to determine the bandwidth and latency requirements of the data-center
workloads. We also plan to extend the framework and introduce an I/O sub-system.
This can be done by capturing I/O reads and writes of the VM through operating
system API’s. As most of the data made available to the data intensive jobs is
through network file system, this subsystem will heavily depend on the existing
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network subsystem as well as the file system format and CPU load on the server
that hosts the data.
We are working on ARRIVE-F to make it HPC cloud ‘enabled’. ARRIVE-F does
not have any hard requirements that can prevent its port to the cloud. ARRIVE-F
can be hooked up with a costing engine for these environments, i.e. if a user wants
to improve the throughput of a running application, he/she can pay more to migrate
the application over to a faster sub-cluster within the cloud deployment or even to
an another cloud computing infrastructure.
Frameworks like ARRIVE-F can be applied to the energy efficient computing.
A typical example is the FT.B.8 benchmark, which is communication intensive and
does not benefit from a higher CPU frequency if the underlying network is up to
two gigabit ethernet cards. Therefore, reducing the CPU frequency (and the power
consumption) through Dynamic Voltage and Frequency Scaling (DVFS) will not
affect such an application. For such a case, ARRIVE-F can be tweaked to perform
an analysis on different frequency steps available to the sub-cluster where the job
is currently executing. The frequency (and therefore the voltage) that gives the best
cost/performance ratio can be chosen. Determination of the best cost/performance
ratio involves a lot of research, as it involves not only the total electrical savings
(compute nodes, air-conditioning etc.) but also an acceptable throughput. We
foresee a heuristic solution to this problem.
ARRIVE-F can be ported to competing virtualization solutions like VM-Ware
and KVM. ARRIVE-F does not have any component that is tightly coupled with the
Xen VMM. The only major change for ARRIVE-F in this context will be updating
the code that collects hardware performance counter data. Currently our code
is dependent on Xenoprofile. Similarly, ARRIVE-F can be ported to any Unix
operating system.
ARRIVE-F does not model the working set size of the parallel application based
on L1 and L2 cache sizes. While making predictions, ARRIVE-F assumes that the
application will have similar cache behavior on the destination hardware. For some
applications, this leads to inaccurate decisions where the cache size is different.
Dynamic binary instrumentation tools like Intel’s Pin can be utilized to determine
the working set size of application at its runtime. This can be done by determining
the temporal and spatial locality of the code, which can be a very costly operation.
We propose to profile an application for a certain period of time and then detach
the memory instrumentation. Once the instrumentation code is disengaged, the
application can run at its normal speed.
Current version of the migration assistant performs the VM migration in
serial, i.e. at any given time only one VM is migrated in the whole compute
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farm. This is due to serial implementation of the migration assistant and the
profiler. The migration assistant can be parallelized so that it can perform multiple
migrations from distinct VMMs simultaneously. This will have an impact on the
migration overheads in large HCs. The migration overhead in parallel migration is
almost fixed. In future, we plan to incorporate parallel migration to our framework.
However, for our experiments, we do not see it to have an impact on the migration
decisions.
ARRIVE-F can be augmented with data mining techniques to improve its
prediction accuracy. ARRIVE-F database can retain the communication and
computation profiles of all the HPC applications. For example, if the application
and the user names match previously recorded profile, then the information can be
used to make better scheduling decisions in the first place.
We envision that online profiling and migration frameworks like ARRIVE-F
will become an essential part of cloud deployments. For this we plan to extend the
framework to the high performance cloud and grid infrastructures.
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A.1 Introduction
This appendix contains the list of jobs provided to ARRIVE-F for throughput
experiments in Section 7.2. The job stream was generated using Lublin-Feitelson
method and details are provided in same section.
A.2 Job Data - Experiment 1
The list of jobs provided to the scheduler for Experiment 1 in Section 7.2.1
Sr. No Arrival Time Job Name (Benchmark) Total Processes Expected Time
1 0 cg.A.4.452 4 79
2 0 lu.A.1.25 1 17
3 2 is.B.4.29 4 23
4 3 mg.B.4.14 4 16
5 4 mg.B.8.5132 8 2697
6 5 ft.A.4.750 4 95
7 21 cg.B.2.27 2 44
8 26 is.A.8.204 8 52
9 38 ft.A.2.39 2 71
10 43 mg.B.1.39 1 21
11 46 cg.A.4.104 4 27
12 51 ep.B.6.0 6 25
13 55 ft.A.4.6 4 8
14 58 cg.A.8.560 8 112
15 60 ep.B.1.0 1 150
16 61 ft.A.4.156 4 230
17 67 ep.A.8.0 8 7
18 72 ep.B.1.0 1 150
19 74 cg.A.2.10 2 2
20 83 ep.A.8.0 8 7
21 89 ft.A.8.13 8 14
22 101 cg.A.2.764 2 168
23 104 ft.B.8.506 8 2174
24 107 lu.B.2.53 2 108
25 109 ep.A.3.0 3 16
26 110 ep.B.5.0 5 6
27 113 is.A.8.10655 8 2717
28 115 mg.A.4.4 4 4
29 116 ep.A.5.0 5 14
30 122 ft.B.8.3 8 12
31 125 lu.A.8.13367 8 2005
32 130 lu.B.4.10 4 18
33 131 ep.B.3.0 3 12
34 132 lu.B.8.288 8 253
35 137 lu.B.4.102 4 191
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Sr. No Arrival Time Job Name (Benchmark) Total Processes Expected Time
36 147 ep.B.6.0 6 28
37 148 ep.A.5.0 5 11
38 150 ep.A.5.0 5 11
39 150 ep.B.4.2 4 40
40 157 ep.A.5.0 5 12
41 160 ep.B.3.1 3 5
42 160 lu.B.2.3 2 6
43 167 is.A.8.499 8 127
44 168 is.A.4.2014 4 450
45 169 ft.A.4.7 4 10
46 172 ep.A.6.0 6 10
47 174 lu.B.8.141 8 124
48 183 cg.A.4.27 4 7
49 200 ep.A.7.0 7 7
50 215 ft.A.2.2 2 3
51 218 ep.B.5.0 5 9
52 222 ep.B.5.0 5 29
53 223 lu.A.8.67 8 10
54 231 cg.B.4.2 4 2
55 231 mg.B.2.10 2 11
56 241 mg.A.4.6 4 6
57 245 ep.B.7.0 7 14
58 249 lu.B.4.14 4 25
59 251 lu.B.1.50 1 164
60 251 mg.A.4.11 4 12
61 253 is.B.4.19 4 15
62 254 lu.A.2.942 2 452
63 257 mg.A.2.31 2 34
64 260 cg.B.4.4 4 5
65 260 ft.A.2.17 2 31
66 265 ft.A.8.291 8 328
67 273 lu.A.4.97 4 26
68 274 ft.A.4.2 4 2
69 277 cg.B.8.267 8 290
70 287 ep.A.8.11 8 7
71 288 ep.B.2.4 2 70
72 298 lu.A.4.52 4 14
73 300 ep.A.8.32 8 8
74 300 lu.A.1.318 1 222
75 308 mg.A.4.145 4 170
76 322 is.A.8.55 8 14
77 328 ep.A.2.1 2 25
78 355 ep.B.6.0 6 25
79 369 lu.B.1.34 1 111
80 371 ft.A.4.142 4 210
81 389 ep.B.5.0 5 33
82 393 ep.B.3.0 3 2
83 414 lu.A.1.39 1 27
84 417 ft.A.2.440 2 813
85 424 ft.A.8.40 8 45
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86 444 mg.B.2.20 2 22
87 455 mg.A.4.4 4 4
88 463 mg.B.2.47 2 52
89 466 ep.A.4.1 4 16
90 468 mg.A.2.47 2 52
91 471 is.A.4.59 4 13
92 473 ep.B.5.0 5 38
93 476 ep.A.5.0 5 13
94 480 lu.A.8.134 8 20
95 484 is.A.8.8 8 2
96 487 cg.A.4.166 4 43
97 487 ft.A.4.5 4 6
98 494 mg.A.4.25 4 29
99 497 ep.A.5.0 5 10
100 516 ft.A.4.40 4 58
101 528 is.B.8.463 8 354
102 535 cg.B.4.2286 4 3268
103 543 lu.A.1.7385 1 5169
104 549 cg.A.8.1420 8 284
105 555 ft.A.4.53 4 78
106 567 ep.A.8.37 8 7
107 570 ft.B.8.462 8 1984
108 575 lu.A.8.12334 8 1850
109 578 ep.A.3.1 3 16
110 590 lu.B.1.455 1 1500
111 619 ep.B.5.0 5 39
112 638 mg.B.2.113 2 127
113 676 is.A.4.314 4 70
114 680 mg.A.4.44 4 51
115 701 cg.B.4.11 4 15
116 701 ep.B.5.0 5 36
117 715 cg.A.4.66 4 17
118 724 lu.A.4.304 4 82
119 743 cg.B.8.57 8 62
120 750 cg.A.2.223 2 49
121 764 mg.B.8.6 8 8
122 782 ep.A.2.3 2 25
123 801 mg.A.4.12 4 14
124 805 ft.A.4.207 4 305
125 810 ft.A.4.245 4 362
126 815 mg.B.8.2 8 2
127 823 ep.B.7.0 7 16
128 825 cg.A.4.24 4 6
129 834 cg.B.8.254 8 276
130 840 mg.B.8.157 8 235
131 848 cg.A.8.550 8 110
132 861 cg.A.4.150 4 39
133 863 ep.B.5.0 5 33
134 867 ep.A.3.1 3 15
135 885 cg.A.2.46 2 10
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136 888 mg.A.2.1 2 1
137 894 is.B.2.87 2 77
138 924 ft.A.4.2 4 2
139 961 lu.A.1.10 1 7
140 965 lu.B.4.731 4 1374
141 971 ep.A.8.3 8 9
142 975 lu.A.4.15 4 4
143 991 ep.B.2.1 2 73
144 994 ep.A.6.10 6 8
145 1021 is.B.4.7 4 5
146 1029 ep.A.5.0 5 13
147 1048 ep.A.5.0 5 12
148 1057 is.A.8.436 8 111
149 1060 lu.A.8.474 8 71
150 1068 lu.B.1.202 1 664
151 1068 ep.B.4.2 4 37
152 1079 ep.A.1.0 1 42
153 1082 ft.B.8.5 8 20
154 1100 ep.B.3.0 3 50
155 1103 cg.A.2.41 2 9
156 1109 mg.B.4.1 4 1
157 1114 cg.A.4.74 4 19
158 1126 ep.B.2.1 2 70
159 1139 is.A.4.103 4 23
160 1144 ep.A.3.2 3 16
161 1151 ep.B.5.0 5 35
162 1172 mg.B.8.2 8 3
163 1198 cg.A.8.295 8 59
164 1222 mg.B.8.1040 8 1560
165 1232 lu.B.1.137 1 452
166 1251 mg.A.4.28 4 33
167 1261 cg.A.4.174 4 45
168 1292 mg.A.2.150 2 168
169 1312 ep.A.1.0 1 54
170 1379 mg.A.2.267 2 298
171 1465 ep.A.1.0 1 39
172 1475 cg.A.8.530 8 106
173 1478 ep.B.8.11 8 19
174 1494 ft.A.4.413 4 611
175 1578 lu.B.1.10 1 33
176 1641 lu.A.1.86 1 60
177 1648 cg.A.8.15 8 3
178 1667 ft.B.8.8 8 33
179 1678 mg.B.4.75 4 89
180 1691 ft.A.4.3 4 4
181 1705 mg.B.4.10 4 11
182 1719 is.A.4.282 4 63
183 1722 ft.A.4.8 4 11
184 1723 cg.B.8.15 8 16
185 1730 lu.A.4.52 4 14
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186 1738 cg.B.2.1 2 1
187 1740 ep.A.4.11 4 17
188 1746 mg.A.4.3 4 3
189 1755 is.A.4.81 4 18
190 1758 ft.A.8.925 8 1045
191 1759 cg.A.2.100 2 22
192 1761 cg.B.4.20 4 28
193 1811 mg.A.4.41 4 48
194 1815 lu.A.4.26 4 7
195 1840 lu.A.4.15 4 4
196 1847 cg.B.4.57 4 81
197 1850 lu.B.4.3 4 4
198 1853 ep.A.6.10 6 7
199 2129 ep.A.2.2 2 25
200 2170 ep.A.3.1 3 14
201 2177 lu.B.2.5 2 10
202 2184 lu.A.2.5 2 2
203 2184 lu.A.2.5 2 2
204 2218 ep.A.2.6 2 25
205 2228 mg.B.2.26 2 29
206 2229 lu.B.8.13 8 11
207 2233 cg.A.2.32 2 7
208 2243 lu.A.4.15 4 4
209 2263 cg.B.2.19 2 30
210 2267 ft.B.8.102 8 436
211 2270 lu.A.8.7 8 1
212 2271 lu.B.4.4 4 7
213 2274 ep.B.1.0 1 158
214 2276 ep.A.3.0 3 11
215 2277 lu.A.1.20 1 14
216 2279 lu.A.4.12 4 3
217 2280 mg.A.8.158 8 85
218 2291 ep.A.3.0 3 15
219 2293 cg.A.4.1877 4 488
220 2297 mg.B.4.6 4 6
221 2300 ep.B.4.1 4 38
222 2301 cg.B.8.0 8 31
223 2304 lu.B.1.0 1 611
224 2307 cg.A.2.328 2 72
225 2308 ft.A.4.24 4 35
226 2315 cg.B.4.607 4 868
227 2317 ep.B.7.0 7 17
228 2323 lu.A.4.30 4 14
229 2324 ft.B.8.83 8 355
230 2324 mg.A.1.70 1 297
231 2348 lu.B.8.10 8 17
232 2349 ep.A.6.0 6 8
233 2352 ep.A.6.0 6 7
234 2356 mg.A.8.4 8 4
235 2357 lu.B.8.19 8 16
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236 2361 cg.A.8.1405 8 281
237 2367 lu.A.8.9774 8 1466
238 2371 lu.A.1.55 1 38
239 2381 cg.B.4.7 4 9
240 2386 ep.A.3.1 3 18
241 2390 ep.A.8.0 8 6
242 2396 ep.A.6.0 6 9
243 2430 lu.B.1.4 1 10
244 2436 ep.A.7.0 7 8
245 2438 lu.B.8.13 8 11
246 2460 cg.B.4.667 4 953
247 2464 cg.A.4.31 4 8
248 2466 is.A.4.18 4 4
249 2486 ft.A.4.2 4 2
250 2503 ep.A.4.4 4 18
251 2506 ft.A.4.3 4 3
252 2533 lu.B.8.427 8 375
253 2546 ft.B.8.23 8 95
254 2549 ep.A.4.1 4 14
255 2555 is.A.2.18 2 4
256 2563 mg.B.8.8 8 12
257 2570 ep.B.3.0 3 57
258 2570 is.A.8.428 8 109
259 2574 mg.B.2.424 2 478
260 2578 mg.A.4.11 4 12
261 2585 lu.B.8.612 8 538
262 2622 ft.A.4.3 4 4
263 2628 ft.A.4.1 4 1
264 2636 ft.A.8.197 8 222
265 2636 mg.B.4.6 4 6
266 2647 is.B.8.17 8 13
267 2676 cg.A.8.60 8 12
268 2693 lu.A.1.16 1 11
269 2711 lu.B.1.10 1 32
270 2716 lu.A.2.2048 2 983
271 2726 lu.A.8.720 8 108
272 2734 lu.A.4.8 4 2
273 2744 ft.A.4.11 4 16
274 2747 mg.B.4.9 4 10
275 2759 ft.A.4.2 4 2
276 2776 ft.A.4.8 4 11
277 2789 mg.A.4.6 4 7
278 2799 cg.B.8.138 8 150
279 2806 lu.A.1.92 1 64
280 2806 cg.B.8.412 8 448
281 2808 cg.B.8.41 8 44
282 2811 ft.A.8.39 8 43
283 2814 cg.A.4.43 4 11
284 2817 cg.A.4.420 4 109
285 2844 ft.B.8.3 8 9
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286 2851 cg.A.4.208 4 54
287 2885 cg.B.8.69 8 75
288 2900 ep.A.7.0 7 7
289 2901 lu.B.4.4210 4 7914
290 2905 ft.A.4.171 4 252
291 2910 mg.B.4.958 4 1139
292 2911 mg.A.8.62 8 33
293 2931 ft.A.2.92 2 170
294 2933 mg.A.8.6 8 3
295 2955 lu.B.4.2 4 2
296 2956 ep.B.4.1 4 40
297 2961 lu.B.4.2 4 3
298 2972 ep.B.2.1 2 74
299 2973 ep.A.4.1 4 14
300 2973 lu.B.4.621 4 1167
301 2977 ep.A.3.1 3 15
302 2980 cg.B.8.29 8 31
303 2984 ft.A.2.5 2 9
304 2986 ft.A.2.20 2 37
305 2989 lu.B.2.3 2 6
306 2998 mg.B.4.6 4 7
307 2998 ft.B.8.5 8 19
308 3002 ft.A.8.7 8 7
309 3009 cg.B.8.9 8 9
310 3012 ft.A.4.3 4 3
311 3031 mg.B.2.35 2 39
312 3038 ep.B.8.5 8 19
313 3043 ft.B.8.206 8 883
314 3049 mg.A.4.74 4 87
315 3054 lu.A.2.7 2 3
316 3062 ft.A.2.1003 2 1854
317 3063 ep.A.8.2 8 8
318 3084 ft.A.4.93 4 137
319 3087 mg.A.4.325 4 383
320 3116 ep.B.2.1 2 73
321 3120 lu.B.8.121 8 106
322 3125 mg.A.4.4 4 4
323 3131 ft.A.8.435 8 491
324 3146 ep.A.4.22 4 18
325 3149 cg.A.4.3897 4 1013
326 3154 lu.B.4.130 4 243
327 3157 cg.A.8.410 8 82
328 3161 lu.B.4.4 4 7
329 3170 lu.A.4.19 4 5
330 3173 ep.A.4.161 4 17
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A.3 Job Data - Experiment Number 2
The list of jobs provided to the scheduler for Experiment 2 in Section 7.2.2.
Sr. No Arrival Time Job Name (Benchmark) Total Processes Expected Time
1 0 mg.B.2.15 2 16
2 1 lu.A.8.527 8 79
3 1 is.B.8.40 8 30
4 4 is.B.8.23 8 17
5 7 lu.A.8.51600 8 7740
6 13 is.B.2.14 2 12
7 16 lu.B.4.5 4 8
8 18 mg.B.8.8 8 5
9 19 ep.B.4.1 4 36
10 23 cg.B.4.2 4 2
11 30 mg.A.2.16 2 17
12 37 cg.A.8.290 8 58
13 38 ep.A.8.2 8 8
14 39 lu.A.1.390 1 273
15 44 ft.A.8.1 8 1
16 49 mg.B.4.5 4 5
17 52 lu.B.4.1039 4 1952
18 54 mg.B.4.83 4 98
19 59 mg.B.8.245 8 132
20 63 ep.A.8.1 8 14
21 65 lu.A.1.48 1 33
22 68 lu.B.1.2 1 13
23 71 ft.A.4.32 4 46
24 71 ep.A.4.2 4 15
25 75 mg.A.1.4 1 17
26 76 ft.A.4.16 4 23
27 79 ep.A.8.2 8 15
28 83 lu.A.4.7426 4 2005
29 85 cg.B.8.22 8 23
30 102 mg.B.8.30 8 16
31 110 is.A.4.77 4 17
32 122 lu.A.4.193 4 52
33 134 cg.A.4.274 4 71
34 141 ep.B.2.1 2 72
35 146 cg.A.2.123 2 27
36 170 lu.B.2.41 2 83
37 177 ft.A.8.8 8 8
38 180 lu.A.4.415 4 112
39 183 mg.B.4.61 4 72
40 184 lu.B.4.123 4 230
41 190 lu.A.1.118 1 82
42 192 mg.B.8.4 8 2
43 202 is.B.4.10 4 8
44 208 cg.A.8.70 8 14
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45 222 lu.A.8.1120 8 168
46 227 ep.A.4.262 4 18
47 231 ep.A.4.14 4 15
48 234 is.A.4.50 4 11
49 236 mg.A.4.6 4 6
50 239 mg.A.8.5032 8 2717
51 242 lu.A.4.15 4 4
52 243 ep.A.4.2 4 14
53 250 cg.A.8.60 8 12
54 253 mg.B.8.56 8 30
55 256 ft.B.8.1093 8 4697
56 262 ep.B.4.1 4 38
57 266 ep.A.4.2 4 12
58 268 ep.A.8.61 8 15
59 274 is.B.4.233 4 191
60 285 ft.A.4.6 4 8
61 287 is.B.8.28 8 21
62 290 ep.B.2.1 2 67
63 291 lu.A.8.267 8 40
64 301 cg.B.4.2 4 2
65 304 is.A.4.23 4 5
66 305 is.A.4.27 4 6
67 315 cg.A.2.578 2 127
68 316 lu.B.8.512 8 450
69 318 cg.A.4.39 4 10
70 323 is.B.4.5 4 4
71 326 is.B.4.152 4 124
72 337 mg.A.4.6 4 7
73 355 is.B.8.31 8 23
74 372 lu.A.2.7 2 3
75 378 ft.A.8.8 8 9
76 383 cg.A.2.132 2 29
77 385 ep.B.1.0 1 150
78 395 ep.A.1.0 1 32
79 397 ft.A.8.10 8 11
80 407 ep.A.1.0 1 36
81 413 mg.B.1.26 1 14
82 418 ft.B.8.6 8 25
83 421 lu.B.8.187 8 164
84 422 mg.B.4.11 4 12
85 427 ep.B.4.1 4 45
86 428 cg.A.4.1739 4 452
87 432 lu.A.4.126 4 34
88 435 ft.A.4.4 4 5
89 435 mg.A.2.28 2 31
90 441 is.B.4.400 4 328
91 450 is.A.4.117 4 26
92 452 cg.B.8.2 8 2
93 455 lu.B.4.155 4 290
94 467 cg.A.4.162 4 42
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95 473 cg.A.4.820 4 213
96 483 is.A.2.63 2 14
97 486 lu.A.8.887 8 133
98 487 ep.A.8.54 8 12
99 495 ep.A.4.21 4 17
100 509 ft.A.4.3 4 14
101 516 cg.B.8.14 8 15
102 544 ep.A.4.3 4 17
103 560 lu.A.4.412 4 111
104 562 is.B.8.275 8 210
105 581 is.A.2.276 2 62
106 587 lu.A.1.3 1 2
107 609 is.B.4.33 4 27
108 613 ft.A.8.720 8 813
109 620 ep.B.4.2 4 45
110 640 ft.B.8.6 8 22
111 653 lu.B.8.5 8 4
112 662 ep.A.1.0 1 35
113 667 ft.B.8.1 8 2
114 671 ep.A.8.13 8 15
115 675 ft.A.4.9 4 13
116 679 lu.B.1.54 1 78
117 682 ep.B.8.1 8 23
118 688 lu.A.8.134 8 20
119 693 mg.A.4.2 4 2
120 697 mg.A.2.39 2 43
121 699 ft.A.4.5 4 6
122 709 cg.B.4.21 4 29
123 713 lu.A.8.334 8 50
124 733 ep.B.8.4 8 25
125 746 is.A.4.1584 4 354
126 753 lu.B.1.810 1 3268
127 760 is.B.4.347 4 284
128 767 is.A.8.306 8 78
129 781 is.A.8.597 8 152
130 786 is.A.8.7781 8 1984
131 791 lu.A.8.12334 8 1850
132 796 cg.A.8.20 8 4
133 808 is.A.4.6712 4 1500
134 839 lu.B.4.11 4 19
135 860 ft.A.8.113 8 127
136 898 lu.A.8.467 8 70
137 902 cg.A.4.197 4 51
138 925 is.A.4.68 4 15
139 926 is.B.2.18 2 16
140 940 ft.A.2.10 2 17
141 950 cg.B.8.76 8 82
142 969 mg.B.2.55 2 62
143 977 ep.A.4.6 4 14
144 992 ft.A.4.6 4 8
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145 1010 mg.B.4.33 4 39
146 1030 ep.B.4.1 4 44
147 1034 cg.A.2.1387 2 305
148 1040 ft.A.4.245 4 362
149 1047 ep.B.8.1 8 20
150 1058 mg.A.4.14 4 16
151 1062 ft.A.4.5 4 6
152 1071 lu.A.4.1023 4 276
153 1078 lu.B.1.300 1 1295
154 1088 cg.A.4.424 4 110
155 1103 is.A.8.153 8 39
156 1106 ft.A.4.87 4 128
157 1111 ep.A.8.2 8 15
158 1130 lu.A.1.16 1 10
159 1133 lu.A.1.2 1 1
160 1142 cg.B.4.54 4 77
161 1173 ft.A.8.2 8 2
162 1210 ft.A.8.7 8 7
163 1217 cg.B.8.1261 8 1374
164 1223 is.B.8.12 8 9
165 1228 ep.B.4.1 4 46
166 1246 ft.A.4.9 4 13
167 1250 mg.B.4.2 4 2
168 1280 cg.A.4.20 4 5
169 1290 mg.B.4.3 4 3
170 1379 is.A.4.54 4 12
171 1418 is.A.8.436 8 111
172 1424 ft.A.4.48 4 71
173 1434 ep.A.4.80 4 14
174 1436 lu.A.8.247 8 37
175 1448 mg.A.8.41 8 22
176 1452 mg.A.4.17 4 20
177 1470 mg.A.8.2 8 1
178 1473 cg.B.4.7 4 9
179 1481 ep.A.8.1 8 10
180 1487 cg.A.4.74 4 19
181 1502 mg.B.8.15 8 8
182 1518 lu.A.1.33 1 23
183 1523 ft.A.4.3 4 11
184 1531 mg.B.4.16 4 19
185 1553 ep.B.8.1 8 14
186 1817 ft.A.8.53 8 59
187 1841 lu.A.1.2229 1 1560
188 1853 lu.A.8.3014 8 452
189 1872 lu.A.2.69 2 33
190 1885 ep.A.2.3 2 20
191 1918 mg.A.2.150 2 168
192 1939 ep.A.4.7 4 19
193 2008 lu.A.4.1104 4 298
194 2094 mg.A.4.299 4 352
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195 2105 ft.B.8.25 8 106
196 2108 cg.B.4.119 4 170
197 2126 ft.A.4.413 4 611
198 2211 ft.A.4.23 4 33
199 2275 mg.B.4.51 4 60
200 2282 ep.A.2.1 2 23
201 2301 mg.B.4.28 4 33
202 2315 lu.B.8.102 8 89
203 2329 lu.B.1.2 1 8
204 2345 mg.A.4.10 4 11
205 2361 cg.A.8.315 8 63
206 2364 is.B.8.15 8 11
207 2366 ft.A.4.11 4 16
208 2373 lu.B.4.8 4 14
209 2381 ft.B.8.1 8 1
210 2383 mg.B.8.162 8 87
211 2391 cg.A.2.14 2 3
212 2401 ft.A.8.16 8 18
Table A.2: Experiment 2: List of jobs
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The list of jobs provided to the scheduler for Experiment 3 in Section 7.2.1. This
experiment does not contain the sub-cluster ‘C’ which uses 100 mbps network.
Sr. No Arrival Time Job Name (Benchmark) Total Processes Expected Time
1 0 cg.B.4.12 4 16
2 0 ep.B.4.3 4 79
3 0 cg.A.4.116 4 30
4 52 cg.A.4.0 4 17
5 55 mg.A.8.23 8 12
6 94 lu.B.8.5 8 4
7 110 mg.B.4.7 4 8
8 158 lu.A.4.19 4 5
9 314 ft.A.4.2 4 2
10 376 ep.A.2.1 2 2
11 394 ft.A.4.12 4 17
12 422 ep.A.4.7 4 58
13 590 lu.A.1.1 1 8
14 599 ep.A.4.33 4 273
15 760 ft.A.4.7 4 9
16 785 is.A.2.23 2 5
17 814 cg.B.2.1184 2 1952
18 857 ep.B.2.2 2 98
19 909 lu.B.8.150 8 132
20 926 lu.B.2.2 2 4
21 1024 lu.A.8.220 8 33
22 1061 mg.A.4.2 4 3
23 1070 ep.B.4.2 4 46
24 1149 ep.A.8.4 8 15
25 1168 ep.B.2.1 2 17
26 1182 is.A.4.103 4 23
27 1187 cg.B.8.5 8 5
28 1220 lu.B.8.2279 8 2005
29 1227 lu.A.8.154 8 23
30 1289 is.A.4.72 4 16
31 1298 cg.B.4.3 4 44
32 1326 mg.A.4.45 4 52
33 1362 mg.A.4.61 4 71
34 1368 cg.B.4.15 4 21
35 1403 lu.A.4.100 4 27
36 1417 lu.B.2.41 2 83
37 1428 cg.A.4.31 4 8
38 1480 cg.B.2.68 2 112
39 1518 is.A.8.283 8 72
40 1635 mg.A.8.4 8 230
41 1641 mg.B.8.152 8 82
42 1653 is.B.4.9440 4 7740
43 1684 ft.A.4.2 4 2
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44 1688 ep.A.4.1 4 8
45 1771 mg.A.8.26 8 14
46 1801 ep.B.1.0 1 168
47 1835 lu.B.4.1157 4 2174
48 1845 lu.B.4.58 4 108
49 1856 lu.A.2.5 2 11
50 1880 is.A.8.24 8 6
51 1919 ft.B.8.1093 8 4697
52 1925 lu.B.8.5 8 4
53 1941 lu.B.8.16 8 14
54 1980 cg.A.8.60 8 12
55 1982 cg.B.2.1647 2 2717
56 1989 ft.A.8.16 8 18
57 2024 lu.B.4.7 4 12
58 2068 mg.A.2.6 2 253
59 2202 cg.A.4.735 4 191
60 2307 cg.A.4.31 4 8
61 2390 ep.A.2.2 2 21
62 2407 mg.A.2.16 2 17
63 2477 ep.A.4.5 4 40
64 2506 mg.B.2.2 2 2
65 2632 mg.B.2.5 2 5
66 2651 cg.A.2.28 2 6
67 2662 cg.A.4.7 4 127
68 2676 ft.A.8.399 8 450
69 2677 cg.B.4.7 4 10
70 2687 cg.A.8.20 8 4
71 2702 mg.B.2.110 2 124
72 2714 mg.A.4.6 4 7
73 2722 mg.A.2.21 2 23
74 2742 mg.B.2.3 2 3
75 2757 cg.A.2.41 2 9
76 2804 mg.B.8.8 8 29
77 2842 cg.A.4.39 4 10
78 2873 cg.A.2.10 2 2
79 2907 mg.B.4.10 4 11
80 2921 cg.A.2.28 2 6
81 2963 cg.B.8.13 8 14
82 3012 ep.A.8.6 8 25
83 3100 cg.B.4.115 4 164
84 3183 is.B.8.16 8 12
85 3314 mg.A.8.9 8 15
86 3329 mg.A.2.404 2 452
87 3343 ft.A.4.23 4 34
88 3357 cg.A.8.25 8 5
89 3461 cg.B.8.29 8 31
90 3466 mg.B.4.276 4 328
91 3479 mg.B.2.24 2 26
92 3527 lu.B.1.14 1 2
93 3576 cg.A.2.1319 2 290
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94 3604 ep.A.4.10 4 42
95 3707 ep.B.4.7 4 213
96 3735 cg.A.2.64 2 14
97 3802 cg.A.4.512 4 133
98 3924 ep.B.2.4 2 222
99 3954 ep.B.4.6 4 170
100 4026 cg.A.8.70 8 14
101 4058 ep.B.4.1 4 15
102 4088 mg.A.8.32 8 17
103 4099 cg.B.4.11 4 111
104 4117 ft.A.4.142 4 210
105 4141 lu.A.4.230 4 62
106 4142 mg.B.8.4 8 2
107 4156 ft.A.2.15 2 27
108 4241 lu.A.4.3012 4 813
109 4250 mg.A.2.41 2 45
110 4337 ft.A.4.15 4 22
111 4340 ep.A.2.1 2 4
112 4369 ft.A.2.12 2 52
113 4492 is.B.2.3 2 2
114 4498 lu.A.8.347 8 52
115 4510 ep.A.1.0 1 13
116 4516 ep.B.2.1 2 8
117 4545 lu.B.1.20 1 3
118 4555 is.B.8.27 8 20
119 4583 ft.A.2.2 2 2
120 4584 lu.A.2.90 2 43
121 4604 ft.A.2.13 2 6
122 4628 is.A.4.130 4 29
123 4702 ep.B.4.2 4 50
124 4832 cg.B.2.36 2 58
125 4845 lu.B.8.403 8 354
126 4899 is.A.2.14525 2 3268
127 4911 lu.B.4.2750 4 5169
128 4913 cg.A.2.1291 2 284
129 4968 ft.A.8.70 8 78
130 4994 ep.A.4.14 4 152
131 5023 lu.B.8.2255 8 1984
132 5043 is.B.8.2419 8 1850
133 5046 is.A.4.18 4 4
134 5077 mg.A.4.1272 4 1500
135 5173 lu.B.4.11 4 19
136 5258 ep.B.4.4 4 127
137 5297 lu.B.4.38 4 70
138 5365 mg.A.2.46 2 51
139 5384 mg.A.2.15 2 15
140 5392 lu.B.2.8 2 16
141 5401 lu.B.4.10 4 17
142 5482 ep.A.4.10 4 82
143 5525 ep.B.8.4 8 62
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144 5581 ep.A.8.12 8 49
145 5591 lu.B.8.10 8 8
146 5605 lu.A.4.145 4 39
147 5653 lu.B.2.7 2 14
148 5710 ft.A.8.16 8 305
149 5753 mg.B.4.305 4 362
150 5828 lu.A.1.3 1 2
151 6272 mg.A.4.14 4 16
152 6286 ep.B.4.1 4 6
153 6329 ep.A.4.34 4 276
154 6355 mg.B.8.436 8 235
155 6369 ft.A.4.75 4 110
156 6527 lu.B.1.260 1 39
157 6596 lu.A.1.17 1 128
158 6625 is.A.4.23 4 5
159 6691 lu.B.1.67 1 10
160 6747 is.A.4.5 4 1
161 6815 lu.B.2.38 2 77
162 6839 cg.B.4.2 4 2
163 6851 mg.B.2.7 2 7
164 6858 is.B.4.1676 4 1374
165 6862 lu.B.8.11 8 9
166 6869 lu.B.2.18 2 4
167 6944 cg.A.8.65 8 13
168 7033 lu.A.8.1 8 2
169 7049 cg.B.4.4 4 5
170 7066 mg.A.4.3 4 3
171 7210 mg.B.4.11 4 12
172 7223 is.A.8.436 8 111
173 7242 lu.B.4.38 4 71
174 7261 ft.A.4.449 4 664
175 7281 lu.B.8.19 8 37
176 7320 cg.A.4.85 4 22
177 7329 cg.B.4.14 4 20
178 7371 mg.A.2.1 2 1
179 7385 lu.A.1.13 1 9
180 7635 cg.B.2.1 2 1
181 7664 ep.B.8.2 8 19
182 7676 mg.B.4.7 4 8
183 7692 cg.A.4.89 4 23
184 7694 lu.A.1.20 1 11
185 7811 lu.B.8.22 8 19
186 7931 ep.A.8.1 8 3
187 7975 mg.A.2.53 2 59
188 8000 lu.B.4.241 4 452
189 8141 ep.B.8.2 8 33
190 8249 cg.A.4.174 4 45
191 8274 lu.A.8.1120 8 168
192 8296 ft.A.2.21 2 54
193 8470 cg.B.2.181 2 298
continued on next page
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Sr. No Arrival Time Job Name (Benchmark) Total Processes Expected Time
194 8496 mg.B.4.296 4 352
Table A.3: Experiment 3: List of jobs
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B.1 Introduction
We ‘partially’ implemented an OpenMPI module for the Xensocket during the
course of research in early 2008. For this, Xensocket was first ported to Xen 3.1
(and later to Xen 3.2). The original Xensocket code uses blocking sends/receives
only; therefore callback support was added to the module to support non-blocking
sends and receives. Although the initial results were encouraging, the implemen-
tation resulted in data getting lost in the Xensocket buffers. The issue was hard
to debug and after correspondence in OMPI and Xen developers mailing list, no
solution was found.
To enable migration of MPI process using Xensockets, a major overhaul of
OpenMPI and Xenstore is required. When a VM receiving data from a Xensocket
to a co-located VM migrates, the Xensocket connection breaks for the sender, but
the receiving socket still has the memory mapped and expects the data in that
memory location. This transparency is by-default to all the Xen VMs but in this
case we require Xen hypervisor to issue some callback to the VM that it has
migrated to a new VMM so that open runtime environment (OTRE) of OMPI can
be instructed to close the Xensocket BTL and initiate the TCP BTL. One can use
the OpenMPI checkpoint and restart facility to switch the BTLs, but at that point
in time, OpenMPI checkpoint and restart facility was in infancy. For these reasons,
we decided not to pursue the project further.
It may be noted the implementation of the proposed Xensocket BTL was not
an essential part of the thesis. We have further discussion on Xensocket BTL and
intra-domain communication of Xen in the conclusion chapter.
Hayes et.al [59] later solved the issue of data getting lost in the Xensocket
buffers, They state that it was due to Xen not guaranteeing atomicity of atomic *
kernel instructions in the Xensocket. Xen dynamically removes the lock prefix
from the standard atomic.h header when run on a VM with a single virtual
processor. However, the migration feature was not achieved by Hayes et.al due
to the reasons discussed above.
This appendix compares various intra-domain communication mechanisms in
Xen. We have tested our partial implementation of Xensocket OpenMPI BTL with
Xenloop-1.2 along with netfront-netback (xen bridge), exported GigE interfaces
using PCI back and shared memory of Domain-0 only. Here SM-Dom0 (shared
memory of domain-0) is for the comparison only. We could not compile the Xway
patch to Xen 3.0. The bug report was submitted to the developers.
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B.1.1 Latency Results
This section contains the latency results of various intra-domain communication
mechanisms. The results are presented in Table B.1. Figure B.1 shows the results
in log graph.
Table B.1: Comparison of intra-domain communication latency µ seconds
Size Xenloop netfront-netback SM-Dom0 GigE PCI-Back Xensocket
0 28.7 45.6 0.8 125.0 23.5
1 28.9 46.1 1.0 125.0 24.2
2 29.0 46.0 1.0 125.0 24.2
4 28.8 46.2 1.0 125.0 24.2
8 28.8 45.8 1.1 125.0 24.2
16 28.8 46.2 1.1 125.0 24.2
32 29.0 46.1 1.1 125.0 24.2
64 29.2 46.5 1.1 125.0 24.3
128 29.6 46.2 1.1 125.0 24.4
256 29.8 46.5 1.3 125.0 24.7
512 30.9 48.0 1.5 125.0 25.2
1k 33.1 49.7 2.1 125.0 26.1
2k 39.9 65.9 3.0 125.0 28.0
4k 46.3 75.1 6.3 125.0 31.6
8k 59.7 97.3 9.5 187.5 39.0
16k 90.4 127.4 18.2 252.4 54.8
32k 145.4 183.6 35.3 378.6 87.0
64k 292.8 364.5 56.9 885.3 109.0
128k 489.9 591.9 99.5 1514.4 120.0
256k 1060.6 955.8 188.9 2650.1 210.0
512k 1898.6 1688.5 511.0 4888.1 NA
1M 3591.5 3311.3 1248.7 9339.1 NA
2M 6891.7 6309.6 2448.3 18404.6 NA
4M 13591.2 11218.9 4815.9 36344.4 NA
As seen, Xenloop is not performing compared to the shared memory transport
and our implementation of Xensocket BTL. However, our BTL started to lose data
from message size 512KB onwards.
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Figure B.1: Latency results of various intra-domain communication mechanisms
in Xen.
B.1.2 Bandwidth Results
In this section, we present the bandwidth results. Table B.2 presents the uni-
directional bandwidth results. The bidirectional bandwdith results are presented
in Table B.3.
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Table B.2: Comparison of intra-domain communication bandwidth
Size Xenloop netfront-netback SM-Dom0 GigE PCI-Back Xensocket
1 0.0 0.0 1.4 0.0 0.9
2 0.3 0.2 2.8 0.3 2.2
4 0.6 0.5 5.7 0.5 2.9
8 1.2 1.0 11.3 1.0 7.8
16 2.5 1.9 21.6 2.0 23.5
32 4.9 3.8 42.3 4.0 23.4
64 9.6 7.4 86.7 8.1 23.7
128 18.2 14.4 165.4 16.2 24.1
256 34.3 28.4 278.3 32.3 24.2
512 57.8 51.3 487.2 51.8 24.7
1k 103.9 98.1 715.0 74.2 25.6
2k 147.5 192.4 1038.1 94.3 27.6
4k 200.7 287.5 952.2 103.9 31.2
8k 243.5 372.3 1187.5 109.3 38.7
16k 265.8 417.9 1255.4 108.1 54.5
32k 288.4 449.7 1098.6 110.2 85.4
64k 274.1 450.8 948.2 109.8 149.7
128k 289.5 265.1 952.7 111.0 282.4
256k 314.3 382.1 937.7 111.0 718.9
512k 316.1 386.7 939.0 111.8 705.3
1M 313.9 357.7 939.3 111.9 NA
2M 314.3 323.1 942.2 112.0 NA
4M 312.8 355.3 940.6 112.0 NA
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Table B.3: Comparison of intra-domain bidirectional bandwidth
Size Xenloop netfront-netback SM-Dom0 GigE PCI-Back Xensocket
1 0.0 0.0 1.3 0.0 0.8
2 0.3 0.0 2.7 0.5 2.1
4 0.7 0.0 5.4 1.0 5.2
8 1.4 0.1 10.6 2.0 6.8
16 2.7 0.3 20.3 4.0 9.9
32 5.4 3.2 40.2 8.1 NA
64 10.5 8.6 82.1 16.1 NA
128 20.7 26.9 157.8 32.4 NA
256 39.6 48.5 274.5 60.7 NA
512 69.0 87.1 474.4 87.5 NA
1k 119.1 152.5 736.3 126.4 NA
2k 157.9 237.4 1024.6 131.9 NA
4k 218.8 333.9 908.4 150.2 NA
8k 275.8 387.9 1190.3 162.7 NA
16k 267.5 385.3 1052.4 158.7 NA
32k 291.9 401.9 1017.3 160.3 NA
64k 275.2 401.3 1041.4 126.6 NA
128k 288.9 428.6 1070.9 134.0 NA
256k 291.1 409.1 1069.0 112.1 NA
512k 293.6 406.6 1071.3 123.7 NA
1M 299.9 389.7 1071.4 113.5 NA
2M 304.0 384.3 1071.9 122.6 NA
4M 299.3 357.4 1066.6 121.5 NA
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Figure B.2: Bandwidth of various Xen intra-domain communication mechanisms.
Figure B.3: Bidirectional bandwidth of various Xen intra-domain communication
mechanisms.
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Appendix C: Appendix C: The Database Schema
Following is the extended entity-relationship diagram of the database used in
ARRIVE-F. The database is implemented as a MySQL database.
comm_lookup
network INT(11)
size INT(11)
latency_sec FLOAT
bw FLOAT
bbw FLOAT
pairs INT(11)
machine_hostname VARCHAR(30)
Indexes
comm_prof
hostname VARCHAR(25)
jobid INT(11)
prof_period FLOAT
prof_number INT(11)
message_size FLOAT
freq INT(11)
time_taken FLOAT
message_lookup_size INT(11)
comm_lookup_network INT(11)
comm_lookup_size INT(11)
Indexes
hostinfo
hostname VARCHAR(20)
xenid INT(11)
xenhost VARCHAR(20)
xenhostid INT(11)
totalmem INT(11)
freemem INT(11)
totalswap INT(11)
freeswap INT(11)
uptime INT(11)
des VARCHAR(100)
cpus INT(11)
loadavg VARCHAR(30)
updated TIMESTAMP
jobstatus CHAR(10)
cpu_freq DECIMAL(6,2)
mhz DECIMAL(8,3)
cpu_type VARCHAR(20)
computenode CHAR(1)
net_tx BIGINT(20)
net_rx BIGINT(20)
migration_flag INT(11)
cluster_id INT(11)
DRAM_BW INT(11)
jobcomm_jobid INT(11)
jobcomm_src_rank INT(11)
jobcomm_dest_rank INT(11)
jobcomm_time_send TIMESTAMP
Indexes
jobhosts
jobid INT(11)
hostname VARCHAR(30)
status CHAR(10)
slots INT(11)
mpirank INT(11)
net_tx_start BIGINT(20)
net_tx_end BIGINT(20)
net_rx_start BIGINT(20)
net_rx_end BIGINT(20)
max_mem_used INT(11)
bw_current FLOAT
bw_required FLOAT
time_comm FLOAT
cluster_id_start INT(11)
xenhost VARCHAR(30)
prof_jobid INT(11)
prof_hostname VARCHAR(25)
prof_xenhost VARCHAR(25)
Indexes
jobinfo
jobid INT(11)
path VARCHAR(200)
user VARCHAR(30)
name VARCHAR(30)
des VARCHAR(200)
status CHAR(10)
subtime TIMESTAMP
expected_time INT(11)
deadline INT(11)
reqhosts VARCHAR(200)
machinefilepath VARCHAR(200)
hostname_provided INT(11)
total_nodes INT(11)
comm_pattern CHAR(10)
mpi_prefix VARCHAR(200)
mca_param VARCHAR(250)
job_type VARCHAR(30)
complete_time TIMESTAMP
dispatch_time TIMESTAMP
prof_req INT(11)
Indexes
machine
hostname VARCHAR(30)
totalmem INT(11)
cpu_type VARCHAR(100)
cpu_bits INT(11)
total_cpus INT(11)
L2_cache_size_per_cpu INT(11)
L2_shared INT(11)
L1_data INT(11)
L1_instruction INT(11)
L1_tlb_entries_data INT(11)
L1_tlb_entries_instruction INT(11)
L2_tlb_enteries_data INT(11)
L2_tlb_entries_instruction INT(11)
tlb_size INT(11)
mhz DECIMAL(8,3)
core_per_cpu INT(11)
comm_link_speed INT(11)
hardware_counters INT(11)
vendor VARCHAR(10)
L2_cache_miss_cycles INT(11)
flop_cycles DECIMAL(4,2)
cpu_family VARCHAR(10)
L1_cache_miss_cycles INT(11)
L3_cache_miss_cycles INT(11)
DRAM_cycles INT(11)
Indexes
comm_prof_has_jobhosts
comm_prof_hostname VARCHAR(25)
comm_prof_jobid INT(11)
comm_prof_message_size FLOAT
jobhosts_jobid INT(11)
jobhosts_hostname VARCHAR(30)
Indexes
prof
jobid INT(11)
xenhost VARCHAR(25)
CPU_CLK_UNHALTED INT(11)
tstamp TIMESTAMP
RETIRED_INSTRUCTIONS INT(11)
L2_CACHE_MISS INT(11)
xenguest VARCHAR(25)
hostname VARCHAR(25)
DISPATCHED_FPU_OPS INT(11)
DRAM_ACCESSES INT(11)
DTLB_L1M_L2M INT(11)
prof_period INT(11)
DATA_CACHE_MISSES INT(11)
L3_CACHE_MISSES INT(11)
L1_DTLB_AND_L2_DTLB_MISS INT(11)
INSTRUCTION_CACHE_MISSES INT(11)
jobhosts_jobid INT(11)
jobhosts_hostname VARCHAR(30)
jobhosts_prof_jobid INT(11)
jobhosts_prof_hostname VARCHAR(25)
jobhosts_prof_xenhost VARCHAR(25)
Indexes
mig_history
jobid INT(11)
hostname VARCHAR(30)
s_xenhost VARCHAR(30)
d_xenhost VARCHAR(30)
time_finished TIMESTAMP
time_started TIMESTAMP
Figure C.1: Extended entity-relationship diagram of the ARRIVE-F database.
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Appendix D: Appendix D: ARRIVE-F Statistics and Screenshots
D.1 Lines of Code
The total number of lines of code for ARRIVE-F development presented in Table
D.1. The lines of code is computed by cloc v1.52 1 This may contain dead code. We
are in the process of cleaning up the code so that it can be released under GPL-v3.
The Bourne shell scripts are not critical to the framework but they help in VMM
and VM administration. The SQL file is the database creation script generated by
MYSQL dump utility.
Table D.1: Lines of code
Language Files Blank Comment Code
C 25 1889 3416 7965
C/C++ Header 15 203 242 1067
Bourne Shell 36 96 129 402
SQL 1 49 99 328
SUM: 77 2237 3886 9762
D.2 Dependencies
ARRIVE-F was developed under Ubuntu Linux and Xen. It has seen evolution of
Xen from 3.1.0 to 3.3.0. The versions of Ubuntu that are known to work are 7.04 -
8.10. It has not been tested under version 9.04 above, but it should work.
Following are the known dependencies for ARRIVE-F.
• libevent-dev
• libmysqlclient-dev
• libvirt-dev (previously used, there might be some stray code depending on it)
D.3 ARRIVE-F Screenshot
The main dashboard is presented in Figure D.1.
1 http://cloc.sourceforge.net
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Figure D.1: ARRIVE-F dashboard.
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