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ON THE GROTHENDIECK–SERRE CONJECTURE ABOUT
PRINCIPAL BUNDLES AND ITS GENERALIZATIONS
ROMAN FEDOROV
Abstract. Let U be a regular connected semi-local scheme over a field k.
Let G be a reductive group scheme over U . Then a principal G-bundle over U
is trivial, if it is rationally trivial. This statement is proved in [FP], if k is
infinite, and in [Pan3], if k is finite. We give a direct proof without reducing
first to the case when G is simple and simply-connected. Under some isotropy
condition on G, we also prove that, given an affine k-scheme W , a principal
bundle over W ×k U is trivial, if it is trivial over the generic fiber of the
projection W ×k U → U . This was only known previously for simple simply-
connected group schemes.
1. Introduction and main results
The conjecture of Grothendieck and Serre on principal bundles asserts that if G
is a reductive group scheme over a regular local scheme U and E is a rationally trivial
principal G-bundle over U , then E is trivial. We refer the reader to Section 1.4 for
the precise definitions. The conjecture has been proved in the case, when U is a
scheme over a field (see [FP], [Pan3]). In this paper, we will give a simplified proof
of the conjecture.
Theorem 1 ([FP], [Pan3]). Let U be a regular connected semi-local scheme over
a field. Let Ω be the generic point of U . Let G be a reductive group scheme over U .
Let E be a principal G-bundle over U . Then E is trivial, if its restriction to Ω is
trivial.
A simplified proof of this theorem is given in Section 3.1. Theorem 1 is de-
rived from Theorem 4 (the “Section Theorem”) below using the results of [Pan2].
However, Theorem 4 was only known before for simple simply-connected group
schemes. Thus, one had first to reduce to this case using the so-called purity theo-
rems [Pan1, Pan4]. In this paper, we will show that this Section Theorem holds for
all reductive group schemes, thus eliminating the difficult reduction to the simple
simply-connected case. We will outline the strategy of the proof of Theorem 4 after
its formulation in Section 1.3.
1.1. The conjecture of Grothendieck and Serre for families. The conjecture
of Grothendieck and Serre is also known for constant families of schemes in the case,
when the group scheme is simple simply-connected and isotropic. We generalize the
statement to the case of more general group schemes; we need a definition before
formulating the result.
Key words and phrases. Reductive group schemes; Principal bundles; Grothendieck–Serre con-
jecture; Affine Grassmannians.
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Let G be a reductive group scheme over a connected scheme U . Let Z be the
center of G so that Gad := G/Z is the adjoint group scheme of G (see [SGA3-3,
Exp. XXII, Def. 4.3.6]). By [SGA3-3, Exp. XXIV, Prop. 5.10] there is a sequence
U1, . . . , Ur of finite e´tale connected U -schemes such that
(1) Gad ≃
r∏
i=1
Gi,
where Gi is the Weil restriction of a simple Ui-group scheme. Note that the group
schemes Gi are uniquely defined by G.
Definition 1.1. We say that G is fully reducible, if each Gi contains a parabolic
subgroup scheme Pi such that Pi 6=Gi.
Recall that a locally Noetherian scheme U over a field k is called geometrically
regular over k, if it remains regular after any finite field extension of k. If k is
perfect, this is equivalent to the regularity of U . Here is our second main result.
Theorem 2. Let U be a geometrically regular connected semi-local scheme over
a field k. Denote by Ω the generic point of U . Let G be a fully reducible reductive
group scheme over U . Let W be an affine k-scheme. Then a principal G-bundle
over W ×k U is trivial, provided its restriction to W ×k Ω is trivial.
This theorem will be proved in Section 3.2.
Remarks 1.2. (i) Equivalently, one can show that a group scheme G is fully re-
ducible if and only if it contains a parabolic subgroup scheme whose image in any
non-abelian quotient of G is proper.
(ii) If G is a simple group scheme over U (or more generally, is the Weil restric-
tion of a simple group scheme via a finite e´tale morphism U ′ → U with connected U ′
and U), then it is fully reducible if and only if it contains a proper parabolic sub-
group scheme. If U is connected and semi-local, then this is equivalent to G being
isotropic, that is, containing Gm,U as a subgroup scheme; see [SGA3-3, Exp. XXVI,
Cor. 6.14].
(iii) If U is the semi-local ring of finitely many closed points on an irreducible
smooth affine k-variety and G is simple and simply-connected, then our theorem
is [Pan2, Thm. 7.1] (see also [PSV, Thm. 1.1]).
1.2. An application: principal bundles over affine spaces. The following
theorem is a generalization of [PSV, Cor. 1.7].
Theorem 3. Let U be a regular connected affine scheme over Q and let G be a fully
reducible reductive group scheme over U . Let n be a non-negative integer, and let E
be a principal G-bundle over the affine space AnU whose restriction to the origin
U × 0 ⊂ AnU is trivial. Then E is trivial.
Proof. We may assume that U is connected (and thus integral). The proof is by
induction on n. The case n = 0 is obvious. Assume that the theorem is proved for
n− 1. Let E be a principal G-bundle over AnU . Write A
n
U = A
n−1
U ×U A
1
U . Let H be
the zero section An−1U × 0 so that we identify A
n
U = A
1
H . Note that H is integral.
By induction hypothesis the restriction of E to H is trivial. Let Ω be the generic
point of H ; we get a morphism A1Ω → A
1
H = A
n
U . Since the restriction of E to Ω is
trivial, its restriction to A1Ω is also trivial by Raghunathan–Ramanathan Theorem
(see [RR, Gil1], we are using that U has characteristic zero).
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Next, let ξ be any point ofH and letW be the spectrum of OH,ξ. The restriction
of E to A1W via the obvious morphism is trivial by our Theorem 2, since it is trivial
over A1Ω. Further, U is normal so, according to [Tho, Cor. 3.2], we can embed G
into GLn,U for some n. Thus we can apply [Mos, Korollar 3.5.2] to see that the
principal G-bundle E is trivial over A1H = A
n
U . 
1.3. Section Theorems. The following Section Theorem will be used in the proof
of Theorem 1 in Section 3.1.
Theorem 4. Let U be a semi-local scheme. Assume that either U is a scheme over
an infinite field, or U is a scheme over a finite field and the residue fields of all
closed point of U are finite. Let G be a reductive group scheme over U . Assume
that Z is a closed subscheme of A1U − (U × 0) finite over U . Let E be a principal
G-bundle over A1U trivial over A
1
U −Z. Then for every section ∆ : U → A
1
U of the
projection A1U → U the principal G-bundle ∆
∗E is trivial.
This is a generalization of [FP, Thm. 2] and of [Pan3, Thm. 1.4] from simple
simply-connected to reductive group schemes. This theorem will be proved in Sec-
tion 2.5.
For not necessarily semi-local U we have a weaker statement, which will be used
in Section 3.2 to prove Theorem 2.
Theorem 5. Let U be an affine Noetherian connected scheme over a field. Let G
be a reductive group scheme over U such that G can be embedded into GLn,U for
some n. Assume that G is fully reducible. Assume that Z ⊂ A1U − (U × 0) is
a closed subscheme finite over U . Let E be a principal G-bundle over A1U trivial
over A1U − Z. Then for every section ∆ : U → A
1
U of the projection A
1
U → U the
principal G-bundle ∆∗E is trivial.
The following Section Theorem will be proved in Section 2.6 (cf. [PSV, Thm. 1.3]).
Remark 1.3. The condition thatG can be embedded to GLn,U for some n is satisfied
in many cases: e.g. if G is semisimple or if U is normal, see [Tho, Cor. 3.2].
The idea of the proofs of the two theorems above is the following: first, we extend
the principal G-bundle E to a principal G-bundle Eˆ over P1U . If G is not simply-
connected, then the usual proof goes through with some modifications, provided
that the restrictions of E to the closed fibers of P1U → U are in the neutral connected
component of the stack of principal bundles. This can always be achieved by pulling
back Eˆ via a cover P1U → P
1
U of a sufficiently divisible degree.
1.4. Definitions, conventions, and notation. All rings in this paper are com-
mutative and have unities. A semi-local ring is a Noetherian ring having only
finitely many maximal ideals. A semi-local scheme is a scheme isomorphic to the
spectrum of a semi-local ring.
A group scheme G over a scheme U is called reductive, if G is affine and smooth
as a U -scheme and, moreover, the geometric fibers of G are connected reductive
algebraic groups (see [SGA3-3, Exp. XIX, Definition 2.7]). A smooth group scheme
over a field k is called a k-group.
A U -scheme E with a left action ofG is called a principal G-bundle over U , if E is
faithfully flat and quasi-compact over U and the action is simply transitive, that is,
the natural morphism G×U E → E×U E is an isomorphism (see [FGA1, Section 6]).
A principal G-bundle E over U is trivial, if E is isomorphic to G as a U -scheme
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with an action of G. This is well-known to be equivalent to the projection E → U
having a section.
If T is a U -scheme (e.g., a closed point of U), we put GT := G ×U T ; this is
a T -group scheme. We will use the term “principal G-bundle over T ” to mean
a principal GT -bundle over T . We usually drop the adjective ‘principal’. If E is
a G-bundle over T and ϕ : T ′ → T is a morphism, then E ×T T
′ has a natural
structure of a G-bundle over T ′. We denote this G-bundle by ϕ∗E or by E|T ′ .
A subgroup schemeP ⊂G is parabolic ifP is smooth over U and for all geometric
points Spec k → U the quotient Gk/Pk is proper over k (here k is an algebraically
closed field). This coincides with [SGA3-3, Exp. XXVI, Def. 1.1].
For a scheme U we denote by A1U the affine line over U and by P
1
U the projective
line over U . We write A1R and P
1
R instead of A
1
SpecR and P
1
SpecR respectively. If U
is a scheme over a field k, and a ∈ k, then we have a closed subscheme U ×a ⊂ A1U .
We denote by U ×∞ the infinity divisor of P1U so that A
1
U = P
1
U − (U ×∞).
We denote by Gm,U the multiplicative group scheme over U .
1.5. Acknowledgements. The first draft of this paper was written during the
author’s stay at the Universite´ Lyon 1 for the quarter “Algebraic groups and geom-
etry of the Langlands program”. He wants to thank the organizers and especially
Philippe Gille for his interest and stimulating discussions. The author is grate-
ful to Dima Arinkin, Vladimir Chernousov, and Ivan Panin for constant interest
in his work. The author is partially supported by the NSF DMS grant 1764391.
A part of the work was done during the author’s stay at Max Planck Institute for
Mathematics in Bonn.
2. Proofs of Theorem 4 and of Theorem 5
We need some preliminaries.
2.1. Topologically trivial principal bundles over P1. Let G be a semisimple
group over a field k. Let ϕ : Gsc → G be the simply-connected central cover
(see [Con, Exercise 6.5.2]). Note that ϕ is finite and flat, that is, an isogeny.
Definition 2.1. A Zariski locally trivial G-bundle E over P1k is called topologically
trivial, if it can be lifted to a Zariski locally trivial Gsc-bundle. More precisely,
this means that there is a Zariski locally trivial Gsc-bundle Esc over P1k such that
ϕ∗E
sc ≃ E.
We need the following proposition.
Proposition 2.2. For every Zariski locally trivial G-bundle E over P1k and for
every morphism ψ : P1k → P
1
k whose degree is divisible by the degree of ϕ, the
G-bundle ψ∗E is topologically trivial.
Before giving the proof of the proposition we recall the description of Zariski
locally trivial G-bundles over P1k. Let T ⊂ G be a maximal split torus of G.
Let E be a Zariski locally trivial G-bundle over P1k. Then by [Gil1, Thm. 3.8(b)],
there is a co-character λ : Gm,k → T such that E ≃ λ∗O(1)
×. Here O(1) is the
hyperplane line bundle over P1k; the Gm,k-bundle O(1)
× is the complement of the
zero section in O(1). We are slightly abusing the notation, denoting the composition
Gm,k
λ
−→ T →֒ G by λ as well.
ON THE GROTHENDIECK–SERRE CONJECTURE 5
Proof of Proposition 2.2. Put d := degϕ. We start with a lemma. Denote by T sc
the neutral connected component of ϕ−1(T ) with reduced scheme structure (in
other words, T sc is the neutral connected component of (T ×G G
sc)red).
Lemma 2.3. The group T sc is a split torus and ϕ|T sc : T
sc → T is an isogeny
whose degree divides d.
Proof. Let T ′ ⊃ T be a maximal torus of G (not necessarily split). Then ϕ−1(T ′) is
a maximal torus of Gsc (this is enough to prove after the base change to an algebraic
closure of k). Since T sc is a connected subgroup of ϕ−1(T ′), T sc is a torus. Clearly,
ϕ|T sc is surjective and has a finite kernel, whose degree divides d. Thus it is
an isogeny. But a torus, isogenous to a split torus, is split because splitness of
a torus S is equivalent to triviality of the action of the Galois group Gal(ksep/k)
on X∗(Sksep)⊗Q, where k
sep is a separable closure of k, X∗ stands for the lattice
of characters. Thus, T sc is split. 
We return to the proof of Proposition 2.2. Denote the degree of the isogeny
T sc → T by d′. It is also the index of the co-character lattice X∗(T
sc) in X∗(T ).
Let E be a Zariski locally trivial G-bundle over P1k. As we have already mentioned,
by [Gil1, Thm. 3.8(b)] there is a co-character λ : Gm,k → T such that E ≃ λ∗O(1)
×.
Let ψ : P1k → P
1
k be a morphism of degree n. Then
ψ∗E ≃ λ∗O(n)
× ≃ (nλ)∗O(1)
×,
where O(n) is the n-th tensor power of O(1). If d divides n, then d′ divides n as
well, so nλ is a co-character of X∗(T
sc) and it is clear that ψ∗E can be lifted to
a Gsc-bundle. The Proposition 2.2 is proved. 
Remark 2.4. If k is the field of complex numbers, then the principal bundle over P1k
is topologically trivial with respect to Definition 2.1 if and only if it is topologically
trivial in the usual sense. Thus the name.
2.2. Recollection on affine Grassmannians. We will use affine Grassmannians
of group schemes defined in [Fed] in the proof of Theorem 6 below.
For a scheme T = SpecS, put DT := SpecS[[t]], D˙T := SpecS((t)), where
S((t)) := S[[t]](t−1).
Recall the definition of affine Grassmannians from [Fed, Sect. 5.1]. Consider a
connected affine scheme U = SpecR; let Aff/U be the (big) e´tale site of affine
schemes over U and E´t/U be the (big) e´tale site of schemes over U . Recall that a
U -space is a sheaf of sets on E´t/U . We can equivalently view it as a sheaf on Aff/U
(see [SGA4-2, Exp. VII, Prop. 3.1]). LetG be a smooth affine U -group scheme. The
affine Grassmannian GrG is defined as the sheafification of the presheaf, sending an
affine U -scheme T to the set G(D˙T )/G(DT ). (The morphism D˙T → DT induces
a morphism G(DT ) → G(D˙T ). It is obvious that this morphism is injective and
we identify G(DT ) with its image.) If G is semisimple, then GrG is an inductive
limit of schemes projective over U (see [Fed, Prop. 5.11]).
Let Y be a finite and e´tale over U subscheme of A1U (automatically closed).
Assume also that Y 6= ∅, then the projection Y → U is surjective. Let E be a G-
bundle over P1U . A modification of E at Y is a pair (F , τ), where F is a G-bundle
over P1U and τ is an isomorphism
F|P1
U
−Y
τ
−→ E|P1
U
−Y
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(cf. [Fed, Sect. 7.3]). We have an obvious notion of an isomorphism of modifications
of E at Y .
Fix aG-bundle E over P1U and assume that it is trivial in a Zariski neighbourhood
of Y ⊂ A1U . Fix such a trivialization. Let Ψ be the functor, sending a U -scheme T
to the set of isomorphism classes of modifications of E|P1
T
at Y ×U T . Recall [Fed,
Prop. 7.5]:
Proposition 2.5. The functor Ψ is canonically isomorphic to the functor sending
a U -scheme T to GrG(Y ×U T ).
Remarks 2.6. (i) Note that this isomorphism depends on the trivialization of E in
a neighborhood of Y . In fact, it is enough to trivialize E on a formal neighborhood
of U . A change of trivialization corresponds to an automorphism of GrG given by
an action of an element of G(DY ).
(ii) A trivialization of E on a formal neighborhood of Y exists if and only if
E|Y is trivial (because E is smooth over P
1
U ). If E is not trivial on Y , then the
modifications are parameterized by a twist of the affine Grassmannian.
The unit section of G gives rise to a unit section IdGr ∈ GrG(Y ). This section
corresponds to the trivial modification (E , IdE |P1
U
−Y ) under the above isomorphism.
It is clear that we have a natural isomorphism GrG1×UG2 = GrG1 ×U GrG2 .
Note that there is a canonical automorphism of P1U switching P
1
U − (U × 0) and
A1U . We use this automorphism to identify points of GrG(U) with modifications of
the trivial G-bundle at U ×∞, that is, with pairs (E , τ), where E is a G-bundle
over P1U , τ is a trivialization of E over A
1
U .
The following is a slight generalization of [Fed, Prop. 7.1].
Lemma 2.7. Let Y be a connected affine scheme; let y1, . . . , yn ∈ Y be closed
points. Let H be the Weil restriction of a simple simply-connected Y ′-group scheme
via a finite e´tale morphism Y ′ → Y with a connected Y ′, and assume that H
contains a proper parabolic subgroup scheme. Then the restriction morphism
GrH(Y )→
n∏
i=1
GrH(yi)
is surjective.
Proof. Let {y′1, . . . , y
′
m} be the preimage in Y
′ of the set {y1, . . . , yn}. Let H be
the Weil restriction of a simple Y ′-group scheme H′, where Y ′ is connected. It is
easy to see that we have a commutative diagram
GrH′(Y
′) −−−−→
∏m
i=1GrH′(y
′
i)∥∥∥
∥∥∥
GrH(Y ) −−−−→
∏n
i=1GrH(yi).
Claim. H′ has a proper parabolic subgroup scheme. Indeed, let P ′ be the variety
of parabolic subgroup schemes of H′, let P be the variety of parabolic subgroup
schemes of H (cf. [SGA3-3, Exp. XXVI, Cor. 3.5]). Since a parabolic subgroup
scheme of a reductive group scheme gives rise to a parabolic subgroup scheme
of its Weil restriction, we get a morphism ResY ′/Y P
′ → P , where Res is the Weil
restriction functor. It is not difficult to check that this morphism is an isomorphism
(indeed, it is enough to check the statement over the geometric points of Y ). Thus
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every parabolic subgroup scheme of H gives rise to a parabolic subgroup scheme of
H′. It is clear that a proper parabolic subgroup scheme of H gives rise to a proper
parabolic subgroup scheme of H′. This proves the claim.
Thus, replacing H with H′, we may assume from the beginning that H is a
simple simply-connected group scheme. Let P+ be a proper parabolic subgroup
scheme of H. Since Y is an affine scheme, by [SGA3-3, Exp. XXVI, Cor. 2.3,
Thm. 4.3.2(a)], there is an opposite to P+ parabolic subgroup scheme P− ⊂ H.
Let U+ be the unipotent radical of P+, and let U− be the unipotent radical of
P−. We will write E for the functor, sending a Y -scheme T to the subgroup E(T )
of the group H(T ) generated by the subgroups U+(T ) and U−(T ) of the group
H(T ). (Cf. [FP, Def. 5.23] and [Fed, Def. 7.2]). As in the proof of [Fed, Prop. 7.1],
we have a diagram
E(D˙Y ) −−−−→
∏n
i=1 E(D˙yi)y
y
GrH(Y ) −−−−→
∏n
i=1GrH(yi).
By [Fed, Lm. 7.3] (whose easy proof is valid for any reductive group scheme) the
top horizontal map is surjective. Thus it is enough to show that the map
E(D˙yi)→ GrH(yi)
is surjective for each i. Set k := k(yi) and H := Hyi . Consider an element of
GrH(yi) = GrH(k), represented by a pair (E , τ), where E is an H-bundle over P
1
k, τ
is a trivialization of E over A1k. By [Gil1, Thm. 3.8(a)], E is Zariski locally trivial.
Let us trivialize E in a formal neighbourhood of 0, this trivialization and τ differ by
an element β ∈ H
(
k((t))
)
. By construction, the image of β under the projection
H
(
k((t))
)
→ GrH(yi) is (E , τ).
Next, H is simple and simply-connected and the field k((t)) is infinite. Thus we
may use [Gil2, Lemma 4.5(1)] and [Gil2, Fait 4.3(2)] to conclude that we can write
β = β′β′′ with β′ ∈ E
(
k((t))
)
= E(D˙yi), β
′′ ∈ H
(
k[[t]]
)
. Clearly, β′ lifts (E , τ) and
we are done. 
2.3. Lifting modifications to the simply-connected central cover. Let, as
before, ϕ : Gsc → G be the simply-connected central cover of a semisimple k-
group G, where k is a field. This gives a morphism of ind-schemes GrGsc → GrG.
Recall that the jet group L+G, defined as the sheafification of the functor R 7→
G
(
R[[t]]
)
, acts on GrG. The goal of this section is to prove the following proposition
(cf. Remark 2.6(i)).
Proposition 2.8. Let K be any field containing k. The image of the set GrGsc(K)
in GrG(K) is L
+G(K)-invariant.
Proof. Since GrG(K) = GrGK (K), performing a base change we may assume that
K = k. Recall the stratification of affine Grassmannians from [Fed]. Let Gspl be
the split k-group of the same type as G. Let T spl ⊂ Gspl be a maximal (split)
torus. Following [Fed, Sect. 5.4.2] put
X∗ := Hom(Gm,k, T
spl) ⊂ T spl
(
k((t))
)
.
For λ ∈ X∗ denote by t
λ the corresponding element of T spl
(
k((t))
)
. Abusing
notation, we also denote by tλ the projection to GrGspl(k) of
tλ ∈ T spl
(
k((t))
)
⊂ Gspl
(
k((t))
)
.
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Denote by GrλGspl the L
+Gspl-orbit of tλ. We have GrλGspl = Gr
µ
Gspl
if and only
if λ and µ are in the same W -orbit (here W is the Weyl group of Gspl). By [Fed,
Prop. 5.7], we get a stratification (in the sense of [Fed, Sect. 5.3])
(2) GrGspl =
⊔
λ∈X∗/W
GrλGspl .
Next, G is a twist of Gspl by an Aut(Gspl)-bundle T over Spec k, so by [Fed,
Prop. 5.4] we get GrG = T ×
Aut(Gspl) GrGspl . Unfortunately, the orbits Gr
λ
Gspl are
not Aut(Gspl)-invariant, so we need a coarser stratification. Note that Out :=
Aut(Gspl)/Gspl,ad acts on W so we get a semi-direct product W ⋋ Out. For
λˆ ∈ X∗/(W ⋋Out), write Orb(λˆ) for the corresponding Out-orbit on X∗/W and
put
GrλˆGspl :=
⋃
λ∈Orb(λˆ)
GrλGspl .
The locally closed subsets GrλˆGspl are Aut(G
spl)-invariant so we put
GrλˆG := T ×
Aut(Gspl) GrλˆGspl .
Now the stratification (2) gives rise to a stratification ([Fed, Prop. 5.12])
(3) GrG =
⊔
λˆ∈X∗/(W⋋Out)
GrλˆG .
Let Gsc,spl be the simply-connected central cover of Gspl, T sc,spl be the preimage
of T spl in Gsc,spl, Xsc∗ be the co-character lattice of T
sc,spl. Then we have similarly
to the above
GrGsc =
⊔
λˆ∈Xsc
∗
/(W⋋Out)
GrλˆGsc ;
this decomposition is compatible with (3) and the projection π : GrGsc → GrG.
Now we return to the proof of Proposition 2.8. Consider a point α ∈ GrG(k).
By (3) it belongs to GrλˆG(k) for some λˆ ∈ X∗/(W ⋋Out). We claim that α lifts
to a point of GrGsc(k) if and only if λˆ ∈ X
sc
∗ /(W ⋋Out) (we identify X
sc
∗ with
a sublattice of X∗). The proposition follows from this statement because Gr
λˆ
G is
manifestly L+G-invariant.
Recall that the projection π : GrGsc → GrG takes Gr
λˆ
Gsc to Gr
λˆ
G. This proves
the ‘only if’ part of our claim. For the converse, it suffices to prove the following
lemma.
Lemma 2.9. Assume that λˆ ∈ Xsc∗ /(W ⋋ Out). Then π induces a bijection
GrλˆGsc(k)→ Gr
λˆ
G(k).
Proof. First of all, it is enough to prove the statement after passing to an algebraic
closure of k, in which case G is split and we have a finer stratification (2). Thus we
assume that k is algebraically closed; it is enough to show that for λ ∈ Xsc∗ /W the
morphism π′ : GrλGsc → Gr
λ
G induces a bijection on k-points.
We say that a parabolic subgroup P ⊂ G is of type λ, if the Weyl group of a Levi
factor of P is the stabilizer of λ inW . Let FλG be the scheme of parabolic subgroups
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of type λ. In [Fed, Sect. 5.4.3] we have constructed a morphism GrλG → F
λ
G. We
have a similar morphism for Gsc and a commutative diagram
GrλGsc
pi′
−−−−→ GrλGy
y
FλGsc −−−−→ F
λ
G.
Note that the lower horizontal morphism is an isomorphism (the proof is analogous
to [Con, Exercise 5.5.8]). Fix a lift of λ toXsc∗ so that we have a point t
λ ∈ GrλGsc(k)
and a point tλ ∈ GrλG(k). Let C
sc be the fiber of the morphism GrλGsc → F
λ
Gsc
containing tλ; let Csc be the fiber of the morphism GrλG → F
λ
G containing t
λ. It is
enough to show that π′ induces an isomorphism Csc → C because the diagram is
Gsc-equivariant.
Let Usc ⊂ Gsc be the unipotent radical of a parabolic subgroup opposite to the
stabilizer of tλ in Gsc. It is well-known (and easy to check) that Csc is the L+Usc-
orbit of tλ. Note that the central isogeny ϕ : Gsc → G induces an isomorphism
Usc → U , where U is the unipotent radical of a parabolic subgroup opposite to
the stabilizer of tλ in G. Thus we have an isomorphism L+Usc → L+U . An easy
calculation with Lie algebras shows that this isomorphism identifies the stabilizer
of tλ in L+Usc with the stabilizers of tλ in L+U . The lemma follows. 
The lemma completes the proof of the claim. Proposition 2.8 is proved. 
Remark 2.10. If k has characteristic zero, it is known that π : GrGsc → GrG induces
an isomorphism between GrGsc and the neutral connected component of GrG. This
is not true in finite characteristic. On the other hand, it is not difficult to show
that π gives rise to an isomorphism GrλˆGsc → Gr
λˆ
G for every λˆ ∈ X
sc
∗ /(W ⋋Out).
2.4. Principal bundles with topologically trivial fibers over families of
affine lines. In this section we prove an analogue of [FP, Thm. 3] and of [Pan3,
Thm. 1.6] where the group scheme is allowed to be arbitrary reductive but the G-
bundle is required to be topologically trivial on closed fibers. Recall that a semisim-
ple group scheme over a scheme U is called isotropic, if it contains a one-dimensional
torus Gm,U . If U is connected and semi-local, then by [SGA3-3, Exp. XXVI,
Cor. 6.14] this is equivalent to the group scheme containing a proper parabolic sub-
group scheme. For any scheme S we denote by Pic(S) the group of isomorphism
classes of line bundles over S.
Theorem 6. Let U be a connected semi-local scheme over a field. Let G be a re-
ductive group scheme over U . Let Gi be the factors of the adjoint group scheme
Gad (cf. equation (1)). Let Z ⊂ A1U be a closed subscheme finite over U . Let
Y ⊂ A1U be a closed subscheme finite and e´tale over U . Assume that Y ∩ Z = ∅.
Assume further that for each i = 1, . . . , r there is a connected component Y i ⊂ Y
satisfying two properties: (i) (Gi)Y i is isotropic and (ii) for every closed point
u ∈ U such that Giu is isotropic we have Pic(P
1
u − Y
i
u) = 0. Finally, assume that
Pic(P1U − Y ) = 0.
Let T be the radical of G. Let G be a principal G-bundle over P1U such that its
restriction to P1U−Z is trivial and such that for all closed points u ∈ U the Gu/Tu-
bundle (G|P1u)/Tu is topologically trivial. Then the restriction of G to P
1
U − Y is
also trivial.
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Remarks 2.11. (i) We are not assuming that the components Y i are different for
different i.
(ii) The condition Pic(P1U − Y ) = 0 is necessary. Indeed, if we take G = Gm,U ,
G = OU (1)
×, Y = ∅, then G is not trivial over P1U − Y .
(iii) Assume that the residue fields of the closed points of U are infinite. Then we
may start with Y, Z ⊂ P1U . Indeed, applying a projective transformation of P
1
U we
can always achieve Y, Z ⊂ A1U . The condition Y ∩ Z = ∅ is also not necessary in
this case, see Remark 2 after [FP, Thm. 3].
We need a proposition, which is a slight generalization of [PSV, Prop. 9.6].
Proposition 2.12. Let, as above, U be a connected semi-local scheme over a field.
Let H be a semisimple U -group scheme. Let H be an H-bundle over P1U such that
for every closed point u ∈ U the restriction of H to P1u is a trivial Hu-bundle.
Then H is isomorphic to the pullback of an H-bundle over U .
Proof. Since H is semisimple, there is an embedding. H →֒ GLn,U for some n
by [Tho, Cor. 3.2]. The rest of the proof is completely similar to that of [PSV,
Prop. 9.6]. 
Proof of Theorem 6. Step 1. Let G˜i be the simply-connected central cover of the
group schemeGi (see [Con, Exercise 6.5.2]). Then
∏r
i=1 G˜
i is the simply-connected
central cover of Gad. We claim that the covering homomorphism
∏r
i=1 G˜
i → Gad
lifts to a homomorphism
∏r
i=1 G˜
i → G. Indeed, let [G,G] be the derived subgroup
scheme of G, then the morphism [G,G]→ Gad is a central isogeny, so the simply-
connected central cover of [G,G] is also the simply-connected central cover of Gad.
Hence,
∏r
i=1 G˜
i → Gad factors through [G,G] and the statement follows. Thus
we have a sequence of homomorphisms
(4)
r∏
i=1
G˜i → G→ G/T→ Gad =
r∏
i=1
Gi.
Step 2. Let u ∈ U be a closed point and put Gu := G|P1u . By assumption (cf. Def-
inition 2.1), the Gu/Tu-bundle Gu/Tu lifts to a Zariski locally trivial
∏r
i=1 G˜
i
u-
bundle G˜u over P
1
u. This corresponds to a sequence (G˜
1
u, . . . , G˜
r
u), where G˜
i
u is a G˜
i
u-
bundle. Let Giu be the pushforward of G˜
i
u to G
i
u. We claim that G˜
i
u is trivial over
P1u− Y
i
u for all i. Indeed, if G˜
i
u is anisotropic, this follows immediately from [Gil1,
Thm. 3.10(a)]. If G˜iu is isotropic, then G
i
u is also isotropic so Pic(P
1
u − Y
i
u) = 0,
and the statement again follows from [Gil1, Thm. 3.10(a)].
For i = 1, . . . , r choose a trivialization τ˜ iu of G˜
i
u over P
1
u−Y
i
u. These trivializations
induce trivializations of each G˜iu over P
1
u−Yu, which, in turn, according to (4), give
a trivialization of Gu on P
1
u − Yu. Denote this trivialization by τu.
Step 3. Let Fu be the trivialGu-bundle over P
1
u. Then (Fu, τu) is a modification
of Gu at Yu. Choose a trivialization of G over P
1
U −Z. Since Y ∩Z = ∅, this gives
a trivialization of G in a neighborhood of Yu ⊂ P
1
u. The latter trivialization allows us
to identify modifications with sections of the affine Grassmannian, so that (Fu, τu)
corresponds to αu ∈ GrG(Yu). Let α
i
u ∈ GrGi(Yu) be the image of αu under the
obvious projection. The following lemma is crucial.
Lemma 2.13. (i) αiu|Yu−Y iu = IdGr.
(ii) αiu|Y iu can be lifted to α˜
i
u ∈ GrG˜i(Y
i
u).
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Proof. Consider any trivialization σ˜iu of G˜
i
u in a Zariski neighborhood of Yu. This
induces a trivialization σu of Gu in a neighborhood of Yu and a trivialization σ
i
u
of Giu in the same neighborhood. These trivializations allow us to identify modifi-
cations with sections of affine Grassmannians. In particular, denoting by F˜ iu the
trivial G˜iu-bundle over P
1
u, we get a modification (F˜
i
u, τ˜
i
u) of G˜
i
u and thus a section
β˜iu ∈ GrG˜i(Y
i
u). We extend β˜
i
u to an element of GrG˜i(Yu) (which we also denote
by β˜iu) by setting β˜
i
u|Yu−Y iu = IdGr. Let β
i
u be the image of β˜
i
u under the pro-
jection Gr
G˜i
(Yu) → GrGi(Yu). It follows from the construction that α
i
u and β
i
u
correspond to the same modification of the same Giu-bundle but with respect to
different trivialization of this bundle near Yu. Thus α
i
u differs from β
i
u by an ac-
tion of an element of L+Gi(Yu) (cf. Remark 2.6 and the proof of [Fed, Prop. 5.1]).
Since IdGr ∈ GrGi(Yu − Y
i
u) is L
+Gi(Yu − Y
i
u)-invariant, we obtain statement (i).
Statement (ii) follows from Proposition 2.8, applied to each point of Y iu , and the
fact that βiu lifts to β˜
i
u. 
Step 4. Let U cl be the set of closed points of U . Let α˜iu be as in the above
lemma. It is easy to see that G˜i is the Weyl restriction of a simple simply-connected
U ′-group scheme via a finite e´tale morphism U ′ → U with connected U ′. Also,
(G˜i)Y i contains a proper parabolic subgroup scheme because (G
i)Yi does (cf. [Con,
Exercise 5.5.8]). Thus, by Lemma 2.7 the collection (α˜iu|u ∈ U
cl) lifts to a point
α˜i ∈ Gr
G˜i
(Y i). We extend this to a point of Gr
G˜i
(Y ) by setting α˜i|Y−Y i = IdGr.
The collection (α˜i|i = 1, . . . , r) gives rise to a section α ∈ GrG(Y ). Since we
have trivialized G in a neighborhood of Y , this gives a modification (F , τ) of G
at Y . Recall that Gad = G/Z, where Z is the center of G. By construction the
Gad-bundle (F|P1u)/Zu is trivial for u ∈ U
cl. Now, by Proposition 2.12, the Gad-
bundle F/Z is isomorphic to the pullback of a G/Z-bundle under the projection
P1U → U . On the other hand, since F is a modification of G at Y , the G/Z-bundle
(F/Z)|U×∞ ≃ (G/Z)|U×∞ is trivial. It follows that F/Z is trivial. It follows from
the exact sequence for non-abelian cohomology groups, that F comes from a certain
Z-bundle. More precisely, there is a Z-bundle Z over P1U such that F is isomorphic
to the pushforward of Z.
Step 5. Note that the center of a reductive group scheme is a group scheme of
multiplicative type. Recall that Pic(P1U − Y ) = 0. We need the following lemma.
Lemma 2.14. Let U and Y be as before; let Z be a group scheme of multiplicative
type over U . Let Z be a Z-bundle over P1U . Then Z|P1U−Y is isomorphic to the
pullback of a Z-bundle over U .
Proof. Since Z is not smooth in general, we will work in the fppf topology over U .
We claim that there is a unique co-character λ : Gm,U → Z such that Z
′ :=
λ∗OP1
U
(1)× and Z are isomorphic locally in the fppf topology over U . Indeed, the
statement is local over U , so we may assume that Z is split. Then the question
reduces to the cases Z = Gm,U and Z = µn,U . The first case is easy, the second
reduces to the statement that a µn,U -bundle over P
1
U is trivial locally over the base,
which follows easily from the exact sequence 1→ µn,U → Gm,U → Gm,U → 1; the
claim is proved.
We see that Z ≃ Z ′ ⊗ p∗Z ′′, where p : P1U → U is the projection, Z
′′ is a Z-
bundle over U (note that Z is a commutative group scheme so the tensor product
of Z-bundles makes sense). It remains to notice that OP1
U
−Y (1) is a trivial line
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bundle due to the condition Pic(P1U −Y ) = 0, so Z
′|P1
U
−Y is trivial. Lemma 2.14 is
proved. 
We see that F|P1
U
−Y is isomorphic to the pullback of aG-bundle over U . Since F
and G are isomorphic over U×∞ and G is trivial over U×∞, we see that F|P1
U
−Y is
trivial. Finally, G and F are isomorphic over P1U −Y , and Theorem 6 is proved. 
2.5. Proof of Theorem 4. We use the notation from the formulation of the the-
orem. We may assume that U is connected. Applying an affine transformation
to A1U , we may assume that ∆ is the horizontal section ∆(U) = U × 1. We can
extend the G-bundle E to a G-bundle E˜ over P1U by gluing it with the trivial G-
bundle over P1U − Z. Recall that T is the radical of G; let ϕ : G
sc → G/T be the
simply-connected central cover (see [Con, Exercise 6.5.2]); let d be the degree of ϕ.
Consider the morphism P1
Z
→ P1
Z
: z 7→ zd; let ψ : P1U → P
1
U be the base change
of this morphism. Consider the G-bundle ψ∗E˜ over P1U . For a closed point u ∈ U
write E˜u := E˜ |P1u . Then by [Gil1, Thm. 3.8(a)] the Gu/Tu-bundle E˜u/Tu is Zariski
locally trivial. By Proposition 2.2 the Gu/Tu-bundle ψ
∗E˜u/Tu is topologically
trivial. It is enough to show that ψ∗E˜ |U×1 is trivial.
Case 1. U is a scheme over an infinite field. We can find subschemes Y i ⊂ P1U
finite e´tale over U and satisfying the conditions of Theorem 6 by [FP, Prop. 4.1].
Since U is semi-local and is a scheme over an infinite field, we may assume that
Y i are disjoint and do not intersect Z, U × 1, and U × 0. It remains to take
Y = ⊔ri=1Y
i ⊔ (U × 0) and apply Theorem 6 to ψ∗E˜ .
Case 2. The residue fields of points of U are finite. By [Pan3, Prop. 4.2] (applied
to Z ∪ (U × 0)∪ (U × 1)) we can find an e´tale and finite over U subscheme Y ′ ⊂ A1U
such that GadY ′ is quasisplit, for all points u ∈ U
cl we have Pic(P1u − Y
′
u) = 0, and
Y ′ ∩ (Z ∪ (U × 0) ∪ (U × 1)) = ∅.
(Note that the proposition is only formulated for simple simply-connected group
schemes but the proof goes through for all semisimple group schemes.) It is easy to
see that the factors of a quasisplit semisimple group scheme are quasisplit. Then
Y = Y ′∪ (U × 0) satisfies the conditions of Theorem 6 (one takes Yi = Y
′ for all i).
It remains to apply Theorem 6 to Y and ψ∗E˜ . 
2.6. Proof of Theorem 5. We use the notation from the formulation of the the-
orem. As in Theorem 4, we extend the G-bundle E from the formulation of the
theorem to a G-bundle E˜ over P1U and assume that ∆(U) = U × 1. Let ψ, E˜ and
E˜u be as in the proof of Theorem 4, then ψ
∗E˜u/Tu is topologically trivial for every
closed point u ∈ U . On the other hand, it is enough to show that the restriction of
ψ∗E˜ to U × 1 is trivial. We will show that ψ∗E˜ |P1−(U×0) is trivial. By assumption,
we can embed G into GLn,U . Thus by [Mos, Korollar 3.5.2] we may assume that U
is local (note that P1U − (U × 0) ≃ A
1
U ). Let u ∈ U be the closed point.
Now, set Y = U × 0; we have Z ∩ Y = ∅ by an assumption, so we may apply
Theorem 6. We see that ψ∗E˜ |P1−(U×0) is trivial, which completes the proof of the
theorem. 
3. Proofs of Theorem 2 and of Theorem 1
In this Section we derive Theorem 1 and Theorem 2 from Theorem 4 and The-
orem 5 respectively. The proofs are based on [Pan2, Thm. 1.5]. Note that these
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derivations are similar to those given in [FP, Pan3, PSV]; we present them here for
the sake of completeness.
3.1. Proof of Theorem 1. Step 1. Wemay assume that U is the semi-local scheme
of finitely many closed points x1, . . . , xn on a smooth irreducible k-variety X ,
where k is a field. Indeed, let U = SpecR and let k be the prime field of R (or any
other perfect field contained in R). Then, by Popescu’s Theorem [Pop, Swa, Spi],
we can write U = lim
←−
Uα, where Uα are affine schemes smooth and of finite type
over k. Modifying the system (Uα), we may assume that Uα are integral schemes.
A standard argument shows that there is an index α, a reductive fully reducible
group scheme Gα over Uα such that Gα|U = G, and a Gα-bundle Eα over Uα triv-
ial over the generic point of U and such that the pullback of Eα to U is isomorphic
to E . Let y1, . . . , yn ∈ Uα be the images of all closed points of U . For i = 1, . . . , n
choose a closed point xi in the Zariski closure of yi. Let R
′ be the semi-local ring
of x1, . . . , xn on X := Uα. Let G
′ be the restriction of Gα to U
′ := SpecR′. The
morphism U → Uα factors through U
′. Thus it is enough to prove the theorem for
U ′, G′, and E ′ := Eα ××UαU
′.
Step 2. Replacing X by a Zariski neighbourhood of {x1, . . . , xn}, we may assume
that there are a group scheme GX over X such that GX |U = G, a GX -bundle E
′
over X such that E ′|U = E , and a function f ∈ H
0(X,OX) such that the restriction
of E ′ to Xf is a trivial bundle.
Step 3. We keep the notation from Step 2. Multiplying f by an appropriate
function, we may assume that f vanishes at each xi. By [Pan2, Thm. 1.5] there is
a monic polynomial h ∈ H0(U,OU )[t], a commutative diagram with an irreducible
affine U -smooth Y :
(5)
(A1U )h ←−−−− Yh := Yτ∗(h)
(pX)|Yh−−−−−→ Xf
inc
y inc
y inc
y
A1U
τ
←−−−− Y
pX
−−−−→ X,
and a morphism δ : U → Y satisfying the following conditions:
(i) the left square is an elementary distinguished square in the category of affine
U -smooth schemes in the sense of [MV, Sect. 3.1, Def. 1.3];
(ii) pX ◦ δ = can : U → X , where can is the canonical morphism;
(iii)τ ◦ δ = i0 : U → A
1
U is the zero section of the projection prU : A
1
U → U ;
(iv) h(1) ∈ H0(U,OU ) is a unit;
(v) for pU := prU ◦τ there is a Y -group scheme isomorphism Φ : p
∗
U (G)→ p
∗
X(GX)
with δ∗(Φ) = idG.
Step 4. We use part (v) of Step 3 to view p∗XE
′ as a G-bundle. We use the left
square from part (i) of Step 3 to glue the trivial G-bundle over (A1U )h with p
∗
XE
′
to get a G-bundle G over A1U . We have
(6) E = can∗E ′ = δ∗p∗XE
′ = δ∗τ∗G = i∗0G
so it remains to show that i∗0G is trivial. But {h = 0} is a closed subscheme of
A1U − (U × 1) and it is finite over U because h is monic. The existence of an affine
automorphism of A1U switching U × 1 and U × 0 shows that Theorem 4 is valid
with U × 0 replaced by U × 1. Also, the residues of all closed points of U are finite
extensions of k, so they are finite, if k is finite. Thus we can apply Theorem 4 and
conclude that i∗0G is trivial. 
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Remark 3.1. A priori, (6) is an isomorphism of W -schemes. This is enough for our
purposes because a principal bundle is trivial if and only if it has a section, so that
triviality does not depend on the group scheme action. On the other hand, using
the equation δ∗(Φ) = idG, one can show that (6) is compatible with the action of
the group scheme, see [Pan2, Sect. 6].
3.2. Proof of Theorem 2. Step 1. We may assume thatW is of finite type over k.
Indeed, write W = SpecB. Then B is the direct limit of its finitely generated k-
subalgebras, which givesW = lim
←−
Wα, whereWα are k-schemes of finite type. Let E
be a G-bundle overW ×kU whose restriction to W ×kΩ is trivial. Since E is affine
and finitely presented over W ×k U , there is an index α and a G-bundle Eα over
Wα×k U such that E is isomorphic to the pullback of Eα to W ×k U . Next, there is
an index β > α such that the pullback of Eα to Wβ ×k U (call it Eβ) is trivial over
Wβ ×k Ω. We see that it is enough to prove the theorem with W and E replaced
by Wβ and Eβ .
Step 2. Similarly to Step 1 of the proof of Theorem 1, we may assume that U
is the semi-local scheme of finitely many closed points x1, . . . , xn on a smooth
irreducible k-variety X . In more details, by Popescu’s Theorem, since U is geo-
metrically regular over k, we can write U = lim
←−
Uα, where Uα are affine schemes
smooth and of finite type over k. We may assume that Uα are integral schemes.
Then we find an index α, a reductive fully reducible group scheme Gα over Uα
such that Gα|U = G, and a Gα-bundle Eα over W ×k Uα trivial over W ×k Ωα,
where Ωα is the generic point of Uα and such that the pullback of Eα to W ×k U
is isomorphic to E . Then it is enough to prove the theorem with U replaced by an
appropriate semi-local ring of finitely many closed points of Uα.
Step 3. Set U ′ := W ×k U , X
′ := W ×k X . Similarly to Step 2 of the proof
of Theorem 1, we may assume that there is a group scheme GX over X such
that GX |U = G, a GX -bundle E
′ over X ′ such that E ′|U ′ = E , and a function
f ∈ H0(X,OX) such that the restriction of E
′ to X ′f is a trivial bundle.
Step 4. Similarly to Step 3 of the proof of Theorem 1, we find a monic poly-
nomial h ∈ H0(U,OU )[t], a commutative diagram (5) with an irreducible affine
U -smooth Y , and a morphism δ : U → Y satisfying the same conditions.
Step 5. Set Y ′ := W ×k Y . The diagram (5) is a diagram over k. Thus we can
multiply this diagram by W , getting a monic polynomial h′ ∈ H0(U ′,OU ′)[t] and
a commutative diagram
(A1U ′ )h′ ←−−−− Y
′
h′ := Y
′
(τ ′)∗(h′)
(pX′ )|Y ′
h−−−−−−→ X ′f
inc
y inc
y inc
y
A1U ′
τ ′
←−−−− Y ′
pX′−−−−→ X ′.
We also get a morphism δ′ : U ′ → Y ′. These data satisfy the following conditions:
(i) the left hand side square is an elementary distinguished square in the category
of affine U ′-smooth schemes in the sense of [MV, Sect. 3.1, Def. 1.3];
(ii) pX′ ◦ δ
′ = can : U ′ → X ′, where can is the canonical morphism;
(iii) τ ′ ◦ δ′ = i0 : U
′ → A1U ′ is the zero section of the projection prU ′ : A
1
U ′ → U
′;
(iv) h′(1) ∈ H0(U ′,OU ′) is a unit.
Step 6. We use part (v) of Step 4 of the proof of Theorem 1 to view p∗X′E
′
as a G-bundle. We use the left square from part (i) of Step 5 to glue the trivial
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G-bundle over (A1U ′ )h′ with p
∗
X′E
′ to get a G-bundle G over A1U ′ . We have
E = can∗E ′ = (δ′)∗p∗X′E
′ = (δ′)∗(τ ′)∗G = i∗0G,
so it remains to show that i∗0G is trivial. But G can be embedded into GLn,U
for some n because U is regular and, in particular, normal (see [Tho, Cor. 3.2]).
Thus GU ′ can be embedded into GLn,U ′ . Next, {h
′ = 0} is a closed subscheme of
A1U ′ − (U
′ × 1) and it is finite over U ′ because h′ is monic. The existence of an
affine automorphism of A1U ′ switching U
′ × 1 and U ′ × 0 shows that Theorem 5 is
valid with U ′ × 0 replaced by U ′ × 1. Thus we can apply Theorem 5 and conclude
that i∗0G is trivial. 
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