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QUANTUM COHOMOLOGY OF TORIC BLOWUPS AND
LANDAU–GINZBURG CORRESPONDENCES
PEDRO ACOSTA ANDMARK SHOEMAKER
ABSTRACT. We establish a genus zero correspondence between the equi-
variant Gromov–Witten theory of the Deligne–Mumford stack [CN/G]
and its blowup at the origin. The relationship generalizes the crepant
transformation conjecture of Coates–Iritani–Tseng and Coates–Ruan to
the discrepant (non-crepant) setting using asymptotic expansion. Using
this result together with quantum Serre duality and the MLK correspon-
dence we prove LG/Fano and LG/general type correspondences for hy-
persurfaces.
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1. INTRODUCTION
Given a birational map f : Y 99K X between smooth complex varieties
(or orbifolds), it is natural to ask if there exists a relationship between the
Gromov–Witten theory of X and Y . This question has a long history and
has been studied bymany authors (see for instance [19, 24, 5, 15, 16, 23, 34]).
For instance Hu proved in the symplectic setting that if f is the blowup of
a smooth point or a curve, many of the Gromov–Witten invariants remain
unchanged.
In general however, the Gromov–Witten theory of X and Y will not be
equal, and so the question remains whether or not it is possible to relate
the two theories in any systematic manner. In this paper we propose such
a correspondence in terms of asymptotic expansion, and provide a proof in
the case where f : Y 99K X is a blowup of [CN/G] at the origin.
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1.1. Asymptotic expansion.
1.1.1. The crepant case. A key insight comes from mirror symmetry, which
suggests that for certain K-equivalent varieties, the relationship between
their Gromov–Witten theories is given by analytic continuation and quanti-
zation. To be more precise, generating functions of Gromov–Witten invari-
ants of X should be related to generating functions of Gromov–Witten in-
variants of Y by analytic continuation and a (possibly quantized) symplec-
tic transformation. This relationship has been dubbed the crepant resolu-
tion (or more generally the crepant transformation) conjecture, and may be
viewed as an instance of the McKay correspondence (see [33]) for Gromov–
Witten theory. The conjecture was proposed in various levels of general-
ity by Li-Ruan [29], Bryan–Graber [5], Coates–Corti–Iritani–Tseng [15], and
Coates–Ruan [16]. At this point the conjecture is well studied, and has been
verified for a wide class of examples. For genus zero correspondences see
for instance [5, 15, 14, 27, 21] and for higher genus see [13, 4, 25, 36].
1.1.2. The general case. An important ingredient in the crepant transforma-
tion conjecture is the analytic continuation of generating functions of the
respective invariants. Thus a necessary component in this conjecture is that
these generating functions, a priori given as power series in certain formal
variables, are in fact analytic, at least in some of the variables.
This analyticity, so crucial in the above conjecture, is the first thing to fail
for a general birational map f : Y 99K X . In many cases one generating
function will be analytic with an essential singularity at infinity, while the
other generating function has radius of convergence equal to zero. A solu-
tion to this obstacle was discovered by the first author in [2] in the context
of Landau–Ginzburg correspondences (see Section 1.1.3). It was realized
that in this context analytic continuation should be replaced by power se-
ries asymptotic expansion (see Section 5).
Our firstmain theorem concerns the casewhere f : Y 99K X is a weighted
blow-up of X = [CN/G] at the origin. The precise assumptions onX and f
are given in Section 4. In the following, let |X | denote the coarse space ofX ,
and let | f | : Y → |X | denote the map induced by f . The discrepancy of | f |
is defined to be the coefficient of the exceptional divisor in KY − f
∗(K|X |).
Theorem 1.1 (see Theorems 5.1 and 5.8). When | f | : Y → |X | has positive
discrepancy, the quantum cohomology of Y fully determines the quantum coho-
mology of X . When | f | : Y → |X | has negative discrepancy, the quantum
cohomology of X fully determines the quantum cohomology of Y .
The goal of this paper is to introduce the tool of asymptotic expansion as
away of relating generating functions of Gromov–Witten invariants of bira-
tional spaces. We restrict ourselves here to the specific case described above
for two reasons. First, it allows us to state and prove the correspondence
in a simple situation with (relatively) light notation. Second, it is exactly
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the setting of relevance for Landau–Ginzburg correspondences, which we
prove as an application of Theorems 5.1 and 5.8, and explain below.
We will prove a general version of the above theorem in the context of
toric wall-crossing in a forthcoming paper.
1.1.3. Landau–Ginzburg correspondences. Given a non-degenerate quasi-homogeneous
polynomial W = W(X1, . . . ,XN) and an admissible group G [18], one can
define the corresponding FJRW invariants, which may be viewed as the
analogue of Gromov–Witten invariants for the singular space {W = 0} ⊂
[CN/G]. They are given as integrals over a cover of the moduli space of
stable curves, and obey many of the same axioms as Gromov–Witten in-
variants.
One may also view the pair (W,G) as defining a hypersurface Z :=
{W = 0} ⊂ P(G), whereP(G) denotes a suitable quotient ofweighted pro-
jective space. Again inspired bymirror symmetry, the Landau–Ginzburg/Calabi–
Yau correspondence is a conjectural relationship between the FJRW invari-
ants of the pair (W,G), and the Gromov–Witten theory of Z in the case
when Z is a Calabi–Yau variety. It was first verified for the quintic hyper-
surface in P4 in genus zero [9], and has since been extended to all cases
whereW is a Fermat polynomial and G ≤ SLN(C) [28].
In [2], the first author extended this correspondence to the case where
Z was either a Fano or general type hypersurface in weighted projective
space. Our second main theorem generalizes this to the case whereW is a
Fermat polynomial:
W = Xd/c11 + · · ·+ X
d/cN
N
with gcd(c1, . . . , cN) = 1, and W gives a section of a line bundle L pulled
back from the coarse space of P(G). The condition that ∑Nj=1 cj = d is ex-
actly the condition necessary to guarantee that Z is Calabi–Yau. We deal
here with the other cases.
Theorem 1.2 (See Theorems 6.7 and 6.10). If∑Nj=1 cj− d > 0, the quantum co-
homology of the hypersurface Z determines the quantum cohomology of the FJRW
theory of (W,G). If∑Nj=1 cj− d < 0, the quantum cohomology of the FJRW theory
of (W,G) determines the quantum cohomology of Z .
1.2. What is the correspondence? In the statements of the above theorems,
we have been intentionally vague in saying how the quantum cohomol-
ogy of one theory determines the other. The precise statement is phrased
in terms of generating functions of invariants. Consider the case where
f : Y 99K X is the blowup from above. We consider certain generating
functions, IY (q, z) and IX (t, z), of genus zero Gromov–Witten invariants
of X and Y (see Section 3.3). It is known that these functions fully deter-
mine the genus zero Gromov–Witten theory of X and Y respectively. In
the case where X and Y are K-equivalent, the crepant transformation con-
jecture is proven by showing that under the identification t = q−d, there
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exists a unique linear transformation L such that the analytic continuation
of L · IY(q, z) to a neighborhood of t = 0 yields the function IX (t, z).
Consider now the case where | f | : Y → |X | has positive discrepancy.
Then IX (t, z) will no longer be an analytic function. The correct analogue
of the above theorem is to show there exists a unique linear transformation
L such that the power series asymptotic expansion of L · IY(q, z) recovers
IX (t, z). Because the power series asymptotic expansion of a function is
uniquely determined (if it exists), this implies that IX (t, z) is uniquely de-
termined by IY (q, z). Because the I-functions fully determine the respective
genus zero Gromov–Witten theories, this shows that the Gromov–Witten
theory of Y fully determines the Gromov–Witten theory of X . It is within
this framework that all of our theorems are proven.
In a similar spirit, H. Iritani has also announced results relating the genus
zero Gromov–Witten theory of f : Y → X when f is a blow-up of a toric
variety. His results are phrased however in terms of the quantum connec-
tion, and so not directly related to our statements on generating functions.
It will be interesting to understand the relationship between these respec-
tive frameworks.
1.3. Acknowledgments. The authors would like to thank H. Iritani for
many useful conversations and for his talks on the crepant transformation
conjecture. They are also grateful to their advisor, Y. Ruan, for teaching
them much of what they know about Gromov–Witten and FJRW theory.
P. A. would like to thank D. Ross for his interest in this work and for fruit-
ful conversations. He also acknowledges the Algebraic Geometry group at
the University of Utah for their hospitality during his visit in February of
2015. M. S. would like to thank Y.-P. Lee for initially suggesting the MLK
correspondence, on which the present paper relies. M. S. was partially sup-
ported by NSF RTG Grant DMS-1246989.
2. AN EXAMPLE
Consider the space [C3/Z2] with the diagonal action, and its resolution
Tot(OP2(−2)). In this sectionwe will give an explicit computation of the re-
lationship between the genus zero Gromov–Witten theory of these spaces.
This will serve to illustrate the general principle in a simple example. The
I-function for the line bundle Tot(OP2(−2)) is given by
ITot(OP2 (−2))(q, z) := z ∑
n≥0
qn+H/z
∏
2n−1
l=0 (−2(H + λ)− lz)
∏
n
l=1(H + lz)
3
,
where H satisfies H3 = 0 and λ is the equivariant parameter of the torus
action of C∗ on Tot(OP2(−2)). A simple ratio test argument shows that up
to a choice of branch cut for log(q), this series is holomorphic everywhere
in the complex plane. From this it follows that the I-function cannot be
extended holomorphically to the point q = ∞. It is still possible, however,
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to try to understand its asymptotic behavior as q → ∞. The main claim of
this example is that up to a linear transformation, the asymptotic behavior
of ITot(OP2 (−2)) as q→ ∞ is given by the I-function of [C3/Z2], i.e. there ex-
ists a unique linear transformation L : H∗C∗(OP2(−2)) −→ H
∗
CR,C∗([C
3/Z2])
such that
(2.0.1) L · ITot(OP2 (−2))(q, z = 1) ∼ I[C
3/Z2](t = q−1/2, z = 1) as q → ∞.
Here I[C
3/Z2] is the I-function for the quotient [C3/Z2] given by the follow-
ing formal series
I[C
3/Z2](t, z) := z ∑
k=0,1
∑
m≥0
t2m+k+2λ/z
∏
m−1
l=0 (−λ− (k/2+ l)z)
3
z2m+k(2m+ k)!
1k,
where 10 and 11 are the fundamental classes of the untwisted and twisted
sectors of the inertia stack of [C3/Z2] respectively. The lesson we rescue
from this result is that even though we no longer have an equivalence of
local theories as in the crepant case, it is possible to obtain the genus zero
theory of the singular quotient [C3/Z2] in terms of the asymptotics of the
genus zero theory of its blow-up Tot(OP2(−2)).
To establish Equation 2.0.1 we employ a technique known as Borel sum-
mation (for a simple example see [31, pp. 246-249]), which consists of the
following steps:
Step 1: Regularize the I-function for the quotient stack [C3/Z2]. We define
Ireg(τ) as
Ireg(τ) := ∑
k=0,1
∑
m≥0
τm+k/2+λ
∏
m−1
l=0 (−λ− (k/2+ l))
3
Γ(1+m+ k/2+ λ)(2m+ k)!
1k.
This series defines a holomorphic function for τ in the disk of radius 4
centered at the origin. It is also straightforward to check that Ireg(τ) satisfies
the following linear differential equation:
(2.0.2)[
τ
(
τ
d
dτ
)3
+
(
2τ
d
dτ
− 2λ
)(
2τ
d
dτ
− 2λ− 1
)(
τ
d
dτ
)]
Ireg(τ) = 0.
This differential operator has singular points for τ ∈ {0,−4,∞} all of which
are regular. It follows that Ireg(τ) can be analytically continued in the region
of the complex plane defined by | arg τ| < pi.
Step 2: Apply a Laplace transformation to Ireg(τ) and use Watson’s lemma.
Since Ireg(τ) can be analytically continued to τ = ∞, the following Laplace
integral defines a holomorphic function:
I(q) := qL(Ireg)(q) := q
∫ ∞
0
e−qτ Ireg(τ)dτ,
where the ray on which we integrate avoids the singular point τ = −4. As
a consequence of Watson’s lemma [31], we obtain the following asymptotic
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expansion for I(q)
I(q) ∼ ∑
k=0,1
∑
m≥0
q−m−k/2−λ
∏
m−1
l=0 (−λ− (k/2+ l))
3
(2m+ k)!
1k
=I[C
3/Z2](t = q−1/2, z = 1)
as q → ∞. The upshot of this step is that we have constructed a holomor-
phic function I(q) whose asymptotic expansion is given by the I-function
of [C3/Z2].
Step 3: Show that I(q) satisfies the Picard-Fuchs equation of Tot(OP2(−2)).
Expanding Equation 2.0.2 we obtain
[
(τ3 + 4τ2)
d3
dτ3
+
(
3τ2 + (10− 8λ)τ
) d2
dτ2
+ (τ + (2− 2λ)(2− 2λ− 1))
d
dτ
]
Ireg(τ) = 0.
Applying a Laplace transform to this yields
−
d3
dq3
(q2I(q)) +
d2
dq2
(3qI(q) + 4q2I(q))
−
d
dq
(I(q) + (10− 8λ)qI(q)) + (2− 2λ)(1− 2λ)I(q) = 0,
(where we have assumed that ℜ(λ) ≥ 3) which in turn is equivalent to[(
q
d
dq
)3
− q
(
−2q
d
dq
− 2λ
)(
−2q
d
dq
− 2λ− 1
)]
I(q) = 0.
This is precisely the Picard-Fuchs equation satisfied by ITot(OP2 (−2))(q, z =
1). Since the components of ITot(OP2 (−2)) are a complete set of solutions
to this differential equation, there exists a unique linear transformation L
satisfying L · ITot(OP2 (−2))(q, z = 1) = I(q). Equation 2.0.1 follows from this.
Remark 2.1. In order to compute the asymptotic expansion of IY we had
to set z equal to 1 in the I-functions. We can recover the powers of z in
IX by means of the following procedure. Define a grading operator Gr by
Gr(λ) = λ, Gr(1k) =
3
21k, then
I[C
3/Z2](t, z) = z1−Grz−λ I[C
3/Z2](tz1/2, 1).
Remark 2.2. Equation 2.0.1 and Birkhoff factorization imply that the genus
zero Gromov-Witten invariants of [C3/Z2] are completely determined by
the genus zero Gromov-Witten invariants of Tot(OP2(−2)).
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3. GROMOV–WITTEN THEORY
Here we review the basic definitions of (orbifold) Gromov–Witten theory
and set notation. For a reference see [1] in the algebraic setting or [6] in the
symplectic.
3.1. Notation. Let X denote a smooth Deligne–Mumford stack with an
equivariant action by a torus T ∼= (C∗)r. Assume that the fixed point loci
of X is projective. Let H∗CR,T(X ) := H
∗
CR,T(X ;C) denote the equivariant
Chen–Ruan orbifold cohomology of X [7]. Recall that as a vector space,
H∗CR,T(X )
∼= H∗T(IX ) where IX denotes the inertia stack, parametrizing
pairs (x, g)where x is a point in X and g ∈ Gx is an element of the isotropy
group of x. IX is a disjoint union of connected components IX = ∐v∈V Xv
where each twisted sector Xv may be identified with a closed substack of X .
There is a distinguished component Xid corresponding to the points (x, id)
which is isomorphic to X itself. We call this the untwisted sector of IX . Thus
as a vector space
H∗CR,T(X )
∼=
⊕
v∈V
H∗T(Xv),
and by identifying the untwisted sector with X itself we may view H∗T(X )
as a summand of H∗CR,T(X ). The cohomology ring H
∗
CR,T(X ) is a module
over RT := H
∗
T(pt).
There is a natural involution map inv : IX → IX which sends (x, g) to
(x, g−1). We use this to define a pairing
(α, β) := ∑
v∈V
∫
Xv
α ∪ inv∗β
for α, β ∈ H∗CR,T(X ).
Given α1, . . . , αn elements of H
∗
CR,T(X ) and integers a1, . . . , an ∈ Z≥0, we
denote the Gromov–Witten invariant
〈ψa1α1, . . . ,ψ
anαn〉
X
g,n,d :=
∫
[M g,n(X ;d)]vir
n
∏
i=1
ψaii ev
∗
i (αi).
Here d ∈ NE(X)Z = NE(X) ∩ H2(|X |;Z), M g,n(X ; d) is the moduli space
of stable maps of degree d from a genus g orbi-curve with nmarked points
into X , and [−]vir denotes the virtual class [1]. Finally, ψi denotes the ψ-
class at the ith marked point. In the case where X (and therefore possibly
M g,n(X ; d)) is not proper, the above integral is defined via the (virtual)
Atiyah–Bott localization formula [22]. In this case the invariant is defined
only after inverting suitable equivariant parameters.
3.2. Quantum cohomology. Fix a basis {φi}i∈I for H
∗
CR,T(X ) such that for
some subset J ⊂ I, {φj}j∈J gives a basis of H
2
T(X ), the degree two classes
in the untwisted sector.
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We may express a general point in H∗CR,T(X ) as t = ∑i∈I t
iφi. It will
be convenient to use double bracket notation, given αj ∈ H
∗
CR,T(X ) and
aj ∈ Z≥0 as above, define
〈〈ψa1α1, . . . ,ψ
anαn〉〉
X := ∑
d∈NE(X)Z
∞
∑
k=0
Qd
k!
〈ψa1α1, . . . ,ψ
anαn, t, . . . , t〉
X
0,n+k,d
where on the right hand side we declare the degree zero Gromov–Witten
invariants with one or two marked points to be zero, since the correspond-
ing moduli spaces are empty. In the above, the variables Qd are so-called
Novikov variables, used to guarantee convergence of the sum.
Definition 3.1. The quantumproduct ∗t : H∗CR,T(X )×H
∗
CR,T(X ) → H
∗
CR,T(X )
is given by
(α ∗t β,γ) = ∑
d∈NE(X)Z
∞
∑
n=0
1
n!
〈〈α, β,γ〉〉X .
By the divisor equation [17], if we view the ti as formal variables, the
specialization of the product obtained by setting Q = 1 yields a well de-
fined element of H∗CR,T(X )[[{t
i}i∈I\J , {e
tj}j∈J ]]. We apply this specialization
in the sequel without further comment. The quantum cohomology ring
thus yields a formal deformation of H∗CR,T(X ).
With this one may define the Dubrovin connection
∇i : H
∗
CR,T(X )[[{t
i}i∈I\J , {e
tj}j∈J ]]((z
−1)) → H∗CR,T(X )[[{t
i}i∈I\J , {e
tj}j∈J ]]((z
−1))
by
∇i :=
∂
∂ti
+ z−1φi ∗t − for each i ∈ I.
3.3. Generating functions.
Definition 3.2. The Givental J-function of X is the cohomology-valued gen-
erating function of genus zero Gromov–Witten invariants given by
JX (t, z) = z+ t +∑
i∈I
〈〈
φi
z− ψ1
〉〉X
φi,
where {φi} is the dual basis to {φi}, and the expression
1
z−ψ is shorthand
for the corresponding expansion in 1/z.
The J-function also makes sense in the specialization Q = 1. Thus we
can safely forget the Novikov variables.
The J-function arises naturally as a row of the solution matrix to the
Dubrovin connection [17]. For our purposes it is enough to note that the
quantum cohomology of X is fully determined by the J-function. The key
point is that JX satisfies the system of partial differential equations
z
∂
∂ti
∂
∂tj
JX (t, z) = ∑
k∈I
(φi ∗t φj, φ
k)
∂
∂tk
JX (t, z),
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which follows from the topological recursion relations.
While the J-function for a given X is often hard to calculate explicitly,
we can instead work with so-called I-functions which have the advantage
of being computable in many cases. First, we upgrade the J-function to
an endomorphism JX (t, z) : H∗CR,T(X )((z
−1))[[t]] → H∗CR,T(X )((z
−1))[[t]]
via:
JX (t, z) : Y(t, z) 7→ Y(t, z) +∑
i∈I
〈〈
φi
z− ψ1
,Y(t, z)
〉〉X
φi.
Note that zJX (t, z)(1) recovers the original J-function via the string equa-
tion.
Definition 3.3. Let q1, . . . , qr be formal parameters. An I-function of X is any
cohomology-valued function of the form
(3.3.1) IX (q, z) = zJX (τ(q), z)(Y(q, z)),
such that Y(q, z) ∈ H∗CR,T(X )[z][[q]] contains only positive powers of z. The
map q 7→ τ(q) is called the mirror map.
Definition 3.4. We say an I-function IX (q, z) is big if there exist differential
operators {Pi(z, z
∂
∂q j
)}i∈I which are polynomial in z and z
∂
∂q j
such that
z−1Pi
(
IX (q, z)
)
= φi +O(q).
The importance of big I-functions is explained in the following lemma.
Lemma 3.5. A big I-function IX (q, z) explicitly determines the J-function JX (q, z)
(or rather its pullback under the mirror map).
Proof. This fact is contained in the proof of [14, Theorem 5.15]. The key
is to use Birkhoff Factorization. Consider the matrix, IX (q, z), whose ith
column is given by z−1Pi(z, z
∂
∂q j
)IX (q, z). It follows from the topological
recursion relations that ∂
∂q j
JX (τ(q), z) = JX (τ(q), z)(τ∗∇)j, where τ
∗∇ is
the pullback of the Dubrovin connection. Therefore,
IX (q, z) = JX (τ(q), z) ◦ Y(q, z),
where the ith column of Y(q, z) is defined to be z−1Pi(z, z(τ
∗∇)j)Y
X (q, z).
Notice that the right hand side of the above equation is the Birkhoff factor-
ization of the left hand side. One may compute the right hand side recur-
sively by expanding the above equation with respect to q. 
In what follows, we will work with I-functions, as it is generally difficult
to obtain a closed form for the J-function.
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4. WEIGHTED BLOWUPS OF [CN/G]
In this section we introduce the specific spaces of interest and describe
the corresponding I-functions.
We will restrict ourselves to the particular blowups of relevance to the
Landau–Ginzburg correspondences of Section 6. Although the proof holds
for more general toric blowups with minimal modification, this simplifies
the notation and exposition.
In particular, we consider birational spaces Y 99K X where X is a quo-
tient stack of the form [CN/G] and Y is a line bundle over weighted pro-
jective space obtained as a blowup of X . In anticipation of our application
to FJRW theory, we require that G arises as a subgroup of the diagonal au-
tomorphisms of the Fermat polynomial
W = Xd/c11 + · · ·+ X
d/cN
N
where gcd(c1, . . . , cN) = 1. We assume that G contains the distinguished
automorphism
j = exp(2pii diag(q1, . . . , qN)),
where qj = cj/d are the fractional weights ofW.
4.1. A toric description of the spaces. Let N ∼= ZN be a lattice, and let Σ ⊂
N⊗R denote a fan such that XΣ is isomorphic to X = [C
N/G]. Σ contains
a single maximal cone with generators b1, . . . , bN , and G ∼= N/〈b1, . . . , bN〉.
Let
Box(Σ) =
{
b′ =
N
∑
i=1
mibi ∈ N mi ∈ Q ∩ [0, 1) for 1 ≤ i ≤ N
}
.
Note that the elements of Box(Σ) are in bijection with those in G, and there-
fore index components of IX .
The element j ∈ G corresponds to the point b′ = ∑Ni=1 qibi ∈ Box(Σ). Let
Σ′ denote the star subdivision of Σ obtained by adding the ray generated
by b′. Then Y := XΣ′ is isomorphic to the total space of the vector bundle
OP(G)(−d) over the stack P(G) := [P(c1, . . . , cN)/G¯] where G¯ = G/〈j〉.
Thus Y gives a partial resolution of the coarse space of X .
One can easily check that the discrepancy of the toric morphism | f | :
Y → |X | is given by disc(| f |) = ∑Nj=1 qj − 1. This will play an important
role in the what follows.
We endow X and Y with compatible torus actions. Let T ∼= C∗ act
on the coordinates of X = [CN/G] with weights −c1, . . . ,−cN . On Y =
Tot(OP(G)(−d)) this corresponds to a trivial action on the base P(G) with
a nontrivial action of weight d in the fiber direction. We let λ denote the
equivariant parameter of our torus action in H∗CR,T(X ) and H
∗
CR,T(Y).
Notation 4.1. For g ∈ G, we may express the action of g on CN by
exp(2pii diag(m1(g), . . . ,mN(g)))
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where m1(g), . . . ,mN(g) ∈ Q ∩ [0, 1). We call mj(g) the multiplicity of g.
The age of g is defined as ∑Nj=1mj(g).
Note that for any element g ∈ G, the fact that G preserves the polynomial
W implies that mj(g) is either 0 or greater than or equal to qj for 1 ≤ j ≤ N.
This implies that G splits as G ∼= 〈j〉 ⊕ G¯. Let us once and for all fix a
splitting of G. Choose generators g1, . . . , gk of G¯ such that each gi fixes the
first coordinate of CN (this is again possible due to the restrictions on the
multiplicities m1(gi)) and G ∼= 〈j〉 ⊕ 〈g1〉 ⊕ · · · ⊕ 〈gk〉.
Notation 4.2. We let G¯ denote the group generated by g1, . . . , gk from above.
4.2. I-functions.
4.2.1. The I-function of X . The inertia stack IX is a disjoint union of com-
ponents Xg indexed by g ∈ G. There is a natural choice of basis for the
equivariant cohomology of X given by {1g}g∈G, where 1g is the funda-
mental class of Xg. By abuse of notation we will also use 1g to denote the
fundamental class of the gth component of the inertia stack of BG.
Notation 4.3. It will be convenient to separate components of IX according
to G¯ cosets. Namely,
IX =
⋃
g∈G¯
⋃
0≤k≤d−1
Xjkg.
Let H∗g(X ) := H
∗
T(
⋃
0≤k≤d−1Xjkg) denote the corresponding subspace in
H∗CR,T(X ). We see that this has dimension d.
Let tg denote the dual coordinate of 1˜g for g ∈ G¯, and let t denote the
dual coordinate of j.
We consider the J-function of BG, where the domain has been restricted
to the span of {1j}∪ {1g}g∈G¯. A simple computation involving ψ-classes on
M 0,n allows us to obtain an explicit formula (see [28], Lemmas 5.2 and 7.2):
JBG(t, t, z) = z ∑
k∈(Z≥0)G¯
∏
g∈G¯
(tg)kg
zkgkg !
∑
k0≥0
tk0
zk0k0!
1
jk0 ∏g g
kg .
Using the twisted theory technology, one may alter JBG(t, t, z) by a hy-
pergeometric modification (see [10]) to obtain an I-function, IX (t, t, z) in the
sense of Definition 3.3. Let a(k)j = ∑s kgmj(g). Define the modification
factor
M(k0,k) :=
N
∏
j=1
⌊k0q j+a(k)
j⌋−1
∏
l=0
(
− cjλ− (〈k0qj + a(k)
j〉+ l)z
)
where 〈−〉 denotes the fractional part. Then IX (t, t, z) is defined as
(4.2.1) IX (t, t, z) = ztdλ/z ∑
k∈(Z≥0)G¯
∏
g∈G¯
(tg)kg
zkgkg !
∑
k0≥0
M(k0,k)tk0
zk0k0!
1
jk0 ∏g g
kg .
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The above modification factor is explained in [10], where it is proven that
IX (t, t, z) is a (big) I-function forX . Using Gamma functions this simplifies
to
IX (t, t, z) =ztdλ/z ∑
k∈(Z≥0)G¯
∏
g∈G¯
(tg)kgz(age(g)−1)kg
kg!
∑
k0≥0
tk0zk0(∑j q j−1)
z∑j〈k0q j+a(k)
j〉k0!
·
N
∏
j=1
Γ(1− cj
λ
z − 〈k0qj + a(k)
j〉)
Γ(1− cj
λ
z − k0qj − a(k)
j)
1
jk0 ∏g g
kg(4.2.2)
4.2.2. The I-function of Y . The components of the inertia stack IY are in-
dexed by {g}g∈G . This follows from the facts that first each cj divides d
(and so components of IP(c1, . . . , cN) correspond to powers of j), and sec-
ond that G splits as 〈j〉 ⊕ G¯. Here the component Yg of IY is identified
with the closed subset of Y obtained by setting xj = 0 for all coordinates
not fixed by g (i.e. mj(g) 6= 0). An equivariant basis for the Chen–Ruan
cohomology of Y is given by
⋃
g∈G
{1˜g, 1˜gH, . . . , 1˜gH
(dim((CN)g)−1)},
where 1˜g is the fundamental class of Yg and 1˜gHk denotes the pullback of
the kth power of the hyperplane class from the course space of Yg. Here we
use the convention that 1g is zero if Yg is empty (i.e., if the action of g on
CN fixes only the origin).
Notation 4.4. Wemay also separate components of IY according to G¯ cosets,
IY =
⋃
g∈G¯
⋃
0≤k≤d−1
Yjkg.
Onemay check that the corresponding subspaceH∗g (Y) := H
∗
T(
⋃
0≤k≤d−1Yjkg)
has dimension equal to c1 + · · ·+ cN .
We will also let tg denote the dual coordinate of 1˜g for g ∈ G, and let q
denote the exponential of the dual coordinate to H.
An I-function for toric stacks is given in [11]. Again using Gamma func-
tions, a (big) I-function for Y takes the form
IY(q, t, z) =zqH/z ∑
k∈(Z≥0)G¯
∏
g∈G¯
(tg)kgz(age(g)−1)kg
kg !
∑
k0≥0
qk0/d
zk0(∑j q j−1)+∑j〈k0q j−a(k)
j〉
·
Γ(1− d(λ+H)z )
Γ(1− k0 −
d(λ+H)
z )
N
∏
j=1
Γ(1+ cjH/z− 〈−k0qj + a(k)
j〉)
Γ(1+ cjH/z+ k0qj − a(k)j)
1˜
j−k0 ∏g g
kg(4.2.3)
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5. THE CORRESPONDENCE FOR TORIC BLOWUPS
5.1. Asymptotic correspondence for positive discrepancy. In this section
we will state a correspondence of genus zero Gromov-Witten theories for
the case when | f | : Y → |X | has positive discrepancy. In section 5.5 we
will discuss the other case. Recall that the discrepancy of | f | was equal to
∑
N
j=1 qj − 1. To simplify notation slightly we will work with the quantity
r = d · disc(| f |),
r :=
N
∑
j=1
cj − d.
The idea behind the asymptotic correspondence of genus zero theories
is to obtain the genus zero Gromov-Witten invariants of X using the in-
formation provided by the genus zero Gromov-Witten invariants of Y . To
be more specific, we show that the I-function of X (and therefore its J-
function) is completely determined by the I-function of Y through power
series asymptotic expansion.
Theorem 5.1. Assume disc(| f |) > 0. There exists a unique linear transformation
L : H∗CR,T(Y) −→ H
∗
CR,T(X ) such that
L · IY(q, t, z = 1) ∼ IX (t = q−1/d, t, z = 1) as q → ∞.
Theorem 5.1 has the following consequence:
Corollary 5.2. If disc(| f |) > 0, then the genus zero Gromov-Witten invariants
of X are completely determined by the genus zero Gromov-Witten invariants of Y .
Proof. First note that IY may be viewed as a generating function of genus
zero Gromov–Witten invariants. IX (t = q−1/d, t, z = 1) is the power series
asymptotic expansion of L · IY(q, t, z = 1) and it is therefore uniquely de-
termined by IY . We may recover IX (t = q−1/d, t, z) from IX (t = q−1/d, t, 1)
by means of the relations described in Section 5.2 below. Lastly, the Given-
tal J-function of X (and therefore, its genus zero theory) can be obtained
from IX via Birkhoff factorization by Lemma 3.5. 
The proof that follows relies heavily on the recursive structure of the
functions IY and IX . In particular we take advantage of an identification of
the differential equations satisfied the respective I-functions to relate the
functions themselves. This is part of the larger theory of GKZ systems
described by Gelfand–Kapranov–Zelevinsky in [20] and Adolphson in [3],
although in what follows the relevant differential equations can easily be
checked by hand.
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Notation 5.3. In order to simplify the computations in the subsequent sec-
tions, we introduction the following notation. Define
IYk (q, z) := z ∑
k0≥0
qk0/d+H/z
zk0r/d+∑j〈k0q j−a(k)
j〉
Γ(1− d(λ+H)z )
Γ(1− k0 −
d(λ+H)
z )
·
N
∏
j=1
Γ(1+ cjH/z− 〈−k0qj + a(k)
j〉)
Γ(1+ cjH/z+ k0qj − a(k)j)
1˜
j−k0 ∏g g
kg and
IXk (t, z) := z ∑
k0≥0
tk0+dλ/zzk0r/d
z∑j〈k0q j+a(k)
j〉k0!
N
∏
j=1
Γ(1− cj
λ
z − 〈k0qj + a(k)
j〉)
Γ(1− cj
λ
z − k0qj − a(k)
j)
1
jk0 ∏g g
kg .
Then the I-functions of Y and X can be respectively written as
IY (q, t, z) = ∑
k∈(Z≥0)G¯
∏
g∈G¯
(tg)kgz(age(g)−1)kg
kg!
IYk (q, z)
IX (t, t, z) = ∑
k∈(Z≥0)G¯
∏
g∈G¯
(tg)kgz(age(g)−1)kg
kg!
IXk (t, z).
5.2. Setting z equal to 1. In what follows we will set z = 1 in the I-
functions for computational convenience. It is worth noting that we can
recover the original I-functions by the following procedure. Define a grad-
ing operator Gr by
Gr(H) := H, Gr(λ) := λ, Gr(tg) := (1− age(g))tg,
Gr
(
1˜
j−k0 ∏g g
kg
)
:=
(
∑
j
〈k0qj − a(k)
j〉
)
1˜
j−k0 ∏g g
kg , and
Gr
(
1
jk0 ∏g g
kg
)
:=
(
∑
j
〈k0qj + a(k)
j〉
)
1
jk0 ∏g g
kg .
(5.2.1)
We then have the following relations that allow us to restore the powers of
z to the I-functions:
IY (q, t, z) = z1−GrzrH IY(q/zr , t, 1) and
IX (t, t, z) = z1−Grz−rλ IX (tzr/d, t, 1).
5.3. The regularized I-function. Wedefine the regularized I-function of [CN/G]
to be
I
reg
k (τ) := ∑
k0≥0
τr(k0/d+λ)
Γ(1+ r (k0/d+ λ))k0!
N
∏
j=1
Γ(1− cjλ− 〈k0qj + a(k)
j〉)
Γ(1− cjλ− k0qj − a(k)j))
1
jk0 ∏g g
kg .
Using the ratio test it is easy to see that this series defines a holomorphic
function in a disk of radius
(
rrdd∏Nj=1 c
−cj
j
)1/r
centered at τ = 0. A simple
QUANTUM COHOMOLOGY OF BLOWUPS 15
computation reveals that I
reg
k (τ) satisfies the following regularized Picard-
Fuchs equation:
(5.3.1)
[
τr
N
∏
j=1
cj−1
∏
l=0
(
−
cj
r
τ
d
dτ
− l − a(k)j
)
−
d−1
∏
l=0
(
d
r
τ
d
dτ
− dλ − l
) r−1
∏
l=0
(
τ
d
dτ
− l
)]
I
reg
k (τ) = 0.
This equation has singular points at τ = 0,∞ and for τ satisfying (− τr )
r =
(−d)d∏Nj=1 c
−cj
j . All of these points are regular singularities. This means
that I
reg
k (τ) can be analytically continued to τ = ∞ along any ray that
avoids these singularities.
5.4. Proof of Theorem 5.1. The idea behind the proof of theorem 5.1 con-
sists of constructing a holomorphic function that satisfies the Picard-Fuchs
equation of Y , and whose asymptotic expansion is given by the I-function
of X . To construct this function we use the following Laplace integral of
the regularized I-function:
Ik(u) := u
∫ ∞
0
e−uτ I
reg
k (τ)dτ,
where the ray of integration avoids the singular points of I
reg
k (τ). This in-
tegral is well-defined, as shown in [30, Chapter 2]. As a consequence of
Watson’s lemma for a complex variable [31], the asymptotic expansion of
Ik(u) is given by
Ik(u) ∼ ∑
k0≥0
1
ur(k0/d+λ)k0!
N
∏
j=1
Γ(1− cjλ− 〈k0qj + a(k)
j〉)
Γ(1− cjλ− k0qj − a(k)j))
1
jk0 ∏g g
kg
as u → ∞ from the region | arg(u)| < min(pi/r,pi/2) if ∑j cj is odd and
from the region 0 < arg(u) < min(2pi/r,pi/2) if ∑j cj is even. It follows
from this that
(5.4.1) Ik(u = q
1/r) ∼ IXk (t = q
−1/d, z = 1)
as q → ∞.
Define I(u) to be
(5.4.2) I(u) := ∑
k∈(Z≥0)G¯
∏
g∈G¯
(tg)kg
kg !
Ik(u).
The following lemma and corollaries show that I satisfies the Picard-
Fuchs equation of Y .
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Lemma 5.4. Ik(u) satisfies the following differential equation:
(5.4.3)[
N
∏
j=1
cj−1
∏
l=0
(
cj
r
u
d
du
− l − a(k)j
)
− ur
d−1
∏
l=0
(
−
d
r
u
d
du
− dλ − l
)]
Ik(u) = 0.
Furthermore, given k ∈ (Z≥0)G¯, let g = ∏g∈G¯ g
kg . Then for all 1 ≤ j ≤ N,
a(k)j −mj(g) = Mj for some integer Mj ≥ 0 and
(5.4.4)
N
∏
j=1
Mj−1
∏
l=0
(
cj
r
u
d
du
− l −mj(g)
)
Ik(g)(u) = Ik(u),
where
(5.4.5) k(g) : g 7→
{
1 if g = g
0 otherwise.
Proof. Let f (τ) be holomorphic in some region of the complex plane con-
taining a ray on which we can define the Laplace transform of f . Moreover,
let f (0) = 0 and define F(u) := u
∫ ∞
0 e
−uτ f (τ)dτ. Using the properties of
the Laplace transform it is easy to see that
uL
(
ατ
d
dτ
f (τ) + β f (τ)
)
= −αu
d
du
(
L
(
d
dτ
f (τ)
))
+ βuL ( f (τ))
= −αu
d
du
(uL( f (τ))− f (0)) + βuL ( f (τ))
=
(
−αu
d
du
+ β
)
F(u),(5.4.6)
where α and β are arbitrary complex numbers.
Now, note that Equation 5.3.1 can be rewritten as[
N
∏
j=1
cj−1
∏
l=0
(
−
cj
r
τ
d
dτ
− l − a(k)j
)
−
(
d
dτ
)r d−1
∏
l=0
(
d
r
τ
d
dτ
− dλ − l
)]
I
reg
k (τ) = 0.
Applying Equation 5.4.6 iteratively to this yields Equation 5.4.3.
To establish Equation 5.4.4, note that I
reg
k (τ) satisfies
N
∏
j=1
Mj−1
∏
l=0
(
−
cj
r
τ
d
dτ
− l −mj(g)
)
I
reg
k(g)
(τ) = I
reg
k (τ)
Applying Equation 5.4.6 iteratively to this yields the desired result. 
Corollary 5.5. Ik(u = q
1/r) satisfies
(5.4.7)[
N
∏
j=1
cj−1
∏
l=0
(
cjq
d
dq
− l − a(k)j
)
− q
d−1
∏
l=0
(
−dq
d
dq
− dλ− l
)]
Ik(u = q
1/r) = 0
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for all g ∈ G¯. Furthermore, given k ∈ (Z≥0)G¯, then with the same notation as in
the previous lemma, we have
(5.4.8)
N
∏
j=1
Mj−1
∏
l=0
(
cjq
d
dq
− l −mj(g)
)
Ik(g)(u = q
1/r) = Ik(u = q
1/r).
Proof. This is a consequence of Lemma 5.4 and the change of variables q =
ur. 
Remark 5.6. Note that, still using the notation of the previous lemma, one
can also check that
(5.4.9)
N
∏
j=1
Mj−1
∏
l=0
(
cjq
d
dq
− l −mj(g)
)
IY
k(g)
(q, z = 1) = IYk (q, z = 1).
Corollary 5.7. For all g ∈ G¯, there exists a unique linear transformation
Lg : H
∗
g(Y) → H
∗
g(X )
such that for all k ∈ (Z≥0)G¯ satisfying ∏g∈G¯ g
kg = g,
(5.4.10) Lg · I
Y
k (q, z = 1) = Ik(u = q
1/r).
Proof. Since the components of IYk (q, z = 1) are a complete set of solutions
to the Picard-Fuchs Equation 5.4.7, by Corollary 5.5 there exists a unique
linear transformation Lg : H
∗
g(Y) → H
∗
g(X ) such that
Lg · I
Y
k(g)
(q, z = 1) = Ik(g)(u = q
1/r),
where k(g) ∈ (Z≥0)G¯ is defined as in (5.4.5). Applying the differential
operator
N
∏
j=1
Mj−1
∏
l=0
(
cjq
d
dq
− l −mj(g)
)
from Corollary 5.7 to the equation above, we conclude that (5.4.10) holds
whenever∏g∈G¯ g
kg = g. 
Proof of Theorem 5.1:
By Corollary 5.7 we see that for all g ∈ G¯, there exists a unique linear
transformation Lg : H
∗
g(Y) −→ H
∗
g(X ) (recall notations 4.3 and 4.4) such
that Lg · I
Y
k (q, t, z = 1) = Ik(u = q
1/r) whenever ∏g∈G¯ g
kg = g. We define
L to be the block-diagonal sum
L =
⊕
g∈G¯
Lg : H
∗
CR,T(Y) =
⊕
g∈G¯
H∗g(Y) −→ H
∗
CR,T(X ) =
⊕
g∈G¯
H∗g(X ).
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It immediately follows that L · IY (q, t, z = 1) = I(u = q1/r). We now
compute its asymptotic expansion:
L · IY (q, t, z = 1) = I(u = q1/r)
= ∑
k∈(Z≥0)G¯
∏
g∈G¯
(tg)kg
kg !
Ik(u = q
1/r)
∼ ∑
k∈(Z≥0)G¯
∏
g∈G¯
(tg)kg
kg !
IXk (t = q
−1/d, z = 1) as q→ ∞
= IX (t = q−1/d, t, z = 1).
This concludes the proof of the theorem.

5.5. The correspondence for disc(| f |) < 0. For the case inwhich disc(| f |) <
0, we have a result analogous to Theorem 5.1. In this case, however, the
roles of Y and X are interchanged. This means that it is possible to obtain
the genus zero Gromov-Witten invariants of Y from the genus zero invari-
ants of X .
Theorem 5.8. Let disc(| f |) < 0. There exists a unique linear transformation
L : H∗CR,T(X ) −→ H
∗
CR,T(Y) such that
L · IX (t, t, z = 1) ∼ IY (q = t−d, t, z = 1) as t → ∞.
The proof of this result is almost identical to the proof of Theorem 5.1
once we interchange the roles of X and Y .
As in the case disc(| f |) > 0, we have the following important conse-
quence:
Corollary 5.9. If disc(| f |) < 0 then the genus zero Gromov-Witten invariants of
Y are completely determined by the genus zero Gromov-Witten invariants of X .
6. FJRW THEORY AND LANDAU–GINZBURG CORRESPONDENCES
In this section we prove that the FJRW theory of the pair (W,G) from
Section 4 is related to the Gromov–Witten theory of the hypersurface Z :=
{W = 0} ⊂ P(G) via asymptotic expansion as in the previous section.
This generalizes the results of the first author in [2] beyond the case P(G) =
P(c1, . . . , cN), andmay be viewed as extending the Landau–Ginzburg/Calabi–
Yau correspondence [9, 8, 32, 28] to the settingwhereZ is no longer Calabi–
Yau. For simplicity we will term these types of theorems Landau–Ginzburg
correspondences. While not strictly a consequence of Theorems 5.1 and 5.8,
we will show how the proofs above may be modified slightly to yield the
desired correspondences.
QUANTUM COHOMOLOGY OF BLOWUPS 19
6.1. Setup. We first recall notation from Section 4. We are given a Fermat
polynomialW = Xd/c11 + · · ·+ X
d/cN
N with gcd(c1, . . . , cN) = 1 and a group
G of diagonal automorphisms ofW. W is quasihomogeneous of degree d:
W(αc1X1, . . . , α
cNXN) = α
dW(X1, . . . ,XN)
for all α ∈ C. We assume that G contains the distinguished element j =
exp(2pii diag(q1, . . . , qN)), where qj = cj/N. For the correspondence to
hold, we also require that the line bundle O(−d) → P(G) be pulled back
from the coarse underlying space of P(G). This corresponds to the some-
what technical condition that all g ∈ G which fix at least one coordinate lie
in SLN(C). We call (W,G) a Landau–Ginzburg pair.
6.2. FJRW theory. Given a non-degenerate quasi-homogeneous polyno-
mial W = W(X1, . . . ,XN) and an admissible group G [18], one can define
the corresponding FJRW invariants, which may be viewed as the analogue
of Gromov–Witten invariants for the singular space {W = 0} ⊂ [CN/G].
They are defined as integrals over a cover of the moduli space of stable
curves, and obey many of the same axioms as Gromov–Witten invariants.
In general the definition of FJRW invariants is quite involved, but in
genus zero, whenW is a Fermat polynomial, the situation simplifies greatly.
In what follows we will always assume that the conditions on (W,G) given
above are satisfied.
We first define the state space.
Definition 6.1. Given a Landau–Ginzburg pair (W,G), the narrow FJRW state
space is given by
HFJRW(W,G) :=
⊕
g∈Gnar
Cφg,
where
Gnar := {g ∈ G|gj fixes only the origin in C
N}
and φg is a vector formally associated to g ∈ Gnar.
Definition 6.2. Given a Landau–Ginzburg pair (W,G) as above, the mod-
uli spaceWh,n;G ofW-structures parametrizes families of orbifold curves C
together with an N-tuple (Lj, ϕj) such that
• C has µd isotropy at each marked point and node, and the coarse
space |C| is a (family of) n-pointed genus h stable curve,
• Lj is a line bundle on C and ϕj is an isomorphism ϕj : L
⊗d
j
∼
→ ω
⊗cj
C,log
such that,
• for any Laurent monomial ∏Nj=1 X
bj
j invariant under G,
N⊗
j=1
L
⊗bj
j
∼= ωC,log.
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See [18, 28] for more details.
As a consequence of the third condition above, given a point (C,Lj, φj)
in Wh,n;G, at each marked point pi the isotropy acts on fibers of ⊕
N
j=1Lj by
an element of G. One may therefore decomposeWh,n,G into a union of open
and closed substacks based on the action of the corresponding isotropy
group. Let
Wh,n,G(g1, . . . , gn)
denote the substack where the isotropy generator at pi acts by gi.
In analogy to Gromov–Witten theory, FJRW invariants are defined by in-
tegrating against a virtual cycle onWh,n;G. WhenW is a Fermat polynomial
and the genus is zero, one can prove [18] that
R0pi∗(⊕
N
j=1Lj) = 0
and
−Rpi∗(⊕
N
j=1Lj) = R
1(⊕Nj=1Lj)[−1]
is a vector bundle. Let φg1 , . . . , φgn be elements of the state spaceHFJRW(W,G),
and let a1, . . . , an be non-negative integers. By axiom (5a) of [18, Theo-
rem 4.1.8], one defines
(6.2.1)
〈
ψa1φg1 , . . . ,ψ
anφgn
〉(W,G)
0,n
:= d¯N
∫
W0,n,G(g1j,...,gnj)
∏
n
i=1 ψ
ai
i
e
(
Rpi∗(⊕Nj=1Lj)
∨
) .
FJRW theory is a cohomological field theory. Furthermore, all of the
axioms of an axiomatic Gromov–Witten theory [26, 28] are satisfied. There-
fore quantum cohomology, the Dubrovin connection, the J-function, and I-
functionsmay all be defined and behave in the samemanner as in Gromov–
Witten theory. Thus Section 3 transfers almost word for word to the FJRW
setting. See [28], Section 3, for more details. We will denote the J-function
and I-functions coming from the FJRW theory of (W,G) by J(W,G) and
I(W,G) respectively.
Remark 6.3. The reader may observe a strange shift in Definition (6.2.1), the
φgi insertion at the ith marked point corresponds to an isotropy action of
gij. This shift is chosen to so that the φid element of the state space is the
identity in quantum cohomology.
Remark 6.4. FJRW theory is defined for a more general class of insertions
corresponding to g ∈ G \ Gnar (in analogy with primitive cohomology
classes of a hypersurface). We will content ourselves in this paper with
statements relating the narrow invariants from Gnar to the ambient coho-
mology of Z .
6.3. I-functions. Rather than directly compute the relevant I-functions for
the Landau–Ginzburg correspondences, wewill apply two results, themul-
tiple log canonical (MLK) and quantum Serre duality (QSD) correspondences
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to obtain I(W,G) and IZ from IX and IY respectively. The MLK correspon-
dence says roughly that I(W,G) is related to IX by differentiation, linear
transformation, and a nonequivariant limit. As a consequence, we will see
that the Picard–Fuchs differential equations satisfied by I(W,G) are closely
related to those for IX described in the previous section. The QSD corre-
spondence is analogous.
6.3.1. The I-function of X . Applying the MLK correspondence [28, Theo-
rem 5.12], an FJRW I-function for (W,G) is given by
I(W,G)(t, t, z) = lim
λ 7→0
∆◦
(
zt
d
dt
IX (t, t, z)
)
,
where ∆◦ is the linear map defined by
∆◦ := 1g 7→
{
(−1)age(g)φgj−1 if g fixes only the origin
0 otherwise.
We obtain:
I(W,G)(t, t, z) =z ∑
k∈(Z≥0)G¯
∏
g∈G¯
(tg)kgz(age(g)−1)kg
kg!
∑
k0≥0
tk0+1z1+(k0+1)r/d
z∑j〈(k0+1)q j+a(k)
j〉k0!
·
N
∏
j=1
Γ(1− 〈(k0 + 1)qj + a(k)
j〉)
Γ(1− (k0 + 1)qj − a(k)j)
(−1)age(j
k0 ∏g g
kg )φ
jk0 ∏g g
kg(6.3.1)
where φg is understood to be zero if g /∈ Gnar.
Now, given g ∈ G¯, consider the tg-coefficient of I(W,G)(t, t, z), denote it
by I
(W,G)
g (t, t, z):
I
(W,G)
g (t, t, z) =z ∑
k0≥0
tk0+1z1+(k0+1)r/d
z∑j〈(k0+1)q j+m j(g)〉k0!
·
N
∏
j=1
Γ(1− 〈(k0 + 1)qj +mj(g)〉)
Γ(1− (k0 + 1)qj −mj(g))
(−1)age(j
k0 ∏g g
kg )φjk0g.(6.3.2)
Note that since φjkg = 0 if j
kg is not narrow, the function I
(W,G)
g (t, t, z) is
supported on the space
Hg(W,G) :=
⊕
{
0≤k≤d−1
jkg∈Gnar
}Cφjkg
of dimension dim(H∗g(X ))− #{0 ≤ k ≤ d− 1|j
kg fixes a coordinate}.
We claim that I
(W,G)
g (t, t, z) satisfies a Picard–Fuchs equation obtained
from that of IXg (t, t, z) by removing factors. The nonequivariant limit of the
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original equation for X is Dt,g = 0, where
Dt,g =
d−1
∏
l=0
(
zt
d
dt
− lz
)
− td
N
∏
j=1
cj−1
∏
l=0
(
(−cj/d)zt
d
dt
− lz−mj(g)z
)
Note first that by construction of our splitting G¯, m1(g) = 0. Thus we can
factor a zt ddt from the right side of Dt,g since the j = 1, l = 0 term in the
right hand product is a multiple of zt ddt . It is immediate that I
(W,G)
g (t, t, z) is
annihilated by this reduced operator, because it was obtained by applying
zt ddt to I
Z
g (t, t, z). Next, assume that j
kg fixes coordinate i, for some 1 ≤ k ≤
d− 1. We claim that Dt,g contains a factor of (zt
d
dt − kz) on the left.
Note first that mi(g) = f ci/d for some 1 ≤ f ≤ d/ci − 1, thus k =
md/ci − f for 1 ≤ m ≤ ci. Consider the factor
(
(−cj/d)zt
d
dt − lz−mj(g)z
)
in the right hand product of Dt,g for l = ci − m. Commuting this with t
d
yields
td
(
(−ci/d)zt
d
dt
− (ci −m)z−mi(g)z
)
=
(
(−ci/d)(zt
d
dt
− d)− (ci −m)z−mi(g)z
)
td
=− (ci/d)
(
zt
d
dt
− (md/ci −mi(g)d/ci)
)
td
=− (ci/d)
(
zt
d
dt
− k
)
td.
We can thus factor
(
zt ddt − k
)
from the left side ofDt,g for every power of k
such that jkg fixes a coordinate. We obtain
(6.3.3) Dt,g = ∏{
1≤k≤d−1
jkg fixes a coordinate
}
(
zt
d
dt
− k
)
· Dirrt,g · zt
d
dt
.
One can easily check that the I-function (6.3.2) satisfies the Picard–Fuchs
equation Dirrt,g = 0.
6.3.2. The I-function of Z . Let i : Z → P(G) be the inclusion of the hyper-
surface defined by the equation {W = 0}. By Quantum–Serre–Duality of
Coates–Givental [12] and Tseng [35], an I-function for Z is given by
IZ(q, t, z) = lim
λ 7→0
i∗
(
zq ddq I
Y (±q, t, z)
−d(λ + H)
)
.
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where ±q denotes the substitution qk0/d 7→ (−1)k0qk0/d. We obtain:
IZ(q, t, z) =zqH/z ∑
k∈(Z≥0)G¯
∏
g∈G¯
(tg)kgz(age(g)−1)kg
kg!
∑
k0≥0
(−1)k0qk0/d
zk0r/d+∑j〈k0q j−a(k)
j〉
·
Γ(−dH/z)
Γ(−k0 − dH/z)
N
∏
j=1
Γ(1+ cjH/z− 〈−k0qj + a(k)
j〉)
Γ(1+ cjH/z+ k0qj − a(k)j)
1˜
j−k0 ∏g g
kg ,(6.3.4)
where we now consider cohomology classes Hk1˜
j−k0 ∏g g
kg as elements of
H∗CR(Z) via the pullback to the hypersurface. I
Z(q, t, z) gives a big I-
function for the ambient part of the Gromov–Witten theory of Z . In other
words, IZ(q, t, z) determines the quantum cohomology ring of Z restricted
to classes in HambCR (Z) ⊂ H
∗
CR(Z) defined as the image of i
∗ : H∗CR(P(G))→
H∗CR(Z).
As in the previous case, given g ∈ G¯, let IZg (t, t, z) the part of I
Z(t, t, z)
coming from the tg-coefficient:
IZg (q, t, z) =zq
H/z ∑
k0≥0
(−1)k0qk0/d
zk0r/d+∑j〈k0q j−m j(g)〉
·
Γ(−dH/z)
Γ(−k0 − dH/z)
N
∏
j=1
Γ(1+ cjH/z− 〈−k0qj + a(k)
j〉)
Γ(1+ cjH/z+ k0qj −mj(g))
1˜
j−k0 ∏g g
kg .(6.3.5)
Note that top powers of H on any connected component of IP(G) will
vanish under the pullback. Thus IZg (t, t, z) is supported on the space
H∗g(Z) := i
∗
(
H∗
(
∪0≤k≤d−1P(G)jkg
))
.
of dimension dim(H∗g(Y))− #{0 ≤ k ≤ d− 1|j
kg fixes a coordinate}.
6.4. Landau–Ginzburg correspondences. We begin this section by estab-
lishing the Landau-Ginzburg/Fano correspondence. We assume that∑ cj >
d, which implies that Z is a Fano hypersurface. The main result we prove
in this section is that the genus zero Gromov-Witten theory ofZ completely
determines the genus zero FJRW theory of the pair (W,G). The technical
details of the proof of this result are almost identical to the details found
Section 5. For this reason we avoid some computations.
We start by noting that IZg (q, z) satisfies the equationD
irr
q,g = 0, where the
differential operator Dirrq,g is equal to D
irr
t,g of (6.3.3), but with the change of
variables q = (−t)d.
Since the degree of the differential operator Dirrq,g is the same as the di-
mension of H∗g(Z), it follows that the components of I
Z
g (q, z) are a complete
set of solutions to the equation Dirrq,g = 0. We next construct a holomorphic
function whose asymptotic expansion at infinity is given by I
(W,G)
g . Define
the regularized version of I
(W,G)
g to be
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I
(W,G),reg
g (τ) := ∑
k0≥0
(−1)k0+1τr(k0+1)/d
Γ(1+ rd(k0 + 1))k0!
·
N
∏
j=1
Γ(1− 〈(k0 + 1)qj +mj(g)〉)
Γ(1− (k0 + 1)qj −mj(g))
(−1)age(j
k0 ∏g g
kg )φ
jk0g.(6.4.1)
This series converges on a disk of finite radius centered at τ = 0. Moreover,
it satisfies a regularized Picard-Fuchs equation D
irr,reg
τ,g = 0 with regular
singularities at τ = 0,∞ and for τ satisfying (− τr )
r = dd∏Nj=1 c
−cj
j . Thus,
I
(W,G),reg
g (τ) can be analytically continued to τ = ∞ along any ray that
avoids these singularities. Define
I
(W,G)
g (u) := u
∫ ∞
0
e−uτ I
(W,G),reg
g (τ)dτ,
where the ray on integration avoids the singular points of D
irr,reg
τ,g . By Wat-
son’s lemma, we have that
(6.4.2) I
(W,G)
g (u = q
1/r) ∼ I
(W,G)
g (t = −q
−1/d, z = 1) as q→ ∞.
After a computation similar to the found in the proof of Corollary 5.5, one
sees that Dirrq,g · I
(W,G)
g (u = q
1/r) = 0. We now prove a result similar to
Corollary 5.7:
Lemma 6.5. For each g ∈ G¯, there exists a unique linear transformation Lg :
H∗g(Z) → HFJRW(W,G) such that for all k ∈ (Z≥0)
G¯ satisfying ∏g g
kg = g,
(6.4.3) Lg · I
Z
k (q, z = 1) = I
(W,G)
k (u = q
1/r).
Proof. Since Dirrq,g · I
(W,G)
g (u = q1/r) = 0 and the components of IZg (q, z = 1)
are a complete set of solutions to Dirrq,g = 0, there exists a unique linear
transformation Lg : H
∗
g(Z) → Hg(W,G) such that
Lg · I
Z
g (q, z = 1) = I
(W,G)
g (u = q
1/r).
The proof of the second part of the lemma follows an argument identical
the one found in Corollary 5.7, note that equations (5.4.8) and (5.4.9) still
hold in this setting. 
Corollary 6.6. Given g ∈ G¯, there exists a unique linear transformation Lg :
H∗g(Z) → Hg(W,G) such that
Lg · I
Z
g (q, z = 1) ∼ I
(W,G)
g (t = −q
−1/d, z = 1) as q→ ∞.
Proof. This result easily follows from Equation 6.4.2 and Lemma 6.5. 
As a consequence of Lemma 6.5 we obtain the following result:
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Theorem 6.7. Let ∑Nj=1 cj − d > 0. Then, there exists a unique linear transfor-
mation LGW : HambCR (Z) −→ HFJRW(W,G) such that
LGW · IZ(q, t, z = 1) ∼ I(W,G)(t = −q−1/d, t, z = 1) as q → ∞.
Proof. Define LGW to be the block diagonal transformation given by LGW :=⊕
g∈G¯ Lg. Then the proof is identical to the proof of Theorem 5.1 but we use
Lemma 6.5 and Corollary 6.6 instead of Corollary 5.7. 
Remark 6.8. One can uniquely recover IZ(q, t, z) and I(W,G)(t, t, z) from
IZ(q, t, 1) and I(W,G)(t, t, 1) by using a procedure similar to the one de-
scribed in Section 5.2.
The following result is a natural consequence of Theorem 6.7:
Corollary 6.9. If∑Nj=1 cj− d > 0, the genus zero FJRW theory of the pair (W,G)
is completely determined by the by the genus zero Gromov-Witten invariants of Z .
It follows that the FJRW quantum cohomology ring of (W,G) is determined by the
quantum cohomology of Z .
Proof. The genus zero Gromov-Witten invariants of Z completely deter-
mine the Givental I-function IZ(q, t, z). As a consequence of Theorem 6.7,
the FJRW I-function of the pair (W,G) is uniquely determined by LGW and
power series asymptotic expansion at infinity. By means of Birkhoff factor-
ization, the FJRW I-function completely determines the FJRW J-function
and therefore, the genus zero FJRW theory. 
We finish this section by stating a Landau-Ginzburg/general type corre-
spondence. This can be proved in an analogous manner to the Fano case.
For the remainder of the section, assume that ∑Nj=1 cj − d < 0. This con-
dition implies that Z is a hypersurface of general type. We then have the
following results:
Theorem 6.10. If ∑Nj=1 cj − d < 0, there exists a unique linear transformation
LFJRW : HFJRW(W,G) −→ H
amb
CR (Z) such that
LFJRW · I(W,G)(t, t, z = 1) ∼ IZ (q = t−d, t, z = 1) as t→ ∞.
Corollary 6.11. If ∑Nj=1 cj − d < 0, the genus zero GW theory of Z is completely
determined by the genus zero FJRW theory of the pair (W,G). It follows that the
quantum cohomology of Z is determined by the FJRW quantum cohomology ring
of the pair (W,G).
The proofs of these statements are identical to the proofs of Theorems 6.7
and 6.9 after exchanging the roles of IZ(q, t, z) and I(W,G)(t, t, z).
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