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FROM RACKS TO POINTED HOPF ALGEBRAS
NICOLA´S ANDRUSKIEWITSCH AND MATI´AS GRAN˜A
Abstract. A fundamental step in the classification of finite-dimensional complex pointed Hopf
algebras is the determination of all finite-dimensional Nichols algebras of braided vector spaces
arising from groups. The most important class of braided vector spaces arising from groups is the
class of braided vector spaces (CX, cq), where X is a rack and q is a 2-cocycle on X with values
in C×. Racks and cohomology of racks appeared also in the work of topologists. This leads us
to the study of the structure of racks, their cohomology groups and the corresponding Nichols
algebras. We will show advances in these three directions. We classify simple racks in group-
theoretical terms; we describe projections of racks in terms of general cocycles; we introduce a
general cohomology theory of racks containing properly the existing ones. We introduce a “Fourier
transform” on racks of certain type; finally, we compute some new examples of finite-dimensional
Nichols algebras.
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Introduction
1. This paper is about braided vector spaces arising from pointed Hopf algebras, and their
Nichols algebras. Our general reference for pointed Hopf algebras is [AS3]. We shall work over
the field C of complex numbers; many results below are valid over more general fields. We denote
by G∞ the group of roots of unity of C.
2. The determination of all complex finite dimensional pointed Hopf algebras H with group of
group-likes G(H) isomorphic to a fixed finite group Γ is still widely open. Even the existence of
such Hopf algebras H (apart from the group algebra CΓ) is unknown for many finite groups Γ.
If Γ is abelian, substantial advances were done via the theory of quantum groups at roots of unit
[AS2]. The results can be adapted to a non-necessarily abelian group Γ: if (aij)1≤i,j≤θ is a finite
Cartan matrix, g1, . . . , gθ are central elements in Γ, and χ1, . . . , χθ are multiplicative characters
This work was partially supported by ANPCyT, CONICET, Agencia Co´rdoba Ciencia, Fundacio´n Antorchas,
Secyt (UBA) and Secyt (UNC).
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of Γ, such that χi(gj)χj(gi) = χi(gi)
aij (plus some technical hypotheses on the orders of χi(gj)),
then a finite-dimensional pointed Hopf algebra H with group G(H) ≃ Γ can be constructed from
this datum. Besides these, only a small number of examples have appeared in print; in these
examples, Γ is S3, S4, D4 (see [MS]), S5 (using [FK]), A4 × Z/2 (see [G1]).
3. An important invariant of a pointed Hopf algebra H is its infinitesimal braiding ; this is a
braided vector space, that is, a pair (V, c), where V is a vector space and c ∈ Aut(V ⊗ V ) is a
solution of the braid equation: (c⊗ id)(id⊗c)(c⊗ id) = (id⊗c)(c⊗ id)(id⊗c). Let B(V ) be the
Nichols algebra of (V, c), see [AS3]. If dimH is finite, then dimB(V ) is finite and divides dimH .
Conversely, given a braided vector space (V, c), where V is a Yetter-Drinfeld module over the
group algebra CΓ, then the Radford’s biproduct, or bosonization, H = B(V )#CΓ is a pointed
Hopf algebra with G(H) ≃ Γ. Thus, a fundamental problem is to determine the dimension of the
Nichols algebra of a finite-dimensional braided vector space. We remark that the same braided
vector space can arise as the infinitesimal braiding of pointed Hopf algebras H with very different
G(H), as in the examples with Cartan matrices above. Analogously, there are infinitely many
finite-dimensional pointed Hopf algebras H , with non-isomorphic groups G(H) and the same
infinitesimal braiding as, respectively, the examples above related to the groups S3, S4, D4, S5,
A4 × Z/2; and such that they are link-indecomposable in the sense of [MS], [M].
4. It is then more convenient to study in a first stage Nichols algebras of braided vector spaces
of group-type [G1, Def. 1.4.10]. However, there are strong constraints on a braided vector space
of group-type to have a finite-dimensional Nichols algebra [G1, Lemma 3.1]. Briefly, we shall
consider in this paper the class of braided vector spaces of the form (CX, cq); where (X, ⊲) is a
finite rack, q is a 2-cocycle with values on the multiplicative group of invertible elements of C,
and cq is given by cq(i⊗ j) = qij i ⊲ j ⊗ i (see the precise definitions in the main part of the text).
See also the discussion in [A, Chapter 5].
We are faced with the following questions: to determine the general structure of finite racks;
to compute their second cohomology groups; and to decide whether the dimensions of the corre-
sponding Nichols algebras are finite.
5. We now describe the contents of this paper. The notions of “rack” and “quandle”, sets
provided with a binary operation like the conjugation of a group, have been considered in the
literature, mainly as a way to produce knot invariants (cf. [B, J1, Ma, K, FR, CJKLS, De]).
Section 1 is a short survey of the theory of racks and quandles, addressed to non-specialists on
these structures, including a variety of examples relevant for this paper.
The determination of all finite racks is a very hard task. There are two successive approxima-
tions to this problem. First, any finite rack is a union of indecomposable components. However,
indecomposable racks can be put together in many different ways, and the description of all pos-
sible ways is again very difficult. In other words, even the determination of all indecomposable
finite racks would not solve the general question.
In Section 2, we describe epimorphisms of racks and quandles by general cocycles. We then
introduce modules over a quandle, resp. a rack, X . We show that modules over X are in one-
to-one correspondence with the abelian group objects in the category of arrows over X , if X is
indecomposable. Our definition of modules over X generalizes those in [CES, CENS].
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We say that a non-trivial rack is simple if it has no proper quotients. Then any indecomposable
finite rack with cardinality > 1 is an extension of a simple rack. We study simple racks in Section
3. One of our main results is the explicit classification of all finite simple racks, see Theorems
3.9 and 3.12. The proof is based on a group-theoretical result kindly communicated to us by R.
Guralnick.
After acceptance of this paper, it became to our attention Joyce’s article [J2], where results
similar to those in Subsection 3.2 are obtained. However, notice that our classification in The-
orem 3.9 includes more quandles than that of [J2, Thm. 7 (2)]. This is one of the reasons why
we decided to leave our results. The other reason is that, by using a result in [EGS] (which de-
pends upon the classification of simple groups), we can split the simple quandles into two classes
regarding their cardinality. These classes appear naturally in [J2] also, but the fact that they are
split by cardinality was impossible to prove in 1982.
It is natural to define homology and cohomology theories of racks and quandles as standard
homology and cohomology theories for abelian group objects in the category of arrows over X
[Q]. We propose in Section 4 a complex that, conjecturally, would be suitable to compute these
homology and cohomology theories. We show that the homology and cohomology theories known
so far (see [FR, CJKLS, G1, CENS]) are special cases of ours. We discuss as well nonabelian
cohomology theories.
A braided vector space of the form (CY, cq) does not determine the rack Y and the 2-cocycle
q. We provide a general way of constructing two braided vector spaces (CY, cq) and (CY˜ , cq˜)
where the racks Y and Y˜ are not isomorphic in general, but such that the corresponding Nichols
algebras have the same dimension. In our construction, Y is an extension X ×α A, where A is an
X-module; Y˜ is an extension X×β Â, where Â, the group of characters of A, is also an X-module.
The construction can be thought as a Fourier transform. We show how to use this construction
to obtain new examples of pointed Hopf algebras with non-abelian group of group-like elements.
This is the content of Section 5.
In Section 6, we present several new examples of finite dimensional Nichols algebras B(V ) over
finite groups. First, we show that some Nichols algebras can be computed by reduction to Nichols
algebras of diagonal type, via Fourier transform. Next we use Fourier transform again to compute
a Nichols algebra related to the faces of the cube, starting from a Nichols algebra related to the
transpositions of S4 computed in [MS]. Finally we establish some relations that hold in Nichols
algebras related to affine racks, and use them to compute Nichols algebras related to the vertices
of the tetrahedron (a result announced in [G1]) and the affine rack (Z/5, ⊲2). Support to our
proofs is given by Theorem 6.4 which gives criteria to insure that a finite dimensional braided
Hopf algebra is a Nichols algebra.
In most of the paper, we shall only consider finite racks, or quandles, or crossed sets, and omit
the word “finite” when designing them, unless explicitly stated.
6. In conclusion, we remark that the next natural step in the classification of finite dimensional
pointed Hopf algebras is to deal with Nichols algebras of braided vector spaces arising from simple
racks.
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1. Preliminaries
1.1. Racks, quandles and crossed sets.
Definition 1.1. A rack is a pair (X, ⊲) where X is a non-empty set and ⊲ : X × X → X is a
function, such that
φi : X → X, φi(j) = i ⊲ j, is a bijection for all i ∈ X,(1.1)
i ⊲ (j ⊲ k) = (i ⊲ j) ⊲ (i ⊲ k) ∀i, j, k ∈ X.(1.2)
A quandle is a rack (X, ⊲) which further satisfies
i ⊲ i = i, for all i ∈ X.(1.3)
A crossed set is a quandle (X, ⊲) which further satisfies
j ⊲ i = i whenever i ⊲ j = j.(1.4)
A morphism of racks is defined in the obvious way: ψ : (X, ⊲)→ (Y, ⊲) is a morphism of racks if
ψ(i ⊲ j) = ψ(i) ⊲ ψ(j), for all i, j ∈ X . Morphisms of quandles (resp. crossed sets) are morphisms
of racks between quandles (resp. crossed sets).
In particular, a subrack of a rack (X, ⊲) is a non-empty subset Y such that Y ⊲ Y = Y . If X is
a crossed set and Y is a subrack, then, clearly, it is a crossed subset; same for quandles.
Definition 1.2. If Γ is a group, any non-empty subset X ⊆ Γ stable under conjugation by Γ
(i.e, a union of conjugacy classes) is a crossed set with the structure i ⊲ j = iji−1. A crossed set
isomorphic to one of these shall be called standard.
A primary goal is to compare arbitrary crossed sets with standard ones.
Definition 1.3. Let (X, ⊲) be a rack and let SX denote the group of symmetries of X . By (1.1),
we have a map φ : X → SX . Let (X, ⊲) be a rack. We set
Aut⊲(X) := {g ∈ SX : g(i ⊲ j) = g(i) ⊲ g(j)},
Inn⊲(X) := the subgroup of SX generated by φ(X).
By (1.2), Inn⊲(X) is a subgroup of Aut⊲(X). On the other hand, it is easy to see that
gφxg
−1 = φg(x), ∀g ∈ Aut⊲(X), x ∈ X.(1.5)
Therefore, φ(X) ⊂ Aut⊲(X) is a standard crossed subset, φ : X → Aut⊲(X) is a morphism of
racks, and Inn⊲(X) is a normal subgroup of Aut⊲(X). It is not true in general that Inn⊲(X) =
Aut⊲(X).
Example 1.4. Let X = {±i,±j}, a standard subset of the group of units of the quaternions.
Then Inn⊲(X) 6= Aut⊲(X).
Proof. It is easy to compute Aut⊲(X) and Inn⊲(X). One sees that Inn⊲(X) = < φi, φj >≃ C2×C2
and Aut⊲(X) = < φi, φj, σ0 > has order 8, where σ0(±i) = ±j and σ0(±j) = ±i.
Another basic group attached to X is the following one:
FROM RACKS TO POINTED HOPF ALGEBRAS 5
Definition 1.5. [J1, B, FR] Let (X, ⊲) be a rack. We define the enveloping group of X as
GX = F (X)/〈xyx
−1 = x ⊲ y, x, y ∈ X〉,
where F (X) denotes the free group generated by X . The assignment x 7→ φx extends to a group
homomorphism πX : GX → Inn⊲(X); the kernel of πX is called the defect group of X in the
literature and coincides with the subgroup Γ considered in [So, Th. 2.6].
The name “enveloping group” is justified by the following fact, contained essentially in [J1]:
Lemma 1.6. The functor X 7→ GX is left adjoint to the forgetful functor H 7→ FH from the
category of groups to that of racks. That is,
Homgroups(GX , H) ≃ Homracks(X,FH)
by natural isomorphisms.
The definition of rack was proposed a long time ago by Conway and Wraith, see the historical
account in [FR]. Quandles were introduced independently in [J1] and [Ma] and studied later
in [B] and other articles. They are being extensively studied nowadays in relation with knot
invariants, see [CS] and references therein. In [G1], it was proposed to consider crossed sets with
the normalizing conditions (1.3) and (1.4); the conditions also appear in [So]. It is worth noting
that in most of these articles the quandle structure is the opposite to the one here (i.e., x ∗ y for
our φ−1y (x)). Racks, quandles and crossed sets are related as follows.
From racks to quandles. We follow [B]. Let X be a rack and let C⊲(X) be the centralizer in
Aut⊲(X) of Inn⊲(X). For ψ ∈ C⊲(X), define ⊲
ψ by
a ⊲ψ b = a ⊲ ψ(b) = ψ(a ⊲ b) = ψ(a) ⊲ ψ(b).(1.6)
Then (X, ⊲ψ) is again a rack; we say that it is conjugated to (X, ⊲) via ψ.
Let now ι : X → X be given by a ⊲ ι(a) = a, which is well defined by (1.1). Then, by (1.2),
a ⊲ b = a ⊲ (b ⊲ ι(b)) = (a ⊲ b) ⊲ (a ⊲ ι(b));
hence a ⊲ ι(b) = ι(a ⊲ b). In particular, a = ι(a ⊲ a), and ι is surjective. Also,
a ⊲ (ι(a) ⊲ ι(b)) = (a ⊲ ι(a)) ⊲ (a ⊲ ι(b)) = a ⊲ (a ⊲ ι(b)),
so that, by (1.1), ι(a) ⊲ ι(b) = a ⊲ ι(b) = ι(a ⊲ b). Suppose now that ι(a) = ι(b). Then
a = a ⊲ ι(a) = ι(a) ⊲ ι(a) = ι(b) ⊲ ι(b) = b;
That is, ι is injective, and belongs to C⊲(X). We can then consider (X, ⊲
ι), which is a quandle.
In conclusion, any rack (X, ⊲) is conjugated to a unique quandle, called the quandle associated
to (X, ⊲). If F : X → Y is a morphism of racks, then Fι = ιF ; hence F is a morphism of the
associated quandles. It follows that Aut⊲(X) ≃ Aut⊲ι(X). (But Inn⊲(X) and Inn⊲ι(X) may be
very different).
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From quandles to crossed sets. We exhibit a functor Q from the category of finite quandles
to that of crossed sets, which assigns to a quandle X a quotient crossed set Q(X) with the
expected universal property: any morphism of quandles X → Y is uniquely factorized through
Q(X) whenever Y is a crossed set. To see this, take on X ∼ as the equivalence relation generated
by
x ∼ x′ if ∃y s.t. x ⊲ y = y and y ⊲ x = x′.(1.7)
Then ∼ coincides with the identity relation if and only if X is a crossed set. Take X1 := X/ ∼.
We must see that X1 inherits the structure of a quandle. First, suppose x, x
′, y are as in (1.7).
Then x′ ⊲ y = (y ⊲ x) ⊲ (y ⊲ y) = y ⊲ (x ⊲ y) = y. Next, for z ∈ X , we have
y ⊲ (x′ ⊲ z) = (x′ ⊲ y) ⊲ (x′ ⊲ z) = x′ ⊲ (y ⊲ z) = (y ⊲ x) ⊲ (y ⊲ z) = y ⊲ (x ⊲ z),
whence we see that φx = φx′, and then φx = φx′′ for any x
′′ ∼ x. Thus, it makes sense to consider
⊲ : (X/ ∼)×X → X . Finally, we have for z ∈ X ,
(z ⊲ x) ⊲ (z ⊲ y) = z ⊲ (x ⊲ y) = (z ⊲ y) and
(z ⊲ y) ⊲ (z ⊲ x) = z ⊲ (y ⊲ x) = (z ⊲ x′).
Then (z ⊲ x) ∼ (z ⊲ x′), and it makes sense to consider ⊲ : (X/ ∼) × (X/ ∼) → (X/ ∼). If X1 is
not a crossed set then take X2 = X1/ ∼, and so on. Since X is finite, we must eventually arrive
to a crossed set. The functoriality and universal property are clear.
1.2. Basic definitions. We collect now a number of definitions and results; many of them appear
already in previous papers on racks or quandles, see [J1, B, CJKLS, FR].
We shall say that X is trivial if i ⊲ j = j for all i, j ∈ X .
Lemma 1.7. Let (X, ⊲) be a rack, H a group and ϕ : X → H an injective morphism of racks
such that the image is invariant under conjugation in H (thus (X, ⊲) is actually a crossed set).
Then the map ϕ˜ : H → SX , given by ϕ˜h(x) = ϕ
−1(hϕ(x)h−1), is a group homomorphism and its
image is contained in Aut⊲(X).
Proof. Left to the reader.
The assignment X 7→ Inn⊲(X) is not functorial in general; just take i ∈ X with φi 6= id; the
inclusion {i} ⊂ X does not extend to a morphism Inn⊲({i})→ Inn⊲(X) commuting with φ. But
we have:
Lemma 1.8. If π : X → Y is a surjective morphism of racks, then it extends to a group homo-
morphism Inn⊲(π) : Inn⊲(X)→ Inn⊲(Y ).
Proof. Let Inn⊲(π) be defined on φ(X) by Inn⊲(π)(φ(x)) = φ(π(x)). It is well defined and it
extends to a morphism of groups since π is surjective.
We determine now the structure of Inn⊲(X) when X is standard.
Lemma 1.9. Let H be a group and let X ⊂ H be a standard subset.
(1) Inn⊲(X) ≃ C/Z(C), where C = 〈X〉 is the subgroup of H generated by X, which is clearly
normal.
(2) If X generates H then Inn⊲(X) ≃ H/Z(H).
(3) If H is simple non-abelian and X 6= {1}, then H = Inn⊲(X).
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Proof. We prove (2); (1) and (3) will follow. By Lemma 1.7, we have a morphism
ψ : H → Aut⊲(X), whose image is Inn⊲(X). Now,
h ∈ ker(ψ) ⇐⇒ hxh−1 = x ∀x ∈ X ⇐⇒ h ∈ Z(H).
Corollary 1.10. Let X be a rack, let H be a group and let ψ : X → H be a morphism. If
Z(〈ψ(X)〉) is trivial, then ψ extends to a morphism Ψ : Inn⊲(X)→ H.
Proof. If Y = ψ(X), then Ψ : Inn⊲(X)
Inn⊲(ψ)
−→ Inn⊲(Y ) ≃ 〈Y 〉 →֒ H .
The map φ : X → Inn⊲(X) is not injective, in general.
Definition 1.11. We shall say that the rack (X, ⊲) is faithful when the corresponding φ is injec-
tive. Observe that in this case X is a crossed set, since it is standard.
Remark 1.12. If (X, ⊲) is faithful then the center of Inn⊲(X) is trivial. More generally, if z ∈
Z(Inn⊲(X)), then φz(i) = φi, for all i ∈ X .
Definition 1.13. A decomposition of a rack (X, ⊲) is a disjoint union X = Y ∪ Z such that Y
and Z are both subracks of X . (In particular, both Y and Z are non-empty). X is decomposable
if it admits a decomposition, and indecomposable otherwise.
The image of an indecomposable rack under a morphism is again indecomposable.
We shall occasionally denote in ⊲ j := φni (j), n ∈ Z. The orbit of an element x ∈ X is the
subset
Ox := {i
±1
s ⊲ (i
±1
s−1 ⊲ (. . . (i
±1
1 ⊲ x) . . . )) | i1, . . . , is ∈ X}.
That is, Ox is the orbit of x under the natural action of the group Inn⊲(X). (If X is finite, then
Ox = {is ⊲ (is−1 ⊲ (. . . (i1 ⊲ x) . . . )) | i1, . . . , is ∈ X}).
Lemma 1.14. Let (X, ⊲) be a rack, Y 6= X a non-empty subset and Z = X − Y . Then the
following are equivalent:
(1) X = Y ∪ Z is a decomposition of X.
(2) Y ⊲ Z ⊆ Z and Z ⊲ Y ⊆ Y .
(3) X ⊲ Y ⊆ Y .
Lemma 1.15. Let (X, ⊲) be a rack. Then the following are equivalent:
(1) X is indecomposable.
(2) X = Ox for all (for some) x ∈ X.
Note that a standard crossed set X ⊂ H need not be indecomposable, even if it consists of
only one H-orbit. However, it is so when H is simple by Lemma 1.9.
Example 1.16. If X ⊂ H is a conjugacy class with two elements, then it is trivial as crossed
set. As another example, take A an abelian group and G the group of automorphisms of A; let
H = A⋊G, and let X ⊂ A be any orbit for the action of G. Let 1G ∈ G be the unit and consider
X ⊂ H as X ⋊ 1G. Then X is trivial.
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Proposition 1.17. Any rack X is the disjoint union of maximal indecomposable subracks.
Proof. Given Y ⊂ X a subset, consider
Y ′ = Y ∪ (Y ⊲ Y ) ∪ (Y −1 ⊲ Y ) = Y ∪ {y ⊲ z | y, z ∈ Y } ∪ {y−1 ⊲ z | y, z ∈ Y }.
Then Y ′ ⊃ Y and any subrack of X containing Y contains Y ′. The subrack generated by Y is
thus
⋃
n∈N Y
n, where Y n+1 = (Y n)′ and Y 1 = Y . This is the smallest subrack of X containing Y .
For Y ⊂ X , we say that it is connectable if for any two elements y1, y2 ∈ Y there exist
uǫ11 , . . . , u
ǫn
n , where ui ∈ Y and ǫi ∈ {±1} ∀i, such that y2 = u
ǫ1
1 ⊲ (u
ǫ2
2 ⊲ · · · (u
ǫn
n ⊲ y1)) (here the
intermediate elemments uǫii ⊲ (u
ǫi+1
i+1 ⊲ · · · (u
ǫn
n ⊲ y1)) may not belong to Y ). Then it is easy to see
that if Y is connectable then so is Y ′. Hence, for Y connectable, the subrack generated by Y is
connectable and, being a subrack, it is indecomposable. Also, since the union of intersecting inde-
composable subracks is connectable, we see that they generate an indecomposable subrack. Hence
the indecomposable component of x ∈ X , the union of all indecomposable subracks containing x,
is an indecomposable subrack. Now, X is the disjoint union of such components.
Unlike the situation of Lemma 1.14, the indecomposable components may not be stable under
the action of X . The case of two components is more satisfactory because we can describe how
to glue two racks.
Lemma 1.18.
(1) Let Y, Z be two racks and X = Y ⊔ Z be their disjoint union. The following are equiva-
lent:
(a) Structures of rack on X such that X = Y ∪ Z is a decomposition.
(b) Pairs (σ, τ) of morphisms of racks σ : Y → Aut⊲(Z), τ : Z → Aut⊲(Y ) such that
y ⊲ τz(u) = τσy(z)(y ⊲ u), ∀y, u ∈ Y, z ∈ Z, i.e., φyτz = τσy(z)φy;(1.8)
z ⊲ σy(w) = στz(y)(z ⊲ w), ∀y ∈ Y, z, w ∈ Z, i.e., φzσy = στz(y)φz.(1.9)
(2) Assume that Y and Z are crossed sets and (1.8), (1.9) hold. Then X is a crossed set exactly
when
σy(z) = z if and only if τz(y) = y, ∀y ∈ Y, z ∈ Z.(1.10)
Proof. Left to the reader.
If the conditions of the Lemma are satisfied, we shall say that X is the amalgamated sum of
Y and Z. If σ and τ are trivial, we say that X is the disjoint sum of Y and Z. Clearly, one can
define the disjoint sum of any family of racks (resp. quandles, crossed sets).
For example, let X be a rack (resp. quandle, crossed set) and set X × 2 = 2X = X × {1, 2};
this is a rack (resp. quandle, crossed set) with (x, i) ⊲ (y, j) = (x ⊲ y, j), and 2X = X1 ∪X2 is a
decomposition, where Xi = X × {i}. Note that φ(x,i) = φ(x,j); φ is not injective. In an analogous
way, we define the crossed set nX , for any positive integer n. More generally, we have
Example 1.19. Let X , Y be two racks (resp. quandles, crossed sets). Then X × Y is a rack
(resp. quandle, crossed set), with (x, y) ⊲ (u, v) = (x ⊲ u, y ⊲ v); this is the direct product of X
and Y in the category of racks (resp. quandles, crossed sets).
Lemma 1.20. Let X, Y be two racks (resp. quandles, crossed sets). If X×Y is indecomposable
then X and Y are indecomposable. The converse is true if X or Y is a quandle.
FROM RACKS TO POINTED HOPF ALGEBRAS 9
Proof. Since the canonical projections X × Y → X and X × Y → Y are rack homomorphisms,
the first statement is immediate. For the second one, let (x1, y1), (x2, y2) ∈ X × Y . As X, Y are
indecomposable, there exist uǫ11 , . . . , u
ǫn
n , v
ǫ′1
1 , . . . , v
ǫ′m
m where ui ∈ X , vj ∈ Y and ǫi, ǫ
′
j ∈ {±1}
∀i, j, such that x2 = u
ǫ1
1 ⊲ (u
ǫ2
2 ⊲ · · · (u
ǫn
n ⊲ x1)) and y2 = v
ǫ′1
1 ⊲ (v
ǫ′2
2 ⊲ · · · (v
ǫ′m
m ⊲ y1)). Suppose X is a
quandle. Adding if necessary at the end of the sequence in Y pairs y1, y
−1
1 , we may suppose that
m ≥ n. Adding if necessary at the end of the sequence in X elements x1, we may suppose that
m = n. Then, (x2, y2) = (u
ǫ1
1 , v
ǫ′1
1 ) ⊲ ((u
ǫ2
2 , v
ǫ′2
2 ) ⊲ · · · ((u
ǫn
n , v
ǫ′n
n ) ⊲ (x1, y1))).
Let X be a rack, take φ : X → Inn⊲(X) as usual. Let us abbreviate Fy := φ
−1(y), a fiber of φ.
If X is a quandle, any fiber Fy is a trivial subquandle of X .
Lemma 1.21. (1) For x, y ∈ φ(X) the fibers Fy and Fx⊲y have the same cardinality.
(2) If X is an indecomposable crossed set, then the fibers of φ all have the same cardinality.
Proof. We claim that i ⊲ Fy ⊆ Fφi⊲y. Indeed, if j ∈ Fy, then φi⊲j = φiφjφ
−1
i = φiyφ
−1
i = φi ⊲ y;
the claim follows. Similarly, i−1 ⊲ Fy ⊆ Fφ−1i ⊲y, hence (1). Now (2) follows from (1).
We give finally some definitions of special classes of crossed sets, following [J1].
Definition 1.22. Let (X, ⊲) be a quandle. We shall say that X is involutory if φ2x = id for all
x ∈ X . That is, if x ⊲ (x ⊲ y) = y for all x, y ∈ X .
We shall say that X is abelian if (x ⊲ w) ⊲ (y ⊲ z) = (x ⊲ y) ⊲ (w ⊲ z) for all x, y, w, z ∈ X .
1.3. Examples.
A rack which is not a quandle. Take X any set and f ∈ SX any function. Let x ⊲ y = f(y).
This is a rack, and it is not a quandle if f 6= idX . This rack is called permutation rack.
A quandle which is not a crossed set. Take X = {x,+,−}, x ⊲± = ∓, φ± = idX .
Amalgamated sums. Let Z be a rack; we describe all the amalgamated sums X = Y ∪ Z for
Y = {0, 1} the trivial rack. Denote Aut(Y ) = {+ = id,−}. Let σ, τ be as in Lemma 1.18. First,
Z should decompose as a disjoint union of subracks Z = Z+ ∪ Z−, where τ(Z±) = ±. Second,
(1.8) is equivalent to Z± being stable by σ0 and σ1; and condition (1.9) reads
φzσ0 = σ0φz, φzσ1 = σ1φz, ∀z ∈ Z+,
φzσ0 = σ1φz, φzσ1 = σ0φz, ∀z ∈ Z−.
Another way to describe the situation is: Z = Z+∪Z− a disjoint union; let C+ =< φx, x ∈ Z+ >
be the group generated by φZ+, C− =< φxφy, x, y ∈ Z− >, and let C =< C+, C− >. Then
[σ0, C] = 1 ∈ SZ , σ1 = φxσ0φ
−1
x for any x ∈ Z−. If Z is a quandle then X is a quandle. If Z is a
crossed set then X is a crossed set iff Z+ = Z
σ0 = {fixed points of σ0} = Z
σ1 .
Polyhedral crossed sets. Let P ⊂ R3 be a regular polyhedron with vertices X = {x1, . . . , xn}
and center in 0. For 1 ≤ i ≤ n, let Ti be the orthogonal linear map which fixes xi and rotates
the orthogonal plane by an angle of 2π/r with the right hand rule (pointing the thumb to xi),
where r is the number of edges ending in each vertex. Then (X, ⊲) defined by xi ⊲ xj = Ti(xj)
is a crossed set. To see this, simply take G as the group of orthogonal transformations of P
with determinant 1 and notice that {T1, . . . , Tn} is a conjugacy class of G, whose underlying
(standard) crossed set is isomorphic to X . It is evident that Inn⊲(X) is isomorphic to the group
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generated by {T1, . . . , Tn}. It is clear that to each polyhedron also corresponds an analogous
crossed set given by the faces; it is isomorphic to the crossed set given by the vertices of the
dual polyhedron. It follows by inspection that the crossed sets of the vertices of the tetrahedron,
the octahedron, the dodecahedron and the icosahedron are indecomposable, while that of the
cube has two components, each of which is isomorphic to the crossed set of the vertices of the
tetrahedron. It is easy to see that in the indecomposable cases the group Inn⊲(X) coincides with
G. See Figure 1.
2 3
4
1
φ 1
Figure 1. Polyhedral crossed set of the tetrahedron
Coxeter racks. Let (V, < ,>) be a vector space over a field k, provided with an anisotropic
symmetric bilinear form < ,>. Let v ⊲u = u− 2<u,v>
<v,v>
v. Then (V −{0}, ⊲) is a rack, as well as any
subset closed for this operation. Particular cases of this are the root systems of semisimple Lie
algebras; the action φα coincides with the action of wα ∈ W , the Weyl group. To turn this into
a quandle one can either quotient out by the relation v ∼ −v, or take the conjugated quandle
(V −{0}, ⊲ι) as at the end of subsection 1.1 (see (1.6)). It is easy to see that v ⊲ι u = 2<u,v>
<v,v>
v−u,
and then this also is a crossed set.
Homogeneous crossed sets. Let G be a finite group and let φ : SG → Fun(G, SG) be the
function given by
φsx(y) = s(yx
−1)x, s ∈ SG, x, y ∈ G.
Then φsxφ
t
x = φ
st
x , i.e., φ is a morphism of groups, with the pointwise multiplication in
Fun(G, SG).
If, in addition, s : G → G is a group automorphism, then define x ⊲ y = φsx(y) = s(yx
−1)x. It
is easy to see that this makes (G, ⊲) into a crossed set. For instance, let us check (1.4):
x ⊲ y = y ⇐⇒ y = s(yx−1)x ⇐⇒ yx−1 = s(yx−1) ⇐⇒ xy−1 = s(xy−1) ⇐⇒ y ⊲ x = x.
We shall say that (G, ⊲) is a principal homogeneous crossed set, and we will denote it by (G, s).
Let t : G→ G, t(x) = s(x−1)x, so that x ⊲ y = s(y) t(x). It is clear that
φx = φz ⇐⇒ t(x) = t(z),(1.11)
whence the fibers as a crossed set are the same as the fibers of t. Note that t is a group homo-
morphism if and only if Im(t) ⊆ Z(G), the center of G.
More generally, let H ⊂ Gs be a subgroup, where Gs is the subgroup of elements of G fixed by
s. Then H\G is a crossed set, with Hx ⊲ Hy = Hs(yx−1)x; it is called a homogeneous crossed
set.
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It can be shown that a crossed set X is homogeneous if and only if it is a single orbit under
the action of Aut⊲(X) [J1].
Twisted homogeneous crossed sets. In the same vein, let G be a group and s ∈ Aut(G).
Take x ⊲ y = xs(yx−1). This is a crossed set which is different, in general, to the previous one.
Any orbit of this is called a twisted homogeneous crossed set.
Affine crossed sets. Let A be a finite abelian group and g : A→ A an isomorphism of groups.
The corresponding principal homogeneous crossed set is called an affine crossed set, and denoted
by (A, g). (They are also called Alexander quandles, see e.g. [CJKLS]).
Let f = id−g, then x ⊲ y = x+ g(y − x) = f(x) + g(y).
Let us compute the orbits of (A, g). Since g = id−f , we have x ⊲ y = f(x− y) + y. It is clear
then by induction that x1 ⊲ (x2 ⊲ · · · (xn ⊲ y)) ∈ y + f(A), whence Oy = y + Im(f). In this case,
by (1.11), indecomposable is equivalent to being faithful (since A is finite).
We compute now when two indecomposable affine crossed sets are isomorphic.
Lemma 1.23. Two indecomposable affine crossed sets (A, g) and (B, h) are isomorphic if and
only if there exists a linear isomorphism T : A→ B such that Tg = hT .
If this happens, any isomorphism of crossed sets U : (A, g) → (B, h) can be uniquely written
as U = τbT , where τb : B → B is the translation τb(x) = x + b and T : A → B is a linear
isomorphism such that Tg = hT .
Proof. Let U : (A, g) → (B, h) be an isomorphism of crossed sets. Since the translations are
isomorphisms of crossed sets, we decompose U = τbT , where T is an isomorphism of crossed sets
with T (0) = 0. Let f = id−g, k = id−h. We have
T (f(x) + g(y)) = k(T (x)) + h(T (y)).
Letting x = 0, we see that Tg = hT ; letting y = 0, we see that Tf = kT . Hence T (f(x)+g(y)) =
T (f(x)) + T (g(y)). But (A, g) is indecomposable, thus f is bijective; we conclude that T is
linear.
Remark 1.24. After we finished (the first version of) the paper, Nelson gave in [Ne] a classification
of non indecomposable affine crossed sets.
Corollary 1.25. If (A, g) is an indecomposable affine crossed set, then Aut⊲(A, g) is the semidi-
rect product A⋊ Aut(A)g, where Aut(A)g is the subgroup of all linear automorphisms of A such
that Tg = gT .
Notice that when (A, g) is not indecomposable, the corollary does not hold. For instance, if
g = id, then f = 0 and (A, id) is trivial, whence Aut⊲(A, g) = SA.
The group Inn⊲(A, g) is usually smaller: it can be easily shown that Inn⊲(A, g) = Im f ⋊ 〈g〉.
In fact, if a ∈ A then φa = (f(a), g) ∈ A⋊ Aut(A)
g. In particular, Inn⊲(A, g) is solvable.
Remark 1.26. We conclude that a standard crossed set O, where O is a single non-trivial orbit
of a simple non-abelian group, can not be affine; cf. Lemma 1.9.
Similarly, let us discuss when a polyhedral crossed set X is affine. The crossed set of vertices
of the tetrahedron is affine, actually isomorphic to (A = Z2 × Z2, g = ( 0 11 1 )). It can be seen
by hand that the crossed set of the vertices of the cube is not affine. Indeed, it is easy to see
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that the underlying group A should be either Z/2 × Z/4 or (Z/2)3, but since Aut(Z/2 × Z/4)
has order 8 and Inn⊲(X) has 3-torsion, the case A = Z/2× Z/4 is impossible. Furthermore, one
can exclude the case A = (Z/2)3 by looking at automorphisms g ∈ Aut(A) s.t. g3 = id. For
the other polyhedral crossed sets, we have that Inn⊲(X) is S4 for the octahedron, and A5 for the
icosahedron and the dodecahedron, so that X is not affine.
As a particular case, let A = Zn = Z/nZ, and let q ∈ Z
×
n such that (1 − q) ∈ Z
×
n . Then we
have a structure on Zn given by
(Zn, ⊲
q) x ⊲q y = (1− q)x+ qy.
This is an indecomposable crossed set, and it can be seen that (Zn, ⊲
q) ≃ (Zn, ⊲
q′) ⇐⇒ q = q′
(by Lemma 1.23, since Aut(Zn) is abelian).
It is immediate to see that (Z3, ⊲
2) is the only indecomposable crossed set with 3 elements; and
that any crossed set with 3 elements is either trivial or isomorphic to (Z3, ⊲
2).
It is proved in [EGS] that any indecomposable rack of prime order p is either isomorphic to
(Zp, ⊲
q) for q ∈ Z×p or it is isomorphic to (Zp, ⊲) with x⊲y = y+1. Indecomposable racks of order
p2 are classified in [G4], in particular it is proved there that any indecomposable quandle of order
p2 is affine.
Affine racks. These are a generalization of affine quandles. Let A be an abelian group, g ∈
Aut(A), f ∈ End(A) be such that fg = gf and f(id−g − f) = 0. We define then on A the
structure of rack given by x ⊲ y = f(x) + g(y). It is clear that A is a quandle iff f = id−g.
Notice that (id−f)(id+g−1f) = id; thus id−f is an automorphism of A. We can consider then
the affine quandle (A, id−f). It is easy to see that this quandle is the associated quandle for the
rack just defined (see (1.6)). As an example, one can take A = Zp2 , g = id, f(x) = px.
Amalgamated unions of affine crossed sets. Let (A, g), (A, h) be two indecomposable affine
crossed sets; let f, k be given by f = id−g, k = id−h, and let σ : (A, g) → Aut⊲(A, h),
τ : (A, h)→ Aut⊲(A, g) have the form σx = α(x)+β (i.e., σx(y) = α(x)+β(y)) and τy = γ+ δ(y)
(i.e., τy(x) = γ(x) + δ(y)) for certain β, γ ∈ Aut(A), α, δ ∈ End(A). Then by Lemma 1.23 we
must have β ∈ (Aut(A))h, γ ∈ (Aut(A))g and one can verify that
(1.8) is equivalent to f − fγ − δα = 0, δβ − gδ = 0;
(1.9) is equivalent to k − kβ − αδ = 0, αγ − hα = 0;
(1.10) is equivalent to α(x) + β(y) = y ⇐⇒ γ(x) + δ(y) = x.
Thus, the disjoint union X = (A, g) ⊔ (A, h) is a decomposable crossed set. For instance, let
h = −gf−1 = id−f−1. We define σ and τ by taking α = id, β = g, γ = h, δ = id.
If (A, g), (B, h) are non isomorphic indecomposable affine crossed sets, then any amalgamated
sum A ∪B is not affine. This is a consequence of the following easy lemma:
Lemma 1.27. If (A, g) is an affine crossed set, then its orbits are isomorphic as crossed sets.
Proof. Let {x0 = 0, . . . , xn} be a full set of representatives of coclasses in A/ Im(f). The orbits
are Im(f), Im(f) + x1, . . . , Im(f) + xn. Thus, τi : Im(f) + xi → Im(f), τi(y) = y − xi are
isomorphisms.
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Involutory crossed sets. This is a discretization of symmetric spaces, which we shall roughly
present (see [J1] for the full explanation). Let S be a set provided with a collection of functions
γ : Z → S, called geodesics, such that any two points of S belong to the image of some of
them. Consider the affine crossed set (Z,−1). Assume that the following condition holds: if
x, y ∈ S belong to two geodesics γ and γ′, say γ(n) = γ′(n′) = x, γ(m) = γ′(m′) = y, then
γ(n ⊲ m) = γ′(n′ ⊲ m′). Then we can define on S a unique binary operation ⊲ in such a way
that the geodesics respect ⊲, namely, x ⊲ y = γ(n ⊲ m) = γ(2n−m) for any geodesic γ such that
γ(n) = x and γ(m) = y. This operation furnishes S with the structure of an involutory crossed
set if it maps geodesics to geodesics; that is, if x ⊲ γ is a geodesic for any x and any γ. It can be
shown that any involutory crossed set arises in this way [J1].
Core crossed sets. Let G be a group. The core of G is the crossed set (G, ⊲), where x ⊲ y =
xy−1x. The core is an involutory crossed set. If G is abelian, its core is the affine crossed set with
g = − id. More generally, one can define the core of a Moufang loop.
The free quandle of a set. Let C be a set and let F (C) be the free group generated by C; let
Oc denote the orbit of c ∈ C in F (C). We claim that the standard crossed set XC :=
⋃
c∈C Oc is
the free quandle on the set C.
For, let ψ : C → (X, ⊲) be any function and let Ψ : F (C) → Inn⊲(X) be the unique group
homomorphism extending c 7→ φψ(c). We define then ψ̂ : XC → X by
ψ̂(y) = Ψ(u)(c), if y = ucu−1, c ∈ C.
The well-definiteness of ψ̂ is a consequence of the following facts about orbits in free groups:
(1) If c, d ∈ C and Oc = Od, then c = d.
(2) The centralizer of c ∈ C is 〈c〉.
It is not difficult to see that ψ̂ is indeed a morphism of quandles extending ψ, and the unique
one. It is easy to see that XC is also the free crossed set generated by C. It is not, however, a
free rack.
2. Extensions
2.1. Extensions with dynamical cocycle. We now discuss another way of constructing racks
(resp. quandles, crossed sets), generalizing Example 1.19. The proof of the following result is
essentially straightforward.
Lemma 2.1. Let X be a rack and let S be a non-empty set. Let α : X ×X → Fun(S × S, S) be
a function, so that for each i, j ∈ X and s, t ∈ S we have an element αij(s, t) ∈ S. We will write
αij(s) : S → S the function αij(s)(t) = αij(s, t). Then X × S is a rack with respect to
(i, s) ⊲ (j, t) = (i ⊲ j, αij(s, t))
if and only if the following conditions hold:
αij(s) is a bijection;(2.1)
αi,j⊲k(s, αjk(t, u)) = αi⊲j,i⊲k(αij(s, t), αik(s, u)) ∀i, j, k ∈ X, s, t, u ∈ S.(2.2)
in other words, αi,j⊲k(s)αj,k(t) = αi⊲j,i⊲k(αi,j(s, t))αi,k(s).
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If X is a quandle, then X × S is a quandle iff further
αii(s, s) = s for all i ∈ X and s ∈ S.(2.3)
If X is a crossed set, then X × S is a crossed set iff further
αji(t, s) = s whenever i ⊲ j = j and αij(s, t) = t ∀i, j ∈ X, s, t ∈ S.(2.4)
Definition 2.2. If these conditions hold we say that α is a dynamical cocycle and that X × S
is an extension of X by S; we shall denote it by X ×α S. When necessary, we shall say that α
is a rack (resp. quandle, crossed set) dynamical cocycle to specify that we require it to satisfy
(2.1)+(2.2) (resp. (2.1)+(2.2)+(2.3), (2.1)+(2.2)+(2.3)+(2.4)). The presence of the parameter s
justifies the name of “dynamical”.
Assume that X is a quandle and let α be a quandle dynamical cocycle. For i ∈ X consider
s ⊲i t := αii(s, t). It is immediate to see that (S, ⊲i) becomes a quandle ∀i ∈ X . Then (2.2), when
j = k, says:
αi,j(s, t ⊲j u) = αij(s, t) ⊲i⊲j αij(s, u), ∀s, t, u ∈ S.(2.5)
In other words, the map αij(s) is an isomorphism of quandles αij(s) : (S, ⊲j)→ (S, ⊲i⊲j).
The projection X ×α S → X is clearly a morphism. Conversely, it turns out that projections
of indecomposable racks (resp. quandles, crossed sets) are always extensions. Before going over
this, we state a technical lemma for further use.
Lemma 2.3. Let (X, ⊲) be a quandle which is a disjoint union X =
∐
i∈Y Xi such that there
exists ⊲¯ : Y ×Y → Y with Xi ⊲Xj = Xi⊲¯j. Suppose that card(Xi) = card(Xj) ∀i, j (this holds for
instance if X is indecomposable). Then (Y, ⊲¯) is a quandle.
Furthermore, take S a set such that card(S) = card(Xi) and for each i ∈ Y set gi : Xi → S a
bijection. Let α : Y × Y → Fun(S × S, S) be given by αij(s, t) := gi⊲¯j(g
−1
i (s) ⊲ g
−1
j (t)). Then α is
a dynamical cocycle and X ≃ Y ×α S.
Proof. This follows without troubles from Lemma 2.1.
Remark 2.4. (1) Within the hypotheses of the lemma, if X is indecomposable then so is Y .
(2) The whole lemma can be stated in terms of racks.
(3) In order to state the lemma in terms of crossed sets, it is necessary to further assume that
(Y, ⊲¯) is a crossed set, i.e., that it satisfies (1.4).
Corollary 2.5. Let (X, ⊲), (Y, ⊲¯) be quandles (resp. racks, crossed sets). Let f : X → Y be a
surjective morphism such that the fibers f−1(y) all have the same cardinality (this happens for
instance if X is indecomposable). Then X is an extension X = Y ×α S.
Let X be a rack. Let α : X ×X → Fun(S × S, S) be a dynamical cocycle and let γ : X → SS
be a function. Define α′ : X ×X → Fun(S × S, S) by
α′i,j(s, t) = γi⊲j(αi,j(γ
−1
i (s), γ
−1
j (t))), i.e., α
′
ij(s) = γi⊲jαij(γ
−1
i (s))γ
−1
j .(2.6)
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Then α′ is a dynamical cocycle and we have an isomorphism of racks T : (X ×α S)→ (X ×α′ S)
given by T (i, s) = (i, γi(s)).
Conversely, if there is an isomorphism of racks T : (X ×α S)→ (X ×α′ S) which commutes with
the canonical projection X×S → X then there exists γ : X → SS such that α and α
′ are related
as in (2.6).
Definition 2.6. We say that α and α′ are cohomologous if and only if there exists γ : X → SS
such that α and α′ are related as as in (2.6).
Example 2.7. Let Y be the crossed set given by the faces of the cube. Then Y is the disjoint
union of the subsets made out of the pairs of opposite faces. This union satisfies the hypotheses
of Lemma 2.3 and, being indecomposable, the quotient (X, ⊲¯) is isomorphic to the crossed set
(Z3, ⊲
2).
Example 2.8. Let (A, g) be an affine crossed set. Suppose that there exists a subgroup B ⊆ A
invariant by g; let g be the induced automorphism of A/B. Consider the affine crossed set
(A/B, g); the projection (A, g)
π
−→(A/B, g) is a morphism of crossed sets. Corollary 2.5 applies
and we see that A is an extension of A/B.
More examples appear in [CHNS] by means of group extensions. They are used to color twist-
spun knots.
2.2. Extensions with constant cocycle. Let X be a rack. Let β : X ×X → SS. We say that
β is a constant rack cocycle if
βi,j⊲kβj,k = βi⊲j,i⊲kβi,k.(2.7)
If X is a quandle, we say that β is a constant quandle cocycle if it further satisfies
βii = id, ∀i ∈ X.(2.8)
If X is a crossed set, we say that β is a constant crossed set cocycle if it further satisfies
βji = id whenever i ⊲ j = j and βij(t) = t for some t ∈ S.(2.9)
We have then an extension X ×β S := X ×α S, taking αij(s, t) = βij(t). Note that ⊲i is trivial
for all i, and the fiber Fφ(i,s) = Fφi × S.
We shall say in this case that the extension is non-abelian. It is clear that an extension X×α S
is non-abelian if and only if αij(s) = αij(t) ∀s, t ∈ S, ∀i, j ∈ X .
Definition 2.9. Let γ : X → SS be a function and let β be a constant cocycle. Define β
′ :
X ×X → SS by
β ′i,j = γi⊲j βi,j γ
−1
j .
Then we have an isomorphism T : (X ×β S) → (X ×β′ S) given by T (i, s) = (i, γi(s)). In this
case, we shall say that β and β ′ are cohomologous.
The use of the word “cocycle” is not only suggested by its analogy with group 2-cocycles,
which describe extensions: there is a general definition of abelian cohomology (see Section 4) for
which this is its natural non-abelian counterpart. The use of the word “cocycle” in the phrase
“dynamical cocycle” stands on the same basis.
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For X ×β S a non-abelian extension, let ψ : X → Inn⊲(X ×β S) be given by ψi = φ(i,t) for
an arbitrary t ∈ S; that is, ψi(j, s) = (i ⊲ j, βi,j(s)). Then ψ(X) generates Inn⊲(X ×β S). Let
Hi = {h ∈ Inn⊲(X ×β S) | h(i, s) ∈ i× S ∀s ∈ S}.
Definition 2.10. Assume that X is indecomposable. A constant cocycle β : X × X → SS is
transitive if for some i ∈ X , the group Hi acts transitively on i × S. Note that this definition
does not depend on i.
We have seen that all the fibers of an indecomposable rack (resp. quandle, crossed set) have the
same cardinality; we provide now a precise description of an indecomposable rack (resp. quandle,
crossed set). Recall the map φ : Y → Inn⊲(Y ) from Definition 1.3.
Proposition 2.11. Let Y be an indecomposable rack (resp. quandle, crossed set), let X = φ(Y )
and let S be a set with the cardinality of the fibers of φ. Then we have an isomorphism T : Y →
X ×β S for some constant cocycle β.
Conversely, a non-abelian extension X×βS is indecomposable if and only if X is indecomposable
and β is transitive.
Proof. Choose, for each x ∈ X , a bijection gx : Fx = φ
−1(x) → S. We have then a bijection
T : Y → X × S, T (i) = (φi, gφi(i)). We define, for x, y ∈ X and s ∈ S,
βxy(s) = gx⊲y(T
−1(x, s) ⊲ T−1(y, s)).
It is straightforward to see that β is a constant cocycle and that T is an isomorphism.
The second part is clear.
Example 2.12. Let X = {1, 2, 3, 4} be the tetrahedral crossed set defined in Subsection 1.3 and
let S = {a, b}. Then SS = {id, σ} ≃ C2 = {±1}. There is a non-trivial 2-cocycle β : X ×X → S
given by {
β(x, y) = 1 if x = 1 or y = 1 or x = y,
β(x, y) = −1 otherwise.
Let ψ : X → Inn⊲(X ×β S) be as in the paragraph preceding Definition 2.10. It is clear that
ψ(1)ψ(2) ∈ H4, and ψ(1)ψ(2)(4× a) = ψ(1)(3× b) = 4× b, whence β is transitive and X ×β S is
indecomposable.
A way to construct cocycles, which resembles the classification of Yetter–Drinfeld modules over
group algebras, is the following one:
Example 2.13. LetX be an indecomposable (finite) rack, x0 ∈ X a fixed element, G = Inn⊲(X),
and let H = Gx0 be the subgroup of the inner isomorphisms which fix x0. Let Z be a (finite)
set and ρ : H → SZ a group homomorphism. There is then a bijection G/H → X given by
g 7→ g(x0). Fix a (set theoretical) section s : X → G; i.e., s(x) ·x0 = x ∀x ∈ X . This determines,
for each x, y ∈ X , an element tx,y ∈ H such that φxs(y) = s(x ⊲ y)tx,y. To see this, we compute
s(x ⊲ y)−1φxs(y) · x0 = s(x ⊲ y)
−1φx · y = s(x ⊲ y)
−1 · (x ⊲ y) = x0.
Then it is straightforward to see that β : X × X → SZ , βx,y = ρ(tx,y) is a constant cocycle.
Explicitly, this defines an extension X ×β Z as
(x, z) ⊲ (x′, z′) = (x ⊲ x′, ρ(s(x ⊲ x′)−1φxs(x
′))(z′)).
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Even if X is a quandle, this is not a quandle in general, since it does not necessarily satisfy
(2.8). Let us compute when (2.8) is satisfied (suppose that X is a quandle)
βx,x = ρ(s(x ⊲ x)
−1φxs(x)) = ρ(s(x)
−1φxs(x)) = ρ(φs(x)−1·x) = ρ(φx0).
Then X ×β Z is a quandle iff X is a quandle and ρ(φx0) = 1 ∈ SZ .
Remark 2.14. It is easy to see that for polyhedral quandles and affine quandles the group H is
generated by φx0, and then we can not construct non-trivial extensions in this way.
2.3. Modules over a rack. Throughout this subsection, R will denote the category of racks.
All the constructions below can be performed in the category Q of quandles, or in the category
CrS of crossed sets.
It is clear that finite direct products exist in the category R, cf. Example 1.19. Then we can
consider group objects in R; they are determined by the following Proposition.
Proposition 2.15. A group object in R is given by a triple (G, s, t), where G is a group, s ∈
Aut(G), t : G→ Z(G) is a group homomorphism, and
• st = ts,
• s(x)x−1t(x) ∈ ker(t) ∀x ∈ G.
The rack structure is given by x ⊲ y = t(x)s(y).
A group object (G, s, t) in R is a quandle iff t(x) = s(x)−1x ∀x ∈ G, iff it is an homogeneous
quandle (hence crossed set).
A group object (G, s, t) in R is abelian iff it is an affine rack.
Proof. The second and third statements follow from the first without difficulties (notice that the
image of t lies in the center).
A group object in R is a triple (G, ·, ⊲) with (G, ·) a group and (G, ⊲) a rack, such that the
multiplication · is a morphism of racks. Let s, t : G→ G, s(x) = 1 ⊲ x, t(x) = x ⊲ 1. Then both s
and t are group homomorphisms since s(xy) = 1⊲(xy) = (1 ·1)⊲(x ·y) = (1⊲x) ·(1⊲y) = s(x)s(y),
and analogously for t. Furthermore,
x ⊲ y = (1 · x) ⊲ (y · 1) = (1 ⊲ y) · (x ⊲ 1) = s(y)t(x)
= (x ⊲ 1) · (1 ⊲ y) = t(x)s(y).
Then, s must be an isomorphism, and then t(x) is central ∀x. Last,
x ⊲ (y ⊲ z) = t(x) · st(y) · s2(z),
(x ⊲ y) ⊲ (x ⊲ z) = t2(x) · ts(y) · st(x) · s2(z),
whence t(x) · st(y) = t2(x) · ts(y) · st(x). Taking x = 1 we see that st = ts. Taking y = 1 we see
that t(t(x)s(x)x−1) = 1. The converse is not difficult.
Let us now consider the “comma category” R|X over a fixed rack X ; recall that the objects
of R|X are the maps f : Y → X and the arrows between f : Y → X and g : Z → X are the
commutative triangles, i.e. the maps h : Y → Z such that gh = f .
Since equalizers exist in R (they are just the set-theoretical equalizers with the induced ⊲), R
has finite limits. It follows that R|X also has finite limits. We are willing to determine all abelian
group objects in R|X .
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Definition 2.16. Let X be a rack and let A be an abelian group. A structure of X-module on
A consists of the following data:
• a family (ηij)i,j∈X of automorphisms of A, and
• a family (τij)i,j∈X of endomorphisms of A,
such that the following axioms hold:
ηi,j⊲k ηj,k = ηi⊲j,i⊲k ηi,k,(2.10)
τi,j⊲k = ηi⊲j,i⊲k τi,k + τi⊲j,i⊲k τi,j,(2.11)
ηi,j⊲k τj,k = τi⊲j,i⊲k ηi,j .(2.12)
If X is a quandle, a quandle structure of X-module on A is a structure of X-module which further
satisfies
ηii + τii = id .(2.13)
If X is a crossed set, a crossed set structure of X-module on A is a quandle structure of X-module
which further satisfies
if i ⊲ j = j and (id−ηij)(t) = τij(s) for some s, t then (id−ηji)(s) = τji(t),(2.14)
An X-module is an abelian group A provided with a structure of X-module.
Remark 2.17. Taking j = k in (2.10), one gets in presence of (1.3) the suggestive equality:
ηi,j ηj,j = ηi⊲j,i⊲j ηi,j.(2.15)
Let A be an X-module. We define αij : A×A→ A by
αij(s, t) := ηij(t) + τij(s).
Theorem 2.18. (1) αij is a dynamical cocycle, hence we can form the rack Y = X ×α A.
(2) The canonical projection p : Y → X is an abelian group in R|X .
(3) If p : Y → X is an abelian group in R|X and X is indecomposable, then Y ≃ X ×α A for
some X-module A and p is the canonical projection.
(4) If X is a quandle and A is a quandle X-module, then the preceding statements are true in
the category of quandles. Same for crossed sets.
Proof. (1) Condition (2.1) follows since ηij is an automorphism. The left hand side of (2.2) is
ηi,j⊲k ηj,k(u) + ηi,j⊲k τj,k(t) + τi,j⊲k(s)
and the right hand side of (2.2) is
ηi⊲j,i⊲k ηi,k(u) + τi⊲j,i⊲k ηi,j(t) + ηi⊲j,i⊲k τi,k(s) + τi⊲j,i⊲k τi,j(s).
Thus, (2.2) follows from (2.10), (2.11) and (2.12).
(2) Let σ : X → X ×α A, σ(i) = (i, 0), i ∈ X ; it is clearly a morphism of racks. Let + :
Y ×X Y → Y , (i, a)+(i, b) = (i, a+ b); it is clearly a morphism in R|X . It is not difficult to verify
that (Y,+) is an abelian group in R|X with identity element σ.
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(3) Let p : Y → X be an abelian group in R|X , X an arbitrary rack. We have morphisms in
R|X + : Y ×X Y → Y and σ : X → Y satisfying the axioms of abelian group. In particular, we
have:
(a) The existence of σ implies that p is surjective; if i ∈ X , Ai := p
−1(i) is an abelian group
with identity σ(i).
(b) (a+ b) ⊲ (c+ d) = (a ⊲ c) + (b ⊲ d) ∈ Ai⊲j , if a, b ∈ Ai, c, d ∈ Aj .
(c) The map hij : Aj → Ai⊲j , hij the restriction of φσ(i), is an isomorphism of abelian groups,
for all i, j ∈ X .
Assume now that X is indecomposable. Then all the abelian groups Ai are isomorphic, by (3c).
Fix an abelian group A provided with group isomorphisms γi : Ai → A. Define αij : A×A→ A,
i, j ∈ X , by
αij(s, t) := γi⊲j(γ
−1
i (s) ⊲ γ
−1
j (t)).
We claim that αij(s, t) = ηij(t) + τij(s), where ηij(t) = αij(0, t) and τij(s) = αij(s, 0); this
follows without difficulty from (3b), since the γ’s are linear. Now, ηij(t) = γi⊲jhijγ
−1
j is a linear
automorphism, whereas τij is linear by (3b). We need finally to verify conditions (2.10)–(2.12);
this is done reversing the arguments in part (1).
(4) Condition (2.3) amounts in the present case to (2.13), whereas condition (2.4) amounts to
(2.14).
Remark 2.19. Assume now that X is a non-indecomposable quandle and keep the notation of the
proof. Then Ai is a subquandle of Y , indeed an abelian group in Q. By Proposition 2.15, Ai is
affine, with respect to some gi ∈ Aut(Ai).
Example 2.20. If (A, g) is an affine crossed set, then it is an X-module over any rack X with
ηij = g, τij = f = id−g. We shall say that A is a trivial X-module if g = id, that is when it is
trivial as crossed set.
Example 2.21. Let X be a trivial quandle, let (Ai)i∈X be a family of affine quandles and let Y
be the disjoint sum of the Ai’s, with the evident projection Y → X . Then Y → X is an abelian
group in Q|X which is not an extension of X by any X-module, if the Ai’s are not isomorphic.
We now show that the category of X-modules, X an indecomposable quandle or rack, is abelian
with enough projectives. Actually, it is equivalent to the category of modules over a suitable
algebra.
Definition 2.22. The rack algebra of a rack (X, ⊲) is the Z-algebra Z{X} presented by generators
(η±1ij )i,j∈X and (τij)i,j∈X , with relations ηijη
−1
ij = η
−1
ij ηij = 1, (2.10), (2.11) and (2.12).
The quandle algebra of a quandle (X, ⊲) is the Z-algebra Z(X) presented by generators (η±1ij )i,j∈X
and (τij)i,j∈X, with relations ηijη
−1
ij = η
−1
ij ηij = 1, (2.10), (2.11), (2.12) and (2.13).
It is evident that the category of X-modules, X a rack, is equivalent to the category of modules
over Z{X}; therefore, it is abelian with enough injective and projective objects. Same for quandle
X-modules and Z(X).
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The algebra Z(X) is augmented with augmentation ε : Z(X)→ Z, ε(ηij) = 1, ε(τij) = 0. The
algebra Z{X} is also augmented, composing ε with the projection Z{X} → Z(X).
There are various interesting quotients of the algebra Z(X).
First, the quotient of Z(X) by the ideal generated by the τij ’s is isomorphic to the group algebra
of the group Λ(X) presented by generators (ηij)i,j∈X with relations (2.10).
Next, consider the following elements of the group algebra ZGX (see Definition 1.5):
ηij := i, τij := 1− (i ⊲ j).(2.16)
It is not difficult to see that this defines a surjective algebra homomorphism Z(X)→ ZGX ; in
particular any GX-module has a natural structure of X-module.
Definition 2.23. If X is a crossed set and M is any GX-module then M also satisfies the extra
condition (2.14). We shall say that M is a restricted X-module.
Definition 2.24. Let X be a rack and let A be an X-module. A 2-cocycle on X with values in
A is a collection (κij)i,j∈X of elements in A such that
ηi,j⊲k(κjk) + κi,j⊲k = ηi⊲j,i⊲k(κik) + τi⊲j,i⊲k(κij) + κi⊲j,i⊲k ∀i, j, k ∈ X.(2.17)
Two 2-cocycles κ and κ′ are cohomologous iff ∃f : X → A such that
κ′ij = κij − ηij(f(j)) + f(i ⊲ j)− τij(f(i)).(2.18)
As remarked earlier, the reader can find in section 4 a complex which justifies these names.
Proposition 2.25. (1) Let X be a rack and consider functions η : X × X → Aut(A),
τ : X ×X → End(A), κ : X ×X → A. Let us define a map α by
αi,j(a, b) = ηi,j(b) + τi,j(a) + κij, a, b ∈ A.(2.19)
Then the following conditions are equivalent:
(a) α is a dynamical cocycle.
(b) η, τ define a structure of an X-module on A and (κij) is a 2-cocycle, i.e. it satisfies
(2.17).
(2) Let κ and κ′ be 2-cocycles and let α, α′ be their respective dynamical cocycles. If κ and κ′
are cohomologous then α and α′ are cohomologous.
Proof. Straightforward. For the second part, if f is as in (2.18), then take γ : X → SA by
γi(s) = f(i) + s. It is easy to verify (2.6).
Definition 2.26. If X is a rack, A is an X-module and (κij)i,j∈X is a 2-cocycle on X with values
in A, then the extension X ×α A, where α is given by (2.19), is called an affine module over X .
By abuse of notation, this extension will be denoted X ×κ A.
All the constructions and results in this section are valid more generally over a fixed commu-
tative ring R.
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3. Simple racks
3.1. Faithful indecomposable crossed sets. To classify indecomposable racks, we may first
consider faithful indecomposable crossed sets (recall that a faithful rack is necessarily a crossed
set), and next compute all possible extensions.
Proposition 3.1. Let X be an indecomposable finite rack. Then X is isomorphic to an extension
Y ×α S, where Y is a faithful indecomposable crossed set. Furthermore Y can be chosen uniquely
with the property that any surjection X → Z of racks, with Z faithful, factorizes through Y .
Proof. Consider the sequence X → X1 := φ(X) → X2 := φ(X1) . . . . Since X is finite the
sequence stabilizes, say at Y = Xn, which is clearly faithful and indecomposable. By Corollary
2.5, X ≃ Y ×α S. Now let ψ : X → Z be a surjection, with Z faithful. By Lemma 1.8, it gives a
surjection ψ1 : X1 → Z, and so on.
Faithful indecomposable crossed sets can be characterized as follows.
Proposition 3.2. (1) If X is a faithful indecomposable crossed set, then there exists a group
G and an injective morphism of crossed sets ϕ : X → G, such that Z(G) is trivial and ϕ(X) is
a single orbit generating G as a group. Furthermore, G is unique up to isomorphisms with these
conditions.
(2) If X is a single orbit in a group G with Z(G) trivial and X generates G, then X is a faithful
indecomposable crossed set.
(3) There is an equivalence of categories between
(a) The category of faithful indecomposable crossed sets, with surjective morphisms.
(b) The category of pairs (G,O), where G is a group with trivial center and O is an orbit
generating G; a morphism f : (G,O) → (K,U) is a group homomorphism f : G → K
such that f(O) = U .
Proof. (1) Existence: take G = Inn⊲(X); uniqueness: by Lemma 1.9.
(2) Immediate.
(3) Follows from (1), (2) and Lemma 1.8.
We shall say that a projection (= surjective homomorphism) π : X → Y of racks is trivial if
cardY is either 1 or cardX .
Definition 3.3. A rack X is simple if it is not trivial and any projection of racks π : X → Y is
trivial.
A decomposable rack has a projection onto the trivial rack with two elements; it follows that
a simple rack is indecomposable.
Let X be a simple rack with n elements; then φ(X) has only one point, or φ is a bijection. In
the first case, X is a permutation rack defined by a cycle of length n; in the second case X is a
crossed set (and necessarily cardX > 2).
It is not difficult to see that a permutation rack with n elements defined by a cycle of length n
is simple if and only if n is prime.
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Proposition 3.4. Let X be an indecomposable faithful crossed set, which corresponds to a pair
(G,O). Then X is simple if and only if any quotient of G different from G is cyclic.
Proof. Assume X is simple. If π : G → K is an epimorphism of groups, then either π(X) is a
single point or π|X is bijective. If π(X) is a point, this point generates K, and then K must be
cyclic. If π|X is bijective, take h ∈ ker(π); then hxh
−1 = x ∀x ∈ X , whence h ∈ Z(G). This
means that π is bijective.
Assume now that any non-trivial quotient of G is cyclic. Let π : X → Y be a surjective
morphism of crossed sets, then G ≃ Inn⊲(X)→ Inn⊲(Y ) is an epimorphism, so that either it is a
bijection (then X ≃ Y ) or Inn⊲(Y ) is cyclic. In the last case, φ(Y ), being indecomposable, is a
point; hence Y , being also indecomposable, is a point.
Example 3.5. Let X be the crossed set of the faces of the cube. We can realize X as the orbit
given by 4-cycles inside S4, since X is faithful and Inn⊲(X) ≃ S4. Considering the quotient
S4 → S4/K ≃ S3, where K is the Klein subgroup, we see that X is not simple. Indeed, this gives
X as the same extension Z3 ×α Z2 as in Example 2.7. Also, if X
′ is the orbit given by the 6
transpositions in S4, we see taking the same quotient S4/K that X
′ is an extension Z3 ×α′ Z2.
Example 3.6. Since the only proper quotient of Sn (n ≥ 5) is cyclic, we see that if X is a
non-trivial orbit of Sn then either
• X generates Sn and then it is simple, or
• X ⊂ An.
IfX ⊂ An, then it might fail to be an orbit in An. This would happen if and only if the centralizers
of the elements of X lie inside An (because the order of the orbits is the ratio between the order
of the group and the order of the centralizers). In this case, thus, X decomposes as a union of
two orbits, which are isomorphic via conjugation by any element in Sn \ An (an example of this
case arises for n = 5 and X the 5-cycles). On the other hand, if the centralizers of the elements
of X are not included in An then X is indecomposable, and hence simple by the proposition.
3.2. Classification of simple racks. We characterize now simple racks in group-theoretical
terms. We first classify finite groups G such that Z(G) is trivial and G/N is cyclic for any normal
non-trivial subgroup of G. We are grateful to R. Guralnick for help in this question.
To fix notation, if G acts on H , we put H ⋊G the semidirect product with structure
(h, g)(h′, g′) = (h(g · h′), gg′).
Theorem 3.7 (Guralnick). Let G be a non-trivial finite group such that Z(G) is trivial and G/H
is cyclic for any normal non-trivial subgroup H. Then there are a simple group L, a positive
integer t and a finite cyclic group C =< x > in Aut(N), where N := Lt = L× · · · × L (t times),
such that one of the following possibilities hold.
(1) L is abelian, so that N is elementary abelian of order pt, x is not trivial and it acts irre-
ducibly on N . Furthermore, G ≃ N ⋊ C.
(2) L is simple non-abelian, G = NC ≃ (N ⋊ C)/Z(N ⋊ C) and x acts by
x · (l1, . . . , lt) = (θ(lt), l1, . . . , lt−1)(3.1)
for some θ ∈ Aut(L).
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Conversely, all the groups in (1) or (2) have the desired properties. Furthermore, two groups in
either of the lists are isomorphic if and only if the corresponding groups L are isomorphic, the cor-
responding integers t are equal and the corresponding automorphisms x define, up to conjugation,
the same element Out(N) = Aut(N)/ Int(N).
Before proving the Theorem, we observe that:
• If G is a group which is not abelian and such that G/H is abelian for any normal non-trivial
subgroup H , then G has a unique minimal non-trivial normal subgroup, namely [G,G].
• If G is a finite group such that G/N is cyclic for any normal non-trivial subgroup N , then
“Z(G) is trivial” is equivalent to “G is non-abelian”.
• Case (2) covers the case where G is non-abelian simple (t = 1, C is trivial).
• In case (1), identify L with Fp and the automorphism x with T ∈ GL(t,Fp). Then x acts
irreducibly if and only if the characteristic polynomial of T is irreducible, hence equals the
minimal polynomial of T . In this case, if n = ord x and if d divides n, 1 6= d 6= n, then
ker(T d − id) = 0; this implies that N − 0 is a union of copies of C. Hence |C| divides pt − 1.
Clearly, we may assume that x acts by the companion matrix of an irreducible polynomial in
Fp[X ] of degree t.
• Let N , C be two groups, C acting on N by group automorphisms. The center Z(N ⋊ C) is
given by Z(N ⋊ C) = {(n, c) | c ∈ Z(C), n ∈ NC , c ·m = n−1mn ∀m ∈ N}. In particular, if
p : (N ⋊ C)→ (N ⋊ C)/Z(N ⋊ C) is the projection then p(N) ≃ N/Z(N)C .
Proof. Step I.We first show that the groups described in the Theorem have the desired properties.
Let L, N , C, G be as in case (1). By the irreducibility of the action of C, being x non-
trivial, we see that Z(G) is trivial. We claim that any non-trivial normal subgroup M of G
contains N . For, M ∩ N is either trivial or M ∩ N = N . If a ∈ G and m ∈ M , m 6= e; then
[a,m] ∈M ∩ [G,G] ⊆M ∩N . Thus M ∩N is non-trivial, since otherwise m ∈ Z(G), proving the
claim. Hence any non-trivial quotient of G, being a quotient of C, is cyclic, and G satisfies the
requirements of the theorem.
Let now L, N , C, G be as in case (2). We identify N with its image in G. We claim next
that Z(G) is trivial. Let (n, c) ∈ N ⋊ C be such that p(n, c) = nc ∈ Z(G). It is easy to see that
n ∈ Nx and c acts on N by conjugation by n−1. Thus (n, c) ∈ Z(N ⋊ C) and nc = 1 in G.
Any normal subgroup P of N is of the form
∏
j∈J Lj , for some subset J of {1, . . . , t}; if P is
also x-stable then either P is trivial or equals N , because x permutes the copies of L. As in case
(1), we conclude that any non-trivial normal subgroup M of G contains N ; hence any non-trivial
quotient of G is cyclic.
Step II. Let G be a finite group with a minimal normal non-trivial subgroup N , and assume
that G/N is cyclic. Then there exists a simple subgroup L of N , and a subgroup C =< x > of
G such that N = L× · · · × L (t copies) and G = NC.
Indeed, let x ∈ G be such that its class generates G/N and let C be the subgroup generated by
x; then G = NC. Let L be a minimal normal non-trivial subgroup of N . Then Li := x
i−1Lx−i+1
is also a minimal normal subgroup of N and (L1 · · ·Lj) ∩ Lj+1 is either trivial or Lj+1. Let t be
the smallest positive integer such that (L1 · · ·Lt) ∩ Lt+1 = Lt+1. Then L1 · · ·Lt ≃ L1 × · · · × Lt
is a normal subgroup of N and is stable by conjugation by x; so it is normal in G and therefore
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equal to N . If S is a normal subgroup of L, then S ≃ S × 1 × · · · × 1 is normal in N , and by
minimality of L, L is simple.
Step III. We now show that any group G satisfying the requirements of the theorem is either
as in case (1) or (2). We may assume that G is not simple. We keep the notation of Step II and
assume then that Z(G) is trivial and that any proper quotient of G is cyclic.
If N is abelian then N ∩ C ⊆ Z(G) is trivial, whence G = N ⋊ C. Furthermore, x should act
irreducibly since any subgroup P ⊂ N which is x-stable is normal. Hence, G is as in case (1).
If L is not abelian and t > 1 we have, for i > 1, [xLtx
−1, Li] = x[Lt, Li−1]x
−1 = 1, from where x
sends Lt isomorphically to L1, and x acts as in case (2) of the statement. Consider the projection
p : N ⋊C → G. Since Z(G) is trivial, Z(N ⋊C) ⊂ ker(p). Let now (n, c) ∈ ker(p); then c = n−1
in G, whence c acts by conjugation on N by n−1. Thus (n, c) ∈ Z(N ⋊ C), and we are done.
Step IV. We prove the uniqueness statement. N is unique since, as remarked, N = [G,G].
Now, L is unique by Jordan–Ho¨lder, then t is unique. Since x was chosen modulo N , x and x′
give rise to the same group if they coincide in Out(N). Furthermore, since any automorphism
G→ G must leave N invariant, x is unique up to conjugation in Out(N).
Remark 3.8. Let N , C be finite groups with C acting on N by group automorphisms, and let
G = N ⋊ C. If (m, z), (n, y) ∈ G, then
(m, z)(n, y)(m, z)−1 = (m(z · n)(zyz−1 ·m−1), zyz−1).
When C is abelian, it follows that
C(n, y) =
⋃
z∈C
Oy(z · n)× {y},(3.2)
where C stands for conjugacy class, and Oy for the orbit under the action of N on itself given by
m ⇀y n := mn (y ·m
−1).(3.3)
Note that
⋃
z∈<y>Oy(z · n) = Oy(n). For, n
−1 ⇀y n = y · n, and the claim follows. Note also
that m ⇀y n is not the same as m ⊲ n.
We can now state the classification of simple racks. We begin by the following important
theorem. The proof uses [EGS, Lemma 8], which is in turn based on the classification of simple
finite groups.
Theorem 3.9. Let (X, ⊲) be a simple crossed set and let p be a prime number. Then the following
are equivalent.
(1) X has pt elements, for some t ∈ N.
(2) Inn⊲(X) is solvable.
(3) Inn⊲(X) is as in case (1) of Theorem 3.7.
(4) X is an affine crossed set (Fp
t, T ) where T ∈ GL(t,Fp) acts irreducibly.
Proof. (1 =⇒ 2) This is [EGS, Lemma 8].
(2 =⇒ 3) This is Proposition 3.4 plus Theorem 3.7.
(3 =⇒ 4) This follows from the preceding discussion. Since φ(X) ⊂ Inn⊲(X) is a conjugacy
class, by (3.2) we have φ(X) = N×{xr} for some r. Since φ(X) generates Inn⊲(X), r must
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be coprime to the order of x. Take y = xr and call T ∈ GL(t,Fp) the action of y (which is
also irreducible). We have
(m, y) ⊲ (n, y) = (m, y)(n, y)(m, y)−1 = (Tn+ (id−T )m, y).
(4 =⇒ 1) Clear.
Corollary 3.10. The classification of simple racks with pt elements, for some prime number p
and t ∈ N, is the following:
(1) Affine crossed sets (Fp
t, T ), where T is the companion matrix of an irreducible monic poly-
nomial in Fp[X ] different from X − 1 and X.
(2) The permutation rack corresponding to the cycle (1, 2, . . . , p) if t = 1.
Remark 3.11. Keep the notation of Step III in Theorem 3.7. If L is abelian, then x does not
necessarily send Lt to L1, as wrongly stated in [J2, Lemma 4 (ii)]. This explains why in [J2,
Lemma 6], only irreducible polynomials of the form X t − a appear; while, as we have seen, this
restriction is not necessary.
Theorem 3.12. Let (X, ⊲) be a crossed set whose cardinality is divisible by at least two different
primes. Then the following are equivalent.
(1) X is simple.
(2) There exist a non-abelian simple group L, a positive integer t and x ∈ Aut(Lt), where x acts
by (3.1) for some θ ∈ Aut(L), such that X = Ox(n) is an orbit of the action ⇀x of N = L
t
on itself as in (3.3) (n 6= m−1 if t = 1 and x is inner, x(p) = mpm−1). Furthermore, L
and t are unique, and x only depends on its conjugacy class in Out(Lt). If m, p ∈ X then
m ⊲ p = mx(pm−1).(3.4)
Proof. (1 =⇒ 2) By Theorem 3.9, Inn⊲(X) is as in case (2) of Theorem 3.7. Therefore, we
have L, t and x ∈ Aut(Lt). Let G = (N ⋊ C)/Z(N ⋊ C) ≃ Inn⊲(X), and G˜ = N ⋊ C
and let p : G˜ → G be the projection. If C(n, y) is a conjugacy class in G˜ then p(C(n, y))
is a conjugacy class in G, and it is not difficult to see that p : C(n, y) → p(C(n, y))
is an isomorphism of crossed sets. Then X has the structure of C(n, y) given by (3.3).
Now, ny ∈ G must be such that p(C(n, y)) generates G. Since the subgroup generated by
p(C(n, y)) is invariant, we know by the proof of Theorem 3.7 that it is either trivial or it
contains N . It is trivial if (n, y) ∈ Z(N ⋊ C), i.e., if t = 1 and y acts on N by conjugation
by n−1; thus we must exclude this case. This case excluded, y must generate C, and then
we can take x = y in the proof of Theorem 3.7, whence X is as in (3.4).
(2 =⇒ 1) Similar.
We restate the previous results as: if X is a simple rack then either
(1) |X| = p a prime, X ≃ Fp a permutation rack, x ⊲ y = y + 1.
(2) |X| = pt, X ≃ (Fp
t, T ) is affine, as in Corollary 3.10 (1).
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(3) |X| is divisible by at least two different primes, and X is twisted homogeneous, as in
Theorem 3.12.
Compare this with [J2, Thm. 7].
The simple crossed sets in (2) can be alternatively described as (X, ⊲a) where X ≃ Fq, q = p
t;
a ∈ Fq generates Fq over Fp and x ⊲
a y = (1 − a)x + ay. It follows easily that Aut(X, ⊲a) is the
semidirect product Fq ⋊ F
×
q .
It is natural to ask how many different simple crossed sets with q = pt elements there are.
This is a well-known elementary result. For, if I(n) denotes the number of monic irreducible
polynomials in Fp[X ] with degree n, then
∑
d|n dI(d) = p
n. Thus
I(n) =
1
n
∑
d|n
µ
(n
d
)
pd,
where µ is the Mo¨bius function.
4. Cohomology
4.1. Abelian cohomology. Let (X, ⊲) be a rack. We define now a cohomology theory which
contains all cohomology theories of racks known so far. We think that this cohomology can be
computed by some cohomology theory in the category of modules over X .
For a sequence of elements (x1, x2, . . . xn) ∈ X
n we will denote
[x1 · · ·xn] = x1 ⊲ (x2 ⊲ (· · · (xn−1 ⊲ xn) · · · )).
Notice that if i < n then
[x1 · · ·xi] ⊲ [x1 · · · x̂i · · ·xn] = [x1 · · ·xn].
Definition 4.1. Let ∗ ∈ X be a fixed element (which is important only in degrees 0 and 1). Let
Z{X} be the rack algebra of X (see Definition 2.22) and let, for n ≥ 0, Cn(X) = Z{X}X
n, i.e.,
the free left Z{X}-module with basis Xn (X0 = {∗} is a singleton). For n ≥ 1, let ∂ = ∂n :
Cn+1(X)→ Cn(X) be the Z{X}-linear map defined on the basis by
For n ≥ 1: ∂(x1, . . . , xn+1) =
n∑
i=1
(−1)iη[x1···xi],[x1···x̂i···xn+1](x1, . . . , x̂i, . . . , xn+1)
−
n∑
i=1
(−1)i(x1, . . . , xi−1, xi ⊲ xi+1, . . . , xi ⊲ xn+1)
− (−1)n+1τ[x1···xn],[x1···xn−1xn+1](x1, . . . , xn).
For n = 0: ∂(x) = −τ∗,∗−1⊲x ∗ .
(4.1)
Lemma 4.2. (C•(X), ∂) is a complex.
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Proof. We decompose ∂n =
∑n+1
i=1 (−1)
i∂in, where
∂in(x1, . . . , xn+1) = η[x1···xi],[x1···x̂i···xn+1](x1, . . . , x̂i, . . . , xn+1)
− (x1, . . . , xi−1, xi ⊲ xi+1, . . . , xi ⊲ xn+1) for i ≤ n
∂n+1n (x1, . . . , xn+1) = −τ[x1···xn],[x1···xn−1xn+1](x1, . . . , xn), for i = n+ 1 > 1,
∂10(x) = −τ∗,∗−1⊲x ∗ . for n = 0.
Then, it is straightforward to verify that
∂in−1∂
j
n = ∂
j−1
n−1∂
i
n for 1 ≤ i < j ≤ n + 1,
and thus
∂n−1∂n =
∑
1≤i<j≤n+1
(−1)i+j∂i∂j +
∑
1≤j≤i≤n
(−1)i+j∂i∂j
=
∑
1≤i<j≤n+1
(−1)i+j∂j−1∂i +
∑
1≤j≤i≤n
(−1)i+j∂i∂j = 0
We are now in position to define rack (co)homology.
Definition 4.3. Let X be a rack. Let A = (A, η, τ) be a left X-module and take Cn(X,A) =
HomZ{X}(Cn(X), A), and the differential d = ∂
∗. By the lemma, this is a cochain complex. We
define then
Hn(X,A) = Hn(C•(X,A)).
If A is a right X-module (i.e., a right Z{X}-module), we define
Cn(X,A) = A⊗Z{X} Cn(X) and Hn(X,A) = Hn(C•(X,A)).
Remark 4.4. Low degree cohomology can be interpreted in terms of extensions: a 2-cocycle is the
same as a function κ : X ×X → A which satisfies (2.17); and two 2-cocycles are cohomologous
if and only if they satisfy (2.18).
Remark 4.5. Let X be a quandle; replacing the rack algebra Z{X} by the quandle algebra Z(X)
in Definition 4.1 leads to a quandle cohomology theory that has as a particular case the quandle
cohomology H•Q(X,A) in [CJKLS].
We consider now particular cases of this definition.
4.2. Cohomology with coefficients in an abelian group. Recall that Z{X} has an augmen-
tation Z{X} → Z given by ηi,j 7→ 1, τi,j 7→ 0. Then, any abelian group A becomes an X-module.
The complexes C•(X,A), C
•(X,A) coincide thus with previous complexes found in the literature
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(see for instance [FR, CJKLS, G1]). We recall them for later use:
Cn(X,A) = A⊗Z ZX
n, Cn(X,A) = HomZ(ZX
n, A) ≃ Fun(Xn, A)
∂(a ⊗ (x1, . . . , xn+1)) =
n∑
i=1
(−1)i
(
a⊗ (x1, . . . , x̂i, . . . , xn+1)
− (a⊗ (x1, . . . , xi−1, xi ⊲ xi+1, . . . , xi ⊲ xn+1)
)
df(x1, . . . , xn+1) =
n∑
i=1
(−1)i
(
f(x1, . . . , x̂i, . . . , xn+1)
− f(x1, . . . , xi−1, xi ⊲ xi+1, . . . , xi ⊲ xn+1)
)
(4.2)
Here, ∂0 : C1(X,A) → C0(X,A) vanishes. Notice that H
1(X,A) = Aπ0(X), where π0(X) is the
set of Inn⊲(X)-orbits in X .
Example 4.6. Let (X, ⊲) be a crossed set, let A be an abelian group (denoted additively), and
let f be a 2-cocycle with values in A. Let B : X ×X → SA be given by
Bij(a) = a+ fij , i, j ∈ X, a ∈ A.
Then B is a constant rack cocycle (i.e., it satisfies (2.7)). It is a constant quandle cocycle (i.e.,
it satisfies (2.8)) iff fii = 0 ∀i ∈ X . The definition of “quandle cocycle” is thus seen to be the
same for these kind of extensions as that in [CJKLS]. The cocycle Bij satisfies (2.9) iff fji = 0
whenever i ⊲ j = j and fij = 0.
Lemma 4.7. H2(X,G) ≃ Hom(H2(X,Z), G) for any abelian group G.
Proof. This follows from the “Universal Coefficient Theorem” since H1(X,Z) is free (cf. [CJKS,
Prop. 3.4]).
Remark 4.8. Some second and third cohomology groups are computed in [LN]; some others in
[Mo]. See [O] for tables of the computations done so far. In particular, we excerpt from [Mo] that
H2(X,Z) = Z if X = (Z/p, ⊲q) where p is a prime and 1 6= q ∈ (Z/p)×.
Lemma 4.9. Let X be the disjoint sum of the indecomposable crossed sets Y and Z. Then
H2(X,Z) ≃ H2(Y,Z)⊕H2(Z,Z)⊕ Z2.
Proof. Let f ∈ Z2(X,Z), i.e., fj,k+ fi,j⊲k = fi⊲j,i⊲k+ fi,k ∀i, j, k ∈ X . Then one has fi,j⊲k = fi,k =
ft⊲i,k for all i, t ∈ Y , j, k ∈ Z, since the actions of Z on Y and viceversa are trivial. Therefore
fi,k = ft,j for all i, t ∈ Y , j, k ∈ Z, being both Y and Z indecomposable. We conclude that
Z2(X,Z) ≃ Z2(Y,Z) ⊕ Z2(Z,Z) ⊕ Z2. Now, if g : X → Z then δg is really only a function on
(Y × Y ) ∪ (Z × Z), and the claim follows.
4.3. Restricted modules. Consider a restricted X-module A, see Definition 2.23. This is the
same as a GX-module, GX the enveloping group of X . We get then the complex (C
•(X,A), d) ≃
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(Fun(X•, A), d), with
df(x1, . . . , xn+1) =
n∑
i=1
(−1)i[x1 · · ·xi]f(x1, . . . , x̂i, . . . , xn+1)
−
n∑
i=1
(−1)if(x1, . . . , xi−1, xi ⊲ xi+1, . . . , xi ⊲ xn+1)
− (−1)n+1(1− [x1 · · ·xn+1])f(x1, . . . , xn)
As a particular case, suppose that X is any quandle and (A, g) is an affine crossed set. Take
Λ = Z[T, T−1] the ring of Laurent polynomials. Then A becomes a Λ-module, and a fortiori a
GX module by x · a = Ta = g(a) ∀x ∈ X, a ∈ A (since for any quandle there is a unique algebra
map ZGX → Λ, x 7→ T ). Then ηi,j acts by g and τi,j acts by f = 1− g on A. We get in this way
the complex considered in [CES].
Lemma 4.10. If X is a rack and A is an abelian group with trivial action then
H2(X,A) = H1(GX ,Fun(X,A)).
Here the space Fun(X,A) of all functions from X to A is a trivial left GX-module; the right action
is given by (f · x)(z) = f(x ⊲ z).
Proof. (Sketch, see [EG].) Consider the map Φ : X → GX , x 7→ x. Let f : GX → Fun(X,A)
and take r(f) : X × X → A, where r(f)(x, y) = f(Φ(x))(y). It is easy to see that this map
gives a morphism H1(GX ,Fun(X,A)) → H
2(X,A). On the other hand, let g ∈ Z2(X,A). This
gives a map g′ : X → Fun(X,A), g′(x)(y) = g(x, y). Recall that for a right GX-module M , a
map π : GX → M is a 1-cocycle iff the map πˆ : GX → GX ⋉M given by z 7→ (z, π(z)) is a
homomorphism of groups. Denote M = Fun(X,A). We have a map ξg : X → GX ⋉M given by
ξg(x) = (x, g
′(x)). So we need to show that ξg extends to a homomorphism GX → GX ⋉M . But
the group GX is generated by X with relations xy = (x ⊲ y)x. Thus, we only need to check that
the ξg(x)’s satisfy the same relations, and it is straightforward to see that this is equivalent to
dg = 0. Now, it is easy to see that this map is the inverse of r.
4.4. Non-principal cohomology. Let X = ⊔i∈IXi be a decomposition of the rack X . It is
possible then to decompose the complex C•(X,Z) of (4.2) into a direct sum
Cn(X) =
⊕
i∈I
C in(X), C
i
n(X) = Z(X
n−1 ×Xi) ≃ ZX
n−1 ⊗ ZXi.
For each i ∈ I, let Ai be an abelian group. We denote by AI this collection. Then we take
C•(X,AI) the complex
C•(X,AI) =
⊕
i∈I
HomZ(C
i
n(X), Ai)
Notice that if A = Ai ∀i ∈ I, then this complex is the same as C
•(X,A) in (4.2).
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4.5. Non-abelian cohomology. Let (X, ⊲) be a crossed set and let Γ be a group. We define:
H1(X,Γ) = Z1(X,Γ) = {γ : X → Γ | γi⊲j = γj, ∀i, j ∈ X},(4.3)
Z2(X,Γ) = {β : X ×X → Γ | βi,j⊲k βj,k = βi⊲j,i⊲k βi,k ∀i, j, k ∈ X}.(4.4)
The elements of Z2(X,Γ) shall be called non-abelian 2-cocycles with coefficients in Γ.
If β, β˜ : X ×X → Γ we set β ∼ β˜ if and only if there exists γ : X → Γ such that
β˜ij = (γi⊲j)
−1 βijγj.(4.5)
It is easy to see that ∼ is an equivalence relation, and that Z2(X,Γ) is stable under ∼. We define
H2(X,Γ) = Z2(X,Γ)/ ∼ .(4.6)
Example 4.11. Let S be a non-empty set; then H2(X, SS) parameterizes isomorphism classes
of constant extensions of X by S, as in Subsection 2.2.
Remark 4.12. Though obvious, we point out that H2(X, SS) = H
2(X,Z2) when S has only two
elements.
4.6. Nonabelian non-principal cohomology. We combine the theory of non-principal coho-
mology in Subsection 4.4 with that of non-abelian cohomology: let X = ⊔i∈IXi be a decompo-
sition of the rack X and for each i ∈ I let Γi be a group. Let us denote ΓI this collection. We
consider
Z2(X,ΓI) = {f = ⊔ifi : X ×Xi → Γi |
fi(x, y ⊲ z)fi(y, z) = fi(x ⊲ y, x ⊲ z)fi(x, z) ∀x, y ∈ X, z ∈ Xi}.
As usual, if f, f˜ ∈ Z2(X,ΓI), we say that f ∼ f˜ iff ∃g = ⊔igi : Xi → Γi such that
f˜i(x, y) = gi(x ⊲ y)
−1fi(x, y)gi(y) ∀x ∈ X, y ∈ Xi.
The importance of such a theory becomes apparent in theorem 4.14.
Definition 4.13. For i ∈ I, let be given a positive integer ni and a subgroup Γi ⊂ GL(C, ni).
Let f = ⊔ifi : X × Xi → Γi. Take V =
⊕
i∈I Xi × C
ni a vector space and consider the linear
isomorphism
cf : V ⊗ V → V ⊗ V, cf ((x, a)⊗ (y, b)) = (x ⊲ y, fi(x, y)(b))⊗ (x, a),
x ∈ Xj, y ∈ Xi, a ∈ C
nj , b ∈ Cni.
Theorem 4.14. (1) Let X,ΓI , V, c
f be as in the definition. Then cf satisfies the Braid Equation
if and only if f ∈ Z2(X,ΓI).
(2) Furthermore, if f ∈ Z2(X,ΓI), then there exists a group G such that V is a Yetter–Drinfeld
module over G. In particular, the braiding of V as an object in GGYD coincides with c
f . If Γi is
finite ∀i ∈ I and X is finite, then G can be chosen to be finite.
(3) Conversely, if G is a finite group and V ∈ GGYD, then there exist X = ⊔Xi, finite groups
ΓI , f ∈ Z
2(X,ΓI) such that V is given as in the definition and the braiding c ∈ Aut(V ⊗ V ) in
the category GGYD coincides with c
f . Here, X can be chosen to be a crossed set.
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(4) If f ∼ f˜ and (V, cf), (V˜ , cf˜) are the spaces associated to f, f˜ , then they are isomorphic as
braided vector spaces, i.e., there exists a linear isomorphism γ : V˜ → V such that (γ ⊗ γ)cf˜ =
cf(γ ⊗ γ) : V˜ ⊗ V˜ → V ⊗ V .
Proof. (1) Straightforward.
(2) It follows from [G3, 2.14]. The finiteness of G follows from the fact that the group G ⊂
GL(V ) can be chosen to be the group generated by the maps (y, b) 7→ (x ⊲ y, f(x, y)b), which is
contained in the product
∏
i∈I Gi, where Gi = SXi × Γi.
(3) It follows from the structure of the modules in GGYD. Indeed, if V = ⊕iM(gi, ρi) (see [G1] for
the notation), gi ∈ G, Gi = {xgi = gix} the centralizer of gi, {h
i
1, . . . , h
i
si
} a set of representatives
of left coclasses G/Gi, and t
iu
jv ∈ Gu defined by h
i
jgi(h
i
j)
−1huv = h
u
v′t
iu
jv; then take X = ⊔iXi,
Xi = {h
i
1, . . . , h
i
si
}, and f(hij , h
u
v) = ρu(t
iu
jv).
(4) It is straightforward to verify that if f˜i(x, y) = gi(x ⊲ y)
−1fi(x, y)gi(y) ∀x ∈ X, y ∈ Xi, then
the map (x, a) 7→ (x, gi(x)(a)) (x ∈ Xi) is an isomorphism of braided vector spaces.
Notice that any Yetter–Drinfeld module over a group algebra can be constructed by means
of a crossed set, and one does not need the more general setting of quandles, nor racks for it.
However, racks may give easier presentations than crossed sets for some braided vector spaces.
5. Braided vector spaces
We have seen that it is possible to build a braided vector space (CX, cq) from a rack (X, ⊲)
and a 2-cocycle q, cf. Theorem 4.14 and [G1]. It turns out that the braided vector space does
not determine the rack. We now present a systematic way of constructing examples of different
racks, with suitable cocycles, giving rise to equivalent braided vector spaces. We consider affine
modules over a rack X , that is extensions of the form X ×κ A, where A is an abelian X-module;
see Definition 2.26. If the cocycle q is chosen in a convenient way, we can change the basis “a` la
Fourier” and obtain a braided vector space arising from a set-theoretical solution of the QYBE.
This solution is in turn related to the braided vector space arising from the derived rack of the
set-theoretical solution of the QYBE.
Subsection 5.1 is an exposition of the relevant facts about set-theoretical solutions needed in this
paper. In subsection 5.2 we discuss braided vector spaces arising from set-theoretical solutions.
In subsection 5.3 we present the general method and discuss several examples.
5.1. Set-theoretical solutions of the QYBE. There is a close relation between racks and
set-theoretical solutions of the Yang-Baxter equation, or, equivalently, of the braid equation. It
was already observed by Brieskorn [B] that racks provide solutions of the braid equation. On
the other hand, certain set-theoretical solutions of the braid equation produce racks. This is
proved in [So, LYZ1], which belong to a series of papers (see [EGS, ESS, LYZ2, LYZ3]) devoted
to set-theoretical solutions of the braid equation and originated in a question by Drinfeld [Dr].
We give here the definitions necessary to us.
Let X be a non-empty set and let S : X × X → X × X be a bijection. We say that S is a
set-theoretical solution of the braid equation if (S × id)(id×S)(S × id) = (id×S)(S × id)(id×S).
We shall briefly say that S is “a solution” or that (X,S) is a braided set. A trivial example of
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a solution is the transposition τ : X × X → X × X , (x, y) 7→ (y, x). It is well-known that S is
a solution if and only if R = τS : X ×X → X ×X is a solution of the set-theoretical quantum
Yang-Baxter equation. If (X,S) is a braided set, there is an action of the braid group Bn on X
n,
the standard generators σi acting by Si,i+1, which means, as usual, that S acts on the i, i + 1
entries.
In particular, a finite braided set gives rise to a finite quotient of Bn for any n, namely the
image of the group homomorphism ρn : Bn → SXn induced by the action.
Lemma 5.1. [B]. Let X be a set and let ⊲ : X ×X → X be a function. Let
c : X ×X → X ×X, c(i, j) = (i ⊲ j, i).(5.1)
Then c is a solution if and only if (X, ⊲) is a rack.
Proof. It is easy to check that c is a bijection if and only if (1.1) holds, and that it satisfies the
braid equation if and only if (1.2) holds.
Definition 5.2. Let X , X˜ be two non-empty sets and let
S : X ×X → X ×X, S˜ : X˜ × X˜ → X˜ × X˜
be two bijections. We say that (X,S) and (X˜, S˜) are equivalent if there exists a family of bijections
T n : Xn → X˜n such that T nSi,i+1 = S˜i,i+1T
n, for all n ≥ 2, 1 ≤ i ≤ n− 1.
If (X,S) and (X˜, S˜) are equivalent and (X,S) is a solution, then (X˜, S˜) is also a solution and
the T n’s intertwine the corresponding actions of the braid group Bn.
Definition 5.3. [So, LYZ1] Let (X,S) be a solution and let f, g : X → Fun(X,X) be given by
S(i, j) = (gi(j), fj(i)).(5.2)
The solution (or the braided set) is non-degenerate if the images of f and g lie inside SX .
Proposition 5.4. [So, LYZ1] Let S be a non-degenerate solution with the notation in (5.2) and
define ⊲ by
i ⊲ j = fi
(
gf−1j (i)(j)
)
.(5.3)
(1) One has
f preserves ⊲, i.e. fi(j ⊲ k) = fi(j) ⊲ fi(k);(5.4)
fifj = ffi(j)fgj(i), ∀i, j ∈ X.(5.5)
(2) If c is given by (5.1), then c is a solution; we call it the derived solution of S. The solutions
S and c are equivalent, and (X, ⊲) is a rack.
(3) Let (X, ⊲) be a rack and let f : X → SX . We define g : X → SX by
gi(j) = f
−1
fj(i)
(fj(i) ⊲ j).(5.6)
Let S : X ×X → X ×X be given by (5.2). Then S is a solution if and only if (5.4), (5.5) hold.
If this happens, the solutions S and c are equivalent, and S is non-degenerate.
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Proof. (1) It is not difficult.
(2) It is enough to show that S and c are equivalent; automatically, c is a solution and a fortiori
(X, ⊲) is a rack. Let T n : Xn → Xn be defined inductively by
T 2(i, j) = (fj(i), j), T
n+1 = Qn(T
n × id),
where Qn(i1, . . . , in+1) = (fin+1(i1), . . . , fin+1(in), in+1). One verifies using (5.4) and (5.5) that
T nSi,i+1 = ci,i+1T
n, as needed.
(3) Straightforward.
Note that (5.6) is equivalent to
gf−1
j
(h)(j) = f
−1
h (h ⊲ j).(5.7)
Remark 5.5. Let (X,S) be a non-degenerate solution and let ⊲ be defined by (5.3). Then (X, ⊲)
is a quandle if and only if
f−1i (i) =
(
gf−1i (i)
(i)
)
, ∀i ∈ X ;(5.8)
if this holds, it is a crossed set if and only if
f−1i (j) =
(
gf−1j (i)
(j)
)
=⇒ f−1j (i) =
(
gf−1i (j)
(i)
)
∀i, j ∈ X.(5.9)
Let (X,S), (X˜, S˜) be two non-degenerate braided sets, with corresponding maps f , g, resp. f˜ ,
g˜. A function ϕ : X → X˜ is a morphism of braided sets if and only if
g˜ϕ(i)ϕ(j) = ϕgi(j),(5.10)
f˜ϕ(i)ϕ(j) = ϕfi(j), ∀i, j ∈ X.(5.11)
It can be shown that ϕ is a morphism of braided sets if and only ϕ is a morphism of the
associated racks and (5.11) holds. One may say that a non-degenerate braided set is simple if
it admits no non-trivial projections. It follows that any solution associated to a simple crossed
set is simple, but the converse is not true as the following example shows: take a set X with p
elements, p a prime, and a cycle µ of length p. Then S(i, j) = (µ(j), µ−1(i)) is simple but the
associated rack is trivial.
Definition 5.6. [ESS]. Let (X,S) be a solution and let S2(i, j) = (Gi(j), Fj(i)). The group GX ,
resp. AX , is the quotient of the free group generated by X by the relations ij = gi(j)fj(i), resp.
fj(i)j = Fj(i)fj(i), for all i, j ∈ X .
If (X, ⊲) is a rack and c is the corresponding solution, then GX is the group already defined in
1.5, and coincides with AX .
5.2. Braided vector spaces of set-theoretical type. We now describe how set-theoretical
solutions of the QYBE plus a 2-cocycle give rise to braided vector spaces. We begin by the case
of solutions arising from a rack.
Let (X, ⊲) be a rack and let q ∈ Z2(X,C×); so that
qi,j⊲kqj,k = qi⊲j,i⊲kqi,k ∀i, j, k ∈ X.(5.12)
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Then, by 4.14, the space V = CX has a structure of a Yetter–Drinfeld module over a group whose
braiding is given by cq : CX ⊗ CX → CX ⊗ CX ,
cq(i⊗ j) = qi,ji ⊲ j ⊗ i, i, j ∈ X.
Let X = {x1, . . . , xn} be a set, let S : X×X → X×X be a bijection and let F : X×X → C
×
be a function. Let CX denote the vector space with basis X and define
SF : CX ⊗ CX → CX ⊗ CX
SF (i⊗ j) = Fi,jS(i, j) = Fi,j gij ⊗ fji, i, j ∈ X,
(5.13)
where we use the notation in (5.2).
Lemma 5.7. (1) SF is a solution of the braid equation if and only if (X,S) a solution and
Fi,jFfj i,kFgij,gfjik = Fj,kFi,gjkFfgjki,fkj , i, j, k ∈ X.(5.14)
(2) Assume that (5.14) holds. Then SF is rigid if and only if S is non-degenerate.
Proof. (1) Straightforward.
(2) Rigidity is equivalent to c♭ : V ∗ ⊗ V → V ⊗ V ∗ being an isomorphism, where
c♭ = (evV ⊗ idV⊗V ∗)(idV ∗ ⊗c⊗ idV ∗)(idV ∗⊗V ⊗ev
∗
V ).
Assume for simplicity that F = 1. Let (δi)i∈X be the basis of V
∗ dual to X . Then c♭(δi ⊗ j) =∑
h:gj(h)=i
fh(j)⊗h. Hence, if c
♭ is an isomorphism then gj is bijective for all j, for c
♭(δi⊗j) = 0 if
i is not in the image of gj. Now, if fh(j) = fh(k) then c
♭(δgj(h)⊗ j) = c
♭(δgj(k)⊗ j), which implies
j = k.
Conversely, if S is non-degenerate then c♭ is an isomorphism with inverse (c♭)−1(r ⊗ δs) =
δg
f
−1
s (r)
(s) ⊗ f
−1
s (r).
Definition 5.8. Let (X,S) be a non-degenerate solution and let F : X ×X → C× be a function
such that (5.14) holds. We say that the braided vector space (CX,SF ) is of set-theoretical type.
By results of Lyubashenko and others, a braided vector space (CX, cF ) of set-theoretical type
can be realized as a Yetter-Drinfeld module over some Hopf algebra H . See for example [Tk].
Example 5.9. Let Γ be a finite group. Let x ∈ Γ, let O be the conjugacy class containing x and
let ρ : Γx → AutW be a finite dimensional representation of Γx the centralizer of x. We choose
a numeration {p1 = x, p2, . . . , pr} of O and fix elements g1, g2, . . . , gr in Γ such that gixg
−1
i = pi.
Then
M(x, ρ) := IndΓΓx W ≃ CO ⊗W ≃ ⊕1≤i≤rgi ⊗W
is a Yetter-Drinfeld module over CΓ with the coaction δ(gi ⊗ w) = pi ⊗ gi ⊗ w, and the induced
action; that is h · (gi⊗w) = gj⊗ t ·w, where j and t ∈ Γx are uniquely determined by hpih
−1 = pj,
hgi = gjt. In particular, given i, k ∈ {1, . . . , r}, let us denote by jik ∈ {1, . . . , r}, tik ∈ Γx the
elements uniquely determined by
pkpip
−1
k = pjik , pkgi = gjiktik.(5.15)
FROM RACKS TO POINTED HOPF ALGEBRAS 35
We can then express the braiding in a compact way; write for simplicity giw = gi⊗w. If u, w ∈ W
and i, k ∈ {1, . . . , r} then
c(gkw ⊗ giu) = gjiktik · u⊗ gkw.(5.16)
We know from Theorem 4.14 that this braided vector space can be presented with the crossed
set {p1, . . . , pr} and a non-abelian 2-cocycle with values in GL(W ). We now show that under a
suitable assumption we can present it with a (larger) rack and an abelian 2-cocycle with values
in C×: assume that there exists a basis w1, w2, . . . , wR of W such that
h · ws = χs(h)wσh(s).(5.17)
for some group homomorphism σ : Γx → Sr and some map χ : {1, . . . , r} × Γx → C
× satisfying
χs(th) = χs(h)χσh(s)(t), 1 ≤ s ≤ r, t, h ∈ Γx.
Then
c(pkwq ⊗ piws) = χs(tik) pjikwσpk (s) ⊗ pkwq.(5.18)
That is, the braided vector space (M(x, ρ), c) is of rack type.
We now introduce a relation between braided vector spaces weaker than isomorphism but useful
enough to deal with Nichols algebras; for example braided vector spaces related by a twisting are
t-equivalent as below.
Definition 5.10. We say that two braided vector spaces (V, c) and (W, d) are t-equivalent if
there is a collection of linear isomorphisms Un : V ⊗n → W⊗n intertwining the corresponding
representations of the braid group Bn, for all n ≥ 2. The collection (U
n)n≥2 is called a t-
equivalence.
Example 5.11. Let (CX,SF ) be a braided vector space of set-theoretical type (see (5.13)). Let
(X, c) be the derived solution; define qij = Ff−1j (i),j . If
qfki,fkj = qij ∀i, j, k ∈ X.(5.19)
then the collection of maps T n : Xn → Xn defined in the proof of Proposition 5.4 induce a
t-equivalence between (CX,SF ) and (CX, cq). Indeed, computing only the coefficients, we have
coeff(T nSFh,h+1(i1 ⊗ · · · ⊗ in)) = Fih,ih+1
coeff(cqh,h+1T
n(i1 ⊗ · · · ⊗ in)) = qfinfin−1 ...fih+1 ih,finfin−1 ...fih+2 ih+1
and the equality holds by (5.19).
5.3. Fourier transform. We consider a rack (X, ⊲), a finite abelian X-module A, a dynamical
cocycle α : X ×X → Fun(A×A,A), and a 2-cocycle q on the rack X ×α A. Let Â be the group
of characters of A. We define a family of elements
(i, ψ) :=
∑
a∈A
ψ(a)(i, a) ∈ C(X ×α A), i ∈ X, ψ ∈ Â.(5.20)
We want to know under which conditions there exists a family of scalars F ψ,φij such that
cq ((i, ψ)⊗ (j, φ)) = F ψ,φij (i ⊲ j, ϑ)⊗ (i, ν), i, j ∈ X, ψ, φ ∈ Â,(5.21)
36 NICOLA´S ANDRUSKIEWITSCH AND MATI´AS GRAN˜A
for some ϑ, ν ∈ Â. Our main result in this direction, and one of the main results in this paper, is
Theorem 5.13 below.
In what follows, we shall assume that the extension X ×α A is an affine module over X , cf.
Definition 2.26. That is, α is given by
αi,j(a, b) = ηi,j(b) + τi,j(a) + κij,(5.22)
where ηi,j ∈ Aut(A), τi,j ∈ End(A) define the X-module structure on A, and κij ∈ A. We denote
Yκ := X ×κ A. We shall also write q
a,b
i,j = q(i,a),(j,b). We begin by the following result.
Lemma 5.12. Let q be given by
q
a,b
i,j = χi,j(b) µi,j(a) qij ,(5.23)
where χi,j, µi,j ∈ Â, qij ∈ C
×. Then q is a 2-cocycle if and only if
χi,j⊲k(κj,k) qi,j⊲k qj,k = χi⊲j,i⊲k(κi,k) µi⊲j,i⊲k(κi,j) qi⊲j,i⊲k qi,k,(5.24)
χi,j⊲k(ηj,k(a)) χj,k(a) = χi⊲j,i⊲k(ηi,k(a)) χi,k(a),(5.25)
µi,j⊲k(a) = χi⊲j,i⊲k(τi,k(a)) µi⊲j,i⊲k(τi,j(a)) µi,k(a),(5.26)
µi⊲j,i⊲k(ηi,j(a)) = χi,j⊲k(τj,k(a)) µj,k(a).(5.27)
for all i, j, k ∈ X, a ∈ A.
Proof. Writing explicitly down the cocycle condition on q, one gets an equality of functions from
A×A×A to C. Specialization at (0, 0, 0) implies (5.24); then, specialization at (a, 0, 0), (0, a, 0),
(0, 0, a) implies the other conditions. The converse is similar.
Theorem 5.13. If the 2-cocycle q is given by (5.23) with χi,j , µi,j ∈ Â, qij ∈ C
×, then
cq ((i, ψ)⊗ (j, φ)) = F ψ,φij (i ⊲ j, ϑ)⊗ (i, ν),(5.28)
for all i, j ∈ X, ψ, φ ∈ Â, where
F ψ,φij = qij φ(κ˜ij)
−1 χi,j(κ˜i,j)
−1,(5.29)
ϑ = (φχi,j) ◦ η
−1
i,j ,(5.30)
ν = ψ µi,j ((φχi,j) ◦ τ˜i,j)
−1.(5.31)
Here τ˜i,j(a) = η
−1
i,j (τi,j(a)), κ˜ij = η
−1
i,j (κij).
Proof. We compute
cq ((i, ψ)⊗ (j, φ))
=
∑
a,b∈A
ψ(a)φ(b)qa,bi,j (i ⊲ j, ηi,j(b) + τi,j(a) + κij)⊗ (i, a)
=
∑
a,c∈A
ψ(a)φ(η−1i,j (c)− τ˜i,j(a)− κ˜ij)q
a,η−1i,j (c)−τ˜i,j(a)−κ˜ij
i,j (i ⊲ j, c)⊗ (i, a)
=
∑
a,c∈A
qij φ(κ˜ij)
−1 χi,j(κ˜i,j)
−1 ψ(a) φ(τ˜i,j(a))
−1 µi,j(a) χi,j(τ˜i,j(a))
−1 ×
× φ(η−1i,j (c))χi,j(η
−1
i,j (c)) (i ⊲ j, c)⊗ (i, a);
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where in the first equality we use (5.22); in the second, we perform the change of variables
c = ηi,j(b) + τi,j(a) + κij which gives
b = η−1i,j (c− τi,j(a)− κij) = η
−1
i,j (c)− τ˜i,j(a)− κ˜ij ;
in the third equality we use (5.23) and that φ and χij are multiplicative. The claim follows.
Remark 5.14. The derived rack of the braided set underlying (5.28) is given by
(i, ψ) ⊲ (j, φ) = (i ⊲ j, [(φχij) ◦ η
−1
ij ] [(ψχi⊲j,i) ◦ τ˜i⊲j,i]
−1 µi⊲j,i).
Note that it does not depend on (κij) but only on the cocycle q.
Example 5.15. Assume that X is trivial.
(1) q given by (5.23) is a cocycle if and only if:
χi,k(κj,k) = χj,k(κi,k) µj,k(κi,j),(5.32)
χi,k(ηj,k(s)) χj,k(s) = χj,k(ηi,k(s)) χi,k(s),(5.33)
1 = χj,k(τi,k(s)) µj,k(τi,j(s)),(5.34)
µj,k(ηi,j(s)) = χi,k(τj,k(s)) µj,k(s),(5.35)
for any i, j, k ∈ X , s ∈ A.
(2) Let σ : X → A be any function; define κi,j := σi − σj , and
αi,j(a, b) = b+ κij,(5.36)
that is ηij = id, τij = 0 in (5.22). Then α is a non-trivial cocycle, provided that σ is not constant;
we shall assume this in the rest of the example and in Lemma 5.16 below.
(3) Furthermore, let qij ∈ C
× and let ω : X → Â be any function; define χi,j := ωj =: µ
−1
i,j ,
and define q by (5.23). We claim that q is a cocycle. Conditions (5.33), (5.34) and (5.35) follow
because ηij = id and τij = 0; condition (5.32) follows from the special definition of κij.
Then we can apply Theorem 5.13. We have
cq ((i, ψ)⊗ (j, φ)) = qij(φωj)(σj) (φωj)(σi)
−1(j, φωj)⊗ (i, ψω
−1
j ),(5.37)
for all i, j ∈ X , ψ, φ ∈ Â. In other words, we consider the solution (X × Â, S) where
S ((i, ψ), (j, φ)) =
(
(j, φωj), (i, ψω
−1
j )
)
,(5.38)
the cocycle F ψ,φij = qij(φωj)(σj) (φωj)(σi)
−1, and the corresponding braided vector space
(C(X × Â), SF ). The associated rack is
(i, ψ) ⊲ (j, φ) = (j, φωjω
−1
i ).
(4) Assume now that ωi = ω ∈ Â, for all i. Hence the associated rack is trivial. Let
Qψ,φij = qijφ(σj)φ(σi)
−1
and let (C(X × Â), cQ) be the associated braided vector space. Let T n : (X × Â)n → (X × Â)n
be as in the proof of Proposition 5.4. In our case, we have
T n ((i1, ψ1), . . . , (ij , ψj), . . . , (in, ψn)) =
(
(i1, ψ1ω
1−n), . . . , (ij , ψjω
j−n), . . . , (in, ψn)
)
.
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Lemma 5.16. The braided vector spaces (C(X × Â), SF ) and (C(X × Â), cQ) are t-equivalent.
Proof. Let ph be defined inductively by p1 = 1, ph+1 = ph + n− h, and let
λi1,...,in =
∏
1≤h≤n
ωph(σih).
We shall show that the map Un : C(X × Â)⊗n → C(X × Â)⊗n, Un ((i1, ψ1)⊗ · · · ⊗ (in, ψn)) =
λi1,...,inT
n ((i1, ψ1)⊗ · · · ⊗ (in, ψn)), satisfies U
nSFj,j+1 = c
Q
j,j+1U
n; that is, Un intertwines the cor-
responding representations of the braid group.
On one hand,
UnSFj,j+1 ((i1, ψ1)⊗ · · · ⊗ (in, ψn))
= qij ij+1(ψj+1ω)(σij+1) (ψj+1ω)(σij)
−1 ×
× Un
(
(i1, ψ1ω
1−n)⊗ · · · ⊗ (ij+1, ψj+1ω), (ij, ψjω
−1) . . . , (in, ψn)
)
= qij ij+1(ψj+1ω)(σij+1) (ψj+1ω)(σij)
−1λi1,...,ij+1,ij ,...,in ×
×
(
(i1, ψ1ω
1−n)⊗ · · · ⊗ (ij+1, ψj+1ω
j+1−n), (ij, ψjω
j−n)⊗ · · · ⊗ (in, ψn)
)
;
whereas, on the other hand,
cQj,j+1U
n ((i1, ψ1)⊗ · · · ⊗ (in, ψn))
= λi1,...,inc
Q
j,j+1
(
(i1, ψ1ω
1−n)⊗ · · · ⊗ (ij, ψjω
j−n), (ij+1 ⊗ ψj+1ω
j+1−n)⊗ · · · ⊗ (in, ψn)
)
= λi1,...,inqij ij+1ψj+1ω
j+1−n(σij+1)ψj+1ω
j+1−n(σij )
−1 ×
×
(
(i1, ψ1ω
1−n)⊗ · · · ⊗ (ij+1, ψj+1ω
j+1−n), (ij, ψjω
j−n)⊗ · · · ⊗ (in, ψn)
)
.
The equality holds since
ω(σij+1) ω(σij )
−1ωpj(σij+1)ω
pj+1(σij ) = ω
pj(σij )ω
pj+1(σij+1)ω
j+1−n(σij+1)ω
−j−1+n(σij ),
by definition of the ph’s.
Example 5.17. Assume that ηij = id for all i, j ∈ X .
(1) A family (τij) defines a quandle structure ofX-module on A if and only if τii = 0, τj,k = τi⊲j,i⊲k
and
τi,j⊲k = τi,k + τi,jτj,k,(5.39)
for all i, j, k ∈ X . Given such a family, (κij) is a 2-cocycle if and only if
κj,k + κi,j⊲k = κi,k + τj,k(κi,j) + κi⊲j,i⊲k,(5.40)
(2) We shall consider the following family of examples: X = (Z/3, ⊲2) is the unique simple
crossed set with 3 elements; A is a finite abelian group of exponent 2; τij = id−δij , i, j ∈ X . It
is not difficult to verify that (τij) satisfies the conditions in (1). We fix a ∈ A, and set
κij = (1− δij) a, κ˜ij = δi,j+1 a,
i, j ∈ X . Both families (κij) and (κ˜ij) satisfy (5.40); we denote the corresponding extensions by
Y = X ×κ A, Y˜ = X ×κ˜ A. We shall assume that a 6= 0. Indeed, Y = X ×κ A (for a 6= 0) is
isomorphic to Y = X ×0 A (case a = 0); just consider the function f : X → A, f(i) = a for all i,
and check that κ is cohomologous to 0, cf. (2.18).
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Analogously, we denote Ŷ = X ×0 Â.
(3) If A = Z/2, a = 1, Y is isomorphic to the crossed set of transpositions in S4, via the
identification
(12) = (0, 0), (34) = (0, 1), (13) = (1, 0),
(24) = (1, 1), (14) = (2, 0), (23) = (2, 1).
Furthermore, Y˜ is isomorphic to the crossed set of 4-cycles in S4 (that is, the faces of the cube),
via the identification
(1234) = (0, 0), (1324) = (1, 0), (1243) = (2, 0),
(1432) = (0, 1), (1423) = (1, 1), (1342) = (2, 1).
The crossed sets Y and Y˜ are not isomorphic.
(4) We consider now the cocycle qabij = qij ∈ C
×; that is χi,j = µi,j = ε, for all i, j, in (5.23). By
Theorem 5.13, we have in the braided vector spaces (CY, cq) and (CY˜ , c˜q) the equalities
cq ((i, ψ)⊗ (j, φ)) = qij φ((1− δij) a) (i ⊲ j, φ)⊗ (i, ψ φ
1−δij ),
c˜q ((i, ψ)⊗ (j, φ)) = qij φ((δi,j+1) a) (i ⊲ j, φ)⊗ (i, ψ φ
1−δij ),
for all i, j ∈ X , ψ, φ ∈ Â. That is, we have isomorphisms with braided vector spaces
(C(X × Â), SF ), respectively (C(X × Â), S˜F ). In both cases, the associated rack is given by
(i, ψ) ⊲ (j, φ) = (i ⊲ j, φψ1−δij ); this is the crossed set Ŷ . Let Qψφij = qij .
Lemma 5.18. (1) The braided vector spaces (CY, cq) and (CŶ , cQ) are t-equivalent.
(2) The braided vector spaces (CY˜ , c˜q) and (CŶ , cQ) are t-equivalent.
(3) The braided vector spaces (CY, cq) and (CY˜ , c˜q) are t-equivalent.
Proof. (1) By Theorem 5.13, it is enough to show that the map
Un : C(X × Â)⊗n → C(X × Â)⊗n,
Un ((i1, ψ1)⊗ · · · ⊗ (in, ψn)) = (ψ1 . . . ψn)(a) T
n ((i1, ψ1)⊗ · · · ⊗ (in, ψn)) ,
satisfies UnSFj,j+1 = c
Q
j,j+1U
n. This is a straightforward computation.
(2) Let Γn be the image of the group homomorphism ρ
n : Bn → SXn induced by the rack
structure on X . Let Λn :=
∑
g∈Γn
g be a non-normalized integral of the Hopf algebra CΓn. The
group Γn acts on the vector space Fun(X
n,CX) in the usual way; let ηn = Λn · δ1 where δ1 is the
function δ1(i1, . . . , in) = i1. We write
ηn =
∑
k∈Kn
ηnk ,
where ηnk is actually a function from X
n to X and Kn is an index set. Let
Rn1 (i1, . . . , in) =
( ∑
k∈Kn−1
δi1⊲ηnk (i2,...,in), i1+1
)
a,
Rnt (i1, . . . , in) = R
n
1 (it, it ⊲ i1, it ⊲ i2, . . . , it ⊲ it−1, it+1, . . . , in), t ≥ 2.
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We consider the map Un : C(X × Â)⊗n → C(X × Â)⊗n,
Un ((i1, ψ1)⊗ · · · ⊗ (in, ψn)) = ψ1(R
n
1 ) . . . ψn(R
n
n) T
n ((i1, ψ1)⊗ · · · ⊗ (in, ψn)) ,
By Theorem 5.13, it is enough to show that Un satisfies U
nSFj,j+1 = c
Q
j,j+1U
n. A straightforward
computation shows that this is equivalent to the following set of identities:
Rnt (i1, . . . , in) = R
n
t (i1, . . . , ih ⊲ ih+1, ih, . . . , in), h 6= t, t+ 1;(5.41)
Rnt (i1, . . . , in) = R
n
t+1(i1, . . . , it ⊲ it+1, it, . . . , in);(5.42)
(5.43) Rnt (i1, . . . , in) = δit,it+1+1a+R
n
t−1(i1, . . . , it−1 ⊲ it, it−1, . . . , in)
+
(
1− δit,it−1
)
Rnt (i1, . . . , it−1 ⊲ it, it−1, . . . , in).
Now, equation (5.41) for t = 1 follows from the invariance of the integral, whereas for t > 1
follows from the definition and the case t = 1. Clearly, (5.42) follows from the definition also.
Finally, (5.43) can be shown by induction on n and t.
(3) follows from (1) and (2).
6. Nichols algebras and pointed Hopf algebras
6.1. Definitions and tools. The Nichols algebra of a rigid braided vector space (V, c) can be
defined in various different ways, see for example [AG, AS3]. We retain the following one. If we
consider the symmetric group Sn and the braid group Bn with standard generators {τ1, . . . , τn−1}
and {σ1, . . . , σn−1} respectively, then the so-called Matsumoto section for the canonical projection
Bn → Sn, σi 7→ τi, is the set-theoretical function defined on x ∈ Sn by the recipe (i) write
x = τi1 · · · τil in a shortest possible way, and (ii) replace the τi’s by σi’s, i.e., M(x) = σi1 · · ·σil .
Then,
B(V ) = ⊕n≥0B
n(V ) = C⊕ V ⊕ (⊕n≥2T
n(V )/ kerQn) ,
where Qn =
∑
x∈Sn
M(x) is the so-called “quantum symmetrizer”. This presentation of the
Nichols algebra immediately implies:
Lemma 6.1. If (V, c) and (V˜ , c˜) are t-equivalent braided vector spaces ( cf. Definition 5.10) then
the corresponding Nichols algebras B(V ) and B(V˜ ) are isomorphic as graded vector spaces. In
particular, one has finite dimension, resp. finite GK-dimension, if and only if the other one
has.
For a subspace J ⊆ T (V ) we say that it is compatible with the braiding if c(V ⊗ J) = J ⊗ V
and c(J ⊗ V ) = V ⊗ J .
Lemma 6.2. Let (X, ⊲) be a rack, let q ∈ C× and let q ≡ q be the cocycle qij = q ∀i, j ∈ X. Let
(V = CX, cq) be the associated braided space and let J ⊆ T (V ) be a subspace. Notice that T (V )
is an Inn⊲(X)-comodule algebra with the structure induced by V → C Inn⊲(X)⊗ V , x 7→ φx ⊗ x
for x ∈ X. Furthermore, T (V ) is an Inn⊲(X)-module algebra via ⊲. If J is Inn⊲(X)-homogeneous
and Inn⊲(X)-stable, then it is compatible with the braiding.
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Proof. It is sufficient to prove that for x ∈ X we have c(J⊗Cx) ⊆ V ⊗J and c(Cx⊗J) ⊆ J⊗Cx.
The first inclusion is a consequence of the homogeneity of J , the second one is a consequence of
the stability of J .
Finite dimensional Nichols algebras (as well as any finite dimensional graded rigid braided
Hopf algebra) satisfy a Poincare´ duality: let n be the degree of the space of integrals (it is
easy to see that the space of integrals is homogeneous with respect to the Z-grading), then
dimBr(V ) = dimBn−r(V ) for all r ∈ Z. Furthermore, since B(V ) is concentrated in positive
degrees, we have that Bm(V ) = 0 for m > n; since dimB0(V ) = 1 we have that dimBn(V ) = 1;
since B(V ) is generated by B1(V ), we have that dimBr(V ) 6= 0 for 0 ≤ r ≤ n. We call n
the top degree of B(V ). Choose then a nonzero integral
∫
. There is a non-degenerate bilinear
pairing (which is the same as that in the proof of the Poincare´ duality) given by (x|y) = λ if
xy = λ
∫
+ terms of degree < n. These facts, first encountered by Nichols [N], give a powerful
strategy for computing Nichols algebras. We state this strategy after the following definition.
Definition 6.3. For r ≥ 2, let Jr be the ideal generated by ⊕
r
i=2 ker(Qi). Let B̂r(V ) = T (V )/Jr,
which has a projection B̂r → B(V ). It is not difficult to see that ⊕
r
i=2 ker(Qi) is a coideal which
is compatible with the braiding, whence B̂r(V ) is a braided Hopf algebra. Moreover, it is graded,
it is generated by its elements in degree 1, and in degree 0 it is 1-dimensional. Then it fulfills the
same properties above about Poincare´ duality as B(V ).
Theorem 6.4. (1) Suppose that B̂r(V ) vanishes in degree 2r + 1. Then B̂r(V ) = B(V ).
(2) Let J ⊆ ker(T (V ) → B(V )) be an ideal which is also a coideal and is compatible with the
braiding. Suppose that T (V )/J is finite dimensional, it has top degree n and dimBn(V ) 6=
0. Then T (V )/J = B(V ).
(3) Suppose that B̂r(V ) is finite dimensional, it has top degree n and dimB
n(V ) 6= 0. Then
B̂r(V ) = B(V ).
Proof. (1) Follows from Poincare´ duality: dim B̂ir(V ) = dimB
i(V ) for 0 ≤ i ≤ r and the top
degree of B(V ) is ≤ 2r.
(2) This is so thanks to the non-degenerate bilinear form of T (V )/J : let
∫
be an integral in
T (V )/J . If 0 6= x ∈ ker(T (V )/J → B(V )), then there exists y ∈ T (V )/J such that xy =
∫
. But
then
∫
∈ ker(T (V )/J → B(V )), which implies that Im(T n(V )/J → B(V )) = 0, a contradiction.
(3) follows from (2).
In the examples we present in subsections 6.3 and 6.5, we have computed the quotients T (V )/J
finding Gro¨bner bases, with the help of [Opal]. We also used a program in Maple with subroutines
in C to find the dimensions of the ideals Jr in degree r for small r’s. Generators of Jr have been
found by hand, using differential operators (see below). Thus, we have used part (1) of the
Theorem. However, we shall use part (2) in the proofs.
The best way to prove that certain elements vanish (or not) in a Nichols algebra is given by
the differential operators ∂x∗ : B
n(V )→ Bn−1(V ) (x∗ ∈ V ∗). These are skew derivations. When
V = CX is given by a rack, we consider the basis {x ∈ X} of V and {x∗} its dual basis; we
extend x∗ to B(V ) by x∗(α) = 0 if α ∈ Bn(V ), n 6= 1. We put then ∂x = ∂x∗ = (id⊗x
∗)◦∆ (here
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∆ is the comultiplication in B(V )). It can be proved that for α ∈ Bn(V ) (n ≥ 2) we have α = 0
if and only if ∂x∗(α) = 0 ∀x
∗ ∈ V ∗ (cf. [N, G3]). We consider analogously defined derivations ∂x
in the algebras T (V ), B̂r(V ), T (V )/J for J an ideal as above.
6.2. Some calculations of Nichols algebras related to braided vector spaces of diagonal
group type. In this subsection we compute examples of Nichols algebras of braided vector spaces
arising from Example 5.15. We first recall some results on Nichols algebras of braided spaces of
diagonal group type, i.e., (V, c) = (CX, cq), where X is a trivial rack.
Proposition 6.5. Let (V, c) be a braided vector space with V = Cx1 ⊕ · · · ⊕ Cxθ and
c(xi ⊗ xj) = qijxj ⊗ xi, 1 ≤ i, j ≤ θ.
(1) Assume that qij = q for all i, j. Thus
• (Nichols) If q = −1, then B(V ) ≃ Λ(V ), hence dimB(V ) = 2θ.
• (Lusztig; see [AS3]) If q is a primitive third root of 1, then dimB(V ) = 27 when θ = 2;
and dimB(V ) =∞ when θ > 2.
• (Lusztig; see [AS3]) If ord q > 3 and θ ≥ 2, then dimB(V ) =∞.
(2) [AD]. Assume that qii = −1 ∀i, qij ∈ {±1} ∀i, j. For i 6= j, set Aij ∈ {0,−1} such that
qijqji = (−1)
Aij . Set also Aii = 2. Then (Aij)1≤i,j≤θ is a simply laced generalized Cartan
matrix. Thus
• If the components of the Dynkin diagram corresponding to (Aij) are of type Am (not
necessarily the same m), then dimB(V ) = 2|Φ
+|, where Φ+ is the set of positive roots
corresponding to (Aij).
• If the the Dynkin diagram corresponding to (Aij) contains a cycle, then dimB(V ) =∞.
Conjecture 6.6. [AD]. Same notation as in (2) above. Then dimB(V ) = 2|Φ
+| if (Aij) is of
finite type, and dimB(V ) =∞ otherwise.
Let us consider the Dynkin diagrams:
• •
| |
• —— • —— • , • —— • —— • .
|
•
D4 D
(1)
4
We shall need to assume only the following weaker form of the previous conjecture:
Conjecture 6.7. Same notation as in (2) above. Then dimB(V ) = 212 if (Aij) is of type D4,
and dimB(V ) =∞ if (Aij) is of type D
(1)
4 .
We next consider a trivial rack X , a finite, non-trivial, abelian group A, denoted multiplica-
tively; and a non-constant function σ : X → A. We set κij := σiσ
−1
j , ηij = id, τij = 0 ∀i, j ∈ X
(cf. Example 5.15). Let Y = X × A, let (qij)i,j∈X be a collection of scalars, let ω ∈ Â, let
χi,j := ω =: µ
−1
i,j , for all i, j; define q by (5.23).
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Proposition 6.8. Let (V, c) be the braided vector space (CY, cq).
(1) If ord qii > 3 for some i, then dimB(V ) =∞.
(2) If ord qii = 3 for some i, then either A ≃ C2, the group of order 2 (hence 27 divides
dimB(V ) if this is finite), or else dimB(V ) =∞.
(3) Assume that qii = −1 for all i ∈ X. Furthermore, assume that qijqji = (−1)
Aij for all
i 6= j ∈ X, where Aij ∈ {0,−1}; and that ordκij ≤ 2. Then, if A 6≃ C2, we have
dimB(V ) =∞.
(4) Same hypotheses as in (3); assume that the group A ≃ {±1} ≃ C2. Let X± = {i ∈ X :
σi = ±1}. Assume that Conjecture 6.7 is true. Then
• If cardX+ = 1, cardX− ≤ 3 and qijqji = 1 for all i 6= j ∈ X−, then dimB(V ) is finite.
• If cardX− = 1, cardX+ ≤ 3 and qijqji = 1 for all i 6= j ∈ X+, then dimB(V ) is finite.
• In all other cases, dimB(V ) =∞.
Proof. Let Ŷ = X × Â and let Qψ,φij = qijφ(κ
−1
ij ). By Theorem 5.13 and Lemma 5.16, it is enough
to consider the braided vector space (W, c) = (CŶ , cQ).
Then (1) and (2) follow from Proposition 6.5, applied to the the subspace CŶi, where Yi =
{(i, ψ) : ψ ∈ Â}. The divisibility claim in (2) follows from Proposition 6.17 below.
We prove (3). There exists i 6= j such that κij has order 2 (recall that σ is not constant). Let
E = {φ ∈ Â : φ(κij) = 1} and F = {φ ∈ Â : φ(κij) = −1}; clearly, cardE = cardF . Assume
that cardE > 1, and let φ1 6= φ2 ∈ E, ψ1 6= ψ2 ∈ F . There are two possibilities:
• If qijqji = 1, then (i, φ1), (i, φ2), (j, ψ1), (j, ψ2) span a subspace U of W with c(U ⊗ U) =
U ⊗ U ; the associated Cartan matrix is of type A
(1)
3 , hence dimB(V ) =∞.
• If qijqji = −1, then (i, φ1), (i, φ2), (j, φ1), (j, φ2) span a subspace U of W with c(U ⊗U) =
U ⊗ U ; the associated Cartan matrix is of type A
(1)
3 , hence dimB(V ) =∞.
We prove (4). Let i 6= j ∈ X+; then κij = 1. Let us denote Â = {ε, sgn}. If qijqji = −1, then
(i, ε), (i, sgn), (j, ε), (j, sgn) span a braided vector subspace of Cartan type with matrix A
(1)
3 ; by
Proposition 6.5 (2), dimB(V ) =∞.
We assume then that qijqji = 1 for all i 6= j ∈ X+, and also for all i 6= j ∈ X−. Since κ is
non-trivial, both X+ and X− are non-empty. Let i ∈ X+ and consider the vector subspace U
spanned by ({i}∪X−)× Â. If cardX− > 3, then the Cartan matrix of the braiding of U contains
a principal submatrix of type D
(1)
4 . If Conjecture 6.7 is true, then dimB(V ) =∞. Hence, we can
assume that cardX± ≤ 3. Also, if cardX± = 2 then the Cartan matrix of W contains a cycle;
by Proposition 6.5 (2), dimB(V ) = ∞. The only cases left are cardX+ = 1, cardX− ≤ 3, or
cardX− = 1, cardX+ ≤ 3. In these cases, the Cartan matrices of W are of finite type; either
A2 ×A2, or A3 × A3, or D4 ×D4. This concludes the proof of (4).
Remark 6.9. (1) In part (2) of the proposition, if ord qii = 3, for some i ∈ X , and cardA = 2,
then our present knowledge of Nichols algebras of diagonal type does not allow to obtain any
general conclusion on dimB(V ).
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(2) In part (3) of the proposition, if ord qijqji > 2, or ordκij > 2 for some i, j ∈ X , then our
present knowledge of Nichols algebras of diagonal type does not allow to obtain any conclusion
on dimB(V ).
6.3. Concrete realizations of pointed Hopf algebras computed with Fourier transform.
Here we give examples of groups with Yetter–Drinfeld modules as in Proposition 6.8. This in turn
produces new examples of pointed Hopf algebras with non-abelian group of grouplikes. We also
give a new pointed Hopf algebra using Example 5.17.
For n,m ∈ N, let F = C4n, G = C4m be cyclic groups. Denote by x a generator of F and by y
a generator of G. Let F act on G by y ≺ x = y2m+1, and G act on F by y ≻ x = x2n+1. We can
consider then the group F ⊲⊳ G, which coincides with F ×G as a set and whose multiplication is
defined by
(xiyj)(xkyl) = xi(yj ≻ xk)(yj ≺ xk)yl = xi+k+jk(2n)yj+l+jk(2m).
Notice that the center Z(F ⊲⊳ G) is generated by x2, y2. The conjugacy classes of F ⊲⊳ G have
then cardinality 1 and 2, and they are
{x2iy2j}, {x2i+1y2j, x2i+2n+1y2j+2m}, {x2iy2j+1, x2i+2ny2j+2m+1}, {x2i+1y2j+1, x2i+2n+1y2j+2m+1}.
Take χ defined by χ(x) = χ(y) = −1, and the Yetter–Drinfeld modules Vi = M(x
2i+1, χ),
Wj = M(y
2j+1, χ). We have then the following examples:
(1) V = V0 ⊕ W0. By Proposition 6.8, V is t-equivalent to a space of type A2 × A2, and
then dimB(V ) = 26. We have a family of link-indecomposable pointed Hopf algebras
B(V )#C(F ⊲⊳ G) of dimension 26 × 16mn = 210mn. The smallest example of this family
is n = m = 1 with dimension 210. Another way to realize this example is over the dihedral
group D4 of order 8, as described in [MS, 6.5] and [G1, 5.2].
(2) V = V0 ⊕ V1 ⊕W0. By Proposition 6.8, V is t-equivalent to a space of type A3 × A3, and
then dimB(V ) = 212. We have a family of link-indecomposable pointed Hopf algebras
B(V )#C(F ⊲⊳ G) of dimension 212 × 16mn = 216mn, for n ≥ 2. The smallest example of
this family is n = 2, m = 1, and then dimB(V )#C(F ⊲⊳ G) = 212 · 32 = 217.
(3) V = V0⊕V1⊕V2⊕W0. By Proposition 6.8, V is t-equivalent to a space of type D4×D4. As-
suming Conjecture 6.7, we have dimB(V ) = 224. We have a family of link-indecomposable
pointed Hopf algebras B(V )#C(F ⊲⊳ G) of dimension 224 × 16mn = 228mn, for n ≥ 3.
The smallest example of this family is n = 3, m = 1, and then dimB(V )#C(F ⊲⊳ G) =
224 · 48 = 2283.
Remark 6.10. Actually, in the examples above we have dimPg,h ≤ 2 for any g, h grouplikes. If
we allow bigger dimensions, then we can take always D4 as group.
We give now the algebras obtained from Example 5.17. One of them appears in [MS], and then
by Lemma 5.18 the other one has the same dimension. We give a full presentation by generators
and relations of both of them.
Nichols algebra related to the transpositions in S4 [MS]. Let X = {a, b, c, d, e, f} be the
standard crossed set of the transpositions in S4 and consider the braided vector space (V, c) =
(CX, cq) associated to the cocycle q ≡ −1. Here
a = (12), b = (13), c = (14), d = (23), e = (24), f = (34).
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Theorem 6.11. [MS, 6.4] The Nichols algebra B(V ) can be presented by generators
{a, b, c, d, e, f} with defining relations
a2, b2, c2, d2, e2, f 2,
dc+ cd, eb+ be, fa+ af,
da+ bd+ ab, db+ ad+ ba, ea + ce+ ac, ec+ ae + ca,
fb+ cf + bc, fc+ bf + cb, fd+ ef + de, fe+ df + ed.
(6.1)
To obtain a basis, choose one element per row below, juxtaposing them from top to bottom:
(1, a)
(1, b, ba)
(1, c, cb, cba, ca, cab, caba, cabac)
(1, d)
(1, e, ed)
(1, f)
Its Hilbert polynomial is then
P (t) = (1 + t)(1 + t + t2)(1 + t+ 2t2 + 2t3 + t4 + t5)(1 + t)(1 + t+ t2)(1 + t)
= (1 + t)4(1 + t+ t2)2(1 + t2)2
= t12 + 6t11 + 19t10 + 42t9 + 71t8 + 96t7 + 106t6 + 96t5 + 71t4 + 42t3 + 19t2 + 6t+ 1.
Its dimension is 2632 = 576. Its top degree is 12. An integral is given by abacabacdedf .
We give an alternative proof to that in [MS, 6.4] using Theorem 6.4.
Proof. It is straightforward to see that the elements in (6.1) vanish in B(V ). One can either use
differential operators or either compute Q2 = 1+ c on them. Using Gro¨bner bases it can be seen
that if J is the ideal generated by these relations, then T (V )/J has the stated basis. Since J
is generated by primitive elements, it is a coideal. Furthermore, J is generated by homogeneous
elements with respect to the Inn⊲(X)-grading, and it is invariant under the Inn⊲(X)-action. By
Lemma 6.2, it is compatible with the braiding and then T (V )/J is a braided Hopf algebra. Last,
we show that abacabacdedf does not vanish in B(V ): it is straightforward to see that
∂a∂b∂a∂c∂a∂b∂a∂c∂d∂e∂d∂f (abacabacdedf) = 1
Now, we conclude by Theorem 6.4 part (2).
To realize this example, one can take G = S4, g = (1 2), χ = sgn. Then V =M(g, χ) ∈
G
GYD is
isomorphic to (CX, cq). We get a pointed Hopf algebra B(V )#CG whose dimension is 576×24 =
2933. One can construct also a family of link-indecomposable pointed Hopf algebras taking as
group S4×Cm, where Cm is the cyclic group of m elements and m is odd. Let g = (1 2)× t (t is a
generator of Cm) and let the character χ be the product sgn×ε (ε is the trivial character). Then
V = M(g, χ) is again isomorphic to (CX, cq) and we get a pointed Hopf algebra of dimension
2933m.
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Nichols algebra related to the faces of the cube. Let X = {a, b, c, d, e, f} be the polyhedral
crossed set of the faces of the cube (that is, the 4-cycles in S4), where {a, f}, {b, e}, {c, d} are
the pairs of opposite faces and a ⊲ b = c. Consider the braided vector space (V, c) = (CX, cq)
associated to the cocycle q ≡ −1.
By Lemma 6.1 and Lemma 5.18, the Nichols algebra of V has the same Hilbert series as that
of the preceding example. We can indeed give the precise description of B(V ):
Theorem 6.12. The Nichols algebra B(V ) can be presented by generators {a, b, c, d, e, f} with
defining relations
a2, b2, c2, d2, e2, f 2,
ec+ ce, db+ bd, fa+ af,
ca+ bc + ab, da+ cd+ ac, eb+ ba + ae, fb+ ef + be,
fc+ cb+ bf, fd+ dc+ cf, fe + ed+ df, ea+ de+ ad.
(6.2)
To obtain a basis, choose one element per row below, juxtaposing them from top to bottom:
(1, a)
(1, b, ba)
(1, c, cb, cba)
(1, d, dc, dcb)
(1, e, ed)
(1, f)
Its Hilbert polynomial is then
P (t) = (1 + t)(1 + t + t2)(1 + t+ t2 + t3)(1 + t+ t2 + t3)(1 + t + t2)(1 + t)
= (1 + t)4(1 + t+ t2)2(1 + t2)2
= t12 + 6t11 + 19t10 + 42t9 + 71t8 + 96t7 + 106t6 + 96t5 + 71t4 + 42t3 + 19t2 + 6t+ 1.
Its dimension is 2632 = 576. Its top degree is 12. An integral is given by abacbadcbedf .
Proof. Again, the elements in (6.2) are easily seen to be relations in B(V ). Using Gro¨bner bases,
it can be seen that if J is the ideal generated by these elements, then T (V )/J is as stated. We
conclude now using Lemma 6.1 and Lemma 5.18.
To realize this example, one can take the G = S4, g = (1 2 3 4), χ = sgn. Then V = M(g, χ) ∈
G
GYD is isomorphic to (CX, c
q). We get a pointed Hopf algebra B(V )#CG whose dimension is
576× 24 = 2933. Also here we get a family of link-indecomposable pointed Hopf algebras taking
the group S4 × Cm (m odd), g = (1 2 3 4)× t (t a generator of Cm) and χ = sgn×ε.
6.4. Some relations of Nichols algebras of affine racks. We first present relations in Nichols
algebras related to affine racks. The relation in part (1) of the following lemma is related to [MS,
5.7]; here the rack is more general than there, there the cocycle is more general than here.
Although the relation in part (3) below has the same appearence than [MS, (5.24)], the racks and
the elements x, y are different.
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Lemma 6.13. Let (A, g) be an affine crossed set. Let q ≡ −1 and (V = CA, cq) the corresponding
braided vector space.
(1) Let x1, x2 ∈ A. Define inductively the elements xi ∈ A (i ≥ 3) by xi = xi−1 ⊲ xi−2. Let n
be the minimum positive integer such that x2 − x1 ∈ ker
∑n−1
i=0 (−g)
i. Then in B(V ) we have the
relation
x2x1 + x3x2 + · · ·+ xnxn−1 + x1xn = 0.
Furthermore, taking different pairs (x2, x1), this is a basis of the relations in degree 2. In other
words, consider in A × A the relation (x2, x1) ∼ (a, b) if there exists m ∈ N such that (a, b) =
(xm, xm−1), where the xi’s are defined as above. Then ∼ is an equivalence relation, and the
dimension of the space of relations of B(V ) in degree 2 (i.e., the kernel of the multiplication
V ⊗ V → B(V )) coincides with the number of equivalence classes |A× A/ ∼ |.
(2) If q ≡ q, where −q is a primitive ℓ-th root of unity, then the relations in degree 2 are the
chains
x2x1 + (−q)x3x2 + (−q)
2x4x3 + · · ·+ (−q)
n−1x1xn
such that ℓ|n. The elements xi ∈ A and n ∈ N are defined as in part (1).
(3) If (1− g + g2 − g3)(x− y) = 0, then in the Nichols algebra B(V ) we have the relation
x y x y + y x y x = 0.
The element xyxy + yxyx is homogeneous with respect to the Inn⊲(A)-grading. Furthermore, in
the algebra B̂2(V ) (see Theorem 6.4) the element xyxy + yxyx is primitive. In other words, if
Q ⊇ Q2 is an Inn⊲(A)-homogeneous coideal, then the ideal generated by Q + C(xyxy + yxyx) is
also an Inn⊲(A)-homogeneous coideal.
(4) If (1 − g + g2)(x − z) = (1 − g + g2)(y − z) = 0 then in the Nichols algebra B(V ) we have
the relation
x y z x y z + y z x y z x+ z x y z x y = 0.
The element xyzxyz + yzxyzx + zxyzxy is homogeneous with respect to the Inn⊲(A)-grading.
Furthermore, in the algebra B̂2(V ) (see Theorem 6.4) the element xyzxyz + yzxyzx+ zxyzxy is
primitive. In other words, if Q ⊇ Q2 is an Inn⊲(A)-homogeneous coideal, then the ideal generated
by Q+ C(xyzxyz + yzxyzx+ zxyzxy) is also an Inn⊲(A)-homogeneous coideal.
Proof. (1) It is easy to see by induction that
xt =
t−2∑
i=0
(−g)i(x2 − x1) + x1.
Then xn ⊲ xn−1 = xn+1 = x1 and x1 ⊲ xn = xn+2 = x2. It is easy to see that, g being invertible,
the chain corresponding to x′1 = xt, x
′
2 = xt+1 is exactly the same. This is because xt+1 − xt =
(−g)t−1(x2 − x1). This proves that the relation ∼ is an equivalence relation. On the other hand,
the relations in degree 2 are exactly the kernel of 1 + c. Thus, we compute
(1 + c)(x2x1 + x3x2 + · · ·+ x1xn) = x2x1 − x3x2 + x3x2 − x4x3 + · · ·+ x1xn − x2x1 = 0.
Observe that for x1 = x2 = x the minimum n is 1 and we get the relation x
2 = 0. To see that
these relations generate all the relations in degree 2, let us take, for a (not necessarily primitive)
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n-th root of unit ζ , the vector
x2x1 + ζx3x2 + ζ
2x4x3 + · · ·+ ζ
n−1x1xn.
It is clear that this vector is an eigenvector of c with eigenvalue −1
ζ
. Thus, each of the strings
(x1, x2, . . . , xn) occurs n times, one for each n-th root of unity, and each of these times with a
different eigenvalue. By a dimension argument, we have diagonalized c and we have picked up
the eigenspace associated to −1.
(2) The same eigenvectors found in the previous part are eigenvectors here, though their eigen-
values are q/ζ . Thus, for a chain of length n to be a relation, one must have q/ζ = −1, i.e., −q
must be an n-th root of unity.
(3) Let z = y ⊲ x, w = z ⊲ y. By the previous part, we have in B(V )
x2 = y2 = z2 = w2 = 0, yx+ zy + wz + xw = 0.
Let us apply now ∂y to the alleged relation. We get
∂y(xyxy + yxyx) = xzy + xyx− zyz − yxz = x(zy + yx)− (zy + yx)z
= −x(wz + xw) + (wz + xw)z = −xwz + xwz = 0.
Analogously, ∂x(xyxy+yxyx) = 0. If a 6= x, a 6= y, then ∂a(xyxy+yxyx) = 0 as well. This shows
that xyxy + yxyx = 0 in B(V ), but we have claimed a stronger fact. To see that xyxy + yxyx is
primitive modulo J2, we must prove that in T (V ) we have
∆(xyxy + yxyx) ∈ (xyxy + yxyx)⊗ 1 + 1⊗ (xyxy + yxyx) + T (V )⊗ J2 + J2 ⊗ T (V ).
Now, ∆ is a graded map: ∆ = ⊕n,m∆n,m, where ∆n,m : T
n+m(V ) → T n(V ) ⊗ Tm(V ). We must
prove then that the images of xyxy + yxyx by ∆1,3, ∆2,2 and ∆3,1 lie in T (V )⊗ J2 + J2 ⊗ T (V ).
The previous argument, with derivations, shows that ∆3,1(xyxy+yxyx) ∈ J2⊗V . For the others,
let us introduce the following notation: if m ∈ N, we take the basis {x1 · · ·xm | xi ∈ A ∀i} of
Tm(V ). Let {(x1 · · ·xm)
∗ | xi ∈ A ∀i} be the dual basis, and let ∂x1···xm = (id⊗(x1 · · ·xm)
∗) ◦∆.
These maps are skew differential operators of degree m and for m = 1 they coincide with the
derivations. We have then for W ∈ T n(V ),
∆n−m,m(W ) =
∑
x1∈A,... ,xm∈A
∂x1···xm(W )⊗ (x1 · · ·xm).
We prove now that ∆2,2(xyxy+ yxyx) ∈ T (V )⊗ J2 + J2⊗ T (V ). Clearly, ∆ab(xyxy+ yxyx) = 0
unless {a, b} ⊆ {x, y}. Since xx and yy are in J2, it is sufficient to see that the image of
xyxy + yxyx by ∂xy and ∂yx lies in J2. Let t = x ⊲ y and s = t ⊲ x. Then st+ tx+ xy + ys ∈ Q2.
Furthermore, x ⊲ z = x ⊲ (y ⊲ x) = (x ⊲ y) ⊲ (x ⊲ x) = t ⊲ x = s. Now, it is straightforward to
check that ∂xy(xyxy + yxyx) = st + tx + xy + ys ∈ J2. The computation for ∂yx is analogous.
Finally, it is easy to see that ∂xyx(xyxy + yxyx) = ∂yxy(xyxy + yxyx) = 0, which proves that
∆1,3(xyxy + yxyx) ∈ T (V )⊗ J2 + J2 ⊗ T (V ).
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It remains to be proved that xyxy+ yxyx is Inn⊲(A)-homogeneous. This is equivalent to prove
that φxφyφxφy = φyφxφyφx. Take a ∈ A. We have φxφy(a) = (1− g)x+ g(1− g)y+ g
2a, and then
φxφyφxφy(a) = (1 + g
2)(1− g)x+ g(1− g)(1 + g2)y + g4a
= x− g4y + g(1− g + g2)(y − x) + g4a = x− g4y + (y − x) + g4a
= y − g4y + g4a
Analogously, φyφxφyφx(a) = x− g
4x+ g4a. Then
φxφyφxφy(a)− φyφxφyφx(a) = (1− g
4)(y − x) = 0.
(4) Let us define the following elements in A:
h = y ⊲ z = (1− g)y + gz
s = x ⊲ y = (1− g)x+ gy
t = x ⊲ h = (1− g)x+ y − (1− g)z
r = x ⊲ z = (1− g)x+ gz
b = x ⊲ (y ⊲ r) = x+ y − z
One can check that t = s ⊲ r, b = y ⊲ t. It is straightforward to check that any two of these
elements satisfy that their difference lies in the kernel of 1 − g + g2. This is so because each of
these is an affine combination of x, y, z whose parameters are polynomials in g (and any such
polynomial leaves ker(1− g + g2) invariant). By the first part, we have the following relations in
B̂2(V ):
x2 = y2 = z2 = h2 = s2 = t2 = r2 = 0
hy + yz + zh = sx+ xy + ys = tx+ xh + ht = rx+ xz + zr = 0
sr + rt+ ts = by + yt+ tb = zsz − szs = 0
(6.3)
Notice that for any two of these elements, say x1, x2, if we put x3 = x2 ⊲ x1 we then get
x2x1 + x3x2 + x1x3 = 0, and then, since x
2
1 = x
2
2 = 0, we have x1x2x1 = x2x1x2. This ex-
plains the relation zsz− szs = 0 above. As in the previous case, we must prove that the image of
xyzxyz+ yzxyzx+ zxyzxy by ∆1,5, ∆2,4, ∆3,3, ∆4,2 and ∆5,1 lies in J2⊗T (V )+T (V )⊗J2. This
is a very long computation, but it is straightforward and we give only two examples: for ∆5,1 we
apply ∂x and for ∆3,3 we apply ∂xyx and ∂yxy. Let us call W = xyzxyz + yzxyzx + zxyzxy. We
have
∂x(W ) = −srxsr + xyzsr − yzsrx+ yzxyz + zsrxs− zxyzs,
∂xyx(W ) = txb+ yzt− ztx,
∂yxy(W ) = xhb − hby − zxh.
It can be seen that relations (6.3) imply that the first of these elements lies in J2. The second
and third elements do not lie in J2; however, since modulo J2 we have xyx = yxy, in the image
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by ∆3,3 we have
∂xyx(W )⊗ xyx+ ∂yxy(W )⊗ yxy
= (txb+ yzt− ztx+ xhb − hby − zxh)⊗ xyx modulo T (V )⊗ J2.
Now, it can be seen that relations (6.3) imply that txb+yzt−ztx+xhb−hby−zxh lie in J2. The
proof that W is Inn⊲(A)-homogeneous is analogous to that of xyxy + yxyx being homogeneous
in part (3).
Remark 6.14. If A = Fpt, g is the multiplication by w 6= −1, then the minimum n in part (1) of
the Lemma is always the order of −w as a root of unit in Fpt, except for x1 = x2 = x. We have
then exactly pt + p
2t−pt
n
independent relations in degree 2, and therefore the dimension of B2(V )
is n−1
n
(p2t − pt). If w = −1, we have the same result with n = p = char(Fpt). Furthermore, if
n = 4 then we can apply part (3) for any two elements x, y ∈ A. If n = 3 then we can apply part
(4) for any three elements x, y, z ∈ A.
6.5. Examples of Nichols algebras and pointed Hopf algebras on affine racks. We
present here two examples. In both we have relations given by Lemma 6.13.
Nichols algebra related to the vertices of the tetrahedron [G1]. Let X = {1, 2, 3, 4} be
the polyhedral crossed set of the vertices of the tetrahedron and consider the braided vector space
(V, c) = (CX, cq) associated to the cocycle q ≡ −1.
Theorem 6.15. The Nichols algebra B(V ) can be presented by generators {1, 2, 3, 4} with defin-
ing relations
12, 22, 32, 42,
31 + 23 + 12, 41 + 34 + 13, 42 + 21 + 14, 43 + 32 + 24,
321321 + 213213 + 132132.
(6.4)
To obtain a basis, choose one element per row below, juxtaposing them from top to bottom (e is
the unit element):
(e, 1)
(e, 2, 21)
(e, 321)
(e, 3, 32)
(e, 4)
Its Hilbert polynomial is then P (t) = t9 + 4t8 + 8t7 + 11t6 + 12t5 + 12t4 + 11t3 + 8t2 + 4t + 1.
Its dimension is 72, its top degree is 9, an integral is given by 121321324.
Proof. As explained in Remark 1.26, the tetrahedron crossed set coincides with the affine crossed
set (F4, w), where w
2 + w + 1 = w2 − w + 1 = 0. The cases (1) with n = 3 and (4) of Lemma
6.13 apply immediately and we see that the elements in (6.4) are relations in B(V ). Let J be the
ideal generated by these elements. It can be seen that J is Inn⊲(X)-stable. Since by Lemma 6.13
part (4) the element 321321 + 213213 + 132132 is Inn⊲(X)-homogeneous and Q2 is compatible
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with the braiding, then J is compatible with the braiding. Moreover, by Lemma 6.13 part (4)
again, it is a coideal. Now, it is straightforward to see that
∂1∂2∂3∂4∂2∂4∂3∂4(121321324) = 2 ∈ C.
We now use Theorem 6.4 part (2).
To realize this example, one can take the affine group F4⋊F
×
4 ≃ A4 and its direct product with
C2. That is, we take G = A4 × C2. Denote by t the generator of C2 and let g = (1 2 3)× t ∈ G.
Take χ ∈ Gˆ, χ(σ × ti) = (−1)i. Then V = M(g, χ) ∈ GGYD is isomorphic to (CX, c
q). We
get a pointed Hopf algebra B(V )#CG whose dimension is 72 × 24 = 2633. We get a family of
link-indecomposable pointed Hopf algebras replacing C2 by Cm (m even), g = (1 2 3) × t (t a
generator of Cm) and χ(σ × t
i) = (−1)i.
Nichols algebra related to the affine crossed set (Z5, ⊲
2). Let X = {0, 1, 2, 3, 4} be the
affine crossed set (Z5, ⊲
2) and consider the braided vector space (V, c) = (CX, cq) associated to
the cocycle q ≡ −1. That is, c(i⊗ j) = −(2j − i)⊗ i.
Theorem 6.16. The Nichols algebra B(V ) can be presented by generators {0, 1, 2, 3, 4} with
defining relations
02, 12, 22, 32, 42,
32 + 20 + 13 + 01, 40 + 21 + 14 + 02, 41 + 34 + 10 + 03,
42 + 30 + 23 + 04, 43 + 31 + 24 + 12,
1010 + 0101.
(6.5)
To obtain a basis, choose one element per row below, juxtaposing them from top to bottom (e is
the unit element):
(e, 0)
(e, 1, 10, 101)
(e, 2, 21, 212, 20, 201, 2012, 2010, 20102, 201020)
(e, 3, 31, 312, 30, 303, 3031, 30312)
(e, 4)
Its Hilbert polynomial is then
P (t) = (1 + t)2(1 + t+ t2 + t3)(1 + t + 2t2 + 2t3 + 2t4 + t5 + t6)(1 + t+ 2t2 + 2t3 + t4 + t5)
= t16 + 5t15 + 15t14 + 35t13 + 66t12 + 105t11 + 145t10 + 175t9 + 186t8 + 175t7
+ 145t6 + 105t5 + 66t4 + 35t3 + 15t2 + 5t+ 1.
Its dimension is 1280. Its top degree is 16. An integral is given by 0101201020303124.
Proof. The relations are given by Lemma 6.13 parts (1) and (3). By the same result, if J is the
ideal generated by (6.5) then it is a homogeneous coideal. It is not difficult to see that it is also
Inn⊲(X)-stable, whence it is compatible with the braiding. Using Gro¨bner bases, it can be seen
that relations (6.5) yield the stated dimensions in each degree. Using Theorem 6.4 part (2), it is
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sufficient to see that 0101201020303124 does not vanish in B(V ) in order to prove the Theorem.
It is straightforward then to compute that
∂1∂0∂4∂1∂4∂2∂3∂4∂2∂4∂3∂2∂3∂4∂3∂4(0101201020303124) = 1 ∈ C.
To realize this example, one can take the groupG = Z/5⋊(Z/5)×, χ((a, 2j)) = (−1)j, g = (0, 2).
Then V = M(g, χ) ∈ GGYD is isomorphic to (CX, c
q). We get a pointed Hopf algebra B(V )#CG
whose dimension is 1280 × 20 = 21052. We get a family of link-indecomposable pointed Hopf
algebras replacing (Z/5)× by C4m, where a generator t of C4m acts as 2, i.e., tit
−1 = 2i for
i ∈ Z/5. Then take g = 0 × t, χ(i × tj) = (−1)j , V = M(g, χ) ∈ GGYD. The algebra B(V )#CG
has dimension 21052m.
6.6. A freeness result for extensions of crossed sets. The concept of extension of crossed
sets is not only useful in classification problems of them. It turns out to be useful as well when
one wants to compute Nichols algebras, as the following Proposition asserts.
Let X, Y be quandles and let X → Y be a surjective quandle homomorphism. We assume
that X is indecomposable, hence Y is also indecomposable and X ≃ Y ×α S for some dynamical
2-cocycle α and some set S (see Definition 2.2). Let q : Y × Y → G∞ be a 2-cocycle. Notice
that qii = qjj for all i, j ∈ Y. Let q˜ be the pull-back of q along π, that is q˜xy := qπ(x),π(y). Let
(V, c) = (CX, cq˜), (V ′, c′) = (CY, cq). Let PV (t) be the Hilbert series of B(V ) and PV ′(t) the
Hilbert series of B(V ′).
Proposition 6.17. (1) If the order of qii is > 3 and cardS ≥ 2 then dimB(V ) = ∞. If the
order of qii is 3 and cardS ≥ 3 then dimB(V ) =∞.
(2) Let PS(t) be the Hilbert polynomial of B(W ), where (W, cW ) = (CS, c
qii) (i.e., the cocycle
is the constant qii)). Then PS |PV .
(3) If α is a constant cocycle, PV ′ |PV .
Proof. (1) follows easily from [G1, Lemma 3.1]. (2) follows at once from [G3, Theorem 3.8,1].
(3) can be proved using a remark right after the proof of [MS, Theorem 3.2]. Actually, this
remark is a generalization of Theorem 3.2 in loc. cit., which in turn is a generalization of [G3,
Theorem 3.8,1]. The remark goes as follows: let (R, c), (R′, c′) be braided Hopf algebras with
maps R′
i
−→R
φ
−→R′ of algebras and coalgebras such that φi = id, and such that
(i⊗ id)c′(φ⊗ id) = (id⊗φ)c(id⊗i), c(iφ⊗ id) = (id⊗iφ)c.(6.6)
Let ρ : R → R ⊗ R′, ρ = (id⊗φ)∆R, and let K = R
coR′ = {r ∈ R | ρ(r) = r ⊗ 1}. Then
the conditions on i and φ are sufficient to prove that µ : K ⊗ R′ → R, µ = mR(id⊗i) is an
isomorphism.
Thus, we can find i : B(V ′)→ B(V ) and φ : B(V )→ B(V ′) satisfying the previous conditions.
By the definitions of Nichols algebras, to give an algebra and coalgebra map it is enough to give
the maps at degree 1 and verify that they commute with the braidings. That is, V ′
i
−→V
φ
−→V ′
such that c(i⊗ i) = (i⊗ i)c′ and similarly with φ. We take i(y) = 1
|S|
∑
π(x)=y x, φ(x) = π(x). It
is immediate to see that i and φ commute with the braidings, using that π is a map of crossed
sets and q˜ = π−1(q). The conditions in (6.6) are also easy to verify; for the second one it is used
that α is a constant cocycle.
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