The new distributions are very useful in describing real data sets, because these distributions are more flexible to model real data that present a high degree of skewness and kurtosis. The choice of the best-suited statistical distribution for modeling data is very important. In this paper, A new class of distributions called the New odd log-logistic generalized half-normal (NOLL-GHN) family with four parameters is introduced and studied. This model contains sub-models such as half-normal (HN), generalized half-normal (GHN )and odd log-logistic generalized half-normal (OLL-GHN) distributions. some statistical properties such as moments and moment generating function have been calculated. The Biases and MSE's of estimator methods such as maximum likelihood estimators , least squares estimators, weighted least squares estimators, Cramer-von-Mises estimators, Anderson-Darling estimators and right tailed Anderson-Darling estimators are calculated. The fitness capability of this model has been investigated by fitting this model and others based on real data sets. The maximum likelihood estimators are assessed with simulated real data from proposed model. We present the simulation in order to test validity of maximum likelihood estimators.
cyclic patterns of stress, whose ultimate extension causes the rupture or failure of this specimen (Pescim et al., 2014) . From experimental investigation, the fatigue process appears as a random process. In this sense, the extension of a crack produced by fatigue in each cycle is modeled by a random variable which depends on the magnitude of the stress, the type of material, the number of previous cycles, etc. In the literature, there is a large number of statistical models which allow to study the random variation of the failure times associated to materials exposed to fatigue as a result of different cyclic patterns. The most widely used models to describe the lifetime under fatigue process are the half-normal (HN) and Birnbaum-Saunders (BS) distributions. For fitting monotone hazard rates, the HN distribution may be initial choices because of their negatively and positively skewed density shapes. However, in some practical situations, it does not provide a reasonable parametric fit for modeling phenomenon with non-monotone failure rates such as the bathtub shaped and the unimodal failure rates, which are common in reliability and biological studies. To deal with part of this problem, Cooray and Ananda (2008) proposed the generalized half-normal (GHN) distribution derived from a model for static fatigue. They demonstrated that the GHN distribution modeling monotone failure rates (increasing and decreasing) and non-monotone failure rate (bathtub shaped) for certain values of its shape parameter, thus providing its greater applicability.
The GHN density function with shape parameter >0  .
Although this type of density function is asymmetric, the degrees of skewness and/or kurtosis in some cases are outside the distributional range defined by the GHN distribution. Moreover, this distribution is not suitable in situations where the hazard rate function (hrf) is unimodal. Hence, a more suitable distribution for adjusting such unexpected deviations is an important issue. Thus, a great number of extended distributions has been proposed in survival analysis in order to provide a greater flexibility for extended distributions and to allow that the hrf may describe monotone (increasing and decreasing) and non-monotone (bathtub shaped and unimodal) forms. Further, the extended distribution can be used to discriminate models, since it has as a special case, the distribution that generated it. The GHN distribution has been widely modified and studied in recent years and various authors developed new generalizations from this lifetime model. Pescim et al. (2010) introduced the beta generalized half-Normal (BGHN) distribution with applications to myelogenous leukemia data. Cordeiro et al. (2012) defined the Kumaraswamy generalized half-normal (KwGHN) distribution for censored data. Recently, Pescim et al. (2013) proposed a log-linear regression model based on the BGHN distribution, while Ramires et al. (2013) defined the beta generalized half-normal geometric (BGHNG) distribution in order to achieve wider diversity among the density and failure rate functions.
Corderio et al. (2016) introduced and studied a three-parameter extension of the GHN distribution based on the OLL-G family refereed to as the odd log-logistic generalized half-normal (OLLGHN) distribution, which contains as sub-models the HN and GHN distributions.
In this paper, we introduce and study a four-parameter extension of the GHN distribution based on the T-X idea by Alzaatreh et.al, (2013) , which contains as submodels the HN, GHN and OLLGHN distributions. The new distribution due to its flexibility in accommodating bathtub and unimodal shape forms of the hrf could be an important model in a variety of problems in survival analysis. It is also suitable for testing goodness-of-fit of the special cases.
The cdf and pdf of new family are given by ( ; , ) ( ; , ) 2 0 ( ; , ) ( ; , , , ) = = (1 ) ( ; , ) ( ,; , ) 
where , > 0  are two shape parameters. These parameters can provide great flexibility to model the skewness and kurtosis of the generated distribution. Henceforth, we denote by ( , , , ) X NOLLGHN     a random variable having pdf (4 
respectively. Plots of density functions and hazard rate functions for selected parameter values, are displayed in Figures 1, 2, 3 and 4, respectively. It is evident that the new distribution is much more flexible than the GHN and OLLGHN distribution. Further, it allows four major hazard shapes: increasing, bathtub and unimodal hazard rates. 
Useful expansions
Useful expansions for equations (3) and (4) can be derived using the idea of the exponentiated-G ("EG" for short) family of distributions. Its properties have been reported by several authors in recent years, see Mudholkar and Srivastava (1993) and Mudholkar et al. (1995)  , we consider the generalized binomial expansion
Inserting (6) and (7) in equation (3), we obtain 
is the exponentiated generalized half-normal (EGHN) density function with power parameter ( 1) k + . Equation (9) reveals that the density function of X is a linear combination of EGHN densities. Thus, some structural properties of the NOLLGHN distribution such as the ordinary and incomplete moments and generating function can be determined from well-established properties of the EGHN distribution. Equations (8) and (9) are the main results of this section.
Statistical properties
In this section some statistical properties of the proposed distribution are investigated.
Moments
By setting = ( / ) ux   and considering the error function as the cdf of the GHN distribution, the n th moment of X can be obtained from equation (9) defined by 
is the Stirling number of the first kind. Other kinds of moments may also be obtained in closed-form, but we consider only the previous moments for reasons of space.
The measures of skewness and kurtosis of the NOLLGHN distribution can be obtained as follows:
Plots of skewness and kurtosis of the NOLLGHN distribution are displayed in Figure 5 . 
Estimation and inference
In this section, we determine the maximum likelihood estimates (MLE's) of the model parameters of the new family from complete samples only. ( 
The MLE  of  is obtained by solving the nonlinear likelihood equations
. These equations cannot be solved analytically and statistical software can be used to solve them numerically. We can use iterative techniques such as a Newton-Raphson type algorithm to obtain the estimate  . We employ the numerical procedures in R.
For interval estimation and hypothesis tests on the parameters in  , we obtain the observed information matrix since the expected information matrix is very complicated and requires numerical integration. The 44  observed information matrix () J  , becomes as follows:
Under conditions that are fulfilled for parameters in the interior of the parameter space but not on the boundary, the estimated approximate multivariate normal The likelihood ratio (LR) statistics are useful for comparing the new distribution with some special models. For example, we may use the LR statistic to check if the fit using the NOLLGHN distribution is statistically "superior" to a fit using the GHN and OLLGHN distribution for a given data set. In any case, considering the partition 5 Simulation study
The Maximum Likelihood Estimator
In this section, the Maximum likelihood estimators of parameters of purpose density function has been assessed by simulating: ( , , , ) = (4, 4, 2,0.5)     . The density function has been indicated in Figure 6 .
To verify the validity of the maximum likelihood estimator, the bias of MLE and the mean square error of MLE have been used. For example, as described in Section 4, for ( To examine the performance of the MLE's for the NOLLGHN distribution, we perform a simulation study:
1. Generate r samples of size n from equation (4) 
The other estimation methods
There are several approaches to estimate the parameters of distributions that each of them has its characteristic features and benefits. In this subsection five of those methods are briefly introduced and will be numerically investigated in the simulation study Figure 6 . A useful summary of these methods can be seen in Dey et al., (2017) . Here { ; = 1, 2,..., } i t i n is the associated order statistics and F is the distribution function of NOLLGHN.
Least squares and weighted least squares estimators
The Least Squares (LSE) and weighted Least Squares Estimators (WLSE) are introduced by Swain et al., (1988) . The LSE's and WLSE's are obtained by minimizing the following functions: 
Cramér-von-Mises estimator
Cramér-von-Mises Estimator (CME) is introduced by Choi and Bulgren (1968) . The CMEs is obtained by minimizing the following function: The result of the simulations of this subsection is shown in Figure 9 . As it is clear from the MSE plot for two parameters with the increase in the volume of the sample all methods will approach to zero and this verifies the validity of the these estimation methods and numerical calculations for the distribution parameters NOLLGHN.     .
Application
Here, for the purpose of illustration, we analyze four data sets. We choose these data because they really show in different fields that it is necessary to have non-negative support.
Description of the data sets. The data set relates to one hundred and one data points subjected to constant sustained pressure at the ninety percent stress level until all had failed, so the data are complete. The failure times are in hours are shown in Andrews and Herzberg (1985) . Table 1 gives a descriptive summary for these data showing different degrees of skewness and kurtosis. In the following, we compare the proposed model with some other lifetime distributions, namely:
(i) Generalized half-normal distribution (GHN) (Cooray and Ananda (2008) ). The GHN density function is given by
 , >0 a and >0 b . We fit the above models to the current data sets and compute the MLEs, their standard errors (given in parentheses) and the following statistics: negative log-likelihood In all four tables, the better the fit of the model, the smaller the values of the corresponding statistics. The results indicate that the NOLLGHN model has the smallest values of these statistics and largest p-values among all fitted models. So, it could be chosen as the more suitable model.
In order to assess if the model is appropriate, we show in Figures 9-12 the histograms of the data sets, the plots of the fitted NOLLGHN, GHN, OLLGHN, EGHN, KWGHN, betaGHN betaMOGHN and EXGHN density functions and their estimated survival functions and the plots of the empirical distributions. We can conclude that the new distribution is a very suitable model to fit the four data sets. Figure 10 : Estimated densities and Estimated cdf for data set 1. Figure 11 : Estimated densities and Estimated cdf for data set 2. Figure 12 : Estimated densities and Estimated cdf for data set 3. Figure 13 : Estimated densities and Estimated cdf for data set 4.
Conclusions
In this paper, A new class of distributions called the odd log-logistic generalized half-normal (NOLL-GHN) family with four parameters is introduced and studied. Some of its various properties including explicit expansions, moment of residual life, reversed residual life, incomplete moments, order statistics, maximum likelihood estimator, are provided. The parameters of this model are estimated by the maximum likelihood estimators, least squares estimators, weighted least squares estimators, Cramer-von-Mises estimators, Anderson-Darling estimators and right tailed Anderson-Darling estimators. The NOLL-GHN is applied to fit four real data sets. applications demonstrate the importance of the NOLL-GHN family and show that the NOLL-GHN has the ability to fit the current data and it was always one of the best models. The results of tables and figures illustrate the importance of the new distribution to analyze of real data with respect to another well-known models.
