In broadband millimeter-wave (mm-Wave) systems, it is desirable to design hybrid beamformers with common analog beamformer for the entire band while employing different baseband beamformers in different frequency sub-bands. Furthermore, the performance mostly relies on the perfectness of the channel information. In this paper, we propose a deep learning (DL) framework for hybrid beamformer design in broadband mm-Wave massive MIMO systems. We design a convolutional neural network (CNN) that accepts the channel matrix of all subcarriers as input and the output of CNN is the hybrid beamformers. The proposed CNN architecture is trained with imperfect channel matrices in order to provide robust performance against the deviations in the channel data. Hence, the proposed precoding scheme can handle the imperfect or limited feedback scenario where the full and exact knowledge of the channel is not available. We show that the proposed DL framework is more robust and computationally less complex than the conventional optimization and phase-extraction-based approaches.
INTRODUCTION
The conventional cellular communications systems suffer from spectrum shortage while the demand for wider bandwidth and higher data rates is continuously increasing [1] . In this context, millimeter wave (mm-Wave) band is a preferred candidate for fifth-generation (5G) communications technology [2] because they provide higher data rate and wider bandwidth [1, 3] . As a consequence, they have become a leading candidate for the fifth generation (5G) wireless networks [2, 4, 5] . The mm-Wave systems leverage large-scale antenna arrays to compensate for the propagation losses at high frequencies.
Hybrid precoding is an effective technique employed by mm-Wave systems to increase the spectral efficiency and reduce the cost imposed by massive arrays in a multiple-output multiple-input (MIMO) configuration [6, 7] .
In recent years, several techniques have been proposed to design the hybrid precoders in mm-Wave MIMO systems. Initial works have focused on the narrow-band scenario [7, 8] . However, to effectively utilize the mm-Wave MIMO architectures with relatively larger bandwidth, there are recent, concerted efforts toward developing broadband hybrid beamforming techniques. The key challenge in hybrid beamforming for a broadband frequency-selective channel is designing a common analog beamformer that is shared across all subcarriers while the digital (baseband) beamformer weights need to be specific to a subcarrier. This difference in hybrid beamforming design of frequency-selective channels from flat-fading case is the primary motivation for considering hybrid beamforming for orthogonal frequency division multiplexing (OFDM) modulation. The optimal beamforming vector in a frequency-selective channel depends on the frequency, i.e., a subcarrier in OFDM, but the analog beamformer in any of the narrow-band hybrid structures cannot vary with frequency. Thus, the common analog beamformer is required to be designed in consideration of impact to all subcarriers, thereby making the hybrid precoding more difficult than the narrow-band case.
In recent studies on broadband systems, channel estimation is considered in [9] and [10] , and hybrid beamforming design is investigated in [11] [12] [13] [14] where OFDM-based frequency-selective structures are designed. In particular, [11] proposes a Gram-Schmidt orthogonalization based approach for hybrid beamforming (GS-HB) with the assumption of perfect channel state information (CSI) and GS-HB selects the precoders from a finite codebook which are obtained from the instantaneous channel data. In [12] , a phase extraction based approach is proposed for hybrid precoder design with the same assumption regarding the CSI. However perfect CSI knowledge is not practical, especially in mm-Wave channel scenario where the channel characteristics change greatly in a short time [15] .
The performance of the above works strongly relies on the perfectness of the channel. To relax this dependence and obtain robust performance against the imperfections in the estimated channel matrix, we propose a deep learning (DL) approach for the design of hybrid beamformers in broadband mm-Wave massive MIMO systems. Compared to conventional methods, DL is capable of uncovering complex relationships in data/signals and, thus, can achieve better performance. This has been demonstrated in several successful applications of DL in wireless communications problems such as channel estimation [16, 17] , analog beam selection [18, 19] , and also hybrid beamforming [18, [20] [21] [22] [23] . However, these works were proposed for narrow-band scenario [20] [21] [22] [23] . The DL-based design of hybrid precoders for broadband mm-Wave massive MIMO systems, despite its high practical importance, remains unexamined so far.
In this paper, we design a deep convolutional neural network (CNN) to enable hybrid beamformer design in broadband mm-Wave systems. The input of the CNN is the channel matrix of all subcarriers and the output is the hybrid beamformer weights. In a nutshell, the proposed deep network constructs a nonlinear mapping between the channel matrix and the hybrid beamformers. The proposed DL framework has two stages: training (offline) and prediction (online). During training, several channel realizations are generated and hybrid beamforming problem is solved via manifold optimization (MO) approach [24] to obtain the network labels. In the prediction stage, when the CNN operates online, the hybrid beamformers are estimated by simply feeding the CNN with the channel matrix. The proposed approach is advantageous since it does not require the perfect channel data in the prediction stage and still provides robust performance. Moreover, our CNN structure takes less computation time to obtain hybrid beamformers when compared to the conventional approaches.
The rest of the paper is organized as follows. In the following section, we introduce the system model for mm-Wave channel and formulate the problem. Section 3 presents the broadband hybrid beamformer design philosophy. We present our DL framework in Section 4. We follow this with numerical simulations in Section 5 and conclude in Section 6.
SYSTEM MODEL AND PROBLEM FORMULATION
We consider the hybrid beamformer design for frequency selective broadband mm-Wave massive MIMO-OFDM system with M subcarriers (Fig. 1 ). The base station (BS) has NT antennas and NRF (NRF ≤ NT) RF chains to transmit NS data streams. In the downlink, the BS first precodes NS data symbols
Then the signal is transformed to the time-domain via M -point inverse fast Fourier transforms (IFFTs). After adding the cyclic prefix, the transmitter employs a subcarrier-independent RF precoder FRF ∈ C N T ×N RF to form the transmitted signal. Also, given that FRF consists of analog phase shifters, we assume that the RF precoder has constant equal-norm elements, i.e., |[FRF]i,j| 2 = 1. In addition, we have the power constraint
In mm-Wave transmission, the channel is represented by a geometric model with limited scattering [25] . Hence, we assume that the channel matrix H[m] includes the contributions of L clusters, each of which has the time delay τ l and Nsc scattering paths/rays within the cluster. Each ray in the lth cluster has also a relative time delay τr, AOA/AOD shift ϑ rl , ϕ rl and the complex path gain α l,r for r = {1, . . . , Nsc}. Let p(τ ) denote a pulse shaping function for Ts-spaced signaling evaluated at τ seconds [26] , and the mm-Wave delay-d MIMO channel matrix is
and aR(θ), aT(φ) are the NR × 1 and NT × 1 steering vectors representing the array responses of the receive and transmit antenna arrays respectively. Note that the angular parameters θ and φ correspond to the elevation and the azimuth angles, respectively. Then for a uniform linear array (ULA), the array response of the transmit array is
is the antenna spacing and aR(θ) is defined in a similar way as for aT(φ). By using the delay-d channel model in (1), the channel matrix at subcarrier m is expressed as [27] .
Assuming a block-fading channel model [11] , the received signal at subcarrier m is At the receiver, the received signal is first processed by analog combiner WRF, then the cyclic prefix is removed from the the processed signal and NRF M -point FFTs are applied to recover the signal in frequency domain. Finally, the receiver employs 
:,i i,i = 1 similar to the RF precoder. In a practical scenario, the estimated channel matrix is obtained by channel estimation techniques [28, 29] . We assume the channel matrix is available only in the training stage of our DL framework to obtain the labels (e.g., hybrid beamformers) and, in the prediction stage, the proposed CNN does not require the perfect channel data.
In this paper, we focus on the design of hybrid precoders FRF, FBB[m], WRF, WBB[m] by maximizing the overall spectral efficiency of the system under power spectral density constraint for each subcarrier. We use the spectral efficiency as a performance metric for the hybrid beamformer design problem as in the most of the earlier works using spectral efficiency or mutual information [8, 11] while there are also studies designing the beamformers by optimizing the bit error rate (BER). The hybrid beamformer design problem is
where FRF and WRF are the feasible sets for the RF precoder and combiners which obey the unit-norm constraint [11, 24] and R[m] is the overall spectral efficiency of the subcarrier m. Assuming that the Gaussian symbols are transmitted through the mm-Wave chan- 
BROADBAND HYBRID BEAMFORMER DESIGN
The design problem of the hybrid beamformers requires a joint optimization as in (3), however this approach is computationally complex and even intractable. Instead, a decoupled problem is preferred [7, 12, 23, 24] . In this respect, first the hybrid precoders FRF, FBB[m] are estimated, then the hybrid combiners WRF, WBB[m] are found. Fol-lowing this approach, the hybrid precoder design problem is written as the maximization of the mutual information achieved by Gaussian signaling over mm-Wave channel [11] , i.e.,
. We note here that the optimization problem in (4) is approximated by using similarity between the hybrid beamformer FRFFBB[m] and the optimal unconstrained beamformer F opt [m] which is obtained from the right singular matrix of the channel matrix H[m] [7, 24] . In particular, we can denote the singular value decomposition of the channel matrix as 
(5) To incorporate all subcarriers, we rewrite (5) as
whereF opt ∈ C N T ×M N S andFBB ∈ C N RF ×M N S contain the beamformers for all subcarriers and they are given respectively asF opt = F opt [ subject to WRF ∈ WRF. (7) A more efficient form of the problem in (7) is due to [7] , of which we skip the details due to paucity of space here. Similar to the precoder design in (5) and (6), we solve the combiner design problem in (7) (2) .
The optimization problems in (6) and (9) do not require a codebook which is the set of array response of the transmit and receive arrays [7] . In fact, the manifold optimization problem for (6) and (9) is initialized from a random point, i.e., beamformers with unit-norm and random phases.
LEARNING-BASED HYBRID BEAMFORMER DESIGN
We now design a CNN which accepts the channel matrix as input. Once the deep network is fed with the channel matrix of all subcarriers, the hybrid beamformers is obtained at the output of the CNN, which is a regression layer. In order to obtain the labels of the network (i.e., FRF, FBB[m], WRF, WBB[m]), we solve the hybrid beamformer design problem stated in (6) and (9) . Then the training data is generated in an offline process. The algorithmic steps for training data generation is presented in Algorithm 1. end for m, 12: Construct
] T , and z (t) .
13: t = t + 1.
14:
end for g, n, 15: DTRAIN = (X (1) , z (1) ), (X (2) , z (2) ), . . . , (X (T ) , z (T ) ) .
In order to form the input of the deep network, the channel matrix is partitioned to three components to feed the network with different features [22] . Hence we use real, imaginary parts and the absolute value of each entry of the channel matrix respectively. This approach provides good features for the solution of the DL problem [22, 23, 30] . Let The output layer of the network is a regression layer which contains the hybrid precoder and combiners. Hence, the output layer is the vectorized form of analog beamformers and baseband beamformers for all subcarriers. We can write the network output The proposed network is composed of ten layers as shown in Fig. 2 . The first layer is the input layer accepting the channel matrix data of size M NR × NT × 3. The second and the fourth layer are the convolutional layers with 512 filters of size 3 × 3 to extract the features hidden in the input data. After each convolutional layer, there is a normalization layer to normalize the output and provide better convergence. The sixth and eighth layers are fully connected layers with 1024 units, respectively. There are dropout layers after the fully connected layers (the seventh and ninth layers) with a 50% probability. The output layer is the regression layer with NS NT + NR + 4M NRF units which include the hybrid beamformers. The current network parameters are obtained from a hyperparameter tuning process providing the best performance for the considered scenario [22, 23, 30] .
The proposed deep network is realized and trained in MATLAB on a PC with a single GPU and a 768-core processor. We have used the stochastic gradient descent algorithm with momentum 0.9 and updated the network parameters with learning rate 0.005 and minibatch size of 128 samples for 100 epochs. To train the proposed CNN structure, N = 500 different scenarios are realized as in Algorithm 1. For each channel matrix, AWGN is added for different powers of SNRTRAIN ∈ {15, 20, 25}dB with G = 100 to account for different channel characteristics. The use of multiple SNRTRAIN levels provides a wide range of corrupted data in the training which improves the learning and robustness of the network [22, 23] . Hence, the total size of the training data is M NR×NT×3×15000. In the training process, 80% and 20% of all generated data are selected as the training and validation datasets, respectively. The validation data is used to test the performance of the network in the simulations for JT = 100 Monte Carlo trials. In order to resemble the corruption in the channel data we also add synthetic noise to the test data where the SNR during testing is defined similar to SNRTRAIN as SNRTEST = 20 log 10 (
).
NUMERICAL EXPERIMENTS
We evaluated the performance of the proposed DL framework through several experiments. We compared our DL-based hybrid beamforming approach (henceforth called DLHB) with the state-of-the-art hybrid beamforming such as GS-HB [11] , the method in [12] (hereafter, Sohrabi et al.) and the fully digital beamformer. We also present the performance of manifold optimization (MO) algorithm [24] which is used when obtaining the labels of the CNN. To train the deep network, we follow the steps from the previous section with NT = 256 and NR = 16 antennas and NRF = NS = 4. We select M = 16 subcarriers at fc = 60 GHz with 4 GHz bandwidth, and L = 10 clusters with Nsc = 5 scatterers. Figure 3 shows the performance of the algorithms with respect to SNR. We can see that DLHB outperforms the competing algorithms and closely follows the MO algorithm. Note that the performance of DLHB is upper bounded by the performance of MO algorithm since MO is involved in the labeling process of our DL framework. In Fig. 4 , we investigate the robustness of the algorithms against the imperfect channel input. The enriched training datacorrupted by AWGN to represent the channel imperfections leads to a more robust DLHB performance. The effectiveness of DLHB is attributed to the selection of "best" hybrid beamformer vectors via MO algorithm and the feature extraction capability inherit in the input channel data.
We also compared the computation times of the competing algorithms for the same simulation settings and obtain that DLHB takes about 0.003 s to predict the hybrid precoders whereas MO, GS-HB and Sohrabi et al. need approximately 4.115 s, 0.006 s and 0.007 s respectively. The complexity of DLHB is the multiplication of the input data by the network weights whereas the other algorithms involve optimization [24] , greedy search [11] and phase extraction [12] .
SUMMARY
We introduced a DL framework for the hybrid beamformer design problem in broadband mm-Wave MIMO systems. The proposed approach has superior performance against the conventional techniques in terms of spectral efficiency and robustness against the imperfect channel data. The proposed DL approach also enjoys less computation time to estimate the hybrid beamformers.
