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Gauss sums are one of the most fascinating objects in number theory. In the early 19th
century, Gauss initiated the study of the quadratic Gauss sums to prove the quadratic
reciprocity law that is known to be the core of the arithmetic theory of quadratic number
fields. He needed to know the precise value of the sums to prove the reciprocity law. Although
the square of the quadratic Gauss sums can be easily computed, determination of the “sign”
of the Gauss sums themselves was not an easy task and it took four years for him to obtain
the exact value of the sums.
Since then, the Gauss sums have been generalized to more general cases. To be precise,
let m be a positive integer and p a prime number such that p ≡ 1 (mod m). Let ζm =
exp (2πi/m) be a primitive m-th root of unity and µm the cyclic group generated by ζm.
Choose and fix a prime ideal P of the m-th cyclotomic field Km = Q(ζm) lying above p. If
x is an integer prime to p, then we define the m-th power residue symbol χm(x) to be the




For each a ∈ Z/mZ, we define the Gauss sum τm(a;P) to be the finite sum






where ζp = exp(2πi/p) is a p-th root of unity.
In the notation above, if m = 2 and p is an odd prime, then τ2(1) is the original Gauss
sum. It is not hard to see that
τ2(1)
2 = (−1)(p−1)/2p.
Gauss proved the following highly non-trivial formula
τ2(1) =
{√
p if p ≡ 1 (mod 4),
i
√
p if p ≡ 3 (mod 4).
As this example suggests, the evaluation of the Gauss sum τm(a;P) is quite difficult in
general. However, some special types of products of Gauss sums can be calculated very
explicitly. For example, we have the two relations below.
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(1) (Norm relation) For any a ∈ Z−mZ, we have τm(a)τm(−a) = χm(−1)ap.
(2) (Davenport-Hasse relation) For any positive divisor d of m and any integer a such that



















for some integers ca and some root of unity ε, then we call the identity a multiplicative
relation of Gauss sums.
In [6] Hasse conjectured that all the multiplicative relations of Gauss sums can be ob-
tained from a combination of the norm relation and the Davenport-Hasse relation. However,
Yamamoto found a counter example when m = 12.
Theorem 1 (Yamamoto [17]). The multiplicative relation
τ12(1)τ12(6)τ12(8)τ12(9) = εp
2
holds with a 4-th root of unity ε, and this relation can not be obtained from a combination
of the norm relation and the Davenport-Hasse relation.
The explicit value of ε in Theorem 1 was partially determined by Muskat; among other
things, he proved the following
Theorem 2 (Muskat [13]). Let p ≡ 1 (mod 12) be a prime. Let x, y be integers such that
p = x2 + 4y2 and x ≡ −1 (mod 4). Then xy ≡ 0 (mod 3) and the 4-th root of unity ε in
Theorem 1 satisfies the following conditions.
(1) If y ≡ 0 (mod 3), then ε = ±1 and ε ≡ x (mod 3).
(2) If x ≡ 0 (mod 3), then ε = ±i.
Note that, if y ≡ 0 (mod 3), then ε is uniquely determined by Theorem 2. However, as
Muskat remarked, if x ≡ 0 (mod 3), then ε depends on the choice of the prime ideal P used
in the definition of the Gauss sum τ12(a).
In this thesis, we study the multiplicative relations of Gauss sums when m = 4l, where l
is an odd prime such that l ≡ 3 (mod 4). In Chapter 1, we will prove the following theorem,
which is a generalization of Theorem 1.
Theorem 3 (cf. Theorem 1.2.1). Let l, p be primes such that l ≡ 3 (mod 4) and p ≡ 1
(mod 4l). Let H be the subgroup of squares in (Z/4lZ)×:
H = {k2 | k ∈ (Z/4lZ)×}.
Then the following multiplicative relations hold with some 4-th root of unity ε.
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· τ4l(−l) · τ4l(2l) = εp
l+1
2 .




· τ4l(−l) = εp
l+1
4 .
Moreover, these relations cannot be obtained from any combination of the norm relation and
the Davenport-Hasse relation.
Theorem 3 was proved in [10, Theorem 1.5]. It should be remarked that essentially
the same relations were obtained by Kim-van Wamelen-Verrill when l ≡ 7 (mod 8) (see [8,
Theorem 24]). However our approach is quite different from theirs. Our main tool is the
arithmetic method used in [1].
Now, in order to state our second main theorem, we recall the quartic residue symbol
and primary elements in the Gaussian integer ring Z[i]. For more detail, see [2, Section 8.2].
Let π be a prime in Z[i] coprime to 1+ i. If α ∈ Z[i] is not divisible by π, then we define













where N(π) denote the norm of π.
If an integer α ∈ Z[i] satisfies the congruence α ≡ 1 (mod 2 + 2i), we call α a primary
element. Note that, if (1 + i) ∤ α, then there exists a unique unit u of Z[i] such that uα is
primary.
In the notation above, we can state our second main theorem, which gives a generalization
and a refinement of Theorem 2.
Theorem 4 (cf. Theorem 1.3.9). Let l, p be primes such that l ≡ 3 (mod 4) and p ≡ 1
(mod 4l). Let P be a prime ideal of Q(ζ4l) lying above p and π ∈ Z[i] the unique primary


































= −1, then x ≡ 0 (mod l) and y ≡ ±1 (mod l). Moreover, we have ε = ε1i







When l ≡ 7 (mod 8) and p ≡ 1 (mod 8l) Kim-van Wamelen-Verrill proved the same
results by using Stickelberger’s theorem (see [8, Theorem 25]). The main idea of the proof
in this paper is based on the following two facts: (i) If we take the reduction modulo lZ[i]
of the multiplicative relation in Theorem 3, then the left hand side reduces to a power of a
Jacobi sum of order 4. (ii) The Jacobi sum of order 4 can be described explicitly using the
primary prime element π. Theorem 4 was proved in [10, Theorem 1.7].
In Section 1.2, we will show that ε = δχ4(2/
√
l) with δ = ±1. In Chapter 2, we will





l). The third main theorem can be stated as follows:














if 3h1(−l)− h(l) ≡ 2 (mod 4),
where h1(−l) = h(−l) if l > 3 and h1(−3) = 1/3.




















if h(−l)− h(l) ≡ 2 (mod 4).
This theorem suggests that δ is a quite interesting object since the expressions for δ above
contain important number theoretic invariants such as fundamental units and class numbers.
The proof of Theorem 5 resorts to the arithmetic theory of algebraic Γ monomials.
In the final chapter, we will investigate number theoretic properties of δ when l ≡ 3
(mod 8). In particular we study a relationship between δ and integral quadratic forms in
two variables of discriminant −32l. The fourth main theorem can be stated as follows.
Theorem 6 (cf. Theorem 3.0.1). Notation being as above, suppose that l ≡ 3 (mod 8) and
p ≡ 1 (mod 8l). Let t be the odd part of the degree of the ring class field of conductor 4 of the
imaginary quadratic field Q(
√
−2l). Then there exist integers x, y such that pt = x2 + 8ly2.
Moreover we have
δ = (−1)y =
{
1 if 2 | y,




Multiplicative relations of Gauss sums
1.1 Notations and preliminaries
We follow the notation used in [1]. For any natural number m > 1, let Rm be the free abelian




ca[a]m (ca ∈ Z).
For a1, a2, . . . , ar ∈ Z/mZ − {0}, we will write
[a1, a2, . . . , ar]m := [a1]m + [a2]m + · · ·+ [ar]m.
We define the product of [a]m and [b]m in Rm by the following rule:
[a]m[b]m =
{
[ab]m if ab 6≡ 0 (mod m),
0 if ab ≡ 0 (mod m).
Extending this definition Z-linearly, we obtain a product on Rm making it a commutative
ring with unit [1]m. For any α =
∑
















caa ≡ 0 (mod m)
}
.
The subgroup Am has the following property.
Proposition 1.1.1. For any α ∈ Am, τm(α) ∈ Km.
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Proof. See [1, Proposition 2.1].




















, where b∗c is the floor function.
In order to determine the subset of the elements α ∈ Am giving multiplicative relations















= 0 (∀t ∈ (Z/mZ)×)
}
.
Then Bm is a submodule of Am and is characterized by the following proposition.
Proposition 1.1.2. For any α ∈ Am, the following two conditions are equivalent.
(1) α ∈ Bm.
(2) There exists a root of unity ε such that τm(α) = εp
s(α)
2 .
Proof. See [1, Proposition 2.4].
Proposition 1.1.3. The quotient group Am/Bm is torsion-free.
Proof. Let α be an arbitrary element of Am such that nα ∈ Bm for some non-zero integer n.
Then τm(nα) = εp
s(nα)/2 by Proposition 1.1.2. Since τm(nα) = τm(α)
n and s(nα) = ns(α),
this implies that τm(α) = ε1p
s(α)/2 for some root of unity ε1 with ε
n
1 = ε. Therefore α ∈ Bm
by Proposition 1.1.2 again. This implies that Am/Bm is torsion-free.
In view of the norm relation and the Davenport-Hasse relation, we are naturally lead to
the definition of two submodules Dm and Sm of Bm.
First, let Dm be the submodule of Am generated by the elements of the form [a,−a]m ∈
Am with a ∈ Z/mZ− {0}:
Dm = 〈[a,−a]m | a ∈ Z/mZ − {0}〉. (1.1.1)
Lemma 1.1.4. The module Dm defined by (1.1.1) is a submodule of Bm.









for any a ∈ Z−mZ and any t ∈ (Z/mZ)×.
Next, let l be a prime divisor of m. Then, for any a ∈ Z/mZ such that al 6≡ 0 (mod m),





, . . . , a+ (l−1)m
l





,−2a]m if l = 2.
(1.1.2)
It is then easy to see that γl,a ∈ Am. Furthermore, the following lemma holds.
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Lemma 1.1.5. Notation being as above, we have γl,a ∈ Bm for any a ∈ Z/mZ such that
la 6≡ 0 (mod m).
Proof. If x is a real number, we denote by 〈x〉 the fractional part of x. Then, for any
x ∈ R− 1
l











= 〈lx〉 − 1
2
. (1.1.3)
Let a be an integer such that la 6≡ 0 (mod m) and t an integer prime tom. Then substituting




































for any integer t primes to m. If l is an odd prime, then (1.1.4) proves that γl,a ∈ Bm. On

































which shows that γ2,a ∈ Bm. This proves Lemma 1.1.5.
We define Sm to be the subgroup of Rm generated by Dm and the elements γl,a defined
in (1.1.2). Thus,
Sm = Dm +
〈
γl,a
∣∣∣∣ l is a prime factor of m, and a is an elementof Z/mZ such that la 6≡ 0 (mod m)
〉
.
Then Sm is a subgroup of Bm by Lemma 1.1.4 and Lemma 1.1.5. We call the quotient
group Bm/Sm the gap group, whose group theoretic structure was completely determined
by Yamamoto in [18].
Theorem 1.1.6. Let m > 1 be an integer. Then
Bm/Sm ∼= (Z/2Z)2
r−1−1,
where r denotes the number of the prime factors of m (resp. m/2) when m 6≡ 2 (mod 4)
(resp. when m ≡ 2 (mod 4)).
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Proof. See [18, Theorem 17].
Corollary 1.1.7. If m = 4l with an odd prime l, then Bm/Sm ∼= Z/2Z.
Proof. If m = 4l with an odd prime number l, then r = 2 in Theorem 1.1.6 and 22
r−1−1 = 1.
Hence the corollary immediately follows from Theorem 1.1.6.
Now, for any α ∈ Sm, we have
τm(α) = εp
s(α)/2
for some root of unity ε since Sm is a subset of Bm. In the following, we prove two propositions
which enable us to obtain explicit descriptions of ε for any α ∈ Sm. To state them, we recall
the following theorem we mentioned in the introduction.
Theorem 1.1.8. (1) (Norm relation) For any a ∈ Z−mZ, we have
τm(a)τm(−a) = χm(−1)ap. (1.1.5)
(2) (Davenport-Hasse relation) For any positive divisor d of m and any integer a such that















Proof. See [2, Theorem 1.1.4, Theorem 11.3.5].
Proposition 1.1.9. If a ∈ Z/mZ− {0}, then τm([a,−a]) = χm(−1)ap.
Proof. Since τm([a,−a]) = τm(a)τm(−a), this immediately follows from the norm relation.
Proposition 1.1.10. Let l be a prime factor of m. Then for any a ∈ Z/mZ such that al 6≡ 0
(mod m), we have
τm(γl,a) =
χm(−l)−alps/2 if l > 2,χm(2)−2a (−1p ) ps/2 if l = 2,
where s = l + 1 if l > 2 and s = 4 if l = 2.
Proof. Although this is proved in [1, Proposition 2.8], we give a proof for the convenience of










































)τm(−kml ) = χm(−1)
m(l2−1)/8lp(l−1)/2 = p(l−1)/2.
The last equation holds since (l2 − 1)/8 is an integer and χm(−1)m/l = 1. Consequently, we
obtain
τm(γl,a) = χm(−l)−alp(l+1)/2.


































This proves the proposition.
1.2 A generator of B4l/S4l
Throughout this section, we always assume that m = 4l, where l is an odd prime such that
l ≡ 3 (mod 4). In this case, Corollary 1.1.7 shows that Bm/Sm is a cyclic group of order 2.
The aim of this section is to prove Theorem 1.2.1 below, which gives an explicit generator
of Bm/Sm. To state it, we need some notations.
We write Gl = (Z/lZ)× and Gm = (Z/mZ)×. Let Hl (resp. Hm) be the subgroup of
squares in Gl (resp. Gm):
Hl = {t2 | t ∈ Gl},
Hm = {t2 | t ∈ Gm}.
























For any t ∈ Z/lZ, let t̃ denote the unique element of Z/mZ such that t̃ ≡ 1 (mod 4) and
t̃ ≡ t (mod l). Then the map sending t to t̃ defines an injective group homomorphism
il,m : (Z/lZ)× → (Z/mZ)×.
Extending the map Z-linearly, we obtain an injective group homomorphism from Rl to Rm
which we will denote by the same symbol. Thus, if α =
∑l−1





If there is no confusion, we simply write α̃ for il,m(α).
Moreover, let G̃l = il,m(Gl) and H̃l = il,m(Hl). Then
G̃l = {t̃ ∈ Z/mZ | t ∈ Gl} = {t ∈ Gm | t ≡ 1 (mod 4)},
H̃l = {t̃ ∈ Z/mZ | t ∈ Hl} = {t̃2 ∈ Z/mZ | t ∈ Gl} = {t2 ∈ Gm | t ∈ G̃l}.
It is then easy to see that η̃l = ηm since H̃l = Hm.
Now, our first main theorem can be stated as follows.
Theorem 1.2.1. Let the notation be as above. Define α ∈ Rm by
α = ηm + [−l]m +
{
[−4]mηm + [2l]m if l ≡ 3 (mod 8),
0 if l ≡ 7 (mod 8).
(1.2.3)
Then α ∈ Bm − Sm. In other words, τm(α) gives rise to a multiplicative relation of Gauss
sums which can not be obtained from a combination of the norm relation and the Davenport-
Hasse relation.
Remark 1.2.2. In the case where l ≡ 7 (mod 8), Kim, vanWamelen and Verrill [8, Theorem
25] also found an element of Bm − Sm. In our terminology, it is given by β := α− [2]mα. A







[2l, 2l]m − [4,−4]mηm.
In particular, [2]mα belongs to Sm, hence α ≡ β (mod Sm). Moreover, using Proposition
1.1.9 and Proposition 1.1.10, we can prove that τm([2]mα) = p





Now, let α ∈ Rm be the element defined in Theorem 1.2.1. We first prove that α ∈ Bm.
In view of Proposition 1.1.3, it suffices to show that 2α ∈ Bm. To see this, we need two
propositions.
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Proposition 1.2.3. Let γ2,a = [a, a + 2l,−2a, 2l]m be the element of Rm defined in (1.1.2)
and let γ4,1 = [1, 2l + 1, 2l + 2,−4]m. Then
(1) We have γ4,1 ∈ Sm. More precisely,
γ4,1 = γ2,1 + γ2,2 − [2,−2]m − 2[2l]m.
Note that 2[2l]m = [2l, 2l]m = [2l,−2l]m ∈ Sm.
(2) Let u = 2l − 1 ∈ Z. Then
[1, u]mηm = γl,1 − 2[−l]m, (1.2.4)






Proof. For simplicity, we write [a] for [a]m for any a ∈ Z/mZ − {0}. The equality in (1)
holds since
γ4,1 = [1, 1 + 2l,−2, 2l] + [2, 2 + 2l,−4, 2l]− [2,−2]− 2[2l]
= γ2,1 + γ2,2 − [2,−2]− 2[2l].
In particular, γ4,1 ∈ Sm.
To prove (2), note that
{t ∈ Z/mZ | t ≡ 1 (mod 4)} = G̃l ∪ {−l}
since −l ≡ 1 (mod 4). It follows that




Let u = 2l−1. Then the set {1, u} is a complete set of representatives of G̃l/Hm since u ≡ 1
(mod 4) and u ≡ −1 (mod l). It follows that G̃l is a disjoint union of Hm and uHm, hence









[t] = γl,1 − [−l,−l],
which proves (1.2.4).
To prove (1.2.5), note that











is the Legendre symbol. Indeed, this follows from the congruence











γ4,1ηm = [1, 2l + 1]ηm + [2l + 2]ηm + [−4]ηm














The following proposition shows that 2α ∈ Bm.
Proposition 1.2.4. Let α ∈ Rm be the element defined in Theorem 1.2.1 and let u = 2l−1.
Then
2α = γl,1 + γ4,1ηm − [u,−u]ηm +
{
2[2l] if l ≡ 3 (mod 8),
−[4,−4]ηm if l ≡ 7 (mod 8).
(1.2.7)
Proof. Set u = 2l − 1. Using the identity 2[1] = [1, u] + [1,−u]− [u,−u], we have
2α = [1, u]α + [1, u]α− [u,−u]α. (1.2.8)
First, suppose l ≡ 3 (mod 8). Then, substituting α = ηm + [−l] + [−4]ηm + [2l] into the
right hand side of (1.2.8), we obtain
2α = [1, u]ηm + [1, u][−l] + [1, u][−4]ηm + [1, u][2l]
+ [1,−u]ηm + [1,−u][−l] + [1,−u][−4]ηm + [1,−u][2l]− [u,−u]α
= X + Y + Z +W − [u,−u]α, (1.2.9)
where
X = [1, u]ηm + [1,−u]ηm,
Y = [1, u][−l] + [1,−u][−l],
Z = [1, u][−4]ηm + [1,−u][−4]ηm,
W = [1, u][2l] + [1,−u][2l].
Applying Lemma 1.2.3 (2), we obtain
X = γl,1 − 2[−l] + γ4,1ηm − 2[−4]ηm. (1.2.10)
Since u ≡ 1 (mod 4), we have ul ≡ l (mod m). Hence,
Y = [−l,−lu] + [−l, lu] = [−l,−l] + [−l, l] = 2[−l] + [l,−l]. (1.2.11)
Since u ≡ −1 (mod l), we have 4u ≡ −4 (mod m). Hence,
Z = [−4,−4u]ηm + [−4, 4u]ηm = [4,−4]ηm + 2[−4]ηm. (1.2.12)
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Finally, since ±2ul ≡ 2l (mod 4l), we have
W = [2l, 2lu] + [2l,−2lu] = 2[2l, 2l] = 4[2l]. (1.2.13)
By (1.2.9), (1.2.10), (1.2.11), (1.2.12) and (1.2.13), we obtain
2α = γl,1−2[−l] + γ4,1ηm − 2[−4]ηm + 2[−l] + [l,−l]
+ 2[−4]ηm + [4,−4]ηm + 4[2l]− [u,−u]α
= γl,1 + γ4,1ηm + [4,−4]ηm + 4[2l] + [l,−l]− [u,−u]α
= γl,1 + γ4,1ηm + [4,−4]ηm + 4[2l] + [l,−l]
− [u,−u](ηm + [−l] + [−4]ηm + [2l])
= γl,1 + γ4,1ηm + [4,−4]ηm + 4[2l] + [l,−l]
− [u,−u]ηm − [l,−l]− [4,−4]ηm − 2[2l]
= γl,1 + γ4,1ηm − [2l − 1,−(2l − 1)]ηm + 2[2l] ∈ Sm.
Next, suppose l ≡ 7 (mod 8). Then
α = ηm + [−l],
and we have
2α = 2ηm + 2[−l]
= ([1, u] + [1,−u]− [u,−u])ηm + 2[−l]
= [1, u]ηm + [1,−u]ηm − [u,−u]ηm + 2[−l]. (1.2.14)
By using Lemma 1.2.3 (2) again, we obtain
[1, u]ηm + [1,−u]ηm = γl,1 − 2[−l] + γ4,1ηm − [4,−4]ηm. (1.2.15)
Combining (1.2.14) with (1.2.15), we get
2α = γl,1 − 2[−l] + γ4,1ηm − [4,−4]ηm − [u,−u]ηm + 2[−l]
= γl,1 + γ4,1ηm − [4,−4]ηm − [u,−u]ηm.
This completes the proof of Proposition 1.2.4.
Proof of Theorem 1.2.1. By Proposition 1.2.4, we have 2α ∈ Bm, which implies that α ∈ Bm
since Am/Bm is a torsion-free group by Proposition 1.1.3.
It remains to show that α 6∈ Sm. To see this, we define a function s1 : Rm → Z as follows:
If β =
∑m−1






For any a ∈ (Z/mZ)×, we have s1([a,−a]) = 2 and
s1(γl,a) =
{
l − 1 if l > 2,
2 if l = 2.
Therefore s1(Sm) = 2Z. On the other hand, we have
s1(α) = s1(ηm) = (l − 1)/2,
which is odd since l ≡ 3 (mod 4). This proves that α 6∈ Sm.







where s is an integer defined by
s = s(2α) =
l + 1 if l ≡ 3 (mod 8),(l + 1)/2 if l ≡ 7 (mod 8).
Proof. Since τm(2α) = τm(α)







First, suppose l ≡ 3 (mod 8). Then, by Proposition 1.2.4, we have
τm(2α) = τm(γl,1 + γ4,1ηm − [u,−u]ηm + 2[2l])
=








A = τm(γl,1), B = τm(γ4,1ηm), C = τm(2[2l]), D = τm([u,−u]ηm).
In the following, we calculate A,B,C and D separately.
As for A, we have
A = τm(γl,1) = χ4(−l)−1p(l+1)/2 (1.2.17)
by Proposition 1.1.10. To calculate B, we use the identity
γ4,1ηm = γ2,1ηm + γ2,2ηm − [2,−2]ηm − 2[2l]ηm
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proved in Lemma 1.2.3 to obtain















a∈Hm a · pl−1.


















In the last equality, we used the congruence (1.2.19).


























The last equality holds since
∑








A similar calculation shows that
C = τm([2l, 2l]) = χ4l(−1)2lp = p, (1.2.21)
D = τm([u,−u]ηm) = χm(−1)u
∑
a∈Hm a · p(l−1)/2 = χ4(−1)p(l−1)/2. (1.2.22)
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The last equality holds since ∑
a∈Hm
a ≡ 0 (mod l)
and l ≡ 3 (mod 8).
















Next, suppose l ≡ 7 (mod 8). Then, by Proposition 1.2.4, we have











a∈Hm a · p(l−1)/2 = p(l−1)/2 (1.2.23)













This completes the proof.
1.3 Gauss sums and Jacobi sums
Let λ be a prime ideal of Km = Q(ζm) dividing l. The residue field Fλ = OKm/λ is a finite
field with lf elements, where f is the smallest positive integer such that lf ≡ 1 (mod m).
In this section, we determine the 4-th root of unity ±χ4(2/
√
l) in Theorem 1.2.5 by using
Jacobi sums of order 4.
We begin with the definition of the Jacobi sum of order 4. Let p be a prime with p ≡ 1
(mod 4) and let P be the prime ideal in OKm chosen in the definition of the Gauss sums.
Let χ4 := χ
l
m be the quartic residue symbol. Then for any s, t ∈ Z/4Z, we define the Jacobi








Note that J4(s, t) ∈ Z[i], where Z[i] is the ring of integers in Q(i).
The following proposition is crucial for the proof of Theorem 1.3.9.
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Proposition 1.3.1. Let λ be a prime ideal of Km above l and α ∈ Bm the element defined









where J4(1, 1) is the complex conjugate of J4(1, 1).
Before we proceed, we recall two lemmas.
Lemma 1.3.2. Let λ̃ be a prime ideal of Kmp dividing λ. Then, for any a ∈ Z/mZ, we have
τm(a) ≡ τ4(−a) (mod λ̃). (1.3.2)
Furthermore, if α =
∑m−1




τ4(−a)ca (mod λ). (1.3.3)
Proof. The congruence (1.3.2) was proved in [1, Lemma 6.1]. By Proposition 1.1.1, if α ∈ Am,
then τm(α) ∈ Km. Therefore, both sides of (1.3.3) are in OKm since Gauss sums are algebraic
integers. This completes the proof.





Proof. This is a special case of a well-known relation between Gauss sums and Jacobi sums.
For more details, see [2, Theorem 2.1.3].
Proof of Proposition 1.3.1. Suppose first that l ≡ 3 (mod 8) and let
α = ηm + [−l] + [−4]ηm + [2l].
Then, by using Lemma 1.3.2, we obtain
τm(α) = τm(ηm)τm(−l)τm([−4]ηm)τm(2l)
≡ τ4(−1)(l−1)/2τ4(l)τ4(0)(l−1)/2τ4(2) (mod λ)
≡ τ4(−1)(l+1)/2τ4(0)(l−1)/2τ4(2) (mod λ)
≡ −τ4(−1)(l+1)/2τ4(2) (mod λ).
In the last congruence, we used the fact that τ4(0) = −1. To compute τ4(−1)(l+1)/2τ4(2),
note that Lemma 1.3.3 implies that
τ4(−1)2 = J4(−1,−1)τ4(2) = J4(1, 1)τ4(2).
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Therefore, using the norm relation τ4(2)
2 = p, we have
τ4(−1)(l+1)/2τ4(2) = {τ4(−1)2}(l+1)/4τ4(2) = J4(1, 1)
(l+1)/4
τ4(2)





τm(α) ≡ −J4(1, 1)
(l+1)/4
p(l+5)/8 (mod λ). (1.3.5)














Suppose next that l ≡ 7 (mod 8) and let
α = ηm + [−l].
Applying Lemma 1.3.2 again, we have
τm(α) = τm(ηm)τm(l) ≡ τ4(−1)(l+1)/2 (mod λ), (1.3.6)
where the last congruence holds since l ≡ 3 (mod 4). Using the norm relation τ4(2)2 = p
and Lemma 1.3.3, we can evaluate τ4(−1)(l+1)/2 as follows.
τ4(−1)(l+1)/2 = (τ4(−1)2)(l+1)/4 = (J4(1, 1)τ4(2))(l+1)/4 = J4(1, 1)
(l+1)/4
p(l+1)/8. (1.3.7)
Since p ≡ 1 (mod l) and (2/l) = 1, it follows from (1.3.6) and (1.3.7) that
τm(α) ≡ J4(1, 1)
(l+1)/4










This completes the proof of Proposition 1.3.1.
Corollary 1.3.4. Let α ∈ Bm be the element defined in Theorem 1.2.1 and write τm(α) =









Proof. Note that the both sides of (1.3.1) are Gaussian integers and l remains a prime in Z[i]
since l ≡ 3 (mod 4). Moreover, since τm(α) = εps(α)/2 and p ≡ 1 (mod l), (1.3.1) reduces to
(1.3.8).
As the following proposition shows, the real part of J4(1, 1) is independent of the choice
of the prime ideal P in Km.
Proposition 1.3.5. Let l and p be primes such that p ≡ 1 (mod 4l). Write J4(1, 1) = a+bi
with a, b ∈ Z. Then a2 + b2 = p and a ≡ −1 (mod 4).
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Proof. See [2, Theorem 3.2.1].
For any prime ideal P ⊂ Km above p, there exists a unique primary prime element π in
P ∩ Z[i]. Then J4(1, 1) can be described explicitly as follows.
Proposition 1.3.6. If π is a unique primary prime element in Z[i] contained in the prime
ideal P, then






Proof. If π is primary, then it is known that
J4(1, 1) = −χ4(−1)π
(see [11, Proposition 6.5]). Thus, it suffices to show that χ4(−1) = (2/p). But by the
definition of χ4 we have
χ4(−1) = (−1)(p−1)/4 =
{
1 if p ≡ 1 (mod 8),
−1 if p ≡ 5 (mod 8),
and hence χ4(−1) = (2/p). This proves the proposition.
The following lemma tells us how to find a primary prime element of Z[i] dividing a prime
p with p ≡ 1 (mod 4).
Lemma 1.3.7. Let p be a prime with p ≡ 1 (mod 4) and let a, b be integers such that
p = a2 + b2 and a ≡ −1 (mod 4). Then
π =
{
−(a+ bi) if p ≡ 1 (mod 8),
a+ bi if p ≡ 5 (mod 8).
is a primary prime element in Z[i] dividing p.
Proof. First, suppose p ≡ 1 (mod 8). Since p = a2 + b2 ≡ 1 + b2 (mod 8), we have b ≡ 0
(mod 4). Therefore, −(a+ bi) ≡ 1 (mod 2 + 2i).
Next, suppose p ≡ 5 (mod 8). Since p = a2 + b2 ≡ 1 + b2 (mod 8), we have b ≡ 2
(mod 4). Therefore, a+ bi ≡ −1 + 2i ≡ 1 (mod 2 + 2i).
Here we recall the definition of the rational quartic residue symbol. Let p be a prime







1 if a(p−1)/4 ≡ 1 (mod p),
−1 if a(p−1)/4 ≡ −1 (mod p).
(1.3.9)
Returning to our case, we recall that l ≡ 3 (mod 4) and p ≡ 1 (mod 4l). Therefore,
(−l/p) = 1, and hence we can consider the rational quartic residue symbol (−l/p)4 = ±1.
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Proposition 1.3.8. Writing p = a2 + b2 with an odd integer a and an even integer b, we
define integers x, y by
x+ yi = (a+ bi)(l+1)/4.














= −1 ⇐⇒ x ≡ 0 (mod l).
Proof. See [11, Proposition 6.3].
The following theorem is a restatement of Theorem 4 in the introduction.
Theorem 1.3.9. Let m = 4l, where l is a prime number such that l ≡ 3 (mod 4), and let
p be a prime number such that p ≡ 1 (mod 4l). Let P be a prime ideal of K4l above p and
π ∈ Z[i] the unique primary prime element contained in P. Let α ∈ B4l be the element
defined in Theorem 1.2.1 and set τm(α) = εp
















π(l+1)/4 if l ≡ 3 (mod 8),
π(l+1)/4 if l ≡ 7 (mod 8).


















































(x− yi) (mod lZ[i]). (1.3.10)































Sign ambiguities and Γ monomials









l)−1p−s(α)/2(= ±1) the sign ambiguity of τ4l(α) since it cannot be ob-
tained from the Davenport-Hasse relation and the norm relation. In this section, we de-
termine the sign ambiguity of τ4l(α) by using some spacial values of the Gamma function
Γ(x).










h(−l) if l > 3,
1
3
if l = 3.
(2.0.2)
Theorem 2.0.1. Define δ = ±1 as follows.














if 3h1(−l)− h(l) ≡ 2 (mod 4),




















if h(−l)− h(l) ≡ 2 (mod 4).





Let m > 1 be an integer and p a prime number with p ≡ 1 (mod m). Fix a prime ideal P
of Q(ζm) lying above p. If α ∈ Bm, then there exists a root of unity ε such that
τm(α,P) = εps(α)/2. (2.1.1)
As Theorem 2.1.2 below shows, the root of unity ε in (2.1.1) is closely related to the decom-
position of the prime ideal P in some abelian extension of Km. To illustrate this, we need
some notations.
















We call Γ̃m(α) a Γ monomial. Koblitz and Ogus proved the following theorem.
Theorem 2.1.1. If α ∈ Bm, then Γ̃m(α) is an algebraic number and generates a Kummer
extension of Km.
Proof. See [9, p.345, Theorem].
Moreover, define
τ̃m(α,P) = p−s(α)/2τm(α,P).
Thus, if α ∈ Bm, then the root of unity ε in (2.1.1) is given by
ε = τ̃m(α,P).
The following theorem due to Deligne is crucial in the proof of Theorem 2.0.1
Theorem 2.1.2. If α ∈ Bm, then Γ̃m(α) is an algebraic number and generates an abelian









denotes the Artin symbol.
Proof. See [4, Theorem 7.18].
Let us recall two types of functional equations for the Γ function.
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Theorem 2.1.3. (1) (Euler’s reflection formula) For any x ∈ R− Z,
Γ(x)Γ(1− x) = 2π
2 sin πx
. (2.1.2)





























Using these formulas, we can calculate Γm(α) for any elements of Dm ∪ Sm.










Proof. This follows from Euler’s reflection formula (2.1.2).
Lemma 2.1.5. Let l be a prime divisor of m. Then, for any integer a such that la 6≡ 0





if l > 2,
(2π)2
2⟨2a/m⟩·2 sin(π〈 2am 〉)
if l = 2.
(2.1.6)
Proof. This was proved by [1, Lemma 7.3], but we give a proof here for the sake of reader’s
convenience. For any a ∈ Z, we denote by a′ ∈ Z the unique integer such that a′ ≡ a







for all 0 ≤ k ≤ l − 1. Lemma 2.1.5 then follows from Gauss’ multiplicative formula (2.1.3):
If l > 2, then































































and thus, we get
Γm(γl,a) =
(2π)(l+a)/2







If l = 2, then





































































This proves the lemma.
2.2 Proof of Theorem 2.0.1
Let h(−l) be the class number of the imaginary quadratic field Q(
√
−l) and let h1(l) be as
in (2.0.2).
Lemma 2.2.1. Let the notation be as above, and let l be a prime such that l ≡ 3 (mod 4).
Then, for any integer b prime to l, the following statements hold.






























































Recall that the subgroup Hl is defined by






Consider the subset −Hl = {−x | x ∈ Hl} of Gl. Then, since l ≡ 3 (mod 4), we have






In the notation above, Dirichlet’s class number formula for the imaginary quadratic field
Q(
√





























































































































































































(2) Suppose b is odd. In the following, we identify G4l with the subset
{k ∈ Z | 1 ≤ k ≤ 4l, (k, 4l) = 1}
of Z. For any integer a, we denote by 〈a〉m the unique integer such that a ≡ 〈a〉m (mod m)
and 0 ≤ 〈a〉m < m. Then we have
H̃l = {〈(2k − 1)2〉4l | 1 ≤ k ≤ l−12 }.



































































Now, we define the maps χ : Z/2lZ → C and χ1 : Z/lZ → C to be
χ(a) =
{




if (a, 2l) = 1,
χ1(a) =
{




if (a, l) = 1,
where (a/l) is the Legendre symbol modulo l. Then, χ1 is a primitive character modulo l










































































respectively. Then it follows from the general theory of Bernoulli numbers that





















































































































































































This completes the proof of Lemma 2.2.1.
Lemma 2.2.2. Let l be an odd prime such that l ≡ 3 (mod 4). Then, for any integer b











l if b is even,
1 if b is odd.
(2.2.7)
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= |ζa′b2l − ζ−a
′b
2l |.































































































. Let Gl → G2l be the






Let H ′l ⊂ G2l denote the image of Hl under the isomorphism. Then










and G2l = H
′




























G2l = {a ∈ Z | 1 ≤ a ≤ 2l, (a, 2l) = 1}
= {2k − 1 ∈ Z | 1 ≤ k ≤ l, k 6= (l + 1)/2}




























This proves Lemma 2.2.2.
Lemma 2.2.3. Let εl be the fundamental unit of the real quadratic field Q(
√
l), h(l) the
class number of Q(
√







Proof. This lemma can be shown in the same way as [1, Lemma 7.9].
In what follows, for a positive real number x, the fourth root of 4
√
x is chosen to be
positive.
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Proposition 2.2.4. Let α ∈ Bm be the element defined in Proposition 1.2.4. Let εl be the
fundamental unit of Q(
√
l).























Proof. (1) Suppose l ≡ 3 (mod 8). Set
A = Γm(γl,1), B = Γm(γ4,1ηm), C = Γm(2[2]), D = Γm([u,−u]ηm).
By (1.2.7), we have
Γm(2α) =






By Gauss’ multiplicative formula (2.1.3), we get
A = Γm(γl,1) =
(2π)(l+1)/2









By Lemma 1.2.3 (1), we have









































































































































By Lemma 2.1.4, we get
















By Lemma 2.2.3, we have




































































B′ := Γm(γ4,1ηm), C
′ := Γm([4,−4]ηm),





By Lemma 1.2.3, we see




Here, Γm(γ2,2ηm), Γm([2,−2]ηm) and Γm([2l,−2l]ηm) can be calculated similarly as in


































By Lemma 2.1.4 and Lemma 2.2.2, we get


















































h(l) · 2(h(−l)−1)/2 · (2π)(l+1)/2.
Since Γm(2α) = Γm(α)









h(l) · 2(h(−l)−1)/4 · (2π)(l+1)/4.
Corollary 2.2.5. Let the notation be as above.










(2) If l ≡ 7 (mod 8), then











Proof. If l ≡ 3 (mod 8), then s(α) = l + 1 and (l + 1)/2 is odd, so that
(2πi)s(α)/2 = −(2π)(l+1)/2.
If l ≡ 7 (mod 8), then s(α) = (l + 1)/2 and (l + 1)/4 is even, so that
(2πi)s(α)/2 = (2π)(l+1)/4.
Therefore corollary follows from Proposition 2.2.4.
































































































p(l+1)/2 if 3h1(−l)− h(l) ≡ 2 (mod 4).





































































































































































p(l+1)/4 if h(−l)− h(l) ≡ 2 (mod 4).
Since χ2(2) = (2/p), we proves Theorem 2.0.1.
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2.3 The sign ambiguity of multiplicative relations
　　　
As is easily seen from the definition of Gauss sums, the root of unity ε appearing in the
multiplicative relations of Gauss sums depends on the choice of the prime ideal P above p. Let
P ′ be the complex conjugation of P , and write τ4l(α;P) = εps(α)/2 and τ4l(α;P ′) = ε′ps(α)/2.
Then ε′ is the complex conjugation of ε, which shows that ε depends on the choice of prime
ideal P .
Now, we shift our attention from ε to the sign ambiguity. In this section, we consider the
condition that the sign ambiguity does not depend on the choice of a prime ideal P chosen,
but is determined by the prime number p only.
First, we see
√
2εl is contained in Q(
√
l). Although this is a well-known result, we present
a proof here for the convenience of the reader (see for instance [16] and the references given
there).
Proposition 2.3.1. Let l be an prime number such that l ≡ 3 (mod 4) and εl be the fun-






To prove Proposition 2.3.1, we begin with the following lemma.
Lemma 2.3.2. Let l be a prime number such that l ≡ 3 (mod 4) and εl = a+b
√
l (a, b ∈ Z)
be the fundamental unit of Q(
√
l). Then, a is even and b is odd. Moreover, a− 1 is square
if and only if l ≡ 3 (mod 8).
Proof. Write εl = a + b
√
l (a, b ∈ Z). Suppose a is odd. Since a2 − lb2 = 1, we have
(a− 1)(a+ 1) = lb2. Since GCD(a− 1, a+ 1) = 2, there exist c, d ∈ Z such that either
a− 1 = 2c2, a+ 1 = 2ld2, b = 2cd
or
a− 1 = 2lc2, a+ 1 = 2d2, b = 2cd.
In the first case, we have
c2 − ld2 = −1
which implies that c2 ≡ −1 (mod l). But this is impossible since l ≡ 3 (mod 4). In the
second case, we have
a+ b
√
l = (c+ d
√
l)2,
which contradicts the assumption that ε = a + b
√
l is the fundamental unit of Q(
√
l).
Therefore, a must be even. Then GCD(a+ 1, a− 1) = 1, and so there exist relatively prime
integers c, d such that b = cd and either
a− 1 = lc2, a+ 1 = d2, (2.3.1)
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or
a− 1 = c2, a+ 1 = ld2. (2.3.2)
Suppose a − 1 is square. Then a ≡ 2 (mod 8). Hence a + 1 = ld2 becomes l ≡ 3
(mod 8). To prove the converse, suppose l ≡ 3 (mod 8) and a + 1 is square. Then we get
a ≡ 0 (mod 8) and l ≡ 7 (mod 8), which is contradiction. This proves the lemma.
Proof of Proposition 2.3.1. We set εl = a+b
√
l with positive integers a, b. Since a2−lb2 = 1,
we have (a− 1)(a+ 1) = lb2. As we saw in the proof of Lemma 2.3.2, there exist relatively
prime integers c, d such that b = cd and either (2.3.1) or (2.3.2). By (2.3.1), we have
2a = lc2 + d2, and so
2εl = lc
2 + d2 + 2cd
√
l = (d+ c
√
l)2.
By (2.3.2), we have 2a2 = c2 + ld2, and so
2εl = c
2 + ld2 + 2cd
√
l = (c+ d
√
l)2.
This proves the proposition.







−2 if l ≡ 3 (mod 8),
2 if l ≡ 7 (mod 8).
Proof. Suppose l ≡ 3 (mod 8) and write a− 1 = c2 and a+ 1 = ld2. Then
√












l) = c2 − ld2 = (a− 1)− (a+ 1) = −2.




2εl) = 2 if l ≡ 7 (mod 8).
To see when the sing ambiguity χ2(
√
2εl) is independent of the choice of the prime ideal
P , we need the precise definition of the Artin symbol. For more details, we refer the reader
to [3, Section 5] and [11, Chapters 4 and 5].
Definition 2.3.4. Let L/K be a Galois extension, and let P be a prime of OK which








(α) ≡ αN(p) (mod P),





is called the Artin symbol.
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When L/K is an abelian extension, the Artin symbol ((L/K)/P) depends only on the
underlying prime p = P ∩ Ok, so that the Artin symbol can be written as ((L/K)/p).
We see the relevance of the Artin symbol to the m-th power residue symbol χm. Let Km
be the m-th cyclotomic field. Let x ∈ OK and P be a prime ideal dividing p ≡ 1 (mod m).
Consider the Kummer extension Km( m
√












where σ is the Artin symbol ((Km( m
√
x)/Km)/P). In general, the following lemma holds.
Lemma 2.3.5. Let the notation be as above. Let n be a positive divisor of m and write
m = nd. Let M be an intermediate field of Km/Q which contains a primitive n-th root of









where χn = χ
d
m and σ is the Artin symbol ((M(
n
√






m(x) ≡ xd(p−1)/m ≡ x(p−1)/n (mod p).












x) ≡ χn(x) n
√
x (mod p).





Write K = Q(
√

































is the quadratic residue symbol in OK . Therefore, the sign ambiguity
χ2(
√
2εl) depends on the choice of the prime ideal p in OK . Since P splits completely in K,
we set p = ppσ, where σ is the nontrivial automorphism of K. Hence, the sign ambiguity is


































Combining (2.3.3) with (2.3.4), the sign ambiguity δ = χ2(
√
2εl) does not depend on the
choice of the prime ideal P if and only if p ≡ 1 (mod 8). We have proved the following
proposition.
Proposition 2.3.6. The sign ambiguity δ does not depend on the choice of a prime ideal P




Sign ambiguities and quadratic forms
In this chapter, we will relate the sign ambiguity in the equation (1.2.16) to quadratic forms.
To be more precise, let l be a prime with l ≡ 3 (mod 8) and p a prime with p ≡ 1 (mod 8l).
Let k = Q(
√
−2l), O the order of k of conductor 4 and t the odd part of the class number
h(O) (later, we will give a precise definition). Then class field theory shows that there exist
integers x and y such that
pt = x2 + 8ly2.
The main theorem in Chapter 3 is given as follows.
Theorem 3.0.1. Let the notation be as above. Let α ∈ B4l be the element defined in Theorem
1.2.1 and let δ = τ4l(α)/χ4(2/
√
l)p−(l+1)/2 be the sign ambiguity of τ4l(α). Then δ = ±1 and
δ= (−1)y =
{
1 if 2 | y,
−1 if 2 ∤ y.
3.1 Orders in imaginary quadratic fields and ring class
fields
To see how the sign ambiguity is related to integral quadratic forms in two variables, we
review some basic facts on quadratic forms and ring class fields of imaginary quadratic fields.
We refer the reader to [3] for a more precise treatment.
We start with quadratic forms. Let f(x, y) = ax2 + bxy + cy2 ∈ Z[x, y]. We define the
discriminant of f(x, y) to be the number D(f) := b2 − 4ac. In the following, we always
assume that
a > 0, GCD(a, b, c) = 1, D(f) < 0 and D(f) ≡ 0 (mod 4).
We say that two forms f(x, y), g(x, y) ∈ Z[x] are properly equivalent if there is a unimodular
matrix A ∈ SL2(Z) such that f(x, y) = g((x, y)A). Note that properly equivalence is an
equivalence relation and two properly equivalent forms have the same discriminant. We
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denote by [f(x, y)] the equivalence class of f(x, y), by C(D) the set of all equivalence classes
of forms of discriminant D and by h(D) the order of C(D). We say f(x, y) = ax2+bxy+cy2
is reduced if |b| ≤ a ≤ c, and b ≥ 0 if either |b| = a or a = c. Every equivalence class has a
unique reduced form. To make C(D) an abelian group, we need the Dirichlet composition
of forms.
Lemma 3.1.1. Suppose that f(x, y) = ax2 + bxy+ cy2 and f(x, y) = a′x2 + b′xy+ c′y2 have
discriminant D and satisfy GCD(a, a′, (b + b′)/2) = 1. Then there is a unique integer B
modulo 2aa′ such that
B ≡ b (mod 2a),
B ≡ b′ (mod 2a′).
B2 ≡ D (mod 4aa′).
Proof. See [3, Lemma 3.2].
Let f(x, y), g(x, y) and B be as in Lemma 3.1.1. We define the Dirichlet composition
F (x, y) of f(x, y) and g(x, y) to be




It is easy to see that F (x, y) has discriminant D.
Theorem 3.1.2. Let the notation be as above. Then Dirichlet composition induces a well-
defined binary operation on C(D) which makes C(D) into a finite abelian group whose order
is the class number h(D). Furthermore, the identity element of C(D) is [x2 − (D/4)y2].
Proof. See [3, Theorem 3.9].
For the rest of this section, let k be an imaginary quadratic field, Ok the integer ring
of k, and dk the discriminant of k. Let Ik be the group of fractional ideals of k and Pk
its subgroup of principal fractional ideals. We call the quotient group Ik/Pk the ideal class
group of k and denote by C(Ok). The order of C(Ok) is called the class number of k and is
denoted by h(Ok). We recall the definition of orders of imaginary quadratic fields.
Definition 3.1.3. Let k be an imaginary quadratic field. An order O in k is a subset O ⊂ k
such that
(1) O is a subring of k containing 1.
(2) O is a free Z-module of rank 2.
An order O of k can be written O = Z + fOk for some positive integer f . We call f the
conductor of O and denote by Of the order of conductor f . We define the discriminant d of
Of to be f 2dk. Given a negative integer D with D ≡ 0 (mod 4), there is a unique order of
discriminant D.
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Let I(O) be the group of proper fractional O-ideals and P (O) the group of principal
O-ideals. The quotient group C(O) = I(O)/P (O) is called the ideal class group of O and
the order of C(O) is called the class number of O. We can compute h(Of ) by the following
theorem.



















Furthermore, h(Of ) is always an integer multiple of h(Ok).
Proof. See [3, Theorem 7.24].
The following theorem gives an isomorphism between the class group C(D) and the ideal
class group C(O).
Theorem 3.1.5. Let D < 0 be D ≡ 0, 1 (mod 4), let f(x, y) = ax2 + bxy + cy2 be a
quadratic forms of discriminant D and let O be the order of the same discriminant D. The
map sending [f(x, y)] to the ideal [a, (−b+
√
D)/2] induces an isomorphism between the form
class group C(D) and the ideal class group C(O).
Proof. See [3, Theorem 7.7].
Finally, we introduce the ring class field of an imaginary quadratic field k. Let Ik(f) be
the subgroup of fractional Ok-ideals Ik generated by Ok-ideals prime to f . We define the
subgroup Pk,Z(f) of Ik(f) to be
Pk,Z(f) = 〈αOk | α ∈ Ok and there is a ∈ Z such that (a, f) = 1 and α ≡ a mod fOk〉 .
Then, we have
C(Of ) ∼= Ik(f)/Pk,Z(f) (3.1.2)
(see [3, Theorem 7.22]). By the existence theorem of class field theory (see [3, Theorem 8.6]),
there is an abelian extension Lf of k such that the Artin map induces an isomorphism
Ik(f)/Pk,Z(f) ∼= Gal(Lf/k). (3.1.3)
We call the abelian extension Lf the ring class field of Of or the ring class field of k of
conductor f .
Theorem 3.1.6. Let D be a negative integer with D ≡ 0 (mod 4) and k = Q(
√
D). Let
O the order of discriminant D in k. If p is an odd prime not dividing D, then p splits
completely in the ring class field L of O if and only if (−D/p) = 1 and there exists integers
x and y such that p = x2 + (−D/4)y2.
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Proof. See [3, Theorem 9.4].
By Theorem 3.1.5, (3.1.2) and (3.1.3), we have a natural isomorphism
C(D) ∼= Gal(L/k). (3.1.4)
For our purposes, the following corollary is useful.
Corollary 3.1.7. Let the notation be as in Theorem 3.1.6. Let t be the odd part of the class
number h(O), A the 2-Sylow subgroup of Gal(L/k) and M the intermediate field of L/k with
Gal(M/k) ∼= A. Then p splits completely in M if and only if there exist integers x and y
such that




Proof. Clearly we may consider only the primes p which split in the quadratic field k, say
pOk = pp′. Then p splits completely in M if and only if p splits completely in M . Since t is




















= 1 if and only if pt is principal. The latter condition holds if and only if
there exists integers x and y such that




This proves the corollary.
We need some terminology to state Theorem 3.1.8 below. Let k be an imaginary quadratic
field and let Gal(K/Q) = 〈τ〉 be the Galois group, where τ is the complex conjugation. Let
L be an abelian extension over k which is Galois over Q. Then τ is an automorphism of L,
and the Galois group Gal(L/Q) can be written as a semidirect product
Gal(L/Q) ∼= Gal(L/k)⋊ 〈τ〉,
where τ acts on Gal(L/k) via conjugation by τ . If τστ = σ−1 for any σ ∈ Gal(L/k), we say
that L is generalized dihedral over Q.
Theorem 3.1.8. Let k be an imaginary quadratic field. Then an abelian extension L of k
is generalized dihedral over Q if and only if L is contained in a ring class field of k.
Proof. See [3, Theorem 9.18].
Corollary 3.1.9. Let L be Galois over Q with Gal(L/Q) ∼= D4, where D4 is the dihedral
group of order 8. Let C4 be the unique cyclic subgroup of order 4 in D4. If the fixed field
k := LC4 is an imaginary quadratic field, then L is contained in a ring class field of k.
Proof. Write D4 = 〈σ, τ | σ4 = τ 2 = 1, τστ = σ−1〉. Then D4 ∼= 〈σ〉 ⋊ 〈τ〉 ∼= C4 ⋊ C2. By
LC4 = k, L is a generalized dihedral extension over Q.
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3.2 The Galois closure of Q(
√
2εl)/Q
Let l be a prime number such that l ≡ 3 (mod 4) and εl the fundamental unit of the
real quadratic field Q(
√
l). In this section, we study the Galois closure L of Q( 4
√
2εl)/Q.
If L/Q is a generalized dihedral extension, then L is contained in a ring class field of an
imaginary quadratic field, and we can associate the sign ambiguity δ of Gauss sums with
certain quadratic forms. To begin with, we determine the Galois group Gal(L/Q). We define







−2 if l ≡ 3 (mod 8),
2 if l ≡ 7 (mod 8).
Proposition 3.2.1. Let the notation be as above. Then Gal(L/Q) ∼= D4, where D4 is the
dihedral group of order 8
Proof. Set
√
2εl = c+ d
√
l (c, d ∈ Z) and θ = 4
√
2εl. Then θ is a root of the polynomial
f(X) = X4 − 2cX2 + (c2 − d2l) = X4 − 2cX2 + ξ.
By Eisenstein’s criterion for p = 2, f(X) is irreducible over Q. Hence, f(X) is the minimal

























In particular, [L : Q] = 8. Since L/Q is not an abelian extension, Gal(L/Q) must be D4











ξl) which is abelian over Q. This shows that Gal(L/Q) has at least two
elements of order 2 since [L : M ] = [L : Q(θ)] = 2 and M 6= Q(θ). Therefore, Gal(L/Q)
must be D4.
The dihedral group D4 has a unique cyclic subgroup of order 4. Hence, there exists a
unique quadratic field k contained in L such that Gal(L/k) ∼= Z/4Z. Let us determine this
quadratic field.
Proposition 3.2.2. Let k be the unique intermediate field of L/Q such that Gal(L/k) ∼=
Z/4Z. Then k = Q(
√
ξl).
Proof. Let k be the quadratic field with Gal(L/k) ∼= Z/4Z．Since L contains √ξ,
√
l and√


















































Then we have Gal(M/Q) = {τ0, τ1, τ2, τ3}. For each j = 0, 1, 2, 3, τj can be extend to two
autmorphisms τ
(i)
j (i = 0, 1) of L. Then we can write
Gal(L/Q) = {τ (i)j | i = 0, 1, j = 0, 1, 2, 3}.
Recall that L is the splitting field of the polynomial f(X) = X4 − 2cX2 + ξ over Q. If we
set θ = 4
√








































(j = 2, 3).
Define τ
(i)










(j = 2, 3).
Note that τ
(0)
0 is the identity element of Gal(L/Q).
Let σ = τ
(0)
3 . Since σ(θ) =
√
ξ/θ and σ2(θ) = −θ, the order of σ is 4. Let H be the








the quadratic field Q(
√
ξl) is contained in LH . But, since [LH : Q] = #G/#H = 2, we
conclude that LH = Q(
√
ξl).
















































































































Corollary 3.2.3. Let the notation be as above. If l ≡ 3 (mod 8), then L is contained in a
ring class field of Q(
√
−2l).
Proof. Suppose l ≡ 3 (mod 8) and set k = Q(
√
−2l). Proposition 3.2.1 and Proposition
3.2.2 show that L/Q is generalized dihedral extension. Therefore, L is contained a ring class
field of the quadratic field k by Theorem 3.1.8.
3.3 The smallest ring class field containing L
From now, we consider the case where l ≡ 3 (mod 8). Let the notation be as in the previous
section and let L be the Galois closure of Q( 4
√





Corollary 3.2.3, L is contained in a ring class field of Q(
√
−2l). We will determine the
smallest ring class field of Q(
√
−2l) containing L. We begin by proving the following Lemma.
Lemma 3.3.1. Let L be the Galois closure of Q( 4
√
2εl)/Q. Then the abelian extension
L/Q(
√
−2l) is unramified outside 2．




−2l) since εl is a unit.
In the following, we will determine the 2-Sylow subgroup of the ideal class group C(O2ν )
for any positive integer ν. For this, we first recall the following well-known proposition which
describes the 2-rank of C(O2ν ).
Proposition 3.3.2. Let D ≡ 0, 1 mod 4 be negative, and let r be the number of odd primes
dividing D. Define the number µ as follows: if D ≡ 1 mod 4, then µ = r, and if D ≡ 0 mod 4,
then D = −4n, where n > 0, and µ is determined by the following table:
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n µ
n ≡ 3 (mod 4) r
n ≡ 1, 2 (mod 4) r + 1
n ≡ 4 (mod 8) r + 1
n ≡ 0 (mod 8) r + 2
Then the class group C(D) has exactly 2µ−1 elements of order ≤ 2.
Proof. See [3, Proposition 3.11].
Corollary 3.3.3. Let l be an odd prime and O2ν the order of conductor 2ν in the imaginary
quadratic field Q(
√
−2l). Then the 2-rank of the ideal class group C(O2ν ) is 2.
Proof. Write k = Q(
√
−2l). Let dk be the discriminant of Ok and let D be the discriminant
of order O2ν . Since dk = −8l, we obtain
D = (2ν)2dk = 2
2ν(−8l) = −4(22ν+1l).
Then rank2C(O2ν ) = 3− 1 = 2 by Proposition 3.3.2.
To determine the group structure of C(O2ν ), we prove the following proposition.
Proposition 3.3.4. Let k be an imaginary quadratic field. For a natural number f , we
define the map
ϕf : (Z/fZ)× −→ (Ok/fOk)×
by ϕf (a+ fZ) = a+ fOk. Then ϕf induces an isomorphism Coker(ϕf ) ∼= Gal(Lf/L1).
Proof. We give only a rough sketch of the proof. For a complete proof we refer the reader
to [3, Theorem 7.24]. First, we define the map
jf : (Ok/fOk)× → Ik(f) ∩ Pk/Pk,Z




jf−−−→ Ik(f) ∩ Pk/Pk,Z −−−→ 1. (3.3.1)
Hence, Coker(ϕf ) ∼= Ik(f) ∩ Pk/Pk,Z. Next, we define the map
ψf : C(Of ) → C(Ok)
by ψf (aP (Of )) = aPk. Then we have an exact sequence
1 −−−→ Ik(f) ∩ Pk/Pk,Z −−−→ C(Of )
ψf−−−→ C(Ok) −−−→ 1. (3.3.2)
Using the natural isomorphism C(Of ) ∼= Gal(Lf/k) and C(Ok) ∼= Gal(L1/k), we obtain an
isomorphism
Ik(f) ∩ Pk/Pk,Z ∼= ker(Gal(Lf/k) −→ Gal(L1/k)) = Gal(Lf/L1).
Therefore, Coker(ϕf ) ∼= Gal(Lf/L1).
52
We next show that Coker(ϕ2ν ) ∼= Z/2νZ. For this, let G2ν = (Z/2νZ)×. We identify
ϕ2ν (G2ν ) with G2ν via the natural injection
ϕ2ν : G2ν −→ (Ok/2νOk)×
sending a+ 2νZ to a+ 2νOk.






−2l | a, b ∈ Z, a = odd, 0 ≤ a, b < 2ν}
of Ok is a complete set of representatives of (Ok/2νOk)×．















Define X to be the subset
X = {(a+ b
√
−2l) + 2νOk | a, b ∈ Z, 2 ∤ a, 0 ≤ a, b < 2ν}
of (Ok/2νOk)×. It is then easy to see that #X = 22ν−1 = #(Ok/2νOk)×. Therefore,
X = (Ok/2νOk)×.
We can now determine the group structure of Coker(ϕ2ν ).
Lemma 3.3.6. In the notation above, we have
Coker(ϕ2ν ) ∼= Z/2νZ. (3.3.3)
Proof. Recall that the map ϕ2ν was defined to be the natural injection
ϕ2ν : (Z/2νZ)× −→ (Ok/2νOk)×.






∣∣∣ 0 ≤ b ≤ 2ν − 1} ,
then H is a cyclic group of order 2ν generated by the class of 1 +
√
−2l in (Ok/2νOk)× and
Im(ϕ2ν ) ∩H = {1 + 2νOk}
is the unit group. It follows that ϕ2ν injectively maps H to Coker(ϕ2ν ). Since #Coker(ϕ2ν ) =
#H, this implies that Coker(ϕ2ν ) ∼= H ∼= Z/2νZ.
Proposition 3.3.7. Let l be a prime with l ≡ 3 (mod 8)．Let A2ν be the 2-Sylow subgroup
of C(O2ν ). Then
A2ν ∼= Z/2Z× Z/2νZ. (3.3.4)
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Proof. Let k = Q(
√
−2l). Note that O×k = O
×















= #C(Ok) · 2ν .
Therefore,
#A2ν = #A1 · 2ν .
Since l ≡ 3 (mod 4), Proposition 3.3.2 shows that #A1 = 2, and thus #A2ν = 2ν+1. From
the exact sequences (3.3.1), (3.3.2) and Corollary 3.3.2, A2ν has a subgroup isomorphic to
Z/2νZ. Therefore, A2ν must be isomorphic to either Z/2ν+1Z or Z/2Z× Z/2νZ. But, since
rank2C(O2ν ) = rank2A2ν = 2 by Corollary 3.3.3, we have A2ν ∼= Z/2Z× Z/2νZ.
Corollary 3.3.8. Let the notation be as above. Then L is contained in the ring class field
of Q(
√
−2l) of conductor 4.
Proof. Since Gal(L/Q(
√
−2l)) ∼= Z/4Z, Proposition 3.3.7 shows that L ⊂ L4.
Given a positive integer f , we let Mf denote the intermediate field of Lf/k such that
Gal(Mf/k) ∼= Af . By genus theory, the Hilbert 2-class field M1 is k(
√
−l). Proposition







are dihedral extensions over Q and unramified outside 2 over k, these are contained in M2.






−l). In particular, M2 is an
abelian extension of Q and is a subfield of the 8l-th cyclotomic field K8l = Q(ζ8l). Moreover,






l). Gathering these facts



































































































3.4 Proof of Theorem 3.0.1
In this section, we will give a proof of Theorem 3.0.1. Let the notation be as in the previous












2εl)/K8l)/P̃) ∈ Gal(K8l( 4
√
2εl)/K8l) and ((L/M)/p) ∈ Gal(L/M) be the Artin
symbols.























Hence, by Kummer theory, we have
χ2(
√














Lemma 3.4.2. Let p be a prime such that p ≡ 1 (mod 8l) and P̃ a prime ideal of Q(ζ8l)
dividing p. Let P = P̃ ∩M2 and p = P̃ ∩M . Then the following conditions are equivalent.
(1) p decomposes in the quadratic extension L/M .
(2) P decomposes in the quadratic extension M4/M2．
(3) p splits completely in the quartic extension M4/M．






























Since p ≡ 1 (mod 8l), p splits completely in K8l/Q. In particular, p decomposes in M2/Q.
Then the equivalence of the three conditions is clear from the diagram above.
















1 if P decomposes in M4/M2,
−1 otherwise.
Let t be the odd part of #Gal(L/k). It follows from Theorem 3.1.6 that there exist some
integers x and y such that pt = x2 + 8ly2. Theorem 3.1.6 shows that p splits completely in
M4/Q if and only if 2 | y. Since p splits completely in M2/Q, P splits M4/M2 if and only if
2 | y. This proves the Theorem 3.0.1.
56
Bibliography
[1] Aoki, N., On sign ambiguities of multiplicative relations between Gauss sums, Comment.
Math. Univ. St. Pauli 62 (2013), no. 2, 143–171.
[2] Berndt, B. C., Evans, R. J., Williams, K. S., Gauss and Jacobi sums, Canadian Mathe-
matical Society Series of Monographs and Advanced Texts. A Wiley-Interscience Pub-
lication. John Wiley & Sons, Inc., New York, 1998.
[3] Cox, D. A. Primes of the Form x2 + ny2: Fermat, Class Field Theory, and Complex
Multiplication, A Wiley-Interscience Series of Texts, Monographs, and Tracts, 1989.
[4] Deligne, P. (Notes by J.S.Milne), Hodge cycles on abelian varieties, Lecture Notes in
Math. 900 (1982), 9–100.
[5] Jensen, C. U., Ledet, A., and Yui, N., Generic Polynomials Constructive Aspects of
Inverse Galois Problem, Mathematical Science Research Institute 45, CAMBRIDGE
UNIVERSITY PRESS, 2002.
[6] Hasse, H., Vorlesungen über Zahlentheorie, Zweite neubearbeitete Auflage. Die
Grundlehren der Mathematischen Wissenschaften, Band 59 Springer-Verlag, Berlin-
New York, 1964.
[7] Ireland, K., Rosen, M., A classical introduction to Modern Number Theory. Second
edition, Graduate Texts in Mathematics, 84. Springer-Verlag, New York, 1990.
[8] Kim, H., van Wamelen, P., Verrill, H. A., Infinite class of new sign ambiguities, J.
Number Theory 131 (2011), no. 10, 1808–1823.
[9] Koblitz, N., Ogus, A., Algebraicity of some products of values of the Γ-function, Ap-
pendix to the article by Deligne, P. “Valeurs de fonctions L et periodes d’integrales”
in Proc. Sympos. Pure Math., XXXIII, Automorphic forms, representations and L -
functions, 1979.
[10] Kohno, T., The sign ambiguity of multiplicative relations of Gauss sums of order 4l,
Comment. Math. Univ. St. Pauli 68 (2020), no.1, 49–68.
[11] Lemmermeyer, F., Reciprocity laws. From Euler to Eisenstein, Springer Monographs in
Mathematics. Springer-Verlag, Berlin, 2000.
57
[12] Murray, B. J., Explicit multiplicative relations between Gauss sums, J. Number Theory,
126 (2007), 87–109.
[13] Muskat, J. B., On Jacobi sums of certain composite orders, Trans. Amer. Math. Soc.134
(1969), 483–502.
[14] Muskat, J. B., Zee, Y.-C., Sign ambiguities of Jacobi sums, Duke Math. J. 40 (1973),
313–334.
[15] van Wamelem, P., New explicit multiplicative relations between Gauss sums, Int. J. of
Number Theory 3 (2007), 275–292.
[16] Williams, K. S., Congruence modulo 8 for the class numbers of Q(
√
±p), p ≡ 3 (mod 4)
a prime, J. Number Theory 15 (1982), no. 2, 182–198.
[17] Yamamoto, K., On a conjecture of Hasse concerning multiplicative relations of Gaussian
sums, J. Combinatorial Theory 1 (1966), 476–489.
[18] Yamamoto, K., The gap group of multiplicative relationships of Gaussian sums, Sym-
posia Mathematica, vol.XV (Convegno di Strutture in Corpi Algebrici, INDAM, Rome,
1973), pp. 427–440. Academic Press, London, 1975.
58
