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We propose a scheme of stabilizing the persistent-current Rabi oscillation based on the flux qubit-
resonator-atom hybrid structure. The LC resonator weakly interacts with the flux qubit and maps
the persistent-current Rabi oscillation onto the intraresonator electric field. This field is further
coupled to a Rydberg-Rydberg transition of the 87Rb atom. The Rabi-frequency fluctuation of the
flux qubit is deduced from measuring the atomic population and stabilized via feedback controlling
the external flux bias. Our numerical simulation indicates that the feedback-control method can
efficiently suppress the background fluctuations in the flux qubit, especially in the low-frequency
limit. This technique may be extensively applicable to different types of superconducting circuits,
paving a new way to long-term-coherence superconducting quantum information processing.
PACS numbers: 85.25.-j, 42.50.-p, 06.20.-f
Introduction. Hybridizing superconducting (SC) cir-
cuits and atoms is a promising idea for realizing quantum
information processing, transfer and storage [1–8]. Such
a quantum scheme also provides a platform for investi-
gating fundamental principles of ultrastrong interaction
between electromagnetic fields and atoms [9–11]. Yet,
despite all this, the rapid coherence decay of solid-state
devices significantly restricts the practical implementa-
tion of these hybrid systems [12–14].
The atomic-clock technology has been proven as the
most efficient tool to preserve the coherence of a local har-
monic oscillator [15–17]. Employing the similar measure-
ment to SC circuits potentially enhances their energy-
relaxation and dephasing times. The decoherence mecha-
nisms of various SC qubits have been systematically stud-
ied [18–21]. On this basis, in [22] it has been theoretically
demonstrated that the frequency fluctuations of a charge-
qubit Rabi oscillation can be suppressed via the feedback-
control method combined with probing the gate-voltage-
bias noise. However, since it is not a direct measurement
of the qubit-Rabi-oscillation-frequency fluctuations, the
feedback-control efficiency could degrade. Additionally,
in [22] the necessary condition, i.e., the efficient SC-
qubit-atomic-reference coupling, is fulfilled by the direct
electric-dipole interaction between the Rydberg atoms
and the local electric field from the charge-qubit circuit.
However, such a direct interface is extremely challeng-
ing in the flux-qubit-atom hybrid because of the weak
magnetic-dipole interaction. To prevent these two limi-
tations, it is necessary to establish a novel approach to di-
rectly measure the qubit-Rabi-oscillation-frequency fluc-
tuations and generalize it to other types of SC circuits.
In this Letter, we explore the application of the
feedback-control approach in maintaining the Rabi oscil-
lation of the flux-qubit component in a hybrid structure.
In this scheme, an LC resonator is inductively linked to
the flux qubit and maps the persistent-current Rabi os-
cillation onto the intraresonator electric field which is
further electrically coupled to a Rydberg-Rydberg transi-
tion of the 87Rb atom, resulting in a strong indirect flux-
qubit-atomic-reference interface. The projection mea-
surement of the atomic reference enables a direct prob-
ing of the Rabi-frequency fluctuations of the persistent
current flowing in the flux-qubit loop. Feedback control-
ling the external flux bias enhances the long-term stabil-
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FIG. 1. (Color online) (a) Schematic diagram of flux-qubit-
resonator-atom hybrid. The flux qubit is biased by Φex, gen-
erated by a constant-current loop, and inductively coupled
to the series LC resonator. The atoms interact with the in-
traresonator field of Cs. The atomic population is measured
via a photodetector by the resonance fluorescence. The mea-
surement result is fed back into the constant-current loop via
the servo. (b) Numerical simulation of energy relaxation and
echo decay of flux qubit with Φex
Φ0
− 1
2
= 5× 10−4 and the ini-
tial state |1〉. (c) Analytical and numerical results of energy-
relaxation T1 and dephasing T2 times as a function of Φex.
(d) Allan deviation σωos(τ) of Rabi oscillator with different
Φex and feedback-control operation.
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2ity of the flux-qubit Rabi oscillator. Such a SC-qubit-
resonator-atom stabilization scheme can be generalized
to other types of SC qubits.
Flux qubit. We consider a flux qubit [23] biased
by an external magnetic flux Φex which is produced
by a constant-current source [Fig. 1(a)]. In the basis
of clockwise |L〉 and counter-clockwise |R〉 persistent-
current states, the flux-qubit Hamiltonian (without a
flux drive) in the presence of energy fluctuations is writ-
ten as H/~ = H0/~ − δε2 σFz with the dominant part
H0/~ = − ε2σFz −∆2 σFx [24, 25]. (σFx , σFy , σFz ) are the Pauli
matrices for the flux qubit. ε =
2IpΦ0
~ (
Φex
Φ0
− 12 ) is the
frequency bias between |L〉 and |R〉 with the persistent
current Ip = 0.3 µA [26] and the magnetic flux quantum
Φ0 =
pi~
e . The interstate tunnel rate ∆ depends on the
specific physical realization of the flux qubit. To facilitate
the future implementation of flux-qubit-ultracold-atom
hybrids proposed in [6, 12], here we set ∆ = 2pi×6.8 GHz
which matches the clock transition of the 87Rb atom. δε
denotes the qubit-energy fluctuations caused dominantly
by the environmental flux noise. The effects of other
noise sources (critical-current and charge noises) are not
considered in this work [26, 27].
The eigenstates of H0/~ are derived as |0〉 = cos θ2 |L〉+
sin θ2 |R〉 and |1〉 = − sin θ2 |L〉+cos θ2 |R〉, where θ is deter-
mined by cos θ = εE10 and sin θ =
∆
E10
with the frequency
spacing E10 =
√
ε2 + ∆2. In the basis of |0〉 and |1〉, we
have H/~ = E102 Σ
F
z +
δε
2 (cos θΣ
F
z +sin θΣ
F
x ). The Heisen-
berg equations for the operators ΣFx = cos θσ
F
x −sin θσFz ,
ΣFy = −σFy , and ΣFz = − sin θσFx − cos θσFz are given by
Σ˙Fx = −(E10 + δε cos θ)ΣFy , (1a)
Σ˙Fy = (E10 + δε cos θ)Σ
F
x − δε sin θΣFz , (1b)
Σ˙Fz = δε sin θΣ
F
y . (1c)
According to the experimental measurements [26, 27],
the noise spectrum density Sδε(f) =
∫
[
∫
δε(t +
τ)δε(t)dt]e−i2pifτdτ of δε exhibits two distinct regions:
the 1/f -type Sδε(f) = (
2IpΦ0
~ )
2 AΦ
(2pif)0.9 for the noise fre-
quency 2pif  ∆ and the ohmic-dissipation Sδε(f) =
α(2pif) for 2pif ∼ ∆.
The quantum behavior of the flux qubit can be sim-
ulated based on Eq. (1), where δε is numerically gener-
ated based on the typical values of AΦ = 5 × 10−12 [27]
and α = 10−5 [28]. The energy-relaxation T1 and de-
phasing T2 times of the flux qubit are extracted by the
decay of |1〉 and performing spin echo [Fig. 1(b)]. To
verify the validity of the simulation method, we compare
the numerical results with the analytical formulas derived
from Fermi’s golden rule, T−11 = piαE10 sin
2 θ [28, 29] and
T−12 =
1
2T
−1
1 + (
2IpΦ0
~ )
√
AΦ ln 2 cos θ [27]. It is seen that
they are well matched. T2 strongly depends on the flux
bias Φex while T1 is almost unchanged. At the optimal
bias condition Φex = 2Φ0 we obtain T2 = 2T1.
We focus on the flux-qubit Rabi oscillation between
|L〉 and |R〉. Within the range of Φex interested in this
work [Fig. 1(c)], we have ( ε∆ )
2  1. For an ideal sys-
tem with δε = 0, the persistent-current-flow direction
switches alternately clockwise and counter-clockwise, i.e.,
〈σFz (t)〉 ' cosE10t. This may be viewed as a local oscil-
lator with the frequency of ωos = E10. However, the
nonzero δε disturbs ωos around E10, leading to the fluc-
tuations δωos = ωos−E10, which gives rise to the limited
T1,2. We employ the Allan deviation σ
A
ωos(τ) to mea-
sure the stability of ωos within an average time τ [30].
As illustrated in Fig. 1(d), σAωos(τ) for different Φex are
nearly same for τ < 1 ns, corresponding to the fact
that T1 depends less on Φex. The 1/f component in
δε mainly affects the relatively long-term (τ  1 ns) sta-
bility of ωos, resulting in the strong decrease of T2 for
Φex away from the optimal point. In the following, we
set ΦexΦ0 − 12 = 5× 10−4, where T1 = 1.5 µs and T2 = 0.5
µs. Stabilizing ωos is equivalent to suppress δε, which
may potentially enhance T1,2.
Frequency discrimination. We utilize the flux-qubit-
resonator-atom hybrid platform established in [3] to dis-
criminate against δωos of ωos. As depicted in Fig. 1(a), a
series LC resonator is biased by a constant voltage source
and weakly coupled to the flux qubit with a mutual in-
ductance of M = 3 pH [31]. The resonator’s capacitor
C = 0.1 pF comprises of a large Cl and a small Cs con-
nected in parallel, where Cs = 4 fF is formed by a pair
of identical parallel plates with the area of ∆x × ∆y =
0.2 × 0.2 mm2 and interplate distance of ∆z = 0.1 mm.
The resonator frequency ωLC =
1√
LC
is set nearly reso-
nant to ωos with a detuning δf = ωLC−ωos = δf,0 +δωos
and δf,0 = ωLC −E10, resulting in the inductance L ≈ 5
nH [32]. We assume that the constant voltage source
does not introduce extra noises.
An ensemble of 87Rb Rydberg atoms (number of nat)
fly through Cs in the x-direction at the same veloc-
ity v. Within Cs, the atoms interact with the nearly
homogeneously-distributed intracapacitor electric field.
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FIG. 2. (Color online) (a) dc Stark map of 87Rb around |r〉 ≡
302D5/2(m =
5
2
). The detail in the rectangle is displayed in
(b), where the energy is relative to the value of 4.05 THz. At
E0 = 98.8 V/cm, the frequency spacing between adiabatic |e〉
and |g〉 eigenstates is equal to E10.
3This z-direction field contains two components: the static
E0, which is produced by the constant voltage bias and
tunes the energy spectrum of the atom, and the os-
cillating E , whose amplitude depends on the detuning
δf . Figure 2(a) displays the dc Stark map of the Ry-
dberg atom around |r〉 ≡ 302D5/2(m = 52 ). We fo-
cus on two adiabatic energy curves which start respec-
tively from |r〉 and a manifold state composed of a set
of |n = 20, l ≤ 3, j = l ± 12 ,m = 52 〉 states at the zero
field. An energy-level avoided crossing (frequency gap
2pi × 0.6 GHz) occurs between two curves at the static
electric field of 101.3 V/cm [Fig. 2(b)].
We set E0 = 98.8 V/cm, where the frequency spacing
between two corresponding adiabatic eigenstates (labeled
as |e〉 and |g〉) is equal to E10. Since other adiabatic
states are far apart from |e〉 and |g〉, the Rydberg atom
may be viewed as a two-level system. The radius of Ry-
dberg atom is 65 nm [33] and the zero-Kelvin lifetime is
25 µs [34]. The large atom-surface separation (50 µm)
ensures that the stray fields from the SC chip hardly
influence the Rydberg states [35]. For nat = 200, the
average separation among atoms is 15 µm, large enough
to suppress the interatomic interactions.
All atoms, before entering Cs, are prepared in |r〉 via
the two-photon 52S1/2(m =
1
2 ) − 52P3/2(m = 32 ) − |r〉
excitation by using 780 nm and 480 nm laser lights
[Fig. 1(a)]. When approaching Cs, the atoms adia-
batically follow the corresponding energy curve due to
the static fringe field [11]. The oscillating E field cou-
ples to the |e〉 − |g〉 transition for a time duration of
tint = ∆x/v. The atomic transition rate relies on the
flux-qubit-resonator detuning δf . As the atoms fly away
from Cs, the component in |e〉 adiabatically evolves back
to |r〉. Then, the atoms in |r〉 are completely mapped
into 52S1/2(m =
1
2 ) at a rapid rate (∼ns [36]) via the
two-photon transition again. The resulting atomic pop-
ulation is measured by the fluorescence method based on
the 52S1/2(m =
1
2 ) − 52P3/2(m = 32 ) transition whose
decay rate is γ = 2pi×6.1 MHz. From the number nph of
fluorescence photons collected by a photodetector during
a time length of td, the fluctuations δωos may be derived.
The measured result is fed back into the current source
via the servo to stabilize the flux bias [Fig. 1(a)].
Next, we derive the frequency-discrimination curve
(FDC). The Hamiltonian describing the interface be-
tween atoms and E is expressed as H˜/~ = ωeg2 σAz + ΩσAx ,
where σAx = |e〉〈g| + |g〉〈e| and σAz = |e〉〈e| − |g〉〈g| are
the Pauli matrices for the atoms and the Rabi frequency
is defined as Ω = −d0E/~ with d0 ∼ 700 ea0 [8, 37]. The
equations of motion of atomic density matrix elements
ρµν = 〈µ|ρ|ν〉 with µ, ν = e, g are derived as
ρ˙ee = iΩ
∗ρeg − iΩρ∗eg, (2a)
ρ˙eg = −iE10ρeg + iΩ∗(2ρee − 1). (2b)
ρee denotes the probability of the atoms being in |e〉 and
ρeg corresponds to the atomic polarizability.
The Kirchoffs Laws lead to the wave equation for E
E¨ + κE˙ + ω2LCE = −CsC P¨ε0 + ω2LC
MIp
∆z σ˙
F
z . (3)
where P = natd0Veff (ρeg + ρ∗eg) is the polarization density
of the atoms and Veff is the effective resonator-mode vol-
ume. In the limits of C  Cs and Veff  ∆x∆y∆z, the
atoms hardly affect E . The second term on the right side
of Eq. (3), originating from the flux-qubit-resonator cou-
pling, plays a role of current driving source. To weaken
the resonator filtering effect, the resonator loss rate is
chosen to be κ = 4γ, which corresponds to a low Q-
factor of 300. Moreover, the frequency bias ε should be
rewritten as ε =
2IpΦ0
~ (
Φex
Φ0
− 12 +MIΦ0 ), where the current I
flowing in the resonator is given by I = ∆zC ddt (E+CsC Pε0 ).
Combing Eqs. (1)-(3), one can simulate the dynam-
ics of the whole hybrid system. Figure 3(a) depicts the
dependence of the probability ρee on the detuning δf,0
and the interaction time tint, where δωos = 0. It is seen
that as tint is increased, ρee exhibits the oscillating be-
havior, i.e, the Rabi oscillation of atoms. The effect of
δf,0 also merges evidently, i.e., ρee for the resonant flux-
qubit-resonator coupling (δf,0 = 0) varies much faster
than the non-resonant (δf,0 6= 0) case, for a long enough
tint. Indeedly, this dependence is caused by the frequency
discrimination characteristics of the resonator.
For a certain tint, one obtains the one-to-one corre-
spondence between ρee and δf,0 on the negative side
of δf,0, which may be employed to discriminate against
the average fluctuation δωos =
1
tint
∫ tint
0
δωos(t)dt of ωos
within tint. The optimal tint relies on the requisite
that the standard deviation σSδωos of δωos must satisfy
σSδωos < δFWHM , where δFWHM is the full width at
half maximum of the FDC. Otherwise, δωos will not be
uniquely identified. σSδωos should also be larger than the
uncertainty σQPNδf =
δFWHM
2
√
nat
induced by the quantum
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FIG. 3. (Color online) (a) Probability ρee as a function of the
flux qubit-resonator detuning δf,0 and the atom-resonator in-
teraction time tint. (b) Frequency-discrimination curve, ρee
vs. δf,0, at γtint = 35. (c) Standard deviation σ
S
δωos of the
average fluctuations δωos within tint. The projection-noise-
induced uncertainty σQPNδf and the full width at half maxi-
mum δFWHM of the frequency-discrimination curve of (b) are
also inserted in (c).
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FIG. 4. (Color online) (a) Power spectral density Sδωos(f) of
the fluctuations δωos of open- and closed-loop systems. (b)
Spectrum of g(t)/g0. Inset: Sensitivity function g(t) within a
feedback cycle.
projection noise (QPN) [38] occurring in measuring the
atomic population in |e〉. We set γtint = 35 with v = 180
m/s. The corresponding FDC is plotted in Fig. 3(b),
where the stabilization point is commonly chosen at the
highest-gradient position, δf,0 = − δFWHM2 . Figure 3(c)
shows the comparison among δωos, δFWHM , and σ
QPN
δf
.
Clock operation. Based on the obtained FDC, one
can derive δωos from the atomic-population measurement
which is disturbed by the unavoidable QPN. Another fun-
damental noise occurring in the population measurement
is the photon shot noise (SN) arising from the particle-
like nature of light [39]. The corresponding signal-to-
noise ratio is given by 1√nph [40]. To suppress the SN,
we set γtd = 15, resulting in nph = 15 for an efficient
collection of fluorescence photons.
From the derived δωos, one can further calculate
the average value δε of δε within tint, i.e., δε =√
(E10 + δωos)2 −∆2 − ε. δε may be compensated by
tuning ε via feedback controlling Φex at the end of photon
collection. Repeating the whole process leads to a stabi-
lized persistent-current Rabi oscillation. The feedback-
control cycle Tc = 1.3 µs consists of an atom-resonator-
interaction duration tint and a dead-time period td for
collecting fluorescence photons. Suppressing Tc requires
a larger d0, i.e., higher Rydberg states, and a faster decay
rate γ. It should be noted that since td occupies over one
third of Tc, the feedback-control efficiency is reduced.
Combing Eqs. (1)-(3), we numerically perform the
clock running, where ε in Eq. (1) is corrected by δε ev-
ery Tc. In Fig. 4(a), we compare the spectral density
Sδωos(f) =
∫
[
∫
δωos(t+τ)δωos(t)dt]e
−i2pifτdτ of δωos for
both open- and closed-loop systems. It is seen that the
feedback control barely affects Sδωos(f) for f > T
−1
c ∼ 1
MHz while suppresses the fluctuations in the closed-loop
system in the low-f (f < T−1c ) regime. The corre-
sponding σAωos(τ) of the clock operation is displayed in
Fig. 1(d). As one can see, the closed-loop σAωos(τ) is
lower than that of open-loop system after τ > Tc, indicat-
ing the improvement of frequency stability of persistent-
current oscillator. However, we should note that the
energy-relaxation time T1 of the closed-loop flux qubit
is not extended since Tc is similar to the free-running T1.
According to [41], the stability of ωos is limited, in
principle, by σAωos,L(τ) =
1
Q
√
Tc
τ (
1
nat
+ 1natnph )
1/2 =
2.1×10−7√
τ
, where Q = E10δFWHM = 400 denotes the Q-
factor of the FDC, and the first term in the brack-
ets is the QPN while the second term corresponds to
the SN occurring in the fluorescence detection. How-
ever, as demonstrated in Fig. 1(d), σAωos,L(τ) is much
lower than the closed-loop σAωos(τ). This is because the
Dick effect, induced by the interrogation frequency noise
and nonzero dead time in the feedback cycle, strongly
degrades the oscillator’s stability [42]. Following [43],
the Dick-effect-limited Allan deviation is expressed as
σAωos,D(τ) = [
1
τ
∑∞
m=1
g2m
g20
Sδωos(
m
Tc
)]1/2 = 7.9×10
−7√
τ
,
where g0 =
1
Tc
∫ Tc
0
g(t)dt, g2m = g
2
c,m + g
2
s,m, gc,m =
1
Tc
∫ Tc
0
g(t) cos 2pimtTc dt, and gs,m =
1
Tc
∫ Tc
0
g(t) sin 2pimtTc dt.
The sensitivity function g(t) to the frequency fluctua-
tions of the flux-qubit Rabi oscillation, which may be as-
sumed to have the form Ip cosE10t, is defined as g(t) =
2 lim∆φ→0
δρee(t)
∆φ . δρee(t) denotes the change of the prob-
ability of the atoms being in |e〉, caused by an infinites-
imally small phase step ∆φ of the oscillator signal, i.e.,
cosE10t→ cos(E10t+ ∆φ), arising at time t.
Figure 4(b) depicts the numerical result of g(t), which
is similar to that of the common Rabi interrogation in
optical lattice clocks [44], and (g2m/g
2
0) vs. m. It is seen
that the low-frequency fluctuations of ωos primarily af-
fects σAωos,D(τ). The resulting σ
A
ωos,D
(τ) is inserted in
Fig. 1(d). which proves that the long-term stability of
ωos is limited by the Dick effect. Reducing the dead time
td may suppress σ
A
ωos,D
(τ). However, the shorter td leads
to the decrease of nph, which raises σ
A
ωos,L
(τ).
Conclusion. We have investigated the stabilization of a
flux qubit by the clock-stability-transfer technique, where
the periodic persistent-current oscillation is locked to a
microwave Rydberg-Rydberg transition of the 87Rb atom
via the resonator serving as a quantum bus. The SC-
qubit-resonator-atom hybrid platform may be general-
ized to other type of SC qubits. So far, the coherent SC-
qubit-resonator coupling has been well demonstrated in
experiments [31, 45, 46]. In contrast, the implementation
of SC-circuit-atom interface is very limited, despite of
plenty of relevant theoretical proposals [1–8]. The main
challenge is manipulating neutral atoms nearby the cryo-
genic surface. Nevertheless, the recent experiments [47–
49] show that coupling ultracold (Rydberg) atoms to a
SC resonator is attainable. The fast development of low-
temperature electronics further combined with the clock
technology may potentially be widely applied in SC quan-
tum information processing, allowing it to be immune to
environmental noises [50].
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