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Abstract We deal with interval parametric systems of linear equations and
the goal is to solve such systems, which basically comes down to finding an en-
closure for a parametric solution set. Obviously we want this enclosure to be
as tight as possible. The review of the available literature shows that in or-
der to make a system more tractable most of the solution methods use left
preconditioning of the system by the midpoint inverse. Surprisingly, and in
contrast to standard interval linear systems, our investigations have shown
that double preconditioning can be more efficient than a single one, both in
terms of checking the regularity of the system matrix and enclosing the solu-
tion set. Consequently, right (which was hitherto mentioned in the context of
checking regularity of interval parametric matrices) and double precondition-
ing together with the p-solution concept enable us to solve a larger class of
interval parametric linear systems than most of existing methods. The appli-
cability of the proposed approach to solving interval parametric linear systems
is illustrated by several numerical examples.
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1 Introduction
Solving systems of parametric linear equations with parameters varying within
prescribed intervals is an important part of many scientific and engineering
computations. The reason is that (parametric) linear systems are prevalence
in virtually all areas of science and engineering, and uncertainty is a ubiquitous
aspect of most real world problems.
Consider the following family of systems of parametric linear equations
{A(p)x = b(p), p ∈ p}, (1)
where A(p) ∈ Rn×n, b(p) ∈ Rn, and p is a K-dimensional interval vector.
The entries of A(p) and b(p) are assumed, in general case, to be real-valued
continuous functions1 of a vector of parameters p, i.e.,
Aij , bi : RK → R, i, j = 1, . . . , n.
A particular form of (1) arises when there are affine-linear dependen-
cies. This means that the entries of A(p) and b(p) depend linearly on p =
(p1, . . . , pK), that is, A(p) and b(p) have, respectively, the following form:
A(p) = A(0) +
K∑
k=1
A(k)pk, b(p) = b
(0) +
K∑
k=1
b(k)pk.
The family (1) is often written as
A(p)x = b(p) (2)
to underline its strong relationship with interval linear systems [1]. Indeed,
a classical nonparametric n× n interval linear system Ax = b can be consid-
ered as a special case of an interval parametric linear system with n(n + 1)
interval parameters. However, interval parametric linear systems (IPLS) usu-
ally provide more precise results, especially for the real-life problems involving
uncertainties. That is why numerical methods for solving such systems are of
great value.
The solution set of the system (2) can be defined in many ways, however,
usually the so-called united parametric solution set is considered, which is
defined as the set of solutions to all systems from the family (1), i.e.,
S(p) , {x ∈ R | ∃ p ∈ p : A(p)x = b(p)}. (3)
Since handling S(p) is, in general, computationally very hard2, instead of the
solution set itself one usually seeks for an interval vector that encloses S(p).
1 They usually have closed form expressions.
2 The results on the complexity of various problems related to interval matrices and
interval linear systems can be found, e.g., in [2,3,4]; since an interval matrix (interval linear
system) can be treated as a special case of an interval parametric matrix (interval parametric
linear system) with each parameter occurring only once, all these results are valid for interval
parametric matrices and interval parametric linear systems, too.
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Fig. 1 Comparison of the p-solution (dark gray region) and the interval solution (light gray
region) for a given two dimensional IPLS with two parameters
A more general approach to the problem of solving IPLS was developed by
Kolev [5,6]. He introduced a new type of solution, the so-called parametric
solution (or shortly p-solution), which has the following parametric form
x(p) = Fp+ a, (4)
where F ∈ Rn×K and a is an n-dimensional one column vector. The main ad-
vantage of the p-solution over the classical interval solution is that it preserves
information about linear dependencies between x = x(p) and p (see Fig. 1).
1.1 Intervals and affine forms
A real compact interval is x = [x, x] = {x ∈ R | x 6 x 6 x}, where x, x ∈ R.
The mid-point xc = (x + x)/2, radius x∆ = (x − x)/2, and the maximal
absolute value (magnitude) |x| = max{|x| | x ∈ x} are applied to interval
vectors and matrices componentwise. By IRn and IRn×m we denote the set of
all n-dimensional interval vectors and the set of all n ×m interval matrices,
respectively. The identity matrix of size n is denoted by In, and for a non-
empty bounded set S ⊂ Rn, its interval hull is defined as
hull(S) =
⋂
{y ∈ IRn | S ⊆ y}.
The i-th column of a matrix A is denoted by A∗i and A = (A∗1 . . . A∗n) is
a column-wise notation of A. The spectral radius of a real matrix A is denoted
by ρ(A).
Revised affine forms (RAF). A revised affine form (cf. [7,8,9]) of length n
is defined as a sum of a standard affine form (see, e.g., [10]) and a term
that represents all errors introduced during a computation (including rounding
errors), i.e.,
xˆ = x0 + e
Tx+ xr[−1, 1], (5)
where e = (ε1, . . . , εn)
T and x = (x1, . . . , xn)
T . The noise symbols εi, i =
1, . . . , n, are unknown, but assumed to vary independently within the interval
[−1, 1], and xr > 0 is the radius of the accumulative error xr[−1, 1]. If two
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revised affine forms xˆ and yˆ share the same noise symbols εi, this means that
there is a partial dependency between them, and partial deviations xi and yi
determine the magnitude and sign of this dependency. The length of a revised
affine form equals to the number of initial uncertain parameters and remains
unchanged during the same computation, unless new independent parameters
are introduced. Let us notice that a revised affine form is an interval-affine
function of the noise symbols, so it can be written as x(e) = eTx + x, where
x = x0 + xr[−1, 1].
In order to perform computation on RAFs, we must define elementary
operations for them. It is not hard to see that affine-linear operations result
straightforwardly in a revised affine form. However, the result of a nonlinear
operation must be approximated by a revised affine form, and the error of
this approximation must be taken into account. An overview of operations on
revised affine forms can be found, e.g., in [7,8]. Below, we recall the Cheby-
shev minimum-error multiplication of revised affine forms (cf. [8]), which is
especially important for the quality of the enclosures produced by interval-
affine methods. Thus, given two revised affine forms xˆ = eTx+ xr[−1, 1] and
yˆ = eT y+yr[−1, 1], the revised affine form zˆ that approximates xˆ · yˆ is defined
by the following formula:
zˆ = x0y0 + d
c + eT (x0yi + y0xi) +
(|x0|yr + |y0|xr + d∆) [−1, 1], (6)
where [dc−d∆, dc+d∆] is the range of f(x, y) = xy on the joint range (cf. [10])
〈eTx+ xrεx, eT y + yrεy〉, which is the set of all possible values of (xˆ, yˆ) when
the noise symbols ε1, . . . , εn are independently chosen in the interval [−1, 1].
Affine transformation. An interval parameter pk can be represented by the
revised affine form pˆk = p
c
k + p
∆
k εk. If, for k = 1, . . . ,K, we substitute pˆk
for pk and then perform respective operations on revised affine forms pˆk, we
obtain the following interval-affine linear system:
C(e)x = c(e), (7)
where
C(e) = C(0) +
∑K
k=1 C
(k)εk + C
r[−1, 1] = ∑Kk=1 C(k)εk + C, (8a)
c(e) = c(0) +
∑K
k=1 c
(k)εk + c
r[−1, 1] = ∑Kk=1 c(k)εk + c. (8b)
We call the transition from the system (2) to the system (7) the affine trans-
formation.
Remark. Whenever the vector of parameters is denoted by e, this means that
its components vary within the interval [−1, 1]. Otherwise, i.e., if the vector
of parameters is denoted by p, this means that we do not make any specific
assumptions about the range of variability of the components of p.
Recall the observation that was shown, e.g., in Skalna & Hlad´ık [11].
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Proposition 1 The solution set of the system (2) is included in the solution
set of the system (7).
In view of the above, we can restrict our considerations to interval-affine
linear systems, i.e., systems with entries being revised affine forms. In fact,
we can restrict the considerations to interval parametric linear systems with
affine-linear dependencies only, since each accumulative error can be treated
as an independent noise symbol.
1.2 Preconditioning
In order that the parametric solution set S(p) be bounded, the matrix A(p)
must be regular, i.e., A(p) must be nonsingular for each p ∈ p. If A(p) is
singular for some p ∈ p, then A(p) is singular and the solution set is either
empty (which is rare) or unbounded.
So, regularity of A(p) is sufficient for the boundedness of a parametric
solution set. However, most of the methods for solving IPLS require that A(p)
is so called strongly regular (cf. [12,13,14,7]). Notice that there is ambiguity
in using the notion of strong regularity for parametric matrices; we adopt here
the following definition.
Definition 1 An interval parametric matrix A(p) is strongly regular if the
midpoint matrix A(pc) is nonsingular and at least one of the interval hulls H,
H ′ of the matrices
H(p) =
{
A(pc)−1A(p) | p ∈ p} , H ′(p) = {A(p)A(pc)−1 | p ∈ p} , (9)
are regular.
Let us notice that if there are only affine-linear dependencies in (2), then
H = In +H
∆[−1, 1], H ′ = In + (H ′)∆[−1, 1], (10)
where H∆ =
∑K
k=1
∣∣A(pc)−1A(k)∣∣ p∆k , (H ′)∆ = ∑Kk=1 ∣∣A(k)A(pc)−1∣∣ p∆k .
The concept of strong regularity is strictly related to preconditioning. As it
is well known, preconditioning aims to make a system more suitable for numer-
ical (especially iterative) methods. Left preconditioning, which corresponds to
linear transformation of the right-hand side, is used the most often. Indeed,
the majority of methods for solving IPLS left-precondition the system by the
midpoint inverse A(pc)−1 and require/check regularity of the interval matrix
H. However, strong regularity of A(p) can be ascertained via regularity of H ′
despite H being not regular (cf. [12]).
In this paper, we propose a novel3 approach to solving interval parametric
linear systems which employs right and double preconditioning. The main
advantages of the proposed approach are the following:
3 To our best knowledge, both right and double preconditioning were not yet considered
in the context of solving interval parametric linear systems.
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− it handles interval parametric linear systems with both linear and nonlinear
dependencies,
− it produces a p-solution represented by a revised affine form, which pre-
serves first order dependencies between the solution and input parameters,
− it enables to solve a wider class of problems than most known methods for
solving IPLS, and
− it enables to handle larger uncertainties.
2 Right preconditioning
In order to make an IPLS more tractable, it is usually left preconditioned with
the inverse of the midpoint matrix (midpoint inverse), R = (Ac)−1, or rather
its numerical approximation (cf. [15,14]). Left preconditioning of the system
(2) yields the new system
H(p)x = d(p), (11)
whereH(p) = RA(p), d(p) = Rb(p). The following was shown in many papers,
see, e.g., Skalna [7].
Proposition 2 The solution set of the system (7) is included in the solution
set of the system (11).
Analogously, right preconditioning of the system (7) by matrix R yields
the system
H ′(p)y = b(p), (12)
where H ′(p) = A(p)R and y is such that Ry = x. Right preconditioning for
standard interval linear systems of equations was investigated in [16,17], but
for parametric systems it seems that the problem was not analyzed in detail
yet (besides the problem of regularity [12]).
Proposition 3 The solution set of the system (7) is included in the product
of R and the solution set of the system (12). Consequently, x(p) := R ·y(p) is
a p-solution of (7), where y(p) is a p-solution of (12).
Most of the methods for solving IPLS perform left preconditioning and
require that the matrix H is regular, which assures strong regularity of A(p).
However, A(p) may be ascertained via the regularity of H ′ despite H is not
regular. This property was already observed, e.g., in Popova [13].
Left preconditioning is most natural since no extra step is needed to obtain
the final solution. When solving interval parametric linear systems, this last
step usually causes that the produced enclosures are pretty rough. Using the
approach proposed in this paper we can significantly reduce this overestima-
tion.
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Properties of right preconditioning. Popova [18,19] defined a parameter pk to
be of class one if nonzero elements in (A(k) | b(k)) are in at most one row,
that is, the parameter pk affects one equation only. If all parameters are of
class one, many problems become much easier. For example, we can explicitly
describe the solutions of the system (1) by
|A(pc)x− b(pc)| 6
K∑
k=1
p∆k
∣∣∣A(k)x− b(k)∣∣∣ .
Proposition 4 If a parameter pk is of class one, then it remains to be of class
one after right preconditioning.
Proof. From the assumptions the matrix A(k) and vector b(k) have the form of
A(k) = eiv
T and b(k) = eid, for some v ∈ Rn and d ∈ R. Right preconditioning
with R transforms A(k) into (eiv
T )R = ei(v
TR), and b(k) does not change.
Thus, the parameter pk remains to be of class one.
How to perform left/right preconditioning? If we first precondition, and then
relax dependencies, we obtain the interval matrix
H1 := A
(0) +
∑K
k=1(RA
(k))pk,
whereas the converse order yields
H2 := A
(0) +R
(∑K
k=1A
(k)pk
)
.
Due to subdistributivity of interval arithmetic, H1 ⊆H2 (cf. [20]), so the first
approach gives tighter or the same enclosures. Equality H1 = H2 appears for
standard interval matrices, and we will extend this class for certain interval
parametric matrices as follows.
Proposition 5 Suppose that for every k = 1, . . . ,K the matrix A(k) has at
most one non-zero element in each column. Then H1 = H2.
Remark. For right preconditioning the result is similar; matrices A(k) just
have to possess at most one non-zero element in each row.
Proof. Let i, j be fixed indices and for each k = 1, . . . ,K define αjk to be
that index for which A
(k)
αjk,j
6= 0 (if there is no such an index, then choose an
arbitrary one). Now,(
H1 −A(0)
)
ij
=
(∑K
k=1(RA
(k))pk
)
ij
=
∑K
k=1
(∑n
α=1RiαA
(k)
αj
)
pk
=
∑K
k=1RiαjkA
(k)
αjkj
pk,
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and (
H2 −A(0)
)
ij
=
(
R
∑K
k=1A
(k)pk
)
ij
=
∑n
α=1Riα
(∑K
k=1A
(k)
αj pk
)
ij
=
n∑
α=1
Riα
∑
k:α=αjk
A
(k)
αj pk =
K∑
k=1
RiαjkA
(k)
αjkj
pk,
which concludes the proof.
Remark 1 (Order of preconditioning and relaxation) The above result shows
that for those types of parametric matrices it is better to first relax depen-
dencies and then to precondition. The saving of time complexity is significant.
The computation of H1 costs O(Kn3), whereas the computation of H2 costs
only O(Kn2+n3). The assumptions of Proposition 5 satisfies a nontrivial class
of parametric matrices, including symmetric, skew-symmetric or Toeplitz and
other special interval parametric matrices [21,22,23].
3 Double preconditioning
As shown by Neumaier [1], left preconditioning is sufficient for checking (strong)
regularity of standard interval matrices. Right preconditioning is equivalent
with respect to strong regularity. So, using simultaneously both of them is
useless. Surprisingly, for interval parametric matrices, the converse is true!
The following example illustrates that there are interval parametric matrices
for which neither left nor right preconditioning helps, but a suitable combina-
tion of both works.
Example 1 Consider the interval parametric matrix
A(p) =
(
1− 0.5p −p
0.5p 1 + p
)
, p ∈ [−1, 1].
Since its midpoint is the identity matrix, i.e., A(pc) = I2, both left and right
preconditioning yield the same interval matrix
H = H ′ =
(
[0.5, 1.5] [−1, 1]
[−0.5, 0.5] [0, 2]
)
,
which is not regular as ρ(H∆) = 1.5. Nevertheless, taking
R =
(
1 1
0 1
)
, R−1 =
(
1 −1
0 1
)
,
and preconditioning the parametric matrix both from left and from right, we
obtain
H ′′ = hull
{
RA(p)R−1 | p ∈ p} = ( 1 0
[−0.5, 0.5] [0.5, 1.5]
)
,
which is regular since ρ
(
(H ′′)∆
)
= 0.5.
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This example shows that the concept of strong regularity for parametric
matrices should be extended to include double preconditioning.
Definition 2 A parametric matrix A(p) is strongly regular if A(pc) is non-
singular and the interval hull H of the matrix
H(p) = {LA(p)R | p ∈ p} (13)
is regular for some R and L such that A(pc)−1 = RL.
If there are only affine-linear dependencies in (13) then
H = I +H∆[−1, 1] (14)
where H∆ =
∑K
k=1
∣∣LA(k)R∣∣ p∆. The case L = A(pc)−1, R = In corresponds
to left preconditioning and the case L = In, R = A(p
c)−1 to right precondi-
tioning. However, it is not clear what is the best choice for L,R, and it seems
to be a challenging problem. Thus, as a first step, we consider some simple
cases. Even though these simple cases can be solved directly, the idea is to
find a general approach that will work very well even for these cases.
Rank one matrix. Consider the parametric matrix in the specific form with
one parameter and rank one matrix
A(p) = In +A
(1)p1,
where p1 ∈ p1 = [−1, 1]. The absolute term is the identity matrix, which can
be obtained by standard preconditioning by the midpoint inverse. Assume that
A(1) has rank one, so it can be written as A(1) = abT for some a, b ∈ Rn. This
very special form of A(p) can be handled analytically, but we put it into the
standard framework to possibly come up with a heuristic for the general case.
The commonly used sufficient condition for testing regularity is ρ(|abT |) <
1, which takes the form ρ(|abT |) = ρ(|a| · |b|T ) = |b|T |a| < 1. Double precondi-
tioning yields
RA(p)R−1 = In + (RabTR−1)p1,
so the regularity test reads
ρ(|RabTR−1|) = ρ(|Ra| · |bTR−1|) = |bTR−1| · |Ra| < 1.
For which R is the left-hand side minimal? First, we derive its lower bound
|bTR−1| · |Ra| > |bTR−1Ra| = |bTa|.
Now, we show that this lower bound is attained for example for R such that
Ra = e1:
ρ(|RabTR−1|) = |bTR−1| · |Ra| = |bTR−1Ra| = |bTa|.
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Several rank one matrices. Can we extend the above idea to more parameters?
Consider the parametric matrix
A(p) = In +
K∑
k=1
A(k)pk,
where, for each k = 1, . . . ,K, A(k) = a(k)(b(k))T has rank one. Provided vectors
a(1), . . . , a(K) are linearly independent, we can easily find R such that Ra(k) is
a canonical unit vector for each k. The bad news is that the spectral radius is
not additive, so this choice of R needn’t be optimal. In the following example
we test how good is the choice proposed above.
Example 2 Consider random n × n matrices that are obtained as follows: we
draw the elements of the vectors a(k) and b(k), k = 1, . . . ,K, from the inter-
vals u+ [−0.3k, 0.3k] and v+ [−0.3k, 0.3k], respectively, where u = [−0.5, 1.0]
and v = [2.0, 2.5]. Then A(p) = In +
∑K
k=1 a
(k)(b(k))T pk in the first variant,
and A(p) = In +
∑K
k=1 a
(k)(a(k))T pk in the second variant. The parameters
pk, k = 1, . . . ,K, are assumed to vary within the interval [−1, 1]. The pre-
conditioning matrix R described above is obtained as follows: if K = n, then
R = A−1, where A = (a(1), . . . , a(n)); if K < n, we extend A = (a(1), . . . , a(K))
to a square matrix A′ by adding some artificial vectors (linearly independent of
a(k) and of each other) and take R = (A′)−1. This strategy of computing R will
be referred to as S0 strategy. In order to find a possibly better preconditioning
matrix we consider the following three other strategies:
S1: Double preconditioning with R and R−1, where R is obtained from the
spectral decomposition of A(k) having the highest norm.
S2: Double preconditioning with R and R−1, where R is obtained from the
spectral decomposition of A(p), where p ∈ p is a random vector of pa-
rameters; we take R which gives the minimum value of ρ(H∆) out of
1000 repetitions.
S3: Double preconditioning with R and R−1, where R is obtained from the
spectral decomposition of A(p), where p ∈ p is a random combination of
the endpoints of p; we take R which gives the minimum value of ρ(H∆)
out of 1000 repetitions.
Denote A∆ :=
∑K
k=1
∣∣A(k)∣∣ p∆k and H∆ := ∑Kk=1 ∣∣RA(p)R−1∣∣ p∆k . Fig. 2 shows
the box plot of the ratio of the spectral radii ρ(A∆)/ρ(H∆) for the first variant.
As can be seen from the figure, the S0 strategy is significantly better than other
considered strategies; the advantage grows with n and K (notice that the
influence of K is even greater). To better illustrate the differences between the
considered strategies, we give the geometric means of the ratios ρ(A∆)/ρ(H∆)
in Table 1. The results in the table show that the S0 strategy is better also
for the second variant.
Higher rank matrices. Now consider a parametric matrix with one parameter
A(p) = In +A
(1)p1,
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Fig. 2 Results for Example 2: boxplot of ratios ρ(A∆)/ρ(H∆) obtained from 500 repetitions
for first variant; u = [−0.5, 1.0], v = [2, 2.5]
Table 1 Results for Example 2: the geometric means of ratios ρ(A∆)/ρ(H∆) for four
considered preconditioning strategies and two variants of A(p); the best results are typed in
boldface
Sizes First variant Second variant
n K S2 S3 S1 S0 S2 S3 S1 S0
10 7 2.10 2.09 0.21 2.63 1.65 1.54 1.30 1.86
10 10 1.71 1.72 0.08 2.72 1.65 1.55 1.30 2.09
20 7 2.65 2.64 0.20 3.27 1.98 1.77 1.34 2.19
20 10 2.14 2.19 0.05 3.38 1.98 1.79 1.32 2.45
20 15 1.64 1.71 0.05 3.76 1.91 1.73 1.30 2.81
20 20 1.25 1.33 0.05 3.80 1.77 1.64 1.27 3.03
30 7 2.99 2.96 0.10 3.61 2.13 1.89 1.35 2.32
30 10 2.50 2.53 0.07 3.95 2.23 1.97 1.33 2.67
30 15 1.91 1.98 0.05 4.47 2.19 1.91 1.29 3.15
30 20 1.48 1.60 0.04 4.76 2.04 1.80 1.28 3.40
where A(1) = ABT has rank r and A,B ∈ Rn×r. Extending the previous ideas,
we can think of a matrix R such that RA =
(
Ir
0
)
. This matrix is easy to find,
and the regularity condition then reads
ρ(|RABTR−1|) = ρ(|RA| · |BTR−1|) = ρ(|BTR−1| · |RA|)
= ρ(|BTR−1RA|) = ρ(|BTA|).
Even though this choice of R needn’t be optimal for the regularity condition, it
seems to be a promising candidate. The reason is that ρ(|BTA|) is supposed to
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be often smaller (since the matrix is smaller) than the value ρ(|ABT |) resulting
from the case when no preconditioning is used.
Yet higher rank matrices. We again consider a parametric matrix with one
parameter
A(p) = In +A
(1)p1,
and the matrix A(1) has full rank or almost full rank. Matrix A(1) is similar to
some simpler form matrix D (e.g., diagonal, Jordan form, or other) by a sim-
ilarity transformation RA(1)R−1 = D. So we consider double preconditioning
by R and R−1, yielding RA(p)R−1 = In +RA(1)R−1p1 = In +Dp1.
When D is real diagonal, then ρ(D) = ρ(|D|) and we have the best bound.
More realistically, A(1) has some complex eigenvalues. Then we can consider D
to be real block diagonal: the blocks of size one correspond to real eigenvalues
and the blocks of size two correspond to the pair of complex conjugate eigen-
values. Then ρ(D) 6 ρ(|D|) 6 √2ρ(D) since the worst case is the block of the
form
(
1 1−1 1
)
; see Proposition 6 below. Even more, for this matrix, no double
preconditioning of the particular blocks improves the bound (Proposition 7).
Proposition 6 For each block B of matrix D we have ρ(|B|) 6 √2ρ(B) and
the bound is tight for B =
(
1 1−1 1
)
.
Proof. Block B has the form of B = ( c s−s c ). Its eigenvalues are c ± si and
its spectral radius ρ(B) =
√
c2 + s2. For the absolute value of B we have
ρ(|B|) = c+ s. We want to know the minimum of
f(c, s) =
ρ(B)2
ρ(|B|)2 =
c2 + s2
(c+ s)2
.
Since it is invariant to scaling, we normalize it such that c = 1 (case c = 0 is
trivial). The derivative of function f(s) = 1+s
2
(1+s)2 is f
′(s) = 2s−2(1+s)3 , which is
zero for s = 1. Indeed, this corresponds to the minimum of f(s), so the best
bound is attained for B =
(
1 1−1 1
)
.
Proposition 7 For each block B of matrix D and each nonsingular precon-
ditioner R we have ρ(|B|) 6 ρ(|RBR−1|).
Proof. Without loss of generality assume that block B has the form of B =(
f 1
−1 f
)
, where f > 0. Consider the preconditioner in the form R =
(
a b
c d
)
normalized such that ad− bc = 1, that is, its determinant is 1. Then
RBR−1 =
(
a b
c d
)(
f 1
−1 f
)(
d −b
−c a
)
=
(
f(ad− bc)− (bd+ ac) a2 + b2
−c2 − d2 f(ad− bc) + (bd+ ac)
)
.
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Denote
C :=
(
f(ad− bc)− (bd+ ac) a2 + b2
c2 + d2 f(ad− bc) + (bd+ ac)
)
.
Then |C| 6 |RBR−1|, so ρ(C) 6 ρ(|RBR−1|). Denote by λ1 > λ2 the eigen-
values of C. They are real since the off-diagonal entries of C are nonnegative.
The trace of C is λ1 + λ2 = 2f(ad− bc) = 2f .
Since ρ(|B|) = f+1, we suppose to the contrary that ρ(|RBR−1|) < f+1.
Thus also ρ(C) < f+1. Since λ1 < f+1, we get λ2 > f−1. Hence C−(f−1)I2
has positive eigenvalues and its determinant must be positive, too. Thus
0 < det(C − (f − 1)I2)
= det
(
(ad− bc)− (bd+ ac) a2 + b2
c2 + d2 (ad− bc) + (bd+ ac)
)
= (ad− bc)2 − (bd+ ac)2 − (a2 + b2)(c2 + d2)
= a2d2 + b2c2 − 2abcd− b2d2 − a2c2 − 2abcd− a2c2 − b2c2 − a2d2 − b2d2
= −2b2d2 − 2a2c2 − 4abcd = −2(ac+ bd)2 6 0,
which is a contradiction.
Several higher rank matrices. In the general case,
A(p) = In +
K∑
k=1
A(k)pk.
The above discussion motivates us to construct the preconditioners such that
it diagonalizes the matrix A(k) with highest norm, which corresponds to the
S2 strategy. Unfortunately, the next example shows that in the general case
the S2 strategy is not as efficient as it was expected. However, it might be
useful for symmetric matrices.
Example 3 Consider an interval parametric matrix with A(k), for k = 1, . . . ,K,
of rank r > 1. Each A(k) is obtained as follows (the procedure is similar to
the one used in Example 2): first the elements of full rank matrices Ak, Bk ∈
Rn×r are drawn from the intervals u + [−0.3k, 0.3k] and v + [−0.3k, 0.3k],
respectively, where u = [−0.5, 1.0], v = [2.0, 2.5]. Then we put A(p) = In +∑K
k=1AkB
T
k in the first variant, and A(p) = In +
∑K
k=1AkA
T
k in the second
variant. The results obtained by using preconditioning strategies S1, S2, S3
for the first variant are presented in Fig. 3. Additionally, Table 2 shows the
geometric means of the ratios ρ(A∆)/ρ(H∆) for two considered cases. As we
can see from the results, the S3 strategy is the best for the first variant,
whereas for the second variant, the S2 strategy is slightly better than two
other strategies.
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Fig. 3 Results for Example 3: boxplot of ratio ρ(A∆)/ρ(H∆) obtained from 500 repetitions
for first variant; u = [−0.5, 1.0], v = [2, 2.5]
Table 2 Results for Example 3: the geometric means of ratio ρ(A∆)/ρ(H∆) for considered
preconditioning strategies; the best results are typed in boldface
Sizes First variant Second variant
n K rank S2 S3 S1 S2 S3 S1
10 7 3 1.24 1.24 0.67 1.22 1.19 1.16
10 10 4 1.01 1.01 0.45 1.06 1.06 1.05
20 7 5 1.13 1.13 0.61 1.20 1.16 1.14
20 10 3 0.99 1.01 0.32 1.11 1.09 1.07
20 15 4 0.79 0.81 0.26 0.99 0.98 0.98
20 20 5 0.81 0.82 0.33 0.97 0.96 0.96
30 7 3 1.30 1.31 0.52 1.37 1.28 1.18
30 10 4 0.94 0.96 0.30 1.10 1.07 1.05
30 15 5 0.74 0.76 0.26 0.99 0.98 0.98
30 20 3 0.76 0.78 0.26 0.96 0.95 0.95
On performing the double preconditioning. Due to sub-distributivity of interval
arithmetic, the evaluation
H1 := A
(0) +
∑K
k=1(LA
(k)R)pk
gives always as tight interval as the evaluation
H2 := A
(0) + L
(∑K
k=1A
(k)pk
)
R.
In contrast to the left preconditioning (Proposition 5), there is no natural class
of matrices, for which H1 = H2.
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Proposition 8 Suppose that there are some dependencies in A(p), that is,
there is k such that A
(k)
αβ , A
(k)
γδ 6= 0 for some indices (α, β) 6= (γ, δ). Then there
are L,R such that H1 6= H2.
Proof. The (i, j)-th entry of H1 is evaluated based on the expression
(LiαA
(k)
αβRβj + LiγA
(k)
βδ Rδj + . . . )pk + . . . ,
whereas the (i, j)-th entry of H2 is evaluated based on the expression
LiαA
(k)
αβRβjpk + LiγA
(k)
βδ Rδjpk + . . .
Now, it is easy to find L,R such that the former will be a strict subset of the
latter.
Preconditioning based on decomposition of the midpoint inverse. If the mid-
point matrix is not an identity matrix and is not singular, then its inverse
exists and can be decomposed into a product of two or more matrices. Then
these matrices can be used to perform double preconditioning. We consider
the following decomposition methods:
− LU decomposition: (Ac)−1 = LU , where L is a lower triangular matrix
with ones on the diagonal and U is an upper triangular matrix. So we
precondition from the left by U and from the right by L.
− SVD decomposition: (Ac)−1 = UΣV T , where U and V are n×n orthogonal
matrices, and Σ is a diagonal n× n matrix with singular values of (Ac)−1
on the diagonal. So we precondition from the left by V T and from the right
by UΣ.
− QR decomposition: (Ac)−1 = QR, where Q is orthogonal and R is an upper
triangular matrix. So we precondition with from the left by R and from
the right by Q.
Preconditioning employing LU decomposition of the midpoint inverse will
be referred to as LU preconditioning, the same concerns two other precondi-
tioning strategies.
Example 4 Consider random interval parametric matrices with non-identity
nonsingular midpoint matrix. They are obtained as follows: the elements of
the midpoint matrix A(0) are random numbers generalted uniformly from the
interval [−8, 8], whereas the elements of the A(k) matrices, for k = 1, . . . ,K,
are obtained in the similar manner as in Example 2 (in particular they are all
of rank one), but this time we draw elements of the random vectors ak and bk
from the intervals u+ [−0.2k, 0.2k] and v + [−0.2k, 0.2k], respectively, where
u = [−1, 2] and v = [2, 3]. We compare decomposition based preconditioning
(DBP) strategies to each other and DBP combined with S0 strategy. The box-
plot for the ratios ρ(A∆)/ρ(H∆) is presented in Fig. 4. Additionally, the table
with geometric means of the ratios are given in Table 3.
As can be seen from the figure and the table, the combination of DBP with
S0 strategy for matrices with identity midpoint matrix significantly decreases
the spectral radius. It can be seen as well that the SVD preconditioning seems
to be prevailing.
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Fig. 4 Results for Example 4: boxplot of ratio ρ(A∆)/ρ(H∆); first variant (left), second
variant (right); u = [−1, 2], v = [2, 3]
Table 3 Results for Example 4: the geometric means of ρ(A∆)/ρ(HC∆) for considered
preconditioning strategies; the best results are typed in boldface
Sizes First variant
n K LU LU+Opt SVD SVD+Opt QR QR+Opt
10 7 3.46 9.94 5.23 9.82 4.78 10.24
10 10 3.52 9.54 5.19 9.28 4.64 9.41
20 7 5.25 19.83 9.63 20.19 8.36 20.08
20 10 5.04 18.48 9.56 19.43 7.85 18.56
20 15 4.86 17.37 9.03 17.37 7.44 16.92
20 20 4.64 15.95 8.71 16.5 7.27 16.1
30 7 6.64 30.01 13.45 29.48 11.44 29.21
30 10 6.07 26.99 12.94 27.58 11.03 27.95
30 15 5.95 25.77 12.51 25.83 10.41 25.5
30 20 5.83 23.68 12.64 25.06 10.19 24.24
Sizes Second variant
n K LU LU+Opt SVD SVD+Opt QR QR+Opt
10 7 3.12 8.21 4.32 8.24 4.13 8.53
10 10 3.16 8.09 4.56 8.08 4.16 8.08
20 7 4.69 15.9 7.65 16.14 7.03 15.91
20 10 4.65 16.04 7.92 15.74 7.06 15.75
20 15 4.54 15.32 8.23 15.52 7.03 15.25
20 20 4.43 15.02 8.36 15.49 7 15.15
30 7 5.65 24.31 10.84 24.53 9.92 23.6
30 10 5.66 23.74 11.4 23.8 10.18 23.5
30 15 5.50 22.47 11.79 23.43 9.8 23.02
30 20 5.45 22.11 12 23.63 9.56 22.45
On preconditioning and solving an extended class of interval parametric systems 17
4 Numerical experiments
The following examples illustrate the performance of the above proposed pre-
conditioning approaches in the context of solving interval parametric linear
systems. All the computation presented below were performed by using au-
thors’ own software. The software was implemented in C++ and compiled
under Windows 10 using Visual C++ 2017 compiler.
Generally, any method for solving interval parametric linear systems can
be adapted to use left, right or double preconditioning. However, based on
the results from [24,25], we decided to use the Parametric Krawczyk iteration
(PKI) with residual correction, which is one of the best methods for solving
interval parametric linear systems. For selected examples, we present also the
results of the Parametric Hansen-Bliek-Rohn (PHBR) method without resid-
ual correction (cf. [20,24,7]), which is a direct method and which sometimes
outperforms PKI. In order to indicate which preconditioning was employed,
we add the respective subscript (L – left preconditioning, R – right precondi-
tioning, LU – double LU preconditioning, etc.) to the name of the method.
Given the interval-affine linear system (7), the general scheme of Krawczyk-
type iterations (cf. [24]) can be written as:
v(e) 7→ g(e) + (I −H(e))v(e), (15)
where H(e) and g(e) are obtained by a respective transformation (residual
correction and/or left/right/double preconditioning) of (7). The PKI produces
a p-solution of the form v(e) = Fe+a. If the right or double preconditioning is
involved, then the final solution is x(e) = RFe+Ra. Thanks to the fact that
v(e) partially preserves information about dependencies, the resulting bounds
are relatively narrow.
In order to measure the overestimation of enclosure y over x, where x,y ∈
IR, x ⊆ y, we use the following accuracy measure
Oω =
(
1− x∆/y∆) · 100%. (16)
Example 5 Consider the following two-dimensional interval parametric linear
system with one parameter:(
p 2p
2 1
)(
x1
x2
)
=
(
1
1
)
, p ∈ [1/2, 7/2]. (17)
The parametric solution set of the above system as well as the functions x1(p)
and x2(p) are depicted in Fig. 5.
It is not hard to verify that ρ
(
B∆
)
= 1.25 > 1 and ρ(B′∆) = 0.75 <
1. This means that A(p) is regular and thus the parametric solution set is
bounded. However, as already mentioned, most of the existing methods for
solving interval parametric linear systems will fail to solve the system since
they require that ρ(B∆) < 1. Using our p-solution based approach we are able
to solve the system (17) and obtain relatively narrow enclosures (see Table 4).
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Fig. 5 The elements of the solution set of (17) as functions of parameter p (since x1 and x2
are monotone with respect to p, their extremal values are attained at respective endpoints
of p) and the solution set of system (17); Example 5
Table 4 Results for Example 5: comparison of interval enclosures produced by PHBRR
and PKIR; the third row shows an inner estimation of the inteval hull produced by PKIR
Method x1 x2
PHBRR [−9.992007 · 10−16, 0.571429] [−0.142857, 1]
PKIR [−1.693090 · 10−15, 0.740747] [−0.481481, 1]
PKIR inner [0.296296, 0.444444] [0.111111, 0.407407]
hull [0, 12/21] [−3/21, 1]
As we can see from the table, the PHBRR method with right precondition-
ing produced narrower bounds than PKIR, in fact it produced the hull of the
parametric solution set. However, the PKIR produced additionally an inner
estimation (i.e., a subset) of the interval hull of the solution set. Notice that
an inner estimation is useful for the comparison purposes, i.e., whenever the
hull is not known, it enables us to judge the quality of outer bounds.
Example 6 Consider the following three-dimensional interval parametric linear
system with three parameters:1 + p1 − p2 −p1 + p2 1 + p12 + p1 + p2 −1− p1 − p2 + p3 −1 + p1 − 2p3
1 + p1 −3− p1 − 2p3 6 + p1 + 4p3
x =
11
1
 , p1 ∈ [−δ, δ]p2 ∈ [−δ, δ]
p3 ∈ [−δ, δ]
(18)
The values of ρ(H∆) (see formula (14)) for δ ranging from 0.01 to 0.6 and
for H obtained using, respectively, left (L = (Ac)−1, R = In), right (L = In,
R = (Ac)−1), and double preconditioning (RL = (Ac)−1) are presented in
Fig. 6. As can be seen from the figure, double LU preconditioning produced
the smallest spectral radius. In particular, using double LU preconditioning,
the problem can be solved for δ 6 0.55, whereas the classical methods (that
use left preconditioning) will fail for δ > 0.27.
However, the results are not straightforward (see Table 5), the PKILU pro-
duced the best bounds only for x1, whereas the PKIQR produced the best
bounds for the remaining entries. The PKIL produced the worse bounds. Ta-
ble 5 reports the overestimation of the hull computed by using the formula
(16).
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Fig. 6 Results for Example 6: comparison of ρ
(
H∆
)
as a function of δ with H obtained
by using various preconditioning approaches
Table 5 Results for Example 6: overestimation of the interval hull produced by Parametric
Krawczyk iteration with various preconditioning approaches
Method δ = 5% δ = 10% δ = 20%
PKIL
11% 23% 51%
10% 21% 48%
13% 27% 55%
PKIR
6% 12% 26%
8% 17% 34%
7% 15% 31%
PKILU
3% 7% 16%
9% 18% 35%
10% 19% 37%
PKISVD
6% 12% 26%
7% 14% 29%
8% 15% 31%
PKIQR
6% 12% 26%
6% 12% 26%
7% 14% 29%
Example 7 Consider the following three-dimensional interval parametric linear
system with three parameters (cf. [13]): 12 − p2 p1 p1p2 −p2 p3
p1 p3 1
x =
 p22p2
3p2
 , p1 ∈ [ 34 , 54 ]p2 ∈ [ 12 , 32 ]
p3 ∈ [ 12 , 32 ]
(19)
In this case, left preconditioning (with L = (Ac)−1 and R = In in (13)) gives
ρ(H∆) ≈ 1.12, which means that most of the existing methods will fail to
solve the system (19) (since they rely on left preconditioning). On the other
hand, right preconditioning (we put L = In and R = (A
c)−1 in (13)) yields
ρ(H∆) ≈ 0.97 < 1. So, the proposed here approach, which employs right
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Fig. 7 Solution set of system (19) viewed from different perspectives; Example 7
Table 6 Results for Example 7: interval enclosures for parametric solution set of system
(19)
PKIR [13] interval hull
[−16.768697, 18.556510] [−41.11159, 43.77826] [0.69999, 1.7157]
[−18.197915, 18.535419] [−43.11161, 44.11161] [−0.4501, 1.0938]
[−20.214964, 23.743957] [−51.88948, 54.22282] [0.3818, 3.3244]
preconditioning, is applicable. The obtained results together with the result
from [13] are presented in Table 6. As can be seen from the table, the result
from [13] is quite rough (cf. the solution set of the system (19) depicted in
Fig. 7), but was so far the only solution available for the considered system.
Using the PKIR method we have obtained the solution, which is still quite
rough, but is significantly better than the enclosure from [13]. As can be seen,
the latter overestimates the obtained here enclosure by (58%, 58%, 59%).
Example 8 Consider the following interval parametric linear system (cf. [26])
p1 + p6 −p6 0 0 0
−p6 p2 + p6 + p7 −p7 0 0
0 −p7 p3 + p7 + p8 −p8 0
0 0 −p8 p4 + p8 + p9 −p9
0 0 0 −p9 p5 + p9
x =

10
0
10
0
0
 .
(20)
The nominal values of all parameters are equal to 1. We solve the system with
parameter tolerances 10%, 20% and 30%. The PKIL and PKILU produced the
best results. The overestimation of PKIL enclosures over PKILU enclosures
are reported in Table 7. As can be seen from the table, for 10% tolerance,
the double LU preconditioning improved the bounds for x1–x3, whereas the
bounds for x4 and x5 got worse. For 20% and 30% tolerance, the double LU
preconditioning improved all bounds, for 30% tolerance the improvement is
quite large.
Example 9 Consider interval parametric linear system (21), which occurs in
worst-case tolerance analysis of linear AC (alternate current) electrical cir-
cuits [27,28,29]. The circuit studied is shown in Fig. 8 (cf. Kolev [27]). It has
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Table 7 Results for Example 8: overestimation of PKIL over PKILU enclosures
x δ =10% δ = 20% δ =30%
x1 3.6% 9.0% 19.6%
x2 1.7% 5.7% 15.2%
x3 0.3% 2.7% 12.1%
x4 -0.4% 2.6% 12.8%
x5 -1.5% 0.6% 10.4%
Z6
Z5
Z3 Z4 Z7
Z1 Z2 Z10 Z8
Z9
Z11
5
1 4
2 3
± e1 ± e2
+−
e7
−+
e5
Fig. 8 Linear electrical AC circuit with five nodes and eleven branches; Example 9
eleven branches and five nodes (not including the datum node). The parame-
ters of the model have the following nominal values:
e1 = e2 = 100V, e5 = e7 = 10V,
Zj = Rj + iXj ∈ C, Rj = 100Ω, Xj = ωLj − 1
ωCj
, j = 1, . . . , 11,
ω = 50, X1,2,5,7 = ωL1,2,5,7 = 20, X3 = ωL3 = 30,
X4 = − 1
ωC4
= −300, X10 = − 1
ωC10
= −400, X6,8,9,11 = 0.
The electric parameters resistance Rj , inductance Lj , and capacitance Cj ,
j = 1, . . . , 11, of the branch elements are considered to be unknown but vary
within given intervals. The amplitudes e1, e2, e5, e7 of the sine voltages are
assumed to have zero tolerances. The goal here is to find bounds for the real
and imaginary parts of the node voltages V1, . . . , V5.
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Table 8 Results for Example 9: overestimation of PKIL over PKILU enclosure
Voltage
5% 10% 20% 25%
Re Im Re Im Re Im Re Im
V1 3% 2% 7% 6% 26% 25% 58% 58%
V2 2% 1% 5% 3% 25% 21% 58% 56%
V3 3% 1% 8% 3% 29% 22% 60% 57%
V4 0% -4% 0% -6% 14% 8% 48% 47%
V5 -2% -6% -2% -9% 8% 1% 41% 42%
#iterL 4 5 13 36
#iterLU 4 5 9 16
The nodal analysis of the considered circuit leads to the following complex
parametric linear system [28,30]:
1
Z1
+ 1Z3 +
1
Z6
− 1Z3 0
− 1Z3 1Z2 + 1Z3 + 1Z4 + 1Z5 − 1Z4 − 1Z5
0 − 1Z4 − 1Z5 1Z4 + 1Z5 + 1Z7 + 1Z10
0 0 − 1Z7
− 1Z6 0 0
(21)
0 − 1Z6
0 0
− 1Z7 0
1
Z7
+ 1Z8 +
1
Z9
− 1Z9
− 1Z9 1Z6 + 1Z9 + 1Z11


V1
V2
V3
V4
V5
 =

e1
Z1
e2
Z2
− e5Z5
e5
Z5
+ e7Z7
− e7Z7
0

Without loss of generality we change the system parameters and substitute
pj = 1/Zj , j = 1, . . . , 11. This way the parametric system involves affine-linear
dependencies in the matrix. The system (21) is then replaced with an equiva-
lent twice larger real parametric linear system with 18 real parameters [31,7].
We solve the latter system with parameter tolerances ±5%, ±10%, 20%, and
25% by using the PKI method with DBP. The best results were produced by
the PKIL (standard approach) and PKILU methods, and thus their results are
compared in terms of accuracy. Table 8 shows the overestimation of the PKIL
over PKILU enclosure by means of formula (16).
For 5% and 10% tolerances, the use of the double LU preconditioning im-
proved the bounds for V1–V3 voltages, but the bounds for V4 and V5 voltages
got worse. For 20% and 25% tolerance, the use of the double LU precondi-
tioning improved all bounds, in particular for V1–V3 voltages the improvement
was quite large. Moreover, for the two largest tolerances, the PKILU was less
time consuming (it converged much faster).
Example 10 Consider a simple one-bay structural steel frame, shown in Fig. 9,
which was initially analyzed by Corliss et al. [32]. By applying conventional
methods for frame structures analysis, the following parametric linear system
is obtained [32,33].
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Eb Ib Ab
Ec
Ic
Ac
Ec
Ic
Ac
Lb
Lc
Fig. 9 One-bay structural steel frame [32,33]; Example 10

AbEb
Lb
+ 12EcIcL3c
0 6EcIcL2c
0 0
0 AcEcLc +
12EbIb
L3b
0 6EbIb
L2b
6EbIb
L2b
6EcIc
L2c
0 α+ 4EcIcLc −α 0
0 6EbIb
L2b
−α α+ 4EbIbLb 2EbIbLb
0 6EbIb
L2b
0 2EbIbLb α+
4EcIc
Lc
−AbEbLb 0 0 0 0
0 − 12EbIb
L3b
0 − 6EbIb
L2b
− 6EbIb
L2b
0
(22)
−AbEbLb 0 0
0 − 12EbIb
L3b
0
0 0 0
0 − 6EbIb
L2b
0
0 − 6EbIb
L2b
−α
AbEb
Lb
+ 12EcIcL3c
0 6EcIcL2c
0 AcEcLc +
12EbIb
L3b
− 6EbIb
L2b
6EcIc
L2c
− 6EbIb
L2b
α+ 4EcIcLc


d2x
d2y
r2z
r5z
r6z
d3x
d3y
r3z

=

H
0
0
0
0
0
0
0

.
The elements of the system (22) are rational functions of Young modulus Eb,
Ec, second moment of area Ib, Ic, cross-sectional area Ab, Ac, length Lb, Lc and
joint stiffness α. The right-hand side vector depends on the horizontal force H
only. In Corliss et al. [32], all the parameters, except the lengths, were assumed
to be uncertain and varying within given intervals. The nominal values of the
model parameters and the worst case uncertainties are given in Table 9.
In order to compare the preconditioning strategies, we solved the system
(22) with parameter uncertainties, which are 10%, 20% and 30% of the values
from the last column of Table 9. The best results were produced by using
the left and double LU preconditioning. Table 10 reports the overestimation
of PKIL and PHBRLU enclosures over PKILU enclosure (minus means that
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Table 9 Parameters of one-bay structural steel frame: nominal values and worst case un-
certainties; Example 10
Parameter Nominal value Uncertainty
Eb, Ec 29 · 106 lbs/in2 ±348 · 104
Ib 510 in
4 ±51
Ic 272 in4 ±27.2
Ab 10.3 in
2 ±1.3
Ac 14.4 in2 ±1.44
H 5305.5 lbs ±2203.5
α 2.77461 · 108 lb-in/rad ±1.26504 · 108
Lb 288 in
Lc 144 in
Table 10 Results for Example 10: overestimation of PKIL over PKILU enclosure and
PHBRLU over PKILU enclosure
Solution PKIL vs PKILU PHBRLU vs PKILU
component 10% 20% 30% 40% 50% 10% 20% 30% 40% 50%
d2x 5% 11% 22% 41% 87% -3% -9% -18% -32% -52%
d2y -1% 0% 6% 23% 81% 17% 11% 4% -4% -17%
r2z 6% 15% 27% 47% 88% 16% 10% 1% -11% -27%
r5z 6% 16% 30% 50% 89% 40% 32% 23% 12% -3%
r6z 7% 19% 33% 53% 90% 32% 24% 16% 6% -7%
d3x 4% 11% 22% 41% 86% -2% -8% -17% -31% -49%
d3y -2% 0% 6% 24% 81% 26% 20% 13% 5% -7%
r3z 4% 12% 24% 44% 87% 23% 16% 8% -3% -18%
#iterL 4 5 7 13 65
#iterLU 3 4 6 8 14
PKILU overestimates given bounds). For 10% tolerance, double LU precon-
ditioning improved the PKIL bounds for 6 out of 8 solution components, the
remaining two bounds were a bit worse. For 20% tolerance double LU precondi-
tioning improved 7 out of 8 bounds, only the bound for d3y was slightly worse.
For 30% tolerance double LU preconditioning improved all PKIL bounds, 6
out of 8 were improved to large extent. Regarding the PHBRLU method, which
often produce rather poor results, it turned out to be useful in this case. For
10%, 20% and 30% tolerances it produced the best bounds for the solution
components d2x and d3x. For 40% tolerance the PHBRLU produced the best
bounds for 4 out of 8 solution components, whereas for 50% tolerance the
PHBRLU method produced the best results. Since the PHBRLU improves the
lower bound, it seems reasonable to combine its results with the results of
PKILU, thus obtaining even better bounds.
5 Conclusions
We have proposed and examined various preconditioning strategies, including
double preconditioning based on the decomposition of the midpoint inverse,
that aim to improve the numerical properties of interval parametric matrices
in the context of solving interval parametric linear systems. We have proposed
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also a new approach to solving interval parametric linear systems which em-
ploys the considered preconditioning strategies and revised affine forms. The
numerical experiments have shown that the proposed approach enables us to
solve an extended class of interval parametric linear systems. The obtained
results indicate that double LU preconditioning is the most promising, i.e., it
enables us to solve problems that cannot be solved by most existing methods
for solving parametric interval linear systems. Moreover, it improves the re-
sults known in the literature, sometimes known as the only existing ones. It
can be observed that the advantage of the double LU preconditioning increases
with the increase of uncertainty and that it usually outperforms both SVD and
QR based preconditionings. Based on the obtained results it can be concluded
that the PKILU method is useful for solving practical problems, however, the
PHBRLU method is also suitable.
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