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Abstract Two-dimensional boundary layer flows in quiet disturbance environments are known to become unstable
to Tollmien–Schlichting waves. The experimental work of Liepmann et al. (J Fluid Mech 118:187–200, 1982),
Liepmann and Nosenchuck (J Fluid Mech 118:201–204, 1982) showed how it is possible to control and reduce
unstable Tollmien–Schlichting wave amplitudes using unsteady surface heating. We consider the problem of an
oncoming planar compressible subsonic boundary layer flow with a three-dimensional vibrator mounted on a flat
plate, and with surface heating present. It is shown using asymptotic methods based on triple-deck theory that it
is possible to choose an unsteady surface heating distribution to cancel out the response due to the vibrator. An
approximation based on the exact formula is used successfully in numerical computations to confirm the findings.
The results presented here are a generalisation of the analogous results for the two-dimensional problem in Brennan
et al. (J Fluid Mech 909:A16-1, 2020).
Keywords Flow control · Tollmien–Schlichting · Triple-deck
1 Introduction
The pioneering experiments of Schubauer and Skramstad [1] demonstrated for the first time that two-dimensional
boundary layers were unstable to a type of instability now known as Tollmien–Schlichting instability. Following
their work, there have been numerous experimental, theoretical and computational studies looking at the subsequent
non-linear development of the instability and the role it plays in the transition to turbulence, see for instance [2–4].
The success of the experimental work [1] in being able to observe instability waves triggered by disturbances
generated by a vibrating ribbon was due in part to using a low turbulence wind tunnel. This meant that instability
waves which were amplified downstream were picked up by the instruments and were seen to be directly responsible
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for causing transition to turbulence. In fully three-dimensional boundary layer flows the route to transition can be
different as discussed in [5,6].
Disturbances can be triggered through many different mechanisms such as surface heating [7], free-stream
turbulence [8], wall roughness [9], leading edges [10], elastic vibrations [11] and not just a vibrating ribbon. The
experiments of [7,12] showed also how surface heating can be used not only to generate and amplify Tollmien–
Schlichting waves, but also control the instability. In these experiments two heating strips were placed on a flat
surface and Tollmien–Schlichting waves excited at the first strip were either amplified or substantially reduced in
amplitude by an active control applied to the second heating strip. Flow control seeks not only to control instabilities
but also change flow properties such as separation and drag, which can in turn lead to more favourable flow for
many applications, such as the design of laminar flow wings. The extensive survey of Löfdahl and Gad-el-Hak [13]
has reviewed many of the technological and other practical challenges in this area.
One of the objectives of this paper is to study how localised surface heating can be used to control the growth
of three-dimensional Tollmien–Schlichting disturbances. The recent paper [14] investigated how surface heating
can be used to control and cancel out two-dimensional Tollmien–Schlichting waves excited in a flat plate boundary
layer flow. The approach was based on asymptotic methods combined with triple-deck scalings to model a two-
dimensional hump-shaped vibrator placed on a flat plate, together with a localised surface heating strip. This was
an extension of the problem first looked at by Terent’ev [15,16] but with thermal effects present. The mathematical
analysis presented in [15,16] showed how unstable spatially growing Tollmien–Schlichting waves could be gen-
erated by the vibrator and the author was able to use for his analysis the linearised stability results of Smith [17]
and the classical results due to Lin [18], amongst others. The results of [14] showed that it is possible to choose
heating profiles such that no Tollmien–Schlichting wave is generated, and an exact expression for the appropriate
choice of the heating function stemming from the linear analysis was derived. They proposed an approximate
form of the heating profile which was used successfully in numerical computations to significantly reduce unstable
Tollmien–Schlichting wave amplitudes. The papers of Terent’ev [15,16], Brennan et al. [14] are for two-dimensional
disturbances in a two-dimensional boundary layer flow. In the current work we study an otherwise two-dimensional
compressible boundary layer flow encountering a three-dimensional vibrator and with localised surface heating
present. We adopt the same methodology and scalings as in [14,16] which then leads to the three-dimensional
unsteady triple-deck equations governing the linear and non-linear development of the three-dimensional distur-
bances. The corresponding three-dimensional analogue, including the steady-state version, of the Terent’ev [15,16]
problem has been studied before by [19–22], and others including [23] but without thermal effects. In the current
paper thermal effects are included and we derive a three-dimensional extension of the cancellation formula obtained
in Brennan et al. [14] before presenting numerical solutions of the linearised unsteady triple-deck equations using
an approximate unsteady heating distribution based on the exact cancellation function. This is shown to work
effectively in substantially reducing unstable three-dimensional Tollmien–Schlichting wave amplitudes for several
cases.
In Sect. 2 we derive the governing asymptotic unsteady equations valid for large values of the Reynolds number,
and investigate the solution properties of the linearised initial-value problem. In Sect. 3 the initial-value problem
is solved numerically and results are presented for a range of vibration frequencies and subsonic Mach numbers.
Finally in Sect. 4 we finish with brief conclusions.
2 Problem formulation
Consider the laminar subsonic flow past a flat plate containing a vibrator at a distance L from the leading edge of
the plate, see Fig. 1. The vibrator is represented by a small patch on the surface of the plate performing oscillations
in the normal direction. The plate also contains a localised heating element whose dimensions in the wall normal
direction are small compared with the thickness of the boundary layer. We will assume that the Reynolds number Re
is large (where Re = ρ∞U∞L/μ∞). At large distances from the plate the flow is uniform with speed U∞ parallel
to the plate, density ρ∞ and dynamic viscosity coefficient μ∞. Upstream of the vibrator the oncoming flow is a two-
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Fig. 1 a Schematic of the flow showing the hump-shaped three-dimensional vibrator and the oncoming two-dimensional boundary
layer flow UB with the triple-deck region. b A side view of the same configuration showing the triple-deck and heating
dimensional boundary layer. The presence of the vibrator and localised heating induces a local three-dimensional
interaction and variation of the fluid-dynamic functions in the spanwise direction z∗.
We non-dimensionalise the variables and flow quantities with respect to a lengthscale L , velocity U∞, and
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The superscript asterisk quantities are dimensional, (x, y, z) are the coordinates in the streamwise and wall normal
and spanwise directions with corresponding velocity components (u, v, w), t is time, T is the temperature, p the
pressure, μ the dynamic viscosity, ρ is the density, p∞ is the free-stream pressure, R is the specific gas constant,
and γ is the ratio of specific heats.











































































































+ · · ·
(1e)
γ M2∞ p = ρT − 1. (1f)
In the above we have only kept the important terms which are relevant to the high-Reynolds number analysis
given below and the ‘+ · · · ’ signify terms that can be neglected at leading order.
In addition to the Reynolds number Re we have the Prandtl number Pr, and M∞ the free-stream Mach number.
Here, M∞ = U∞/c∞ where c∞ = √γ p∞/ρ∞ is the speed of sound in the undisturbed flow.
As in [14,24,25], we take the dimensions of the vibrator and localised heating to be commensurate with the triple-
deck scales, such that the vibrator occupies a region of extent O(Re−3/8) in the streamwise and spanwise directions
and O(Re−5/8) in the wall normal direction. The reasons for this are explained clearly in the work of Lipatov [25].
The vibrator and localised surface heating induce non-linear interactions and changes to flow properties which can
be studied via the triple-deck structure. Other distinguished scales and regimes emerge as asymptotic limits.
We choose the time scale of O(Re−1/4) such that the unsteady terms balance with the convective terms in (1b).
Given the earlier comments on the time scale we let t = Re− 14 t∗ and t∗ is O(1). The unstable and most amplified
Tollmien–Schlichting disturbances have frequencies of this order and following the work of [14] this is the most
natural starting point.
With the above scalings, the vibrator is situated near x = 1 and hence we may set x = 1+Re− 38 x∗, z = Re− 38 z∗
where x∗, z∗ are O(1) in the region occupied by the vibrator.
We will write the equation for the surface of the vibrator as
y = yw(t, x, z) = Re− 58 f (t∗, x∗, z∗).
We will assume that f (t∗, x∗, z∗) is zero apart from a finite interval in x∗ and z∗ in the vicinity of x = 1, z = 0.
The presence of the vibrator means that at the wall we require
u = w = 0, v = ∂yw
∂t
on y = yw(t, x, z).
Next we assume that there is also a localised heating element on the flat plate co-located with the vibrator. This
is modelled by the wall temperature profile being given by T = Tw(t∗, x∗, z∗) on y = yw, where Tw is an order
one quantity. Under these conditions we can use the triple-deck model where the flow is divided into three layers:
the near-wall viscous layer (lower deck), the main part of the boundary layer (main deck) and the inviscid region
outside the boundary layer (upper deck).
123
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2.1 Main deck
Firstly in the main part of the boundary layer with y = Re−1/2y2 we have
u = UB(1, y2) + Re− 18 u21(t∗, x∗, y2, z∗) + · · · ,
v = Re− 14 v21(t∗, x∗, y2, z∗) + · · · ,
w = Re− 14 w21(t∗, x∗, y2, z∗) + · · · ,
p = Re− 14 p21(t∗, x∗, y2, z∗) + · · · ,
ρ = ρB(1, y2) + Re− 18 ρ21(t∗, x∗, y2, z∗) + · · · ,
T = TB(1, y2) + Re− 18 T21(t∗, x∗, y2, z∗) + · · · .
where the suffix B denotes the oncoming two-dimensional Blasius boundary layer flow. Substitution into the
Navier–Stokes equations and solving yields the solutions:
u21 = A∗(t∗, x∗, z∗)dUB
dy2
, v21 = −∂A∗
∂x∗
UB, w21 = D∗(t∗, x∗, z∗)
UBρB
T21 = A∗ dTB
dy2
, ρ21 = A∗ dρB
dy2
, p21 = P∗(t∗, x∗, z∗). (2)







In the upper deck y = Re− 38 y1 and the expansions of the fluid-dynamic functions take the form
u = 1 + Re− 14 u11(t∗, x∗, y1, z∗) + · · · ,
v = Re− 14 v11(t∗, x∗, y1, z∗) + · · · ,
w = Re− 14 w11(t∗, x∗, y1, z∗) + · · · ,
p = Re− 14 p11(t∗, x∗, y1, z∗) + · · · ,
ρ = 1 + Re− 14 ρ11(t∗, x∗, y2, z∗) + · · · ,
T = 1 + Re− 14 T11(t∗, x∗, y1, z∗) + · · · .












p11(t∗, x∗, y1 = 0, z∗) = P∗(t∗, x∗, z∗),
∂p11
∂y1






(t∗, x∗, y1 = 0, z∗) = −∂D∗
∂x∗
arising from matching with the main deck. We also require p11(t∗, x∗, y1, z∗) → 0 as x2∗ + y21 + z2∗ → ∞.
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2.3 Lower deck
In the lower deck with y = Re− 58 y3 the expansions are
u = Re− 18 u31(t∗, x∗, y3, z∗) + · · · ,
v = Re− 38 v31(t∗, x∗, y3, z∗) + · · · ,
w = Re− 18 w31(t∗, x∗, y3, z∗) + · · · ,
p = Re− 14 p31(t∗, x∗, y3, z∗) + · · · ,
ρ = ρ31(t∗, x∗, y3, z∗) + · · · ,
T = T31(t∗, x∗, y3, z∗) + · · · .











































































ρ31T31 = 1. (3f)
To match with the main-deck solutions we require that as y3 → ∞,
u31 → λ(A∗(t∗, x∗, z∗) + y3), T31 → TB0 and w31 → D∗(t∗,x∗,z∗)λρB0y3 ,
where TB0 = TB(1, 0), ρB0 = ρB(1, 0). Also as x∗ → −∞
u31 → λy3, A∗(t∗, x∗, z∗) → 0, D∗(t∗, x∗, z∗) → 0.
Here λ = ∂UB
∂y3
(y3 = 0). The additional boundary conditions on the hump-shaped wall are
u31 = w31 = 0, v31 = ∂ f
∂t∗
, and T31 = Tw(t∗, x∗, z∗) on y3 = f (t∗, x∗, z∗)
with Tw being some prescribed unsteady wall temperature.
We first make use of the combined Prandtl Dorodnitsyn–Howarth transform given by











ρ31(t∗, x∗, y3, z∗) dy3.
The form of the transform above with the lower limit non-zero is a novel extension to the usual Dorodnitsyn–




































































ρ31T31 = 1. (4f)
The boundary conditions are
v∗(t∗, x∗, y∗, z∗) = 0 on y∗ = 0, (5a)
u31(t∗, x∗, y∗, z∗) = 0 on y∗ = 0, (5b)
w31(t∗, x∗, y∗, z∗) = 0 on y∗ = 0, (5c)
T31(t∗, x∗, y∗, z∗) = Tw(t∗, x∗, z∗) on y∗ = 0, (5d)
T31(t∗, x∗, y∗, z∗) = TB0 as y∗ → ∞, (5e)
u31(t∗, x∗, y∗, z∗) = λTB0y∗ as x∗ → −∞, (5f)
w31(t∗, x∗, y∗, z∗) = D∗
λy∗
as y∗ → ∞, (5g)
u31(t∗, x∗, y∗, z∗) = λ(TB0y∗ + K∗(t∗, x∗, z∗)) as y∗ → ∞, (5h)
where
K∗(t∗, x∗, z∗) = f (t∗, x∗, z∗) +
∫ ∞
0
(T31 − TB0) dy∗ + A∗(t∗, x∗, z∗). (5i)
The term involving the integral in the expression for K∗ in (5i) represents the additional displacement effect
produced by the wall heating.
In what follows we use the Chapman viscosity law expressed by μ = CT31 for some constant C . This and
additional constants such as λ,C, TB0 appearing in the above equations may be effectively removed with the aid
of the following affine transformation:
t∗ = λ−3/2C−1/2T−1/2B0 τ, x∗ = λ−5/4T 1/4B0 C−1/4X,
y∗ = λ−3/4C1/4T−1/4B0 Y, z∗ = C−1/4λ−5/4T 1/4B0 Z , y1 = λ−5/4C−1/4T 1/4B0 Ȳ ,
u31 = λ1/4C1/4T 3/4B0 U, v∗ = λ3/4C3/4T 1/4B0 V, w31 = λ1/4C1/4T 3/4B0 W,
p31 = λ1/2C1/2T 1/2B0 P, T31 = TB0θ, p11 = λ1/2C1/2T 1/2B0 P1,
A∗ = λ−3/4C1/4T 3/4B0 A, K∗ = λ−3/4C1/4T 3/4B0 K , D∗ = C1/2λ1/2T 1/2B0 D
f = λ−3/4C1/4T 3/4B0 F, Tw = TB0θw.
After using the above transformation in (3)–(5) in conjunction with the Chapman viscosity law and the equation of






















































These should be solved subject to the boundary conditions:
V (τ, X,Y, Z) = 0 on Y = 0, (7a)
U (τ, X,Y, Z) = 0 on Y = 0, (7b)
W (τ, X,Y, Z) = 0 on Y = 0, (7c)
θ(τ, X,Y, Z) = θw(τ, X, Z) on Y = 0, (7d)
U (τ, X,Y, Z) = Y as X → −∞, (7e)
U (τ, X,Y, Z) = Y + K (τ, X, Z) as Y → ∞, (7f)
θ(τ, X,Y, X) = 1 as Y → ∞, (7g)
W (τ, X,Y, Z) = D
Y
as Y → ∞. (7h)
Here K is given by
K (τ, X, Z) = F(τ, X, Z) +
∫ ∞
0
(θ(τ, X,Y, Z) − 1) dY + A(τ, X, Z), (7i)
where F represents the contribution of the vibrator shape, θ the thermal forcing and A is the displacement function.











with the boundary conditions
P1 → 0 as (X2 + Ȳ 2 + Z2) → ∞,





on Ȳ = 0. (8a)
In the above F represents the transformed wall shape and θw is the prescribed heating profile and both these
functions are assumed to be given.
The above initial-value problem is supplemented with the initial conditions
U = Y, θ = θw = 1, V,W, P, P1, A, F = 0 for τ ≤ 0. (9)
The non-linear initial-value problem requires a numerical solution in general, but for small amplitudes of the vibrator
and weak heating we can find a linearised solution.
2.4 Fourier–Laplace solution of the linearised equations
We will assume that the wall motion and localised heating profiles are given by
F(τ, X, Z) = εFa(τ, X, Z) = εh(X, Z) sin(ω0τ), τ > 0,
θw(τ, X, Z) = 1 + εg(τ, X, Z), τ > 0,
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where ε represents the maximum amplitude of the oscillation and ω0 is some prescribed frequency.
For 0 < ε  1 we may expand the flow quantities as
U (τ, X,Y ) = Y + εUa(τ, X,Y, Z) + O(ε2), (10a)
V (τ, X,Y, Z) = εVa(τ, X,Y, Z) + O(ε2), (10b)
W (τ, X,Y, Z) = εWa(τ, X,Y, Z) + O(ε2), (10c)
θ(τ, X,Y, Z) = 1 + εθa(τ, X,Y, Z) + O(ε2), (10d)
P(τ, X, Z) = εPa(τ, X, Z) + O(ε2), (10e)
P1(τ, X, Ȳ , Z) = εPu(τ, X, Ȳ , Z) + O(ε2), (10f)
A(τ, X, Z) = εAa(τ, X, Z) + O(ε2), (10g)
K (τ, X, Z) = εKa(τ, X, Z) + O(ε2). (10h)













































Ua(τ, X,Y = 0, Z) = 0, (12a)
Va(τ, X,Y = 0, Z) = 0, (12b)
Wa(τ, X,Y = 0, Z) = 0, (12c)
θa(τ, X,Y = 0, Z) = g(τ, X, Z), (12d)
Ua = Va = Wa = θa = Ka = Pa = Aa = 0 for τ ≤ 0, (12e)
Ua(τ, X,Y, Z) = 0 as X → −∞, (12f)
Ua(τ, X,Y, Z) = Ka(τ, X, Z) as Y → ∞, (12g)












with the boundary conditions
Pu → 0 as (X2 + Ȳ 2 + Z2) → ∞,
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on Ȳ = 0. (13b)
Let us introduce the Fourier–Laplace transform








−ωτ−ikX−il Z dX dZ dτ
and the corresponding inverse by








U ‡††a (ω, k,Y, l)e
ωτ+ikX+il Zdω dl dk,
with similar expressions for the other quantities. The double superscript †† denotes the Fourier transform of both
coordinates, and the superscript ‡ the Laplace transform. The integration with respect to ω is performed along a
vertical line L in the complex ω−plane to the right of all singularities of the transform functions to satisfy causality.




+ ilW ‡††a = 0, (14a)
















Equation (14d) for the temperature perturbation may be solved in terms of Airy functions to obtain the solution
θ‡††a = D0 Ai(Pr1/3ξ) + D1 Bi(Pr1/3ξ), (15)
where
ξ = (ik)1/3Y + ξ0, ξ0 = ω(ik)−2/3. (16)
We will take a branch cut along the positive imaginary axis in the complex plane so that −3π/2 < arg(k) < π/2.
Then the function Bi(ξ) grows exponentially when Y → ∞ and hence D1 must be zero. Application of the boundary
conditions yields




where we have written
η0 = Pr1/3ξ0. (18)
Next introduce
Q‡††a = kU ‡††a + lW ‡††a ,
so that from (14b), (14c) we obtain




Differentiating (19) with respect to Y and using the continuity equation gives
∂3Q‡††a
∂Y 3
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This has the solution
∂Q‡††a
∂Y
= C0 Ai(ξ) + C1 Bi(ξ). (20)
The Airy function Bi(ξ) grows exponentially for large Y and so by the same reasoning as earlier we must take
C1 = 0. Setting Y = 0 in (19) and using (20) gives
(ik)1/3C0Ai
′(ξ0) = i(k2 + l2)P‡††a . (21)







Letting Y → ∞ in (22) and using the transformed boundary conditions from (12) shows that






We also have from (11f)







which after using the solution for θ‡††a becomes









Equations (13a)–(13b) for Pu do not involve τ explicitly and therefore taking Fourier–Laplace transforms of
(13a) and applying the boundary conditions gives the usual relation,
P‡††a =
k2




Finally eliminating C0 and solving for P
‡††
a from (21), (23), (26) gives
P‡††a (ω, k, l) = P‡††± (ω, k, l) =
H‡††(ω, k, l)ω0|k|Ai′(ξ0)
(ω2 + ω20)D±(ξ0, k)
, (27)
where ξ0 is defined in (16) and
D±(ξ0, k) = − (k
2β2 + l2) 12
|k| Ai




Here we have put β2 = 1− M2∞ and the plus sign in D± corresponds to k positive and the minus sign to k negative.
In the above expression we have defined







The disturbed pressure Pa(τ, X) is calculated by formally inverting (27).
A number of results are immediately apparent from (27). Notice that if we have no localised heating and set g‡††
to be zero, then (27) reduces to the expression obtained by [14,16] for the two-dimensional case and [20] for the
three-dimensional problem.
We notice from (27) that even without a vibrator, localised heating can excite Tollmien–Schlichting disturbances.
With a vibrator present, if the localised heating profile is chosen such that H‡†† = 0, then the response P‡††a is
123
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zero, which means no Tollmien–Schlichting disturbances. In fact the required localised heating profile is given by
g‡††(ω, k) = g‡††TC where







The expression (30) is an important new result showing that it is possible to control Tollimien–Schlichting insta-
bilities in the boundary layer. It is the three-dimensional counterpart to the result obtained by [14] with h††(k, l)
replacing the h†(k) in their problem. In the numerical solutions presented below, an approximation to the cancel-
lation function (30) is used successfully to substantially reduce the amplitude of unstable Tollmien–Schlichting
disturbances generated by the vibrator.
3 Numerical solution of the linearised triple-deck initial-value problem
Whilst it is possible to obtain an analytical solution of the initial-value problem, it is more convenient to obtain
results using a numerical solution.
In the numerical work we choose the wall-shape and heating functions to be
Fa(τ, X, Z) = h(X, Z)q(τ ), θaw = g(τ, X, Z) for τ > 0. (31)
The function h(X, Z) is a smooth Gaussian hump given by
h(X, Z) = e−π(δ2x X2+δ2z Z2),
and for q(τ ) we have taken
q(τ ) = (1 − e−aτ 2) sin(ω0τ). (32)
In the numerical computations presented below we have taken δx = δz = 1/4 and for the function q(τ ), a = 1/10
which gives a smoother initial start. The choice of the wall temperature profile g is discussed below.
Equation (11) were solved in Fourier transform space with a second-order time marching scheme. The details
of the numerical techniques used are very similar to those used in the two-dimensional problem looked at by [14]
and therefore only brief details and relevant changes are highlighted.




+ ilW ††a = 0, (33a)
∂U ††a
∂τ






















U ††a (τ, k,Y = 0, l) = Va(τ, k,Y = 0, l) = Wa(τ, k,Y = 0, l) = 0, (33e)
θa(τ, k,Y = 0, l) = g††(τ, k, l), (33f)
K ††a (τ, k, l) = q(τ )h††(k, l) + A††a (τ, k, l) +
∫ ∞
0
θ††a (τ, k,Y, l) dY, τ > 0. (33g)
U ††a (τ, k,Y → ∞, l) = K ††a (τ, k, l), (33h)
P††a =
k2
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By introducing the cross-flow variable
Q††a (τ, k,Y, l) = kU ††a (τ, k,Y, l) + lV ††a (τ, k,Y, l)
and using a second-order fully implicit time-differencing scheme with time step dτ , for each k and l the system of








⎟⎠ = R(n) (34)
for the unknowns Q††(n+1)a , A††(n+1)a , θ††(n+1)a . Here the elements
Q††(n)aj = Q††a (τn, k,Y j , l)
of the vector Q††(n)a are defined at the collocation points








, j = 0, . . . , N ,
with similar expressions for the other quantities, and τn = ndt . The approximate outer boundary Ymax = 40 was
typically used in our computations. For a given k, l pair we can solve the linear system (34) to find the unknown
variables and in particular P††(n)a (k, l). This is then inverted using the discrete inverse Fast Fourier Transform to
obtain the pressure Pa(τn, X, Z) as well as the velocity, temperature and displacement functions. For the results
shown below we have used 1024 k modes, 128 modes in l, with 256 points per time period Tp = 2π/ω0, and with
32 Chebychev modes. We have also used Pr = 1. Extensive grid size and other checks have been carried out.
Previous work [14] mentions the difficulties which arise from using too large a timestep and from the choice of the
range of wave numbers used in the computations.
4 Results
The dispersion relation for the three-dimensional problem is independent of forcing or thermal effects and has been
analysed by [19,20]. The salient properties are that for ω real and positive, all the roots are situated in the left-hand
side of the complex k−plane and there are countably many roots of which only one is unstable.
The dispersion relation for the 3D problem is given by setting D+ = 0 for k positive and D− = 0 for k negative
in Eq. (28). As in [19,20], we reduce this relation to its 2D analogue by introducing the variable
k′ = sign(k)|k| 14 (k2 + l2) 34 (k2β2 + l2)− 38 . (35)




± |k′|2k′(ik′)− 53 = 0, (36)
with ξ ′0 = ω′(ik′)−
2
3 . The dispersion relation has roots given by ω′n = (ik′)
2
3 ξ ′0n with ω′1 being the only unstable
root. For |k′| > k′∗, Re(ω′1) > 0 indicating instability in time. Similarly for complex wavenumbers, past this
point Im(k′) < 0 which also shows instability. Here the value of the critical point k′ = k′∗ is dependant upon the
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Fig. 2 For l = le, k = ke,
the maximum growth rate
max(Re(ω1)) = feσ0e
varies with M∞ according
to how fe and σ0e vary with
M∞. Note that for
M∞ < M∗∞, le = 0
















which allows us to study the influence of changing M∞, and thus the compressibility of the flow, on the flow
stability. Moreover, by introducing the variable β̂ = l/k, [20] showed that we can find max(Re(ω1(k, l))), the
maximum growth rate, by writing
ω1(k, l) = f (β̂)ω′1(k′), (38)




max(Re(ω1)) = feσ0e, (40)
where fe = max( f (β̂)) and σ0e = maxRe(ω′1) which is achieved at |k′| = k′∗2 and, like k′∗ is dependant upon
the Prandtl–Glauert factor. It can be shown that fe occurs at β̂ = β̂e with k = ke = k′∗2 f
3
2
e and l = le = β̂eke. In
particular the important results due to [20] are
β̂e = 0, ke = (1 − M2∞)
3
8 k′∗2 , le = 0 for M∞ ≤ M∗∞, (41)
β̂e = (2M2∞ − 1)
1
2 , ke = (2M∞)− 34 k′∗2 ,
le = (2M2∞ − 1)
1
2 ke for M∞ ≥ M∗∞, (42)
where M∗∞ = 1/
√
2.
Figure 2 shows how max(Re(ω1)) varies with M∞. In Fig. 3 we see that keeping l constant and increasing
M∞ lowers max(Re(ω1)). Also, we see in Fig. 4 that as l → le from above or below, the maximum growth rate
max(Re(ω1)) increases. It can be seen that for k positive, the results shown in Fig. 3b can be obtained via a mirror
reflection of the results for k negative in Fig. 3a. The same observation also applies to Fig. 4. In Fig. 5 we have
plotted contours of Re(ω1(k, l)/ max(Re(ω1(k, l)) for M∞ = 0.5 and M∞ = 0.85. The results for M∞ = 0.85
are in excellent agreement with the corresponding figure in [20]. The neutral curve is shown by the zero contour.
The maximum growth rate for M∞ = 0.85 is for an oblique mode and shown at the point labelled 1.
In summary, if M∞ < M∗∞ = 1/
√
2 the two-dimensional mode with l = 0 is the most unstable and instability
arises at the critical frequency ω0 with corresponding neutral wave-number k = k∗1 which is dependant upon the
Mach number. For M∞ > M∗∞, the oblique mode (l = 0) is most unstable.
The numerical solution of the initial-value problem for M∞ = 0 confirms the analytical predictions. In Figs. 6,
7, 8 we show the development of the pressure response at integer multiples of the time period for the non-heated
123
TS wave cancellation Page 15 of 23 5


















M*  - 0.6
M*  - 0.5
M*  - 0.4
M*  - 0.3
M*  - 0.2
M*  - 0.1
M*
M*  + 0.1
M*  + 0.2
Fig. 3 The unstable root ω1 of D− = 0 (a) and D+ = 0 (b) for different values of M∞ with l = 0.4 fixed and k varying from (−∞, 0)
(a) and (0,∞) (b)






















Fig. 4 The unstable root ω1 of D− = 0 (a) and D+ = 0 (b) for different values of l with M∞ = 0.75 fixed and k varying from (−∞, 0)








































Fig. 5 Contours of Re(ω1)/ max(Re(ω1)) as a function of k, l for a M∞ = 0.5 and b M∞ = 0.85
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Fig. 6 Pressure response Pa(τ, X, Z) at times τ = 2Tp, 4Tp, 6Tp, 8Tp for the stable case with no heating. Here Tp is the period of
oscillation of the vibrator, ω = 2 and M∞ = 0
case at a stable frequency ω = 2 in Fig. 6, neutral frequency ω = 2.298 in Fig. 7 and unstable frequency ω = 2.5
in Fig. 8.
In Figs. 9 and 10 we show similar results taking M∞ = 0.75 and M∞ = 0.85 with a forcing frequency ω = 2.5.
As compared to the incompressible case, non-zero Mach numbers reduces the lateral development of the disturbance
but with the Mach number approaching M∞ = 1− the disturbance growth in the oblique direction is clearly visible
in Fig. 10. Also the disturbance amplitudes for the non-zero Mach numbers are also much larger as compared to
the incompressible case.
4.1 Tollmien–Schlichting wave cancellation
The result (30) for the heating function gTC required to cancel the Tollmien–Schlichting waves can be used to
derive an approximate formula which we have confirmed in our computations to significantly reduce the amplitude
of the Tollmien–Schlichting disturbances generated by the vibrator. The inversion for the two-dimensional case is
discussed in [14] and apart from the change in the shape of the hump represented by h†† there are few differences.
In fact the approximation gTCN (τ, X, Z) used in our numerical work is given by












We note that the approximate formula (43) includes the dominant contributions from the poles of denominator in (30)




Ai(η) dη in (30) have terms which are exponentially decreasing in time.
In Fig. 11 we show this formula in action for an unstable frequency of ω = 2.5 at various instances in time. The
heating profile used was the function gTCN . Note that even though in the analysis we used the wall motion function
Fa(τ, X, Z) = h(X, Z) sin(ω0τ), the numerical computations are performed with the smooth initial start given by
(32). After a short time, the wave cancellation takes effect and as Fig. 11c shows the Tollmien–Schlichting wave
amplitude is significantly diminished. Surface heating on its own is able to generate Tollmien–Schlichting waves,
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Fig. 7 Pressure response Pa(τ, X, Z) at times τ = 2Tp, 4Tp, 6Tp, 8Tp for the neutral case with ω = 2.298 and no heating. Here Tp
is the period of oscillation of the vibrator and M∞ = 0.
















































Fig. 8 Pressure response Pa(τ, X, Z) at times τ = 2Tp, 4Tp, 6Tp, 8Tp for the unstable case with ω = 2.5 and no heating. Tp is the
period of oscillation of the vibrator and M∞ = 0
and indeed can reinforce the disturbance as Fig. 11a shows, but with an appropriately chosen wall heating profile
the wave generated by the vibrating hump shape can be eliminated.
Even though the formula (43) does not have explicit dependence on the Mach number, it also works for the
compressible case. In Fig. 12 we show a similar comparison for M∞ = 0.85 between the results for Tollmien–
Schlichting wave generation by the vibrator with and without the cancellation formula. Again, as seen clearly in
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Fig. 9 Pressure response Pa(τ, X, Z) at times τ = 2Tp, 4Tp, 6Tp, 8Tp for the unstable case with ω = 2.5 with M∞ = 0.75 and no
heating. Here Tp is the period of oscillation of the vibrator













































Fig. 10 Pressure response Pa(τ, X, Z) at times τ = 2Tp, 4Tp, 6Tp, 8Tp for the unstable case with ω = 2.5 with M∞ = 0.85 and no
heating. Here Tp is the period of oscillation of the vibrator
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Fig. 11 A comparison of the pressure response for the unstable case with ω = 2.5 and M∞ = 0 at integer multiples of the time period
Tp . On the left is the response without heating, and the right-hand figure shows the same with the cancellation formula (43) applied. a
At τ = 3Tp , b τ = 5Tp , c τ = 7Tp
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Fig. 12 A comparison of the pressure response for the unstable case with ω = 2.5 and M∞ = 0.85 at integer multiples of the time
period Tp . On the left is the response without heating, and the right-hand figure shows the same with the cancellation formula applied.
a At τ = 3Tp , b τ = 5Tp , c τ = 7Tp
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Fig. 13 Contour plots of
the vibrator motion (left
side figures) and the surface
heating control according to
the formula (43) applied
(right side figures) at
various time intervals. a At
τ = 7Tp , b τ = 7 14Tp , c
τ = 7 12 Tp , d τ = 7 34Tp
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Fig. 12b, c after a short time the cancellation is effective in substantially reducing the unstable wave amplitude. In
fact, although not shown here, the formula is equally effective also for the stable and neutral cases.
In Fig. 13 we have compared the wall motion with the contour plots of the heating function used based on the
approximate formula (43) at various time intervals. The heating/cooling is localised and mostly out of phase with
the vibrator motion, with a certain degree of overcompensation. As Fig. 13a, c show, at instants when the vibrator
motion is zero, the heating function is clearly not zero.
5 Conclusions
Control of unstable disturbances in boundary layer flows is of considerable interest especially with regard to delaying
transition. In quiet disturbance environments the Tollmien–Schlichting instability has a major role in inducing early
transition. In this paper we have shown how it is possible to introduce unsteady surface heating to substantially
reduce Tollmien–Schlichting disturbance amplitudes. The formula (43) is a generalisation of the corresponding
formula for two-dimensional flows obtained by Brennan et al. [14] and our numerical simulations have shown how
effective this is for a variety of different compressible flows. The formula was derived based on linear theory and
it would be useful to develop this further by implementing the same ideas but for the full Navier–Stokes equations.
The extension of the current work to fully non-linear simulations of the unsteady triple-deck equations would be
of considerable interest but is beyond the scope of this paper. In principle the numerical technique used here could
be modified to handle the non-linear terms as in the work of [27] for instance, by evaluating the omitted non-linear
terms in physical space and transforming back to Fourier space. For the triple-deck type equations, this has been
done for predominantly steady-state flows but there has been limited application of the ideas to perform unsteady
simulations.
Again, as in [14], the cancellation formula we have derived is somewhat special in that it applies to a vibrator
placed at the wall and as noted by a referee, the generation and suppression of the disturbances is fully managed.
In reality disturbances can be generated via many different sources and it would be interesting to be able to obtain
a corresponding result for more general disturbance sources. This is beyond the scope of the current paper, but in
principle the basic ideas could be incorporated in the analysis of receptivity. This requires further investigation.
We have used an asymptotic approach to modelling three-dimensional disturbance growth in boundary lay-
ers. Whilst it is not possible to make direct comparisons with the experimental work of [7,12], some qualitative
comparisons between our results and those of Gaster [28] can be made. For example Figs. 9, 10 of [28] shows
experimental results for a wave-packet travelling downstream and generated by a pulsed disturbance source on a
flat plate. This can be compared with Figs. 8 and 11 in our work. The wave-packet shapes look very similar and
provides encouragement for utilising our results for the compressible boundary layers which are much harder to
study experimentally.
Acknowledgements GSB acknowledges the support provided by the EPSRC Centre for Doctoral Training in Industrially Focused
Mathematical Modelling (EP/L015803/1). We would like to thank the referees for their useful and helpful comments which helped to
improve the manuscript.
Declarations
Conflict of interest The authors report no conflict of interest.
Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s)
and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material.
If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or
exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit
http://creativecommons.org/licenses/by/4.0/.
123
TS wave cancellation Page 23 of 23 5
References
1. Schubauer GB, Skramstad HK (1948) Laminar boundary layer oscillations and transition on a flat plate. NACA Rep. 909
2. Fasel H, Konzelmann U (1990) Non-parallel stability of a flat-plate boundary layer using the complete Navier–Stokes equations. J
Fluid Mech 221:311–347
3. Gaster M (1965) On the generation of spatially growing instability waves in the boundary layer. J Fluid Mech 2(2):433–441
4. Gaster M, Grant I (1975) An experimental investigation of the formation and development of a wave packet in a laminar boundary
layer. Proc R Soc A 347:253–269
5. Gregory N, Stuart JT, Walker WS (1955) On the stability of three-dimensional boundary layers with application to the flow due to
a rotating disk. Philos Trans R Soc A 248(943):155–199
6. Tulio ND, Ruban AI (2015) A numerical evaluation of the asymptotic theory for subsonic compressible boundary layers. J Fluid
Mech 771:520–546
7. Liepmann H, Brown G, Nosenchuck D (1982) Control of laminar instability waves using a new technique. J Fluid Mech 118:187–200
8. Duck PW, Ruban AI, Zhikharev CN (1996) The generation of Tollmien–Schlichting waves by free stream turbulence. J Fluid Mech
312:341–371
9. Ruban AI (1984) On Tollmien–Schlichting wave generation by sound. Izv Akad Nauk SSSR Mekh Zhidk Gaza 5:44–52
10. Goldstein ME (1983) The evolution of Tollmien–Schlichting waves near a leading edge. J Fluid Mech 127:59–81
11. Ruban AI, Bernots T, Pryce D (2013) Receptivity of the boundary layer to vibrations of the wing surface. J Fluid Mech 723:480–528
12. Liepmann HW, Nosenchuck DM (1982) Active control of laminar turbulent transition. J Fluid Mech 118:201–204
13. Löfdahl L, Gad-el-Hak M (1999) MEMS applications in turbulence and flow control. Prog Aerospace Sci 5(2):101–203
14. Brennan GS, Gajjar JSB, Hewitt RE (2020) Tollmien–Schlichting wave cancellation via localised heating elements in boundary
layers. J Fluid Mech 909:A16-1
15. Terent’ev ED (1981) The linear problem of a vibrator in a subsonic boundary layer. Prikl Mat i Mekh 4(5):1049–1055
16. Terent’ev ED (1984) Linear problem of a vibrator peforming harmonic oscillations at super-critical frequencies in a subsonic
boundary layer. Prikl Mat i Mekh 4(8):264–272
17. Smith FT (1979) On the non-parallel flow stability of the Blasius boundary layer. Proc R Soc Lond Ser A 366:91–109
18. Lin CC (1955) The theory of hydrodynamic stability. Cambridge University Press, Cambridge
19. Ryzhov OS, Savenkov IV (1987) Asymptotic theory of a wave packet in a boundary layer on a plate. Prikl Matem Mekhan
51(5):820–828
20. Savenkov IV (1988) Three-dimensional disturbances in a compressible boundary layer. Prikl Matem Mekhan 5(2):423–430
21. Smith FT (1980) A three-dimensional boundary-layer separation. J Fluid Mech 9(9):185–224
22. Sykes RI (1980) On three-dimensional boundary layer flow over surface irregularities. Proc R Soc Lond A 373:311–329
23. Duck PW (1990) Triple-deck flow over unsteady surface disturbance: the three-dimensional development of Tollmien–Schlichting
waves. Comput Fluids 18(1):1–34
24. Aljohani AF, Gajjar JSB (2017) Subsonic flow past three-dimensional localised heating elements in boundary layers. Fluid Dyn
Res 49(6):065503
25. Lipatov II (2006) Disturbed boundary layer flow with local time-dependent surface heating. Fluid Dyn 4(1):55–65
26. Ruban AI, Bernots T, Kravtsova MA (2016) Linear and nonlinear receptivity of the boundary layer in transonic flows. J Fluid Mech
786:154–189
27. Burggraf OR, Duck PW (1981) Spectral computation of triple-deck flows. In: Cebeci T (ed.) Numerical and physical aspects of
aerodynamic flows. Springer
28. Gaster M (1975) A theoretical model of a wavepacket in the boundary layer on a flat plate. J Fluid Mech 347:271–289
Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
123
