I. INTRODUCTION
Spatial rigid motion with both translational and rotational evolutions has been found in a variety of dynamical systems, such as robot arms, spacecraft, bio-mechanical systems, aircraft, and many others. There have been continuous efforts to improve the autonomy of dynamical systems when planning spatial transformations [1] [2] [3] . Achieving high level autonomy in optimal motion planning requires real-time calculation to optimize desired system performance. Although extensive research has been conducted in this area, there is still plenty of room to improve calculation performance for optimal planning of spatial rigid motion. In this paper, an iterative optimization method based on semidefinite programming is proposed to solve path planning problems for spatial rigid motion with constrained attitude and constant velocity in body frame, where the attitudes are handled as control variables.
The most commonly recognized obstacle that prevents further improvement is the nonlinearity of rigid motion models. Nonlinearity of expressions describing translational and rotational motion makes the real-time path planning extremely difficult, especially when Euler angles are included in the rotational expression. Quaternions have been introduced as mathematical tools for calculations involving three-dimensional (3D) rotations to avoid singularity and reduce expensive computational load created by Euler angle expressions [4] .
As alternative and powerful tools for representing object orientation, quaternions have been acknowledged as playing indispensable role in dynamical systems due to their unambiguous, unencumbered, and computationally-efficient features [5] . For example, a unit quaternion based flight kinematics model has been used to find the optimal path with maximum energy harvesting for a solar powered UAV [6] . Instead of using Euler angles, the unit quaternion not only prevents singularity but also has advantage in computation due to its vector notation [7] [8] [9] . By using the unit quaternion based method, the aircraft kinematics and attitude constraints, originally expressed by trigonometric functions in terms of Euler angles, are simplified as quadratic functions over unit quaternions. This paper develops a spatial rigid motion model based on unit quaternions for more general path planning problems and reformulate them as general quadratically constrained quadratic programming (QCQP) problems.
Approaches to solve path planning problems can be generalized into three categories, indirect methods, direct methods, and evolutionary algorithms [10] . The indirect method, based on Hamiltonian and Euler Lagrange equations, generally requires a good guess of the initial adjoint variables [11] . However, in most such cases, these adjoint variables have no explicit physical meaning, and this causes difficulty in guessing their initial values within a reasonable scale. When random initial adjoint variables are used, more iterations are generally required and/or convergence to a meaningful solution may not be obtained. Although simplified models can be used when applying the indirect method to obtain an optimal solution, most often they will not yield high precision results. Collocation and nonlinear programming, one of the well-known direct methods, transforms the two-point boundary value problem into a parameter optimization problem by discretizing the trajectory into multiple segments characterized by state and control variables as parameters [12, 13] . While efficient for solving a large class of problems in different applications, the convergence properties of these algorithms are determined by the initially guessed values of the unknown variables and global optimality is generally not guaranteed. Furthermore, when Euler angles are included in the rotation matrices, singular matrices maybe generated, making the direct method infeasible. Evolutionary algorithms use a fitness function, i.e., the objective to be optimized, to calculate fitness values of candidate solutions, and these values are handled as standards to evaluate the quality of solutions. New evolved solutions are generated according to the fitness values. Parts of both the evolved solutions and the current solutions are chosen to construct next generation solutions. This loop is continued until a stopping criterion is satisfied. The evolutionary approach is quite time consuming as well [14, 15] .
After reviewing the literature, it reaches to the conclusion that a new and more efficient approach is required to solve real-time rigid motion path planning problems with guaranteed global optimality and fast convergence. The quaternion based rigid motion models formulated in this paper aim at representing rotational constraints and attitude constraints as quadratic functions to facilitate optimization related calculations and recast the path planning problems as general QCQP problems. Furthermore, a new iterative approach is proposed to solve the general QCQP problem, where the objective and constraint functions are not necessarily convex.
Efforts on solving nonconvex QCQP problems have been focused on finding the bounds on the optimal values by linear or semidefinite relaxation [16, 17] . Although linearization have been used to approximate the nonconvex quadratic constraints, none of them guarantees the optimality of the solution [18, 19] . Another approach is the branch and bound method which can find the global optimal solution of nonconvex QCQP [20, 21] . However, when size of the problem increases, this method is time consuming. In this paper, based on the semidefinite relaxation, the original QCQP problem is transformed into a semidefinite programming (SDP) problem with rank one constraint on the unknown symmetric matrix. Focus in the next step is to find this rank one matrix by proposing an iterative rank minimization (IRM) approach.
The contribution of this paper is composed of two parts. One of them is modeling the path planning problems of spatial rigid motion with attitude constraints as QCQP problems using 
II. Problem Formulation using Euler Angles

A. 3D Rotational Model
For a given velocity vector in the body frame, denoted as
T ∈ R 3 , its relative velocity vector in the inertial frame, denoted as V I = [ẋẏż] T ∈ R 3 , can be found by a direction cosine matrix corresponding to a body 3-2-1 sequence using Euler angles (ψ, θ, ϕ) and is expressed as The above rotational conversion model represents the relationship between velocity vectors in two reference frames. When velocity in the body frame is constant, the magnitude of the velocity in the inertial frame is constant as well. However, the velocity components in the inertial frame is changing with the rigid body orientation, which is determined by the Euler angles in expression (1) . The velocity in both frames be the same when the inertial frame overlaps with the body frame. By constraining parameters in specific scenarios, the general rotational conversion model is utilized to represent some well known kinematics models. For example, by setting V y = V z = 0, Eq. (1) can represent a three-dimensional point-mass aircraft kinematics model that is commonly used for formulating path planning problems under small angle of attack [22, 23] . The simplified model of Eq. (1) under above assumptions is listed below and illustrated in Figure 2 , Determining the orientation that leads to the desired optimal path performance involves calculation of trigonometric functions even in the simple unicycle model. When general rotational model in Eq. (1) is considered in path planning formulation, the problem is highly nonlinear and will be more complicated when attitude constraints are considered.
B. Attitude Constraints
There are different types of attitude constraints. In this paper, the commonly used and challenging one, field-of-view (FOV) constraint, are considered. For certain types of dynamical systems equipped with optical sensors, the FOV of these sensors is associated with the motion orientation and is constrained according to mission requirement. Examples include maintaining visibility of identified landmarks [24] , prevention of exposure to the sun glare [25] , and increasing the estimation precision [26] . When FOV constraints are considered in path planning, it makes the already complicated problems more challenging. 
For example, to prevent sensor from the sun glare, it requires cos(β) ≥ S A · S, where S A is the unit vector of the sunlight direction in the rotational body frame. It is obvious that the Sun direction S Aearth in the Earth fixed frame can be defined by the Sun elevation angle e and azimuth angle a in the form of
Vector S Aearth can be converted into a vector in the body frame as
where R 1 , R 2 , and R 3 represent rotation matrices about the first, second, and third axis, respectively.
With the above introduction of the rotational and attitude constraints, the path planning problem, such as maximum horizonal range, maximum altitude, and maximum exposure to specified vector, can be formulated using Euler angles. These path planning problems formulated by nonlinear equations are difficult to solve. On one hand, the indirect method requires deriving the necessary conditions for optimality based on Hamiltonian and Euler Lagrange equations. As described in the introduction part, the difficulty of guessing the initial adjoint variables and the trigonometric equations involved in the problem formulation make the indirect method infeasible. On the other hand, the collocation and nonlinear programming method cannot guarantee fast convergence of a global optimal solution when highly nonlinear equations are included in the constraints and/or an initial guess of the solution is randomly selected. Therefore, the unit quaternion based method is introduced to reformulate the path planning problems in a different approach.
III. Problem Formulation based on Unit Quaternion
A. 3D Rotational Model based on Unit Quaternion
An alternative parametrization to describe the rotational motion instead of Euler angles is found by using the unit quaternion. Unit quaternions are generally represented by a 4 × 1 vector, where their 2-norm is restricted to be one,
Although the unit quaternion requires one additional variable, they have advantages over the Euler angles, e.g., no singularities and easiness of computation. By Euler's rotation theorem, a unit quaternion can be visualized as one rotation around an eigen-axis as
wheren denotes a 3 × 1 normalized eigen-axis vector and Θ denotes a rotation angle around it. In subsequent sections, the product "⊗" refers to quaternion multiplication defined by
where
T denote two independent unit quaternions. Another quaternion operation is the "quaternion conjugate" defined as q
The orthogonal matrix corresponding to a clockwise rotation defined by the unit quaternion is expressed by a homogeneous 3 × 3 matrix below,
Meanwhile, a direction cosine matrix for a 3-2-1 sequence rotation with Euler angles ψ, θ, ϕ is given in Eq. (1). After comparing the two rotational matrices represented by unit quaternion and Euler angles, the rotational model based on unit quaternion can be rewritten as quadratic functions in terms of unit quaternions,
, and
. For a given velocity in the body frame, K1, K2, and K3
are pre-defined symmetric matrices.
B. Attitude Constraints based on Unit Quaternion
In order to obtain the FOV constraints in terms of unit quaternions, a rotation operator using unit quaternions is firstly introduced here. Given a vector S, a rotation of S around the eigen-axisn is given as
Since S represents the boresight vector of the sensor, the angle φ between the unit vector S and the specified vector S A can be expressed by the vector dot product
where S ′ = q⊗S⊗q * denotes the new boresight vector of the sensor when the attitude of the aircraft is determined by q. Equation (13) along with this unit quaternion representation enable us to reformulate the FOV constraints in the form of a quadratic function.
Proposition III.1 The expression of cos(φ) is a quadratic function in terms of unit quaternion q.
Proof The rotation of S into S ′ can be rewritten as
It follows that
Since the combination of dot product and cross product yields
Eq. (15) can be rewritten as
To reformulate the constraint as a quadratic function, the above function is reorganized by applying the matrices multiplication,
and q = [q
By using the quadratic function, the FOV constraints will be expressed as
With the quaternion representation rotational and attitude constraints model, the two types of path planning problems are reformulated in the following.
C. Path Planning for Maximum Horizontal Range/Altitude using Unit Quaternion
In light of the above discussion on the kinematic model and FOV constraints based on unit quaternions, the optimal path planning problem for maximum range is reformulated as
Similarly, the optimal path planning problem with FOV constraints for maximum altitude can be reformulated based on unit quaternion by switching z and x in the objective and state constraints, respectively.
Instead of calculating the Euler angles to search for the optimal path, the new formulation in the above two types of path planning problems will examine the corresponding unit quaternions which can be handled as the new control variables to optimize the same objective function.
IV. Solution for Nonconvex QCQP Problem
A. Discretization
The first step to solve the above path planning problems is to discretize the continuous flight path into a series of segments represented by q h , h = 1, . . . , H, at each node, where H is the number of discrete nodes. By discretization the coordinate of the aircraft can be integrated from the initial point to the final point via the discrete nodes, for example,
where, ∆t is the time step between two adjacent nodes and it is assumed to be uniform in the current discretization method. Then Eq. (21) can be reformulated as
T and Q x is denoted as a diagonal matrix with diagonal elements ∆tK 1 . For a given x 0 and a parameter matrix Q x , finding unknown vector x to maximize x f is to maximize the quadratic function x T Q x x. Under the same setting, the other constraints and objective function can be approximately expressed as quadratic function of vector x as well. For example, the path planning problem for maximum range with FOV constraints can be reformulated using the discrete nodes q h below
where Q y and Q z are diagonal matrices with diagonal elements set as ∆tK 2 and ∆tK 3 , respectively. With similar modification, the utility constraints and attitude constraints on q h can be transformed into quadratic equality or inequality constraints of x as well.
From the above analysis, the path planning problems can be generalized as a nonconvex homogeneous QCQP problem in the form of
where Q j ∈ R n×n (j = 0, . . . , m) is an arbitrary symmetric matrix and c j ∈ R(j = 0, . . . , m).
For a maximization problem, the objective function is represented by
Since Q j (j = 0, . . . , m) is not necessarily a positive definite matrix, problem in (24) is classified as NP-hard, requiring a global optimization approach for its solution.
QCQP problems have recently attracted significant interests with a wide variety of applications. Basically, any polynomial problems of optimizing a polynomial objective function while satisfying polynomial inequality constraints can be reformulated as general QCQP problems [27] . Extensive relaxation methods have been investigated to obtain the bounds on the optimal value of QCQP. The linear relaxation approach introduces extra variables to transform the quadratic objective and constraints into bilinear terms, which is followed by the linearization of the bilinears [28] . The final linear formulation reaches a bound on the QCQP optimal value with fast convergence, but low accuracy. The SDP relaxation introduces a rank one matrix to replace the quadratic objective and constraints with linear matrices equalities/inequalities. In general, the SDP relaxation reaches a tighter bound on the optimal value than one obtained from linear relaxation. A detailed discussion of various relaxation approaches and the comparison of their relative accuracy is provided in [29] .
B. The Lower Bound on the Optimal Value of Nonconvex QCQP
In order to solve the nonconvex QCQP in (24), the semidefinite relaxation method is introduce here to find a tight lower bound on the optimal objective value. By applying interior point method, the relaxed formulation can be solved via a SDP solver [16] . After introducing a rank one matrix X = xx T , the nonconvex QCQP problem in (24) is equivalent to
where '•' denotes the trace inner product. However, the rank one constraint X = xx T is a nonlinear constraint. The last equation in (25) is substituted by a positive semidefinite constraint such that X ≽ 0. The semidefinite constraint relaxes the original formulation in (24) , which generally yields a tighter lower bound on the optimal value of (24) than the one obtained from linearization relaxation technique [29] . Therefore, by reformulating the problem of (24) in the form of (25) , it is feasible to find the lower bound on the optimal value of (24). However, the relaxation method will not yield optimal solution of the unknown variables x. Compared to the equivalent transformation in (25), the only difference of the relaxation approach is that the rank one constraint on matrix X is excluded. In order to obtain the optimal solution of x, the rank one constraint on matrix X is reconsidered and an IRM approach is proposed to gradually reach the constraint.
C. Iterative Rank Minimization Approach
The heuristic search has been used to minimize the rank of a symmetric or asymmetric matrix over a convex set [30, 31] . Although these methods have successfully lowered the rank of the concerned matrix to certain level, they cannot guarantee that the rank of the matrix is one. When a matrix rank is one, it indicates that the matrix has only one nonzero eigenvalue. Therefore, instead of making constraint on the rank, the focus is on constraining the eigenvalues of X such that the n−1 smallest eigenvalues of X are all zero. The eigenvalue constraints on matrices have been used for graph design [32] and are applied here for rank minimization. Before addressing the detailed IRM approach, necessary observations that will be used subsequently in the approach are provided below.
Proposition IV.1 The semidefinite constraint
implies that the second largest eigenvalue λ n−1 of matrix X ∈ R n×n is less equal than r, where I n−1 ∈ R (n−1)×(n−1) is the identity matrix, V ∈ R n×(n−1) is full rank matrix whose columns are orthonormal to each other.
Proof Equation (26) can be rewritten as
which implies that matrix rI n − X has n − 1 nonnegative eigenvalues, where I n ∈ R n×n is the identity matrix. Assuming the eigenvalues of X is sorted in descending order form,
Proposition IV.2 When r = 0 and X is nonzero positive semidefinite matrix, the constraint in (26) implies that X is rank one matrix.
Proof It's obvious that when X is a positive semidefinite matrix,
Since r ≥ λ n−1 and r = 0, then λ n ≥ 0 ≥ λ n−1 =, . . . , = λ 1 = 0. For nonzero matrix X, λ n > 0 and it is the only nonzero eigenvalue of X. Thus, X is rank one matrix.
However, proposition (IV.1) does not imply that when r ≥ λ n−1 , Eq. (26) Proof The necessary conditions can be proved by setting the above V as one special case of proposition (IV.1). The sufficiency proof starts from r ≥ λ n−1 . In addition, From the above discussion, the rank one constraint in Eq. (25) will be substituted by the semidefinite constraint
where r = 0 and V ∈ R n×(n−1) are the eigenvectors corresponding to the n − 1 smallest eigenvalues of X. However, before solving X, the exact V matrix is not available, thus an iterative method is proposed to gradually minimize the rank of X. At each step k, the algorithm will solve the following semidefinite programming problem, formulated as
where w > 1 is a weighting factor and V k−1 are the eigenvectors corresponding to the n − 1 smallest eigenvalues of X k−1 solved at previous step k − 1. At each step, the algorithm will optimize the original objective function and at the same time minimize parameter r such that when r = 0, the rank one constraint on X is satisfied. The above approach is repeated until r ≤ δ, where δ is a small threshold for stopping criteria. The IRM algorithm can be summarized into three steps:
Step1 Initialization: Set k = 0, solve (25) with semidefinite constraint X ≽ xx T and obtain
Step2 Iteration: while r k > δ, solve problem (29) and obtain X k , r k , then update V k from X k and set k = k + 1;
Step3 Output: when r k ≤ δ, find x from X.
In the following, the convergence analysis and optimality conditions are provided in the content of homogenous QCQP formulation. At each IRM step, the subproblem considered for homogeneous QCQP in Eq. (29) can be rewritten with two sets of equality and inequality
where I and E represent the index sets of inequality and equality constraints, respectively.
in (30) is bounded optimization problem.
Proof A Lagrange dual function of (30) is constructed as
and S 2 ∈ S n + are the Lagrange dual multipliers. The dual function is then expressed as
Based on the Lagrange dual in (31), the first order condition is derived as
Consequently, the dual problem is shown as follows,
It is obvious that the problem described in (30) is convex. Moreover, it can be verified that the Slater's constraints are satisfied. It follows that the strong duality holds.
For bounded optimization problem of (30), the dual problem in (34) is also bounded.
Thus λ, µ, S 1 , S 2 are finite variables. As strong duality holds, at the optimal solution point
, it can be shown that
For a weighting factor selected with w > 1, it can be verified that
Proposition IV.6 X k converges to the optimal solution X * in the IRM when E ̸ = ∅ and there exists at least one c i ̸ = 0.
Proof When k → ∞, r → 0, the third constraint in (30) will become
For semidefinite matrix X k+1 ≽ 0, it leads to
Since the rank of X k is no more than one, it satisfies
Subtracting (37) from (35) yields
As X k is a positive semidefinite matrix with rank one, it follows that
when E ̸ = ∅ and there exists at least one c i ̸ = 0, α = 1 and lim k→+∞ X k = X * . Otherwise, the equality constraint set can not be satisfies in (30) . However, when E = ∅,
where α is not necessarily to be equivalent to one. Table 1 . After comparison, it's obvious that the results from NLP are dependant on the initial guess, which cannot guarantee the global optimal solution. However, the optimal value obtained from the IRM method is consistent with the optimal value bound generated from the relaxed SDP in Eq. (25) . In addition, all of the constraints are satisfied in the solution.
V. SIMULATION EXAMPLES
It can be claimed that the IRM method generates a global optimal solution in this simulation example. Further analysis demonstrates the second largest eigenvalue of matrix X in each iterative step in Figure 5 . It's shown that λ n−1 , which is represented by r in Eq. (29) , quickly reduces to zero within 6 steps. Figure 5 indicates that a rank one matrix of X can be obtained within a few iterative steps.
B. Example Two: Maximum Altitude
For the maximum altitude simulation, the boundary conditions and corresponding parameters used in the simulation are provided in Table 2 . The FOV constraint in this case requires the specified vector S A which has azimuth a = 45 o and elevation e = 30 o to stay within the view zone of the sensor.
The generated 3D trajectories and the corresponding time history of coordinates and Euler angles using IRM and NLP approaches are provided in Figs. 6 and 7, respectively.
In the second case, the trajectory of solution 1 from NLP is consistent with the trajectory generated from IRM. Both solution yield maximum altitude of 1.13 km. Solution 2 from NLP yields the same optimal value with different trajectories. Furthermore, the solution of the IRM method converges to the optimal solution within 7 steps, as demonstrated in Figure   8 .
C. Discretization and Uncertainties
In this section, the appropriate number of discretization nodes and uncertainties are discussed. In both examples, the calculation time is dependant on number of the discrete nodes, the stopping threshold and the performance of the SDP solver. When 10 nodes are used for the discretization, the problem includes 41 unknown variables in each iterative step.
It takes the SDP solver around 3 seconds to calculate the solution at each step on an Lenovo T430 laptop with intel i7 CPU and 8GB RAM. Based on the fact that most of the cases will converge to the optimal solution within 7 iterations, it generally takes less than 30 seconds to obtain an optimal solution. Comparing to the NLP method, less computation time is required to obtain a solution with guaranteed global optimality.
More discretization nodes can be added to the path to refine the solution. Theoretically, Simulation results presented in both cases are open-loop solutions without considering uncertainties. When the aircraft deviates from the planned path or parameters, i.e., final boundary conditions, are updated during the mission, new path planning procedure incorporating the updated states and parameters is required under these scenarios. Depending on the requirements of the fight mission and computational environments, the planned path can be recalculated using the proposed IRM method when updates are incorporated at sampling time. However, due to the limited calculation performance, the time interval between the update is set to be larger than the computational time required for each calculation.
VI. CONCLUSIONS
This paper examines certain types of path planning problems for spatial rigid motion with attitude constraints and constant velocity in the body frame. It started with reviewing the path planning problem formulation based on Euler angles and identifying the challenges in finding global optimal solution using existing methods. A new approach based on the unit quaternion is then proposed to reformulate the corresponding path planning problems as general quadratic optimization problems. The problem formulation is simplified in the new modeling system and an iterative rank minimization algorithm is proposed to solve the nonconvex quadratically constrained quadratic programming problem. The efficiency and optimality of the new approach are verified by simulation examples.
