The category of von Neumann correspondences from B to C (or von Neumann B-C-modules) is dual to the category of von Neumann correspondences from C ′ to B ′ via a functor that generalizes naturally the functor that sends a von Neumann algebra to its commutant and back. We show that under this duality, called commutant, Rieffel's Eilenberg-Watts theorem (on functors between the categories of representations of two von Neumann algebras) switches into Blecher's Eilenberg-Watts theorem (on functors between the categories of von Neumann modules over two von Neumann algebras) and back. * This work is supported by research
Introduction
In algebra the Eilenberg-Watts theorem (Eilenberg [Eil60] and Watts [Wat60] ) states that every functor (fulfilling certain assumptions) between categories of (right or left) modules over algebras B and C is given (up to natural equivalence) by tensoring with a (unique up to isomorphism) bimodule (from the right or from the left). As a consequence, such a functor is an equivalence, if and only if it is implemented by a bimodule that has an inverse under taking tensor products. This is the famous Morita theorem (Morita [Mor58] ) that answers the question under which conditions two algebras have equivalent representation theories.
In Hilbert module theory the symmetry between left and right actions is broken by existence of an inner product with values in that algebra which acts on the right.
[1] Consequently, in
Hilbert module theory there are two Eilenberg-Watts theorems.
The first one, Rieffel's Eilenberg-Watts theorem [Rie74b], actually concerns representations of von Neumann algebras on Hilbert spaces. [2] A Hilbert space is a von Neumann module over C. True von Neumann modules appear only in the statement of the theorem: Every normal * -functor l from the category of representations [3] of the von Neumann algebra B to the category of representations of the von Neumann algebra C is implemented (up to natural equivalence)
as tensoring from the left with a von Neumann correspondence [4] E from C to B (uniquely determined by l up to isomorphism). If we think of a Hilbert space H that carries a normal unital [1] We are not speaking about the possibility to model the complete theory in terms of left Hilbert modules. A left Hilbert module would be a left module over a C * -algebra with an inner product assuming values in that C * -algebra and that inner product should be left linear with respect to its left argument. Our Hilbert modules will always be right Hilbert modules with an inner product that is right linear in its right variable. The whole theory based on left modules will be symmetric and will have formulae equally elegant as those in the theory for right modules, only if we would decide (as, in fact, some algebraists do) to write all functions on the right of their argument. (An instance of this fact can be seen already in the notations for rank-one operators in Hilbert space theory, when people insist in having inner products linear in the first and not in the second variable.) Actually the symmetry between left and right modules is already broken in the very moment when we choose to write functions on the left of their arguments. In fact, the condition to be a module map reads for right modules T (xb) = (T x)b, a simple associativity where all parts of the formula stay in order. For left modules the condition
reads T (bx) = b(T x).
Here something has to be commuted. Also, in both parts the simple change of brackets would lead to expressions T b and bT that, a priori, are not even defined.
[2] Some authors, in fact, understand by a Hilbert module simply a representation of a C * -algebra on a Hilbert space, thus, turning the Hilbert space into a left module. This is definitely not the terminology we are using. For us a Hilbert module over a B-algebra B is a right B-module with a B-valued inner product. [3] Representations are assumed nondegenerate, unless stated otherwise explicitly.
[4] By a correpondence from a C * -algebra C to a C * -algebra B we mean a Hilbert B-module E with a nondegenerate representation of C by adjointable operators on E that turns E into a C-B-module. (The nondegeneracy condition for correspondences is essential and not shared by all authors!) In particular, every Hilbert B-module is a correspondence from the C * -algebra B a (E) of all adjointable operators on E to B. Von Neumann correspondences will be defined in detail later.
representation of B as a left B-module, then l carries the representation of B on H to the induced representation of C on the left C-module l(H) = E ⊙ H (acting as c(x ⊙ h) = cx ⊙ h), where E⊙H is the tensor product (over B) of the C-B-correspondence E and the B-C-correspondence
H.
[5] A morphism from H 1 to H 2 , that is, a left B-linear mapping a, is sent to the morphism
The second one, Blecher's Eilenberg-Watts theorems [Ble97] , regards Hilbert modules:
Every strict * -functor r from the category of Hilbert B-modules to the category of Hilbert C-modules is implemented (up to natural equivalence) as tensoring from the right with a correspondence F from B to C (uniquely determined by r up to isomorphism). That is, r carries the Hilbert B-module E to r(E) = E ⊙ F and a morphism a ∈ B a (E 1 , E 2 ) is sent to r(a) = a ⊙ id E . The commutant was discussed in Skeide [Ske03a] in the case C = B. It also appeared, independently, in Muhly and Solel [MS04] and was generalized to different algebras in Muhly and
Solel [MS05] . The idea of commutant has already produced a bunch of new results [Ske03b, GS03, Ske05, Ske04b] (in preparation [Ske04a] ) and has put known results into a new per- [5] The tensor product of a correspondence E from A to B and a correspondence F from B to C is that unique B-C-correspondence E ⊙ F that is generated as a Hilbert module by elementary tensors x ⊙ y with inner products
spective [Dix54, Sti55, Arv69, AHK78, Sau80, Sau83, Arv89a, Arv89b, Bha96, Goh04, Hir04, Ske00, MS02]. Still, there is no end in sight. We would like to give an account of all those new perpectives. But this probably would be beyond the space available for this note. So we content ourselves to refer the reader to the discussions in [GS03, Ske05, Ske04b] (most of [Ske03b] we discuss in Section 3) and promis to do our best to finish soon [Ske04a] .
In Section 3 we discuss von Neumann modules and how to think of them as representa- 
Actually, the inner product of E * takes values only in the pre-C * -algebra F(E) of finite-rank operators (an ideal in B a (E)) that is spaned linearly by the rank-one operators. Therefore, E * may be viewed also as a correspondence from B to the C * -algebra K(E) of compact operators, the closure of F(E) in B a (E) and a closed ideal.
We observe that E ⊙ E * = K(E) via the canonical isomorphism x ⊙ y * → xy * , where K(E)
(like every C * -algebra) is viewed as the identity correspondence from K(E) to K(E) with its natual bimodule structure and inner product a 1 , a 2 = a * 1 a 2 . Suppose now that ϑ : B a (E) → B a (F) is a strict unital homomorphism, where F is a Hilbert module over a C * -algebra C. This means, in particular, that F is a correspondence from B a (E) to C. Moreover the left action being strict, means that already the action of K(E) on F is nondegenerate. (This is the only property we need. So we do not give a precise definition of a strict mapping.) In other words, by strictness F is even a correspondence from K(E) to B.
Moreover, since ϑ(xy * )z (x, y ∈ E, z ∈ F) is a total subset of F, the action of a ∈ B a (E) on F is already determined by its restriction to K(E) as ϑ(a)ϑ(xy * )z = ϑ((ax)y * )z where (ax)y * ∈ K(E).
Nondegeneracy of the action of K(E) on F can be phrased as K(E)⊙F = F via the canonical isomorphism a ⊙ z → ϑ(a)z. Putting together this identification with E ⊙ E * = K(E), we obtain
where we defined the correspondence F ϑ from B to C as F ϑ := E * ⊙ F. The following theorem from Muhly, Skeide and Solel [MSS04] just fixes the isomorphism F = E ⊙ F ϑ and identifies the action of a ∈ B a (E) on E ⊙ F ϑ as the canonical one, that is, as amplification ϑ(a) = a ⊙ id F ϑ .
Theorem [MSS04]
. Let E be a Hilbert B-module, let F be a Hilbert C-module and let
from B to C and the formula
Theorem 2.1 can be specified further regarding uniqueness of F ϑ . First, recall that the inner product of E generates a closed ideal B E := span E, E in B, the range ideal of E. Further, [MSS04] is, essentially, the discussion for the extension to B a (E) and the generalization from Hilbert spaces to Hilbert modules for the representation space F. Modulo notation and technical discussion, the arguments in the proofs are the same.
The mechanism behind both proofs can be summarized by the observation that we may switch from modules over B E to modules over K(E) and back by tensoring with E or E * from the relevant side. In fact, the crucial identities
that E is a Morita equivalence from K(E) to B E and E * its inverse under tensor product. (A correspondence E from A to B, is a Morita equivalence from A to B, if E * ⊙ E = B and C is a * -functor if r(a * ) = r(a) * for every morphism a. It is strict, if the restriction r ↾ B a (E) is strict (in the sense explained above) for every object E. We wish to determine the structure of strict * -functors.
(Blecher would speak about bounded strict * -functors, where * -functor means in [Ble97] that the restriction to our categories is a * -functor in our sense.)
The key points of the approach in [MSS04] are as follows: By Theorem 2.1 for every object E there is a correspondence F E := E * ⊙ r(E) and an isomorphism u E :
is a key point also in [Ble97] .
Therefore, fixing the correspondence F := F B from B to C, we obtain that r(E) E ⊙ F. The following theorem, the Eilenberg-Watts theorem, fixes for each object a concrete isomorphism and states that the family of all these isomorphisms establishes a natural equivalence between the functors r and r F := • ⊙ id F .
By B C * C we denote the category of correspondences from B to C with the bilinear adjointable mappings as morphisms. 
Theorem
is another correspondence such that r F is naturally equivalent to r, then F F.
Remark.
It is easy to show that the v E are isometries and that they fulfill the naturality 
Also, the constructions iterate associatively. This leads, in particular, to the construction product systems of Hilbert modules (better: of correspondences) and was our original motivation to study homomorphisms ϑ.
2.7 Observation. Theorems 2.1, 2.2 and 2.4 have obvious generalizations to von Neumann modules, where ϑ and r will be normal, F will be a von Neumann correspondence and tensor product are those in the category of von Neumann correspondences as discussed in the following section.
Von Neumann modules and representations
Von Neumann algebras are algebras acting on a Hilbert space. It is easy to obtain them: Just take the closure of a * -algebra of bounded operators or, equivalently, take its double commutant. [Rie74b], but the explicit definition (using strong closure in an operator space), that signifies a complete separation of the abstract properties from the concrete operator picture, is due to Skeide [Ske00] , and for the proof that this definition based on strong closure is equivalent to the one using self-duality we were not able to spot a reference going back further than [Ske00] .
So let B ⊂ B(G) be a von Neumann algebra. (According to our convention, this means that B is a strongly closed * -algebra of bounded operators acting nondegenerately on the Hilbert space G.) We start by turning every (pre-)Hilbert B-module E into a concrete operator module. We define the Hilbert space H = E ⊙ G. Then every element x ∈ E gives rise to an operator
In other words, if we identify x with L x , then E becomes a concrete operator B-submodule of B(G, H). We will always think in that way of E as a subset of B(G, H). The basic result that makes the theory of von Neumann modules naturally equivalent to the theory of W * -modules is the following.
Definition [Ske00]. A (pre-)Hilbert module E over a von Neumann algebra B ⊂ B(G)
is a von Neumann B-module, if E is strongly closed in B(G, H). 3.2 Corollary. If E is a (pre-)Hilbert module over a von Neumann algebra B ⊂ B(G), then
Theorem [Ske00, Ske03b]. A (pre-)Hilbert module over a von Neumann algebra is a von Neumann module, if and only if it is self-dual, that is, if and only if it is a W * -module.
The first proof in [Ske00] is based on existence of quasi orthonormal bases. The method of the second proof in [Ske03b] is already closely related to the idea of commutant to which we gradually switch our attention.
We have imbedded B a (E) into B(H) as acting on the first factor in H = E ⊙ G. This can be done for an arbitrary element in the algebra B r (E) of bounded right linear mappings on E.
3 It is easy to compute the following commutant M ′ and the double commutant
where, generally, for an A-bimodule E we denote its A-center or just center by
we conclude that E s = C B ′ (B(G, H)) and and 
Corollary [Ske03b]. E is a von Neumann module, if and only if E = C B ′ (B(G, H)). In this
case, B a (E) = ρ ′ (B ′ ) ′ .
Together with the result that B r (E) embeds into B(H) it is not difficult to show that the bounded right linear mappings on C B ′ (B(G, H)) embed into C B ′ (B(H, G)) = C B ′ (B(G, H))

is C B ′ (B(G, H)) a von Neumann
B-module, is readily verified to be affermative. (Excercise!) The second one, is ρ ′ the commutant lifting associated with E, is tricky in two respects. Firstly, to construct the commutant lifting we have to construct E ⊙ G and then 
Starting with ρ ′ we define M ′ as in (3.1). The idea of the proof is to see which closed subspace of G⊕H is generated from G by the commutant M ′′ of M ′ (as in (3.1)). The projection
For the solution of the first problem we collect the properties fulfilled by E when identified as a subspace of B(G, E ⊙ G), but formulate them in way where the Hilbert space H is given from the beginning and E is a concrete subset of B(G, H).
Definition. Let B ⊂ B(G) be a von Neumann algebra. A concrete von Neumann B-mod-
ule is a pair (E, H) consisting of a Hilbert space H and a subset E of B(G, H) such that:
2. x, y ∈ E =⇒ x * y ∈ B.
3. E acts nondegeneratley on G, that is, span EG = H.
E is strongly closed in B(G, H).
By cvN B we denote the category of concrete von Neumann B-modules with the adjointable mappings (that is a mapping a : E 1 → E 2 that admits a (unique) adjoint a * : E 2 → E 1 such that x * (ay) = (a * x)y for all y ∈ E 1 , x ∈ E 2 ) as morphisms.
By 1 and 2 a concrete von Neumann B-module E is a pre-Hilbert B-module with inner product defined as x, y = x * y.
By 3 the Hilbert spaces E ⊙ G and H are isomorphic via the unitary defined by x ⊙ g → xg (where 3 contributes surjectivity). Therefore, every property present in the description using H has its counterpart in the description using E ⊙ G. For instance, by 4 the subset E of B(G, H) is strongly closed, thus, the same is true for the subset {L x : x ∈ E} ⊂ B(G, E ⊙ G) so that E is a von Neumann B-module in the sense of Definition 3.1. It follows that the morphisms E 1 → E 2 are, indeed, the adjointable mappings B a (E 1 , E 2 ) in the usual sense.
But, also each structure we defined so far in terms of E ⊙ G has a counterpart when using H. G, H) ). Moreover, the elements a ∈ B a (E 1 , E 2 ) correspond one-to-one to elements in C B ′ (B (H 1 , H 2 ) ), also denoted by a, where a ∈ B a (E 1 , E 2 ) acts on H 1 as a(x 1 g) = (ax 1 )g and where a ∈ C B ′ (B(H 1 , H 2 )) acts on 
Theorem. Let B ⊂ B(G) be a von Neumann algebra with commutant B ′ ⊂ B(G). By
we define a bijective functor F : cvN B → B ′ cvN. The inverse functor is given by
We see that concrete von Neumann B-modules and representations of B ′ are isomorphic categories, not only naturally equivalent ones. Although the sequence E In
This harmless and obvious observation turns out to be a very powerful tool, when we have to identify von Neumann modules. The reason is, really, that it splits the construction of an isomorphism into two steps, the first of which is to well-define a mapping and, then, to show its properties. The definition of a mapping directly on the modules, usually, is somewhat in the converse order. First, one tries to give a prescription for how to calculate the mapping by phrasing the properties it should satisfy. In the first moment, one does not know whether the mapping is well-defined, but if it is, then it will have the desired properties. Only then, one shows that the mapping is well-defined.
We have learned that every statement or definition, for instance an Eilenberg-Watts theorem, for the category cvN B can be translated into one for the other category B ′ cvN, and conversely, by conjugation with F. We can already smell the relation between the two Eilenberg-Watts theorems, but both of them coinvolve a correspondence, namely, that which implements the respective functor. So, before we can really describe the relation, we have to discuss briefly von Neumann correspondences, in particular concrete ones, and we have to extend the pair of functors in Theorem 3.10 to one functor, the commutant, sending (concrete) von Neumann B-C-correspondences to (concrete) von Neumann C ′ -B ′ -correspondences, and back. Anticipating the fact that a von Neumann B-module is a von Neumann C-B-correspondence, and that a representation of B ′ is a von Neumann
we will identify also F and F −1 as instances of the commutant.
Von Neumann correspondences and their commutants
Let A and B denote W * -algebras. A correspondence E from A to B is a W * -correspondence, if E is a W * -module over B such that all the mappings a → x, ax (x ∈ E) are normal. 
4.1
Example. Why are we refering to ρ as the Stinespring representation? Because the construction of the original Stinespring representation [Sti55] "factors through Hilbert modules" (or better through correspondences) and the way we defined ρ captures exactly what happens.
Definition and Theorem. The diagram
y y r r r r r r r r r r 
is naturally equivalent to l.
Recall that H is a Hilbert space so that 
So far, F and F ′ are correspondences from different theorems. We just denoted the von Neumann C ′ -B ′ -correspondence granted by Theorem 5.2 by the symbol F ′ . As the r and l in the hypothesis are not related, F from Theorem 5.1 and F ′ from Theorem 5.2 need not be related, either. But, suppose we have a functor r, and we construct a functor l as l :
If we could show that the commutant functor takes tensor products to tensor products of the commutants in the opposite order (the only order that makes sense), that is, if we could show that We would also like to mention that the definition of the tensor product of correspondences can be made such (choosing a different realization) that (5.1) becomes "sharp", that is, an equality and not just an isomorphism. But the discussion is tedious and we refer also here to [Ske04a] .
Let us come to the last missing piece. to the tensor product as defined in the previous section.
Theorem. Let B ⊂ B(G) and
We find the equalities (without any canonical identification)
and
The spaces E ⊙ K and s F ′ 1 up to isomorphism for arbitrary correspondences that match. But, in [Ske04a] we specify this better than just as up to isomorphism. 
