INTRODUCTION
Aspheric surfaces have become the solution of choice in modern high-end optics [1, 2] . The advantage of aspherical elements, compared to classical spherical or planar optics, is the highly increased degree of freedom for the optics design. Therefore the use of aspherical elements allows the reduction of aberrations, by simultaneously reducing the required amount of elements needed to fulfill a given design target. This leads to more compact and lightweight systems with higher optical performance. If the rotational symmetry of the aspheric surface is broken even more degrees of freedom are available for the optics design. Such so called free-form surfaces allow the construction of even more sophisticated optical systems. Possible applications are systems, where the optical elements are no longer aligned along a straight line, but where the optical axis is folded. This method allows the construction of more compact systems that are less vulnerable to mechanical stress or vibrations. Further, for some wavelengths -for example in the EUV range -no refracting materials with tolerable absorption are available. Here the construction of off-axis mirror optics is the solution of choice which can be realized by the use of free-form surfaces. The technique for the fabrication of aspheric and free-form surfaces has made a major progress in the last years. Methods like ion beam etching, magneto rheological finishing (MRF) or diamond turning allow the flexible manufacturing of aspheric and free-form surfaces. However, since the measurement is needed for the control of these processes, a surface can only be fabricated as well as it can be measured.
Therefore metrology is as important as the fabrication technique itself. The challenge when measuring a surface that deviates from the spherical form interferometrically is, that the rays do no longer hit the surface perpendicularly. This violation of the null-test condition can lead to high fringe density that cannot be evaluated if the Nyquist criterion is broken. If the slope deviation is even higher the light might get vignetted completely. Further, since the rays take different paths through the interferometer on their way back, retrace errors are introduced to the measurement [3, 4] . One solution to overcome these problems is to restore the null-test condition by compensation optics that adapts the wavefront to the shape of the surface under test. Such optical elements can be realized as computer generated holograms (CGH), which is state of the art in high end asphere and free-form metrology [5, 6] . The drawback here is, that for every design shape a matching CGH has to be fabricated. Another approach is to restore the null-test condition sequentially for small parts of the surface. Known realizations of this approach is the scanning Fizeau interferometer [7] or stitching interferometry [8, 9] . The drawback of all scanning and stitching methods is the long measurement time, since the surface under test (SUT) has to be moved during the measurement.
The interferometer this work is based on, uses an extended array of point sources that, after being collimated, form a variety of wavefronts with different amounts of tilt [10] . The tilt of the wavefronts is used to locally compensate the deviation of the surface from the spherical form. Because of the tilted waves we call the method Tilted-Wave-Interferometry (TWI). Since the application of the wavefronts to the surface is highly par-allelized a short measurement time of only about 30 seconds can be achieved. Further, it is highly flexible and has a high dynamic range up to 10 • slope deviation from the spherical form, without the need of costly compensation optics.
As in every interferometric measurements, the alignment of the surface under test plays an important role. If the surface is misaligned, additional aberrations are introduced to the measurement. In case of spherical and planar surfaces it is possible to distinguish between the alignment introduced aberrations and aberrations of the surface itself. However, for aspheric surfaces this task is not trivial any more [11] - [13] . Furthermore, through the misalignment, additional retrace errors are introduced. Therefore it is inevitable to align the surface as good as possible. In the case of aspherical surfaces we already demonstrated, that the alignment in three translational dimensions can be automated very well [14] . Here remaining tilt is compensated by decentering of the SUT. In the general case of free-form surfaces, that do not show any rotational symmetry this method cannot be applied any more. The alignment of the surface has to be performed in six degrees of freedom (DOF) and no symmetry condition can be used for the alignment. In this work we present a method for the alignment of free-form surfaces as well as a method to separate the alignment introduced aberrations and the alignment introduces retrace errors from the measurement result of aspheric and free-form surfaces. By combining the algorithms for the alignment and the correction of the misalignment introduced aberrations the whole measurement process can be easily automated. Further the requirements to the positioning stage can be reduced by several orders of magnitude compared to nulltest measurements.
THE TILTED-WAVE-INTERFEROMETER

Setup
In Figure 1 the basic setup of the Tilted-Wave-Interferometer is shown. A coherent laser source L is divided into a test and a reference wave by a polarizing beam splitter PBS. The light in the test wave is used to illuminate a micro lens array that is followed by a pinhole array. These two parts serve as an array of point sources for the test wavefronts. The spherical wavefront from each point source is, after passing the beam splitter BS, collimated by C1 resulting in a set of plane wavefronts with different amounts of tilt [10] , [15, 16] . The tilted wavefronts are transformed to spherical wavefronts by the transmission sphere TS to compensate the basic spherical form of the SUT. In the case of surfaces with a best fit sphere of infinite radius no transmission sphere is needed. After being reflected by the SUT the wavefronts propagate back to the beam splitter where they are reflected to the camera arm of the interferometer. In the Fourier plane an aperture stop is located, to block all light that would generate fringes with a density that violates the Nyquist criterion. After the aperture the light passes an imaging optics L1 and interferes with the reference wavefront on the camera C. The distance between the sources in the array is chosen to cover the whole SUT without gaps and a slight overlap. To avoid interference between neighboring sources the measurement is divided into four steps, with only every fourth source enabled in each step. The switching between the sources is realized by a simple aperture array that is moved in front of the micro lenses and blocks every second source in each row and column. The main difference of this approach to the scanning type interferometers described above is that the acquisition of the data is highly parallelized since all the test wavefronts are applied to the surface in only four steps. Further, the SUT does not have to be moved during the measurement process. Both these advantages lead to a very short measurement time of about half a minute.
Calibration and measurement
Like with all non-null test methods the calibration of the device is an important task [3] . For the calibration a black-box model of the interferometer is used. The model consists of two black boxes, one describing the wavefront aberrations of the test wavefronts coming from the sources, the second blackbox describes the interferometer from the test space to the camera. For the calibration a perturbation method is used [17] . With the calibrated black-boxes it is possible to perform ray tracing calculations with arbitrary objects in the test space. This allows to not only calculate the optical path length for each ray on the camera, but also the exact intersection point and angle with the SUT, without having to know the specific aberrations of the optical elements in the device. The measurement evaluation is performed in two steps. The first step is the calculation of the basic surface shape which is represented as polynomial. The second step it the evaluation of higher spacial frequencies that are not covered by the polynomial [18] . As final result the surface reconstruction including the basic shape, but also mid and high spatial frequencies is obtained.
AUTOMATED ALIGNMENT OF FREE-FORM SURFACES
In the case of a rotationally symmetric aspheres we already demonstrated, that the alignment in three dimensions can be performed using an iterative algorithm [14] . The reproducibility of the alignment by this approach is about 1 µm in space.
In the general case of a free-form surfaces, the alignment has to be performed in up to six degrees of freedom. Free-form surfaces exist in a variety of shapes and the description of the surface is not standardized as it is the case with aspheric surfaces. This makes it difficult to find an analytic solution for the alignment problem, since for every new design shape a new transfer function has to be calculated and the algorithm has to deal with many different surface representations from point clouds to different polynomials or splines. The solution we present here uses artificial neural networks [19] . Such networks consist of simple neurons as shown in Figure 2 . The calculation of each neuron works as follows: Each input value x i of the neuron is multiplied with the corresponding weight W i (circles). All the weighted inputs are summed up and the result serves as input for the transfer function φ
The output of the neuron o 1 is calculated by the transfer function φ which is implemented as a sigmoid function where W 0 defines the threshold value.
A neural net consists of several neurons that are organized in layers as shown in Figure 3 . The first layer is defined by the input data. The output of each neuron in a layer is fed to one input of each neuron in the following layer. The output of the last layer is the result calculated by the neural net. By training the net with a set of given samples it learns to compute a given task by adapting the weights W i of the neurons [20] . The advantage of this approach is, that the solution works indepen- dent from the surface description and surface shape. Another advantage is, that neural nets are able to adapt to strong nonlinear functions and allow a global optimization in contrast to gradient based approaches where only local minimums are found. In the first step the surface is coarsely aligned until fringes can be seen on the camera. The coarse alignment is performed manually or by knowledge of the surface geometry relatively to the mounting mechanics. Here an accuracy of 0.1 mm in space is sufficient. To detect the misalignment an interferometric phase shifting measurement of the surface serves as input. In Figure 4 a simulated modulo 2π phase map of a free-form surface with a basic astigmatic shape is shown. The surface in this example is described by 136 Zernike coefficients. The shape of the patches depends on the basic shape of the SUT and the position in the test area. In regions with low fringe density circular areas are defined on the camera and Zernike polynomials [21] of order j are fitted to the evaluated phase in each circular subaperture. In most cases a polynomial order of 15 is sufficient.
Using the black-boxes from the calibration and the nominal shape of the SUT the phase map in each circular test area is calculated for a perfect aligned surface. With knowledge of the accuracy of the coarse alignment pseudo random positions that lie within the tolerances of the positioning accuracy are defined and the phase maps in the test areas are calculated for each position. Now we fit Zernike polynomials of the order j to the test areas of the perfect aligned as well as the misaligned surfaces. With the difference of the Zernike coefficients
where Z(P i ) is a vector of Zernike coefficients at a random position and Z(P 0 ) are the coefficients of the perfectly aligned surface and the corresponding random position the neural network is trained. The alignment is performed iteratively. In each step a interferometric measurement of the surface is acquired and Zernike polynomials are fitted to the test areas.
With the coefficients of the fit minus the coefficients of the perfect aligned surface as input, the neural network computes the corrected position. In Figure 5 simulation results for the alignment of a free-form surface is plotted for three different start positions. It was assumed that the surfaces shape was known.
As can be seen the convergence is fast with a reproducibility of about 2 µm in space after 12 iterations.
CORRECTION OF ALIGNMENT ERRORS
The TWI measures the misaligned surface as is, including alignment errors. However, since the whole test space is calibrated, all retrace errors are taken into account correctly. This means, that the measurement result is only translated and rotated in space, but there is no error introduced to the surface reconstruction, that would change the surface shape. Therefore, to reconstruct the measurement without alignment errors, the result has to be rotated and translated back to its nominal position. This is achieved by a variation method. The first step of the algorithm is to fit the nominal surface with a Zernike polynomial of order v. The measurement is available as a point cloud D = [x, y, z] with a x, y and z value for each point. In the second step of the algorithm this point cloud is translated by a small amount in x,y and z and rotated around the three axis (α, β, γ). Each of these translated or rotated point clouds is then fitted by a Zernike polynomial of order v and the result of the Zernike fit for each direction minus the Zernike coefficients of the initial point cloud forms a column of the variation matrix. 
with
If the nominal surface geometry features some sort of symmetry, the corresponding degree of freedom has to be taken out of the calculation. For example in case of a rotationally symmetric, aspheric surface the rotation about the optical axis z has no effect on the result and therefore the 6 th column is obsolete. With ∆Z = Z nom − Z measure and the matrix A the correction vector b can be calculated by solving the least square problem using well known regularization algorithms.
||Ac − ∆Z||
(5)
As result we obtain the correction term c. The measured point cloud is now translated and rotated by the values in c. The calculation is iterated until a convergence is reached. To reduce numerical noise and since the rotations in three dimensions are not orthogonal in every iteration n the correction values in c are summed up over the previous iterations and the original point cloud is rotated.
As final result the corrected surface without alignment errors is obtained. Further, the correction term c of the last iteration contains the information about the misalignment of the surface during the measurement. This information can be used to reference the surface orientation and position.
ESTIMATION OF UNCERTAINTIES
To estimate the uncertainties introduced by misalignment of the SUT and to prove the feasibility of the algorithm, a simulation was performed. For the simulation an aspheric surface with 8 • deviation of its best fit sphere was misaligned and the surface was reconstructed using the TWI algorithms. As reference a perfect aligned surface was reconstructed. In Figure 6 the alignment introduced reconstruction error is plotted in dependence of the misalignment. As comparison the alignment introduced error when subtracting the adjustment terms (tilt, defocus and first order coma) is plotted (+ symbol) .The result obtained by the proposed algorithm (o symbol) shows, that even if the surface is misaligned by 20 µm in x, y and z the misalignment introduced error stays below 5 nm, whereas the error when subtracting alignment terms is over 100 nm for the same amount of misalignment. Even for the perfect aligned system the algorithm performs better than the subtraction of alignment terms. This is because the real surface shape may contain aberrations like coma, and therefore an error is introduced when subtracting them.
EXPERIMENTAL RESULTS
To test the algorithm with real measurement data, an aspheric surface was measured in two positions. The first position with the surface aligned as well as possible, the second position with an intentional misalignment of 20 µm in x direction. As can be seen in Figure 7 the reproducibility of the measurement is good and remains within the reproducibility of the current lab setup.
CONCLUSION
We could show that the alignment of the SUT can be automated very well not only in case of aspheric, but also the more general case of free-form surfaces. With the presented algorithm it is further possible to distinguish between misalignment introduced aberrations including adjustment terms like tilt, defocus and coma, but also retrace errors and the surface shape. A combination of both methods allows to fully automate the alignment process by simultaneously lowering the requirements to the positioning stage.
