This paper discusses the use of higher-order mapping functions for enhancing the physical representation of refined beam theories. Based on the Carrera Unified Formulation (CUF), advanced one-dimensional models are formulated by expressing the displacement field as a generic expansion of the generalized unknowns. According to CUF, a novel physically/geometrically consistent model is devised by employing Legendre-like polynomial sets to approximate the generalized unknowns at the cross-sectional level, whereas a local mapping technique based on the blending functions method is used to describe the exact physical boundaries of the cross-section domain. Classical and innovative finite element methods, including hierarchical p-elements and locking-free integration schemes, are utilized to solve the governing equations of the unified beam theory. Several numerical applications accounting for small displacements/rotations and strains are discussed, including beam structures with cross-sectional curved edges, cylindrical shells, and thin-walled aeronautical wing structures with reinforcements. The results from the proposed methodology are widely assessed by comparisons with solutions from the literature and commercial finite element software tools. The attention is focussed on the high computational efficiency and the marked capabilities of the present beam model, which can deal with a broad spectrum of structural problems with unveiled accuracy in terms of geometrical representation of the domain boundaries.
Introduction
This paper presents a novel refined beam model with shell-like capabilities that makes use of a higher-order mapping methodology to enhance the geometrical accuracy for the modelling of physical boundaries of curved cross-sections domains. Beam theories have become an important tool for the study of a large number of structural problems, but still their usage is limited by the simplicity of the geometries they can deal with. The main idea is to develop beam models able of representing the exact geometry of the beam cross-section regardless of the complexity of the shape and the refinement of the theory kinematics.
One-dimensional theories are commonly used for many applications in several engineering fields such as aerospace, civil or bio-mechanical fields, in which slender structures are frequent. Commonly, beam theories make use of a reduced number of degrees of freedom and they have demonstrated to be very efficient in many cases in comparison with more cumbersome 2D and 3D models. Although classical beam theories, introduced by Euler [1] and Timoshenko [2] , are only suitable for a limited class of problems, in particular long homogeneous beams subjected to bending, the development of more sophisticated models with enriched kinematics enables to accurately solve problems that usually require the use of 2D or 3D elements, with a great advantage in terms of computational costs. Many refined beam theories are available in the literature. A discussion of various of these models can be found, for instance, in Kapania and Raciti [3, 4] and in Carrera et al. [5] . The exact solution of the Timoshenko beam theory was used by Reddy [6] to develop a locking-free finite element model. Higher-order beam theories were also discussed by Vinayak et al. [7] , who made use of the Lo-Christensen-Wo theory to develop finite element formulations, with a particular attention on flexure of beams and plates. An approximation of shear stresses in prismatic beams was introduced by Gruttmann et al. [8] , who considered the Saint-Venànt torsion and bending. The application of this model to thin-walled beams was then presented in Gruttmann and Wagner [9] . The effects of higher-order shear deformation theories were studied by Petrolito [10] , with a comparison against classical beam theories. The Generalized Beam Theory (GBT), introduced by Schardt [11] and developed by Davids et al. [12, 13] , represented an extension of the conventional engineering beam theories by considering the cross-section distortion. The GBT was employed by Silvestre and Camotim [14, 15] for the study of thin-walled orthotropic beams and then by Silvestre [16] to analyse the elastic buckling behaviour of circular hollow sections, such as cylinders and tubes. On non-linear beam kinematics, Simo and Vu-Quoc [17] presented an extension of the finite strain beam formulation to incorporate shear and torsion-warping phenomena and Pimenta and Campello [18] introduced a fully non-linear rod model that accounted for in-plane cross-sectional changes and out-of-plane warping. Other contributions including cross-sectional in-plane distorsion and warping for thin-walled beams can be found in Gonçalves et al. [19] and Campello and Lago [20] , among the others.
In this framework, the Carrera Unified Formulation (CUF), developed by Carrera and his colleagues during the past two decades, was devised to overcome the limitations of conventional beam models by describing the kinematics of structural theories in a unified manner that allows to write the finite element arrays and, thus, the governing equations in a hierarchical and compact form. Initially, Carrera [21, 22] introduced CUF for two-dimensional structural and multi-field problems. The extension of CUF to beam models was proposed by Carrera and Giunta [23] , where the authors developed N-order approximations based on MacLaurin polynomial expansions of the primary mechanical variables. Taking advantage of the generality of the CUF, any theory of structure can be implemented in a straightforward way. A detailed description of the most relevant theories based on CUF is further included in this paper.
The quality of the geometric approximation represents a major issue not only for beam models such as the aforementioned ones, but in general for the mathematical description of structural problems, specially in the domain of the Finite Element Method (FEM). The finite element space is characterised by three main factors, i.e. the finite element mesh, the polynomial order of the elements and the mapping functions. A good approximation of a certain structural problem requires a proper combination of these parameters to minimize the error inherently introduced. In conventional finite element methods, also known to as the hversion of FEM, the solution accuracy and, eventually, the approximation of the geometrical domain are mutually enhanced by reducing the size of the isoparametric elements. This technique implies that complex geometrical representations may induce the use of highly refined meshes. On the other hand, in the p-version of FEM, introduced by Szabó and Babǔska [24] , the mesh is fixed and the quality of the approximation is determined by the polynomial degree of the elements. The coarse discretizations used for the p-version make necessary to have a good geometric representation of the physical domain to keep the mapping errors negligible. Gordon and Hall [25] presented a method to introduce the exact geometrical description of the boundaries into the mapping functions, called the blending function method. This method, which is described with more detail hereafter, has demonstrated to be very convenient to define curved domains of p-version finite elements, as shown in Düster et al. [26] . A generalization of the isoparametric mapping to p-version elements was introduced by Királyfalvi and Szabó [27] , who developed a technique denoted to as quasi-regional mapping, that makes use of piecewise polynomials to represent the curved boundaries and the blending function method to define the mapping functions. Another way to deal accurately with complex domain descriptions was inspired by Computer Aided Design (CAD) tools to Hughes et al. [28] , who formulated the so-called isogeometric analysis. The isogeometric analysis makes use of FEM basis functions constructed from non-uniform rational b-splines (NURBS) and represents a tentative to link mesh generation and CAD geometry. Nevertheless, it is important to underline that, unlike the p-version of FEM, the isogeometric analysis is, in fact, an isoparametric formulation.
Although these technologies for the geometrical description of the problem boundaries have been introduced and widely utilized in FEM to represent the reference domain (e.g., the beam axis in 1D models and the plate mid-plane in the case of 2D models), blending functions as well as NURBS can be opportunely employed to develop refined kinematics theories of structures. In this work, for example, blending functions are used along with a refined beam structural model to represent the cross-section domain correctly so as to allow for the exact evaluation of the classical and higher-order cross-sectional moment parameters. It should be underlined that the present methodology is restricted to the small displacements and strains regime, without any loss of generality.
The paper is structured as follows: first, an overview of different variable kinematic CUF models is presented in Section 2, with a focus on Hierarchical Legendre Expansions. Particular attention is given to the application of these models to curved and complex cross-sections through mapping techniques. The basis of the finite element method for beams in the framework of CUF is provided in Section 3, including a description of the fundamental nucleus of the stiffness matrix derived from the Principle of Virtual Displacements (PVD). The numerical results, obtained for several examples of beam and shell-like structures, are addressed in Section 4, and the main conclusions of the work are outlined in Section 5.
Refined CUF models
According to Washizu [29] , the displacement field of beam theories can be enriched with an arbitrary number of higher-order terms in order to overcome the limitations of classical models and to deal with complex mechanics and phenomena, such as torsion, warping, and in-plane deformations. In the framework of CUF, the displacement field is expressed in a unified manner as a generic expansion of the generalized unknowns by arbitrary functions of the cross-section domain coordinates:
where u τ (y) is the vector of general displacements laying along the beam axis y. According to Einstein notation, τ denotes summation. F τ (x, z) corresponds to the expanding functions on the cross-section, Ω, which is defined in the Cartesian plane x − z, and M is the number of terms in the expansion. In fact, the choice of F τ (x, z) determines the class of beam theory to be adopted. A brief introduction of the main CUF beam theories that have been introduced in the past few years is provided in the following, with a focus on HLE.
Taylor Expansions
Taylor Expansion (TE) models employ hierarchical sets of 2D polynomials from MacLaurin series of the type x i z j for the definition of F τ (x, z). For instance, the second order model, N=2, makes use of constant, linear and quadratic expansion terms:
It is clear that the classical beam theories can be defined as particular cases of TE of first order (N=1), including the constant and linear terms in Eq. (2) . In these class of models, the generalized displacement variables (i.e. displacements and their derivatives) are expanded globally over the cross-section from the beam axis. The polynomial order of the theory is then increased in a straightforward manner by adding higher-order terms to the kinematic field, enhancing the accuracy of the approximation. TE models have been extensively studied in many works, see for example [30, 31, 32, 33, 34] .
Lagrange Expansions
Lagrange Expansion (LE) beam theories are based on the use Lagrange-type polynomials as generic expansions on the beam section domain, F τ . The cross-section physical surface is discretize into a number of local expansion sub-domains, whose polynomial degree depends on the type of Lagrange expansion employed. Three-node linear L3, four-node bilinear L4, nine-node quadratic L9, and sixteen-node cubic L16 polynomials have been developed in the framework of CUF. For the sake of brevity, their expressions are not included here, but they can be found in Carrera and Petrolo [35] . For instance, the kinematic field of the L9 beam model reads:
where F 1 ,...,F 9 form a usual quadratic Lagrange polynomial set. The main feature of LE models is that they make use of local expansions of pure displacement variables, being these arbitrary placed over the cross-section surface. This characteristic enables to capture complex 3D-like solutions at a global-local scale and to increase the accuracy of the solution in particular zones of interest. Recently, LE beam models have been employed for the Component-Wise (CW) analysis of composite laminates at various scales [36] , aerospace structures [37, 38] , civil constructions [39, 40] , and marine ship hulls [41] .
Hierarchical Legendre Expansions
This class of CUF beam theories was devised in Carrera et al. [42] by adopting hierarchical series of Legendre-type polynomials to expand the generalized displacement variables over the cross-section. Hierarchical Legendre Expansion (HLE) models combine the main features of the previous CUF beam models, i.e. the hierarchy of the high-order terms of TE and the geometric discretization of the beam section surface of LE. HLE models employ a set of hierarchical Legendre-like polynomials (see [24, 43] ) as F τ generic functions on the cross-section domains. These functions are utilized in this work in conjunction with a high-order mapping technique to generate non-isoparametric expansions over the cross-section that allow to capture the exact geometry of curved surfaces, as described in the next section. Figure 1 Figure 1: Linear to seventh-order, hierarchical Legendre-type F τ expansion used for HLE models.
all the polynomials used in HLE beam theories from the 1 st to the 7 th order. Quadrilateral nodal, edge and internal expansions conform the hierarchical set, see [44] .
Vertex expansions
The nodal or vertex modes are analogue to the linear Lagrange polynomials (L4). They are defined as follows:
where r and s vary over the domain between −1 and +1, and r τ and s τ represent the vertex coordinates in the natural system of coordinates.
Side expansions The side modes are defined for p ≥ 2, being p the polynomial order, and their expressions are:
where φ p corresponds to the one-dimensional internal Legendre-type modes, see [24, 42] and Eq. (31) . These functions are defined in such a way that the C 0 continuity at the interface of cross-section domains is assured.
Internal expansions The F τ internal expansions are included for p ≥ 4 and they vanish at all the edges of the quadrilateral domain. In total, there are (p − 2)(p − 3)/2 internal polynomials. For instance, the sixth-order polynomial set contains three internal expansions (see Fig. 1 ), which are
It is important to remark that the hierarchy of this model implies that the set of functions of a particular order contains all the polynomials of the lower degrees. As far as the sixthorder HLE model is concerned, the set of functions of the kinematic expansion terms includes the internal polynomials introduced in Eqs. (9), (10) and (11), plus all the internal, side and vertex functions of the same polynomial order and below, i.e τ = 1, ..., 30. As a consequence, the accuracy of the approximation can be enhanced by increasing the polynomial order of the theory, which leads to the use of coarse discretizations at the cross-sectional level and the need of a proper mapping for large expansion domains.
Cross-section mapping
Once the kinematics of the beam are defined, the calculation of the stiffness terms goes through the evaluation of cross-sectional moment parameters (e.g., first and second moments of area in classical beam theories). These generalized moment of area are computed by integrating the cross-sectional functions F τ over the cross-section of the beam, Ω. Hence, it is clear that the correct geometrical description of Ω is of fundamental importance when dealing with complex geometries and curved-section beams.
The present paper takes inspiration from FEM to respond to the aforementioned demand. As it is known, conventional finite elements make use of isoparametric formulations to map the geometry of a structural problem. This means that the shape of the physical boundaries of the domain is described by the same functions that are used to interpolate the unknown variables. In the CUF framework, this approach is also employed for the mapping of the cross-section in LE models. However, as for the p-version of FEM, the elevated expansion orders of the HLE enable the use of coarse domain discretizations of the cross-section surface. It is in this context that it becomes important to represent the curved boundaries of large domains accurately through an independent description of the geometry. The blending function method, introduced by Gordon and Hall [25] , serves to this purpose.
First, let us consider the mapping functions of a certain expansion domain, see for example Fig. 2 . These mapping functions, represented by Q, are defined in the x -z plane of the cross-
Mapping of a cross-sectional quadrilateral domain with one curved edge, see [24] . The mapping functions are represented by Q = (Q x Q z ). section surface as:
where r and s are the coordinates in the natural plane of the quadrilateral domain.
First-order mapping
If isoparametric first-order expansion domains are used, as for example in Lagrange-type L4 CUF models, the approximation of the geometry is obtained through linear mapping. The mapping functions of quadrilateral elements are described as follows
which in a simplified manner can be rewritten as:
where x = (x z) T is the geometry vector of the cross-section,
T are the vertex of the quadrilateral domain and τ denotes summation. F τ are exactly the same linear functions as used in the description of the kinematics of the L4 beam model. The lector can notice that this expression is, in fact, analogous to the Eq. (1) used to define the displacement field and it does not allow to represent curved cross-section edges, like the one in Fig. 2 .
Second-order mapping
Extending this procedure to biquadratic quadrilateral domains, it is possible to represent curved boundaries by second-order polynomials. This is the case of Lagrange-type L9 beam models, whose cross-sectional mapping, in the same compact notation, can be expressed as
where F τ (r, s) correspond to the biquadratic expansions polynomials of the L9 model. Again, the geometry of the domain is represented by the same interpolation functions of the kinematic field, like in Eq. (1). Therefore, this approach is also considered as isoparametric mapping, and it allows to generate slightly curved domains.
The blending function method
As it has been mentioned previously, when using HLE it is of key importance to ensure that the representation of the domain is accurate enough to make the geometric approximation error negligible. The blending function method enables one to include the exact shape of the cross-section by introducing parametric polynomials of an arbitrary order to describe the shape of curved edges. The boundary surfaces of the domains are incorporated directly into the mapping functions and no geometrical error is introduced in the modelling procedure. Obviously, this approach cannot be considered as isoparametric since the mapping functions do not correspond with the expansion functions, F τ . To present the method, first we consider a quadrilateral domain in which one of the sides is curved, see Fig. 2 . In that domain, the coordinates of the curved edge are represented by the parametric functions x = x 2 (s) and z = z 2 (s). If a cubic parametrization is chosen, the functions take the form of third-order polynomials as
These functions are defined in such a way that
Then, according to the blending function method, the mapping functions are written as:
where τ = 1, ..., 4. In this expression, the first term corresponds to the linear mapping functions defined in Eq. (14) and (15) . The second addend, instead, accounts for the difference between the parametric functions, x 2 (s) and z 2 (s), and the x and z coordinates of the straight line that connects vertices 2 and 3 of the quadrilateral domain. The term blending function and it takes the unity value along side 2 and it goes to zero on side 4, ensuring that the mapping of one side does not have any effect on the opposite one.
In the general case of a quadrilateral domain with all sides curved, the previous procedure is expanded to all the edges to have
where all the sides of the element have been represented by parametric functions. Figure 3 shows the application of the blending function method in the framework of HLE beam models. This method allow us to reproduce the exact shape of complex section geometries with the use of a minimum number of local expansions. The main advantages of the use of HLE mapped models are two: first, the reduction of the error related to the geometrical approximation, and second, but not less important, the substantial savings in terms of computational cost and modelling time. Once the cross-section discretization is fixed, the polynomial order of the expansion domains can be easily trimmed to a desired level of accuracy, which leads to a efficient computation of the solutions.
Finite element formulation
The main advantage of CUF is that it allows to write the governing equations and the FEM arrays in a unified and hierarchal manner which is affected neither by the choice of the theory of structure, represented by F τ , nor by the FE shape functions N i . In fact, the class (e.g., TE, LE, HLE) and the order of the beam theory becomes in this way an input of the model. The generalized displacements are described as a function of the unknown nodal vector, q τ i , and the 1D shape functions, N i , as follows
where n is the number of shape functions per element, and the unknown nodal vector is defined as
The beam element formulation depends on the choice of the shape functions N i (y). Two different beam elements are employed in the present work: Lagrange-type and Legendre-type elements.
Lagrange beam elements. Lagrange-type polynomials are the most common choice in finite element formulations. They are used to interpolate the unknown displacement variables at the element nodes, whose number determines the polynomial order of the shape functions N i . For the sake of brevity, their expressions are not included here, but they can be found in Carrera et al. [30] for linear, quadratic and cubic interpolations.
Legendre beam elements. The interpolation of the unknowns is conducted by employing a hierarchical set of 1D Legendre-type polynomials, Lˆi, which leads to a set of shape functions of the following form
where r correspond to the local coordinate in the natural domain of the beam element [-1,1], and φ j (r) is
as defined in [24, 42] . The set of polynomials is defined in a hierarchical manner and, as a consequence, the polynomial order of the element can be increased straightforwardly by adding internal shape functions of higher orders. The approximation error is, in fact, reduced by following a p-refinement method in which the longitudinal mesh is fixed and the order is trimmed to a desired level of accuracy.
Fundamental nuclei
The principle of virtual displacements (PVD) is recalled hereinafter to obtain the governing equations. Basically, the PVD states that the virtual variation of the internal work must be equal to the virtual variation of the external work for the structure to be in equilibrium,
In addition, the internal work corresponds to the elastic strain energy
where l is the length of the beam and Ω represents the surface of cross-section domain. By considering the CUF kinematic field included in Eq. (1), the finite element discretization of Eq. (26) and the 3D constitutive and geometrical relations 1 , the expression of the internal work can be rewritten in a compact manner as follows (see [45] )
where K τ sij represents the 3 × 3 fundamental nucleus of the element stiffness matrix. In the present work, K τ sij is derived under the assumptions of small displacements and strains. An important fact to remark is that the formal expression of the fundamental nucleus is invariant with the choice of both the theory of structure, F τ , and the beam shape functions, N i . For the sake of completeness, its components for isotropic structures are expressed in the following:
where α, β = x, y, z. It is intended, in fact, that all the nine components of the stiffness nucleus can be obtained by permutations from Eq. (35) . It should be underlined that the components of the fundamental nucleus in Eq. (35) depend only on the material coefficients, λ and G, the integrals of the shape functions along the longitudinal axis and the integrals of the expansion functions above the cross-section domain, being the last two independent from each other. All the integrals over l and Ω are computed numerically using a Gauss-Legendre scheme. If not differently specified, a selective reduced integration scheme is adopted for the calculation of the integrals of the shape functions N i to attenuate the shear locking effects. Any refined beam model can be automatically formulated by expanding the fundamental nucleus within the stiffness matrix on τ , s, i, and j. More details about CUF and the expansion of the fundamental nuclei can be found in Carrera at al. [45] . 
Numerical results
A number of static analyses are included in this section to assess the validity of the mapping techniques on HLE models. The numerical results are compared against those from beam, shell and solid models generated with the commercial software MSC Nastran and, when possible, those found in the literature. The examples have been selected to show the capabilities of the present formulation to deal with a wide range of structural problems, including thin-walled beams, shell-like components, and aerospace structures.
L-angle beam
An L-section beam is used first to assess the accuracy of the HLE beam theory applied to curved cross-section geometries. This type of components are extensively used as stiffeners in many applications, such as wing boxes or civil structures. The section geometry can be found in Fig. 4 , being its characteristics the following: the total height, h, is equal to 20 mm; both vertical and horizontal flanges are as long as h 1 = 15 mm; the thickness, t, is equal to 2 mm; the radius of curvature is r = 5 mm. The total length of the beam is 1 m, which means a slenderness ratio, L/h, of 50. The characteristics of the material are the ones of a typical aluminum alloy for aerospace applications with Young modulus, E, equal to 75 GPa, and Poisson ratio, ν = 0.33. A clamped-free configuration was selected for the assessment and a point force of F = −50 N of magnitude in the z-direction was applied at the tip section in correspondence of point E (see Fig. 4 ). Table 1 reports the results in terms of displacements and stresses of the L-angle beam. Displacements on the three directions are calculated at the upper corner of the top flange at the tip section (Point A in Fig. 4 ), whereas longitudinal, σ yy and shear stresses, σ yz and σ xy , are measured at different points of the cross-section (Points B, C and D in in Fig. 4 ) at y = 0.2 m. Classical analytical solutions of this structural problem have been obtained accounting for bending, shear, torsion and secondary warping. The displacements shown in the first row of Table 1 have been calculated using the Euler-Bernoulli beam theory [1] accounting for the bending effects. The contribution of the deflection due to shear pappears in the second row and the contribution of torsion is included in the third row. The theory of the warping torsion of Vlasov [46] has been recalled in the present assessment to include the restrained warping. According to it, the torsional angle, θ, is described along the beam axis by the following differential equation:
where EJ ω is the warping stiffness, GJ t is the torsion stiffness and m y is the distributed torsion moment along the beam. One may notice that the influence of the shear deflection on the displacement solutions is relatively small due to the moderately high slenderness ratio of the beam under study. The contribution of the secondary warping to the longitudinal displacement, u y , and the stress solutions is negligible in this case due to the cross-sectional geometry of the L-angle beam considered and therefore it has not been included in Table  1 . The longitudinal and shear stresses have been computed utilizing the well-known Navier and Grashof's formulas for bending, respectively. Finally, the St. Venant theory [47] has been employed for the computation of the shear stress distribution over the cross-section due to torsion. Common 1D, 2D and 3D finite element solutions obtained with the commercial software MSC Nastran [48] are also included as references (rows 4 to 6). CBEAM two-node beam elements, QUAD4 four-node plate elements and HEXA8 eight-node brick elements are used respectively for the reference solutions. All the Nastran models included in this work have been built as a result of convergence analyses so as to allow fair comparison (also in terms of DOFs) with the refined beam models proposed. Rows 7 to 12 of Table 1 show the solutions of the HLE models from the 3 rd (HL3) to the 8 th (HL8) expansion orders. The beam model developed for this case of study consists of 20 four-node Lagrange-type elements along the axis. The cross-section has been generated employing three Legendre-type expansion domains: one for the curved segment and one for each flange. The mapping technique here adopted allows to capture the exact geometry of the curved segment, avoiding to introduce any error due to the discretization. The FEM meshing procedure is shown in Fig. 5(a) and the cross-section domain distribution in Fig. 5(b) . Unlike LE and thanks to the capabilities of HLE (see Carrera et al. [42] ), the expansion order is set as an input that can be increased up to a desired accuracy without varying the longitudinal mesh or the cross-sectional domain distribution. For the sake of clarity, the displacement field of a single Legendre-type expansion domain of third order (HL3) is reported in the following 
When the cross-section of the model accounts for multi-domain expansions, as in the present case, the beam kinematics are obtained by imposing continuity of the generalized displacements opportunely at the common vertex and sides of the domains, see Fig. 5(b) . Obviously, the number of degrees of freedom increases as the cross-section domain distribution is refined. Moreover, in this analysis case the MITC (Mixed Interpolation of Tensorial Components) approach has been used for the HLE models to compute the shear stresses. This formulation is based on the assumed interpolation of the shear components of the stress tensor and its implementation on CUF models as well as its numerical performances when applied to higher-order theories are presented in Carrera et al. [49] . In view of the results obtained for the L-angle beam, the following remarks can be made:
• The classical analytical solutions serve as a good reference for this assessment due to the relatively high thickness of the beam walls considered. As a consequence, the beam model of Nastran perform reasonably well for the present load case. The closeness of these solutions to the solid model of Nastran support this statement.
• The results of the HLE mapped beam models are convergent both in terms of displacements and stresses already for the fourth-order model (HL4). The HLE solutions are in good agreement with the analytical results, being the accuracy of the proposed 1D model comparable to the shell and solid Nastran models. In comparison with the Nastran models, the use of the HL4 beam model implies a reduction of 82.8 % of degrees of freedom for the shell model, and up to 94.1 % for the solid one.
• The transverse shear stress values of HLE models slightly oscillate around the reference solutions as the order of expansion increases. It is well-known that the same behaviour can be observed when performing convergence analysis with classical finite element codes. The reason is that weak-form formulations are energetically coherent (and convergent from the integral standpoint), but the solution in one point can be (locally) not accurate. This aspect is further investigated in the next section, where the convergence of the present models is investigated in energy error.
Scordelis-Lo roof
The Scordelis-Lo problem, also known as barrel vault, deals with a cylindrical shell structure that is usually used in civil engineering. It is considered part of the shell obstacle course problems, defined in Belytschko et al. [50] , and, for many years, it has become a standard test for the assessment of finite element formulations. The essential mechanical and geometrical characteristics of the problem have been extensively described in the literature (see Bathe and Dvorkin [51] , Zienkiewi and Taylor [52] or McNeal and Harder [53] ) and they can be found in Fig. 6 . The test is a membrane dominated problem and it generally serves to evaluate the ability of shell elements to deal with complex membrane states of stress. In this paper, on the other hand, the Scordelis-Lo roof problem is employed to demonstrate the higher-order capabilities of the present HLE beam theories applied to curved structures. The roof structure is supported on diaphragms on both curved edges (the displacements along x and z directions are constrained) and is free on the straight ones. The shell is loaded by its own weight, modelled as a force per area unit of -90 N/m 2 in the z direction. The vertical displacement at the midpoint of the free edges (point A) is used to assess the convergence of the different formulations presented in this work.
The scope of this test is to assess the present high-order 1D formulations in capturing complex behaviours that usually require the use of 2D and 3D elements. The refined 1D elements employed make use of curved expansions to represent the exact geometry of the cross-section. Third-order polynomials have been employed to parameterize the section into the mapping functions. Figure 7 1D shape functions N i . In the former one, the convergence of the solutions are sought by increasing both the number of elements and the polynomial order of the shape functions. On the other hand, the Legendre-type formulation has been used to develop hierarchical models. In this case, only one single element is employed along the longitudinal axis of the beam and the order is increased by following a pure p-refinement scheme. The cross-section surface has been modelled using 2 HLE curved expansion domains, as shown in Fig. 7 (b) . In this paper, the penalty method is employed to apply the boundary conditions for all analysis cases. The theoretical value for the vertical displacement quoted in the original paper of Scordelis and Lo [54] is −0.3086 m, although most finite elements models tested in the literature converge to a slightly lower value. In the present study, the solutions tend to converge to a value of −0.3079. Table 2 shows the solutions obtained by Lagrange-class HLE beam elements. Linear B2, quadratic B3 and cubic B4 finite elements are employed in configurations of 2, 4, 6 and 10 elements along the y-axis. Table 3 quotes the HLE results obtained by using Legendre-type 1D finite elements and they are referred to as P2 (quadratic) to P6 (sixth-order), depending on the polynomial space dimension. The use of Legendre-class beam elements together with HLE section expansions allows to develop fully hierarchical models for the beam analysis. Orders 2 to 8 are included for the cross-section expansions. Figures 8, 9 and 10 show the converge rates of the different models in terms of norm of the energy error Table 2 : Scordelis-Lo roof displacements at point A for Lagrange-type 1D finite elements. while varying the polynomial order and the number of elements. It is possible to see that convergence is reached quickly both for Lagrange and Legendre finite elements. Obviously, the higher the order of the elements, the faster the convergence is. Regarding the crosssection polynomial expansions, the study confirms that at least a four-order HL4 expansion is required to capture accurately the deformation of the section under the proposed load case. Having in mind that the parametrization of the surfaces has been conducted through cubic mapping functions, these results seem to be coherent for the authors.
The results presented in this study are compared against others from the literature in Table 4 . Nastran shell and solid finite element solutions (QUAD2, QUAD4, QUAD8, HEXA8, HEX20 and HEX20R) quoted in MacNeal and Harder [53] are included, together with Koiter and Naghdi model solutions from the work of Chinosi et al. [55] and MITC hierarchical shell elements from Cinefra et al. [56] . To complete the assessment, MITC beam element solutions of HLE are also included in the table. Finally, Fig. 11 shows the deformed of the Scordelis-Lo roof from the present HL5 model with a distribution of 10 Lagrange-type beam elements. 
Annular cross-section beam
A clamped-clamped annular cross-section beam is now considered. This problem is similar to the well-known pinched cylinder test, also included in the aforementioned obstacle course for shell elements [50] to assess their capabilities in dealing with inextensional bending and complex states of membrane strain. Nevertheless, in order to allow for a straight comparison of the present method with other already published CUF solutions [45] , the proposed analysis case differs from the original one in [50] and only one point load is applied instead of two opposite forces. The diameter of the cylinder, d, is equal to 2 m, and the thickness, t, is equal to 0.02 m. The length of the structure, L, is equal to 20 m. An isotropic material was used, with E = 75 GPa and ν = 0.33. The cylinder is clamped at both edges and a point load F z is applied at the top of the middle section. The force is parallel to the z -axis and its magnitude is equal to 5 × 10 6 N. Ten four-node Lagrange-class beam elements (B4) are used for the longitudinal mesh, as shown in Fig. 12 (a) . The cross-section surface has been generated using only two expansion domains, see Fig. 12 (b) . The high-order polynomials employed to map the geometry allow the section domains to adopt semi-circular shapes. Table 5 shows the results of the vertical displacements at the loaded point. The HLE solutions are compared against others from classic, Taylor-based and shell models presented in the book of Carrera et al. [45] . TE results are included from the 1 st (N=1) to the 12 th order (N=12). A shell model has been created using the commercial software MSC Nastran and it is used as a reference. Both beam models converge to the shell solution with similar rates, being the computational efforts reduced in all cases. These models are capable to capture the high in-plane deformation of the mid section thanks to the use of high expansion orders. Fig. 13 shows the deformed of that section for some of the cases. It is possible to see how the deformation of the section domains becomes bigger as the expansion order of the HLE models increases. 
Wing structure
A benchmark wing is accounted for the last assessment. Two different configurations are considered: a monocoque wing structure and a semi-monocoque wing with spars and stringers. The airfoil chosen for this study is a NACA 2415, with a cord equal to 1 m. The thickness of the structural elements of the wing is 3 mm for the skin panels and 5 mm for the webs of both spars, when included. The wing is 6 m long and presents a clamped-free configuration. The structure is completely made of an aluminum alloy with the following characteristics: elastic modulus (E) equals to 75 GPa and Poisson ratio (ν) equals to 0.33. A single load with a magnitude of F = −3000N , is applied along the z -direction at 25 % of the cord at the lower surface at y = 4 m. Figure 14 shows a 3D representation of the monocoque structure of the wing with respect to the global coordinate frame. The longitudinal 1D finite element mesh consist of 10 fournode Lagrange-type B4 elements. Taking advantage of the mapping techniques, the modelling of the wing section have been performed by employing only five expansion domains, as shown Table 6 : Results of displacements and stresses for the monocoque wing.
in Fig. 15 , with no loss of precision in the geometrical approximation. Table 6 quotes the results of displacements and stresses. Point A is placed in the section coordinates [0.282394, 0.093267], whereas Point B corresponds to the leading edge [0, 0], see Fig. 15 . A solid Nastran model has been included for comparison purposes. MITC4 beam models, developed in [49] , have been also used to assess the solutions. The solutions of displacements and normal stresses show a good agreement with the ones obtained through the solid model as the polynomial order of the theory increases. Although shear stress results are quite close to the solid ones, with a maximum difference of the 3.8 % for the HL8, they can be improved by employing MITC4 beam elements instead of standard Lagrange-class ones. Finally, Fig. 16 shows the deformed of the loaded section of the wing for the solid and HL8 models.
As the final example, a complete semi-monocoque wing that includes longitudinal rein- forcements (spars and stiffeners) is considered in the study. This kind of structures have been widely assessed in the domain of CUF by employing a Component-Wise (CW) approach, for example [39, 36, 37] . According to the CW methodology, all the components of the structure (e.g., spar, stringers, ribs, panels, etc.) are modelled by means of a CUF beam model making use of one or more expansion domains, and then assembled together at the cross-sectional level by opportunely imposing continuity of the displacements. In this way, each component of the structure is characterized by the same kinematics (i.e., same finite element) and the coupling between them is more straightforward and mathematically coherent if compared to classical FEM methods. In fact, no artificial constraints and fictitious links between the components are employed in CW methodology (see Carrera et al. [57] ). Figure 17 shows the modelling procedure of HLE models through the CW approach. In this representation, it is possible to see how the use of mapping techniques on the cross-section allow to optimize the expansion domain distribution by employing large curved sub-domains, for example on the skin panels.
The displacements and stress solutions are shown in Table 7 . The verification points over the cross-section are illustrated in Fig. 18 , whereas their location along the axis is specified in the table. As for the previous assessment, the same load is applied at Point A. Results obtained through classic, TE and LE models in Carrera and Pagani [58] are also included for comparison purposes. Legendre-class and MITC beam element solutions are also shown for completeness. To assess these results, a solid model has been generated in the MSC Nastran software with a sufficient refined mesh that assures convergent results. Finally, the deformed of the tip section is plotted in Fig. 19 for some of these models. From these results, it is possible to state that:
• For both wing cases, HLE models show convergent solutions that are in good agreement with the solid ones used as references. Moreover, when compared against other refined beam models, CW models based on LE and HLE clearly overcome the performance of classic and TE models, which are not capable of detecting local phenomena and the stress distribution of complex structures. • The higher-order expansions employed in HLE models allow them to capture complex deformation states such as bending, torsion, distorsion and in-plane warping, with the same accuracy as solid element models (see Fig. 16 and 19 ).
• Regarding the 1D FEM discretization, the novel hierarchical Legendre elements have demonstrated to be an interesting option when straight slender structures are considered, being capable to obtain highly accurate results with a substantial reduction of the number of degrees of freedom. Still, MITC-based beam elements are the most reliable if accurate stress distributions are desired.
Conclusions
This paper has discussed the use of advanced mapping techniques in the domain of higherorder one-dimensional structural theories based on the Carrera Unified Formulation (CUF). By using Legendre-like expansions of the beam kinematics, a unified finite element method has been developed straightforwardly. Arbitrary curved cross-section geometries have been taken into account accurately by employing the blending functions method. Several structural problems aiming at verifying the enhanced characteristics of the present beam model have been addressed. These assessments include an L-shaped beam, the ScordelisLo roof problem, a pinched cylinder, and a wing structure for aerospace applications. The analyses have highlighted clearly three major points:
• Hierarchical Legendre Expansion (HLE) beam models based on CUF provide accurate solutions, both in terms of displacement and stress components, for all the problems Table 7 : Results of displacements and stresses of the reinforced wing.
considered. HLE elements represent an excellent alternative to the state-of-the-art 2D and 3D finite elements, because of their efficiency and physical consistency.
• Blending functions method is effective when employed on the cross-section domain for the description of curved and distorted boundaries. Thanks to this method, geometric accurate and refined beam models can be implemented with relative ease.
• In the provided methodology, the description of the cross-section domain is fixed and the accuracy is controlled by the polynomial order of the theory. As a consequence, there is no need to perform iterative refinements for increasing the kinematics and the geometrical accuracy with a considerable saving of modelling times.
The proposed mapping technique enables the efficient analysis of a broad class of structures regardless of the geometrical complexity of the cross-section. In addition, the non-local expansion capabilities of the beam model make it possible to obtain the complete state of stress of the structure of thin-walled beams and shell-like structures for different kinds of boundary conditions. The results of this research provide good confidence for future extension to global/local and multi-scale analysis of composite structures.
