For the problem of low recognition rate on low resolution face images, a super-resolution method for face recognition based on correlated features and nonlinear mappings is proposed in this paper. Canonical correlation analysis (CCA) is applied to establish the correlated subspaces between the features of high and low resolution face images, and radial base functions (RBFs) are employed to construct the nonlinear mappings between the features in the correlated subspaces. Finally, the super-resolved correlated feature in the high resolution space of a testing low resolution image is obtained for recognition. Compared with other methods, our method is robust to pose and expression variations and achieves higher recognition rate.
INTRODUCTION
Face recognition has attracted great attention in recent decades, driven by its wide range of commercial and law enforcement applications [1] . However, due to the limitations of available hardware and capturing setup, faces of interest are of very low quality in practice, which results in poor face recognition performance. There is a keen demand on the improvement of the recognition performance in low resolution conditions.
Image super-resolution (SR) is a technique to reconstruct single or multiple high resolution (HR) images from single or multiple low resolution (LR) ones. Naturally, researchers cascade classifiers with SR modules in order to improve the recognition rate of the classifiers on LR face images [2] [3] . However, the primary task of most SR algorithms is not to improve recognition performance significantly but to enhance the visual quality of images.
Recent literature presented works on directly reconstructing HR features for recognition from LR images. Gunturk et al. [4] proposed a SR method to reconstruct HR eigenface-domain information for classical face recognition systems. This method provided an elegant framework of directly utilizing super-resolution for face recognition. However, this method is computationally expensive and the Gaussian assumption applied to eigen-face coefficients leads to lower recognition performance on face images with pose variations [5] . Sezer et al. [6] stated that SR in feature domain brings more advantages in terms of computation efficiency as well as robustness than in pixel domain. Hence, they proposed an algorithm by using Bayesian estimation and projection onto convex sets (POCS) in feature domain to recognize LR face in video frames. Similar to Gunturk's method, the probabilistic approach applied in their method works well only for frontal LR face recognition. HenningsYeomans et al. [7] proposed a simultaneous SR and feature extraction method for recognition of LR faces. The regularization objective function in this method can clearly express the constraints for both SR and recognition, but the parametric learning process is quite complicated.
A SR method in feature domain for face recognition is proposed in this paper. We apply canonical correlation analysis (CCA) to extract recognition features that have maximal correlation between HR and LR images, and employ radial basis functions (RBFs) to construct the nonlinear mappings between LR and HR features. Manifold learning theory suggests that features of HR and LR face images are correlated through their intrinsic geometric structures [8] . CCA enables us to find bases for two sets of random vector so that the correlation between the projections of the vectors onto the bases is maximized. Thus, we apply CCA [9] to transform the features of HR and LR faces into the two correlated subspaces to enforce the coherence of the topological structures of LR and HR images. In order to directly connect the LR features to their HR counterparts, a RBF [10] based mapping is applied to establish the mapping relationship between the features in the correlated subspaces. As the correlation between LR and HR features is maximized by CCA, higher recognition rates can be achieved by a simple nearest neighbor classifier. Also, our algorithm is robust to pose and expression variations thanks to the nonlinear RBF mapping.
PROBLEM FORMULATION
The problem of SR of feature vectors for face recognition is formulated as the inference of the feature of a HR face image from a LR image Manifold learning theory suggests that the subspace of face images is an embedded manifold structure [8] . The high dimensional structure formed by face images in the high dimensional pixel space is homeomorphic with a geometric structure in lower dimensional space and the down-sampling process preserves intrinsic structures in the high dimensional image manifold. This means that HR and LR face images share a common topological structure, and thus they are correlated through the structure. We need to find the feature space where the correlation between HR and LR images is maximized. CCA can build the linear correlation between two sets of data by finding two bases, one for each set, in which the corresponding correlation coefficients of the two sets after projecting by the bases are maximized [9] . We apply CCA transformation to the feature sets of LR and HR face images in order to find the correlated feature subspaces, in which the correlation of the topological structures of LR and HR is maximal. Fig. 1 is the distribution of the first two dimensions of the features of HR and LR faces before and after CCA transformation. As shown in Fig. 1 , the topological relationship between the features is in disorder before CCA transformation. After CCA transformation, the topological structures are more correlated and easier to establish the mapping relationship. RBF is widely used to construct interpolation functions [10] . We apply RBF based mapping to build the regression model between the features of HR and LR face images. In the training stage, both correlated features of LR and HR faces are used to estimate the RBF parameters that determine the mapping relationship. Given the feature of a testing LR face, the corresponding feature of the HR face image can be obtained by the learnt RBF regression model. Fig. 2 presents the flow chart of our method that includes three parts: feature vector extraction of face images, SR of correlated feature and nearest neighbor classification.
ALGORITHM
Given the training sets of HR and LR face images with zero means, 
Correlated Features
We apply CCA [9] 
Nonlinear Mappings Between the Correlated Features of HR and LR Face Images
In the correlated subspaces, RBF is applied to construct the mapping relationship between the correlated features of HR and LR face images. RBF uses radial symmetry function to transform the multivariate data approximation problem into the unary approximation problem, and can interpolate nonuniform distribution of high dimensional data smoothly. The mathematical expression of RBF is: 
Super-Resolution for Recognition
We feed the correlated features super-resolved from the features of LR faces to a nearest neighbor classifier to achieve the face recognition. Specifically, the PCA feature vector l x of a given LR testing face image l I is computed, and then l x is transformed to the correlated subspace, using:
. The correlated feature of the HR face is obtained by feeding to the RBF mapping in Eq. (5): 
EXPERIMENTS AND ANALYSIS
Our experiments are performed on the CAS-PEAL expression database [11] and ORL database respectively. In order to demonstrate the effectiveness of our algorithm, we compare the face recognition rate of our method with that of the bicubic interpolation method, Gunturk's method [4] and the method using original HR face images. The bicubic interpolation method applies bicubic interpolation to LR face images in order to obtain HR face images, followed by extracting the features of HR face images for recognition.
CAS-PEAL Expression Face Database for Recognition
The CAS-PEAL expression face database includes 377 individuals, and each has 5 different expressions. After preprocessing, the face images of one individual are shown in Fig. 3 , and the expressions are close eyes, frown, smile, open mouth and surprise. In the experiment, we use the first three images for training and the last two for recognition. Based on the size of HR and LR face images, we set up three scenarios for testing the recognition performance. In the first one, the size of HR face images is 64×64 and that of LR face images is 16×16; in the second one, the size of HR face images is 64×64 and that of LR face images is 8×8; the size of HR face images is 32×32 and that of LR face images is 8×8 (as shown in Fig. 4) for last one. The LR images are obtained by averaging neighbor pixels in the corresponding HR images and down-sampling them. The parameters of Gunturk's method [4] are listed below. The first 60 eigenvectors are chosen for the KarhunenLoeve Transform, the number of iterations is set to 7 and 0.5 . For the other methods, we apply PCA to extract the features. We apply PCA which retains 95% of the variance for HR face images while retaining 98% of the m variance for LR face images. In the ORL database experiments below, the parameters are the same except where stated otherwise. The comparisons of recognition rates are listed in Table 1 for the three scenarios. As shown in Table 1 , compared with other superresolution methods, our method achieves the highest recognition rate and the performance is quite stable in different cases. The recognition rate of our method is comparable to that of the method using original HR face images. The reason lies in that our method obtains more coherent recognition features, which are required for the nearest neighbor classifier, in the correlated feature subspace for the testing LR face images.
ORL Database for Recognition
The ORL database includes 40 individuals, and each has 10 different face images. In the 400 images, there are high variations in lighting, facial expression and pose, and facial details. For each individual in the ORL database, we choose five images for training and the other five for testing. The face images of one individual are listed in Fig. 5 . Similarly, we also have three testing scenarios for recognition. In the first one, the size of HR face images is 56×46 and that of LR face images is 14×11; the size of HR face images is 56×46 and that of LR face images is 7×5 for the second one; in the third one, the size of HR face images is 28×23 and that of LR face images is 7×5. The comparisons of recognition rates are listed in Table 2 . As shown in Table 2 , the recognition rates of Gunturk' s method is quite low, while our method can achieve higher and more stable results. This can be explained that the Gaussian assumption imposed on the PCA features is not applicable to the ORL database that contains pose variations.
In our method, the nonlinear pose variations can be reflected by the RBF that constructs the nonlinear mappings between the correlated features of HR and LR face images .
CONCLUSION
For the problem of LR face images resulting in lower recognition rate, a SR method in the feature domain for face recognition is proposed in this paper. CCA is applied to obtain the correlated subspaces between the features of HR and LR face images, and RBF is used to construct the nonlinear mapping relationship between the features. Then, the super-resolved features in HR space of the testing LR face image are obtained for recognition. Experiments show that our method is robust to the variations of pose and expression and has higher recognition rate. In the present work, CCA is applied to the classical PCA features to form the correlated features for recognition, but it is applicable to other face recognition features, which might improve the recognition performance further.
