ABSTRACT
INTRODUCTION
Machine translation is an important application in the field of Computational Linguistics and NLP whose aim is to translate texts from one natural language to another natural language in an automatic fashion. Nowadays, the MT is a very challenging research task in NLP and the demand of it is growing in the world, especially in India. Lots of MT systems have been developed in India as well as all over the world using several pairs of major natural languages, such as English to (Arabic, Bengali, Chinese, French, Hindi, Japanese, Spanish, and Urdu). Bodo is one of the major spoken languages in the North-East region of India. Though a considerable amount of work has already been done in different Indian languages in the field on NLP, still not much work has been done, especially on MT system for Bodo language due to the lack of a comprehensive set of parallel corpora. Therefore, it has been decided to construct General and Newspaper domains English-Bodo Parallel Text Corpora (E-BPTC) to develop the English to Bodo SMT system using Phrase-Based SMT approach.
In this section, Bodo language, English languages, corpus, and SMT approach are also briefly discussed.
Bodo Language
The Bodo language is one of the recognized languages of India and the co-official language of Assam (Bodoland Territorial Council). The word 'Bodo' is also pronounced as Baro and denotes both the Bodo language and Bodo community. The Bodo language is one of the major spoken languages of North-East India and belongs to Sino-Tibetan language family [13] . It is mainly spoken by the maximum population of Kokrajhar, Chirang, Baksa, and Udalguri districts of Assam, India [14] . It is also spoken by some people of West Bengal and Nepal. Bodo is a tonal language and has two kinds of tone, namely Low and High [3] . The language is written using Devanagari script. However, earlier it was written using Assamese script. There are many ambiguous words in Bodo language and the word order of the language is SOV (Subject+Object+Verb). Bodo is rich, ancient and divergent natural language. It has not sufficient written literature, web information and corpus.
English Language
The English language is an Indo-European language, widely used by native speakers as well as non-native speakers all around the world, thus it is also known as international natural language as well as lingua franca. English was the first spoken language in England and is now third most widely used language all around the world [12, 14] . It is an official language of sixty seven countries and is the most commonly spoken language in Australia, Canada, Ireland, New Zealand, United Kingdom and the United States. The English language was introduced in India in 1830 during the rule of the East India Company. In 1951, the Constitution of India declared English as the associate official language of India. At present, English is the third most spoken language in India. The language is written using Latin script. There are many ambiguous words in the language and the word order of the language is SVO (Subject + Verb +Object). Unlike Bodo, the English language has sufficient written literature, web information and corpus.
Corpus
Corpus is an immense systematic collection of homogeneous and authentic written texts (or speech) of a particular natural language which exists in digital form. The word 'corpus' comes from the Latin word 'body' and its plural form is corpora [6] . The scope of a corpus is very vast and can be considered as the primary resource for any linguistic analysis and NLP research. The quality and structure of a corpus can directly influence the performance of various NLP tasks like Machine Translation, Spelling Checker, Grammar Checker, Speech Recognition, Text-toSpeech Synthesis, Part of Speech Tagging, Electronic Dictionaries, Text Summarization, Word Sense Disambiguation, WordNet, Text Annotation, and Information Retrieval [12] . A text corpus can provide better descriptions about a natural language to authors, grammarians, lexicographers, and other interested people. The corpus can be classified into the following categories: Written corpus, Spoken corpus, General corpus, Monolingual corpus, Parallel corpus, Multilingual corpus, Learner corpus, Comparable corpus, Specialized corpus, Monitor corpus, Historical corpus, Reference corpora, Multimedia corpus, Annotated corpus, and Un-annotated corpus [7] .
A parallel corpus consists of two or more monolingual corpus in one or more language(s) with their translation into another language that has been stored in the digital format. In the parallel text corpus, the texts of one corpus are the translation of another corpus. The order of the translation may be sentence by sentence, phrase by phrase, and word by word and the sentences, phrases, and words are needed to be aligned and matched; so that a user can find potential equivalents in each language and can investigate differences between the languages. A parallel corpus is very much useful for language learning process, Cross-language information retrieval, Electronic dictionary, and Machine translation systems; especially for SMT system [5] .
Statistical Machine Translation
Statistical machine translation is a popular and one of the widely used approaches of MT. It can be used for translating immense texts from one natural language to another language. It comes under Empirical (or Corpus-Based) MT system. In 1949, Warren Weaver introduced the first idea about the SMT [16] . Today, it has gained tremendous potential in the research community as well as in the commercial sector. The SMT approach uses an enormous amount of bilingual aligned parallel text corpora in both the source and target languages to achieve high quality translation result [15] . The accuracy (adequacy and fluency) of the translation results in SMT system directly depend on the size and quality of a parallel corpus of a particular language pair [1] . The SMT approach offers the best solution to ambiguity problem. The main advantages of SMT approach are: it is easy to build and maintain, less linguistic knowledge required, and reduces human efforts. The SMT approach can be classified into the following three categories: Word-Based SMT, Phrase-Based SMT, and Hierarchal Phrase-Based SMT [14] . The SMT approach contains the following three important modules: Language model, Translation model, and Decoder.
REVIEW OF RELATED CORPUS CONSTRUCTION
A large amount of monolingual corpus for the English language has been built by many developers all over the world. The Brown corpus was the first machine readable general corpus of the English language which was developed by W. N. Francis and H. Kucera at Brown University [16] . Some well known English corpora available all over the world, such as BNC ( [6] . Apart from the monolingual corpus, lots of parallel corpora have been developed for popular natural languages all over the world, such as ArabicEnglish, English-Bulgarian, EnglishChinese, English-German, English-Italian, English-Russian, English-Swedish, English-Turkish, FrenchEnglish, GreekEnglish, and SpanishEnglish [10] . Some of the parallel text corpora which are available on the web and can be downloaded freely, such as Bulgarian-English, French-English, German-English, SpanishEnglish, and Hong Kong (English-Chinese) parallel corpus [5] .
A large number of monolingual corpus and parallel corpora have been also constructed in India for English and Indian natural languages. The Kolhapur corpus is the first Indian English corpus which was developed at Shivaji University, Kolhapur, India in 1988 by Prof. S.V. Shastri and his colleagues [8] . The EMILLE (Enabling Minority Language Engineering)/CIIL (Central Institute of Indian Languages) corpus was constructed at Mysore, India which consists of Assamese, Bengali, Gujarati, Hindi, Kannada, Kashmiri, Malayalam, Marathi, Oriya, Punjabi, Sinhala, Tamil, Telegu, and Urdu monolingual corpus [9] . The EMILLE/CIIL corpus also consists of some parallel corpus like English-Hindi, English-Bengali, and English-Urdu. The TDIL (Technology Development for Indian Languages), CDAC (Centre for Development of Advanced Computing), MCIT (Ministry of Communications and Information Technology), and CIIL are playing a major role in developing the corpora for Indian languages. The TDIL has been constructed some multi-domain English to Indian natural languages parallel text corpora, such as English-Assamese, English-Bodo, English-Hindi, English-Manipuri, English-Nepali, and English-Urdu (http://tdil-dc.in/index.php). A list of some Indian educational institutions which have been constructed monolingual text corpora for Indian languages is shown in Table 1 [8, 14] . Table 1 . Existing text corpora for Indian languages
CONSTRUCTION OF E-BPTC
Corpus construction is a very difficult and laborious task. A corpus is constructed according to the corpus constructor's objectives for a specific purpose using one or more natural language(s). The planning stages of a corpus construction are: type of corpus, type of domain, size of the corpus, and data collection. The process of parallel text corpus construction can be divided into three phases, namely translation, validation and sentence alignment [1] .
A small parallel text corpus construction is relatively easier compared to large size specific domain parallel text corpus construction, which is difficult, time consuming and more expensive. In this section, General and Newspaper domains E-BPTC construction techniques are discussed. The main purpose of the two domains parallel corpora construction is to implement the English to Bodo SMT system. The architecture of the E-BPTC construction is shown in Figure 1 . To construct the two domains E-BPTC, handwritten translated Bodo (target) sentences of the corresponding English (source) sentences have been collected from different sources. An E-BPTC creator tool has been designed for typing the texts of both the English and Bodo languages. The creator tool consists of hard and virtual keyboards for both the languages. The snapshot of the E-BPTC creator tool and the virtual keyboards for both the languages are shown in Figure 2 and 3 respectively. The E-BPTC creator tool has been designed primarily as an interface for writing the translated Bodo sentences of the corresponding English sentences and generating English-Bodo parallel text corpora. The process involved in the E-BPTC construction can be classified as follows:
• Manual Translation: The manual translation is the first step towards generating the EnglishBodo parallel text corpus. To use this tool one need an experienced translator who depends on his/her own knowledge of the source and target languages to perform the translation. Though the manual translation is a time consuming task, still we rely on manual translation due to the perfection of rare word/sentence translation. The chance of meaning transfer and fluency of target sentence using manual translation is higher compared to automated translation. • Manual Validation: After manual translation, the translator validates the sentences with the help of linguistic persons, paper dictionary, electronic dictionary, etc. In this phase, the translator can do any kind of modification in the translated Bodo sentences. The translator also checks the correct spelling, fluency, and adequacy of the target sentences as well as the source sentences.
• Parallel Corpus Generator: Finally, the translator can generate the English-Bodo parallel text corpora which contain bilingual parallel sentences (In this case, English sentence and its translated Bodo sentences).
In this way, the General and Newspaper domains E-BPTC have been constructed to develop the English to Bodo SMT system. The constructed parallel corpora are briefly discussed below:
General Domain E-BPTC
The General domain E-BPTC has been constructed using English-Bodo parallel sentences which are commonly used in our daily life. The parallel sentences of the source and target languages have been collected from different sources, such as monolingual corpus, dictionaries, books, and the web. The General domain E-BPTC contains 6500 (six thousand five hundred) parallel sentences of each English and Bodo language which have been constructed using the E-BPTC creator tool. Some of the General domain English-Bodo parallel sentences are shown in Table 2 . Table 2 . Sample of English-Bodo parallel sentences in the General domain E-BPTC
Newspaper Domain E-BPTC
The Newspaper domain E-BPTC has been constructed using English-Bodo parallel sentences which are completely related to news and the sentences are simple, important and generally happened news. The parallel sentences of the source and target languages have been collected from different sources, such as monolingual corpus, dictionaries, newspapers, and the web. The newspapers that have been generally considered for data collection purpose are: English newspapers (The Assam Tribune and The Times of India) and Bodo newspaper (Bodoland Sansri). The Newspaper domain E-BPTC contains 4000 (four thousand) parallel sentences of each English and Bodo language which have been constructed using the E-BPTC creator tool. Some of the Newspaper domain English-Bodo parallel sentences are shown in Table 3 . Table 3 . Sample of English-Bodo parallel sentences in the Newspaper domain E-BPTC
IMPLEMENTATION OF ENGLISH TO BODO SMT
The English to Bodo SMT system has been developed using Phrase-Based SMT (PBSMT) approach with the help of General and Newspaper domains E-BPTC. The PBSMT approach is a more accurate and deeply used in SMT system nowadays. It has several advantages as compared to Word-Based SMT (WBSMT). The aim of it is to reduce the limitations of the WBSMT. In the PBSMT, each source and target sentences are divided into separate phrases before translation [4] . The word or phrase alignment between the sentences of the source and target languages normally follows certain patterns, which is very similar to WBSMT.
The following operations have been performed to develop the English-Bodo SMT system using PBSMT approach with the help of General and Newspaper domains E-BPTC.
• Corpus Preparation: The corpus preparation is a very important task to train the SMT system. The constructed General and Newspaper domains English-Bodo parallel text corpora have been first converted into UTF-8 text file format in Linux. The English and Bodo sentences have been separated from the two domains parallel text corpora and created two separate files for English and Bodo languages. After that, the following steps have been performed on the English and Bodo files to build the language and translation models for every domain parallel text corpus: i) Tokenization (Performed to insert space between the words and punctuation), ii) True Casing (Performed to convert the first words of each sentence to their most probable case), and iii) Cleaning (Performed to remove the empty sentences and extra spaces).
• Language Model: The Language Model (LM) is built to compute the probability of Bodo sentences (B), i.e. P(B). In this system, the toolkit KenLM is used to build the LM with the help of 3-gram technique. The LM is used to ensure the fluency of the translated Bodo sentences.
• Translation Model: The Translation Model (TM) is used to compute the probability of the English sentence E for a given Bodo sentence B, i.e. P(E|B). The toolkit Giza++ is used for word or phrase alignment to develop the TM. The TM is used to ensure the adequacy of the translation result.
• Decoder: The decoder is used to find the maximum translation probability from the English language to the corresponding Bodo language. The decoder uses A* search method to find the best possible translation result [11] . The decoder determines the maximum translation probability using the following Eq. (1): P (E, B) = argmax P (B) *P (E|B)
Where, P (B) and P (E|B) are the output results obtained from the LM and TM respectively
RESULT, EVALUATION, AND COMPARISON
The phrase-based English to Bodo SMT system has been trained with the General and Newspaper domains E-BPTC separately. The SMT system has been examined several times with various numbers of General and Newspaper domains English-Bodo parallel sentences separately and achieved various translation results. One thing has been noticed from the translation results that the quality of the translation results can be increased by increasing the sizes (number of sentences) and quality of the parallel corpora to train the SMT system. Lastly, the number of words and sentences which have been used in the two domains E-BPTC for training the SMT system are shown in Table 4 . Finally, the accuracy of the translation results has been evaluated using two evaluation techniques viz. manually and automatically. In the manually evaluation technique, a linguistic person Mr. Dwipen Baro (Assistant Professor, Department of Bodo, Dhamdhama Anchalik College, Nalbari, Assam) has been evaluated the SMT system manually in terms of level of Translation Accuracy (TA) i.e. adequacy and fluency. The levels of TA (in terms of percentage) of the General and Newspaper domains E-BPTC in the SMT system are shown in Table 5 and compared in Figure 4 . In the automatic evaluation technique, BLEU (Bilingual Evaluation Understudy) technique has been used to evaluate the quality of the translation results. BLEU is the best and useful technique for automatic evaluation of any SMT system. The BLEU technique was developed by Kishore Papineni [2] . The BLEU scores of the General and Newspaper domains E-BPTC in the English to Bodo SMT system are shown in Table 6 and compared in Figure 5 . Figure 5 . Comparison between the BLEU scores of the two domains E-BPTC BLEU score can be increased by increasing the sizes of the parallel corpora. Good quality parallel corpora may also enhance the BLEU score.
CONCLUSION AND FUTURE RESEARCH WORK
Though corpus construction is a very difficult and laborious task, but it could be enhanced in language education, language technology, linguistic research, and NLP tasks. In this paper, the General and Newspaper domains E-BPTC have been constructed using E-BPTC creator tool and the English-Bodo SMT system has been developed using PBSMT approach with the help of the General and Newspaper domains parallel corpora separately. A total number of 10,500 (ten thousand five hundred) English-Bodo parallel sentences in the two domains parallel text corpora have been constructed and prepared to train the English to Bodo SMT system. Finally, the SMT system has been tested with various numbers of parallel sentences of the two domains parallel corpora separately and achieved different translation results. Although the sizes of the two domains parallel corpora are not large, still relatively good translation results have been achieved in the system. The General and Newspaper domains E-BPTC may be useful as language resources for research scholars and other people who are interested in language learning, develop language technology, and linguistic research. Since North-East is a multilingual region and not much work has been done on corpus construction as well as machine translation for Bodo language. Hence, it can be expected that the English to Bodo SMT system would be immensely helpful for students, tourists, and other people of India, especially of North-East region of India.
