In this paper we present a method for the numerical evaluation of the ruin probability in continuous and finite time for a classical risk process where the premium can change from year to year. A major consideration in the development of this methodology is that it should be easily applicable to large portfolios. Our method is based on the simulation of the annual aggregate claims and then on the calculation of the ruin probability for a given surplus at the start and at the end of each year. We calculate the within-year ruin probability assuming a translated gamma distribution approximation for aggregate claim amounts.
INTRODUCTION
This paper presents a method for calculating the probability of ruin in continuous and finite time for a compound Poisson risk process where the premium rate is constant throughout each year but can change at the start of each year. We are interested in the case where the premium depends on the past aggregate annual claims experience and, in particular, where it depends on the surplus level at the end of the previous year or at some earlier time.
Our method involves simulating the aggregate claims for each year, calculating the premium to be charged each year given the past aggregate claim amounts, and then calculating the within year probability of ruin assuming a translated gamma distribution approximation to the surplus process. The translated gamma approximation uses ideas which go back at least to Seal (1978a) and has been used more recently by Dickson and Waters (1993, 2006) . It has its roots in Bohman and Esscher (1963) .
In Section 2 we set out our model and general procedure for calculating ruin probabilities in continuous and finite time. In Section 3 we give details of the translated gamma approximations we use to calculate the probability of ruin within each year, given the surplus at the start and at the end of the year. Details of our procedure to simulate ruin probabilities are given in Section 4. Wikstad (1971) and Seal (1978b) give values for the probability of ruin in finite and continuous time for some examples of a classical risk process (with constant premiums). In Section 5 we check the accuracy of our methodology by applying it to these examples and comparing our values with theirs.
In Section 7 we apply our method to a risk process where the premium at the start of each year depends on the current or a past level of the surplus. We consider several cases. We start by assuming that the premium for the coming year depends on the surplus at the end of the preceding year, i.e. on the current surplus. This is intuitively appealing but may not be practicable, since it requires the insurer to determine and charge the new premium instantaneously. In practice there may be some delay in setting a new premium rate so we also consider the case where the premium in the coming year depends on the surplus one year ago. In both cases, the higher the surplus, the lower will be the premium. The premium rate is set each year so that the probability of ultimate ruin from that time is always (approximately) equal to a pre-determined value. We do this using De Vylder's (1978) approximation; details are given in Section 6.
Our model is set in such a general way to make it easily adaptable to different situations. For instance, changing the premium strategy or weakening the homogeneity of risk conditions.
The problem of calculating the probability of ruin when the premium is a function of the surplus level at the end of the year has been studied by many authors, in most cases in infinite time. For example, Davidson (1969) let the safety loading decrease with an increasing risk reserve. Taylor (1980) and Jasiulewicz (2001) considered the case where the premium rate varies continuously as a function of the surplus. Petersen (1989) illustrates with a simple numerical method how the probability of ruin can be calculated when the general premium rate depends on the reserve. Dickson (1991) considered the case where the premium rate changes when the surplus crosses an upper barrier. More recently, Cardoso and Waters (2005) presented a numerical method for calculating finite time ruin probabilities for the same problem. In a recent paper Malinovskii (2008) provides an analytical solution to a problem similar to ours, but only in the case where claim amounts are exponentially distributed.
The use of simulation to estimate ruin probabilities is not new. Dufresne and Gerber (1989) observed that the probability of ruin is related to the stationary distribution of a certain associated process and estimated it using simulation. Michaud (1996) simulated the jumps and interjump times for two models in order to approximate the probability of ultimate ruin. In his first model the surplus earns interest. In his second model the premium rate changes in continuous time, decreasing as the surplus increases, but without any rationale given for the different levels of the premium rate.
THE MODEL
We consider a risk process over an n-year period. We denote by S(t) the aggregate claims up to time t, so that S(0) = 0, and by Y i the aggregate claims in year i,
is a sequence of i.i.d. random variables, each with a compound Poisson distribution whose first three moments exist. We denote by l the Poisson parameter for the expected number of claims each year and by f (·, s) the probability density function (pdf ) of S (s) for 0 < s # 1.
Let P i denote the premium charged in year i and let U(t) denote the insurer's surplus at time t, 0 # t # n. We assume premiums are received continuously at a constant rate throughout each year. The initial surplus, u (= U(0)), and the initial premium, P 1 , are known. For i = 2, …, n, we assume that P i is a function of {U( j)} i -1 j =1 , the surplus at the end of each of the preceding years. For any time t, 0 # t # n, U(t) is calculated as follows:
where i is the integer such that t ! [i -1, i ), and where . 0
For i $ 2, the premium P i and surplus level U(i) are random variables since they both depend on the claims experience in previous years. Where we wish to refer to a particular realisation of these variables, we will use the lower case letters p i and u(i), respectively. The probability of ruin in continuous time within n years is denoted by c(u, n) and defined as follows:
Let c(u(i -1),1, u(i)) be the probability of ruin within year i, given the surplus u (i -1) at the start of the year, the surplus u (i) at the end of the year and the rate of premium income p i during the year. We will develop a formula for c(u(i -1),1, u(i)) following methods in Dickson and Waters (2006, Section 3.2) . Let D(u(i -1), 1, z) denote the probability that, starting from a surplus of u (i -1), ruin does not occur in the year and the surplus at the end of the year is greater than z. Then:
and so:
Using formulae (3.11) and (3.13) from Dickson and Waters (2006) and writing y = u(i), we have: 
In principle, formula (2.2) can be used to calculate values of c(u(i -1),1, u(i)).
We require values of the pdf f (·, s) for values of s from 0 to 1. Although these values can be calculated using well known recursive formulae, the number of values required can be prohibitively large, particularly if l is large, and so some approximate method of calculation is required. In the next section we give details of an approximate method for calculating this probability.
APPROXIMATE CALCULATION OF THE WITHIN-YEAR PROBABILITY OF RUIN
In this section we give details of our translated gamma method for approximating the within-year probability of ruin, c(u (i -1), 1, u (i)). Afonso (2008) gives more details of this method and also details of a different method involving approximation using a Brownian motion process. Since the latter produces generally inferior numerical results, no further details are given in this paper. The translated gamma approximation to the probability c(u (i -1), 1, u (i)) is based on replacing each pdf in formula (2.2) by an approximating gamma density chosen to match the first three moments. This is based on the methodology in Dickson and Waters (2006, formulae (4.7) & (4.9) ).
Let a, b and k be such that:
and let H(s) be a random variable with a gamma distribution with parameters as and b. Then for 0 < s # 1 the random variable H(s) + ks has a translated gamma distribution whose first three moments match those of S(s).
We can approximate c(u(i -1), 1, u(i)) by replacing each compound Poisson pdf in formula (2.2) by the pdf of H(s) + ks, with the appropriate value of s.
Let F G (·, s) and f G (·, s) denote the cumulative distribution function and pdf of H(s), respectively. In particular, we need to replace:
For this last relationship, note that for the compound Poisson process exp (-lt) is the probability of no claims in a time interval of length t. We approximate this by the probability that H(t) + kt is negative, which is F G (-kt,t).
Our translated gamma approximation to c(u(i -1),1, u(i)), which we denote by c TG (u(i -1),1, u(i)), is given by:
The advantage of using c TG (u(i -1),1, u(i)) as an approximation to c(u(i -1), 1, u (i)) is that there are well established and fast algorithms for calculating gamma densities so that the former can be calculated far more quickly and easily than the latter.
SIMULATION OF RUIN PROBABILITIES
Our goal is to estimate c(u, n). To achieve this we simulate N paths of the surplus process (2.1) at integer intervals, i.e. for t = 1, 2, …, n. Each path starts at u (=U (0)). The premium in the first year, P 1 (= p 1 ), is given. Let c j (u,n), j =1, 2, …, N, denote the estimate of c(u, n) from the j-th simulation. Our procedure for calculating c j (u, n) is as follows: (iii) If u(i) < 0 for any i, i =1, 2, …, n, then we set c j (u,n) = 1 and we start simu-
, as described in Section 3, and then calculate c j (u,n) as follows:
The mean of our N estimates, {c j (u,n)} N j =1 , is then our estimate of c(u, n) and we can use the sample standard deviation of the N estimates to calculate approximate confidence intervals for the estimate. We will denote our estimate c TG (u,n) .
A point to note about this procedure is that the size of the portfolio, as measured by the Poisson parameter, l, does not affect the scale of the calculations. Hence, this methodology can be applied as easily to large as to small portfolios. In fact, the larger the value of l, the more accurate the translated gamma approximations to the within-year ruin probabilities and the annual changes in surplus are likely to be.
ACCURACY OF THE PROCEDURE

General comments
Our methodology for estimating the probability of ruin in finite and continuous time is based on two approximations: (i) We simulate the annual aggregate claims using a translated gamma approximation. (ii) We estimate the within-year probability of ruin, given the starting and final surplus and the rate of premium income, using a translated gamma approximation.
We would expect our method to give reasonable approximations if the expected number of claims each year, l, is large and the individual claim size distribution does not have too fat a tail. Wikstad (1971) and Seal (1978b) provide values of ruin probabilities in finite and continuous time for some compound Poisson risk processes, in all cases with a fixed premium rate. We can test the accuracy of our method by applying it to their examples. The ruin probabilities in their examples range from practically zero to almost 1. We restrict our comparisons to cases where their value for the probability of ruin lies between 0.001 and 0.05, which we consider covers all values of practical interest.
In all the examples in this section we use 50000 simulations.
Examples
Example 1: Wikstad (1971) in his case IA considered exponentially distributed individual claims with mean 1 and with one claim expected each year (l = 1). Table 5.1 shows his values for selected cases and our estimates, c TG (u,n), of these values together with the standard errors of these estimates. In Table 5 .1, h denotes the premium loading factor, so that the premium rate each year is (1 + h), and c(u, n) denotes Wikstad's value.
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This is described by Wikstad as an attempt to model Swedish non-industrial fire insurance data from 1948-1951. Table 5 .2 shows values of the probability of ruin, with l = 1, in the same format as Table 5 .1.
Example 3:
Seal (1978b) also considered exponentially distributed individual claims with mean 1 and with one claim expected each year (l = 1). 
Example 4:
Closed formulas for the probability of ultimate ruin, denoted c(u), exist when individual claims have either an exponential or a mixed exponential distribution. See, for example, Gerber (1979) , pages 115-117. We can test our methodology by calculating c TG (u,n) for very large values of n and l for both claim size distributions and comparing the results with the exact values of c(u). Results are shown in Tables 5.4 and 5.5 for n = l = 1000 for the following two claim size density functions:
(mixed exponential, mean = 238.095, variance = 131.519) 
Conclusions
The comparisons between c(u, n) and c TG (u, n) in Tables 5.1 to 5.5 are somewhat unfair since in each case the exact value, c(u,n) is based on a process where one claim is expected each year whereas our approximation has been developed to work well with portfolios where large numbers of claims are expected each year. Nevertheless, the approximate values are very close to the exact values in almost all cases. The exceptions are values for u = 10, n = 1 in Table 5 .2. These are extreme cases since not only is just one claim expected in the one year time interval, but also the claim size distribution, P(x), was described by Wikstad (1971) himself as 'extremely skew'.
THE PREMIUM AS A FUNCTION OF THE SURPLUS
In some of the applications of our methodology in Section 7 we will determine the premium rate at the start of each year as a function of the surplus level. The higher the surplus, the lower will be the premium. More precisely, for i $ 1 we write P i , the premium rate to be charged in the i-th year, as h(u(t i )), where h is some function which we will specify below and t i takes one of two values:
In the first case, P i depends on the surplus at the end of the preceding year, i.e. at the current time. This is the most intuitively appealing case. However, it may not be reasonable to expect the insurer to adjust the premium rate instantaneously, as this case requires. The other case allows for this by determining the premium as a function of the level of surplus one year earlier. We will also show results for t i = 0. In this case the premium is fixed throughout the term. Our methodology will work for any chosen function h(u(t i )). The function used in our examples, and the rationale underlying it, are described in this section.
Given the surplus u(t i ), we will determine P i so that the probability of ultimate ruin, assuming the premium rate does not change, is approximately some pre-determined level, for example 0.005. We want to keep the ultimate ruin probability unchanged, say as a risk mesure. We will use De Vylder's (1978) approximation to achieve this. Then De Vylder's approximation to the probability of ultimate ruin given initial surplus u(t i ), denoted c DV (u(t i )), is given by:
Given a pre-determined value for c DV (u(t i )), we can calculate numerically for any initial surplus the corresponding value of P and hence P i and hence the premium loading factor, h (= P i / (lm 1 ) -1). Formula (6.1) does not give a closed form solution for P i . Since we are going to have to calculate the premium for each year of each (of many) simulations, it is convenient to have a simple formula for h in terms of u(t i ). We achieve this using Excel by calculating the values of u t i for a range of values of the safety loading using formula (6.1) and then fitting a power function (using Add trendline), so that;
for some parameters A and B.
For small values of u(t i ) De Vylder's approximation can give uncomfortably large values for the premium loading factor. De Vylder (1978, page 118) says that for very small values of u 'the accuracy (of his approximation) is not so good'. For this reason we put an upper bound of 100% on the premium loading factor, so that:
In our applications in Section 7 we will use two 'target' probabilities of ultimate ruin, 0.005 and 0.01, which we will denote T1 and T2, respectively, and three different individual claim size distributions: exponential, gamma and lognormal with moments as shown in Table 6 .2 shows for each of the three distributions and for the two target probabilities of ultimate ruin the values of the parameters A and B to be used in formula (6.2). Formula (6.2) is the way we choose as an attempt to control the surplus process by adjusting the premium each year so that the probability of ultimate ruin has a given target value. This is necessarily a somewhat crude attempt since a two parameter function does not fully reflect the behavior of the premium loading, h, as the surplus varies. We can check the accuracy of this formula by calculating the (approximate) probability of ultimate ruin using formula (6.1) for selected values of the initial surplus, u, and the fitted premium loading, h(u) (= Au B ). Some results are shown in Tables 6.3 and 6.4 for some values of u of interest in our examples. In principle, the results in these tables should be close to the target value for c(u), either 0.005 or 0.01. In practice, this is often not the case. The differences between the target and calculated probabilities of ultimate ruin arise from the inaccuracy of the fit of the two parameter power function (over a large range of values of u) and the sensitivity of c(u) to the premium loading, h. A further point to bear in mind is that even if the values in Tables 6.3 and 6.4 are close to the target probability of ruin, the actual probability of ultimate ruin for the premium loading factor h and the given Tables 6.3 and 6.4 are based on De Vylder's approximation, which in turn is based on a process with exponentially distributed claim amounts. If the actual process has, for example, lognormally distributed claim amounts, then the actual probability of ultimate ruin may differ from the value shown in Table 6 .4. Despite these shortcomings, we regard our approach to adjusting premiums, as described above, as having a sounder basis than an ad hoc method.
APPLICATIONS
Scenarios
In our numerical examples, we will consider:
(i) a finite term of 10 years, which we consider to be a reasonable planning horizon, (ii) two target probabilities of ultimate ruin: 0.005 (T1) and 0.01 (T2), (iii) three methods for calculating the premium, all of them with the same target for the probability of ultimate ruin: P1: t i = 0, so that the premium is fixed throughout the 10 years at the level which would achieve (approximately) the target probability of ultimate ruin, P2: t i = i -1, so that the premium is adjusted at the start of each year according to the current level of the surplus, and, P3: t i = max(i -2, 0), so that the premium is adjusted at the start of each year according to the level of the surplus one year ago. (iv) two algorithms for calculating the Poisson parameter for the expected number of claims. These are: N1: l = 1000 so that the Poisson parameter is constant from year to year. N2: l varies from year to year between 800 and 1200. More precisely, let l ij denote the Poisson parameter in the i-th year for the j-th simulation. Then {l ij } is a set of independent and identically distributed random variables, each with a uniform distribution on the interval [800, 1200] . In this case, the premium is calculated using the mean value of l ij , so that:
In our examples the Poisson parameter is simulated for each of the 10 years for each of the 50 000 simulations and then these simulations of the aggregate annual claims are used for a given combination of T and P.
Scenario N1 is the classical model for claim numbers. However, Daykin et al (1996) suggest that this scenario may not capture the full variability of the claim number process in practice. They say on page 329, 'each (claim number) process is a superimposition of trends, cycles and short-term fluctuations', and also that, 'It seems clear that business cycles are so common in general insurance, and their impact so profound, that any risk theory model which claims to describe real-life situations must permit the user to evaluate the impact of any cycles which may be present.' Figure 12 .2.1 of Daykin et al (1996) shows some examples of the variability of the claim ratio (claims/premiums) for general insurance. Our scenario N2 is an attempt to produce this variability through a variable Poisson parameter.
Exponential claim amounts
Tables 7.1 and 7.2. show results for exponentially distributed claim amounts separately for the two target probabilities of ruin, T1 and T2, and within each table for each combination of scenarios N and P.
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(i) Standard deviations of our estimates of c TG (u,10) (not shown) are all very small, ranging from 3.42E-09 (T1/N1) to 4.56E-06 (T2/N2). (ii) For the combination N1/P1, the values of c TG (u,10) are very close to the values in Table 6 .3, as we would expect them to be. (iii) For lower values of u we have the following ordering for ruin probabilities as functions of the premium scenario: P2 > P3 > P1. As u increases, the ordering switches to: P3 > P2 > P1, then to: P3 > P1 > P2, and eventually to: P1 > P3 > P2. We can see this in detail in Afonso (2008) . (iv) Varying the Poisson parameter, scenario N2, increases the probability of ruin considerably, as we would expect.
We can gain some insight into the causes of ruin, or at least end of year, as opposed to within-year, ruin, by recording some information from those simulations which result in end of year ruin, i.e. for which u(i) < 0 for some i. Table 7 .3 shows the following information for scenarios T1/N1 and T2/N2 and for a low and a high value of the initial surplus:
P The premium scenario. Prop The proportion of the probability of ruin in Table 7 .1 or 7.2 attributable to end of year ruin. Avg i The mean of the year in which end of year ruin occurs. Avg u(i -1) The mean of the surplus at the start of the year of ruin.
Avg l The mean Poisson parameter in the year of ruin. This is always 1 000 for N1. Avg p i The mean premium in the year of ruin. Avg y i The mean aggregate claims in the year of ruin. All these items, except r y i -1,y i , are recorded from the 50 000 simulations used as the basis for Tables 7.1 and 7.2. The correlation coefficient, r y i -1,y i , has been calculated from a separate set of 200 000 simulations using data from simulations where end of year ruin occurs after the first year. Also, we used 20 000 simulations from the referred 50000 only for the N2 case because of the size of the file.
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(a) The proportion of the probability of ruin due to end of year ruin does not depend very much on the premium calculation scenario, but does depend on the initial surplus. This proportion will depend on the Poisson parameter: a smaller value for this parameter, and hence fewer expected claims each year, will increase the proportion of the probability of ruin due to end of year ruin. (b) The average aggregate claims in the year of ruin is significantly higher than the expected aggregate claims. (c) The correlation between aggregate claims in the year before ruin, y i -1 , and the year of ruin, y i , is negative for all premium scenarios. (d) The average surplus at the start of the year of ruin does not depend to any great extent on the initial surplus. It is comparable for P1 and P3, but noticeably higher for P2.
(e) The average premium in the year of ruin is comparable for all three premium scenarios. (f) The average number of years until ruin is higher for P3 than for P2 and almost always higher for P2 than for P1.
An additional point for scenario N2 is that:
(g) The average value of the Poisson parameter in the year of ruin, around 1 160, is near the upper end of its range.
It is not surprising that, however the premium is calculated, heavier than expected claims are associated with ruin (point (b)), or that, for N2, a large value for the Poisson parameter can lead to a large value for the aggregate claims (point (g)) and then to ruin. Where the premium depends on the surplus at the start of the current year, scenario P2, the implication of points (b), (c) and (d) is that a major factor causing (end of year) ruin is a year of relatively light claims, and hence a lower premium in the following year, followed by a year of heavier than expected claims.
The 'ruin profile' statistics for P1 and P3 are very similar. This is not surprising since, typically, the average number of years until end of year ruin for P3 is four or less and for the first two years the premiums will be the same for these two scenarios.
More details can be found in Afonso (2008) .
Gamma and lognormal claim amounts
Tables 7.4, 7.5, 7.6 and 7.7 show results for gamma and lognormally distributed claim amounts in the same format as Tables 7.1 (u,10) are close to the values in Table 6 .3, though not as close as in the case of exponential claim amounts. This is to be expected since the values in Table 6 .3 are based on De Vylder's approximation, which is exact for exponential claim amounts. (iii) As for exponential claims, for lower values of u we have the following ordering for ruin probabilities as functions of the premium scenario: P2 > P3 > P1. As u increases, the ordering switches to: P3 > P2 > P1, then to P3 > P1 > P2, and eventually to: P1 > P3 > P2. We can see this in detail in Afonso (2008) . (iv) Varying the Poisson parameter, scenario N2, increases the probability of ruin considerably, as it did for exponential claims.
Tables 7.8 and 7.9 show statistics for end of year ruin for gamma and lognormal claims, respectively, in the same format as Table 7 .3. These statistics lead us to the same conclusions about the major causes of ruin as those stated at the end of Section 7.2. Compared to the case with exponential claims, the increase in the average surplus at the start of the year of ruin is linked directly to the increase in the average aggregate claims, which, in turn, is linked to the greater variability of aggregate claims when individual claims have a gamma or lognormal distribution. See 
