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ON THE BEHAVIOUR OF ROOT NUMBERS IN FAMILIES OF
ELLIPTIC CURVES
H. A. HELFGOTT
Abstract. Let E be a one-parameter family of elliptic curves over Q. We prove that the
average root number is zero for a large class of families of elliptic curves of fairly general
type. Furthermore, we show that any family E with at least one point of multiplicative
reduction over Q(T ) has average root number 0, provided that two classical arithmetical
conjectures hold for two polynomials constructed explicitly in terms of E . The behaviour
of the root number in any family E without multiplicative reduction over Q(T ) is shown
to be rather regular and non-random; we give expressions for the average root number
in this case.
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1. Introduction
The precise statement of the main results (listed and discussed in §2.3) requires a
non-trivial amount of definitions and notation. Let us first discuss problems and results
informally.
1.1. Summary of results. Let E be an elliptic curve over Q. Its root numberW (E) = ±1
is the sign of its functional equation:
N (2−s)/2E (2π)s−2Γ(2− s)L(E, 2 − s) =W (E)N s/2E (2π)−sΓ(s)L(E, s),
where NE is the conductor of E. Given an elliptic curve1 E over Q(T ), one may ask how
W (E (t)) varies as t ∈ Q varies.
The natural expectation is that W (E (t)) be equidistributed. We will see that this
holds in a strong sense whenever E has at least one place of multiplicative reduction,
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1 We will speak interchangeably about a family of elliptic curves over a field K and an elliptic curve
over K(T ). In other words, we will always understand family to mean family fibred over the projective line.
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provided that two standard arithmetical conjectures hold. Since the conjectures have
been proved in some cases, the result is unconditional for some families. If E has no places
of multiplicative reduction, the average of W (E (t)) need no longer be zero; we will obtain
an expression for the average as an infinite product.
If the equidistribution of W (E (t)) were proven unconditionally for any E for which our
results are merely conditional, a standard and currently intractable conjecture in number
theory would follow. Thus, we seem to be closing the subject of the distribution of the
root numbers of elliptic curves for the time being.
The behaviour of W (E (t)) will be shown to depend strongly on the arithmetic of Z.
Consider the following examples, for which our results are unconditional:
y2 = x3 − (t− 1)2tx/48− (t− 1)3t/864 has av. root number 0 for t ∈ Z
y2 = x3 − x/12 − (11 + t)/864 has av. root number 0 for t ∈ Q
y2 = x3 − x/16 − (2 + 7t)/864 has av. root number 0 for t ∈ Q
y2 = x3 − 148 (2− 4t+ t2)x− 1864 (3 + 9t− 6t2 + t3) has av. root number 0 for t ∈ Q
y2 = x(x+ a)(x+ b) has av. root number 0 for a, b ∈ Z.
(Here “av.” stands for “average”. When taking averages over Q, we order Q by height;
see §2.1.) We will see that the fact that the first family has average root number 0 over
every arithmetic progression is equivalent to the fact that the Liouville function λ (or the
Mo¨bius function µ) averages to zero over every arithmetic progression. The remaining
examples follow from (and imply) particular cases of the recently solved parity problem
for degree 3 ([20], [19]; cf. [11], [16], [17]). The last example does not require the apparatus
developed in the body of this paper, and will be dealt with briefly (Prop. C.2). It reduces
to essentially the same problem as the second example.
Consider now the following example:
E : y2 = x3 − 1
48
f1(t)f2(t)(f1(t)
3 − f2(t)3)2x− 1
864
(f1(t)
3 + f2(t)
3)(f1(t)
3 − f2(t)3)3,
where f1(t) = −5 − 2t2, f2 = 2 + 5t2. We will prove (unconditionally) that E (t) has
average root number −0.15294 . . . as t varies over Q (B.34). Notice that the family has
no points of multiplicative reduction as a curve over Q(T ); only when this is the case can
the average be non-zero over Q. (The exclusion of all other cases is conditional on the
conjectures already mentioned.)
Given any family E without points of multiplicative reduction over Q(T ), we will express
the average root number of E (t) for t varying over Q or Z as an infinite product (§7.4,
(7.21) and (7.22)).
* * *
Applications. Joint work with B. Conrad and K. Conrad ([5]), stemming from the
present paper, has shown that, over function fields Fq(u), there are families E with places
of multiplicative reduction and constant root number. At issue is a deep difference between
the arithmetic of Z and the arithmetic of Fq(u) ([4]).
If the Birch-Swinnerton-Dyer conjecture holds, then rank(E (t)(K)) ≥ rank(E (K(T )))+
1
2(1 − W (E (t))(−1)rank(E (K(T )))) for all but finitely many t ∈ K (by the specialisation
theorem; vd. [35], Thm. C). Thus, the average root number gives a lower bound for the
rank; this fact is used in [5] to construct families with excess rank. The distribution of
the root number is also crucial to issues of the distribution of the zeroes of L-functions of
elliptic curves; see [24] for an application of the main result of the present paper.
ON THE BEHAVIOUR OF ROOT NUMBERS IN FAMILIES OF ELLIPTIC CURVES 3
1.2. The analytical crux of the problem. It is well-known that there is a general
expression
(1.1) W (E) = −
∏
p
Wp(E),
whereWp is a function defined on elliptic curves over Qp (the local root number). However,
we cannot conclude that
(1.2) avZW (E (n)) = −
∏
p
∫
Zp
Wp(E (x))dx (FALLACY!)
where avZ f(n) is the average limN→∞ 1N
∑N
n=1 f(n). One simply cannot do this with
infinite products. In fact, there are many cases when (1.2) is false, though a different
expression for the average as a product of p-adic integrals is possible (Corollaries 7.4 and
7.5 and Propositions 7.9 and 7.10).
(Even if we did not have an infinite product, we would have to be a little careful.
Consider the function hp : Qp → C given by
hp(x) =
{
1 if x /∈ Q
0 if x ∈ Q.
The average of hp(x) over Z or Q has to be zero, since hp(x) is identically 0 on Q. At the
same time,
∫
Zp
hp(x)dx = 1, and 0 6= 1.)
Our main task will be to show that the infinite product W (E (t)) = −∏pWp(E (t)) can
be rewritten as a something close to finite product of functions that are locally constant
almost everywhere, times a function of the form λ(P (t)), where λ is the well-known Liou-
ville function and P is a polynomial. (We will actually be able to do this for all families
E over K(T ), where K is any global field of characteristic 6= 2, 3. Only Section 7 will be
specifically about K = Q.) Once we have rewritten the root number in this fashion, we
will be able to compute averages correctly.
The fact that avZW (E (n)) = 0 in the general case will be one of our two main condi-
tional results; it will be conditional on, and indeed shown to be equivalent to, a difficult
conjecture that remains open in general, viz., that λ(P (n)), P a polynomial, averages to
zero. The other main conditional result will be avQW (E (t)) = 0 – again, in the general
case; there are special families for which the average is non-zero, and we will classify them
and determine their average root numbers.
Our conditional results (avZW (E (n)) = 0, avQW (E (t)) = 0) are unconditional when
the polynomial P we must use is one of those for which the conjecture on λ(P (n)) has
been proven. Some of these cases of the conjecture are due to the author ([19], [20]).
1.3. Acknowledgements. The author is most grateful to H. Iwaniec for bringing the
main subject of this paper to his attention in the correct belief that an analytic problem
lurked under the surface. The advice of B. Conrad and K. Conrad was in general quite
valuable. Thanks are also due to C. Hall, for many conversations on elliptic curves, to G.
Harcos, for his advice on formalism, to S. Kobayashi, S. J. Miller, O. Rizzo and D. Rohrlich,
for discussions on their work, and to X. Xarles, who pointed out errors in the appendices.
The opinions of an anonymous referee also proved very useful. Some computations in the
appendices were done by SAGE v3.2.1, a free open-source mathematics software system.
2. Overview
2.1. Preliminaries.
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2.1.1. Fields, places and polynomials. By a global field we shall mean either (a) a number
field, or (b) a function field over a finite field.
LetK be a global field. Given a place v of K(T ), we define the homogeneous polynomial
Pv = y
degQQv(x/y) if v is given by a polynomial Qv ∈ K[t], and Pv = y if v = deg(den)−
deg(num). The choice among all Qv for a given v is arbitrary; thus, given a finite, non-
empty set V of places of K, we may assume Pv ∈ OK,V [x, y].
We say that f ∈ OK,V [x] (resp. f ∈ OK,V [x, y]) is square-free if there are no polynomials
f1, f2 ∈ K[x], f1 /∈ K (resp. f1, f2 ∈ K[x, y], f1 /∈ K) such that f = f21 · f2.
Let E be an elliptic curve over K(T ). Define the homogeneous polynomials
(2.1) ME =
∏
E has mult. red. at v
Pv , BE =
∏
E has q. bad red. at v
Pv,
where we say that E has quite bad reduction at v if every quadratic twist of E has bad
reduction at v. Both ME and BE are square-free. See §6.2.1 for criteria for determining
the reduction type.
2.1.2. Averages. We will average functions over the integers, over arithmetic progressions,
over subsets of Z2, and over the rationals; we will order Z2 and the rationals by height.
More precisely, we proceed as follows. Given a function f : Z → C and an arithmetic
progression a+mZ, we define
(2.2) ava+mZ f = lim
N→∞
1
N/m
∑
1≤n≤N
n≡a modm
f(n).
If ava+mZ f = 0 for all a ∈ Z, m ∈ Z+, we say that f has strong zero average over the
integers. Given a function f : Z2 → C, a lattice coset a + L ⊂ Z2 and a sector S ⊂ R2
(see §3.6), we define
(2.3) avS∩(a+L) f = lim
N→∞
1
|S ∩ (a+ L) ∩ [−N,N ]2|
∑
(x,y)∈S∩(a+L)∩[−N,N ]2
f(x, y).
Here and henceforth, |A| denotes the number of elements of a set A. We say that f has
strong zero average over Z2 if avS∩(a+L) f = 0 for all choices of S and a+ L.
Given a function f : Q→ Z, a lattice coset a+ L ⊂ Z2 and a sector S ⊂ R2, we define
(2.4) avQ,S∩(a+L) f = lim
N→∞
∑
(x,y)∈S∩(a+L)∩[−N,N ]2, gcd(x,y)=1,y 6=0 f(x/y)
|{(x, y) ∈ S ∩ (a+ L) ∩ [−N,N ]2 : gcd(x, y) = 1}| .
We say that f has strong zero average over the rationals if avQ,S∩(a+L) f = 0 for all choices
of S and a+L. We are making our definition of “strong zero average” strict enough for it to
be invariant under fractional linear transformations. Moreover, by letting S be arbitrary,
we allow sampling to be restricted to any open interval in Q. Thus our results will not be
imputable to peculiarities in averaging order or to superficial cancellation.
In all of the above averages, we allow the function f to be undefined for finitely many
possible values of the variables. (If we change f(7) and only f(7), the average avZ f(n)
does not change; hence we may take the average of a function that is undefined at 7 and
only at 7.)
We say that only a zero proportion of all integers n satisfy a given property P if
|{1 ≤ n ≤ N : P(n) holds}| = o(N). Similarly, we say that only a zero propor-
tion of all pairs (x, y) of coprime integers satisfy a property P if |{(x, y) ∈ [−N,N ]2 :
x, y are coprime and P(x, y) holds}| = o(N2).
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2.2. Assumptions. By Theorem 0.0 (X(P ), Y(Q)) we mean a theorem conditional on
hypotheses X and Y in so far as they concern the objects P and Q, respectively. A result
whose statement does not contain parentheses after the numeration should be understood
to be unconditional.
Hypothesis A1(P ). Let P ∈ Z[x] be given. Only for a zero proportion of all integers n
do we have a prime p >
√
n such that p2|P (n).
Hypothesis A2(P ). Let a homogeneous P ∈ Z[x, y] be given. Only for a zero proportion of
all pairs of coprime integers (x, y) do we have a prime p > max(x, y) such that p2|P (x, y).
Hypotheses A1(P ) and A2(P ) are believed to hold for all square-free P . The abc-
conjecture would imply as much ([12], Thm. 8). We know A1(P ) (resp. A2(P )) uncondi-
tionally when P has no irreducible factor of degree larger than 3 (resp. larger than 6). See
[9], [10], [13]; vd. [18] for sharper bounds.
Hypothesis B1(P ). Let P ∈ Z[x] be given. Then λ(P (n)) has strong zero average over
the integers.
Hypothesis B2(P ). Let a homogeneous P ∈ Z[x, y] be given. Then λ(P (x, y)) has strong
zero average over Z2.
(Recall the Liouville function λ(n) =
∏
p|n(−1)vp(n).) Hypotheses B1(P ) and B2(P )
are believed to hold for all non-constant, square-free P . (This is a conjecture of Chowla’s
([2], p. 96), closely related to the Bunyakovsky/Schinzel conjecture on primes represented
by polynomials.) The prime number theorem implies B1(P ) and B2(P ) for degP = 1;
essentially the same analytical techniques suffice to prove B2(P ) for degP = 2. Hypothesis
B2(P ) has been proved ([19]) for degP = 3 by a parity-breaking approach. It has also
been proved recently for degP = 4 and P the product of 4 distinct linear factors [14]; it
is quite possible that a similar approach will eventually prove B2(P ) for degP > 4, P a
product of arbitrarily many distinct linear factors.
2.3. Main results.
Main Theorem 1 (A1(BE (t, 1)), B1(ME (t, 1))). Let E be a family of elliptic curves over
Q. Assume that ME (t, 1) is not constant. Then t 7→ W (E (t)) has strong zero average over
the integers.
Main Theorem 2 (A2(BE ), B2(ME )). Let E be a family of elliptic curves over Q.
Assume that ME is not constant
2. Then t 7→ W (E (t)) has strong zero average over the
rationals.
We will also be able to prove that we can go in the other direction: If A1(BE (t, 1)) (resp.
A2(BE )) is assumed, then B1(ME (t, 1)) (resp. B2(ME )) holds if and only if W (E (t)) has
strong zero average over the integers (resp. over the rationals). Since B1(P ) (resp. B2(P ))
does not hold for P constant, the case ME (t, 1) = 1 (or, respectively, ME = 1) is not
covered by Main Theorem 1 (or, respectively, Main Theorem 2). In that case, we will be
able to express ava+mZW (E (t)) and avQ,S∩LW (E (t)) as infinite products (Propositions
7.9 and 7.10).
2In other words, assume that E has at least one point of multiplicative reduction over Q(T ).
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2.4. Generalisations. Let E now be an elliptic curve over K(T ), where K is either a
number field or a function field. The root number W (E (t)) can be described in the same
way whether or not K = Q (Thm. 6.6). Consider first the case of K a number field. The
analogues of Aj(P ) (resp. Bj(P )) could then probably be proved for degP ≤ 6 (resp.
degP ≤ 3), just as for K = Q; they are certainly believed to hold in general. It is not
clear what the most natural convention for averaging W (E (t)) is, since there will usually
be infinitely many elements of K of height below a given constant; Thm. 6.6 ought to yield
average zero under any reasonable convention, but a fair amount of ad-hoc work would
be required for any given one. Note that, for a generic number field K, the functional
equation is still conjectural; the root number W (E) has to be seen as defined by the
product of local root numbers that is used to compute it.
Let K be a function field. Then we face a qualitatively different situation: on the one
hand, A1(P ) and A2(P ) are known to hold for all square-free P ([27], [26]); on the other
hand, B1(P ) and B2(P ) are false for some non-constant, square-free P ([4]). There are
families E over K(T ) with W (E (t)) constant and ME 6= 1 ([5]).
We will express the average ofW (E (t)) as an infinite product when E is a family without
multiplicative reduction over K(T ), where K = Fq(u) and q is not a power of 2 or 3. The
key intermediate result (Thm. 6.6) is valid over any global field of char. 6= 2, 3. Families
of elliptic curves over function fields of char. 2 or 3 present technical difficulties due to the
ubiquity of wild ramification.
2.5. Relation to the previous literature.
2.5.1. Algebraic aspect. The decomposition of the root numberW (E) into local root num-
bers is a classical result [7]. The local root numbers at places with residue field charac-
teristic 6= 2, 3 were made explicit by Rohrlich ([30], [31], [32]). The case of residue field
characteristic 3 was made explicit by Kobayashi ([22]); the resulting expressions are com-
plicated enough that a similar treatment of residue field characteristic 2 is likely to be
nearly unworkable. (Note added during editing: There is some very recent work (over
number fields) due to Dokchitser and Dokchitser [8] on the case of residue field charac-
teristic 2. There is also some unpublished work by D. Whitehouse.) Over Q, the root
numbers W2(E), W3(E) were described in lengthy tables by Halberstadt ([15]); no clear
pattern is discernible. As a consequence, much work on root numbers up to now ([29], [37])
has had to involve either very substantial case-work or limitations to certain convenient
congruence classes.
In §4, we will show that every local root number W (E (t)) is locally constant almost
everywhere – not a surprise – and, moreover, that it has a very regular kind of behaviour
at the points t where it is not locally constant. This qualitative characterisation allows us
to work with the local root numbers at all places of a number field (or of a function field
of char 6= 2, 3) with essentially no case-work.
2.5.2. Analytic aspect. Starting with [30], there was a series of papers ([23], [32], [28], [29],
[37]) on average root numbers in one-parameter families. The cases treated in [23], [28]
and [29] all lack multiplicative reduction, and thus sometimes have a non-zero average
root number, which may be computed with the methods developed in the present paper
(Propositions 7.9 and 7.10). Note that the family treated in [29] has non-zero average
root number over Z, but not over Q; we will see an example of a non-constant family with
non-zero average root number over Q in §7.4. It was intimated in [23] that the case of
multiplicative reduction (identified by a certain technical condition, rather than reduction
type) presented essential analytical difficulties. The likelihood of a relation of some sort
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between root number problems and the parity problem was already intuited by S. Wong
[37]. One of the main points of this paper is to establish a precise relation.
Our main intermediate result (Thm. 6.6; see also Prop. 6.5) is valid both over number
fields and function fields. Since, as it was pointed out by [4], the behaviour of the Liouville
function λ on function fields differs clearly from its behaviour on number fields, Thm. 6.6
would lead one to believe that there are families E over Fq(u, t) for which W (E (t)) cannot
have strong zero average over Fq(u). This was in fact shown to be the case in [5], which
stemmed in part from an early version of the present paper.
3. Notation
3.1. Fields and valuations. For us, a field K will be global if it is either a number field
or the function field of a curve over a finite field. We write MK for the set of all places of
K, and MK,∞ for the set of archimedean places of K. Given a finite, non-empty set V of
places of K containing MK,∞, we write OK,V for the ring of V -integers of K and IK,V for
the semigroup of non-zero ideals of OK,V . (The ring of V -integers OK,V is defined to be
OK,V = {x ∈ K : |x|v ≤ 1 ∀v ∈ MK \ V }.) By a prime we shall mean either a place not
in V or the prime ideal of OK,V corresponding thereto, where V is given.
We denote the algebraic closure of a field K by K, and its separable closure by Ks.
Given a global field K, a finite Galois extension L/K, and a prime ideal p of K, we denote
by Frobp the conjugacy class of Frobenius elements of p in Gal(L/K).
A field is local if (a) it is complete with respect to a non-trivial discrete valuation,
and (b) its residue field is finite. Given a local field K and its valuation v, a ball is a
set of the form {x ∈ K : v(x − x0) ≥ k}, where x0 ∈ K and −∞ ≤ k < ∞. (We
may also call such a ball an open ball, as it is open (and closed).) The valuation v is
always normalised so that its range is Z. The ring of integers OK of K is defined to be
OK = {x ∈ K : v(x) ≥ 0} = {x ∈ K : |x|v ≤ 1}.
By a punctured ball around x0 we mean a set of the form U \ {x0}, where U is any ball
around x0. In general, by a punctured neighbourhood around x0, we mean a neighbourhood
of x0 with x0 itself omitted.
3.2. Ideals. Let R be a Dedekind domain. Let a be a non-zero ideal of R. We let
sq(a) =
∏
p2|ap
vp(a)−1, λ(a) =
∏
p|a(−1)vp (a). By a|b∞ we will mean that p|b for every
prime ideal p dividing a.
3.3. Polynomials. Let R be a Dedekind domain; let K be its field of fractions. As is
standard, we define the resultant of two polynomials f, g ∈ K[x] to be the determinant of
the corresponding Sylvester matrix. Given two homogeneous polynomials f, g ∈ K[x, y],
we define the resultant to be the determinant of the Sylvester matrix
an · · · · · · a0 0 · · · 0
...
...
...
...
...
...
...
0 · · · an an−1 · · · · · · a0
bm · · · b0 0 0 · · · 0
...
...
...
...
...
...
...
0 · · · 0 bm bm−1 · · · b0

built up from the coefficients aj, bj of f(x, y) =
∑n
j=0 ajx
jyn−j, g(x, y) =
∑m
j=0 bjx
jyn−j,
where n = deg f , m = deg g.
If f, g ∈ R[x] are non-zero and coprime as elements of K[x], then Res(f, g) is an element
of R divisible by the ideal gcd(f(a), g(a)) for every a ∈ R. If f, g ∈ R[x, y] are non-
zero, homogeneous and coprime as elements of R[x, y], then Res(f, g) is an element of R
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divisible by the ideal gcd(f(a, b), g(a, b)) for every pair (a, b) ∈ R2 with gcd(a, b) = 1. More
generally, if (a, b) ∈ R2 satisfies gcd(a, b)|d for some ideal d of R, then gcd(f(a, b), g(a, b))
divides d ·Res(f, g).
3.4. Elliptic curves. Let E be an elliptic curve over a field K. We write E([m]) for the
set of points of order m on E, and Tℓ(E) for the Tate module. If K is a local field, we
denote the reduction of E by Ê. When we say that E has potentially good reduction over
K, we allow the possibility that E may actually have good reduction over K, as opposed
to additive, potentially good reduction; the same holds with “multiplicative” instead of
“good”.
3.5. Characters. A character of an abelian topological group G is a continuous homo-
morphism from G to the unit circle S1 ⊂ C. Given a global field K and a prime ideal p,
we denote by (·/p) the quadratic reciprocity symbol, that is, the character (·/p) on K∗p
given by
(x/p) =
{
1 if x = y2 for some y ∈ K∗p,
−1 otherwise.
3.6. Sectors and lattices. A lattice is a subgroup of Zn of finite index; a lattice coset
is a coset of such a subgroup. The index [Zn : L] of a lattice L is simply its index as a
subgroup of Zn, i.e., the number of elements of the quotient Zn/L. By a sector of Rn we
will mean a connected component of a set of the form Rn − (T1 ∩ T2 ∩ · · · ∩ Tn), where Ti
is a hyperplane going through the origin. (We will always have n = 2.)
3.7. Complex-valued functions. Let K be a field. By a complex-valued function on
P1(K) we will mean a function f : U → C defined on the complement U = P1(K) −
{x1, . . . , xn} of a finite set {x1, . . . , xn}; by a complex-valued function on A2(K) we will
mean a function f : U → C defined on the complement U ⊂ A2(K) of a finite set of
lines through the origin in A2(K). (As is usual, we write P1(K) for the projective line
K2/K∗, and A2(K) for the affine plane K2.) Two complex-valued functions on P1(K)
(or on A2(K)) will be regarded as identical if they agree on the intersection of their
domains of definition. We write CP1(K) for the set of all complex-valued functions on
P1(K), and CA2(K) for the set of all complex-valued functions on A
2(K). (Formally, we
may define CP1(K) as the set of all equivalence classes of pairs (U, f), where (U, f) ∼ (V, g)
if f |U∩V = g|U∩V ; the same may be done for CA2(K).)
4. Local root numbers
Let K be a local field of characteristic 6= 2, 3. Let E be an elliptic curve over K(T ).
We will investigate the local behaviour of t → W (E (t)); in particular, we will show that
t → W (E (t)) is locally constant almost everywhere. We will also see how t → W (E (t))
behaves at the points where it is not locally constant.
While we allow ourselves to assume that char(K) 6= 2, 3, we must include in our treat-
ment local fields K whose residue fields have characteristic 2 or 3, as such fields K arise
as localisations of number fields. Thus we cannot simply make use of formulae valid only
when the characteristic of the residue field is greater than 3 (Prop. 6.1).
Lemma 4.1. Let K be a local field. Let m ≥ 2 be an integer prime to the characteristic
of the residue field of K. Let a minimal Weierstrass model over K give an elliptic curve
E with good reduction. Then the map
E[m]→ Ê[m]
induced by the reduction of the model is a bijective homomorphism.
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Proof. The map is injective by [36], Ch. VII, Prop. 3.1(b) and a homomorphism by [36],
Ch. VII, Prop. 2.1. Since m is prime to the residue characteristic of K, the finite sets
E[m] and Ê[m] have the same cardinality, and thus an injective map from one to the other
must be a bijection. 
It has been pointed out by B. Conrad [6] that the following proposition can be derived
from a general result [21] on the local constancy of local systems over schemes of finite
type over local fields. A representation-theoretical argument is also possible ([33]). We
give an elementary proof.
Proposition 4.2. Let K be a local field. Let a1, . . . , a6 ∈ OK be the coefficients of a
Weierstrass model for an elliptic curve E with potential good reduction. Then there is an
ǫ > 0 such that any a1, . . . ,a6 ∈ OK with |aj−aj| < ǫ are the coefficients of a Weierstrass
model for an elliptic curve E with W (E) =W (E).
Proof. Let E acquire good reduction over a finite extension L/K. Then there is a change
of variables x′ = u2x + r, y′ = u3y + u2sx + t with u, r, s, t ∈ OL sending the original
model a1, . . . , a6 to a minimal model a
′
1, . . . , a
′
6 with good reduction. By Lem. 4.1, any
two distinct points P1, P2 ∈ E[m] have either |x(P1) − x(P2)| ≥ 1 or |y(P1) − y(P2)| ≥ 1
in the minimal model, with |x(P1) − x(P2)| < 1 occurring only if x(P1) = x(P2). Thus,
either |x(P1)− x(P2)| ≥ |u|−2 or |y(P1)− y(P2)| ≥ |u|−3 in the original model.
Let a1, . . . ,a6 ∈ OK satisfy |aj−aj | < |u|7. Then the same change of variables as above
will send a1, . . . ,a6 to a minimal model a
′
1, . . . ,a
′
6 ∈ OK , |aj−aj | < 1, describing an elliptic
curve E with good reduction. By Lem. 4.1, the maps E[ℓn] → Ê[ℓn] and E[ℓn] → Ê[ℓn]
induced by the reduction of the minimal models are bijective homomorphisms. There
is an isomorphism Ê[ℓn] ∼ Ê[ℓn], since the minimal models reduce to the same model
for Ê and Ê. Thus we have a bijective homomorphism ιn : E[ℓ
n] → E[ℓn] with |x(P ) −
x(ιn(P ))| < 1, |y(P )−y(ιn(P ))| < 1 in the minimal models, and |x(P )−x(ιn(P ))| < |u|−2,
|y(P )− y(ιn(P ))| < |u|−3 in the original models.
Now let γ ∈ Gal(K/K). Then, in the original models, |x(γ(P )) − x(γ(ιn(P )))| =
|γ(x(P ))−γ(x(ιn(P )))| < |u|−2, |y(γ(P ))−y(γ(ιn(P )))| < |u|−3 (since the norm is Galois-
invariant) and |x(γ(P )) − x(ιn(γ(P )))| < |u|−2, |y(γ(P )) − y(ιn(γ(P )))| < |u|−3. As we
would have |x(γ(ιn(P ))) − x(ιn(γ(P )))| ≥ |u|−2 or |y(γ(ιn(P ))) − y(ιn(γ(P )))| ≥ |u|−3
if γ(ιn(P )) were not equal to ιn(γ(P )), we can conclude that γ(ιn(P )) = ιn(γ(P )), i.e.,
ιn respects the action of the Galois group on E[ℓ
n] and E[ℓn]. Therefore, ιn induces an
isomorphism of Tate modules Tℓ(E)→ Tℓ(E) as Gal(K/K)-modules. Since E (and hence
E) has potentially good reduction, the root number W (E) (resp. W (E)) is determined by
the representation of the Weil group W (K) ⊂ Gal(K/K) on Tℓ(E) (resp. Tℓ(E)). Hence
W (E) =W (E). 
Proposition 4.3. Let K be a local field of characteristic 6= 2. Let a1, . . . , a6 ∈ K induce
a tuple (c4, c6,∆) ∈ K3 with c4 6= 0, ∆ = 0. Then there is a constant w ∈ {−1, 1} and an
ǫ > 0 such that any a1, . . . ,a6 ∈ K with |aj − aj| < ǫ and ∆ 6= 0 give a Weierstrass model
for an elliptic curve E with W (E) = w.
Proof. We may assume a1, . . . , a6 ∈ OK . We wish to show first that there is one change
of variables that sends any nearby a1, . . . ,a6 ∈ OK with ∆ 6= 0 to a minimal Weierstrass
model. Whether or not a change of variables x′ = u2x+ r, y′ = u3y + u2sx+ t (u, r, s, t ∈
OK , u 6= 0) sends a Weierstrass model over OK to another Weierstrass model over OK
depends on r, s and t only modulo u6OK ; small changes in u do not matter either. Since
{u ∈ K : 1 ≤ |u| ≤ C} is compact for any C, it follows that, if we need consider only
changes of variables with u bounded in norm from above, we may consider only a finite
10 H. A. HELFGOTT
number of changes of variables. This is indeed the case, as we must have |u| ≤ |c4|−1/4. For
each of these finitely many changes of variables, there is a neighbourhood V of (a1, . . . , a6)
such that either all (a1, . . . ,a6) ∈ V are sent to integer tuples (a′1, . . . ,a′6), or none of
them are. Let U be the intersection of all such neighbourhoods. Then U is an open set
for which there is a single change of variables sending any (a1, . . . ,a6) ∈ OK with ∆ 6= 0
to a minimal Weierstrass model.
We may now let that single change of variables act on (a1, . . . , a6) and its neighbourhood;
thus, we may assume that any (a1, . . . ,a6) ∈ U is minimal. Let V ⊂ U be the set of
all tuples (a1, . . . ,a6) ∈ U satisfying ∆ 6= 0, v(aj − aj) ≥ 0 and |j(a1, . . . ,a6)| > 1.
Then (a1, . . . ,a6) will have (a) split multiplicative reduction, (b) unsplit multiplicative
reduction or (c) additive, potentially multiplicative reduction depending on whether (a)
v(c4) = 0 and the reduction of a1, . . . , a6 describes a singular cubic with a split node, (b)
v(c4) = 0 and the reduction of a1, . . . , a6 describes a singular cubic with an unsplit node, (c)
v(c4) > 0. Thus, the reduction type is constant in the neighbourhood {(a1, . . . ,a6) ∈ U :
|aj −aj| < 1, |j(a1, . . . ,a6)| > 1} of (a1, . . . , a6). When an elliptic curve has multiplicative
reduction, the root number depends only on whether the reduction is split or unsplit;
when an elliptic curve has additive, potentially multiplicative reduction, the root number
depends only on K and the class of −c6 in K∗/(K∗)2 (vd. [32], Thm. 2, (ii); cf. [3], §3).
It follows that the root number is constant for all tuples (a1, . . . ,a6) with ∆ 6= 0 in an
open neighbourhood V0 ⊂ V of (a1, . . . , a6). 
Let us now examine each kind of reduction that an elliptic curve E over K(T ) may
have.
Lemma 4.4. Let K be a local field. Let E be an elliptic curve over K(T ). Suppose E has
a place of good reduction at (T − t0), where t0 ∈ K. Then there is a neighbourhood U of
t0 on which W (E (t)) is constant.
Proof. If E (t0) has potentially good reduction, apply Prop. 4.2. If E (t0) has potentially
multiplicative reduction, proceed as in the last paragraph of the proof of Prop. 4.3. 
Lemma 4.5. Let K be a local field. Let E be an elliptic curve over K(T ). Suppose E has
a place of multiplicative reduction at (T − t0), where t0 ∈ K. Then there is a punctured
neighbourhood U of t0 on which W (E (t)) is constant.
Proof. Let (c4, c6,∆) be parameters of a Weierstrass equation for E minimal over K(T )
with respect to the valuation induced by (T − t0). Then (T − t0) divides ∆ but not c4;
moreover, (T − t0) is absent from the denominators of the parameters a1, . . . , a6. Apply
Proposition 4.3. 
Lemma 4.6. Let K be a local field of characteristic 6= 2, 3. Let E be an elliptic curve over
K(T ). Suppose E has a place of additive, potentially multiplicative reduction at (T − t0),
where t0 ∈ K. Then there is a punctured neighbourhood U of t0 on which W (E (t)) depends
only on (t− t0) modK∗2.
Proof. Set t0 = 0 for notational simplicity. Let E be given by parameters c4, c6 ∈ K(T )
minimal with respect to the valuation vT induced by T . Let a ∈ K∗. For t ∈ aK∗2, we
may substitute t = a(t′)2 and obtain new parameters c′4(t
′) = c4(a(t′)2), c′6(t
′) = c6(a(t′)2)
describing an elliptic curve E ′ over K(T ′). Since vT (c4) = 4k + 2, vT (c6) = 6k + 3, we
obtain vT ′(c
′
4) = 4(2k + 1), vT ′(c
′
6) = 6(2k + 1), and thus E
′ has multiplicative reduction
over K(T ′) at T ′. The statement now follows by Lem. 4.5. 
Lemma 4.7. Let K be a local field of characteristic 6= 2, 3. Let E be an elliptic curve
over K(T ). Suppose E has a place of potential good reduction at (T − t0), where t0 ∈ K.
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Then there is a punctured neighbourhood U of t0 on which W (E (t)) depends only on
(t− t0) modK∗12.
Proof. Set t0 = 0 for notational simplicity. Let E be given by parameters c4, c6 ∈ K(T )
minimal with respect to vT . Since char(K) 6= 2, 3, the curve E acquires good reduction
over K(T 1/12). Let a ∈ K∗. For t ∈ aK∗12, we may substitute t = a(t′)12 and obtain
new parameters c′4(t
′) = c4(a(t′)12), c′6(t
′) = c6(a(t′)12) describing an elliptic curve E ′ over
K(T ′). Since E has good reduction over K(T 1/12), there is a non-negative integer k such
that vT ′(c
′
4) = 4k, vT ′(c
′
6) = 6k, vT ′(∆
′) = 12k. Thus E ′ has good reduction over K(T ′)
at T ′. Apply Lem. 4.4. 
Theorem 4.8. Let K be a local field of characteristic 6= 2, 3. Let E be an elliptic curve
over K(T ). Then, for every t0 ∈ P1(K), there is a punctured neighbourhood Ut0 of t0 such
that, for t ∈ Ut0 , the value of f(t) depends only on (t− t0) mod(K∗)12. (For t0 =∞, read
1/t instead of t− t0.)
Then, for every t0 ∈ K, there is a punctured neighbourhood Ut0 of t0 and a function
gt0 : K
∗/(K∗)n → C such that f |Ut0 (t) = g(t − t0) for all t ∈ Ut0 . (For t0 = ∞, read 1/t
instead of t− t0.)
Saying that the value of f(t) depends only on (t− t0) mod(K∗)n for t ∈ Ut0 is the same
as saying that f(t) = g(t) for all t ∈ Ut0 and some function g : K∗/(K∗)n → C.
Proof. Immediate from Lemmas 4.4–4.7. 
* * *
Let us see at what sort of conclusion we have arrived. What does Theorem 4.8 tell us
about the local root number W (E (t))?
Let f be any convex-valued function on P1(K), where K is a local field. Suppose that,
for every t0 ∈ P1(K), there is a punctured neighbourhood Ut0 of t0 such that, for t ∈ Ut0 ,
the value of f(t) depends only on (t − t0) mod(K∗)n. (For t0 = ∞, read 1/t instead of
t− t0.) Here n is a fixed integer; assume char(K) ∤ n. What can we say about f?
First of all, f is locally constant almost everywhere. This can be shown as follows.
Let the punctured neighbourhoods Ut0 be as above. Then {Ut0 ∪ {t0}}t0∈P1(K) is an open
cover of P1(K). Since P1(K) is compact, there is a finite subcover {Ut0 ∪ {t0}}t0∈S ,
S ⊂ P1(K) finite. The claim is that, for every t1 /∈ S, the function f(t) is constant in a
neighbourhood of t1. This is easy: the point t1 must lie in some set Ut0 , t0 ∈ S, t0 6= t1;
in that set Ut0 , f(t) depends only on (t − t0) mod (K∗)n; thus, f(t) is constant on the
set V = (t0 + (t1 − t0) · (K∗)n) ∩ Ut0 , which contains t1. Since char(K) ∤ n, the set (K∗)n
is an open subset of K∗ (this is a consequence of Hensel’s lemma) and so V is an open
neighbourhood of t1 on which f(t) is constant.
More can be said about such functions f . We could have proven that t → W (E (t)) is
locally constant almost everywhere directly from Lemma 4.4. What we proved in Theorem
4.8 is stronger. Here is a way to use this stronger kind of conclusion. It will be useful
later.
Lemma 4.9. Let K be a local field. Let n be a positive integer such that char(K) ∤ n.
Let f be a convex-valued function on P1(K). Suppose that, for every t0 ∈ K, there is a
punctured neighbourhood Ut0 of t0 such that, for t ∈ Ut0 , the value of f(t) depends only on
(t− t0) mod(K∗)n. Suppose also that f(t) ∈ Q for all but finitely many t.
Then, for every ball U = {x ∈ K : |x− x0| < r} with x0 ∈ K and r <∞,
(4.1)
∫
U
f(t)dt
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is a rational number.
We do not need any assumptions about what happens at infinity because we are working
on a neighbourhood U disjoint from infinity. (We do not consider an integral over all of
K because such an integral would not in general be finite.)
Proof. We can assume that each punctured neighbourhood Ut0 is a punctured ball around
t0, as we can simply replace each open set Ut0 by a punctured ball around t0 contained in
it. Since U is compact, there is a finite cover of U by sets of the form U ∩ (Ut0 ∪ {t0}).
In a local field, given two balls, either they are disjoint or one contains the other. (This
is so because local fields are non-archimedean.) Hence we actually have a cover of U by a
finite number of disjoint balls Ut0 ∪ {t0} contained in U . It will be enough to show that∫
Ut0
f(t)dt
is rational.
By the statement, the values of f(t) on Ut0 are rational (with finitely many exceptions)
and depend only on (t−t0) mod(K∗)n. The punctured ball Ut0 is of the form Ut0 = V0+t0
for some punctured ball V0 around the origin. We can write
(4.2)∫
Ut0
f(t)dt =
∑
g∈K∗/(K∗)n
∫
g(K∗)n∩V0
f(t+ t0)dt =
∑
g∈K∗/(K∗)n
f(g + t0)Area(g(K
∗)n ∩ V0),
where we write f(g) for the value taken by f(t+ t0) for all t ∈ g(K∗)n. We may assume
without loss of generality that V0 = {x ∈ K∗ : v(x) ≥ 0}. (This assumption is notationally
convenient.) To get that the integral in (4.2) is rational, it will be enough to show that
K∗/(K∗)n is finite and that every set of the form g(K∗)n ∩ {x ∈ K∗ : v(x) ≥ 0} has
rational area.
The quotient K∗/(K∗)n is finite by Hensel’s lemma. (It is here that we use the assump-
tion that char(K) ∤ n.) Every coset of (K∗)n can be written in the form a(K∗)n with
a ∈ K∗, 0 ≤ v(a) < n. Now
Area({x ∈ K∗ : v(x) ≥ 0, x ∈ a(K∗)n})
= Area({x ∈ K∗ : v(x) = 0, x ∈ a(K∗)n}) · (1 + q−n + q−2n + . . . )
=
1
1− q−n Area({x ∈ K
∗ : v(x) = 0, x ∈ a(K∗)n}),
where q is the number of elements in the residue field of K. Again by Hensel’s lemma, the
set {x ∈ K∗ : v(x) = 0, x ∈ a(K∗)n} is a union of (additive) cosets of pℓ for some fixed ℓ;
thus, its area is a multiple of q−ℓ, and, in particular, it is a rational number. 
We will need to know integrals such as (4.1) for the following reason. Say K is the
localisation Qp of Q at a prime p. Then the function t → Wp(E (t)) from Qp to {−1, 1}
induces a function from Q to {−1, 1}, simply by the inclusion Q ⊂ Qp. (We write Wp for
the local root number in the local field Qp.) We are interested in the average of Wp(E (t))
over Z. It is not hard to show that
(4.3) avZWp(E (t)) =
∫
Zp
Wp(E (t))dt.
(Here we use the fact that Wp(E (t)) is locally constant almost everywhere.) By Thm. 4.8,
it follows that avZWp(E (t)) is a rational number.
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Notice, moreover, that this is a rational number that can be computed in finite time
given the finite data describing Wp(E (t)). There should be no concerns about the com-
putability or constructibility of p-adic integrals of this kind. One can furthermore show
that the averages 1N
∑
1≤n≤N Wp(E (n)) not only converge to
∫
Zp
Wp(E (t)), but do so very
rapidly. (For more on rates of convergence, see Appendix A.)
We will not go into more details here, since we will prove more general results later. In
particular, we will see that equalities such as (4.3) hold for all products of finitely many
functions such as Wp(E (t)) (as opposed to just one individual function Wp(E (t)).
The key thing to realise here is that, as we saw in the introduction (§1.2), such equalities
are not in general true for infinite products. Now, the global root number – our central
object of study in this paper – is an infinite product W (E (t)) =
∏
vWv(E (t)). Our task
is then to re-express it as a finite product, or – when that is not possible – as the product
of a finite product and an infinite product of a special kind.
It is no wonder that reciprocity will play a role here. Indeed, the law of quadratic
reciprocity – just like higher reciprocity laws – can be expressed as the fact that
∏
v
(
a,b
v
)
=
1, where v goes over all places of a global field K and
(
a,b
v
)
is the Hilbert symbol. (More
about this later.) In other words, a product of Hilbert symbols over all but finitely many
places of K is equal to (the multiplicative inverse of) a finite product of Hilbert symbols.
This is what lies at the core of the following section.
5. Reciprocity and polynomials
5.1. Introduction. Characters to fixed moduli are harmless; characters to variable mod-
uli are not. Consider, for instance, the Jacobi symbol
( ·
·
)
, which is a character modulo b.
Suppose we know how to estimate sums of the form
(5.1)
∑
x,y≤N
x≡x0, y≡y0 modm
f(x, y)
for all m ∈ Z+, x0, y0 ∈ Z/mZ, where f : Z2 → C is some function. Then we know how
to estimate
(5.2)
∑
x,y≤N
(x
5
)
f(x, y)
but not how to estimate
(5.3)
∑
x,y≤N
(
x
y
)
f(x, y).
We may be able to estimate a sum such as (5.3) in some particular cases (see, for instance,
Appendix C); however, in general, a factor of
(
x
y
)
is a very great bother.
When we start to compute the averages of the root number W (E (t)), we shall have to
deal with sums such as
(5.4)
∑
x,y≤N
(
2x+ 7y
x2 + 3xy + 5y2
)
f(x, y).
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This looks at least as bad as (5.3). In fact, this sum is as nice as (5.2), in that it can be
computed given (5.1). The following observation is crucial:
(5.5)(
2x+ 7y
x2 + 3xy + 5y2
)
= (−1)(2x+7y−1)(x2+3xy+5y2)/4
(
x2 + 3xy + 5y2
2x+ 7y
)
= (−1)(2x+7y−1)(x2+3xy+5y2)/4
(
2
2x+ 7y
)(
2x2 + 6xy + 10y2
2x+ 7y
)
= (−1)P1(x,y)
(
(2x+ 7y) · x− xy + 10y2
2x+ 7y
)
= (−1)P1(x,y) ·
(−xy + 10y2
2x+ 7y
)
= (−1)P2(x,y) ·
(
y
2x+ 7y
)(
2
2x+ 7y
)(−2x+ 20y
2x+ 7y
)
= (−1)P3(x,y) ·
(
2x+ 7y
y
)(
2x+ 7y
2
)(
27y
2x+ 7y
)
= (−1)P4(x,y)
(
2x
y
)(y
2
)(2x+ 7y
27y
)
= (−1)P5(x,y)
(
x
y
)(
x
y
)
= (−1)P5(x,y),
where P1(x, y) = (2x+7y−1)(x2+3xy+5y2)/4+((2x+7y)2−1)/8, P2(x, y),. . . , P5(x, y)
stand for homogeneous polynomials on x and y. The factors
(
x
y
)
have cancelled out.
Notice that the procedure is basically the Euclidean algorithm.
(Of course, there are parts of (5.5) that are not quite right – we proceeded as if the
expressions inside a Jacobi symbol were always positive and odd, for instance. We can be
careless because this is an introductory sketch.)
The crucial thing here is to realise that an expression of the form (−1)P5(x,y) (where P5
is a polynomial) is much better to average against than
(
x
y
)
is. If we know (5.1), then we
can average ∑
x,y≤N
(−1)P5(x,y)f(x, y),
and thus we can average (5.4), which we have just shown to be the same.
In this section, we shall show that we can simplify matters as we just did whenever we
have a Jacobi symbol (or any reciprocity symbol like it) of the form
(
f(x,y)
g(x,y)
)
, where f
and g are homogeneous polynomials and either deg(f) or deg(g) is even. Happily enough,
either deg(f) or deg(g) will be even in all of our later applications.
5.2. Symbols and polynomials. We will find it convenient to work abstractly; that is,
we will work for a while with an abstract symbol (a|b) that is assumed to have all of the
properties that a suitably generalised quadratic reciprocity symbol must have. (It will
actually be better to work with a family of symbols (a|b)d, rather than a single symbol
(a|b).)
Our aim is to show that expressions of the form (f(x, y)|g(x, y)) can be simplified. Here
f and g are homogeneous polynomials.
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Let K be a global field. Let V ⊂ MK be a finite set of places including all the
archimedean ones. Consider a function
(5.6) (·|·)d : {a, b ∈ OK,V : b 6= 0, gcd(a, b)|d∞} → C
for every non-zero ideal d of OK,V . Assume that (·|·)d satisfies the following conditions for
some set C of functions from OK,V to C, some set of functions C
′ from K∗×K∗ to C and
all non-zero a, b, c ∈ OK,V :
(a) (ab|c)d = (a|c)d · (b|c)d,
(b) (a|bc)d = (a|b)d · (a|c)d,
(c) (a|b)d = (a+ bc|b)d,
(d) (a|b)d = fd,b(a) for a, b 6= 0, where fd,b ∈ C ,
(e) (a|b)d1 = fd1,d2(a, b)(a|b)d2 for a, b 6= 0, d1|d2 with gcd(a, b)|d∞1 , where fd1,d2 ∈ C ′,
(f) (a|b)d1 = gd1,d2(a, b)(a|b)d2 for a, b 6= 0, d2|d1 with gcd(a, b)|d∞2 , where gd1,d2 ∈ C ′,
(g) (a|b)d = fd(a, b) · (b|a)d for a, b 6= 0, where fd ∈ C ′.
(Each of these equations is meant to hold whenever all symbols on the right side are
defined. For example, (a) is applicable when gcd(a, c)|d∞, gcd(b, c)|d∞ and c = 0: by
(5.6), this is what must hold for (a|c)d and (b|c)d to be both defined.)
We will now define a set of functions D that we will use in our next result. (We will
later be able to show that, in the case we care about, all functions in D have some rather
nice properties.) Let D be the set of all complex-valued functions f on A2(K) of the form
f(x, y) = F1,1(P1(x, y)) · F1,2(P2(x, y)) · · ·F1,k(Pk(x, y))
· F2,1(Q1(x, y), R1(x, y)) · F2,2(Q2(x, y), R2(x, y)) · · ·F2,k′(Qk′(x, y), Rk′(x, y)),
where k, k′ are non-negative integers, F1,j ∈ C , F2,j ∈ C ′, Pj ∈ OK,V [x, y] is non-zero and
homogeneous, and, for each j ≤ k′, Qj, Rj ∈ OK,V [x, y] are non-zero, homogeneous and
coprime as elements of K[x, y].
Since F2,j(a, b) is undefined when a = 0 or b = 0, a function f(x, y) in D may be
undefined when x/y takes a value within a finite set (namely, the set of roots of F2,j(t, 1) =
0).
We recall that Res(f, g) stands for the resultant of f and g (§3.3).
Proposition 5.1. Let K be a global field; let V be a finite set of places of K including
all archimedean ones. Let D and (·|·) be as above. Let f, g ∈ OK,V [x, y] be non-zero,
homogeneous and coprime as elements of K[x, y]. Let d be an ideal of OK,V such that
Res(f, g)|d∞. Let d0|d∞. Then there is a function h in D such that
(f(x, y)|g(x, y))d = h(x, y)(x|y)(deg f)(deg g)d0
for all x, y ∈ OK,V with gcd(x, y) dividing d∞ and x/y outside a finite subset of P1(K).
The proof of the proposition mimics the Euclidean algorithm.
Proof. We may assume x, y 6= 0, f(x, y) 6= 0, g(x, y) 6= 0 throughout, as these conditions
hold for all x, y with x/y outside a finite subset of P1(K). If deg(g) = 0, the result
follows from condition (d). If deg(f) = 0, the result follows from (g) and (d). If f or g is
reducible, the statement follows by (a) or (b) from cases with lower deg(f) + deg(g). If f
is irreducible and g = cx, c a non-zero element of OK,V , then, by (a), (b), (c), (f) and (g),
(f(x, y)|g(x, y))d = (a0xk + a1xk−1y + · · · + akyk|cx)d
= (f(x, y)|c)d · (akyk|x)d
= (f(x, y)|c)d · (ak|x)d · (y|x)kd
= (f(x, y)|c)d · (ak|x)d · fkd (y, x)gkd,d0(x, y)(x|y)kd0
16 H. A. HELFGOTT
for some fd, gd,d0 ∈ C ′. The result then follows from (d), the definition of D and the
case of (constant|x)d, which we have already treated. The same works for f irreducible,
g = cy. The case of g irreducible, f = cx or cy follows from (g) and the above. For f , g
irreducible, deg(f) < deg(g), we apply (g). We are left with the case of f , g irreducible,
f, g 6= cx, cy, deg(f) ≥ deg(g). Write f = a0xk+ · · ·+akyk, g = b0xl+ b1xl−1y+ · · ·+ blyl.
Then
(f(x, y)|g(x, y))d = fd,b0d(x, y)(f(x, y)|g(x, y))b0d
= fd,b0d(x, y)(b0|g(x, y))b0d(b0f(x, y)|g(x, y))b0d
= fd,b0d(x, y)(b0|g(x, y))b0d(b0f(x, y)− a0g(x, y)|g(x, y))b0d
for all (x, y) ∈ O2K,V such that gcd(x, y)|d0 and b0f(x, y)−a0g(x, y) 6= 0. The coefficient of
xk in b0f(x, y)−a0g(x, y) is zero. Hence b0f(x, y)−a0g(x, y) is a multiple of y. Since f and
g are coprime as elements of K[x, y], the linear combination b0f(x, y) − a0g(x, y) cannot
be the zero polynomial; either it is a reducible polynomial or it is a non-zero constant
times y. The former case has already been treated. By (g), the latter case reduces to f
irreducible, g = cy, which is a situation we have already considered. 
5.3. Conclusions on quadratic reciprocity. Let K be a global field. Assume that the
characteristic of K is 6= 2. Let V ⊂MK be a finite set of places including all archimedean
ones. Define
(5.7) (a|b)d =
∏
p∈MK\V
p∤2d
(a/p)vp (b),
for all non-zero a, b ∈ K∗. For a = 0, b ∈ K∗, set (a|b)d = 1. (For further reference, note
that the condition p ∤ 2d in (5.7) is equivalent to p ∤ d when 2|d.)
Here (a/p) is simply the quadratic reciprocity symbol, meaning a non-trivial character
(·/p) on K∗vp given by
(5.8) (x/p) =
{
1 if x = y2 for some y ∈ K∗vp ,
−1 otherwise.
We want to prove that conditions (a)–(g) in subsection 5.2 hold. Let us define the sets
C and C ′ first, since the statements of conditions (a)–(g) involve these sets.
We define C to be the set of all functions f : OK,V → C of the form
f(x) = (x/p1) · (x/p2) · · · (x/pk),
where k is any non-negative integer and p1, p2, . . . , pk are finite places of K not in V . We
define C ′ to be the set of all functions g : K∗ ×K∗ → {−1, 1} of the form
(5.9) g(x, y) = g1(x, y) · g2(x, y) · · · gk(x, y),
where, for each j ≤ k, vj is a place of K and gj is a function from K∗vj/(K∗vj )2×K∗vj/(K∗vj )2
to {0,−1, 1}.
Corollary 5.2 (to Proposition 5.1). Let K be a global field with char(K) 6= 2; let V be
a finite, non-empty set of places of K including all the archimedean places. Let f, g ∈
OK,V [x, y] be non-zero, homogeneous, and coprime as elements of K[x, y]. Let d be a non-
zero ideal of OK,V such that Res(f, g)|d∞. Let d0|d∞. Let (·|·)d be as in (5.7). Then,
Then, for all x, y ∈ OK,V with x/y outside a finite subset of P1(K) and gcd(x, y)|d∞,
(5.10) (f(x, y)|g(x, y))d =
{
h(x, y) · (x|y)d0 if deg f , deg g are both odd
h(x, y) otherwise
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for some complex-valued function h on A2(K) of the form
(5.11) h(x, y) = g1(P1(x, y), Q1(x, y)) · g2(P2(x, y), Q2(x, y)) · · · · · gk(Pk(x, y), Qk(x, y)),
where, for each j ≤ k, vj is a place of K, gj is a function from K∗vj/(K∗vj )2 ×K∗vj/(K∗vj )2
to {−1, 1}, and Pj , Qj ∈ OK,V [x, y] are non-zero, homogeneous and coprime as elements
of K[x, y].
Proof. It is clear that, given our current definitions of C and C ′, the functions h(x, y) of
the form above are simply the elements of the set D defined in §5.2. (A function of the
form (P (x, y)/p) can be written in the form g(P (x, y), Q(x, y)), where Q is identically one
and g(x, y) = (x/p).) For the corollary to follow from Prop. 5.1, it remains only to check
that the symbols (a|b)d defined by (5.7) satisfy the properties (a)–(g) listed in §5.2 for all
a, b ∈ OK,V with b 6= 0, gcd(a, b)|d∞.
(a): This is true because a 7→ (a/p) is a multiplicative function.
(b): True by definition (5.7).
(c): This is true because (a/p) = (a + x/p) for all a /∈ p, x ∈ p, provided that p ∤ 2.
(This is why we omitted primes p dividing 2 from the product in (5.7).)
(d): This holds because (a/p) is a character of the multiplicative group of the residue
field of Kvp .
(e): By (5.7),
(a|b)d1
(a|b)d2
=
∏
p∈MK\V
p|2d2
p∤2d1
(a/p)vp (b).
Since (a/p) is the quadratic reciprocity symbol, it depends on a ∈ OK,V \ {0} only as an
element of K∗vp/(K
∗
vp )
2. The valuation vp(b) mod 2 depends on b only as an element of
K∗vp/(K
∗
vp )
2 (since the valuation of a square is even, i.e., ≡ 0 mod2), and so we are done.
(f): Same as (e).
(g): This is essentially the quadratic reciprocity law, and thus it will take the most
work to check. Let
(
a,b
p
)
be the quadratic Hilbert symbol, defined by
(5.12)(
a, b
v
)
=
{
1 if z2 = ax2 + by2 has a non-zero solution (x, y, z) ∈ Kv ×Kv ×Kv
−1 otherwise
for a, b ∈ K∗v , v a place of K. For any a, b ∈ OK,V with b 6= 0, gcd(a, b)|d∞,
(a|b)d =
∏
p∈MK\V
p∤2d
(a/p)vp (b) =
∏
p∈MK\V
p∤2d
p|b
(
b, a
p
)
,
since
(
b,a
p
)
= (a/p) for p ∤ a, vp(b) odd, and
(
b,a
p
)
= 1 for p ∤ a, vp(b) even (see, e.g., [25,
Prop. V.3.4]). Similarly, (b|a)d =
∏
p∈MK\V :p∤2d(b/p)
vp (a) =
∏
p∈MK\V :p∤2d,p|a
(
a,b
p
)
.
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Thus
(a|b)d
(b|a)d =
∏
p∈MK\V
p∤2d
(a/p)vp (b)
∏
p∈MK\V
p∤2d
(b/p)−vp (a) =
∏
p∈MK\V
p∤2d
p|b
(
b, a
p
) ∏
p∈MK\V
p∤2d
p|a
(
a, b
p
)−1
=
∏
p∈MK\V
p∤2d
p|ab
(
a, b
p
)−1
,
where we use the fact that
(
a,b
p
)−1
=
(
b,a
p
)
. (This is true for all Hilbert symbols ([25, Prop.
V.3.2 (iv)]); in the case of the quadratic Hilbert symbol, which is the one we are treating,
this follows easily from
(
a,b
p
)
=
(
b,a
p
)
(directly from the definition) and
(
b,a
p
)
= ±1.)
Now, since
(
a,b
p
)
= 1 for p finite and p ∤ a, b (see, e.g., [25, Prop. V.3.4]),
∏
p∈MK\V
p∤2d
p|ab
(
a, b
p
)−1
=
∏
p∈MK\V
p∤2d
(
a, b
p
)−1
.
The above is mostly language. Now we will use the product formula
(5.13)
∏
v∈MK
(
a, b
v
)
= 1
(vd. [25, Thm. VI.8.1]); this is in some sense the core of reciprocity (both quadratic and
higher). By (5.13), we now have
(5.14)
(a|b)d
(b|a)d =
∏
p∈MK\V
p∤2d
(
a, b
p
)−1
=
∏
v∈V ∪{p:p|2d}
(
a, b
p
)−1
.
For every place v, the map (a, b) 7→
(
a,b
v
)
is in fact a function on K∗v/K∗v
2×K∗v/K∗v 2, i.e.,
it depends on a and b only modulo (K∗v )2; this follows from the definition (5.12) of the
quadratic Hilbert symbol3. Hence (a|b)d(b|a)d is of the form (5.9). 
Remark. It should be clear from the proof that one should be able to prove similar
statements for higher reciprocity symbols defined in terms of the general Hilbert symbol for
arbitrary n (defined as in [25], Prop. V.3). We shall not need this, and will not elaborate
on this further.
Remark. This is as good a place as any to answer the following question: why do we
insist in statements of the form “for all (x, y) ∈ K×K satisfying gcd(x, y)|d0” rather than
simply requiring x and y to be coprime (that is, gcd(x, y) = 1)? The answer is that, if
OK,V is not a unique factorisation domain, there may be elements t ∈ K that cannot be
expressed as quotients t = x/y with x, y coprime.
3This is also true by definition in greater generality, with K∗v/K
∗
v
2 replaced by K∗v/K
∗
v
n. See the
definition in [25, p. 333].
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We will find the following consequence of Corollary 5.2 to be particularly useful. We
recall that Pw ∈ OK,V [x, y] is a homogeneous polynomial associated to a place w of K(T )
(see §2.1.1).
Corollary 5.3. Let K be a global field with char(K) 6= 2. Let w be a place of K(T ). Let
f ∈ (K(T ))∗ be a rational function with w(f) even.
Let V be a finite, non-empty set of places of K including all archimedean places. Let
d0 be a non-zero ideal of OK,V . Then, for all x, y ∈ OK,V with x/y outside a finite subset
of P1(K) and gcd(x, y)|d∞, the expression (f(x/y)|Pw(x, y))d can be written in the form
(f(x/y)|Pw(x, y))d0
= g1(P1(x, y), Q1(x, y)) · g2(P2(x, y), Q2(x, y)) · · · · gk(Pk(x, y), Qk(x, y)),
where vj is a place of K, gj is a function from K
∗
vj/(K
∗
vj )
2 ×K∗vj/(K∗vj )2 to {−1, 1}, and
and Pj, Qj ∈ OK,V [x, y] are non-zero, homogeneous and coprime as elements of K[x, y].
Proof. We can write
f(x/y) = c ·
∏
w′:w′(f)6=0
Pw′(x, y)
w′(f),
where c ∈ K∗. Write c = c0/c1, where c0, c1 ∈ OK,V . Let
d = c0 · c1 · d0 ·
∏
w′:w′(f)6=0
Res(Pw, Pw′).
Since (a|b)d is multiplicative on 1, and equal to 1 when a ∈ (K∗)2,
(f(x/y)|Pw(x, y))d = (c0|Pw(x, y))d(c1|Pw(x, y))−1d
∏
w′:w′(f) odd
(Pw′(x, y)|Pw(x, y))d.
Since we are assuming that w(f) is even, every place w′ appearing in
∏
w′:w′(f) odd satisfies
w′ 6= w.
By Corollary 5.2, each factor (Pw′(x, y)|Pw(x, y))d is of the form
(Pw′(x, y)|Pw(x, y))d =
{
hw′(x, y) · (x|y)d0 if deg(w′), deg(w) are both odd
hw′(x, y) otherwise,
where hw′ is as in (5.11). Now, since f is an element of K(T ), we know that∏
w′
w′(f) deg(w′) = 0,
and so
∏
w′:w′(f) odd deg(w
′) is even. Hence, the factors (x|y)d0 that arise in the terms
(Pw′(x, y)|Pw(x, y))d cancel out when the product is taken over all w′ with w′(f) odd.
Again by Corollary 5.2, (c0|Pw(x, y))d and (c1|Pw(x, y))d are themselves of the form
(5.11).
It remains to show that (f(x/y)|Pw(x, y))d0/(f(x/y)|Pw(x, y))d is of the form (5.11).
Now
(f(x/y)|Pw(x, y))d0
(f(x/y)|Pw(x, y))d =
∏
p∈MK\V
p∤2d0∧p|2d
(f(x/y)/p)vp (Pw(x,y)).
This is clearly of the form (5.11) with Pj(x, y) = Pw(x, y) and Qj(x, y) = f(x/y)·y2⌈deg(f)⌉.

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5.4. Integrals. We still need to show that expressions such as (5.11) are good to work
with. In other words, we need to show that, in Corollary 5.2 and 5.3, we reduced expres-
sions involving reciprocity symbols to something simpler and more useful, not to something
more complicated. It is clear that (5.11) is a product over finitely many places, whereas
(global) reciprocity symbols are products over all places of K. We must still examine the
individual terms of (5.11) and show we can work with them.
Each place v that contributes to (5.11) makes a contribution of the form
g1(P1(x, y), Q1(x, y)) · g2(P2(x, y), Q2(x, y)) · · · · · gr(Pr(x, y), Qr(x, y)),
where each gj is a function from K
∗
v/(K
∗
v )
2×K∗v/(K∗v )2 to {−1, 1}, and Pj , Qj ∈ OK,V [x, y]
are non-zero, homogeneous and coprime as elements of K[x, y].
Lemma 5.4. Let Kv be a local field. Let n be a positive integer; assume either char(Kv) =
0 or n ∤ char(Kv). Let g be a complex-valued function on A
2(Kv) of the form
g(x, y) = g1(P1(x, y), Q1(x, y)) · g2(P2(x, y), Q2(x, y)) · · · · · gr(Pr(x, y), Qr(x, y)),
where each gj is a function from K
∗
v/(K
∗
v )
n×K∗v/(K∗v )n to {−1, 1}, and Pj , Qj ∈ Kv [x, y]
are non-zero and homogeneous.
Then g is locally constant at all points where it is defined, i.e., it is locally constant on
the complement of finitely many lines through the origin.
Proof. Since (by Hensel’s lemma) (K∗v )n is an open subset of K∗v , every function from
(K∗v )/(K∗v )n × (K∗v )/(K∗v )n to C induces a function from K∗v × K∗v to C that is ev-
erywhere locally constant. A pair of polynomials P,Q ∈ Kv[x, y] induce a function
(x, y) 7→ (P (x, y), Q(x, y)) from Kv × Kv to K∗v × K∗v that is defined and locally con-
stant outside a finite number of lines through the origin (given by y = rx, where r runs
through the set of roots to P (1, r) = 0 and the set of roots to Q(1, r) = 0). Hence the
composition (x, y) 7→ g(P (x, y), Q(x, y)) is locally constant outside a finite number of lines
through the origin. A finite product of such functions will itself be locally constant outside
a finite number of lines through the origin. 
We can go further. Let us examine the one-variable case first. The main results in what
follows are Cor. 5.7 and Cor. 5.10.
5.4.1. Lemmas on integration in one variable.
Lemma 5.5. Let Kv be a local field. Let n be a positive integer; assume either char(Kv) =
0 or n ∤ char(Kv). Let P ∈ Kv[t] be a non-zero polynomial. Then, for every t0 ∈
P1(K), there is a punctured neighbourhood Ut0 of t0 such that, for all t ∈ Ut0 , the value
of P (t) mod(K∗v )n depends only on (t − t0) mod(K∗v )n. (If t0 = ∞, read 1/t instead of
t− t0.)
Proof. If two polynomials P1 and P2 satisfy the conclusion, so does their product P1 · P2.
We can hence assume that P is irreducible.
We can also assume that we are looking at points t0 with v(t0) ≥ 0: to look at t0 with
v(t0) < 0 (or at t0 = ∞), replace P (t) by P (1/t) · trn, where r is the least integer such
that rn ≥ deg(P ).
If P is a constant, then what we seek to prove is trivially true.
Assume now that P ∈ Kv[t] is linear, i.e., of degree 1. Then P (t) = at + b, a, b ∈ Kv.
The value of P (t) mod (K∗v )n will depend only on t− t0 mod (K∗v )n for t0 = −b/a. At all
points other than t0 = −b/a, the function t→ P (t) mod(K∗v )n is locally constant.
Assume, lastly, that P ∈ Kv[t] is an irreducible polynomial of degree 2 or more. By
Hensel’s lemma, there is an integer k such that v(P (t)) ≤ k for all t ∈ Kv with v(t) ≥ 0.
(If v(P (t)) is too large, Hensel’s lemma states that there is a root of P (t) in Kv near t, and
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so P would not be irreducible over Kv.) Again by Hensel’s lemma, there is an integer ℓ
such that 1+x ∈ (K∗)n for all x ∈ Kv with v(x) ≥ ℓ. Let t0 ∈ Kv satisfy v(t0) ≥ 0. Since
t 7→ P (t) is a continuous map, there is a neighbourhood Ut0 of t0 such that v(t−t0) ≥ ℓ+k
for all t ∈ Ut0 . By the preceding discussion, P (t) mod(K∗v )n is constant on Ut0 . 
Corollary 5.6. Let Kv be a local field. Let n be a positive integer; assume either
char(Kv) = 0 or n ∤ char(Kv). Let g be a complex-valued function on P
1(Kv) of the
form
g(t) = g1(P1(t), Q1(t)) · g2(P2(t), Q2(t)) · · · · · gr(Pr(t), Qr(t)),
where each gj is a function from K
∗
v/(K
∗
v )
n ×K∗v/(K∗v )n to C, and Pj, Qj ∈ OK,V [t] are
non-zero.
Then, around each t0 ∈ P1(Kv), there is a punctured neighbourhood Ut0 such that, for
all t ∈ t0, g(t) depends only on (t− t0) mod(K∗)n. (If t0 =∞ = P1(Kv), read 1/t instead
of t− t0.)
Proof. Apply Lemma 5.5 to each Pj and each Qj. 
Corollary 5.7. Let Kv be a local field. Let n be a positive integer; assume either
char(Kv) = 0 or n ∤ char(Kv). Let g be a complex-valued function on P
1(Kv) of the
form
g(t) = g1(P1(t), Q1(t)) · g2(P2(t), Q2(t)) · · · · · gr(Pr(t), Qr(t)),
where each gj is a function from K
∗
v/(K
∗
v )
n ×K∗v/(K∗v )n to Q, and Pj , Qj ∈ OK,V [t] are
non-zero.
Then, for every ball U in Kv, ∫
U
g(t)dt
is a rational number.
Proof. Immediate from Corollary 5.6 and Lemma 4.9. 
5.4.2. Lemmas on integration in two variables.
Lemma 5.8. Let Kv be a local field. Let n be a positive integer; assume either char(Kv) =
0 or n ∤ char(Kv). Let P ∈ Kv[x, y] be a non-zero homogeneous polynomial. Let R =
{(x, y) ∈ Kv ×Kv : min(v(x), v(y)) = 0}. Let πr : R → Kv be the map given by (x, y) 7→
x/y.
Then, for every t0 ∈ P1(Kv), there is a punctured neighbourhood Ut0 of t0 such that, for
all (x, y) ∈ π−1r (Ut0), the value of P (x, y) mod(K∗v )n depends only on (x− t0y) mod(K∗v )n
and y mod(K∗v )n (or x mod(K∗v )n and y mod(K∗v )n if t0 =∞).
Proof. Since P is homogeneous, Q(x/y) = P (x, y)·y− deg(P ) is a polynomial on the variable
x/y. Let t0 ∈ P1(Kv). By Lemma 5.5, there is a punctured neighbourhood Ut0 of t0
such that, for all (x, y) with πr(x, y) = x/y inside Ut0 , the value of Q(x/y) mod(K
∗)n
depends only on (x/y − t0) mod(K∗)n (or y/x mod(K∗)n if t0 = ∞). Hence the value of
P (x, y) mod(K∗)n = Q(x/y)y− deg(P ) mod(K∗)n depends only on (x/y − y0) mod(K∗)n
and y mod(K∗)n (or y/x mod(K∗)n and y mod(K∗)n if t0 =∞). 
Corollary 5.9. Let Kv be a local field. Let n be a positive integer; assume either
char(Kv) = 0 or n ∤ char(Kv). Let g be a complex-valued function on A
2(Kv) of the
form
g(x, y) = g1(P1(x, y), Q1(x, y)) · g2(P2(x, y), Q2(x, y)) · · · · · gr(Pr(x, y), Qr(x, y)),
where each gj is a function from K
∗
v/(K
∗
v )
n ×K∗v/(K∗v )n to C, and Pj , Qj ∈ Kv[x, y] are
non-zero and homogeneous. Let πr : R→ Kv be the map given by (x, y) 7→ x/y.
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Then, for every t0 ∈ P1(Kv), there is a punctured neighbourhood Ut0 of t0 such that, for
all (x, y) ∈ π−1r (Ut0), the value of P (x, y) mod(K∗v )n depends only on (x− t0y) mod(K∗v )n
and y mod(K∗v )n (or x mod(K∗v )n and y mod(K∗v )n if t0 =∞).
Proof. Apply Lemma 5.8 to each Pj and each Qj. 
Corollary 5.10. Let Kv be a local field. Let n be a positive integer; assume either
char(Kv) = 0 or n ∤ char(Kv). Let g be a complex-valued function on A
2(Kv) of the
form
g(x, y) = g1(P1(x, y), Q1(x, y)) · g2(P2(x, y), Q2(x, y)) · · · · · gr(Pr(x, y), Qr(x, y)),
where each gj is a function from K
∗
v/(K
∗
v )
n ×K∗v/(K∗v )n to Q, and Pj , Qj ∈ Kv[x, y] are
non-zero and homogeneous.
Let R = {(x, y) ∈ Kv ×Kv : min(v(x), v(y)) = 0}. Then, for any balls U1, U2 ⊂ Kv,∫
R∩(U1×U2)
f(x, y) dx dy
is a rational number.
Proof. Let πr : R → Kv be the map given by (x, y) 7→ x/y. We can cover P1(Kv) by
neighbourhoods Ut0 ∪ {t0}, where Ut0 is as in Cor. 5.9, and then refine this covering into
a partition of P1(Kv) into a finite number of balls Ut0 ∪ {t0}. It is enough to show that
(5.15)
∫
π−1r (Ut0 )∩(U1×U2)
f(x, y)dxdy
is rational for one such ball Ut0 . We can assume without loss of generality that v(t0) ≥ 0,
and, in particular, that t0 6=∞. (If v(t0) < 0, switch the variables x and y.) We can also
assume that v(t) = v(t0) for all t ∈ Ut0 . (Make all neighbourhoods Ut0 small enough at
the beginning.)
As in the proof of Lemma 4.9, it is enough to show that the area of each set of the form
π−1r ((t0 + g(K∗)n)∩Ut0)∩ (U1 ×U2) is rational. We can assume that Ut0 is small enough
for Ut0 · U1 to be equal to t0 · U1. (For this to be true, it is enough that the radius of Ut0
be smaller than the radius of U1.) Either the ball t0 · U1 is disjoint from U2 (and we are
done), or t0 ·U1 is contained in U2 (and we replace U1 by t−10 U2) or t−10 ·U2 is contained in
U1 (and we replace U2 by t0U2). In any of these cases, we have that it is enough to show
that
Area(π−1r ((t0 + g(K
∗)n) ∩ Ut0) ∩ (U1 ×Kv))
is rational.
If v(t0) > 1,
Area(π−1r ((t0 + g(K
∗)n) ∩ Ut0) ∩ (U1 ×Kv))
= Area((t0 + g(K
∗)n) ∩ Ut0) · Area(U1 ∩ {x ∈ Kv : v(x) ≥ 0}).
If
Area(π−1r ((t0 + g(K
∗)n) ∩ Ut0) ∩ (U1 ×Kv))
= Area((t0 + g(K
∗)n) ∩ Ut0) · Area(U1 ∩ {x ∈ Kv : v(x) > 0}).
Both U1 ∩ {x ∈ Kv : v(x) ≥ 0} and U1 ∩ {x ∈ Kv : v(x) > 0} are unions of finitely many
disjoint balls, and thus they have rational areas. We show as in the proof of Lem. 4.9 that
Area((t0 + g(K
∗)n) ∩ Ut0) is rational, and we are done. 
Corollary 5.7 and 5.10 will all be useful when we determine the average root number
for those rare families where it is not zero.
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6. The shape of the global root number
6.1. Outline. Let E be an elliptic curve over K(T ), where E is a global field. For sim-
plicity, say K = Q. Let x, y ∈ Z. We can write the root number of E (x/y) as follows:
W (E (x/y)) = −
∏
p
Wp(E (x/y)),
where Wp(E (x/y)) is the local root number at p.
Local root numbers will be described explicitly in Prop. 6.1. As one can see there, the
most interesting case happens when E (x/y) multiplicative reduction at p; the local root
number at p is then
Wp(E (x/y)) = −
(−c6(x/y)
p
)
,
where c6 is one of the parameters describing E in the standard fashion. (See §6.2.1.) The
local root numbers at places of non-multiplicative reduction are dull in comparison.
Thus, W (E (x/y)) equals something dull times
(6.1)
∏
p
E (x/y) has mult.
reduction at p
Wp(E (x/y)) =
∏
p
E (x/y) has mult.
reduction at p
(
−
(−c6(x/y)
p
))
,
Now, the set of primes at which E (x/y) has multiplicative reduction is more or less
the same (though not quite the same!) as the set of primes dividing ME (x, y), where
ME ∈ Z[X,Y ] is the product of the polynomials corresponding to the places v of K(T )
where E has multiplicative reduction. Hence (6.1) equals
(6.2)
dull ·
∏
p|ME (x,y)
(
−
(−c6(x/y)
p
))
= dull · λ(ME (x, y)) ·
∏
p|ME (x,y)
(−c6(x/y)
p
)
= dull · λ(ME (x, y)) ·
(−c6(x/y)
ME (x, y)
)
,
where λ(n) =
∏
p|n(−1)vp(n) is the Liouville function.
We proved in §5 that quadratic reciprocity symbols are dull. Thus,
dull · λ(ME (x, y)) ·
(−c6(x/y)
ME (x, y)
)
= dull · λ(ME (x, y)).
Therefore
W (E (x/y) = dull · λ(ME (x, y)).
This is the gist of Theorem 6.6, the main result in this section.
6.2. Preliminaries.
6.2.1. Valuative criteria for reduction type. Let Kv be a Henselian field whose residue field
has characteristic neither 2 nor 3. Let E be an elliptic curve over Kv . Let c4, c6 ∈ Kv
be a set of parameters describing E. As is usual, define the discriminant ∆ of (the given
model of) E to be
∆ =
c34 − c26
1728
.
Then the reduction of E at v will be
• good if v(c4) ≥ 4k, v(c6) ≥ 6k, v(∆) = 12k for some integer k;
• multiplicative if v(c4) = 4k, v(c6) = 6k, v(∆) > 12k for some integer k;
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• additive and potentially multiplicative if v(c4) = 4k+2, v(c6) = 6k+3 and v(∆) >
12k + 6 for some integer k;
• additive and potentially good in all remaining cases.
It is easy to derive these criteria for reduction type from, say, [36], Prop. VII.5.1; all we
need is a minimal model for E. We can find such a model as follows. Let π ∈ OKv be a uni-
formiser for Kv, i.e., an element of Kv such that v(π) = 1. Let k = min
(⌊
v(c4)
4
⌋
,
⌊
v(c6)
6
⌋)
.
Since the characteristic of Kv is 6= 2, 3, the equation y2 = x3 − 27c4π−4kx − 54c6π−6k
describes an elliptic curve with c4- and c6-parameters equal to 6
4π−4kc4 and 66π−6kc6, re-
spectively. Since the residue field characteristic of Kv is also 6= 2, 3, the valuations of these
parameters are v(64π−4kc4) = v(c4)−4k and v(66π−6kc6) = v(c6)−6k. By the definition of
k, either v(c4)−4k < 4 or v(c6)−6k < 6. Thus, the equation y2 = x3−27c4π−4k−54c6π−6k
provides a minimal model for E. Now apply [36], Prop. VII.5.1.
We will say that a curve with bad reduction has half bad reduction if a quadratic twist
of the curve in question has good reduction; we will say it has quite bad reduction if no
quadratic twist has good reduction. It is simple to see that the reduction is half bad exactly
when v(c4) ≥ 4k + 2, v(c6) ≥ 6k + 3 and v(∆) = 12k + 6 for some integer k.
6.2.2. Local root numbers for p ∤ 2, 3. Local root numbers at infinite places. Recall that
we write (·/p) for the quadratic reciprocity symbol on (K∗p; see (5.8).
Proposition 6.1. Let K be a global field. Let p be a prime of K such that char(Kp/pKp) 6=
2, 3. Let E be an elliptic curve over K. If the reduction of E at p is good, then Wp(E) = 1.
If the reduction of E at p is additive and potentially good, then
(a) Wp(E) = (−1/p) if vp(∆(E)) is even but not divisible by four,
(b) Wp(E) = (−2/p) if vp(∆(E)) is odd and divisible by three,
(c) Wp(E) = (−3/p) if vp(∆(E)) is divisible by four but not by three.
If the reduction of E at p is additive and potentially multiplicative, then
(6.3) Wp(E) = (−1/p).
If the reduction is multiplicative and c6 is the parameter from any Weierstrass model of
E, then Wp(E) = −1 when −c6 ∈ (K∗p)2 and Wp(E) = 1 when −c6 /∈ (K∗p)2. In other
words, when the reduction is multiplicative,
(6.4) Wp(E) = −(−c6/p).
Proof. The formulae for good and multiplicative reduction are classical; see, e.g., parts (i)
and (ii) of the Proposition in [31], §19. The case of multiplicative reduction was put in
the form (6.4) in [5, Lemma 2.2] (but similar expressions were known before).
The formulae for additive reduction are proved in [30, Prop. 2–3], when K = Q, and in
[32, Prop. 2(iii)] for K a number field. (Apply [32, Prop. 2(iii)] with τ equal to the trivial
(one-dimensional) complex representation.) Rohrlich’s arguments rest on older work (see
[7]) valid for local fields of any characteristic, and his proofs are general enough to carry
over to all local fields Kp with residue characteristic 6= 2, 3. See the discussion in the proof
of [5], Thm. 3.1. 
Recall that, for us, a global field is either a number field or a function field over a finite
field. In the following proposition, we assume that K is a number field, as opposed to any
global field, simply because function fields have no infinite places.
Proposition 6.2. Let K be a number field. Let E be an elliptic curve over K. Let v be
an infinite place of K. Then
Wv(E) = −1.
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Proof. See [31, §20]. 
6.2.3. Notation. Henceforth K will be a global field of characteristic neither 2 nor 3. Fix
a finite, non-empty set of places V of K including all archimedean places. Let E be an
elliptic curve over K(T ) given by c4, c6 ∈ K(T ). The parameters c4, c6 ∈ K(T ) give us
the discriminant ∆ = 11728 (c
3
4 − c26) ∈ K(T ).
Define ME , BE ∈ OK,V [x, y] as in (2.1). (They are the products of the polynomials
corresponding to the places of K(T ) where E has multiplicative or quite bad reduction,
respectively.) We will henceforth let (a|b)d be as in (5.7). (Essentially, (a|b)d is a quadratic-
reciprocity symbol that ignores the contributions of the prime ideals dividing d.)
Let P be the set of all places w of K(T ) such that w(c4) 6= 0, w(c6) 6= 0 or w(∆) 6= 0.
We can write
(6.5)
c4(x/y) =
d0
d1
∏
w:w(c4)6=0
(Pw(x, y))
w(∆)
c6(x/y) =
d2
d3
∏
w:w(c6)6=0
(Pw(x, y))
w(∆)
∆(x/y) =
d4
d5
∏
w:w(∆)6=0
(Pw(x, y))
w(∆),
for some d0, d1, d2, d3, d4, d5 ∈ OK,V , where Pw is the homogeneous polynomial correspond-
ing to w (see §2.1.1). Let dE ∈ IK,V be the principal ideal generated by
(6.6) 2 · 3 · d0d1d2d3d4d5 ·
∏
w1,w2∈P
w1 6=w2
E has bad red. at w1, w2
Res(Pw1 , Pw2).
One may say that P is the set of interesting places of K(T ), whereas dE is the product
of the prime ideals corresponding to the interesting places of K.
6.3. The contribution of a place of K(T ) to W (E (t)). Let w be a place of K(T ).
It is natural to define WE ,d,w(x, y) =
∏
p∤d:p|Pw(x,y)Wp(E (x/y)), which may be thought of
as the contribution to W (E (x/y)) =
∏
vWv(E (x/y)) coming from the place w of K(T ).
(Here and henceforth, the variable p in a product
∏
p is understood to range over the
prime ideals of OK,V .)
Proposition 6.3. Let K be a global field of characteristic 6= 2, 3; fix a finite, non-empty
set of place V of K including all of the infinite places. Let E be an elliptic curve over
K(T ). Let w be a place of K(T ). Let d ∈ IK,V be any ideal divisible by dE .
Then, for all x, y ∈ OK,V with x/y outside a finite set of values and gcd(x, y)|d∞,
(6.7)
WE ,d,w(x, y) =
{
g(x, y) · h(x, y) · λ(Pw(x, y)) if E has multiplicative reduction at w,
g(x, y) · h(x, y) otherwise,
where
(a) λ is the Liouville function,
(b) g(x, y) is of the form
(6.8) g(x, y) = g1(P1(x, y), Q1(x, y)) · g2(P2(x, y), Q2(x, y)) · · · · · gk(Pk(x, y), Qk(x, y)),
where each vj is a place of K, gj is a function from K
∗
vj/(K
∗
vj )
2 ×K∗vj/(K∗vj )2 to
{−1, 1}, and Pj , Qj ∈ OK,V [x, y] are non-zero and homogeneous, and
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(c) h(x, y) is of the form
(6.9) h(x, y) =
∏
p∤d
p2|Pw(x,y)
hp(c6(x/y), Pw(x, y)),
where hp is a function from K
∗
p/(K
∗
p)
2 ×K∗p/(K∗p)12 to {−1, 1}.
If the reduction of E at w is half-bad, then h(x, y) = 1 for all values of x and y. If the
reduction of E at w is good, then g(x, y) = 1 and h(x, y) = 1 for all values of x and y.
Remark. Recall that Pw ∈ OK,V [x, y] is defined to be a homogeneous polynomial
corresponding to a place w of K(T ). For gj(Pj(x, y), Qj(x, y)) to be well-defined, the
values Pj(x, y), Qj(x, y) must lie in K
∗
vj ; they lie in K
∗
vj whenever x/y is outside a finite
set of values – in this case, the set of roots of Pj(t, 1) and Qj(t, 1). The same goes for
c6(x/y) and Pw(x, y); they lie in K
∗
p whenever x/y is outside a finite set of values.
Proof. Case 1: E has good reduction at w. By the valuative criterion for good reduction
(§6.2.1), we know that w(c4) ≥ 4k, w(c6) ≥ 6k and w(∆) = 12k for some integer k, where
we see c4, c6 and ∆ as elements of K(T ). Let p|Pw(x, y), p ∤ d. Since dE |d and gcd(x, y)|d,
then, by one of the main properties of the resultant (see §3.3), the ideal p cannot divide
any Pw′(x, y) with w
′ ∈ P, w′ 6= w. Thus
vp(c4(x/y)) = w(c4) · vp(Pw(x, y)) ≥ 4k · vp(Pw(x, y)),
vp(c6(x/y)) = w(c6) · vp(Pw(x, y)) ≥ 6k · vp(Pw(x, y)),
vp(∆(x/y)) = w(∆) · vp(Pw(x, y)) = 12k · vp(Pw(x, y)).
Thus, again by the criteria in §6.2.1, the elliptic curve E (x/y) over K has good reduction
at p. Hence Wp(E (x/y)) = 1. We thus have
WE ,d,w(x, y) =
∏
p∤d
p|Pw(x,y)
Wp(E (x/y)) = 1
for all x, y ∈ OK,V with gcd(x, y)|d∞.
Case 2: E has half-bad reduction at w. By the criterion for half-bad reduction (end of
§6.2.1), we know that w(c4) ≥ 4k+2, w(c6) ≥ 6k+3 and w(∆) = 12k+6 for some integer
k. Let p|Pw(x, y), p ∤ d. Since dE |d and gcd(x, y)|d, p cannot divide any Pw′(x, y) with
w′ ∈ P, w′ 6= w. Thus
vp(c4(x/y)) = w(c4) · vp(Pw(x, y)) ≥ (4k + 2) · vp(Pw(x, y)),
vp(c6(x/y)) = w(c6) · vp(Pw(x, y)) ≥ (6k + 3) · vp(Pw(x, y)),
vp(∆(x/y)) = w(∆) · vp(Pw(x, y)) = (12k + 6) · vp(Pw(x, y)).
Thus, again by the criteria in §6.2.1, the elliptic curve E (x/y) over K has half-bad reduc-
tion at p if vp(Pw(x, y)) is odd, and good reduction at p if vp(Pw(x, y)) is even. Hence
Wp(E (x/y)) =
{
1 if vp(Pw(x, y)) is even,
(−1/p) if vp(Pw(x, y)) is odd.
Thereby
WE ,d,w(x, y) =
∏
p∤d
p|Pw(x,y)
(−1/p)vp (Pw(x,y)) = (−1|Pw(x, y))d, .
ON THE BEHAVIOUR OF ROOT NUMBERS IN FAMILIES OF ELLIPTIC CURVES 27
where (a|b)d is as in (5.7). (Recall that 2|dE , and so 2|d.) By Cor. 5.3, (−1|Pw(x, y))d can
be written in the form
g1(P1(x, y), Q1(x, y)) · g2(P2(x, y), Q2(x, y)) · · · · · gk(Pk(x, y), Qk(x, y)),
where gj , Pj and Qj are as in the statement we wish to prove. Set, then, g(x, y) =
(−1|Pw(x, y))d and h(x, y) = 1.
Case 3: E has multiplicative reduction at w. From the criteria for reduction type, we
know that w(c4) = 4k, w(c6) = 6k and w(∆) > 12k for some integer k. Let p|Pw(x, y),
p ∤ d. Since dE |d and gcd(x, y)|d, the ideal p cannot divide any Pw(x, y) with w ∈ P,
w′ 6= w. Hence,
vp(c4(x/y)) = w(c4) · vp(Pw(x, y)) = 4k · vp(Pw(x, y)),
vp(c6(x/y)) = w(c6) · vp(Pw(x, y)) = 6k · vp(Pw(x, y)),
vp(∆(x/y)) = w(∆) · vp(Pw(x, y)) > 12k · vp(Pw(x, y)).
Thus, E (x/y) has multiplicative reduction at p. By Prop. 6.1,
Wp(E (x/y)) = −(−c6(x/y)/p).
Hence (vd. (5.7)),
(6.10)
WE ,d,w(x, y) =
∏
p∤d
p|Pw(x,y)
(−(−c6(x, y)/p))
=
∏
p∤d
p|Pw(x,y)
(−(−c6(x, y)/p))vp (Pw(x,y)) ·
∏
p∤d
p2|Pw(x,y)
(−(−c6(x, y)/p))vp (Pw(x,y))−1
=
∏
p∤d
p|Pw(x,y)
(−1)vp(Pw(x,y)) · (−c6(x, y)|Pw(x, y))d
·
∏
p∤d
p2|Pw(x,y)
(−(−c6(x, y)/p))vp (Pw(x,y))−1.
Now ∏
p∤d
p|Pw(x,y)
(−1)vp (Pw(x,y)) = λ(Pw(x, y)) ·
∏
p|d
(−1)vp (Pw(x,y)).
It is clear that
∏
p|d(−1)vp(Pw(x,y)) is of the form (6.8) and∏
p∤d
p2|Pw(x,y)
(−(−c6(x, y)/p))vp (Pw(x,y))−1
is of the form (6.9). By Cor. 5.3, (−c6(x, y)|Pw(x, y))d is of the form (6.8) as well. Thus,
we obtain from (6.10) that WE ,d,w(x, y) is of the form (6.7).
Case 4: E has additive, potentially multiplicative reduction at w. w(c4) = 4k + 2,
w(c6) = 6k + 3 and w(∆) > 12k + 6 for some integer k. Then, for p|Pw(x, y) with p ∤ d,
vp(c4(x/y)) = w(c4) · vp(Pw(x, y)) = (4k + 2) · vp(Pw(x, y)),
vp(c6(x/y)) = w(c6) · vp(Pw(x, y)) = (6k + 3) · vp(Pw(x, y)),
vp(∆(x/y)) = w(∆) · vp(Pw(x, y)) > (12k + 6) · vp(Pw(x, y)).
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Thus, E (x/y) has additive, potentially multiplicative reduction at p if vp(Pw(x, y)) is odd,
and multiplicative reduction at p if vp(Pw(x, y)) is even. Hence, by Prop. 6.1,
(6.11)
WE ,d,w(x, y) =
∏
p∤d
p|Pw(x,y)
vp(Pw(x, y)) odd
(−1/p) ·
∏
p∤d
p|Pw(x,y)
vp(Pw(x, y)) even
(−(−c6(x, y)/p))
= (−1|Pw(x, y)) ·
∏
p∤d
p2|Pw(x,y)
vp(Pw(x, y)) even
(−(−c6(x, y)/p)).
By Cor. 5.3, (−1/Pw(x, y)) is of the form (6.8). It is clear that the product in the last line
of (6.11) is of the form (6.9).
Case 5: E has additive, potentially good reduction at w and gcd(w(∆), 12) = 2. For
each p ∤ d, we are in one of three different subcases, depending on vp(Pw(x, y)):
gcd(vp(∆(x/y)), 12) =

2 or 6 if vp(Pw(x, y)) ≡ 1, 3, 5 mod6,
4 if vp(Pw(x, y)) ≡ 2, 4 mod6,
12 if vp(Pw(x, y)) ≡ 0 mod6.
By Prop. 6.1, the three cases result in Wp(E (x/y)) = (−1/p), Wp(E (x/y)) = (−3/p) and
Wp(E (x/y)) = 1, respectively. Hence
(6.12)
WE ,d,w(x, y) =
∏
p∤d
p|Pw(x,y)
(−1/p)vp (Pw(x,y)) ·
∏
p∤d
p2|Pw(x,y)
hp(x, y)
= (−1|Pw(x, y))d ·
∏
p∤d
p2|Pw(x,y)
fp(vp(Pw(x, y))),
where fp(a) = (−3/p) if a ≡ 2, 4 mod 6, and fp(a) = 1 otherwise. By Cor. 5.3, the term
(−1|Pw(x, y))d is of the form (6.8); it is clear that the product in the last line of (6.12) is
of the form (6.9).
Case 6: E has additive, potentially good reduction at w, and gcd(w(∆), 12) = 3. As in
case 4, we have three possible subcases for each p ∤ d:
gcd(vp(∆(x/y)), 12) =

3 if vp(Pw(x, y)) ≡ 1, 3 mod4,
6 if vp(Pw(x, y)) ≡ 2 mod 4,
12 if vp(Pw(x, y)) ≡ 0 mod 4.
Hence, by Proposition 6.1,
Wp(E (x/y)) =

(−2/p) if vp(Pw(x, y)) ≡ 1, 3 mod 4,
(−1/p) if vp(Pw(x, y)) ≡ 2 mod 4,
1 if vp(Pw(x, y)) ≡ 0 mod 4.
Thus
(6.13) WE ,d,w(x, y) = (−2|Pw(x, y))d ·
∏
p∤d
p2|Pw(x,y)
hp(vp(Pw(x, y))),
where hp(a) = (−1/p) if a ≡ 2 mod4 and fp(a) = 1 otherwise. The product in (6.13) is of
the form (6.9). By Cor. 5.3, (−2|Pw(x, y))d is of the form (6.8). Case 7: E has additive,
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potentially good reduction at w, and gcd(w(∆), 12) = 4. We have two subcases: Here
gcd(vp(∆(x/y)), 12) =
{
4 if vp(Pw(x, y)) ≡ 1, 2 mod3,
0 if vp(Pw(x, y)) ≡ 0 mod3.
Hence Wp(E (x/y)) = (−3/p) if 3 ∤ vp(Pw(x, y)) and Wp(E (x/y)) = 1 if 3|vp(Pw(x, y)).
Thus
(6.14) WE ,d,w(x, y) = (−3|Pw(x, y))d ·
∏
p∤d
p2|Pw(x,y)
fp(vp(Pw(x, y))),
where fp(a) = (−3/p) if a ≡ 2, 3, 4 mod 6, and fp(a) = 1 otherwise. The product in (6.14)
is of the form (6.9). By Cor. 5.3, (−3|Pw(x, y))d is of the form (6.8). 
6.4. The global root number. Let us first prove a lemma that will come useful soon.
Lemma 6.4. Let K be a global field. Let n > 1. Assume either char(K) = 0 or
gcd(n, char(K)) = 1.
Let f be a complex-valued function taking values in {−1, 1}. Suppose that, for every
t0 ∈ P1(K), there is a punctured neighbourhood Ut0 of t0 such that, for t ∈ Ut0 , the value of
f(t) depends only on (t− t0) mod(K∗)n. (Read 1/t instead of (t− t0) if t0 =∞ ∈ P1(K).)
Then there are rational functions Rj ∈ (K(T ))∗ and functions gj : K∗/(K∗)n → {−1, 1}
such that
f(t) = g1(R1(t)) · g2(R2(t)) · · · · · gk(Rk(t))
for all t ∈ K outside a finite set.
This is the converse of Corollary 5.6.
Proof. We can assume that each Ut0 is a punctured ball around t0. (Otherwise, simply
replace each Ut0 by a punctured ball around t0 contained in Ut0 .) The neighbourhoods
Ut0 ∪{t0} are an open cover of P1(K). Since P1(K) is compact, there is an finite subcover.
Given two balls in a non-archimedean field, either they are disjoint or one of them contains
the other one. Hence, our open subcover is a partition of P1(K). It will thus be enough to
construct a function g : K∗/(K∗)n → {−1, 1} and a rational function R ∈ (K(T ))∗ such
that g(R(t)) = f(t) for all t ∈ Ut0 and g(R(t)) = 1 for all t /∈ Ut0 ∪ {t0}. (We can then
take the product of all such g for all Ut0 in the finite subcover.) We can assume without
loss of generality that t0 = 0 and Ut0 = U0 = {t ∈ K∗ : v(t) ≥ 0}. We can also assume
that f(t) is not identically 1 on U0, as otherwise the problem is trivial.
Assume first that f(t) is identically −1 on U0. Define g(x) = −1 for x /∈ (K∗)n and
g(x) = 1 for x ∈ (K∗)n. By Hensel’s lemma, (K∗)n is an open subset of K∗; in other
words, there is an ℓ > 0 such that every element of the form 1 + x, v(x) ≥ ℓ, lies in
(K∗)n. Let a be any element of K∗ \ (K∗)n with v(a) < −ℓ. Then a + x ∈ K∗ \ (K∗)n
for all x ∈ K∗ with v(x) ≥ 0. Let k be the least integer such that kn + v(a) > ℓ. Then
a+ tkn ∈ (K∗)n for all t ∈ K∗ with v(t) < 0. Define R(t) = a+ tkn. We have shown that
f(t) = g(R(t)) for all t ∈ K∗.
Assume now that f(t) is not identically −1 on U0. By hypothesis, for all t ∈ U0,
f(t) = h(t), where h is a function from K∗/(K∗)n to {−1, 1}. Let g(t) = h(t−1); since
f(t) is not identically −1 on U0, g(t) is not identically −1. Let ℓ be as before, i.e.,
a positive integer such that every element of the form 1 + x, v(x) ≥ ℓ, lies in (K∗)n.
Let a be any element of K∗ with g(a) = 1 and v(a) > ℓ. Let k be the least integer
such that kn + 1 > v(a) + ℓ. Then g(a + 1/tkn+1) = g(a) = 1 for all t with v(t) < 0
and g(a + 1/tkn+1) = g(1/tkn+1) = h(tkn+1) = h(t) for all t with v(t) ≥ 0. Define
R(t) = a+ 1/tkn+1. We have shown that f(t) = g(R(t)) for all t ∈ K∗. 
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We finally arrive at one of our main results. It states that the global root number
W (E (x/y)) can be expressed as something close to a finite product times λ(ME (x, y)).
Proposition 6.5. Let K be a global field of characteristic 6= 2, 3. Let E be an elliptic
curve over K(T ).
Fix a finite, non-empty set V of places of K containing all archimedean places; let d0
be any non-zero ideal of OK,V . Then, for all x, y ∈ OK,V with x/y outside a finite set of
values and gcd(x, y)|d∞0 ,
(6.15) W (E (x/y)) = g(x, y) · h(x, y) · λ(ME (x, y)),
where
(a) λ is the Liouville function,
(b) ME and BE , the polynomials corresponding to the places of multiplicative and quite
bad reduction, are as in (2.1),
(c) g(x, y) is of the form
(6.16) g(x, y) = g1(P1(x, y), Q1(x, y)) · g2(P2(x, y), Q2(x, y)) · · · · · gk(Pk(x, y), Qk(x, y)),
where vj is a place of K, gj is a function from K
∗
vj/(K
∗
vj )
2×K∗vj/(K∗vj )2 to {−1, 1},
and Pj , Qj ∈ OK,V [x, y] are non-zero and homogeneous, and
(d) h(x, y) is of the form
(6.17) h(x, y) =
∏
p∤d
p2|BE (x,y)
∏
w
E has q. bad red. at w
hw,p(c6(x/y), Pw(x, y)),
where hw,p is a function from K
∗
p/(K
∗
p)
2 ×K∗p/(K∗p)12 to {−1, 1}.
The functions g and h depend on E , K, V and d.
Proof. Let d = d0dE , where dE is as in (6.6). By Prop. 6.1, Wp(E (x/y)) = 1 when E (x/y)
has good reduction at p. Let p ∤ d be a prime at which E (x/y) has bad reduction. Then
vp(∆(x/y)) 6= 0, and so, by (6.5), p|Pw(x, y) for some place w such that w(∆) 6= 0. Since
dE |d and gcd(x, y)|d, and dE is defined as a product of resultants (6.6), the ideal p cannot
divide any Pw′(x, y) with w
′ ∈ P, w′ 6= w. Hence
(6.18)
W (E (x/y)) =
∏
v∈V ∪{p:p|d}
Wv(E (x/y)) ·
∏
p∤d
E has bad red. at p
Wp(E (x/y))
=
∏
v∈V ∪{p:p|d}
Wv(E (x/y)) ·
∏
w:w(∆)6=0
∏
p∤d
p|Pw(x,y)
Wp(E (x/y))
=
∏
v∈V ∪{p:p|d}
Wv(E (x/y)) ·
∏
w:w(∆)6=0
WE ,d,w(x, y).
The statement now follows from Thm. 4.8, Prop. 6.2 and Lem. 6.4 (applied to the first
product in the last line of (6.18)) and from Prop. 6.3 (applied to the second product in
the last line of (6.18)). Note that, again by the fact that dE is a product of resultants,
the condition p2|BE (x, y) holds for some p ∤ d if and only if p2|Pw(x, y) for some place w
where E has quite bad reduction. 
The following is a somewhat less explicit and more readable restatement of Prop. 6.5.
It will be quite enough for all of our purposes, including the proofs of the main theorems.
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Theorem 6.6. Let K be a global field of characteristic 6= 2, 3. Let E be an elliptic curve
over K(T ).
Fix a finite, non-empty set V of places of K containing all archimedean places; let d0
be any non-zero ideal of OK,V . Then, for all x, y ∈ OK,V with x/y outside a finite set of
values and gcd(x, y)|d∞0 ,
(6.19) W (E (x/y)) = g(x, y) · h(x, y) · λ(ME (x, y)),
where
(a) λ is the Liouville function,
(b) ME is the polynomial corresponding to the set of places of multiplicative reduction
(see (2.1)),
(c) g(x, y) is of the form
g(x, y) =
∏
v∈S
gv(x, y),
where S is a finite set of places of K and gv : Kv×Kv → {−1, 1} is locally constant
outside a finite set of lines through the origin in Kv ×Kv, and
(d) h(x, y) is of the form
h(x, y) =
∏
p/∈S
hp(x, y),
where hp : Kp×Kp→ {−1, 1} is locally constant outside a finite set of lines through
the origin in Kp×Kp. The equality hp(x, y) = 1 holds whenever p2|BE (x, y), where
BE is the polynomial corresponding to the set of places of quite bad reduction (see
(2.1)).
Remark. The lines through the origin mentioned in (c) are defined over the algebraic
closure of Kv; the same is true of the lines in (d) and Kp. Thus, for example, if K = Q and
v is the infinite place of Q, the lines have algebraic slopes (though one may be vertical).
For every p /∈ S and every ball U in Kp,
∫
U hp(x, 1)dx is rational. For every finite place
v ∈ S and every ball U in Kv,
∫
U gv(x, 1)dx is rational.
For every finite place v, let Rv = {(x, y) ∈ Kv × Kv : min(v(x), v(y)) = 0}. Then,
for every p /∈ S and any balls U1, U2 ⊂ Kv, the integrals
∫
R∪(U1×U2) gp(x, y)dxdy and∫
R∪(U1×U2) hp(x, y)dxdy are rational.
Proof of Theorem 6.6. Immediate from Proposition 6.5 and Lemma 5.4. (A finite number
of factors has to be taken from the product defining h(x, y) and included in the product
defining g(x, y).) The statements in the remark follow easily from Proposition 6.5 and
Corollaries 5.7 and 5.10. 
7. The distribution of the global root number
The time has come to compute averages. From now on, we shall be working with
families E over Q(t). (A great deal of what follows probably holds just as well for E /K(t),
K 6= Q, under different conventions on how to average functions from K to C. See the
comments in §2.4.)
We now know what W (E (x/y)) looks like (Thm. 6.6). Its behaviour as x and y vary
depends on the polynomials BE and ME . If BE = 1 identically, then (§7.2) the function
t 7→ W (E (t)) is a product of finitely many functions each of which is locally constant
almost everywhere. Finding the average of such a function (over Z or over Q) is not
particularly hard.
If BE 6= 1, the behaviour of W (E (t)) will be more complex. If BE 6= 1 and ME is
identically 1, then (§7.4) the average of W (E (t)) is not necessarily zero. We will be able
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to compute this average under the assumption of hypothesis A1(BE (t, 1)) (if the average
is over Z) or A2(BE ) (if the average is over Q).
Suppose now that BE 6= 1, ME 6= 1 and K = Q. (This is the general case.) Then (§7.6)
the average ofW (E (t)) is in fact 0. This is our main result. It is conditional on hypotheses
A1(BE (t, 1)) and B1(ME (t, 1)) (if the average is over Z) or A2(BE ) and B2(ME ) (if the
average is over Q). We have already discussed (§2.2) the cases in which these hypotheses
have already been proved. We shall see some families E for which the main result is, in
consequence, unconditional.
* * *
The same procedure that we use to compute averages can be used to compute autocorre-
lations, viz.,
(7.1) lim
N→∞
1
N
∑
n≤N
W (E (n)) ·W (E (n+ 1))
and the like. In particular, if ME (t, 1) is not identically zero, then (7.1) is zero, condition-
ally on A1(BE (t, 1)) and B1(ME (t, 1)ME (t+1, 1))). It is hard to tell whether expressions
such as (7.1) are of any interest; an application might make the difference. We shall not
discuss (7.1) further.
7.1. Averaging finite products. The following propositions will be very useful for find-
ing the averages of the root numbers in certain special families (§7.2). To deal with other
families, we will later prove auxiliary results that are elaborations of the ones here.
Proposition 7.1. Let S be a finite set of places of Q. For every v ∈ S, let gv : Qv → C
be a bounded function that is locally constant almost everywhere. Then
(7.2) avZ
∏
v∈S
gv(n) = c∞ ·
∏
p∈S
∫
Zp
gp(x)dx,
where, if ∞ /∈ S, then c∞ = 1, and, if ∞ ∈ S, then c∞ is the value g∞(x) takes for all x
positive and sufficiently large.
Here, as always, “almost everywhere” means “outside a finite set of points”. Thus, in
particular, g∞(x) is constant for all sufficiently large positive reals x.
In (7.2) as elsewhere, p ∈ S denotes a finite place of S, i.e., a prime; in other words, the
product
∏
p∈S ranges over the primes in S.
Proof. Let |S| be the number of elements of S. For p ∈ S, let Sp ⊂ Qp be the finite set
of points x in Qp at which gp(x) is not locally constant. We can cover Sp by arbitrarily
small balls. In particular, we can cover Sp by disjoint open balls whose union Xp ⊂ Zp
has measure ≤ ǫ|S| . Let Rp = Zp \Xp. (Here Xp stands for “exceptional” and Rp stands
for “regular”.) Then, since gp is bounded,
(7.3)
∣∣∣∣∣∏
v∈S
∫
Zp
gp(x)dx −
∏
v∈S
∫
Rp
gp(x)dx
∣∣∣∣∣ ≤ |S| · ǫ|S| ·maxx ∏
p∈S
gp(x) = O(ǫ).
Let Up be a ball in the cover of Sp. We can write Up = a+ p
kZp for some a ∈ Z, k ≥ 0.
Now
(7.4)
∑
n≤N
n≡a mod pk
∏
v∈S
gv(n) ≪
∑
n≤N
n≡a mod pk
1 ≤ N
pk
+ 1 = N · µp(Up) + 1,
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where µp is the measure on Zp. Let ιp be the inclusion Z→ Zp. Let
ρ(n) =
{
1 if ιp(n) ∈ Rp for every p ∈ S
0 otherwise.
Then, thanks to the fact that Xp is the union of the sets Up in (7.4),
(7.5)
∣∣∣∣∣∣
∑
n≤N
(1 − ρ(n)) ·
∏
v∈S
gv(n)
∣∣∣∣∣∣≪
∑
n≤N
∃p∈S: ιp(n)∈Xp
1
≤
∑
p∈S
(N · µp(Xp) +O(1)) ≤ ǫ ·N + o(N),
where the implied constants do not depend on N .
By (7.3) and (7.5), what remains to show is that
avZ ρ(n) ·
∏
v∈S
gv(n) = c∞ ·
∏
p∈S
∫
Rp
gp(x)dx.
Since Rp is compact and gp is locally constant on Rp, we can cover Rp by finitely many
balls Up,j on each of which gp is constant. Given two balls in Zp, either they are disjoint
or one contains the other; hence, we can take the balls Up,j to be disjoint, i.e., we have a
partition Rp = ∪jUp,j. It will be enough to show that
lim
N→∞
 1N ∑
n≤N
∀p∈S:ιp(n)∈Up,jp
∏
v∈S
gv(n)
 = c∞ ·∏
p∈S
∫
Up,jp
gp(x)dx
for every choice of ~j = {jp}p∈S . Now, gp(x) is constant on Up,jp, and g∞(x) = c∞ for all
x ∈ R larger than a constant. It remains only to prove
(7.6) lim
N→∞
 1N ∑
n≤N
∀p∈S:ιp(n)∈Up,jp
1
 = ∏
p∈S
µp(Up,jp).
We can write Up,jp = ap + p
epZp, ap ∈ Z, ep ≥ 0. Then µp(Up,jp) = p−ep , and so∏
p∈S
µp(Up,jp) =
∏
p∈S
p−ep.
On the other hand, by the Chinese remainder theorem, the integers n such that ιp(n) ∈
Up,jp for every p ∈ S form an arithmetic progression of modulus m =
∏
p∈S p
ep . Hence
lim
N→∞
1
N
∑
n≤N
∀p∈S:ιp(n)∈Up,jp
1 =
1
m
=
∏
p∈S
p−ep.
We have shown (7.6), and so we are done. 
Remark. The assumptions on gp in the statement of Prop. 7.1 are stronger than they
need to be for the lemma to be true. It would be enough, for example, to assume that
gp : Qp → C is a bounded function that is continuous outside a set of measure zero. (The
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condition of boundedness can also be relaxed.) Prop. 7.1 will do for our purposes as is,
however.
Let us now examine averages over Z× Z. For any function f : Z× Z→ C, define
(7.7) avZ2,coprime f(x, y) = lim
N→∞
∑
(x,y)∈[−N,N ]2: gcd(x,y)=1 f(x, y)
|{(x, y) ∈ [−N,N ]2 : gcd(x, y) = 1}| .
The condition of coprimality will be needed in applications: we mean x/y to go over all
rational numbers without repetitions. Given a function f : Q→ C, we define
(7.8) avQ f(t) = lim
N→∞
∑
(x,y)∈[−N,N ]2:gcd(x,y)=1,y 6=0 f(x/y)
|{(x, y) ∈ [−N,N ]2 : gcd(x, y) = 1}| .
This is a special case of the averages avQ,S∩L defined in §2, (2.4): we have avQ = avQ,S∩L
for S = R2, L = Z2.
Proposition 7.2. Let S be a finite set of places of Q. For every v ∈ S, let gv : Qv×Qv → C
be a bounded function that is locally constant outside a finite set of lines through the origin.
Then
avZ2,coprime
∏
v∈S
gv(x, y) = c∞ ·
∏
p∈S
1
1− p−2
∫
Op
gp(x, y) dxdy,
where Op = (Zp × Zp) \ (pZp × pZp), c∞ = 1 if ∞ /∈ S, and
(7.9) c∞ = lim
N→∞
1
(2N)2
∫ N
−N
∫ N
−N
g∞(x, y) dxdy
if ∞ ∈ S.
Here 1−p−2 is simply the measure of Op. (The measure µp of Qp is, as usual, normalised
so that Zp has measure µp(Zp) = 1; then the measure (µp × µp)(Zp × Zp) is 1, and so the
measure (µp × µp)(Op) of Op is 1− p−2.)
Sketch of proof. The argument is the same as in the proof of Prop. 7.1; let us just remark
on the differences.
The exceptional set Xv (v infinite or finite) will consist of small neighbourhoods of the
lines through the origin on which gv is not locally constant. If a line in Qv ×Qv is of the
form y = ax, the neighbourhood will be of the form {(x, y) : |y/x − a|v < ǫ}, where ǫ is
small. (The neighbourhood of a vertical line will be of the form {(x, y) : |x/y|v < ǫ}.) In
other words, the neighbourhoods of the lines will be small angles (or, in the nomenclature
we introduced in §3.6, “sectors”) containing the lines.
Instead of the Chinese remainder theorem, we use the fact that, given lattice cosets
a1 + L1, a2 + L2, a3 + L3,. . . , an + Lk in Z
2 with indices [Z2 : L1] = p
e1
1 , [Z
2 : L2] = p
e2
2 ,
[Z2 : L3] = p
e3
3 ,. . . , [Z
2 : Lk] = p
ek
k (where p1, p2, p3,. . . , pk are distinct), the intersection⋂
1≤j≤k
(aj + Lj)
is a lattice coset a+ L with index [Z2 : L] =
∏
j≤k p
ej
j .
We also need the (easy) fact that, given a lattice coset a+L ⊂ Z2 and a sector S ⊂ R2,
(7.10) lim
N→∞
|S ∩ (a+ L)|
(2N)2
=
1
[Z2 : L]
· lim
N→∞
|S ∩ [−N,N‖
(2N)2
.

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7.2. Families of quadratic twists. Let E be a family with BE = 1. This implies that
ME = 1 as well. Theorem 6.6 then gives us a rather simple expression for W (E (x/y)): the
factors h(x, y) and λ(ME (x, y)) in (6.19) become identically 1. One can actually obtain
an even simpler expression fairly easily by examining this sort of family from scratch. Let
us do so.
By the definition of BE (see (2.1) in §2.1.1), saying that BE is identically 1 is the same
as saying that there is a quadratic twist E ′ of E having good reduction over every place
of K[t]. A curve E ′ over K[t] has good reduction over every place of K[t] if and only if it
is in fact a curve over K. Write E ′ in the form y2 = x3 + ax+ b, where a, b ∈ K. Then E
is of the form
f(t)y2 = x3 + ax+ b
for some polynomial f ∈ K[T ].
Let us start by examining the case f(t) = t.
Proposition 7.3. Let K be a global field of characteristic 6= 2, 3. Let E be a fixed elliptic
curve given by a Weierstrass equation y2 = x3 + ax+ b, a, b ∈ K. Define
Et : ty
2 = x3 + ax+ b
for t ∈ K∗. Then the root number W (Et) can be written in the form
(7.11) W (Et) =
∏
v∈S
wv(t),
where S is a finite set of places of K, and wv : K
∗
v → {−1, 1} is such that wv(x) depends
only on x(K∗v )2 ∈ (K∗v )/(K∗v )2.
Note that the factors wv are not the same as the local root numbers Wv. Even here, we
will have to use quadratic reciprocity to obtain an expression for the global root number
W (Et) as a finite product.
Proof. For every place v of K and every s ∈ K∗v , the curves Et and Es2t are isomorphic
over K∗. Hence, for every place v, the local root number Wv(Et) of Et depends only on
the image of t in K∗v/(K∗v )2.
Let S be the union of the set of infinite places, the set of primes whose residue fields
have char. 2 or 3, and the set of primes dividing the discriminant of y2 = x3 + ax+ b. By
what we said, the product
∏
v∈S Wv(Et) depends only on the image of t in (K
∗
v/(K
∗
v )
2)v∈S .
It remains to examine
∏
v/∈SWv(Et).
By Prop. 6.1,
∏
p/∈SW (E (t)) =
∏
p/∈S(−1/p)vp (t). Now∏
p/∈S
(−1/p)vp (t) =
∏
p/∈S
(
t,−1
p
)
=
∏
p/∈S
(−1, t
p
)
=
∏
v∈S
(
t,−1
v
)
,
where
(
a,b
v
)
is the quadratic Hilbert symbol. Since
(
a,b
v
)
depends on a, b ∈ K∗v only
modK∗v
2, the statement follows.

Proposition 7.3 actually gives us the behaviour of the root number for any family E of
the form f(T )y2 = x3 + ax+ b: equation (7.11) tells us that
(7.12) W (E (t)) =W (Ef(t)) =
∏
v∈S
wv(f(t)).
This enables us to prove the following.
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Corollary 7.4. Let E be an elliptic curve over Q(T ) of the form
(7.13) f(t)y2 = x3 + ax+ b,
for some a, b ∈ K, f ∈ Q[T ]. Then
(7.14) avZW (E (t)) = c∞ ·
∏
p∈S
∫
Zp
wp(f(t)),
where S and wv are as in Prop. 7.3, and c∞ is the value taken by w∞(f(x)) for all
sufficiently large x. Moreover, the integrals
∏
p
∫
Zp
wp(f(t)) are rational numbers.
Since w∞(t) depends only on t mod(R∗)2 = t modR+, it depends only on the sign
sgn(t) of t. Because sgn(f(x)) is constant for x sufficiently large, it follows that w∞(f(x))
is equal to a constant c∞ for all sufficiently large x.
Proof. By Prop. 7.3 and Corollary 5.6, the functions t 7→ wp(f(t)) are locally constant
almost everywhere. Equation (7.14) now follows immediately from Prop. 7.1 and Prop.
7.3. The integrals
∫
Zp
wp(f(t)) are rational by Corollary 5.7. 
Corollary 7.5. Let E be an elliptic curve over Q(T ) of the form (7.13). Then
(7.15) avQW (E (x/y)) = c∞ ·
∏
p∈S
1
1− p−2
∫
Op
wp(f(x/y))dxdy,
where S and wv are as in Prop. 7.3, Rp = Zp × Zp \ (pZp × pZp), and
(7.16) c∞ = lim
N→∞
1
(2N)2
∫ N
−N
∫ N
−N
w∞(x/y)dxdy.
Moreover, the integrals
∏
p
∫
Op
wp(f(t)) are rational numbers, and c∞ is an algebraic num-
ber.
We define w∞(x) = 1 for all x if ∞ /∈ S.
Proof. By Prop. 7.3 and Corollary 5.9, the functions t 7→ wp(f(t)) are locally constant
almost everywhere. Hence (x, y) 7→ w∞(x/y) is a locally constant function with values
in {−1, 1} defined in the complement of a finite set of lines through the origin. Equation
(7.15) now follows from Prop. 7.2 and Prop. 7.3.
The integrals
∫
Op
wp(f(x/y))dxdy are rational by Corollary 5.10. Note that the lines
on whose complement (x, y) 7→ w∞(x/y) is defined are lines with algebraic slopes. (The
lines are of the form x = ry, where r goes through the roots of f(r) = 0.) It follows that
the limit (7.16) is an algebraic number. 
Let us finish by showing that a certain phenomenon first noted over Q ([1]) appears over
general global fields as well: a family of quadratic twists can have constant root number.
Corollary 7.6. Let K be a global field of characteristic 6= 2, 3. Let E be an elliptic curve
given by a Weierstrass equation y2 = x3 + ax + b, a, b ∈ K. Let Et be as in Proposition
7.3. Then there is a polynomial f ∈ K[T ] \ (K[T ])2 such that t 7→ W (Ef(t)) is a constant
map on K \ {zeroes of f in K}.
Here K[T ] \ (K[T ])2 is the set of elements of K[T ] not in (K[T ])2.
Proof. By Proposition 7.3, it will be enough to construct a polynomial f ∈ K[T ]\ (K[T ])2
such that f(t) ∈ K∗v 2 for every v ∈ S and every t ∈ K such that f(t) 6= 0. (Here S is a
finite set of places of K, as in Proposition 7.3.)
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Suppose first that K is a function field. We are assuming already that the characteristic
of K is not 2. Thus, the residue field characteristic of every localisation Kv of K will be
different from 2. Hensel’s Lemma then tells us that f(t) is a square in K∗v if and only
if v(f(t)) is even and f(t)π−v(f(t)) is a square in the residue field of Kv . (Here π is any
uniformiser of Kv.)
Let pn be maxv∈S Nv, where Nv is the cardinality of the residue field of Kv. Then
tp
n−1 ≡ 1 mod v for every v ∈ S for which v(t) = 0. Assume first that p 6= 5. Then
f(t) = 32tp
n−1 + 42 is the polynomial we desire: when v(t) = 0, the residue of f(t) mod v
is a square, namely, 32 + 42 = 52, and v(f(t)) is an even number, namely, 0; when
v(t) > 0, the residue of f(t) is a square, namely, 42, and v(f(t)) is again 0. When
v(t) < 0, v(f(t)) is the even number (pn − 1)v(t), and the residue of f(t)π−v(f(t)) is equal
to the residue of 32(t · π−v(t))pn−1, which is a square. Thus, for every t ∈ K∗v , Hensel’s
Lemma tells us that f(t) is a square in K∗v . Consider now the case p = 5. We choose
f(t) = (92 − 72)2tpn−1 + (2 · 7 · 9)2, and proceed just as for p 6= 5.
Suppose now thatK is a number field. Definem = 2k54 ·∏p∈S(Np−1), where we choose
the positive integer k to be large enough for the following argument to work. Define f(t) =
32tm + 42. Then, for every non-archimedean place v whose residue field characteristic is
not 2, 3 or 5, the value f(t) is a square in K∗v for every t ∈ K, by the argument used in
the function-field case. The same argument works for residue field characteristic 5, and
– provided that k > 1 – for characteristic 3 as well. In the case of v with residue field
characteristic 2, Hensel’s lemma tells us that x ∈ K∗v is a square whenever v(x) is even and
xπ−v(x) is a square modulo p3, where π is a uniformiser of v and p is the prime ideal of v.
Since 2k|m, we can ensure that tmπ−v(tm) = (tπ−v(t))m ≡ 1 mod pl for l arbitrarily high by
setting k sufficiently large. If K = Q, then l = 7 is large enough for tmπ−v(t
m) ≡ 1 mod pl
to imply f(t) ≡ 1 mod p3; in general, l = 7deg(K/Q) is certainly sufficiently large. We
set k high enough for us to obtain this l, and conclude that f(t) is then a square in
K∗v . It remains to check the archimedean places. For v real, f(t) = 32tm + 42 is always
positive, and hence a square in R. Every number is a square in C, and so f(t) ∈ K∗v 2 for
v complex. 
7.3. Averaging almost-finite products. The following propositions will be needed
when we find the averages of the root numbers of families that are not simply quadratic
twists of a fixed curve, yet lack multiplicative reduction.
Recall that, when we write Lemma 0.0(X (P )), we mean that the lemma is conditional
on hypothesis X for the polynomial P (t). All the hypotheses we shall ever refer to were
described in §2.2.
Proposition 7.7 (A1(B)). Let S be a finite set of places of Q. For every v ∈ S, let
gv : Qv → C be a bounded function that is locally constant almost everywhere. For every
p /∈ S, let hp : Qp → C be a function that (a) is locally constant almost everywhere, (b)
satisfies |hp(x)| ≤ 1 for all x.
Let B(t) ∈ Z[t] be a non-zero polynomial. Assume that hp(x) = 1 whenever vp(B(x)) <
2. Let
(7.17) W (n) =
∏
v∈S
gv(n) ·
∏
p/∈S
hp(n).
Then
(7.18) avZW (n) = c∞ ·
∏
p∈S
∫
Zp
gp(x)dx ·
∏
p/∈S
∫
Zp
hp(x)dx,
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where, if ∞ /∈ S, then c∞ = 1, and, if ∞ ∈ S, then c∞ is the value g∞(x) takes for all x
positive and sufficiently large.
Proof. Let M be a large integer. We know from Prop. 7.1 that
(7.19) avZ
∏
v∈S
gv(n) ·
∏
p/∈S
p<M
hv(n) = c∞ ·
∏
p∈S
∫
Zp
gp(x)dx ·
∏
p/∈S
p<M
∫
Zp
hp(x)dx,
since all products in the expression are finite. We must show that each side of (7.19) tends
to the corresponding side of (7.18) as M →∞.
For every p, the number of solutions t mod p2 to B(t) ≡ 0 mod p2 is bounded indepen-
dently of p (by Hensel’s lemma). Hence, for p fixed, the number of integers n ≤ N such
that p2|B(n) is
≪ N
p2
+ 1.
It follows that the number of integers n ≤ N such that p2|B(n) for some p between M
and
√
N (inclusive) is
≪
∑
M≤p≤
√
N
N
p2
+
∑
M≤p≤
√
N
1≪ N
M
+
√
N =
N
M
+ o(N).
By hypothesis A1(B(t)), the number of integers n ≤ N such that p2|B(n) for some p >
√
N
is o(N). We conclude that the number of integers n ≤ N such that p2|B(n) for some p > M
is
O
(
N
M
)
+ o(N).
Since hp(n) = 1 for all p such that p
2 ∤ B(n), it follows that∣∣∣∣∣∣∣∣∣
∑
n≤N
∏
v∈S
gv(n) ·
∏
p/∈S
hv(n)−
∑
n≤N
∏
v∈S
gv(n) ·
∏
p/∈S
p<M
hv(n)
∣∣∣∣∣∣∣∣∣ = O
(
N
M
)
+ o(N),
and so ∣∣∣∣∣∣∣∣∣avZW (n)− avZ
∏
v∈S
gv(n) ·
∏
p/∈S
p<M
hv(n)

∣∣∣∣∣∣∣∣∣ = O
(
1
M
)
.
The expression O(1/M) tends to 0 as M →∞.
Now let us examine the right side of (7.19) and compare it to the right side of (7.18).
What we need to show is that
(7.20) lim
M→∞
∏
p/∈S
p≥M
∫
Zp
hp(x)dx = 1.
Recall that the number of solutions t mod p2 to B(t) ≡ 0 mod p2 is bounded. Recall also
that |hp(x)| ≤ 1 for all x ∈ Zp and hp(x) = 1 when v(B(x)) < 2. Hence∫
Zp
hp(x) = 1−O
(
1
p2
)
.
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Therefore ∏
p/∈S
p≥M
∫
Zp
hp(x)dx =
∏
p≥M
(
1−O
(
1
p2
))
= 1−O
∑
m≥M
1
m2
 = 1−O( 1
M
)
.
The expression 1−O ( 1M ) tends to 1 as M →∞. We have shown (7.20), and thus we are
done. 
Proposition 7.8 (A2(B)). Let S be a finite set of places of Q. For every v ∈ S, let
gv : Qv×Qv → C be a bounded function that is locally constant outside a finite set of lines
through the origin. For every p /∈ S, let hp : Qp ×Qp → C be a function that (a) is locally
constant outside a finite set of lines through the origin, (b) satisfies |hp(x, y)| ≤ 1 for all
x, y ∈ Qp.
Let B ∈ Z[x, y] be a non-zero homogeneous polynomial. Assume that hp(x, y) = 1
whenever vp(B(x, y)) < 2. Let
W (x, y) =
∏
v∈S
gv(x, y) ·
∏
p/∈S
hp(x, y).
Then
avZ2,coprimeW (x, y) = c∞ ·
∏
p∈S
1
1− p−2
∫
Op
gp(x, y) dxdy ·
∏
p/∈S
1
1− p−2
∫
Op
hp(x, y) dxdy,
where Op = (Zp × Zp) \ (pZp × pZp), c∞ = 1 if ∞ /∈ S, and
c∞ = lim
N→∞
1
(2N)2
∫ N
−N
∫ N
−N
g∞(x, y) dxdy
if ∞ ∈ S.
Sketch of proof. Proceed just as in the proof of Prop. 7.7 – using Prop. 7.2 instead of
Prop. 7.1. Rather than the fact that the number of solutions t mod p2 to P (t) ≡ 0 mod p2
(P a non-zero polynomial) is bounded independently of p, we need the fact that the
solutions (x, y) ∈ Z2 to P (x, y) ≡ 0 mod p2 (P a non-zero homogeneous polynomial) lie on
a bounded number of lattices of index p2. (Both facts are easy consequences of Hensel’s
lemma.) 
7.4. Families without multiplicative reduction. In this subsection, we shall consider
a family E of elliptic curves over Q withME = 1, i.e., an elliptic curve E over Q(t) without
any places of multiplicative reduction. We wish to compute the averages
avZW (E (t)), avQW (E (t)).
The root number W (E (t)) was described in Theorem 6.6. Since ME (x, y) = 1, there is
no factor of the form λ(ME (x, y)) in (6.19) to give us cancellation. Thus, the averages of
W (E (x/y)) will usually be non-zero.
7.4.1. The average of the root number in families without multiplicative reduction. Recall
that BE (x, y) is the product of the polynomials corresponding to the places of quite bad
reduction, and thatME (x, y) is the product of the polynomials corresponding to the places
of multiplicative reduction. (See (2.1).) We will be examining the case when ME = 1, i.e.,
the case of families without multiplicative reduction.
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If we are looking at averages over Z, we only need ME (x, 1) = 1 for all x, as opposed
to ME (x, y) = 1 for all x, y. The families with ME (x, 1) = 1 for all x are the families that
have no places of multiplicative reduction other than, possibly, the place corresponding to
the valuation deg(den)− deg(num).
Proposition 7.9 (A1(BE (x, 1))). Let E be an elliptic curve over Q(T ). Assume that E
has no places of multiplicative reduction over Q(T ), other than, possibly, the place of Q(T )
corresponding to the valuation deg(den)− deg(num).
Then
(7.21) avZW (E (t)) = c∞ ·
∏
p∈S
∫
Zp
gp(x, 1)dx ·
∏
p/∈S
∫
Zp
hp(x, 1)dx,
where S, gv and hp are as in Thm. 6.6 and c∞ is the value taken by g∞(x, 1) for all
sufficiently large x. Moreover, the integrals
∫
Zp
gp(x, 1)dx and
∫
Zp
hp(x, 1)dx are rational
numbers.
Remark. Here as in Prop. 7.7, the infinite product
∏
p/∈S
∫
Zp
hp(x, 1)dx is absolutely
convergent. (In other words, it is like
∏
p(1− 1/p2), not like
∏
p(1− 1/p).)
This is so because (as stated in Thm. 6.6) hp(x, 1) = 1 whenever p
2 ∤ BE (x, 1). For
every prime larger than a constant, the congruence BE (x, 1) ≡ 0 mod p2 can hold only for
O(1) congruence classes x mod p2; hence the integral
∫
Zp
hp(x, 1)dx is 1 +O(1/p
2). Thus,
the infinite product is absolutely convergent, just like
∏
p(1 + 1/p
2) or
∏
p(1− 1/p2).
Proof. By Theorem 6.6, the functions x 7→ gv(x, 1) and x 7→ hp(x, 1) are locally constant
almost everywhere. Moreover, Theorem 6.6 states that hp(x) = 1 whenever vp(B(x)) < 2,
and |hp(x)| ≤ 1 otherwise. Apply Prop. 7.7. The integrals
∫
Zp
gp(x, 1)dx and
∫
Zp
hp(x, 1)dx
are rational by Cor. 5.7. 
Proposition 7.10 (A2(BE )). Let E be an elliptic curve over Q(T ). Assume that E has
no places of multiplicative reduction over Q(T ).
Then
(7.22) avQW (x, y) = c∞ ·
∏
p∈S
1
1− p−2
∫
Op
gp(x, y) dxdy ·
∏
p/∈S
1
1− p−2
∫
Op
hp(x, y) dxdy,
where S, gv and hp are as in Thm. 6.6, Op = (Zp × Zp) \ (pZp × pZp), c∞ = 1 if ∞ /∈ S,
and
(7.23) c∞ = lim
N→∞
1
(2N)2
∫ N
−N
∫ N
−N
g∞(x, y) dxdy
if ∞ ∈ S. Moreover, the integrals ∏p∈S ∫Op gp(x, y) dxdy, ∏p/∈S ∫Op hp(x, y) dxdy are
rational, and c∞ is an algebraic number.
Remark. Here, much as in Prop. 7.8, the infinite product
∏
p/∈S
∫
Op
hp(x, y) dxdy is
absolutely convergent.
Proof. Immediate from Theorem 6.6 and Prop. 7.8.
The integrals
∏
p∈S
∫
Op
gp(x, y) dxdy,
∏
p/∈S
∫
Op
hp(x, y) dxdy are rational by Cor. 5.10.
The function g∞(x, y) is locally constant outside the union of finitely many lines through
the origin; by the remark after Theorem 6.6, these lines have algebraic slopes. Since
g∞(x, y) takes only the values {−1, 1}, the integral (7.23) defining c∞ is algebraic. 
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7.4.2. Averages over function fields. The analogues of A1 and A2 over function fields are
known4 ([27], [26]). Thus, the function-field analogues of Propositions 7.9 and 7.10 should
be unconditional. The most natural ordering here for the purposes of averaging is probably
simply the ordering by degree: given a field K = Fq(T ) with integer ring O = Fq[T ], and
given a function f : K → C, define
avO f(x) = lim
n→∞
1
qn+1
∑
x∈Fq[T ]
deg(x)≤n
f(x)
and
avK f(t) = lim
n→∞
∑
x,y∈Fq[T ]: deg(x), deg(y)≤n, x, y coprime f(x/y)
|{x, y ∈ Fq[T ] : deg(x), deg(y) ≤ n, x, y coprime}| .
With these definitions, the proofs of the analogues of the results in §7.3 and §7.4 should
then go through much as before.
7.5. Products with cancellation. The following propositions will be needed when we
find the averages of the root numbers of families with multiplicative reduction.
The main ideas of the proofs are already contained in Propositions 7.1 and 7.7, which
address a somewhat different situation. We will work in a little more generality than there,
in that we will determine averages over arithmetic progressions and over lattices, rather
than just over Z and Q. (We could have done the same there, though essentially the same
goal would be fulfilled by a reparametrisation.)
Proposition 7.11 (A1(B)). Let S be a finite set of places of Q. For every v ∈ S, let
gv : Qv → C be a bounded function that is locally constant almost everywhere. For every
p /∈ S, let hp : Qp → C be a function that (a) is locally constant almost everywhere, (b)
satisfies |hp(x)| ≤ 1 for all x. Let B(t) ∈ Z[t] be a non-zero polynomial. Assume that
hp(x) = 1 whenever vp(B(x)) < 2.
Let α : Z→ C be a function such that
(7.24) ava+mZ α(n) = 0
for every arithmetic progression a+mZ. Assume moreover that |α(n)| ≤ 1 for all x. Let
(7.25) W (n) =
∏
v∈S
gv(n) ·
∏
p/∈S
hp(n) · α(n).
Then
(7.26) ava+mZW (n) = 0
for every arithmetic progression a+mZ.
Proof. Let M be a large integer. Let a+mZ be an arithmetic progression. We will show
that
ava+mZ
∏
v∈S
gv(n) ·
∏
p/∈S
p<M
hp(n) · α(n) = 0.
Equation (7.26) will then follow as M →∞, by the same argument as in Prop. 7.7.
4The assumption of separability in [27] is made unnecessary by the argument in [26], §7. The same
argument suffices to show that there is no contribution from inseparable places to the infinite products
below: given an irreducible, inseparable polynomial f ∈ Fq [u][t], there are only finitely many irreducibles
pi ∈ Fq [u] such that pi
2|f(t) has solutions in Fq [u]. Various other proofs of the same are possible [6].
42 H. A. HELFGOTT
We can define S′ = {S ∪ {p /∈ S : p < M}} and gp = hp for p ∈ S′ \ S. We must prove
that
ava+mZ
∏
v∈S′
gv(n) · α(n) = 0.
We now proceed as in the proof of Prop. 7.1. For each p ∈ S′, let S′p ⊂ Qp be the finite
set of points of Qp at which gp(x) is not locally constant. We cover S
′
p by open balls whose
union Xp has measure ≤ ǫ|S′| . We let Rp = Qp \Xp. (Here Rp stands for “regular set”; it
is a set on which gp(x) is everywhere locally constant.) We define
ρ(n) =
{
1 if ιp(n) ∈ Rp for every p ∈ S′,
0 otherwise.
Then, as in the proof of Prop. 7.1,
ava+mZ
∏
v∈S′
gv(n) · α(n) = ava+mZ ρ(n)
∏
v∈S′
gv(n) · α(n) +O(ǫ).
Now Rp is compact, and thus can be covered by finitely many balls Up,j on which gp
is constant. (Since g∞(x) = c∞ for all x larger than a constant, we do not need to worry
about what happens at the infinite place v =∞.) It will be enough to show that
lim
N→∞

1
N/m
∑
n≤N
n∈a+mZ
∀p∈S′:ιp(n)∈Up,jp
∏
v∈S′
gv(n)α(n)
 = 0
for every choice of ~j = {jp}p∈S′ . In other words, we are partitioning the progression a+mZ
into sets of the form Z~j ∩ (a+mZ), where
Z~j = {n ∈ Z : ∀p ∈ S′ ιp(n) ∈ Up,jp}
for some choice of indices ~j, and we would like to see that the average of gp(n) · α(n) on
each such set is 0. Now, gp(x) is constant on Up,jp, and so we must just show that
(7.27) lim
N→∞
 1N/m ∑
n≤N
n∈Z~j∩(a+mZ)
α(n)
 = 0
for every possible choice of indices ~j. As we saw at the end of the proof of Prop. 7.1, the set
Z~j is an arithmetic progression, and hence (a+mZ)∩Z~j is either an arithmetic progression
or empty. If it is empty, (7.27) is trivially true; if it is an arithmetic progression, (7.27) is
true by the assumption (7.24) that α(n) averages to 0 on every arithmetic progression. 
Given a function f : Z2 → C, a lattice coset a+L ⊂ Z2 and a sector S ⊂ R2 (see §3.6),
we define
(7.28) avS∩(a+L),coprime f = lim
N→∞
∑
(x,y)∈S∩(a+L)∩[−N,N ]2: gcd(x,y)=1 f(x, y)
|{(x, y) ∈ S ∩ (a+ L) ∩ [−N,N ]2 : gcd(x, y) = 1}| .
This is just like definition (2.3), with the condition gcd(x, y) = 1 added.
ON THE BEHAVIOUR OF ROOT NUMBERS IN FAMILIES OF ELLIPTIC CURVES 43
Proposition 7.12 (A2(B)). Let S be a finite set of places of Q. For every v ∈ S , let
gv : Qv×Qv → C be a bounded function that is locally constant outside a finite set of lines
through the origin. For every p /∈ S , let hp : Qp×Qp → C be a function that (a) is locally
constant outside a finite set of lines through the origin, (b) satisfies |hp(x, y)| ≤ 1 for all
x, y ∈ Qp.
Let B ∈ Z[x, y] be a non-zero homogeneous polynomial. Assume that hp(x, y) = 1
whenever vp(B(x, y)) < 2. Let α : Z× Z→ C be a function such that
(7.29) avS∩(a+L),coprime α(x, y) = 0
for every sector S and every lattice coset a + L such that {(x, y) ∈ L : gcd(x, y) = 1} is
non-empty. Assume moreover that |α(x, y)| ≤ 1 for all x. Let
W (x, y) =
∏
v∈S
gv(x, y) ·
∏
p/∈S
hp(x, y) · α(x, y).
Then
(7.30) avS∩(a+L),coprimeW (x, y) = 0
for every sector S and every lattice coset L.
We could remove the word “coprime” from both (7.29) and (7.30); the statement and
the proof would still be correct. However, we need the word “coprime” in (7.30) for our
applications. After we are done with the proof we are about to go through, we will see
how to remove the word “coprime” from (7.29) without removing it from (7.30).
Proof. We will proceed just as in the proof of Prop. 7.11, with the only difference that we
shall borrow from Prop. 7.2 rather than from Prop. 7.1.
Let M be a large integer. It will be enough to show that
avS∩(a+L),coprime
∏
v∈S
gv(x, y) ·
∏
p/∈S
hp(x, y) · α(x, y) = 0.
Equation (7.30) will then follow as M → ∞, by the same argument as in Prop. 7.7 or
Prop. 7.8.
We can define S ′ = {S ∪ {p /∈ S : p < M}} and gp = hp for p ∈ S ′ \S . We must
prove that
(7.31) avS∩(a+L),coprime
∏
v∈S ′
gv(x, y) · α(x, y) = 0.
Each function gv is locally constant outside a finite set of lines in Qv × Qv. We cover
these lines by a set Xv defined as the union of sufficiently narrow sectors (that is, angles)
around the lines. The number of integers −N ≤ x, y ≤ N in an angle ǫ in R2 = Q2∞ is
O(ǫN2). Hence, if we take care to make each sector of X∞ of width ≤ ǫ,
|{−N ≤ x, y ≤ N : (x, y) ∈ X∞}| = O(ǫN2).
Let us now consider v finite. Then Xv consists of a union of sets of the form {(x, y) ∈
Qv × Qv : x/y ∈ Bp}, where Bp is a ball in Qp of area ≤ ǫ. Now, if the ball Bp has
area 1/pk, the set {(x, y) ∈ Qv × Qv : x/y ∈ Bp} is a lattice coset a + L, where L has
index pk. The number of −N ≤ x, y ≤ N in a lattice coset a+ L where L has index pk is
(1/pk + o(1))(2N)2. Hence
|{−N ≤ x, y ≤ N : (x, y) ∈ Xv}| = O(ǫN2).
Thus, the total contribution of all sets Xv to (7.31) is O(ǫ) (where the constant depends
on S, S ′ and L).
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Much as in Prop. 7.11, we define Rv = Qv \Xv,
ρ(x, y) =
{
1 if ιv(x, y) ∈ Rv for every v ∈ S ′,
0 otherwise.
We have shown that
avS∩(a+L),coprime
∏
v∈S ′
gv(x, y)α(x, y) = avS∩(a+L),coprime ρ(x, y)
∏
v∈S ′
gv(x, y)α(x, y) +O(ǫ).
For each v ∈ S ′, the function gv is locally constant on Rv. The set R∞ ∈ R2 is the
union of the closure of finitely many disjoint sectors {U∞,j}; since sectors are connected,
g∞ is constant on each sector. For each p ∈ S ′, the set Rp is compact; thus, it can be
covered by finitely many p-adic balls Up,j in Qp ∩Qp on each of which gp is constant. We
must now show that, for every choice of indices ~j, the average of∏
v∈S ′
gv(x, y) · α(x, y)
on each set of the form
(7.32) {(x, y) ∈ S ∩ Sj ∩ (a+ L) ∩ (aj + L~j) ∩ [−N,N ]2 : gcd(x, y) = 1}
is 0. (Here Sj is a sector Sj = U∞,j as above, whereas L~j is the intersection of preimages
ι−1p (Up,jp) of p-adic balls Up,jp as above (one per prime p ∈ S ′) under the injection
ιp : Z × Z → Qp × Qp; since every preimage ι−1p (Up,jp) is a lattice coset, the intersection
L~j = ∩p∈S ′ι−1p (Up,jp) is itself a lattice coset.) The product
∏
v∈S ′ gv(x, y) is constant on
each set (7.32), and condition (7.29) assures us that α(x, y) averages to 0 on every set of
the form (7.32). Hence we are done. 
We should now prove that we can remove the word “coprime” from (7.29). Let us first
prove an easy preparatory lemma.
Lemma 7.13. Let a+L ⊂ Z2 be a lattice coset. Assume that {(x, y) ∈ a+L : gcd(x, y) =
1} is non-empty. Then, for any sector S,
(7.33) lim
N→∞
1
(2N)2
|{(x, y) ∈ S ∩ (a+ L) ∩ [−N,N ]2 : gcd(x, y) = 1}|
exists and is non-zero.
By the definition of sectors (3.6), all sectors are non-empty.
Proof. We will prove something stronger and more explicit:
(7.34)
lim
N→∞
1
(2N)2
|{(x, y) ∈ S ∩ (a+ L) ∩ [−N,N ]2 : gcd(x, y) = 1}|
=
c∞
[Z2 : L]
∏
p||[Z2:L]|
(1− cp)
∏
p∤|[Z2:L]|
(
1− 1
p2
)
,
where
(7.35)
c∞ = lim
N→∞
|S ∩ [−N,N‖
(2N)2
,
cp =
{
0 if (a+ L) ∩ pZ2 = ∅
[Z2:L]
[Z2:Lp]
if (a+ L) ∩ pZ2 is a coset of a lattice Lp ⊂ Z2.
Now that we know that we have to prove this, the rest is very easy.
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Let M be a large integer. Then the right side of (7.34) is
c∞
[Z2 : L]
∏
p||[Z2:L]|
p≤M
cp
∏
p∤|[Z2:L]|
p≤M
(
1− 1
p2
)
+O
(
1
M
)
,
whereas
|{−N ≤ x, y ≤ N : ∃p > M such that p| gcd(x, y)}| = O
(
1
M
+
1
N
)
·N2.
and so
|{(x, y) ∈S ∩ (a+ L) ∩ [−N,N ]2 : gcd(x, y) = 1}|
= |{(x, y) ∈ S ∩ (a+ L) ∩ [−N,N ]2 : (p ∤ x ∨ p ∤ y) ∀p ≤M}|
+O
(
1
M
+
1
N
)
·N2.
Hence, it will be enough to show that
(7.36) lim
N→∞
1
(2N)2
|{(x, y) ∈ S ∩ (a+ L) ∩ [−N,N ]2 : (p ∤ x ∨ p ∤ y) ∀p ≤M}|
equals
c∞
[Z2 : L]
·
∏
p||[Z2:L]|
p≤M
(1− cp)
∏
p∤|[Z2:L]|
p≤M
(
1− 1
p2
)
.
Let
cm =
{
0 if (a+ L) ∩mZ2 = ∅
[Z2:L]
[Z2:Lm]
if (a+ L) ∩mZ2 is a coset of a lattice Lm ⊂ Z2.
Now
(7.37)
|{(x, y) ∈S ∩ (a+ L) ∩ [−N,N ]2 : (p ∤ x ∨ p ∤ y) ∀p ≤M}|
=
∑
m
p|m⇒p≤M
µ(m) · {(x, y) ∈ S ∩ (a+ L) ∩ [−N,N ]2 : m|x ∧m|y}
=
∑
m
p|m⇒p≤M
µ(m) · c∞
[Z2 : L]
· (2N)2cm,
where we are using (7.10). For m square-free,
cm =
∏
p|m
cp.
Hence (7.36) equals
c∞
[Z2 : L]
·
∏
p≤M
(1− cp).
Now, given two lattice cosets a + L, a + L′ with coprime indices [Z2 : L], [Z2 : L′], their
intersection is a lattice coset of index [Z2 : L] · [Z2 : L′]. Hence (by (7.35))
cp =
1
p2
for p ∤ |[Z2 : L]|, and so we are done. 
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Remark. We do not particularly care about the rate of convergence in (7.33); otherwise
we would have proven Lemma 7.13 differently. For a discussion on how to do things
efficiently (from the point of view of rates of convergence), see appendix A. (Actually,
proving Lemma 7.13 efficiently is fairly easy; taking care of other similar issues elsewhere
in the paper is a harder problem. See also [18, §3], where this sort of issue is dealt with
at length.)
Lemma 7.14. Let f : Z2 → C be a bounded function. Let S ⊂ R2 be a sector. Suppose
that
(7.38) avS∩(a+L) f = 0
for every lattice coset a+ L. Then
(7.39) avS∩(a+L),coprime f = 0
for every lattice coset a+ L such that {(x, y) ∈ a+ L : gcd(x, y) = 1} is non-empty.
Sketch of proof. By Lemma 7.13, the denominator implicit in the average in (7.39) is
≫ N2. Hence, it is enough to show that
lim
N→∞
1
N2
|{(x, y) ∈ S ∩ (a+ L) ∩ [−N,N ]2 : gcd(x, y) = 1}| = 0.
Using (7.38), we can prove this just like we proved Lemma 7.13: first we fix a large integer
M (which we will let go to ∞ at the end), then we show (exactly as before) that the
difference between
|{(x, y) ∈ S ∩ (a+ L) ∩ [−N,N ]2 : gcd(x, y) = 1}|
and
(7.40) |{(x, y) ∈ S ∩ (a+ L) ∩ [−N,N ]2 : (p ∤ x ∨ p ∤ y) ∀p ≤M}|}|
is O(1/M), then we express (7.40) as a sum of the form
∑
m µ(m) . . . as in (7.37) – and,
lastly, we use (7.38) instead of (7.10). 
7.6. Families with multiplicative reduction. It remains to prove the main theorems.
Recall that, given a function f : Z → C, “f has strong zero average over the integers”
means that
ava+mZ f(n) = 0
for every arithmetic progression f(n). For f : Q→ C, “f has strong zero average over the
rationals” means that
avQ,S∩(a+L) g = 0
for every sector S ⊂ R2 and every lattice coset a+L ⊂ Z2. Lastly, for f : Z2 → C, “f has
strong zero average over Z2” means that
avS∩(a+L) g = 0
for every sector S ⊂ R2 and every lattice coset a+ L ⊂ Z2. See also (7.28).
Recall as well that, when we write Theorem 0.0 (X(P ), Y(Q)), we mean a theo-
rem conditional on hypotheses X and Y in so far as they concern the objects P and Q,
respectively. The polynomials BE and ME were defined in (2.1); they are the polynomi-
als describing the places at which a curve E over Q(T ) has quite bad or multiplicative
reduction, respectively.
Main Theorem 1 (A1(BE (t, 1)), B1(ME (t, 1))). Let E be a family of elliptic curves over
Q. Assume that ME (t, 1) is not constant. Then t 7→ W (E (t)) has strong zero average over
the integers.
ON THE BEHAVIOUR OF ROOT NUMBERS IN FAMILIES OF ELLIPTIC CURVES 47
Proof. Immediate from Theorem 6.6 and Prop. 7.11 with α(x) = λ(ME (x, 1)). Condition
(7.24) is furnished by hypothesis B1(ME (x, 1)). 
Main Theorem 2 (A2(BE ), B2(ME )). Let E be a family of elliptic curves over Q.
Assume that ME is not constant
5. Then t 7→ W (E (t)) has strong zero average over the
rationals.
Proof. Immediate from Theorem 6.6 and Prop. 7.12 with α(x, y) = λ(ME (x, y)). (Use
Lemma 7.14 to prove condition (7.29) using hypothesis B2(ME ).) 
One can go in the other direction: if the average root number of a family is zero, then
we can prove hypothesis Bj for the associated polynomial ME .
Proposition 7.15 (A1(BE (t, 1))). Let E be a family of elliptic curves over Q. Assume
that ME (t, 1) is not constant.
Suppose that t 7→ W (E (t)) has strong zero average over the integers. Then hypothesis
B1(ME (x, 1)) holds, i.e., λ(ME (x, 1)) has strong zero average over the integers.
Proof. Equation (6.19) in Theorem 6.6 states that
(7.41) W (E (x/y)) = g(x, y) · h(x, y) · λ(ME (x, y)).
Since the left side is never zero, the expressions on the right side are non-zero for all but
finitely many rationals x/y. (Equation (6.19) is valid for all but finitely many rationals.)
This implies that
(7.42) λ(ME (x, y)) = (g(x, y))
−1 · (h(x, y))−1 ·W (E (x/y)).
Now apply Prop. 7.11 with α(x) =W (E (x)). 
Proposition 7.16 (A2(BE )). Let E be a family of elliptic curves over Q. Assume that
ME is not constant. Then B2(ME (x, y)) holds, i.e., λ(ME (x, y)) has strong zero average
over Z2.
Proof. Again, (7.41) implies (7.42). Now apply
λ(ME (x, y)) = (g(x, y))
−1 · (h(x, y))−1 ·W (E (x/y)).
Now apply Prop. 7.12 with α(x, y) =W (E (x, y)). We obtain that
(7.43) avS∩L,coprime λ(ME (x, y)) = 0.
Since λ is completely multiplicative and ME is homogeneous,
λ(ME (mx,my)) = λ(m
d)λ(ME (x, y))
for all m, x, y, where d = deg(ME ). Summing over all m ≤M , M large, we deduce from
(7.43) that ∑
(x,y)∈S∩L∩[−N,N ]2
gcd(x,y)≤M
λ(ME (x, y)) =
∑
1≤m≤M
µ(m)λ(md) · o(N2/m2)
= o(N2).
The number of pairs (x, y) ∈ S∩L∩[−N,N ]2 such that gcd(x, y) > M is O(N2/M)+O(N).
We let N →∞ and obtain
avS∩L λ(ME (x, y)) = O(1/M) + o(1).
Since M can be set to be arbitrarily large, we are done. 
5In other words, assume that E has at least one point of multiplicative reduction over Q(T ).
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In general, hypothesis B2 is very difficult to prove. The state of knowledge on the
subject was static for over a century. It was then proven for polynomials of degree 3 by
the author ([20], [19]; the latter paper builds on work by Friedlander and Iwaniec [11]
as well as Heath-Brown [16]). Hypothesis B2 has recently been proven for products of
four linear factors by Green and Tao [14] (using methods related to their proof of the
existence of arbitrarily long progressions in the primes). It is possible that Green and Tao
(or their associates) shall soon prove B2 for products of more than four linear polynomials
in Z[x, y]. Further progress in the near future seems unlikely.
Hypothesis B1 is even harder. It has been known for degree 1 for more than a hundred
years, but it is extremely improbable that it will proven for any (square-free) polynomials
of degree ≥ 2 in the near future: such a task would be of the same difficulty as proving
the twin prime number conjecture.
To summarise: (a) the main theorems assert the truth of general results on root numbers
under the assumption of standard conjectures in analytic number theory (hypotheses Aj,
Bj); (b) thus, these general results are unconditionally true in the cases in which these
conjectures are known to be true; (c) if the results on numbers were proven unconditionally
for some more cases, then one of the harder conjectures (B1 or B2) would follow in a case
in which it is not yet known. (In (c), one of the easier conjectures (Aj) is assumed; recall
that the easier conjectures are known for all polynomials of degree ≤ 3 (if j = 1) or degree
≤ 6 (if j = 2).)
It thus seems that the main theorems close the matter of averages of root numbers on
one-parameter families for the while being.
7.7. Some unconditional examples. It is a simple matter to construct a family E with
ME equal to a given square-free homogeneous polynomial in OK,V [x, y], up to multiplica-
tion by a scalar. For example, if we want ME = x
3 + 2y3, we may choose
c4 = 1− 1728(t3 + 2), c6 = (1− 1728(t3 + 2))2.
We then have
∆ =
c34 − c26
1728
= (t3 + 2) · (1− 1728(t3 + 2))3,
and so the only place of multiplicative reduction over Q(T ) is the one corresponding to
t3 + 2 ∈ Q[T ]. In other words, ME = x3 + 2y3.
In general, we can construct an elliptic curve E over K(T ) with given factors in the
denominator of j. The factors in the denominator of j correspond to the places of K(T )
where the reduction is either additive and potentially multiplicative or multiplicative. We
can then apply quadratic twists to make places of additive, potentially multiplicative re-
duction into places of multiplicative reduction, and vice versa, until we have multiplicative
reduction exactly at the places we wish to have it, and at no other place. It is thus that
we can find families E with any given (square-free, homogeneous) ME .
Families E with ME given and c4, c6 coprime are slightly harder to find. Here are some
examples:
(7.44)
c4 = 2 + 4t+ t
2, c6 = 1 + 9t+ 6t
2 + t3, ME = (2x+ 7y)(x
2 + 4xy + y2),
c4 = 2− 4t+ t2, c6 = 3 + 9t− 6t2 + t3, ME = 10x3 − 63x2y + 102xy2 + y3,
c4 = 4, c6 = 11 + t, ME = y(x+ 3y)(x+ 19y),
c4 = 3, c6 = 2 + 7t, ME = y(49x
2 + 28xy − 23y2),
c4 = 1 + t, c6 = −1 + 3t, ME = xy(x− 3y).
Since deg(ME ) ≤ 3 and deg(BE ) ≤ 6 in all of these cases, Main Theorem 2 is unconditional
for all of these families.
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Appendix A. Rates of convergence
We have computed averages over Z and Q, but we have not determined their rates of
convergence. How do we show that – for families E for which we can determine the average
avZW (E (t) and avQW (E (t) unconditionally – the expressions
1
N
∑
1≤n≤N
W (E (n)) = avZW (E (t)) + o(1),∑
(x,y)∈[−N,N ]2:gcd(x,y)=1W (E (x/y))
|{(x, y) ∈ [−N,N ]2 : gcd(x, y) = 1}| = avQW (E (t)) + o(1)
have small error terms o(1)?
There are limitations imposed by the inputs: there are error terms implicit in hypotheses
A1, A2, B1 and B2, and the cases of the hypotheses that are known are not always known
with the best error terms they might have. For example, when I showed [20, Thm. 3.3]
that avZ2 λ(xy(x+ y)) = 0, I showed, in fact, that
(A.1)
1
|[−N,N ]|
∑
−N≤x,y≤N
λ(xy(x+ y)) = O
(
log logN
logN
)
,
where the implied constant is absolute. It is quite probable that (A.1) is still true if
O
(
log logN
logN
)
is replaced by O(N−β), β > 0 small, but we are far from proving that.
Putting the issue of the inputs to one side, we can see – if we go through the proofs in
the present paper keeping track of the error terms - that there is one clearly non-trivial
issue. The issue is the passage to the limit at the beginning of the proofs of Propositions
7.7 and 7.11 (and their two-dimensional analogues, Propositions 7.8 and 7.12).
This issue is not particular to the study of root numbers. It arises, for example, in the
classical problem of determining the number of integers n ≤ N such that f(n) is square-
free (or free of factors that are kth powers, in general), where f is a polynomial. Say we
know that
(A.2) |{n ≤ N : p2|f(n) for some p > n0.1}| = O(N1−β),
where β > 0. We would like to conclude that
(A.3) |{n ≤ N : f(n) is square-free}| = cf ·N +O(N1−β) +O(N1−β′),
say, where cf is a constant and β
′ > 0. It turns out that one can in fact conclude this
(with β′ = 1/3 − ǫ, ǫ > 0 arbitrarily small), but this is not very easy. If one were to do
things in the obvious way, one would end up having an error term of O(N/(logN)) instead
of O(N1−β
′
).
The implication (A.2) ⇒ (A.3) was proven in [18, Prop. 3.4]. The issue is solved in full
generality in [18, §3.2–3.4]. In particular, [18, Prop. 3.8 and 3.9] are explicit analogues of
Propositions 7.7 and 7.8 in the present paper; they give explicit (and rather good) error
terms. The main idea (namely, the optimised alternative to the passage to the limit at the
beginning of the proof of Prop. 7.7) is contained in a rather cryptic-looking general result
[18, Prop. 3.2]. (The setup and proof of [18, Prop. 3.2] were called a riddle; the term was
meant to suggest a coarse sieve.)
In general, [18, §3] contains a great deal of what we did with much less work in §7.1,
§7.3 and §7.5. The main difference is that, in [18, §3], a great deal of effort was put into
making all error terms explicit and good. (An unintended but predictable effect was the
fact that [18, §3] is a little hard to read.) If the results in §7.1, §7.3 and §7.5 are replaced
by those in [18, §3], one obtains analogues of Propositions 7.9 and 7.10 and of the main
theorems with explicit error terms. As the inputs – namely, hypotheses Aj and Bj –
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do not always give good error terms themselves, the gains over what one would get by
proceeding naively are not always large.
Appendix B. A non-constant family with non-zero average root number
over Q
A non-constant family E is one where the fibres E (t) are not all isomorphic to each
other over C. Families of quadratic twists, for example, are not non-constant. There are
known examples of (a) families of quadratic twists E with avQW (E (t)) 6= 0 ([28]) and
(b) non-constant families E with avZW (E (t)) = 0 ([29]). In this appendix, we will see an
example of a non-constant family E with avQW (E (t)) 6= 0.
We recall that one of our main results in the present paper was that avQW (E (t)) = 0
for all families E with places of multiplicative reduction, conditionally on two standard
conjectures in analytic number theory. We also gave an expression (Prop. 7.10 (7.22))
for avQW (E (t)) when E has no places of multiplicative reduction. In the light of (7.22),
it is unsurprising that there are non-constant families E with no places of multiplicative
reduction and avQW (E (t)) 6= 0. What follows serves as a completely explicit rendering of
most of the arguments of the present paper – or, at least, of those in §6; we will also need
the results in §7.
The arguments in §4 will not appear here, as we engaged in them precisely in order to
avoid explicit case-work. Since the family we will treat has no multiplicative reduction,
the steps corresponding to §5 will be exceedingly simple, though the key element (namely,
quadratic reciprocity) will still be present (vd. equation (B.20)).
It will be satisfying to see the infinite product of integrals in (7.22) take a very concrete
form, namely, equation (B.33). In general, we have shown that the p-adic integrals in
(7.22) are rational, and that the double integral in (7.22) is algebraic; this is part of
the statement of Prop. 7.10. The same method that we used to prove this can be used
to provide an algorithm (long and tedious) to give (complicated) explicit expressions in
terms of the definition of E for all of the integrals in (7.22).
The example we are about to see is actually fairly representative, though it is a little
simpler than most other curves without multiplicative reduction would be. (This is why
this example was chosen.) In our example, the expressions we will get for the integrals∏
p/∈S
∫
Op
hp(x, y) dxdy depend only on the number of solutions in Z/pZ to 19 + 11t
2 +
19t4 ≡ 0 mod p – the integrals do not depend on p otherwise; an exception is made for
p = 2, 3, 7, 19, which will have to be treated separately. In general, for a family E without
multiplicative reduction, the integrals
∏
p/∈S
∫
Op
hp(x, y) dxdy (for p outside a finite set of
primes that have to be treated separately) depend only on the number of solutions in Z/pZ
to each of the equations fi(x) ≡ 0 mod p, where f1, f2, . . . , fk ∈ Z[x] are fixed polynomials
depending only on the definition of E .
B.1. The family E . Preparatory work. Let us, then, construct a non-constant family
E /Q[T ] such that W (E (t)) does not average to 0 over the rationals. Set f1 = −5− 2T 2,
f2 = 2 + 5T
2. Let E be the elliptic curve over Q(T ) given by the parameters
c4 = f1f2(f
3
1 − f32 )2, c6 =
1
2
(f31 + f
3
2 )(f
3
1 − f32 )3,
∆ =
c34 − c26
1728
= −2−83−3(f31 − f32 )8.
Here note that
(B.1)
f31 (t)− f32 (t) = (f21 (t) + f1(t)f2(t) + f22 (t))(f1(t)− f2(t))
= −7(19 + 11t2 + 19t4)(1 + t2).
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and
(B.2)
f31 (t) + f
3
2 (t) = (f
2
1 (t)− f1(t)f2(t) + f22 (t))(f1(t) + f2(t))
= 32(13t4 + 23t2 + 13)(t − 1)(t + 1).
Let us determine the sets and polynomials that were defined in §6.2.3. The set of
interesting places P consists of all places w of K(T ) such that w(c4) 6= 0, w(c6) 6= 0 or
w(∆) 6= 0. In our example,
P = {wf1 , wf2 , wt−1, wt+1, wt2+1, w19t4+11t2+19, w13t4+23t2+13,deg(den)− deg(num)},
where we denote by wf the place of K(T ) associated to an irreducible polynomial in K[T ].
The homogeneous polynomials in Z[x, y] associated to these places (2.1.1) are
(B.3)
P1 = (−2(x/y)2 − 5) · y2 = −2x2 − 5y2,
P2 = 5x
2 + 2y2, P3 = x− y, P4 = x+ y, P5 = x2 + y2,
P6 = 19x
4 + 11x2y2 + 19y4, P7 = 13x
4 + 23x2y2 + 13y4, P8 = y.
The resultants Res(Pi, Pj), 1 ≤ i < j ≤ 8, have the following prime factors:
(B.4) 2, 3, 5, 7, 13, 19.
(For example, Res(P6, P7) = 2
4 · 34 · 78 and Res(P1, P8) = −5.) If we consider only Pi,
Pj with 1 ≤ i < j ≤ 7 (that is, if we leave out the possibility Pj = P8), the resultants
Res(Pi, Pj) have only the following prime factors:
(B.5) 2, 3, 7.
We write
(B.6)
c4(x/y) = P1(x, y)P2(x, y)(P5(x, y) · P6(x, y))3P8(x, y)−16,
c6(x/y) =
1
2
(P3(x, y)P4(x, y)P7(x, y)) · (P5(x, y)P6(x, y))3P8(x, y)−24,
∆(x/y) = −2−83−3(P5(x, y)P6(x, y))8P8(x, y)−48.
Thus, the prime factors of the ideal defined in (6.6) are 2, 3, 5, 7, 13, 19.
It is also worthwhile to note that the prime factors of the discriminant of every poly-
nomial Pj , 1 ≤ j ≤ 8, are all contained in the set {2, 3, 7, 19}.
We will look at the local root number of W (E (t)) at the places p = 2, 3, 5, 7, 13, 19, and
then at all other places.
B.2. Local root numbers.
B.2.1. The root number at p = 2. Suppose first that v2(t) > 0. Then v2(f1(t)) = 0,
v2(f2(t)) = 1, v2(f
3
1 (t)−f32 (t)) = 0, v2(f31 (t)+f32 (t)) = 0. Hence v2(c4(t)) = 1, v2(c6(t)) =
−1, v2(∆(t)) = −8. Since v2(c6(t)) = −1 < 0 and v2(∆) = −8 < 0, this cannot be an
integral model. We set c′4 = 2
4c4, c
′
6 = 2
6c6, ∆
′ = 212∆. This model has
v2(c
′
4) = 5, v2(c
′
6) = 5, v2(∆
′) = 4.
This new model can be written as y2 = x3−27c4−54c6; since all of the coefficients of this
equation are in Z3, the new model is integral. (A model is integral if it can be written
down in (short or long) Weierstrass form with integral coefficients.) Since the model given
by c4, c6, ∆ was not integral, the new model is a minimal integral model.
Before we use [15, Table 1], we must determine 2−v2(c6)c6 = 2c6 mod 8. Now f1(t) ≡
−5 ≡ 3 mod8 and v(f2(t)) > 0. Hence f31 (t) − f32 (t) ≡ 3 mod 8 and f31 (t) + f32 (t) ≡
3 mod8. Thus 2c6 ≡ 1 mod 8. The second line marked III in [15, Table 1] now gives us
W2(E (t)) = −1.
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Suppose now that v2(t) = 0. Then v2(f1(t)) = 0 (and f1(t) ≡ 1 mod8), v2(f2(t)) = 0
(and f2(t) ≡ −1 mod 8), v2(f31 (t)− f32 (t)) = 1, v2(f31 (t) + f32 (t)) ≥ 3. Hence v2(c4(t)) = 2,
v2(c6(t)) ≥ 5, v2(∆(t)) = 0. Suppose that this model were integral. By the transformations
in [36, §3.1] (or any other standard text), c4(t) = b22 − 24b4 and b2 = a21 + 4a2, where a1,
a2 and b4 are parameters that are integers if the model is integral. Since v2(c4(t)) = 2
and 8|24, we obtain v2(b2) = 1, but, in view of b2 = a21 + 4a2, this is impossible. The
model cannot be integral. Let us pass to c′4 = 2
4c4(t), c
′
6 = 2
6c6(t), ∆
′ = 212∆(t), which
is certainly integral (because it can be written as y2 = x3 − 27c4(t) − 54c6(t)) and thus
minimal integral. The new model satisfies
v2(c
′
4) = 6, v2(c
′
6) ≥ 11, v2(∆′) = 12.
Since c4 = f1f2(f
3
1 − f32 )2, we have
1
26
c′4 =
1
4
c4(t) ≡ 1 · (−1) ·
(
13 − (−1)3
2
)2
≡ 3 mod4.
Now the second line marked I∗2 in [15, Table 1] gives us W2(E (t)) = −1.
Lastly, let us consider the case v2(t) < 0. Let k = −v2(t). Then v3(f1(t)) = −2k + 1,
v3(f2(t)) = −2k, v3(f31 (t)− f32 (t)) = −6k and v3(f31 (t) + f32 (t)) = −6k. Hence
v2(c4(t)) = −16k + 1, v2(c6(t)) = −24k − 1, v2(∆(t)) = −48k − 8.
We set c′4 = (2
4k+1)4c4(t), c
′
6 = (2
4k+1)6c6(t), ∆
′ = (24k+1)12∆(t), and obtain that
(B.7) v2(c
′
4) = 5, v2(c
′
6) = 5, v2(∆
′) = 4.
This new model is given by the equation y2 = x3 − 27 c′4
24
− 54 c′6
26
, which, by (B.7), has all
of its coefficients in Z2. Hence the new model is (minimal) integral.
A brief calculation gives 2−5c′6 = 2
24k+1c6(t) ≡ −1 mod4. Now the second line from
the top in [15, Table 1] gives us W2(E (t)) = 1.
We conclude that, for t ∈ Q2,
(B.8) W2(E (t)) =
{
−1 if v2(t) ≥ 0,
1 if v2(t) < 0.
B.2.2. The root number at p = 3. Let t ∈ Q3. Suppose first that v3(t) > 0. Then
v3(f1(t)) = 0, v3(f2(t)) = 0, and – since f1(t) ≡ 1 mod3 and f2(t) ≡ 2 mod3 – v3(f1(t)3−
f2(t)
3) = 0. On the other hand, because (−5)3+23 ≡ 0 mod 9, we have v3(f1(t)3+f2(t)3) ≥
2. Therefore
v3(c4(t)) = 0, v3(c6(t)) ≥ 2, v3(∆(t)) = −3.
Since v3(∆) < 0, we see that this model is not integral at 3. If we set c
′
4 = 3
4c4(t),
c′6 = 3
6c6(t), ∆
′ = 312∆(t), we obtain a new model for the same curve. This model has
(B.9) v3(c
′
4) = 4, v3(c
′
6) ≥ 8, v3(∆′) = 9.
This new model can be written as y2 = x3 − 27c4(t)− 54c6(t); since all of the coefficients
of this equation are in Z3, the new model is integral, and, in particular, minimal integral.
By [15, Table 2]6, an elliptic curve E with a minimal integral model given by parameters
c′4, c
′
6, ∆
′ satisfying (B.9) has local root number W3(E) = 1. Hence W3(E (t)) = 1 for all
t ∈ Q3 with v3(t) > 0 (and, in particular, for all t ∈ Q with v3(t) > 0).
Suppose now that v3(t) = 0. Then t
2 ≡ 1 mod 3. Hence v3(f1(t)) = 0, v3(f2(t)) = 0,
and – since f1(t) ≡ 2 mod 3 and f2(t) ≡ 1 mod3 – v3(f1(t)3 − f2(t)3) = 0. On the other
hand, because (−5− 2 · 4)3+(2+5 · 4)3 ≡ 0 mod 9 and (−5− 2 · (−4))3+(2+5 · (−4))3 ≡
6 As was pointed out in [29], the special condition c′4 ≡ 1 mod 4 should be added to line 3 in table 1 of
[15].
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0 mod9, we have v3(f1(t)
3 + f2(t)
3) ≥ 2. Proceeding as before, we get that c′4 = 34c4(t),
c′6 = 3
6c6(t), ∆
′ = 312∆(t) give us a minimal integral model with
v3(c
′
4) = 4, v3(c
′
6) ≥ 8, v3(∆′) = 9,
and so, by the same entry in [15, Table 2] as before, the local root number W3(E) at 3 is
1. We have shown that Hence W3(E (t)) = 1 for all t ∈ Q3 with v3(t) = 0.
Suppose, lastly, that v3(t) < 0. Let k = −v3(t). Then v3(f1(t)) = −2k, v3(f2(t)) =
−2k, v3(f31 (t) − f32 (t)) = −6k (since 32kf1(t) ≡ 1 mod 3 and 32kf2(t) ≡ 2 mod3) and
v3(f
3
1 (t) + f
3
2 (t)) ≥ −6k + 2 (because (−2)3 + 53 ≡ 0 mod 9). Hence
v3(c4(t)) = −16k, v3(c6(t)) ≥ −24k + 2, v3(∆(t)) = −48k − 3.
We set c′4 = (3
4k+1)4c4(t), c
′
6 = (3
4k+1)6c6(t), ∆
′ = (34k+1)12∆(t), and obtain that
v3(c
′
4) = 4, v3(c
′
6) ≥ 8, v3(∆′) = 9.
The model given by c′4, c
′
6 and ∆
′ is a minimal integral model by the same argument as
before. Hence, by the same entry in [15, Table 2] as before, W3(E (t)) = 1 for all t ∈ Q3
with v3(t) < 0.
We conclude that
(B.10) W3(E (t)) = 1
for all t ∈ Q3.
* * *
The remaining cases tend to be a little easier – it is very simple to tell what the reduction
type is at a prime p 6= 2, 3. Let us start by considering p = 7, since, among the cases that
remain, it is the most complicated one.
B.2.3. The root number at p = 7. Suppose first that v7(t) > 0. Then v7(f1(t)) = 0,
v7(f2(t)) = 0, v7(f
3
1 (t)− f32 (t)) = 1, v7(f31 (t) + f32 (t)) = 0. Hence
(B.11) v7(c4(t)) = 2, v7(c6(t)) = 3, v7(∆(t)) = 8.
For valuations v at places of Q other than 2 or 3, the inequalities v(c4) ≥ 0, v(c6) ≥ 0,
v(∆) ≥ 0 guarantee that the model is integral; the inequality v(∆) < 12 guarantees that,
if the model is integral, it is minimal integral. Hence our model (given by c4(t), c6(t),
∆(t)) is minimal integral at v7. By (B.11), the reduction type (see §6.2.1) is additive and
potentially multiplicative. We use (6.3) and obtain that
W7(E (t)) = (−1/7) = −1
for all t ∈ Q7 with v7(t) > 0.
Suppose now that v7(t) = 0, t 6≡ ±1 mod7. Then v7(f1(t)) = 0, v7(f2(t)) = 0, f1(t) ≡
f2(t) mod 7, and so v7(f
3
1 (t) + f
3
2 (t)) = 0. By (B.1), v7(f
3
1 (t)− f32 (t)) = 1 + v7((5 + 4t2 +
5t4)(1 + t2)) = 1. We conclude that
v7(c4(t)) = 2, v7(c6(t)) = 3, v7(∆(t)) = 8,
and so, as before,
W7(E (t)) = (−1/7) = −1
for all t ∈ Q7 with v7(t) = 0, t 6≡ ±1 mod7.
Consider now the case of v7(t) = 0, t ≡ ±1 mod7. We get easily that v7(f1(t)) ≥ 1,
v7(f2(t)) ≥ 1 and v7(f31 (t) + f32 (t)) ≥ 3. Write t = 7s ± 1, s ∈ Zp. Then
(19 + 11t2 + 19t4) = 73(133s4 + 76s3 + 18s2 + 2s) + 72(−s2 + 1).
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Thus (see (B.1)), if s 6≡ ±1 mod7,
(B.12) v7(f
3
1 (t)− f32 (t)) = 3,
and then
v7(c4(t)) ≥ 2 + 2 · 3 = 8, v7(c6(t)) ≥ 3 + 3 · 3 = 12, v7(∆(t)) ≥ 8 · 3 = 24.
We set c′4 = (7
2)−4c4(t), c′6 = (7
2)−6c6(t), ∆′ = (72)−12∆(t). Then
v7(c
′
4) ≥ 0, v7(c′6) ≥ 0, v7(∆′) = 0.
This is a minimal integral model. (At a place p 6= 2, 3, the model is integral if and only if
vp(c4) and vp(c6) are both non-negative.) Hence the curve has good reduction at 7, and
so
W7(E (t)) = 1
for all t ∈ Q7 with v7(t) = 0, t ≡ ±1 mod7, t 6≡ ±7± 1 mod49.
Suppose now that s ≡ ±1 mod7. Then
v7(f
3
1 (t)− f32 (t)) ≥ 4.
On the other hand, a brief calculation shows that now v7(f1(t)) = 1, v7(f2(t)) = 1 and
v7(f
3
1 (t) + f
3
1 (t)) = 3. Define k = v7(f
3
1 (t)− f32 (t)). Then
v7(c4(t)) ≥ 2 + 2 · k, v7(c6(t)) ≥ 3 + 3 · k, v7(∆(t)) ≥ 8 · k
Hence, if k is even, the reduction of E (t) is additive and potentially multiplicative, and so
W (E (t)) = (−1/7) = −1;
if k is odd, the reduction of E (t) is multiplicative, and so, by (6.4),
W (E (t)) = −((−7−v7(c6(t))c6(t))/7).
This is all about the particular case t ≡ ±7± 1 mod 49.
It remains to consider the case v7(t) < 0. Let k = −v7(t). Then v7(f1(t)) = −2k,
v7(f2(t)) = −2k, v7(f31 (t) + f32 (t)) = −6k, v7(f31 (t)− f32 (t)) = −6k + 1. Hence
v7(c4(t)) = −16k + 2, v7(c6(t)) = −24k + 3, v7(∆(t)) = −48k + 8,
and so a minimal integral model has parameters c′4, c
′
6, ∆
′ with
v7(c4(t)) = 2, v7(c6(t)) = 3, v7(c6(t)) = 8.
Thus, the reduction of E (t) is additive and potentially multiplicative, and so
W (E (t)) = (−1/7) = −1.
We summarise: for t ∈ Q7, unless v7(t) = 0 and t ≡ ±1 mod7, we have
(B.13) W7(E (t)) = (−1/7) = −1.
If v7(t) = 0 and t ≡ ±1 mod 7,
(B.14) W7(E (t)) =

1 if v7(u(t)) = 3,
(−1/7) = −1 if v7(u(t)) ≥ 4 and v7(u(t)) is even,
−(−7−v7(c6(t))c6(t)/7) if v7(u(t)) ≥ 5 and v7(u(t)) is odd,
where we define u(t) = f31 (t)− f32 (t).
ON THE BEHAVIOUR OF ROOT NUMBERS IN FAMILIES OF ELLIPTIC CURVES 55
B.2.4. The root number at p = 5. Assume first that v5(t) > 0. Then v5(f1(t)) = 1,
v5(f2(t)) = 0, v5(f
3
1 (t)− f32 (t)) = 0. Hence the reduction is good, and so W5(E (t)) = 1.
Suppose now that v5(t) = 0. Then v5(f1(t)) = 0 and v5(f2(t)) = 0. Since 19 + 11t
2 +
19t4 ≡ 0 mod 5 has no roots in Z/4Z, (B.1) implies that
v5(f
3
1 (t)− f32 (t)) = v5(1 + t2).
Now, v5(1+t
2) > 0 implies t ≡ ±2 mod5, and this, in turn, implies that v5(f31 (t)+f32 (t)) =
0. Thus, the reduction is additive and potentially multiplicative if v5(f
3
1 (t)−f32 (t)) is odd,
and multiplicative if v5(f
3
1 (t)− f32 (t)) is positive and even. By Prop. 6.1, this means that
W5(E (t)) =

1 if v5(f
3
1 (t)− f32 (t)) = 0,
(−1/5) = 1 if v5(f31 (t)− f32 (t)) is odd and positive,
−(−5v5(c6(t))c6(t)/5) if v5(f31 (t)− f32 (t)) is even and positive
for all t ∈ Q5 with v5(t) = 0.
Lastly, suppose v5(t) < 0. Let k = −v5(t). Then v(f1(t)) = −2k, v(f2(t)) = −2k + 1,
v(f31 (t) + f
3
2 (t)) = −6k, v(f31 (t)− f32 (t)) = −6k. Hence
v5(c4(t)) = −16k + 1, v5(c6(t)) = −24k, v5(∆(t)) = −48k.
Thus, the reduction at p = 5 is good, and W (E (t)) = 1.
We conclude that, for all t ∈ Q5,
W5(E (t)) =

−(−5−v5(c6(t))c6(t)/5) if v5(f31 (t)− f32 (t)) is even and positive,
(−1/5) = 1 if v5(f31 (t)− f32 (t)) is odd and positive,
1 if v5(f
3
1 (t)− f32 (t)) ≤ 0.
As we will later see, this is exactly the sort of thing that happens for every p outside the
finite set {2, 3, 5, 7, 13, 19}.
B.2.5. The root number at p = 13. Assume first that v13(t) ≥ 0. Then v13(19 + 11t2 +
19t4) = 0, and so v(f31 (t)−f32 (t)) = v(1+t2). If v(1+t2) > 0, then v(f1(t)) = 0, v(f2(t)) =
0 and v(f31 (t)+f
3
2 (t)) = 0. Hence, the reduction at p = 13 is good if v13(f
3
1 (t)−f32 (t)) = 0,
additive and potentially multiplicative if v13(f
3
1 (t) − f32 (t)) is odd, and multiplicative if
v13(f
3
1 (t)− f32 (t)) is positive and even. By Prop. 6.1, this means that
W13(E (t)) =

1 if v13(f
3
1 (t)− f32 (t)) = 0,
(−1/13) = 1 if v13(f31 (t)− f32 (t)) is odd and positive,
−(−13v13(c6(t))c6(t)/13) if v13(f31 (t)− f32 (t)) is even and positive
for all t ∈ Q13 with v13(t) ≥ 0.
Assume, lastly, that v13(t) < 0. Let k = −v13(t). Then v13(f1(t)) = −2k, v13(f2(t)) =
−2k, v13(f1(t)3 + f2(t)3) = −6k + 1, v13(f1(t)3 − f2(t)3) = −6k. Thus,
v(c4(t)) = −16k, v(c6(t)) = −24k + 1, v(∆(t)) = −48k.
Thus, the reduction at 13 is good, and so W13(E (t)) = 1.
We conclude that
W13(E (t)) =

−(−13−v13(c6(t))c6(t)/13) if v13(f31 (t)− f32 (t)) is even and positive,
(−1/13) = 1 if v13(f31 (t)− f32 (t)) is odd and positive,
1 if v13(f
3
1 (t)− f32 (t)) ≤ 0
for all t ∈ Q13 with v13(t) = 0. Again, here as for p = 5, the behaviour of the local root
number is as it is at a prime p /∈ {2, 3, 5, 7, 13, 19}.
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B.2.6. The root number at p = 19. Assume first that v19(t) > 0. Then v19(f1(t)) = 0,
v19(f2(t)) = 0, v19(f
3
1 (t) + f
3
2 (t)) = 0 and (by (B.1)) v19(f
3
1 (t)− f32 (t)) = 1. Hence
v19(c4(t)) = 2, v19(c6(t)) = 3, v19(∆(t)) = 8.
Thus, the reduction type is additive and potentially multiplicative. The root number is
hence
W19(E (t)) = (−1/19) = −1.
Suppose now that v19(t) = 0. Because −1 is not a quadratic residue mod 19, we know
that v19(f
3
1 (t)− f32 (t)) = 0, and thus v19(∆(t)) = 0. At the same time, v19(c4(t)) ≥ 0 and
v19(f6(t)) ≥ 0. Hence, the reduction at 19 is good, and so W19(E (t)) = 1.
Suppose now that v19(t) < 0. Let k = −v19(t). Then v19(f1(t)) = −2k, v19(f2(t)) =
−2k, v19(f31 (t)− f32 (t)) = −6k, v19(f31 (t)− f32 (t)) = −6k + 1. Hence
v19(c4(t)) = −16k + 2, v19(c6(t)) = −24k + 3, v19(∆(t)) = −48k + 8.
Thus, the reduction type is additive and potentially multiplicative. We obtain
W19(E (t)) = (−1/19) = −1.
In general, we can now conclude,
(B.15) W19(E (t)) =
{
−1 if v19(t) 6= 0,
1 if v19(t) = 0
for all t ∈ Qp.
B.2.7. The local root number at a prime p /∈ {2, 3, 5, 7, 13, 19}. Assume first that vp(t) ≥ 0.
Let k = vp(f
3
1 (t) − f32 (t)). Since only primes in {2, 3, 5, 7, 13, 19} can derive a resultant
Res(Pi, Pj), 1 ≤ i < j ≤ 8 (see (B.4)), we conclude that, for k ≥ 0,
vp(c4(t)) = 2k, vp(c6(t)) = 3k, vp(∆(t)) = 8k.
Hence, the reduction at p is good if vp(f
3
1 (t)− f32 (t)) = 0, additive and potentially multi-
plicative if vp(f
3
1 (t)− f32 (t)) is odd, and multiplicative if vp(f31 (t)− f32 (t)) is positive and
even. Thus
Wp(E (t)) =
{
−(−pvp(c6(t))c6(t)/p) if vp(f31 (t)− f32 (t)) is even and positive,
(−1/p)vp(f31 (t)−f32 (t)) otherwise
for all t ∈ Zp.
Assume now that vp(t) < 0. Let k = −vp(t). Then
v19(c4(t)) = −16k, v19(c6(t)) = −24k, v19(∆(t)) = −48k.
Thus, the reduction at p is good, and so
W (E (t)) = 1
for all t ∈ Qt with vp(t) < 0.
We conclude that, for p /∈ {2, 3, 5, 7, 13, 19},
(B.16) Wp(E (t)) =

−(−p−vp(c6(t))c6(t)/p) if vp(f31 (t)− f32 (t)) is even and positive,
(−1/p) if vp(f31 (t)− f32 (t)) is odd and positive,
1 if vp(f
3
1 (t)− f32 (t)) ≤ 0
for all t ∈ Qp. As we saw before, this is also true for p = 5, 13.
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B.3. The global root number. We must compute the global root number
W (E (t)) =
∏
v
Wv(E (t)) = −
∏
p
Wp(E (t)).
First, we separate what we may see as the “main term”, speaking loosely. This is
the contribution that each prime p 6= 2, 3, 7, 19 would make if vp(f31 (t) − f32 (t)) were
≤ 1, as is the case for all but finitely many primes. For each prime p 6= 2, 3, 7, 19 with
vp(f
3
1 (t)− f32 (t)) ≤ 1,
(B.17) Wp(E (t)) =
{
(−1/p) if vp(f31 (t)− f32 (t)) is odd and positive,
1 otherwise,
by our case-work above. Thus, we would like to determine
V =
∏
p 6=2,3,7,19
vp(f31 (t)−f32 (t))≥0
(−1/p)vp(f31 (t)−f32 (t))
for all t ∈ Q.
Write t = t0t1 , where t0 and t1 are coprime integers. Then
f31 (t)− f32 (t) = (−5− 2(t0/t1)2)3 − (2 + 5(t0/t1)2)3
=
1
t61
· −7(19t41 + 11t21t20 + 19t40)(t21 + t20).
Let
P (x, y) = −7(19y4 + 11y2x2 + 19x4)(y2 + x2).
If p|y and p 6= 7, 19, then, since x and y are coprime,
(B.18) vp(7(19y
4 + 11x2y2 + 19x4)(y2 + x2)) = 0.
Hence, if vp(P (t0, t1)) > 0, then p ∤ t1. It follows that, for p 6= 7, 19, vp(f31 (t)− f32 (t)) ≥ 0
implies vp(f
3
1 (t)− f32 (t)) = vp(P (t0, t1)), and, again for p 6= 7, 19, vp(P (t0, t1)) > 0 implies
vp(f
3
1 (t)− f32 (t)) ≥ 0 and vp(f31 (t)− f32 (t)) = vp(P (t0, t1)). Hence
(B.19) V =
∏
p 6=2,3,7,19
(−1/p)vp(P (t0,t1)).
(In the notation we introduced in §(5.7), this can be rewritten as
V = (−1|P (t0, t1))d,
where d = 2 · 3 · 7 · 19.)
Here comes a key step. By the quadratic reciprocity law,
(B.20)
∏
p 6=2
(−1/p)vp(P (t0,t1)) =
{
1 if a ≡ 1 mod4,
−1 if a ≡ −1 mod4,
where a =
∏
p 6=2 p
vp(P (t0,t1)). (Actually, what we need here is not the full law of quadratic
reciprocity, but only the fact that (−1/p) = 1 if and only if p ≡ 1 mod4.)
Since t0 and t1 are coprime, they cannot both be even. If one of them is even, then
2 ∤ P (t0, t1), and so a is the absolute value |P (t0, t1)| of P (t0, t1). In that case,
|P (t0, t1)| = 7(19t41 + 11t20t21 + 19t40)(t21 + t20)
≡ 3(3t41 + 3t20t21 + 3t40)(t21 + t20) mod 4
≡ 1 mod4.
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Thus, by (B.20), ∏
p 6=2
(−1/p)vp(P (t0,t1)) = 1
when exactly one of t0, t1 is odd and the other one is even.
Suppose now that t0 and t1 are both odd. Then t
2
1 + t
2
0 ≡ 2 mod 4, and so |P (t0, t1)| ≡
2 mod4. Now
|P (t0, t1)|
2
= 7(19t41 + 11t
2
0t
2
1 + 19t
4
0) ·
t21 + t
2
0
2
≡ 3(3t41 + 3t20t21 + 3t40) · 1 mod4
≡ 3 mod 4.
Thus, by (B.20), ∏
p 6=2
(−1/p)vp(P (t0,t1)) = −1
when t0, t1 are both odd.
Looking back at (B.19), we see that
(B.21)
V =
∏
p 6=2,3,7,19
(−1/p)vp(P (t0,t1)) =
∏
p=3,7,19
(−1/p)vp(P (t0,t1)) ·
∏
p 6=2
(−1/p)vp(P (t0,t1))
=
∏
p=3,7,19
(−1/p)vp(P (t0,t1)) ·
{
−1 if t0, t1 are both odd
1 otherwise.
We can now write
(B.22)
W (E (t)) = −
∏
p
Wp(E (t))
= −
∏
p=2,3,7,19
Wp(E (t)) ·
∏
p 6=2,3,7,19
Wp(E (t))
= −
∏
p=2,3,7,19
Wp(E (t)) ·
∏
p 6=2,3,7,19
Wp(E (t))
(−1/p)vp(P (t0,t1) · V
= −W2(E (t)) ·
∏
p=3,7,19
Wp(E (t)) · (−1/p)vp(P (t0,t1))
·
∏
p 6=2,3,7,19
Wp(E (t))
(−1/p)vp(P (t0,t1)) ·
{
−1 if t0, t1 are both odd
1 otherwise.
We define
(B.23)
g∞(x, y) = −1 for all x, y ∈ R,
g2(x, y) =W2(E (x/y)) ·
{
−1 if x, y are both odd
1 otherwise.
gp(x, y) =Wp(E (x/y)) · (−1/p)vp(P (x,y)) for p = 3, 7, 19.
and
(B.24) hp(x, y) =
Wp(E (t))
(−1/p)vp(P (x,y))
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for p 6= 2, 3, 7, 19. By (B.17) and the discussion after (B.18), hp(x, y) = 1 whenever
p2 ∤ P (x, y). We now rewrite (B.22) as follows:
W (E (x/y)) =
∏
v∈{∞,2,3,7,19}
gv(x, y) ·
∏
p/∈{2,3,7,19}
p2|P (x,y)
hp(x, y),
for all coprime x, y, where P (x, y) = −7(19y4 + 11y2x2 + 19x4)(y2 + x2). This is simply
a special case of Thm. 6.6, (6.19).
Why could we not have simply invoked Thm. 6.6? Theorem 6.6 does not give explicit
expressions for gv and hp. We have found gv and hp in our example by, in effect, following
the proofs of Prop. 6.3, Prop. 6.5 and Thm. 6.6.
The functions gv, hp are given by the expressions in (B.23) and (B.24), combined with
the work we did before on local root numbers. Let us now make these expressions more
explicit. It is here that the results of the lengthy casework in §B.2 finally enter.
Let us first look at p = 2. For x and y coprime, v2(x/y) > 0 if x is even and y is odd,
v2(x/y) = 0 if they are both odd and v2(x/y) < 0 if x is odd and y is even. Hence, by
(B.8) and (B.23),
(B.25) g2(x, y) =
{
−1 if x is even and y is odd,
1 otherwise.
Let us now look at p = 3. By (B.10) and (B.23),
g3(x, y) =W3(E (x/y)) · (−1/3)v3(P (x,y)) = (−1/3)v3(P (x,y)).
A brief examination suffices to show that v3(P (x, y)) = 0 for all coprime x, y, and so
(B.26) g3(x, y) = 1
identically for all coprime x, y.
Consider now p = 7. A brief calculation shows that v7(P (x, y)) = v7(−7(19y4+11y2x2+
19x4)(y2 + x2)) = 1 + v7(19y
4 + 11y2x2 + 19x4). If v7(19y
4 + 11y2x2 + 19x4) = 0, then,
by (B.23) and (B.13),
(B.27) g7(x, y) =W7(E (x/y)) · (−1/7)v7(P (x,y)) = (−1) · (−1) = 1.
Suppose that v7(19y
4 + 11y2x2 + 19x4) > 0. Then v7(x/y) = 0 and x/y ≡ ±1 mod 7.
Write x/y = 7s ± 1, s ∈ Zp. If s 6≡ ±1 mod7, we are in the case of equation (B.12), and
so
(B.28) g7(x, y) =W7(E (x/y)) · (−1/7)v7(P (x,y)) = (1) · (−1) = −1.
If s ≡ ±1 mod 7, then v7(P (x, y)) ≥ 4, and so, by (B.14),
(B.29) g7(x, y) =W7(E (x/y)) · (−1/7)v7(P (x,y)) = (−1) · (−1)v7(P (x,y)) = −1
if v7(P (x, y)) is even,
(B.30)
g7(x, y) =W7(E (x/y)) · (−1/7)v7(P (x,y)) = −(−7−v7(c6(x/y))c6(x/y)/7) · (−1)v7(P (x,y))
= (−7−v7(c6(x/y))c6(x/y)/7)
if v7(P (x, y)) is odd.
Lastly, let us look at p = 19. Looking at P (x, y) = −7(19y4+11y2x2+19x4)(y2+x2), we
see that v19(P (x, y)) = 1 if either 19|x or 19|y (and x and y are coprime) and v19(x, y) = 0
if 19 ∤ x and 19 ∤ y. Hence, by (B.15) and (B.23),
(B.31) g19(x, y) =W19(E (x/y)) · (−1/19)v19(P (x,y)) = 1.
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Having examined the functions gp, p ∈ {2, 3, 7, 19}, we now look at the functions hp,
p 6∈ {2, 3, 7, 19}. By (B.16) and (B.24),
(B.32)
hp(x, y) =
Wp(E (x/y))
(−1/p)vp(P (x,y)) =
{
−(p−vp(c6(x/y))c6(x/y)/p) if vp(P (x, y)) is even and ≥ 2,
1 otherwise.
B.4. Computing p-adic integrals. By (B.25), (B.26) and (B.31),∫
O2
g2(x, y)dxdy =
1
4
,∫
O3
g3(x, y)dxdy = Area(O3) = 1− 1
9
,
∫
O19
g19(x, y)dxdy = 1− 1
192
.
Recall that Op = (Zp × Zp) \ (pZp × pZp).
Before looking at the integral
∫
O7
g7(x, y)dxdy of g7(x, y), let us look at the integral of
hp(x, y), p 6= 2, 3, 7, 19.
If p2 ∤ P (x, y), where P (x, y) = −7(19y4 + 11y2x2 + 19x4)(x2 + y2), then hp(x, y) = 1.
Assume p2|P (x, y). We consult the short list (B.5) of prime factors of determinants
and conclude that p ∤ Pj(x, y) for every 1 ≤ j ≤ 7, j 6= 5, 6, where the polynomials
Pj are as in (B.3). The assumption p
2|P (x, y) also implies that vp(x/y) = 0 and so
p ∤ P8(x, y) = y. We thus see from (B.6) that, for (x, y) ∈ Op with p2|P (x/y) and
x, y mod p given, the quantity p−vp(c6(x/y))c6(x/y) mod p equals a constant in (Z/pZ)∗
times p−3vp(P (x/y,1))P (x/y, 1)3 mod p. In particular, (p−vp(c6(x/y))c6(x/y)/p) equal a con-
stant ∈ {−1, 1} times (p−vp(P (x/y,1))P (x/y, 1) mod p. Let f(t) = P (t, 1).
Since p 6= 2, 3, 7, 19, the discriminant of f is not divisible by p. Then p2|f(t) (or, for
that matter, p|f(t)) implies p ∤ f ′(t). Hence, for t such that vp(t − t0) > 0 for some root
t0 of f = 0,
f(t) = f ′(t)(t− t0) + g(t)(t− t0)2,
where v(g(t)) ≥ 0, and so
p−vp(t)f(t) ≡ f ′(t) · p−vp(t−t0)(t− t0) mod p.
It follows that, as t ranges over all values of t ∈ Qp with vp(t − t0) given, the integral of
(p−vp(t)f(t)/p) is 0. (Here we are using the fact that
∑p−1
a=1(a/p) = 0.) Since p ∤ Disc(f),
the roots t0 of f = 0 are not congruent to each other modulo p, and so the integral of
(p−vp(t)f(t)/p) over all t such that vp(f(t)) = k (k > 0 arbitrary) is zero.
Hence, the integral of (p−vp(c6(x/y))c6(x/y)/p) mod p over all pairs (x, y) ∈ Op with
vp(P (x, y)) = k, k given and positive, is 0. Working from (B.32), we see that, for p 6=
2, 3, 7, 19, ∫
Op
hp(x, y) = Area(Op)− ap ·
∑
k≥2
k even
p−k(1− p−1)
= (1− p−2)− ap p
−2(1− p−1)
1− p−2 ,
where ap is the number of roots of f(t) = 0 in Qp. Since p ∤ Disc(f), ap equals the number
of roots of the equation
(19t4 + 11t2 + 19)(t2 + 1) ≡ 0 mod p
in Z/pZ.
We can now go back to p = 7. It is much the same story, only that, since p does divide
Disc(f), we need to treat vp(f(t)) positive and small as a collection of special cases - and
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that is exactly what we did in §B.2.3. (Because p|Disc(f), some of the roots ti, tj of
f(t) = 0 are close to each other: v(ti − tj) > 0. We saw in §B.2.3 that the roots are
not very close to each other: there are four distinct roots t1, t2, t3, t4, and they satisfy
v(ti − tj) is 1 or 2 for all 1 ≤ i < j ≤ 4.)
Looking at (B.27)–(B.30) and working as we did for hp, we see that∫
O7
g7(x, y) = 1 · (1− 7−2 − 2(1 − 7−1)7−1) + (−1) · (2(1− 7−1)7−1(1− 2 · 7−1))
+ (−1) · 4(1− 7−1)7−2 ·
∑
k≥0
k even
(1− 7−1)7−k
+ 0 · 4(1 − 7−1)7−2 ·
∑
k≥0
k odd
(1− 7−1)7−k
= (1− 2 · 7−1 + 7−2) + (−1) · (2 · 7−1 − 6 · 7−2 + 4 · 7−3)
+ (−1) · 4(1− 7
−1)27−2
1− 7−2
= 1− 4 · 7−1 + 7 · 7−2 − 4 · 7−3 − 4(1− 7
−1)27−2
1− 7−2
=
171
343
=
32 · 19
73
.
Lastly, recall that, by (B.23), g∞(x, y) = −1 identically.
B.5. Conclusion. We can now apply Proposition 7.8. (Our polynomial
BE = (19y
4 + 11y2x2 + 19x4)(y2 + x2)
is a product of irreducible polynomials of degree ≤ 4. Thus, by [18], Prop. 4.12, hypothesis
A2(BE ) holds, and thus Proposition 7.8 holds unconditionally.) We obtain
avQW (E (x/y)) = −1 · 1/4
1− 2−2 ·
1− 1/9
1− 3−2 ·
171/343
1− 7−2 ·
1− 1/192
1− 19−2
·
∏
p 6=2,3,7,19
1− p−2 − ap p−21−p−2 (1− p−1)
1− p−2 ,
i.e.,
(B.33) avQW (E (x/y)) =
−19
112
·
∏
p 6=2,3,7,19
(
1− ap p
−2(1− p−1)
(1 − p−2)2
)
,
where ap is the number of roots of the equation
(19t4 + 11t2 + 19)(t2 + 1) ≡ 0 mod p
in Z/pZ.
Numerically,
(B.34) avQW (E (x/y)) = −0.15294 . . .
We can compare this asymptotic result to the average of W (E (x/y)) over all ratio-
nals x/y, gcd(x, y) = 1, |x|, |y| ≤ N . A program running on SAGE gives an average of
−0.15529 . . . for N = 500 and an average of −0.155428 for N = 1500.
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Appendix C. Two-parameter families
Every elliptic curve E over Q can be written in the form E : y2 = x3 + ax + b, with
a, b integral. Thus, the most natural two-parameter family of elliptic curves over Q is
E : (a, b) 7→ (y2 = x3 + ax+ b). Unfortunately, the problem of averaging the root number
over that family E seems to necessitate solving an open case of the parity problem; to
put a remark in [37], §1, in the language of this paper, we would in all likelihood need to
show that λ(a2 − b3) averages to zero as a and b vary over Z. In the face of [11], one may
think that showing as much is not completely out of reach, but, as of now, proving that
λ(a2 − b3) averages to zero presents, at the very least, some serious technical difficulties,
and thus remains open.
We can, however, give unconditional statements for some other two-parameter families.
Consider the elliptic curves of the form E (a, b) : y2 = x(x + a)(x + b) for a, b ∈ Z. This
family is of some interest, as every semisimple elliptic curve over Q with full rational 2-
torsion (Z/2Z)2 is isomorphic over Q to E (a, b) for some a, b ∈ Z. We can, in fact, assume
that gcd(a, b) is square-free, as E (ap2, bp2) is isomorphic to E (a, b).
We will now show that W (E (a, b)) averages to zero. Here a, b will go through all
non-zero integers with gcd(a, b) = 1. The condition gcd(a, b) = 1 is there for the sake of
simplicity; the same methods would suffice to compute the average over all a, b ∈ Z with
some more work.
The proof will give us another opportunity to use one of the cases of the parity problem
solved in [20]: for a, b varying over the all integers with gcd(a, b) = 1, the expression
(a|b) · λ(ab(a− b))
averages to zero. Here (a|b) =∏p|b, p odd(a/p)vp(b), where (·/·) is the quadratic reciprocity
symbol: (a/p) = 1 if a ∈ (Q∗p)2, (a/p) = 1 if a ∈ Qp \ (Q∗p)2.
Recall that the Liouville function λ is defined by λ(n) =
∏
p(−1)vp(n). We write rad(n)
for the radical rad(n) =
∏
p|n p of an integer n.
Lemma C.1. For any a, b ∈ Z non-zero and coprime, the elliptic curve Ea,b : y2 =
x(x+ a)(x+ b) satisfies
(C.1)
W (Ea,b)
W2(Ea,b)
= −
∏
p|b, p odd
(a/p) ·
∏
p|a, p odd
(b/p) ·
∏
p|(b−a), p odd
(−a/p)
·
∏
p|(ab(a−b))
(−1),
where W (E) is the (global) root number and W2 is the local root number at 2.
Proof. A model of the form y2 = x3 + C2x2 + C1x1 + C0 is minimal at an odd prime p
if minj=0,1,2(vp(Cj)) = 0. (This is so because the passage from a model of this form to a
long Weierstrass form (and vice versa) is integral over p odd; see [36, §III.1].) Since a and
b are coprime, the model y2 = x(x+ a)(x+ b) = x3 + (a+ b)x2 + abx is minimal at every
odd prime p.
Let p be an odd prime. We see from our minimal model y2 = x(x+ a)(x+ b) that the
curve Ea,b has good reduction at p if p ∤ ab(a − b), and multiplicative reduction at p if
p|ab(a − b). Suppose, then, that p|ab(a − b). The reduced curve Êa,b over Z/pZ is given
by y2 = x2(x + b) for p|a, by y2 = x2(x + a) for p|b, and by y2 = x(x + a)(x + a) for
p|b − a. Hence, for p odd, the reduction is split iff b is a square mod p (for p|a), iff a is
a square mod p (for p|b), iff −a is a square mod p (for p|b − a). Since Wp(Ea,b) = −1
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when the reduction is split, and Wp(Ea,b) = 1 when it is not, the statement follows by
W (E) = −∏pWp(E). 
Let us simplify (C.1) a little. First of all, we notice that∏
p|b, p odd
(a/p) ·
∏
p|a, p odd
(b/p) ·
∏
p|(b−a), p odd
(−a/p)
=
∏
p2|b, p odd
(a/p)vp(b)−1 ·
∏
p2|a, p odd
(b/p)vp(a)−1 ·
∏
p2|(b−a), p odd
(−a/p)vp(b−a)−1
· (a|b) · (b|a) · (−a|b− a).
By (5.14) (essentially a form of the law of quadratic reciprocity),
(b− a| − a)
(−a|b− a) =
(
a, b
∞
)−1
·
(
a, b
2
)−1
,
where
(
a,b
v
)
is the quadratic Hilbert symbol (see (5.12)). (What will matter is that, by
(5.12), (a, b) 7→
(
a,b
v
)
depends on a and b only modulo (K∗v )2.) Now
(b− a| − a) = (b− a|a) = (b|a).
Since (b|a) = ±1, it follows that
(a|b) · (b|a) · (−a|b− a) = (a|b) · (b|a) · (b|a)
(
a, b
∞
)−1
·
(
a, b
2
)−1
=
(
a, b
∞
)−1
·
(
a, b
2
)−1
· (a|b).
Lastly, since a and b are coprime,∏
p|(ab(a−b))
(−1) = λ(ab(a− b)) ·
∏
p2|(ab(a−b))
(−1)vp(ab(a−b))−1.
Therefore, (C.1) implies that
(C.2)
W (Ea,b)
W2(Ea,b)
=
(
a, b
∞
)−1
·
(
a, b
2
)−1
·
∏
p2|b, p odd
(a/p)vp(b)−1 ·
∏
p2|a, p odd
(b/p)vp(a)−1
·
∏
p2|(b−a), p odd
(−a/p)vp(b−a)−1 ·
∏
p2|(ab(a−b))
(−1)vp(ab(a−b))−1
· (a|b)λ(ab(a − b)).
Proposition C.2. For a, b ∈ Z coprime, let Ea,b denote the curve y2 = x(x+ a)(x + b).
Let S ⊂ R2 be a sector and a+ L ⊂ Z2 a lattice coset. Then
avS∩(a+L),coprimeW (Ea,b) = 0.
Remark. Recall that the average avS∩(a+L),coprimeW (Ea,b) is defined to be
lim
N→∞
∑
(a,b)∈S∩(a+L): gcd(a,b)=1W (Ea,b)
|{(a, b) ∈ S ∩ (a+ L) : gcd(a, b) = 1}| .
Here the two terms W (E0,1) and W (E1,0) are ill-defined (since E0,1 and E1,0 are singular
curves); this is irrelevant, as their contribution goes to 0 as N →∞.
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Proof of Proposition C.2. The curve y2 = x(x + a)(x + b) is an elliptic curve whenever
a, b 6= 0. Thus, by Proposition 4.2, the map (a, b) 7→ W2(Ea,b) is defined and locally
constant everywhere on (Q2 \ {0}) × (Q2 \ {0}). Hence, (C.2) can be rewritten in the
following form: for all non-zero, coprime a, b ∈ Z,
W (Ea,b) = (g∞(a, b) · g2(a, b)) ·
∏
p odd
hp(a, b) · (a|b)λ(ab(a − b)),
where g∞ : (R\{0})× (R\{0})→ {−1, 1} is everywhere locally constant, g2 : (Q2 \{0})×
(Q2 \ {0}) → {−1, 1} is everywhere locally constant, and hp is a function from Qp × Qp
to {−1, 1} that (a) is defined and locally constant on the complement of the lines x = 0,
y = 0, x = y in the plane Qp ×Qp, (b) satisfies hp(a, b) = 1 when p2 ∤ ab(a− b).
(Explicitly, g∞(a, b) =
(
a,b
v
)−1
and g2(a, b) =
(
a,b
2
)−1
W2(Ea,b).)
We can now apply Proposition 7.12 with α(x, y) = (a|b)λ(ab(a − b)) and B(x, y) =
xy(x − y). Since xy(x − y) is a product of linear factors, hypothesis A2(B(x, y)) is true
(and easy to prove). Condition (7.29) of Proposition 7.12 requires that
(C.3) avS∩(a+L),coprime(a|b)λ(ab(a − b)) = 0
for all sectors S and all lattice cosets a+ L; this is true by Proposition 5.1 of [20]. 
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