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LE TYPE D’HOMOTOPIE DE LA ∞-CATÉGORIE ASSOCIÉE
À UN COMPLEXE SIMPLICIAL
par
Dimitri Ara & Georges Maltsiniotis
Résumé. — Cet article fait partie d’une série d’articles sur la théorie de l’homoto-
pie des n-catégories strictes. Dans le premier article de cette série, nous avons dégagé
des conditions suffisantes assurant l’existence d’une structure de catégorie de modèles
à la Thomason sur la catégorie des n-catégories strictes. Le but principal du présent
article est de démontrer une de ces conditions. Pour ce faire, on associe à tout com-
plexe simplicial une∞-catégorie stricte engendrée librement au sens des polygraphes.
On conjecture que cette ∞-catégorie a le même type d’homotopie que le complexe
simplicial de départ et on démontre cette conjecture lorsque le complexe simplicial
provient d’un ensemble ordonné. On introduit une notion d’objet quasi-initial d’une
∞-catégorie et on prouve que les orientaux de Street admettent un tel objet. Un des
outils essentiels utilisé dans ce texte est la théorie des complexes dirigés augmentés
de Steiner.
Abstract. — This paper is part of a series of papers about homotopy theory of
strict n-categories. In the first paper of this series, we gave conditions that guaran-
tee the existence of a Thomason model category structure on the category of strict
n-categories. The main goal of our paper is to show one of these conditions. To
do so, we associate to any simplicial complex a strict ∞-category generated by a
computad. We conjecture that this ∞-category has the same homotopy type as the
corresponding simplicial complex and we prove this conjecture when the simplicial
complex comes from a poset. We introduce the notion of a quasi-initial object of an
∞-category and we show that Street’s orientals admit such an object. One of the
main tools used in this text is Steiner’s theory of augmented directed complexes.
Classification mathématique par sujets (2000). — 18D05, 18G35, 18G55, 55P15, 55U10,
55U15.
Mots clefs. — ∞-catégories strictes, complexes augmentés dirigés, complexes simpliciaux, contrac-
tion, équivalences de Thomason de∞-catégories, objets quasi-initiaux, orientaux, types d’homotopie.
Key words. — augmented directed complexes, contractions, homotopy types, orientals, quasi-
initial objects, simplicial complexes, strict ∞-categories, Thomason equivalences of ∞-categories.
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Introduction
Cet article fait partie d’un projet consacré à la théorie de l’homotopie des
n-catégories strictes (avec n éventuellement infini), composé actuellement de [2], [1],
[3], [4] et [5], dont le but est de généraliser la théorie de l’homotopie des catégories
développée par Grothendieck, Quillen et Thomason aux n-catégories strictes. Ainsi,
dans ce texte, toutes les n-catégories et n-foncteurs seront supposés stricts.
La théorie de l’homotopie des petites catégories naît avec l’introduction par
Grothendieck dans [14] du foncteur nerf de source la catégorie Cat des petites
catégories et de but ∆̂, celle des ensembles simpliciaux. Ce foncteur permet de définir
une classe WCat d’équivalences faibles dans Cat , en définissant WCat comme la classe
des foncteurs entre petites catégories dont l’image par le nerf est une équivalence
d’homotopie faible d’ensembles simpliciaux. En vertu d’un résultat de Quillen (exposé
dans la thèse d’Illusie [16]), le foncteur nerf induit une équivalence de catégories
Ho(Cat) // Ho(∆̂)
entre la localisation de Cat parWCat et la catégorie homotopique usuelle des ensembles
simpliciaux, elle-même équivalente à la catégorie homotopique des CW-complexes,
grâce à un théorème de Milnor [22]. Par ailleurs, Thomason démontre l’existence d’une
structure de catégorie de modèles de Quillen sur Cat dont la classe des équivalences
faibles est égale à WCat [28].
Dans un article séminal [25], Street a introduit un foncteur nerf
N∞ :∞-Cat // ∆̂
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de la catégorie des petites ∞-catégories vers celle des ensembles simpliciaux, dont la
restriction à Cat (considérée comme sous-catégorie pleine de ∞-Cat) est le nerf de
Grothendieck. Ce foncteur permet de définir une classeW∞-Cat d’équivalences faibles
dans ∞-Cat , en posant W∞-Cat = N−1∞ (W∆̂), où W∆̂ désigne la classe des équiva-
lences d’homotopie faibles d’ensembles simpliciaux. De même, pour tout entier n > 0,
la restriction Nn du nerf de Street à la catégorie n-Cat des petites n-catégories (consi-
dérée comme sous-catégorie pleine de∞-Cat) définit une classeWn-Cat d’équivalences
faibles dans n-Cat par la formuleWn-Cat = N−1n (W∆̂). On conjecture que pour tout n,
1 6 n 6 ∞, il existe une structure de catégorie de modèles sur n-Cat dont la classe
des équivalences faibles est égale à Wn-Cat et qui est équivalente, au sens de Quillen,
avec la structure de catégorie de modèles classique sur les ensembles simpliciaux, gé-
néralisant ainsi les théorèmes de Thomason et Quillen cités précédemment concernant
le cas n = 1.
Cette conjecture est également établie pour n = 2. Dans [11], extrait de sa
thèse [10], Jonathan Chiche prouve que le foncteur N2 induit une équivalence de
catégories
Ho(2-Cat) // Ho(∆̂)
entre la localisation de 2-Cat par W2-Cat et la catégorie homotopique des ensembles
simpliciaux. Dans [2], les auteurs du présent article construisent une structure de ca-
tégorie de modèles sur 2-Cat dont la classe des équivalences faibles est égale à W2-Cat ,
et une adjonction de Quillen entre celle-ci et la catégorie de modèles des ensembles
simpliciaux. Il résulte alors facilement du théorème de Jonathan Chiche que cette ad-
jonction est une équivalence. Mentionnons que le texte antérieur [29] traite également
la question d’une généralisation 2-catégorique du théorème de Thomason mais que
celui-ci comporte de sérieuses erreurs (voir l’introduction de [2] pour plus de détails).
En vue d’une preuve de cette conjecture dans le cas général, les auteurs ont dé-
montré dans [2] un « théorème de Thomason abstrait », permettant de dégager deux
conditions techniques impliquant, pour 1 6 n 6 ∞ arbitraire, l’existence d’une caté-
gorie de modèles sur n-Cat dont la classe des équivalences faibles est égale à Wn-Cat ,
et d’une adjonction de Quillen de cette dernière avec la catégorie des modèles des
ensembles simpliciaux. La motivation initial du présent article est de démontrer la
première de ces conditions (condition (e) de [2, scholie 5.14]), à savoir que si cn dé-
signe l’adjoint à gauche de Nn, pour tout ensemble simplicial X qui est le nerf d’un
ensemble ordonné, le morphisme d’adjonction X // Nncn(X) est une équivalence
faible simpliciale (corollaire 10.11).
Afin d’établir ce résultat, on est conduit à introduire un certain nombre de notions
importantes et à démontrer plusieurs théorèmes présentant un intérêt indépendant.
On rappelle que le couple de foncteurs adjoints
c∞ : ∆̂ // ∞-Cat , N∞ :∞-Cat // ∆̂
4 DIMITRI ARA & GEORGES MALTSINIOTIS
est obtenu par le procédé de Kan à partir de l’objet cosimplicial défini par les orien-
taux de Street [25, 26, 27]. Pour n > 0, cet objet cosimplicial associe au simplexe
standard ∆n le n-ième oriental On, qui est une n-catégorie librement engendrée au
sens des polygraphes par les simplexes non dégénérés de ∆n. La définition formelle
de On par Street est combinatoire et assez difficile à utiliser. Dans ce texte, on se
servira d’une définition équivalente due à Steiner [23, 24], plus proche de l’algèbre
homologique et plus maniable (une description analogue des orientaux figure aussi
dans [9]).
Dans [23], Steiner définit un couple de foncteurs adjoints
λ :∞-Cat // Cda , ν : Cda // ∞-Cat ,
où Cda est la catégorie des complexes dirigés augmentés, catégorie dont les objets
sont les complexes de chaînes de groupes abéliens en degrés positifs, augmentés, et
munis d’un sous-monoïde gradué « de positivité » (sans aucune compatibilité entre
ce sous-monoïde et la différentielle ou l’augmentation du complexe). La catégorie des
complexes de chaînes de groupes abéliens en degrés positifs est équivalente à celle des
∞-catégories en groupes abéliens [7]. En oubliant la structure de groupe abélien, on
associe ainsi à un tel complexe une ∞-catégorie. Le foncteur ν de Steiner associe à
un complexe dirigé augmenté une sous-∞-catégorie de cette ∞-catégorie, déterminée
par le sous-monoïde de positivité et l’augmentation (voir 3.2). En associant à un
ensemble simplicial X son complexe de chaînes normalisé, muni de l’augmentation
définie par le morphisme de X vers le point, et du sous-monoïde de positivité défini
par les combinaisons linéaires à coefficients positifs de simplexes non dégénérés de X ,
on obtient un foncteur c : ∆̂ // Cda. Par définition, l’oriental On, n > 0, est l’image
du simplexe standard ∆n par le foncteur composé νc.
Le foncteur c commute aux limites inductives. On dispose ainsi d’un couple de
foncteurs adjoints
c : ∆̂ // Cda , N : Cda // ∆̂ ,
obtenu par le procédé de Kan à partir de l’objet cosimplicial de Cda défini par la res-
triction du foncteur c aux représentables, et on démontre que N est canoniquement
isomorphe au composé N∞ν. Le foncteur N permet de définir une classe d’équiva-
lences faibles WCda dans Cda par la formule WCda = N
−1(W
∆̂
) = ν−1(W∞-Cat ).
On conjecture que le foncteur N induit une équivalence des catégories localisées. En
tenant compte de la conjecture mentionnée précédemment, on obtiendrait donc un
triangle commutatif à isomorphisme près d’équivalences de catégories
Ho(Cda)
ν
//
N ""❊
❊❊
❊❊
❊❊
❊
Ho(∞-Cat)
N∞zz✈✈
✈✈
✈✈
✈✈
Ho(∆̂) ,
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induites par les foncteurs ν, N et N∞.
Une notion cruciale introduite dans cet article est celle d’objet quasi-initial d’une
n-catégorie, généralisant la notion d’objet initial d’une catégorie. Pour n fini, cette no-
tion est définie par récurrence sur n. Un objet d’une 1-catégorie (autrement dit d’une
catégorie) est quasi-initial s’il est initial. Pour n > 2, un objet x est quasi-initial si pour
tout objet y, la (n−1)-catégorie Hom(x, y) des flèches de source itérée x et but itéré y
admet un objet quasi-initial. Pour n =∞, on peut poser une définition analogue par
« coïnduction ». Une définition dans un style plus « classique » est présentée dans l’ap-
pendice B. La notion d’objet quasi-final est définie de façon duale. Un résultat, très
facile à établir mais important, est que ces notions sont stables par troncation intelli-
gente. (Si m < n, le foncteur de troncation intelligente τ i6m est l’adjoint à gauche de
l’inclusion m-Cat // n-Cat .) Du point de vue homotopique, la propriété importante
d’une n-catégorie, 1 6 n 6 ∞, admettant un objet quasi-initial ou quasi-final est
qu’elle est faiblement contractile (le morphisme canonique vers l’objet final de n-Cat
appartient à Wn-Cat ). Cette propriété résulte d’un théorème A n-catégorique [3].
Une deuxième notion importante est celle de contraction d’une ∞-catégorie. Il
s’agit d’une transformation (oplax) satisfaisant à une condition de « normalisation »
et une condition « d’idempotence » (voir B.9). On démontre qu’une ∞-catégorie ad-
mettant une contraction admet un objet quasi-initial (la réciproque n’étant pas vraie),
ainsi qu’un résultat dual concernant l’existence d’un objet quasi-final.
Un des principaux résultats de cet article est que les orientaux de Street admettent
une contraction et une contraction duale, et en particulier un objet quasi-initial et
un objet quasi-final. Pour obtenir ce résultat, on introduit une notion de contraction
(et de contraction duale) pour un complexe dirigé augmenté, et on montre que le
foncteur ν de Steiner transforme une telle contraction (ou contraction duale) en une
contraction (ou contraction duale)∞-catégorique. Pour conclure, on prouve que pour
n > 0, le complexe dirigé augmenté c∆n associé au simplexe standard ∆n admet à la
fois une contraction et une contraction duale. Il est à noter que cette contraction duale
ne s’obtient pas par une dualité à partir de la contraction considérée, ni par inversion
de l’ordre des sommets du simplexe ∆n. Les deux ont une origine simpliciale.
Plus généralement, on conjecture que pour tout couple d’entiers i, n tel que
0 < i < n et tout couple x, y de i-flèches parallèles de On, la (n − i − 1)-catégorie
des flèches de On de source itérée x et de but itéré y ou bien est vide ou bien admet
à la fois un objet quasi-initial et un objet quasi-final. On démontre cette conjecture
pour n arbitraire et i = 1. Un cas particulier de ce résultat joue un rôle crucial dans
la preuve de la « condition (e) » de [2], motivation initiale de cet article, mentionnée
précédemment dans cette introduction.
Dans [23], Steiner présente des conditions suffisantes pour que l’image d’un com-
plexe dirigé augmenté par le foncteur ν soit une ∞-catégorie librement engendrée au
sens des polygraphes (autrement dit un objet cofibrant pour la structure de catégorie
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de modèles « catégorique », « canonique » ou « folklorique » sur∞-Cat [20]), obtenant
ainsi une variante de résultats antérieures de Street [25, 26, 27]. On démontre que si
X est l’ensemble simplicial associé à un complexe simplicial, le complexe dirigé aug-
menté cX satisfait à ces conditions. Cela permet d’associer à tout complexe simplicial
une∞-catégorie engendrée librement au sens des polygraphes. De plus, on conjecture
que le type d’homotopie de cette ∞-catégorie est le même que celui du complexe
simplicial de départ. De façon plus précise, si X est l’ensemble simplicial associé à un
complexe simplicial, on démontre que νcX est canoniquement isomorphe à c∞(X), et
la conjecture affirme que le morphisme d’adjonction X // N∞c∞(X) est une équiva-
lence d’homotopie faible simpliciale. On établie cette conjecture dans le cas particulier
où le complexe simplicial est celui associé à un ensemble ordonné E. L’ensemble de
ses simplexes est alors l’ensemble des parties finies totalement ordonnées non vides
de E, et l’ensemble simplicial correspondant X est le nerf de E. En fait, pour un
tel X , on a mieux : pour tout n > 1, le morphisme d’adjonction X // Nncn(X) est
une équivalence faible simpliciale (condition (e) de [2]).
La stratégie pour démontrer ce théorème se déroule comme suit. On remarque
d’abord que grâce à l’égalité du triangle pour une adjonction, il suffit de prouver
que pour tout ensemble ordonné E, le morphisme d’adjonction cnNn(E) // E est
une équivalence faible n-catégorique, autrement dit que ce morphisme appartient
à Wn-Cat . Pour n = 1, le nerf de Grothendieck étant pleinement fidèle, ce morphisme
est un isomorphisme, on peut donc supposer que n > 2. Ensuite, on observe que
cnNn(E) est le n-tronqué intelligent de c∞N∞(E) qui est isomorphe à l’image du
nerf de E par le foncteur νc. Grâce à la description du foncteur ν de Steiner, on en
déduit que les objets de cnNn(E) s’identifient aux éléments de E, et les 1-flèches aux
parties finies non vides totalement ordonnées S de E, la source (resp. le but) de S
étant son minimum (resp. son maximum). En particulier, si x, y sont deux éléments
de E, pour qu’il existe une 1-flèche de cnNn(E) de source x et but y, il faut et il suffit
que x 6 y. De plus, le morphisme d’adjonction induit l’identité sur les objets.
Or, en vertu d’une conséquence de la comparaison du nerf de Street avec une
variante bisimpliciale dudit nerf [4], pour montrer qu’un n-foncteur F est une équi-
valence faible, il suffit de montrer que pour tout couple d’objets x, y de sa source, le
(n− 1)-foncteur induit
Hom(x, y) // Hom(Fx, Fy)
est une équivalence faible. Comme la n-catégorie but du morphisme d’adjonction
considéré est un ensemble ordonné, pour montrer que ce morphisme est une équiva-
lence faible, il suffit donc de montrer que pour tout couple x, y d’éléments de E tel
que x 6 y, la (n − 1)-catégorie HomcnNn(E)(x, y) est faiblement contractile, et pour
cela, il suffit de voir qu’elle admet un objet quasi-initial.
Or, en vertu de la description des 1-flèches de cnNn(E), l’ensemble S0 = {x, y} re-
présente un objet de HomcnNn(E)(x, y), et un objet arbitraire est représenté par une
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partie finie non vide totalement ordonnée S de E, telle que x = min(S) et y = max(S).
En utilisant à nouveau le fait que cnNn(E) est le n-tronqué de l’image du nerf de E par
le foncteur νc, ainsi que la description du foncteur ν de Steiner et un argument de com-
mutation aux limites inductives, on prouve que la (n−2)-catégorie HomcnNn(E)(S0, S)
des flèches de cnNn(E) de 1-cellule source itérée S0 et but itéré S, s’identifie au
(n − 2)-tronqué intelligent de HomOp({0, p}, {0, 1, . . . , p}), où p = card(S)− 1, qui
admet un objet quasi-initial. On en déduit que S0 est un objet quasi-initial de
HomcnNn(E)(x, y), ce qui prouve l’assertion.
La preuve esquissée ci-dessus diffère très légèrement de la démonstration exposée
dans le corps de l’article. En effet, pour abréger les préliminaires n-catégoriques, la
notion d’objet quasi-initial ou quasi-final d’une n-catégorie n’y est définie que pour n
fini, le cas n =∞, ainsi que la notion de contraction n-catégorique, étant laissés pour
l’appendice B. En contrepartie il en résulte parfois des énoncés moins naturels ou des
preuves plus techniques, bien que plus directes.
Terminons cette introduction en mentionnant quelques textes en rapport avec le
présent article. Dans [7], Dominique Bourn établit un dictionnaire entre les homo-
topies des complexes de chaînes en degrés positifs et les pseudo-transformations des
∞-groupoïdes abéliens correspondant. Dans un texte non publié [8], dont nous avons
pris connaissance après une première rédaction de ce travail, Albert Burroni intro-
duit une notion de « structure initiale » essentiellement équivalente à notre notion
de contraction. Dans [21], François Métayer, et dans [19], ce dernier et Yves Lafont
étudient la notion de n-cylindre dans une ∞-catégorie, ce qui permet de dégager les
formules explicites de la définition d’une transformation entre ∞-foncteurs. Enfin,
dans [18], Ross Street et Stephen Lack étudient, entre autres, les tronqués en basse
dimension des orientaux.
Plan de l’article. — Dans la première section, après quelques rappels sur les
n-catégories, 0 6 n 6∞, et les foncteurs de troncation bête et intelligente, on intro-
duit, pour n <∞, la notion de n-catégorie admettant un objet quasi-initial ou quasi-
final. On rappelle les notions d’ensemble de cellules qui engendre par compositions,
ou qui engendre librement au sens des polygraphes une ∞-catégorie, et on établit
quelques résultats relatifs à ces deux notions. On termine la section par des considé-
rations sur les divers endofoncteurs de dualité dans la catégorie des ∞-catégories.
La deuxième section est consacrée à la catégorie des complexes dirigés augmentés,
introduite par Steiner. On décrit les limites inductives et projectives dans cette caté-
gorie, on introduit la notion de complexe dirigé augmenté décent et celle de morphisme
constant entre deux tels complexes. On considère le concept d’homotopie entre deux
morphismes de complexes dirigés augmentés et les divers endofoncteurs de dualité
dans cette catégorie.
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Dans la troisième section, on rappelle la théorie de Steiner donnant naissance à
un couple de foncteurs adjoints entre la catégorie des complexes dirigés augmentés et
celle des petites∞-catégories. On commence par la description de ces deux foncteurs.
On rappelle les notions de base d’un complexe dirigé augmenté, de base unitaire, de
base sans boucles et de base fortement sans boucles. On énonce le principal résultat
de Steiner : la sous-catégorie pleine des complexes dirigés augmentés formée de ceux
qui admettent une base unitaire sans boucles se plonge de façon pleinement fidèle
dans la catégorie des ∞-catégories, et l’image d’un tel complexe est une ∞-catégorie
librement engendrée au sens des polygraphes.
Dans la quatrième section, on dégage des conditions suffisantes pour que la
∞-catégorie associée à un complexe dirigé augmenté par le foncteur de Steiner soit
une n-catégorie admettant un objet quasi-initial ou quasi-final. On introduit les
notions de contraction et contraction duale d’un complexe dirigé augmenté. Dans le
cas particulier où le complexe dirigé augmenté est décent, on interprète ces notions en
termes d’homotopies entre l’identité de ce complexe et un endomorphisme constant.
Dans la cinquième section, on associe fonctoriellement à chaque ensemble sim-
plicial trois complexes dirigés augmentés décents admettant une base, le complexe
dirigé augmenté des chaînes, celui des chaînes dégénérées et le complexe dirigé aug-
menté normalisé des chaînes, définissant ainsi trois foncteurs commutant aux limites
inductives. La restriction du dernier de ces trois foncteurs aux ensembles simpliciaux
représentables fournit un objet cosimplicial qui définit par le procédé de Kan un fonc-
teur nerf de la catégorie des complexes dirigés augmentés vers celle des ensembles
simpliciaux. À l’aide de ce foncteur nerf, on définit des équivalences faibles dans la
catégorie des complexes dirigés augmentés, et on conjecture que la catégorie localisée
correspondante est équivalente à la catégorie homotopique des CW-complexes.
Dans la sixième section, on rappelle la définition des orientaux de Street. On dé-
montre que le complexe dirigé augmenté qui les définit via le foncteur de Steiner
admet une contraction et une contraction duale. On en déduit en particulier que les
orientaux de Street admettent un objet quasi-initial et un objet quasi-final.
Dans la septième section, on rappelle la définition du nerf de Street obtenu par le
procédé de Kan à partir de l’objet cosimplicial fourni par les orientaux. À l’aide du
nerf de Street, on définit des équivalences faibles dans la catégorie des ∞-catégories,
et on conjecture que la catégorie localisée correspondante est équivalente à la catégo-
rie homotopique des CW-complexes. On énonce des conséquences d’un théorème A
∞-catégorique et d’un théorème de comparaison du nerf de Street avec une variante
bisimpliciale dudit nerf, théorèmes obtenus dans deux articles en préparation.
Dans la huitième section, après quelques rappels sur les complexes simpliciaux,
on montre que le complexe dirigé augmenté normalisé des chaînes d’un ensemble
simplicial défini par un complexe simplicial admet une base unitaire fortement sans
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boucles. En particulier, la ∞-catégorie associée est librement engendrée au sens des
polygraphes.
La neuvième section est consacrée à la définition d’un isomorphisme fonctoriel
entre la ∞-catégorie associée au complexe dirigé augmenté normalisé des chaînes
d’un ensemble simplicial défini par un complexe simplicial et l’image par l’adjoint à
gauche du nerf de Street de cet ensemble simplicial.
La dernière section est consacrée à l’étude de la ∞-catégorie image par l’adjoint
à gauche du nerf de Street du nerf d’un ensemble ordonné, ainsi que du n-tronqué
intelligent de cette ∞-catégorie. On montre que, pour n > 0, le morphisme d’ad-
jonction correspondant est une équivalence faible n-catégorique. En particulier, pour
tout n > 0, le type d’homotopie de cette n-catégorie est isomorphe à celui de l’en-
semble ordonné de départ.
Le but de l’appendice A est de donner une description explicite du 2-tronqué intel-
ligent de la ∞-catégorie image par l’adjoint à gauche du nerf de Street du nerf d’un
ensemble ordonné.
Dans l’appendice B, on généralise les notions d’objet quasi-initial et d’objet
quasi-final d’une n-catégorie, introduites pour n fini dans la première section, au
cas où n = ∞. On introduit la notion de contraction d’une ∞-catégorie, on montre
qu’une ∞-catégorie admettant une contraction admet un objet quasi-initial et que
la ∞-catégorie associée à un complexe dirigé augmenté admettant une contraction
admet une contraction. Ces considérations permettent de retrouver la plupart des
résultats de la section 4 et des propriétés des orientaux démontrées dans la section 6.
1. Notations et terminologie pour les ∞-catégories
1.1. — Toutes les ∞-catégories considérées dans ce texte sont des ∞-catégories
strictes et tous les ∞-foncteurs des ∞-foncteurs stricts. On note ∞-Cat la catégo-
rie des petites ∞-catégories et ∞-foncteurs entre celles-ci. Si C est une ∞-catégorie
on note Ob(C), ou plus simplement C0, l’ensemble de ses objets et pour i > 0, on
note Fli(C) ou Ci l’ensemble de ses i-flèches. Pour toute i-flèche x de C, on note s(x)
sa source, t(x) son but et 1x la (i + 1)-flèche unité de x. Pour j un entier tel que
0 6 j < i, on note sj(x) (resp. tj(x)) la j-cellule source itérée (resp. but itéré) de x.
Pour 0 6 j < i, si x et y sont deux i-flèches j-composables, autrement dit si la j-cellule
source itérée de x est égale à la j-cellule but itéré de y, on note x ∗j y le composé
correspondant.
Plus généralement, pour i, j, k tels que 0 6 k < min{i, j}, si x est une i-flèche et
y une j-flèche telles que sk(x) = tk(y), on notera x ∗k y la (max{i, j})-flèche de C
obtenue en composant x avec la i-flèche identité itérée de y ou la j-flèche identité
itérée de x avec y selon que i > j ou i 6 j. Par convention, si i < j, l’opération ∗i
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sera prioritaire sur l’opération ∗j . Par exemple :
u ∗0 v ∗1 w ∗2 x ∗1 y ∗0 z =
(
(u ∗0 v) ∗1 w
)
∗2
(
x ∗1 (y ∗0 z)
)
.
Cette convention combinée avec la propriété d’associativité des opérations ∗i per-
met de supprimer beaucoup de parenthèses. Néanmoins, pour faciliter la lecture, on
n’abusera pas de cette règle.
Pour tout∞-foncteur F : C // D et tout i > 0, on note Fi : Ci // Di la restriction
de F aux i-cellules.
1.2. — On dit que deux i-cellules, i > 0, d’une ∞-catégorie C, sont parallèles si ou
bien i = 0, ou bien i > 0 et elles ont même source et même but. Pour tout couple
de i-cellules parallèles x, y, on note HomC(x, y) la ∞-catégorie dont les j-cellules,
j > 0, sont les (i + j + 1)-flèches de C de i-cellule source itérée x et de i-cellule but
itéré y (les sources, buts, unités et compositions étant induits de ceux de C). On note
HomC(x, y) l’ensemble des objets de cette ∞-catégorie, autrement dit, l’ensemble des
(i+1)-flèches de C de source x et de but y. Si x est une i-cellule de C, la∞-catégorie
des i-cellules parallèles à x, notée ParC(x), est la ∞-catégorie dont les objets sont
les i-cellules de C parallèles à x et dont les j-flèches sont les (i + j)-flèches de C de
i-cellule source itérée et de i-cellule but itéré des i-cellules parallèles à x. En particulier,
si i = 0, autrement dit si x est un objet de C, on a ParC(x) = C et si i > 0, on a
ParC(x) = HomC(s(x), t(x)). Si y et z sont deux i-cellules de C parallèles à x, on a
HomParC(x)(y, z) = HomC(y, z).
1.3. — Soit n > 0 un entier. Une n-catégorie est une ∞-catégorie C dont toute
i-flèche, pour i > n, est une identité. En particulier, une 0-catégorie n’est rien d’autre
qu’un ensemble et une 1-catégorie une catégorie ordinaire. Ainsi, les ensembles, les ca-
tégories ou les ensembles ordonnés seront souvent considérés comme des∞-catégories.
Pour revenir au cas général, si i est un entier tel que 0 6 i < n, et x, y deux i-cellules
d’une n-catégorie C, la ∞-catégorie HomC(x, y) est une (n− i− 1)-catégorie. Pour i
un entier tel que 0 6 i 6 n, et x une i-cellule de C, la ∞-catégorie ParC(x) est une
(n− i)-catégorie.
On note n-Cat la sous-catégorie pleine de ∞-Cat formée des n-catégories. Le fonc-
teur d’inclusion in : n-Cat // ∞-Cat admet à la fois un adjoint à gauche et un adjoint
à droite. L’adjoint à droite τb6n associe à toute petite ∞-catégorie C le n-tronqué bête
de C, n-catégorie dont les i-cellules, 0 6 i 6 n, sont les i-cellules de C, les sources,
buts, unités et compositions venant de ceux dans C. L’adjoint à gauche τ i6n associe
à C le n-tronqué intelligent de C, n-catégorie dont les i-cellules, 0 6 i < n, sont les
i-cellules de C et les n-cellules sont les n-cellules de C, modulo la relation d’équi-
valence identifiant deux n-cellules de C s’il existe un zigzag de (n + 1)-flèches de C
les reliant. Les sources, buts, unités et compositions sont induits par ceux de C. Les
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morphismes d’adjonction
τb6n(C) = inτ
b
6n(C) // C et C // inτ
i
6n(C) = τ
i
6n(C)
induisent, pour tout i > 0, respectivement une injection et une surjection des en-
sembles des i-cellules. En considérant τb6n(C) comme une sous-∞-catégorie de C, on
a une suite d’inclusions
τb60(C)


// τb61(C)


// · · · 

// τb6n(C)


// τb6n+1(C)


// · · · 

// C
faisant de C une limite inductive des τb6n(C). Le foncteur τ
b
6n admet lui-même un
adjoint à droite qui associe à une n-catégorie C la (n+1)-catégorie dont le n-tronqué
bête est C et qui pour tout couple (x, y) de n-cellules parallèles admet exactement
une (n+ 1)-flèche de source x et but y. En particulier, le foncteur de troncation bête
commute à la fois aux limites projectives et aux limites inductives.
1.4. — On définit la notion de n-catégorie admettant un objet quasi-final (resp. quasi-
initial) ainsi que celle d’objet quasi-final (resp. quasi-initial) d’une telle n-catégorie
par récurrence sur n.
– Une 0-catégorie admettant un objet quasi-final (resp. quasi-initial) est une
0-catégorie ayant exactement un objet (autrement dit, un ensemble à un élé-
ment) et cet unique objet en est alors un objet quasi-final (resp. quasi-initial).
– Pour n > 0, une n-catégorie C admet un objet quasi-final (resp. quasi-initial)
s’il existe un objet x de C tel que pour tout objet y de C la (n − 1)-catégorie
HomC(y, x) (resp. HomC(x, y)) admette un objet quasi-final (resp. quasi-initial),
et un tel objet x est alors un objet quasi-final (resp. quasi-initial) de C.
Si on déroule cette définition, on remarque que, pour n = 1, une catégorie admet
un objet quasi-final (resp. quasi-initial) si et seulement si elle admet un objet final
(resp. initial) et qu’alors un objet quasi-final (resp. quasi-initial) est exactement un
objet final (resp. initial). Pour n = 2, une 2-catégorie admet un objet quasi-final
(resp. quasi-initial) si et seulement si, dans la terminologie de [10], elle admet un
objet admettant un objet final (resp. coadmet un objet admettant un objet initial).
La notion d’objet quasi-final d’une 2-catégorie a été introduite dans [17], sous le nom
d’objet final local.
1.5. — On vérifie immédiatement qu’un produit de n-catégories admettant un objet
quasi-final (resp. quasi-initial) admet un objet quasi-final (resp. quasi-initial).
Proposition 1.6. — Soient n > 0 un entier, et C une n-catégorie admettant un
objet quasi-final (resp. quasi-initial). Alors pour tout m > 0, la m-catégorie m-tronqué
intelligent de C admet un objet quasi-final (resp. quasi-initial).
Démonstration. — On raisonne par récurrence sur n. Pour m > n, il n’y a rien à
démontrer puisque τ i6m(C) = C, ce qui prouve en particulier l’assertion pour n = 0.
Si n > 0, l’hypothèse sur C implique qu’il existe un objet x de C tel que pour
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tout objet y de C la (n − 1)-catégorie HomC(y, x) (resp. HomC(x, y)) admette un
objet quasi-final (resp. quasi-initial). Si m = 0, l’assertion est évidente puisque
l’ensemble τ i60(C) a alors exactement un élément. Si m > 0, l’hypothèse de
récurrence appliquée à la (n − 1)-catégorie HomC(y, x) (resp. HomC(x, y)) im-
plique que la (m − 1)-catégorie Homτ i
6m
(C)(y, x) = τ
i
6m−1(HomC(y, x)) (resp.
Homτ i
6m
(C)(x, y) = τ
i
6m−1(HomC(x, y))) admet un objet quasi-final (resp. quasi-
initial), ce qui prouve l’assertion.
1.7. — Soit C une ∞-catégorie. Un ensemble multiplicatif de cellules de C est un
ensemble M de cellules de C satisfaisant aux deux conditions suivantes :
a) pour tout i > 0, si x est une i-cellule de C appartenant à M , la (i + 1)-flèche
identité de x appartient aussi à M ;
b) pour tout couple d’entiers i, j tels que 0 6 j < i, si x et y sont deux i-flèches
j-composables de C appartenant à M , alors la i-flèche composée x ∗j y appar-
tient à M .
On dit qu’un ensemble E de cellules d’une∞-catégorie C engendre C par compositions
si l’ensemble de toutes les cellules de C est le plus petit ensemble multiplicatif de
cellules de C contenant E. Dans ce cas, E contient forcément l’ensemble des objets
de C, et pour tout i > 0, toute i-flèche de C est un composé d’un nombre fini
de i-flèches, qui sont dans E ou sont des unités itérées de j-cellules, 0 6 j < i,
appartenant à E.
1.8. — Soient C une ∞-catégorie et E un ensemble de cellules de C. Pour i > 0, on
pose Ei = E ∩ Ci. On dit que l’ensemble de cellules E engendre librement C au sens
des polygraphes si les deux conditions suivantes sont satisfaites :
a) E0 = C0 ;
b) pour toute ∞-catégorie D, tout i > 0, tout ∞-foncteur F : τb6i(C) // D,
et toute application f : Ei+1 // Di+1 tels que pour tout x ∈ Ei+1, on ait
s(f(x)) = F (s(x)) et t(f(x)) = F (t(x)), il existe un et un seul ∞-foncteur
F ′ : τb6i+1(C)
// D tel que
F ′|τb6i(C) = F et F
′|Ei+1 = f
(τb6i(C) et τ
b
6i+1(C) étant considérées comme des sous-∞-catégories de C par
les morphismes d’adjonction (cf. 1.3)).
Proposition 1.9. — Soient C une∞-catégorie et E un ensemble de cellules de C qui
l’engendre librement au sens des polygraphes. Alors E engendre C par compositions.
Démonstration. — Pour i > 0, on pose Ei = E∩Ci et E6i = ∪ 06j6i Ej . On va mon-
trer par récurrence sur i > 0 que l’ensemble E6i engendre τb6i(C) par compositions, ce
qui prouvera la proposition. Pour i = 0, l’assertion est évidente grâce à la condition (a)
de 1.8. Supposons donc l’assertion démontrée pour i et démontrons-la pour i+1. SoitD
LE TYPE D’HOMOTOPIE DE L’ORIENTAL D’UN COMPLEXE SIMPLICIAL 13
la sous-(i+ 1)-catégorie de τb6i+1(C) dont les j-cellules, 0 6 j 6 i, sont les j-cellules
de C, et dont les (i + 1)-flèches sont les composés d’éléments de Ei+1 et d’identités
itérées de j-cellules de C, 0 6 j 6 i. Par hypothèse de récurrence l’ensemble E6i+1 en-
gendreD par compositions. Il suffit donc de montrer que τb6i+1(C) = D, ou encore que
l’inclusion G : D // τb6i+1(C) admet une section. Par définition, on a une inclusion
F : τb6i(C)
// D et une inclusion f : Ei+1 // Di+1 satisfaisant aux hypothèses de la
condition (b) de 1.8. On en déduit l’existence d’un ∞-foncteur F ′ : τb6i+1(C) // D
tel que F ′|τb6i(C) = F et F
′|Ei+1 = f . La restriction de GF ′ à τb6i(C) est donc l’in-
clusion τb6i(C) // τ
b
6i+1(C) et la restriction à Ei+1 l’inclusion Ei+1 // Ci+1, ce qui,
en vertu de la partie unicité de la condition (b) de 1.8, prouve que F ′ est une section
de G, et achève la démonstration.
Proposition 1.10. — Soient A une petite catégorie, P : A // ∞-Cat un foncteur,
C une ∞-catégorie, et α : P // C un morphisme de foncteurs de P vers le foncteur
constant de valeur C. On suppose fixés un ensemble de cellules E qui engendre libre-
ment C au sens des polygraphes, et pour tout objet a de A, un ensemble de cellules Ea
qui engendre librement P (a) au sens des polygraphes, satisfaisant aux conditions sui-
vantes :
a) pour tout objet a de A, αa(Ea) ⊂ E ;
b) pour toute flèche u : a // b de A, P (u)(Ea) ⊂ Eb ;
c) l’application lim−→AEa
// E, induite par α, est bijective.
Alors le morphisme lim−→A α : lim−→A P
// C est un isomorphisme de ∞-Cat .
Démonstration. — Pour tout i > 0, on pose Ei = E ∩ Ci et pour tout objet a de A,
Ea,i = Ea ∩ P (a)i. Par hypothèse, pour tout i > 0, l’application lim−→AEa,i
// Ei,
induite par α, est bijective. On va montrer par récurrence sur i que pour tout i > 0,
le tronqué bête (cf. 1.3)
τb6i lim−→
A
α : τb6i lim−→
A
P ≃ lim−→
A
τb6iP
// τb6iC
de lim−→A α est un isomorphisme, ce qui prouvera la proposition. Pour i = 0, cela ré-
sulte de la bijectivité de l’application lim−→AEa,0
// E0 et du fait qu’en vertu de la
condition (a) de 1.8, on a C0 = E0, et pour tout a dans A, P (a)0 = Ea,0. Suppo-
sons l’assertion établie pour i et prouvons-la pour i + 1. Soit D une ∞-catégorie, et
β : τb6i+1P
// D un morphisme de foncteurs vers le foncteur constant de valeur D.
Il s’agit de montrer qu’il existe un unique ∞-foncteur G : τb6i+1C // D tel que
pour tout objet a de A on ait βa = G ◦ τb6i+1αa. En vertu de l’hypothèse de ré-
currence, il existe un unique ∞-foncteur F : τb6iC // D tel que pour tout objet a
de A on ait βa|τb6iP (a) = F ◦ τ
b
6iαa. D’autre part, la bijectivité de l’application
lim−→AEa,i+1
// Ei+1 implique l’existence d’une unique application f : Ei+1 // Di+1
telle que pour tout objet a de A et tout xa ∈ Ea,i+1, on ait βa(xa) = f(αa(xa)). Or,
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pour tout x ∈ Ei+1, il existe un objet a de A et xa ∈ Ea,i+1 tel que x = αa(xa). On
a donc
s(f(x)) = s(f(αa(xa))) = s(βa(xa)) = βa(s(xa))
= Fαa(s(xa)) = F (s(αa(xa))) = F (s(x)) ,
et de même t(f(x)) = F (t(x)). Comme E engendre librement C au sens des poly-
graphes, en vertu de la condition (b) de 1.8, il existe donc un unique ∞-foncteur
G : τb6i+1C
// D tel que
G|τb6iC = F et G|Ei+1 = f .
Il reste à prouver que pour tout objet a de A, on a βa = G ◦ τb6i+1αa. Or, on a les
égalités
βa|τ
b
6iP (a) = F ◦ τ
b
6iαa = G|τ
b
6iC ◦ τ
b
6iαa = G ◦ τ
b
6i+1αa|τ
b
6iP (a) ,
et pour tout xa ∈ Ea,i+1, on a βa(xa) = f(αa(xa)) = G(αa(xa)), d’où
βa|Ea,i+1 = G ◦ τ
b
6i+1αa|Ea,i+1 .
Comme Ea engendre librement P (a) au sens des polygraphes, en vertu de la partie
unicité de la condition (b) de 1.8, on a donc βa = G ◦ τb6i+1αa, ce qui achève la
démonstration.
Remarque 1.11. — On vérifie facilement que la proposition reste vraie si l’on rem-
place l’hypothèse que pour tout objet a de A, l’ensemble Ea engendre P (a) librement
au sens des polygraphes par l’hypothèse plus faible qu’il l’engendre par compositions.
En revanche, on doit toujours supposer que l’ensemble E engendre librement C au
sens des polygraphes. On n’aura pas besoin de ce résultat dans la suite.
1.12. — Soit C une ∞-catégorie. On note C◦ la ∞-catégorie duale de C, obte-
nue en inversant le sens des i-flèches pour tout i > 0. On définit ainsi un endo-
foncteur involutif D : ∞-Cat // ∞-Cat . Plus généralement, pour toute partie J
de N∗ = N r {0}, on définit un endofoncteur involutif DJ : ∞-Cat // ∞-Cat en as-
sociant à une ∞-catégorie C la ∞-catégorie obtenue à partir de C en inversant le
sens des i-flèches pour i ∈ J . On dira que DJ (C) est le J-dual de C. Par définition,
on a D = DN∗ . Deux autres cas particuliers sont importants : le dual pair et le dual
impair de C. Le dual pair (resp. impair) de C, noté C∨ (resp. ∨C), est le J-dual de C
pour J = 2N∗ (resp. pour J = 2N∗ − 1). On remarque que C◦ = ∨(C∨) = (∨C)∨.
Pour tout entier n > 0, une n-catégorieC admet un objet quasi-final si et seulement
si la n-catégorie C◦ admet un objet quasi-initial, et un objet de C est quasi-final si
et seulement si il est un objet quasi-initial de C◦.
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2. La catégorie des complexes dirigés augmentés
2.1. — Dans [23], Steiner a introduit la notion de complexe dirigé augmenté. On
rappelle qu’un complexe dirigé augmenté est un triplet (K,K∗, e), où
K = · · ·
dn+1
// Kn
dn
// Kn−1
dn−1
// · · ·
d2
// K1
d1
// K0
est un complexe de chaînes de groupes abéliens en degrés positifs, e : K0 // Z une
augmentation (de sorte que dndn+1 = 0 pour n > 1, et ed1 = 0), et K∗ = (K∗n)n∈N,
est un sous-monoïde gradué du monoïde gradué sous-jacent au complexe K, autre-
ment dit, pour tout n > 0, K∗n est un sous-monoïde du groupe abélien Kn. On ne
demande aucune compatibilité des différentiels dn ou de l’augmentation avec les K∗n.
Le complexe K sera considéré souvent comme un complexe indexé par Z en posant
Ki = 0 pour i < 0 et di = 0 pour i 6 0 :
· · ·
dn+1
// Kn
dn
// Kn−1
dn−1
// · · ·
d2
// K1
d1
// K0 // 0 // 0 // · · · .
Le complexe dirigé augmenté (K,K∗, e) sera noté souvent, par abus, simplement K.
Un morphisme de complexes dirigés augmentés f : (K,K∗, e) // (K ′,K ′∗, e′) est
un morphisme de complexes f : K // K ′ compatible à l’augmentation (au sens où
e′f0 = e) et tel que pour tout n > 0, on ait fn(K∗n) ⊂ K
′∗
n . On note Cda la catégorie
des complexes dirigés augmentés.
2.2. — Un morphisme de complexes dirigés augmentés i : (K ′,K ′∗, e′) // (K,K∗, e)
est un monomorphisme si et seulement si pour tout n > 0, l’application in : K ′n // Kn
est injective. On dit alors que (K ′,K ′∗, e′) est un sous-complexe dirigé augmenté
de (K,K∗, e). On dit que le monomorphisme i est strict (et que le sous-complexe
dirigé augmenté (K ′,K ′∗, e′) de (K,K∗, e) est strict) si pour tout n > 0, on a l’égalité
K ′∗n = i
−1
n (K
∗
n). On vérifie facilement que cette terminologie est compatible avec la
notion générale de monomorphisme strict de [6].
Soient (K,K∗, e) un complexe dirigé augmenté et i : (K ′, e′) // (K, e) un mono-
morphisme de complexes augmentés. Alors il existe une unique structure de complexe
dirigé augmenté sur (K ′, e′) faisant de i un monomorphisme strict de complexes di-
rigés augmentés. On dira qu’elle est la structure induite par celle de (K,K∗, e). Elle
est définie en posant K ′∗n = i
−1
n (K
∗
n), pour n > 0.
2.3. — Soit i : (K ′,K ′∗, e′) // (K,K∗, e) un monomorphisme de complexes diri-
gés augmentés. On suppose que e′ = 0 (ce qui est par exemple le cas si K ′0 = 0). On
définit alors un complexe dirigé augmenté quotient (K ′′,K ′′∗, e′′) comme suit. Le com-
plexe K ′′ est le complexe quotient de K par le sous-complexe K ′. Pour n > 0, le sous-
monoïde K ′′∗n de K
′′
n est l’image de K
∗
n par la surjection canonique Kn // Kn/K
′
n.
L’augmentation e′′ est déduite de l’augmentation e par passage au quotient, ce qui
est licite puisque par hypothèse e i0 = e′ = 0. La surjection canonique K // K ′′
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définit alors un morphisme de complexes dirigés augmentés satisfaisant à la propriété
universelle des quotients.
2.4. — La catégorie Cda est cocomplète. Soit K : I // Cda, i
✤
// (K(i),K(i)∗, e(i)),
un foncteur de source une petite catégorie I. La limite inductive (L,L∗, e) de K est
obtenue comme suit. Le complexe L est la limite inductive des K(i) dans la catégorie
des complexes. L’augmentation e est définie par la propriété universelle des limites
inductives. Pour n > 0, L∗n est le sous-monoïde de Ln engendré par la réunion des
images des sous-monoïdes K(i)∗n par les morphismes canoniques K(i)n // Ln, pour i
dans I. La propriété universelle se vérifie alors sans difficulté. On remarque que les
foncteurs « complexe sous-jacent » et « complexe augmenté sous-jacent » commutent
aux limites inductives.
2.5. — La catégorie Cda admet un objet final Z qui est défini par
Zn =
{
0 , si n > 0 ,
Z , si n = 0 ,
Z∗0 = Z et e = 1Z .
En effet, pour tout complexe dirigé augmenté (K,K∗, e), il existe un et un seul mor-
phisme de complexes augmentés p vers Z, qui est défini par pn = 0, pour n > 0
et p0 = e.
2.6. — Plus généralement la catégorie Cda admet des petites limites projectives. Soit
K : I // Cda, i
✤
// (K(i),K(i)∗, e(i)), un foncteur de source une petite catégorie I. La
limite projective (L,L∗, e) de K est obtenue comme suit. Le complexe augmenté (L, e)
est la limite projective des (K(i), e(i)) dans la catégorie des complexes augmentés.
Explicitement, pour n > 0, Ln est la limite projective des K(i)n dans la catégorie des
groupes abéliens. Pour n = 0, L0 est le sous-groupe de la limite projective des K(i)0
dans la catégorie des groupes abéliens défini par
L0 = {(xi)i∈Ob I ∈ lim←−K(i)0 | ∀j, k ∈ Ob I , e(j)(xj) = e(k)(xk)} .
Les sous-monoïdes L∗n sont définis de façon analogue. Pour n > 0, L
∗
n est la limite
projective des K(i)∗n dans la catégorie des monoïdes commutatifs. Pour n = 0, L
∗
0
est le sous-monoïde de la limite projective des K(i)∗0 dans la catégorie des monoïdes
commutatifs défini par
L∗0 = {(xi)i∈Ob I ∈ lim←−K(i)
∗
0 | ∀j, k ∈ Ob I , e(j)(xj) = e(k)(xk)} .
La propriété universelle se vérifie facilement.
2.7. — On peut montrer sans difficulté que la catégorie Cda est localement présen-
table.
2.8. — On dit qu’un morphisme f : (K,K∗, e) // (K ′,K ′∗, e′) de Cda est concen-
tré en degré 0 si fn = 0 pour n > 0. L’application f
✤
// f0 établit une bijection
entre les morphismes concentrés en degré 0 et les morphismes de groupes abéliens
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f0 : K0 // K
′
0 tels que f0d1 = 0, f0(K
∗
0 ) ⊂ K
′∗
0 et e
′f0 = e. On dira alors que f est
le morphisme concentré en degré 0 défini par f0.
2.9. — On dit qu’un complexe dirigé augmenté (K,K∗, e) est décent si pour tout x
dans K∗0 , on a e(x) ∈ N. L’objet final Z de la catégorie Cda n’est pas décent. La
sous-catégorie pleine de Cda formée des objets décents admet un objet final Z′ qui est
défini par
Z′n =
{
0 , si n > 0 ,
Z , si n = 0 ,
Z′∗0 = N et e = 1Z .
2.10. — On dit qu’un morphisme f : (K,K∗, e) // (K ′,K ′∗, e′) entre complexes di-
rigés augmentés décents est constant s’il se factorise par Z′. Alors f est un morphisme
concentré en degré 0, f0 se factorise par Z,
K0 // Z // K ′0 ,
et si c0 est l’image dans K ′0 de 1 ∈ Z par la flèche de droite, alors c0 ∈ K
′∗
0 , e
′(c0) = 1
et pour tout x ∈ K0, on a f0(x) = e(x)c0. Réciproquement, pour tout c0 ∈ K ′∗0 tel
que e′(c0) = 1, le morphisme de groupes abéliens
f0 : K0 // K
′
0 , x
✤
// e(x)c0 ,
satisfait aux conditions f0d1 = 0, f0(K∗0 ) ⊂ K
′∗
0 et e
′f0 = e du paragraphe 2.8, et le
morphisme de complexes dirigés augmentés f concentré en degré 0 défini par f0 est
un morphisme constant. On dira que f est le morphisme constant défini par c0 et que
c0 est la valeur du morphisme constant f .
2.11. — Soient f, g : (K,K∗, e) // // (K ′,K ′∗, e′) deux morphismes de complexes
dirigés augmentés de même source et même but. Une homotopie de f vers g est une
famille h = (hn)n∈N, où hn : Kn // K ′n+1 est un morphisme de groupes abéliens,
telle que :
a) pour tout n > 0, on a hn(K∗n) ⊂ K
′∗
n+1 ;
b) pour tout n > 0 et tout x ∈ Kn, on a (d′n+1hn + hn−1dn)(x) = gn(x) − fn(x)
(en posant h−1 = 0).
Conformément à l’usage, quand aucune ambiguïté n’en résulte, on omettra les
indices de d, h, f , g, etc.
2.12. — Soient (K,K∗, e) un complexe dirigé augmenté, et J une partie de
N∗ = N r {0}. Le J-dual de (K,K∗, e) est le complexe dirigé augmenté (K ′,K∗, e),
où K ′ est le complexe ayant même groupe abélien gradué sous-jacent que K et dont
la différentielle d′ est définie par
d′j =
{
− dj , j ∈ J ,
dj , j ∈ N∗ r J ,
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autrement dit, d′j = (−1)
χ(j)dj , où χ : N∗ // {0, 1} est la fonction caractéristique
de J . On définit ainsi un endofoncteur involutif DJ : Cda // Cda associant à (K,K∗, e)
son J-dual. Le dual du complexe dirigé augmenté (K,K∗, e) est son N∗-dual, et il est
noté (K,K∗, e)◦.
2.13. — Soient f, g : (K,K∗, e) // // (K ′,K ′∗, e′) deux morphismes de complexes di-
rigés augmentés. On vérifie aussitôt qu’une homotopie h de morphismes de complexes
dirigés augmentés de f vers g induit une homotopie de complexes dirigés augmentés
de g◦ vers f◦. Pour une partie arbitraire J de N∗, l’homotopie h ne définit pas en
général une homotopie entre DJ(f) et DJ (g), mais seulement une variante J-tordu de
la notion d’homotopie qu’on n’aura pas besoin d’expliciter ici (la variante N∗-tordu
d’une homotopie de f vers g étant exactement une homotopie de g vers f).
3. Rappels de la théorie de Steiner
Tous les résultats de cette section sont dus à Steiner [23]. Pour commencer, Steiner
définit un couple de foncteurs adjoints
λ :∞-Cat // Cda , ν : Cda // ∞-Cat
comme suit.
3.1. — Soit C une∞-catégorie. Pour i > 0, le groupe de chaînes λ(C)i est le groupe
abélien engendré par les éléments [x ], pour x une i-cellule de C, soumis aux relations
[x ∗j y ] = [x ] + [ y ], pour 0 6 j < i et x, y des i-cellules j-composables de C.
Le sous-monoïde λ(C)∗i de λ(C)i est le sous-monoïde engendré par les [x ], x ∈ Ci.
Pour i > 0, la différentielle di : λ(C)i // λ(C)i−1 est définie sur les générateurs par
di([x ]) = [ t(x) ]− [ s(x) ]. L’augmentation e : λ(C)0 // Z est définie par e([x ]) = 1,
pour x ∈ C0. On vérifie facilement que si x est une i-cellule identité de C, on a
[x ] = 0, et par suite, si C est une n-catégorie, on a λ(C)i = 0 pour i > n.
Si F : C // D est un ∞-foncteur, le morphisme de complexes dirigés augmentés
λ(F ) : λ(C) // λ(D) est défini en posant λ(F )i([x ]) = [F (x) ] pour i > 0 et x ∈ Ci.
3.2. — Soit (K,K∗, e) un complexe dirigé augmenté noté plus simplement K. Les
i-cellules, i > 0, de la ∞-catégorie ν(K) sont les tableaux
x =
(
x00 . . . x
0
i−1 x
0
i
x10 . . . x
1
i−1 x
1
i
)
tels que :
a) xεk ∈ K
∗
k , pour ε ∈ {0, 1} et 0 6 k 6 i ;
b) dk(x
ε
k) = x
1
k−1 − x
0
k−1, pour ε ∈ {0, 1} et 1 6 k 6 i ;
c) e(xε0) = 1, pour ε ∈ {0, 1} ;
d) x0i = x
1
i .
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On posera souvent xi = x
0
i = x
1
i . En particulier, les objets de ν(K) sont les tableaux x
de la forme
x =
(
x0
x0
)
avec x0 ∈ K
∗
0 , e(x0) = 1 .
Ainsi, on identifiera l’ensemble des objets de ν(K) avec l’ensemble des éléments x0
deK∗0 tels que e(x0) = 1. En revenant au cas général d’une i-cellule x comme ci-dessus,
i > 0, la (i+ 1)-flèche unité de x est donnée par le tableau
1x =
(
x00 . . . x
0
i 0
x10 . . . x
1
i 0
)
.
Si i > 0, la source et le but de la i-flèche x sont respectivement les (i− 1)-cellules
s(x) =
(
x00 . . . x
0
i−2 x
0
i−1
x10 . . . x
1
i−2 x
0
i−1
)
et t(x) =
(
x00 . . . x
0
i−2 x
1
i−1
x10 . . . x
1
i−2 x
1
i−1
)
.
Si j est un entier tel que 0 6 j < i, et si
y =
(
y00 . . . y
0
i−1 y
0
i
y10 . . . y
1
i−1 y
1
i
)
est une i-flèche de ν(K) dont la j-cellule but itérée est égale à la j-cellule source itérée
de x, autrement dit, si
xεk = y
ε
k , ε ∈ {0, 1} , 0 6 k < j et x
0
j = y
1
j ,
alors le composé x ∗j y est défini par
x ∗j y =
(
y00 . . . y
0
j x
0
j+1 + y
0
j+1 . . . x
0
i + y
0
i
x10 . . . x
1
j x
1
j+1 + y
1
j+1 . . . x
1
i + y
1
i
)
.
On remarque que si n > 0 est un entier tel que pour tout i > n, on ait Ki = 0, alors
ν(K) est une n-catégorie.
Si f : K // K ′ est un morphisme de complexes dirigés augmentés, l’image de la
i-cellule x de ν(K) par le ∞-foncteur ν(f) est définie par le tableau
ν(f)(x) =
(
f(x01) . . . f(x
0
i−1) f(x
0
i )
f(x11) . . . f(x
1
i−1) f(x
1
i )
)
.
Proposition 3.3. — Le couple (λ, ν) est un couple de foncteurs adjoints.
Démonstration. — Voir [23, théorème 2.11].
3.4. — Une base d’un complexe dirigé augmenté (K,K∗, e) est un sous-ensemble
gradué B = (Bi)i>0 de l’ensemble gradué sous-jacent au complexe K tel que
a) pour tout i > 0, Bi est une base du Z-module Ki ;
b) pour tout i > 0, Bi engendre le sous-monoïde K∗i de Ki.
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3.5. — Soit (K,K∗, e) un complexe dirigé augmenté. Pour i > 0, le sous-monoïdeK∗i
induit une relation de préordre 6 sur Ki, compatible avec sa structure de groupe,
définie par
x 6 y ⇐⇒ y − x ∈ K∗i ,
et alors on a
K∗i = {x ∈ Ki |x > 0} .
(1)
Si ce complexe dirigé augmenté admet une base B, alors cette relation de préordre
est une relation d’ordre faisant de Ki un groupe réticulé (groupe ordonné tel que
toute paire d’éléments x, y admet une borne inférieure et une borne supérieure, qu’on
notera respectivement x ∧ y et x ∨ y). L’ensemble Bi est alors exactement l’ensemble
des éléments minimaux de K∗i . Ainsi, pour un complexe dirigé augmenté admettant
une base B, cette dernière est unique et ne constitue pas une donnée supplémentaire.
On se gardera néanmoins de croire qu’un morphisme de complexes dirigés augmentés
admettant des bases envoie nécessairement les élément de la base de sa source sur des
éléments de la base de son but.
3.6. — Soit (K,K∗, e) un complexe dirigé augmenté admettant une base B, et
soit i > 0. Tout élément x ∈ Ki se décompose de façon unique en
x = x+ − x− , x+ , x− > 0 , x+ ∧ x− = 0
(si x s’écrit comme combinaison linéaire d’éléments distincts de Bi, x+ est la somme
des termes à coefficients positifs et −x− la somme des termes à coefficients négatifs).
Soit toujours x ∈ Ki. On définit un tableau
〈x〉 =
(
〈x〉00 〈x〉
0
1 . . . 〈x〉
0
i−1 〈x〉
0
i
〈x〉10 〈x〉
1
1 . . . 〈x〉
1
i−1 〈x〉
1
i
)
,
où les 〈x〉εk, ε ∈ {0, 1}, 0 6 k 6 i, sont définis par récurrence descendante en posant
〈x〉0i = 〈x〉
1
i = x
〈x〉0k−1 = (dk(〈x〉
0
k))− , 0 < k 6 i ,
〈x〉1k−1 = (dk(〈x〉
1
k))+ , 0 < k 6 i .
On vérifie facilement que pour ε ∈ {0, 1} et 0 < k 6 i, on a dk(〈x〉εk) = 〈x〉
1
k−1−〈x〉
0
k−1
et 〈x〉εk−1 ∈ K
∗
k−1, ce qui implique que le tableau 〈x〉 est une i-cellule de ν(K) si et
seulement si on a x ∈ K∗i et e(〈x〉
0
0) = e(〈x〉
1
0) = 1. On dit que la base B est unitaire
si pour tout i > 0 et tout b ∈ Bi, 〈b〉 est une i-cellule de ν(K), autrement dit si
e(〈b〉00) = e(〈b〉
1
0) = 1. En particulier, pour tout b ∈ B0, on a alors e(b) = 1, ce qui
(1) On remarquera, d’ailleurs, que se donner une structure de complexe dirigé augmenté sur un
complexe augmenté (K, e) revient à se donner, pour chaque i > 0, une relation de préordre sur Ki,
compatible avec la structure de groupe. Ce complexe dirigé augmenté sera décent si et seulement si
l’augmentation induit un morphisme d’ensembles préordonnés de K0 vers Z, pour la relation d’ordre
naturelle sur Z.
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implique aussitôt que B0 = {b ∈ K∗0 | e(b) = 1} = Ob(ν(K)). Si B est une base
unitaire, i > 0 un entier, et b ∈ Bi, on dit que la i-cellule 〈b〉 de ν(K) est l’atome
associé à b.
Remarque 3.7. — Un complexe dirigé augmenté (K,K∗, e) admettant une base uni-
taire B est décent. En effet, en vertu de ce qui précède, pour tout b ∈ B0, on a e(b) = 1,
et comme le monoïde K∗0 est engendré par B0, on en déduit que e(K
∗
0 ) ⊂ N.
3.8. — Soit (K,K∗, e) un complexe dirigé augmenté admettant une base B. Pour
i > 0, on note 6i la relation de préordre sur B engendrée par la relation Ri définie
par
aRi b ⇐⇒ il existe j, k > i tels que a ∈ Bj , b ∈ Bk et 〈a〉1i ∧ 〈b〉
0
i > 0 .
On dit que la base B est sans boucles si pour tout i > 0, la relation de préordre 6i
est une relation d’ordre.
Théorème 3.9. — Pour tout complexe dirigé augmenté (K,K∗, e) admettant une
base unitaire sans boucles, le morphisme d’adjonction λν(K) // K est un isomor-
phisme. En particulier, la restriction du foncteur ν : Cda // ∞-Cat à la sous-catégorie
pleine de Cda formée des complexes dirigés augmentés admettant une base unitaire
sans boucles est pleinement fidèle.
Démonstration. — Voir [23, théorème 5.6].
Théorème 3.10. — Soit (K,K∗, e) un complexe dirigé augmenté admettant une
base unitaire sans boucles B. Alors la ∞-catégorie ν(K) est librement engendrée au
sens des polygraphes par l’ensemble des atomes 〈b〉, pour b ∈ B.
Démonstration. — Il s’agit d’une reformulation de [23, théorème 6.1].
3.11. — Soit (K,K∗, e) un complexe dirigé augmenté admettant une base B. On
note 6N la relation de préordre sur B engendrée par la relation RN définie par
aRN b ⇐⇒

il existe i > 0 tel que a ∈ Bi−1 , b ∈ Bi et a 6 (di(b))−
ou
il existe i > 0 tel que a ∈ Bi , b ∈ Bi−1 et (di(a))+ > b .
On dit que la base B est fortement sans boucles si pour tout i > 0, la relation de
préordre 6N est une relation d’ordre.
Proposition 3.12. — Une base fortement sans boucles d’un complexe dirigé aug-
menté est sans boucles.
Démonstration. — Voir [23, proposition 3.7].
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Proposition 3.13. — Pour toute partie J de N∗ = N r {0}, le carré de foncteurs
Cda
DJ
//
ν

Cda
ν

∞-Cat
DJ
// ∞-Cat
(cf. 1.12 et 2.12) est commutatif à isomorphisme canonique près. En particulier, pour
tout complexe dirigé augmenté K, on a un isomorphisme canonique ν(K◦) ≃ ν(K)◦.
Démonstration. — On vérifie immédiatement que pour J ⊂ N∗, et K un complexe
dirigé augmenté, les applications
x =
(
x00 x
0
1 . . . x
0
i
x10 x
1
1 . . . x
1
i
)
✤
// y =
(
y00 y
0
1 . . . y
0
i
y10 y
1
1 . . . y
1
i
)
,
x ∈
(
DJν(K)
)
i
= ν(K)i ,
i > 0 ,
où
yεi =
{
x1−εi , si i ∈ J ,
xεi , sinon ,
ε ∈ {0, 1} , i > 0 ,
définissent l’isomorphisme voulu.
4. Contraction d’un complexe dirigé augmenté
Dans cette section, on se fixe un complexe dirigé augmenté (K,K∗, e), noté sim-
plement K. On va dégager des conditions suffisantes sur K pour que ν(K) admette
un objet quasi-initial ou quasi-final.
4.1. — Soient i > 0, et h un morphisme de groupes abéliens de source Ki. On dit
qu’une i-cellule
x =
(
x00 . . . x
0
i−1 xi
x10 . . . x
1
i−1 xi
)
de ν(K) est h-négligeable si h(xi) = 0.
Lemme 4.2. — Soient i > 0, et trois morphismes de groupes abéliens
hi−1 : Ki−1 // Ki , hi : Ki // Ki+1 , hi+1 : Ki+1 // Ki+2
satisfaisant aux conditions :
(∗) di+1hi + hi−1di = 1Ki (resp. di+1hi + hi−1di = −1Ki ) ,
(∗∗) hi(K
∗
i ) ⊂ K
∗
i+1 ,
(∗∗∗) hi+1hi = 0 .
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Si
x =
(
a00 . . . a
0
i−1 xi
a10 . . . a
1
i−1 xi
)
et y =
(
a00 . . . a
0
i−1 yi
a10 . . . a
1
i−1 yi
)
sont deux i-cellules parallèles de ν(K), et si x est hi-négligeable, alors il existe une
(i+ 1)-cellule hi+1-négligeable z de C de source x et de but y (resp. de source y et de
but x). Plus précisément, si l’on pose zi+1 = hi(yi) et
z =
(
a00 . . . a
0
i−1 xi zi+1
a10 . . . a
1
i−1 yi zi+1
)
(resp. z =
(
a00 . . . a
0
i−1 yi zi+1
a10 . . . a
1
i−1 xi zi+1
)
),
alors z est une (i+1)-cellule hi+1-négligeable de ν(K) de x vers y (resp. de y vers x).
Démonstration. — Comme yi ∈ K∗i , on a, en vertu de la condition (∗∗), zi+1 ∈ K
∗
i+1.
D’autre part, dixi = a1i−1 − a
0
i−1 = diyi, d’où di(yi − xi) = 0 et par suite, comme x
est hi-négligeable, on a
di+1zi+1 = di+1hi(yi − xi) = (di+1hi + hi−1di)(yi − xi) .
On a donc, en vertu de la condition (∗),
di+1zi+1 = yi − xi (resp. di+1zi+1 = xi − yi ).
On en déduit que z est une (i + 1)-cellule de ν(K) de x vers y (resp. de y vers x).
Enfin, en vertu de la condition (∗∗∗), la (i+ 1)-cellule z est hi+1-négligeable.
Proposition 4.3. — Soient i > 0, et une famille de morphismes de groupes abéliens
hj : Kj // Kj+1 , j > i− 1 ,
satisfaisant aux conditions :
(∗j) dj+1hj + hj−1dj = 1Kj (resp. dj+1hj + hj−1dj = −1Kj ) , j > i ,
(∗∗j) hj(K
∗
j ) ⊂ K
∗
j+1 , j > i ,
(∗∗∗j) hj+1hj = 0 , j > i .
Si n > i est un entier tel que pour tout j > n, Kj = 0, alors toute i-cellule x
hi-négligeable de la n-catégorie ν(K) est un objet quasi-initial (resp. quasi-final) de
la (n− i)-catégorie Parν(K)(x) des i-cellules parallèles à x (cf. 1.2 et 1.3).
Démonstration. — On raisonne par récurrence descendante sur i de n à 1. Soient
x une i-cellule hi-négligeable de la n-catégorie ν(K) et y une i-cellule parallèle à x.
En vertu du lemme 4.2, il existe une (i + 1)-cellule hi+1-négligeable z de ν(K) de x
vers y (resp. de y vers x). Si i = n, comme ν(K) est une n-catégorie, z est forcément
une identité, ce qui implique que y = x, et prouve l’assertion dans ce cas. Si i < n,
l’hypothèse de récurrence, appliquée à la famille de morphismes de groupes abéliens
(hj)j>i et la (i + 1)-cellule z, implique que z est un objet quasi-initial (resp. quasi-
final) de la (n− i − 1)-catégorie Parν(K)(z) qui n’est autre que Homν(K)(x, y)
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(resp. Homν(K)(y, x) ), autrement dit HomParν(K)(x)(x, y) (resp. HomParν(K)(x)(y, x) ).
On en déduit que x est un objet quasi-initial (resp. quasi-final) de la (n− i)-catégorie
Parν(K)(x).
Lemme 4.4. — Soient c0 une 0-cellule de ν(K), et deux morphismes de groupes
abéliens
h0 : K0 // K1 , h1 : K1 // K2
satisfaisant aux conditions suivantes :
(∗) d1h0(x) = x− e(x)c0 (resp. d1h0(x) = e(x)c0 − x ) , x ∈ K0 ,
(∗∗) h0(K
∗
0 ) ⊂ K
∗
1 ,
(∗∗∗) h1h0 = 0 .
Pour toute 0-cellule y0 de ν(K), il existe une 1-cellule h1-négligeable z de ν(K) de
source c0 et de but y0 (resp. de source y0 et de but c0). Plus précisément, si l’on pose
z1 = h0(y0) et
z =
(
c0 z1
y0 z1
)
(resp. z =
(
y0 z1
c0 z1
)
),
alors z est une 1-cellule h1-négligeable de ν(K) de c0 vers y0 (resp. de y0 vers c0).
Démonstration. — Comme y0 ∈ K∗0 , on a, en vertu de la condition (∗∗), z1 ∈ K
∗
1 .
D’autre part, en vertu de la condition (∗),
d1(z1) = y0 − e(y0)c0 (resp. d1(z1) = e(y0)c0 − y0 ).
Comme e(y0) = 1, on en déduit que z est une 1-cellule de ν(K) de c0 vers y0 (resp.
de y0 vers c0). Enfin, en vertu de la condition (∗∗∗), la 1-cellule z est h1-négligeable.
Proposition 4.5. — Soient c0 une 0-cellule de ν(K), et une famille de morphismes
de groupes abéliens
hj : Kj // Kj+1 , j > 0 ,
satisfaisant aux conditions :
(∗0) d1h0(x) = x− e(x)c0 (resp. d1h0(x) = e(x)c0 − x ) , x ∈ K0 ,
(∗j) dj+1hj + hj−1dj = 1Kj (resp. dj+1hj + hj−1dj = −1Kj ) , j > 1 ,
(∗∗j) hj(K
∗
j ) ⊂ K
∗
j+1 , j > 0 ,
(∗∗∗j) hj+1hj = 0 , j > 0 .
Si n > 0 est un entier tel que pour tout j > n, Kj = 0, alors c0 est un objet
quasi-initial (resp. quasi-final) de la n-catégorie ν(K). De plus, c0 est une 0-cellule
négligeable de ν(K), et toute 0-cellule négligeable de ν(K) est égale à c0.
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Démonstration. — En vertu du lemme précédent, les conditions (∗0), (∗∗0), (∗∗∗0)
impliquent que pour toute 0-cellule y0 de ν(K), il existe une 1-cellule h1-négligeable z
de ν(K) de source c0 et de but y0 (resp. de source y0 et de but c0). En vertu de
la proposition 4.3, les conditions (∗j), (∗∗j), (∗∗∗j), j > 0, impliquent que z est
un objet quasi-initial (resp. quasi-final) de la (n− 1)-catégorie Parν(K)(z) qui n’est
autre que Homν(K)(c0, y0) (resp. Homν(K)(y0, c0) ). On en déduit que c0 est un objet
quasi-initial (resp. quasi-final) de ν(K).
Montrons que c0 est une 0-cellule h0-négligeable de ν(K). En effet, en vertu de la
condition (∗0), on a
d1h0(c0) = c0 − e(c0)c0 = 0 , (resp. d1h0(c0) = e(c0)c0 − c0 = 0 ).
D’autre part, la condition (∗1) implique que d2h1h0 + h0d1h0 = h0, et par suite, en
vertu de la condition (∗∗∗0), h0d1h0 = h0. On a donc h0(c0) = h0d1h0(c0) = 0. Enfin,
si x0 est une 0-cellule h0-négligeable, la condition (∗0) implique que
x0−c0 = x0−e(x0)c0 = d1h0(x0) = 0 , (resp. c0−x0 = e(x0)c0−x0 = d1h0(x0) = 0 ),
d’où x0 = c0.
4.6. — Les données et les hypothèses de la proposition précédente peuvent s’exprimer
de façon beaucoup plus compacte. Au complexe dirigé augmenté K, on associe un
complexe non borné
K˜ = · · ·
dn+1
// Kn
dn
// Kn−1
dn−1
// · · ·
d2
// K1
d1
// K0
e
// Z // 0 // · · · ,
défini par
K˜j =

Kj , j > 0 ,
Z , j = −1 ,
0 , j < −1 ,
d˜j =

dj , j > 1 ,
e , j = 0 ,
0 , j < 0 ,
muni, pour tout j ∈ Z, du sous-monoïde K˜∗j du groupe abélien K˜j défini par
K˜∗j =

K∗j , j > 0 ,
N , j = −1 ,
0 , j < −1 .
Une contraction (resp. une contraction duale) du complexe dirigé augmenté K est
une homotopie de carré nul du complexe K˜ (resp. du complexe K˜◦, où K◦ désigne
le complexe dirigé augmenté dual de K (cf. 2.12)), de l’endomorphisme nul vers l’en-
domorphisme identité, compatible aux sous-monoïdes K˜∗j , j ∈ Z, ce qui revient à la
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donnée d’une famille de morphismes de groupes abéliens hj : K˜j // K˜j+1, j > −1,
· · ·
±dj+2
// Kj+1
±dj+1
// Kj
±dj
//
hj
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
Kj−1
±dj−1
//
hj−1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
· · ·
±d2
// K1
±d1
// K0
e
//
h0
    
  
  
  
Z //
h−1
✄✄
✄✄
✄✄
✄✄
0 //
0
✝✝
✝✝
✝✝
✝
· · ·
· · ·
±dj+2
// Kj+1
±dj+1
// Kj
±dj
// Kj−1
±dj−1
// · · ·
±d2
// K1
±d1
// K0
e
// Z // 0 // · · ·
satisfaisant aux conditions
( ∗˜−1) eh−1 = 1Z ,
( ∗˜0) d1h0 + h−1e = 1K0 (resp. − d1h0 + h−1e = 1K0 ) ,
( ∗˜j) dj+1hj + hj−1dj = 1Kj (resp. − dj+1hj − hj−1dj = 1Kj ) , j > 1 ,
(∗˜∗−1) h−1(N) ⊂ K∗0 ,
(∗˜∗j) hj(K
∗
j ) ⊂ K
∗
j+1 , j > 0 ,
(∗˜∗∗j) hj+1hj = 0 , j > −1 .
La donnée du morphisme h−1 : Z // K0 revient à la donnée de l’élément c0 = h−1(1).
Pour j > 1, les conditions (∗˜j) coïncident avec les conditions (∗j) de la proposition 4.5.
Pour j = 0, la relation (∗˜0) exprime que pour tout x ∈ K0,
d1h0(x) + e(x).c0 = x (resp. − d1h0(x) + e(x).c0 = x ),
autrement dit, elle est équivalente à la condition (∗0) de la proposition 4.5. Pour
j > 0, les conditions (∗˜∗j) et (∗˜∗∗j) coïncident respectivement avec les conditions (∗∗j)
et (∗∗∗j) de la proposition 4.5. Pour j = −1, la condition (∗˜−1) équivaut à
(1) e(c0) = 1 ,
la condition (∗˜∗−1) à
(2) c0 ∈ K
∗
0 ,
et la condition (∗˜∗∗−1) à
(3) h0(c0) = 0 .
On remarque que les conditions (1), (2) et (3) signifient exactement que c0 est une
0-cellule h0-négligeable de ν(K) (la condition (3) étant en vertu de la proposition 4.5,
conséquence des autres conditions). Ainsi, les propositions 4.5 et 4.3 impliquent le
théorème suivant :
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Théorème 4.7. — Soient n > 0, et K un complexe dirigé augmenté tel que Kj = 0,
pour j > n. Si K admet une contraction (resp. une contraction duale), alors la
n-catégorie ν(K) admet un objet quasi-initial (resp. quasi-final). Plus précisément, si
h est une contraction (resp. une contraction duale) de K, et si l’on pose c0 = h−1(1),
alors c0 est un objet quasi-initial (resp. quasi-final) de ν(K). De plus, pour tout i,
0 6 i 6 n, si x est une i-cellule hi-négligeable de ν(K), alors x est un objet quasi-
initial (resp. quasi-final) de la (n− i)-catégorie Parν(K)(x) des i-cellules parallèles
à x, l’unique 0-cellule h0-négligeable étant c0.
Remarque 4.8. — Si le complexe dirigé augmenté K est décent (cf. 2.9), se donner
une contraction (resp. une contraction duale) de K revient à se donner un morphisme
constant de complexes dirigés augmentées f : K // K (cf. 2.10) et une homotopie
de morphismes de complexes dirigés augmentés de f vers 1K (resp. de 1K vers f)
(cf. 2.11). En effet, se donner un morphisme constant de complexes dirigés augmentées
f : K // K revient à se donner un élément c0 de K0 satisfaisant aux conditions (1)
et (2) du paragraphe 4.6, et une homotopie de morphismes de complexes dirigés
augmentés de f vers 1K (resp. de 1K vers f) est la donnée d’une famille (hj)j>0
de morphismes de groupes abéliens hj : Kj // Kj+1 satisfaisant exactement, pour
j > 0, aux conditions (∗˜j), (∗˜∗j) et (∗˜∗∗j) de 4.6.
5. Le nerf d’un complexe dirigé augmenté
5.1. — On note Ord la catégorie des ensembles ordonnés et applications croissantes,
considérée comme sous-catégorie pleine de la catégorie Cat des petites catégories. On
rappelle que la catégorie des simplexes ∆ est la sous-catégorie pleine de Ord formée
des ensembles
∆n = {0, 1, . . . , n} , n > 0 ,
ordonnés par l’ordre naturel. On note
δin : ∆n−1 // ∆n , n > 0 , 0 6 i 6 n ,
l’unique injection croissante dont l’image ne contient pas i et
σin : ∆n+1 // ∆n , n > 0 , 0 6 i 6 n ,
l’unique surjection croissante qui prend deux fois la valeur i. La catégorie ∆ est
engendrée par composition par ces morphismes soumis aux relations simpliciales :
δjn+1δ
i
n = δ
i
n+1δ
j−1
n , n > 0 , 0 6 i < j 6 n+ 1 ,
σjnσ
i
n+1 = σ
i
nσ
j+1
n+1 , n > 0 , 0 6 i 6 j 6 n ,
σjnδ
i
n+1 =

δinσ
j−1
n−1 , n > 0 , 0 6 i < j 6 n ,
1∆n , n > 0 , 0 6 j 6 n , i = j , j + 1 ,
δi−1n σ
j
n−1 , n > 0 , 1 6 j + 1 < i 6 n+ 1 .
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La catégorie des ensembles simpliciaux est la catégorie ∆̂ des préfaisceaux sur ∆. On
identifiera, par le plongement de Yoneda, ∆ à une sous-catégorie pleine de ∆̂.
5.2. — Soit X un ensemble simplicial. Comme de coutume, on pose
Xn = X(∆n) , n > 0 ,
din = X(δ
i
n) , n > 0 , 0 6 i 6 n ,
sin = X(σ
i
n) , n > 0 , 0 6 i 6 n ,
et les éléments de Xn sont appelés les n-simplexes de X . On dit qu’un n-simplexe x
de X est dégénéré s’il existe m, 0 6 m < n, une application croissante ϕ : ∆n // ∆m,
et un m-simplexe y tels que x = X(ϕ)(y) ; on dit qu’il est non dégénéré s’il n’est pas
dégénéré. On note Xdegn (resp. X
ndeg
n ) l’ensemble des n-simplexes dégénérés (resp.
non dégénérés) de X . Tout 0-simplexe de X est non dégénéré, et pour n > 0, un
n-simplexe de X est dégénéré si et seulement si il existe i, 0 6 i < n, et y ∈ Xn−1 tel
que x = sin−1(y).
5.3. — À tout ensemble simplicial X , on associe un complexe dirigé augmenté CX ,
appelé complexe dirigé augmenté des chaînes de X . Le complexe sous-jacent est le
complexe des chaînes associé à l’ensemble simplicial X , autrement dit, pour n > 0,
(CX)n est le groupe abélien libre engendré par Xn, et pour n > 0 la différentielle
dn : (CX)n // (CX)n−1 est l’application Z-linéaire définie pour x ∈ Xn par
dn(x) =
∑
06i6n
(−1)idin(x) .
L’augmentation e : (CX)0 // Z est l’application Z-linéaire définie pour x ∈ X0 par
e(x) = 1. Le sous-monoïde (CX)∗n de (CX)n est le sous-monoïde engendré par la
base Xn de (CX)n. On définit ainsi un foncteur C : ∆̂ // Cda.
5.4. — Pour X un ensemble simplicial et n > 0, on note (DX)n le sous-groupe
abélien libre de (CX)n engendré par l’ensemble Xdegn des n-simplexes dégénérés
de X . Les relations simpliciales impliquent facilement qu’on a, pour n > 0, l’inclusion
dn((DX)n) ⊂ (DX)n−1, d’où un sous-complexe DX de CX . En munissant ce com-
plexe de la structure de complexe dirigé augmenté induite par celle de CX (cf. 2.2),
on obtient un complexe dirigé augmenté qu’on notera encore DX , et qu’on appellera
le complexe dirigé augmenté des chaînes dégénérées de X . Comme un morphisme
d’ensembles simpliciaux envoie les simplexes dégénérés sur des simplexes dégénérés,
on en déduit un foncteur D : ∆̂ // Cda.
5.5. — Comme pour tout ensemble simplicial X , l’ensemble des 0-simplexes dégéné-
rés est vide, on a (DX)0 = 0, et en particulier l’augmentation de DX est nulle. On
en déduit un complexe dirigé augmenté quotient de CX par DX (cf. 2.3), qu’on no-
tera cX , et qu’on appellera le complexe dirigé augmenté normalisé des chaînes de X .
Pour tout n > 0, le groupe abélien (cX)n = (CX)n/(DX)n s’identifie au groupe
abélien libre engendré par l’ensemble Xndegn des n-simplexes non dégénérés de X , et
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le sous-monoïde (cX)∗n de (cX)n au sous-monoïde engendré par cet ensemble. Dans
cette identification, pour n > 0, la différentielle est donnée par la même formule que
celle de CX (cf. 5.3), appliquée aux seuls simplexes non dégénérés et en omettant au
membre de droite les termes correspondant à des (n − 1)-simplexes dégénérés. Pour
n = 0, on a (cX)0 = (CX)0, et l’augmentation de cX coïncide avec celle de CX . On
définit ainsi un foncteur c : ∆̂ // Cda.
Remarque 5.6. — Pour tout ensemble simplicial X , les complexes dirigés augmen-
tés CX , DX et cX admettent une base (cf. 3.4), et sont décents (cf. 2.9).
Exemple 5.7. — Le complexe dirigé augmenté c∆n, n > 0, se décrit comme suit.
Pour p > 0, un p-simplexe non dégénéré de l’ensemble simplicial représentable ∆n
est une application strictement croissante ∆p // ∆n. Ainsi, pour p > 0, (c∆n)p
(resp. (c∆n)∗p) s’identifie au groupe (resp. au monoïde) commutatif libre engendré
par la famille des (p+ 1)-uplets
(i0, i1, . . . , ip) , 0 6 i0 < i1 < · · · < ip 6 n .
La différentielle est définie par
d(i0, i1, . . . , ip) =
∑
06k6p
(−1)k(i0, . . . , îk, . . . , ip) , p > 0 ,
où (i0, . . . , îk, . . . , ip) = (i0, . . . , ik−1, ik+1, . . . , ip), et l’augmentation par e(i0) = 1.
On remarque que pour p > n, on a (c∆n)p = 0. Le complexe dirigé augmenté c∆n
est à base unitaire fortement sans boucles [23, exemple 3.8]. Le théorème 8.6 qu’on
démontrera dans la section 8 constitue une généralisation de ce résultat.
Proposition 5.8. — Les foncteurs C, D, c : ∆̂ // Cda commutent aux petites li-
mites inductives.
Démonstration. — Comme les foncteurs « groupe abélien libre » et « monoïde com-
mutatif libre » commutent aux limites inductives, l’assertion concernant C résulte de
la description des limites inductives dans Cda (cf. 2.4). L’assertion concernant le fonc-
teur D se démontre de la même façon en remarquant que pour tout n > 0, le foncteur
associant à un ensemble simplicial X l’ensemble Xdegn de ses n-simplexes dégénérés
commute aux limites inductives. En effet, il résulte facilement du lemme d’Eilenberg-
Zilber [12, 8.3] ou [13, chapitre II, 3.1] que si l’on note I la sous-catégorie pleine de la
catégorie ∆n\∆ des objets de ∆ sous ∆n formée des couples (∆i, pi : ∆n
// ∆i) tels
que pi soit un épimorphisme de ∆ qui n’est pas une identité, alors on a une bijection
fonctorielle
Xdegn ≃ lim−→
(∆i,pi)∈I
Xi ,
et l’assertion résulte de la commutativité des limites inductives entre elles. Enfin, la
commutativité du foncteur c aux limites inductives résulte de celle de C et D, et de
la propriété universelle des quotients (cf. 2.3).
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5.9. — On définit un foncteur nerf N : Cda // ∆̂ par
K ✤ // (∆n
✤
// HomCda(c(∆n),K)) .
Le foncteur c commutant aux limites inductives en vertu de la proposition précédente,
on obtient un couple de foncteurs adjoints
c : ∆̂ // Cda , N : Cda // ∆̂ .
5.10. — On note W
∆̂
la classe des équivalences faibles simpliciales, flèches de ∆̂
dont la réalisation topologique est une équivalence d’homotopie. On rappelle que
la catégorie localisée W−1
∆̂
∆̂ est équivalente à la catégorie homotopique Hot des
CW-complexes [22]. On dit qu’un morphisme f de Cda est une équivalence faible
si N(f) est une équivalence faible simpliciale. On note WCda = N
−1(W
∆̂
) la classe
des équivalences faibles de Cda. Ainsi le foncteur nerf N induit un foncteur entre les
catégories localisées
N :W−1
Cda
Cda // W
−1
∆̂
∆̂ ≃ Hot .
Conjecture 5.11. — Le foncteur N est une équivalence de catégories.
6. Quelques propriétés des orientaux de Street
6.1. — Soit n > 0 un entier. Le n-ième oriental de Street On est par définition la
∞-catégorie ν(c∆n) (cf. 3.1 et 5.7). Comme pour tout p > n, on a (c∆n)p = 0,
l’oriental On est une n-catégorie. On vérifie facilement qu’on a des isomorphismes
O0 ≃ ∆0 , O1 ≃ ∆1 ,
et que O2 est la 2-catégorie
1
<(1,2)>

✺✺
✺✺
✺✺
✺✺
✺✺
✺
α
KS
0
<(0,2)>
//
<(0,1)>
DD✠✠✠✠✠✠✠✠✠✠✠
2 ,
où
< (0, 1) >=
(
(0) (0, 1)
(1) (0, 1)
)
, < (0, 2) >=
(
(0) (0, 2)
(2) (0, 2)
)
, < (1, 2) >=
(
(1) (1, 2)
(2) (1, 2)
)
et
α =< (0, 1, 2) >=
(
(0) (0, 2) (0, 1, 2)
(2) (0, 1) + (1, 2) (0, 1, 2)
)
.
Pour une description explicite des n-catégories On, pour n 6 6, voir [25].
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6.2. — On note u l’endomorphisme constant du complexe dirigé augmenté décent
c∆n défini par
u0 : (c∆n)0 // (c∆n)0 , (i0)
✤
// (0) , 0 6 i0 6 n .
Pour tout p > 0, on définit un morphisme de groupes abéliens
hp : (c∆n)p // (c∆n)p+1
par
hp(i0, i1, . . . , ip) =
{
(0, i0, i1, . . . , ip) , i0 > 0 ,
0 , i0 = 0 .
Proposition 6.3. — La famille (hp)p∈N est une homotopie de carré nul de mor-
phismes de complexes dirigés augmentés, de source l’endomorphisme constant u
de c∆n et de but l’endomorphisme identité, définissant ainsi une contraction du
complexe dirigé augmenté c∆n (cf. remarque 4.8).
Démonstration. — Il est immédiat que pour tout p > 0, on a hp((c∆n)∗p) ⊂ (c∆n)
∗
p+1
et hp+1hp = 0. Il suffit donc de montrer :
a) pour tout x ∈ (c∆n)0, on a d1h0(x) = x− e(x).(0) ;
b) pour tout p, 0 < p 6 n et tout x ∈ (c∆n)p, on a (dp+1hp + hp−1dp)(x) = x.
Pour prouver (a) et (b), il suffit de vérifier ces égalités pour x un élément de la base
de c∆n, ce qu’on va faire en omettant, conformément à l’usage, les indices de h et
de d. Un élément (i0, . . . , ip) de la base de c∆n sera noté plus simplement (i0 . . . ip),
ou en ne gardant que les virgules nécessaires pour éviter toute ambiguïté.
Pour i0 > 0, on a les égalités dh(i0) = d(0, i0) = (i0) − (0) et pour i0 = 0, les
égalités dh(i0) = 0 = (0)− (0), ce qui prouve (a).
Pour p > 0 et 0 6 i0 < i1 < · · · < ip 6 n, si i0 > 0, on a
(dh+ hd)(i0 . . . ip) = d(0, i0 . . . ip) + h
( ∑
06k6p
(−1)k(i0 . . . îk . . . ip)
)
= (i0 . . . ip) +
∑
06k6p
(−1)k+1(0, i0 . . . îk . . . ip) +
∑
06k6p
(−1)k(0, i0 . . . îk . . . ip)
= (i0 . . . ip) ,
et si i0 = 0, on a
(dh+ hd)(i0 . . . ip) = h
( ∑
06k6p
(−1)k(i0 . . . îk . . . ip)
)
= (0, i1 . . . ip) = (i0 . . . ip) ,
ce qui prouve (b).
6.4. — On note v l’endomorphisme constant du complexe dirigé augmenté décent
c∆n défini par
v0 : (c∆n)0 // (c∆n)0 , (i0)
✤
// (n) , 0 6 i0 6 n .
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Pour tout p > 0, on définit un morphisme de groupes abéliens
h′p : (c∆n)p // (c∆n)p+1
par
h′0(i0) =
∑
i0<k6n
(k − 1, k) ,
h′p(i0i1 . . . ip) =
∑
i0<k<i1
(k − 1, k, i1 . . . ip) , p > 0 .
Proposition 6.5. — La famille (h′p)p∈N définit une homotopie de carré nul de mor-
phismes de complexes dirigés augmentés, de source l’endomorphisme identité de c∆n
et de but l’endomorphisme constant v, définissant ainsi une contraction duale du com-
plexe dirigé augmenté c∆n (cf. remarque 4.8).
Démonstration. — Il est immédiat que pour tout p > 0, on a h′p((c∆n)
∗
p) ⊂ (c∆n)
∗
p+1
et h′p+1h
′
p = 0. Il suffit donc de montrer :
a) pour tout x ∈ (c∆n)0, on a d1h′0(x) = e(x).(n) − x ;
b) pour tout p, 0 < p 6 n et tout x ∈ (c∆n)p, on a (dp+1h′p + h
′
p−1dp)(x) = −x.
Pour prouver (a) et (b), il suffit de vérifier ces égalités pour x un élément de la base
de c∆n, ce qu’on va faire en omettant, comme dans la preuve précédente, les indices
de h′ et de d. Un élément (i0, . . . , ip) de la base de c∆n sera également noté (i0 . . . ip),
ou en ne gardant que les virgules nécessaires pour éviter toute ambiguïté.
Pour 0 6 i0 6 n, on a
dh′(i0) = d
( ∑
i0<k6n
(k − 1, k)
)
=
∑
i0<k6n
(k)−
∑
i0<k6n
(k − 1) = (n)− (i0) ,
ce qui prouve (a).
Pour 0 6 i0 < i1 6 n, on a
(dh′ + h′d)(i0i1) = d
( ∑
i0<k<i1
(k − 1, k, i1)
)
+ h′(i1 − i0)
=
∑
i0<k<i1
(k, i1)−
∑
i0<k<i1
(k − 1, i1) +
∑
i0<k<i1
(k − 1, k)
+
∑
i1<k6n
(k − 1, k)−
∑
i0<k6n
(k − 1, k)
= (i1 − 1, i1)− (i0, i1)− (i1 − 1, i1) = −(i0, i1) ,
ce qui prouve (b), dans le cas p = 1.
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Pour p > 1 et 0 6 i0 < i1 < · · · < ip 6 n, on a
dh′(i0i1 . . . ip) = d
( ∑
i0<k<i1
(k − 1, k, i1 . . . ip)
)
=
∑
i0<k<i1
(k, i1 . . . ip)−
∑
i0<k<i1
(k − 1, i1 . . . ip) +
∑
i0<k<i1
∑
16l6p
(−1)l+1(k − 1, k, i1 . . . îl . . . ip)
= (i1 − 1, i1 . . . ip)− (i0, i1 . . . ip) +
∑
16l6p
(−1)l+1
∑
i0<k<i1
(k − 1, k, i1 . . . îl . . . ip)
et
h′d(i0i1 . . . ip) = h
′
( ∑
06l6p
(−1)l(i0i1 . . . îl . . . ip)
)
=
∑
i1<k<i2
(k − 1, k, i2 . . . ip)−
∑
i0<k<i2
(k − 1, k, i2 . . . ip)
+
∑
26l6p
(−1)l
∑
i0<k<i1
(k − 1, k, i1 . . . îl . . . ip)
= −
∑
i0<k6i1
(k − 1, k, i2 . . . ip) +
∑
26l6p
(−1)l
∑
i0<k<i1
(k − 1, k, i1 . . . îl . . . ip)
= −(i1 − 1, i1, i2 . . . ip) +
∑
16l6p
(−1)l
∑
i0<k<i1
(k − 1, k, i1 . . . îl . . . ip)
et par suite
(dh′ + h′d)(i0i1 . . . ip) = −(i0i1 . . . ip) ,
ce qui prouve (b), dans le cas p > 1.
Théorème 6.6. — L’oriental de Street On satisfait aux propriétés suivantes :
a) L’objet (0) de On est un objet quasi-initial et (n) un objet quasi-final.
b) Si n > 1, les 1-flèches(
(0) (0, n)
(n) (0, n)
)
et
(
(0) (0, 1) + (1, 2) + · · ·+ (n− 1, n)
(n) (0, 1) + (1, 2) + · · ·+ (n− 1, n)
)
de On sont respectivement un objet quasi-initial et un objet quasi-final de la
(n− 1)-catégorie HomOn((0), (n)).
c) Si n > 2, les 2-flèches(
(0) (0, n) (0, 1, 2) + (0, 2, 3) + · · ·+ (0, n− 1, n)
(n) (0, 1) + (1, 2) + · · ·+ (n− 1, n) (0, 1, 2) + (0, 2, 3) + · · ·+ (0, n− 1, n)
)
et(
(0) (0, n) (0, 1, n) + (1, 2, n) + · · ·+ (n− 2, n− 1, n)
(n) (0, 1) + (1, 2) + · · ·+ (n− 1, n) (0, 1, n) + (1, 2, n) + · · ·+ (n− 2, n− 1, n)
)
de On sont respectivement un objet quasi-initial et un objet quasi-final de la
(n− 2)-catégorie
HomOn
((
(0) (0, n)
(n) (0, n)
)
,
(
(0) (0, 1) + (1, 2) + · · ·+ (n− 1, n)
(n) (0, 1) + (1, 2) + · · ·+ (n− 1, n)
))
.
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Démonstration. — En vertu de la remarque 4.8, le théorème est conséquence immé-
diate du théorème 4.7 et des propositions 6.3 et 6.5, vu que
h(0) = 0 , h(0, n) = 0 , h
(
(0, 1, 2) + (0, 2, 3) + · · ·+ (0, n− 1, n)
)
= 0
et
h′(n) = 0 , h′
(
(0, 1) + (1, 2) + · · ·+ (n− 1, n)
)
= 0 ,
h′
(
(0, 1, n) + (1, 2, n) + · · ·+ (n− 2, n− 1, n)
)
= 0 ,
où h et h′ désignent les homotopies des propositions 6.3 et 6.5.
Remarque 6.7. — Si 0 6 i < j 6 n et si l’on pose m = j−i, l’application k ✤ // k+i
induit une inclusion de Om // On telle que pour tout couple x, y de p-cellules paral-
lèles de Om, p > 0, l’inclusion HomOm(x, y)
// HomOn(x, y) soit un isomorphisme.
En appliquant le théorème précédent à Om, on en déduit que la (n − 1)-catégorie
HomOn((i), (j)) admet à la fois un objet quasi-initial et un objet quasi-final, (i) étant
un objet quasi-initial et (j) un objet quasi-final.
Conjecture 6.8. — Pour tout couple parallèle de i-cellules x, y de On, 0 6 i < n,
si la (n− i− 1)-catégorie HomOn(x, y) est non vide, alors elle admet un objet quasi-
initial et un objet quasi-final.
Remarque 6.9. — Pour i = 1 cette conjecture résulte du théorème A.5.
7. Le nerf de Street et les équivalences faibles ∞-catégoriques
7.1. — La restriction à ∆ du foncteur composé
∆̂
c
// Cda
ν
//∞-Cat , ∆n
✤
// On
définit un objet cosimplicial de∞-Cat . Par le procédé de Kan, on en déduit un couple
de foncteurs adjoints
c∞ : ∆̂ // ∞-Cat , N∞ :∞-Cat // ∆̂ ,
c∞ étant l’unique foncteur, à isomorphisme unique près, commutant aux limites in-
ductives et dont la restriction à ∆ coïncide avec celle de νc, et N∞ étant défini par
C
✤
//
(
∆n
✤
// Hom∞-Cat (On, C)
)
.
7.2. — Vu la description des orientaux On pour 0 6 n 6 2 (cf. 6.1), pour toute
∞-catégorie C, les 0-simplexes de l’ensemble simplicial N∞(C) s’identifient aux objets
de C, ses 1-simplexes aux 1-flèches de C, et les 2-simplexes aux diagrammes dans C
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de la forme
x1
x21

✽✽
✽✽
✽✽
✽✽
✽✽
✽
x210
KS
x0 x20
//
x10
BB✝✝✝✝✝✝✝✝✝✝✝
x2 .
D’autre part, vu que les foncteurs c∞,
Ob :∞-Cat // Ens , C ✤ // Ob C
et
(?) 0 : ∆̂ // Ens , X
✤
// X0
commutent aux limites inductives, pour tout ensemble simplicialX , on a des bijections
fonctorielles
Ob c∞X ≃ Ob c∞ lim−→
∆m→X
∆m ≃ lim−→
∆m→X
Ob c∞∆m
= lim−→
∆m→X
Ob On ≃ lim−→
∆m→X
(∆m) 0 ≃
(
lim−→
∆m→X
∆m
)
0
≃ X0 ,
identifiant les objets de c∞(X) aux 0-simplexes de X . De plus, la fonctorialité du
morphisme d’adjonction c∞N∞ // 1∞-Cat , appliquée au ∞-foncteur O0 ≃ ∆0 // C,
pour C une ∞-catégorie, implique aussitôt que le ∞-foncteur c∞N∞C // C induit
l’identité sur les objets.
7.3. — On dit qu’un morphisme F de ∞-Cat est une équivalence faible si N∞(F )
est une équivalence faible simpliciale. On note W∞-Cat = N−1∞ (W∆̂) la classe des
équivalences faibles de ∞-Cat . Ainsi le foncteur nerf N∞ induit un foncteur entre les
catégories localisées
N∞ :W
−1
∞-Cat∞-Cat // W
−1
∆̂
∆̂ ≃ Hot .
On dit qu’une ∞-catégorie C est asphérique (ou faiblement contractile) si le mor-
phisme de C vers l’objet final e de ∞-Cat (∞-catégorie ayant un seul objet et les
identités itérées de cet objet comme seules cellules) est une équivalence faible, autre-
ment dit si l’ensemble simplicial N∞(C) est faiblement contractile.
Conjecture 7.4. — Le foncteur N∞ est une équivalence de catégories.
Proposition 7.5. — Les triangles de foncteurs
Cda
ν
//
N

✼✼
✼✼
✼✼
∞-Cat
N∞
  ✁✁
✁✁
✁✁
✁
∆̂
∆̂
c

✼✼
✼✼
✼✼
✼
c∞
  ✁✁
✁✁
✁✁
✁✁
∞-Cat
λ
// Cda
sont commutatifs (à isomorphisme canonique près).
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Démonstration. — Par adjonction, il suffit de montrer la commutativité de celui de
gauche. Or, pour n > 0 et K un complexe dirigé augmenté, on a des bijections
fonctorielles
(N∞νK)n = Hom∞-Cat (νc∆n, νK) ≃ HomCda(λνc∆n,K)
≃ HomCda(c∆n,K) = (NK)n
la première par adjonction (cf. proposition 3.3) et la seconde en vertu du théorème 3.9,
de la proposition 3.12 et de l’exemple 5.7, ce qui prouve l’assertion.
Corollaire 7.6. — On a l’égalité WCda = ν
−1(W∞-Cat ) et en particulier le fonc-
teur ν induit un foncteur ν :W−1
Cda
Cda // W
−1
∞-Cat∞-Cat, et le triangle de foncteurs
W−1
Cda
Cda
ν
//
N
!!
❇❇
❇❇
❇❇
❇
W−1
∞-Cat∞-Cat
N∞zz✉✉
✉✉
✉✉
✉✉
✉
Hot
est commutatif.
Démonstration. — Le corollaire est conséquence immédiate de la proposition 7.5.
Remarque 7.7. — En vertu du corollaire précédent, les conjectures 5.11 et 7.4 im-
pliquent que le foncteur ν est une équivalence de catégories.
Théorème 7.8. — Soit C une ∞-catégorie. Si C admet un objet x tel que pour tout
objet y de C la ∞-catégorie HomC(y, x) (resp. HomC(x, y)) soit asphérique, alors C
est asphérique.
Démonstration. — Ce résultat sera obtenu dans [3] comme corollaire d’un théorème A
∞-catégorique.
Corollaire 7.9. — Soient n > 0 un entier, et C une n-catégorie. Si C admet un
objet quasi-final (resp. quasi-initial), alors C est asphérique.
Démonstration. — Si n = 0, C considérée comme ∞-catégorie est un objet final de
∞-Cat et par suite, l’ensemble simplicial N∞(C) est isomorphe à ∆0, ce qui prouve
l’assertion dans ce cas. Si n > 0, par hypothèse, il existe un objet x de C tel que pour
tout objet y de C la (n− 1)-catégorie HomC(y, x) (resp. HomC(x, y)) admette un ob-
jet quasi-final (resp. quasi-initial). Par l’hypothèse de récurrence la (n− 1)-catégorie
HomC(y, x) (resp. HomC(x, y)) est alors asphérique. L’assertion résulte donc du théo-
rème précédent.
Théorème 7.10. — Soit F : C // D un morphisme de ∞-Cat. Si F induit une
bijection des ensembles des objets et si pour tous objets x, y de C le morphisme
HomC(x, y)
// HomD(F (x), F (y)) induit par F est une équivalence faible, alors F est
une équivalence faible.
LE TYPE D’HOMOTOPIE DE L’ORIENTAL D’UN COMPLEXE SIMPLICIAL 37
Démonstration. — Ce résultat sera obtenu dans [4] comme conséquence de la com-
paraison du nerf de Street avec une variante bisimpliciale de ce nerf.
7.11. — Soit n > 0. On note Nn la restriction du nerf de StreetN∞ à n-Cat , composé
de l’inclusion in : n-Cat // ∞-Cat et de N∞. Le foncteur Nn admet comme adjoint à
gauche le composé τ i6nc∞ de l’adjoint à gauche de N∞ et du foncteur de troncation
intelligente (cf. 1.3). Explicitement, si C est une n-catégorie et p > 0, on a
(NnC)p = Homn-Cat (τ
i
6nOp, C) .
On vérifie facilement que le 1-tronqué τ i61Op n’est autre que l’ensemble ordonné ∆p,
et par suite le foncteur N1 coïncide avec le foncteur nerf usuel Cat // ∆̂.
7.12. — Une équivalence faible de n-Cat est une flèche F de n-Cat telle que Nn(F )
soit une équivalence faible simpliciale. On note
Wn-Cat = N−1n (W∆̂) = i
−1
n (W∞-Cat ) = Fl n-Cat ∩W∞-Cat
la classe des équivalences faibles de n-Cat .
8. Le complexe dirigé augmenté associé à un complexe simplicial
8.1. — Pour un ensemble ordonné E, on note ξE l’ensemble de ses parties finies
non vides totalement ordonnées. On rappelle qu’un complexe simplicial est un
couple (E,Φ), où E est un ensemble ordonné, et où Φ est un sous-ensemble de ξE
satisfaisant aux deux conditions suivantes :
a) pour tout élément x de E, le singleton {x} appartient à Φ ;
b) pour tous S ∈ Φ, S′ ⊂ S, si S′ 6= ∅, alors S′ ∈ Φ.
Un morphisme de complexes simpliciaux f : (E0, Φ0) // (E1, Φ1) est une application
croissante f : E0 // E1 telle que pour tout S ∈ Φ0, on a f(S) ∈ Φ1. On note CS la
catégorie des complexes simpliciaux.
8.2. — La catégorie CS est complète et cocomplète. Si (Ei, Φi) est un système projec-
tif de complexes simpliciaux indexé par une petite catégorie I, sa limite projective est
le complexe simplicial (E,Φ), où E = lim←−I Ei est la limite projective dans la catégorie
des ensembles ordonnés, et
Φ = {S ∈ ξE | pour tout i ∈ Ob I , pii(S) ∈ Φi} ,
où pii : E // Ei désigne le morphisme canonique. Si (Ei, Φi) est un système inductif
de complexes simpliciaux indexé par une petite catégorie I, sa limite inductive est le
complexe simplicial (E,Φ), où E = lim−→I Ei est la limite inductive dans la catégorie
des ensembles ordonnés, et
Φ = {S ∈ ξE | il existe i ∈ Ob I et Si ∈ Φi tel que S = εi(Si)} ,
où εi : Ei // E désigne le morphisme canonique.
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8.3. — Il résulte du paragraphe précédent que le foncteur « ensemble ordonné sous-
jacent à un complexe simplicial » commute à la fois aux limites inductives et projec-
tives. En fait, il admet un adjoint à gauche et un adjoint à droite. L’adjoint à gauche
associe à un ensemble ordonné E le complexe simplicial (E,Φ), où Φ = {{x} |x ∈ E}.
L’adjoint à droite, noté κ : Ord // CS, associe à un ensemble ordonné E le complexe
simplicial (E, ξE). Aussi bien l’adjoint à gauche que l’adjoint à droite sont des fonc-
teurs pleinement fidèles. On identifiera parfois Ord à une sous-catégorie pleine de CS
par le foncteur κ.
8.4. — On note également κ : ∆ // CS la restriction du foncteur κ du paragraphe
précédent à la catégorie des simplexes. On en déduit, par le procédé de Kan, un couple
de foncteurs adjoints
κ! : ∆̂
// CS , κ∗ : CS // ∆̂ ,
où κ! est l’unique foncteur, à isomorphisme unique près, commutant aux petites limites
inductives et prolongeant le foncteur κ, et κ∗ est défini par
(E,Φ)
✤
//
(
∆m
✤
// HomCS(κ(∆m), (E,Φ)) = HomCS((∆m, ξ∆m), (E,Φ))
)
.
Ainsi, pour un complexe simplicial (E,Φ), l’ensemble des m-simplexes de κ∗(E,Φ) est
formé des applications croissantes f : ∆m // E telles que f(∆m) ∈ Φ. On en déduit
que le composé
Ord
κ
// CS
κ∗
// ∆̂
associe à un ensemble ordonné son nerf. En particulier, pour tout n > 0, on
a κ∗(∆n, ξ∆n) = ∆n.
8.5. — Dans la suite, on s’intéresse au foncteur composé K = cκ∗
CS
κ∗
// ∆̂
c
// Cda .
Soit (E,Φ) un complexe simplicial. Le complexe dirigé augmenté K(E,Φ) se décrit
comme suit. Pour p > 0, un p-simplexe non dégénéré de l’ensemble simplicial κ∗(E,Φ)
est une application strictement croissante ∆p // E dont l’image est dans Φ. Ainsi,
pour p > 0, (K(E,Φ))p (resp. (K(E,Φ))∗p) s’identifie au groupe (resp. au monoïde)
commutatif libre engendré par la famille des (p+ 1)-uplets
(i0, i1, . . . , ip) , {i0, i1, . . . , ip} ∈ Φ , i0 < i1 < · · · < ip .
La différentielle est définie par
d(i0, i1, . . . , ip) =
∑
06k6p
(−1)k(i0, . . . , îk, . . . , ip) , p > 0 ,
où (i0, . . . , îk, . . . , ip) = (i0, . . . , ik−1, ik+1, . . . , ip), et l’augmentation par e(i0) = 1.
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Théorème 8.6. — Pour tout complexe simplicial (E,Φ), l’ensemble
B = {(i0, i1, . . . , ip) | p > 0 , {i0, i1, . . . , ip} ∈ Φ , i0 < i1 < · · · < ip}
est une base unitaire fortement sans boucles du complexe dirigé augmenté K(E,Φ).
Démonstration. — En vertu de la description de K(E,Φ) donnée au paragraphe pré-
cédent, l’ensemble B est bien une base du complexe dirigé augmenté K(E,Φ). On
abrégera la notation des éléments de la base B en posant
i0i1 · · · ip = (i0, i1, . . . , ip) .
Pour montrer que cette base est fortement sans boucles, il suffit de définir une relation
d’ordre 4 sur B moins fine que la relation de préordre 6N, autrement dit, vue la
définition de la relation 6N et celle de la différentielle de K(E,Φ), telle que
(∗)
i0i1 · · · îk · · · ip 4 i0i1 · · · ip , pour k impair,
i0i1 · · · ip 4 i0i1 · · · îk · · · ip , pour k pair,
pour tous p > 1 et i0i1 · · · ip ∈ B. On définit une telle relation
i0i1 · · · ip 4 j0j1 · · · jq
sur B par récurrence sur p comme suit. Si p = 0,
i0 4 j0j1 · · · jq ⇐⇒ i0 6 j0 .
Pour p > 0,
i0i1 · · · ip 4 j0j1 · · · jq ⇐⇒
{
i0 < j0
ou
i0 = j0 , q > 0 , j1 · · · jq 4 i1 · · · ip .
Vérifions que la relation ainsi définie est une relation d’ordre. La réflexivité de 4 est
conséquence immédiate de la réflexivité de la relation d’ordre 6 sur E. Pour montrer
l’antisymétrie supposons que l’on ait
i0i1 · · · ip 4 j0j1 · · · jq et j0j1 · · · jq 4 i0i1 · · · ip .
La situation étant symétrique, on peut supposer que q 6 p. On raisonne par récurrence
sur p. L’antisymétrie de la relation 6 implique aussitôt que i0 = j0, ce qui prouve en
particulier le cas p = 0. Si p > 0, comme i0 = j0, la première relation implique que
q > 0 et j1 · · · jq 4 i1 · · · ip et la deuxième que i1 · · · ip 4 j1 · · · jq. Il résulte donc de
l’hypothèse de récurrence que j1 · · · jq = i1 · · · ip, ce qui prouve l’antisymétrie. Pour
montrer la transitivité, supposons que l’on ait
i0i1 · · · ip 4 j0j1 · · · jq et j0j1 · · · jq 4 k0k1 · · · kr
et prouvons que
i0i1 · · · ip 4 k0k1 · · · kr .
On raisonne par récurrence sur l = max{p, r}. La transitivité de la relation 6 implique
aussitôt que i0 6 k0, ce qui prouve en particulier le cas p = 0 et à plus forte raison
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le cas l = 0. Dans le cas général, si i0 < j0 ou j0 < k0, on a i0 < k0 et l’assertion est
évidente. Reste le cas où i0 = j0 = k0 et p > 0. Alors la première relation implique que
q > 0 et j1 · · · jq 4 i1 · · · ip et la deuxième que r > 0 et k1 · · · kr 4 j1 · · · jq. L’hypothèse
de récurrence implique alors que k1 · · · kr 4 i1 · · · ip, ce qui prouve l’assertion. Il reste
à démontrer les relations (∗). On raisonne par récurrence sur p > 1. Pour p = 1, si
i0i1 ∈ B, on a
i0 4 i0i1 4 i1 ,
puisque i0 6 i0 < i1. Supposons donc que p > 1, et soit i0i1 · · · ip ∈ B. Si k = 0, on a
i0i1 · · · ip 4 i1 · · · ip ,
puisque i0 < i1. Si k > 0 et k est pair (resp. impair), comme k − 1 est impair (resp.
pair), on a par hypothèse de récurrence
i1 · · · îk · · · ip 4 i1 · · · ip (resp. i1 · · · ip 4 i1 · · · îk · · · ip ) ,
d’où
i0i1 · · · ip 4 i0i1 · · · îk · · · ip (resp. i0i1 · · · îk · · · ip 4 i0i1 · · · ip ) .
Le fait que la base B est unitaire résulte du lemme suivant.
Lemme 8.7. — En gardant les notations ci-dessus, soient p > 0 et i0i1 · · · ip ∈ B.
Alors pour tout q, 0 6 q 6 p et ε ∈ {0, 1}, on a
〈i0i1 · · · ip〉
ε
q =
∑
dk1q+1d
k2
q+2 · · · d
kp−q
p (i0i1 · · · ip) ,
la somme portant sur les suites d’entiers (k1, k2 . . . , kp−q) de parités alternées tels que
0 6 k1 < k2 < · · · < kp−q 6 p, l’entier k1 étant pair si ε = 1 et impair si ε = 0. En
particulier,
〈i0i1 · · · ip〉
0
1 = i0ip , 〈i0i1 · · · ip〉
1
1 = i0i1 + i1i2 + · · · ip−1ip
et
〈i0i1 · · · ip〉
0
0 = i0 , 〈i0i1 · · · ip〉
1
1 = ip .
Démonstration. — Fixons un entier p > 0. Pour tout q, 0 6 q 6 p, on pose
Iq = {(k1, k2, . . . , kp−q) | 0 6 k1 < k2 < · · · < kp−q 6 p} ,
et pour tout K = (k1, k2, . . . , kp−q) ∈ Iq, on note dKp l’opérateur simplicial
dKp = d
k1
q+1d
k2
q+2 · · · d
kp−q
p ,
étant entendu que si q = p, de sorte que la suite K soit vide, l’opérateur dKp est
l’identité. On pose, pour ε ∈ {0, 1},
Jεq = {(k1, k2, . . . , kp−q) ∈ Iq | (−1)
ki = (−1)i+ε, 1 6 i 6 p− q} .
Il s’agit donc de montrer que pour tout i0i1 · · · ip ∈ B, on a
〈i0i1 · · · ip〉
ε
q =
∑
K∈Jεq
dKp (i0i1 · · · ip) .
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On procède par récurrence descendante sur q (de q = p à q = 0). La formule est
évidente pour q = p et q = p − 1. Supposons-la au rang q (avec 0 < q < p) et
montrons-la au rang q − 1. On considère donc
dq〈i0i1 · · · ip〉
1
q =
∑
K∈J1q
dqd
K
p (i0i1 · · · ip) =
∑
K∈J1q
q∑
j=0
(−1)jdjqd
K
p (i0i1 · · · ip) .
En tenant compte de la relation simpliciale
dnr d
m
r+1 = d
m
r d
n+1
r+1 , r > 0 , 0 6 m 6 n 6 r ,
on en déduit que
(∗) dq〈i0i1 · · · ip〉
1
q =
∑
K∈J1q
q∑
j=0
(−1)jdϕ(j,K)p (i0i1 · · · ip) ,
où la fonction
ϕ : {0, 1, . . . , q} × J1q // Iq−1
est définie comme suit. Pour 0 6 j 6 q et K = (k1, . . . , kp−q) ∈ J1q , il existe (en
posant k0 = −1 et kp−q+1 = p+ 1) un unique entier m(j,K) tel que
0 6 m(j,K) 6 p− q et km(j,K) < j +m(j,K) < km(j,K)+1 ,
et par définition,
ϕ(j,K) = (k1, . . . , km(j,K), j +m(j,K), km(j,K)+1, . . . , kq) .
L’image de l’application ϕ est la réunion (disjointe) des ensembles J1q+1, J
0
q+1, et
de l’ensemble J ′1q+1 des suites appartenant à Iq+1 ayant exactement un couple formé
de deux termes consécutifs de même parité et dont le premier terme est pair. Il
est évident que toute suite appartenant à l’image de ϕ appartient à cette réunion.
Réciproquement, il y a trois cas à examiner.
a) La suite (l1, . . . , lp−q+1) appartient à J ′1q+1, autrement dit, comporte exacte-
ment un couple de termes consécutifs de même parité (lr, lr+1), 0 6 r 6 p − q, et
l1 est pair. Alors la suite (l1, . . . , lp−q+1) admet exactement deux antécédents dans
{0, 1, . . . , q} × J1q , à savoir (j1,K1) et (j2,K2), où
j1 = lr − r + 1 , K1 = (l1, . . . , l̂r, . . . , lp−q+1) ,
j2 = lr+1 − r , K2 = (l1, . . . , l̂r+1, . . . , lp−q+1) .
En observant que j1 et j2 sont de parité opposée, on en déduit que les deux termes
correspondants dans la somme de la formule (∗) s’éliminent mutuellement.
b) La suite (l1, . . . , lp−q+1) appartient à J0q+1. Alors cette suite admet exactement
un antécédent, à savoir (j,K), où j = l1 et K = (l2, . . . , lp−q+1). Comme j est alors
impair, le signe du terme correspondant dans la somme de la formule (∗) est −1.
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c) La suite (l1, . . . , lp−q+1) appartient à J1q+1. Alors cette suite admet exactement
un antécédent, à savoir (j,K), où j = lp−q+1 − (p− q) et K = (l1, . . . , lp−q). Comme
les parités dans la suite (l1, . . . , lp−q+1) sont alternées, et comme l1 est pair, on a
(−1)lp−q+1 = (−1)p−q, et par suite j est pair. On en déduit que le signe du terme
correspondant dans la somme de la formule (∗) est +1.
En vertu de ces considérations, on a donc l’égalité
dq〈i0i1 · · · ip〉
1
q =
∑
L∈J1
q+1
dLp (i0i1 · · · ip) −
∑
L∈J0
q+1
dLp (i0i1 · · · ip) ,
ce qui prouve le lemme.
Remarque 8.8. — La démonstration du théorème 8.6 est directement inspirée de
la preuve du cas particulier où E = ∆n et Φ = ξ∆n esquissée par Steiner [23,
exemple 3.8]. Une preuve détaillée du lemme 8.7, pour ce cas particulier, figure dans
un texte non publié de Burroni et Penon [9].
Remarque 8.9. — En gardant les notations de la preuve du théorème 8.6, il faut
se garder de croire que pour un complexe simplicial général, la relation d’ordre 4 sur
la base B coïncide avec la relation 6N définie dans le paragraphe 3.11. En effet, la
relation 6N est obtenue par clôture par transitivité et réflexivité à partir des relations
« élémentaires »
(1) i0i1 · · · îk · · · ip 6N i0i1 · · · ip , pour k impair,
(2) i0i1 · · · ip 6N i0i1 · · · îk · · · ip , pour k pair,
pour p > 1 et i0i1 · · · ip ∈ B. Ainsi, si par exemple
E = ∆1 = {0 < 1} et Φ = {{0}, {1}} ,
l’ensemble des relations « élémentaires » ci-dessus est vide et la relation6N est l’égalité
sur B, tandis que par définition de 4 on a 0 4 1.
En revanche, si E est totalement ordonné et Φ = ξE, alors la relation d’ordre 6N
coïncide avec la relation 4 et est une relation d’ordre total. Pour le voir, il suffit de
démontrer cette dernière assertion. En effet, dans la preuve du théorème 8.6 on a
montré que pour tous p, q > 0 et i0i1 · · · ip, j0j1 · · · jq ∈ B, on a
i0i1 · · · ip 6N j0j1 · · · jq =⇒ i0i1 · · · ip 4 j0j1 · · · jq .
Réciproquement, si i0i1 · · · ip 4 j0j1 · · · jq il en résulte qu’on n’a pas l’inégalité
stricte j0j1 · · · jq <N i0i1 · · · ip, et si la relation d’ordre 6N est total, on en déduit
que i0i1 · · · ip 6N j0j1 · · · jq.
Pour montrer que si E est totalement ordonné et Φ = ξE, alors la relation d’ordre
6N est un ordre total, on observe d’abord (sans aucune hypothèse sur (E,Φ)) que
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pour tous p > 0 et i0i1 · · · ip ∈ B, et tout entier k, 0 6 k 6 p, on a par une application
répétée de (1) si k est pair
i0i1 · · · ik 6N i0i1 · · · ikip 6N i0i1 · · · ikip−1ip 6N · · · 6N i0i1 · · · îk+1 · · · ip 6N i0i1 · · · ip
et par une application répétée de (2) si k est impair
i0i1 · · · ip 6N i0i1 · · · îk+1 · · · ip 6N · · · 6N i0i1 · · · ikip−1ip 6N i0i1 · · · ikip 6N i0i1 · · · ik .
On a donc
(3) i0i1 · · · ik 6N i0i1 · · · ip , pour k pair,
(4) i0i1 · · · ip 6N i0i1 · · · ik , pour k impair.
Soient maintenant p, q > 0 et i0i1 · · · ip, j0j1 · · · jq deux éléments de la base B. Il
s’agit de montrer (sous l’hypothèse E totalement ordonné et Φ = ξE) que
i0i1 · · · ip 6N j0j1 · · · jq ou j0j1 · · · jq 6N i0i1 · · · ip .
Si l’un d’eux est une section commençante de l’autre, cela résulte des relations (3)
et (4). On peut donc supposer qu’il existe un entier k, 0 6 k 6 min{p, q}, tel que
ik′ = jk′ , 0 6 k
′ < k , et ik 6= jk .
Comme E est totalement ordonné, on a ik < jk ou jk < ik, et par symétrie, on peut
supposer que ik < jk. Supposons d’abord que k soit pair. On distingue plusieurs cas.
– k = p. Alors on a
i0 · · · ip = i0 · · · ik−1ik 6N i0 · · · ik−1ikjk 6N i0 · · · ik−1jk
= j0 · · · jk−1jk 6N j0 · · · jq ,
la première inégalité résultant de (1) et du fait que comme Φ = ξE on a
{i0, . . . , ik−1, ik, jk} ∈ Φ, la deuxième résultant de (2) et la troisième de (3).
– k < p. Alors on a
i0 · · · ip 6N i0 · · · ik−1ikik+1 6N i0 · · · ik−1ik+1
la première inégalité résultant de (4) et la deuxième de (2). Comme E est tota-
lement ordonné, on distingue trois cas.
• ik+1 = jk. Alors en vertu de (3), on a
i0 · · · ik−1ik+1 = j0 · · · jk−1jk 6N j0 · · · jq .
• ik+1 < jk. Alors en vertu du cas k = p, on a
i0 · · · ik−1ik+1 6N j0 · · · jq .
• jk < ik+1. Alors on a
i0 · · · ik−1ikik+1 6N i0 · · · ik−1ikjkik+1 6N i0 · · · ik−1ikjk
6N i0 · · · ik−1jk = j0 · · · jk−1jk 6N j0 · · · jq ,
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la première inégalité résultant de (1) et du fait que comme Φ = ξE on
a {i0, . . . , ik−1, ik, jk, ik+1} ∈ Φ, la deuxième et la troisième résultant de
(2) et la quatrième de (3).
Dans le cas où k est impair, on procède exactement de la même façon, toutes les in-
égalités étant inversées et les applications de (1) et (2) et de (3) et (4) étant échangées.
Corollaire 8.10. — Pour tout complexe simplicial (E,Φ), la ∞-catégorie νK(E,Φ)
est librement engendrée au sens des polygraphes par les atomes
〈i0i1 · · · ip〉 , p > 0 , i0 < i1 < · · · < ip , {i0, i1, . . . , ip} ∈ Φ .
Démonstration. — Le corollaire est conséquence immédiate des théorèmes 3.10 et 8.6,
et de la proposition 3.12.
9. La ∞-catégorie associée à un complexe simplicial
9.1. — On dispose de deux foncteurs de source la catégorie des complexes simpliciaux
et but celle des ∞-catégories, à savoir le composé O = νK
CS
K
// Cda
ν
// ∞-Cat ,
et le composé
CS
κ∗
// ∆̂
c∞
// ∞-Cat .
On va montrer que ces deux composés sont canoniquement isomorphes. Plus préci-
sément, on a un morphisme d’adjonction 1∞-Cat // νλ (cf. proposition 3.3), d’où en
vertu de la proposition 7.5, un morphisme de foncteurs
c∞κ
∗ // νλc∞κ
∗ ≃ νcκ∗ = νK = O .
On va montrer que ce dernier est un isomorphisme. La ∞-catégorie associée ainsi à
un complexe simplicial (E,Φ) sera parfois appelée l’oriental de (E,Φ).
9.2. — Soit (E,Φ) un complexe simplicial. Pour tout S ∈ Φ, on note iS l’inclusion
iS : S // E et pour tout S′ ⊂ S, on note iS,S′ l’inclusion iS,S′ : S′ // S. En considé-
rant l’ensemble Φ ordonné par inclusion comme une catégorie, on définit un foncteur
Φ // CS en associant à S ∈ Φ le complexe simplicial (S, ξS) et à une inclusion S′ ⊂ S
dans Φ, le morphisme de complexes simpliciaux iS,S′ : (S′, ξS′) // (S, ξS). Comme
iSiS,S′ = iS′ , les morphismes iS : (S, ξS) // (E,Φ), S ∈ Φ, définissent un cône in-
ductif, d’où un morphisme canonique de complexes simpliciaux
lim−→
S∈Φ
(S, ξS) // (E,Φ) .
Bien que ce morphisme induise une bijection lim−→S∈Φ ξS
// Φ, il faut se garder
de croire qu’il est toujours un isomorphisme. Par exemple, ce n’est pas le cas si
Φ = {{x} |x ∈ E} et si la relation d’ordre sur E n’est pas l’égalité. En revanche, il
est facile de vérifier qu’il est bien un isomorphisme si la relation d’ordre sur E est
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engendrée par les couples x, y ∈ E tels que x < y et {x, y} ∈ Φ (et à plus forte raison
si Φ = ξE), mais on n’aura pas besoin de ce résultat.
Lemme 9.3. — Le morphisme canonique lim−→S∈Φ κ
∗(S, ξS) // κ∗(E,Φ) est un iso-
morphisme d’ensembles simpliciaux. En particulier, l’ensemble sous-jacent à E s’iden-
tifie à la limite inductive des ensembles sous-jacents aux S ∈ Φ.
Démonstration. — En gardant les notations du paragraphe précédent, on va mon-
trer que pour tout n > 0, l’application canonique lim−→S∈Φ κ
∗(S, ξS)n // κ
∗(E,Φ)n
est bijective, ce qui prouvera la première assertion. Un n-simplexe de κ∗(E,Φ) est
une application croissante f : ∆n // E dont l’image S est dans Φ. L’application f
induit une application croissante f ′ : ∆n // S qui est un n-simplexe de (S, ξS) dont
l’image par iS est f , ce qui prouve la surjectivité. Pour montrer l’injectivité, soient
f1 : ∆n // S1 et f2 : ∆n // S2 des n-simplexes de κ∗(S1, ξS1) et κ∗(S2, ξS2) respec-
tivement ayant même image f dans κ∗(E,Φ)n. Alors f = iS1f1 = iS2f2, et si S est
l’image de f , et f ′ : ∆n // S l’application induite par f , on a S ⊂ S1∩S2, et f1 et f2
sont l’image de f ′ par iS1,S et iS2,S respectivement, ce qui prouve qu’ils ont même
image dans la limite inductive. Enfin, en remarquant que pour tout complexe simpli-
cial (E,Φ), l’ensemble (κ∗(E,Φ))0 des 0-simplexes de κ∗(E,Φ) s’identifie à l’ensemble
sous-jacent à l’ensemble ordonné E, la dernière assertion en résulte.
Proposition 9.4. — Le morphisme canonique lim−→S∈ΦO(S, ξS)
// O(E,Φ) est un
isomorphisme de ∞-catégories.
Démonstration. — En vertu du corollaire 8.10, la ∞-catégorie O(E,Φ) est librement
engendrée au sens des polygraphes par l’ensemble des atomes
〈i0i1 · · · ip〉 , p > 0 , i0 < i1 < · · · < ip , {i0, i1, . . . , ip} ∈ Φ ,
qui s’identifie à l’ensemble Φ. De même, pour tout S ∈ Φ, la∞-catégorie O(S, ξS) est
librement engendrée au sens des polygraphes par l’ensemble des atomes
〈i0i1 · · · ip〉 , p > 0 , i0 < i1 < · · · < ip , {i0, i1, . . . , ip} ⊂ S ,
qui s’identifie à l’ensemble ξS. Comme l’application lim−→S∈Φ ξS
// Φ est bijective, la
proposition résulte donc de la proposition 1.10.
Théorème 9.5. — Le morphisme de foncteurs c∞κ∗ // O (cf. 9.1) est un isomor-
phisme.
Démonstration. — Pour tout complexe simplicial (E,Φ), on a un carré commutatif
de ∞-Cat
lim−→S∈Φ c∞κ
∗(S, ξS) //

lim−→S∈ΦO(S, ξS)

c∞κ
∗(E,Φ) // O(E,Φ)
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dont les flèches verticales sont des isomorphismes, celle de droite en vertu de la
proposition 9.4, et celle de gauche en vertu de la proposition 9.3 et du fait que c∞,
étant un adjoint à gauche, commute aux limites inductives. Pour montrer que
c∞κ
∗(E,Φ) // O(E,Φ) est un isomorphisme, il suffit donc de le montrer pour
(E,Φ) = (∆m, ξ∆m), m > 0 (puisque pour tout S ∈ Φ, le complexe simplicial (S, ξS)
est isomorphe à (∆m, ξ∆m), pour m = cardS − 1). Or, c∞κ∗(∆m, ξ∆m) = c∞(∆m)
est par définition égal à νc(∆m) = νcκ∗(∆m, ξ∆m) = O(∆m, ξ∆m), ce qui prouve
l’assertion.
Proposition 9.6. — Le foncteur O respecte les monomorphismes.
Démonstration. — Par définition, O = νK = νcκ∗. Les foncteurs κ∗ et ν étant des
adjoints à droite ils respectent les monomorphismes. Comme l’image par un mono-
morphisme d’ensembles simpliciaux d’un simplexe non dégénéré est un simplexe non
dégénéré, le foncteur c respecte aussi les monomorphismes, ce qui prouve la proposi-
tion.
10. Le type d’homotopie de la ∞-catégorie associée
à un ensemble ordonné
10.1. — Dans cette section on s’intéresse à la restriction du foncteur O à la catégorie
Ord , considérée comme sous catégorie pleine de CS via le foncteur κ (cf. 8.3). Cette
restriction sera notée aussi O : Ord // ∞-Cat .
Lemme 10.2. — Le foncteur O : Ord // ∞-Cat respecte les monomorphismes.
Démonstration. — Comme le foncteur κ est un adjoint à droite (cf. 8.3), il respecte
les monomorphismes, et l’assertion résulte de la proposition 9.6.
Dans la suite de cette section on se fixe un ensemble ordonné E.
10.3. — En vertu du corollaire 8.10, O(E) est la ∞-catégorie librement engendrée
au sens des polygraphes par les atomes
〈i0i1 · · · ik〉 , k > 0 , i0 < i1 < · · · < ik , {i0, i1, . . . , ik} ∈ ξE .
En particulier, le 1-tronqué bête de O(E) est la catégorie librement engendrée par le
graphe dont les sommets sont les éléments de E et dont les arêtes sont les couples (i, j),
i < j. Les 1-flèches de O(E) s’identifient donc aux éléments S de ξE, la source et le
but de la flèche S étant définis respectivement par s(S) = min(S) et t(S) = max(S),
la composition de deux flèches composables étant leur réunion, et l’identité d’un objet
i ∈ E étant le singleton {i}. Par cette identification, si S = {i0, . . . , in}, i0 < · · · < in,
alors S représente la 1-flèche(
(i0) (i0, i1) + (i1, i2) + · · ·+ (in−1, in)
(in) (i0, i1) + (i1, i2) + · · ·+ (in−1, in)
)
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de O(E) = νK(E).
Lemme 10.4. — Soient S, S′ ∈ ξE deux 1-flèches parallèles de O(E). Pour qu’il
existe une 2-flèche de S vers S′, il faut et il suffit que S ⊂ S′.
Démonstration. — Comme les 1-flèches S et S′ sont parallèles, on amin(S) = min(S′)
et max(S) = max(S′). Pour montrer que si S′ ⊂ S, alors il existe une 2-flèche
de S vers S′, il suffit (par récurrence sur card(S) − card(S′)) de le montrer quand
card(S) = card(S′) + 1. Soit j l’unique élément de S r S′. On amin(S′) < j < max(S′),
et si l’on pose
S1 = {l ∈ S | l < j} , S2 = {l ∈ S | l > j} , i = max(S1) , k = min(S2) ,
on a une 2-flèche
S2 ∗0 〈ijk〉 ∗0 S1 : S
′ // S .
La réciproque résulte du lemme plus précis suivant.
Lemme 10.5. — Soit α une n-flèche de O(E), n > 2, de 1-cellule but itéré S et de
1-cellule source itérée S′. Alors S′ ⊂ S, et si l’on note iS : S // E l’inclusion d’en-
sembles ordonnés de S dans E, α est l’image d’une n-flèche de O(S) par le∞-foncteur
O(S) // O(E) induit par iS.
Démonstration. — On raisonne par récurrence sur le nombre minimum lα d’occur-
rences de générateurs dans une expression de α comme composé de générateurs (ou
d’identités itérées de générateurs). Si lα = 1, alors α est un générateur ou une iden-
tité itérée d’un générateur et si ce générateur est 〈i0i1 · · · ip〉, alors il résulte du
lemme 8.7 et de la description du foncteur ν, donnée dans le paragraphe 3.2, que
S = {i0, i1, . . . , ip} et S′ = {i0, ip}. On a donc S′ ⊂ S et 〈i0i1 · · · ip〉 est un atome
de O(S), et par suite α est l’image d’une n-flèche de O(S), ce qui prouve dans ce cas
les deux assertions. Si lα > 1, alors α se décompose en α = α2 ∗j α1, 0 6 j < n, où
α1, α2 sont des n-flèches j-composables de O(E) telles que lα1 , lα2 < lα. On distingue
plusieurs cas.
1) j > 2. Alors on a S = t1(α1) = t1(α2), S′ = s1(α1) = s1(α2), et par l’hypothèse
de récurrence on a S′ ⊂ S, et α1 et α2 sont des images de n-flèches de O(S) qui sont,
en vertu du lemme 10.2, j-composables. La n-flèche α est l’image de leur composé.
2) j = 1. Alors on a S′ = s1(α1), S = t1(α2) et on pose S′′ = s1(α2) = t1(α1).
Par l’hypothèse de récurrence, on a S′ ⊂ S′′ ⊂ S et α2 (resp. α1) est l’image, par
le ∞-foncteur induit par l’inclusion S ⊂ E (resp. S′′ ⊂ E), d’une n-flèche de O(S)
(resp. de O(S′′)). Comme on a un triangle commutatif de ∞-foncteurs
O(S′′)

))❘❘
❘❘❘❘
O(E)
O(S)
55❧❧❧❧❧❧
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induit par les inclusions, α1 est aussi l’image d’une n-flèche de O(S). En vertu du
lemme 10.2, ces deux n-flèches de O(S) sont 1-composables, et par suite α est l’image
de leur composé.
3) j = 0. Alors on a S′ = s1(α2) ∗0 s1(α1) et S = t1(α2) ∗0 t1(α1), autrement dit,
en posant
S′1 = s1(α1) , S
′
2 = s1(α2) , S1 = t1(α1) , S2 = t1(α2) ,
on a S′ = S′2 ∪ S
′
1 et S = S2 ∪ S1. Par l’hypothèse de récurrence, on a S
′
1 ⊂ S1
et S′2 ⊂ S2, d’où S
′ ⊂ S, et α2 (resp. α1) est l’image, par le ∞-foncteur induit par
l’inclusion S2 ⊂ E (resp. S1 ⊂ E), d’une n-flèche de O(S2) (resp. de O(S1)). Comme
on a des triangles commutatifs de ∞-foncteurs
O(S2)

))❘❘
❘❘❘❘
O(E) ,
O(S)
55❧❧❧❧❧❧
O(S1)

))❘❘
❘❘❘❘
O(E)
O(S)
55❧❧❧❧❧❧
induits par les inclusions, α1 et α2 sont aussi des images de n-flèches de O(S). En
vertu du lemme 10.2, ces deux n-flèches de O(S) sont 0-composables, et par suite α
est l’image de leur composé.
Proposition 10.6. — Soient E un ensemble ordonné, S, S′ ∈ ξE deux 1-flèches
parallèles de O(E) et iS : S // E l’inclusion. Alors le ∞-foncteur
HomO(S)(S
′, S) // HomO(E)(S
′, S) ,
induit par iS, est un isomorphisme.
Démonstration. — La proposition est conséquence des lemmes 10.2 et 10.5.
Corollaire 10.7. — a) Pour tout objet i0 de O(E), la ∞-catégorie HomO(E)(i0, i0)
est un objet final de ∞-Cat.
b) Pour tous i0, i1 ∈ E tels que i0 < i1, et toute 1-flèche S ∈ ξE de O(E) de
source i0 et but i1, si l’on pose S0 = {i0, i1} et n = card(S)− 3, alors
i) si S = S0, HomO(E)(S0, S) est un objet final de ∞-Cat ;
ii) si S 6= S0, HomO(E)(S0, S) est une n-catégorie admettant à la fois un objet
quasi-initial et un objet quasi-final.
Démonstration. — Pour montrer (a), on remarque que le seul objet de HomO(E)(i0, i0)
est la 1-flèche S = {i0} de O(E), identité de l’objet i0. Or, en vertu de la proposition
précédente, la ∞-catégorie HomO(E)(S, S) est isomorphe à HomO(S)(S, S). Comme
O(S) est isomorphe à l’oriental O0 ≃ ∆0, cela prouve l’assertion. De même, sous
les hypothèses et notations de (b), il résulte de la proposition précédente que la
∞-catégorie HomO(E)(S0, S) est isomorphe à HomO(S)(S0, S). Le cas (i) est trivial
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puisque si S = S0, alors O(S) est isomorphe à O1 ≃ ∆1. Si S 6= S0, on a n > 0 et
HomO(S)(S0, S) est isomorphe à la n-catégorie
HomOn+2
((
(0) (0, n+ 2)
(n+ 2) (0, n+ 2)
)
,
(
(0) (0, 1) + (1, 2) + · · ·+ (n+ 1, n+ 2)
(n+ 2) (0, 1) + (1, 2) + · · ·+ (n+ 1, n+ 2)
))
qui admet bien, en vertu du théorème 6.6, à la fois un objet quasi-initial et un objet
quasi-final, ce qui prouve le cas (ii).
Lemme 10.8. — Le 1-tronqué intelligent de O(E) s’identifie à E, et par cette iden-
tification le morphisme d’adjonction
O(E) // i1τ
i
61(O(E)) ≃ E
s’identifie à l’unique ∞-foncteur O(E) // E induisant l’identité sur les ensembles
des objets.
Démonstration. — Vu la description du 1-tronqué bête de O(E) présentée au para-
graphe 10.3, pour montrer la première assertion, il suffit de montrer que si i0, i1 ∈ E
sont deux objets de O(E) et S1, S2 ∈ ξE deux 1-flèches de O(E) de source i0 et de
but i1, autrement dit telles que min(S1) = min(S2) = i0 et max(S1) = max(S2) = i1,
alors S1 et S2 sont reliées par un zigzag de 2-flèches. Or, S = {i0, i1} est une 1-flèche
de O(E) de source i0 et de but i1, et S ⊂ S1 et S ⊂ S2. En vertu du lemme 10.4, il
existe donc deux 2-flèches de O(E) de source S et de but respectivement S1 et S2,
ce qui prouve l’assertion. La deuxième assertion résulte du fait que les morphismes
d’adjonction de la 1-troncation intelligente induisent l’identité sur les objets et du fait
qu’un ∞-foncteur de but un ensemble ordonné est déterminé par sa restriction aux
objets.
Théorème 10.9. — Pour tout ensemble ordonné E, l’unique∞-foncteur O(E) // E
induisant l’identité sur les objets est une équivalence faible de ∞-Cat. De plus, pour
tout entier n > 1, le n-tronqué intelligent τ i6nO(E)
// E de ce ∞-foncteur est une
équivalence faible de n-Cat.
Démonstration. — Pour présenter une preuve uniforme des deux assertions, on notera
τ i6∞ l’endofoncteur identité de ∞-Cat . Il s’agit donc de montrer que pour tout n,
1 6 n 6 ∞, l’unique ∞-foncteur τ i6nO(E) // E induisant l’identité sur les objets
est une équivalence faible. Si n = 1, il résulte du lemme précédent qu’il s’agit d’un
isomorphisme. On peut donc supposer que n > 2. En vertu du théorème 7.10, il suffit
de montrer que pour tous i0, i1 ∈ E, le ∞-foncteur induit
Homτ i
6n
O(E)(i0, i1)
// HomE(i0, i1)
est une équivalence faible. Si i0 
 i1, alors la source et le but de ce ∞-foncteur
sont vides, et il n’y a rien à démontrer. Supposons donc que i0 6 i1. Comme E est
un ensemble ordonné, la ∞-catégorie HomE(i0, i1) est un objet final de ∞-Cat . Il
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s’agit donc de prouver que Homτ i
6n
O(E)(i0, i1) est asphérique. Si i1 = i0, en vertu du
corollaire 10.7, (a), cette∞-catégorie est un objet final de ∞-Cat , ce qui prouve dans
ce cas l’assertion. On peut donc supposer que i0 < i1. Comme n > 2, les 1-flèches
de τ i6nO(E) sont les mêmes que celles de O(E), autrement dit l’ensemble des objets
de Homτ i
6n
O(E)(i0, i1) s’identifie à l’ensemble des S ∈ ξE tels que min(S) = i0 et
max(S) = i1. En particulier, S0 = {i0, i1} est un objet de Homτ i
6n
O(E)(i0, i1). En vertu
du théorème 7.8, il suffit de montrer que pour tout objet S de Homτ i
6n
O(E)(i0, i1), la
∞-catégorie
HomHom
τi
6n
O(E)
(i0,i1)(S0, S) = Homτ i6nO(E)
(S0, S) ≃ τ
i
6n−2
(
HomO(E)(S0, S)
)
est asphérique. Or, en vertu du corollaire 10.7, (b), si S = S0, la ∞-catégorie
HomO(E)(S0, S) est un objet final de ∞-Cat et si S 6= S0, cette ∞-catégorie est une
(card(S) − 3)-catégorie admettant un objet quasi-initial, et l’assertion résulte de la
proposition 1.6 et du corollaire 7.9.
Corollaire 10.10. — Pour tout ensemble ordonné E, et tout n, 1 6 n 6 ∞, le
morphisme d’adjonction cnNn(E) // E est une équivalence faible de n-Cat .
Démonstration. — Pour tout entier n > 1, le morphisme d’adjonction cnNn(E) // E
est le n-tronqué intelligent du morphisme d’adjonction c∞N∞(E) // E. Or, ce dernier
induit l’identité sur les objets (cf. 7.2) et en vertu du théorème 9.5, on a un isomor-
phisme c∞N∞(E) = c∞κ∗(E, ξE) ≃ O(E, ξE) = O(E). On en déduit que le mor-
phisme d’adjonction c∞N∞(E) // E s’identifie à l’unique ∞-foncteur O(E) // E
induisant l’identité sur les objets. L’assertion résulte donc du théorème précédent.
Corollaire 10.11. — Pour tout ensemble ordonné E, et tout n, 1 6 n 6 ∞, le
morphisme d’adjonction Nn(E) // NncnNn(E) est une équivalence faible de ∆̂.
Démonstration. — L’assertion résulte aussitôt du corollaire précédent et de l’égalité
du triangle
Nn(E) //
1Nn(E)
66
NncnNn(E) // Nn(E) ,
pour les morphismes d’adjonction du couple de foncteurs adjoints (cn, Nn).
Scholie 10.12. — Comme pour tout ensemble ordonné E et pour tout n,
1 6 n 6∞, l’ensemble simplicial Nn(E) n’est autre que le nerf ordinaire de E,
le corollaire ci-dessus prouve la condition (e) de [2, scholie 5.14]. Ainsi, en vertu de
loc. cit., pour avoir une structure de catégorie de modèles de Quillen à la Thomason
sur n-Cat , il suffit de démontrer la condition (d′) de loc. cit. :
(d′) si E′ // E est un crible de Ord admettant une rétraction qui est aussi un adjoint
à droite, son image par le foncteur cnNn est une équivalence faible de n-Cat et
le reste après tout cochangement de base.
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Corollaire 10.13. — Le foncteur N : W−1
Cda
Cda // W
−1
∆̂
∆̂ ≃ Hot (cf. 5.10) est es-
sentiellement surjectif.
Démonstration. — On rappelle que le foncteur nerf usuel N1 : 1-Cat = Cat // ∆̂
(cf. 7.11) définit une équivalence des catégories homotopiques W−1
Cat
Cat // W−1
∆̂
∆̂,
où WCat = W1-Cat = N
−1
1 (W∆̂) [16, chapitre VI, corollaire 3.3.1]. Par ailleurs,
l’inclusion Ord // Cat induit aussi une équivalence des catégories homotopiques
W−1
Ord
Ord // W−1
Cat
Cat , où WOrd = WCat ∩ FlOrd (voir par exemple [15, théo-
rème 41]). Pour montrer que le foncteur N : W−1
Cda
Cda // W
−1
∆̂
∆̂ est essentiellement
surjectif, il suffit donc de montrer que pour tout ensemble ordonné E, l’ensemble
simplicial N1(E) = N∞(E) appartient à son image essentiel. Or, on a une équivalence
faible N∞(E) // N∞c∞N∞(E) (corollaire 10.11) et des isomorphismes d’ensembles
simpliciaux
N∞c∞N∞(E) = N∞c∞N1(E) = N∞c∞κ
∗(E, ξE) ≃ N∞νcκ
∗(E, ξE) ≃ Ncκ∗(E, ξE)
(le premier en vertu du théorème 9.5 et le deuxième en vertu de la proposition 7.5),
ce qui prouve l’assertion.
Remarque 10.14. — Vu que pour tout ensemble ordonné E et pour 1 6 n 6∞, on
a l’égalitéNn(E) = κ∗(E, ξE), le corollaire 10.11 signifie exactement que le morphisme
d’adjonction κ∗(E, ξE) // Nncn(κ∗(E, ξE)) est une équivalence faible simpliciale et
que, en particulier, le type d’homotopie de la n-catégorie cn(κ∗(E, ξE)) est le même
que celui du complexe simplicial (E, ξE). On peut se demander si cette propriété reste
vraie pour un complexe simplicial général. Pour n fini, ce n’est pas le cas. En effet,
il est facile de montrer que pour tout ensemble simplicial X , la n-catégorie cn(X) ne
dépend que du (n+1)-squelette de X . Ainsi, pour tout p > n+1, si l’on considère le
bord ∂∆p du simplexe standard ∆p,
∂∆p = κ
∗(∆p, Φp) , où Φp = {S ∈ ξ∆p |S 6= ∆p} ,
la n-catégorie cn(κ∗(∆p, Φp)) est isomorphe à cn(κ∗(∆p, ξ∆p)) qui a, en vertu du co-
rollaire 10.11, le type d’homotopie du point, tandis que le complexe simplicial (∆p, Φp)
a le type d’homotopie du bord de ∆p, autrement dit de la sphère Sp−1. Néanmoins,
pour n =∞, on propose la conjecture suivante :
Conjecture 10.15. — Pour tout complexe simplicial (E,Φ), le morphisme d’adjonc-
tion κ∗(E,Φ) // N∞c∞(κ
∗(E,Φ)) est une équivalence faible simpliciale. En particu-
lier, le type d’homotopie de la ∞-catégorie c∞(κ
∗(E,Φ)) est le même que celui du
complexe simplicial (E,Φ).
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Appendice A
La description du 2-tronqué intelligent de O(E)
Le but de cette section est de donner une description explicite du 2-tronqué intel-
ligent de O(E), pour un ensemble ordonné E.
A.1. — Dans la suite, on se fixe un entier n, et on note B la base du complexe dirigé
augmenté c∆n (cf. 5.7),
B = {(j0 · · · jp) | 0 6 j0 < · · · < jp 6 n , 0 6 p 6 n} .
On aura besoin des lemmes techniques suivants.
Lemme A.2. — Soient k et p des entiers tels que 0 < k < n, p > 2,
a =
∑
(i0···ip)∈Bp
ai0···ip(i0 · · · ip)
un élément de (c∆n)
∗
p, et
(dpa)− =
∑
(j0···jp−1)∈Bp−1
bj0···jp−1(j0 · · · jp−1)
(pour la notation x−, cf. 3.6). S’il existe (i0 · · · ip) ∈ Bp tel que i0 < k < ip et
ai0···ip 6= 0, alors il existe (j0 · · · jp−1) ∈ Bp−1 tel que j0 < k < jp−1 et bj0···jp−1 6= 0.
Démonstration. — On définit les ensembles
A = {(i0 · · · ip) ∈ Bp | i0 < k < ip et ai0···ip 6= 0} ,
A′ = {(i0 · · · ip) ∈ A | ip − i0 = m0} , où m0 = max{ip − i0 | (i0 · · · ip) ∈ A} ,
A′′ = {(i0 · · · ip) ∈ A
′ | i2 − i0 = m1} , où m1 = max{i2 − i0 | (i0 · · · ip) ∈ A′} .
S’il existe (i0 · · · ip) ∈ Bp tel que i0 < k < ip et ai0···ip 6= 0, alors ces ensembles sont
non vides. Soit (i0 · · · ip) ∈ A′′. On va prouver que bi0i2···ip 6= 0, ce qui impliquera
le lemme. Pour cela, il suffit de montrer que pour tout (j0 · · · jp) ∈ A et tout l pair,
0 6 l 6 p, on a (j0 · · · ĵl · · · jp) 6= (i0i2 · · · ip). Si l = 0 ou l = p, cela résulte de la
maximalité de ip − i0. Si 0 < l < p, pour que l’on ait (j0 · · · ĵl · · · jp) = (i0i2 · · · ip),
il faudrait déjà que j0 = i0, j1 = i2 et jp = ip et en particulier que (j0 · · · jp)
soit dans A′. Comme (i0 · · · ip) est dans A′′, on aurait donc i2 − i0 > j2 − j0. Or,
i2 − i0 = j1 − j0 < j2 − j0, ce qui est absurde.
Lemme A.3. — Soient m ≥ 1 un entier, i0, i1 . . . , im des entiers tels que
0 = i0 < i1 < · · · < im−1 < im = n ,
et
x =
(
x00 x
0
1 . . . x
0
q
x10 x
1
1 . . . x
1
q
)
, q > 2 ,
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une q-cellule de On telle que x
0
0 = (0), x
1
0 = (n),
x01 =
m∑
k=1
(ik−1, ik) et x
1
1 =
n∑
l=1
(l − 1, l) .
Pour tous p, ε tels que 0 6 p 6 q, ε ∈ {0, 1}, si
xεp =
∑
(j0...jp)∈Bp
(xεp)j0...jp(j0 . . . jp)
et si (xεp)j0...jp 6= 0, alors il existe k, 1 6 k 6 m, tel que
ik−1 6 j0 < j1 < · · · < jp 6 ik .
Démonstration. — On raisonne par l’absurde. Supposons qu’il existe p, ε, 0 6 p 6 q,
ε ∈ {0, 1}, tels que xεp ne satisfasse pas à la conclusion du lemme, et choisissons un
tel couple avec p minimal. Alors on a p > 2, et il existe (j0 . . . jp) ∈ Bp tel que
(xεp)j0...jp 6= 0 et tel qu’il existe k, 0 < k < m, tel que j0 < ik < jp. En vertu du
lemme précédent, si
(dpx
ε
p)− =
∑
(j′0···j
′
p−1)∈Bp−1
yj′0···j′p−1
(j′0 · · · j
′
p−1) ,
alors il existe (j′0 · · · j
′
p−1) ∈ Bp−1 tel que yj′0···j′p−1 6= 0 et j
′
0 < ik < j
′
p−1. Or, on a
dpx
ε
p = x
1
p−1 − x
0
p−1 et x
1
p−1, x
0
p−1 ∈ (c∆n)
∗
p−1, ce qui implique que (dpx
ε
p)− 6 x
0
p−1,
et par suite que (x0p−1)j′0···j′p−1 6= 0, ce qui contredit la minimalité de p, et prouve le
lemme.
Proposition A.4. — Soient m ≥ 1 un entier, et i0, i1 . . . , im des entiers tels que
0 = i0 < i1 < · · · < im−1 < im = n. Alors le ∞-foncteur
m∏
k=1
HomOn(ak, bk)
// HomOn(a, b) ,
où
ak =
(
(ik−1) (ik−1, ik)
(ik) (ik−1, ik)
)
, bk =
(ik−1)
∑
ik−1<l6ik
(l − 1, l)
(ik)
∑
ik−1<l6ik
(l − 1, l)
 , 1 6 k 6 m ,
a =
(0)
m∑
k=1
(ik−1, ik)
(n)
m∑
k=1
(ik−1, ik)
 , b =
(0)
n∑
l=1
(l − 1, l)
(n)
n∑
l=1
(l − 1, l)
 ,
défini par la composition « horizontale » ∗0 de On
(x1, x2, . . . , xm)
✤
// x1 ∗0 x2 ∗0 · · · ∗0 xm
est un isomorphisme de ∞-catégories. En particulier, HomOn(a, b) admet à la fois un
objet quasi-initial et un objet quasi-final.
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Démonstration. — Il s’agit de montrer que pour tout q > 2, et toute q-cellule
x =
(
x00 x
0
1 . . . x
0
q
x10 x
1
1 . . . x
1
q
)
de On telle que
x00 = (0) , x
1
0 = (n) , x
0
1 =
m∑
k=1
(ik−1, ik) , x
1
1 =
n∑
l=1
(l − 1, l) ,
il existe une famille unique (xk)16k6m, où
xk =
(
(xk)
0
0 (xk)
0
1 . . . (xk)
0
q
(xk)
1
0 (xk)
1
1 . . . (xk)
1
q
)
, 1 6 k 6 m ,
est une q-cellule de On telle que
(xk)
0
0 = (ik−1) , (xk)
1
0 = (ik) , (xk)
0
1 = (ik−1, ik) , (xk)
1
1 =
∑
ik−1<l6ik
(l − 1, l) ,
satisfaisant x = x1 ∗0 . . . ∗0 xm, autrement dit telle que
xεp =
m∑
k=1
(xk)
ε
p , p > 2 , ε ∈ {0, 1} .
L’unicité résulte du fait que B est une base, en remarquant qu’en vertu de la propo-
sition 10.6, les (xk)εp sont forcément de la forme
(xk)
ε
p =
∑
ik−16j0<···<jp6ik
((xk)
ε
p)j0...jp(j0 . . . jp) .
Montrons l’existence. En vertu du lemme précédent, pour tout p > 2 et ε ∈ {0, 1},
xεp est de la forme
xεp =
m∑
k=1
∑
ik−16j0<···<jp6ik
(xεp)j0...jp(j0 . . . jp) ,
et par hypothèse, il en est de même pour p = 1. Définissons xk par
(xk)
0
0 = (ik−1) , (xk)
1
0 = (ik) ,
(xk)
0
1 = (ik−1, ik) , (xk)
1
1 =
∑
ik−1<l6ik
(l − 1, l) ,
(xk)
ε
p =
∑
ik−16j0<···<jp6ik
(xεp)j0...jp(j0 . . . jp) , p > 2 , ε ∈ {0, 1} ,
(la formule de la troisième ligne étant également vraie pour p = 1). Le tableau ainsi
défini est une p-cellule de On. En effet, on remarque qu’il suffit de montrer que pour
p > 1 et ε ∈ {0, 1}, on a dp((xk)εp) = (xk)
1
p−1 − (xk)
0
p−1. Or, cela est évident pour
p = 1, et pour p > 2, on a
dp(x
ε
p) = x
1
p−1 − x
0
p−1
=
m∑
k=1
∑
ik−16j0<···<jp−16ik
(
(x1p−1)j0...jp−1 − (x
0
p−1)j0...jp−1
)
(j0 . . . jp−1)
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et
dp(x
ε
p) = dp
( m∑
k=1
∑
ik−16j0<···<jp6ik
(xεp)j0...jp(j0 . . . jp)
)
=
m∑
k=1
∑
ik−16j0<···<jp6ik
p∑
l=0
(−1)l (xεp)j0...jp (j0 . . . ĵl . . . jp) ,
et comme B est une base, on en déduit que pour tout k tel que 1 6 k 6 m, on a∑
ik−16j0<···<jp−16ik
(
(x1p−1)j0...jp−1 − (x
0
p−1)j0...jp−1
)
(j0 . . . jp−1)
=
∑
ik−16j0<···<jp6ik
p∑
l=0
(−1)l (xεp)j0...jp (j0 . . . ĵl . . . jp)
= dp
( ∑
ik−16j0<···<jp6ik
(xεp)j0...jp(j0 . . . jp)
)
,
c’est-à-dire (xk)1p−1 − (xk)
0
p−1 = dp((xk)
ε
p), ce qui prouve l’assertion.
Pour montrer la dernière assertion, on remarque qu’en vertu de la proposition 10.6,
pour tout k, 1 6 k 6 m, on a un isomorphisme HomOn(ak, bk) ≃ HomOnk (a
′
k, b
′
k), où
nk = ik − ik−1,
a′k =
(
(0) (0, nk)
(nk) (0, nk)
)
et b′k =
(
(0) (0, 1) + (1, 2) + · · ·+ (nk − 1, nk)
(nk) (0, 1) + (1, 2) + · · ·+ (nk − 1, nk)
)
.
L’assertion résulte donc du théorème 6.6 (cf. 1.5).
Le théorème suivant généralise la partie (b) du corollaire 10.7.
Théorème A.5. — Soient E un ensemble ordonné, et S, S′ ∈ ξE deux 1-flèches
parallèles de O(E) (cf. 10.3). Alors la ∞-catégorie HomO(E)(S
′, S) est
– vide si S′ 6⊂ S ;
– un objet final si S′ = S ;
– une n-catégorie admettant à la fois un objet quasi-initial et un objet quasi-final,
où n = card(S)− 3, si S′ $ S.
Démonstration. — L’assertion relative au cas S′ 6⊂ S résulte du lemme 10.4. En
vertu de la proposition 10.6, dans le cas où S′ ⊂ S, le théorème résulte aussitôt de la
proposition précédente.
Corollaire A.6. — Pour tout ensemble ordonné E, le 2-tronqué intelligent
τ i62(O(E)) de O(E) est la 2-catégorie dont les objets sont les éléments de E, et
pour tout couple i0, i1 d’objets, Homτ i
62
(O(E))(i0, i1) est l’ensemble ordonné par inclu-
sion des parties finies totalement ordonnées non vides S de E telles que min(S) = i0
et max(S) = i1, la composition de deux 1-flèches composables étant leur réunion.
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Démonstration. — Vu la description du 1-tronqué bête de O(E) donnée dans le pa-
ragraphe 10.3, le corollaire est conséquence immédiate du théorème précédent.
Appendice B
Transformations et contractions de ∞-catégories
La notion de n-catégorie, pour 0 6 n < ∞, admettant un objet quasi-final
(resp. quasi-initial), introduite dans le paragraphe 1.4, s’étend sans difficulté au
cadre des ∞-catégories. On peut définir cette notion par coïnduction en disant
qu’une ∞-catégorie C admet un objet quasi-final (resp. quasi-initial) s’il existe un
objet x de C tel que pour tout objet y de C, la ∞-catégorie HomC(y, x) (resp.
HomC(x, y)) admette un objet quasi-final (resp. quasi-initial). Néanmoins, on adop-
tera une définition plus classique dans sa forme. Pour tout ensemble E de cellules
d’une ∞-catégorie C, et tout entier i > 0, on note Ei l’ensemble des i-cellules de C
appartenant à E.
B.1. — On dit qu’un ensemble E de cellules d’une ∞-catégorie C est quasi-final
(resp. quasi-initial) si pour tout i > 0, tout x ∈ Ei, et toute i-cellule y de C parallèle
à x (cf. 1.2), il existe z ∈ Ei+1 de source y et but x (resp. de source x et but y). On dit
qu’un objet x de C est quasi-final (resp. quasi-initial) s’il appartient à un ensemble
quasi-final (resp. quasi-initial) de cellules de C. Ainsi, pour qu’une ∞-catégorie C
admette un objet quasi-final (resp. quasi-initial), il faut et il suffit qu’elle admette un
ensemble quasi-final (resp. quasi-initial) E de cellules tel que E0 soit non vide. On
vérifie aussitôt qu’une ∞-catégorie C admet un objet quasi-final si et seulement si la
∞-catégorie duale C◦ (cf. 1.12) admet un objet quasi-initial, et qu’un objet de C est
quasi-final si et seulement si il est un objet quasi-initial de C◦.
Proposition B.2. — Soit C une ∞-catégorie et x un objet de C. Pour que x soit
un objet quasi-final (resp. quasi-initial) de C, il faut et il suffit que pour tout objet
y de C, la ∞-catégorie HomC(y, x) (resp. HomC(x, y)) admette un objet quasi-final
(resp. quasi-initial).
Démonstration. — Supposons que x soit un objet quasi-final (resp. quasi-initial)
de C, et soient E un ensemble quasi-final (resp. quasi-initial) de cellules de C tel que
x ∈ E0, et y un objet arbitraire de C. Alors, par définition, il existe une 1-cellule z
de C appartenant à E de source y et but x (resp. de source x et but y). Si pour
i > 0, on note Fi l’ensemble des i-cellules de HomC(y, x) (resp. de HomC(x, y)) telles
que la (i+1)-cellule correspondante de C soit dans Ei+1, alors on vérifie aussitôt que
l’ensemble F = ∪ i>0Fi est un ensemble quasi-final (resp. quasi-initial) de cellules de
HomC(y, x) (resp. de HomC(x, y)). Comme z appartient à F0, on en déduit qu’il est un
objet quasi-final (resp. quasi-initial) de la∞-catégorieHomC(y, x) (resp. HomC(x, y)).
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Réciproquement, supposons que pour tout objet y de C, la∞-catégorie HomC(y, x)
(resp. HomC(x, y)) admette un objet quasi-final (resp. quasi-initial), et soit F (y)
un ensemble quasi-final (resp. quasi-initial) de cellules de HomC(y, x) (resp. de
HomC(x, y)) tel que F (y)0 soit non vide. On vérifie aussitôt que si l’on pose
E = {x} ∪
⋃
y∈ObC
F (y) ,
alors E est un ensemble quasi-final (resp. quasi-initial) de cellules de C, ce qui prouve
que x est un objet quasi-final (resp. quasi-initial) de C.
Proposition B.3. — Soient n > 0 un entier, et C une n-catégorie. Pour qu’un
objet de C soit un objet quasi-final (resp. quasi-initial) au sens de la définition du
paragraphe 1.4, il faut et il suffit qu’il le soit au sens de la définition du paragraphe B.1.
Démonstration. — On raisonne par récurrence sur n. Soit x un objet de C. Si n = 0,
et s’il existe un ensemble quasi-final E (resp. quasi-initial) tel que x ∈ E, alors tout
objet y de C est relié à x par une 1-flèche, et comme les seules 1-flèches de C sont les
identités, la 0-catégorie C s’identifie à l’ensemble {x}. La réciproque étant évidente,
ceci prouve l’assertion pour n = 0. Si n > 0, en vertu de la proposition précédente,
pour que x soit un objet quasi-final (resp. quasi-initial) de C au sens de la définition
du paragraphe B.1, il faut et il suffit que pour tout objet y de C, la (n− 1)-catégorie
HomC(y, x) (resp. HomC(x, y)) admette un objet quasi-final (resp. quasi-initial) au
sens de cette même définition. On conclut donc par l’hypothèse de récurrence.
Remarque B.4. — En vertu de la proposition précédente, il n’y aura donc par lieu
de distinguer, pour une n-catégorie, 0 6 n < ∞, les deux notions d’objet quasi-final
(resp. quasi-initial).
Proposition B.5. — Soient C une∞-catégorie, et x un objet quasi-final (resp. quasi-
initial) de C. Alors pour tout entier n > 0, l’image de x dans la n-catégorie τ i6n(C),
n-tronqué intelligent de C (cf. 1.3), est un objet quasi-final (resp. quasi-initial)
de τ i6n(C).
Démonstration. — On raisonne par récurrence sur n. Si n = 0, la 0-catégorie τ i60(C)
est le quotient de l’ensemble des objets de C par la relation d’équivalence
y ∼ y′ ⇐⇒ il existe un zigzag de 1-flèches de C reliant y et y′.
S’il existe un ensemble quasi-final (resp. quasi-initial) E de cellules de C tel que
x ∈ E0, alors ce quotient se réduit à la classe d’équivalence de x, ce qui prouve
l’assertion dans ce cas. Si n > 0, en vertu de la proposition B.2 et de l’hypothèse de
récurrence, pour tout objet y de C, la (n− 1)-catégorie
τ i6n−1(HomC(y, x)) ≃ Homτ i
6n
(C)(y, x)
(resp. τ i6n−1(HomC(x, y)) ≃ Homτ i
6n
(C)(x, y) )
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admet un objet quasi-final (resp. quasi-initial). Par une nouvelle application de la
proposition B.2, on en déduit que x est un objet quasi-final (resp. quasi-initial) de la
n-catégorie τ i6n(C).
Lemme B.6. — Soit C une ∞-catégorie. Si pour tout entier n > 0, le n-tronqué
intelligent τ i6n(C) est asphérique, alors C est asphérique.
Démonstration. — Il s’agit de montrer que sous les hypothèses du lemme, l’ensemble
simplicial N∞(C) est faiblement contractile, autrement dit que pi0(C) est un single-
ton, et que pour tout i > 0 et tout 0-simplexe x de N∞(C), le groupe d’homotopie
pii(N∞(C), x) est trivial. Comme pour tout n > 0, l’oriental On est une n-catégorie,
on a par adjonction une bijection naturelle
(N∞(C))n = Hom∞-Cat (On, C) ≃ Hom∞-Cat (On, τ i6n(C)) = (N∞τ
i
6n(C))n ,
autrement dit le n-squelette de N∞(C) coïncide avec celui de N∞τ i6n(C). Vu que
les pii d’un ensemble simplicial ne dépendent que de son (i+1)-squelette, cela prouve
l’assertion.
Proposition B.7. — Soit C une ∞-catégorie admettant un objet quasi-final
(resp. quasi-initial). Alors C est asphérique.
Démonstration. — En vertu de la proposition B.5, pour tout entier n > 0, la
n-catégorie τ i6n(C) admet un objet quasi-final (resp. quasi-initial), et par suite, il
résulte du corollaire 7.9 qu’elle est asphérique. La proposition résulte donc du lemme
précédent.
B.8. — Soient F,G : C //// D deux∞-foncteurs de même source et même but. Une
prétransformation α de F vers G est la donnée pour tout i > 0, et toute i-cellule x
de C, d’une (i + 1)-flèche
αx : αti−1(x) ∗i−1 · · · ∗1 αt0(x) ∗0 F (x)
// G(x) ∗0 αs0(x) ∗1 · · · ∗i−1 αsi−1(x)
de D (en se rappelant que si k < j l’opération ∗k est prioritaire sur l’opération ∗j
(cf. 1.1)). Par exemple, si x est un objet de C,
αx : F (x) // G(x)
est une 1-flèche de D, si x est une 1-flèche de C,
αx : αt0(x) ∗0 F (x)
// G(x) ∗0 αs0(x)
est une 2-flèche de D, et si x est une 2-flèche de C,
αx : αt1(x) ∗1
(
αt0(x) ∗0 F (x)
)
//
(
G(x) ∗0 αs0(x)
)
∗1 αs1(x)
est une 3-flèche de D. En revenant au cas général d’une i-cellule x, pour que cette
définition soit licite, il faut vérifier que pour i > 0, les i-cellules
αti−1(x) ∗i−1 · · · ∗1 αt0(x) ∗0 F (x) et G(x) ∗0 αs0(x) ∗1 · · · ∗i−1 αsi−1(x)
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sont parallèles et les compositions qui y figurent sont bien définies, ce qu’on démontre
par récurrence, en observant que pour i = 0, il n’y a rien à prouver et que pour i > 0,
on a un carré de i-flèches
αti−2x ∗i−2 · · · ∗1αt0x ∗0F (si−1x)
αsi−1x
//
αti−2x
∗i−2 ··· ∗1αt0x
∗0F (x)

G(si−1x)∗0αs0x ∗1 · · · ∗i−2αsi−2x
G(x)∗0αs0x ∗1 ··· ∗i−2αsi−2x

αti−2x ∗i−2 · · · ∗1αt0x ∗0F (ti−1x) αti−1x
// G(ti−1x)∗0αs0x ∗1 · · · ∗i−2αsi−2x .
On en déduit aussi par une récurrence immédiate que pour tout j, 0 6 j 6 i, on a
(B.8.1)
sjαx = αtj−1x ∗j−1 · · · ∗1 αt0x ∗0 F (sjx) = sjαsjx ,
tjαx = G(tjx) ∗0 αs0x ∗1 · · · ∗j−1 αsj−1x = tjαtjx .
On dit que la prétransformation α est une transformation(2) si les deux condition
suivantes sont satisfaites.
a) Compatibilité aux unités. Pour tout i > 0 et toute i-cellule x de C, on a
α1x = 1αx .
b) Compatibilité aux compositions. Pour tous i, j, 0 6 j < i, et tout couple
de i-cellules j-composables x, y de C, on a
αx∗
j
y = G(tj+1x)∗0αs0∗1 · · · ∗j−1αsj−1∗j αy ∗j+1αx ∗j αtj−1∗j−1 · · · ∗1αt0∗0F (sj+1y),
où pour tout k, 0 6 k < j, on note
sk = skx = sky et tk = tkx = tky .
Par exemple, si x, y sont deux 1-flèches 0-composables de C, on a
αx∗0 y =
(
G(x) ∗0 αy
)
∗1
(
αx ∗0 F (y)
)
,
si x, y sont deux 2-flèches 0-composables de C, on a
αx∗0 y =
(
G(t1x) ∗0 αy
)
∗1
(
αx ∗0 F (s1y)
)
,
et si x, y sont deux 2-flèches 1-composables de C, on a
αx∗1 y =
(
(G(x) ∗0 αs0x) ∗1 αy
)
∗2
(
αx ∗1 (αt0y ∗0 F (y))
)
.
B.9. — En gardant les notations du paragraphe précédent, on s’intéresse plus par-
ticulièrement au cas où D = C, et où G est l’endomorphisme identité de C et F un
endomorphisme constant, autrement dit tel qu’il existe un objet c0 de C tel que pour
tout objet x de C, F (x) = c0, et pour tout i > 0 et toute i-flèche x de C, F (x)
est la i-flèche identité itérée de c0 (on dit alors que F est le ∞-foncteur constant de
(2) Il s’agit de la version « oplax » de cette notion.
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valeur c0). Une prétransformation α de F à G est alors la donnée, pour tout objet x
de C, d’une 1-flèche
αc : c0 // x ,
et pour tout i > 0 et toute i-flèche x de C, d’une (i+ 1)-flèche
αx : αti−1(x)
// x ∗0 αs0(x) ∗1 · · · ∗i−1 αsi−1(x) .
En effet, comme F (x) est alors la i-flèche identité itérée de c0, la i-flèche
α
ti−2(x)
∗i−2 · · · ∗1 αt0(x) ∗0 F (x) est une identité, et par suite
αti−1(x) ∗i−1 αti−2(x) ∗i−2 · · · ∗1 αt0(x) ∗0 F (x) = αti−1(x) .
On remarque qu’en vertu de B.8.1, on a donc pour tous i, j, 0 6 j 6 i, et toute
i-cellule x de C,
(B.9.1) sjαx = sjαsjx =
{
c0 si j = 0 ,
αtj−1x si j > 0 .
Une telle prétransformation est une transformation si et seulement si les deux condi-
tions suivantes sont satisfaites :
a) pour tout i > 0 et toute i-cellule x de C, on a α1x = 1αx ;
b) pour tous i, j, 0 6 j < i, et tout couple de i-cellules j-composables x, y, on a
αx∗
j
y = tj+1x ∗0 αs0x ∗1 · · · ∗j−1 αsj−1x ∗j αy ∗j+1 αx .
En effet, comme F (sj+1y) est alors la (j+1)-flèche identité itérée de c0, la (j+1)-flèche
αtj−1y ∗j−1 · · · ∗1 αt0y ∗0 F (sj+1y) est une identité. On dit qu’une telle transforma-
tion est une contraction de C centrée en c0 si elle satisfait aux deux conditions sui-
vantes :
c) αc0 = 1c0 ;
d) pour tout i > 0 et toute i-cellule x, on a l’égalité ααx = 1αx .
Pour que la condition (d) fasse sens, il faut vérifier que s(ααx) = t(ααx) = αx. Cela
est conséquence du lemme suivant.
Lemme B.10. — En gardant les hypothèses et les notations ci-dessus, si la trans-
formation α satisfait à la condition (c), et à la condition (d) pour les j-cellules pour
0 6 j < i, alors pour toute i-cellule x, on a s(ααx) = t(ααx) = αx.
Démonstration. — Soit x une i-cellule de C. En vertu de B.9.1, on a
t(ααx) = αx ∗0 αs0(αx) ∗1 αs1(αx) ∗2 · · · ∗i αsi(αx)
= αx ∗0 αc0 ∗1 ααt0x
∗2 · · · ∗i ααti−1x
= αx ,
la dernière égalité résultant de la condition (c) et de la condition (d) pour les j-cellules
pour 0 6 j < i.
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D’autre part, pour tout j tel que 0 6 j < i, toute i-cellule y et toute j-cellule z,
si y et αz sont j-composables, alors on a αy∗
j
αz
= αy. En effet, en vertu de la
condition (b), on a
αy∗
j
αz
= tj+1y ∗0 αs0y ∗1 · · · ∗j−1 αsj−1y ∗j α1iαz
∗j+1 αy ,
où 1iαz désigne la i-cellule identité itérée de αz (égale à αz si j = i− 1). Or, il résulte
de la condition (a) que α1iαz
= 1i+1ααz
et de la condition (d) pour les j-cellules pour
0 6 j < i que α1iαz
= 1i+1αz . Comme αz est une (j + 1)-cellule, on en déduit que
tj+1y ∗0 αs0y ∗1 · · · ∗j−1 αsj−1y ∗j α1iαz
est une unité pour la composition ∗j+1 , ce
qui prouve l’assertion. Pour toute i-cellule x de C, on a donc
s(ααx) = αt(αx) = αx ∗0 αs0(x) ∗1 ··· ∗i−2 αsi−2(x) ∗i−1 αsi−1(x)
= αx ∗0 αs0(x) ∗1 ··· ∗i−2 αsi−2(x)
= · · · = αx ∗0 αs0(x)
= αx ,
ce qui prouve le lemme.
B.11. — Soient C une ∞-catégorie et c0 un objet de C. Une contraction duale de C
centrée en c0 est une contraction de la ∞-catégorie duale C◦ de C (cf. 1.12), centrée
en c0.
Lemme B.12. — Soient C une ∞-catégorie, α une contraction de C centrée en c0,
i > 0, et x une i-cellule de C. Les conditions suivantes sont équivalentes :
i) αx = 1x ;
ii) ou bien i = 0 et x = c0, ou bien i > 0 et il existe une (i − 1)-cellule de C telle
que x = αy.
Démonstration. — L’implication (ii) ⇒ (i) est évidente. Réciproquement, supposons
que x soit une i-cellule telle que αx = 1x. Alors on a
x = s(αx) =
{
c0 si i = 0 ,
αt(x) si i > 0 ,
ce qui prouve le lemme.
Proposition B.13. — Soient C une ∞-catégorie, et α une contraction de C centrée
en c0. Alors c0 est un objet quasi-initial de C. Plus généralement, pour tout i > 0,
si x est une i-cellule de C telle que αx = 1x, alors x est un objet quasi-initial de la
∞-catégorie ParC(x) (cf. 1.2).
Démonstration. — On va montrer que l’ensemble E formé des cellules x de C telles
que αx = 1x est un ensemble quasi-initial de cellules de C. En vertu du lemme
précédent,
E = {c0} ∪ {αz | z cellule de C} .
Soient i > 0, x une i-cellule de C appartenant à E et y une i-cellule parallèle à x.
Il s’agit de prouver qu’il existe une (i + 1)-cellule appartenant à E de source x et de
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but y. Montrons que la (i + 1)-cellule αy convient. Elle est bien dans E. Si i = 0,
on a x = c0 et αy est par définition une 1-flèche de c0 vers y. Si i > 0, il existe une
(i− 1)-cellule z telle que x = αz, et on a
s(αy) = αt(y) = αt(x) = s(αx) = s(1x) = x
et
t(αy) = y ∗0 αs0(y) ∗1 αs1(y) ∗2 · · · ∗i−1 αsi−1(y)
= y ∗0 αs0(αz) ∗1 αs1(αz) ∗2 · · · ∗i−1 αsi−1(αz)
= y ∗0 αc0 ∗1 ααt0z
∗2 · · · ∗i−1 ααti−2z
= y ,
l’avant dernière égalité résultant de B.9.1 et la dernière des conditions (c) et (d) du
paragraphe B.9. Comme c0 ∈ E, on en déduit que c0 est un objet quasi-initial de C.
De même, on en déduit que pour toute cellule x de C telle que αx = 1x, l’ensemble
des cellules de ParC(x) appartenant à E est un ensemble quasi-initial de cellules de
ParC(x), et x appartient à cet ensemble, ce qui prouve la dernière assertion.
B.14. — Soient (K,K∗, e) et (K ′,K ′∗, e′) deux complexes dirigés augmentés, no-
tés plus simplement respectivement K et K ′, f, g : K //// K ′ deux morphismes de
complexes dirigés augmentés, et h une homotopie de morphismes de complexes dirigés
augmentés de f vers g (cf. 2.11). On en déduit deux∞-catégories ν(K) et ν(K ′), deux
∞-foncteurs ν(f), ν(g) : ν(K) // // ν(K ′) (cf. 3.2), et on définit une transformation
ν(h) de ν(f) vers ν(g) comme suit. Pour toute i-cellule
x =
(
x00 . . . x
0
i−1 xi
x10 . . . x
1
i−1 xi
)
de ν(K), on définit une (i+ 1)-cellule ν(h)x de ν(K
′) par la formule
ν(h)x =
(
f0x
0
0 f1x
0
1 + h0x
1
0 . . . fix
0
i + hi−1x
1
i−1 hixi
g0x
1
0 g1x
1
1 + h0x
0
0 . . . gix
1
i + hi−1x
0
i−1 hixi
)
,
où x0i = x
1
i = xi. En effet, on a
d′i+1hixi = gixi − fixi − hi−1dixi
= gixi − fixi − hi−1(x
1
i−1 − x
0
i−1) = (gix
1
i + hi−1x
0
i−1)− (fix
0
i + hi−1x
1
i−1) ;
pour 0 < j < i, on a
d′j+1(fj+1x
0
j+1 + hjx
1
j) = fjdj+1x
0
j+1 + gjx
1
j − fjx
1
j − hj−1djx
1
j
= fj(x
1
j − x
0
j ) + gjx
1
j − fjx
1
j − hj−1(x
1
j−1 − x
0
j−1)
= (gjx
1
j + hj−1x
0
j−1)− (fjx
0
j + hj−1x
1
j−1) ;
enfin, on a
d′1(f1x
0
1 + h0x
1
0) = f0d1x
0
1 + g0x
1
0 − f0x
1
0
= f0(x
1
0 − x
0
0) + g0x
1
0 − f0x
1
0 = g0x
1
0 − f0x
0
0 .
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Comme on a e′f0 = e, e′g0 = e, et pour tout j > 0, fj(K∗j ) ⊂ K
′∗
j , gj(K
∗
j ) ⊂ K
′∗
j et
hj(K
∗
j ) ⊂ K
′∗
j+1, ceci prouve que ν(h)x est bien une (i + 1)-cellule de ν(K
′).
Pour montrer qu’on définit ainsi une transformation, on commence par vérifier que
la source de la (i + 1)-cellule ν(h)x est
ν(h)ti−1(x) ∗i−1 · · · ∗1 ν(h)t0(x) ∗0 ν(f)(x)
et son but
ν(g)(x) ∗0 ν(h)s0(x) ∗1 · · · ∗i−1 ν(h)si−1(x) .
Pour i = 0, en tenant compte de l’identification de l’ensemble des objets de ν(K) aux
éléments x de K∗0 tels que e(x) = 1, on remarque que la 1-flèche
ν(h)x =
(
f0(x) h0(x)
g0(x) h0(x)
)
de ν(K ′) est de source f0(x) = ν(f)(x) et de but g0(x) = ν(g)(x), ce qui prouve
l’assertion dans ce cas. Pour i > 0, l’assertion résulte du lemme suivant, appliqué
à j = i− 1, en tenant compte que x0i = x
1
i .
Lemme B.15. — En gardant les notations ci-dessus, pour tout entier j, 0 6 j < i,
on a (en supprimant pour abréger les indices de f , g et h)
ν(h)tj(x) ∗j · · · ∗1 ν(h)t0(x) ∗0 ν(f)(x)
=
(
fx00 fx
0
1 + hx
1
0 . . . fx
0
j + hx
1
j−1 fx
0
j+1 + hx
1
j fx
0
j+2 · · · fx
0
i
gx10 gx
1
1 + hx
0
0 . . . gx
1
j + hx
0
j−1 fx
1
j+1 + hx
1
j fx
1
j+2 . . . fx
1
i
)
,
ν(g)(x) ∗0 ν(h)s0(x) ∗1 · · · ∗j ν(h)sj(x)
=
(
fx00 fx
0
1 + hx
1
0 . . . fx
0
j + hx
1
j−1 gx
0
j+1 + hx
0
j gx
0
j+2 . . . gx
0
i
gx10 gx
1
1 + hx
0
0 · · · gx
1
j + hx
0
j−1 gx
1
j+1 + hx
0
j gx
1
j+2 . . . gx
1
i
)
.
Démonstration. — Montrons la première égalité. On procède par récurrence sur j.
Pour j = 0, on a
ν(h)t0(x) ∗0 ν(f)(x) =
(
fx10 hx
1
0
gx10 hx
1
0
)
∗0
(
fx00 fx
0
1 . . . fx
0
i
fx10 fx
1
1 . . . fx
1
i
)
=
(
fx00 fx
0
1 + hx
1
0 fx
0
2 . . . fx
0
i
gx10 fx
1
1 + hx
1
0 fx
1
2 . . . fx
1
i
)
,
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ce qui prouve l’assertion dans ce cas. Supposons-la pour j − 1, j > 1, et montrons-la
pour j. On a
ν(h)tj(x) ∗j ν(h)tj−1(x) ∗j−1 · · · ∗1 ν(h)t0(x) ∗0 ν(f)(x)
=
(
fx00 fx
0
1 + hx
1
0 . . . fx
0
j−1 + hx
1
j−2 fx
1
j + hx
1
j−1 hx
1
j
gx10 gx
1
1 + hx
0
0 . . . gx
1
j−1 + hx
0
j−2 gx
1
j + hx
0
j−1 hx
1
j
)
∗j
(
fx00 fx
0
1 + hx
1
0 . . . fx
0
j−1 + hx
1
j−2 fx
0
j + hx
1
j−1 fx
0
j+1 · · · fx
0
i
gx10 gx
1
1 + hx
0
0 . . . gx
1
j−1 + hx
0
j−2 fx
1
j + hx
1
j−1 fx
1
j+1 . . . fx
1
i
)
=
(
fx00 fx
0
1 + hx
1
0 . . . fx
0
j + hx
1
j−1 fx
0
j+1 + hx
1
j fx
0
j+2 · · · fx
0
i
gx10 gx
1
1 + hx
0
0 . . . gx
1
j + hx
0
j−1 fx
1
j+1 + hx
1
j fx
1
j+2 . . . fx
1
i
)
,
ce qui prouve l’assertion. La deuxième égalité se démontre de façon analogue.
B.16. — En gardant toujours les notations du paragraphe B.14, la vérification
pour ν(h) de la condition (a) de la définition des transformations (cf. B.8) est
immédiate. Pour prouver la condition (b), soit j un entier tel que 0 6 j < i, et
y =
(
y00 . . . y
0
i−1 y
0
i
y10 . . . y
1
i−1 y
1
i
)
une i-cellule de ν(K) (de sorte que y0i = y
1
i ) dont la j-cellule but itérée est égale à la
j-cellule source itérée de x, autrement dit, telle que
xεk = y
ε
k , ε ∈ {0, 1} , 0 6 k < j et x
0
j = y
1
j .
Il s’agit de prouver l’égalité
ν(h)x∗
j
y =
(
B ∗j ν(h)y
)
∗j+1
(
ν(h)x ∗j A
)
,
où
A = ν(h)tj−1y ∗j−1 · · · ∗1 ν(h)t0y ∗0 ν(f)(sj+1y) ,
B = ν(g)(tj+1x) ∗0 ν(h)s0x ∗1 · · · ∗j−1 ν(h)sj−1x .
On note C la matrice
C =
(
fx00 fx
0
1 + hx
1
0 . . . fx
0
j−1 + hx
1
j−2
gx10 gx
1
1 + hx
0
0 . . . gx
1
j−1 + hx
0
j−2
)
=
(
fy00 fy
0
1 + hy
1
0 . . . fy
0
j−1 + hy
1
j−2
gy10 gy
1
1 + hy
0
0 . . . gy
1
j−1 + hy
0
j−2
)
(vide pour j = 0), et pour toute matrice
z =
(
z00 z
0
1 . . . z
0
k
z10 z
1
1 . . . z
1
k
)
,
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et l, 0 6 l 6 k, on pose
z<l =
(
z00 z
0
1 . . . z
0
l−1
z10 z
1
1 . . . z
1
l−1
)
et z>l =
(
z0l z
0
l+1 . . . z
0
k
z1l z
1
l+1 . . . z
1
k
)
.
Par définition, on a(
ν(h)x∗
j
y
)
<j
=
(
ν(h)x
)
<j
=
(
ν(h)y
)
<j
= C ,
et en vertu du lemme B.15, appliqué à sj+1y et tj+1x, on a aussi A<j = C = B<j, et
par suite, (
ν(h)x∗
j
y
)
<j
=
(
B ∗j ν(h)y ∗j+1 ν(h)x ∗j A
)
<j
.
D’autre part, toujours en vertu du lemme B.15, appliqué à sj+1y et tj+1x, on a
A>j =
(
fy0j + hy
1
j−1 fy
0
j+1
fy1j + hy
1
j−1 fy
0
j+1
)
, B>j =
(
gx0j + hx
0
j−1 gx
1
j+1
gx1j + hx
0
j−1 gx
1
j+1
)
,
et comme(
ν(h)x
)
>j
=
(
fx0j + hx
1
j−1 fx
0
j+1 + hx
1
j . . . fx
0
i + hx
1
i−1 hx
1
i
gx1j + hx
0
j−1 gx
1
j+1 + hx
0
j . . . gx
1
i + hx
0
i−1 hx
0
i
)
,
(
ν(h)y
)
>j
=
(
fy0j + hy
1
j−1 fy
0
j+1 + hy
1
j . . . fy
0
i + hy
1
i−1 hy
1
i
gy1j + hy
0
j−1 gy
1
j+1 + hy
0
j . . . gy
1
i + hy
0
i−1 hy
0
i
)
,
on a(
ν(h)x ∗j A
)
>j
=(
fy0j + hy
1
j−1 fx
0
j+1 + fy
0
j+1 + hx
1
j fx
0
j+2 + hx
1
j+1 . . . fx
0
i + hx
1
i−1 hx
1
i
gx1j + hx
0
j−1 gx
1
j+1 + fy
0
j+1 + hx
0
j gx
1
j+2 + hx
0
j+1 . . . gx
1
i + hx
0
i−1 hx
0
i
)
,
(
B ∗j ν(h)y
)
>j
=(
fy0j + hy
1
j−1 fy
0
j+1 + gx
1
j+1 + hy
1
j fy
0
j+2 + hy
1
j+1 . . . fy
0
i + hy
1
i−1 hy
1
i
gx1j + hx
0
j−1 gx
1
j+1 + gy
1
j+1 + hy
0
j gy
1
j+2 + hy
0
j+1 . . . gy
1
i + hy
0
i−1 hy
0
i
)
.
On en déduit que(
B ∗j ν(h)y ∗j+1 ν(h)x ∗j A
)
>j
=(
fy0j + hy
1
j−1 fx
0
j+1 + fy
0
j+1 + hx
1
j fx
0
j+2 + fy
0
j+2 + hx
1
j+1 + hy
1
j+1 . . .
gx1j + hx
0
j−1 gx
1
j+1 + gy
1
j+1 + hy
0
j gx
1
j+2 + gy
1
j+2 + hx
0
j+1 + hy
0
j+1 . . .
. . . fx0i + fy
0
i + hx
1
i−1 + hy
1
i−1 hx
1
i + hy
1
i
. . . gx1i + gy
1
i + hx
0
i−1 + hy
0
i−1 hx
0
i + hy
0
i
)
=
(
ν(h)x∗
j
y
)
>j
,
ce qui prouve la condition (b).
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B.17. — Soient (K,K∗, e) un complexe dirigé augmenté décent (cf. 2.9), noté plus
simplement K, f un endomorphisme constant de K de valeur c0 (cf. 2.10), et h une
homotopie de morphismes de complexes dirigés augmentés de f vers le morphisme
identité de K (cf. 2.11). On suppose que l’homotopie h est de carré nul, autrement
dit que pour tout j > 0, hj+1hj = 0, définissant ainsi une contraction de K (cf. 4.8).
On rappelle qu’alors c0 est dans K∗0 , on a e(c0) = 1, h0(c0) = 0, pour tout x ∈ K0,
f0(x) = e(x).c0 et pour tout i > 0 et tout x ∈ Ki, fi(x) = 0. L’endomorphisme ν(f) de
la ∞-catégorie ν(K) est alors un ∞-foncteur constant de valeur c0 (et tenant compte
de l’identification de l’ensemble des objets de ν(K) avec l’ensemble des x ∈ K∗0 tels
que e(x) = 1). L’homotopie h définit une transformation ν(h) de ν(f) vers l’identité
de ν(K) (cf. B.14).
Proposition B.18. — En gardant les hypothèses et les notations du para-
graphe précédent, la transformation ν(h) est une contraction centrée en c0 de la
∞-catégorie ν(K).
Démonstration. — On a
ν(h)c0 =
(
c0 h0(c0)
c0 h0(c0)
)
=
(
c0 0
c0 0
)
= 1c0 ,
ce qui prouve la condition (c) de la définition d’une contraction (cf. B.9). Démontrons
la condition (d). Pour tout i > 0, et toute i-cellule
x =
(
x00 x
0
1 . . . x
0
i−1 x
0
i
x10 x
1
1 . . . x
1
i−1 x
1
i
)
de ν(K), on a (en omettant les indices de h)
ν(h)x =
(
c0 hx
1
0 hx
1
1 . . . hx
1
i−1 hx
1
i
x10 x
1
1 + hx
0
0 x
1
2 + hx
0
1 . . . x
1
i + hx
0
i−1 hx
0
i
)
,
et par suite,
ν(h)ν(h)
x
=
(
c0 hx
1
0 h(x
1
1 + hx
0
0) . . .
x10 x
1
1 + hx
0
0 + hc0 x
1
2 + hx
0
1 + hhx
1
0 . . .
. . . h(x1i−1 + hx
0
i−2) h(x
1
i + hx
0
i−1) hhx
0
i
. . . x1i + hx
0
i−1 + hhx
1
i−2 hx
0
i + hhx
1
i−1 hhx
1
i
)
=
(
c0 hx
1
0 hx
1
1 . . . hx
1
i−1 hx
1
i 0
x10 x
1
1 + hx
0
0 x
1
2 + hx
0
1 . . . x
1
i + hx
0
i−1 hx
0
i 0
)
= 1ν(h)x ,
ce qui prouve l’assertion.
Le corollaire suivant est une variante de la proposition 4.5.
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Corollaire B.19. — Soit K un complexe dirigé augmenté décent. S’il existe une
homotopie de carré nul d’un endomorphisme constant de K, de valeur c0, vers l’endo-
morphisme identité de K, alors c0 est un objet quasi-initial de la ∞-catégorie ν(K).
Dualement, s’il existe une homotopie de carré nul de l’endomorphisme identité de K
vers un endomorphisme constant, de valeur c0, alors c0 est un objet quasi-final
de ν(K).
Démonstration. — La première assertion est conséquence immédiate des propo-
sitions B.13 et B.18. En vertu de la proposition 3.13 et conformément au para-
graphe B.1, la deuxième assertion résulte de la première, appliquée au complexe
dirigé augmenté dual K◦ (cf. 2.12) et à l’homotopie de l’endomorphisme constant
deK◦, de valeurs c0, vers l’endomorphisme identité deK◦, induite par h (cf. 2.13).
Remarque B.20. — Il résulte des propositions 6.3 et B.18 que pour tout n > 0,
l’oriental On admet une contraction centrée en (0). De même, il résulte des propo-
sitions 6.5, 3.13, B.18, et du paragraphe 2.13 que On admet une contraction duale
centrée en (n) (cf. B.11). Ainsi, on peut retrouver facilement le théorème 6.6 en uti-
lisant la proposition B.13.
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