There are a lot of variables in genetic diversity studies, and it is necessary to know whether or not they are all important and which ones can be discarded. There are often little changes in clustering patterns if a subset of these variables is used, because the discarded variables are redundant or of little contribution to the variability. This study aimed at comparing two discards of variables methods -the Singh method and the principal components method -as well as evaluating the effect of the discards on the cluster analysis. In this analysis data of six ripe fruits traits were used. Other characters with previously known variability or collinearity were added to the analysis. The method considered being the most efficient was the one, which indicated variables that did not alter the initial clustering pattern when discarded. The Singh method did not detect variation differences when standardized data were used. When the distance was obtained by the non-standardized data, the pericarp thickness (0.018%), total soluble solids (0.1668%) and minimum width (2.99%) had the lowest contribution to the divergence. The principal components pointed out that the characteristics fruit length, total soluble solids and seeds yield/fruit were considered as dispensable variables. There were changes in the initial clustering pattern when the variable pericarp thickness was discarded, and the Singh method was not efficient in detecting the importance of this variable. There were no changes in the initial clustering pattern when fruit length was discarded. The data showed that the two compared methods differed, since Singh's and principal component methods showed different variables to be discarded. The Singh method was not efficient in detecting multicollinearity among variables. The principal component method was more efficient in pointing out the variables that can be discarded. It is advisable that the genetic divergence is calculated based on the scores of the principal components. In future studies, when there is no replicated data, the genetic divergence and the pinpoint of characters should be calculated based on the principal component scores to avoid discarding some important variables when determining divergence. However, if the variable values differ independently, the Singh method based on Euclidean distance is appropriate.
INTRODUCTION
The study of genetic divergence is a useful and effective tool for screening accessions in germplasm banks, studies of organism evolution and identification of superior parents in breeding programs. The importance of genetic diversity for plant selection and breeding has been emphasized in previous works (Jolliffe, 1972 (Jolliffe, , 1973 Arunachalam, 1981) . In these kinds of studies, several multivariate analyses can be applied, including the principal component, the canonical and the cluster analysis. The last method differ from the former two due to the dependence on previous measurements of the genetic distance, which is done by the Euclidean Genetic diversity analysis of peppers: a comparison of discarding variable methods Elizanilda R. do Rego* 1 In a multivariate analysis, when a large number of correlated characters are available, the results are no hardly changed if only a subset of the total data is used (Jolliffe, 1972 (Jolliffe, , 1973 . The remaining variables are usually redundant and therefore can be discarded. In addition to that, time and money are saved if some variables are discarded. Likewise, computing spending time is reduced, since in further analyses fewer variables will be necessary, which facilitates the interpretation of the collected data.
In most of multivariate analyses, more variables are presented than those actually needed. The question whether they are all necessary arises and, if they are not, which variables should be discarded. Also, if distance is affected when one or more variables are added or retrieved (Arunachalam, 1981; Beale et al., 1967) .
This study aimed at the evaluation of the effectiveness of two variable discarding methods: the Singh method (Singh, 1981) , which compares the relative contribution of each character to the total distance, and the principal component method, which allows the elimination of variables with the largest coefficient (eigenvectors) for the last components (eigenvalues) and evaluates the effect of discarding on the cluster analyses (Jolliffe, 1972) . Real data obtained from several pepper accesses were used for this analysis. Other characters with previously known variability or collinearity were added to the analysis.
MATERIAL AND METHODS
Thirty six accessions of pepper (Capsicum baccatum and C. annuum) from the Germplasm Bank of Universidade Federal de Viçosa/UFV, Viçosa, MG, Brasil were evaluated for six ripe fruit traits: minimum and maximum widths (wmin and wmax), pericarp thickness (PT), seed yields/fruit (SY), total soluble solids (TSS) and fruit length (FL).
The data were subjected to the following multivariate analyses: 1) The square of Euclidean distance was employed to determine the degree of divergence among accessions, using standardized and nonstandardized data; the groups were formed following Tocher's method (Rao, 1952) ; 2) the analysis of the relative importance of each character, by the Singh method, with standardized and non-standardized data (Singh, 1981) ; and 3) the divergence analysis and relative importance of the characters using principal components.
After these analyses, the discarding of variables was done and a new distance and grouping analysis was made to evaluate the influence of the discarded characters in the initial grouping. The most efficient method was that with the least important characteristic, which did not influence the initial clustering pattern after elimination.
With the objective of comparing the relative efficiency of the two techniques for discarding variables, additional data with previously known variability and colinearity of the variables was also used. The technique that identified the variable with the least importance for diversity, either showing lowest variance or high correlation with the others was accepted as most consistent. The following strategies were adopted: a) Incorporation of Multicollinearity -To evaluate the most effective method for detection of redundant variables, two new variables were added to the group of six original variables: G = wmin + wmax and H = TSS + FL. The analysis of the new data was carried out as previously described. The technique that showed the G and H variables as susceptible for discarding was considered the most efficient, since these are linear functions of the original variables. b) Analysis of independent characters with different degrees of variability -a case where the characters are linearly independent, but different in variability was simulated. For such task, the scores of principal components, which are independent and retain maximal information of the total variation present in the collected data, were used. The technique that pointed out the variables with less variability, as susceptible to discard, was considered the most efficient.
All statistical and genetic analyses were carried out by the software Genes (Cruz, 1997) , developed by the Department of Biology of the Universidade Federal de Viçosa/UFV, Brasil.
RESULTS AND DISCUSSION
The 36 accessions were grouped into three different clusters by the Tocher's method (Table 1) when standardized data were used. Cluster II joined two accessions, while cluster III was composed by only one accession. The remaining accessions belonged to cluster I (Table 1) . For non-standardized data, the accessions were grouped into two clusters (Table 1) : cluster I, which grouped the accessions 6 and 24, and a second cluster that included the remaining accessions.
A two dimensional representation of the relative positions of each accession can be seen in Figure 1 . The first two principal components accounted for about 75% of the total variability among the accessions. Similar results were observed between this method and the Tocher´s method with standardized data (Figure 1 and Table 1 ).
The relative contribution of the fruit characteristics for the Singh´s method is presented in Table 2 , and the variance (eigenvalue) associated to the principal components and their respective eigenvectors are shown in Table 3 . The technique described by Singh did not detect variation differences when standardized data were used and the clustering pattern was identical to the principal component (Table 2) . When the distance was obtained by non-standardized data, the pericarp thickness (0.018%), total soluble solids (0.1668%) and minimum width (2.99%) had the lowest contribution to the divergence among the accessions ( Table 2 ). The principal component method pointed out that the fruit length, total soluble solids and seeds yield/fruit characteristics were considered as dispensable variables (Table 3) . Data showed non-agreement between the two methods, since the characteristic fruit length was the one that contributed most to the divergence by the Singh´s method, 77.52% (Table 2) .
Discarding variables
After discarding fruit length, which was the least important variable by the principal component analysis and following the rearrangement of the genotypes by the Tocher's method, no changes from the initial grouping pattern was observed (Table 4) . Identical data were obtained when the discarded variable was total soluble solids (Table 4) .
When the total soluble solid and fruit length were eliminated at the same time, there were alterations in the initial grouping pattern (Table 4) . These characteristics presented a high correlation (0.78) (data not shown), indicating that only one of them should be discarded. The morphologic characters that are easier to be measured, in this particular case the fruit length, should be maintained.
When the variable pericarp thickness (PT) was discarded, there were changes in the grouping pattern for the standardized data ( Biotechnology, v. 3, n. 1, p. 19-26, 2003 characters. To overcome the former problem, usually standardized data were used.
Multivariate analyses with multicollinearity
The increment of variables correlated to the original data did not affect the grouping of the studied genotypes, which was the same obtained with the original or standardized data, as previously presented in the Table 1 . This was expected since the Euclidean distance does not take into account the correlations among characters. The Singh method was not efficient in detecting the correlated characteristics as the least important (Table 5) , while the principal component method indicated the two correlated variables should be the first to be discarded (Table 6 ).
The correlation between G and wmax, G and wmin, H and TSS and H and FL were 0.9454, 0.9023, 0.8062 and 0.996, respectively. In eucalyptus, there was no agreement among Singh's and canonical method between the selected variables and any of the rejected variables for pulp quality variables (Garcia, 1998), and Rêgo (2001) showed the same results to fruit quality traits in peppers using the Singh method and canonical analysis.
Analysis of independent characters with different degrees of variability
When independent characters with differentiated degrees of variability was used to obtain the genetic divergence based on principal component scores, there were not alterations in the grouping pattern, using the original or standardized data. The Singh method was as efficient as the principal component method in detecting variables with the largest contribution to the divergence (Tables 7 and 8) , if no correlation among the variables was present. Biotechnology, v. 3, n. 1, p. 19-26, 2003 Crop Breeding and Applied Biotechnology, v. 3, n. 1, p. 19-26, 2003 Arunachalam (1981) considers a good procedure to join the distance and principal component analysis, if the first two components accumulate at least 70% of the total variation, which was showed by the data presented in this study (Table 3) .
Considering the presented data, based on the discarded variables and the multicollinearity, we can conclude that the principal component method was more efficient than the Singh method in pointing out the variables that can be discarded, without causing alterations in the original clustering pattern.
When the data were collected in an appropriately replicate field design, and was based on the Mahalanobis' generalized distance and then compared with the canonical method, there were no differences among the variables pointed out by both methods (data not shown). This fact was observed because the Mahalanobis distance use uncorrelated transformed variables. The problem is that, usually, the accession numbers that will be measured are large, and a field design is not possible. In this case, the Euclidean distance is frequently used.
In future studies, when there is no replicated data, the genetic divergence and the pinpoint of characters should be calculated based on the principal component scores to avoid discarding some important variables when determining divergence. However, if the variable values vary independently, the Singh method based on Euclidean distance is appropriate.
