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Abstract
Starting from recent formulas for calculating the permanents of some sparse circulant matrices, we obtain
more general formulas expressing the permanents of a wider class of matrices as a linear combination of
appropriate determinants.
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1. Introduction
The computation of the permanent of a generic square matrix appears to be a very hard task; the
best algorithm presently known, due to Ryser [3], takes O(n2n) operations, n denoting the matrix
size. Even if we restrict the problem to (0,1) matrices with only three 1’s per row and column,
the task is not essentially easier [2]. Contrary to such cases, the permanent of generic circulant
matrix with three 1’s per row can be computed in O(n) time: this important result derives from
the expression, proved in [1], of such permanent as a linear combination of four determinants of
circulants having the same structure as the original matrix. In [1] the authors also proved a similar
result for a particular class of circulants with four 1’s per row.
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The methods in [1] essentially resort to the work of Tesler [4], in which the author constructively
shows that the permanent of a generic square matrix, associated with a small genus graph, is equal
to a linear combination of a few appropriate determinants.
In this paper we generalize such methods to a wider class of sparse (0,1) matrices (not neces-
sarily circulant), providing formulas for their permanents which include those in [1] as particular
cases.
2. Preliminaries and recent results
Letn be the set of permutations of the first n integers. The permanent of an n × n matrix A =
(ai,j ) is defined as Per(A) =∑σ∈n ∏ni=1 ai,σ (i), while the determinant is the number det(A) =∑
σ∈n(−1)|σ |
∏n
i=1 ai,σ (i).
For generic (0,1) matrix A, we denote by G[A] the 2n-node bipartite graph associated to A in
the standard way. There is an important relation between Per(A) and G[A]: the value of Per(A)
is equal to the number of perfect matchings of G[A]. (We recall that a perfect matching of G[A]
is a set of pairwise node disjoint edges covering all nodes of G[A].)
For any n  3, In is the n × n identity matrix and Pn is the n × n circulant (0,1)-matrix with 1’s
in positions (n, 1) and (i, i + 1), i = 1, 2, . . . , n − 1, and 0’s elsewhere; the symbol P̂n indicates
the n × n matrix obtained from Pn replacing the value 1 with −1 in position (n, 1).
If we are given any (0,1)-matrix A and consider the graph G[A], from Tesler [4] we know
in particular that, if G[A] is embeddable in a surface of genus g, then the number of perfect
matchings of G[A] (i.e. Per(A)) is equal to a linear combination of 4g determinants of suitable
matrices, each of which is obtained by changing the sign in some of the entries of A.
Referring to the usual plane model (with standard notation) for bidimensional surfaces (as you
can find in [1,4]), a surface of genus g is represented in a plane by a 4g sided polygon P with
word
a1a2a
−1
1 a
−1
2 a3a4a
−1
3 a
−1
4 · · · a2g−1a2ga−12g−1a−12g .
When the graph G[A] is embeddable in such a surface, we can draw it in the plane model as
follows. Edges which are fully contained inside P do not cross and are called 0-edges. Edges
going through sides aj and a−1j are called j -edges. An edge can simultaneously be a j -edge for
two or more positive j ’s. For example, Fig. 3 shows an edge which is simultaneously a j -edge
for j = 1, 2, 3, 4.
The following scheme (according to Tesler), used in [1], provides a useful orientation for G[A]
(see Fig. 1).
• Add some auxiliary edges (which will be removed later), so that the planar part of the graph
is connected and all vertices lie in a face.1
• Determine an orientation of the planar part such that all faces are clockwise odd, i.e. the number
of edges oriented clockwise of each face is odd.
• For each j -edge, consider its union with the planar part and orient it so that the face it forms
is clockwise odd.
Once such an orientation for G[A] is obtained, for the case g = 1 we have the following
theorem [1], as a particular case of Tesler’s main result.
1 A face is a cycle with no nodes in its interior.
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Fig. 1. A possible embedding, in a surface of genus 1, of the graph corresponding to the matrix A = I7 + P7 + P 37 . Odd
labels correspond to rows of A, even labels correspond to columns of A. The shaded circle shows the point of self-crossing
of the edge (2, 13). The dashed lines represent the auxiliary edges.
Theorem 1. Let A be an n × n (0, 1)-matrix, and assume G[A] is embedded in a surface of
genus 1 represented as a planar map with word σ = a1a2a−11 a−12 . Let A′ be the signed ver-
sion of A, representing an orientation of G[A] obtained in the way described above: edges
starting from nodes of G[A] related to rows of A correspond to entries “+1” in A′, while
edges starting from nodes of G[A] related to columns of A correspond to entries “−1” in
A′.
Let Cx,y be the matrix defined as follows. If (i, j) is not an edge of G[A], set Cx,y(i, j) = 0.
If (i, j) is only a 0- (respectively 1-, 2-) edge of G[A], set Cx,y(i, j) = A′(i, j) (respectively
Cx,y(i, j) = xA′(i, j), Cx,y(i, j) = yA′(i, j)). If (i, j) is both a 1- and a 2-edge of G[A], set
Cx,y(i, j) = xyA′(i, j). Then:
2Per(A) = det(C1,1) + det(C1,−1) + det(C−1,1) − det(C−1,−1). (1)
As shown in [1], the construction of an appropriate plane model for graphs related to particular
circulants gives the following proposition.
Proposition 1. Let A = In + Pn + P jn be given (n  3, 1 < j < n). We have:
• ifn is odd,2Per(A) = det(In +Pn +P jn )+ det(In +Pn −P jn )+ det(In + P̂n + (−1)j P̂ jn ) −
det(In + P̂n − (−1)j P̂ jn );
• ifn is even,2Per(A) = det(In + P̂n + P̂ jn )+ det(In + P̂n − P̂ jn )+ det(In +Pn + (−1)jP jn )−
det(In + Pn − (−1)jP jn ).
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Starting from Proposition 1 and utilising standard properties of the determinant function,
formulas in [1] are found expressing the value of Per(In + Pn + P jn ) as a linear combination of
four determinants of circulant matrices. In the same work, by means of standard properties of
graphs, a more general result is successively deduced for matrices of the form In + P in + P jn ,
where 1  i < j  n − 1 and at least one of the numbers i, j, i − j is coprime to n. Also, in [1]
analogous arguments lead to a similar result for matrices of the form In + Pn + P jn + P j+1n with
1 < j < n − 1.
3. Extension to non-circulant matrices
In this section our main attention is devoted to a wider class of (0,1) matrices whose related
bipartite graphs are embeddable in surfaces of genus 1 or 2. Assume n, g are given with n  4
and g = 1 or 2; set A = In + Pn + B1 + B2 + · · · + B2g , where B1, B2, . . . , B2g are (0,1) blocks
defined in such a way that A is a (0,1) matrix. We want to show that, when the blocks Bk’s satisfy
specific conditions, G[A] is embeddable in a surface of genus g and the approach of [1] can be
generalized to obtain suitable formulas for Per(A).
We state three different conditions for the blocks Bk’s.
• Condition (a). For each single Bk (1  k  2g): if Bk(i, j) = Bk(i′, j ′) = 1 (1  i, j, i′, j ′ 
n) and i < i′, then j  j ′.
• Condition (b). For each couple (B2k−1, B2k) (where 1  k  g): ifB2k−1(i, j) = B2k(i′, j ′) =
1, then (i  i′) ∧ (j  j ′).
• Condition (c) (only when g = 2). For each couple (Bk, Bk′), when k ∈ {1, 2} and k′ ∈ {3, 4}:
if Bk(i, j) = Bk′(i′, j ′) = 1, then (i  i′) ∧ (j  j ′).
3.1. The case g = 1
Proposition 2. For arbitrary n  4, fix A = In + Pn + B1 + B2, where B1 and B2 satisfy (for
g = 1) the conditions (a) and (b) above. Define B ′k(i, j) .= (−1)i+jBk(i, j) (k = 1, 2). Then:
• for n odd, 2Per(A) = det(In + Pn + B ′1 − B ′2) + det(In + Pn − B ′1 + B ′2) + det(In + P̂n +
B ′1 + B ′2) − det(In + P̂n − B ′1 − B ′2);
• for n even, 2Per(A) = det(In + P̂n + B ′1 − B ′2) + det(In + P̂n − B ′1 + B ′2) + det(In + Pn +
B ′1 + B ′2) − det(In + Pn − B ′1 − B ′2).
Proof. The proof consists of applying Theorem 1 to a suitable embedding of the graph G[A].
First, we have to draw G[A] in the plane (with its whole planar part inside a square Q with word
a1a2a
−1
1 a
−1
2 ) and to orient it appropriately (A′ will denote the signed version of A corresponding
to such orientation). To do this, we resort to the scheme used in [1] just for matrices of the form
In + Pn + P jn .
We use labels 1, 3, . . . , 2n − 1 for the vertices of G[A] related to the rows of A, and labels
2, 4, . . . , 2n for those related to the columns of A: we have an edge (2i − 1, 2j) if and only if
A(i, j) = 1. The set of the edges corresponding to all 1’s of the matrix In + Pn except that in
entry (n, 1), is a chain of length 2n − 1 containing all vertices of the graph; let us identify such
chain with the planar part of G[A].
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After this, we add the auxiliary edges (i, i + 2), i = 1, 2, . . . , 2n − 2: these edges do not
correspond to entries of A (and are not consistent with the bipartite structure of G[A]), but are
necessary just as a step of the process to establish an orientation of G[A] in the way described
before Theorem 1. (They will be removed at the end of the process.) Such an orientation, for what
concerns the planar part of the graph, is given by (see [1]):
• (2i − 1) → (2i), i = 1, 2, . . . , n, and (2i − 1) → (2i + 2), i = 1, 2, . . . , n − 1, for the edges
in the chain; this means such edges correspond to entries in A′ with value “+1”;
• (2i − 1) → (2i + 1) and (2i + 2) → (2i), i = 1, 2, . . . , n − 1, for the auxiliary edges.
Now we insert the edges corresponding to 1’s of the blocks B1 and B2. Since the block B1
satisfies condition (a), the edges related to its 1’s can be drawn as 1-edges without crossings
among them; for the same reason, one can draw the edges related to 1’s of B2 as 2-edges with no
crossings among them (see Fig. 2).
Since condition (b) holds, the drawing can be made in such a way that insideQ no edge deriving
from B1 crosses any edge deriving from B2 (see Fig. 2).
An orientation appropriate for applying Theorem 1 is obtained using parity arguments: for each
entry (i, j) such that B1(i, j) = 1 or B2(i, j) = 1, it is easy to see that the needed orientation of
the related edge (2i − 1, 2j) (and then the sign of A′(i, j)) depends exclusively on the parity of
i + j : we have [(2i − 1) → (2j)] ⇔ i ≡ j (mod 2).
It remains to insert the edge (2n − 1, 2), corresponding to the entry (n, 1) of Pn. It can be drawn
as a (once) self-crossing 1- and 2-edge; its orientation depends on the parity of n: [(2n − 1) →
2] ⇔ 2|n.
In this way we obtain A′ = In + (Pn − Zn) + (−1)nZn + B ′1 + B ′2, Zn denoting the n × n
(0,1)-matrix with the only “1” in position (n, 1).
Using the notation of Theorem 1, we can write
Cx,y = In + (Pn − Zn) + (−1)nxyZn + xB ′1 + yB ′2,
applying formula (1) according to the parity of n, we obtain the thesis. 
Fig. 2. Embedding of the graph G[A] (without the auxiliary edges) in a surface of genus 1, for A = I8 + P8 + B1 + B2,
where B1 and B2 are (0, 1) blocks with the only 1’s in entries B1(1, 6), B1(1, 7), B1(2, 7), B1(2, 8), B1(3, 8), B1(4, 8)
and B2(7, 3), B2(7, 4), B2(7, 5), B2(8, 5), B2(8, 6). The orientation of the edges is omitted (as in the subsequent figures).
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Let S be the n × n diagonal matrix defined by S(i, i) .= (−1)i−1 for i = 1, 2, . . . , n.
For a genericn × nmatrixM , settingM ′ .= S−1MS = SMS, we haveM ′(i, j) = (−1)i+jM(i, j)
(for any i, j ) and det(M ′) = det(M). From this fact, starting from each of the two
formulas of Proposition 2 for Per(A), one can derive a single formula, independent of the parity
of n.
Proposition 3. For n  4, fix A = In + Pn + B1 + B2, where B1 and B2 satisfy for g = 1 the
conditions (a) and (b) as stated before Proposition 2. Then:
2Per(A) = det(In − P̂n + B1 − B2) + det(In − P̂n − B1 + B2)
+ det(In − Pn + B1 + B2) − det(In − Pn − B1 − B2).
For fixed n  4, when A = In + Pn + P jn (1 < j < n) or A = In + Pn + P jn + P j+1n (1 <
j < n − 1), one can setA = In + Pn + B1 + B2, where the (0, 1)-blocksB1 andB2 (satisfying the
conditions (a) and (b) stated before Proposition 2) are defined as follows: the only 1’s in B1 are the
1’s of A − In − Pn which lie over the main diagonal; the only 1’s in B2 are the 1’s of A − In − Pn
which lie under the main diagonal. In such specific cases, the result of Propositions 2 and 3 is
equivalent to the formulas proved in [1] for Per(In + Pn + P jn ) and Per(In + Pn + P jn + P j+1n ).
3.2. The case g = 2
A little deeper approach is sufficient in dealing with the case g = 2. Similarly to the case
g = 1, for g = 2 from Tesler’s main result we can derive the following theorem (which generalizes
Theorem 1).
Theorem 2. Let A be an n × n (0, 1)-matrix, and assume G[A] is embedded in a surface of
genus 2 represented as a planar map with word σ = a1a2a−11 a−12 a3a4a−13 a−14 . Let A′ be the
signed version of A, representing an orientation of G[A] obtained in the way described before
Theorem 1.
Let Cx1,x2,x3,x4 be the matrix defined as follows. If (i, j) is not an edge of G[A], set
Cx1,x2,x3,x4(i, j) = 0. If (i, j) is a 0-edge of G[A], set Cx1,x2,x3,x4(i, j) = A′(i, j). If (i, j) is a
k-edge for one or more positive k’s, set Cx1,x2,x3,x4(i, j) =
(∏
k:(i,j) is a kedge xk
)
A′(i, j). Then:
4Per(A) = [det(C1,1,1,1) + det(C1,1,1,−1) + det(C1,1,−1,1) − det(C1,1,−1,−1)]
+ [det(C1,−1,1,1) + det(C1,−1,1,−1) + det(C1,−1,−1,1) − det(C1,−1,−1,−1)]
+ [det(C−1,1,1,1) + det(C−1,1,1,−1) + det(C−1,1,−1,1) − det(C−1,1,−1,−1)]
+ [− det(C−1,−1,1,1) − det(C−1,−1,1,−1)
− det(C−1,−1,−1,1) + det(C−1,−1,−1,−1)]. (2)
Let us fix A = In + Pn + B1 + B2 + B3 + B4, where B1, B2, B3 and B4 satisfy the conditions
(a)–(c). We want to obtain an embedding ofG[A] in a surfaceSof genus 2, represented in the plane
by an eight-side polygon P with word a1a2a−11 a
−1
2 a3a4a
−1
3 a
−1
4 . Let A1 = In + Pn + B1 + B2
and A2 = In + Pn + B3 + B4: in view of conditions (a) and (b) satisfied by Bk’s, A1 and A2 own
the properties requested to embed G[A1] and G[A2] in a surface of genus 1. Recalling this fact,
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in our plane model we can draw G[A1] and G[A2] (following methods like those described in
the proof of Proposition 2) in such a way that:
• G[A1] and G[A2] share the edges deriving from 1’s of In + Pn (the set of such edges, excluding
the edge (2n − 1, 2), will represent the planar part of G[A]);
• G[A1] (respectively G[A2]) has no crossings inside P and, except for the edge (2n − 1, 2),
involves only the part a1a2a−11 a
−1
2 (respectively a3a4a−13 a−14 ) of P;• (since conditions (c) are satisfied), no edge of G[A1] deriving from 1’s of B1 + B2 crosses any
edge of G[A2] deriving from 1’s of B3 + B4
(see Fig. 3). The graph G[A] is then obtained as a “join” of the two (non-disjoint) subgraphs
G[A1] and G[A2] involving (except for the edge (2n − 1, 2)) two separate parts of the polygon
P. For any entry (i, j) of A with (j = i) ∨ (j = i + 1), the related edge (2i − 1, 2j) (in this
embedding of G[A]) is a 0-edge. For 1  k  4, each non-zero entry (i, j) of Bk is associated (in
this model) to a k-edge. The edge (2n − 1, 2) (related to the entry (n, 1) of A), is simultaneously
(in this drawing) a 1-, 2-, 3- and 4-edge, crossing itself twice (see Figs. 3 and 4).
The rules to determine a suitable orientation of G[A], in order to apply Theorem 2 using the
corresponding signed version A′ of A, are similar to those used in the proof of Proposition 2.
In particular, for any (i, j) with (j = i) ∨ (j = i + 1) we have A′(i, j) = +1; for each entry
(i, j) with Bk(i, j) = 1 for one of k’s, we have A′(i, j) = (−1)i+j . For the entry (n, 1), we have
A′(n, 1) = (−1)n−1.
All this means A′ = In + (Pn − Zn) + (−1)n−1Zn + B ′1 + B ′2 + B ′3 + B ′4 (where Zn(i, j) =
0 for (i, j) /= (n, 1), Zn(n, 1) = 1 and B ′k(i, j) = (−1)i+jBk(i, j) for any k, i, j ).
Using the notation of Theorem 2, we can write
Cx1,x2,x3,x4 = In + (Pn − Zn) + (−1)n−1x1x2x3x4Zn + x1B ′1 + x2B ′2 + x3B ′3 + x4B ′4.
Applying formula (2) according to the parity of n, the result of the following proposition is
derived.
Fig. 3. Embedding of the graph G[A] (without the auxiliary edges) in a surface of genus 2, for A = I8 +
P8 + B1 + B2 + B3 + B4, where B1, B2, B3, B4 are (0, 1) blocks with the only 1’s in entries B1(1, 4), B1(1, 5),
B1(2, 5); B2(2, 4); B3(7, 5), B3(7, 6), B3(8, 6); B4(8, 5).
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Fig. 4. For generic (0, 1) matrix A = In + Pn + B1 + B2 + B3 + B4 (the Bi ’s being (0, 1) blocks satisfying conditions
(a)–(c)), the figure shows the edge (2n − 1, 2) of the graph G[A], related to the entry (n, 1) of A. The edge (2n − 1, 2)
is forbidden to pass through shaded regions.
Proposition 4. Let A = In + Pn + B1 + B2 + B3 + B4, where n  4 and the Bk’s satisfy (for
g = 2) the conditions (a), (b) and (c). Define B ′k(i, j) .= (−1)i+jBk(i, j) for k = 1, 2, 3, 4.
For n odd:
4Per(A) = [det(In + Pn + B ′1 − B ′2 + B ′3 − B ′4)
+ det(In + Pn + B ′1 − B ′2 − B ′3 + B ′4)
+ det(In + P̂n + B ′1 − B ′2 + B ′3 + B ′4)
− det(In + P̂n + B ′1 − B ′2 − B ′3 − B ′4)]
+[det(In + Pn − B ′1 + B ′2 + B ′3 − B ′4)
+ det(In + Pn − B ′1 + B ′2 − B ′3 + B ′4)
+ det(In + P̂n − B ′1 + B ′2 + B ′3 + B ′4)
− det(In + P̂n − B ′1 + B ′2 − B ′3 − B ′4)]
+[det(In + P̂n + B ′1 + B ′2 + B ′3 − B ′4)
+ det(In + P̂n + B ′1 + B ′2 − B ′3 + B ′4)
+ det(In + Pn + B ′1 + B ′2 + B ′3 + B ′4)
− det(In + Pn + B ′1 + B ′2 − B ′3 − B ′4)]
+[− det(In + P̂n − B ′1 − B ′2 + B ′3 − B ′4)
− det(In + P̂n − B ′1 − B ′2 − B ′3 + B ′4)
− det(In + Pn − B ′1 − B ′2 + B ′3 + B ′4)
+ det(In + Pn − B ′1 − B ′2 − B ′3 − B ′4)].
For n even:
4Per(A) = [det(In + P̂n + B ′1 − B ′2 + B ′3 − B ′4)
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+ det(In + P̂n + B ′1 − B ′2 − B ′3 + B ′4)
+ det(In + Pn + B ′1 − B ′2 + B ′3 + B ′4)
− det(In + Pn + B ′1 − B ′2 − B ′3 − B ′4)]
+[det(In + P̂n − B ′1 + B ′2 + B ′3 − B ′4)
+ det(In + P̂n − B ′1 + B ′2 − B ′3 + B ′4)
+ det(In + Pn − B ′1 + B ′2 + B ′3 + B ′4)
− det(In + Pn − B ′1 + B ′2 − B ′3 − B ′4)]
+[det(In + Pn + B ′1 + B ′2 + B ′3 − B ′4)
+ det(In + Pn + B ′1 + B ′2 − B ′3 + B ′4)
+ det(In + P̂n + B ′1 + B ′2 + B ′3 + B ′4)
− det(In + P̂n + B ′1 + B ′2 − B ′3 − B ′4)]
+[− det(In + Pn − B ′1 − B ′2 + B ′3 − B ′4)
− det(In + Pn − B ′1 − B ′2 − B ′3 + B ′4)
− det(In + P̂n − B ′1 − B ′2 + B ′3 + B ′4)
+ det(In + P̂n − B ′1 − B ′2 − B ′3 − B ′4)].
Using the simple property of determinants described before Proposition 3, from the two
formulas of Proposition 4 one can derive a single formula for Per(A), holding for any value
of n.
Proposition 5. Let A be given as in Proposition 4. We have
4Per(A) = [det(In − P̂n + B1 − B2 + B3 − B4)
+ det(In − P̂n + B1 − B2 − B3 + B4)
+ det(In − Pn + B1 − B2 + B3 + B4)
− det(In − Pn + B1 − B2 − B3 − B4)]
+[det(In − P̂n − B1 + B2 + B3 − B4)
+ det(In − P̂n − B1 + B2 − B3 + B4)
+ det(In − Pn − B1 + B2 + B3 + B4)
− det(In − Pn − B1 + B2 − B3 − B4)]
+[det(In − Pn + B1 + B2 + B3 − B4)
+ det(In − Pn + B1 + B2 − B3 + B4)
+ det(In − P̂n + B1 + B2 + B3 + B4)
− det(In − P̂n + B1 + B2 − B3 − B4)]
+[− det(In − Pn − B1 − B2 + B3 − B4)
− det(In − Pn − B1 − B2 − B3 + B4)
− det(In − P̂n − B1 − B2 + B3 + B4)
+ det(In − P̂n − B1 − B2 − B3 − B4)].
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Fig. 5. Embedding of the graph G[A] (without the auxiliary edges) in a surface of genus 2, for A = I9 + P9 +
B1 + B2 + B3 + B4, where B1, B2, B3, B4 are (0, 1) blocks with the only 1’s in entries B1(1, 5), B1(1, 6), B1(2, 6);
B2(2, 4), B2(2, 5); B3(8, 6), B3(8, 7), B3(9, 7), B3(9, 8); B4(9, 6).
Fig. 6. Embedding of the graph G[A] (without the auxiliary edges) in a surface of genus 2, for A = I9 + P9 +
B1 + B2 + B3 + B4, where B1, B2, B3, B4 are (0, 1) blocks with the only 1’s in entries B1(1, 4), B1(1, 5), B1(2, 5),
B1(3, 5), B1(3, 6); B2(3, 1), B2(4, 1), B2(4, 2), B2(4, 3), B2(5, 3); B3(5, 7), B3(8, 7); B4(8, 6), B4(9, 6), B4(9, 7).
Figs. 5 and 6 show the embeddings (in surfaces of genus 2) of bipartite graphs related, respec-
tively, to two (0,1) matrices of dimension 9.
4. Conclusions and further work
In this paper we started from formulas, holding for (0, 1) circulant matrices with three 1’s
per row, expressing the permanents as a linear combination of four appropriate determinants. We
extended such formulas to a wider class of sparse (0,1) matrices (not necessarily circulant). In
particular for g = 1 or 2, if A = In + Pn + B1 + B2 + · · · + B2g , the Bk’s being (0,1) blocks
verifying appropriate conditions, then the graph G[A] is embeddable in a surface of genus g and
the results by Tesler in [4] can be utilised to obtain expressions of Per(A) as a linear combination
of 4g determinants.
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Analogously, for g  3 we expect that for A = In + Pn + B1 + B2 + · · · + B2g−1 + B2g ,
under specific conditions verified by Bk’s, there exist corresponding formulas for Per(A) as a
linear combination of 4g suitable determinants. Even for a single fixed g, such conditions on Bk’s
and such formulas for Per(A) might vary (according to the way the graph G[A] is drawn) and then
not be univocally determined. Also, especially for non-small values of g, the formulas for Per(A)
could not be considered efficient, in view of the exponential dependence on g of the involved
number of determinants. This means that, in dealing with the case of a generic g, another kind of
approach would be worth investigating.
Returning to the case g = 1 or 2, we think that another open question should be studied,
consisting of verifying whether the matrices considered in this work represent or not (up to
permutations of rows and columns) the whole class of matrices A with G[A] embeddable in
surfaces of genus 1 or 2.
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