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In this paper, we consider the energy of a simple graph with re-
spect to its normalized Laplacian eigenvalues, which we call the
L-energy. Over graphs of order n that contain no isolated vertices,
we characterize the graphs with minimal L-energy of 2 and max-
imal L-energy of 2n/2. We provide upper and lower bounds for
L-energy based on its general Randic´ index R−1(G). We highlight
known results for R−1(G), most of which assume G is a tree. We
extend an upper bound of R−1(G) known for trees to connected
graphs. We provide bounds on the L-energy in terms of other pa-
rameters, one of which is the energy with respect to the adjacency
matrix. Finally, we discuss the maximum change of L-energy and
R−1(G) upon edge deletion.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this paper, all graphs are simple and have no isolated vertices.Wewill use dGx to denote
the degree of a vertex x in G. If there is only one graph in question, we simply write dx . Let A be the
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adjacencymatrix of a graphG andD be the diagonalmatrix of vertex degrees. The normalized Laplacian
matrix of a graph G, denoted by L, is deﬁned to be the matrix with entries
L(x, y) =
⎧⎪⎨⎪⎩
1 if x = y and dy /= 0,
− 1√
dxdy
if x and y are adjacent in G,
0 otherwise.
Note that L has the following relationship to A and D:
L = I − D−1/2AD−1/2.
It is well known that 0 is an eigenvalue of L and that the remaining eigenvalues lie in the interval
[0, 2] (see [3] for other properties of the eigenvalues of L).
For convenience, if M is a real symmetric matrix of order n, we order and denote the eigenvalues
by λ1(M) · · · λn(M) and the singular values by σ1(M) · · · σn(M). If G is a graph andM is a real
symmetric matrix associated with G, then theM-energy of G is
EM(G) =
n∑
i=1
∣∣∣∣∣λi(M) − tr(M)n
∣∣∣∣∣ , (1)
where tr(M) is the trace ofM. Gutman [8] introduced the energy of a graph in 1978. Recently, the adja-
cency energy [9], Laplacian energy [11], signless Laplacian energy, distance energy [21] and incidence
energy [10] of a graph has received much interest. Along the same lines, the energy of more general
matrices and sequences has been studied (see [1,17]). The goal of this paper is to analyze the L-energy
of a graph, and determine how graph structure relates to L-energy. Formally, using (1) with M taken
to be L, the normalized Laplacian energy (or L-energy) of a graph G is
EL(G) =
n∑
i=1
|λi(L) − 1|.
It is easy to see that this is equivalent to
EL(G) =
n∑
i=1
|λi(I − L)|, (2)
=
n∑
i=1
σi(I − L). (3)
It should be noted that Nikiforov [17] deﬁnes the energy of a matrixM of order n to be
E(M) =
n∑
i=1
σi(M),
in which case by (3) we are interested in E(I − L). In this paper we use theM-energy deﬁnition in (1)
when referring to the energy of a real symmetric matrix.
Let G be a graph of order n (with no isolated vertices). A convenient parameter of G is the general
Randic´ index Rα(G), deﬁned as
Rα(G) =
∑
x∼y
(
dxdy
)α
, (4)
where the summation is over all (unordered) edges xy in G, and α /= 0 is a ﬁxed real number. In
1975, Randic´ [22] proposed a topological index R (with α = − 1
2
) under the name ‘branching index’.
In 1998, Bollobás and Erdös [2] generalized this index by replacing the −1/2 with any real number α
(as deﬁned in (4)). The papers [14,15] survey recent results on the general Randic´ index of graphs with
an emphasis on trees and chemical graphs.
In Section 2, we will see that the L-energy of G can be bounded in terms of R−1(G). We then
highlight some relevant results on the parameter R−1(G) that appear in the literature. We provide
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an upper bound on R−1(G) in the case that G is a connected graph. Finally, we discuss how R−1(G)
changes when an edge is deleted.
In Section 3, we show
2 EL(G) 2
⌊
n
2
⌋
and characterize the graphs attaining these bounds. If G is connected, then the upper bound on the
L-energy can be improved to EL(G) <
√
15
28
(n + 1). We provide a class of connected graphs attaining
L-energy EL(G) = n√
2
+ O(1) and ask if this class has maximal L-energy over all connected graphs.
Finally, we discuss other bounds for EL(G) and how edge deletion affects L-energy.
2. Bounds on R−1(G) and its relationship to L-energy
We begin with two other formulations of R−1(G). By analyzing the entries in (I − L)2 and using
(4) with α = −1, observe that
R−1(G) = tr((I − L)
2)
2
. (5)
By rewriting (4) with α = −1 we get,
R−1(G) = 1
2
∑
y∈V
1
dy
∑
x
x∼y
1
dx
, (6)
where∑
x
x∼y
f (x, y)
represents the sum over all (unordered) edges xy in G that are incident to a ﬁxed vertex y in the vertex
set V of G. Using (4), the quantity R−1(G) can be found by putting a weight of 1dxdy on each edge xy
of G (which we call the weight of edge xy), and then summing the weights over all the edges of G.
Alternatively, using (6), R−1(G) can be found by putting a weight of
1
2dy
∑
x
x∼y
1
dx
on each vertex y of G (which we call theweight of vertex y), and then summing the weights over all the
vertices of G.
In the next lemma we see the importance of R−1(G) when analyzing the L-energy of a graph.
Lemma 1. Let G be a graph of order n with no isolated vertices. Then
2R−1(G) EL(G)
√
2nR−1(G).
Proof. By the Cauchy–Schwartz inequality with (2) (using vectors (1, . . . , 1)T and (|λ1(I − L)|, . . . ,|λn(I − L)|)T ) along with (5) we obtain the upper bound
EL(G)
√√√√n n∑
i=1
[λi(I − L)]2 =
√
n · tr((I − L)2) =
√
2nR−1(G).
Note that the eigenvalues of I − L lie in the interval [−1, 1]. Thus, [λi(I − L)]2  |λi(I − L)|, giving,
EL(G) =
n∑
i=1
|λi(I − L)|
n∑
i=1
[λi(I − L)]2 = tr((I − L)2) = 2R−1(G). 
M. Cavers et al. / Linear Algebra and its Applications 433 (2010) 172–190 175
Thus, determining how the structure of a graph relates to R−1(G) will provide information about
EL(G). In the remainder of this section we look at bounds on R−1(G). We ﬁrst highlight a few known
results that can be found in the literature. By considering the minimum and maximum degrees of G,
Shi [23] has obtained upper and lower bounds for R−1(G).
Theorem 2 [23, Theorems 2.2 and 2.3]. Let G be a graph of order n with no isolated vertices. Suppose G
has minimum vertex degree equal to dmin and maximum vertex degree equal to dmax. Then
n
2dmax
 R−1(G)
n
2dmin
.
Equality occurs in both bounds if and only if G is a regular graph.
Li and Yang [16] provide bounds on R−1(G) given strictly in terms of the order of G. Note that the
length of a path is the number of edges that the path uses.
Theorem 3 [16, Theorem 3.2]. Let G be a graph of order n with no isolated vertices. Then
n
2(n − 1)  R−1(G)
⌊
n
2
⌋
,
with equality in the lower bound if and only if G is a complete graph, and equality in the upper bound if
and only if either
(i) n is even and G is the disjoint union of n/2 paths of length 1, or
(ii) n is odd and G is the disjoint union of (n − 3)/2 paths of length 1 and one path of length 2.
If G is a disconnected graph with k connected components, in particular, G1, G2, . . . , Gk , then
R−1(G) =
k∑
i=1
R−1(Gi).
Thus, it is interesting to know how R−1(G) behaves for the class of connected graphs. In [4], Clark and
Moon provide bounds on R−1(T), for a tree T of order n. They showed that
1 R−1(T)
5n + 8
18
.
In [13], Hu et al. reﬁne this upper bound, however, gaps were found in their proof (see [18]). Then
Pavlovic´, Stojanvoic´ and Li gave a sound proof in [19].
Theorem 4 [13,19]. For a tree T of order n 103,
R−1(T)
15n − 1
56
.
See [20] for a further reﬁnement (which we omit here), giving a sharp upper bound for R−1(T)
amongst all trees T of order n, for n 720. Also, see [14,15] for many other results concerning bounds
for R−1(T). In what follows, we will see that the bound R−1(G) 15(n+1)56 holds for any connected
graph G of order n 3.
We say G has a suspended path from u to w, if uvw is a path with dGu = 1 and dGv = 2. Note that we
do not require dGw  3 as in [4]. A (t, s + t)-system centered at r is an induced subgraph of G, such that
there are t suspended paths to vertex r and dGr = s + t. This is illustrated in Fig. 1.
A (k, t, s + k)-system centered at R is an induced subgraph of G that has k vertex disjoint (t, t + 1)-
systems centered at r1, r2, . . . , rk , such that R is adjacent to each ri and d
G
R = s + k. This is illustrated
in Fig. 2.
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Fig. 1. A (t, s + t)-system centered at r.
Fig. 2. A (k, t, s + k)-system centered at R.
The set of all (t, s + t)-systems of G, for s 0 and t  1, and (k, t, s + k)-systems of G, for s 0 and
k, t  1, is referred to as the collection of systems of G. Any object in this collection is referred to as a
system of G. Note that a vertex z of G may be the center of many different systems.
Onequestion to ask is if there is always a treeonnvertices thatmaximizesR−1(G)over all connected
graphs of order n. If the answer is yes, then the bound for connected graphswould follow immediately.
A ﬁrst approach would be to look at the spanning trees of G and see if R−1(G) R−1(T) for some
spanning tree T of G. However, it is interesting to note that there exist graphs G such that for every
spanning tree T of G, the inequality R−1(T) < R−1(G) holds.
Let G be the graph described as follows: Let t > 16 be a natural number and consider a cycle with
3 vertices a1, a2, a3 each with degree 4 andwith each of a1, a2, a3 being the center of a (2, t, 4)-system.
The order of G is 12t + 9 and the only spanning trees of G are obtained by removing an edge on the
cycle (namely, a1a2, a2a3 or a1a3). If T is any spanning tree of G then,
R−1(G) − R−1(T) =
(
1
t
+ 3
16
)
−
(
4
3t
+ 1
6
)
= t − 16
48t
.
Thus, for t > 16, we have that for every spanning tree T of G, R−1(T) < R−1(G).
To prove that R−1(G) 15(n+1)56 for connected graphs G of order n 3, we take the same approach
as done in the tree case. An inductive argument will be used. Let S be a subset of vertices of G. We
denote the graph obtained by deleting all the vertices in S and their incident edges by G\S. We begin
with an inequality relating R−1(G) to R−1(G\S). Note that deleting vertices (and edges) of G changes
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the degree sequence, and so the weighted graph associated with G\S will not be an induced weighted
subgraph of the weighted graph associated with G.
Observation 5. Let S be a subset of vertices of G, then,
R−1(G) R−1(G\S) +
∑
x∼y
x∈S,y/∈S
1
dGx d
G
y
+ ∑
x∼y
x,y∈S
1
dGx d
G
y
.
In [13], to prove the upper bound on R−1(T), the edge weights of T were summed up at the end of
the proof. In general, for connected graphs it is more beneﬁcial to use the formulation (6) of R−1(G)
and sum up the vertex weights (as seen in the ﬁnal case of the proof below). Some of the cases in
[13,19,20] can be extended to general graphs, but for completeness of this paper we provide the full
proof in the general case. Note that in Cases (0)–(iii) we use 1/4 instead of 15/56 in ourmanipulations
of the second term.
Theorem 6. Let G be a connected graph on n 3 vertices. Then
R−1(G)
15(n + 1)
56
.
Proof. The proof is by induction on the number of vertices. If n = 3, then the path of length 2 and the
triangle both satisfy the inequality. Let G be a connected graph on n 4 vertices, and assume that the
inequality holds for connected graphs on fewer than n vertices.
Case (0). If G has minimum degree at least 2 then by Theorem 2, we have R−1(G) n/4, and so the
inequality holds.
Case (i). Let x be a vertex of degree 1 that is adjacent to a vertex y with dy  4. Deleting the vertex
x does not disconnect the graph, thus, using S = {x} in Observation 5 along with induction, we have
R−1(G)  R−1(G\{x}) + 1
dy
,

15
56
n + 1
4
,
<
15
56
(n + 1).
Case (ii). Let z be a vertex of degree 2 such that z ∼ x, z ∼ y, dx  dy.
(a) Suppose x ∼ y in G and either dx = 1, dy  2, or dy  dx  2. Then form a graph H by deleting z
and adding the edge xy. Note that dHx = dx and dHy = dy. Thus,
R−1(G) = R−1(H) + 1
2dx
+ 1
2dy
− 1
dxdy
.
Since H has n − 1 vertices and is connected, we have by induction that
R−1(G) 
15
56
n + dx + dy − 2
2dxdy
,
<
15
56
(n + 1) + 2dx + 2dy − dxdy − 4
4dxdy
,
= 15
56
(n + 1) + (dx − 2)(2 − dy)
4dxdy
.
If dx = 1, dy  2 or dy  dx  2, then R−1(G) < 1556 (n + 1).
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(b) Suppose x ∼ y in G (and hence dy  dx  2), then
R−1(G) R−1(G\{z}) + 1
2dx
+ 1
2dy
+ 1
dxdy
− 1
(dx − 1)(dy − 1) .
Since deleting z does not disconnect the graph, we have by induction that
R−1(G) <
15
56
(n + 1) − f (dx, dy)
4dxdy(dx − 1)(dy − 1) ,
where
f (x, y) = (x − 1)(x − 2)y2 − (3x + 1)(x − 2)y + 2(x + 2)(x − 1).
Ourgoal is to showthat f (x, y) 0, fory x 2(withx, y integral).Note that f (2, y) = 8, forally. Fixx =
x0  3 and view f as a parabola in y opening upward. The vertex of the parabola occurs with horizontal
coordinate 3
2
+ 2
x0−1  2.5. As f (x0, 3) = 2x20 − 10x0 + 20 0, for x0  3,we have that f (x0, y) 0, for
y 3. Thus, R−1(G) < 1556 (n + 1).
Case (iii). Assume we have vertices u, v, x, ywith du = 1, dv = 3, u ∼ v, v ∼ y, v ∼ x and dx  dy.
(a) If dx = 1 and dy  5, then let H denote the graph obtained from G by deleting vertices x, v, and
u. Note that H is a connected graph with n − 3 3 vertices. Thus, induction gives
R−1(G)
15
56
(n − 2) + 1
3
+ 1
3
+ 1
15
<
15
56
(n − 2) + 3
4
<
15
56
(n + 1).
(b) Suppose x ∼ y. If either: dx = 1, dy  4, or dy  dx  2, then form a new graph H obtained from
G by deleting u and v and adding the edge xy. Notice that dHx = dx and dHy = dy. Then
R−1(G) = R−1(H) + 1
3
+ 1
3dx
+ 1
3dy
− 1
dxdy
.
If dx = dy = 1, then G is a star on four vertices and the inequality holds. Otherwise, H is a connected
graph with n − 2 3 vertices, and by induction we have
R−1(G) 
15
56
(n − 1) + 1
3
+ 1
3dx
+ 1
3dy
− 1
dxdy
,
<
15
56
(n + 1) + 2dx + 2dy − dxdy − 6
6dxdy
,
= 15
56
(n + 1) + (2 − dx)dy + 2(dx − 3)
6dxdy
.
If dx = 1, dy  4, then the numerator of the second term is nonpositive. If dx = 2 or dx = 3, then the
numerator of the second term is negative. If dy  dx  4, then
(2 − dx)dy + 2(dx − 3)−2dy + 2(dy − 3) < 0.
Hence, R−1(G) < 1556 (n + 1) holds.
(c) Suppose x ∼ y and dy  dx  2. Form a graph H by deleting u and v. Note that dHx = dx − 1 and
dHy = dy − 1. Keeping track of the weight of edge xy in G and H gives
R−1(G) < R−1(H) + 1
3
+ 1
3dx
+ 1
3dy
+ 1
dxdy
− 1
(dx − 1)(dy − 1) .
Deleting u and v and using induction gives
R−1(G) <
15
56
(n + 1) − f (dx, dy)
6dxdy(dx − 1)(dy − 1) ,
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where
f (x, y) = (x − 1)(x − 2)y2 − (3x2 − 5x − 4)y + 2(x − 1)(x + 3).
Our goal is to show that f (x, y) 0, for y x 2 (with x, y integral). Note that f (2, y) 0, for y 2. Fix
x = x0  3 and view f as a parabola in y opening upward. The vertex occurswith horizontal coordinate
3
2
+ 4x0−10
2(x0−1)(x0−2)  2, for x0 = 2 and x0  3. As f (x0, 3) = 2x20 − 8x0 + 24 0 for x0  3, we have that
f (x0, y) 0, for y 3. Thus, R−1(G) < 1556 (n + 1).
Case (iv). Let t  1 and suppose there is a (t, s + t)-system of G with s + t  14. Label the vertices
as in Fig. 1. Then deleting x1 and y1, and using induction gives,
R−1(G) 
15
56
(n − 1) + 1
2
+ 1
2dr
,

15
56
(n + 1) − 30
56
+ 1
2
+ 1
28
,
= 15
56
(n + 1).
Case (v). Suppose there is a (t, s + t)-system of G with s 0 and t  4. Label the vertices as in Fig.
1. This system has a subgraph that is a (4, 4)-system (that includes the vertices x1 and y1). By keeping
track of the edge weight changes in the (4, 4)-system subgraph and deleting x1 and y1, we get
R−1(G) 
15
56
(n − 1) +
(
2 + 4
2dr
)
−
(
3
2
+ 3
2(dr − 1)
)
,
= 15
56
(n + 1) − (dr − 7)(dr − 8)
28dr(dr − 1) ,

15
56
(n + 1),
since dr is an integer.
Case (vi). Suppose there is a (k, 3, s + k)-system with s + k 14 and k 1. Label the vertices as in
Fig. 2. This system has a subgraph that is a (1, 3, 1)-systemwith center R (that includes the vertices x11
and y11). By keeping track of the edge weight changes in the (1, 3, 1)-system and deleting x
1
1 and y
1
1, we
get
R−1(G) 
15
56
(n − 1) +
(
3
2
+ 3
8
+ 1
4dR
)
−
(
1 + 1
3
+ 1
3dR
)
,
= 15
56
(n + 1) + dR − 14
168dR
,

15
56
(n + 1),
since dR = s + k 14.
Case (vii). Suppose there is a (k, 2, k + 1)-system of G, for some ﬁxed k 2. Label the vertices as in
Fig. 2. Let u /= rj, 1 j k, be a vertex adjacent to R. Form a new graph H obtained from G by deleting
the vertices of each (2, 3)-system with center rj , for j 2, deleting R, and adding the edge ur1. Note
that deleting vertex R from G disconnects the graph, but by adding the edge ur1 (and deleting each
(2, 3)-system with centers rj , for j 2) we ensure that H is connected. The degree of u and r1 are the
same in both G and H. Hence,
R−1(G) − R−1(H) = 4(k − 1)
3
+ k − 1
3(k + 1) +
1
3(k + 1) +
1
du(k + 1) −
1
3du
.
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As we deleted 5(k − 1) + 1 vertices to form H, we have by induction,
R−1(G) 
15
56
(n + 1) − du(k
2 − 11k + 44) + 56(k − 2)
168du(k + 1) ,
<
15
56
(n + 1),
since k2 − 11k + 44 > 0 and k 2.
Case (viii). Let k 1 and t ∈ [1, 3].
(a) Suppose there is a (k, 2, k + t + 1)-system of G with center R such that R is also the center of a
(t, k + t + 1)-system (note dR = k + t + 1). Let u be the vertex adjacent to R that is not a vertex of one
of the systems with center R. Create a new graph H by deleting the vertex R and the vertices of all the
systemswith center R, and adding a (1, 2, du)-systemwith center vertexu. A total of 5(k − 1) + 2t + 1
vertices have been deleted. Thus, we have by induction,
R−1(G) 
15
56
(n + 1) − (5k + 2t − 4) 15
56
+ 4k
3
+ k
3(k + t + 1)
+ t
2
+ t
2(k + t + 1) +
1
du(k + t + 1) −
4
3
− 1
3du
,
= 15
56
(n + 1) − (k
2 − 11k + 44 + 6t2 + 7kt − 34t)du + 56(k + t − 2)
168du(k + t + 1) ,
<
15
56
(n + 1)
for t ∈ [1, 3] and k 1.
(b) Suppose G has a (k, 2, k + t)-system with center R such that R is also the center of a (t, k + t)-
system (note dR = k + t). Then n = 5k + 2t + 1 and every vertex of G belongs to either the (k, 2, k +
t)-system or the (t, k + t)-system. Then,
R−1(G) = 4k
3
+ k
3(k + t) +
t
2
+ t
2(k + t) ,
= 15(n + 1)
56
− k
2 + 7kt + 34k + 6t2 + 6t
168(k + t) ,
<
15(n + 1)
56
.
Final Case: By Cases (i)–(iii), we may assume that every vertex of degree 1 in G is adjacent to
a vertex of degree 2, and further, every vertex of degree 2 in G is adjacent to both a vertex of de-
gree 1 and a vertex of degree at least 3. Thus, every vertex with degree 1 or 2 is contained in a
system of G.
Note that if G is a (t, t)-system then n = 2t + 1 and R−1(G) < 15(n+1)56 . Thus, any (t, s + t)-system
of G (with s /= 1)must have s 2, s + t  13 and t  3, by Cases (iv) and (v). Any (t, s + t)-systemwith
s = 1 belongs to a (k, t, d)-system of G.
Any (k, t, s + k)-system of G must have 2 t  3 by Cases (ii) and (v):
• t = 3: For (k, 3, d)-systems, wemust have d 15, by Case (vi). Note that if d = k, then the graph
is a (k, 3, k)-system which has R−1(G) 15(n+1)56 .
• t = 2: Note that if the graph is a (k, 2, k)-system then R−1(G) < 1556 (n + 1). If G has a (1, 2, 2)-
system, then the center of this system has degree 2 forcing G to be a (3, 3)-system (which has
R−1(G) < 1556 (n + 1)). Thus, for (k, 2, s + k)-systems, by Case (vii) we must have s 2.
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Thus, in G, the center vertex of a (k, 2, d)-system and (k′, 3, d)-system may coincide, as with the
center vertex of a (k, 2, d)-system and a (t, d)-system (but not a (k, 3, d)-system and (t, d)-system).
We can partition the vertices of the graph G so as to separate the systems. By Case (0), G has at least
one system.
• Let A1 be the collection of centers of (1, d)-systems with 3 d 13 that do not share a center
with any (2, d)-system or (k, t, d)-system.
• Let A2 be the collection of centers of (2, d)-systems with 4 d 13 that do not share a center
with any (3, d)-system or (k, t, d)-system.
• Let A3 be the collection of centers of (3, d)-systems with 5 d 13 that do not share a center
with any (k, t, d)-system.
• For k 1, let Bk be the collection of centers of (k, 2, d)-systems with d k + 2 that do not share
a center with any (k + 1, 2, d)-system, (k′, 3, d)-system or any (i, d)-system, for k′, i 1.
• For k 1, let Ck be the collection of centers of (k, 3, d)-systems with d k + 1 that do not share
a center with any (k + 1, 3, d)-system or (k′, 2, d)-system, for k′  1.
• For k1, k2  1, let Dk1 ,k2 be the collection of centers R, such that both a (k1, 2, d)-system and
a (k2, 3, d)-system have center R, but R is not the center of a (k1 + 1, 2, d)-system or a (k2 +
1, 3, d)-system.
• For i ∈ [1, 3] and k ∈ [1, 13 − i], let Eik be the collection of centers R such that both a (k, 2, d)-
system and (i, d)-system have center R, but R is not the center of a (k + 1, 2, d)-system or a
(i + 1, d)-system.
The above sets provide a partition of G into its systems. If z is the center of a system of G, then either
z appears in exactly one set described above, or z is the center of a (t, t + 1)-system that belongs to a
(k, t, d)-system (whose center belongs to exactly one set described above). Let Q be the vertices of G
that are have degree at least 3 and are not the center of a system of G. Then,
n = |Q | + 3|A1| + 5|A2| + 7|A3| +
∑
k 1
(5k + 1)|Bk| +
∑
k 1
(7k + 1)|Ck|
+ ∑
k1  1
∑
k2  1
(5k1 + 7k2 + 1)|Dk1 ,k2 | +
12∑
k=1
(5k + 3)|E1k |
+
11∑
k=1
(5k + 5)|E2k | +
10∑
k=1
(5k + 7)|E3k |.
By using (6), we will count the weight on each vertex of G. If S is a subset of vertices of G, we write
w(S) to denote the sum of the weights of the vertices in S.
Let y ∈ Q . Then y cannot be adjacent to degree 1 or 2 vertices, thus,
w(y)
1
2dy
∑
x
x∼y
1
3
= 1
6
<
15
56
.
Let y ∈ A1 and Sy be the set of vertices of the (1, dy)-system with center y. As dy  3, counting the
weight on the degree 1 vertex, degree 2 vertex, and y respectively, gives
w(Sy)
3

1
3
[
1
4
+ 1
4
(
1
dy
+ 1
)
+ 1
2dy
(
1
2
+ dy − 1
3
)]
= 2dy + 1
9dy
<
15
56
.
Let y ∈ A2 and Sy be the set of vertices of the (2, dy)-system with center y. As dy  4,
w(Sy)
5

1
5
[
2
(
1
4
+ 1
4
(
1
dy
+ 1
))
+ 1
2dy
(
1 + dy − 2
3
)]
= 7dy + 4
30dy
<
15
56
.
Let y ∈ A3 and Sy be the set of vertices of the (3, dy)-system with center y. As dy  5,
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w(Sy)
7

1
7
[
3
(
1
4
+ 1
4
(
1
dy
+ 1
))
+ 1
2dy
(
3
2
+ dy − 3
3
)]
= 5dy + 3
21dy
<
15
56
.
Let y ∈ Bk and Sy be the set of vertices of the (k, 2, dy)-system with center y. Then
w(Sy)
5k + 1 
1
5k + 1
[
k
(
7
6
+ 1
6
(
1 + 1
dy
))
+ 1
2dy
(
k
3
+ dy − k
3
)]
.
By subtracting 15
56
from both sides, the right hand side factors as
w(Sy)
5k + 1 −
15
56

28k − 17dy − kdy
168(5k + 1)dy .
As dy  k + 2, we have that 28k − 17dy − kdy −(k2 − 9k + 34). When k = 4 or k = 5 we have
k2 − 9k + 34 = 14. Hence, w(Sy)
5k+1 <
15
56
.
Let y ∈ Ck and Sy be the set of vertices of the (k, 3, dy)-system with center y. Then,
w(Sy)
7k + 1 
1
7k + 1
[
k
(
27
16
+ 1
8
(
3
2
+ 1
dy
))
+ 1
2dy
(
k
4
+ dy − k
3
)]
.
By subtracting 15
56
from both sides, the right hand side factors as
w(Sy)
7k + 1 −
15
56

14k − 17dy
168(7k + 1)dy .
As dy  k, we have that
w(Sy)
7k+1 <
15
56
.
Let y ∈ Dk1 ,k2 and Sy be the set of vertices of the (k1, 2, dy)-systemand (k2, 3, dy)-systemwith center
y. Then,
w(Sy)
5k1 + 7k2 + 1 
1
5k1 + 7k2 + 1
[
k1
(
4
3
+ 1
6dy
)
+ k2
(
15
8
+ 1
8dy
)
+ 1
2dy
(
k1
3
+ k2
4
+ dy − k1 − k2
3
)]
.
By subtracting 15
56
from both sides, the right hand side factors as
w(Sy)
5k1 + 7k2 + 1 −
15
56
− dyk1 − 28k1 − 14k2 + 17dy
168(5k1 + 7k2 + 1)dy .
As dy  k1 + k2, we have
dyk1 − 28k1 − 14k2 + 17dy  k21 + k1k2 + 3k2 − 11k1.
But k2  15 − k1, so
k21 + k1k2 + 3k2 − 11k1  k1 + 45 > 0.
Hence,
w(Sy)
5k1+7k2+1 <
15
56
.
Fix t ∈ [1, 3]. Let y ∈ Etk and Sy be the set of vertices of the (k, 2, dy)-system and (t, dy)-systemwith
center y. Then,
w(Sy)
5k + 2t + 1
1
5k + 2t + 1
[
k
(
4
3
+ 1
6dy
)
+ t
(
1
2
+ 1
4dy
)
+ 1
2dy
(
dy − t
3
+ t
2
)]
.
By subtracting 15
56
from both sides, the right hand side factors as
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w(Sy)
5k + 2t + 1 −
15
56
− kdy − 28k + 6tdy − 56t + 17dy
168(5k + 2t + 1)dy .
Sincedy = k + t + swith s 2 (byCase (viii)), a simple checkveriﬁes that for t ∈ [1, 3], k ∈ [1, 13 − t]
and s ∈ [2, 13 − t − k], then
kdy − 28k + 6tdy − 56t + 17dy > 0.
Hence,
w(Sy)
5k+2t+1 <
15
56
.
It now follows that R−1(G) 1556 (n + 1), by summing the weights on each set of vertices in the
partition of G. 
Note that by starting the induction at a higher value of n and using some careful consideration, we
may improve the bound in Theorem 6 to 15n+C
56
, for some constant C < 15. In [19], it is noted there are
trees T of every order n such that R−1(T) = 1556n + O(1).
Observe that using n
4
instead of
15(n+1)
56
, then Cases (0)–(iii) in the proof of Theorem 6 hold. Thus,
we can improve the upper bound in the case that G has no suspended paths.
Observation 7. Let G be a connected graph on n 3 vertices. If G has no suspended paths, then
R−1(G)
n
4
.
We next look at the effect that edge deletion has on R−1(G). If G is a graph and e is an edge of G, we
denote by G − e the graph obtained by removing the edge e from G. We call an edge e = xy a leaf of
G, if either dx = 1 or dy = 1, and a non-leaf edge otherwise. Note that deleting a leaf edge of G creates
an isolated vertex, thus, in the next two results we assume the edge being deleted is a non-leaf edge.
Lemma 8 [16, Lemma 3.3]. Let G be a graph and let e be an edge whose weight is minimal over all edges
in G. If e is a non-leaf edge, then
R−1(G − e) > R−1(G).
In the next theorem we determine the maximum change that can occur when deleting an edge.
Theorem 9. Let G be a graph and let e be a non-leaf edge of G, then
R−1(G) − 1
4
< R−1(G − e) R−1(G) + 3
4
.
Furthermore, if G − e is connected, then
R−1(G − e) R−1(G) + 7
18
.
Proof. Let e = uv and du denote dGu and dv denote dGv . As e is a non-leaf edge, we have du, dv  2. Then
R−1(G) − R−1(G − e) = 1
dudv
− 1
du(du − 1)
∑
i /=v
i∼u
1
di
− 1
dv(dv − 1)
∑
i /=u
i∼v
1
di
.
Thus,
R−1(G) − R−1(G − e) < 1
dudv

1
4
,
which gives the ﬁrst inequality. Similarly, as di  1,
184 M. Cavers et al. / Linear Algebra and its Applications 433 (2010) 172–190
R−1(G) − R−1(G − e) 1
dudv
− 1
du
− 1
dv
.
It is not too hard to see that over the integers and for du, dv  2, the right hand side is minimal when
du = dv = 2. Hence,
R−1(G) − R−1(G − e) −3
4
.
If G − e is connected, then there are vertices iˆ /= v, jˆ /= u (with possibly iˆ = jˆ) such that iˆ ∼ u, jˆ ∼
v, d
iˆ
> 1 and d
jˆ
> 1. Thus,
R−1(G) − R−1(G − e) 1
dudv
− 1
2du(du − 1) −
du − 2
du(du − 1) −
1
2dv(dv − 1) −
dv − 2
dv(dv − 1) .
It is not too hard to see that over the integers and for du, dv  2, the right hand side is minimal when
du = dv = 3. Hence, in the case that G − e is connected,
R−1(G) − R−1(G − e) −7
18
. 
We illustrate the sharpness of Theorem 9 with three examples.
• Let G be the path on 4 vertices which has R−1(G) = 1.25. Removing the non-leaf edge e of G
gives a disconnected graphwith R−1(G − e) = 2. Thus, in this case, R−1(G − e) = R−1(G) + 34 .• Let Ĝ be the path x1x2 · · · x7 on 7 vertices, and add the edge e = x2x6 to form a graph G. Then
Ĝ = G − e is connected and R−1(G − e) = R−1(G) + 718 .• Let G be the graph of order n composed of a Kn−2 with a triangle xyz attached to a vertex z of
the Kn−2. Then using the edge e = xy, we have, R−1(G) − R−1(G − e) = 14 − 1n−1 . By taking
n → ∞, the right hand side can be made arbitrarily close to 1
4
.
3. Bounds on the L-energy of a graph
Recall that the L-energy of a graph G is
EL(G) =
n∑
i=1
|λi(L) − 1|.
Using Lemma 1 along with the results in Section 2, bounds can be derived on the L-energy of a graph.
If G has k connected components, in particular, G1, G2, . . . , Gk , then
EL(G) =
k∑
i=1
EL(Gi). (7)
We ﬁrst provide a bound on the L-energy of a graph with k connected components.
Lemma 10. Let G be a graph of order n with k connected components and no isolated vertices. Then
EL(G) k +
√
(n − k)(2R−1(G) − k).
Proof. Note that 1 is an eigenvalue of I − L with multiplicity k, hence,
EL(G) = k +
n−k∑
i=1
|λi(I − L)|.
By the Cauchy–Schwartz inequality (using vectors (1, . . . , 1)T and (|λ1(I − L)|, . . . , |λn−k(I − L)|)T )
we obtain the upper bound
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EL(G) k +
√√√√√(n − k) n−k∑
i=1
[λi(I − L)]2.
The result now follows by (5). 
We next provide bounds on the L-energy in terms of the minimum and maximum degrees of G.
Corollary 11. Let G be a graph of order n with k connected components and no isolated vertices. Suppose
G has minimum vertex degree equal to dmin and maximum vertex degree equal to dmax. Then
n
n − 1 
n
dmax
 EL(G)
n√
dmin
 n.
Furthermore,
EL(G) 2k.
Proof. Lemma 1 and Theorem 2 gives the ﬁrst string of inequalities. For the last inequality, by (7), it
sufﬁces to prove EL(G) 2k in the case that k = 1. Note that λn(I − L) = 1, and the trace of I − L is
0. Thus,
EL(G) = 1 +
n−1∑
i=1
|λi(I − L)| 1 +
∣∣∣∣∣∣
n−1∑
i=1
λi(I − L)
∣∣∣∣∣∣ = 1 + | − 1| = 2.  (8)
Note that if G is a regular graph of degree r then
n
r
 EL(G)
n√
r
.
Over the graphs of order n with no isolated vertices, we characterize those that have maximal and
minimal L-energy.
Corollary 12. Let G be a graph of order n with no isolated vertices. Then
EL(G) 2,
with equality if and only if G is a complete multipartite graph. Further,
EL(G) 2n/2,
with equality only for the following cases:
(i) n is even and G is the disjoint union of n/2 paths of length 1, or
(ii) n is odd and G is the disjoint union of (n − 3)/2 paths of length 1 and one path of length 2, or
(iii) n is odd and G is the disjoint union of (n − 3)/2 paths of length 1 and a complete graph on 3
vertices.
Proof. Equality in (8) occurs if and only ifλn−1(I − L) 0, (equivalentlyλn−1(A) 0). It is known that
the adjacency matrix of G has only one positive eigenvalue if and only if G is a complete multipartite
graph plus isolated vertices (see [5]).
By Theorem 2, we have EL(G) n. It can be seen that for equality to hold we must have R−1(G) =
n/2 and G must be regular of degree 1. Thus, G is the disjoint union of n/2 paths of length 1, which
indeed has EL(G) = n.
Note that both the path of length 2 and the complete graph on 3 vertices have energy 2. Hence,
if n is odd, the graphs described in (ii) and (iii) have energy n − 1. It is easy to see that if n is odd
and EL(G) = n − 1, then any even connected component of G must have size 2. If there is an odd
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connected component Ĝ ofG of size k 7, then by Lemma1 and Theorem6, EL(Ĝ) < k − 1. If there is a
connected component Ĝ of order 5, and if Ĝ has no suspended paths, then by Lemma1 andObservation
7, EL(Ĝ) < 4. If Ĝ is of order 5 andhas a suspendedpath, then there are only three such graphs and each
has EL(Ĝ) < 4. Hence, any odd connected component must be of order 3, and since EL(G) = n − 1
there can only be one such odd connected component. 
The upper bound in Corollary 12 can be improved for connected graphs by using Lemma 1 and
Theorem 6.
Corollary 13. If G is a connected graph on n 3 vertices, then
EL(G) <
√
15
28
(n + 1) < 0.732(n + 1).
Furthermore, if G has no suspended paths (or more generally, R−1(G) n4 ), then
EL(G)
n√
2
< 0.7072n.
Onemight suspect that over the connected graphs that the path hasmaximal L-energy, but in gen-
eral, this is not true. We next provide some common classes of graphs along with their corresponding
L-energy.
Example 14. Let G be a path on n vertices. Using the eigenvalues of L (see [3]) we get that
EL(G) = 2
(n−1)/2∑
k=0
cos(kπ/(n − 1)).
By [7, p. 37],
N∑
k=0
cos(kx) = cos
(
Nx
2
)
sin
(
N + 1
2
x
)
csc
(
x
2
)
.
Thus, for the path, EL(G) ∼ 2π n.
Example 15. (a) For n odd, let G be a (t, t)-systemwith n = 2t + 1 vertices. The normalized Laplacian
matrix of G can be written in block form as
L =
⎡⎢⎢⎣
It − 1√
2
It 0
− 1√
2
It It − 1√
2t
1
0T − 1√
2t
1T 1
⎤⎥⎥⎦ ,
where It represents the identity matrix of order t, 0 represents the 0 vector of size t and 1 represents
the all ones vector of size t. Thus, the eigenvalues are 0, 1, 2, each with multiplicity 1, and
(
1 ± 1√
2
)
each with multiplicity t − 1. Hence, the L-energy is
EL(G) = n − 3√
2
+ 2 ∼ n√
2
.
(b) For n = 2t + 2 even, let G be the graph obtained by joining a vertex to a leaf of a (t, t)-system.
The normalized Laplacian eigenvalues of this graph are 0 and 2 eachwithmultiplicity 1,
(
1 ± 1√
2
)
each with multiplicity t − 2, along with four other eigenvalues. This is enough to obtain
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EL(G) ∼ n√
2
.
It should be noted that if G is a (t, 3, t)-systemwith n = 7t + 1, then using a computer to test large
values of n suggests that EL(G) ≈ 0.671n. Similarly, if G is a (t, 2, t)-system with n = 5t + 1, then
using a computer to test large values of n suggests that EL(G) ≈ 0.648n. These values are far from the
upper bound given by Corollary 13.
For n = 3, the path and triangle each havemaximalL-energy 2. For 4 n 6, the path hasmaximal
L-energy over the class of connected graphs. Note that for 4 n 6, the path falls under the class of
graphs described in Example 15. For 7 n 8, a computer has veriﬁed that over all connected graphs,
the class of graphs in Example 15 have maximal L-energy. For n 9, it is unknown which graphs have
maximal L-energy.
We know of no class of connected graphs on n vertices that has L-energy (asymptotically) larger
than n√
2
. Corollary13 implies suchagraphGwouldhaveR−1(G) > n4 andObservation7suggests sucha
graph should have a large number of suspendedpaths.We ask the question:Over the connected graphs
G of order n, is EL(G) n√
2
+ C, for some suitable constant C?
We now look at other bounds on L-energy.
Theorem 16. Let G be a graph of order n with no isolated vertices and let Δ = det(I − L). Then
EL(G)
√
2R−1(G) + n(n − 1)Δ2/n.
Proof. For convenience, we use λi to denote λi(L). Note that
EL(G)
2 = 2R−1(G) +
∑
i /=j
|1 − λi||1 − λj|.
By the arithmetic-geometric mean inequality,
1
n(n − 1)
∑
i /=j
|1 − λi||1 − λj|
⎛⎝∏
i /=j
|1 − λi||1 − λj|
⎞⎠
1
n(n−1)
= Δ2/n.
Hence, the result now follows. 
We next relate the L-energy of a graph G to its A-energy, where A is the adjacency matrix of G.
Recall that the A-energy is simply
EA(G) =
n∑
i=1
|λi(A)|.
This quantity has been well studied by a large number of authors (see, for example, [9]).
Theorem 17. Let G be a graph of order nwith no isolated vertices. Suppose dmin and dmax are theminimum
and maximum vertex degrees of G, respectively. Then,
dminEL(G) EA(G) dmaxEL(G).
Proof. The proof uses a Theorem due to Ostrowski [12, Theorem 4.5.9]. As D−1/2 is nonsingular, for
each k = 1, 2, . . . , n, there is a positive real number θk such that
1
dmax
= λ1(D−1) θk  λn(D−1) = 1
dmin
and
λk(I − L) = θkλk(A).
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Fig. 3. L-energy decreases upon deleting edge e.
Fig. 4. L-energy increases upon deleting edge e.
Fig. 5. L-energy remains constant upon deleting edge e.
Thus,
EL(G) =
n∑
k=1
θk|λk(A)|,
from which the result now follows. 
Theorem 17 implies that if G is a regular graph of degree r, then EA(G) = rEL(G). Since EA(G) is
well studied, many bounds for EA(G) in the literature can be applied to EL(G) by way of Theorem 17.
We now look at the effect edge deletion has on EL(G). We begin with examples to show that
L-energy can increase, decrease or remain unchanged upon edge deletion. The examples will also
illustrate that the effect edge deletion has on the general Randic´ index does not necessarily provide
direct information about the effect edge deletion has on L-energy.
Example 18. In this example, we list the L-energy and Randic´ index (to three decimal places if appro-
priate) for each graph in Figs. 3–5.
(i) The graphs in Fig. 3 have a decrease in L-energy upon deleting edge e. For the ﬁrst (resp. second
and third) graph, 2 = EL(G − e) < EL(G) ≈ 2.457 (resp. 2 = EL(G − e) < EL(G) ≈ 2.618and
2 = EL(G − e) < EL(G) ≈ 2.704). For the ﬁrst (resp. second and third) graph, 1 = R−1(G −
e) > R−1(G) ≈ 0.917 (resp. R−1(G − e) = R−1(G)=1 and 1 = R−1(G − e) < R−1(G)=1.05).
(ii) The graphs in Fig. 4 have an increase inL-energy upon deleting edge e. For the ﬁrst (resp. second
and third) graph, 2.869 ≈ EL(G − e) > EL(G) ≈ 2.667 (resp. 3.076 ≈ EL(G − e) > EL(G) ≈
2.904and3.117 ≈ EL(G − e) > EL(G) = 3). For theﬁrst (resp. secondand third)graph,1.111 ≈
R−1(G − e) > R−1(G) ≈ 1.028 (resp. R−1(G − e) = R−1(G) ≈ 1.007 and 0.928 ≈ R−1(G −
e) < R−1(G) ≈ 0.978).
(iii) The graphs in Fig. 5 have no change in L-energy upon deleting edge e. For the ﬁrst (resp. sec-
ond) graph, EL(G − e) = EL(G) = 2 (resp. EL(G − e) = EL(G) ≈ 2.781). For the ﬁrst (resp.
second) graph, 1 = R−1(G − e) > R−1(G) = 0.75 (resp. R−1(G − e) = R−1(G) = 1.0625).We
are not aware of a graph G, where upon edge deletion, L-energy remains constant while R−1(G)
decreases.
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The next result provides a bound on how much the L-energy can change upon edge deletion.
Theorem 19. Let G be a graph of order n without isolated vertices and let e be a non-leaf edge of G. Then,
|EL(G) − EL(G − e)| 2
√
13
2
− 4√2 1.8366.
Proof. Let LG and LG−e be the normalized Laplacian matrices of G and G − e, and suppose e = xy. Let
C = LG − LG−e. Observe that by [6] (namely∑ σi(A + B)∑ σi(A) +∑ σi(B)), we can derive
|EL(G) − EL(G − e)|
n∑
i=1
σi(C).
Note that rank(C) 4. Let the eigenvalues of C be 0 with multiplicity n − 4 and λ1, λ2, λ3, λ4. Then,
n∑
i=1
σi(C) = |λ1| + |λ2| + |λ3| + |λ4|.
By the Cauchy–Schwartz inequality, |EL(G) − EL(G − e)| 2
√
tr(C2), which equals:
2
√
2
√√√√√√
⎛⎝ 1√
dxdy
⎞⎠2 +∑
j /=y
j∼x
⎛⎝ 1√
dxdj
− 1√
(dx − 1)dj
⎞⎠2 +∑
j /=x
j∼y
⎛⎝ 1√
dydj
− 1√
(dy − 1)dj
⎞⎠2
 2
√
2
√√√√√1
4
+
(√
dx − 1 − √dx
)2
dx
+
(√
dy − 1 −
√
dy
)2
dy
.
The 1
4
comes from setting dx = dy = 2, as this is when the ﬁrst term is maximal, and the other two
expressions come from noticing dj  1. The function
f (x) =
(√
x − 1 − √x
)2
x
has f ′(x) < 0, for x > 1. Thus, as dx, dy  2, |EL(G) − EL(G − e)| 2
√
13
2
− 4√2. 
References
[1] S. Akbari, E. Ghorbani, M.R. Oboudi, Edge addition, singular values, and energy of graphs and matrices, Linear Algebra
Appl. 430 (2009) 2192–2199.
[2] B. Bollobás, P. Erdös, Graphs of extremal weights, Ars Combin. 50 (1998) 225–233.
[3] F.R.K. Chung, Spectral Graph Theory, American Math. Soc., Providence, 1997.
[4] L.H. Clark, J.W. Moon, On the general Randic´ index for certain families of trees, Ars Combin. 54 (2000) 223–235.
[5] D.M. Cvetkovic´, M. Doob, H. Sachs, Spectra of Graphs, Academic Press, New York, 1980.
[6] K. Fan, Maximum properties and inequalities for the eigenvalues of completely continuous operators, Proc. Natl. Acad. Sci.
USA 37 (1951) 760–766.
[7] I.S. Gradshteyn, I.M. Ryzhik, in: A. Jeffrey, D. Zwillinger (Eds.), Tables of Integrals, Series and Products, 7th ed., Academic
Press, New York, 2007.
[8] I. Gutman, The energy of a graph, Ber. Math. Stat. Sekt. Forschungszentrum Graz. 103 (1978) 1–22.
[9] I. Gutman, The energy of a graph: old and new results, in: A. Betten, A. Kohner, R. Laue, A. Wassermann (Eds.), Algebraic
Combinatorics and Applications, Springer, Berlin, 2001, pp. 196–211.
[10] I. Gutman, D. Kiani, M. Mirzakhah, B. Zhou, On incidence energy of a graph,Linear Algebra Appl. 431 (8) (2009) 1223–1233.
[11] I. Gutman, B. Zhou, Laplacian energy of a graph, Linear Algebra Appl. 414 (2006) 29–37.
[12] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, Cambridge, 1985.
[13] Y. Hu, X. Li, Y. Yuan, Solutions to two unsolved questions on the best upper bound for the Randic´ index R−1 of trees,MATCH
Commun. Math. Comput. Chem. 54 (2005) 441–454.
190 M. Cavers et al. / Linear Algebra and its Applications 433 (2010) 172–190
[14] X. Li, Y. Shi, A survey on the Randic´ index, MATCH Commun. Math. Comput. Chem. 59 (2008) 127–156.
[15] X. Li, Y. Shi, L. Wang, An updated survey on the Randic´ index, in: Mathematical Chemistry Monographs, No. 6, 2008, pp.
9–47.
[16] X. Li, Y. Yang, Sharp bounds for the general Randic´ index, MATCH Commun. Math. Comput. Chem. 51 (2004) 155–166.
[17] V. Nikiforov, The energy of graphs and matrices, J. Math. Anal. Appl. 326 (2007) 1472–1475.
[18] Lj. Pavlovic´, M. Stojanvoic´, Comment on “Solutions to two unsolved questions on the best upper bound for the Randic´ index
R−1 of trees”, MATCH Commun. Math. Comput. Chem. 56 (2006) 409–414.
[19] Lj. Pavlovic´, M. Stojanvoic´, X. Li, More on “Solutions to two unsolved questions on the best upper bound for the Randic´
index R−1 of trees”, MATCH Commun. Math. Comput. Chem. 58 (2007) 117–192.
[20] Lj. Pavlovic´, M. Stojanvoic´, X. Li, More on the best upper bound for the Randic´ index R−1 of trees, MATCH Commun. Math.
Comput. Chem. 60 (2008) 567–584.
[21] H. Ramane, D. Revankar, I. Gutman, S. Rao, D. Acharya, H. Walikar, Bounds for the distance energy of a graph, Kragujevac J.
Math. 31 (2008) 59–68.
[22] M. Randic´, On characterization of molecular branching, J. Amer. Chem. Soc. 97 (1975) 6609–6615.
[23] L. Shi, Bounds on Randic´ indices, Discrete Math. 309 (16) (2009) 5238–5241.
