Abstract-Genetic algorithms offer a powerful search method for a variety of learning tasks, and there are different approaches in which they have been applied to learning processes. Structural learning algorithm on vague environment (SLAVE) is a genetic learning algorithm that uses the iterative approach to learn fuzzy rules. SLAVE can select the relevant features of the domain, but when working with large databases the search space is too large and the running time can sometimes be excessive. We propose to improve SLAVE by including a feature selection model in which the genetic algorithm works with individuals (representing individual rules) composed of two structures: one structure representing the relevance status of the involved variables in the rule, the other one representing the assignments variable/value. For this general representation, we study two alternatives depending on the information coded in the first structure. When compared with the initial algorithm, this new approach of SLAVE reduces the number of rules, simplifies the structure of the rules and improves the total accuracy.
the Elastic Graph Dynamic Link Model (EGDLM). Results are challenging, with an overall correct recognition rate of more than 95%.
The promising results can be explained in two ways. First, the Dvorak technique provides a high precision and scientific scheme for TC pattern classification and identification through pattern matching technique [5] , [6] . However, due to the high variation of cloud patterns in satellite pictures, subjective human vision matching is being used so far by trained meteorological analysts. By using EGDLM, the human matching problem can be automated by a computer matching process using the "elastic graph matching" scheme. Second, another vital obstacle for the automation of the satellite interpretation task is the problem of scene analysis. In the paper, the active contour model (ACM) provides a feasible and efficient solution by "contour" extraction to "isolate" the cloud systems into groups which will efficiently reduce the tedious time-consuming matching process.
Another vital finding is to make use of both visible and EIR images to improve the recognition rate. By using the EIR satellite images in the recognition process, the vorticity contour features of the TC cloud bands for different temperatures can be made easily distinguishable and the recognition rate is improved. Nevertheless, visible images still play a vital role, as the main function of scene analysis in satellite interpretation is to "extract" the weather system for further analysis, which also resembles the human vision-processing scheme.
I. INTRODUCTION
Genetic algorithms (GAs) are search algorithms that use operations found in natural genetics to guide the trek through a search space. GAs have been theoretically and empirically proven to provide robust search Manuscript received May 12, 1998 ; revised February 3, 2001 . This work was supported by CICYT under Grant TAP99-0535-C02-01. This paper was recommended by Associate Editor L. O. Hall. capabilities in complex spaces, offering a valid approach to problems requiring efficient and effective searching. This is the case in many problems of learning attribute-valued rules.
The most well-known approaches in which GAs have been applied to learning processes are the Michigan [19] and the Pittsburgh [34] approaches. In the first of these, each chromosome corresponds to only one rule and the population represents the complete set of rules, whereas in the Pittsburgh approach, each chromosome encodes a complete set of rules. In the first case, the solution is the complete population and in the second one, only the best chromosome is a solution for the problem [7] . A third way has been presented as an alternative to these models: the iterative approach [13] , [17] where each chromosome represents only one rule but now the population does not represent the complete set of rules since this set is obtained by different runnings of the GA.
The combination of GA and soft computing in order to develop learning algorithms is particularly interesting. See, for example, [4] , [6] , [28] , and [29] , where different algorithms for fuzzy logic control are presented, and [11] , [20] which proposes algorithms for classification problems.
An example of this combination is the structural learning algorithm on vague environment (SLAVE) [15] , [16] , which is a genetic learning algorithm previously developed by the authors that uses the iterative approach and a fuzzy description of the rules and examples. SLAVE uses an attribute-value language based on the use of linguistic variables [38] . Since SLAVE is based on the genetic iterative approach, it learns only one fuzzy rule in each execution of the GA. It fixes a class and selects the best antecedent for this class. The complete set of rules is obtained through a sequence of repeated executions of the GA.
The selection of relevant features, and the elimination of irrelevant ones, is a very important point for many learning problems. In several problems the number of possible variables to be considered is very large, and in this case, the search space for the learning algorithm is big enough. In order to solve many practical problems, it is therefore essential to consider the feature selection in a learning algorithm.
Because of the particular type of rule used in SLAVE, the irrelevant variables in a rule can be eliminated during the learning process. The computational cost of eliminating a variable in a rule, however, is high, and we therefore want to modify SLAVE by including a powerful mechanism for feature selection. The idea is to modify the genetic algorithm of SLAVE so that it can learn efficiently when dealing with problems in which the training examples have a high number of variables and/or a high number of values in each variable. In the literature on this subject, different approaches have been proposed which combine feature selection and GA, such as [3] , [22] , [27] , [33] , and [35] . In our case, we are interested in designing an embedded model of feature selection [26] for SLAVE; and in particular, an embedded model in which the feature selection is made for each particular rule (because of the iterative process followed in SLAVE), i.e., the learning algorithm must select the appropriate set of variables and values for each particular rule. In this process, each rule (with a particular class value) may have a different subset of variables to identify the class.
In order to include the feature selection in the genetic learning algorithm of SLAVE, the main idea is to use a genetic representation where each individual is composed of two structures: one structure codes the relevance of the predictive variables involved in the learning problem and the other one codes the assignments variable/value. Consequently, each one of the two structures has a different task associated inside the rule selection module. The first structure (called the variable chromosome) attempts to find the most appropriate set of features for the antecedent of the rule, while the second one (called the value chromosome) attempts to find for each predictive variable the most appropriate assignment of values from its domain. The genetic algorithm simultaneously carries out both tasks during the evolutive process. Furthermore, each structure has its own set of genetic operators.
This new genetic representation establishes a general framework with different possible alternatives and in this paper, we explore some of them. In the first approach, we encode the relevance of each variable (variable chromosome) through a zero-one array, with one indicating that the variable is relevant and with zero that it is not relevant. Although this initial alternative significantly improves the behavior of the original SLAVE, it does not take advantage of the information given by the distribution of examples in the training set. This information can be used to establish the degree of relevance of each variable to determine a class in a similar way to the generation of decision trees [32] . In the second approach, we explore the use of this information to improve the feature selection mechanism.
In the following section, we provide a general description of the basic SLAVE algorithm. Section III describes the main characteristics of the new genetic learning algorithm and explains how this new version of SLAVE can select the relevant variables in a problem. Section IV explores the use of information about the relevance degree of each variable. Finally, the last section shows the behavior of the different proposed alternatives on several problems.
II. GENERAL DESCRIPTION OF SLAVE
GAs have been used widely to develop learning algorithms. The well-known Michigan and Pittsburgh approaches have been the basis for learning algorithms such as the classifier systems [18] , GABIL [9] , or GIL [21] . An alternative to these is the iterative approach described in [13] and [17] and used in systems like SLAVE [15] , [16] , SIA [36] , or MOGUL [5] .
The iterative approach attempts to reduce the search space of possible solutions by searching for only one rule at a time. The main idea is to reduce the original problem of obtaining a complete set of rules to a simpler problem which consists in obtaining only one rule at a time. In this approach, as in the Michigan one, each chromosome in the population represents a single rule, but now, only the best individual is considered, and the remaining chromosomes in the population are discarded. Therefore, in the iterative model, one execution of the GA provides a partial solution (a rule) to the learning problem. In order to obtain a set of rules, which will be a complete solution to the problem, the GA must be placed within an iterative scheme similar to the following. 1) Use a GA to obtain ONE RULE for the system. 2) Incorporate the rule into the final set of rules.
3) Penalize this rule. 4) If the current set of rules adequately represents the examples in the training set, the system returns the set of rules as the solution.
Otherwise, go to step 1. A very easy way to penalize the rules already obtained (step 3), and thus be able to learn new rules, consists in eliminating from the training set all those examples that are covered by the set of rules previously obtained. When all the examples have been eliminated, the algorithm has detected an adequate set of rules. This process does not need to fix a priori the number of rules or the number of necessary GA runs in order to obtain the final set of rules.
SLAVE [15] , [16] Using the formulation proposed in [15] , where the disjunction of adjacent values is considered to be the convex hull of the fuzzy labels, the previous assignment is equivalent to fAGE is less than or equal to ADULTg: With this rule model and using the formulation described in [15] , when the value of a variable coincides with its whole domain, the variable is irrelevant for describing the particular class in the rule and may be eliminated.
With respect to the implementation of the fuzzy if-then system, the inference model used for these rules is similar to the models used for rules with simple values. Thus, given an example e = (e1; e2; . . . ; en), the associated class for this example is that which corresponds to the rule with the biggest match between the example and the antecedent of the rule. In order to calculate a measure of this match, we use a t-norm to combine the partial matches between e i and A i . Since A i is now a subset of fuzzy values, this match was defined in [15] using a normalized maximum operator on the different values Ai. When these values are consecutive, this operator is equivalent to calculating the membership function of e i on the convex hull of the different values of Ai.
Taking into account this rule model and its associated inference process, SLAVE selects a set of rules that describe a training set. The most important component of SLAVE is the rule selection process. This consists in obtaining the best rule in each execution of the GA depending on the examples of the training set. The concept of the best rule is based on the notion of consistency and completeness. We propose a degree of completeness and a degree of consistency for a rule where both definitions use the concept of number of positive and negative examples for a rule defined in [15] and improved in [16] . The basic idea is to use the fuzzy cardinal of fuzzy sets "positive examples" and "negative examples" for a rule. The membership function of an example to the fuzzy set "positive examples" is defined by combining the match between the antecedent and the example and the match between the value of the class of the rule and the class of the example. The membership function of an example to the fuzzy set "negative examples" uses the same matching measure for antecedents, but for the consequent it computes the match between the class of the example and the set of values of all consequent variables except that of the value of the class of the rule. A complete description can be found in the references [15] and [16] .
Definition 1:
The degree of completeness of a rule R is defined as
where n + (R) is the number of positive examples to the rule R and nB is the number of examples in the training set of the class B, with this number being calculated by using the membership function B .
The soft consistency degree [15] is based on the possibility of admitting some noise in the rules. Thus, in order to define this degree, we use the following set:
where 2 is the product operator and k 2 [0; 1]. This last equation represents the set of rules having a number of negative examples n 0 (R) strictly less than a fraction k of the positive examples n + (R).
Definition 2: The degree to which a rule with n + (R) > 0 satisfies the soft consistency condition is Definition 2 uses two parameters: k1 is a lower bound of the noise threshold and k 2 is an upper bound of the noise threshold.
The iterative approach of SLAVE fixes a class and the GA selects a rule that simultaneously verifies the completeness and the soft consistency condition to a high degree. The rule selection in SLAVE can therefore be solved by the following optimization problem: Details of the GA used in this optimization process can be found in [14] . The GA of SLAVE can eliminate a variable in a rule by chance when the complete domain D i is assigned to a variable, but this process is neither systematic nor efficient. In the next section, we propose a modification of the GA of SLAVE that includes a selection of relevant features for each learned rule.
III. PROPOSAL FOR THE INCLUSION OF A FEATURE SELECTION IN SLAVE
The main component of the SLAVE learning algorithm is the module of rule extraction. Once a class has been fixed, a GA attempts to find the best combination of value assignment to the antecedent variables of a rule within the class.
The new GA for SLAVE is described by means of the following five components:
1) a genetic representation of solutions to the problem; 2) a way to create an initial population of solutions; 3) an evaluation function which gives the fitness of each chromosome; 4) a set of genetic operators; 5) a termination condition for the genetic algorithm. 
A. Representing the Population
The most important change with respect to the original version of SLAVE is the representation of the population, since it must allow us to obtain the relevant variables for a particular rule easily.
The representation of the genetic population in the original SLAVE contains a set of candidate antecedents for each class. Each candidate antecedent (i.e., each individual in the population) is composed of the sequence of assignments to the predictive variables, where each assignment variable/value is represented by a binary string. An individual of the population is composed by concatenation of the binary strings that represent the assignments variable/value on each predictive variable.
For example, the representation of an AGE variable (with the domain shown in Fig. 1 ) needs a binary string with five components (one for each label), where each component represents the absence or presence of the label in the assignment of the variable. The binary string 10 010 associated to the AGE variable, represents the assignment AGE = fY OU N G; OLDg, and the binary string 11 111 represents the irrelevance of the AGE variable (since the convex hull of all the labels of the domain is equivalent to the complete domain).
Let us suppose that AGE is a predictive variable involved in a learning problem, and that AGE is an irrelevant variable for the current class. Assuming that an individual of the population has the correct assignments on all variables except AGE , which has the current assignment AGE = fOLDg, i.e., the binary string 00010. In order to obtain the best antecedent in this case, the genetic operators should transform the assignment of AGE from 00 010 to 11 111. This transformation toward the correct configuration of the antecedent requires that the genetic operators do not affect the rest of the variables but make the correct change in the AGE variable. Therefore, when irrelevant variables appear, the GA of SLAVE has a high computational cost in the process of obtaining the best antecedent.
In general, the task of changing relevant variables to irrelevant variables in the genetic algorithm depends on the size of the binary coding of each variable and the number of predictive variables involved in the learning problem. We can say that the genetic algorithm of SLAVE eliminates irrelevant variables. However, with the current genetic representation of the information it is more difficult to eliminate a variable than to add it, and the system might take a long time to find a good solution.
Consequently, if we want to improve the detection of the irrelevant variables, we first need to change the genetic representation. So, our goal consists in obtaining a better representation of the genetic solutions to make a feature selection for each rule possible.
The idea is to include a new binary value associated to each antecedent variable in order to discover if the variable will be considered as part of the antecedent of the rule or not. The representation of an individual in the genetic population of the AGE example is encoded using a binary string with 5 + 1 components, where one of these values determines the relevance or irrelevance of the variable, and the others determine the values assigned to the variable if it is considered to be relevant. With this new coding, a simple mutation on the new zero-one component changes its relevance status. This coding therefore reduces the computational cost associated with the detection of the irrelevant variables.
By considering this process for all the antecedent variables, we have two structures to represent the complete antecedent of a rule (see Fig. 2 ): One codifies the relevance of the variables and the other codifies the assignments variable/value. With this decomposition, the GA representation has a complex chromosome composed of two structures: a variable chromosome and a value chromosome. This division allows us to clearly distinguish between the two different tasks that are simultaneously carried out in the genetic algorithm (search for the appropriate variables and search for the appropriate value assignments) and we can associate the most appropriate set of genetic operators and set these operators on each structure.
We can now define both structures precisely. Let us suppose we have n possible antecedent variables X1; . . . ; Xn each Xi having an associated fuzzy domain D i with m i components. The genetic code needs information about the relevance of the variables and the value of these variables. The genetic code therefore has the following two structures:
• a variable chromosome;
• a value chromosome.
The variable chromosome (VAR) consists of a binary array of length n (the number of variables) with 1 indicating that the variable is relevant (or is active) and 0 indicating that the variable is irrelevant (or is inactive). The value chromosome (VAL) keeps the same binary coding as in SLAVE [17] and which was described above. In order to encode Example 1: Let us suppose that we have three variables, X 1 , X 2 , and X 3 , with the associated fuzzy domain shown in Fig. 3 or alternatively, if the referential set of variable X 2 is an ordered set, the previous antecedent is equivalent to X 2 is less than or equal to A 22 :
The variable X3 was eliminated from the antecedent by the variable chromosome since it was irrelevant, but the variable X 1 was eliminated by the chromosome value as it covers all the domain and we use a normalized maximum operator equivalent to the convex hull of the different labels. 
B. Generating the First Population
We define a different procedure to generate the initial information in each structure. The variable chromosome is built using an initial activation probability p 2 [0; 1]. The meaning of p is the probability of considering a variable as relevant. This probability is only used to generate the initial values and it is the population evolution which must configure the most convenient structure for the antecedent. In the experiments, we will use an activation probability p = 0:5. The value chromosome is obtained by selecting examples of the training set at random from the class that must be learned and by assigning the most specific antecedent that best covers it. This antecedent consists of only one label for each antecedent variable. The label for each antecedent variable is the one that gives the highest degree of membership for each component in the example.
Example 2: Let X1; X2 and X3 be the variables with the associated domain shown in Fig. 3, and let (r1, r2, r3 ) be the randomly selected example from the training set of a class. The most specific antecedent that best represents this example is X1 is A13 and X2 is A23 and X3 is A31 with the binary representation (001)(00100)(10).
Using 0.5 as the initial activation probability, let us suppose that we obtain 101 for the variable chromosome, so the genetic code is VAR 101 VAL ((001)(00100)(10)):
The process is repeated to initialize each individual of the genetic population, selecting examples from the training set at random.
C. Evaluation Function (Fitness)
The aim of the GA is to find the best rule. The best rule is defined here as the one which simultaneously has the highest degrees of consistency and completeness and combines both factors using a product operator. Using the previous definitions for a rule R and a set of training examples E , we can define the evaluation function as f itness(R) = 3(R) 2 0 k k (R):
D. Genetic Operators
Both structures of the GA use an elitist model, the calculation of the selection probabilities follows a linear ranking [1] and the sampling algorithm is the roulette wheel selection [18] . The variable and value chromosome uses the following well-known standard operators [8] , [18] :
• two point crossover operator;
• uniform mutation operator. Moreover, in order to increase the diversity of the population, two additional operators have been considered for the value chromosome:
• the AND and OR operators;
• the rotation operator. The AND and OR operators exchange genetic information in a similar way to the crossover operator. These operators try to simulate the behavior of the classical operators of generalization and specialization. The performance of these operators is as follows: Two points from two different chromosomes are selected at random and the two segments of the genetic code are combined using the AND operator or the OR operator (both of them gene to gene). The transformation only modifies the first parent selected, which is replaced by the offspring generated. In a similar way to the crossover operator, the processes on the variable and value levels are carried out independently. The rotation operator [14] is a modified version of the traditional inversion operator that we proposed in order to include a higher diversity in the searching problem. This operator takes a cutoff point in an element of the population and interchanges the position of the two segments.
E. Termination Condition
The GA must finish the process of searching for the best rule when we have a good reason to believe that this rule has been obtained given the current training set. In the implementation of the termination condition, we distinguish between the extraction of rules from a class in which we have at least one learned rule and a class in which we have no rules. We make a wider search when we wish to find the first rule of a class and relax this search process when we already have some rules for a class. The GA will return the best rule from the last population if one of the following conditions is satisfied.
• The number of iterations is greater than a fixed limit.
• The fitness value of the best rule in the population does not increase for at least a fixed number of iterations and rules with this consequent have already been obtained in previous runs.
• No rules with this value of the consequent have previously been obtained; but the fitness value does not increase for a fixed number of iterations and the current best rule can eliminate at least one example from the training set. The complete learning algorithm that uses a genetic algorithm based on the representation described in this section will be called 2SLAVE. The experiments performed will be presented in Section V. However, the variable chromosome is initially generated randomly without taking into account the information provided by the training set. To account for this information, it is necessary to investigate an alternative assignment for the initial code in the variable chromosome. The main idea is to replace the binary code (active or inactive) by a real code reflecting the relation between each variable and the class of the training examples.
IV. USING INFORMATION IN THE FIRST POPULATION
The initial code of a chromosome variable for each individual has been assigned through a default activation probability. This initialization assumes that we have no information about the relevance of the variables. The aim of this section is to find a way to assign the initial values of relevance for each predictive variable in the first population depending on the information provided by the training set.
A. Information Measures
The idea is to use a measure of the relevance of each variable with respect to a particular concept. At the beginning of the process, this measure will determine the capacity of the variable to represent the values of each class. Later on, the genetic process, using a set of operators, will modify these values and will therefore modify the criterion to determine the set of variables that must be activated to represent each class.
Given the variables X and Y , we use the following information measure [25] , [37] I(X; Y ) = This measure defines a different range for each pair of variables. In order to facilitate the comparison of the results in all the variables, it is necessary for all measures to be in the same range. In order to achieve this, we use the following normalization:
where H(X; Y ) is the Shannon entropy over two variables, defined as
p(x; y) log 2 p(x; y):
The measure estimates the dependence between variables X and Y in the following way: Values of (X; Y ) close to zero determine a high degree of independence of both variables, whereas values close to one demonstrate a high degree of functional dependency between them.
In the learning algorithm SLAVE, we have selected rules fixing a class of the consequent variable. We therefore need to restrict the previous measure for the particular class that is being learned, and we define Like (X; Y ), C (X) measures the dependence or independence degree between the X variable and the C value of the consequent variable. We interpret this value as the relevance value of each X variable with respect to class C of the Y variable.
When using linguistic variables, we must define the calculation of this value. In [12] , a general methodology of belief calculation using fuzzy information was proposed. With this formulation, the probability of X taking a value a i on its domain fa 1 ; a 2 ; . . . ; a s g is defined as
where m number of examples from the training set E; e j example from E; w membership function to the fuzzy set w.
In this formula, we assume that all the examples are crisp. The bidimensional probability is similar to the previous formula but requires the information on two variables to be combined using a t-norm where the domain of variable Y is fb 1 ; b 2 ; . . . ; b r g. From now on, we will use the minimum t-norm (a 3 b = min fa; bg) in the previous formula.
Thus, we can use C (X i ) as a measure of the initial relevance of variable X i for the class C. This relevance measure will be included in the initial code for the variable chromosome on each individual of the population instead of a 0 or 1 default value. In this new approach, the value chromosome keeps the same description. When compared with the previous approach, the main difference is the code for the variable chromosome. In the previous section, the code of this substructure of an element of the population consisted of a binary array, where a value 1 in the variable Xi implies the activation of the variable and 0 the nonactivation of the variable. In this section, we use a variable chromosome with a real value containing C(Xi), which has a value between 0 and 1. This value allows us to make smoother changes between relevance and irrelevance, i.e., during the execution, the evolutionary process must define the tendency toward the relevance or irrelevance of the variables. The problem lies in the interpretation of this new real code. For example, what does C (X i ) = 0:7 mean?
B. Activation Threshold
A possible interpretation is obtained if we include an activation threshold inside the variable chromosome. The inclusion of relevance measures and activation thresholds has previously been used in feature selection processes, such as [23] , but in our case, a different activation threshold will be assigned to each chromosome and learned during the evolution process.
Thus, a variable Xi will be considered to be a component of the antecedent of the rule for a class if C (X i ) T j , where T j represents the activation threshold for the different Xi variables of the j individual of the population. Otherwise, the variable will be considered to be irrelevant for the antecedent.
Example 3: Using the same variables as in the previous example, the code VAR (0:5; 0:7; 0:1) T threshold 0:6 VAL ((001)(11000)(10)) represents the following antecedent: X 2 is fA 21 ; A 22 g:
A different threshold is considered in each chromosome. Initially, the activation threshold is randomly defined for each element of the population. T j takes a value in the interval
The values T j are affected by the genetic operators during the evolution of the GA and therefore the activation thresholds are learned by the algorithm.
The composition of the genetic operators will be introduced in the next section.
C. Genetic Operators
The set of operators for the value chromosome is exactly the same as the one we described in the previous section (genetic operators based on binary coding). The operators that modify the variable chromosome and the threshold (genetic operators based on real coding) are: the nonuniform mutation [30] and the BLX crossover operator [10] .
• b parameter selected by the user that determines the dependency degree with the number of iterations.
• BLX crossover: Let us suppose that C1 = (c Finally, the value of C is recalculated whenever the algorithm obtains a rule since when this happens, due to the architecture of SLAVE, the examples covered by the rules are eliminated and the training set is changed.
V. EXPERIMENTAL STUDIES
In this section, we consider the performance of the new proposals for learning algorithms. We have carried out empirical studies on this different proposal where we have the following:
• SLAVE is the original system without feature selection criterion.
• 2SLAVE-1 is the modified system described in Section III (binary code).
• 2SLAVE-2 is the modified system described in Section IV-B (activation threshold). The following databases have been obtained from the UCI repository of machine learning databases and domain theories [31] :
• The IONOSPHERE Data: This radar data was collected by a system in Goose Bay, Labrador. The system consists of a phased array of 16 high frequency antennas with a total transmitted power to the order of 6.4 kW. The targets were free electrons in the ionosphere. We have run SLAVE and the different versions of 2SLAVE using the parameters described in Table I for each database.
For the different databases, we have used five training-test partitions (70% and 30%, respectively) obtained from the original database. For each training-test partition, we have calculated the following values:
• A: the accuracy (correct classification result on test sets);
• B: the number of rules;
• C: the average of variables in the different rules;
• D: the percentage of variables unused in none of the final sets of rules with respect to the total number of variables. The above parameters are calculated using the arithmetic mean of the five test results. Moreover, since SLAVE is not a deterministic algorithm, the results of Table II correspond to the average of five different executions of each algorithm and on each training-test partition. The parameters of Table II Inspecting the results of the different versions of SLAVE tested in this experimental, we can see that the 2SLAVE-2 version obtained the best results since it presents the highest results in the four parameters studied.
• With respect to the parameter A (the correct classification result), 2SLAVE-2 clearly improves upon the accuracy of SLAVE and slightly improves upon the accuracy of 2SLAVE-1. This fact shows that overall the feature selection proposed in this work (2SLAVE-1 and 2SLAVE-2) actually improves accuracy. Moreover, the inclusion of information in the initial population (2SLAVE-2) allows us to obtain the same or better accuracy results.
• The parameter B (number of rules) is clearly reduced in the new versions when compared to the previous version. Although this number in 2SLAVE-2 is smaller than in 2SLAVE-1, there are no important differences between both versions. • The analysis of the parameter C (average of used variables in the rules) is similar to the previous parameter. With the exception of the WINE database, the parameter is bigger in 2SLAVE-1 than in 2SLAVE-2 but the differences are not really important. The conclusion is that the new versions use a smaller number of variables in each rule than the original version of SLAVE.
• The last parameter D (proportion of variables unused in the final set of rules with respect to the total number of variables) is perhaps the most important one in connection with the proposal of this paper since it truly measures the feature selection capability of the new system. In this case, 2SLAVE-2 is clearly better than the other systems. The differences are very significant. For example, in the WINE database, the original systems do not use 5.32% of the variables, 2SLAVE-1 does not use 22.46% of the variables, but 2SLAVE-2 does not use 77.54% of the variables. This means that only 22.46% of the variables were used by some rule of the final set of rules. The average unused number of variables in the different databases is 55%. From this discussion, we can deduce that the inclusion of the feature selection proposed in this paper and the inclusion of information about the initial relevance measure of the different variables in relation to the class, clearly produces very good results since it does not make the accuracy results worse (in fact, they are improved), it reduces the number of variables used in all the rules (eliminating irrelevant variables), and simplifies the description of the final set of rules.
We have also experimented with a simplified version of 2SLAVE-2, in which a random initialization has replaced to the information-based initialization, but we have obtained worse results.
Furthermore, we have used three well-known learning algorithms (C4.5, CN2, and LVQ) to compare the accuracy results. These algorithms represent three different learning methodologies. • C4.5: This is an implementation of the well-known C4.5 classification algorithm based on classification trees and it is described in [32] .
• CN2: This algorithm inductively learns a set of propositional rules from an example set. The algorithm, which was proposed in , is based on the methodology of the learning algorithm of the AQ family, and attempts to improve the behavior when the example set is affected by noise. The implementation used in this work was developed by Boswell in 1990 and can be obtained from http://www.cs.utexas.edu/users/pclark/software.html.
• LVQ: This is an adaptive learning method based on Kohonen self-organizing maps [24] . The implementation used in this work is version 3.1 of the LVQ-PAK, available at ftp://cochlea.hut.fi/pub/lvq-pak. This software contains all the necessary programs for the application of the algorithm learning vector quantization (LVQ) in statistical classification or pattern recognition. Among the different programs included in the distribution we have used LVQ1 software without the initialization process because it has shown the best behavior on the databases used. Furthermore, we have selected a third of the number of examples in the training set as the number of codevectors. Table III shows the accuracy obtained when these learning algorithms are used on the five test sets.
Comparison of these results shows how the accuracy obtained by the different versions of SLAVE is competitive with the accuracy obtained by other well-known learning algorithms. In this case, the different versions of SLAVE obtain the best accuracy in three databases (IONO-SPHERE, SOYBEAN, and PIMA), and in the other three databases, the results are not very different in terms of the best result.
VI. CONCLUDING REMARKS
We have proposed a modification of the GA of SLAVE that allows us to select the appropriate features for a problem. This modification dynamically explores the set of possible variables in order to find the most useful rule and the most interesting variables for this rule.
The basic schema consists in modifying the representation of a rule in the search mechanism of SLAVE in such a way that in the new version, the learning algorithm can search for not only the best rule but also the best set of variables for each rule. The experimentation with the databases considered has shown that the feature selection of the new genetic learning algorithm has clearly improved. Moreover, the new learning algorithms (2SLAVE-1 and 2SLAVE-2) obtain better accuracy results and simpler rules. The experimentation has also shown how the inclusion of information about the initial relevance of the variables (2SLAVE-2) obtains a clear improvement in relation to the feature selection.
It is important to point out that the feature selection studied in this paper has been carried out on a rule-to-rule basis unlike the classical methods that obtain a set of variables for all the rules. Thus, if we were to include in a set all the variables that appear in any rule, this set would contain all the used variables, as in other feature selection models. The proposed model is however more general since it can obtain a set of rules but moreover, only the useful information for each class is used in each particular rule.
