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In this thesis, cuprous oxide Cu2O was investigated concerning its ability to function as p-
type channel in thin-film transistors. The material was chosen for its promising electronic
characteristics as bulk single crystal. In order to be competitive with other technological
solutions for flexible thin-film electronics, the temperature during fabrication has to
remain below 200◦C. Following this approach, a tremendous gap between potential and
actual electrical performance of Cu2O thin-film transistors is encountered. The aim of
this thesis is to show the reasons for this discrepancy.
Relevant stages during the fabrication process of a thin-film transistor were analyzed
with respect to their impact on the cation oxidation state. These stages included thin
film deposition, the study of interface formation to the dielectric layers as well as post-
deposition annealing. Semiconducting and dielectric layers were deposited by reactive
magnetron sputtering (Cu2O, Cu4O3, CuO, Bi2O3, Al2O3) and atomic layer deposition
(Al2O3). An innovative approach for a thickness-dependent characterization of thin films
was conducted by a combination of in situ X-ray photoelectron spectroscopy with in situ
conductance measurement. Electrical properties of Cu2O films and thin-film transistors
were analyzed in dependence of film thickness, temperature, oxygen partial pressure and
time.
It is shown, that the primary cause for the limited electrical performance is the poly-
crystalline morphology in conjunction with the material-inherent tendency to oxidation
and reduction of the metal cation. On the one hand, metallic Cu(0) depletes the material
from hole carriers and causes Fermi level pinning. On the other hand, a high conductiv-
ity in the grain boundary is caused by the presence of Cu(II). A model is presented to




Nesta tese foi investigado o óxido de cobre Cu2O e a sua habilidade para funcionar como
semicondutor do tipo p em transistores de filme fino. Este material foi escolhido devido às
promissoras características electrónicas no estado monocristalino. De modo a poder vir a
ser uma alternativa competitiva face a outras tecnologias utilizadas na electrónica flexível,
a temperatura de fabrico deverá ser inferior a 200◦C. No entanto esta abordagem levou a
um fosso enorme entre o desempenho elétrico potencial e o desempenho real manifestado
nos dispositivos. O objectivo desta tese é explicar as causas desta discrepância.
Foram analizadas as etapas relevantes no processo de fabrico dos transístores de filme
fino tendo em conta o seu impacto no estado de oxidação do catião metálico. Estas etapas
incluem a deposição de filmes finos, o estudo da formação das interfaces com as camadas
dielétricas assim como os tratamentos de recozimento efectuados após a deposição. As
camadas semicondutoras e dielétricas foram depositadas recorrendo à técnica de pulveri-
zação catódica assistida por magnetrão (Cu2O, Cu4O3, CuO, Bi2O3, Al2O3) e atomic layer
deposition (Al2O3). Foi desenvolovida uma nova abordagem na caracterização de filmes
finos dependente da espessura dos mesmos, combinando medidas in-situ de espectros-
copia de raios-X com medidas de condutancia in-situ. As propriedades eléctricas dos
filmes de Cu2O e dos transístores foram analizadas em função da espessura dos filmes,
temperatura, pressão parcial de oxigénio e tempo.
Conclui-se que a principal razão para o fraco desempenho elétrico observado é a
morfologia policristalina do óxido de cobre combinada com a tendência inerente para
oxidar e reduzir o catião. Por um lado o cobre metálico Cu(0) deplete o filme de buracos
e fixa o nível de Fermi. Por outro lado, nas fronteiras de grão é formado um estado
de elevada condutividade devido à presença de Cu(II). É apresentado um modelo que




Diese Dissertation befasst sich mit dem Kupferoxid Cu2O bezüglich seiner Anwend-
barkeit als p-leitender Kanal in Dünnschichttransisitoren. Die Auswahl des Materials
liegt begründet in den vielversprechenden elektrischen Eigenschaften als Einkristall. Um
konkurrenzfähig zu sein mit anderen Technologien zur Implementierung von elektro-
nischen Schaltungen auf flexiblen Substraten, muss die Temperatur während der Her-
stellung unter 200◦C bleiben. Die elektrischen Eigenschaften dünner Schichten, die auf
diese Weise abgeschieden werden, weichen stark von denen eines Cu2O-Einkristalls ab
und verhindern das Auftreten des erwarteten Schaltverhaltens, basierend auf den Eigen-
schaften des Einkristalls. Das Ziel dieser Arbeit ist, die Gründe für diese Diskrepanz
aufzuzeigen.
Verschiedene Schritte des Herstellungsprozesses eines Cu2O-Dünnschichttransistors
wurden analysiert, insbesondere in Bezug auf den Oxidationszustand des Kations. Diese
Schritte umfassten die Dünnschichtabscheidung, die Analyse von Grenzflächen zum Iso-
latormaterial sowie Temperaturbehandungen nach der Abscheidung. Halbleitende und
isolierende Schichten wurden mittels reaktiver Magnetron-Kathodenzerstäubung (Cu2O,
Cu4O3, CuO, Bi2O3, Al2O3) und Atomlagenabscheidung (Al2O3) hergestellt. Eine in-situ
Analyse der Materialeigenschaften in Abhängigkeit der Schichtdicke mittels Röntgen-
photoelektronenspektroskopie wurde gepaart mit der in-situ Messung des elektrischen
Leitwertes. Weiterhin wurden die Eigenschaften von Cu2O-Dünnschichten und Dünn-
schichttransistoren in Abhängigkeit der Schichtdicke untersucht, der Temperatur, des
Sauerstoffpartialdrucks sowie der Verweilzeit unter bestimmten Bedingungen.
In dieser Dissertation wird aufgezeigt, dass die Limitierungen im Schaltverhalten der
Transistoren ihren Ursprung hat in der Polykristallinität des Materials, kombiniert mit
einer inhärenten Tendenz zu Oxidation und Reduktion der Kationen. Zum einen führt
ein Auftreten von metallischem Cu(0) zu einer Verarmung der Ladungsträger durch die
Fixierung der Fermienergie an der Cu/Cu2O Schottky-Barriere. Zum anderen sind die
Korngrenzen stärker elektrisch leitfähig als als das Innere der Cu2O-Körner, was durch
das Auftreten von Cu(II) in den Korngrenzen verursacht wird. Ein mathemtisches Model
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1.1.1 Why p-type oxide thin-film transistors?
This work is thematically situated in the field of oxide-based electronic circuits. As
one of the fundamental building blocks of an electronic circuit, thin-film transistors
(TFT) are investigated. The technology based on the semiconductor silicon is mature
and provides high performance. However, a few characteristics limit this technology.
For certain applications a potential alternative to silicon are organic semiconducting
layers. Table 1.1 shows which properties distinguish TFTs based on amorphous oxide
semiconductors (AOS) from devices using silicon and organics.[1, 2]
Table 1.1: Comparison of properties of TFTs using different semiconductors. The fol-
lowing abbreviations are used: poly-Si – polycrystalline silicon, a-Si:H – hydrogenated
amorphous silicon, AOS – amorphous oxide semiconductors.
property poly-Si a-Si:H organics AOS
optical transparency ↓ ↓ (↑) ↑
production temperature (◦C) 450 300 < 200 200
large scale uniformity ↓ ↑ ↓ ↑
field-effect mobility (cm2V−1s−1) > 100 1–2 ≈ 1 10–100
conduction type ambipolar ambipolar ambipolar n-type
A fundamental difference between silicon and oxide semiconductors is the optical
transparency in the visible range of many oxides. When all parts of a circuit are made
of oxides, including the transparent conductive oxides (TCO) and the insulating oxides,
invisible electronics are possible. Transparency of organic semiconducting layers is possi-
ble but generally causes a degradation of the electrical properties.[3] The comparatively
1
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low maximum temperature during production of both organics and oxides allows the
usage of flexible organic substrates. This opens up a broad field of new applications of
electronic circuits, for example on plastic foils or wearables. For an application in flat-
panel displays, uniformity on a large area is required. Amorphous inorganic films (silicon
and oxides) have an advantage over polycrystalline silicon and organics in this respect.
However, the charge carrier mobility and thus the field-effect mobility of silicon devices
is decreased in the amorphous state. Here, AOS show mobilities which are high despite
the structural disorder in the amorphous state. Organics cannot compete with oxides in
terms of carrier mobility. A major drawback of oxide semiconductors with respect to the
other classes of materials of Table 1.1 is, that the listed properties only apply for n-type
materials.
The above mentioned advantages of n-type oxide electronics are exploited by com-
mercially available products. At the time of writing, several high-resolution displays em-
ploy pixel driver circuits based on amorphous indium-gallium-zinc oxide (IGZO), e.g. a
77 inch active matrix organic light-emitting diode (AMOLED) display by LG or an 80 inch
liquid crystal display (LCD) by Sharp and even a 55 inch transparent AMOLED display
by Planar.[4–6]. These examples show that the AOS-based driver backplane technology
does not require a p-type oxide in order to be commercially successful.
The integration of more complex circuits into a display may be referred to as system-
on-panel and typically requires complementary circuits, since they are considerably more
power efficient than non-complementary designs. In order to realize transparent com-
plementary oxide circuits, a p-type AOS is required. Although the first report of a p-
type TCO marked the starting point of the transparent electronics development,[7, 8] the
realization of products based on this technology is primarily held back by the lack of a p-
type oxide semiconductor with good TFT performance. Compared to most n-type AOS,
the p-type oxide semiconducting thin films known today generally have a lower band gap
and exhibit a lower charge carrier mobility. In addition, the most common p-type oxides
in TFTs (Cu2O and SnO) are not amorphous.[1] Hence, many of the advantages which
n-type oxide semiconductors have over silicon and organics (optical transparency, high
field-effect mobility and film uniformity on large areas) do not apply for p-type oxides.
1.1.2 Challenges with Cu2O in thin-film transistors
This thesis is focused on the p-type oxide semiconductor Cu2O. A Hall mobility of
up to 100cm2V−1s−1 is reported for single crystals and 90cm2V−1s−1 for epitaxial thin
films.[9, 10] The corresponding carrier concentrations are 109–1012 cm−3 (single crystal)
and 1014 cm−3 (epitaxial film). These electrical properties are favorable to obtain a TFT
operation with low drain current in the OFF state and a high field-effect mobility. The
intrinsic electrical properties of the material are the main stimulation for research in the
field of TFTs.
Apart from a band gap, which is too low for transparency in the entire visible range
2
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and the crystalline structure, the main factor which limits TFT properties is the pro-
nounced discrepancy between bulk electrical properties and device characteristics. The
field-effect mobilities reported in literature are often in the range of 10−3 cm2V−1s−1 and
in a few cases above 1cm2V−1s−1 (see Section 2.6.2). The reported ON/OFF drain current
ratios are usually not higher than 104. For comparison, n-type AOS-TFTs typically show
ON/OFF ratios above 107.[11] Both the low field-effect mobility and the low drain cur-
rent modulation can be explained by a high concentration of defects, which increase the
concentration of hole charge carriers and decrease the hole mobility.
At room temperature and in ambient air, Cu2O is thermodynamically unstable, but
the eutectoid decomposition into Cu and CuO below 375◦C is kinetically hindered.[12]
A structural stabilization has been reported by (110) stacking faults in minerals of Cu2O,
which are understood as a missing plane of copper ions and give rise to a formal increase
in copper valence of the adjacent cations.[13] Grain boundaries in general have been
shown to present regions of increased conductivity with respect to monocrystalline ma-
terial[14] and act as a sink for intrinsic defects.[15] Apart from segregation of intrinsic
defects, inhomogeneity may also exist in the form of oxidation states different from the
parent material. In Cu2O, precipitate phases containing either Cu(0) or Cu(II) might be
present.[12] Cu(0) is metallic and forms a Schottky barrier to Cu2O.[16, 17] Cu(II) occurs
in another stable p-type oxide, CuO, which generally exhibits a higher charge carrier
concentration and a lower Hall mobility than Cu2O.[9, 18, 19]
Already one year after the first report on epitaxial Cu2O as active channel in a TFT,[10]
the interpretation of bulk properties has led to the conclusion that the low ON/OFF drain
current ratio and field-effect mobility can be either due to a secondary phase of CuO or
due to the ionization of intrinsic donors (oxygen vacancy).[20] In the case of high-quality
epitaxial films, either of both defects are localized at interfaces and/or surfaces. Apart
from a well known surface oxidation of Cu(I) in Cu2O to Cu(II),[21] a porosity of Cu2O at
the interface between the semiconductor and the dielectric substrate has been discussed
to cause the deteriorated transport properties.[22, 23]
1.2 Objectives and structure of this thesis
The objectives of this thesis are firstly to investigate the possible presence of Cu(II) and
Cu(0) oxidation states in polycrystalline Cu2O thin films. The influences of the deposition
conditions, post-deposition annealing as well as the formation of interfaces to other ma-
terials are analyzed. Secondly, the effects of Cu(II) and Cu(0) on the electrical properties
of thin films are discussed and evaluated for an application of Cu2O in p-type TFTs.
An overview on fundamentals, material and device properties as well as methodology
related to Cu2O TFTs is given in Chapters 2 and 3. The presentation and discussion
of results obtained during the preparation of this thesis begins with Chapter 4 with an
explanation of the efforts undertaken to deposit stoichiometric Cu2O by reactive radio-
frequency sputtering as a starting point for further investigations. Emphasize is put on
3
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the influence of the oxygen partial pressure during deposition and on differences between
thin films produced at the two institutes at Universidade NOVA de Lisboa and Technische
Universität Darmstadt, which have been involved in this work.
With the growth of Cu2O on a variety of substrates, the inhomogeneous electrical
properties of the material are analyzed in Chapter 5. Evidences are provided, which
show a contribution of Cu(II) to the grain boundaries of polycrystalline Cu2O, causing
highly conductive grain boundaries in the material. The analysis is based on a combined
in situ study by X-ray photoelectron spectroscopy and conductance measurements at
various film thicknesses. Data on conductivity, carrier concentration and carrier mobility
is discussed by using model descriptions for the inhomogeneous electrical properties. In
Chapter 6, the energy band alignments of selected material combinations of the preceding
chapter are presented. A novel usage of the Auger parameter for determination of the
valence band offset between the substrate and an ultra-thin layer is discussed.
The limits of chemical stability during further processing of Cu2O films are explored
in Chapter 7. The reduction and oxidation at the Cu2O surface due to the deposition
of Al2O3 by two different techniques (atomic layer deposition and sputter deposition) is
described. The main focus is put on the occurrence of metallic copper at the interface and
its influence on electronic properties of the Cu2O film. This is followed by results on the
influence of oxygen partial pressure and time on Cu2O during post-deposition heat treat-
ments. The relaxation of electrical properties was monitored by Hall effect measurements.
The analysis was complemented by X-ray diffraction measurements. In Chapter 8, the
properties of Cu2O TFTs after post-deposition annealing in air are discussed, comprising















The fundamental concepts, which are presented in this chapter have been taken from the
following main references, grouped roughly by topics: General solid state physics,[24]
semiconductor physics and interfaces,[25] semiconductor device physics,[26] electrical
characteristics of thin-film transistors,[27] intrinsic defect equilibrium in solids,[28] thin-
film growth.[29]
The terminologies concentration and density are used interchangeably to refer to the
amount of defects in the material in units of cm−3. The same holds for Fermi energy and
Fermi level in units of eV. Due to the relevancy to Cu2O, the mechanisms are discussed
mainly for p-type materials. Equivalent equations however exist for n-type semiconduc-
tors.
2.1 Device functionality of a transistor
The electronic function of a transistor is the one of a variable resistance between two
terminals, which is controlled by a voltage applied to a third terminal. Since the current
through the third terminal is ideally low compared to the other terminals, power ampli-
fication can be achieved when this device is placed in a proper circuit. In digital signal
processing, a transistor serves as a volatile switch from a high resistance OFF state to a
low resistance ON state. The switching allows for logic operations of binary code in a
computer processor or controlling the pixels of a flat panel display, for instance. While a
processor typically uses integrated circuits of silicon-based metal-oxide-semiconductor
field-effect transistors (MOSFET), the pixels of a display are usually controlled by thin-
film transistors (TFT).[2] Both device types use the semiconductor as a variable resistance.
The resistance is controlled by an electric field, which is applied to the semiconductor
through an insulating layer.
7
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Figures of merit of transistors are primarily related to the speed of switching between
OFF and ON state (field-effect mobility µFE, subthreshold swing S), the operating voltages
(threshold voltage Vth, turn-on voltage Von) and the involved currents (ON/OFF current
ratio, leakage current). Before discussing how these values are influenced by material
and device characteristics, a brief introduction to semiconductors is given, followed by a
presentation of intrinsic and extrinsic defects, which lead to non-ideal device behavior.
2.2 A very brief introduction to electrons in semiconductors
Tightly bound electrons are localized close to the atomic nucleus. Their binding energy
is high and they are referred to as core level electrons. Due to the strong localization
close to the core, the broadening of the binding energy is defined by the Heisenberg
uncertainty principle.[30] Less tightly bound electrons may also be present close to the
boundaries of an atom. They are referred to as valence electrons. Due to the weak
spatial localization, the corresponding energy level is sharp. When a solid is formed,
individual atoms are approximated until an equilibrium between attraction and repulsion
is reached. Valence electrons interact with each other. The occupancy of energy levels
by an electron is limited by the Pauli principle.[31] This means that a spatial vicinity of
energetically similar orbitals leads to a dispersion in energy. This dispersion is the origin
of the formation of what is referred to as an energy band.
Under some circumstances, valence electrons enable charge transport and electrical
current, which is why they are further discussed in the following. The solution of the
Schrödinger equation for a quasi-free electron in the periodic potential of a crystal leads
to degeneracy at the Brillouin zone boundaries.1 This degeneracy is forbidden by the
Pauli principle. An adequate correction to the calculation results in energies, for which
no eigenvalues exist. This energy range is thus referred to as the forbidden energy band
gap Eg. In a perfect crystal, the change in density of states at the band edges is described
by a step function.
The energetically highest occupied band is referred to as the valence band, whereas
the lowest (completely) unoccupied band is called the conduction band. If a band is
partially occupied, it can allow a transport of charges, which is the case for a metal. The
band gap is defined as the energy difference between the valence band maximum EVB and
the conduction band minimum ECB. Insulators and semiconductors are characterized by
a fully occupied valence band and a fully unoccupied conduction band at a temperature
T = 0 K. In general, a material is called a semiconductor when the band gap is greater
than 0 eV but does not exceed 3 eV.
The Fermi energy EF is defined as the energy E at which the probability for occupation
with electrons is equal to 1/2. So in the ideal case (meaning no states inside the forbidden
band gap and equal density of states at EVB and ECB) it lies in the middle of the band gap.
1The wave function used for the solution is referred to as Bloch states and describes an electron wave
function, which is modulated by the periodic potential of the lattice.
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1 + exp(E−EFkT )
(2.1)
At 0 K, f (E) is a step function. At T > 0K, it becomes smoother with higher temper-
ature. The energy interval around EF, which is effected by the smoothening is ≈ 6kT . A
fundamental property of a semiconductor is the possibility to change its conductivity
from insulating to conducting. This is governed mainly by the distance of the Fermi
energy from one of the band edges EVB and ECB, which modulates the free charge carrier








N (E)f (E)dE (2.3)
Here, N (E) is the density of states. If EF is more than 3kT from the band edges,3 Equa-
tions 2.2 and 2.3 can be simplified by the Boltzmann statistics, resulting in Equations 2.4
and 2.5. Moreover, N (E) is approximated by the density of states at the valence band























Here, h is the Planck constant, m∗e is the effective mass of an electron and m
∗
h the
effective mass of a hole. It should be noted, that the effective mass of charge carriers plays
an important role for carrier transport, since it is inversely proportional to the charge
carrier mobility of the material µ. It is essentially determined by the degree of spatial
localization of valence electrons in the solid. In thermodynamic equilibrium, charge
neutrality is obeyed, which means n = p. If m∗e ≈ m∗h, the Fermi energy is found in the
middle of the band gap.
2.2.1 General definitions of energy parameters
In order to discuss the energetic properties of valence electrons, which are relevant for
charge carrier statistics, some useful variables have been defined. They are summarized
in Figure 2.1 and the equations therein.
2A hole may be seen as equivalent to an unoccupied electronic state.









Eion F c electron affinity χ = Evac −ECB (2.6)
ionization potential Eion = Evac −EVB (2.7)
work function Φ = Evac −EF (2.8)
band gap Eg = ECB −EVB (2.9)




The carrier concentration of a semiconductor may be significantly altered by external
stimuli which induce excess charge carriers. Such stimuli can be light with an energy
higher than Eg (like in a solar cell) or the application of an external electrostatic potential
ϕ, like in a transistor. The latter is referred to as the field-effect. The simplest field-effect
device is the metal-insulator-semiconductor capacitor (MIS). It consists of the following
sequence of layers, shown in Figure 2.2 (a): a bottom electrode, a dielectric (insulating)
layer, a semiconductor and an ohmic top contact. In this example there shall be no
difference between the work functions of the metal electrode and the semiconductor. The
voltage at the bottom contact can be set to any given value V , whereas the top contact is
grounded.
A spatially inhomogeneous charge distribution ρ(z) along a coordinate z is described










Here, E is the electric field, ϕ the electrostatic potential, εr the relative permittivity and
ε0 the permittivity of vacuum.
The ratio between the potential drops in the dielectric and in the semiconductor is
primarily governed by the corresponding dielectric constants and film thicknesses. The
Fermi energy in the dielectric is sufficiently far from the band edges, so that free charge
carriers can be neglected and the potential changes linearly over the dielectric thickness.
The linear potential is represented by the slope of the band edges of the dielectric in
Figure 2.2 (b).
The potential which reaches the semiconductor at z = 0 is ϕ(0). Along z > 0 over the
thickness of the semiconducting film d, the value of the potential decreases from ϕ(0)
to ϕ(d) = 0 at the top contact. If the semiconductor was free of charges, the potential
10
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Figure 2.2: Schematic representation of a MIS. The semiconductor film thickness is d and
the width of the space charge region is W . (a) Cross-sectional view of the layer sequence.
(b) Energy band diagram under application of a voltage V , represented by the potential
eV , where e is the elementary charge. The potential drop in a semiconductor without
charges would be described by the broken line.
would simply change linearly, as illustrated by the dotted line in Figure 2.2 (b). However
compared to the dielectric, the Fermi energy in a semiconductor lies closer to the band
edges due to the smaller band gap.4 The smaller difference between the Fermi energy and
the band edges means (by Equations 2.4 and 2.5), that with a sufficiently high external
voltage V , a significant increase in the free charge carrier concentration of the semicon-
ductor can be induced. The result is an inhomogeneous charge distribution ρ(z), which
affects the variation of the potential along z according to Equation 2.10.
The relation between the inhomogeneous charge carrier concentration and the po-
tential can be rationalized by the concept of screening. In the case of a metal, the high
carrier concentration is able to screen the electric field and prevent it from penetrating
from the interface into the bulk of the metal. Screening happens also in the semiconduc-
tor, when a considerable amount of charge carriers is induced by the field-effect. As the
carrier concentration decreases towards the bulk semiconductor and the top contact at
ground potential, the screening ability is reduced. So the slope of ϕ(z) continuously de-
creases with increasing z until it asymptotically approaches charge neutrality (ϕ(W ) = 0)
at z =W , which defines the width of the space charge region W . With W < d, the ground
potential applied to the top contact extends into the semiconductor. The higher the free
charge carrier concentration, the more effective is the screening of the potential and the
smaller is W .
It will be shown later in this chapter, that charges in a semiconductor are not exclu-
sively free inside the valence band and conduction band. Dopants and defects can cause
charges at the nuclei, which in turn affect the free charge carrier concentration due to
4A dopant-free semiconductor is considered here.
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charge neutrality and thus the width of the space charge region.
2.3.2 Thin-film transistor
The most widely applied device which benefits from the field-effect is the thin-film tran-
sistor (TFT), first described by Lilienfeld in 1925/1926.[34] Figure 2.3 shows the archi-










Figure 2.3: Schematic representation of a TFT: (a) Cross-sectional view, showing the
voltage application to gate, drain and source (b) drain and source layout in top-view,
showing channel width w and l.
is very similar to an MIS with the difference, that two top contacts are used. Between
these contacts a current can flow through the semiconducting film in planar geometry.
The top contacts are referred to as source and drain, whereas the bottom contact is the
gate. The channel has a length l and a width w. VG is the gate voltage, VS the source
voltage and VD the drain voltage. VS is usually at ground potential, VG induces the field-
effect and VD is set to obtain the desired device operation, which is explained further
below. The accumulation of charges, as it has been described for the MIS, leads to an
increase in current from source (IS) to drain (ID). If the semiconductor is little conductive
at VG = 0 V, which means it has a relatively low intrinsic charge carrier density, the device
works in enhancement mode. If the semiconductor is conductive at VG = 0 V and has to be
depleted by VG in order to become insulating, the device works in depletion mode. The
following description of TFT characteristics is valid for a semiconductor film thickness,
which exceeds the width of the space charge region.
Typical characteristics of a TFT are graphically illustrated in Figure 2.4, together with
the band alignment across the gate dielectric for the different working conditions. Fig-
ure 2.4 (a) shows transfer characteristics, which refers to a change in gate voltage VG at
constant drain voltage VD while measuring the drain current ID. In the linear representa-
tion of ID, the onset of conduction at a specific value of VG is observed, which corresponds
to the turn-on voltage Von. Since Von > 0 V, an enhancement mode TFT is displayed here.
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Figure 2.4: The working principle of a TFT in terms of the correlation of current-voltage
characteristics and Fermi energy in the band gap. (a) Transfer characteristics and energy
band diagram, (b) OFF state, (c) linear regime of ON state, (d) saturation regime of ON
state.
The turn-on voltage is often referred to as threshold voltage Vth.5 For VG < Von, the tran-
sistor is in the OFF state and for VG > Von it is ON. Due to non-ideal effects, which are
covered in Section 2.4, the transition between OFF and ON state is not perfectly sharp,
which appears as a drain current ID > 0 V at VG < Von. Referred to as subthreshold region,
the slope of the logarithmic representation of ID can be evaluated for this range of VG to
obtain the subthreshold swing S.
In the band picture of Figure 2.4 (a), the change in ID with VG can be rationalized as
follows: When increasing VG over the turn-on voltage, an accumulation of charge carriers
at the interface to the dielectric takes place, which is schematically represented by the
entry of the Fermi energy into the conduction band. This mechanism is equivalent to the
field-effect in a MIS structure.
In general, the drain current of a transistor is used in a circuit for further processing
while it is controlled by the gate voltage. Therefore, the output characteristics ID vs. VD
need to be discussed in reference to Figure 2.4 (b)–(d). At first, the OFF state is shown in
which ideally no drain current flows at any VD while VG < Von. Assuming no difference
in work function between the metallic gate electrode and the semiconductor, the bands




of the semiconductor are not subjected to any band bending at VG = 0 V, neither at the
source nor at the drain.
Figure 2.4 (c) schematically shows what happens in the device at VG > Von and for
small drain voltages VD < VG −Von. An accumulation of charge carriers at the interface to
the dielectric takes place, which is uniform with respect to source and drain. At higher
drain voltages above VG − Von, the drain voltage begins to influence the drain current
significantly by counteracting the field-effect, since both voltages are positive (see Fig-
ure 2.4 (d)). Consequently at the drain electrode, the semiconductor is not accumulated
anymore, which results in the effect referred to as pinch-off in the output characteris-
tic and a saturation of drain current. The saturation regime begins once VD surpasses
VG −Von.
In order to describe the drain current as a function of the drain and gate voltage, equa-
tions for the ideal TFT have been developed by Borkan an Weimer.[27, 35] Equation 2.11
shows an expression for the drain current, which is valid in the linear region (i.e. for any
















This leads to a simplified expression at constant VD. It allows for a direct measure of





Equation 2.11 predicts a decrease in drain current for VD > VG −Von. However, this
does bot correspond to the measured characteristics. The drain current remains essen-
tially constant with the value at pinch-off VD = VG −Von. VD can be substituted in Equa-








Due to this dependency of ID(VG) in the saturation regime, the formalism is sometimes
referred to as the square-law.
2.4 Electronically active defects in semiconductors
Instead of having the Fermi energy at mid-gap Eg/2 and n = p, many semiconductors
applied in devices have majority and minority charge carriers. If electrons are the majority
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they are called n-type semiconductors, whereas p-type semiconductors when holes are
predominant. This is generally caused by localized impurities or defects, which have
charge transition states inside the band gap. During the switching of the TFT, part of the
induced potential is consumed for the charging/discharging of the impurities of defects.
In turn, part of the charge calculated by
∫ d
0 ρ(z)dz is not free (either contributing to n or p)
but is bound at atomic nuclei. The impact of impurities or defects on TFT characteristics
is discussed in this section.
2.4.1 Dopants
In general, dopants are intentionally introduced impurities which influence the charge













NDj (1− f (EDj)), (2.15)
here shown for an arbitrary number of acceptors with a density NA and donors with a
density ND. For each dopant, the density of ionized dopants N−A and N
+
D with respect to
the total dopant density NA and ND is governed by the distance of the Fermi energy to
the respective dopant level EA and ED according to Equations 2.16 and 2.17.
N−A =
NA










The symbols gA and gD are the respective ground-state degeneracy of the impurity
level. These shall be shortly explained for a monovalent dopant: Such a level can be
occupied by electrons with two types of spins, so it appears as two available sites in
carrier statistics while it is unoccupied. However once occupied, it holds its maximum
charge and appears in carrier statistics as a single level. Consequently gD for donors
becomes 1/2 whereas gA for acceptors is equal to 2.[36]
Shallow dopants have a charge transition state within 3kT from one of the band edges,
so that the electron or hole is contributing to the free carrier density. An active donor
is positively charged, when an electron has been ionized from the donor state to the
CBM. An active acceptor is negatively charged, when an electron has been ionized from
the VBM to the acceptor state. Deep dopants cannot directly contribute to free charge
carrier density, but they have an influence as compensating defect. To illustrate charge
neutrality and free charge densities in a semiconductor with different types of defects,
charge densities (free and localized) are graphically displayed with respect to the Fermi
energy in the band gap in Figure 2.5. Table 2.1 summarizes the doping conditions and
the resulting hole carrier density and Fermi energy with a band gap of 2 eV.
Since the only shallow dopant in the example is an acceptor, the material is p-type in
all four cases. A rather high hole concentration is present in the uncompensated case (a).
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Figure 2.5: Charge densities multiplied by the respective charge q of a semiconductor
with a band gap of 2 eV at 300 K and different dopant densities are displayed with respect
to the Fermi energy: (a) A shallow acceptor at EA1, (b) plus a deep compensating donor
at ED with NA1/ND = 0.9, (c) a shallow acceptor and a deep compensating donor with
NA1/ND = 1, (d) plus a deep acceptor EA2. (e) The occupation of the respective states
equivalent to (d) is shown by superposition of band and dopant density of states (black)
and the Fermi distribution (gray, after Equation 2.1).
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Table 2.1: Values of free hole concentration and Fermi energy obtained from Figure 2.5.
(a) (b) (c) (d)
NA1 (cm−3 × 1017) 1 1 1 1
NA2 (cm−3 × 1017) - - - 0.5
ND (cm−3 × 1017) - 0.9 1 1
p (cm−3) 9× 1016 9× 1015 4× 105 6× 1013
EF (eV) 0.15 0.21 0.83 0.33
n is negligibly small, so Equation 2.15 becomes p = N−A1. With the occurrence of a deep
donor in case (b), p decreases one order of magnitude. Now, the hole concentration rather
depends on NA1 −ND than on the absolute value of NA1. Even though the donor state
is too deep to produce free carriers (electrons), it has significant influence on charge
neutrality by compensating part of the acceptors. Since all donors are fully ionized at the
Fermi energy of 0.21 eV, Equation 2.15 can be simplified to p =N−A1 −ND. Case (c) shows
a compensation ratio of NA1/ND = 1. This practically eliminates all free charge carrier
and puts the Fermi energy close to mid-gap.6 From these characteristics, the behavior of
the material should be similar to a defect-free band gap. However, a large concentration
of charged defects (2 × 1017 cm−3) is present in the material, which on the one hand
act as scattering centers and reduce carrier mobility and on the other hand restricts the
allowed range of the Fermi energy by a mechanism referred to as Fermi level pinning.
This is further explained in case (d), where an additional deep acceptor is introduced.
Without contributing directly to p, it adds additional negative charge to Equation 2.15
by p =N−A1 +N
−
A2 −ND and thus shifts the Fermi energy towards the VBM, which allows
more holes to be created by the acceptor A1. Furthermore, the high negative total charge
for EF > 0.4 restricts the Fermi energy to lower values. If the Fermi level is artificially
increased, for example by using the semiconductor shown in case (d) in a MIS capacitor
and putting it under positive bias, a space charge region of ionized defect is developed at
the interface to the dielectric, which counteracts an increase in Fermi energy. The higher
the density of ionized defects with respect to the free charge carrier density for a given
Fermi energy, the more effective is this pinning mechanism.
Figure 2.5 (e) illustrates the occupancy of states according to Equations 2.2 and 2.3
(however using the Boltzmann approximation 2.4 and 2.5 for the intrinsic charge carriers)
and will be used for the explanation of trap states in the following subordinated section.
Discrete defect levels are displayed with a finite energy distribution, for the purpose of a
more comprehensive graphical representation.
6The Fermi energy is not exactly at mid-gap since EA1 −EVB , ECB −ED.
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2.4.2 Effects of defects under external bias
In thermodynamic equilibrium, the density of states in the band gap is responsible for the
generation of free charge carriers, according to the mechanisms outlined in Section 2.4.1.
When excess charge carriers are generated, for example by the field-effect, states in the
band gap can capture free charge carriers, acting as trap states. This shall be outlined for
hole charge carriers.
Any defect (shallow or deep), which can be oxidized can act as a hole trap. This means
an occupied (neutral) donor can capture a hole as well as an occupied (negative) acceptor.
The charge state is mediated by the Fermi energy, the temperature and the trap state
energy, whereas the capture cross-section of the defect determines the efficiency of the
process.[37] As an example, the situation in Figure 2.5 (d) and (e) is considered. The only
defect, which is capable of capturing a hole is A1. However, when this material is used as
a p-type channel, majority charge carriers are accumulated and the Fermi level is moved
below EA1, which means, that some of the positive charge is consumed to neutralize A1.
Consequently, a higher gate voltage is required to induce a the free charge density, which
would be present in a defect-free channel material. Hence, the presence of trap states has
a negative effect on field-effect mobility.
A high density of charged acceptors A1 in the unbiased state implies, that the semi-
conductor has a rather high intrinsic charge carrier density, causing a high OFF current
and a negative Von. However, if the material is highly compensated, the intrinsic free
charge density may be low. Nevertheless, a large amount of localized charges is present
in the material, which deteriorates the drain current modulation of the device.
2.4.3 Intrinsic point defects
In Section 2.3, the field-effect has been described for a semiconductor, which does not
constrain changes of the Fermi energy within the band gap. This is the case for elemen-
tal semiconductors like silicon and germanium. Also GaAs behaves like this, which is
ascribed to its small band gap. The carrier type and concentration can be almost de-
liberately chosen by the introduction of extrinsic dopants. Compound semiconductors
of higher band gap often have rather high equilibrium defect concentrations, which are
of intrinsic nature. High defect concentrations induce Fermi level pinning, according to
the mechanism described in Section 2.4.1. Furthermore, defect formation energies are
dependent on Fermi energy, once a defect is charged. Consequently, the equilibrium
defect concentration is dependent on Fermi energy, which is referred to as self-compensa-
tion. Intrinsic defects are the reason that a certain majority carrier type is associated to
most semiconductors with a high band gap, which is particularly encountered in oxide
semiconductors.[38] In such materials it is impossible to induce minority charge carriers
by a field-effect, which is the typical working principle of silicon-based transistors, for
example. Oxide semiconductors in a TFT can only be switched from a partially depleted
state to majority charge carrier accumulation. For this reason, the terminology threshold
18
2.4. ELECTRONICALLY ACTIVE DEFECTS IN SEMICONDUCTORS
voltage (see Section 2.3.2) technically is of no relevance to oxide-based devices, since it is
defined as the gate voltage necessary to induce a band bending in inversion of twice the
flat-band voltage.[26] In an ideal accumulation-type device, no band bending exists and
the channel region can even be treated as a two-dimensional layer.[39]
The mechanism of self-compensation shall be described in more detail. Compound
semiconductors are able to form intrinsic point defects by the creation of vacancies, in-
terstitials, anti-site defects or even complex combinations of the these. Under thermody-
namic equilibrium, the change in Gibbs free energy ∆Gf upon introduction of an intrinsic
defect to the solid is used to obtain information on its concentration c. The Gibbs free
















The dominant contribution to ∆Gf in a closed system at low temperature and low
pressure is the defect formation energy ∆Ef.[28] When the number of particles is not
conserved upon defect creation, then ∆Gf depends furthermore on the sum of chemi-
cal potentials µi of the components i and the respective number of exchanged particles
ni. In oxides, the chemical potential of oxygen is closely related to the oxygen partial
pressure. This is why the latter plays an important role for defect properties of oxide
semiconductors.
If a defect has a charge transition state in the band gap, it can carry the charge q. Then
the energy difference between the Fermi energy and the charge transition state of the
defect Edefect adds another contribution to ∆Gf. The relation of ∆Gf to the Fermi energy
is schematically illustrated in Figure 2.6 for the same doping as in Figure 2.5 (d) and (e).
It can be observed in the figure how ∆Gf becomes dependent on EF once a defect is
charged (q , 0). In order to represent the defect concentrations used in Figure 2.5, ∆Gf
has to correspond to the concentrations NA1 =ND = 1017 cm−3 and NA2 = 0.5× 1017 cm−3.
These two values of the Gibbs free energy are shown by the broken lines. However, at
charge neutrality the acceptors A1 are negatively charged and the donors D positively
charged. Consequently, ∆Gf at charge neutrality is lower than for the neutral defects A1
and D. The reduction of ∆Gf is in each case given by q (EF −Edefect).
For certain Fermi energies, ∆Gf becomes negative, which is unphysical. However,
∆Gf = 0 eV may be interpreted as a spontaneous formation of the corresponding defect.
Using the example shown in Figure 2.6, this means that self-compensation limits the
Fermi energy to values below 1 eV by the creation of additional acceptor defects A1.
Defects are not necessarily homogeneously distributed inside the material. ∆Gf at
grain boundaries, surfaces and interfaces are most probably different from the bulk ma-
terial. Any boundary of a grain represents a finite border to the periodic lattice. Con-
sequently, the formation energy ∆Ef may be significantly altered. Also the chemical
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Figure 2.6: Gibbs free enthalpy ∆Gf of
defect formation is shown with respect
to Fermi energy according to Equa-
tion 2.18. The doping is equivalent
to Figure 2.5 (d) and (e). The broken
lines represent ∆Gf corresponding to
NA1 and ND (1017 cm−3) as well as to
NA2 (0.5 × 1017 cm−3). The horizontal
gray line represents charge neutrality.
potential µi can be different, for example if the diffusivity of one component of the ma-
terial is significantly enhanced along the grain boundary. The result is a different defect
concentration in the grain boundary than in the grain interior. Depending on the charge
of the segregated defects, changes of the electrostatic potential around the boundary
occur.[40–42]
2.4.4 Extrinsic defects by oxidation/reduction
A compound is thermodynamically stable when the chemical potential of each compo-
nent i lies within a certain range µi ≤ µmaxi . Beyond this range, oxidation or reduction
may occur provided the components allow more than one oxidation state. In oxides,
the oxygen partial pressure plays an important role for the oxidation state of the metal
species, similar to the intrinsic defect formation energies. For example, in a binary oxide
at µO close to µ
max
O , a rather high concentration of metal vacancies or oxygen interstitials
may be present. When µO surpasses µ
max
O and in case higher cation oxidation states exist,
metal cations get oxidized. Similar to intrinsic defects, oxidation (or reduction) may occur
preferentially at crystallographic defects, grain boundaries, interfaces or surfaces, due to
the dependency on the chemical potential.
2.5 Morphology
At first, the mechanisms which can lead to an influence of morphology on charge carrier
transport are presented. Then, the ones which are specifically relevant for Cu2O are
discussed in more detail.
A monocrystal consists of one crystallite which expands up to the macroscopic delimi-
tations of the sample. Apart from intrinsic point defects, 1-dimensional line defects may
occur, which are stacking faults such as edge or screw dislocations. Strictly speaking,
interfaces and surfaces are also defects, since they represent a disturbance to the peri-
odic lattice, which is the basis for the discussion of the quasi-free electron in a periodic
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potential, presented in Section 2.2. A polycrystal consists of differently orientated grains,
which are connected by grain boundaries, a 2-dimensional crystallographic defect. Mor-
phology, also referred to as microstructure, describes the shape, size and orientation of
crystallites in a polycrystalline material. If orbital geometries at the VBM and/or CBM are
anisotropic, electronic properties in this case will be different for current passing through
a grain boundary, than for current inside the grain. However, this only has influence
on respective charge carriers mobilities, if the mean free path of electrons λe exceeds
the distance between scattering centers, which in case of grain boundaries is equivalent
to the grain size. The mean free path of electrons can be calculated with the following
equation.[40, 43]








The symbol τ is the time between individual scattering processes, vtherm the thermal
velocity of charge carriers and m∗h the effective charge carrier mass (here shown for holes).
Another mechanism, which can cause additional scattering at grain boundaries is
related to a potential barrier at the boundary. This is formed when majority carriers are
captured at defect states in the grain boundary. Due to charge neutrality, a depletion
region is consequently formed around the boundary, which represents a barrier for major-
ity charge carrier transport.[44] Depending on grain size and width of the depletion, this
can also have significant influence on charge carrier concentration. The original model to
describe this type of scattering was given by Seto.[45]
A third type of mechanism is encountered, when the grain boundary contains fixed
charges of the opposite sign as the majority charge carriers. Then, an accumulation of the
latter results from charge neutrality. The accumulation itself does not form a potential
barrier for the charge carrier. However, the ionized impurities in the barrier still act as
scattering centers.[46, 47]
The origin of the defects, which cause a fixed charge in the grain boundary may simply
be the broken symmetry at the boundary. A covalent semiconductor like silicon ends up
with dangling bonds in the middle of the band gap. If the material is doped, dangling
bonds always capture majority charge carriers and cause a barrier at the grain boundary.
In a more ionic compound like a metal oxide, the sign of the fixed charge with respect to
the majority charge carriers depends on the defect structure at the interface between the
grains.
Structural disorder and mobility of n-type and p-type oxides
The meaning of structural disorder for amorphous oxide semiconductors shall be shortly
commented here, as this technology has significantly stimulated research on p-type ox-
ide materials for transparent electronics.[48] If a material has no long-range order, it is
referred to as amorphous. The lack of a periodic structure implies, that the band model
cannot be applied for these types of materials. However, the electrical properties of an
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amorphous material may be similar to the respective monocrystal if the current-carry-
ing energy band is primarily of isotropic geometry.[49] For example, this is the case of
a strong contribution of metal s-orbitals to the conduction band minimum.[50] Due to
orbital isotropy, the missing spatial order is partially compensated and a Gaussian-dis-
tributed distance to neighboring atoms is found. The equivalent to a band edge is then
also rather Gaussian-distributed. The consequence is a certain amount of states “tailing”
exponentially into the band gap, which are referred to as tail states. Their density is
inverse to the degree of isotropy of the current-carrying orbital.
The high electron mobility in the amorphous state of n-type AOS is mainly due to
the orbital configuration at the conduction band minimum,7 dominated by metal ions of
(n − 1)d10ns0 configuration.[48, 50] When the quantum number n is at least equal to 5,
the radius of the spherical s-orbital is sufficiently large to create a continuous8 path for
conducting electrons by the overlap between neighboring atoms.[49] The result is a high
electron mobility. Another consequence of the strong s-orbital overlap is the low density
of tail states, which enables a fast switching between the ON and OFF states of a TFT.
Quite contrasting, the valence band maximum in a metal oxide is typically dominated
by the oxygen 2p character, based on the molecular orbital theory. These orbitals are
anisotropic and rather localized, compared to metal s-orbitals and thus do not allow for a
continuous conduction of holes. Only when there is a comparatively strong contribution
of metallic orbitals to the valence band maximum, the necessary orbital overlap for con-
tinuous conduction may occur. This is the case in oxides, which contain Cu(I) or Sn(II),
for example.[8, 51]
2.5.1 The structure zone model
The relations between growth conditions and morphology and available models for in-
cluding inhomogeneities to the analysis of electrical properties are presented in the fol-
lowing paragraphs. The information on thin film morphology is to large extend taken
from a book by Ohring.[29]
The factors which determine film morphology by deposition from the vapor phase
have lead to structure zone models (SZM), which relate morphology to the deposition
conditions. The significant processes are shadowing, surface diffusion, bulk diffusion
and desorption. The first one is purely geometric, involving amongst other influences the
surface roughness of the substrate. The other three processes depend on the temperature
at the substrate surface Ts in relation to the melting point of the film material Tm.
The first structure zone model has been developed by Movchan et al. for evaporated
metallic and oxide thin films.[52] The main parameter, which determines the growth zone
is Ts/Tm. A more refined model has been developed by Thornton for metallic thin films
7Note that the band theory based on Bloch states in fact does not apply in a non-periodic lattice. Instead
of bands, the term mobility edge may be used.[24]




by sputter-deposition.[53] This model includes additionally the inert gas pressure during
deposition, which is influencing the particle energy. Both authors identified three main
zones of distinct grain growth, however with slightly different transition temperatures.
Consequently, when a rough estimation of the three zones is needed, the original SZM by
Movchan et al. is sufficient, as has been recently published for samples of Cu2O.[46]
Three zones have been identified by Movchan et al.:
• Zone 1 at Ts/Tm < 0.3 features “cauliflower-type” grains with voids in the grain
boundaries. Shadowing effects are pronounced due to low adatom diffusion.
• Zone 2 at 0.3 < Ts/Tm < 0.45 features rather columnar grains without voids in the
boundary. Surface diffusion now influences the growth and grains become larger
with increasing temperature.
• Zone 3 at Ts/Tm > 0.5 features comparatively large grains of isotropic dimensions
as the growth is dominated by bulk diffusion.
In addition, Thornton described a transition zone between zone 1 and 2, consisting of
rather fibrous grains, which however was later characterized as a sub-zone of zone 1.[54]
In order to find a relationship between the growing lateral grain size in zone 1 and the
increasing thickness, computer simulations have been performed by Messier et al..[54–
56] The authors started with a random distribution of seeds on the substrate surface. A
power-law dependency was used to describe the shape of each grain growing, given by
Equation 2.20.
d ∝ Lngrain (2.20)
In this way, the thickness d increases along the y-direction as the lateral grain size Lgrain
increases along x. Since the macroscopic dimensions along x are fixed, some cones stop
growing as their boundaries insect with other grain boundaries. If various values of n are
used during the simulation, the cones with higher exponent preferentially stop growing
on the expense of others. If a uniform n is used, the competition between grains is random.
Figure 2.7 shows cone shapes for different exponents n and an example for a morphology
















Figure 2.7: (a) The shape of individual
grain cones is shown for different expo-
nents n. (b) A model morphology for
n = 1 is suggested.
23
CHAPTER 2. FUNDAMENTALS
2.5.2 Models for inhomogeneous electrical properties
In polycrystalline semiconductors, generally the morphology has an effect on electrical
properties, when the ratio of conductivity inside the grains σgrain and conductivity in
the grain boundary σGB is different from unity. Most literature intends to model highly
resistive boundary layers, a rather common situation in polycrystalline thin films.[40]
Most geometrical models to describe the macroscopic electronic properties of systems
consisting of two components make use of approximations due to σGB << σgrain.[40]
However, this limitation cannot be applied in the case of polycrystalline copper oxide.[14,
15, 57] Hence, in the following paragraphs selected literature is presented, which is not
limited to the case σGB << σgrain. Most of the information presented here is taken from a
comprehensive review by Orton et al., as well as from a book by Shik.[40, 58]
The first model described by Volger was based on the assumption of cubic grains,
surrounded by a grain boundary medium.[59] Lipskis and Heleskivi further developed
the original formalism, based on the same geometry.[60, 61] A schematic representation
of the model morphology is shown in Figure 2.8 (a). There is an important limitation to
the applicability of the cubic matrix model. If LGB << Lgrain, an unrealistic edge effect
occurs in region 4. If LGB >> Lgrain, the edge effect occurs in region 1. The problem can
be solved by limiting the analysis to either of the two cases. Volger, Lipskis and Heleskivi
have analyzed the case LGB << Lgrain by including region 4 into region 3. Furthermore,
they limited their analysis to the case σGB << σgrain, which allowed certain simplifications.
The Orton model
An effective resistivity, which is valid for any ratio of σGB/σgrain is provided by Orton et
al..[40] It is based on the equivalent circuit shown in Figure 2.8 (b).[40] The resistances
R and currents I in the regions 1, 2 and 3 are given by the following equations, where Vi












Figure 2.8: (a) The cubic matrix model morphology. The numbers indicate the different




circuit serves to derive also equations for Hall effect measurements, there are two resistors



















































) = [ 1 + β
σgrain [1 + 2αβ (1 + β)]
+
β
σGB (1 + β)
]−1
, (2.27)
with α = σGB/σgrain and β = LGB/Lgrain. Orton et al. then derived an equation which
predicts the effective Hall coefficient R∗H, based on the same equivalent circuit. However,
only the limiting case of a much less conductive grain boundary with respect to the grain
interior is regarded in order to simplify the equations. For this reason, their equation for
R∗H cannot be applied to the case of copper oxide.
The Mathew model
An alternative to the cubic matrix model has been provided by Mathew et al..[62] The
equation for the effective conductivity of this model is equivalent to the one of the cubic
matrix model (Equation 2.27) as long as LGB << Lgrain. However, the authors devel-
oped the basic equations for σ ∗ and R∗H without any limitations regarding LGB/Lgrain and
σGB/σgrain.[40, 62]
The derivation of the equations is relatively complex, which is why only the concept
is presented here. The model considers a mixture of spheres, which all have a core of a
certain conductivity and a shell of another conductivity. In order to fill voids between
the spheres, various diameters are considered simultaneously. The authors have shown,
that as long as the ratio of core and shell radius is the same for all spheres, the potential
in one sphere is independent of the potential of the spheres surrounding it. Hence, they
could represent the effective conductivity and Hall coefficient by calculating it for a single
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Figure 2.9: Schematic illustration of the composite
sphere model.
sphere. The geometry of the sphere is schematically shown in Figure 2.9. For convenience,
the same terminology is used as above, which means the core is referred to as the grain
interior and the shell is equivalent to the grain boundary. Then the radius of the core is
Lgrain/2 and the radius of the core plus the shell is (Lgrain +LGB)/2. The symbol X means




















































An experimental study of an insulator-conductor composite has been reported, which
had a structure of rather large insulating particles in a matrix of conductive material.[63]
This had been achieved by dispersing graphite powder into molten wax, which then was
solidified under stirring. The resulting structure consists of wax particles surrounded by
a comparatively fine-grained layer of conductive graphite. The experimentally obtained
conductivity of the composite of different volume fractions of conductive material has
been reported. The model by Mathew was not applied by the authors. Instead, an analysis
using the finite-element method (FEM) has been reported by Nakamura.[64] The author
modeled a two-dimensional network of conductive channels around a periodic lattice
of non-conductive grains with an idealized geometry (triangles, squares and hexagons).
Since the solution was obtained numerically, no analytic equation for the effective con-





More recently, cerium oxide has been shown to have an increased grain boundary con-
duction, when deposited on SiO2.[65] Data had been obtained by measuring the films
conductance in planar geometry at different thicknesses. The conductance versus thick-
ness curves showed a positive ordinate intercept. A model has been developed to account









Figure 2.10: (a) The model of the film morphology is shown, as used by Göbel et al..[65]
The symbols w and l are the width an length, defined by the electrodes, L is the grain size
and d the film thickness. (b) The two parallel currents through the grain boundary (red
arrow) and through the grains (blue arrow) are illustrated, together with the respective
reduced conductances Y .
Due to σgrain < σGB, only the grain boundaries parallel to the current flow are assumed
to contribute to conduction, as long as the lateral grain size Lgrain is significantly higher
than the grain boundary width LGB.
To build up the model, the number of parallel grain boundariesNGB is counted accord-
ing to the width of the planar contacts w and the grain size Lgrain. Note, that here each
grain counts one grain boundary of a width LGB whereas, the original article considered





The conductance G is calculated as a parallel connection of the monocrystalline con-
ductance G∞ and all grain boundary conductances GGB. This implies, thatG∞ is assumed
to be unaffected by the grain boundaries.
G = G∞ +NGBGGB (2.34)
Furthermore, the reduced conductances Y∞ = G∞l/w and YGB = GGBd/l are used,
which lead to the final equation:




The grain sizes have been found to be a function of film thickness and can be approxi-
mated by linear dependency. This is valid for the investigated thickness range between
40 nm and 200 nm. In order to compare this model to the others, which are presented in
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this section, it is useful to derive an equation for σ ∗, based on the same equivalent circuit
of a simple parallel connection. Then each grain has a contribution coming from the
grain interior and from the boundary. Each one simply scales with the respective fraction.
This is expressed by Equation 2.36.







A comparison of the models
At this point, three different expressions for σ ∗ have been presented. In order to visualize
to which extend the analysis by Orton, Mathew and Nakamura differ from each other, the
predicted dependencies are graphically illustrated in Figure 2.11. The grain boundary
width was fixed to LGB = 0.5 nm, which is within the range suggested by Göbel for an
accumulated boundary layer, with respect to the grain interior.[65] A normalization of σ ∗
is done by
(






in order to compare the models by Orton, Mathew
and Göbel to the data published by Nakamura. With the normalization, any ratio of
σGB/σgrain > 1 can be used.
For the analysis by Orton and Mathew, the volume fraction X relates to the grain size
and grain boundary width according to Equations 2.37. Note, that the grain boundary
volume fraction is displayed on reversed axis in Fig. 2.11 (a) and (b) to facilitate the










In the analysis by Göbel, the grains are cuboid, extending in the direction perpendic-
ular to the surface over the entire film thickness. Consequently, X is calculated with a
different exponent, given in Equation 2.38. Note, that grain boundaries perpendicular











Figure 2.11 (a) shows, that the results of Nakamura are very similar to the ones ob-
tained by Mathew. As Nakamura changes the grain geometry from triangles, to squares
and hexagons (not shown here) the curve moves towards the results obtained by the com-
posite sphere model by Mathew et al.. This is reasonable, since the grains successively
become more spherical. Note, that the analysis by Nakamura was conducted in two di-
mensions but the results are similar to the three-dimensional model by Mathew et al..
The analysis described by Orton deviates considerably from the other two calculations at
high volume fractions of grain boundaries. This is most likely due to the limitation of the
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Figure 2.11: Effective conductivity models are comparatively displayed with respect to
(a) grain boundary volume fraction and (c) grain size, following the relation volume
fraction–grain size shown in (b).
Nakamura. However, an underestimation of conductivity at high grain boundary volume
fractions is observed in comparison to the other models, which may be expected since the
model neglects grain boundaries perpendicular to the current flow. Figure 2.11 (b) shows
how Lgrain relates to the grain boundary volume fraction for the models by Orton and
Mathew, as well as by Göbel. This gives rise to the representation in Figure 2.11 (c), illus-
trating the range of grain size, within which a strong effect on the effective conductivity
is observed.
Considerations on applicability of the models to experimental data of Cu2O thin
films
In Chapter 5, data from two types of electrical measurements of inhomogeneous Cu2O
thin films are presented. First, the in situ conductance of thin films between < 1 nm and
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250 nm thickness is analyzed with respect to thickness. Then, results from Hall effect
measurements of Cu2O samples with different grain sizes are discussed.
In the analysis of conductance with respect to film thickness, a grain size in a similar
range as the film thickness may potentially be encountered at the lowest thicknesses.
Consequently, the model described by Orton may not be applied to interpret such data.
Due to the columnar morphology of the growing thin film, the model by Göbel et al. is
more adequate than the one by Mathew et al.. Firstly, the model by Mathew et al. requires
a constant ratio between the core and shell radii for all spheres. The constant ratio means
the grain boundary grows simultaneously with the grains. This is in contrast to the
morphology of polycrystals, which typically features a constant grain boundary width.
Secondly, the absolute size of the sphere is not restricted for a certain volume fraction
of conductive phase. This is also in contrast to the morphology of polycrystals, which
typically have an average grain size with a deviation from the mean value in the range of
20–40 %, when determined by scanning electron microscopy.[46]
In the model by Göbel et al., the grain size is assumed to be uniform for a certain
thickness. The authors could make this simplification to the grain growth model by
Messier et al., since their films where rather thick and indeed showed a uniform lateral
grain size throughout the whole thickness.[65] In order to apply the model by Göbel et al.
to a film of non-uniform grain size, an integration step has to be included. The complete
calculation is described in Section 5.1.4.
The interpretation of results by Hall effect measurements of samples with different
grain sizes is tentatively done using the model by Mathew et al.. In the limiting case
of σGB > σgrain, it is the only model which includes an analytic expression for the Hall
coefficient. However, the model geometry the equations are based on differs significantly
from the morphology of Cu2O. Whether or not the model can be applied to interpret the
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2.6 Cu2O material properties and state of the art of thin-film
transistors
The rectification of the Cu/Cu2O junction and hence the semiconducting nature of Cu2O
is known since 1926.[66] Since then, numerous scientific reports have been published to
elucidate the material’s properties. Most relevant literature is summarized in the PhD
thesis of Francesco Biccari,[67] and in a comprehensive review by Bruno Meyer et al..[19]
Together they provide a good overview on the current understanding of this material.
Since a full review on this material is available in literature, Section 2.6.1 focuses on the
electrical properties and their correlation to (intrinsic and extrinsic) defects.
The development and state of the art of p-type TFTs from Cu2O has been recently
reviewed by Al-Jawhari et al..[68] A recent, more general review on p-type oxide TFTs
can also be found in literature.[69] Section 2.6.2 focuses on the development of TFTs with
Cu2O by physical vapor deposition. A comparison of a few general properties of copper
and copper oxides from literature is given in tables 2.2 and 2.3.
Table 2.2: General properties of copper and copper oxides (part 1), *sputter-deposited.
The structural data is taken from the respective ICDD entries; Cu: PDF 00-004-0836,
Cu2O: PDF 00-005-0667, Cu4O3: PDF 01-083-1665, PDF CuO: 00-045-0937
Cu Cu2O
oxidation state Cu(0) Cu(I)
name Copper Cuprite
cuprous oxide
crystal structure cubic cubic
lattice constant (Å) a = 3.615 a = 4.2696
band gap (opt.) (eV) - 2.17[70] (2.45)[71]
dielectric constant ∞ ≈ 7[72]
conductivity* (S cm−1) 5× 105[71] 10−5 − 3× 10−3[19, 71]
Table 2.3: General properties of copper and copper oxides (part 2).
Cu4O3 CuO
oxidation state Cu(I) and Cu(II) Cu(II)
name Paramelaconite Tenorite
cupric oxide
crystal structure tetragonal monoclinic
lattice constants (Å) a = 5.837 a = 4.6853
c = 9.932 b = 3.4257
c = 5.1303
β = 99.549◦
band gap (eV) 1.34 or 2.47[71] ≈ 1.5[57]
dielectric constant - 5.8− 10.5[18]
conductivity* (S cm−1) 10−3[19, 71] 10−2 − 1[18, 19, 57]
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2.6.1 Defects in Cu2O
Probably the most important figures of merit, which determine whether a semiconductor
has chances to be successfully applied in a majority charge carrier device like a TFT, are
the respective charge carrier concentration and the mobility.9 As described in Chapter 2,
the carrier concentration is related to the band gap and doping. The modulation of the
carrier concentration by external influences has to obey charge neutrality (Equation 2.15),
which is intimately linked to the concentration of defects and their charge state. The
highest reported mobility of a monocrystalline Cu2O is µ = 100cm
2V−1s−1,[9] which is
associated to an effective hole mass of m∗h = 0.58 ·m0 in units of the free electron mass
m0.[73] According to Equation 2.19 of Section 2.5, the mean free path of hole charge
carriers at room temperature is λe = 4.7 nm. In a polycrystalline material, scattering at
grain boundaries due to the broken crystal symmetry would occur for grain sizes below
this value. However, high-resolution transmission electron microscopy showed a grain
diameter of at least 10 nm, when thin films have been deposited by magnetron sputtering
at room temperature.[74] Hence, scattering at grain boundaries is not a dominant mech-
anism in such samples. Instead, the mobility is limited by charge carrier scattering at
phonons and charged defects (i.e. ionized impurities).[10, 22, 46, 75] The possible defects
in the material are the subject of the following subordinated sections.
Intrinsic point defects in Cu2O
Many experimental studies and theoretical calculations have been published, which try to
resolve the point defects structure of Cu2O. Experimental data on point defect formation
enthalpies has been mainly obtained by gas volumetric analysis,[76] chemical analysis
of quenched samples,[77] coulometric titration[78, 79] and thermogravimetry.[80–82].
The intrinsic defects are widely discussed for being responsible for self-diffusion.[83–86]
Electronic defect properties have been predominantly investigated by conductivity[14,
82, 84, 87, 88] and Hall effect measurements at different temperatures.[9, 17, 46, 74, 75,
89–91] The list of cited works does not intend to be exhaustive, but it is sufficient to
outline the current understanding on this material. As representative studies, the works
by Brattain and Bloem on bulk samples shall be presented in more detail below.
As early as 1951, the important work by Brattain has shown Cu2O to be a compensated
material.[17] He analyzed the activation energy for temperatures between 170 K and
≈ 700 K. A fit to the data had to reproduce not only the slope, but also the saturation
of majority charge carriers at high temperature. In case of an uncompensated material
of the same carrier concentration, he found the saturation value would have to be in
the order of NA = 1020 cm−3. However, the experimentally observed saturation is in the
range of 1014–1015 cm−3. This can be explained by a compensated situation, in which the
saturation value gives NA−ND. Brattain further analyzed the depletion layer capacitance
9Minority charge carrier life time and diffusion length are only important when electron-hole pairs are
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of a Cu/Cu2O Schottky barrier and obtained the same value of NA −ND. By comparison
of a set of different samples, he found the dopant density to vary between 1014 cm−3 and
1016 cm−3. The energy level of the main acceptor is found at 0.3 eV above the valence
band maximum. The potential drop in the semiconductor due to the Schottky barrier to
metallic copper is 0.5 eV.
A few years later, Bloem confirmed the main acceptor state to be due to copper va-
cancies and introduced the concept of oxygen vacancies as dominating donor.[92, 93] His
conclusions were based on photoluminescence measurements at low temperature. The
assignment of the three main signals in the spectrum due to VCu (1.36 eV), V
+
O (1.51 eV)
and V++O (1.72 eV) are consistently used in photoluminescence studies.[19, 94] Based on
this result, a hole trapping level in Cu2O transistors was assigned to oxygen vacancies.[20,
22]
As a complement to experimental results, several theoretical calculations by density
functional theory (DFT) have helped to obtain a better understanding of the nature of
dopant point defects in Cu2O.[95–100]: The main acceptor type defect is the copper
vacancy VCu, which may also exist in a paired configuration, referred to as split-vacancy
VsplitCu . The formation energy of V
split
Cu is slightly higher[96] or equal to the one of VCu.[98]
A common result from the reported DFT calculations is, that the Gibbs free enthalpy
of copper vacancy formation becomes negative at Fermi energies above 0.5–1 eV. This
shows the self-compensation of the material, which constrains the semiconductor to p-
type conduction. The split-vacancy VsplitCu has a deeper charge transition state than the
simple vacancy. It should be noted, however, that in the presence of doubly-positive
metal ions, for example Mg(II) and Sr(II), a complex is formed with two copper vacancies,
which has a comparatively low acceptor level of 0.1 eV.[101–103]
The donor-type defect with the lowest formation energy, which has a transition en-
ergy inside the band gap is the copper interstitial. Only at Fermi energies close to the
valence band maximum and under copper rich conditions, the formation energy becomes
similar to the one of copper vacancies. Oxygen vacancies VO are present, even with sim-
ilar concentrations as the main acceptor in some conditions.[99] However, their charge
transition level lies within the valence band, which means they do not contribute any
charge to the system and cannot cause hole capture.[38, 98] By considering hydrogen as
an omnipresent element in ambient atmosphere[104], a donor level in the band gap with
a reasonably low formation energy is found, more precisely hydrogen at an oxygen site
HO.[100] The formation of this defect requires a vacant oxygen site and is thus related
to the concentration of VO. Besides hydrogen, another possibility of a stable donor state
is given by the formation of defect complexes, which is addressed in the next section.
Note, that the exact energetic level of the donor defect is not relevant for the analysis,
since it is ionized under all conditions. Figure 2.12 (a) schematically illustrates the charge
transition levels in the band gap, as obtained from selected calculations (see references
in the figure caption).
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Carrier concentration and mobility show some changes, when the material is de-
posited as thin film (≤ 1 µm). Recent experimental results from reactively sputtered
Cu2O thin films,[46, 74] as well as of epitaxial thin films by pulsed laser deposition,
shall be considered.[10] As general trend in polycrystalline thin films, hole concentration
increases and hole mobility decreases with decreasing grain size.[74] Accordingly, the
acceptor concentration increases and the compensation ratio decreases.[46] In epitaxial
films a similar trend is found in dependence on the domain size.[10] The acceptor density
of sputter-deposited polycrystalline thin films can exceed 1018 cm−3. Furthermore, the
Arrhenius plot is not linear anymore for lower grain sizes, which suggests the existence of
more than one acceptor defect level.[46] The activation energies of Cu2O thin films from




















Figure 2.12: (a) Schematic illustration of the main defect levels in Cu2O, responsible
for the equilibrium charge carrier concentration as adopted from DFT calculations.[98–
100] (b) Schematic compilation of results on activation energies from assorted references
(green,[74] red,[46] black.[10])
Apart from intrinsic defects in their simple form, the formation of defect complexes
can lead to new energetic levels in the band gap. Such complexes have been regarded
to explain experimental observations of electrical conductivity, in particular persistent
photoconductivity (PPC).[93, 105, 106] Here, the association of two copper vacancies and
of a copper vacancy with an oxygen vacancy were considered. In a recent study,[106] a
deep donor level is associated to the donor-acceptor complex. According to the authors,
this complex is stable when positive V–Cu + V
++
O [VCuVO]
+, but unstable when neu-
tral [VCuVO]
0 V–Cu + V
+
O. This is in accordance with the absence of a stable oxygen
vacancy donor level in the band gap of Cu2O. Under illumination, the complex captures
an electron and dissociates, forming V–Cu and a metastable V
+
O state. This increases the
hole carrier concentration. By calling the oxygen vacancy level metastable, conflicts with
results from DFT calculations are avoided, which locate the oxygen vacancy donor level
inside the valence band. Hole capture by the V+O state is thus not possible. Equilibrium is
only restored when V–Cu re-associate with V
+
O upon simultaneous hole capture, forming
a positively charged stable [VCuVO]
+ complex. This process involves diffusion, which
accounts for the temperature and time dependences of persistent photoconductivity ob-
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vacancy.[86]
The possible donor state of a [VCuVO] complex under equilibrium has been addressed
by DFT.[99] It is calculated to lie below the acceptor state of copper vacancies. Hence a
neutral (supposingly unstable)[106] complex would capture a hole, when the material is
forced into accumulation, eg. in a thin-film transistor. However, the formation enthalpy
of this defect complex is too high to explain the strong compensation in Cu2O. In the
light of these results, hydrogen is most probably responsible for the high concentration
of compensating donors in the material.[100]
Intentional doping of Cu2O
With the deliberate addition of impurities to Cu2O, an intentional doping can be per-
formed. Due to the large amount of reports in literature, only a few examples are given
here. Experimental studies on n-type doping are not considered, since n-type Cu2O is
against the rules of thermodynamics.[99] The existing literature may be categorized by
the aim of the doping. An increase of the conductivity is typically desired for an ap-
plication as absorber material in solar cells, for example.[102, 107–110] In addition, an
increase of the photoconductivity is beneficial, which can be achieved by a passivation of
trap states.[101, 111] For a potential application as p-type TCO, the band gap would have
to be increased.[103, 112, 113] All the cited experimental studies have in common, that
the conductivity is never decreased by the doping with respect to the undoped material.10
Furthermore, the mobility of the doped material is usually below the mobility of undoped
Cu2O. Also when comparing Cu2O to multi-component p-type oxides based on Cu(I), the
highest mobility is reported for Cu2O.[115] Since p-type TFTs based on Cu2O typically
suffer from a high OFF current and a low field-effect mobility, intentional doping was not
considered in this thesis.
Thermodynamic stability of Cu2O
The temperature during the experimental analysis of defect formation enthalpies pre-
sented in the previous paragraphs has generally been in the range of 1000◦C, the oxygen
partial pressure was controlled to remain in the stability region of Cu2O. Just like in DFT
calculations, thermodynamic stability is fulfilled. Figure 2.13 shows the stability region
of Cu2O.[116] At RT and an oxygen partial pressure corresponding to air of 213 mbar,
CuO is the thermodynamically stable phase. Many deposition techniques for thin films
of Cu2O are carried out at RT or below 300
◦C (sputtering, pulsed laser deposition, spray
pyrolysis etc.), conditions under which Cu2O is thermodynamically unstable. However,
10An exception is the doping with hydrogen, which is reported to decrease the hole carrier concentration
due to the passivation of acceptor defects.[100, 114] However, the role of hydrogen is not clear, since it may
also act as compensating donor, as mentioned earlier. Furthermore, it can cause cation reduction, which also
results in a lower carrier concentration of Cu2O and can easily be confused with an effect due to the presence
of hydrogen. Since hydrogen is not detectable by the analytical techniques used in this thesis, a doping with










Figure 2.13: Oxygen partial pressure and temperature of different copper and copper
oxide phases, reprinted from Maier.[116] The range is graphically extended to 300 K.
the eutectoid decomposition of Cu2O to Cu and CuO[117] is kinetically hindered at tem-
peratures below 400◦C.[118] A 2-dimensional lattice fault of a missing plane of copper
ions along (110) direction has a stabilizing effect on the phase.[13] This corroborates with
a first-principle study, which found a low-energy surface structure of Cu2O(110):CuO
under oxygen-rich conditions.[119]
The existence of any secondary copper oxidation state impacts free carrier statistics,
either by hole depletion at the Cu/Cu2O Schottky barrier,[120] or by an introduction of
additional free carriers due to Cu(II).[20] There are examples from literature, where a
change in the cation oxidation state was originally not considered, but could explain ob-
servations of previously published results: Fortin and Weichman as well as McKinzie et al.
reported a decrease of carrier concentration in monocrystalline Cu2O over more than two
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elaborated on the impact of copper inclusions and copper forming on the surface of Cu2O
by heating in vacuum and the changes in the electrical properties by means of deple-
tion at the Cu/Cu2O Schottky barrier.[120] Apart from the charge carrier concentration
also the activation energy is affected by the metallic copper: The measurement of a non-
constant activation energy, following the Meyer-Neldel rule is common for samples with
conductivities below 10−4 S cm−1.[121, 122] Noguet et al. interpreted this by assuming a
broad acceptor band. However, with the knowledge of the presence of Cu(0) precipitates,
the respective Schottky-barrier is likely to cause the variation in the measured activation
energy.[120] In fact, thin-film transistors, which have been reported to obey the Meyer-
Neldel rule, included a metallic copper phase, detected by XRD.[123]
The electrical properties of Cu2O, which is depleted by the internal Schottky barriers
to metallic copper, are similar to a highly compensated material as long as no percolation
path is formed between the metallic particles. The minimum ratio of copper to oxygen
for metallic conduction is Cu/O ≈ 2.3.[124]
2.6.2 State of the art of Cu2O thin-film transistors
The development of p-type TFTs based on Cu2O by physical vapor deposition is shortly
reviewed. For additional information, the reader may consult two recent reviews, which
cover all types of deposition techniques that have been used to fabricate TFTs with
Cu2O.[68, 69] Figure 2.14 is shown for graphical illustration of the literature results. The
figure highlights the influence of the fabrication temperature on field-effect mobility and
ON/OFF drain current ratio. Other important factors which affect the TFT performance
are mentioned in the text.
The first works on TFTs applying Cu2O as channel material employed pulsed laser
deposition (PLD) and focused on producing a material with defect concentrations as
low as possible in order to preserve the promising properties of single crystals (µH ≈
100 cm2V−1s−1 and p = 109–1012 cm−3) [9]. The material was deposited epitaxially on a
MgO(110) single crystal, which required substrate temperatures of 850◦C and a top-gate
approach.[10] The film showed almost a Hall mobility as high as the single crystal, but
the field-effect mobility µFE in the device was between two and three orders of magnitude
lower. As already stated in the original paper, defects at the interface to the dielectric
are made responsible for this discrepancy, since the channel is formed within the first
few nanometers of the semiconductor in contact with the dielectric. The effect of a sec-
ondary CuO phase on TFT properties was discussed one year after the presentation of
the first Cu2O-based TFTs.[20] These devices were annealed at 750
◦C, which resulted in
worse TFT properties. CuO was shown to introduce states below the Fermi energy with
a density of > 1020 cm−3, which pin the Fermi energy inside the band gap of Cu2O. This
secondary phase was detected under oxidizing conditions. Under reducing conditions,
oxygen vacancies were assumed to cause Fermi level pinning. The assumption that oxy-




























































Figure 2.14: Overview on properties of Cu2O TFTs by physical vapor deposition. Field-
effect mobilities µFE and ON/OFF current ratios are plotted chronologically with respect
to year of publication (starting in 2008) and reference number. The colors coding indicates
the maximum substrate temperature during processing.
measurements.[19, 94]
Only two years after the first report, much improved properties could be achieved
by PLD at lower temperatures (500◦C, top-gated as well as bottom-gated), omitting the
need for epitaxial films.[125, 126] Starting also in 2010, first bottom-gated TFTs emerged,
which were produced by a technique more widely used in industry – radio-frequency
magnetron sputtering – and with a maximum post-deposition annealing temperature not
exceeding 200◦C.[127, 128] As bottom-gate stack the layer sequence ITO/ATO was used.
ITO is indium-tin oxide and ATO a commercially available nano-laminate structure of
AlOx and TiOx, prepared by atomic layer deposition (ALD) at 500◦C. Other devices fab-
ricated by magnetron sputtering but on Si/SiO2 as bottom-gate stack showed higher µFE
and ON/OFF ratios than the transistors made by the Fortunato group, but also needed
higher annealing temperatures: A device based on a CuO film, which was converted to
Cu2O by annealing in vacuum at 500
◦C is reported in 2012.[129] Later, devices with com-
parable performance were published, based on a similar fabrication process including the
post-deposition annealing in vacuum, partially using rapid thermal annealing.[123, 130,
131] At low Cu2O thicknesses, metallic copper was found after vacuum annealing.[129]
The study of charge transport mechanism and sub-gap density of states employed a de-
vice which also exhibited metallic copper in the semiconducting channel material.[123]
Multiple trap levels in accordance with the Meyer-Neldel rule where found in these de-
vices. The likely existence of Fermi level pinning at the Cu2O/Cu Schottky barriers and a




O MATERIAL PROPERTIES AND STATE OF THE ART
From the device characteristics reported in the literature mentioned above it is clear,
that an increased temperature during film deposition or post-deposition annealing usu-
ally leads to an increased structural order and a lower concentration of defects in thin
Cu2O films. The carrier mobilities and ON/OFF current ratios of the devices produced
with a maximum temperature of 200◦C were lower than when higher temperatures were
applied (≥ 500 ◦C). Despite the generally high temperatures during fabrication, it is
possible to process the material completely at room temperature, if the right substrate
dielectric is used: TFTs from Cu2O deposited by sputtering on AlN exhibit a field-ef-
fect mobility of 2.4 cm2V−1s−1 and an ON/OFF ratio of 4× 104,[74] which is comparable
to transistors processed at high temperature. Exploring rather uncommon dielectrics
was further shown to be beneficial for TFT properties by sputter-deposition of Cu2O on
strontium titanate (STO).[132] In 2015, two articles have been published, which confirm
the correlation of the use of temperature during fabrication with improved TFT proper-
ties.[22, 23] These devices were made by PLD on conventional SiO2 dielectric substrates.
In the last few years, a number of reports on Cu2O by cost-effective solution-based
processes have been published.[133–135] Similar to physical vapor deposition, the device
performance is enhanced when high deposition or annealing temperature is used. Among
the best results are a mobility of µFE = 0.3 cm2V−1s−1 and an ON/OFF ratio of 104 after












The experimental procedures applied for the preparation of this thesis are described in
this chapter. Section 3.1 addresses the techniques for thin film deposition. For electrical
characterization and fabrication of TFT devices, the thin films had to be patterned, which
is described in Section 3.2. At last, the analysis of the thin films is described in Section 3.3.
The experimental work has been carried out at two different institutes. Some tech-
niques have been used only at one of them, whereas others were common to both. Ta-
ble 3.1 shows how the experimental work has been divided between the involved univer-
sities. The techniques/processes which were used at both institutes (rRF-MS and shadow
masks) inevitably had to use partly different parameters, which will be explained in detail
Table 3.1: The experimental techniques and processes are shown, ordered by the corre-
sponding institute. UNL is Universidade NOVA de Lisboa and TU Darmstadt is Tech-
nische Universität Darmstadt. The following abbreviations have been used: rRF-MS –
reactive radio-frequency magnetron sputtering, EBE – electron beam evaporation, ALD –
atomic layer deposition, XPS – X-ray photoelectron spectroscopy, XRD – X-ray diffraction,







shadow masks shadow masks
photolithography
analysis
electrical electrical (in situ)





in the respective subordinated sections. At TU Darmstadt, electrical and XPS analysis
was carried out in situ by sample transfer in UHV conditions. Details on this procedure
are explained in Section 3.3.2.
3.1 Thin film deposition
In this work, rRF-MS has been used for the deposition of the semiconducting copper
oxide films. Samples for general thin film analysis as well as for fabrication of TFTs
have been deposited by this technique. Furthermore at TU Darmstadt, Al2O3, Bi2O3 and
gold electrical contacts were deposited by rRF-MS. Atomic layer deposition (ALD) has
been used for deposition of Al2O3. Electron beam evaporation (EBE) was used at UNL for
deposition of gold contacts for TFTs, involving a thin layer of nickel as adhesion promoter.
3.1.1 Reactive radio-frequency magnetron sputtering
Working principle
Reactive radio-frequency magnetron sputtering (rRF-MS) is a physical vapor deposition
(PVD) technique for fabrication of thin films, which is widely used in industry for its
capability of fast and reliable deposition on large areas. In research it is widely applied,
since it offers a precise control over process parameters. Most information in this section
has been adapted from the book Materials science of thin films by Ohring.[29]
Sputtering is a deposition technique, in which positive ions of sufficient kinetic energy
are used to eject material from the surface of a target. A high electric field is used to
create a plasma of a noble gas species (typically argon). The first observations of cathode
erosion under such circumstances have been described by Grove, Faraday and Plücker
in the mid-1850’s.[136] The deposition in its simplest form consists of the subsequent
condensation of the ejected material on a substrate surface. A direct current (DC) can be
used to create the necessary electric field. High sputtering rates at relatively low power are
achieved due to the acceleration of the argon ions towards the cathode surface. However,
only conductive materials can be sputtered by this technique. The use of alternating
current (AC) at radio frequency (13.56 MHz1) is a way to deposit also insulating and
semiconducting materials by sputtering. The geometry of a typical magnetron sputtering
system is schematically shown in Figure 3.1.
The sputter yield is the number of incident particles divided by the number of ejected
particles. A metal usually has a higher sputter yield than the corresponding oxide, due
to the ionic bonds in the oxide. Since the sputter yield of each element in a compound
target is different, it may be assumed that there is no direct transfer of stoichiometry from
target to substrate. Preferential sputtering of one of the elements may occur. However,
by lowering the surface concentration of the preferentially sputtered element during
113.56 MHz has been reserved for plasma applications by the US Federal Communication Commission.
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Figure 3.1: The assembly of a magnetron sput-
tering system is schematically shown. The ar-
rows indicate the magnetic field lines. The fig-
ure was partially adapted from literature.[137]
target conditioning, a steady state on the target surface is reached at some point. Then
the lower surface concentration compensates for the higher sputter yield of one of the
elements and the stoichiometry is transfered to the substrate.[29] In practice, sputter
deposition of an oxide target without the addition of a small amount of oxygen to the
process gas may result in the growth of a rather oxygen deficient film. For example, an
n-type transparent conductive oxide (TCO) will grow in a highly conductive state. To
achieve a lower conductivity, oxygen may be added to the process gas, which is referred
to as reactive sputtering and is described in the next paragraph.
In general, the introduction of reactive gas species to the process gas provokes chem-
ical reactions in the plasma, which alter the deposited film with respect to the target
material. For example, a metallic target may be sputtered while oxygen is added to the
process gas in order to form an oxide. Since the reactive component becomes partially ion-
ized by the plasma, the ejected metal particles react either with ions or neutral molecules
of the reactive gas component. The partial pressure of the reactive component has strong
impact on the stoichiometry of the resulting compound. A way to control this is the ratio
of the volumetric gas flow rate in units of standard cubic centimeters per minute (sccm).
Usually the flow of one component is expressed relative to the total gas flow. However,
the relationship between the partial pressure of the reactive species and the gas flow
ratio is not simply linear. This applies to metal and compound targets alike. Figure 3.2
schematically shows the relationship between partial pressure and gas flow of the reactive

















Figure 3.2: The relation between par-
tial pressure and gas flow of a reactive
gas component during sputtering is il-
lustrated schematically. The broken




line. An increase in gas flow results in a linear increase of pressure. It is a reversible
process. If however the gas flow of a reactive component like oxygen is increased, its
partial pressure does not increase immediately. The oxygen first reacts with the target
surface and with the metal particles prior to film growth, forming the respective oxide.
All reactive gas is consumed in the chemical reaction. This happens up to point A, at
which all metal particles forming the deposited film are fully oxidized and the target
surface oxidation has reached a steady state. Then the partial pressure increases drasti-
cally upon further increase of gas flow (point B). The target surface is now essentially an
oxide. Due to the constant consumption of the reactive species to form the oxide film,
the partial pressure remains however somewhat lower than in the case of an inert gas.
When decreasing the reactive gas flow again, the partial pressure decreases linearly. This
is due to a lower sputter yield obtained from the oxidized target surface compared to the
metallic one. Consequently, less reactive species is consumed for the reaction. The target
surface remains oxidized up to point C. A further decrease in gas flow reduces the target
surface again and reverts the partial pressure back to the initial behavior.
The partial pressure of the reactive gas component determines the degree of oxidation
of the deposited film. If the process is controlled by the gas flow ratio, special care
needs to be taken to avoid unintentional results due to insufficient knowledge on the
target oxidation state. With metallic targets, it is most convenient to choose to always
approach the hysteresis region by a reduced target surface. Therefore, a sufficient target
conditioning by pre-sputtering in pure argon is essential to obtain reproducible results.
Experimental conditions used in this work
Due to the hysteresis effect in reactive sputtering, the plasma was always ignited in pure
argon atmosphere, followed by a conditioning step using the same parameters as in
the subsequent film deposition. If the same process had been run before, 5 min of pre-
sputtering was sufficient. If a different material had been sputtered in the same chamber,
but from a different magnetron, 15 min of pre-sputtering was performed. If the chamber
had been vented or if a process in strong oxidizing atmosphere had been run before, the
target was sputtered in pure argon for another 15 min prior to roughly 45 min of pre-
sputtering. This procedure was applied at both institutes.
At UNL, a commercial ATC Orion 8 stand-alone UHV sputtering system by AJA
International was used. A schematic representation is given in Figure 3.3. The system
combined three confocal 2 inch (diameter, 5.08 cm) sputtering sources with a rotating
substrate holder. Each sources provided an individual shutter and an extended anode
ring, resembling a chimney, in order to avoid cross-contamination between the sources.
The base pressure of the chamber was in the upper 10−8 mbar range. The pressure was
monitored by a capacitive gauge for > 10−4 mbar and a cold-cathode ionization gauge
for lower values. There were gas inlets for argon at the source, whereas the reactive
component oxygen was introduced through a separate inlet on the chamber side wall.
44
3.1. THIN FILM DEPOSITION
gas inlets









Figure 3.3: Schematic representation of the sputtering chamber at UNL. The layout was
adapted from previous works.[138, 139]
The gas flow was controlled by mass flow controllers (MFC) with a maximum range of
20 sccm. The substrate was top-mounted and the holder was equipped with a radiative
heater on the back of the substrate support. Substrate sizes up to 10 × 10cm2 were
supported. The system was equipped with a load lock and most of its functions could be
controlled by a computer. Pre-sputtering (target conditioning) was done with a closed
shutter.
At TU Darmstadt, a custom-made sputtering chamber was used, which was connected
to the DAISY-MAT cluster tool by a UHV transfer stage (see Figure 3.13). A schematic
representation is given in Figure 3.4. It was equipped with four top-down 2 inch sput-
tering sources by the company Thin Film Consulting. The base pressure of the chamber
was in the upper 10−8 mbar range. The pressure was monitored by a capacitive gauge
for > 10−4 mbar and a cold-cathode ionization gauge for lower values. There were gas
inlets at each source and one at the chamber side wall for the reactive gas species. It was
possible to choose whether the reactive gas should be introduced separately or directly at
the source together with argon. For the sake of a compact graphical representation, the
reactive gas inlet is drawn on the same chamber side as the pumping stage in Figure 3.4,
although it was actually located opposite to the pumping stage to allow a reasonable spa-
tial distribution of the reactive gas component. The gas flow was controlled by mass flow

















Figure 3.4: Schematic representation of the sputtering chamber at TU Darmstadt, adapted
from previous works.[138, 139]
argon with 10 % oxygen was available to gain a more precise control when low amounts
of oxygen were required. The sample holder was capable of a maximum substrate size of
2.5× 2.5cm2, with a halogen light bulb installed below the substrate holder for sample
heating. After introduction of the sample into the chamber, it was brought to the height
of deposition and rotated out of the line of sight of the magnetron cathode. Pre-sputtering
(target condictioning) was then done with an open shutter, to avoid particles from falling
onto the substrate by vibrations introduced by the rotation of the shutter. To start and
stop the deposition, the substrate was rotated below and away from the area below the
magnetron, respectively.
The deposition parameters for both sputtering systems are summarized in Table 3.2.
For the deposition of electrical contacts at TU Darmstadt, the commercial sputter coater
Q300T D of the company Quorum was used. Thin gold films were deposited by direct
current sputtering up to a thickness of at least 100 nm. Shadow masks were used for
patterning.
3.1.2 Atomic layer deposition
Atomic layer deposition is a chemical vapor deposition (CVD) technique, which in an
idealized picture grows inorganic thin films monolayer by monolayer. It is based on
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Table 3.2: Conditions for sputter-deposition at UNL and TU Darmstadt (AMT: Alineason
Materials Technology).
UNL TU Darmstadt
material Cu2O Cu2O CuO Al2O3 Bi2O3
target Cu Cu Al Bi
target purity (%) 99.99 99.999 99.9995 99.99
manufacturer Plasmaterials Kurt Lesker AMT
temperature RT RT RT RT RT
RF power (W) 50 25 25 40 15
RF power density (W inch2) 5.06 2.53 2.53 4.05 1.52
pressure (mbar× 10−3) 5 5 5 5 5
gas flow ratio (%) 3.3-5.0 3.7-4.3 10 15 10
target-substrate (cm) 16.6 9 7 9 9
deposition rate (nm min−1) 2.4-2.8 6.2-8.5 12.2 0.26 14
self-terminated chemical surface reactions of precursors, which are individually brought
into contact with the substrate or the growing film. The highly conformal coverage
even on rough substrates is an advantage for the deposition of electrically insulating
layers, such as the dielectric in a TFT.[140] The possibility to grow dense films of ≤
1 nm thickness made this technique favorable for the incorporation of buffer layers in
photovoltaics[141] and more recently for the fabrication of resistive memory devices.[142,
143] A comprehensive compilation of its manifold applications is available in literature
and shows the relevance to many different fields of technology.[144]
The first published works on this technique date back to a contribution by Shevyakov
et al. in 1965[145] and a patent by Suntola from 1977.[146] In the 1990s, the scientific
interest started to grow significantly, which is an ongoing trend still today. A typical
and extensively studied process is the deposition of Al2O3 by ALD from the precursors
trimethylaluminum (TMA) and water, which will be discussed here to explain the work-
ing principle. Most of the information in this section has been taken from the review on
Al2O3 by ALD by Puurunen.[147]
Working principle
In order to explain the mechanisms of ALD, a schematic representation is given in Fig-
ure 3.5. In the initial stage, the substrate surface should ideally be terminated by hydroxyl
groups (−OH). The presence of oxygen at the surface may be intrinsic to the substrate
in case of an oxide or has to be induced by adequate surface treatment. Prior to the
deposition, the substrate is brought to a temperature, which provides enough energy to
overcome the activation enthalpy for adsorption. At the same time it should not provoke
thermal decomposition of any of the involved materials, including the precursors.[147]
The substrate is either kept in vacuum or under an inert gas flow, for example of nitrogen,
in order to avoid a reaction of the precursors in the gas phase rather than on the surface.
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Figure 3.5: A schematic representation of the ALD process is shown. (A) represents the
first half-cycle and (B) the second one. The layout of the figure has been inspired to a
large extent by a PhD thesis from TU Darmstadt.[148]
The first step of an ALD cycle for Al2O3 deposition comprises an introduction of a
controlled amount of TMA. The chemical reaction taking place on the surface is given in
Equation 3.1 and is schematically shown in Figure 3.5 (A1). The symbol || represents the
solid surface of the sample.
||−O−H + Al(CH3)3 −−−→ ||−O−Al(CH3)2 + CH4↑ (3.1)
The amount of adsorbed TMA molecules depends on the available hydroxyl groups
on the surface. Once the adsorption is irreversibly saturated, no further reaction occurs.
This is referred to as a self-terminated reaction, which is one of the prerequisites for a
substance to work as an ALD precursor.[144] To conclude the first half-cycle, remaining
precursor material as well as the by-product methane are removed from the chamber by
purging with an inert gas or evacuation of the chamber, as shown in Figure 3.5 (A2).
The second half-cycle initiates with the introduction of water to the chamber. The
following reaction occurs, which in Figure 3.5 is step (B1):
||−O−Al(CH3)2 + 2H2O −−−→ ||−O−Al(OH)2 + 2CH4↑ (3.2)
The remaining methyl groups react with water to form the by-product methane
and leave the surface terminated by hydroxyl groups again. Subsequently, by-prod-
ucts and remaining precursor molecules are removed from the chamber again by purg-
ing/evacuation (see Figure 3.5 (B2)). This completes the full ALD cycle, resulting in a
monolayer of Al2O3, according to the theory. However, the availability of surface sites
is limited by steric hindrance of the involved molecules. Consequently during one ALD
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cycle, typically less than one monolayer is deposited.[147] The pulse times need to be
carefully calibrated to ensure a complete surface coverage without loading the pump-
ing stage with too much precursor material. The same applies to the purge/evacuation
time, during which all remaining precursor needs to be removed before the subsequent
pulse.[149]
Provided there is a uniform availability of hydroxyl groups on the surface, the chemi-
cal nature of the adsorption process ensures a uniform coverage after each cycle even on
structures of high aspect-ratio.[150] The uniformity is guaranteed once the cycles sim-
ply reproduce Al2O3 on top of a closed Al2O3 surface. Then, a typical growth per cycle
(GPC) of ≈ 0.09nm/cycle is achieved by this process.[147, 151, 152] In the initial steps
however, before a closed film of Al2O3 is deposited, there might be strong changes to the
GPC, which depend essentially on the availability of adsorption sites on the surface:[147]
A surface-inhibited initial growth is observed when the availability of adsorption sites is
lower on the substrate material, than for the material grown by ALD, which can be re-
lated to the amount of hydroxyl groups at the substrate surface, as mentioned above. A
surface-enhanced initial growth occurs, when there are more adsorption sites available on
the substrate surface than on the film grown by ALD. These terminologies have been
developed for substrates which do not react with either of the ALD precursors, except
through the hydroxyl groups at the surface.[153]
If additional reactions with the substrate occur, the initial growth may be increased
due to oxygen which diffuses from the substrate to the film surface. As long as the ALD
film is not dense enough to inhibit oxygen diffusion during the first cycles, additional
adsorption sites are provided.[152, 154, 155] Such an extraction of oxygen from the
substrate can lead to a reduction of the substrate material. On GaAs, this phenomenon
is referred to as “self-cleaning” and describes the reduction of a native oxide surface
layer.[156] Some oxide surfaces which have been reported to be reduced by the precursor
TMA are CuO, thin Cu2O on Cu, RuO2, indium tin oxide (ITO) and Fe2O3.[152, 154, 155,
157, 158]
Experimental conditions used in this work
The ALD chamber used in this work was part of the DAISY-MAT system at TU Darmstadt.
It was a custom-made chamber which had been planned and set up during the diploma
thesis of Thorsten Bayer.[149]. Due to the integration into a UHV system, the removal
of the precursor after each pulse was accomplished by evacuation via a turbo molecular
pump. The base pressure of the deposition chamber was 10−8 mbar. The optimized sub-
strate temperature for this system was found to be 200◦C. Lower temperatures resulted
in a relatively high amount of carbon in the films, which were ascribed to an incomplete
reaction of the TMA precursor.[149] During the temperature calibration, a substrate of
glass coated with indium tin oxide (ITO) was used. The enhancement of the growth for




The amount of TMA and water was controlled by setting the pulse length of two
individual ALD 3 series valves by Swagelok. Electronic grade TMA was purchased from
SAFC Hitech. To achieve highest purities of the water precursor, Millipore water was
evaporated and condensed several times in alternate arms of a double arm glass vessel. A
hair dryer and dry ice was used for this procedure. The pulse length for TMA was set to
80 ms and for water to 150 ms, the evacuation time between pulses was set to 5 min, which
reduced the pressure down to 4× 10−6 mbar. These values were taken from the already
mentioned previous works on the deposition process.[149, 152]. Prior to deposition,
the substrate was brought to the deposition temperature of 200◦C by radiative heating
from the backside of the substrate holder. The deposition parameters are summarized in
Table 3.3.
Table 3.3: Overview on the conditions for atomic layer deposition.
substrate temperature (◦C) 200
TMA pulse time (ms) 80
evacuation (min) 5
water pulse time (ms) 150
evacuation (min) 5
base pressure (mbar) 10−8
pressure between pulses (mbar) 4× 10−6
3.1.3 Electron beam evaporation
Electron beam evaporation carried out at UNL to deposit top-contacts for TFT fabrication
and for other electrical characterization, which is described in Section 3.3.3.
Working principle
The deposition by evaporation is a vacuum process, which comprises the evaporation of
a material from a heated crucible and the subsequent condensation on a substrate at a
certain distance. Conventionally, the source is heated electrically by resistive heating. As
an alternative, a focused electron beam may be used, as it has been the case in this work.
The advantages over evaporation from a resistively heated crucible are a higher input
power and less contamination from the crucible and heater parts, since the crucible itself
is water-cooled is this case.[29] Electrons are generated by thermionic emission from a
filament. To avoid the deposition of evaporated material on the electron source, it is
located next to the crucible and slightly below it. The electron beam is then deflected by
magnetic lenses and focused on the material to be evaporated. A shutter is placed between
the evaporation source and the substrate to ensure uniform conditions throughout the
whole duration of the deposition.
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Experimental conditions used in this work
The base pressure of the system at UNL was 10−5–10−6 mbar. It used an electron ac-
celeration voltage of 6 keV. The current was controlled to achieve a deposition rate of
≈ 0.2nm/s. Gold was deposited to form an Ohmic contact to Cu2O.[159]. However, since
the adhesion of gold on most inorganic substrates is rather poor, a 5 nm thick layer of
nickel was always deposited prior to gold, without interrupting the vacuum conditions
between the depositions. The thickness was controlled by a crystal oscillator film thick-
ness monitor. For the fabrication of TFTs, top-contacts of ≈ 100 nm were deposited and
subsequently patterned by lift-off (see Section 3.2.1). For other electrical characterization
and in case the pattering could be conducted by shadow masks, the gold thickness was
occasionally higher.
3.1.4 General substrate cleaning
The substrate cleaning procedure was general for depositions at UNL and TU Darmstadt.
The main objective was to remove organic contaminants from the surface. The first step
was an ultrasonic bath in acetone for 10 min. After a short rinse with fresh acetone when
taking the substrate out of the solvent, it was put into an ultrasonic bath of isopropyl
alcohol for another 10 min. The main objective of this second step was to remove acetone,
which otherwise may have remained on the substrate surface. After this, the substrate was
again rinsed with fresh isopropyl alcohol upon taking it out of the bath and subsequently
thoroughly rinsed in deionized water. Immediately after, the substrate was blown dry
with pressurized nitrogen.
3.2 Thin film pattering
For electrical thin film characterization, the fabrication of certain structures is required,
which allow for an electrical contact to the semiconductor and the application of electrical
fields in a well defined geometry. This is mostly accomplished by the use of shadow
masks. This patterning approach has the advantage that it is easy to handle and does not
involve chemicals, which may attack certain materials in the sample. However, geometric
design limitations exist due to the nature of the mask being one piece of solid material.
Furthermore, the feature size is limited to ≈ 200 µm, which is to a large extend due to
shadowing effects during deposition: There is always an unavoidable gap between mask
and substrate due to the mechanic nature of the process. Since the incident angle of
particles on the substrate during a vapor-based deposition is never exclusively 90◦ to the
surface, there is always some material deposited in the areas which should be covered
by the mask. If smaller feature sizes are required, photolithography (PL) can be used,
enabling a minimum feature size of 2 µm. In order to be pattered by photolithography,
a sample needs to be inert towards the involved chemicals and methods are required to














Figure 3.6: Photolithography process steps.
3.2.1 Pattering of common-gate TFTs by photolithography
A common-gate TFT is a device in which the gate electrode and dielectric cover the com-
plete surface of the sample. Only the channel and the source and drain are individualized
(i.e. patterned). The disadvantage of such devices is a higher gate leakage current and
parasitic capacitance due to the large contact overlap area with respect to the channel
area. The advantages lie in the shortened sample production process and the possibility
to use commercially available bottom-gate substrates. The latter was the decisive factor
to use common-gate substrates, since this work was not focused on the optimization of
the gate dielectric and high quality materials could be used.
As a bottom-gate stack, the layer sequence ITO/ATO was used, where ITO is indium-
tin oxide and ATO a commercially available nano-laminate structure of AlOx and TiOx,
prepared by atomic layer deposition (ALD) at 500◦C. The substrates were supplied by
Benq, formerly Planar Systems. The thickness of the dielectric was 250 nm. In order to
access the gate electrode on these substrates, a small area of ATO could be removed by
dissolving the amphoteric Al2O3 in a saturated solution of NaOH in water at around 80
◦C.
Other devices were fabricated on n-type silicon with a thermal SiO2 layer of 100 nm. In
this case, access to the gate electrode was provided through the backside of the wafer,
placed on a conductive surface.
The channel layer as well as source and drain electrodes of TFTs in this work were
patterned by photolithography (PL). This process involved the application of a chemical
mask of thin photoresist onto the material surface, which was illuminated in selected
areas and subsequently developed to expose parts of the underlying surface. The pro-
cess steps are illustrated in Figure 3.6 (a). Most of the information described here was
taken from a booklet by the company MicroChemicals, which provides all necessary
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chemicals for PL.[160] The positive photoresist used in this work was the AZ 6632 by the
same company. The resin is a cresol, synthesized from phenol and formaldehyde. The
solvent was propylene-glycol-mono-methyl-ether-acetate (PGMEA). It is a photoresist
optimized for dry-etching with an increased softening point of ≈ 130◦C, allowing for
steep sidewalls after baking. However, it accepts a broad window of process parame-
ters and is thus usable for wet-etching and lift-off, as well. The resist was applied on
the sample surface by spin-coating, resulting in a typical thickness of 3.2 µm. At this
point, it still contained 10–35 % solvent, which was reduced in a subsequent soft-bake
step at ≈ 110◦C. Then the sample was introduced into a Karl-Suss MA6 mask aligner.
If the sample already contained structures from previous patterning steps, alignment
marks existed which helped to align the subsequent patterns to the already existing ones.
Exposure through the chromium-coated glass mask was done with UV light from a mer-
cury lamp. The sensitivity of the photoresist was matched to the emission spectrum of
the lamp. The photoactive compound in the resist was DiazoNaphtoQuinone-sulfonate
(DNQ-sulfonate). Upon exposure, it looses a nitrogen molecule and reacts with water to
form a carboxylic acid. This acid has a significantly increased alkaline solubility over the
non-exposed photoresist. Consequently, when the exposed sample was developed in a
tetramethylammonium hydroxide containing solution of pH = 13 (AZ 726 MIF)2 for a
few seconds, the exposed areas of the photoresist were dissolved, while the unexposed
areas remained. This concludes the patterning of the photoresist.
The channel material was structured by wet-etching in diluted hydrochloric acid
(HCl/H2O = 1/70) and using distilled water as etch-stopper.[161] The areas which were
not supposed to be attacked by the acid were the one which had been covered with
photoresist prior to the etching. After complete etching, the remaining photoresist was
dissolved in acetone.
The source and drain electrodes were patterned by lift-off. Here, the photoresist was
applied and patterned before layers of 5 nm nickel and 55 nm gold were deposited by
electron beam evaporation. To initiate the lift-off process, the sample was then immersed
in acetone for approximately 2 h. In this way, all the photoresist was dissolved, including
the area below the gold layer. By a careful application of ultrasonic treatment, occasion-
ally with the aid of a soft manual brush, this layer was detached from the sample surface.
In order to prevent gold particles floating in the solution from sticking to the sample
surface when removed from the acetone, a second acetone bath followed, as well as two
baths of isopropyl alcohol and rinsing in distilled water with subsequent blowing-off with
nitrogen, similar to the general substrate cleaning procedure.
The schematic cross-sectional view of the TFT structure is given in figure. 2.3. In
Figure 3.7, the source-drain electrode and channel layout is shown by a photograph from
an optical microscope. It includes two common-gate structures with channel width-to-
length ratios of 160/160 and 80/80 (in µm). These are examples for the largest channel








Figure 3.8: SEM-FIB cross-section of
a TFT with patterned gate electrode.
“Fences” appear on the edges of the gate
layer due to the lift-off process. The image







geometries possible with the PL masks. Both channel width and length can theoreti-
cally reach 2 µm. However, the not fully optimized fabrication process limits the lowest
achievable channel dimension to about 5 µm.
A typical problem encountered after lift-off is the development of “fences” on the
sidewalls of the deposited film.[160] This is film material, which has not been detached
from the patterned layer and has been bent up during lift-off. An example of this is
shown by an SEM cross-section cut by focused ion beam (FIB). The problem is minimized,
when film deposition on the resist sidewalls is prevented. A unidirectional deposition is
beneficial in this respect (like evaporation rather than sputtering) as well as steep side-
walls, which is one of the characteristics of the photoresist AZ 6632. However, possibly
higher temperatures than the softening point at 130◦C are reached at the sample surface
during deposition by electron beam evaporation. Furthermore, gold is a rather ductile
metal, which may cause material at the sidewalls to bend rather than break during lift-
off.
3.3 Thin film analysis
The analysis of thin films deposited during the preparation of this thesis had the objective
to provide the basis for a discussion of electrical device properties. Some of the applied
analysis techniques are sensitive to bulk properties (XRD, EDS, Hall effect measurement),
whereas others probe the sample surface (XPS, SEM, AFM). The properties of a TFT may
be dominated by interface effects, however the bulk properties of a material define the
boundaries for what is feasible on a device level. Special attention is drawn to the method
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of in situ XPS, which allows to obtain thickness-dependent spectroscopic data without the
drawbacks of conventional sputter depth profiling (e.g. preferential sputtering of com-
pounds) or the limited available range of angle resolved XPS. Finally, the incorporation
of conductance measurement into the in situ XPS analysis provides the necessary link
between electronic and chemical information from XPS and electrical properties. This
allows for the sound interpretation of interface effects, such as energy band alignment or
chemical reactions between substrate and the growing film, which are of actual relevance
for device characteristics.
3.3.1 Photoelectron spectroscopy
Photoelectron spectroscopy is a technique in which light of a certain energy is used
to excite the electrons of a material. When the excitation energy is high enough, the
photoelectric effect is induced, which has been first observed by Hertz in 1887 and later
been described by Einstein in 1905.[162, 163] Due to the atomic orbitals, electrons have
discrete3 binding energies in a solid, as has been described in Section 2. The number
of emitted electrons is detected with respect to their kinetic energy, which is dependent
on their binding energy. The spectroscopic use of the photoelectric effect has first been
reported by Siegbahn in 1956.[164] At that time, the technique was referred to as electron
spectroscopy for chemical analysis (ESCA) for the ability to distinguish between elements
and their oxidation states by characteristic sets of binding energies. The detection limit
of XPS is 0.1–1 at.%.[29] However, since the binding energy can also be referenced to the
Fermi energy, spectroscopic information can be related to electronic properties such as
carrier concentration in a material. For this reason, the more general term photoelectron
spectroscopy is widely used today.
Instrumentation
X-rays provide sufficient energy to excite electrons from core levels. The method is
referred to as X-ray photoelectron spectroscopy (XPS). Valence electrons are probed with
a higher intensity and higher energy resolution if ultraviolet light is used for excitation,
which is then referred to as ultraviolet photoelectron spectroscopy (UPS). However, core
levels cannot be probed by UPS and the information depth di is reduced with respect
to XPS. This is related to the mean free path of electrons λe in a solid, which is mainly
limited by inelastic scattering and depends on the kinetic energy Ekin ≤ hν. The mean free
path λe reaches a minimum value of ≈ 4 nm for kinetic energies of ≈ 10–100 eV, which
corresponds to the ultraviolet region, and increases both for lower and higher energies,
with a more pronounced increase at lower energies. At low energies (< 5 eV), electrons
scatter mainly at phonons and at high energies electron-electron scattering limits λe.[165]
A typical X-ray source uses the Kα emission of an aluminum anode with a photon energy
3There is in fact a finite natural line width associated to each energy level, which is explained in more
detail further in this section.
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of 1486.6 eV. At kinetic energies corresponding to a binding energy range of 0–1000 eV,
λe in inorganic compounds lies between 4–2 nm.[166] A rather detailed description of the
mean free path of photoelectrons and the relation to information depth has been given by
Mirko Weidner in his PhD thesis.[167] Further considerations on this topic will be given
in Section 3.3.1 on the photoelectron intensity.
Ultrahigh vacuum conditions with a pressure in the order of 10−10 mbar are required
for common photoelectron spectrometers. On the one hand, this reduces scattering of
low energy photoelectrons at gaseous species in the space between the sample surface
and the detector. On the other hand, the adsorption of molecules on the surface is greatly
reduced at UHV, compared to higher pressures. This is essential to keep the number and
type of adsorbates at the sample surface constant throughout the measurement. Samples
which have been introduced into the analysis chamber from an air atmosphere and are
not cleaned prior to the measurement, unavoidably are covered with contaminants like
hydrocarbyl groups and water. For this reason, some spectrometers are equipped with
a preparation chamber to allow annealing in controlled atmospheres in order to remove
surface contaminants. The surface of elemental samples can be easily cleaned by the
irradiation with argon ions of a few keV from a sputter gun, incorporated into most
modern spectrometers. An in situ measurement of a sample deposited by a vacuum-
based process however is only possible when a transfer from preparation chamber to
analysis chamber in UHV is provided.
The analyzer of a photoelectron spectrometer is commonly a concentric hemispherical
analyzer, consisting of two hemispheres of different radii, which are kept at different
electrical potentials. An electron entering through the entrance slit is deflected on its
way trough the space between the hemispheres according to its kinetic energy. After
passing the exit slit, the electrons are counted by one or multiple channeltron(s). The
energy resolution of the analyzer is dependent on the kinetic energy of the electron. In
order to measure with a constant energy resolution throughout the whole kinetic energy
range, the electrons are retarded to a constant pass energy at the entrance slit to the
analyzer, while the potentials of both hemispheres are kept constant. A scan of all kinetic
energies is possible by varying the retardation voltage at the entrance slit. With a trade-
off between intensity and energy resolution, higher pass energies allow for higher count
rates, whereas lower pass energies increase the energy resolution.
Other important factors influencing the energy resolution of the spectrum are the
natural line width of the X-ray source and the natural line width of the orbital form
which photoemission occurs. The line widths of common X-ray sources range from 0.5
to 1.7 eV.[168] If intensity is not crucial, the use of a monochromator between source and
sample can reduce the line width significantly. For example, the line width of Al Kα is
reduced from 0.85 eV to 0.26 eV upon monochromatization, involving a decrease in inten-
sity by a factor of 40.[169]. The natural line width of emission from an orbital however
cannot be influenced. The Heisenberg uncertainty principle demands, that the product of
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energy and time is at least ~/2.4[30] The photohole state of core levels is generally rather
short-lived, compared to valence states.[165] Ag 3d5/2 for example exhibits a natural line
width of 0.35 eV.[170]. The line width of valence states in gaseous species are an order
of magnitude lower. In solids however, the eventual overlap of valance state leads to a
broadening of energy levels due to the Pauli exclusion principle.[31]
Due to the limited mean free path of electrons, a variation of the emission angle with
respect to the sample surface θ provides a way to enhance emissions originating from the
surface without a variation of excitation energy. The information depth scales approx-
imately with sinθ.[171] Eventual surface contributions are minimized at θ = 90◦ and
increase with lower angles. Angle resolved measurements are commonly incorporated by
the possibility to tilt the sample stage.
The principle of photoelectron spectroscopy
The fundamentals of photoelectron spectroscopy are explained in reference to the sup-
porting schematic representation in Figure 3.9. In this example, a solid semiconducting
sample shall be measured. Figure 3.9 (a) shows the photoelectric effect. The excita-
tion energy is constant and the kinetic energy of photoelectrons Ekin depends on their
binding energy in the material EB. EB may be defined with respect to the vacuum level
Evac. However in photoelectron spectroscopy, a reference to the Fermi energy is common.
This is due to the possibly different work functions of the sample Φsample and the instru-
ment Φinstrument. In thermodynamic equilibrium however the Fermi energy of sample
and the instrument are the same. Since the energy is measured inside the instrument
(Figure 3.9 (b)), the binding energy is related to Φinstrument and not Φsample according to
Equation 3.3.
EB = hν −Ekin −Φinstrument (3.3)
The detector of a photoelectron spectrometer counts the electrons of a certain kinetic
energy. A scan through different energies allows the representation of the data as a
spectrum, as shown in Figure 3.9 (b) and (c). In order to understand the relation between
the material energy levels and the spectrum, the excitation energy hν (the blue arrow) may
be imagined to be shifted up and down in the representations (a) and (b). As the common
reference, the binding energy of the Fermi energy is defined as EF = 0 and appears at the
origin of the photoelectron spectrum. Since the example shows a semiconductor, there
are no electronic states at the Fermi energy. By moving the blue arrow hν downwards
(i.e. by decreasing the detected kinetic energy to access signals from higher binding
energies), occupied electronic states are encountered at the valence band maximum EVB.
Consequently, an intensity of photoelectrons is detected in the spectrum, which arises
from delocalized states due to the solid state of the sample. The valence band maximum
can be estimated by a linear extrapolation towards high kinetic/low binding energy.[172]


























(b) In the spectrometer
Figure 3.9: It is schematically illustrated (a) how energy levels in a material give rise to a
kinetic energy of photoelectrons, (b) how this kinetic energy is translated into an intensity
with respect to the electron binding energy, which is (c) the typical representation of data
from photoelectron spectroscopy. Note, that core level measurements and the secondary
electron edges are show in the same representation, though such data is typically obtained
using different excitation energies (XPS and UPS, respectively).
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Figure 3.10: The emission of an LM1M2 Auger elec-
tron is schematically shown.
Towards lower kinetic energies, additional peaks appear in the spectrum corresponding
to electrons emitted from more localized occupied electronic states, which are referred
to as core levels. The electrons from a core level, shown in red, result in a rather sharp
emission line associated to a characteristic binding energy. However, even without peaks
due to photoemission, the electron intensity continuously increases towards lower kinetic
energy due to the emission of secondary (i.e. inelastically scattered) electrons. Their
contribution to the total intensity is referred to as the background of the photoelectron
spectrum and is schematically represented by the yellow line in Figure 3.9 (b). At the
point where Ekin = Φinstrument − Φsample, photoelectrons do not have sufficient kinetic
energy anymore to leave the sample surface. Consequently, the intensity drops sharply at
an energy ESEE referred to as the secondary electron edge. Φsample can be determined from
this value according to Equation 3.4.
Φsample = hν −ESEE (3.4)
It should be noted, that the secondary electron edge can only be detected when hν −
Φsample is smaller than the maximum energy range of the detector. In general, UPS is
used to determine the work function and a small negative bias is applied to the sample
to facilitate the extraction of the electrons with Ekin = 0 from the sample surface.
The relaxation from the excited state after photoemission back to the ground state
involves the filling of the photo hole with an electron. This electron can originate from
a state higher in energy. The energy the electron emits when falling into a lower state is
either emitted as a fluorescent X-ray photon or is transfered to another electron, which is
subsequently emitted from the material and counted by the photoelectron detector. This
process is referred to as Auger emission and is schematically depicted in Figure 3.10. The
kinetic energy of the Auger electron is solely defined by the energy difference of the states
L, M1 and M25 and is independent on excitation energy of the original photoemission
process. Note, that the Auger electron may or may not originate from the same energy
level as the electron which recombines with the photo hole. The example shown in
Figure 3.10 would be referred to as a LM1M2 Auger emission.
Depending on the electronic configuration of a material, a finite probability may exist,
that an ion after photoemission remains in an excited state, rather than directly returning
to the ground state.[171] The result in the spectrum is an additional emission at a specific,
5The nomenclature of the Auger process uses orbital quantum numbers.
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Figure 3.11: The origin of a shake-up satellite






higher binding energy (i.e. lower kinetic energy), corresponding to the energy difference
between (the intermediate) excited state and the ground state. This process is referred to
as shake-up satellite emission and is schematically illustrated in Figure 3.11. The example
shown is of a Cu(II) compound. The photoemission process from the 2 p orbital excites
the transition of the unpaired 3d electron to the 4 s or 4 p energy level. The loss in
kinetic energy of the photoelectron is observable as an additional satellite emission at
a characteristic lower kinetic energy (higher binding energy) in the spectrum.[173] The
intensity of satellite lines in such paramagnetic compounds can reach that of the main
emission line.[171]
Binding energy shifts
Due to the specific number of electrons, photoelectron spectra are characteristic to each
element. Many compounds can be identified by the interaction of valence electrons.
However, due to a strong overlap of emissions in solid samples, it is generally not the
analysis of signals from valence states which is conducted to identify compounds but
the chemical shift of core levels. The interaction and exchange of valence electrons causes
electrostatic forces with respect to the elemental state, which affect core levels of high
binding energy. With empirical data at hand,[171] the oxidation state of an atom can be
determined from the core level binding energy shift.
The binding energy as calculated from the kinetic energy according to Equation 3.3
is at first a function of the electron density at the atom.[174] It is the difference between
ground state and excited state of the photoemission process.[175] Shifts in binding en-
ergy of a photoelectron core level ∆EB(PE) typically occur due to changes in chemical
environment or effects at interfaces to other materials, with respect to an isolated state.
The reason for these shifts can be of several type, but are generally categorized as initial
and final state effects, ∆ε and ∆R, according to Equation 3.5.[174, 176, 177]
∆EB(PE) = ∆ε −∆R (3.5)
The initial state ε refers to the electron shell in the ground state, so ∆ε is caused
by a change in the chemical environment of the atom.[174]. As explained by Egelhoff,
the electron density, giving rise to the initial state remains “frozen” upon creation of a
photohole. However, it has an effect on the final state relaxation R by the screening of the
photohole, which is correlated to the electron density.[175] Put simple, the final state R
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accounts for any kind of relaxation after the creation of the photohole, which is generally
extra-atomic.[174]6 It is important to note that not all final state effects are included in
∆R, as for example charging during the measurement does not affect the Auger parameter,
but can strongly alter the binding energy, although it is not an initial state effect. For this
reason, it is useful to follow a terminology inspired by Hollinger and Iwata et al..[178,
179] Hollinger modified Equation 3.5 to account for changes in Fermi energy ∆EF due
to electrostatic interactions at an interface between two materials.7 Iwata furthermore
added the term e∆Φ in order to account for effects of charging, where e is the elementary
charge. Charging due to photoemission of electrons always increases the binding energy,
which is why its sign should be positive. Including both effects results in Equation 3.6. 8
∆EB(PE) = ∆ε −∆R−∆EF + e∆Φ (3.6)
With this extended formalism, ∆R does not include all final state effects but only extra-
atomic relaxation.9 If all terms of Equation 3.6 are different from zero, it is impossible
to individualize the contribution of each effect. However, if the chemical state of two
materials which are put into contact remains constant (∆ε = 0), charging artifacts are
excluded (e∆Φ = 0) and extra-atomic relaxation can be neglected (∆R = 0) the energy
band alignment at an interface can be deduced as described in Section 3.3.2.
Practically, ∆R , 0 when thin films with a thickness in the nanometer range are
measured. The experimental value of the total change in relaxation energy ∆R is defined
as half the change of the Auger parameter ∆α′, according to Equation 3.7.[174, 180] The
Auger parameter itself is the sum of the binding energy of the photoelectron EB(PE) and





α′ = EB(PE) +Ekin(AE) = EB(PE)−EB(AE) + hν (3.8)
The Auger parameter is sensitive to a change in polarization energy, since emission
of a photoelectron involves a singly ionized excited state, whereas the Auger emission
results in a doubly ionized state.[177] Polarizability is mainly related to electron density.
Therefore, tabled values of α′ are a widely used tool to obtain chemical state information
from a material.[171] Other than by a change in oxidation state, a shift in α′ can occur due
to different coordinations of a metal cation (as it is the case of Al3+ in Al2O3, deposited
6A clear distinction between initial and final state effects is difficult and shall not be an objective of this
thesis.
7If thermodynamic equilibrium is assumed at a junction, it is of course the energy bands which change
with respect to a constant Fermi energy. However, as the Fermi energy is used as reference energy in XPS, a
parallel shift of energy bands may technically be expressed as a change in Fermi energy with opposite sign.
8Instead of talking about a “true chemical shift” as Iwata et al. did, the conventional term ∆ε as used by
Hollinger is kept here.




on SiO2).[181] Furthermore, bridging oxygen between cations of two different metals
affects α′.[180] Significant in the context of this thesis is the shift of α′ due to effects
from interfaces to other materials. Changes in coordination number and bridging oxygen
at an interface are rather short-ranged phenomena, whereas an additional final state
contribution due to different dielectric constants of substrate and film materials extends
further than the next neighboring environment.[180] Hence, a decrease in ∆α′ can be
gradually observed with increasing film thickness.[182, 183] According to the Kirkwood
model, the polarization energy U (d) due to a difference in dielectric constant of substrate
εs and film εf approximately depends on film thickness d in the following way: [181, 184,
185]










In Chapter 6, the role of extra-atomic relaxation is discussed for a number of energy
band alignments, which have been experimentally obtained during the preparation of
this thesis.
Photoelectron intensity
The intensity of an emission line Ii (after the removal of the background contribution
from secondary electrons) depends on several factors, which are listed in the following:
• concentration of atoms i (ci)
• X-ray flux
• photoeletric cross-section of an atomic orbital
• angular efficiency of the instrument
• efficiency of the photoelectric effect
• mean free path of electrons λe (function of Ekin)
• sample area
• detection efficiency
In order to estimate ci at the surface of the sample, the other factors have to be known
and taken into account. This is done by dividing Ii by the empirical, relative atomic
sensitivity factor of the respective emission line. A list of these factors is provided for a
specific instrument, excitation energy (Al or Mg anode) and emission angle.[171]
The thickness of a thin film on a substrate can be determined by evaluating the damp-
ing of the intensity of a substrate emission, due to the additional layer on the surface
according to Equation 3.10.[186]
Id = I0 · e−d/(λe sinθ) (3.10)
Id is the substrate core level intensity measured through the additional layer on the
surface, I0 is the corresponding intensity of the clean substrate, d is the thickness of the
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layer, λe is the mean free path of photoelectrons in the film material and θ the emission
angle. For this analysis to be valid, the film has to grow in a layer-by-layer fashion, also
referred to as Frank van der Merwe growth.[29]
The intensity depends exponentially on the sinus of the emission angle. This is related
to the information depth di, which is limited by an exponential increase in inelastic
scattering probability as the thickness increases. Since there is no definite limit to the
information depth, a common practice is to use a thickness range of 3 ·di, which includes
95 % of emitted photoelectrons (at an emission angle of 90◦).[169, 186, 187] Taking into
account the influence of the emission angle, the exact relation is given by the following
equation.
di = sinθ · 3λe (3.11)
This relation is the basis of angle-resolved photoelectron spectroscopy, where surface
sensitivity is modulated by measurements at different θ. In this thesis, the method is
used in Section 7.1 to obtain qualitative information on the location of a certain chemical
state with respect to the distance from the surface into the bulk.
XPS on copper oxide
Some lines do not exhibit a strong chemical shift: For example, if a change in oxidation
state occurs by altering the d electron density, then the electrostatic potential change is
effectively shielded by the large electron density in this energy band. This is the case
e.g. for Cu(I) and Cu(II) as well as Sn(II) and Sn(IV), respectively. The chemical shift
is well below 1 eV, which is close to the instrument resolution. Cu2O is a good example
for a successful application of spectral information other than chemical shifts in order to
determine the cation oxidation state. On the one hand, a reliable indicator of the presence
of Cu(II) is a shake-up satellite emission associated to the Cu 2p line.[173] On the other
hand, the Cu LMM Auger emission provides a binding energy difference of 2.3 eV between
the peak of Cu(I) and Cu(0).[188] Figure 3.12 is taken from previously published results
to illustrate changes in both the Cu 2p satellite structure and the Cu LMM Auger emission,
when copper oxide is deposited under slightly reducing and oxidizing conditions, with
respect to Cu2O stoichiometry.[189] The difference between Fermi energy and valence
band maximum EF−EVB has been found an even more sensitive indicator for the presence
of metallic copper than the shoulder in the Auger emission. Due to the formation of a
Schottky barrier at the Cu/Cu2O interface,[120] EF − EVB increases in the presence of
nanocrystalline copper precipitates from typical values of 0.25–0.30 eV to 0.5–0.6 eV.
Spin orbit splitting occurs at all lines except emissions from s orbitals. This is due to a
coupling of the electron spin (which can be either +1/2 or −1/2) to the angular momentum
of the emitting orbital.[187] The most intense emission of copper arises from the 2p
line.[171] Referring to Cu 2p technically includes both lines Cu 2p1/2 and Cu 2p3/2.10 In
10The index refers to the sum of angular momentum and spin momentum.
63
CHAPTER 3. METHODOLOGY
Figure 3.12: XP spectra of (a) the Cu 2p3/2 emission, (b) its satellite lines and (c) the Cu
LMM emission, taken from previous work.[189] The films were deposited by reactive
magnetron sputtering at RT and various oxygen contents in the process gas, which are
indicated in the graphs. The spectral features related to Cu(II) and Cu(0) are indicated in
red.
this thesis it is sufficient to only consider the more intense Cu 2p3/2 emission. Throughout
the text however, this is either correctly referred to as Cu 2p3/2, or just Cu 2p for the sake
of simplicity.
It is important to note, that the surface of Cu2O is partially oxidized to Cu(II) con-
taining species. The associated satellite intensity can be reduced by heating in vacuum
at 200◦C.[21, 190] A comparative study of the reduction of partially oxidized copper
(having approximately 1 nm CuO and 2 nm Cu2O at the surface) and fully oxidized CuO
by annealing in vacuum (30 min at 10−8 mbar) showed, that 100◦C is enough to reduce
the 1 nm CuO at the surface of Cu2O. At 300
◦C, the surface of thick CuO is reduced to
Cu2O.[191] When the temperature is not supposed to increase above room temperature,
which such heating in vacuum would require, Cu2O has to be measured by XPS in an
in situ approach without breaking the vacuum between deposition and analysis. This is
described in the following Section 3.3.2.
Experimental conditions used in this work
XPS measurements have been carried out with a Physical Electronics PHI 5700 multi-
technique surface analysis unit, using monochromatic Al Kα radiation with an energy of
1486.7 eV, an emission angle θ = 45◦ and a pass energy of 5.85 eV, resulting in an overall
energy resolution of less than 0.4 eV. Angle resolved measurements have been performed
in the range of 15◦ ≤ θ ≤ 85◦. Binding energies are reported with respect to the Fermi
energy, which was calibrated measuring a metallic silver sample after cleaning during
5 min with an argon sputter gun. This standard sample is stored in vacuum at 10−9 mbar.
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Figure 3.13: Schematic representation of the cluster tool DAISY-MAT.
3.3.2 In situ XPS measurements
In situ measurements have been performed at the cluster tool DArmstadt Integrated SYs-
tem for MATerial research (DAISY-MAT), which is schematically depicted in Figure 3.13.
It provides a central distribution chamber, connecting a Physical Electronics PHI 5700
multi-technique surface analysis unit to several home-made preparation chambers, al-
lowing for rapid sample transfer between preparation and analysis chambers without
interrupting UHV conditions. The base pressure of the transfer stage is 10−9 mbar.
A deposition by magnetron sputtering and simultaneous measurement by XPS or by
means of electrical characterization is not possible due to the presence of plasma inside
the deposition chamber. With the DAISY-MAT it is however possible to interrupt the
film deposition at any given moment and measure XPS and electrical properties, such as
resistance, without any alteration to the film surface induced by air contamination.
Energy band alignment
The energy band alignment between two planar materials can be measured by stepwise
thin film deposition and subsequent photoelectron spectroscopy as outlined by Waldrop,
Kraut and co-workers.[172] The knowledge of the band gaps of the involved materials










































Figure 3.14: The procedure for obtaining the valence band discontinuity ∆EVB is schemat-
ically illustrated. An explanation of the figure can be found in the text.
band edges. A schematic representation of the determination of the valence band discon-
tinuity ∆EVB with XPS is provided in Figure 3.14. The materials shown in Fig. 3.14 are
either semiconductors of insulators due the existence of band gaps.
When the thickness of a thin film on a substrate material is below the information
depth of XPS, both materials contribute to the photoelectron spectrum. Usually the
valence band spectra overlap and individual contributions cannot be distinguished from
each other. This is why EF − EVB is constructed from core level binding energy shifts:
Before film deposition, the clean substrate surface is measured and the offset between
core level binding energy Ecore and valence band maximum EVB is determined for the
substrate. Successive film deposition leads to the reduction of substrate intensity and
the appearance of emissions from the film. When the thickness is high enough, so that
the substrate has no influence on the film emissions anymore, the offset is calculated for
the film material. With the subtraction of the offsets from the corresponding core level
signal, an indirect evolution of EF −EVB with film thickness is constructed. The valence
band discontinuity ∆EVB is extracted in the thickness range in which both material show
similar binding energy shifts. In order to achieve a measurement of the band bending in
the film material, a second experiment with an inverted layer sequence usually needs to
be done. This is mainly due the effects described in Section 3.3.1, occurring in the vicinity
of the substrate interface.
One uncertainty encountered in this procedure is related to the determination of
the valence band maximum by linear extrapolation, being of up to ±0.1 eV.[172] The
chemistry at the interface can further affect the value of valence band alignment. Whether
or not the surface is polar influences the formation of a dipole at the interface.[192]
Interface reaction, in some cases introduced by the deposition process, also affect the
alignment and can be observed for example when reverting the layer sequence.[172, 193]
In order to measure Schottky barrier heights ΦB, the metallic layer is deposited onto
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the semiconductor up to a thickness which allows the measurement of both substrate and
film emissions. The valence band maximum in a p-type semiconductor with respect to
the Fermi energy in the contacting metal is a direct measure of the Schottky barrier height.
In case of an n-type semiconductor, the difference between conduction band minimum
(according to the band gap of the material) and the Fermi energy in the metal has to be
calculated.
The significance of extra-atomic relaxation on the measurement of an energy band
alignment according to the concepts described in Section 3.3.1 will be discussed together
with the relevant data in Section 6.2. To the best of the author’s knowledge, the effect of
extra-atomic relaxation in the vicinity of a substrate interface has not been investigated
in the light of an analysis of energy band alignment at the interface. In Chapter 6 of this
thesis, such a correlation is tentatively established, based on XPS data of Cu2O, deposited
on different types of substrates.
Energy alignments which are solely determined by bulk properties and not by the
local environment at the interface follow the rules of commutativity and transitivity, given
in Equation 3.12 and 3.13, respectively.[172, 194]
∆EVB(A,B) = −∆EVB(B,A) (3.12)
∆EVB(A,C) = ∆EVB(A,B) +∆EVB(B,C) (3.13)
Using the terminology of Equation 3.6, this implies that the binding energy shift is
equal to ∆EF, whereas all other terms are zero. The commutativity rule means that the
layer sequence does not change the alignment. When transitivity can be ensured, the en-
ergy alignment between the materials A/C can be predicted from the energy alignment
between A/B and B/C. In Chapter 5 the valence band discontinuity between Cu2O and
CuO is determined in this way. A sufficiently large number of data sets ensures the valid-
ity of transitivity.[172] Another transitive model is the electron affinity rule. However, it
uses the vacuum level as common energy reference and not the Fermi energy.[195]
In situ conductance measurement
On some samples, in situ measurement of 2-point conductance have been performed
prior to XPS analysis. The Physical Electronics PHI 5700 chamber provides two electrical
feed-throughs, which have been connected to the terminals of a Keithley 6487 picoamme-
ter/voltage source. They are individually contacted to two parts of a specially designed
sample holder. Two lateral gold electrodes on the sample surface are contacted with
screws and metallic tips. An image of the sample assembly before introducing it into the
vacuum chamber is shown in Figure 3.15.
Since especially at low film thicknesses the measured currents have been in the range
of picoamperes, the current measurement was conducted by applying a constant bias
voltage of 1 V until the current reached a steady state. Then the bias voltage was set to
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Figure 3.15: A photography of the sample
holder for in situ conductance measurement
is shown. The inner circle is insulated from
the outer rim. The sample for conductance
measurement can be recognized by the two
planar gold contacts. The second sample
serves as an additional substrate for XPS
characterization.
zero and the current was read until again steady state was reached. The difference of both
steady-state currents was used for calculation of the conductance.[196]
3.3.3 Current-voltage characterization of transistors
Two different semiconductor parameter analyzers were available at CENIMAT for the
measurement of current-voltage characteristics of TFT devices and other test structures.
An Agilent 4155C SPA was connected to a Cascade M150 microprobe station, which was
placed in a metallic box for electrostatic shielding and measurement in the dark. It offered
fast and easy handling by using an optical microscope for sample and tip positioning.
General TFT characterization by measurement of transfer and output curves was usually
performed with this instrument.
The other available instrument was a Keithley 4200-SCS connected to a Janis ST-
500-UHT microprobe station. The Janis probe station offered a cryostat for temperature
control between 78.2 K and 675 K. A continuous flow of liquid nitrogen was used for
cooling a solid copper sample holder. The holder was resistively heated, controlled by a
Lakeshore 336 temperature controller. The cryostat was enclosed in a vacuum chamber,
connected to a turbo molecular pumping stage. The setup is capable of chamber pressures
down to 10−4 mbar. Since this equipment offered more possibilities than the Agilent setup
at the expense of an easy sample handling, it was rather used for specific test purposes,
like characterization in temperature and under gate voltage stress.
3.3.4 Hall effect measurement
By the Hall effect technique, it is possible to determine the majority charge carrier type,
its carrier concentration and carrier mobility. When the measurement is conducted under
variation of the temperature, information on dopant states and concentrations can be
obtained by evaluating the activation energy of free carrier concentration. Furthermore,
the temperature-dependent mobility may reveal the dominant scattering mechanisms.
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Figure 3.16: Geometrical relations relevant
for equations of the Hall effect measure-
ment (adapted for positive charge carriers
from [197]).
Working principle
The information on the working principle of Hall effect measurements is adapted from
a book by Marius Grundmann.[197] In 1879, Edwin Hall described for the first time a
force acting on a charge carrier in an electric field by a transversal magnetic field.[198]
It may be described by considering the geometry shown in Figure 3.16, assuming an
isotropic material. The magnetic field along z induces an electric field in the x and y
plane according to the Lorentz force, which is described by Equation 3.14.
FL = q (v×B) (3.14)
A current density jx = σEx is flowing due to an applied voltage in x-direction. Conse-
quently, the Lorentz force acts along y, leading to charge accumulation, which results in
the Hall voltage VH. After Equation 3.14, the field along y is given by Ey = vxBz = µHExBz.












Thus the quantity directly obtained from the measurement of the Hall coefficient is the
carrier concentration p. Typically prior to the Hall effect the conductivity σ is measured.
This value is then used to determine the Hall mobility µH according to Equation 3.15.
This simplified approach assumes the same mobility for charge carriers moving along
x due to the electric field as for carriers moving along y due to the magnetic field in z.
This means the mobility is proportional to a uniform, average scattering time τ . However,
this is only true at very large magnetic fields, which are typically not encountered in
laboratory-based Hall effect equipment. When considering the ensemble averages of the
scattering time it can be shown that < τ2 > is different from < τ >2. This results in a more








The Hall factor rH =< τ2 > / < τ >2 may vary between 1 and 1.93 depending on the
dominant scattering mechanism. The knowledge of rH allows for calculation of the mobil-
ity which determines the conductivity, also referred to as drift mobility µd. Nevertheless,
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the Hall mobility is widely used in literature since it does not require the knowledge of
the dominant scattering process.
The presence of charged defects causes ionized impurity scattering. This mechanism
becomes dominant when the temperature decreases, due to a decreased probability of
phonon scattering. Due to the relevance to Cu2O,[10, 22, 46] the mechanism will be
shortly described in the next paragraphs, mainly based on the book “Solid State Physics”
by Blakemore.[199]
Ionized impurity scattering
Scattering at ionized impurities happens when a charge carrier is deflected by attraction
to or repulsion from the localized charges of impurities. The formalism is based on the
one Rutherford developed for describing the scattering of alpha particles at atomic nu-
clei.[200] Conwell and Weisskopf adapted it to the case of electron scattering by limiting
the effective Coulomb force for scattering at low angles to a certain distance to the ionized
impurities, which in turn depends on the total impurity concentration.[201] The result-
ing expression for the mobility limited by ionized impurity scattering µI with respect to
the temperature is given in Equation 3.17. A quantum mechanical approach has been












The variable Ni is the ionized impurity concentration and Z charge state of the scat-
tering center. The numerator predicts a T 3/2 dependence. Only at very low temperature
and high ionized impurity concentrations, the denominator changes the dependence to
T −1/2. The total ionized impurity concentration in a p-type semiconductor, which is com-
pensated by a fully ionized single donor, is Ni = p + 2ND.[46] When ionized impurity
scattering is the dominant mechanism, the Hall factor is 1.93.
Description of equipment
The commercial system at UNL was a HL5500PC by the company Accent. The description
is taken from the respective user manual. The magnetic field of 0.32 T was provided by a
permanent magnet. The system was equipped with a buffer amplifier for measurement
of high impedance, involving source currents down to 1 pA. Furthermore, it provided a
cryostat enabling measurements between 90 K and 550 K by cooling with liquid nitrogen.
During the measurement at various temperatures, the sample space was continuously
evacuated by a rough vacuum pump. Below a pressure of a few millibar, water conden-
sates directly from the gas phase at a transition temperature between 273 K and 200 K,
which is decreasing with lower pressure.[203] This eventually influenced the electric
properties of a samples, which resulted in a significantly reduced activation energy from
the Arrhenius plot below the phase transition temperature of water. In order to avoid the
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Figure 3.17: Schematic representation of the Hall effect set-up at TU Darmstadt, taken
from previous works.[205]
influence of water on measurements below the phase transition temperature, the sample
was heated above 400 K during a few minutes in the rough vacuum prior to cooling down.
All samples were measured in van der Pauw geometry.[204]
The custom-made Hall effect system at TU Darmstadt is described in a respective
publication.[205] The experimental set-up has been elaborated during preparation of
the PhD theses of André Wachau and Mareike Frischbier.[44, 206] Figure 3.17 shows a
schematic representation of the setup. The sample in van der Pauw geometry is installed
inside a quartz tube, which may be evacuated through a turbo molecular pump down to
a pressure of 10−8 mbar. Alternatively, a gas flow at atmospheric pressure of an argon-
oxygen mix may be chosen by separate mass flow controllers and an optional oxygen
pump. The gas mixture at the outlet is monitored by a potentiometric oxygen sensor. The
quartz tube is fit into a furnace, which allows for measurement at temperatures up to
600◦C. The furnace with quartz tube carrying the sample is then placed between the
pole shoes of a electromagnet (Type EM4-HVA, Lake Shore Cryotronics), capable of a
maximum magnetic field of 1 T. A Hall probe serves to monitor the actual magnetic field
in the vicinity of the sample. Several Keithley instruments are responsible for supplying
the measurement current, measuring the Hall voltage and performing the permutation
among the four contacts of the sample in van der Pauw geometry. A buffer amplifier is
included in order to measure high impedance samples. A LabView routine controls the





Transmittance spectroscopy enables to determine the optical band, which is one of the
characteristic quantities of a semiconducting or insulating material. Photons of a compar-
atively high energy eventually give rise to the photoelectric effect, which was covered in
Section 3.3.1. A lower energy leads to other kinds of interactions. One of them is absorp-
tion. In case the absorbing material is a semiconductor or an insulator, photons are only
strongly absorbed when their energy is higher than the optical band gap. By measuring
the portion IT of the unattenuated light intensity I0 which is transmitted through the
sample as well as the reflected intensity IR, the absorption coefficient α can be estimated,
following the Lambert-Beer law.[20] Equation 3.18 shows the respective formalism, in










The transmittance IT/I0 as well as the reflectance IR/I0 can be readily measured with
commercial spectrophotometers like the Perkin Elmer Lambda 950, available at UNL.
However, the sample area of films deposited at TU Darmstadt was limited to 2x2 cm2.
In the case of a simultaneous deposition on several substrates, it often had to be below
1x1 cm2. It was found that such small sample sizes led to an overestimation of reflectance
with the equipment available at UNL. The usage of a mask covered with Spectralon
(the same white coating found on the inside of the sphere) at the exit port of the inte-
grative sphere was necessary. Due to the lack of focusing optics at the entrance port,
reflected light intensity which was rather coming from the mask than from the sample
was recorded. When calculating the absorption coefficient upon taking into account
an overestimated sample reflectance, a negative absorption coefficient was obtained at
low light energies. In order to avoid this error, the absorption coefficient was calculated
neglecting the reflectance. As a consequence, interference fringes which appeared in
transmittance data are included in the calculated absorption coefficient. However, since
the Tauc plot applied for the estimation of the band gap involves the product of α and
the photon energy hν,[207] this effect is of minor concern for the determination of the
band gap.
3.3.6 X-ray diffraction
The basics of X-ray diffraction are taken from references [208] and [209]. Light is
diffracted by means of coherent, elastic scattering at periodic structures and interfer-
ence of the scattered rays. The process is described by the Bragg equation, here 3.19.[210]
2 · dhkl · sinθhkl = n ·λ (3.19)
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The symbol dhkl is the spacing of periodic planes, θhkl the angle with respect to the
planes, λ the wave length of the light and n the order of interference. The condition
λ ≤ 2/n · dhkl needs to be fulfilled. After the discovery of X-rays by Röntgen (Nobel Prize
in 1901), it had been found that their wavelength range gives rise to diffraction at lattice
planes of a crystal (Laue, Nobel Prize in 1914). These planes are commonly indicated
by Miller indices hkl. However, they are not physically existing planes inside the crystal
but rather arise from the periodic stacking of atoms. It is further not a reflection in a
macroscopic analogy to a mirror, but rather based on the excitation of electrons. By means
of Hertz dipoles, each atom emits light of the same wavelength as the incident beam.11
The periodicity of atoms in a crystal consequently gives rise to interference effects within
the emitted radiation, governed by Equation 3.19.
By variation of θhkl and/or λ and recording the intensity of the diffracted beam, infor-
mation on structural properties and composition of phases of a sample can be obtained.
As X-ray tubes are a common radiation source available in a laboratory environment, a
popular method involves the use of monochromatic12, divergent X-rays and a variation
of θhkl . The Bragg-Brentano diffraction method is performed in reflexion at the sample
surface. By varying both the incident and the emitted beam optics by the same value,
the lattice planes parallel to the sample surface are measured, which is referred to as
θ/2θ scan. In the case of measuring thin films deposited on a substrate, Bragg-Brentano
is preferred towards a measurement in transmission, since less substrate intensity is
recorded.
The goniometer geometry with a radius r is schematically shown in Figure 3.18. With
a fixed divergence angle γ defined by slits in the incident (and scattered) beam path, the
length L along the sample surface, which is illuminated (and detected) changes with the





This means the measured sample area decreases with increasing diffraction angle. To-
gether with the penetration depth of X-rays, the measured sample volume is defined.
The penetration depth generally increases with increasing diffraction angle, which coun-
teracts the effect of Equation 3.20.[208] However, in a thin film sample the penetration
depth may be larger than the sample thickness for a given diffraction angle. Under these
circumstances, the measured sample volume within the film is predominantly defined by
the illuminated area.
11This is referred to as Thomson scattering in the framework of the kinematic scattering theory.[208]
12The incident beam is actually not monochromatized, since this would mean a significant intensity loss.
The Kα1 and Kα2 X-ray lines are used, as the Kβ line can be filtered be a metallic absorber.
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Figure 3.18: Schematic representation of the
goniometer half-circle in Bragg-Brentano ge-
ometry.[208] Two different diffraction an-
gles θ are shown in blue and red with fixed
goniometer radius r and divergence angle γ .
Qualitative phase analysis
The obtained XRD data was analyzed with the software HighScore Plus, which was pro-
vided by the manufacturer of the instrument.13 The information in this subsection is
mainly taken from the respective manual version 4.1. An algorithm for automatic back-
ground removal is used.[212] Bragg reflections are automatically detected from the sec-
ond derivative of the data, which is calculated by applying a polynomial filter.[213] Al-
though an evaluation of the first derivative provides a higher accuracy in diffraction angle,
the second derivative allows for a better detection of overlapping reflections. In order to
obtain refined line profile parameters, a Pseudo-Voigt profile fitting routine is used. The
fitting considers the Kα2 component.[214, 215] The most important parameters from the
line profile analysis are diffraction angle, areal intensity and full width at half maximum
(FWHM). A list containing these parameters is matched to a database of powder diffrac-
tion files of the International Center of Diffraction Data (ICDD). The possible phases are
first limited by selecting the containing elements, and allowing the software to search
for any possible phases formed by the defined list of elements. A score is created to sort
the most probable database entries by their likelihood of occurrence in the sample. In
a manual selection step, the patterns which best fit to the experimental data are chosen.
The XRD results presented in this thesis are shown together with the patterns from the
corresponding powder diffraction files. Distances between lattice planes dhkl are com-
pared to the database entry in a relative fashion. The FWHM is occasionally evaluated
using the Scherrer formula. Equation 3.21 gives the grain size Lgrain of monodisperse
cube-shaped crystallites of a powder. In case of polycrystalline thin films, where cube-






3.3.7 Scanning electron microscopy
Most information on the technique is obtained from the book by Ohring.[29] A scanning
electron microscope (SEM) uses a focused electron beam, which scans the sample surface
and analyzed primarily secondary electrons (SE) and elastically backscattered electrons
(BSE). The primary electrons of an energy between a few keV and 50 keV are usually
13HighScore Plus software version 4.1, year 2014, PANalytical B.V., Almelo, The Netherlands
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created either by thermionic emission from a filament or by a field emission gun and
focused to a spot size of ≈ 1nm through a column of electromagnetic lenses. They interact
with the sample up to a depth of 1 µm from the surface.
Secondary electrons (SE) have an energy a factor of a thousand lower than the primary
electrons. This implies, that they are emitted only from a region of a few angstroms from
the sample surface. Secondary electrons provide a topographical contrast, since the SE
yield depends on slope and curvature of the surface: A tilted surface with respect to the
primary beam emits more secondary electrons, than a surface at 90◦. Furthermore, the
yield from convex surfaces is higher than from concave ones. The resolution of an SE
image is in the order of 2 nm.
Backscattered electrons have a kinetic energy similar to the primary electrons and
are obtained up to a depth of a few tenths of a micrometer. Since the interaction volume
increases with the depth from the surface, a lower lateral resolution is obtained from BSE.
The probability for backscattering is roughly proportional to the square root of the atomic
number, so elemental contrast can be obtained, if the atomic numbers are sufficiently dif-
ferent in the sample. When detecting electrons which are emitted from the sample under
different angles between the primary beam and the surface, BSE can be detected which
have undergone Bragg diffraction by the crystal lattice of the samples. This technique is
called electron backscatter diffraction and is able to provide crystallographic information
for individual grains. In addition to SE and BSE, Auger electrons and X-ray fluorescence
are produced in the samples as competing processes. Due to the relatively low kinetic
energy of Auger electrons, as described in Section 3.3.1, they are emitted only from the
top few nanometers of the surface. Fluorescent X-rays are emitted from up to a depth of
1 µm. Both provide elemental information, but it is most commonly the fluorescent X-
rays, which are detected by energy dispersive spectroscopy (EDS).
In this work, secondary electrons were analyzed for topographical contrast with a
Carl Zeiss Auriga. To obtain cross-sectional images of the films, the samples have been
manually broken prior to the measurement.
3.3.8 Atomic force microscopy
Like in the previous section, the information on the technique is taken from the book
by Ohring.[29] An atomic force microscope (AFM) measures attractive and repulsive
forces between surface atoms and an ideally atomically sharp cantilever tip. It is mostly
used to obtain topographical images of a sample surface with sub-nm resolution. As a
successor of scanning tunneling microscopy, it extends the range of measurable surfaces
from conductors to semiconductors and insulators.
The cantilever acts as a soft spring with respect to the interatomic forces of the samples
and becomes deflected upon sensing the surface. In non-contact mode, attractive van der
Waals forces between tip and sample surface are sensed by a vibrating cantilever, while
the tip is not in physical contact with the sample. These forces are small, so they are
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detected by an amplitude or frequency change in the cantilever vibration. Alternatively,
the contact mode enables to sense repulsive forces between the surface and the tip without
the need of a vibrating cantilever. Having the advantage of being a simpler procedure,
the contact mode provokes more abrasion between tip and surface compared to the non-
contact mode and is not suited for soft materials. In both modes, the cantilever deflection
is measured by the alignment of a laser beam, which is reflected from the backside of
the cantilever. While a micrometer-sized area of the surface is scanned, the distance
between tip and surface is piezo-controlled, coupled to the deflection (contact mode) or
amplitude/frequency change (non-contact mode) of the cantilever. The height contrast
of the sample area is the most common type of data acquired by AFM. However by
measuring a current or electrostatic forces between the tip and the surface, other types of
contrast can be obtained by this technique.
In this work, an Asylum Research MFP-3D atomic force microscope was used to
obtain surface roughnesses and average grain sizes at the surface in non-contact mode.
Furthermore, data from conductive atomic force microscopy (CAFM) is included in Chap-
ter 5, showing current maps in contact mode of an area of 1× 1µm2 with a voltage of 2 V














Deposition of stoichiometric Cu2O
With the knowledge on defects in Cu2O outlined in Section 2.6.1, it is important to ensure
the material to be as stoichiometric as possible in order to benefit from the low hole carrier
concentration and the high carrier mobility of Cu2O. In the process of reactive sputtering,
the most important parameter for the oxidation state of the deposited material is the
oxygen partial pressure. For convenience, the oxygen partial pressure was indirectly
controlled by the argon and oxygen gas flow, while maintaining the total system pressure
constant. In previous works, in situ XPS has already been shown to be a suitable technique
for the detection of small amounts of copper ions in oxidation states other than Cu(I),
whereas XRD requires the formation of the corresponding secondary crystallographic
structures.[189]
The first section of this chapter contains a summary of bulk properties of thin Cu2O
films when deposited with different oxygen content in the process gas. This intends to
emphasize the impact of stoichiometry and oxidation state on the electrical properties of
Cu2O. It shall also highlight the importance of XPS as an analytical tool to ensure the
optimum deposition conditions in order to obtain the desired cation oxidation state. Since
XPS is not readily available at UNL, Section 4.2 introduces transmittance spectroscopy
as common benchmark for samples from both institutes. To conclude the analysis of
bulk properties, Hall effect measurements as a function of temperature and atmosphere
composition are presented in Section 4.3.
In order to distinguish the samples deposited at TU Darmstadt, the Cu/O ratio is used,
which was obtained from in situ XPS data. This allows to easily relate observations from
other measurements to deviations from Cu2O stoichiometry. Since the Cu/O ratio from in
situ XPS could not be measured for the samples deposited at UNL, they are referred to by
the letters A, B, C, D, E. Higher letters in the alphabet correspond to a higher amount of
oxygen gas flow in the process gas during sputter-deposition. The percentage of oxygen
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in the total gas flow has been varied from 4.5 % to 6.5 % in steps of 0.5 %.
4.1 Fermi energy and resistance with respect to the
stoichiometry of in situ samples
Slight variations in oxygen content in the process gas lead to changes in the stoichiometry
and the Fermi energy of copper oxide. Figure 4.1 (a) graphically depicts the relation
between Fermi energy and Cu/O ratio of samples of > 200 nm thick films obtained dur-
ing calibration of the oxygen content for deposition of Cu2O at room temperature. Fig-
ures 4.1 (b) and (c) show corresponding values of the conductivity σ and the activation
energy Ea. The activation energy was obtained from conductance measurements in planar
geometry in a temperature range of −50◦ < T < 130◦ at a total pressure of 10−4–10−3 mbar.
More results and details on activation energies are included in Section 5.2.1. Relevant XP
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Figure 4.1: (a) Fermi energy of copper oxide films (> 200 nm) with respect to stoichiome-
try as deduced from XPS data. The films were deposited on corning glass and ITO-coated
corning glass. (b) Conductivity σ from planar geometry (circles) and van-der-Pauw geom-
etry (vdP, squares) with respect to stoichiometry. The full symbols in (a) and (b) show data
obtained from the same deposition. The green circles are taken from previous work.[189]
(c) Activation energy between -50◦C and 130◦C of a few representative samples. (d), (e)
XP spectra of selected samples at binding energies of the Cu 3p3/2 satellite emission and
the Cu LMM Auger emission.
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The Fermi energy of stoichiometric Cu2O is found at 0.21–0.24 eV above the valence
band maximum. When increasing the oxygen content in the process gas to more oxygen-
rich conditions, the XP spectra presented in (d) show a gradual increase in Cu 2p satellite
intensity, which corresponds to an increased amount of Cu(II) in the sample. Simulta-
neously, a gradual increase in Fermi energy and an increase in conductivity as well as a
decrease in activation energy is observed. At first, it is contradicting how a sample can
show increased conductivity together with an increased Fermi energy, especially since a
sample of CuO stoichiometry exhibits a Fermi energy of 0.06 eV above the valence band
maximum. If a homogeneous materials is assumed, the mobility would have to increase
tremendously to compensate for the lower carrier concentration. Since such an observa-
tion is not reported in literature, the increasing conductivity is rather an indication for
the presence of a highly conductive secondary phase. The Fermi energy does not decrease
with more oxygen-rich conditions in Fig. 4.1 (a), whereas the conductivity in (b) increases
and the activation energy in (c) decreases. This indicates, that the more conductive phase
is found in the depth of the film and not at the in situ surface. Motivated by these find-
ings, the possibility of an increased conductivity at grain boundary and interface layers
is analyzed in Chapter 5.
Going towards copper-rich conditions, an increase of EF − EVB to 0.4–0.6 eV is ob-
served at Cu/O ≈ 2. The conductivity drops accordingly. In order to conclude whether
metallic copper is present in the copper-rich material, the Cu LMM Auger emission can be
considered, as it was mentioned in Section 3.3.1. When looking closely at the differences
of the normalized intensity of the red (Cu/O = 2.09) and the black curve (Cu/O = 2.02) in
Figure 4.1 (e), a slightly increased intensity is observed around the typical binding energy
of the metallic Cu LMM emission at 568.5 eV. Consequently, the high Fermi energy of the
copper-rich Cu2O is ascribed to metallic precipitates, which cause Schottky barriers to
the Cu2O in the bulk of the material and deplete the semiconductor.[120]
1 As long as the
metallic precipitates do not form a continuous conductive path, the conductivity is the
one of the depleted semiconductor. This corresponds to the range 2 ≤ Cu/O < 2.3.[124]
The data point in Fig. 4.1 (b) at Cu/O = 2.64 confirms, that metallic conduction occurs for
Cu/O > 2.3.
4.2 Transmittance spectroscopy as common benchmark
Since XPS is only available at TU Darmstadt, other experimental techniques were needed
to compare samples from both institutes. In previous work,[189] XRD was show to be
insensitive to small changes of oxygen content in the process gas during reactive sputter-
ing at room temperature. The Fermi energy and conductivity of the material is strongly
affected, which was presented in the preceding section. In order to investigate similarities
between samples from UNL and TU Darmstadt, one option was Raman spectroscopy.[19]
1The formation of metallic copper at the interface to another material is covered in Section 7.1.
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Figure 4.2: Absorption data from optical transmittance of (a) samples from TU Darmstadt,
including in situ XPS data and (b) samples from UNL, including data from Hall effect
measurements (n.a. means non applicable, since these samples were not measurable by
the Hall effect method). The TU Darmstadt samples were deposited on ITO-coated glass
substrates, whereas the UNL samples were grown on corning glass. The value of the
optical band gap of stoichiometric Cu2O films is indicated in the lower right corner of
each graph.
However, it was found that this technique could not detect the small differences in oxy-
gen content, probably due to a high degree of disorder in the material deposited at room
temperature. Furthermore, a Raman system was available only by collaboration with
other groups, like the Chemistry Department of UNL or the Physics Department of the
University of Aveiro.
The technique which was found most sensitive to compare the films of the different
institutes was transmittance spectroscopy. This is due to the fact that on the one hand,
Cu2O exhibits the onset of optical absorption at the lowest energy of all possible com-
pounds, which can be formed with oxygen (Cu3O4 and CuO).[19] On the other hand,
metallic copper also introduces additional absorption for energies below the band gap
of Cu2O, which is readily detected by this technique. Figure 4.2 shows a comparison of
absorption coefficients (a) of samples deposited at TU Darmstadt, which were analyzed
by in situ XPS and (b) of samples from UNL, which were measured by the Hall effect
method. The data is represented in order to be evaluated for optical band gap determina-
tion as direct, allowed transition according to the Tauc method.[207] From top to bottom,
the legend of each plot refers to samples deposited with an increasing oxygen amount.
The increase of oxygen amount in the process gas is particularly clear in Figure 4.2 (a)
from the decreasing Cu/O ratio. The colors are chosen to approximately show similarities
between samples from the different universities.
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The absorption spectra are not identical, which is partly due to the different substrates
(ITO-coated glass for TU Darmstadt samples and corning glass for UNL samples). How-
ever, with a band gap of 2.8–2.9 eV,[216] ITO does not have a significant influence on the
absorption at the energies represented in the figure and is consequently neglected in the
calculation of the absorption coefficient. The important part of the data is the onset of
light absorption: In Figure 4.2 (a), the onset occurs at the highest energies for the most
stoichiometric Cu2O films. In Figure 4.2 (b), a similar trend is seen with respect to the
lowest carrier concentration and the highest mobility. Similar to the samples of (a), these
films were deposited with increasing oxygen content in the process gas (from green to
purple). No data on electrical properties are available for the samples deposited at the
extreme oxygen contents (sample A: 4.5 % and sample E: 6.5 %), since the Hall coefficient
had alternating signs during the measurement (see Section 4.3). Judging from the highest
observed onset of adsorption, the samples represented by the gray and black lines in
both figures exhibit the lowest amount of copper-containing materials other than Cu2O.
The comparison to the Cu/O ratio in Figure 4.2 (a) confirms this. The values included
in Figure 4.2 (b) show the comparatively high hole mobility and low concentration in
these samples. The band gap for stoichiometric Cu2O may be estimated, which produces
almost identical values of 2.53 eV and 2.55 eV for films deposited at TU Darmstadt and
UNL, respectively. This is in accordance with literature.[217–220]
Transmittance spectroscopy was used throughout the preparation of this thesis to
ensure optimum stoichiometry, also of samples which could not be checked by in situ
XPS. In this way, results of films produced at TU Darmstadt and at UNL may be safely
correlated, as far as the oxygen content and the copper oxidation state of stoichiometric
Cu2O is concerned.
4.3 Hall effect measurements
The results from the Hall effect measurement of films deposited with different amounts of
oxygen in the process gas have already been included in Figure 4.2 (b). The same results
are shown in a different graphical representation in Figure 4.3 (a) for improved clarity.
The average of at least 15 measurements has been calculated for each sample.
The conductivity increases with increasing oxygen content in the process gas. For
an oxygen flow of 5 % and higher (samples B–E), the conductivites are similar to the in
situ samples fabricated at TU Darmstadt, which were shown in Figure 4.1 (b). At the
extreme oxygen contents (sample A: 4.5 % and sample E: 6.5 %) the measured average
concentration had a negative sign, which indicates, that hole conduction is obstructed.
Note that the negative Hall sign is not an indication for Cu2O to be an n-type conductor,
since this is thermodynamically impossible.[99] The highest mobility and lowest carrier
concentration were obtained for sample B, which had been deposited at 5 % oxygen flow.
A further increase in oxygen flow leads to a decrease in mobility and an increase in hole
concentration. With a higher oxygen content, the electrical properties of the material
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Figure 4.3: Results from Hall effect measurements of ≈ 100 nm Cu2O on glass, deposited
at UNL with different gas flow ratios of oxygen between 4.5 % and 6.5 % (samples A–E).
Errors obtained from several repetitions of the measurement are indicated by error bars.
increasingly resemble the ones of CuO,[18] rather than of Cu2O. With a hole mobility
in CuO of < 10−2 cm−3, the significant contribution of Cu(II) is most probably the rea-
son, why at 6.5 % oxygen flow (sample E) a stable Hall voltage could not be obtained.
The eventual formation of secondary crystallographic structures is investigated by XRD
measurements in Section 4.4.
Results of stoichiometric Cu2O samples deposited at TU Darmstadt are summarized
in Table 4.1. The values as deposited are in a similar range as for the samples of UNL. A
significant improvement of the mobility is obtained after a post-deposition annealing step
at 200◦C in air, whereas the carrier concentration is not strongly affected. The change
is smaller for the samples from UNL: The Hall mobility of samples B and C increases
to 2.1 and 2.5cm2V−1s−1 and the carrier concentration to 3.7× 1016 and 2.5× 1016 cm−3,
respectively. The observed alterations due to the annealing suggest, that structural defects
which cause carrier scattering are healed-out by the annealing, whereas an oxidation to
Cu(II) does not appear to be significant during only 1 h of annealing. A detailed discussion
of the influence of the temperature and the atmosphere on the hole mobility and the
concentration can be found in Section 7.2.
Table 4.1: Hall effect measurements of > 1 µm thick samples on glass, produced at TU
Darmstadt.
σ (S cm−1) µ (cm2V−1s−1) p (cm−3)
as deposited 4× 10−4 0.5 5× 1015
as deposited 3× 10−2 - -
annealed (1h, 200◦C, air) 1× 10−2 33 2× 1015
Films deposited at TU Darmstadt had to be an order of magnitude thicker than the
samples from UNL in order to be measurable by the Hall effect method. This influence
of film thickness is likely a result of a change in grain size with thickness, according to
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the growth model by Messier described in Section 2.5.1. Structural differences between
the films from each institute, which are described in the following section, may cause the
observed difference in electrical properties.
4.4 X-ray diffraction measurements
In order to confirm the crystallographic structure of the samples, X-ray diffraction is used.
Figure 4.4 shows the diffraction patterns of films deposited at UNL (a) and at TU Darm-
stadt (c). Fig. 4.4 (b) features data from Powder Diffraction Files (PDF) of the respective
phases (see figure caption). Generally, database entries of the highest quality (designated
as “star”) were used. If such was not available, like in the case of Cu4O3, a calculated
pattern was used. Both the samples from UNL and TU Darmstadt were deposited at
different oxygen contents in the process gas. The data shown in Fig. 4.4 (a) was obtained
on the same samples as represented in Figure 4.2 (b) and Fig. 4.3 (a). Fig. 4.4 (c) shows a
part of the samples, which are included in Figure 4.1 (b) as filled symbols.
The occurrence of a phase other than Cu2O due to oxygen-poor deposition conditions
can be observed in sample A of Figure 4.4 (a) by the presence of reflections of metallic
copper, most prominently at the (111) planes under a diffraction angle of 43.298◦. In the
samples of pure Cu2O phase from both institutes, a shift of the most intense Cu2O reflec-
tions towards smaller diffraction angles is observed, when slightly oxidizing deposition
conditions are applied. This has been observed in previous works and was interpreted as
a manifestation of an increased copper vacancy concentration.[189] Interestingly, Cu2O
films at UNL exhibit compressive strain, whereas samples at TU Darmstadt are under
tensile strain with respect to values from the database. The different deposition chamber
geometries as well as differences in the deposition parameters (e.g. sputtering power, to-
tal pressure) are most probably responsible for this. The importance of strain for charge
carrier mobility and the release of strain after post-deposition annealing are discussed in
Section 7.2.
An important difference between samples deposited at UNL and TU Darmstadt is the
orientation perpendicular to the sample surface. Even though the diffractometer at UNL
was not equipped for rocking curve measurements, a qualitative conclusion is possible
from the θ/2θ scans. When confining the analysis to the angular range of the (111) and
(200) reflections (36.419◦ and 42.298◦, respectively), the change in sampling volume re-
lated to the illuminated surface area is in the range of 13 %, according to Equation 3.20.
The intensity ratio (111)/(200) from the respective PDF is 100/37 ≈ 2.7. With this as a
reference, the Cu2O samples deposited at UNL show no significant preferential orienta-
tion along the surface normal, whereas samples from TU Darmstadt exhibit a dominance
of (200) orientation. It is possible, that the preferential orientation in (200) of the sam-
ples from TU Darmstadt causes lower in-plane mobilities when compared to the rather
isotropically oriented samples from UNL. In epitaxially grown samples, a dependence
of the mobility on the orientation has been reported.[10] However, the samples were of
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Figure 4.4: Diffraction pattern of samples (a) deposited at UNL and (c) at TU Darmstadt;
(b) values from database entries, Cu: PDF 00-004-0836, Cu2O: PDF 00-005-0667, Cu4O3:
PDF 01-083-1665, PDF CuO: 00-045-0937.
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different domain size, showing lower mobility at lower domain size. Indeed it is shown
in Section 5.2.2, that the grain size plays a decisive role for Hall mobility and carrier
concentration, since Cu(II) is segregated inside the grain boundary.
Increasing the oxygen content in the process gas during sputtering beyond the range,
which leads to the deposition of a singular Cu2O phase, results in the formation of Cu4O3,
since the CuO (111) reflection at 38.731◦ is absent in Figure 4.4. This is valid for the
samples deposited at both institutes. 2 The results reported in Chapter 5 suggest, that
Cu(II) is segregated in the grain boundary of Cu2O. Hence, the formation of a correspond-
ing secondary phase might preferentially occur in the grain boundary. However, based
on the XRD patterns it cannot be concluded here whether the secondary Cu4O3 phase is
predominantly formed at the grain boundaries of Cu2O.
4.5 Deposition rates analyzed by profilometry
The thickness of copper oxide thin films was measured with a profilometer. Divided by
the duration of deposition, this results in the deposition rate. The deposition rate is an
important factor for the interpretation of the thickness-dependent analyses of Chapters 5
and 6. As the deposition conditions were kept constant once the calibration for deposition
of stoichiometric Cu2O had been finished, a general deposition rate is calculated for the
chambers at UNL and at TU Darmstadt. To obtain reliable results from the thickness
measurements, an average of several point at different locations on the sample surface
was calculated for each sample. Furthermore, the measured data from the profilometer
was calibrated by using a standard sample, provided with the instrument. A large set of
samples with thicknesses ranging from 250 nm to 1500 nm led to the average deposition
rates as shown in Table 4.2. The uncertainty in the thickness measurement of a 1500 nm
thick film is estimated to be of ±25 nm, which affects the value of deposition rate by
±0.15 nm/min. An uncertainty in the time measurement is assumed to be negligible with
respect to the error in thickness determination.
Table 4.2: Deposition rates as determined by profilometry.
(nm/min) Cu2O CuO
UNL 2.80 n.a.
TU Darmstadt 8.45 12.17
2Both Cu4O3 and CuO have their most intense reflection at slightly lower diffraction angles than the
Cu2O (111) planes (Cu4O3 (202) at 35.654
◦ and CuO (002) at 35.496◦). Even though these angles are close
to the most intense Cu2O reflection, the Cu4O3 (220) reflection at 43.834
◦ and the CuO (111) reflection at
38.731◦ allow to distinguish a simple change in Cu2O reflection angles from the formation of either of both
secondary phases, provided the respective material is not textured.
87




The results presented in this chapter had the purpose to compare the film properties of
copper oxide deposited at the two different institutes at which the work of this these was
conducted. Samples deposited at UNL and TU Darmstadt behave similar to each other
in terms of optical and (to a large extend) electrical properties, which were determined
by optical transmittance spectroscopy and the Hall effect method, respectively. This
allows a correlation of findings obtained by techniques exclusively available at either
of both institutes, notably the in situ characterization by XPS at TU Darmstadt, which
enables the measurement of the Fermi energy with respect to the valence band. However,
the samples from the two institutes also showed differences, most importantly in the
crystallographic orientation and residual strain. The Cu2O samples from UNL had no
preferential orientation and were compressively strained, whereas the samples from TU
Darmstadt grew predominantly in (200) direction perpendicular to the film surface and
under tensile strain. The differences in strain indicate that the films from TU Darmstadt
are less dense compared to the samples from UNL. Tensile strain may be associated
to the presence of voids inside the material, which are detrimental for charge carrier
mobility.[22] A low density may explain why the samples from TU Darmstadt could
not be measured by Hall effect prior to post-deposition annealing. Post-deposition heat
treatments are investigated further in Section 7.2. When deposited at higher oxygen
amount in the process gas, films from both institutes grow in a Cu4O3 structure.
By comparing the film properties of the samples from the two institutes, this chapter
described correlations between stoichiometry and electrical properties, as well as optical
and structural properties, which are general to polycrystalline Cu2O. The findings were
mainly interpreted by considering reduction or oxidation of the metal cation, since this
could be observed by in situ XPS on films deposited with different oxygen amounts. The
consequences for electrical properties of the resulting inhomogeneous semiconductor
were put into focus. Metallic copper in contact with Cu2O causes a depletion, whereas
Cu(II) leads to an increase in carrier concentration and a decrease in carrier mobility. The
important question of localization of these defects is addressed in the remainder of this
thesis. Most importantly, in Chapter 5 it is shown that Cu(II) is contained in the grain










Partial oxidation in the grain boundaries of
Cu2O
This chapter is concerned with the cation oxidation state inside thin polycrystalline Cu2O
films, grown on different kinds of substrates. Section 5.1 presents results from in situ
conductance measurements at thicknesses from sub-nm to around 250 nm with parallel
X-ray photoelectron spectroscopy. An enhanced conductivity at low thicknesses is ex-
plained by the occurrence of Cu(II), which is segregated in the grain boundary and locally
causes a conductivity similar to CuO, although the surface of the thick film has Cu2O
stoichiometry. Since grains grow with increasing film thickness, the effect of an apparent
oxygen excess is most pronounced in vicinity to the substrate interface. Electrical proper-
ties of Cu2O grains are at least partially short-circuited by this effect. The study focuses
on properties inherent to copper oxide, although interface effects cannot be ruled out.
This non-destructive, bottom-up analysis reveals phenomena which are commonly not
observable after device fabrication, but clearly dominate electrical properties of polycrys-
talline thin films. The results of this section have been published in the Journal of Applied
Physics.[221]
In Section 5.2, data from Hall effect measurements at low temperatures and of samples
with different grain sizes are presented. The evaluation of the activation energies supports
the existence of Cu(II) in the material. The comparison of charge carrier concentrations
and mobilities of samples with different grain sizes (mainly obtained from literature)
proves the existence of a higher charge carrier concentration and a lower carrier mobility
in the grain boundary of Cu2O with respect to the grain interior. An attempt is made to
represent the experimental data with the composite sphere model by Mathew et al..
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5.1 Highly conductive grain boundaries in thin films
The samples were prepared and analyzed in the DAISY-MAT system at TU Darmstadt.
SiO2 (quartz glass),
1 Al2O3 by ALD and Bi2O3 by sputter-deposition were used as sub-
strates for the deposition of Cu2O. Substrates of either 25 nm Al2O3 or 45 nm Bi2O3
deposited on quartz glass are referred to as q/Al2O3 and q/Bi2O3, respectively. The
plain ATO substrate (with the conductive ITO back contact) was used in two different
runs of the experiments, referred to by ATO (1) and ATO (2). Substrates with 45 nm
Bi2O3 deposited on ATO were also analyzed twice, designated as ATO/Bi2O3 (1) and
ATO/Bi2O3 (2). Additionally, a CuO film was measured on ATO.
5.1.1 Electrical film properties
The different types of insulating substrates investigated in this study are referred to by
the names shown in Table 5.1. Stoichiometry, Fermi energy and in situ conductivity σ
from planar geometry of thick Cu2O and CuO are reported. The conductivity is calculated











The film thickness of the samples listed in Table 5.1 was generally 254 nm, except for
sample ATO (1) (42 nm) and for CuO on ATO (366 nm). All surfaces of thick Cu2O films
are stoichiometric within an error of 5 %. Accordingly, they were free of the characteristic
Table 5.1: Stoichiometry, Fermi energy and conductivity (estimated from planar geome-
try).
substrate ratio EF −EVB σ
Cu/O (eV) (S cm−1 × 10−3)
quartz (q) 1.98 0.26 0.3
q/Al2O3 2.13 0.23 2.2
q/Bi2O3 1.93 0.24 4.4
ATO (1) 1.89 0.27 10.2
ATO (2) 1.99 0.33 3.4
ATO/Bi2O3 (1) 2.05 0.29 8.6
ATO/Bi2O3 (2) 2.05 0.28 15.3
CuO on ATO 0.86 0.06 166.6
spectral features described in Section 3.3.1, which indicates the absence of Cu(0) and
Cu(II). However, the conductivities at 254 nm film thickness are quite different according
to the type of substrate. Cu2O on quartz shows the lowest value, followed by the Al2O3
substrates. The low conductivity on quartz is not due to a measurement artifact, since a
similarly low value was obtained on a sapphire substrate (not shown here). The highest
conductivities in Cu2O are obtained on Bi2O3 with further increase when deposited on
1The quartz glass substrates were provided by CrysTec.
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 CuO on ATO
 Cu2O on ATO (2)
(c)
Figure 5.1: In situ reduced conductance data are shown with respect to increasing copper
oxide thickness (a)–(c) on linear and (d)–(f) on double-logarithmic scale. The type of
substrate is indicated, using the same nomenclature as in Table 5.1. (c)–(f) The data on
CuO in shown, in comparison to Cu2O on ATO (2). The values left of the broken line
correspond to the uncoated substrate (at arbitrary thickness).
ATO/Bi2O3. In CuO, the conductivity is comparatively high in accordance with the
low Fermi energy. The remainder of this article is concerned with the wide range of
conductivities observed in Cu2O by evaluating the data with respect to film thickness.
Figure 5.1 shows the change in reduced conductance with increasing copper oxide
thickness on a linear scale and in double-logarithmic representation. The value of Y
before any film deposition is at least five orders of magnitude lower than the final reduced
conductance for all experiments. As the measurements were performed in the vacuum
system directly after deposition, this observation is related to the film properties and not
to an extrinsic surface effect, which may be caused, for example, by adsorbates. The most
striking observation from Fig. 5.1 (a)–(c) is the strong initial increase of conductance at
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Figure 5.2: Spectra of the Cu 2p3/2 satellite region of copper oxide on q/Al2O3 are shown
as example to illustrate the thickness-dependent amount of Cu(II) satellite emission and
the procedure for semi-quantification. The blue curve is the spectrum after the final
deposition step, which is supposed to represent pure Cu2O. The dark brown to light
brown curves are the spectra at intermediate thicknesses. The green curve represents
data of CuO.
thicknesses below 10 nm, compared to the slope at higher thicknesses. This is found both
for Cu2O and CuO. Fig. 5.1 (d)–(e) reveal the different thicknesses, at which the onset
of conduction occurs. The root mean square (RMS) roughness of ATO-based substrates
is about 5 nm, which explains the observed higher conduction onset thickness compared
to q/Al2O3 and q/Bi2O3. The quartz-based substrates have a similar RMS roughness of
0.4 nm. The reason for the relatively high onset thickness on quartz compared to q/Al2O3
and q/Bi2O3 is therefore most likely related to a different substrate-film interaction. In
Figure 5.1 (f), it is noteworthy, that for thicknesses below 5 nm, the conductance of Cu2O
is nearly identical to CuO.
5.1.2 XPS analysis
Depending on the film thickness, systematic changes in Cu 2p3/2 satellite intensity from
the Cu2O films could be identified by XPS. Figure 5.2 shows the Cu 2p3/2 spectra of
all Cu2O thicknesses on q/Al2O3 as representative example. In order to obtain a semi-
quantification of the relative amount of satellite emission with respect to film thicknesses,
the following procedure was applied to each experiment: The background was removed
according to the method of Shirley in the binding energy range of Cu 2p3/2 including the
satellite region (around 927 eV–948.5 eV). Then the integral intensity of this region was
calculated and the spectra were normalized to the respective area. The difference between
the spectra of each thickness and of the final film was then calculated and integrated in
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the region, where Cu 2p3/2 satellites typically appear (around 938.3 eV–945.8 eV). The
relative satellite sensitivity of Cu2O is zero by definition and around 0.3, when calculated
for CuO.
The relative intensity of the Cu 2p3/2 satellite emission with respect to the main line
intensity is plotted against Cu2O film thickness in Figure 5.3 (a). In order to compare
the data to the conductance results, the conductivity σ is shown in Figure 5.3 (b). A
general accordance of Cu(II) satellite intensity and conductivity is observed. However, the
maximum satellite intensity is generally observed at lower thicknesses than the maximum
conductivity. Note that the substrate ATO (1) had been heated at 200◦C in 5× 10−3 mbar
oxygen for 2 h prior to film deposition. This additional surface cleaning step may be the
reason for the lower satellite intensity compared to that of Cu2O on ATO (2). However,
this does not affect the film conductivity, which is similar for both samples.
Figure 5.3: (a) The relative amount of Cu 2p3/2 satellite emission is displayed with respect
to Cu2O film thickness. XPS data of intermediate film thicknesses on ATO (2) has been
acquired only at a thickness of 2.8 nm. (b) Conductivity with respect to Cu2O thickness
as calculated from reduced conductance data.
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There is a relationship between the excess conductivity and the Cu(II)-related satellite
intensity, observed at low and intermediate Cu2O thicknesses. In order to investigate
whether grain boundaries have an effect on conductivity, the morphology of Cu2O is
included into the analysis. XRD has shown the material to be of polycrystalline cuprite
structure without preferential crystallographic orientation, similar to previous work.[189]
No CuO phase could be detected by XRD (not shown here). Cross-sectional SEM images
of Cu2O on corning glass and q/Al2O3 are displayed in Figure 5.4. A fibrous grain
structure is found, with a lateral grain size which increases with thickness.[46] AFM
topographies have been used to obtain a rough estimate of the grain size at the surface
after complete film deposition. An average value of 35 ± 15 nm was obtained, without
systematic dependency on the substrate material.
Conductive atomic force microscopy (CAFM) was measured to obtain direct evidence
for an increased grain boundary conductivity. The best results were obtained on a 100 nm
thick sample deposited on ITO-coated glass in a commercial stand-alone sputtering cham-
ber by AJA International. On these samples, Cu2O phase purity without preferential
crystallographic orientation was confirmed by XRD (see Appendix A) and optical trans-
mittance spectroscopy (not shown here). Topography and current map are presented
in Figure 5.5. The thin bright lines of increased current between the grains are clear
evidence for an increased grain boundary conductivity.
5.1.4 Discussion
When the lateral grain size Lgrain increases with thickness according to Equation 2.20, the
volume fraction of grain boundaries decreases with increasing thickness. Consequently,
if a grain boundary effect is at play, enhanced conductance at low thicknesses can only be
explained by the existence of more conductive grain boundaries with respect to the grain
interior. Göbel et al. have described the increase in grain boundary conductance for the
columnar morphology of their samples by a model of cuboid grains of horizontal dimen-
sions Lgrain and a vertical extension equal to the film thickness d.[65] Grain boundaries
perpendicular to the current flow are neglected. The total reduced conductance Y with
Figure 5.4: Cross-sectional SEM images of Cu2O (a) on corning glass and (b) on q/Al2O3.
94
5.1. HIGHLY CONDUCTIVE GRAIN BOUNDARIES IN THIN FILMS
Figure 5.5: (a) Topography and (b) current map of Cu2O on ITO-coated glass.
respect to thickness is expressed as parallel connection of grain conductance Ygrain and
grain boundary conductance YGB.
Y = Ygrain +YGB (5.2)
The situation is illustrated in Figure 5.6 (a). Figure 5.6 (b) shows a schematic represen-
tation of a film morphology with linear cone faces. This grain structure corresponds to
Equation 2.20 with an exponent n = 1. Upon an increase in average grain size Lgrain with
d, regions close to the substrate interface remain at smaller Lgrain than regions close to the





When dividing Y (d) by the film thickness d according to Equation 5.1, an average
value for conductivity of the inhomogeneous thin film is obtained. An expression for
σ ∗(z), which satisfies the interpretation by Göbel et al., is given in Equation 5.4.













Figure 5.6: (a) The two parallel currents through the grain boundary (red) and through
the grains (blue) are illustrated, together with the respective reduced conductances. (b)
Schematic representation of the film morphology, where Lgrain is the grain size, LGB the
width of the grain boundary and d the film thickness along z.
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Figure 5.7: Effective conductivity
from calculation for different (a)
grain growth models Lgrain(z) and
(b) interface layer thicknesses. The
final grain size of Lgrain = 40 nm
is similar to the experimentally ob-
tained values. (c) Conductivities
from the experiment are shown
with the same symbol coding as in
Fig. 5.1 and 5.3.
The symbols σGB and σgrain are the respective conductivities of grain boundary and
grain. The grain boundary width LGB is below a nanometer, since it describes a rather
highly doped region.[65] Figures 5.7 (a) and (b) show results from the model, calculated
with LGB = 0.5 nm. In the calculation, the grains begin to grow laterally only at a thickness
of 1 nm, which is supposed to account for an interface layer of high conductivity, equal to
σGB. The conductivity inside the grains is chosen equal to monocrystalline Cu2O and the
grain boundary conductivity is within the range of typical values for CuO (0.01S cm−1 as
single crystal and 1S cm−1 as thin film, sputtered-deposited at room temperature).[9, 18,
57] All curves have been calculated with σgrain = 10−6 S cm−1 and σGB = 0.1S cm−1. For
comparison, Fig. 5.7 (c) reproduces the measured conductivities on the same scale. Due
to the limited amount of data points at different thicknesses for each substrate material,
a reliable fitting of the data could not be conducted.
Fig. 5.7 (a) illustrates the effect of different Lgrain(z) on the calculated conductivity.
Apart from of the linear relation (Equation 2.20 with n = 1), a square dependency (n = 2)
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in red and a cubic one (n = 3) in gray are displayed. The more drastic the initial increase
in Lgrain, the stronger is the conductivity decay with increasing thickness. Fig. 5.7 (b)
shows that a similar change in σ can be obtained by considering an interface layer with a
conductivity equal to σGB and a monocrystalline bulk material of σgrain.
It is apparent from Figure 5.7 that thickness-dependent analysis of conductance alone
cannot distinguish whether an enhanced conductivity at low thickness is due to an in-
terface or a grain boundary effect.[65] For this reason, additional experimental evidence
needs to be considered. In a previous study, conductivity measurements on CuO thin
films of different grain sizes with respect to temperature and atmosphere revealed the
existence of more conductive grain boundaries in this material.[57] In the light of the
present discussion, this corresponds well to the initially enhanced conductivity in CuO
displayed in Figure 5.1 (c) and (f). For bulk samples of Cu2O, there is evidence in litera-
ture to support the idea of an increased grain boundary conductivity.[14, 15] Hall effect
measurements on Cu2O thin films by Lee et al. confirm this, although not discussed by
the authors: As the average grain size is reduced by two orders of magnitude, (1) car-
rier concentration increases while mobility decreases up to the point that no stable Hall
voltage is obtained. Simultaneously, (2) the concentration of ionized impurities increases,
which dominate charge carrier scattering at low temperatures.[46] An increasing impurity
concentration gradually changes the electrical properties of Cu2O to be rather similar to
CuO. Given the possibility of highly conductive grain boundaries, a segregation of defects
in the grain boundary can correlate observation (1) with observation (2). Consequently,
grain boundaries are concluded to be the cause for the increased conductivity at low film
thickness, as presented in this article. The results presented here show that XPS is able to
detect the relevant change in cation oxidation state to prove the existence of Cu(II). The
increased Cu(II)-related intensity at low film thickness, where grain size is expected to
be relatively small, suggests that Cu(II) is present at the grain boundaries of Cu2O. It is
important for this assignment that the analysis is carried out in dependence on thickness,
non-destructively and in vacuum, which prevents surface oxidation.
The Cu2O films are rich in oxygen at low thickness, despite no sign for non-stoichiom-
etry at high thickness (see Table 5.1). Under more reducing deposition conditions, the
formation of Cu(0) becomes more likely. The width of the depletion layer, caused by
the Cu/Cu2O Schottky junction is 0.5–1 µm.[17] In case Cu(0) segregates in the grain
boundaries, grains of similar size as in the present study would be fully depleted and no
thickness dependence of conductivity could be observed by the here applied experimental
procedure.
Given that Cu(II) is present at the grain boundaries in Cu2O thin films, the film may
be approximated by Cu2O grains separated by CuO grain boundary phases. Transmission
electron microscopy could confirm the existence of a CuO phase between Cu2O grains,
however an in situ sample preparation procedure would be required to prevent additional
oxidation by exposure to ambient air, which was not available. In case any CuO phase
is formed, the interface between Cu2O and CuO is important for determining the grain
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Figure 5.8: (a) Fermi energies in the band gap of CuO and Cu2O at the contact to different
metals. Valence band and conduction band are designated as VB and CB, respectively.
(b) Schematic energy band alignment between grains of Cu2O and grain boundaries of
segregated CuO.
boundary properties. As a direct determination of the energy band alignment between
Cu2O and CuO is not possible using photoemission, the corresponding alignment is
derived here using the transitivity rule according to ∆EVB(Cu2O,CuO) = ΦB(Cu2O,M) +
ΦB(M,CuO). ΦB is the Schottky barrier for holes at the corresponding interface. M
represents a common metal. This procedure has been successfully applied to interfaces
of semiconducting oxides.[222, 223] Figure 5.8 (a) schematically shows Fermi energies
in Cu2O and CuO at the contacts to RuO2, ITO and Au. The data have been obtained
by photoemission according to the method by Kraut et al.[172] and are partially taken
from previous studies.[57, 139, 189] The valence band discontinuity between CuO and
Cu2O is 0.2 eV. In the case of a grain boundary segregation of CuO in Cu2O, a schematic
energy band alignment as sketched in Figure 5.8 (b) will occur. The higher valence band
maximum at the grain boundaries immediately explains the higher carrier concentration
and therefore the higher conductivity of the grain boundary.
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5.2 Carrier concentration and mobility in the grain boundaries
The highly conductive grain boundaries in Cu2O are due to the occurrence of Cu(II). If
the grain boundaries have electrical properties similar to CuO, the local conductivity
should be caused by the corresponding charge carrier concentration and mobility.[18] In
order to analyze the impact of Cu(II) on the electrical properties of Cu2O further, Sec-
tion 5.2.1 reports and discusses both Hall carrier concentration and mobility at different
temperatures. In Section 5.2.2, Hall effect data of sputter-deposited Cu2O samples with
different grain sizes are compared and tentatively represented by the composite sphere
model by Mathew et al..[62]
5.2.1 Hall effect measurements at low temperature
A Cu2O sample on corning glass, which had been deposited at TU Darmstadt and an-
nealed for 1 h in air at 200◦C was measured in the commercial Hall effect system at
UNL.2 The thickness of the film was 1380 nm.
Carrier concentration
Figure 5.9 graphically displays the conductivity σ and carrier concentration pwith respect
to the absolute temperature, a well as a fit of the carrier concentration, which is descried
further below.
The conductivity drops with a decrease in temperature, which is typical for a semi-
conductor. This is predominantly due to the carrier concentration, which follows the
Boltzmann equation (in case of a non-degenerate semiconductor) given in Equation 2.4.
In the presence of dopants, charge neutrality governs the amount of charged dopants ac-
cording to Equation 2.15, which makes use of Equations 2.16 and 2.17. If only one active
















































Figure 5.9: Graphical representation of (a) conductivity and (b) hole concentration of
Cu2O with respect to temperature between 108 K and 295 K, together with results from
data fitting (black crosses and line).
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dopant exists,3 the Arrhenius plot of the carrier concentration exhibits a single slope. In
the case of the data of Figure 5.9 (b), the slope is not constant. Similar observations have
been reported for Cu2O deposited by sputtering at relatively low temperatures.[46, 87]
In order to fit the temperature-dependent carrier concentration as shown by the black
line, three acceptor levels and a compensating donor level are assumed. The procedure
is shortly outlined in the following: Due to the complete ionization of the donor, the
respective transition level in the band gap is not relevant for the analysis. Adding more
than one active dopant to Equation 2.15 (which is quadratic in case of one active dopant)
increases its dimension successively. For this reason, the here represented situation of
three active dopant levels is solved iteratively. A certain initial set of input parameters is
assumed comprising the transition level and the concentration of each acceptor according
to Equation 2.16. Similar to Figure 2.1, the charge concentrations of all charged acceptors,
the completely ionized donors and the free hole charge concentration are graphically dis-
played with respect to the Fermi energy. After calculating the total charge of the system,
the Fermi energy at charge neutrality is determined for all temperatures used in the ex-
periment. From the Fermi energy at charge neutrality the free hole carrier concentration
is calculated at each temperature using Equation 2.4. The plot against temperature allows
for a comparison to the experimental data, followed by appropriate manual adjustment
of the input parameters for subsequent calculation runs. This procedure is repeated until
the best fit is obtained. Note, that the results can only be regarded as an approxima-
tion, since the evaluation of the fit quality is performed by manual comparison to the
experimental data.
The fit represented in Figure 5.9 (b) is achieved with the following parameters shown
in Table 5.2. The highest acceptor concentration is found at an energy above the valence
band maximum of 0.1 eV. With successively lower defect concentrations, acceptor levels
are further identified at 0.34 eV and 0.23 eV. The material is highly compensated, since
ND/NA1 is close to unity.
Table 5.2: Defect energies and concentrations used for the fitting of carrier concentration
in Figure 5.9 (b).
EA1 (eV) EA2 (eV) EA3 (eV) NA1 (cm−3) NA2/NA1 NA3/NA1 ND/NA1
0.1 0.23 0.34 1018 10−3 0.2 0.99965
Discussion of the activation energies
The energy levels given in Table 5.2 correspond well to the values reported in literature
(see Figure 2.12). Since nanocrystalline metallic copper precipitates are unlikely to be
present in the material due to the annealing in air, the observed range of activation
energies is not related to a depletion by Cu/Cu2O Schottky barriers.[120] Note, that the
3A dopant is active when the energy of charge transition is in a range of < 3kT from the Fermi energy.
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main defect level is found at 0.1 eV which is rather low for Cu2O, but similar to the value
of CuO (0.12–0.15 eV).[18] This could be an indication for the formation of CuO in the
grain boundary. But even if no CuO phase is formed, the occurrence of Cu(II) in the film
is likely to cause additional shallow defect levels, which give rise to an activation energy
similar to CuO: As mentioned in Section 2.6.1, divalent metal ions such as Mg(II) and
Sr(II) form a complex with two copper vacancies, which has an acceptor level in the Cu2O
band gap at 0.1 eV.[101–103] It is proposed here, that Cu(II) can have a similar effect on
the acceptor doping of Cu2O as other divalent metals ions have. The formation of the
defect complex between Cu(II) and two copper vacancies possibly leads to the CuO-like
electrical properties in the grain boundary and is thus and an alternative explanation to
the formation of nanocrystalline or amorphous CuO.
Carrier mobility
The mobility is shown in Figure 5.10 together with a reprint of data from Lee et al. on
sputter deposited Cu2O,[46] which in addition featured several data sets on monocrys-
talline Cu2O.[9, 89, 224–226] Lee et al. have shown two scattering processes which limit
the mobility of their samples: At high temperatures, scattering at longitudinal-optical
phonons dominates.[75] At low temperatures, scattering at ionized impurities is the main
mechanism, which is described by Equation 3.17.[47] Our data confirms the occurrence




























Figure 5.10: Hole mobility of Cu2O with respect to temperature between 108 K and 295 K
is shown by black crosses and compared to a compilation of results from literature on
sputter-deposited Cu2O (red squares and blue circles),[46] and data sets on monocrys-
talline Cu2O (empty symbols).[9, 89, 224–226]
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5.2.2 Hall effect measurements with different grain sizes
It was mentioned in Section 5.1.4, that electrical properties measured by the Hall effect
method are reported in literature, which showed a dependence on grain size of polycrys-
talline Cu2O.[46, 74] The existence of a grain boundary with high carrier concentration
and low carrier mobility, similar to CuO, shall be verified here by a representation of
experimental Hall effect data of sputter-deposited polycrystalline Cu2O samples with
respect to grain size.
In Section 2.5.2, the composite sphere model by Mathew et al. was introduced as the
only formalism reported in literature, which provides equations for the interpretation
of Hall effect measurements of a composite material with highly resistive particles in a
highly conductive matrix phase. The parameters used for the calculation are equivalent
to the ones used for the evaluation of the thickness-dependence of conductivity in Sec-
tion 5.1.4. The results of the calculation according to the composite sphere model are
graphically displayed in Figure 5.11 as black lines and compared to experimental data:
The tilted squares and crosses represent results from this work, which are equivalent
to the results shown in Table 4.1. In black, Cu2O without post-deposition annealing is
shown and in red after 1 h at 200◦C in air. For the grain size at the surface, a value of
45 nm was found, which did not change considerably during the annealing. The upright
squares and crosses show results published in literature (in blue and green).[46, 74]
The grain sizes of the samples reported in the here cited literature have been deter-
mined from SEM images of the respective surfaces. Either SEM or AFM measurements of
the surfaces of the samples prepared in this work were used to obtain a measure of the
grain size which allows the comparison to the data from literature. Note, that the grain
size at the sample surface is used and not an average grain size. The eventually decreased
grain size from the surface towards the interface with the substrate is disregarded.
The experimental data show a clear trend of decreasing carrier concentration and
increasing carrier mobility with increasing grain size. An exception is the Hall mobility
obtained in this work prior to post-deposition annealing, which is comparatively small.
Comparing the calculated black curves to the experimental data shows, that the carrier
concentration is generally overestimated and the Hall mobility underestimated by the
model by Mathew et al.. Since the correspondence of the model to the experimental data
is not satisfactory, an empirical fitting is performed by a power law y = A ·xk , with y being
either the carrier concentration or the mobility and x the grain size Lgrain. The power law
fit to the experimental data results in exponents of k = −0.88 for the hole concentration
and k = 0.33 for the mobility.4 A power law fit to the modeled data according to Mathew
et al. yields k ≈ −2 for the hole concentration and k ≈ 1 for the mobility.
4Since the experimental mobility of the as deposited sample of this work is significantly lower compared
to the samples from literature, the corresponding data point is excluded from the fitting.
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Figure 5.11: Experimental Hall concentration and mobility from this work as well as of
Lee et al. [46] and Yao et al. [74] with respect to grain size. Predicted data according to
the model by Mathew et al. is shown by the black lines.[62] In addition, an empirical fit
by a power law is shown by the gray lines. The solid lines represent the concentration
and the broken lines the mobility.
Discussion
The clear trends described by the experimental Hall effect data with increasing grain size
confirm the existence of a high carrier concentration and a low carrier mobility inside the
grain boundaries of Cu2O with respect to the grain interior.
The experimental hole concentration and Hall mobility of this work after the post-
deposition annealing correspond to the trend described by the data from literature. Only
the Hall mobility before the annealing is significantly lower than the general trend. This
lower mobility is possibly related to a higher degree of disorder in the grain boundary of
the material, which causes additional charge carrier scattering. A less disordered struc-
ture in the grain boundary of the samples from literature could be due to the generally
higher temperatures during fabrication, compared to the present work. Another possible
explanation for the lower mobility could be the increased grain size towards the interface
to the substrate. However, in this case the carrier concentration of the as deposited films
produced in the present work would have to be higher than of the literature samples.
Since the carrier concentration follows the trend of the literature data, the decreased
grain size is discarded as explanation.
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The comparison of the model by Mathew et al. to the experimental data from liter-
ature shows, that the model is not adequate to describe the experimental results from
Hall effect measurements on polycrystalline Cu2O. The model overestimates the charge
carrier concentration and underestimates the mobility towards low grain sizes. This is
probably because the composite sphere model assumes isotropic grains, whereas the film
morphology is clearly anisotropic. The grains of the polycrystalline thin film are consid-
erably more extended in the direction orthogonal to the substrate surface, than parallel to
the surface. This can cause the more pronounced increase of the grain boundary fraction
with decreasing grain size in the composite sphere model compared to the experimental
data.
Apart from the differences in the shape of the grains, the restrictions to the model
geometry in order to obtain the analytic expressions, as described in Section 2.5.2, do
not apply for the experimental morphology. In a polycrystal, the grain boundary volume
fraction decreases with the grain growth while the grain boundary width stays constant.
Instead, in the composite sphere model by Mathew et al., the grain boundary volume
fraction decreases when the ratio between shell radius and core radius becomes smaller.
For a given volume fraction, the sample space is assumed to be filled with spheres of
the same ratio between shell and core radii, but of different absolute size. This variable
absolute grain size in the model is possibly another reason, why the experimental carrier
concentration and mobility of the Cu2O polycrystals cannot be described. The density of
conductive paths through the grain boundary (i.e. the shells of the composite spheres)
towards lower grain sizes increases more strongly than it does in the experimental mor-
phology.
Note, that differences in the absolute values can always be caused by a wrong choice of
parameters. However, the discrepancy between model and experiment in the exponents
of the power law fits prove the failure of the model independently on the absolute values
of concentration and mobility.
5.3 Conclusion
The analysis of conductance with respect to the film thickness in UHV conditions has
shown increased conductivity in polycrystalline Cu2O thin films at low thicknesses. By
simultaneous XPS measurements, this could be related to the occurrence of Cu(II), giving
rise to a rather oxygen-rich region at low thickness, even in case of ideal stoichiometry
at the surface of the final film. These extrinsic defects are likely to be segregated in the
grain boundaries, causing the electrical properties of the same to be similar to CuO and
masking the low carrier concentration and high hole mobility of Cu2O thin films. As
grains grow with increasing thickness, the strongest conductivity enhancement occurs
at the interface to the substrate. Additional effects at the interface also have to be con-
sidered, as they cannot be ruled out by this method. One requirement for fabrication of
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low-cost transparent electronics is a thin p-type semiconducting oxide, deposited at low
temperature.
The evaluation of the Arrhenius plot of carrier concentration with respect to tem-
perature revealed a range of activation energies instead of a single value. The energies
corroborate previously reported results on Cu2O. However, the defects with the highest
concentration were found to have an acceptor state at 0.1 eV above the valence band max-
imum. Such a low acceptor energy is rather typical for CuO than for Cu2O. This indicates
the presence of Cu(II) in a sample of polycrystalline Cu2O structure and shows its impact
on the effective charge carrier concentration of the material.
The mobility at low temperatures enabled to identify the main scattering mechanism
as ionized impurity scattering. With the clear trend of decreasing carrier concentration
and increasing mobility with increasing grain size found for the experimental data, a
segregation of Cu(II) in the grain boundary is confirmed.
The composite sphere model by Mathew et al. is not capable of reproducing carrier
concentration and mobility obtained by the Hall effect method on the samples with dif-
ferent grain sizes. This supports the validity of the choice of the model by Göbel et al.












Energy band alignments at the nanoscale
As mentioned in the introduction, the interface between dielectric and semiconductor is
significant for the performance of a TFT device. The preceding chapter investigated elec-
trical and chemical properties of Cu2O growing on different substrates, including Al2O3
and Bi2O3. In this chapter, the corresponding energy band alignments are presented,
which were evaluated based on the method by Kraut and co-authors.[172] Substrates of
Al2O3 by ALD are studied both as part of the multi-layer dielectric ATO (having 25 nm
of pure aluminum oxide at the surface) as well as deposited as individual layer on ITO.
Another type of substrate is sputter-deposited Bi2O3. The respective spectra are shown in
the first section, including the evaluation of their chemical information. This is followed
by a comparative resume of the respective energy band alignments at the interface. The
discussion includes considerations on the usefulness of the Auger parameter in this type
of analysis in order to decrease the necessary film thickness for the determination of the
valence band offset below 1 nm.
The film thickness was controlled by the deposition time. The thickness can be evalu-
ated by the damping of substrate intensities by the additional film material as described
by Equation 3.10. This analysis requires a layer-by-layer growth. As this was not explicitly
verified here, and thus an evaluation of thickness by XPS intensities could be subjected
to error, the typical growth rate of stoichiometric Cu2O as presented in Section 4.5 was
simply assumed to be linear down to zero thickness.
6.1 Detail spectra
6.1.1 ATO/Cu2O
In order to determine changes in the Fermi energy due to contact formation, core levels
of both materials are measured after step-wise deposition. The obtained spectra of Cu 2p,
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Figure 6.1: (left side) XPS data of core level lines (Cu 2p, O 1s, Cu 3s/Al 2s) and the
valence band region for the interface ATO/Cu2O. The thickness is given with the O 1s
emissions. Fittings of O 1s, Cu 3s and Al 2s by Gauss/Lorentz profile are included. The
graphical determination of the valence band maximum is schematically shown, together
with the obtained values. (a) Cu 2p3/2 region, extended towards higher binding energy
to show a potential satellite emission due to Cu(II) and (b) Cu LMM emission, both with
increasing film thickness towards the top of the graph.
O 1s, Cu 3s, Al 2s and the valence band region are displayed in Figure 6.1. The intensity
decrease of substrate emission lines and the increase of film emissions with increasing
film thickness is clearly observed. Furthermore, significant binding energy shifts occur
as more and more material is deposited.
In order to obtain reliable information on the energy band alignment at the interface,
the chemical integrity of substrate and film needs to be ensured. The substrate is unlikely
to react with the film material, since Al2O3 was deposited at 500
◦C whereas the Cu2O
film deposition is carried out at room temperature. The Al 3s in Figure 6.1 is fitted
with a single Gauss/Lorentz profile. Also the film material shows a single emission
component both for Cu 3s and Cu 2p. However, as described in Section 3.3.1, the chemical
shift with respect to the Cu(I) is too small to detect small amounts of other oxidation
states, especially in case of a reduction to Cu(0).[171] The spectral features, which help
to qualitatively judge on the copper oxidation state (Cu 2p satellite emission, Cu LMM
Auger emission) are displayed in Figure 6.1 (a) and (b). The satellite intensity caused by
the occurrence of Cu(II) ions is difficult to notice in Fig. 6.1 (a). Nevertheless, a semi-
quantitative evaluation with respect to thickness can be made, which has been described
in Section 5.1.2. The respective data in Figure 5.3 (a) is designated as ATO (1) and shows
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that indeed a rather small amount of Cu(II) is found in this sample, compared to the
Cu2O samples on other substrates. The Cu LMM Auger emission in Fig. 6.1 (b) shows no
sign of either Cu(0) or Cu(II).
The binding energy shifts are analyzed in Section 6.2 and will be discussed there. It
shall be noted here, that at intermediated Cu2O thicknesses, artifacts due to charging
occurred, whereas the spectra of the substrate and the film at final thickness where free
of charging artifacts.
6.1.2 ALD-Al2O3/Cu2O
The preparation of an additional ALD-Al2O3 substrate had two purposes: The interface
ATO/Cu2O could not be prepared free from adventitious carbon, since the dielectric is a
commercially available substrate by the company Planar systems. Furthermore, charging
artifacts could be avoided by depositing the aluminum oxide on a conductive ITO-coated
glass substrate. The top-most layer in ATO consists of 25 nm Al2O3, consequently the
same thickness has been deposited for an in situ approach in a chamber connected to
the DAISY-MAT System. The resulting detail spectra are displayed in Figure 6.2. With
respect to the ATO/Cu2O interface, the Cu 3p/Al 2p binding energy region has been
measured in addition.
The core levels did not show the same charging effects at intermediate thicknesses as
on ATO. The binding energy shifts, which give rise to changes in the Fermi energy EF−EVB
in the respective materials, are evaluated in Section 6.2. Unfortunately, copper ions were
found to be partially oxidized to Cu(II), even at the final film thickness of around 250 nm,
which was most likely due to na excess of oxygen in the process gas during deposition.
This can be observed in the binding energy region of the Cu 2p satellites, displayed in
Figure 6.2 (a) together with the Cu LMM emission (b). The green curve is a pure Cu2O
reference. Since the film at final thickness is not stoichiometric Cu2O, the procedure of
semi-quantification of Cu(II) satellite intensity of Section 5.1.2 was not applied to this
data.
6.1.3 Bi2O3/Cu2O
Bi2O3 is another substrate material, which was investigated in Chapter 5. As mentioned
there, in addition to the ATO/Bi2O3 substrate a second substrate was included on the
sample holder, which consisted of 45 nm Bi2O3, deposited on ITO-coated glass. This al-
lowed for XPS measurements of the interface formation between Bi2O3 and Cu2O without
charging artifacts. The nomenclature is adapted from Chapter 5, which means the ITO-
based substrate corresponding to ATO/Bi2O3 (1) is here referred to as ITO/Bi2O3 (1) and
the same holds for ITO/Bi2O3 (2). Figure 6.3 shows the detail spectra of the Cu2O on
ITO/Bi2O3 (1).
The binding energy shifts are discussed in Section 6.2. Since the Cu(II)-related satellite
intensity has been evaluated in Section 5.1.2, the respective spectra are not included here.
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Figure 6.2: (top) XPS data of core level lines (Cu 2p, O 1s, Cu 3p/Al 3p, Cu 3p/Al 3p) and
the valence band region for the interface ALD-Al2O3/Cu2O. The thickness is given with
the Cu 2p emissions. Fittings of O 1s, Cu 3p, Al 2p, Cu 3s and Al 2s by Gauss/Lorentz pro-
file are included. The graphical determination of the valence band maximum is schemat-
ically shown, together with the obtained values. (a) Cu 2p3/2 region, extended towards
higher binding energy to show a potential satellite emission due to Cu(II) and (b) Cu LMM
emission, both with increasing film thickness towards the top of the graph.
A noteworthy observation was made comparing in situ spectra immediately after the
Bi2O3 deposition with ex situ data after exposure to ambient air for the deposition of
the gold contacts. This data is shown in Figure 6.4. There is a considerable shift in
Fermi energy from 1.8 to 1.3 eV after the Bi2O3 surface is exposed to ambient atmosphere.
The additional component in the O 1s emission at ≥ 531 eV is explained by hydroxides
and oxygen bonds to adventitious carbon at the surface.[171] The FWHM of the Bi 4f
emission remains unchanged upon air exposure. Since all binding energies in Bi2O3






































Figure 6.3: XPS data of core level lines (Cu 2p, O 1s, Bi 4f) and the valence band region
for the interface ITO/Bi2O3/Cu2O (1). The thickness is given with the O 1s emissions.
No line shapes have been fitted in this experiments. The graphical determination of the
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Figure 6.4: Comparison of in situ and ex situ (after exposure to ambient air) surfaces of
Bi2O3.
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is responsible for the observed binding energy shift. The work function has not been
measured to conclude on the ionization potential.
6.2 Energy band alignments
The difference between Fermi energy and valence band maximum EF −EVB is evaluated
from the relative core level binding energy shift at each film thickness. The results for
the samples presented in this chapter are displayed in Figure 6.6. The core levels used
for the calculation are indicated in the general legend above the plots. In addition to
EF −EVB, the shift in the Auger parameter ∆α′ was evaluated for Cu2O and is included as
the extra-atomic relaxation ∆R according to Equation 3.7. In this section, the discussion
is integrated in the description of the results.
Extra-atomic relaxation at interfaces
Figure 6.5 schematically shows how ∆α′ manifests in the binding energy shifts of Cu2O
close to the interface to any of the substrates presented in this work. The Auger parameter
α′ is proportional to the difference between the binding energy of the photoelectron and
the apparent binding energy of the Auger electron in the spectrum, when calculated from
its kinetic energy. This difference becomes more negative towards the interface, since the
kinetic energy of Auger electron is more affected by the additional extra-atomic relaxation
in vicinity to the substrate than the energy of the photoelectron (see Section 3.3.1 for
further details). The photoelectron binding energy EB is affected only by ∆R = ∆α′/2
according to Equation 3.6. Equation 6.1 gives an expression for a binding energy shift,
corrected for this extra-atomic relaxation.
∆EcorrB = ∆EB +∆R = ∆ε −∆EF + e∆Φ (6.1)
When a change of the copper oxidation state ∆ε as well as charging e∆Φ can be ne-
glected, then ∆EcorrB should be equal to the change in Fermi energy at the interface. Under
these circumstances a correction of the binding energy shift for extra-atomic relaxation
can improve the accuracy of estimation of the valence band discontinuity, especially at low
film thicknesses where a different polarizability than in the bulk occurs. The approach
will be evaluated in the discussion of the data in the following paragraphs.
Cu2O on Al2O3 by ALD
Figures 6.6 (a) and (b) show the results for the interfaces of Cu2O on Al2O3 by ALD. On
the ATO substrate, a rough accordance between shifts of substrate and film emissions
is observed. At intermediate thicknesses, charging effects due to the limited substrate
conductance appear. However, the contribution e∆Φ is the same for both substrate and
film emissions. Since artifacts due to charging were absent both in the measurement of
the clean substrate and the film at final thickness, the evaluation of the valence band
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Figure 6.5: Schematic representation of extra-
atomic relaxation in Cu2O at the interface to the
substrate. The measured binding energies Cu 2p
and Cu LMM (and the corresponding valence
band maximum) are represented as solid lines.
The additional shift in Cu LMM ∆α′ is shown in
gray. When ∆R = ∆α′/2 is added to the photo-
electron binding energy, the broken line EcorrB is
obtained.
discontinuity ∆EVB is possible. The respective value is found to range between 2.2 and
2.6 eV, when the measured Cu 2p binding energy is used for the calculation, as shown in
the figure by vertical solid lines. Using ∆EcorrB corrected for the extra-atomic relaxation
shown by the broken lines leads to a constant value of ∆EVB = 2.6 eV between 0.6 and
4 nm.
The interface between ALD-Al2O3 and Cu2O shown in Figure 6.6 (b) reveals no sign of
charging artifacts. This is probably due to a presumably better substrate conductivity and
a higher conductivity of the copper oxide film than in the experiment on ATO, since part
of the copper ions are Cu(II). Although all core levels of substrate and film individually
show consistent shifts, there is some irregularity in the core level binding energies of the
film material at 1.8 nm. The origin of this is not clear. ∆EVB ranges from 2.6 to 3.2 eV
when calculated from the measured binding energy shifts. The value corrected for extra-
atomic relaxation is in the range of 3.1± 0.1 eV.
The valence band offset to ALD-Al2O3 from the DAISY-MAT chamber is 0.5 eV higher
than to the ATO substrate, although the material at the substrate surface in both cases
is Al2O3 by ALD. The similar Fermi energy EF − EVB in Al2O3 before film deposition
does not indicate pronounced differences between the two substrate materials. This is
reasonable, as in both cases the main defect level responsible for Fermi level pinning
should be due to hydrogen.[152] The hydrogen most likely originates from incomplete
reactions during the ALD cycle. Since ATO is deposited at 500◦C substrate temperature,
compared to 200◦C during ALD of Al2O3 in the DAISY-MAT chamber, a lower hydrogen
concentration may be present in ATO. This can explain the weaker Fermi level pinning
in ATO than in ALD-Al2O3 (Figure 6.6 (a) and (b)) which results in a lower valence band
discontinuity to Cu2O.
Besides an influence of the substrate, the partial oxidation of Cu(I) to Cu(II) may be
another reason for the observed difference in ∆EVB between Fig. 6.6 (a) and (b). Siol et al.
showed, that Cu2O is able to incorporate higher values of band bending at the interface to
ZnO, when it is partially oxidized.[227] The authors compared slightly oxidized Cu2–xO
(x > 0, Cu/O = 1.85− 1.90) with a low Fermi energy of ≤ 0.25 eV to almost stoichiometric
Cu2O of high Fermi energy (≥ 0.45 eV). The high Fermi energy is explained by bulk
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(b) ITO / ALD-Al2O3 / Cu2O(a) ITO / ATO / Cu2O
(e) ITO / Cu2O
(c) ITO / Bi2O3 / Cu2O (1) (d) ITO / Bi2O3 / Cu2O (2)




















































































































substrate emissions: Al 2s, Bi 4f, In 3d Al 2p O 1s
film emissions: Cu 2p Cu 3s Cu 3p O 1s
extra-atomic relaxation: ∆R Cu 2p + ∆R
Figure 6.6: (a)–(e) Overview of valence band alignments of Cu2O film on different sub-
strates. The evaluation of extra-atomic relaxation in Cu2O is included as ∆R and as
corrected EF − EVB, derived from the Cu 2p emission. (f) Comparison of ∆R on all sub-
strates.
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Fermi level pinning at metallic copper precipitates. Applied to the data of Figure 6.6 this
would mean, that the oxygen-rich copper oxide in (b) should result in a comparatively
low valence band discontinuity. However, the stoichiometric Cu2O on ATO in Fig. 6.6 (a)
does not contain metallic copper precipitates, so the band bending is not limited by
the bulk Fermi level pinning. Hence, in order to obtain an unambiguous result for the
valence band discontinuity between ALD-Al2O3 and stoichiometric Cu2O, the value from
the experiment on ATO may safely be considered, giving rise to ∆EVB = 2.6 eV. The
oxygen-rich Cu2–xO on ALD-Al2O3 in Fig. 6.6 (b) is in fact significantly more oxidized
(Cu/O = 1.71) than the oxygen-rich films in the work by Siol et al..[227] This can be an
indication, that further oxidation of Cu(I) to Cu(II) imposes an additional limit to the
band bending in Cu2O.
Cu2O on Bi2O3
The two interfaces between Bi2O3 and Cu2O shown in Figures 6.6 (c) and (d) are rather
similar, so they will be discussed together. The value of EF−EVB after exposure to ambient
air is used for the calculation of the offset between valence band maximum and core levels
in Bi2O3 (see Fig. 6.4). The O 1s emissions are not fitted here due to the strong impact
of exposure to ambient air. It is not clear how the secondary O 1s component at higher
binding energy is affected by the Cu2O deposition. Nevertheless, the O 1s binding energy
in Cu2O is estimated from the respective binding energy of maximum intensity. Similar
to the analysis of Cu2O on Al2O3, the consistency of ∆EVB estimation with respect to film
thickness can be improved, when the binding energy shift is corrected for extra-atomic
relaxation at the interface. For unknown reasons this approach works better on the data
from the experiment on ITO/Bi2O3/Cu2O (2) than on ITO/Bi2O3/Cu2O (1), with a valence
band discontinuity of 0.9 eV. This value is observable in a film thickness range between
0.3 and 6.3 nm. On ITO/Bi2O3/Cu2O (1), the valence band discontinuity is found to be
1.0 eV.
Cu2O on ITO
The data in (e) is taken from a previously published work and shows Cu2O on ITO, where
both materials have been deposited at room temperature.[189] In the original publication,
the Auger parameter has not been evaluated. Here, it appears to be useful in order to
determine the valence band discontinuity between the two materials. Removing the
additional extra-atomic relaxation caused by the substrate at low film thickness leads to
a valence band offset of ∆EVB = 2.2 eV.
Comparison of the substrate materials
A comparison of the different substrate materials in terms of their influence on ∆R with
increasing thickness is given in Figure 6.6 (f). It is observed, that Al2O3 as substrate has
a more severe effect on extra-atomic relaxation at low thicknesses of Cu2O than Bi2O3
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Figure 6.7: Polarization en-
ergy with respect to Cu2O
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and ITO, the latter showing no significant difference between each other. As outlined
in Section 3.3.1, many effects at interfaces can cause a contribution to ∆R, which are
all related to a change in electron density not at the photoemitting ion/atom but in its
vicinity. This has an effect on polarizability, in other words on the screening of the pho-
tohole. Equation 3.9 allows to estimate the polarization energy U (d) with respect to film
thickness. Bi2O3 has a dielectric constant of 40,[228] compared to 9 of Al2O3,[229] which
is rather similar to Cu2O.[72] Although ITO is not degenerately doped when deposited
at room temperature, its dielectric constant is assumed to be infinite, similar to a metal.
The resulting values are graphically displayed with respect to thickness in Figure 6.7.
Since U (d) is positive whereas ∆R is negative, the different dielectric constants of
substrate and film materials are not the main cause for the observed negative ∆R. How-
ever, since the effect is undoubtedly present, it may simply counteract a more prominent
relaxation phenomenon at the interface. Such a compensation of a negative ∆R would be
stronger for Cu2O on ITO and Bi2O3 than for Cu2O on Al2O3. This interpretation is sup-
ported by a study in which Cu2O was deposited on SiO2 and ZrO2.[230] SiO2 has a lower
dielectric constant than Cu2O, whereas ZrO2 a higher one.[229] ∆α
′ towards low film
coverages was found to be negative in both cases and to decrease more strongly on the
less polarizable substrate (SiO2) than on the one with higher polarizability (ZrO2). Con-
sequently, the main contribution to ∆R is probably due to the chemical bonds between
substrate and film material.[185] If the bonds to the substrate caused a change of copper
oxidation state from Cu(I) to Cu(II), local relaxation at the copper ion would occur, which
in principle should affect the change of Auger parameter with increasing thickness.[180]
However, based on the data of Fig. 6.6 no systematic influence of the amount of Cu(II) on
∆R could be identified.
Particularities of Cu2O on Bi2O3
Both experiments on Bi2O3 represented in Figures 6.6 (c) and (d) show two noteworthy
particularities, which have not been mentioned so far:
• At a thickness of around 2 nm, the Fermi energy in Cu2O is decreased to 0.02 eV (c)
and 0.11 eV (d), respectively (0.03 eV at 1 nm, when ∆R is considered).
• The binding energies of substrate and film emissions cease to change in parallel
above a film thickness of 6 nm.
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The correlation of relative Cu(II) satellite intensity and conductivity, as displayed in Fig-
ure 5.3 shall be considered for possible explanations. The data is reproduced in Figure 6.8
for direct comparison.
Figure 6.8: Comparison of Cu(II)-related satellite intensity and conductivity with Fermi
energy in Cu2O on the two Bi2O3 substrates.
The interesting observation here is, that the highest satellite intensity (neglecting the
sub-nanometer region, where the low intensity of film emissions induces a rather large
error to the procedure for satellite quantification) does not occur at the same thickness
as the low Fermi energy in Cu2O. Hence, the presence of Cu(II) is not responsible for
the observed low Fermi energy. The data does not provide any other explanation for the
unusually low Fermi energy, so the reason remains elusive.
The thickness of highest Cu(II) satellite intensity corresponds roughly to the onset of
continuous conduction observed by the peak in conductivity, especially for the film on
ITO/Bi2O3/Cu2O (1). This is also the thickness beyond which the Cu 2p core level does
not follow the further increasing Bi 4f binding energy anymore but stabilizes roughly
at the bulk value of Cu2O. Towards higher Cu2O thicknesses, the Bi 4f binding energy
appears to become like the value at the in situ surface of Bi2O3. The reason for this is
unknown.
As mentioned in Section 2.6.1, the Fermi energy in Cu2O is limited to values close
to the valence band maximum by the mechanism of self-compensation. The latter could
be the reason for the observed limitation of the Cu2O Fermi energy beyond a thickness
of 4 nm. The occurrence of Cu(II) at the same film thickness supports this interpreta-
tion, since it is a sign that the material surpasses the limits of thermodynamic stability.
Furthermore, it may be an indication for the complex formation between Cu(II) and two
copper vacancies, which was discussed in Section 5.2.1. Such a complex with a divalent
cation has an acceptor state in the band gap at 0.1 eV, which is lower than the intrinsic
acceptor levels of Cu2O.[102] Hence, additional charge carriers are created upon complex
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formation, which is why this mechanism possibly contributes to the self-compensation
of the material.
6.3 Conclusion
The valence band discontinuities between Cu2O and Al2O3 by ALD (2.6 eV) as well as
Cu2O and Bi2O3 (0.9-1.0 eV) have been determined in this chapter. Additional extra-
atomic relaxation ∆R due to the vicinity to the substrate interface has been taken into
account by measurement of the Auger parameter. In the absence of a chemical shift, the
binding energy shift in the film can be corrected for ∆R, which allows a measurement
of ∆EVB at film thicknesses far below what is usually possible. Since extra-atomic relax-
ation is an inherent effect of the photoemission process, it is concluded that the valence
band offset between two materials is already fully developed at a film thickness of a few
Ångström. This validates the discussion of Cu(II)-containing grain boundaries in Cu2O
by taking into account the energy band alignment to CuO (see Chapter 5). The exact
origin of extra-atomic relaxation at the interface could not be elucidated. However, a sole
contribution of polarizability due to different dielectric constants of substrate and film
material is only of subordinated importance.
Relevance for bottom-gate TFTs
The Fermi energy of the semiconductor is related to the concentration of charge carriers
in the channel region, which is generally modulated by the gate potential of a TFT. In the
absence of a gate bias and with a defect-free dielectric, the Fermi energy at the interface
to the dielectric is determined by the work function of the metallic gate contact. By the
choice of different gate metals, the band alignment between semiconductor and dielectric
could be deliberately altered. However, the dielectric Al2O3 deposited by ALD contains a
significant amount of fixed charges, which pin the Fermi energy of Al2O3 to values above
4.5 eV. This is schematically shown for Al2O3 on ITO in Figure 6.9.
According to the common anion rule, the valence band offset between Al2O3 and
Cu2O is around 2 eV.[231] However, the Fermi level pinning in Al2O3 causes the value to
be increased to at least 2.6 eV. This is schematically shown in Figure 6.9. Both contacting
materials ITO and Cu2O exhibit high Fermi energies at the interface to Al2O3,[152] which
directly shows the existence of positively charged defects in the dielectric.
The Fermi level pinning has an influence on the valence band offset and thus on the
value of EF − EVB in the p-type semiconductor at the interface to the dielectric. A high
Fermi energy in a p-type semiconductor may lead to self-compensation by the formation
of intrinsic acceptor dopants (see Section 2.4.3). Such dopants (copper vacancies) would
increase the hole carrier concentration in the material and decrease the ON/OFF current
ratio of a respective TFT.
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Figure 6.9: The energy band alignment in a
bottom-gate stack of a TFT is schematically
shown, using ITO as gate, Al2O3 by ALD as
dielectric and Cu2O as p-type semiconductor.
The interface ITO/Al2O3 is taken from previ-
ous work.[152] The partial depletion of Cu2O
at the interface is illustrated by the compara-
tively high Fermi energy of EF−EVB = 0.6 eV.
It is possible that the defects created by self-compensation lead to a destabilization of
the Cu2O structure. With a high concentration of copper vacancies the material becomes
oxygen-rich. When the Cu2O structure becomes instable due to this copper deficiency,
the coordination of copper ions changes, which possibly results in the formation of Cu(II),
which could be observed on substrates of Bi2O3.
In Chapter 5 and later in the discussion of TFT characteristics of Chapter 8, the
valence band offset between grain boundaries and grains in Cu2O is assumed to be the
same as the offset between CuO and Cu2O. The results of the present chapter could
show, that the valence band offset between two materials is already established at film
thicknesses below 0.5 nm. Consequently, the effect of a 0.5 nm wide grain boundary on
macroscopic electrical properties can be discussed in the light of the energy alignment











Chemical stability of Cu2O during post-
deposition processing
As described in Chapters 4 and 5, the electrical properties of Cu2O are affected by the
occurrence of secondary cation oxidation states. The present chapter shows that a reduc-
tion or oxidation of copper cations in Cu2O can be induced by subsequent process steps
during the fabrication of a device. Section 7.1 is concerned with the chemical alterations
in Cu2O induced by the deposition of the typical dielectric layer Al2O3. Section 7.2 shows
how electrical and structural properties of copper oxide are altered by post-deposition
heat treatments in different atmospheres.
7.1 Reactivity of Cu2O as the substrate material
In order to fabricate a TFT or a solar cell, several thin layers of different materials are
typically deposited on top of each other. In a top-gate approach, the dielectric is deposited
on the semiconductor. This section focuses on the reduction of copper ions by atomic
layer deposition of Al2O3 but also shows how Cu(I) becomes oxidized to Cu(II) when
Al2O3 is deposited by sputtering. The results were obtained by angle-resolved in situ
X-ray photoelectron spectroscopy in the DAISY-MAT system at TU Darmstadt. Al2O3
layers of different thicknesses were deposited in a step-wise manner on sputter-deposited
Cu2O substrates and subsequently analyzed by XPS. The study confirms, that the Fermi
level in Cu2O is pinned at the contact to metallic copper. Such a pinning would not allow
a modulation of the charge carrier concentration in the Cu2O layer of a TFT.
The results of this section have been published in the journal Materials Research Ex-
press.[193]
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Core level and valence band spectra recorded during the stepwise deposition of ALD-
Al2O3 onto Cu2O are shown in Figure 7.1. The deposited thickness of Cu2O was 93 nm,
measured by profilometry. The intensities of the substrate emissions decrease and those
of the film increase with the number of deposition cycles. No Cu 2p satellite emission,
associated with Cu(II),[173] is observed at any thickness. The Cu2O film is clearly not
oxidized during the ALD process. However, a shoulder appears in the Cu LMM Auger
emission at around 2.3 eV lower binding energy than the main emission, which indicates
the occurrence of Cu(0).[188] This shoulder is clearly observed after 3 cycles but already
weakly present after the first deposition cycle. As pointed out by Gharachorlou et al.,
the low Cu(0) intensity after the first full cycle is due to the re-oxidation of the metallic
copper, which has formed after the first half-cycle of TMA.[158] Our data shows the
re-oxidation to Cu(II) to be only partial, which may be related to the usage of water as
oxidative precursor instead of oxygen. Since the initial Cu2O surface is free of hydroxyl-
groups, the mechanism proposed by Gharachorlou et al., in which CuAlO2 and Cu are
formed during the TMA half-cycle is a possible scenario.[158] The occurrence of the
aluminate is discussed further below.
In order to investigate whether the metallic copper is localized at the interface, addi-
tional samples were produced by the same procedure and measured with a lower emis-
sion angle of 15◦, as depicted in Figure 7.2. Graph (a) shows a sample after 9 ALD cycles
(0.81 nm nominal Al2O3 thickness, according to the typical GPC) and clearly reveals a
more intense LMM emission from Cu(0) when measured with enhanced surface sensitiv-
ity. Graph (b) displays the data of another sample after 30 ALD cycles (2.7 nm nominal
thickness) and shows a similar intensity of metallic copper at an emission angle of 15◦.
Consequently, it is concluded that the metallic copper is concentrated at the interface
and remains unchanged upon further Al2O3 deposition beyond 9 cycles. The effect of air
exposure shown in the figure will be discussed further below.
The film thickness was evaluated by the damping of the Cu 2p3/2 intensity by the
overlying layer according to
Id = I0 · e−d/(λe sinθ). (7.1)
Id is the substrate copper core level intensity measured through the additional layer on
the surface, I0 is the intensity of the clean substrate, d is the thickness of the layer, λe
is the mean free path of photoelectrons in Al2O3 (1.28 nm for Cu 2p),[232] and θ is the
emission angle. Between 0 and 3 cycles, the thickness increases proportionally to the
number of cycles with a GPC of ≈ 0.2 nm/cycle. Between 3 and 9 cycles, the typical
GPC of Al2O3 by ALD of 0.09 nm/cycle is observed. This analysis is formally only valid
when the substrate is inert towards the film deposition, since the intensity is related
to the atomic density of the respective element.[154] However, in the presented case, a
reduction of copper occurs, which rather increases the copper density at the interface,
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Figure 7.1: XP core level and valence band (VB) spectra are graphically displayed. Going
from bottom to top starting with the uncoated substrate, the layer thickness increases
with the number of cycles given on the left-hand side. The Cu LMM Auger emission
is included to show reduction of Cu(I) to Cu(0). The binding energy range of Cu 2p3/2
is extended to show the eventual satellite emission. The O 1s, Cu 3s and Al 2s spectra
were fitted by a Gauss/Lorentz profile in order to identify individual lines of surface and
film emissions. The Cu 3s emission of the uncoated substrate was not measured. The
intensities of the valence band spectra were normalized. The graphical evaluation of
EF −EVB is shown together with the corresponding values.
compared to the parent material Cu2O. This results in an underestimation of the real
value and consequently supports the conclusion of an initially enhanced GPC.
Figure 7.2 (b) shows the effect of air exposure on a Cu2O sample with 30 cycles (nomi-
nally 2.7 nm) ALD-Al2O3 deposited. The Cu LMM emission related to Cu(0) is decreased
after exposure, which means that oxygen from the atmosphere diffuses through the Al2O3
film. If ALD-Al2O3 forms a weak diffusion barrier to oxygen, this raises the question why
the GPC ceases to be enhanced after 3 cycles. Since the ratio Cu(0)/Cu(I) at the interface
remains constant beyond 9 ALD cycles, it has to be concluded that the reduction to metal-
lic copper saturates at the Cu2O surface after a few ALD cycles, which inhibits further
oxygen from being released from the substrate bulk. The oxygen has to originate from
the Cu2O bulk, since Gharachorlou et al. did not observe the initial GPC enhancement on
thin Cu2O on copper.[158]
For comparison, reactive magnetron sputter deposition of Al2O3 was done on the
same substrate material. The spectra are shown in Figure 7.3. After Al2O3 sputter de-
position, a partial oxidation of the substrate is observed in the Cu 2p satellite emission.
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Figure 7.2: Cu LMM emission of copper oxide surfaces which are covered with ALD-
Al2O3 of different thicknesses. Intensities were normalized to the Cu(I) peak and binding
energies were shifted to coincide with the spectra of the Cu2O surface. (a) The spectra
were obtained with emission angles of 45◦ and 15◦ to show the localization of the metallic
copper at the interface to Al2O3. (b) The change in relative intensity of the shoulder in
the LMM emission related to Cu(0) after exposure to ambient air is shown compared to
the in situ surface.
The Cu(II) may additionally be observed as a secondary peak in the Cu LMM emission
at a binding energy approximately 1 eV lower.[188] On an ITO substrate, reactive mag-
netron sputtering of Al2O3 has been reported to lead to the implantation of oxygen.[233]
Substrate oxidation occurs, since a fraction of the oxygen in the process gas is negatively
ionized in the plasma and accelerated towards the substrate by the electric field in the
plasma sheath region at the target surface.[234]
7.1.2 Fermi level pinning due to partial reduction
The binding energy shifts of the Cu2O substrate in the course of deposition are displayed
in Figure 7.4 by means of EF − EVB of the substrate and final film material Al2O3. The
atomic ratio of aluminum to oxygen in the film was calculated from integral peak intensi-
ties and atomic sensitivity factors provided for the instrument. The original Fermi energy
of 0.4 eV in the Cu2O increases to 0.6 eV already after the first ALD cycle. This shows the
formation of the Cu2O/Cu Schottky junction.[17, 120] The Fermi level pinning is clearly
observed in the binding energies of the substrate emissions, which do not follow the ones
of the film emissions. A valence band offset between Cu2O and Al2O3 can therefore only
be approximated from the data. Since the Cu2O film in the work by Gharachorlou et al.
is a thin layer on a copper substrate, the authors cannot observe the effect of the Schottky
barrier.[158]
The Fermi energy in thick ALD-Al2O3 is detected at EF − EVB = 4.5 eV, confirming
previous studies.[152] Furthermore, our data shows reported indications for the existence
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Figure 7.3: Al2O3 by sputtering: XP core level and valence band spectra are shown in a
similar manner as in Figure 7.1, with the Al2O3 deposition time given on the left. The
fitting of the Cu 3s emission partly used two components in order to accommodate Cu(I)
and Cu(II).
of CuAlO2.[158] Below 10 cycle, the stoichiometry of the film phase is rather poor in
aluminum, with respect to Al2O3. In addition, the binding energy difference between
film emissions Al 2s and O 1s is lower than of the final Al2O3 film. As EF − EVB is
calculated for Al2O3, the value obtained from the Al 2s core level is slightly lower for less
than 10 cycles, than when calculated from O 1s. The presence of CuAlO2 is consequently




























Figure 7.4: Valence band maxima with respect to Fermi energy are shown for each depo-
sition step. The numbers next to the film emissions represent the atomic ratio Al/O in
the film.
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The Al 2s binding energy increases during initial film formation, so it could be argued
that charging is involved. When charging occurs during XPS, the binding energy typically
depends linearly on the dielectric thickness, provided the chemical state of the material
remains unchanged.[235] The Al2O3 binding energies in Figure 7.4 after 93 and 175
cycles are constant and the atomic ratio of aluminum to oxygen does not change. For
these reasons, charging is concluded to be irrelevant.
7.1.3 Conclusion
In situ XPS confirmed the partial reduction of a Cu2O substrate to metallic copper by
ALD of Al2O3. Figure 7.5 (a) shows a schematic illustration of the method. The use
of a homogeneous Cu2O substrate instead of a thin Cu2O layer on metallic copper[158]
allows for the observation of Fermi level pinning in the semiconductor by the Cu2O/Cu
Schottky barrier formation (Figure 7.5 (b)). The precursor TMA reacts with lattice oxygen
originating from regions lying deeper than just the first few layers of the surface, which
is schematically depicted in Figure 7.5 (c). This leads to an initially enhanced GPC. The
oxygen extraction from the substrate is limited to the first few cycles, which is found
to be due to a saturated copper reduction, rather than the oxygen diffusion barrier of
Al2O3. Observations from Al2O3 deposited by magnetron sputtering on a Cu2O substrate
indicate that this technique provides no alternative to ALD when an inert Cu2O surface
is required since the copper oxide surface becomes oxidized in this case. The chemical
instability of Cu2O when it is used as a substrate for the deposition of other materials is













(c) ALD, 1st cycle
Figure 7.5: (a) In situ XPS after step-wise deposition allows for (b) the analysis of EF−EVB
in Cu2O and Al2O3. (c) TMA reacts with lattice oxygen of Cu2O by forming Cu(0) at the
Cu2O surface.
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7.2 Post-deposition heat treatments
As described in Section 2.6.2, post-deposition annealing is widely applied to improve the
electrical properties of thin-film transistors. However, it may also induce oxidation or
reduction depending on the atmosphere in which the annealing is conducted. In order to
understand the mechanisms during such heat treatments, this section presents Hall effect
measurements at different temperatures above room temperature and in three different
atmospheres. Since the degradation of the electrical properties of Cu2O is related to the
presence of oxidation states other than Cu(I), mainly effects of oxidation and reduction
are discussed as well as as whether they are localized or homogeneous, respectively. The
experiments including the film deposition were performed at TU Darmstadt. Further-
more, an XRD study of the influence of annealing at 200◦C in air is presented, which is a
post-deposition annealing frequently applied in TFT fabrication.[127, 128] In the latter
case, film deposition and measurements were conducted at UNL.
7.2.1 Relaxation Hall effect measurements
The experiments reported in this section consisted of repetitive Hall effect measurements
of a sample under controlled temperature and atmosphere. 1.5 µm thick Cu2O and 2.5 µm
thick CuO films on quartz glass were studied. The conditions were kept constant for a
certain time, in order to observe the transient relaxation of the sample’s electric properties.
Three different atmospheres were evaluated concerning their oxidative or reductive effect
on Cu2O at elevated temperatures. Figures 7.6 (a) and (b) show hole concentration and mo-
bility in a gas flow of an argon/oxygen mixture with a ratio of 8/2 at atmospheric pressure,
corresponding roughly to the oxygen amount in ambient air. This atmosphere is referred
to as “simulated air” or simply air and the sample is designated as Cu2O A. Figures 7.6 (c)
and (d) represent similar data obtained on Cu2O B in a flow of argon at atmospheric pres-
sure (with a residual oxygen partial pressure of approximately 6 x10−3 mbar). Finally,
Figures 7.6 (e) and (f) show the results on Cu2O C at low total pressure of 10
−6 mbar,
referred to as vacuum. In each experiment the temperature was increased from room
temperature to 100◦C, 200◦C and 300◦C. In addition, the temperature was decreased
back to room temperature between each temperature step. The relaxation time at each
temperature step, meaning the time a certain sample condition was held constant, was
sufficient to gain qualitative information on the occurring processes. Due to time con-
straints, full relaxation was not reached in most cases. The sharp peaks in the measured
data are artifacts from the measurement during the time of temperature stabilization and
eventual adjustment of the measurement current after changing the sample temperature.
The electrical properties at room temperature after each relaxation step are summa-
rized in Figure 7.7. Despite the varying measurement time during the relaxations, the
effect of the different atmospheres is compared. The partial relaxation attained in all
measurements is sufficient for the qualitative discussion presented here. In addition, the
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Figure 7.6: The relaxation of Hall carrier concentration and mobility is shown (a), (b) in
simulated air; (c), (d) in argon; (e), (f) under vacuum. The temperature is indicated in
each plot, without mentioning the room temperature steps in between.
conductivity of two CuO samples in simulated air and under vacuum are included. The
CuO samples were measured parallel to the Cu2O samples presented in Figure 7.6 (a),(b)
and (e),(f). Due to the known low mobility of CuO,[18] the respective samples could not
be measured by the Hall effect method and only conductivity data is shown.
The obtained results in air and argon atmosphere shall be described first. Whether
the atmosphere is air or argon does not have a significant impact on electrical properties
when heating Cu2O up to 200
◦C. At 100◦C, conductivities of both Cu2O A and B increase
partially due to an increase in carrier concentration. At 200◦C, no further change in
concentration is observed. However, the room temperature mobility is substantially
improved under both atmospheric conditions. After relaxation at 300◦C, the mobility is
decreased in both atmospheres. The mobility attenuation is more pronounced in air than
in argon.
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Figure 7.7: Summary of results from Hall effect measurements at variable temperatures
(above RT) and atmospheres, showing (a) conductivity, (b) hole concentration and (c)
mobility.
The changes in electrical properties are different under vacuum. No pronounced
alteration occurs at 100◦C, whereas a significant drop in hole concentration at 200◦C is
observed, which causes the conductivity to decrease accordingly. On the contrary, the
trend in mobility shows an increase once the sample has been heated to 200◦C. At 300◦C,
no additional decrease in charge carrier concentration occurs, however the mobility is
further improved.
At the temperatures where rather slow changes in carrier concentration occur (in air
and argon at 100◦C, in vacuum at 200◦C) it can be observed in Fig. 7.6, that the mobility
changes more rapidly than the carrier concentration.
The conductivity of CuO increases after heating both in air and vacuum at 100◦C,
which is shown in Figure 7.7 (a). Differences due to the atmosphere are observed after the
samples have been heated above 200◦C. In air, the conductivity increases continuously,
whereas under vacuum a decrease is observed. The latter is more pronounced after
relaxation at successively higher temperatures.
7.2.2 X-ray diffraction measurements
In order to obtain information on structural changes in the samples, the films were
measured by X-ray diffraction after the Hall effect measurement and some of the samples
also before it. Figure 7.8 summarizes the results. The XRD measurements of two Cu2O
samples (A and B) before the Hall experiment are shown in Fig. 7.8 (a). The intensity ratio
between the most intense reflections (111) and (200) indicates a tendency for preferential
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 Cu2O A, as deposited



























 Cu2O A, air
 Cu2O B, argon
 Cu2O C, vacuum
(b)
Figure 7.8: (a), (b), (d) X-ray diffraction on samples measured by the Hall effect method at
elevated temperatures. The reflection angles and intensities of gold are taken from PDF
00-004-0784. (c) Relevant PDF from ICDD.
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orientation along (200) in both samples, similar to the data shown in Fig. 4.4. Although
the depositions were carried out with identical parameters, this ratio is not the same
for both samples. The sample Cu2O C was not measured by XRD before the Hall effect
experiment due to time constraints. Fig. 7.8 (b) shows the three Cu2O samples after the
experiments in the Hall furnace. Cu2O A and Cu2O B are partially oxidized to CuO after
heating in air and argon atmosphere. The degree of oxidation in argon is similar to the
one in air. The reflections from gold originate from the contacting material. After the
experiment in vacuum, no crystallographic structure other than Cu2O is observed. In
order to analyze the patterns further, a comparison of the grain size determined with the






















































Figure 7.9: Crystallite size (a) in (111) direction and (b) in (200) direction with respect to
the distance between the respective lattice planes. (c) Intensity ratio of (111) and (200)
reflections. Samples A and B are shown before the Hall effect measurement in black.
The data obtained afterwards is represented in red (A: air, B: argon, C: vacuum). The
literature value of dhkl is shown by the broken line.
Both for the analysis of the FWHM and of the diffraction angle, it is important that
no reflections are overlapping without being recognized by the peak fitting routine. In
case a secondary Cu4O3 phase is present, an additional reflection would occur in close
proximity to the Cu2O (111) reflection. However, this phase could not be detected in
any of the samples shown in Fig. 7.8. The Cu (111) reflection might cause an asymmetry
in the Cu2O (200) reflection. However, a metallic copper phase was not detected in the
samples due to the absence of the reflection at 50.434◦.
Cu2O crystallites oriented in (111) direction perpendicular to the sample surface grow
during the heating experiments independently on partial oxidation and reduction, which
can be observed in Fig. 7.9 (a). Crystallites oriented in (200) are affected in a different
way, as shown in Fig. 7.9 (b). It appears, that an oxidizing environment and/or the occur-
rence of a secondary CuO phase causes Cu2O crystallites to shrink in the (200) direction.
Another effect of partial oxidation on the remaining Cu2O phase is the conversion of
tensile strain (in the as deposited film) to compressive strain. In other words, the material
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becomes compacted by heating treatment. Fig. 7.9 (c) shows, that the oxidative atmo-
spheres do not have a significant effect on the intensity ratio between Cu2O (111) and
(200) reflections. The initially different values of int111/int200 of Cu2O samples A and B
as deposited become alike by the heating, resulting in an average value around 0.4.
Time-dependence of post-deposition annealing in air
The XRD measurements of Figure 7.8 could only be performed either before or after the
complete Hall effect measurement since the atmosphere during the Hall effect measure-
ment had to remain unchanged. Hence, transient phase changes could not be recorded.
In order to investigate the time-dependence structural changes caused by post-deposition
annealing, Cu2O samples from UNL were successively annealed for different periods,
each time followed by an XRD measurement. The annealing conditions were chosen iden-
tical to the ones applied in TFT fabrication, reported in the subsequent chapter (200◦C
on a commercial hotplate in ambient air). In Section 4.3 it was mentioned, that after 1 h
annealing the Hall mobility is increased whereas the carrier concentration increased only
slightly. The main objective of this section is to clarify if and after which duration of
annealing a secondary phase of either Cu4O3 or CuO is formed.
Figure 7.10 shows XRD patterns of Cu2O films deposited at UNL and annealed in air
for different durations. In addition, an annealing was conducted inside the deposition
chamber in the same atmosphere as during the deposition. For this particular sample,
this corresponds to 5 % oxygen flow. After 1 h annealing in air, the material is exclusively
of Cu2O structure within the detection limits of XRD.
1 After longer annealing times a
secondary CuO phase is detected (≥ 5 h). The annealing in the deposition chamber at
5 % oxygen in the gas flow is shown by the green curve, which reveals that the formation
of CuO phase is related to the presence of oxygen in the atmosphere. Since the oxygen
partial pressure in the chamber at a flow ratio of 5 % is lower than in ambient atmosphere,
the formation of CuO phase is suppressed. No Cu4O3 structure is formed during any of
the annealing steps.
The inset of Fig. 7.10 shows an enlarged representation of the Cu2O (111) reflections,
which are the most intense ones in these samples. The data is now stacked by increasing
annealing time. The other Cu2O reflections roughly shift in parallel with (111), which
indicates that the materials is isotropically strained. The data indicates that the annealing
partially releases compressive strain in the material and brings the distance between the
lattice planes closer to the database value. This can be observed with greater detail in the
representations of crystallite sizes by using the Scherrer equation with respect to lattice
plain distances dhkl for the (111) and the (200) Cu2O reflections shown in Figure 7.11.
The most pronounced change in both d111 and d200 is observed already after 1 h an-
nealing. The data point after annealing in 5 % oxygen flow and 5 × 10−3 mbar pressure
1Note, that the presence of nanocrystalline CuO or Cu4O3 cannot be fully excluded based on XRD data.
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Figure 7.10: Diffraction patterns of Cu2O samples from UNL after annealing at 200◦C in
air for different durations as well as in the deposition atmosphere for 9 h. The inset shows









































Figure 7.11: Crystallite size (a) in (111) direction and (b) in (200) direction with respect
to the distance between the respective lattice planes. The numbers indicate the time of
annealing in units of hours. The literature value of dhkl is shown by the broken line.
suggests, that the partial oxidation to CuO has no influence on the strain release. How-
ever, the partial oxidation seems to affect the crystallite size. In the (111) direction shown
in Fig. 7.11 (a), the crystallite size decreases significantly upon formation of the secondary
CuO phase. In the (200) direction of Fig. 7.11 (b), rather a general increase of crystallite
size is observed without systematic dependence on the presence of CuO. This may simply
be due to an artifact in the evaluation of the FWHM of the most intense Cu2O reflection
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(2Θ = 36.419◦), caused by the most intense CuO reflection at a similar diffraction angle
(2Θ = 35.496◦). However, both reflections have been taken into account according to the
procedure for qualitative phase analysis outlined in Section 3.3.6.
7.2.3 Discussion
A pronounced dependence on heating time is observed in the Hall effect data of Fig. 7.6 as
well as in the XRD results after different annealing times presented in Fig. 7.10. According
to the stability regions of compounds formed by copper and oxygen shown in Fig. 2.13,
an oxygen partial pressure of less than 10−14 bar is needed to be in the stability region
of Cu2O at 600 K.[116] Hence, all the here reported experiments were performed on a
metastable Cu2O phase, which is kinetically stabilized. Consequently, the oxidation and
reduction of Cu2O is inherently time-dependent.
It could be observed by the Hall effect method, that the carrier mobility generally
changes faster than the carrier concentration. By XRD measurements it was shown, that a
partial release of compressive strain in the material happens already after 1 h of annealing.
After longer annealing times, a partial oxidation to CuO takes place, which does not
influence the strain of the Cu2O grains. Hence it is concluded, that the mobility increase
due to the annealing is related to the strain release in the material, whereas an increase
of carrier concentration is caused by the partial oxidation to CuO.
The tensile strain, which exists in the Cu2O samples from TU Darmstadt is converted
into compressive strain, when the material is partially oxidized to CuO. This happens
both in the (111) direction as well as in the (200) direction. Furthermore, a decrease
of grain size due to the formation of CuO could be observed. The crystallographic ori-
entation along which the grain size is reduced depends on the preferential orientation
of the sample and was observed both along (111) and along (200) for the samples from
UNL and TU Darmstadt, respectively. This is in line with literature, which reports no
preferred orientation relationship of CuO precipitates in a Cu2O matrix.[12] The isotropic
compression of Cu2O grains due to the formation of CuO indicates, that the partial oxi-
dation during heating occurs in the grain boundary of the material.2 This confirms the
localization of Cu(II) inside the grain boundaries of Cu2O, which was concluded based
on the results of Chapter 5.
The drop in carrier concentration of Cu2O in samples heated at ≥ 200◦C in vacuum
can be explained as a combination of two processes: First the CuO surface layer is reduced
to Cu2O,[21, 190] then a partial reduction of Cu(I) to Cu(0) occurs. Since the thickness
of the Cu2O films is rather high, the first effect is believed to be of minor importance. As
mentioned in Section 2.6.1, metallic copper precipitates are able to deplete the semicon-
ductor Cu2O by Cu/Cu2O Schottky barriers.[9, 89, 120, 124] Note, that there is no Cu
2Note, that after the heating experiments on the TU Darmstadt samples, the amount of CuO phase
compared to Cu2O is significantly higher than in the UNL samples after the post-deposition annealing (see
Fig. 7.8 (b) and Fig. 7.10). It is assumed, that the principle mechanism of partial oxidation is not altered by
the amount of CuO but simply causes its effects to be more pronounced.
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structure detected by XRD. In the dissertation by Sebastian Siol,[139] SEM images of
sputter-deposited Cu2O after an annealing step in vacuum at 300
◦C are shown. These
images reveal metallic copper particles at the film surface. The temperature was 100◦C
higher than in the Hall effect experiment presented here. However, the changes of elec-
trical properties at 200◦C are slow – a stabilization occurs only after 7 days – with no
significant change induced by the subsequent heating step at 300◦C (see Fig. 7.6 (e)).
Hence, the presence of similar metallic precipitates at the surface of Cu2O C after 7 days
heating at 200◦C is likely. With a diameter of around 50 nm,[139] it is surprising, that
no trace of Cu phase is found in the respective diffractogram (Fig. 7.8 (b)). This could
mean, that copper precipitates are mainly present at the surface and the bulk contains
only smaller copper crystallites or none at all. Note, that the CuO surface layer on air-
exposed Cu2O is also not detectable by XRD. The width of the depletion region at a
Cu2O/Cu Schottky barrier is reported to be 0.5–1 µm, [17] so even when copper is only
present at the surface of the material, the bulk charge carrier concentration of thin films
is depleted effectively.
The decrease in conductivity of CuO under vacuum may involve a partial reduction of
Cu(II) to Cu(I), which would induce a decrease in carrier concentration. There is however
no evidence in Fig. 7.8 (d) for the formation of a Cu2O phase in the CuO samples heated
in vacuum. This is surprising, because 300◦C in vacuum has been reported to reduce
CuO to Cu2O.[191] Since the authors of the referenced study used XPS to determine the
oxidation state of the material, it is most likely that not the complete film is reduced to
200◦C, but only regions close to the surface. This could explain the absence of a Cu2O
phase in the respective diffractogram in Fig. 7.8 (d). Further proof is needed to confirm
this assumption. Another important point to consider is the increased grain boundary
conductivity in CuO.[57] It is possible, that primarily the carrier concentration in the
grain boundary is reduced. However, without additional knowledge on the nature of
the defects in the grain boundaries of the material, it is not possible to draw further
conclusions at this point.
7.2.4 Conclusion
This section provided insight into processes occurring during the annealing of copper
oxide films. An improved charge carrier mobility is most likely related to the isotropic
release of residual strain. Oxidation and reduction are sensitive to the oxygen amount
in the atmosphere during annealing and are primarily responsible for changes of the
carrier concentration. During a heat treatment, the mobility changes faster (≤ 1 h) than
the carrier concentration. For this reason, post-deposition annealing in order to increase
mobility can be conducted in an oxidative atmosphere without causing a significant
increase of carrier concentration.
The reduction of Cu2O to metallic copper under an oxygen-poor atmosphere occurs
primarily at the surface. The conclusion is based on the absence of XRD reflections
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from the structure of metallic copper and conclusions from SEM images of previous
work.[139] In an oxygen-rich atmosphere, the formation of a large amount of CuO in
polycrystalline Cu2O of low density can cause an isotropic compression of the Cu2O
grains. This shows, that an oxidation to CuO primarily occurs at the grain boundaries of
Cu2O. The conclusion corroborates the results of Chapter 5, which revealed the presence
of Cu(II) in the grain boundary of nominally stoichiometric Cu2O.
With the aim to keep the maximum temperature during fabrication as low as possible,
an annealing in air or argon at 200◦C is found to lead to the highest values of mobility.
Since the differences in electrical properties between heating in air and argon atmosphere
are small, ambient air may be chosen as post-deposition atmosphere for practical reasons
and to keep fabrication costs low. Heating in vacuum at 300◦C is excluded as possible
post-deposition annealing, although the high mobility and low carrier concentration
appear beneficial for an application in TFTs. However, the low carrier concentration is
caused by a partial depletion due to Cu/Cu2O Schottky barriers. The resulting Fermi
level pinning would not allow a modulation of the carrier concentration by the gate field
in a respective TFT device. Furthermore, a substrate temperature of 300◦C does not allow










Properties of thin-film transistors
In the first section of this chapter, a presentation and discussion of p-type Cu2O TFT char-
acteristics is given. The main mechanisms which hinder an accumulation and depletion
of the channel by the field-effect are discussed. In order to obtain a deeper understanding
of the interplay between defects and electrical field, a study of TFT transfer characteris-
tics under depletion stress and in dependence on temperature was conducted, which is
presented in the second section.
8.1 Electrical characteristics
The structure of TFT devices in bottom-gate, top-contact geometry has been described
in Sections 2.3.2 and 3.2.1. Figure 8.1 shows transfer curves of devices with different
Cu2O thicknesses on n-Si/SiO2 and ITO/ATO. The data presented in Fig. 8.1 (b) con-
firms, that the gate leakage current is generally at least two orders of magnitude smaller
than the drain current. Independent of the substrate material, a low ON/OFF current
ratio is observed. In the OFF state, the channel conductivity corresponds to 2.5 S cm−1,
when estimated by using Equation 5.1, which is within the range of Cu2O conductivities
reported in Table 5.1. Changing the semiconductor thickness between 10 nm and 20 nm,
as well as the usage of different dielectric materials does not have a significant effect on
the drain current modulation. However, the leakage current is higher through the SiO2
dielectric due to its lower thickness compared to ATO.
The effect of the post-deposition annealing in air during 1 h at 200◦C is shown in
Figure 8.2 for devices on the ATO bottom-gate dielectric. This post-deposition annealing
procedure was chosen based on the results of Section 7.2. The ON/OFF current ratio
is increased and the hysteresis becomes smaller after the annealing in air. From the
output characteristics of the annealed device shown in Figure 8.2 (c), the absence of
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Figure 8.1: Transfer curves (a) and leakage current (b) of TFTs with different Cu2O thick-
nesses on n-Si/SiO2 and ITO/ATO (all currents absolute and on logarithmic scale). De-
vices with w/l = 80/20 were measured at VD = −1 V.
both drain current saturation and pinch-off at VD >> VG is observed. Consequently, a
saturation mobility according to Equation 2.13 may not be calculated. At VD = 1 V an
operation in the linear regime can be confirmed. In this case the drain current depends
linearly on the gate voltage, according to the classic equation for thin-film transistors
given in Equation 2.11. By using Equation 2.13 the field-effect mobility can be calculated,
which is shown in Figure 8.2 (d). The capacitance per unit area was evaluated at 10 kHz
on an ITO/ATO/Au MIS structure, giving a value of Cdi = 5.92 × 10−8 Fcm−2, which
corresponds to a relative permittivity of ATO of εr = 16.7. From positive to negative gate
voltages, the field-effect mobility of the annealed TFT first increases to a peak value of
µlin = 1.3×10−3 cm2V−1s−1. This value is an order of magnitude higher than of the device
before the annealing. With further increasing gate voltage in the range VG > −10 V the
field-effect mobility decreases.
8.1.1 Discussion
Since the drain current modulation by the field-effect is small, the assumption of a high
density of localized states is reasonable.[123] These states pin the Fermi energy at a
certain energetic distance from the Cu2O valence band. As explained in Chapter 2, the
application of a gate potential changes the charge of these localized states instead of
creating free charge carriers in the Cu2O valence band. The nature of these localized
states in the Cu2O channel layers of the here presented TFT devices is discussed in the
following.
Based on the data of Chapter 5 it is known, that copper ions in the oxidation state
Cu(II) are present at the interface and in the grain boundary. For the discussion it shall
be assumed here that a nanocrystalline CuO phase is formed in the boundary regions
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Figure 8.2: TFT characteristics of a device as deposited at room temperature and after a
post-deposition annealing in air at 200◦C. The Cu2O film thickness was 12 nm and the
channel geometry was w/l = 40/20. Transfer characteristics at VD = −1 V (a) on logarith-
mic scale and (b) on linear scale with indication of hysteresis; (c) Output characteristics
from VG = 30 V to VG = −40 V; (d) linear field-effect mobility from transfer characteristics.
of Chapter 6 could show, that the energy band alignment between two materials is already
fully developed at a film thickness in the range of 0.5 nm. Hence, the contact between the
grain boundary material and the grain material can be discussed by taking into account
the corresponding valence band offset. The valence band maximum of CuO lies at 0.2 eV
above the valence band maximum of Cu2O and thus represents a high density of states
inside the band gap of Cu2O. These states lie slightly below the intrinsic Fermi energy of
Cu2O (EF −EVB ≈ 0.23 eV). In Figure 8.3 (b) a schematic energy band diagram from gate
electrode to semiconductor is shown, with the CuO band edges superimposed to the ones
of Cu2O.
Upon the application of a negative gate voltage, first the CuO valence states become
“charged” with holes. The word charged is put in parenthesis here, because is does not
mean a change in atomic charge, but an accumulation of holes in the valence states of
CuO. The hole mobility of CuO is approximately four orders of magnitude lower than
of Cu2O.[9, 18] This limits the field-effect mobility of the device. In addition, the here
assumed nanocrystalline or amorphous structure of CuO presents a disturbance to the
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Figure 8.3: A TFT of polycrystalline Cu2O with CuO in the grain boundary under nega-
tive gate bias (accumulation) is schematically shown by (a) a cross-sectional view of the
semiconducting channel and by (b) the energy band alignment from gate electrode to the
semiconductor. The valence band offset between CuO and Cu2O is assumed to remain
unchanged upon application of the gate bias.
periodicity of the CuO lattice. Consequently, the change in density of valence states at
the CuO band edge is not sharp like in a perfect crystal and a high density of localized
tail states exists. These tail states further limit the hole carrier mobility in the Cu(II)-
containing regions.
Upon the application of a positive gate bias, the channel layer should become depleted
from hole carriers. However, the localized valence states of CuO cause Fermi level pinning.
Consequently, by the application of a positive gate bias the drain current cannot be
decreased below a level which corresponds to the conductivity of the material without
gate bias. In other words, the TFT cannot be turned OFF.
As indicated by the arrows in Figure 8.2 (b), the device characteristics corrrespond
to a clockwise hysteresis. Hence, mobile ion migration in the channel does not cause
the observed hysteresis, since in this case it should be counter-clockwise.[236] This is
true for all TFTs produced in this work. With multiple measurements, the hysteresis
retraces itself, which means a non-equilibrium, steady-state is reached.[236] Wager has
interpreted this as a manifestation of traps located remotely from the channel-insulator
interface, since the capture and emission processes are faster than the sweep time. Hence,
the Cu(II) oxidation state in the grain boundary and also at the surface of a Cu2O layer
exposed to ambient air can explain the hysteresis.
It cannot be assumed that a reduction of Cu(II) to Cu(I) or of Cu(I) to Cu(0) occurs
during the annealing, due to the high amount of oxygen in ambient air. Hence, the
field-effect mobility is increased by the annealing due to a reduction of charge carrier
scattering. Comparing the transfer characteristics after annealing to the results from Hall
measurement of Section 7.2, the improved Hall mobility and a slightly increased carrier
concentration corroborate the encountered changes in the device properties. Since the
drain current mainly flows through the interface and grain boundary layers, it can be
concluded that the hole mobility of these Cu(II)-containing region is increased by the
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annealing.
It should be noted, that the mobility of oxide TFTs of polycrystalline n-type ZnO is
generally monotonically increasing with gate voltage bias.[11] This is due to a lowering of
the energy barrier at grain boundaries in ZnO, which is induced by the increased carrier
concentration in the channel.[237, 238] The energy barriers at ZnO grain boundaries are
caused by immobile charges in the boundary, which provoke a depletion layer around
it. The decrease in mobility at high gate voltages shown in Fig. 8.2 (d) confirms, that
the grain boundaries of Cu2O are not depleted with respect to the grain interior and that
there is no potential barrier for holes between Cu2O and CuO. Instead, the barrier of
0.2 eV for holes traveling from CuO to Cu2O possibly contributes to a confinement of
charge carriers inside the grain boundary.
8.2 Transfer characteristics under depletion stress at different
temperatures
Charge carrier accumulation in an oxide TFT takes place in a very thin region close to the
interface to the dielectric. The preceding section could clarify the relevant mechanism,
which impede an accumulation and depletion of holes in Cu2O. In case of an operation
in depletion mode (the device is ON at 0 V gate bias) a positive gate bias is needed to turn
the p-type device OFF. From the TFT characteristics it is observed that the OFF drain
current is particularly high. The Fermi level pinning at the high density of localized states
is responsible, that the device cannot be switched OFF. This section intends to explore
the TFT under depleting gate bias stress in order to gain further insight into mechanism
which impede the depletion of the channel layer.
The typical response of TFTs to gate voltage stress is caused by charge trapping mech-
anisms. Under accumulation stress, a large threshold voltage shift in the direction of
the stressing polarity occurs. A corresponding shift under depletion stress is compara-
tively small due to the low carrier concentration in the channel. In the absence of other
responses of the device to gate stress, the shape of the transfer curve (e.g. sub-thresh-
old swing, field-effect mobility, OFF drain current) does not change significantly under
depletion stress.[239]
The following conditions were applied in the experiments: The TFT channel layer
was 10 nm thick and had a width of 80 µm and a length of 20 µm. The device was not
annealed after fabrication. During the test it was kept in the dark under vacuum at
approximately 10−3 mbar. Gate voltage stress was 30 V in all stress tests with a recording
of transfer characteristics every 30 min. A curve after recovery was measured once before
the subsequent test (when applicable). The protocol of the test procedure comprised the
following steps:
(a) Depletion stress at room temperature for 3 h
141
CHAPTER 8. PROPERTIES OF THIN-FILM TRANSISTORS
(b) Annealing at 200◦C for 105 min with simultaneous readings of transfer characteris-
tics
(c) Depletion stress at −23◦C for 3 h after annealing
(d) Depletion stress at room temperature for 3 h after annealing
(e) Depletion stress at 100◦C for 3 h after annealing
The results are given in Figure 8.4 (a)–(e), corresponding to the steps mentioned above.
The top row shows the transfer characteristics. The hysteresis is in all cases clockwise,
confirming that migration of ionic species is not relevant.[236] The threshold voltage shift
is not evaluated like in typical stress tests, since the value cannot be determined reliably
due to the non-linear transfer curve. Alternatively, the absolute drain current is plotted
with respect to time in the plots of the middle row. The drain current is shown at gate
voltage steps of −10 V in forward direction up to the maximum (negative) voltage. Lastly,
the bottom row shows the ON/OFF drain current ratio at each time step, taken from the
transfer characteristics at most negative and most positive gate voltage. The description
of the results is partially accompanied by a short discussion of specific observations in





































































































































































































































Figure 8.4: Influence of depletion stress and temperature on transfer characteristics. Under stress or annealing: red to black curves, recovered:
green (when applicable).
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Fig. 8.4 (a): Depletion stress at room temperature of the as-deposited TFT results in
comparatively fast changes to the transfer characteristics and full recovery. A shift is
observable in the same polarity as the gate stress. Considering a conventional interpre-
tation of gate voltage stress, these observations suggest that charge trapping occurs at
the semiconductor/dielectric interface.[239] Due to the considerable drain current in the
OFF state, a large number of carriers are present in the channel even under positive gate
voltage bias (compared to an ideal TFT in depletion). These carriers then become trapped
and cause a shift in the transfer curve.
Fig. 8.4 (b): At 200◦C (without application of gate stress), a considerable increase
in drain current and hysteresis width, as well as a decrease in ON/OFF drain current
is observed, which is probably both due to the thermally induced higher charge carrier
concentration. The hysteresis width increases further after the first few measurements
showing more severe trapping of charge carriers. During the annealing, a relative de-
crease in drain current is observed together with a slight increase of the ON/OFF current
ratio. This is most likely related to a reduction of copper cations, which reduces the
carrier concentration.
Fig. 8.4 (c): After the annealing, gate bias stress is applied at −23◦C substrate tempera-
ture. The drain current initially increases slightly and the ON/OFF ratio decreases under
stress. This may be relates to a threshold voltage shift to the positive side, which could be
explained by the trapping of hole carriers at the channel-dielectric interface.[239] How-
ever, after 30 min the drain current decreases and the ON/OFF ratio increases. This trend
appears to saturate after a total stress time of 3 h. Full recovery of the initial characteris-
tics is observed after another 3 h without gate stress.
Fig. 8.4 (d): At RT, the initial curve after annealing compared to the initial curve before
annealing of Fig. 8.4 (a) confirms that the total drain current is decreased by the anneal-
ing. Furthermore, a decrease in hysteresis width is observed. Under depletion stress, the
drain current as well as the hysteresis increase continuously while the ON/OFF ratio de-
creases. No recovery is reached after 15 h without gate stress. Instead, the characteristics
after stress are very similar to the initial curve before annealing, except for the smaller
hysteresis width.
Fig. 8.4 (e): Stress at 100◦C results in a similar behavior like at RT, however with a
generally higher drain current level due to the higher temperature. Accordingly, also the
magnitude of changes during gate stress is increased with respect to the measurement at
RT.
8.2.1 Discussion
The impact of heating in vacuum on the carrier concentration in comparatively thick
samples has been discussed in Section 7.2. The main processes are a reduction of Cu(II)
which has formed at the surface in contact with ambient air and subsequently a formation
of metallic copper at the surface. The hole concentration data shown in Figure 7.6 (e)
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is relevant in this context. After 105 min, which is equivalent to the annealing time of
the TFT in Fig. 8.4 (b), the concentration in the Hall samples is decreased by at least
40 %. The drain current shown in Fig. 8.4 (b) decreases by a similar amount, neglecting
the changes in the ON/OFF current ratio. Hence, it seems plausible that a reduction
of hole carriers due to cation reduction takes place in the TFTs during the annealing at
200◦C in vacuum. A temperature of 100◦C is not sufficient to provoke cation reduction,
as both thick films for Hall effect measurements and thin film in TFTs show no decrease
in carrier concentration and drain current at that temperature, respectively. Given that
effects due to temperature are comparatively small in vacuum below 100◦C, the findings
of Fig. 8.4 (c)–(e) may be interpreted as being mainly due to the gate bias stress.
The increase in drain current under depletion stress, which is observed at room tem-
perature and 100◦C, but not at −23◦C shall now be discussed. Two types of processes
can be responsible for changes in drain current under depletion stress in a homogeneous
semiconductor: Defect creation and defect migration. Pure rearrangement of charged
defects during stress would have no effect on the OFF current, as no new charge carriers
are created. Instead, only an increase of the ON current would be observed, since the
channel is formed in the vicinity to the dielectric interface. From the plots in the middle
and bottom row of Figure 8.4 it is observed, that an increase in drain current is generally
accompanied by a decrease in ON/OFF ratio and vice-versa. Hence, an increase in charge
carriers takes place in the semiconductor, and not only a rearrangement of the charges
due to mere electromigration of defects. Defect creation has an effect on both ON and OFF
drain current, causing an overall increase of ID, which corresponds to the experimental
observation. Further cation oxidation is unlikely due to the low total pressure during the
experiment. Hence, possible processes which lead to an increase in carrier concentration
during gate voltage stress have to be discussed. At first the behavior of homogeneous
Cu2O shall be discussed, when it is forced into depletion by the gate voltage stress. In
subsequent paragraphs, the role of the grain boundary is discussed.
Depleting an intrinsically doped semiconductor likely induces self-compensation. The
mechanism is described in Section 2.4.3 and applies to materials in thermodynamic equi-
librium. Note, that Cu2O is metastable at room temperature and in ambient atmosphere
which means that – theoretically – the concept of self-compensation cannot be applied.
However, the equilibrium conditions of a device under gate voltage bias are different from
a device without bias. Hence, any dynamic change of a device under stress has to occur
towards the new equilibrium, which is imposed by the gate voltage. Depletion stress on a
p-type semiconducting channel forces the Fermi energy to rather high levels in the band
gap. With an equilibrium in the channel region at a negative potential, the intrinsically
p-type material Cu2O has to compensate this negative potential by providing positive
charge carriers. This is accomplished by the creation of intrinsic acceptor defects (mainly
copper vacancies). In other words, the Fermi energy is constrained to a region close to the
valence band maximum. The relation of the defect concentration and the Fermi level is
described by Equation 2.18. When comparing Figures 8.4 (c), (d) and (e) with each other,
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the increase in drain current is more pronounced at elevated temperatures and does not
occur at −23◦C. This temperature effect is possibly related to the Boltzmann term of
Equation 2.18.
The role of the grain boundary
The grain boundary contains a high carrier concentration with respect to Cu2O and acts
like a shunting path for conduction through the grain. A constant valence band offset
between CuO and Cu2O and the large depletion width in Cu2O suggest, that an increase
in EF−EVB by the positive gate bias affects the grain boundaries and the grains by the same
amount. Since an increase in Fermi energy is limited by pinning to the valence states of
CuO, the Fermi energy in the Cu2O grains is not significantly increased by the positive
gate voltage. Hence, the effects of depletion stress should rather be discussed for CuO
than for Cu2O. A discussion of intrinsic defect reactions related to self-compensation, for
example according to the defect complex mechanism outlined by Mittiga et al. would not
be relevant (see Section 2.6.1).[106] However, a discussion of defect mechanisms in CuO
is difficult due to the limited knowledge on intrinsic defects in the material. Compared to
Cu2O, the literature on electronic structure and defect states of CuO is much more scarce.
Nevertheless, CuO is known to be intrinsically p-type with copper vacancies being the
main acceptor state.[240] Hence, self-compensation most likely plays a role also in CuO.
8.3 Conclusion
The low modulation of the hole carrier concentration by the field-effect in a TFT based
on Cu2O is a sign of the Cu(II) oxidation state occurring in the grain boundary and at
the interface. The Fermi energy is pinned to the valence states of CuO. The external
gate field mainly has an effect on the Cu(II) interface region, causing a low ON/OFF
ratio and low mobility since the charge carrier concentration of the Cu2O grains is hardly
changed. A higher field-effect mobility is achieved by annealing in air. However, the
higher device mobility is most likely due to an improved hole mobility in the interface
and grain boundary regions.
Results from gate bias stress in depletion at different temperatures were interpreted
under consideration of self-compensation by intrinsic defects. The existence of the highly
conductive grain boundary and interface layers suggests, that the relevant processes occur
in these regions rather than inside the grains. Being comparable to the intrinsically p-type
material CuO in terms of electrical properties, self-compensation under depletion likely
occurs in the Cu(II)-containing regions. However, for a discussion of defect mechanisms











This study investigated Cu2O for an application in p-type thin-film transistors. Following
the approach of a moderate temperature route (T ≤ 200◦C) in order to enable deposition
on low-cost and flexible organic substrates, an inhomogeneous and metastable polycrys-
talline semiconductor is obtained. The relevant mechanisms which limit the electrical
performance of this material were identified. It is proposed, that the presence of oxida-
tion states other than Cu(I) is responsible for the non-ideal behavior of Cu2O, which is
observed in the presented experimental data as well as in literature. By sputter-depo-
sition at room temperature it is practically impossible to obtain a TFT channel layer of
Cu2O with low charge carrier concentration, high mobility and without a pinned Fermi
level. This is illustrated by a schematic representation of the Fermi energy with respect
to stoichiometry in Figure 9.1. Detailed explanations are given in the subsections below.
Figure 9.1: Schematic representa-
tion of the valence band maxima
in Cu2O with inhomogeneous ox-
idations states. The Schottky bar-
rier Cu/Cu2O pins the Fermi level
of Cu2O to 0.5–0.6 eV. Cu(II) in
the grain boundaries causes ad-
ditional states between the Fermi
level and the valence band maxi-
mum of Cu2O.
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Cu(II) in the grain boundaries of Cu2O
Like in other polycrystalline semiconductors the grain boundary has severe influence on
macroscopic electrical properties. However, instead of a barrier due to a local depletion, a
higher charge carrier concentration with respect to the grain interior is observed in Cu2O.
This is due to the occurrence of Cu(II) in the grain boundary, even when the material is
stoichiometric according to XRD results and XPS data of the film surface. Theses results
are partially published in Reference [221].
Most of the existing models which describe inhomogeneous electrical properties of
polycrystals are limited to materials with low grain boundary conductivity with respect
to the grain interior. A material with highly conductive grain boundaries requires a
new formalisms. An adequate model was proposed in this thesis in order to describe
the conductivity with respect to grain size for the typical polycrystalline film growth of
columnar grains. Related to the film growth, the grain boundary density is highest in
vicinity to the substrate surface. Hence, the thinner a film the more severe is the increase
of conductivity with respect to monocrystalline Cu2O. In oxide TFTs, the semiconducting
layers are typically less than 50 nm thick and thus contain a high volume fraction of grain
boundaries.
The bonds between Cu(II) ions and oxygen in the grain boundary probably have a
similar geometry like in the CuO structure. However, the grain boundary layer can only
be amorphous or nanocrystalline due to its limited width. The question of energy band
alignment between the grains and the grain boundary needed to be answered. It could
be shown, that a thickness of 0.5 nm is enough, to obtain the same valence band offset
between two materials like at the contact between the bulk materials. This conclusion
was drawn from an XPS analysis of the energy band alignments between thin Cu2O films
to different substrates. By the removal of the contribution of extra-atomic relaxation from
the data, it could be shown that the valence band offset between two material is already
established at a layer thickness of a few Ångström.
The valence band offset between Cu2O and CuO was determined from transitivity
to be ∆EVB = 0.2 eV. The resulting barrier for holes between CuO and Cu2O effectively
contributes to a confinement of charge carriers inside the grain boundary and enhances
the shunting effect on the current through the grains. With Cu(II) in the grain boundary
of Cu2O, the CuO valence states represent a high density of states at 0.2 eV above the
valence band maximum of Cu2O. The disordered structure inside the grain boundary
and interface layers causes a high density of tail states. When a corresponding p-type
channel layer of a TFT is switched from depletion to accumulation, hole charge carriers
are introduced to the valence states of CuO instead of the valence band of Cu2O. When
the device is switched from accumulation to depletion, the Fermi energy remains low
because it is pinned at these CuO tail states.
With the drain current modulation in polycrystalline Cu2O happening predominantly
in the Cu(II)-containing regions of the material, the corresponding ON/OFF drain current
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ratio and field-effect mobility are severely limited. The OFF drain current is high due
to the high intrinsic hole carrier concentration of CuO, compared to Cu2O.[9, 18] The
localization of the states at the valence band maximum of CuO limits the increase in drain
current by the field-effect and correspondingly the field-effect mobility.
The carrier mobility of polycrystalline Cu2O can be increased by post-deposition an-
nealing in air at 200◦C. The mobility increase is related to the structural relaxations
which occur during less than 1 h. Longer annealing times provoke a growth of the grain
boundary region by the formation of CuO crystallites. Since the grain boundary width is
increased after prolonged annealing, the effective hole carrier concentration of the mate-
rial rises as well. By limiting the duration of the treatment, the simple post-deposition
annealing at 200◦C in air improves the TFT device performance while being compatible
with organic substrates.
Cu(0) and the depletion of Cu2O
Cu(II) in the grain boundary appears to be unavoidable when intentionally stoichiometric
Cu2O is deposited by reactive sputtering at room temperature. Aiming to prevent the
formation of Cu(II), a decrease of the oxygen content in the process readily leads to the
formation of Cu(0). The Cu/Cu2O Schottky barrier causes a depletion of the material, and
results in electrical properties similar to a highly compensated semiconductor. The Fermi
energy is pinned to 0.5eV ≤ EF − EVB ≤ 0.6 eV. The work by Siol et al. shows, that the
Fermi level pinning limits the band bending in Cu2O at the heterojunction to ZnO.[227]
Apart from the film deposition, the cation reduction to metallic copper can also occur
by post-deposition processing. If the Cu2O film is annealed in vacuum at temperatures
≥ 200◦C, metallic copper forms at the surface. If another material is deposited onto
Cu2O by a process which involves species that react with oxygen, the Cu2O surface is also
partially reduced to metallic copper. This could be shown for the atomic layer deposition
of the dielectric Al2O3, which is published in Reference [193].
Outlook
Concerning an improvement of the characteristics of p-type TFTs below a maximum
fabrication temperature of 200◦C, the usage of a polycrystalline Cu2O channel layer
remains challenging. The highly conductive grain boundaries need to be eliminated,
which requires a single-crystalline material. However, epitaxial layers are only obtainable
by the usage of high temperature.[10] Possibly, the segregation of Cu(II) into the grain
boundary can be suppressed by the intentional incorporation of other divalent cations.
In case the formation of the complex with the two copper vacancies is responsible for the
high carrier concentration in the grain boundary,[101, 102] the substitution of Cu(II) by
an isovalent cation may potentially suppress the formation of the complex or increase its
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energy level in the band gap. Both could lead to a lower carrier concentration in the grain
boundary.
From a fundamental point of view, a model which describes Hall effect data of a poly-
crystalline thin film with highly conductive grain boundaries is lacking. With such a
model at hand, the contributions of charge carrier concentration and mobility on conduc-
tivity could be analyzed individually for grain and grain boundary regions. This would
allow for a better localization of the respective mechanisms, which affect either of both
electrical properties. Further experimental studies of electrical properties of a material
with highly conductive grain boundaries could involve the deposition of Cu2O in the
different zones of the structure zone model in order to investigate various morphologies.
The fabrication of these samples could be achieved by variation of the sputtering power,
deposition temperature and total chamber pressure.
It should be noted, that the existence of oxidation states different from the parent ma-
terial is not necessarily detrimental for the desired electrical properties of a TFT channel
material. An example is given by the case of p-type SnO. On the one hand, the higher
oxidation state Sn(IV) forms the n-type phase SnO2. Hence, a partial oxidation of SnO-
based TFTs decreases the hole carrier drain current[241, 242] and a tendency towards am-
bipolar behavior is observed under even more oxidizing conductions.[243] On the other
hand, the inclusion of metallic Sn(0) in SnO appears to improve the hole mobility.[242]
Alternative materials are continuously researched, which promise good switching
characteristics when applied in p-type TFTs. Calculations by density functional theory
predicted multi-component oxides with half the effective hole mass than Cu2O, for exam-
ple K2Sn2O3.[244] P-type conduction could be shown for bismuth-based multicomponent
oxides.[245] However, experimental reports on thin films of these materials with elec-
trical properties comparable to Cu2O cannot be found in literature. Apart from oxides,
other p-type materials like halides have been shown to produce working thin film devices,
such as heterojunction diodes with CuI.[246]
The partial reduction of copper oxide can be beneficial for other applications than in
thin-film transistors. For example, the occurrence of metallic copper at the interface be-
tween Cu2O and Al2O3 by ALD led to further investigation for an application as resistive
memory.[247] Working devices based on the layer sequence ITO/Cu2O/Cu/Al2O3/Pt are
shown in the Master thesis of José Rosa.[248]1 In order to clarify whether the metallic cop-
per at the interface is beneficial for the resistive switching, a comparison to samples based
on pure Cu2O/Al2O3 and Cu/Al2O3 interfaces is required. Furthermore, with the drastic
change in carrier concentration of copper oxides from depleted Cu2O (p ≈ 1010 cm−3)[9]
to CuO (p ≈ 1019 cm−3)[18], thin films of graded stoichiometry may be of potential inter-
est for an application in valence-change resistive memory devices. Such films could be
deposited by reactive sputtering simply by a variation of oxygen partial pressure in the
process gas during the deposition.
1These results are not included in this thesis, because they are beyond its scope.
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Conductive atomic force microscopy:
Supporting XRD data
The current map shown in Figure 5.5 (b) proofs the existence of an increased grain bound-
ary conductivity in Cu2O. However, the same could not be observed for the films, which
were analyzed by the in situ XPS and conductance measurements of Section 5.1. Since
the film which showed the increased grain boundary conductivity by CAFM had been
deposited by Dr. Suman Nandy, the deposition conditions were partly different from the
other samples produced in this thesis. A power of 60 W was used and the total process

















Figure A.1: X-ray diffraction pattern of the sample measured by CAFM.
The observed crystallographic structure is the one of Cu2O. However, the CAFM sam-
ples might be slightly oxidized to Cu(II), since this leads to a decrease in the diffraction
1The deposition was done in the commercial system by AJA International of UNL.
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angle for the (111) reflection and an increased angle for the (200) reflection (see Fig-
ure 4.4 (a)). The increased amount of Cu(II) in the grain boundaries probably caused the
high conductivity region around the grain boundary to be wider than in stoichiometric
Cu2O samples. The wider grain boundary region probably enabled the observation of the
highly conductive grain boundaries by CAFM on this particular sample.
As outlined in Section 2.5.1, the morphology of thin films depends on the kinetics
of the deposited particles. The adatom mobility generally increases with sputtering
power and decreases with the total pressure in the chamber due to a decreased number
of collisions in the gas phase. Hence, it is possible that the higher particle energy as
a result of the deposition conditions leads to a morphology rather similar to zone 2 or
the transition zone T than zone 1.[54] In this case, the grains would be shaped like rods
rather than inverted cones. This could further facilitate the detection of the increased
grain boundary conduction by CAFM.
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