The causal structure of a unitary transformation is the set of relations of possible influence between any input subsystem and any output subsystem. We study whether such causal structure can be understood in terms of compositional structure of the unitary. Given a quantum circuit with no path from input system A to output system B, system A cannot influence system B. Conversely, given a unitary U with a no-influence relation from input A to output B, it follows from [B. Schumacher and M. D. Westmoreland, Quantum Information Processing 4 no. 1, (Feb, 2005) ] that there exists a circuit decomposition of U with no path from A to B. However, as we argue, there are unitaries for which there does not exist a circuit decomposition that makes all causal constraints evident simultaneously. To address this, we introduce a new formalism of 'extended circuit diagrams', which goes beyond what is expressible with quantum circuits, with the core new feature being the ability to represent direct sum structures in addition to sequential and tensor product composition. A causally faithful extended circuit decomposition, representing a unitary U , is then one for which there is a path from an input A to an output B if and only if there actually is influence from A to B in U . We derive causally faithful extended circuit decompositions for a large class of unitaries, where in each case, the decomposition is implied by the unitary's respective causal structure. We hypothesize that every finite-dimensional unitary transformation has a causally faithful extended circuit decomposition. arXiv:2001.07774v1 [quant-ph] 
Introduction
Understanding causal structure in quantum theory is important to the foundations of quantum theory, as well as to applications in the field of quantum information science. Various works have, for example, studied: networks of causally related quantum systems [1] [2] [3] ; quantum nonlocality from the perspective of causal structure [4] [5] [6] [7] [8] ; quantum causal models [9] [10] [11] [12] [13] [14] [15] ; the phenomenon of quantum indefinite causality [3, [16] [17] [18] [19] [20] ; and applications to quantum cryptography [21, 22] .
One particular line of research has studied the compositional structure of quantum channels under the constraints that given inputs can, or cannot, signal to given outputs. Ref. [23] considers bipartite channels acting on systems A and B, and shows, amongst other things, that if the channel allows signalling from A to B, but not from B to A, then it can be implemented in a manner that involves communication only from A to B. Ref. [24] studies tripartite unitaries in which one of the inputs cannot signal to one of the outputs, and shows that any such unitary can be written as a suitable composition of two bipartite unitaries. Ref. [25] presents a representation theorem in a similar spirit to that of Ref. [24] for unitary transformations involving an arbitrary number of systems, with arbitrary signalling constraints. Further results along these lines are obtained in Refs. [26] [27] [28] [29] . One important application is to quantum cellular automata, for which see Refs. [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] .
Meanwhile, the category-theoretic approach to quantum theory, focusing on the compositional structure of quantum processes, has led to the development of a diagrammatic representation of the theory that is a useful tool for reasoning about quantum systems -see, e.g., Refs. [40] [41] [42] [43] and references therein. Although this research has been far from independent from research into quantum causality [44, 45] , a rigorous understanding of the relation between causal structure and compositional structure of quantum processes is missing -can the former be understood in terms of the latter?
The present work aims to answer this question. In common with the approach to quantum causal models described in Refs. [14, 15] , we take causal relationships in quantum theory ultimately to be understood in terms of unitary transformations. Given a unitary transformation from a number of input quantum systems to a number of output quantum systems, the unitary's causal structure is determined by the subset of input systems that can influence each output system. Suppose that a unitary transformation U has a representation as a quantum circuit diagram, that is, U is equivalent to the composition of other unitary transformations, in sequence and in tensor product. If there is no path from input system A to output system B in the circuit diagram, then there is no influence from A to B in U -the no-influence relation thereby becomes graphically evident in the circuit representation of U . Conversely, the result of Ref. [24] implies that, given a unitary U , if A does not influence B, then there always exists a circuit decomposition of U which makes that particular no-influence relation graphically evident through the absence of a corresponding path from A to B. However, as we show in Sec. 3, not all unitaries allow for a circuit decomposition that simultaneously makes all no-influence relations evident. Thus, circuit diagrams built from sequential and tensor product composition of unitary transformations do not suffice to understand causal structure.
We therefore introduce an extension to the standard formalism of quantum circuit diagrams. The core new feature is the ability to represent direct sum structures in addition to sequential and tensor product composition. A causally faithful extended circuit decomposition, representing a unitary U , is then one for which there is a path from an input A to an output B if and only if there actually is influence from A to B in U . Secs. 4, 5, and 6 introduce extended circuit diagrams, and provide representation theorems for a wide range of unitaries, where in each case, the representation implies that any unitary with a given causal structure can be decomposed into a causally faithful extended circuit diagram. Specifically, referring to a unitary transformation with n input and k output subsystems as being of type (n, k), we provide causally faithful extended circuit decompositions for all unitaries of type (n, k) with n ≤ 3, all of type (n, k) with k ≤ 3, and for a range of type (4, 4) cases. We hypothesise that any (finite-dimensional) type (n, k) unitary transformation can be represented with a causally faithful extended circuit diagram. However, we do not establish this claim in general, and we list those type (4, 4) cases that remain unsolved.
Finally, in Sec. 7, we discuss a number of related aspects, including reasons for restricting the study to unitary transformations (rather than generic quantum channels), the fact that the dimensions of input and output systems restrict the permissible causal structures that a unitary can have, and the application of the results to broken unitary circuits (or unitary combs).
Causal structure of unitary transformations
The Hilbert space of a quantum system A is denoted H A , and assumed throughout to be of finite dimension d A . If S is a set of quantum systems then H S := Si∈S H Si . For a completely positive (CP) map C : L(H A ) → L(H B ), we will use a variant of the Choi-Jamio lkowski (CJ) isomorphism [46, 47] to represent C as a positive semi-definite and basis-independent operator ρ C B|A on H B ⊗ H * A , defined by ρ C B|A := i,j C(|i A j|) ⊗ |i A * j|, where {|i A } is an orthonormal basis of H A , and {|i A * } the corresponding dual basis. A quantum channel is a trace-preserving CP (CPTP) map, satisfying Tr B [ρ B|A ] = 1 A * . In a slight abuse of notation we will write ρ U B|A for the CJ operator of the channel corresponding to a unitary U : H A → H B . Throughout the paper, a product of the form ρ D|AB ρ E|BC is short for the product of operators appropriately 'padded' with identity operators, i.e., it is short for
We begin by defining formally the condition for a given input to a unitary transformation not to have any influence upon a given output. 
The condition Tr B [ρ U BD|AC ] = ρ M D|C ⊗ 1 A * is expressed graphically in Fig. 1 . As shown in Ref. [24] , A D is furthermore equivalent to several operational statements, with one of them being that for any state ρ C at C, it is impossible to signal from A to D by varying the input state ρ A at A, that is, the marginal state at D is independent from ρ A . Given a unitary map U : H A1 ⊗ ... ⊗ H An → H B1 ⊗ ... ⊗ H B k , with n input and k output systems, let P a(B j ) ⊆ {A 1 , ..., A n } be the subset of the input systems that can influence B j (where 'P a' is short for 'parents'), and let P a(B j ) be the complement of P a(B j ) in {A 1 , ..., A n }. That is, A l ∈ P a(B j ) ⇐⇒ A l B j . The CJ representation of any unitary channel satisfies the following factorization property.
Theorem 1 [15] : Let ρ U B1...B k |A1....An be the CJ representation of a unitary channel. The operator factorizes in the following way
where the marginal channels commute pairwise, [ρ Bj |P a(Bj ) , ρ Bm|P a(Bm) ] = 0 for all j, m = 1, ..., k.
An immediate consequence of Theorem 1 is that for a unitary channel ρ U B1...B k |A1....An , for any i ∈ {1, ..., n} and any j, l ∈ {1, ..., k}, j = l,
In words, if A i does not influence B j and A i does not influence B l , then A i does not influence the composite system consisting of the outputs B j and B l . From this it follows that the causal structure of a unitary channel is completely specified by the sets P a(B j ):
The causal structure of a unitary channel can always be represented graphically as a directed acyclic graph (DAG) with vertices A 1 ,...,A n and B 1 ,...,B k and an arrow A i → B j whenever A i ∈ P a(B j ). See Fig. 2 for an example. 
Decompositions using circuit diagrams
If, for a given unitary U , an input system A cannot influence output system B, it is natural to think that this must have consequences in terms of the compositional structure of U . This section presents a few known examples where this is indeed the case, and raises the question of whether it is always the case. First, consider U :
, which (recalling our convention for interpreting products of operators) is equal to ρ B1|A1 ⊗ ρ B2|A2 . Seeing as the overall channel is unitary, and of product form, the two channels represented by ρ B1|A1 and ρ B2|A2 have to be unitary channels themselves. Hence U = V ⊗ W for some unitaries V : H A1 → H B1 and W : H A2 → H B2 (the same conclusion appears via different arguments in, e.g., Refs. [23, 27, 48] ). This is illustrated in Fig. 3 . The quantum circuit on the right hand side makes both causal constraints graphically evident through the absence of a path from A 1 to B 2 and also from
A1 A2 Figure 3 : Factorisation of unitary U that is implied by A 1 B 2 ∧ A 2 B 1 (indicated as red dashed arrows).
The following result of Schumacher and Westmoreland, Ref. [24] , concerns tripartite unitaries and is in a similar spirit.
This is illustrated in Fig. 4a . Again, the causal constraint satisfied by U , A 1 B 3 , is evident in the decomposed circuit form, in this case through the absence of a path from the input A 1 to the output B 3 [45] . A similar result obviously holds for the case where A 3 B 1 , as illustrated in Fig. 4b . 
. This is illustrated in Fig. 5a . Again, the circuit diagram makes the causal constraint, Each of the examples discussed so far has the feature that if the assumed causal constraints are the only ones that the respective unitary transformation satisfies, then the causal structure of the unitary transformation is made explicit in a circuit diagram, such that in the diagram, there is a path from a given input to a given output if and only if that input has a causal influence on that output. This raises the question of whether any unitary transformation admits a circuit diagram that makes the causal structure explicit in the same way. Unfortunately, things are not so simple. Consider a tripartite unitary U :
There is a circuit diagram with the desired connectivity, namely that shown in Fig. 6 .
A1 A2 A3 Figure 6 : Unitary circuit diagram, with the feature that the corresponding unitary transformation satisfies A 1
This time, however, it is not the case that all unitaries satisfying A 1 B 3 and A 3 B 1 have a decomposition of the form of the circuit in Fig. 6 . The general reason for this is that if A 2 is a prime dimensional system, then there is no decomposition of H A2 into two non-trivial factors, yet this would be necessary for A 2 to influence both of B 1 and B 3 in the circuit of Fig. 6 . An explicit counterexample is provided by a unitary transformation consisting of a sequence of two CNOT gates, as shown in Fig. 7 ). Circuit diagrams, therefore, do not in general suffice to express simultaneously all causal constraints of a unitary transformation.
Decomposition of a unitary beyond circuit diagrams
The problematic case of the previous section -namely, a tripartite unitary with A 1 B 3 and A 3 B 1 -shows that sequential and tensor product composition do not in general suffice to understand causal structure in terms of compositional structure. The following theorem shows that any such unitary 3 must nonetheless have a certain form, involving both direct sum and tensor factor decompositions of Hilbert spaces. After proving the theorem, we will show that the causal structure can then be made graphically evident using an extended form of quantum circuit diagram.
where S and T are unitaries, and {V i } i∈I and {W i } i∈I families of unitaries, of the form
In order to prove the theorem, it is helpful first to establish a definition and two lemmas.
Lemma 1 [14] : Let ρ A|CD and ρ B|DE be CJ representations of channels. If [ρ A|CD , ρ B|DE ] = 0, then there exist a Hilbert space
The channel ρ A|CD is therefore equivalent to the composition of a channel corresponding to the unitary 1 C ⊗ S, followed by the channel i∈I ρ A|CX
is a reduced unitary channel if and only if there exists a unitary transformation U :
Lemma 2 Let ρ Y |X be a reduced unitary channel. 3 Note that such a tripartite unitary with A 1 B 3 and A 3 B 1 is the same as the one which played a central role in establishing a quantum version of Reichenbach's common cause principle in Ref. [14] . 4 The appearance of the transpose of S in this equation is due to our convention of defining Choi-Jamio lkowksi operators as acting on the dual space of the input to the channel. 5 This terminology was first used in Ref. [15] . In Ref. [24] , the same concept is called 'autonomy' of a channel.
(1) If X has a tensor product structure H X = H X1 ⊗ H X2 , with respect to which ρ Y |X = ρ Y |X1 ⊗ 1 X2 , then ρ Y |X1 is a reduced unitary channel.
(2) If ρ Y |X = i ρ Y |Xi for some decomposition into orthogonal subspaces H X = i H Xi , then ρ Y |Xi is a reduced unitary channel for each i.
Proof of Lemma 2. See Appendix A.1.
Proof of Theorem 3: Consider a unitary transformation U :
where all operators commute pairwise. Hence by Lemma 1, there exist a Hilbert space H X = i∈I H X L i ⊗ H X R i , a unitary S : H A2 → H X , and families of channels {ρ B1|A1X L i } i∈I and {ρ B3|X R i A3 } i∈I , such that ρ B1|A1A2 is equivalent to the composition of the unitary channel corresponding to S, followed by
and ρ B3|A2A3 is equivalent to the composition of the unitary channel corresponding to S, followed by i∈I
3 is a reduced unitary channel. Lemma 2 then gives that, for each i, ρ B1|A1X L i is a reduced unitary channel. Similarly, for each i, ρ B3|X R i A3 is a reduced unitary channel. Hence there exist families of unitaries
Now consider the unitary transformation
By uniqueness of purification up to a unitary transformation on the purifying system, there therefore exists a unitary transformation T :
This completes the proof.
The compositional structure expressed in Eq. (3) can be given a graphical representation using the extended quantum circuit diagram shown in Fig. 8 . In order to explain the diagram, see also Fig. 9 . In a conventional quantum circuit diagram, each wire corresponds to a Hilbert space, with parallel wires denoting the tensor product of the corresponding Hilbert spaces. Here, a wire without an index represents a tensor factor of the overall Hilbert space as usual. The wires from the circle S to the circles V i and W i are associated with the families of Hilbert spaces {H X L i } i∈I and {H X R i } i∈I , respectively. The overall Hilbert space associated with these two parallel
Similarly, the wires from V i to T and from W i to T are associated with the families of Hilbert spaces {H Y L i } i∈I and {H Y R i } i∈I , respectively. The overall Hilbert space associated with these two parallel wires is Fig. 9 indicates the overall Hilbert space associated with each of several slices through the circuit. Where a circle contains a symbol without an index, i.e., S or T , it represents a unitary transformation from the Hilbert space corresponding to the incoming wires to the Hilbert space corresponding to the outgoing wires. Where a circle contains a symbol with an i index, i.e., V i or W i , it represents, for each value of i, a unitary transformation from the Hilbert space corresponding to that value of i on the incoming wires to the Hilbert space corresponding to that value of i on the outgoing wires. The diagram, read from bottom to top, therefore represents the unitary transformation given by the composition of Figure 9 : Illustration of the data represented by the extended circuit diagram in Fig. 8 .
The following example shows how this works for the particular case of the composition of two CNOT gates introduced in the last section.
Example 1 Consider again the unitary transformation of Fig. 7 , defined by the composition of two CNOT gates. Let i ∈ {0, 1} be a binary index,
via the unitary S sending |0 to |0 L |0 R and |1 to |1 L |1 R . Let V 0 be the identity on H A1 and V 1 the NOT gate on H A1 (suppressing the trivial factors H X L 0 and H X L 1 in the domain and codomain of V 0 and V 1 ) and similarly for W 0 and W 1 on H A3 . Finally, letting T = S † , the composition of these unitary maps as in Fig. 8 indeed gives U as defined in Fig. 7 .
Extending circuit diagrams
The previous section is representative of both main aspects of this work: on the one hand, proof techniques for showing that a particular causal structure implies a particular compositional structure, and on the other hand, graphical representation of compositional structure using extended circuit diagrams. Section 6 below presents decompositions for a wide range of further unitary transformations. This section first introduces and explains a more generic form of the extended circuit diagram. Since the focus of the present paper is exploring how particular causal structures imply particular compositional structures, a rigorous presentation of this graphical language with syntax -i.e., rules of composition -and semantics, is postponed to future work. Instead, we give a more informal explanation of the extended circuit diagram of Fig 10a, which contains all the basic features that are relevant in the remainder. 6 Note: this is not the same thing as
To forestall any potential confusion, note that there is no dephasing with respect to subspaces labeled by i; the overall evolution is coherent, as it must be since it corresponds to a unitary transformation.
(1) (b) Figure 10 : (a) Example of an extended circuit diagram, and (b) the same diagram, with three example slices and explicit labels for the intermediate wires.
The following describes, step by step, the data represented by the different kinds of wires and circles.
What do the wires represent?
A wire without an index represents a Hilbert space, as in the first example of Fig. 8 , and as usual in quantum circuit diagrams. A wire with an index, or in general a tuple of indices, next to it is associated with a family of Hilbert spaces, parametrized by that tuple of indices. For the set in which an index i takes values, we use the corresponding capital letter, i.e., i ∈ I. In a tuple of indices like (i, j i ), we allow an index j i ∈ J i to take values in a set that is itself parametrized by i ∈ I, and refer to this as 'nesting of indices'. Explicit labels for the Hilbert spaces attached to internal wires are typically suppressed, leaving only the indices. They are included in Fig. 10b for the purpose of this exposition. The wire going from the circle S to the circle U ik , for example, carries the tuple (i, k), and represents the family of Hilbert What type is associated with a slice through the diagram?
The overall Hilbert space associated with a slice through the diagram, can be described as follows. Consider the collection of indices carried by wires crossed by the slice, where each index appears only once in the collection, even if it appears on several wires. For a given assignment of values to the indices in the collection, each wire is associated with the corresponding Hilbert space in the family of Hilbert spaces carried by that wire. For each assignment of values to the indices in the collection, form the tensor product of the Hilbert spaces associated with the wires. The overall Hilbert space associated with the slice is the direct sum, over all value assignments to indices in the collection, of the tensor product Hilbert space associated with each value assignment.
The slices in Fig. 10b , for example, are associated with the following Hilbert spaces:
(2) :
From now on, where there is no ambiguity, we will omit the index set I and just write i .
What do the circles represent?
Where a circle contains a symbol without an index, it represents a unitary transformation from the Hilbert space corresponding to the incoming wires to the Hilbert space corresponding to the outgoing wires. Where a circle contains a symbol with a tuple of indices, it represents, for each value assignment to the indices in the tuple, a unitary transformation from the Hilbert space corresponding to that value of the indices on the incoming wires to the Hilbert space corresponding to that value of the indices on the outgoing wires.
The circles appearing in Fig 10a represent unitary maps of the following form:
Which overall unitary transformation is represented by the diagram?
The unitary represented by an extended circuit diagram is obtained from: (1) composing the component unitaries sequentially and in tensor product according to the connectivity of the diagram as if it was an ordinary circuit diagram, that is, as if ignoring the direct sum structure labeled by the indices, and then (2) adding direct sum symbols with a summation over all indices that appear in subscripts, such that the direct sum applies to all terms carrying the respective index.
The unitary transformation represented by the diagram in Fig 10a, for example, expressed in terms of the component unitaries, is the following:
A diagram with no indices on any of its wires is an ordinary circuit diagram, which at times we write with 'circles' rather 'boxes' for a consistent style.
Results on decompositions of unitaries
Given an extended circuit diagram representing a unitary U : At present, we do not know of any counterexample to this hypothesis, but are unable to establish the claim in general. This section presents a variety of cases for which we can show that any unitary transformation with a given causal structure can be represented with a causally faithful extended circuit diagram. Let a unitary of type (n, k) be a unitary transformation with n input and k output subsystems. The causal structure of a unitary of type (n, k) consists of a specification of k subsets of the inputs, namely the parental set P a(B j ) for each output B j . Recall that a hypergraph is a generalization of an undirected graph, where edges can connect more than two nodes, and is given by a set V of vertices and a set of hyperedges each of which is a subset of V . The causal structure of a type (n, k) unitary can conveniently be represented by a hypergraph, with a vertex for each input, and a hyperedge for each parental set. In drawing such hypergraphs, we will often distinguish the hyperedges with different colours, rather than label them with outputs of the unitary. See Fig. 11 for an example. Figure 11 : Example of a hypergraph with 5 vertices A 1 , ..., A 5 , and 6 hyperedges, representing the causal structure of a unitary of type (5, 6) . The parental sets corresponding to the 6 outputs are Figure 14 In the case of Fig. 12a , there are no causal constraints, hence Fig. 12b already depicts a faithful circuit diagram. It was shown in Sec. 3 that the causal structures in Figs. 13a and 14a imply the faithful circuit diagrams in Figs. 13b and 14b respectively. 6.2 Unitaries of type (n, 2) and (2, k) for n, k ≥ 3
All unitaries of type (n, 2) for n ≥ 3 have a causally faithful circuit diagram. This is implied by the following general theorem, illustrated in Fig. 15 .
For any bi-partition of the k output systems into S and S = {B 1 , ..., B k } \ S, and any partitioning of the inputs {A 1 , ..., A n } into disjoint subsets P S ∪ C ∪ P S , such that P S S and P S S, there exist Hilbert spaces H X L and H X R and unitaries T :
Proof: Seeing as P a(S) ⊆ P S ∪ C and P a(S) ⊆ C ∪ P S , Theorem 1 implies that ρ U
. Lemma 1 then implies that there exist a unitary T :
is a rank 1 operator implies that there cannot be more than one term in the direct sum, hence we can write
represents a unitary channel, hence each of ρ S|P S X L and ρ S|X R P S represent unitary channels. Denoting the associated unitaries V and W , respectively, concludes the proof.
· · · · · · · · · · · · · · · Figure 15 : Theorem 4 written graphically: if U satisfies P S S and P S S, then it has a circuit decomposition as on the right-hand side.
Remark 1 It is straightforward to verify that the causal structure of the component unitaries V and W are as expected:
The circuit diagram on the right hand side of Fig. 15 is not in general causally faithful for a unitary U with n inputs and k outputs, at least not without further decomposition of the component unitaries T , V and W 8 . In the special case of a type (n, 2) unitary, however, suppose that the causal structure is given by {P a(B 1 ), P a(B 2 )}, and let P 12 := P a(B 1 ) ∩ P a(B 2 ), P 1 := P a(B 1 ) \ P 12 , and P 2 := P a(B 2 ) \ P 12 . The parental sets can only coincide (P 1 = P 2 = ∅), overlap non-trivially, or be disjoint (P 12 = ∅). In each case, Theorem 4 implies that U has a causally faithful circuit decomposition. This is illustrated in Figs. 16a and 16b .
· · · · · · · · · (b) Figure 16 : Every unitary of type (n, 2) has a causal structure indicated in (a), where P 12 := P a(B 1 ) ∩ P a(B 2 ), P 1 := P a(B 1 ) \ P 12 and P 2 := P a(B 2 ) \ P 12 . A causally faithful circuit diagram is shown in (b).
What about unitaries of type (2, k)? The following theorem, illustrated in Fig. 17 , is interesting in its own right, showing that the causal structure of a unitary transformation is, in a certain sense, reversible 9 .
, then the causal structure of U † is obtained by inverting all causal arrows. That is,
where P a U † (A i ) denotes the parents of A i in U † , and Ch U (A i ) denotes the children of A i in U .
Proof: See App. A.2.
8 Note that Thm. 2 is recovered as the special case of Thm. 4 for S = {B 1 , B 2 }, S = {B 3 }, P S = {A 1 }, C = {A 2 , A 3 } and P S = ∅. 9 There is a similar result in Ref. [25] . Whenever U is a unitary operator, i.e. with identical factorization into subsystems of its input and output Hilbert space, then Thm. 5 can be obtained from the result in Ref. [25] (Proposition 2 therein), by observing that the causal structure of such U induces a 'quantum labeled graph', relative to which U is causal in the sense as defined in Ref. [25] . Note that the content of Theorem 5 is quite different from the mere fact that unitaries are reversible transformations. Indeed, as discussed further in Sec. 7.1, the analogous statement fails for classical reversible functions! Theorem 5 is very useful for our purposes, because it immediately gives the following proposition.
Proposition 1 Given an extended circuit diagram C, let C † be the extended circuit diagram obtained by reading C from top to bottom, and replacing all unitary transformations featuring in C with their inverses. If C represents a type (n, k) unitary U , then C † represents the type (k, n) unitary U † . If C is causally faithful for U , then C † is causally faithful for U † .
The result that any type (n, 2) unitary has a causally faithful circuit diagram, combined with Prop. 1, implies that any type (2, k) unitary has a causally faithful circuit diagram, since any type (2, k) unitary can be written as U † for some unitary U of type (k, 2). More explicitly, any type (2, k) unitary U : Fig. 18 , where
has a causally faithful circuit diagram as in
· · · · · · · · · Figure 18 : Every type (2, k) unitary has a causally faithful circuit diagram of the form shown, where C 12 := Ch(A 1 ) ∩ Ch(A 2 ), C 1 := Ch(A 1 ) \ C 12 and C 2 := Ch(A 2 ) \ C 12 .
Unitaries of type (3, 3)
An instance of an extended circuit diagram for a unitary of type (3, 3) is the example studied in Sec.
Restating the result (Theorem 3) in the manner of this section, if a unitary transformation U :
has the causal structure indicated in Fig. 19a , then U has a causally faithful extended circuit diagram as in Fig. 19b . It turns out that the above is the only type (3, 3) case, for which an extended circuit diagram is needed: for all other type (3, 3) cases, there is a causally faithful conventional circuit diagram. One such is the following. Theorem 6 Given a unitary transformation U : H A1 ⊗ H A2 ⊗ H A3 → H B1 ⊗ H B2 ⊗ H B3 , if the causal structure of U is as in Fig. 20a , then U has a causally faithful circuit diagram as in Fig. 20b .
Figure 20
Proof: See App. A.3. The derivation of causally faithful circuit diagrams for all unitaries of type (3, 3) , other than those with the causal structures shown in Figs. 19a and 20a , is now fairly easy. Every other case can be obtained using the results we have so far, along with one or more of the following rules. Each rule reduces the problem of finding a causally faithful extended circuit diagram for a type (n, k) unitary to the same problem for a type (n , k ) unitary, where either n < n or k < k. The rules themselves can be established with iterative applications of Theorem 4 and Rem. 1. There are, up to relabeling, a total of 17 inequivalent causal structures for type (3, 3) unitaries. Table 1 lists all of them, together with their respective causally faithful (extended) circuit diagrams. The 5th and 11th cases were discussed above. All other cases are straightforward, either by a direct application of Theorem 4, or else by using the rules (R1)-(R4) in combination with the results from Sec. 6.2. Presenting a complete list of all inequivalent causal structures for a certain type (n, k) quickly becomes unfeasible, and perhaps also little insightful. Whenever (iterative) application of the rules (R1)-(R4) reduces a certain case to a known one from Sections 6.1-6.3, the derivation of the causally faithful extended circuit diagram is straightforward. We will henceforth focus on cases where there is no such reduction under (R1)-(R4). Regarding unitaries of type (3, k) with k ≥ 4, observe first that there are only 4 distinct subsets of {A 1 , A 2 , A 3 } that are neither empty nor singletons. Hence, for all k ≥ 5 the problem inevitably reduces to a known case due to some outputs having to have either identical parents or singletons as parents (see (R1) and (R3)). In fact there is therefore only one case that needs attention, namely the one where each of the four distinct subsets is one of the 4 parental sets.
Rules of reduction: Let
Theorem 7 Given a unitary transformation U :
the causal structure of U is as in Fig. 23a , then U has a causally faithful extended circuit diagram as in Fig. 23b .
Figure 23
Proof: See App. A.4. The above analysis of type (3, k) cases, in conjunction with Prop. 1, gives causally faithful extended circuit diagrams for all type (n, 3) cases. The type (4, 3) case in Fig. 24 is a prime example of the use of Prop. 1: proving directly that the causal structure in Fig. 24a implies the causally faithful extended circuit diagram of Fig. 24b does not seem straightforward; looking, however, at the 'dual problem', which is precisely that of Theorem 7, gives the result easily. We are able to show that unitaries with any of the first 9 causal structures, i.e., those shown in Figs. 25-33 , admit causally faithful extended circuit diagrams. The 6 cases shown in Figs. 34-39 remain unsolved.
The following lemma, concerning nested indices, is needed. Recall that the transpose of an operator M is denoted M T (and sometimes appears due to our convention of defining Choi-Jamio lkowski operators on the dual space of the input system).
Lemma 3 Let ρ B1B2B3|A1A2A3A4A5 = ρ B1|A1A3 ρ B2|A1A2A4 ρ B3|A1A2A5 be the CJ representation of a channel, with the terms on the right hand side commuting pairwise. Then there exist a unitary S, and a family of unitaries {T i } i∈I ,
with {J i } i∈I a family of sets parametrized by I, such that
Proof: See App. A.5.
Using the lemma gives the result for the causal structure of Fig. 25 .
Theorem 8 Given a unitary transformation U :
if the causal structure of U is as in Fig. 40a , then U has a causally faithful extended circuit diagram as in Fig. 40b .
Figure 40
Proof: See App. A.6. The next three theorems concern the causal structures in Figs. 26 -28 . The first one is a slight alteration of the situation in Theorem 7, obtained by adding an additional input system A 4 that can influence B 3 and B 4 . Theorem 9 Given a unitary U : H A1 ⊗ H A2 ⊗ H A3 ⊗ H A4 → H B1 ⊗ H B2 ⊗ H B3 ⊗ H B4 , if the causal structure of U is as in Fig. 41a , then U has a causally faithful extended circuit diagram as in Fig. 41b .
Figure 41
Proof: See App. A.7.
Theorem 10 Given a unitary transformation U :
if the causal structure of U is as in Fig. 42a , then U has a causally faithful extended circuit diagram as in Fig. 42b . Proof: See App. A.8.
Theorem 11 Given a unitary transformation U :
if the causal structure of U is as in Fig. 43a , then U has a causally faithful extended circuit diagram as in Fig. 43b . Proof: See App. A.9.
The next two causal structures are depicted in Figs. 44 and 45 . They are the dual ones of those in Figs. 26 and 27 , respectively. Hence Thms. 9 and 10, along with Prop. 1, yield causally faithful extended circuit diagrams for these cases, which we will not state separately. The final three causal structures that we will address are shown in Figs. 46a-48a . In each case, the illustrated causal structure implies a causally faithful (standard) circuit diagram, as shown in Figs. 46b-48b. We state these results without separate proofs, as the proofs are analogous to that of Theorem 6. 7 Further discussion
Functions, unitaries and general channels
Thus far, this work studied causal and compositional structure only of unitary transformations between quantum systems. In a purely classical set-up, given a function f :
with variables X i and Y j taking values in sets of finite cardinality d Xi and d Yj , write X i Y j ('X i does not influence Y j ') if Y j does not depend on X i for all values of X l , l = i. Analogously to unitary transformations (see Def. 2), for each j = 1, ..., k let the subset P a(Y j ) ⊆ {X 1 , ..., X n } denote the causal parents of Y j , that is, the subset of input variables on which Y j depends through f . The causal structure of f then is the family of parental sets {P a(Y j )} k j=1 . Recalling Theorem 5, given a unitary transformation U : H A1 ⊗ ... ⊗ H An → H B1 ⊗ ... ⊗ H B k it holds that A i has a causal influence on B j if and only if B j has a causal influence on A i in the inverse transformation U † -the causal structure of U † is obtained from that of U by inverting all arrows. An analogous statement does not hold for reversible functions: consider for instance the classical CNOT gate f : C × T → C × T with control bit C, for which T depends on C, but not conversely, while f is its own inverse function [49] 10 . Thus, the 'reversibility' of causal structure of unitary transformations is not a mere consequence of the reversibility of the linear maps, but a special property of unitary transformations. One may conjecture that the apparent difference between classical and quantum causal structure disappears once further restricting reversible functions to those which classically play an analogous role to unitary transformations in quantum theory, i.e., to symplectic transformations on discrete phase spaces.
A feature in turn shared by causal structure of functions and unitary transformations is the intransitivity of causal relations under composition of functions and unitaries, respectively. If A influences B through the unitary transformation U 1 and B influences C through U 2 , then in U 2 U 1 -provided this composition is well-typed -it is not necessarily the case that A influences C. This means that the question of finding a causally faithful (extended) circuit decomposition of some unitary transformation U cannot in general be reduced to the same problem for component unitaries in some first decomposition of U .
Moving away from functions and unitary transformations (and their associated unitary channels), things are less straightforward. Given a generic quantum channel C : L(H A1 ⊗ ... ⊗ H An ) → L(H B1 ⊗ ... ⊗ H B k ), it is possible to articulate a definition similar to Def. 1, which captures when a particular input subsystem A i cannot signal to a particular output subsystem B j . One can also similarly, for each separate output B j , define the parental set P a(B j ) as those input systems which can signal to B j . However, for a generic channel C it is not the case that the set of 'single-system' no-signalling relations determine the overall signalling structure of C: even if A i cannot signal to B j and also not to B l for j = l, it may nonetheless be the case that A i can signal to the composite B j B l . Hence, the overall signalling structure is not naturally captured by a DAG with arrows from input systems to output systems, rather it is in general the family of parental sets for each subset of output systems. The same observation holds for the signalling structure of general classical channels.
Note that if the signalling structure of a quantum channel C is not a DAG, then it does not make sense to ask after a decomposition of C that is faithful to the set of single-system no-signalling relations, analogous to the study of causally faithful extended circuit decompositions of unitary transformations. This is the main reason we focus on unitary transformations in this work. See the discussion of future work in Sec. 8 for an avenue of extending the present work for whenever that is possible.
The permissible causal structures
In light of the results stated in the previous sections, one may wonder which causal structures, seen as purely combinatorial objects, are permissible at all. For any natural numbers k and n, does any choice of k non-empty subsets of a set of cardinality n, represent the causal structure of some type (n, k) unitary?
It is straightforward to see that the answer is 'yes' if the question is put so broadly, without any dimensional restrictions. For any choice of k subsets P a(B j ) of a set {A 1 , ..., A n }, the following is an example of a unitary U : 
) defines a unitary transformation with the desired causal structure. However, if the dimensions d A1 , ..., d An and d B1 , ..., d B k are fixed (and, assume, satisfy i d Ai = j d Bj ), then it is not in general the case that any causal structure is permissible. Consider for instance a unitary transformation of the form U : H A1 ⊗ H A2 → H B1 ⊗ H B2 and suppose that the causal structure of U is as in Fig. 49a , i.e., the only causal constraint is A 1 B 2 . Then U has a circuit decomposition as in Fig. 49b (see Sec. 3). It follows that there are dimensional restrictions on any unitary with that causal structure: there must exist a natural number d ≥ 2 such that d A2 = d B2 d and d B1 = d A1 d. The number d here is the dimension of the system intermediate between A 2 and B 1 and must be ≥ 2 if A 2 can influence B 1 . Thus all unitaries with the causal structure of Fig. 49a can be classified by triples of natural numbers Figure 49 : Example of a causal structure in (a) with A 1 B 2 as the only constraint and in (b) the implied circuit decomposition (same as Fig. 5a ).
It is a generic phenomenon that a causal structure imposes dimensional restrictions on the inputs and outputs of unitary transformations that instantiate that particular causal structure. While it is in general a non-trivial question what these constraints are, whenever a causally faithful extended circuit diagram is implied by a causal structure, the dimensional restrictions imposed by that causal structure can be read off just as done in the previous example.
One can analyze the causal structures of classical functions in a similar manner. The analogous question concerns reversible functions f :
taking values in sets of finite cardinality d Xi and d Yj , respectively. For arbitrary natural numbes n, k, do all choices of k subsets of {X 1 , ..., X n } appear as the causal structure of some reversible function? It is easy to see that the answer is 'yes' as long as the cardinalities d Xi and d Yj are not fixed, but also that causal structure imposes constraints on the cardinalities so that if cardinalities are fixed, then a reversible function with a given causal structure may not exist. Interestingly, these constraints differ from those for unitary transformations. For example, with A 1 , A 2 , B 1 , B 2 all classical bits, then a classical CNOT gate, with control on A 2 , instantiates the causal structure of Fig. 49a. 11 
Extended circuit decompositions of higher-order maps
Given a unitary map U : H A1 ⊗ ... ⊗ H An → H B1 ⊗ ... ⊗ H B k we studied the existence of a causally faithful extended circuit decomposition implied by its causal structure {P a(B j )} k j=1 . It is natural to think of such U as describing the evolution of the quantum systems A 1 , ..., A n at some time t 0 into, possibly some other systems, B 1 , ..., B k at some later time t 1 . However, nothing about the presented formalism necessitates this view of all A 1 , ..., A n 'being before' all B 1 , ..., B k . The following will point to the results' relevance based on a different reading of a unitary map.
There is a rich landscape of closely related frameworks such as the multi-time formalism [50] [51] [52] [53] [54] , quantum combs [2, 3] , process matrices [18, [55] [56] [57] , process operators [15] and others (see e.g. [58, 59] for a selection), which have a common feature -the study of higher-order maps, that is, maps that linearly map a tuple of CP maps into a CP map again. This perspective has become a powerful tool in quantum information theory and quantum foundations and has proven useful for instance for studying causal structure, circuit optimization and other questions of a computational or resource theoretic nature.
In order to illustrate how the formalism of the previous sections can be applied to certain higher-order maps, we restrict ourselves for simplicity to special cases of quantum combs which we refer to as broken unitary circuits. Suppose a unitary circuit is given such as the example in Fig. 50a and suppose that a subset of the wires are then 'broken' as done at N 1 , N 2 and N 3 in Fig. 50b . These gaps N 1 , N 2 and N 3 are called quantum nodes and for a node N the respective bottom end, 'going into' the node, represents the input Hilbert space H N in and the respective top end, 'going out' of the node, represents the output Hilbert space H N out ∼ = H N in . Quantum nodes can be thought of as slots, where an intervention modeled by a quantum instrument 12 with input system N in and output system N out may happen (see Ref. [15] for details). This broken unitary circuit can easily be verified to define a quantum 3-comb [2] , which maps any choice of channels inserted at the three quantum nodes N 1 , N 2 and N 3 into a channel from Figure 50 : Example of a broken unitary circuit in (b), which can be seen to arise from the circuit in (a).
As can be seen from 'pulling' the wires N out 1 , N out and N in 3 to the top, respectively, such a broken unitary circuit also defines a unitary map of the form U :
More generally, given any unitary circuit with ingoing wires I 1 , ..., I l and outgoing wires O 1 , ..., O m , if n wires are split to define quantum nodes N 1 , ..., N n , this yields a quantum n-comb and defines a unitary U :
If the quantum nodes are localized in space-time, then it will in general be the case that some of the N out 1 , ..., N out n (formally input systems of U ) are after some of the N in 1 , ..., N in n (formally output systems of U). Nonetheless, according to Def. 2 this unitary U has a causal structure {P a(O j )} m j=1 ∪ {P a(N in i )} n i=1 . Now suppose a causally faithful extended circuit decomposition of the unitary map U is known. Seeing as U arises from a broken unitary circuit, there exists a labeling of the nodes N 1 , ..., N n such that any N out i cannot influence any N in j for j ≤ i, with i, j ∈ {1, ..., n}. Hence, one can appropriately bend the wires in the extended circuit diagram of U , so as to 're-identify' pairs of Hilbert spaces as belonging to one and the same quantum node. This reveals a compositional structure of the higher-order map that makes its causal structure evident. For instance, consider the broken unitary circuit defined as in Fig. 51b . Let the corresponding unitary be denoted U :
Note that U is the same unitary as the one discussed in Sec. 3 (see Fig. 7 ). Beyond the obvious condition that N out N in , there is one no-influence relation which is not apparent from Fig. 51b , namely I 1 O 1 . Since the extended circuit decomposition from Thm. 3 applies to this U , one can now draw the following more informative diagram for the broken unitary circuit (see Fig. 52 ), by applying the steps (d) → (c) and (c) → (b) from Fig. 51 to the extended circuit diagram in Fig. 8 . 
Conclusion
The main result of this work has been to show, for a large class of unitary transformations, that the causal structure of the unitary implies a causally faithful (extended) circuit decomposition, which gives an understanding of causal structure in compositional terms where this was previously not possible. The proof techniques presented in Sec. 6 could be used to derive causally faithful extended circuit decompositions for many more causal structures not explicitly treated in this paper. However, there are also cases where it does not seem as straightforward, such as the 6 causal structures of type (4, 4) unitaries shown in Figs. 34-39. We formulated the hypothesis that every unitary has a causally faithful extended circuit decomposition (see Sec. 6). We do not know of any counterexample, but leave proving or disproving the hypothesis as an open problem. Note that the results we have presented in fact support a stronger version of the hypothesis. The results in Sec. 6 are all of the form that a given causal structure, expressed in terms of the purely combinatorial data of a family of sets {P a(B j )} k j=1 , implies a general form of causally faithful extended circuit diagram, such that any unitary transformation with that causal structure can be represented with a diagram of that form. A stronger version of the hypothesis would thus be that a general causally faithful extended circuit diagram exists for every causal structure. In principle it is conceivable that the latter is false while the weaker version remains true in the sense that every particular unitary transformation has a causally faithful extended circuit decomposition, but where these decompositions differ amongst unitaries with the same causal structure. Beyond establishing the validity or otherwise of the main hypothesis, there are at least two avenues for future work. First, the extended circuit diagrams, which were informally introduced in Sec. 5, ought to be developed as a formal language with well-defined syntax and semantics. This is also a necessary first step to better understand its relation to other graphical calculi. Of particular importance here is the work by Reutter and Vicary on 'shaded tangles' (see, e.g., [60] [61] [62] ), which provides an alternative graphical representation of the compositional structures expressible with extended circuit diagrams. The index sets parametrizing families of Hilbert spaces and linear maps, explicit as indices in the extended circuit diagrams here, are there represented graphically through shaded regions, leading to high-dimensional geometric objects to represent compositional structures such as in Fig. 10a . Refs. [60] [61] [62] are not, however, concerned with a causal analysis. For other graphical calculi that may be relevant, see, e.g., Refs. [41, 63] .
Second, while this work focused on unitary transformations, future work will study the extent to which the 'signalling structure' of non-unitary quantum channels can be understood in compositional terms and whether the extended circuit diagrams can be usefully extended to non-unitary channels. As discussed in Sec. 7.1 not any generic quantum channel C : L(H A1 ⊗ ... ⊗ H An ) → L(H B1 ⊗ ... ⊗ H B k ) is amenable to such an analysis because its overall signalling structure is not determined by the parental sets P a(B j ) alone. However, suppose its Choi-Jamio lkowski representation ρ C B1...B k |A1....An happens to factorize into pairwise commuting marginal operators in the manner of Eq. (1). In that case, not only is the signalling structure fixed by the parental sets P a(B j ), but also a similar approach as in this work may then be exploited for the channel C -by exploiting the structural consequences from the pairwise commutation relations of the marginal operators.
There is an important class of channels, whose Choi-Jamio lkowski representation satisfies that factorisation property, namely all those which formally arise from the process operator of a quantum causal model as defined in Ref. [14, 15] . Thus, combining the idea of a future version of extended circuit diagrams for appropriate non-unitary channels with the idea of applying the formalism to higher-order maps, as sketched in Sec. 7.3, paves a way to extending the formalism to quantum causal models. This would allow one to understand the causal structure of the quantum causal model in terms of compositional structure of its associated higher-order map and advance our understanding of causal structure in quantum theory.
It is thus manifest that B j A i in U † for all A i ∈ P a U (B j ). This is equivalent to the claim of Theorem 5.
A.3 Proof of Theorem 6
Let U : H A1 ⊗ H A2 ⊗ H A3 → H B1 ⊗ H B2 ⊗ H B3 be a unitary transformation. Suppose that the causal structure is as in Fig. 20a 
for some appropriate families of channels {ρ B1|X L i A2 } i and {ρ B2|X R i A3 } i . Hence
Now (deploying as ever our convention that products of operators are defined by padding with identities where necessary), the operator ρ B3|A2A3 satisfies S T ρ B3|A2A3 S T † = ρ B3|A2A3 . Hence
The operator ρ B3|A2A3 commutes with the factor in brackets to the left of it in Eq. 18. Additionally, the operator ρ B3|A2A3 commutes with a projector onto the subspace H * Xi = H *
This means that if ρ B1|X L i A2 ⊗ρ B2|X R i A3 is regarded as an operator acting on the whole of H * X ⊗H * A2 ⊗H * A3 ⊗H B1 ⊗H B2 , acting as the zero map on all but the ith subspace H * Xi ⊗H * A2 ⊗H * A3 ⊗H B1 ⊗H B2 , then ρ B3|A2A3 commutes with ρ B1|X L i A2 ⊗ ρ B2|X R i A3 for each value of i. We can therefore write
where the ith term in the sum has non-trivial action only on the subspace H * Xi ⊗ H * A2 ⊗ H * A3 ⊗ H B1 ⊗ H B2 ⊗ H B3 . The fact that the left hand side of Eq. (19) is a rank 1 operator implies that there can only be one term in the sum, hence we can write S : H A1 → H X L ⊗ H X R such that
Analogous arguments to that above yield unitaries T : H A2 → H Y L ⊗H Y R and V : H A3 → H Z L ⊗H Z R , and corresponding channels, such that
The product ρ B1|X L Y L ⊗ρ B2|X R Z L ⊗ρ B3|Y R Z R represents a unitary channel, hence each factor individually represents a unitary channel. Denoting the respective unitary transformations W :
which concludes the proof.
