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The authors propose that the
Wnt/b-catenin pathway directly
regulates miR-15 and miR-16
processing as the asymmetric
expression of miR-15 and miR-16
is seen before the major onset of
zygotic transcription at the
mid-blastula transition. However,
two Xenopus Nodals are
transcribed prior to the
mid-blastula transition in response
to the Wnt/b-catenin pathway, and
an inhibitor of miRNA processing
could be similarly transcriptionally
regulated [10].
While mechanistically very
different, the regulation of Nodal
signaling by miRNAs in Xenopus
and zebrafish may represent
a common theme in the
evolutionary function of miRNAs
during development. Previous
evidence suggests that miRNAs
might titrate expression thresholds
of important regulatory proteins
[16–18]. Potent morphogens,
which can elicit drastically different
cellular responses at precise doses
[19], seem particularly amenable
to miRNA regulation. In this way,
combinations of different miRNAs
regulating different target mRNAs
could effectively modulate
signaling pathways to suit specific
developmental needs. Bartel and
Chen [20] have hypothesized that
novel miRNA–mRNA interactions
may arise relatively frequently
during evolution. It is unclear
whether nodal and leftymRNAs are
regulated by miR-430 in Xenopus
as they are in zebrafish, but miR-15
and miR-16 binding sites found in
the Xenopus type II receptor are
not found in the zebrafish receptor
[2], which agrees with the lack of
organizer defects in zebrafish
MZdicer mutants [15]. These
differences indicate that miRNAs
may have an important role in
generating plasticity in signaling
pathways to promote evolutionary
change.
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R977Adaptive Behavior: Humans Act as
Bayesian Learners
Subjects adapt to environmental changes differently depending on the
perceived frequency of the changes — the environmental volatility —
similar to an ideal Bayesian learner. This volatility information correlates
with the fMRI BOLD signal in the anterior cingulate cortex.Angela J. Yu
Animals constantly have to adapt
their behavioral strategies in
response to changing
opportunities and threats in the
world: growth or shrinkage in foodsupplies, the arrival of a new
predator species, gross changes in
weather patterns, and so on.
Accurate tracking of such changes
allows the animal to adapt their
behavior in a timely fashion. A
recent study combining behavioralexperiments with functional
magnetic imaging (fMRI) [1] has
shown that human subjects can
accurately track changing reward
contingencies based on noisy
inputs. Critical for this behavior is
the ability to estimate the frequency
of change, or environmental
volatility, and the new work
indicates that this ability involves
the anterior cingulate cortex (ACC).
In the behavioral task used by
Behrens et al. [1], a reward
appeared randomly in one of two
possible targets, with bias toward
one, for example, 80% in target 1
and 20% in target 2; the bias
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R978Figure 1. A spell of a few especially hot days may be nothing more than local fluctua-
tions in temperature, but it may also be evidence for global warming.reversed at unpredictable times, for
example, switching to 80% in target
2 and later switching again to
favour target 1. The subjects were
shown to choose the biased option
preferentially, and were able to
track the switching of that bias over
time [1]. Remarkably, the rate at
which theyadapted tochangeswas
found to depend on whether those
changes occur ona relatively fast or
slow time-scale—that is,withmore
or less volatility.Moreover, the fMRI
data suggest theBOLD signal in the
ACC significantly correlates with
the volatility estimate, or the related
quantity of predictive uncertainty.
This mathematically sophisticated
account elaborates on previous
evidence that theACCmediates the
influence of reward history on
choice behavior [2], and serves as
a novel, though not necessarily
mutually exclusive, alternative to
previous suggestions involving
general arousal [3], response
conflict monitoring [4] and error
detection [5].
The key computational challenge
in the taskofBehrenset al. [1] is that
the observer needs to weigh
immediate input against past
observations appropriately, as
a function of their relative
informativeness. Notably, the
reward outcome of a single trial
confers rather noisy and
incomplete information about the
underlying state of theworld. This is
something that most of us can
relate to in our daily life: as
illustrated in Figure 1, a spell of hot
days may reflect local fluctuations
in temperature, or it may be
evidence for global warming. A
further complication in the task is
that the experiment consists ofperiods in which reward biases
switch frequently, and other
periods when they switch
infrequently. The recent history of
observations informs the subject
about the relative frequency of
switches, and such information
should be taken into account when
deciding whether a run of bad
choices amounts to poor luck or
a true bias switch. In particular,
when the environment is volatile
and changes are perceived to be
frequent, unexpected outcomes
provide strong evidence of an
underlying switch; in a stable
environment, unexpected
observations are more likely to be
due to random fluctuations than
true changes. A quantitatively
precise formulation of these
computations is offered by the
Bayesian statistical framework,
which Behrens et al. [1] use to
construct an ‘ideal learner’, who
utilizes noisy observations, with
changing informativeness over
time, in an optimal fashion to




that of an ideal Bayesian learner.
Specifically, the ideal Bayesian
observer model, which tracks
changing volatility over time,
captures the subjects’ behavioral
choices better than a standard
reinforcement learning model with
no representation of volatility.
Revealingly, an augmented
reinforcement learning model,
which fits subjects’ learning rates in
the volatile and stable environment
separately, can capture their
behavioralchoicesmuchbetter. The
implication is that subjects musthave some representation of
volatility, which accurately tracks
the trueenvironmental volatility, and
which they use to set their learning
rate appropriately. While it has been
shown before that monkeys [6,7]
andhumans [8] can track temporally
unpredictable changes in reward
contingencies, and moreover rats
adapt to such changes as a function
of how frequently such changes can
be expected to take place [9],
Behrens et al. [1] are the first to
compare subjects’ adaptive
behavior, underdifferentially volatile
conditions, with a sophisticated
Bayesian ideal observer model.
This latest study contributes
novel insight, alongside a growing
body of work, into how statistical
uncertainty is represented in
the brain and drives learning in
a changeable environment.
Under the Bayesian framework,
unexpected observations increase
internal uncertainty, and sustained
level of such uncertainty results in
a high estimate for volatility, which
in turn leads to a high learning rate.
Pearce and Hall [10] were early
pioneers in positing that, in addition
to reward prediction error,
uncertainty about stimulus–
outcome relationships plays
a major role in driving associative
learning in animals. In particular,
stimuli with greater predictive
uncertainty should be accorded
greater attention and faster
learning [11]. Animals indeed learn
faster about stimuli with uncertain
predictive consequences, and
selective lesion studies indicate
that the cholinergic projection
from the basal forebrain to the
parietal cortex is essential for this
enhanced learning [12,13]. These
data have been interpreted as




has been suggested to signal
unexpected uncertainty [14],
as when reward biases switch
and produce unexpected
observations in this latest
study [1].
Related to this, high tonic activity
of locus coeruleus neurons, the
source of cortical norepinephrine,
has been suggested to underlie
exploratory behavior driven by
changes in task structure or
Dispatch
R979motivational drive [15]. It is notable
that locus coeruleus, the cortical
source of norepinephrine, has
a strong reciprocal connection with
ACC. From a theoretical point of
view, a tonically high level of
unexpected uncertainty (putatively
signaled by norepinephrine)
provides strong evidence that the
environment is in a state of high
volatility (putatively represented in
ACC); conversely, high perceived
volatility (ACC) enhances the ability
of unexpected observations to
induce unexpected uncertainty
(norepinephrine). Taken together,
these studies begin to delineate
how different cortical [1] and
neuromodulatory [14,16] structures
represent critical computational
quantities, and interact to enable
optimal learning in an uncertain
and changeable world.
Further substantiating the
suggestion that ACC activities
represent volatility and drive
learning, Behrens et al. [1] report
that the Bayesian estimate of
volatility correlates with ACC
activity in some subjects better
than in others, and that the
subjects with the poor ACC
correlation also had slower overall
learning rate. If ACC activation
really does reflect the brain’s
representation of volatility, then
poorer correlation corresponds to
less accurate estimation of
volatility. The tendency toward
slower learning rates in these
subjects would then suggest that
they err in the direction of
under-estimating volatility. To
verify these ideas, it would be
interesting to see whether these
subjects make worse choices than
those who learn faster and whose
ACC activities better represent
volatility. If confirmed, this
systematic under-estimation raises
the intriguing possibility that such
a task taps into natural behavioral
learningmechanisms that implicitly
incorporate the prior assumption,
through either developmental
learning or evolutionary
adaptation, that changes in the
natural world occur on generally
slower time-scales than those
introduced in the experiment.
In a related but independent
recent study [17], the authors also
sought to model Bayes-optimal
behavior under conditions in whichchanges take place at different
timescales. Instead of using
stochastic switches from one
timescale to another, as in the
work of Behrens et al. [1], Kording
et al. [17] modeled multiple
timescales asbeing simultaneously
but differentially active at any
given time. This multi-timescale
model captures a variety of
motor adaptation results strikingly
well [17]. It seems that in the
motor adaptation context,
changes on multiple time-scales,
such as those due to exercise or
development, may really take
place simultaneously. In a sense,
the switching single-timescale
model of Behrens et al. [1] is a
special case of the multi-timescale
model of Kording et al. [17]. The
choice behavior task is simple
enough that it does not obviously
warrant the full complexity of
a multi-timescale model. It
remains to be seen whether
people and other animals
entertain changes simultaneously
on multiple timescales in more
general cognitive tasks outside
the realm of motor
adaptation.
Our sensory systems are
constantly bombarded by a rich
stream of sensory inputs.
Selectively filtering these inputs
and maintaining useful
interpretations for them are
important computational tasks
faced by the brain. The Bayesian
framework offers a quantitatively
precise formulation for how
different sources of uncertain
information should be combined
to inform an observer’s internal
model and influence his behavioral
strategies. Several studies in
recent years have shown that
human subjects combine
differentially reliable sensory
inputs from different modalities in
a Bayes-optimal way [11,18–20].
Behrens et al. [1] showed that their
subjects were also Bayes-optimal
when combining immediate inputs
with differentially reliable past
observations. Importantly, they
were shown to encode meta-
information about the time-scale at
which changes take place in the
task, demonstrating a remarkable
facility for adaptive learning and
cognitive flexibility. Given the
inherent uncertainty that riddlesneural processing at various levels,
Bayesian probability theory
provides invaluable tools for
delineating the computational
challenges facing animals
coping with an uncertain
world, and provide clues to
how the critical computations
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During their synthesis, secretory
and integral membrane proteins
can be directly translocated across
or inserted into membranes. In
co-translational targeting, the
signal recognition particle (SRP)
recognizes a signal sequence in
a newly synthesized protein as
soon as it emerges from the
ribosome [1]. The SRP is
a ribonucleoprotein particle of
variable composition with
a conserved core formed by the
SRP54 GTPase (termed Ffh in
bacteria) and its cognate binding
site on the SRP RNA. Subsequent
interaction of the SRP with its
receptor (SR), termed FtsY in
prokaryotes, at the membrane
allows for the transfer of the
ribosome nascent chain complex
to the translocation channel. After
release of the ribosome nascent
chain complex, the SRP and SR
dissociate.
Two key requirements for
productive protein translocation
have to be coordinated: the
presence of a signal sequence on
the ribosome and the availability of
a vacant translocation channel.
Coordination is enabled by the
synchronization of the two
GTPases of the SRP and SR via the
formation of a highly symmetric
heterodimer [2,3]. GTP binding18. Jacobs, R.A. (1999). Optimal integration of
texture and motion cues in depth. Vis.
Res. 39, 3621–3629.
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Humans integrate visual and
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he GTPases and protein translocation.
to both the SRP and SR is a
prerequisite for the formation of
the SRP–SR complex in which
GTP hydrolysis is activated in
a composite active site. GTP
hydrolysis was thought to be
necessary for recycling of the
SRP and SR, but not for protein
targeting per se [4]. Recent work
by Shan et al. [5] has now
reported that, although GTP
hydrolysis is not required for
protein translocation, the
molecular rearrangements in the
SRP–SR complex that lead to
GTPase activation are essential
for this process [5].
Figure 1. Structure of the SRP–SR compl
(A) Ribbon representation of the GTPase h
NG domains of the SRP and the SR are
Close-up of the shared active site. The G
I-box are shown together with the non-h
GTPases. Residues mutated by Shan et
corresponding to Ffh and FtsY from E. coAm. A. Opt. Image. Sci. Vis. 20,
1391–1397.
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DOI: 10.1016/j.cub.2007.09.007SRP GTPases form a unique
family among the small G proteins,
having only three members — the
signal-sequence-binding protein
SRP54/Ffh, the SRP receptor FtsY
and FlhF, a protein involved in
flagellar biosynthesis [6]. These
proteins each contain an NG
domain, which forms a structurally
and functionally conserved unit.
The G domain adopts the classical
GTPase fold with five conserved
elements (G1–G5) for nucleotide
binding and hydrolysis [7]. A unique
feature of the SRP GTPases is an
a2b2a insertion (I-box) located
between G2 and G3. Within the
SRP–SR heterodimer, the G2
element and the adjacent helix a1a
of the I-box (corresponding to the
switch I region in small G proteins,
termed the IBD loop by Shan et al.
[5]) become arrayed along one face
of the bound nucleotide in the
shared active site [2,3] (Figure 1).
Both G2 elements contribute an
invariant arginine to the active site.
Notably, thearrangementof the two
arginines represents a break of
ex.
eterodimer from Thermus aquaticus [2]. The
shown in green and grey, respectively. (B)
2 element and the adjacent helix a1a of the
ydrolysable GTP analog GMPPCP for both
al. [5] are underlined, with residue numbers
li.
