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Abstract
Our main result is a proof for sufficiently large n of the conjecture by Benevides,  Luczak,
Scott, Skokan and White that for every positive integer n of the form n = 3t + r where r ∈
{0, 1, 2} and every n-vertex graph G with δ(G) ≥ 3n/4, in each 2-edge-coloring of G there exists
a monochromatic cycle of length at least 2t+ r.
Our result implies the conjecture of Schelp that for every sufficiently large n, every (3n− 1)-
vertex graph G with minimum degree larger than 3|V (G)|/4, in every 2-edge-coloring of G, there
is a monochromatic path with 2n vertices.
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1 Introduction
We consider Ramsey properties of paths and cycles for 2-edge-colorings of graphs. For graphs
G0, G1, G2 we write G0 7→ (G1, G2) if for every 2-edge-coloring of G0, for some i ∈ [2] there is a
copy of Gi with all edges of color i. If G0 7→ (G1, G1), we say that G0 arrows G1. The Ramsey
number R(G1, G2) is the minimum N such that KN 7→ (G1, G2).
We denote by Pk the path with k vertices and by Ck the cycle with k vertices. The circumference,
c(G), of a graph G is the length of a longest cycle in G.
The study of Ramsey-type problems of paths started from the seminal paper [6] by Gerencse´r and
Gya´rfa´s. They proved that for any choice of positive integers k ≥ ℓ, R(Pk, Pℓ) = k−1+
⌊
ℓ
2
⌋
.
∗Department of Mathematics, University of Illinois at Urbana–Champaign, IL, USA, and Moscow Institute of
Physics and Technology, Dolgoprodny, Russian Federation, jobal@illinois.edu. Research of this author is partially
supported by NSF Grant DMS-1764123, Arnold O. Beckman Research Award (UIUC) Campus Research Board 18132
and the Langan Scholar Fund (UIUC).
†Department of Mathematics, University of Illinois at Urbana–Champaign, IL, USA and Sobolev Institute of
Mathematics, Novosibirsk 630090, Russia, kostochk@math.uiuc.edu. Research of this author is supported in part by
NSF grant DMS-1600592 and by grants 18-01-00353 and 19-01-00682 of the Russian Foundation for Basic Research.
‡Department of Mathematics, University of Illinois at Urbana–Champaign, IL, USA, mlavrov@illinois.edu.
§Department of Mathematics, University of Illinois at Urbana–Champaign, IL, USA, xliu150@illinois.edu.
1
Later, there was a series of papers proving that not only K3n−1 arrows P2n, but also some dense
subgraphs of K3n−1. In particular, Gya´rfa´s, Ruszinko´, Sa´rko¨zy and Szemere´di [7] showed that
Kn,n,n 7→ (P2n−o(n), P2n−o(n)). Their conjecture that Kn,n,n 7→ (P2n+1, P2n+1) was recently proved
for large n in [1].
Li, Nikiforov and Schelp [10], Benevides,  Luczak, Scott, Skokan, and White [2], Schelp [11] and
Gya´rfa´s and Sa´rko¨zy [8] considered 2-edge-colorings of graphs with high minimum degree. In
particular, Schelp [11] posed the following conjecture.
Conjecture 1.1 ([11]). Suppose that n is large enough and G is a graph on 3n−1 vertices with min-
imum degree larger than 3|V (G)|/4. Then, in every 2-edge-coloring of G, there is a monochromatic
P2n.
Gya´rfa´s and Sa´rko¨zy [8] and independently Benevides et al. [2] proved an asymptotic version of
this conjecture. In fact, [2] proved more:
Theorem 1.1 (Theorem 1.8 in [2]). For every 0 < δ ≤ 1/180, there exists an integer n0 = n0(δ)
such that the following holds. Let G be a graph of order n > n0 with δ(G) ≥ 3n/4. Suppose that
E(G) = E(RG)∪E(BG) is a 2-edge-coloring of G. Then either G has monochromatic circumference
at least (2/3 + δ/2)n or one of RG and BG contains cycles of all lengths ℓ ∈ [3, (2/3 − δ)n].
This theorem provides not only monochromatic paths of length close to the conjectured by Schelp [11],
but also long monochromatic cycles. Thus Theorem 1.1 yields a partial result towards the following
question of Li, Nikiforov and Schelp [10]:
Question 1.1 ([10]). Let 0 < c < 1 and n be sufficiently large integer and G be a 2-edge-colored
graph of order n with δ(G) > cn. What is the minimum possible monochromatic circumference of
G?
Benevides et al [2] also conjectured the following.
Conjecture 1.2 ([2]). Let G be a graph of order n with δ(G) ≥ 3n/4. Let n = 3t + r, where r ∈
{0, 1, 2}. Every E(G) = E(RG) ∪E(BG) a 2-edge-coloring of G has monochromatic circumference
at least 2t+ r.
2 Results
Although Conjecture 1.2 is stated for all n, it is not true for n ∈ {4, 5}. Indeed, E(K4) decomposes
into two Hamiltonian paths, and so the corresponding edge coloring of K4 does not have monochro-
matic cycles at all. Also, E(K5) decomposes into two bull graphs (paths of length 4 with the chord
connecting the second and the fourth vertices); hence the corresponding edge coloring of K5 does
not have monochromatic cycle of length at least 4.
On the other hand, our main result proves a slightly stronger version of Conjecture 1.2 (with
restriction δ(G) ≥ (3n− 1)/4 in place of δ(G) ≥ 3n/4) for every sufficiently large n:
Theorem 2.1. There exists a positive integer n0 with the following property. Let G be a graph
of order n > n0 with δ(G) ≥ (3n − 1)/4. Let n = 3t + r, where r ∈ {0, 1, 2}. Then every
2
E(G) = E(RG)∪E(BG) is a 2-edge-coloring of G contains a monochromatic cycle of length at least
2t+ r.
The following two examples show that our result is best possible.
Example 1. Let G be the complete graph on 3t + r vertices, where t is a positive integer and
r ∈ {0, 1, 2}. We partition the vertex set of G into U1 and U2 such that |U1| = 2t+ r and |U2| = t.
Color all edges inside U1 and U2 blue and all edges in G[U1, U2] red. There is a blue cycle of length
2t+ r but no monochromatic cycle of length larger than 2t+ r.
Example 2. Let G be a graph on n = 3t+r vertices, where t is a positive integer and r ∈ {0, 1, 2}.
We partition V (G) into U1 ∪ U2 ∪ U3 ∪ U4 ∪ {x, y}, where ⌊
3t+r−2
4 ⌋ ≤ |U1| ≤ |U2| ≤ |U3| ≤ |U4| ≤
⌈3t+r−24 ⌉. We obtain G from K3t+r by deleting all edges connecting Ui with U5−i for i ∈ [2]. Color
all edges in G[U1, U2] and G[U3, U4] blue, all edges in G[U1, U3] and G[U2, U4] red, all edges incident
with x red and all edges incident with y apart from the edge xy blue. The minimum degree in G is
n− 1−
⌈
n− 2
4
⌉
=
⌊
3n− 2
4
⌋
,
and a longest monochromatic cycle has length at most 2⌈3t+r−24 ⌉+ 1 ≤ ⌈
3t+r
2 ⌉ < 2t+ r.
Theorem 2.1 implies Conjecture 1.1 in full:
Theorem 2.2. Suppose that n is large enough and G is a graph on 3n− 1 vertices with minimum
degree at least (3|V (G)| − 1)/4. Then, in every 2-edge-coloring of G there is a monochromatic P2n.
Proof. We have 3n − 1 = 3t + r for t = n − 1 and r = 2. Theorem 2.1 yields that G has a
monochromatic cycle of length at least 2t+ r = 2n, so in particular G contains a monochromatic
P2n.
Gya´rfa´s and Sa´rko¨zy [8] suggested that maybe the claim in Conjecture 1.1 holds for all n. Theo-
rem 2.1 is also a (small) step toward a resolution of Question 1.1.
Our proof for Theorem 2.1 uses the Szemere´di Regularity Lemma [12] and the idea of connected
matchings in regular partitions due to Figaj and  Luczak [5]. We first apply the 2-color version of
the Regularity Lemma to G to obtain a reduced graph H. Then we apply Lemma 4.1 of Benevides
et al. [2] (see Lemma 4.1 in Section 4 below) to obtain three cases. It is already shown in [2] that
in Case (i) there is a long monochromatic cycle. We deal with Case (ii) in Section 5 and with
Case (iii) in Section 6.
3 Tools
3.1 The Regularity Lemma
For the sake of consistency, we use the same form of the Szemere´di Regularity Lemma [12] as in [2];
the definitions and theorems given there are reproduced below.
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Definition. Let G be a graph and X and Y be disjoint subsets of V (G). The density of the pair
(X,Y ) is the value
d(X,Y ) :=
e(X,Y )
|X||Y |
.
Let ǫ > 0 and G be a graph and X and Y be disjoint subsets of V (G). We call (X,Y ) an ǫ-regular
pair for G if, for all X ′ ⊆ X and Y ′ ⊆ Y satisfying |X ′| ≥ ǫ|X| and |Y ′| ≥ ǫ|Y |, we have
|d(X,Y )− d(X ′, Y ′)| < ǫ.
Theorem 3.1 (Theorem 2.4 in [2]). For every ǫ > 0 and positive integer k0, there is an M =
M(ǫ, k0) such that if G = (V,E) is an arbitrary 2-edge-colored graph and d ∈ [0, 1], then there is
k0 ≤ k ≤ M , a partition (Vi)
k
i=0 of the vertex set V and a subgraph G
′ ⊆ G with the following
properties:
(R1) |V0| ≤ ǫ|V |,
(R2) all clusters Vi, i ∈ [k] := {1, 2, . . . , k}, are of the same size m ≤ ⌈ǫ|V |⌉,
(R3) degG′(v) > degG(v) − (2d+ ǫ)|V | for all v ∈ V ,
(R4) e(G′[Vi]) = 0 for all i ∈ [k],
(R5) for all 1 ≤ i < j ≤ k, the pair (Vi, Vj) is ǫ-regular for RG′ with a density either 0 or
greater than d and ǫ-regular for BG′ with a density either 0 or greater than d, where E(G
′) =
E(RG′) ∪ E(BG′) is the inherited 2-edge-coloring of G
′.
Definition. Given a graph G = (V,E) and a partition (Vi)
k
i=0 of V satisfying conditions (R1)–(R5)
above, we define the (ǫ, d)-reduced 2-edge-colored graph H on vertex set {vi : 1 ≤ i ≤ k} as follows.
For 1 ≤ i < j ≤ k,
• let vivj be a blue edge of H when BG′ [Vi, Vj ] has density at least d;
• let vivj be a red edge of H when RG′ [Vi, Vj ] has density at least d.
Our definition of the reduced graph departs slightly from the definition of [2]: we let an edge vivj
of H have both red and blue colors when BG′ [Vi, Vj ] and RG′ [Vi, Vj ] both are ǫ-regular and have
density at least d, while in such cases, it is only a blue edge in [2].
3.2 Extremal results for matchings, paths, and cycles.
Theorem 3.2 (Hall). Let H be a bipartite graph with bipartition (X,Y ) with |X| ≤ |Y |. If
|N(S)| ≥ |S| for every S ⊆ X, then H has a matching saturating X.
Theorem 3.3 (Berge [3]). Let H be a 2m-vertex bipartite graph with vertices u1, u2, . . . , um on
one side and v1, v2, . . . , vm on the other, such that deg(u1) ≤ . . . ≤ deg(um) and deg(v1) ≤ . . . ≤
deg(vm). Suppose that for the smallest two indices i and j such that deg(ui) ≤ i+1 and deg(vj) ≤
j +1, we have deg(ui)+ deg(vj) ≥ m+2. Then H is Hamiltonian bi-connected: for every i and j,
there is a Hamiltonian path with endpoints ui and vj .
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Theorem 3.4 (Chva´tal [4]; see also Corollary 5 in Chapter 10 in [3]). Let G be a graph of order
n ≥ 3 with degree sequence d1 ≤ d2 ≤ . . . ≤ dn such that
dk ≤ k <
n
2
=⇒ dn−k ≥ n− k.
Then G contains a Hamiltonian cycle.
Theorem 3.5 (Jackson [9]). Let G be a bipartite graph with bipartition (X,Y ) in which every
vertex of X has degree at least k. If 2 ≤ |X| ≤ k and |Y | ≤ 2k − 2, then G contains a cycle of
length 2|X|.
4 Main part of the proof of Theorem 2.1
We begin with a stability result from [2]:
Lemma 4.1 (Lemma 4.1 in [2]). Let 0 < δ < 1/36 and let G be a graph of sufficiently large order
k with δ(G) ≥ (3/4− δ)k. Suppose that we are given a 2-edge-coloring E(G) = E(R)∪E(B). Then
one of the following holds.
(i) There is a component of R or B which contains a matching on at least (2/3 + δ)k vertices.
(ii) There is a set S of order at least (2/3− δ/2)k such that either ∆(R[S]) ≤ 10δk or ∆(B[S]) ≤
10δk.
(iii) There is a partition V (G) = U1 ∪U2 ∪U3 ∪U4 with mini{|Ui|} ≥ (1/4− 3δ)k such that there
are no red edges from U1 ∪ U2 to U3 ∪ U4 and no blue edges from U1 ∪ U3 to U2 ∪ U4.
Because our definition of the reduced graph is slightly different from the one in [2], we will need to
apply Lemma 4.1 to a slightly more general class of graphs: 2-edge-colored graphs in which an edge
can potentially be colored both red and blue. It could in principle be checked that the proof of
Lemma 4.1 in [2] continues to work: it never uses the existence of an edge vw ∈ E(R) to conclude
that vw /∈ E(B). But then the reader would need to read a 4-page proof in [2]. To avoid this, we
present in Section 7 a different argument to extend Lemma 4.1. It results in a smaller maximum
value of δ, but since we take below δ < 11000 , this will not matter.
Choose 0 < ǫ≪ d≪ δ < 11000 and a sufficiently large n0 as in [2]. We let G be a graph satisfying
the hypotheses of Theorem 2.1, and apply Theorem 3.1 to get an ǫ-regular partition of V (G) and
a reduced graph H. For appropriately chosen d, ǫ, the minimum degree in H is at least (34 − δ)k,
and if 2d+ ǫ < δ, then each v ∈ V (G) is incident to at most δn edges not present in the subgraph
G′ provided by Theorem 3.1.
When we apply Lemma 4.1 to H, there are three possibilities.
If Case (i) of Lemma 4.1 holds, then it is already shown in [2] that G contains monochromatic
cycle of length ℓ for all even ℓ such that 4k ≤ ℓ ≤ (2/3 + δ/2)n. In particular, G contains a
monochromatic cycle of length 2t+ 2 ≥ 2t+ r.
Suppose that Case (ii) of Lemma 4.1 holds. Let L ⊆ V (G) be the union of all clusters Vi such
that the vertex vi of the reduced graph was an element of the set S found in Case (ii). We have
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|L| ≥ (2/3 − δ/2)k|Vi| (where i ∈ [k] is arbitrary), and |Vi| = (n − |V0|)/k ≥ (1 − ǫ)n/k, hence
|L| ≥ (2/3 − δ/2 − ǫ)n ≥ (2/3 − δ)n.
Without loss of generality, it is the red edges that are sparse inside S, in which case ∆(RH [S]) ≤
10δk. For a cluster Vi ⊆ L, there are at most 10δk parts Vj , 1 ≤ j ≤ k, such that Vj ⊆ L and the
density of the ǫ-regular pair (Vi, Vj) is greater than d. They contribute at most 10δk ·
n
k
= 10δn
to the red degree of a vertex in Vi. For all other parts Vj ⊆ L, the pair (Vi, Vj) is ǫ-regular with
density 0 in RG′ , which means that there are no red edges between Vi and Vj in G
′; neither are
there edges within Vi. Finally, each v ∈ L has at most δn edges in G which are not in G
′. Therefore
L ⊆ V (G) satisfies ∆(RG[L]) ≤ 11δn.
We complete this case of the proof of Theorem 2.1 with the following lemma, whose proof is given
in Section 5.
Lemma 4.2. Let 0 < δ < 11000 , and let G be a graph of order n with δ(G) ≥ (3n − 1)/4 with a
2-edge-coloring E(G) = E(R) ∪ E(B). Let n = 3t+ r, where r ∈ {0, 1, 2}. Suppose that there is a
set L ⊆ V (G) of order at least (2/3−δ)n such that ∆(R[L]) ≤ 11δn. Then G has a monochromatic
cycle of length at least 2t+ r.
Finally, suppose that Case (iii) of Lemma 4.1 holds. In this case, for j = 1, 2, 3, 4, let Uj be the
union of all clusters Vi such that the vertex vi of the reduced graph was an element of the set Uj
found in Case (iii).
For each j, we have
|Uj| ≥ (1/4 − 3δ)k ·
n− |V0|
k
≥ (1/4 − 3δ)(1 − ǫ)n ≥ (1/4 − 4δ)n.
The graph RG′ [U1∪U2,U3∪U4] is empty: if v ∈ Vi ⊆ U1∪U2 and w ∈ Vj ⊆ U3∪U4, then there cannot
be a red edge between vi and vj in H, which means that the pair (Vi, Vj) is ǫ-regular with density
0 in RG′ : there are no red edges in G
′ between Vi and Vj. In particular, vw cannot be a red edge
in G′. Every vertex in G is incident to at most δn edges not in G′. Therefore RG[U1 ∪ U2,U3 ∪ U4]
has maximum degree at most δn. Similarly, BG[U1 ∪ U3,U2 ∪ U4] has maximum degree at most
δn.
The set V0 in G is not a part of any Uj, but |V0| ≤ ǫ|V | ≤ δ|V | by (R1).
We complete this case by the following lemma, whose proof is given in Section 6.
Lemma 4.3. Let 0 < δ < 11000 , and let G be a graph of order n with δ(G) ≥ (3n − 1)/4 with a
2-edge-coloring E(G) = E(R)∪E(B). Suppose that there is a partition V (G) = U1∪U2∪U3∪U4∪V0
such that
• (1/4 − 4δ)n ≤ |Uj| for each j, |V0| ≤ δn, and
• R[U1 ∪ U2,U3 ∪ U4] and B[U1 ∪ U3,U2 ∪ U4] have maximum degree at most δn.
Then G has a monochromatic cycle of length at least (1− 20δ)n.
In particular, if n = 3t+ r is sufficiently large, then (1− 20δ)n ≥ 0.98n and 2t+ r ≤ 0.34n, so the
monochromatic cycle we find is longer than 2t+ r.
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5 Proof of Lemma 4.2
In this section, we assume that there is a set L ⊆ V (G) of order at least ℓ = (2/3 − δ)n such that
∆(R[L]) ≤ 11δn. We write n = 3t+ r, where r ∈ {0, 1, 2}.
We consider two cases; in the first case, we find a long blue cycle and in the other case, a long red
cycle.
Case 1: Either |L| ≥ 2t + r or there are at least 2t + r − |L| vertices in V (G) − L with at least
δn + 2 blue edges into L.
If |L| < 2t + r, then let Y be obtained from L by adding to it 2t + r − |L| arbitrary vertices of
V (G) − L each with at least δn + 2 blue edges into L. If |L| ≥ 2t+ r, simply let Y be any subset
of L of size 2t+ r. Let d1 ≤ d2 ≤ . . . ≤ d2t+r be the degree sequence of B[Y ].
We verify that di ≥ i+ 1 for all i ≤
2t+r
2 . If the vertex of degree di was originally in L, then
di ≥ (2t+ r)− 11δn − (n− 3)/4 ≥ (5/12 − 11δ)n ≥ 0.405n
while (2t + r)/2 + 1 ≤ 0.334n, so di ≥ (2t + r)/2 + 1 ≥ i + 1. Therefore, if di ≤ (2t + r)/2, then
we are looking at a vertex of Y \ L and i ≤ 2t + r − |L| ≤ 2t + r − ℓ = δn + r3 ≤ δn + 1. But
then, di ≥ δn + 2 ≥ i+ 1 by our choice of vertices to add to Y . By Theorem 3.4, B[Y ] contains a
Hamiltonian cycle, which is a cycle of length 2t+ r in B, as desired.
Case 2: Assume that |L| ≤ 2t+ r − 1 and there are fewer than 2t+ r − |L| vertices in V (G) − L
with at least δn+2 blue edges into L. This leaves at least t+1 vertices in V (G)−L which do not
have this property.
Let X consist of t + 1 vertices in V (G) − L, each with fewer than δn + 2 blue edges into L, and
let Y = V (G) − X. In the bipartite graph R[X,Y ], every vertex x ∈ X has degree at least
ℓ − n/4 − δn − 2: there are at least ℓ vertices of L in Y , x fails to be adjacent in G to at most
n − 1 − (3n − 1)/4 < n/4 of them, and x has blue edges to fewer than δn + 2 more vertices. We
have ℓ− n/4− δn − 2 ≥ (5/12 − 3δ)n. Applying Theorem 3.5 with k = (5/12 − 3δ)n, we see that
provided
t+ 1 ≤ (5/12 − 3δ)n and n− (t+ 1) ≤ (5/6 − 6δ)n,
R[X,Y ] contains a cycle of length at least 2t+ 2. Since (5/12 − 3δ)n ≥ (5/4 − 9δ)t ≥ 1.241t ≥ t,
the first inequality holds; since (1/6 + 6δ)n ≤ 0.173n ≤ t, the second inequality holds.
Since a cycle of length 2t+2 in R[X,Y ] is a cycle of length at least 2t+ r in G, once again we have
found a cycle of the required length.
6 Proof of Lemma 4.3
In this section, we assume that there is a near-equitable partition of V (G) into U1 ∪ U2 ∪ U3 ∪ U4,
with |Uj | ≥ (1/4 − 4δ)n for all j, leaving out a set V0 with |V0| ≤ δn. In the 2-edge-coloring of G,
the bipartite monochromatic subgraphs R[U1 ∪U2,U3 ∪U4] and B[U1 ∪U3,U2 ∪U4] have maximum
degree at most δn.
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Definition. Let G be a bipartite graph with parts X and Y . The deficiency, d(v) of a vertex v is
|Y | − deg(v) when v ∈ X and |X| − deg(v) when v ∈ Y .
Lemma 6.1. In each of the graphs R[U1,U2], R[U3,U4], B[U1,U3], and B[U2,U4], every vertex has
deficiency at most 7δn.
Proof. Without loss of generality, consider the graph R[U1,U2] and let v ∈ U1. An edge from v to
U4 would be in either R[U1 ∪U2,U3 ∪U4] or B[U1 ∪U3,U2 ∪U4], each of which has maximum degree
at most δn, so there can be at most 2δn such edges. Since |U4| ≥ (1/4 − 4δ)n, there are at least
(1/4− 6δ)n vertices in U4 not adjacent to v. The graph G has minimum degree at least (3n− 1)/4,
so there are at most (n− 3)/4 < n/4 vertices not adjacent to v; therefore v has deficiency at most
6δn in G[U1,U2]. Finally, any blue edge of v in G[U1, U2] is also in B[U1 ∪U3,U2 ∪U4], so there are
at most δn such edges, and the deficiency of v in R[U1,U2] is at most 7δn.
Lemma 6.2. Let H be any of the bipartite graphs R[U1,U2], R[U3,U4], B[U1,U3], B[U2,U4]. Assume
every vertex in H has deficiency at most 8δn + 2. Then for any two vertices x, y ∈ V (H), there is
an (x, y)-path in H of length at least (1/2 − 10δ)n.
Proof. First, consider the case where x and y are in different parts of H. Without loss of generality,
let H = R[U1,U2] with x ∈ U1 and y ∈ U2. Let U
′
1,U
′
2 be subsets of U1,U2 with |U
′
1| = |U
′
2| ≥
(1/4 − 5δ)n containing x and y respectively, and let H ′ = R[U ′1,U
′
2].
By Lemma 6.1, the minimum degree in H ′ is at least |U ′1| − 8δn − 2 ≥ (1/4 − 14δ)n ≥ 0.236n.
Therefore by Theorem 3.3, H ′ is Hamiltonian bi-connected; the condition deg(ui) + deg(vj) ≥
1
2 |V (H
′)| + 2 holds for any ui, vj in different parts of H
′, since deg(ui) + deg(vj) ≥ 0.472n while
1
2 |V (H
′)| + 2 ≤ (1/4 + 4δ)n + 2 ≤ 0.256n. The length of the Hamiltonian (x, y)-path in H ′ is at
least (1/2 − 10δ)n, as desired.
In the case where x and y are in the same part of H, take any edge xz in H, which exists by
Lemma 6.1, and apply the previous argument to find a (y, z)-path in a subgraph H ′ of H − x.
Together with the edge xz, this creates an (x, y)-path in H of length at least (1/2 − 10δ)n.
Suppose that R[U1 ∪ U2,U3 ∪ U4] contains a matching of size 2: two edges x1y1 and x2y2 with
x1, x2 ∈ U1 ∪ U2 and y1, y2 ∈ U3 ∪ U4. Then Lemma 6.2 shows that there is an (x1, x2)-path
of length at least (1/2 − 10δ)n in R[U1,U2] and a (y1, y2)-path of length at least (1/2 − 10δ)n in
R[U3,U4]. Together with the edges x1y1 and x2y2, we obtain a red cycle of length at least (1−20δ)n.
The same argument shows that if B[U1 ∪ U3,U2 ∪ U4] contains a matching of size 2, then we can
find a blue cycle of length at least (1− 20δ)n.
If neither graph contains a matching of size 2, then each of them either is empty or contains a
vertex cover of size 1. Move the vertices in these vertex covers to V0. Increasing |V0| by at most 2,
we ensure that both R[U1 ∪ U2,U3 ∪ U4] and B[U1 ∪ U3,U2 ∪ U4] are empty.
Next, let XR = XB = ∅. We will process the vertices of V0 one at a time, adding each of them to
one of U1,U2,U3,U4,XR,XB .
Pick a vertex v ∈ V0.
1. If v has at least two red edges to each of U1 ∪ U2 and U3 ∪ U4, we move v from V0 to XR.
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2. If v has at least two blue edges to each of U1 ∪ U3 and U2 ∪ U4, we move v from V0 to XB .
3. Otherwise, without loss of generality v has at most one red edge to U1 ∪ U2 and at most one
blue edge to U1 ∪U3. In particular, v has at most two edges to U1. We move v from V0 to U4.
(a) When v has at most one red edge to U1 ∪ U2 and at most one blue edge to U1 ∪ U3, we
move v from V0 to U4.
(b) When v has at most one red edge to U1 ∪ U2 and at most one blue edge to U2 ∪ U4, we
move v from V0 to U3.
(c) When v has at most one red edge to U3 ∪ U4 and at most one blue edge to U1 ∪ U3, we
move v from V0 to U2.
(d) When v has at most one red edge to U3 ∪ U4 and at most one blue edge to U2 ∪ U4, we
move v from V0 to U1.
At each step, R[U1 ∪ U2,U3 ∪ U4] and B[U1 ∪ U3,U2 ∪ U4], which initially start out empty, gain at
most one edge. Therefore once V0 is processed, each of these graphs has at most δn+2 edges.
Except for at most 4(δn + 2) vertices incident to an edge in either R[U1 ∪ U2,U3 ∪ U4] or B[U1 ∪
U3,U2 ∪U4], every vertex v ∈ U5−j for every j has no neighbors in Uj , so deg(v) ≤ n− 1− |Uj |. We
must have deg(v) ≥ (3n− 1)/4; therefore |Uj | ≤ (n − 3)/4 for every j. We have
|U1|+ |U2|+ |U3|+ |U4| ≤ n− 3
leaving |XR| + |XB | ≥ 3. Therefore one of XR or XB , without loss of generality XR, contains at
least two vertices x1, x2.
After V0 is processed, in any of R[U1,U2], R[U3,U4], B[U1,U3] and B[U2,U4], each vertex has defi-
ciency at most 8δn+2. To see this, say a vertex v from V0 is moved to U4 and we consider R[U3,U4],
then v has at most two edges to U1 thus v is not adjacent to at least |U1| − 2 ≥ (
1
4 − 4δ)n − 2
vertices in U1. Since there are at most
n−3
4 <
n
4 vertices not adjacent to v and v has at most one
blue edge to U3, v has deficiency at most 4δn+2+1 = 4δn+3 in R[U3,U4]. For vertices which are
originally in U4, there are at most δn + 2 vertices in V0 proceed by previous process and thus the
deficiency is at most 7δn + δn + 2 = 8δn + 2 by Lemma 6.1. Therefore Lemma 6.2 can be applied
to the new U1,U2,U3,U4.
Let y1, y2 be distinct vertices in U1 ∪ U2 with x1y1, x2y2 ∈ E(R), and let z1, z2 be distinct vertices
in U3 ∪ U4 with x1z1, x2z2 ∈ E(R). By Lemma 6.2, there is a (y1, y2)-path in R[U1,U2] of length
at least (1/2− 10δ)n and a (z1, z2)-path in R[U3,U4] of length at least (1/2− 10δ)n. Joining them
together using the edges x1y1, x2y2, x1z1, x2z2 gives a cycle in R of length more than (1 − 20δ)n.
7 Extension of Lemma 4.1
In this section, we show that Lemma 4.1 still holds for 2-edge-colored graphs G if we allow an edge
to be both red and blue simultaneously.
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Let 0 < δ < 11000 and let G be a graph of sufficiently large order k with δ(G) ≥ (3/4− δ)k. Suppose
that we are given a 2-edge-coloring E(G) = E(R)∪E(B) where E(R) and E(B) are not necessarily
disjoint.
For any 2-edge-coloring E(G) = E(R′) ∪ E(B′) with E(R′) ∩ E(B′) = ∅, obtained by assigning
edges of E(R) ∩ E(B) to just one or the other color, we know that Lemma 4.1 holds.
If Case (i) of Lemma 4.1 holds for any coloring (R′, B′), then it also holds for the coloring (R,B),
since R′ and B′ are subgraphs of R and B, and we are done.
If Case (iii) of Lemma 4.1 holds for a coloring (R′, B′) but does not hold for the coloring (R,B), let
V (G) = U1 ∪ U2 ∪ U3 ∪ U4 be the partition we obtain for the coloring (R
′, B′). There are no edge
in G between U1 and U4, or between U2 and U3, because there are neither edges in R
′ nor in B′
between those pairs. Therefore, each vertex of G has at least (1/4−3δ)k missing edges coming from
G[U1, U4] or G[U2, U3]; however, δ(G) ≥ (3/4− δ)k, so each vertex of G can have at most 4δk other
missing edges. In particular, in the subgraphs R′[U1, U2], R
′[U3, U4], B
′[U1, U3], and B
′[U2, U4], the
minimum degree is minj{|Uj |} − 4δk ≥ (1/4 − 7δ)k.
By Theorem 3.2, each of these bipartite subgraphs has a matching saturating the smallest part.
To see this, consider without loss of generality R′[U1, U2] and assume |U1| ≤ |U2|. For S ⊆ U1 with
1 ≤ |S| ≤ (1/4− 7δ)k, |N(S)| ≥ (1/4− 7δ)k ≥ |S| because any vertex in S has at least (1/4− 7δ)k
neighbors in U2. For S ⊆ U1 with |S| > 7δk, |N(S)| = |U2| ≥ |S| because any vertex in U2 has fewer
than |S| non-neighbors in U1. This covers all possibilities, so Hall’s condition holds. Moreover,
each of these bipartite subgraphs is connected; two vertices in one part share all but at most
14δk ≤ 0.014k neighbors in the other part, which has at least (1/4− 3δ)k ≥ 0.247k ≥ 2 · 0.014k+1
vertices. So each of R′ and B′ has two connected components, each with a large matching.
By assumption, there is an edge of the coloring (R,B) that violates the condition in Case (iii): a
blue edge from U1 ∪ U2 to U3 ∪ U4 that is also red, or a red edge from U1 ∪ U3 to U2 ∪ U4 that
is also blue. In the first case, this edge connects the two components of R′; in the second case,
this edge connects the two components of B′. In either case, R′ or B′ becomes connected, and
has a matching saturating at least two of U1, U2, U3, U4. We must have |Uj | ≤ (1/4 + δ)k for all j,
otherwise the vertices of U5−j would have degree less than (3/4− δ)k. So the matching contains at
least k − 2(1/4 + δ)k = (1/2 − 2δ)k edges, and (1− 4δ)k ≥ 0.996k ≥ 0.668k ≥ (2/3 + δ)k vertices,
and Case (i) of Lemma 4.1 holds for the coloring (R,B).
Finally, suppose that for every choice of (R′, B′), Case (ii) of Lemma 4.1 holds. We first consider the
possibility that for different choices of (R′, B′) the color in which the sets S have small maximum
degree varies. Then there are two choices of (R′, B′), say (R1, B1) and (R2, B2), that differ only in
the color of one edge, for which sets S1, S2 exist of order at least (2/3−δ/2)k with ∆(R1[S1]) ≤ 10δk
and ∆(B2[S2]) ≤ 10δk. We have |S1 ∩ S2| ≥ (1/3 − δ)k; let v be a vertex of S1 ∩ S2 such that the
two colorings (R1, B1) and (R2, B2) agree on the edges incident to v. (All but at most two vertices
of S1 ∩ S2 have this property, since the two colorings only disagree on one edge.) Then v has at
most 10δk edges of R1 to S1 ∩ S2, and at most 10δk edges of B1 to S1 ∩ S2: altogether v has at
most 20δk neighbors in S1 ∩ S2. Therefore
deg(v) ≤ k − (1/3− 21δ)k = (2/3 + 21δ)k ≤ 0.687k < 0.749k ≤ (3/4 − δ)k,
contradicting our assumption about the minimum degree of G.
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Therefore Case (ii) always holds with the sets S inducing small maximum degree in the same color:
without loss of generality, red. Choose the coloring (R′, B′) in which every edge of E(R)∩E(B) is
red. There is a set S of order at least (2/3−δ/2)k such that ∆(R′[S]) ≤ 10δk; then ∆(R[S]) ≤ 10δk
as well, and Case (ii) of Lemma 4.1 holds for the coloring (R,B).
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