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We study the odd integer filled Mott phases of a spin-1 Bose-Hubbard chain and determine their
fate in the presence of a Raman induced spin-orbit coupling which has been achieved in ultracold
atomic gases; this system is described by a quantum spin-1 chain with a spiral magnetic field.
The spiral magnetic field initially induces helical order with either ferromagnetic or dimer order
parameters, giving rise to a spiral paramagnet at large field. The spiral ferromagnet-to-paramagnet
phase transition is in a novel universality class, with critical exponents associated with the divergence
of the correlation length ν ≈ 2/3 and the order parameter susceptibility γ ≈ 1/2. We solve the
effective spin model exactly using the density matrix renormalization group, and compare with both
a large-S classical solution and a phenomenological Landau theory. We discuss how these exotic
bosonic magnetic phases can be produced and probed in ultracold atomic experiments in optical
lattices.
Strongly-correlated quantum spin chains are an inter-
acting many-body system that have been an instrumen-
tal platform to develop an understanding of topologi-
cal properties [1], Berry phase effects [2], and quantum
phase transitions [3]. One of the paradigmatic theoretical
models in this context is the spin-1 bilinear-biquadratic
Heisenberg chain [2–4]
HBQ/J =
∑
i
cos θ(Si · Si+1) + sin θ(Si · Si+1)2, (1)
(J is the unit of energy) which supports several conceptu-
ally important phases and phase transitions [5–14]. The
physics associated with the Hamiltonian in Eq. (1) is not
only theoretically tantalizing, but is also directly accessi-
ble to experiments. For example, the antiferromagnetic
spin-1 chain (cos θ > 0) has been probed experimentally
in insulating quantum magnets [15–17] that possess well-
isolated, quasi-one-dimensional chains of S = 1 local mo-
ments. Interestingly, ultracold atomic gases are a natural
platform for realizing the complementary ferromagnetic
spin-1 chain (cos θ < 0), where the system is an effective
description of the Mott insulating spin-1 Bose-Hubbard
model [18–23]. Solid state experiments always contain
at least some disorder that breaks the spin chain into
segments [16], while the cold atomic gas setting is essen-
tially pristine with no disorder in principle, so that the
theoretical model defined by Eq. (1) (as well as its gener-
alizations) can be studied directly. Until recently, it has
been difficult to realize magnetic ordering in ultra-cold
atomic gases [24, 25], and a crucial element of physics is
developing a theoretical understanding of the available
strongly correlated phases.
A virtue of the flexibility and the precise control in
atomic and molecular experiments is that various physi-
cal effects can be engineered simulating desired features
of solid-state systems despite the vastly different setting
(i.e. atoms versus solids). Along these lines, recent ex-
periments on cold atomic gases have demonstrated that,
despite the atoms being electrically neutral, spin orbit
coupling (SOC) can be engineered using two counter
propagating Raman lasers in gases of bosons [26, 27] or
fermions [28]. For spin-1 bosons using the setup at the
National Institute of Standards and Technology [29], this
causes the single particle dispersion to have three degen-
erate minima, allowing the bosons to condense at three
distinct values of quasimomentum [30–32]. In an optical
lattice this system supports an itinerant (i.e. superfluid)
spin density wave phase that is suppressed as the strength
of interactions is increased [33], and as a result the phase
diagram becomes quite distinct from the case with no
SOC. In the presence of SOC the conventional mag-
netic orders describing the strong-coupling Mott limit no
longer apply. For example, in the case of bosons with
a pseudospin-1/2, a wide array of interesting magnetic
phases have been studied that result from anisotropic
(i.e., compass model) and Dzyaloshinskii-Moriya inter-
actions that are characteristic of SOC [34–43]. It is also
possible that quantum phase transitions in these systems
could allow access to unusual, or even undiscovered, uni-
versality classes due to the interplay of magnetic inter-
actions and spin orbit coupling. Such interacting one-
dimensional spin models with SOC are difficult to realize
in solid state materials, thus making ultracold atomic
systems unique in their potential for studying new exotic
quantum phases in the laboratory which may not exist
in solids at all.
For the spin-1 case (which in the absence of a SOC has
an inherent SU(2) symmetry and is described by Eq. (1)
for the odd-integer Mott lobes), essentially nothing is
known about its insulating magnetic ground states in the
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2presence of SOC (implemented as a helical Zeeman field).
The present manuscript fills this gap and addresses the
important question of the relevant quantum phase dia-
gram of this strongly correlated SOC-coupled interacting
magnetic system. We focus on the physics deep in the
Mott phase of one-dimensional spin-1 bosons in the pres-
ence of SOC with an odd-integer filling, where charge
excitations are gapped out, and the effective Hamilto-
nian is purely magnetic (i.e. we can deal with just spins).
As we have already pointed out, in cold atom systems
achieving the low spin-entropy necessary for realizing this
quantum-magnetic model has proven challenging. There-
fore, we propose a different experimental route. It is
straightforward to create initial atomic states with per-
fect spin polarization (i.e. with zero entropy). In the
present case of a spiral ferromagnet (as we will show), it
is not difficult experimentally to initialize such a low en-
tropy state and either adiabatically or diabatically move
the system into a corresponding zero-spin entropy mag-
netically ordered state. Again, such a protocol essentially
impossible to achieve in solid state materials.
Specifically, we first derive an effective Hamiltonian
in the Mott insulating limit, which is a ferromagnetic
bilinear-biquadratic spin-1 chain in the presence of a spi-
ral magnetic field. We then solve this effective model us-
ing the density matrix renormalization group (DMRG) to
map out the zero temperature phase diagram in both the
magnetic field (i.e., SOC) strength and the biquadratic
interaction. We show how the phases that exist in the fer-
romagnetic model (ferromagnet and dimer phases) evolve
into a spiral ferromagnet and a spiral dimer phase respec-
tively. To obtain a better qualitative understanding of
the phase diagram and the role of quantum fluctuations,
we also consider the large-S classical limit of the model,
as well as a phenomenological Landau theory treatment
of the spiral ferromagnet. We use finite size scaling
of the ground state correlation functions to determine
the static critical properties of the spiral ferromagnet-
to-paramagnet quantum phase transition. We find that
the correlation exponent ν ≈ 2/3 and the susceptibility
exponent γ ≈ 1/2 fall outside of any known universal-
ity class (to the best of our knowledge). Our work thus
opens up the possibility of exploring novel quantum crit-
ical phenomena in ultra cold gases. As an aside, we point
out that for the one-dimensional interacting spin system
of our interest here, DMRG is essentially an exact, al-
beit numerical, technique for obtaining the ground state
quantum phase diagram and the critical exponents un-
derlying the corresponding quantum phase transitions.
The rest of the manuscript is organized as follows: In
section I we derive the effective spin model, which we pro-
ceed to study with DMRG. In section II we focus on the
spiral ferromagnetic phase, and in section III we study
the spiral dimer phase. We bring these results together to
construct the full phase diagram in section IV. We close
with a discussion of our results and their implications for
future cold atom experiments in section V.
I. MODEL
Our starting point is the Bose-Hubbard model for spin-
1 bosons in the presence of (Raman induced) spin-orbit
coupling, which is implemented physically in the lab
frame as a spiraling Zeeman field [27, 29, 44],
HBH = −t
∑
i,α
(
b†iαbi+1α + H.c
)
+
∑
i
hi · Si
+
U0
2
∑
i
ni(ni − 1) + U2
2
∑
i
(
S2i − 2ni
)
(2)
≡ Ht +Hh +HU . (3)
The spin-independent hopping amplitude is t, and we
include onsite density and spin interactions U0 and U2
respectively. We consider chains of length L, b†iα creates
a boson at site i with a spin α, and we have introduced
density ni =
∑
α b
†
iαbiα and spin Si =
∑
α,β b
†
iαTαβbiβ
operators, where T denotes the vector of spin-1 angular
momentum matrices. The interaction parameters U0 and
U2 are individually determined by the s-wave scattering
length and the lattice geometry, but the ratio U2/U0 =
(a2 − a0)/(a0 + 2a2) is dictated only by the scattering
length aS in the total spin S sector [18]. Finally, the
magnetic field
hi = h (cos(ηri)xˆ− sin(ηri)yˆ) (4)
implementing the SOC is characterized by two parame-
ters: intensity h and pitch η.
To put this in the more familiar translation-invariant
form describing SOC in solid-state systems, we can trans-
form our spin basis to locally follow the external field. We
can define a new set of appropriately rotated bosons,
aiα =
∑
β
(e−iriηTz )αβbiβ , (5)
and the hamiltonian now reads
HBH = −t
∑
i,α,β
(
a†iα(e
iηTz )αβai+1β + H.c
)
+ h
∑
i
Sxi
+
U0
2
∑
i
ni(ni − 1) + U2
2
∑
i
(
S2i − 2ni
)
. (6)
The SOC here appears as a more conventional uniform
matrix-valued Peierls’ phase. Also, due to the spin de-
pendent hopping in Eq. (6) one can equivalently inter-
pret the spin states (α) as a “synthetic dimension” with
a lattice length 2S + 1 sites. In this geometry all of
the interactions in the Bose-Hubbard model are “non-
local” (i.e. along the transverse synthetic ‘spin’ dimen-
sion) and the phase η due to the SOC creates a flux
that pierces a plaquette in synthetic space which can-
not be gauged away [45]. This has been explored in
quasi-one-dimensional ladder models (with 2S + 1 legs)
through theoretical studies of interacting bosons [46–50]
or fermions [51–54] in the presence of a flux.
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FIG. 1. Comparison of the low-energy eigenvalues of HBH at
unit filling with the spectrum of Hspin for two lattice sites,
shown as a function of t/U0 for (a) uniform field, and (b)
SOC with pitch angle η = pi/5. In both cases we take h =
0.001U0 and U2 = −0.1U0. The spectra are indistinguishable
for sufficiently small t/U0, and the SOC causes avoided level
crossings in the spectrum in the regime t2/U0 ∼ h. At larger t,
as the spectra begin to differ quantitatively, the level ordering
nonetheless remains identical.
In Ref. 33 the model in Eq. (6) was studied directly
in two real spatial dimensions using a Gutzwiller varia-
tional wave function [55] on a square lattice, with SOC
only along one of the two directions. Due to the pres-
ence of SOC, the superfluid phase at weak coupling is
a striped superfluid [56–59] with spin density wave or-
der, which is suppressed for increasing U0/t. At mod-
erate U0/t the spin density wave order is destroyed and
the superfluid condenses at a non-zero momentum only.
Owing to strong lattice effects, this occurs on the edge
of the Brilliouin zone [33, 60]. Finally, a Mott transition
occurs at even larger U0/t. If we consider these results in
the present context by considering the one dimensional
model in Eq. (6), the superfluid wavefunction is qualita-
tively captured by the Gutzwiller or Gross-Pitaevskii ap-
proximations [60]. However, because of strong quantum
fluctuation effects in one dimension, we expect that the
striped superfluid would be better described by a three
component Luttinger liquid (similar to the pseudospin-
1/2 case, Ref. 51). Nonetheless, for sufficiently large in-
teractions, the charge degrees of freedom in the Luttinger
liquid will become gapped out leading to a bosonic Mott
insulating phase. In this strong coupling limit, the ap-
propriate degrees of freedom are local moments, governed
by an effective Hamiltonian describing the limit of large
U0/t only, that we now proceed to derive.
In the Mott limit of commensurate (here, odd integer)
filling and U0, U2  t, and in the absence of SOC (h = 0),
Eq. (2) is effectively described (perturbatively to order
t2/U) by the bilinear-biquadratic chain [18] (ignoring the
constant energy shift)
Hspin(h = 0) =
∑
i
J˜Si · Si+1 + K˜(Si · Si+1)2, (7)
where now Si denotes a spin-1 operator, J˜ and K˜ depend
on the filling N = 2n+ 1 of the Mott lobe and are given
by [18]
− J˜
t2
=
2(15 + 20n+ 8n2)
15(U0 + U2)
− 16(5 + 2n)n
75(U0 + 4U2)
, (8)
−K˜
t2
=
2(15 + 20n+ 8n2)
45(U0 + U2)
+
4(1 + n)(3 + 2n)
9(U0 − 2U2)
+
4n(5 + 2n)
225(U0 + 4U2)
. (9)
Following standard notation, we parametrize J˜ and K˜ on
the circle
J˜ = J cos θ, (10)
K˜ = J sin θ, (11)
and J is the unit of energy. The antiferromagnetic chain
(θ = 0) is gapped (whereas the corresponding spin-1/2
model is gapless), and characterized by a non-zero hid-
den, string-like, order parameter. The ground state is
very efficiently described by a matrix product state wave-
function, and exhibits symmetry-protected topological
order [4, 12]. The ferromagnetic case (θ = pi), on the
other hand, is gapless, ordered, and topologically triv-
ial. Tuning the biquadratic interaction enriches the prob-
lem even further: for sufficiently negative interaction
(5pi/4 < θ < 7pi/4) the translational symmetry of the
model is spontaneously broken, and the ground state is
dimerized [10, 11, 13]. In contrast, for a large positive
biquadratic interaction (pi/4 < θ < pi/2) there is a spin-
quadrupolar phase with gapless excitation modes at mo-
menta q = 0,±2pi/3 (see Ref. 14 and references therein).
The quantum phase transitions separating these phases
are quite interesting, and have been described by various
conformal field theories [3] and Bethe ansatz solutions [5–
9].
We determine the effective spin Hamiltonian for h 6= 0
in the odd integer Mott lobes using a Schrieffer-Wolf
transformation [61] and then a projection. The final
Hamiltonian is Hspin = PsH
′Ps, where Ps projects into
the subspace of filling N (e.g. focusing on the first Mott
lobe Ps projects into the singly occupied subspace) and
H ′ = e−OHeO = H − [O,H] + 1
2!
[O, [O,H]] + · · ·(12)
where O is chosen such that Ht − [O,HU ] = 0. Using
properties of projectors and the fact that Hh does not
change the particle number subspace, i.e. PsHhPd =
PdHhPs = 0 (where Pd projects into the N + 1 occupied
subspace), we find O = (PsHtH
−1
U Pd − PdH−1U HtPs).
Thus, the form of O is unaffected by the presence of Hh,
which implies that the form of J˜ and K˜ are unchanged
4from Eqs. (8) and (9). As a result we find Ps[O,Hh]Ps =
0 while
Ps[O, [O,Hh]]Ps ∼ t2h/U2  t2/U (13)
where U = min(U0, |U2|). Therefore, to leading order in
t2/U we obtain
Hspin =
∑
i
J˜Si · Si+1 + K˜(Si · Si+1)2 + hi · Si, (14)
where J˜(< 0) and K˜ are parametrized on the circle as
in defined in Eqs. (10) and (11) respectively. We stress
that even for h/J on the order of one the Hamiltonian
in Eq. (14) is still valid as the next order correction in
Eq. (13) goes like ∼ (h/J)t4/U3. The Hamiltonian in
Eq. (14) has a Z2 symmetry about the x − y plane and
is invariant under the reflection Szi → −Szi . For typical
spin-1 bosonic atoms |U2| ' 0.05|U0| (see Ref. 23).
In the frame spatially co-rotating with the helical mag-
netic field, the SOC induces a Dzyaloshinskii-Moriya
(DM) type interaction [34, 62]. To see this, we choose
a generator G = −iη∑r rSzr and apply the canonical
transformation to the spin model H ′spin = e
GHspine
−G.
This “unwinds” the spiral field eGhi · Sie−G = hSxi and
induces a cross product in the product of spin operators
eG(Si · Si+1)e−G = cos(η)(Sxi Sxi+1 + Syi Syi+1)
+ sin(η)(Si × Si+1) · zˆ + Szi Szi+1. (15)
This expression shows that in the rotating frame the SOC
breaks the xy − z symmetry and induces a DM interac-
tion.
Finally, we further validate this effective low energy
Hamiltonian by comparing exact diagonalization of the
Bose-Hubbard model in Eq. (2) at unit filling and the
effective spin model we have derived in Eq. (14) for two
lattice sites. For the latter, we can also make exact state-
ments about the energy eigenstates. For h = 0, these
are also clearly eigenstates of total St = S1 + S2, and
S1 · S2 = 12St(St + 1)− 2. So, of the possible multiplets
St = 0, 1, 2, St = 2 maximizes S1 ·S2, reflecting the ferro-
magnetic tendency of this term. On the other hand, for
St = 0, S1 · S2 = −2, so (S1 · S2)2 = 4. For a dominant,
negative K˜, this total spin singlet has the lowest energy,
reflecting the tendency there for dimerization. A nonzero
uniform field, h 6= 0, η = 0 yields the term h∑i Sxi that
commutes with the total spin, and the multiplets are sim-
ply Zeeman split. As soon as the field is nonuniform
(η 6= 0), this term no longer commutes: the Hamiltonian
is frustrated. Fig. 1 shows a numerical comparison of the
two-site spectra for the two models. For the full spin-1
Bose-Hubbard model, the states shown have weight al-
most exclusively in the single-occupancy subspace, up to
corrections of order 1 % because of the large gap (U0+U2)
to double occupancy. The arrangement of states is sen-
sible in terms of the St eigenstates described. Here, as
a representative case we take U2 = −0.1U0, resulting in
K˜/J˜ = 5/6, favoring first St = 2 then St = 0. For
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FIG. 2. Average spin along the chain in the SFM (a), (b),
and (c), as well as the SPM (d) phase computed using DMRG
with chain length L = 80, bond dimension M = 50, and
θ = 1.1pi. For a pitch η = pi/10 the spiral is commensurate
with L and there are large finite size effects for small h near
the chain boundaries, we have also confirmed this behavior in
the classical model [see Figs. 6 (a) and (b)]. Away from the
chain boundaries we find 〈Sx(r)〉 ∝ cos(ηr) and 〈Sy(r)〉 ∝
sin(ηr) consistent with the Landau theory (see Sec. II C). For
moderate fields the boundary effects are weak and 〈Sz(r)〉
is roughly constant in the center of the chain. Crossing the
critical field hc(θ = 1.1pi)/J = 0.0798(3) we find Mz = 0.
η 6= 0, we now see the effect of frustration in the appear-
ance of several avoided crossings in the region h ∼ J˜ , K˜.
This result provides strong evidence that the perturba-
tive treatment to derive the effective Hamiltonian in the
presence of a SOC is sufficient and higher order terms [as
in Eq. (13)] are negligible. Next, however, to understand
the behavior of this model for more than two sites, we
must apply more sophisticated techniques.
In the remainder of the paper, we study the effec-
tive spin Hamiltonian Hspin (valid in the strong coupling
limit). Even though the spin Hamiltonian in Eq. (14) is
well defined for J˜ > 0 and J˜ < 0, we focus on the physics
relevant to strongly coupled bosons and limit our atten-
tion to a ferromagnetic nearest neighbor coupling J˜ < 0,
(i.e., restricting ourselves to the regime pi/2 ≤ θ ≤ 3pi/2).
We propose to access the phases contained in the spin
Hamiltonian in Eq. (14) in experiment dynamically as it
is straightforward to first enter the Mott phase with a
spin polarized (i.e. ferromagnetic) gas and then to adia-
batically apply the SOC fields, retaining the low entropy
of the initial spin polarized gas. We use DMRG to com-
pute the phase diagram as a function of h and θ, for a
fixed pitch η = pi/10 (unless otherwise stated). In the
absence of any good quantum number to be exploited,
the simulations become rapidly quite expensive and slow.
We stress that the Z2 symmetry related to the reflection
about the x − y plane is a anti-unitary operation (in-
deed it changes the sign to a single spin component, Sz).
Therefore it doesn’t fall within the local point-wise uni-
5tary symmetries whose quantum numbers can be easily
encoded in the tensor network structure. The main gain
one could get out of it is to exploit the reality of the
Hamiltonian (and thus the existence of a basis of real-
valued eigenvectors) to slightly reduce the computational
costs. (This is, however, a minor gain compared to the
ones usually achieved by conserved quantum numbers).
Therefore we limited our investigations to bond dimen-
sions of a few hundreds: we explicitly checked that the
discarded probability in the renormalization process was
low enough, and regions where this was not the case were
left open for further investigations. We supplement the
numerically exact DMRG calculations with a description
of the spiral ferromagnetic phase by solving the model
in the classical approximation and constructing a phe-
nomenological Landau theory.
II. SPIRAL FERROMAGNET
A. DMRG
In the absence of the field (h = 0), and 0.5pi ≤ θ .
1.25pi, the model has a largely degenerate ground man-
ifold (namely, all 2L + 1 states with maximal total spin
STOT = L): in particular, the DMRG simulations will
tend to select out a minimally entangled state from such
a manifold, in this case it is a product state of parallel
spins (e.g., “all spins up”, Szj = +1 ∀j, but not neces-
sarily). Turning on a weak field, the ground degeneracy
is reduced to a two-fold one (related to the Z2 reflection
symmetry Sz → −Sz mentioned before) and a sponta-
neous symmetry breaking could still take place. The sys-
tem indeed acquires a spiral configuration in 〈Sx(r)〉 and
〈Sy(r)〉, while reducing the magnitude of the parallel-
oriented 〈Sz(r)〉 and the ground state becomes a spiral
ferromagnet (SFM) (see Fig. 2). At very weak fields we
find a strong finite size effect near the chain boundaries,
but for moderate field strengths this finite size effect is
suppressed and 〈Sz(r)〉 becomes essentially constant in
the center of the chain, as shown in Figs. 2 (a), (b), and
(c). Upon increasing h further, the system finds it en-
ergetically favorable to orient all the spins within the
xy-plane (i.e., 〈Sz(r)〉 goes to zero) and let them follow
the rotating magnetic field: the ground state is then a
spiral paramagnet (SPM). Thus Mz ' 〈Sz(L/2)〉 could
apparently serve as an order parameter for the transition.
We stress here that the two-fold degeneracy of the
SFM at finite h would be exact only in the thermody-
namic limit, while finite-size effects will slightly split it
between cat-state” superpositions of definite Z2 symme-
try (just like in the transverse-field Ising model). This
would therefore lead to a null 〈Sz(L/2)〉, thus preventing
the correct identification of the transition point. While
the well-known DMRG bias towards minimally entan-
gled states (due to inevitably finite bond dimensions)
would tend to numerically induce the symmetry break-
ing even in a finite system, this only happens when the
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FIG. 3. Spin susceptibility computed from DMRG as a func-
tion of momentum q in the longitudinal (a) and transverse
(b) directions with L = 80, M = 50, θ = 1.1pi, and the leg-
end is shared across both figures. In the SFM phase χz(q) is
strongly peaked at q = 0 with a peak height monotonically
decreasing with increasing h going to zero at hc. The non-
zero SOC produces peaks in χ⊥(q) at q = ±η(= ±0.1pi) and
the peak continuously increases as a function of h.
degeneracy splitting is small enough. Since such a split-
ting is vanishing with system size slower and slower the
closer we are to the SFM-SPM transition (again, like in
the Ising model), the use of the local order parameter
to pinpoint the quantum critical point would be quite
unreliable. In order to avoid such problems, we study
the spin correlation functions Cz(r, r′) = 〈Sz(r)Sz(r′)〉
and C⊥(r, r′) = 〈Sx(r)Sx(r′)〉 + 〈Sy(r)Sy(r′)〉. To un-
derstand the ordering pattern of spins we consider the
Fourier transforms
χα(q) =
1
L
∑
r,r′
eiq(r−r
′)Cα(r, r′), (16)
see Fig. 3. In the SFM phase we find χz(q) is peaked
at q = 0 and χ⊥(q) is peaked at q = ±η(= ±0.1pi): we
find the peak height of χz(q) [χ⊥(q)] decreases [increases]
with increasing h. Thus the appropriate magnetic order
6parameter that we can correctly extract from the DMRG
data is given by Mz = limL→∞
√
χz(q = 0)/L.
To determine the location of the quantum phase tran-
sition at hc, separating the SFM and SPM phases we
use finite size scaling with open boundary conditions as
a function of L and h. We define a correlation length
from the second moment of the spin susceptibility [64]
ξz =
√∑
r 6=L/2(r − L/2)2Cz(r, L/2)
2
∑
r 6=L/2 Cz(r, L/2)
. (17)
We only measure correlations from the center of the chain
to minimize edge effects due to the open boundaries. In
the vicinity of the phase transition (in the thermody-
namic limit) ξz ∼ |δ|−ν where δ ≡ (h− hc)/hc. However
in our finite size numerics this divergence is cut off and
rounded out, thus ξz ∼ L at h = hc. Therefore, consid-
ering ξz/L as a function of h for various L the data will
cross at the critical field as shown in Figs. 4 (a) and (c).
As a result we can find the location of the critical point
to high accuracy. Near the transition ξz obeys single
parameter scaling
ξz/L ∼ f(L1/νδ), (18)
where f(x) is an arbitrary scaling function. As shown
in Figs. 4 (b) and (d) we find excellent data collapse of
ξz/L versus L1/νδ. For θ = 0.6pi we find ν = 0.68(3)
and θ = 1.21pi yields ν = 0.66(3). We have computed
ν at several other points along the SFM to SPM phase
boundary (not shown) and find a critical exponent ν that
ranges from 0.63(3) to at most 0.68(3), which all agree
within the error bars. Based on the crossing and quality
of collapse we conclude that the SFM-to-SPM transition
is a second order continuous quantum phase transition,
ν is independent of θ within numerically accuracy, and
we find ν ≈ 2/3.
As shown in Fig. 5, in the SFM phase χz(q = 0) ∼ L
and in the SPM phase χz(q = 0) ∼ constant in the large
L limit, whereas χ⊥(q = ±η) ∼ L for h 6= 0 with a slope
that grows with h (not shown). At the critical point
the longitudinal spin susceptibility diverges like χz(q =
0) ∼ |δ|−γ and for finite L this becomes rounded out like
χz(q = 0) ∼ Lγ/ν . At h = hc we provide estimates of
γ/ν for θ = 0.6pi and 1.21pi as shown in Fig. 5. We find
for θ = 0.6pi, γ/ν = 0.77 and for θ = 1.21pi, γ/ν = 0.75.
Using our estimates of ν we find γ = 0.52(4) for θ = 0.6pi
and γ = 0.50(4) for θ = 1.21pi and conclude γ ≈ 1/2.
Our estimate of the correlation length exponent ν lies
in the range that could be consistent with one of three dif-
ferent (known) universality classes: Perturbative renor-
malizaiton group (RG) calculations on the classical Ising
model with strong long-range dipolar interactions [65–
67] and the classical XY chiral spin liquid transition [68],
find for the thermal transition in d = 3 −  dimensions
at two loop order [66, 68] ν ≈ 0.626 for  = 1. How-
ever, the three-dimensional Ising universality class also
has ν = 0.629971(4) Ref. 69 and the three-dimensional
XY universality class has ν = 0.67155(27) Ref. 70 and
our results cannot distinguish between the three. How-
ever, our estimate of γ does not agree with any of these
universality classes. While this is not conclusive, it does
suggest that the universality class we have discovered is
novel. It is also possible that we need to compare differ-
ent channels, as it is non-trivial to compare our estimate
of γ to those of the RG since we are computing the order
parameter susceptibility from 〈Sz(r)Sz(r′)〉, whereas the
RG in Ref. [68] computes a “twist” susceptibility, which
corresponds to a correlation function quartic in spin op-
erators. At this stage, we are inclined to believe that our
system indeed belongs to a new universality class not
studied before in the literature, but more work (and pos-
sibly more accurate numerical estimates of critical expo-
nents) are necessary before any definitive conclusion can
be reached.
For the DMRG calculations in the SFM using a bond
dimension of M = 50 we find a truncation error at most
on the order of ∼ 10−12, while close to the transition
to the SPM phase the truncation error increases slightly
to ∼ 10−11. In both the SFM and SPM phases the re-
sults have a very weak dependence on M and increasing
M from 50 to 100 only effects the ground state energy
near the transition on the order of 4 · 10−5, while in the
SFM phase the results agree to within numerical preci-
sion. Therefore, for all of the results presented in this
manuscript for the SFM phase we use M = 50 unless
stated otherwise. In the calculations that follow we use
an infinite-DMRG initialization procedure [71] followed
by 5 finite size DMRG sweeps until the data is well con-
verged (unless otherwise specified).
B. Classical Solution
We find that a relatively small bond dimension is re-
quired to capture the SFM ground state in DMRG, which
suggests we can describe the physics of this phase (at
least close to θ = pi) with a classical product state ap-
proximation. In this subsection, we solve the model in
Eq. (14) in the large-S limit of the model as a classi-
cal energy functional of vector degrees of freedom Si →
(cosϕi sinϑi, sinϕi sinϑi, cosϑi) with unit norm and an-
gles ϑi and ϕi. The energy is then variationally min-
imized, giving static ground state spin configurations
which can be compared with the DMRG results.
In Fig. 6(a), we show a typical spin configuration in the
SFM phase, with open boundary conditions. As with the
DMRG results, we also observe here a boundary effect
classically, while toward the center of the chain Sz(r) is
nearly uniform with (Sx(r), Sy(r)) ∝ (cos ηr, sin ηr).
The classical SFM has a transition to a classical SPM
with increasing h, shown in Fig. 6(b) for fixed η = 0.1pi
and several values of θ. For θ corresponding to neg-
ative K, the SFM becomes increasingly robust against
the SOC field, as both J˜ and K˜ terms try to maximize
(Si · Si+1). However, for positive K˜ the classical SFM
is frustrated since J˜ is trying to align neighboring spins
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FIG. 4. Longitudinal correlation length ξz defined in Eq. (17) for various system sizes as a function of h for θ = 0.6pi (a) and
(b) as well as θ = 1.21pi (c) and (d). We find a clear crossing in the data for ξz/L versus h for several L and take this location
as an unbiased estimate of hc, we find hc(θ = 0.6pi) = 0.0266(2) and hc(θ = 1.21pi) = 0.0625(3). In the vicinity of the transition
we perform finite size scaling from Eq. (18) and collapse the data in terms of L1/νδ and estimate the quality of collapse using
a χ2 analysis [63]. We find ν = 0.68(8) for θ = 0.6pi and ν = 0.66(6) for θ = 1.21pi.
while K˜ is trying minimize |Si · Si+1|. This eventually
gives way to a phase with a staggered component along
Sz, such that neighboring spins are nearly orthogonal to
satisfy the large K˜. We illustrate this phase with a 3D
plot of the spins in Fig. 6 (c). This staggered phase does
not appear in the DMRG and is purely an artifact of the
classical approximation. Thus, we find the classical ap-
proximation qualitatively agrees with the DMRG results
very close to θ = pi, which is natural since the the fer-
romagnet with h = 0 is a product state and minimally
entangled.
Away from this special point, however, the classical
approximation fails in capturing either the dimer phase
(discussed below) for negative K or the observed persis-
tence of the quantum SFM to large positive K. In some
sense, we can regard the classically-unexpected stability
of the SFM phase in the quantum problem as resulting
from an order by quantum disorder phenomenon, where
quantum fluctuations are able to overcome the classical
frustration due to a large positive K˜.
C. Landau Theory
In this subsection we provide a phenomenological the-
ory of the spiral ferromagnetic phase. We start with the
assumption of an O(3) quantum φ4 theory where φ(r, τ)
is a vector that captures the magnetic fluctuations in the
ordered phase, τ denotes imaginary time, and in the ab-
sence of the spiral magnetic field the low energy spin exci-
tations disperse quadratically, i.e. (q) ∼ q2. Using these
assumptions we write down a phenomenological Landau
theory for the ordered spiral ferromagnetic phase with an
action
S =
∫ L
0
dr
∫ β
0
dτ
(
φ · ∂τφ+K(∂rφ)2 + r0φ2 (19)
+ u0φ
4 − h cos(ηr)φx + h sin(ηr)φy
)
. (20)
where K is the stiffness, r0(< 0) is the mass, u0 is
the interaction between the collective modes, and the
field is coupled to the spiral magnetic field. We begin
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FIG. 5. Spin susceptibility as a function of system size L and
magnetic field h for θ = 0.6pi (a) and θ = 1.21pi (b). In the
SFM phase χz(0) ∼ L (red) and in the SPM χz(0) ∼ const.
(black). At the critical point the spin susceptibility diverges
with L like χz(0) ∼ Lγ/ν (grey) and using the value of ν found
in Fig. 4, we find γ = 0.52(4) and 0.50(4) for θ = 0.6pi and
1.21pi respectively.
by determining the mean field solution using the ansatz
φMF = −φ⊥,0(cos(qr)xˆ− sin(qr)yˆ) +Mz0 zˆ, this yields
q = η, (21)
φ⊥,0 =
h
2Kη2
, (22)
Mz0 = ±
√−r0
2u0
− φ2⊥,0 = ±
√
h2c − h2
2Kη2
(23)
and we find the critical field
hc = Kη
2
√
−2r0/u0. (24)
The mean field solution is in excellent agreement with
both the DMRG results and the classical solution for
〈Si〉 [see Figs. 2 and 6 (a) and (b)]. In Fig. 7 we show
the comparison of hc versus η as computed from DMRG
and the classical model, interestingly we find the data for
both follows the prediction of Landau theory at small η.
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FIG. 6. Classical approximation results in the large-S limit.
In (a) we show a typical spin configuration corresponding to
the SFM (θ = 1.1pi, h = 0.1J) In (b) we plot the order pa-
rameter of the SFM phase with increasing h, demonstrating
the existence of a classical SFM to SPM transition, and the
effect of changing θ. In (c) we show a 3D plot of a segment
of the staggered phase, demonstrating that neighboring spins
are nearly perpendicular (with an overall spiral component),
resulting from a purely classical frustration due to a positive
K (θ = 0.7pi, h = 0.1J). This phase does not appear in the
DMRG results, suggesting that quantum effects preserve the
stability of the ferromagnet for positive K.
We now expand about the ordered state via φ =
φMF + ψ, under the assumption that the fluctuations
ψ are small compare to the mean field solution. We find
it is convenient to rotate the fluctuations at each site
about the z axis by the pitch of the magnetic field η, and
therefore work with the rotated degrees of freedom(
ψ˜x
ψ˜y
)
=
(
cos(ηr) − sin(ηr)
sin(ηr) cos(ηr)
)(
ψx
ψy
)
(25)
and ψ˜z = ψz. To O(ψ˜4) this yields
S =
βL
2
(
r0φ
2
MF − hφ⊥,0
)
+
∫ L
0
dr
∫ β
0
dτLψ,
Lψ = ψ˜ · ∂τ ψ˜ +K|(∂r + iησy)ψ˜⊥|2 +K(∂rψ˜z)2
+ u0
(
2(Mz0 ψ˜
z − φ⊥,0ψ˜x) + |ψ˜|2
)2
. (26)
In the rotated frame the spiral magnetic field appears as
a gauge field acting on ψ˜⊥ (i.e. ∂r → ∂r + iσyη, where
9 0
 0.5
 1
 1.5
 2
 2.5
 0  0.1  0.2  0.3  0.4  0.5
h c
/ J
η/pi
Classical
DMRG
FIG. 7. Critical field hc as a function of the pitch of the spiral
η for θ = 0, for DMRG (black squares) and the classical solu-
tion (red circles), the dashed lines are a fit to the mean field
result hc ∝ η2. We find the deviation between the quantum
and classical solutions grow with η and the fit to the mean
field result only works well for the DMRG and classical data
at small η. Note that hc(η = 0.1pi) from DMRG and the
classical solution do deviate (see Fig. 13 ).
 0
 2
 4
 6
 8
 10
-1 -0.5  0  0.5  1
ε ( q
)
q/pi
(a)
 0
 2
 4
 6
 8
 10
-1 -0.5  0  0.5  1
ε ( q
)
q/pi
(b)
 0
 2
 4
 6
 8
 10
-1 -0.5  0  0.5  1
ε ( q
)
q/pi
(c)
 0
 2
 4
 6
 8
 10
-1 -0.5  0  0.5  1
ε ( q
)
q/pi
(d)
FIG. 8. Dispersion from Landau theory truncating the ef-
fective action in Eq. (26) to quadratic order. As a proto-
typical example, we take r0/K = −0.5, u0/K = 0.2, and
η = 0.4pi, which has a critical field hc/K = 3.53. Evolution
of the spin wave dispersion as a function of increasing mag-
netic field h/K = 0.5 (a), h/K = 1.0 (b), h/K = 2.5 (c) and
h/K = 3.0 (d).
σy is the y Pauli matrix), which shifts the zero of the
spin wave dispersion. In addition to the standard quartic
interaction, the effective action we have derived also has
anisotropic cubic interactions induced by the SOC. At
hc, M
z
0 → 0 and the assumption that the fluctuations
about the mean field solution are small no longer apply.
We use the Landau theory to determine the low en-
ergy spin-wave excitations in the SFM. We therefore re-
strict ourselves to the action at the quadratic level and
drop fluctuations on the order of O(ψ3) and higher. We
Fourier transform the action to momentum space (q) and
diagonalize the 3 × 3 matrix at each q to determine the
spin wave excitations for h < hc. As shown in Fig. 8,
we find that gapless spin waves persist in the presence of
the field and disperse quadratically about ±η for h hc.
For increasing h we find the spin wave modes eventually
become gapped out and the minimum shifts to q = 0.
III. SPIRAL DIMER PHASE
We now come to the dimerized regime of the phase di-
agram, where the ground state can spontaneously break
the translational symmetry in the model. In the inter-
val 1.25pi . θ ≤ 3pi/2 with h = 0 the ground state
is spontaneously dimerized (breaking the translational
symmetry of the lattice) and gapped. Turning on a
weak magnetic field, much smaller then the gap, therefore
should not destroy the non-zero dimer order parameter.
Near θ = 1.25pi this requires an extremely small field
since the gap is exponentially small in |θ − 1.25pi| (see
Refs. 13, 14, 72, and 73). Instead, it couples neighbor-
ing valence bonds, introducing significant entanglement
in the ground state, and as a result we need a much larger
bond dimension than in the SFM phase. It is therefore
no longer reasonable to use a small bond dimension like
we did above (e.g., M = 50 gives a large truncation error
of the order of 10−4). However, we find that M = 200 is
sufficient to limit the truncation below a reasonable 10−8
and keep the computational costs at an acceptable level.
We present results accordingly, unless otherwise stated.
Introducing the spiral magnetic field has enlarged the
unit cell from one site to 2pi/η (in units of the lattice spac-
ing), and we have translational symmetry across these
unit cells for θ < 1.25pi as we have established in Sec. IIA.
In order to study the ground state breaking the transla-
tional symmetry of the model, we define the dimer order
parameter as D = |〈d(r = L/2)〉|, where
d(r) = Sr−1 · Sr − Sr · Sr+1, (27)
which is non-zero (in the thermodynamic limit) when the
translational symmetry of the model is broken. However,
it is not a priori obvious whether this order parameter
will be skewed by the presence of a spiral magnetic field,
which has enlarged the unit cell to 2pi/η. Nonetheless, as
shown in Fig. 9 (a), (b), and (c) for fixed L, the dimer
order parameter along the chain remains non-zero, and
the effect of the magnetic field is to break the symmetry
between the x, y, and z components of 〈S(r)αS(r+1)α〉.
As we increase the field, the dimerization is destroyed and
the model eventually enters the SPM phase [see Fig. 9
(d)]. One interesting contrast is that the behavior of
this observable in the SFM phase mimics the spin while
in the presence of dimerization these two are completely
distinct [see Figs. 2, 9 (e), and 10].
As shown in Fig. 10, despite the non-zero dimerization,
the bare spin expectation values still follow the spiral
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FIG. 9. Average nearest neighbor spin product along the
chain for θ = 1.3pi and L = 80 in the SD phase (a), (b), (c),
in the SPM phase for θ > 1.25pi (d). In contrast, for θ < 1.25pi
(e) is in the SFM phase and (f) is in the SPM phase. We find
the effect of the magnetic field in the SD phase is to break the
spin symmetry between the x (red), y (blue), and z (black)
components of the spin. For large fields in the SPM phase the
translational symmetry is restored and the value of θ dictates
the sign of the spin product.
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FIG. 10. Average spin along the chain for θ = 1.3pi in the SD
phase (a) and in the SPM phase (b) for L = 80 and M = 200
and x (red), y (blue), and z (black) spin components. The
dimerization is visible in the average spin in the SD phase,
whereas for large fields the translational symmetry is restored
in the SPM phase.
magnetic field albeit with the broken translational sym-
metry “imprinted” upon the average spin. As a result,
we find
〈Sx(r)〉 = −A cos(ηr) + (−1)r∆, (28)
〈Sy(r)〉 = A sin(ηr) + (−1)r∆, (29)
for an amplitude A, dimerization ∆, and 〈Sz(r)〉 ≈ 0.
Thus the spiral dimer phase (SD) is defined as having
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FIG. 11. Dimer order parameter defined in Eq. (27) for
θ = 1.3pi as a function of h and L. D versus h for various
L (a) and D versus L for various h (b). In the SD phase we
find the dimer order parameter is saturating to a constant for
large L and weak h. At large h, D goes to zero at large L,
and we take an estimate for transition from the smallest value
of h where D still seems to vanish at large L.
a non-zero dimer order parameter and dimerized spiral
pattern in the average spin.
We now come to the finite size scaling of the dimer
order parameter, for system sizes ranging from L = 40
to 120. We find that the dimer order parameter is ap-
proaching a non-zero value in the large L limit in the
range 1.29pi . θ ≤ 3pi/2 despite the presence of a small
spiral magnetic field. As shown in Fig. 11 (a), for in-
creasing h we find that the dimer order parameter goes to
zero, implying a continuous transition out of the dimer-
ized phase into the SPM. Therefore, despite the pres-
ence of a non-zero spiral magnetic field, we still find that
D distinguishes the dimerized phase from the SFM and
SPM phases in the large L (or thermodynamic) limit.
However, as seen in Fig. 11 (b), finite size effects for
the the dimer order parameter are not small. As a re-
sult D is not particularly suited for a precise extraction
of the critical phase boundary with the system sizes at
our disposal. Therefore, we resort to an analysis of the
dimer-dimer correlation function.
To study the long range dimer order in more depth we
compute the dimer-dimer correlation function, defined as
CD(r, r
′) = 〈d(r)d(r′)〉. (30)
It is helpful to note that in the limit of h = 0 and
θ = 1.5pi, the result CD(r, 0) ∼ (−1)rc0 at large r is
exact [11] and c0 can be taken as another order parame-
ter for the dimer phase. As shown in Fig. 12 (a), we find
that for weak magnetic fields, CD(r, L/2) saturates to a
constant at large r, whereas at large fields c0 goes to zero
(passing over several orders of magnitude in our DMRG
data). To determine the phase boundary separating the
SD and SPM phases we compute the dimer-dimer corre-
lation length ξD from Eq. (17) (replacing C
z with CD).
This is shown in Figs. 12 (b) and (c) for various system
sizes. We find a crossing of ξD/L vs h/J for various L.
However, in comparison with the quality of the data for
ξz in Fig. 4, we find that the crossing in ξD is drifting with
L. This implies that there are large finite size corrections
at these system sizes, and we cannot provide as precise
an estimate of hc. As a result, at these system sizes we
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cannot accurately compute the critical exponents gov-
erning the transition for the SD to SPM quantum phase
transition. This is in contrast to the SFM to SPM tran-
sition where we can reach much larger system sizes due
to the small bond dimension, and thus we can estimate
hc and the corresponding critical exponents accurately.
Nonetheless, we use this procedure to provide an esti-
mate of the location of the phase boundary separating
the SD and SPM phases in the range 1.29 ≤ θ ≤ 3pi/2.
IV. PHASE DIAGRAM
We are now in an excellent position to construct the
full phase diagram of the model in the h − θ plane, re-
stricted to the FM regime pi/2 < θ < 3pi/2. As we have
established in Sec. II, for 0.5pi < θ . 1.25pi the SFM
phase undergoes a second order quantum phase transi-
tion into a SPM phase as a function of the strength of the
magnetic field. In contrast, for 1.25pi . θ ≤ 1.5pi we find
the model is in the SD phase that spontaneously breaks
the translational symmetry for weak magnetic fields. In-
creasing the magnetic field “melts” this dimer order giv-
ing rise to a continuous transition into the SPM phase.
This results in the phase diagram shown in Fig. 13, where
we have also included the classical SFM phase boundary.
For θ in close proximity to θ = 1.25pi the problem is
rather delicate. To study the evolution of the θ tuned
transition at θ = 1.25pi in the presence of a SOC requires
a full solution of the model in the three dimensional pa-
rameter space of θ− h− η. Here, however, we have fixed
η and studied the evolution of the model as a function
of h and θ. Coming from the SFM side of the transition
(θ < 1.25pi), for fixed θ = 1.245pi we find the crossing
in ξz/L is sharpening up with increasing L, see Fig. 14
(a) compared with Fig. 4 (a) and (c). Despite this, we
expect the SFM to SPM transition remains continuous
all the way to θ = 1.25pi, where our data is consistent
with no SFM all the way down to h = 0.
In the absence of a SOC, it was suspected that there
was an intervening nematic phase separating the FM
and dimer phases in the range 1.25pi < θ < 1.33pi (see
Refs. 13, 14, 72, 74, and 75 and many more references
therein). It is possible, though not likely, that the spi-
ral magnetic field can help stabilize the possible nematic
phase. The nematic phase is expected to have a non-
zero quadrupolar moment, which can be captured by the
quadrupole correlation function averaged over the solid
angle [73]. This is defined as
CQ(r) =
2
15
∑
α
〈(Sαn )2(Sαn+r)2〉 − 〈(Sαn )2〉〈(Sαn+r)2〉
+
1
15
∑
α<β
〈Tαβn Tαβn+r〉 − 〈Tαβn 〉〈Tαβn+r〉, (31)
where Tαβn = {Sαn , Sβn} is the anticommutator and we
take n = L/2. However, the quality of agreement be-
tween recent arguments for non-perturbative Berry phase
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FIG. 12. Dimer correlations for θ = 1.3pi and M = 225. (a)
Dimer correlation function measured from the center of the
chain (r′ = L/2) for various values of the spiral magnetic field
and a system size L = 120. For small fields in the SD phase
CD(r, L/2) saturates to a constant at at large r, where as in
the SPM phase it goes to zero. The dimer correlation length
[from CD(r, L/2) in Eq. (17)] as a function of the magnetic
field for various system sizes for θ = 1.3pi (b) and θ = 1.4pi (c).
The crossing of ξD/L estimates the location of the quantum
phase transition into the SPM phase, here we find hc(θ =
1.3pi)/J = 0.033(8) and hc(θ = 1.4pi)/J = 0.25(2). The drift
in the crossing with L implies large corrections to finite size
scaling.
effects and numerical data seem to rule out the nematic
phase [72, 73] for h = 0. Instead, the dimer order param-
eter is exponentially small but non-zero near θ = 1.25pi
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FIG. 13. Phase diagram as a function of h and θ for a fixed
pitch η = 0.1pi extracted from the DMRG calculations. The
dashed line marks the classical SFM phase boundary, which
completely misses the dimerized phase and underestimates
the stability of the SFM for positive K˜. Error bars are deter-
mined based on the spread of the crossing in the correspond-
ing correlation length (the error bars for SFM-to-SPM are
smaller than the symbol). (Inset) Zoomed in on the region
near θ = 1.25pi, here we have added a schematic dashed red
line, where we expect the critical field is exponentially small.
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FIG. 14. (a) Spin correlation length as a function of h for
θ = 1.245pi. In close proximity to θ = 1.25pi we find the
SFM to SPM transition remains continuous. (b) Quadrupo-
lar correlation length for θ = 1.28pi, as a function of h for
various systems sizes. We find ξQ is going to zero with L and
monotonically decreases with increasing h. Thus, the spiral
magnetic field suppresses the quadrupolar correlations.
and the quadrupolar correlation length ζQ, defined from
CQ(r) ∼ exp(−r/ζQ)/rx, is exponentially large but fi-
nite. Therefore, the situation is numerically very delicate
already at h = 0 and only very large system sizes [72] can
sort out the situation. Since in the presence of SOC the
mentioned absence of good quantum numbers prevents
us from boosting the simulations to reach such lengths,
we have preferred to avoid estimates of the dimer or-
der parameter for 1.25pi < θ < 1.29pi. Conversely, in
this region we have extracted the effective quadrupolar
correlation length ξQ just in a similar fashion as ξ
z, by
replacing Cz in Eq. (17) by CQ defined in Eq. (31). As
shown in Fig. 14 (b), we find that ξQ/L decreases with
increasing L and h, thus clearly signaling a suppression
of the quadrupolar correlations by the spiral magnetic
field.
We are now in a position to complete the phase di-
agram. Since we have established that dimerization is
stable in the presence of SOC and the nematic phase is
not, we argue that in the regime 1.25pi ≤ θ < 1.29pi of the
phase diagram, the SD phase should be stable for an ex-
ponentially small field strength and the phase boundary
is beyond the scope of our present numerics. To show
this we have placed a schematic red line in the phase
diagram.
V. DISCUSSION AND CONCLUSION
We have described the evolution of the ferromagnetic
spin-1 bilinear-biquadratic spin chain, an effective de-
scription of the Mott insulating phase of a spin-1 Bose-
Hubbard model, in the presence of Raman-induced spin-
orbit coupling. Our high-precision numerical results, ob-
tained by (essentially exact) density matrix renormal-
ization group calculations, have revealed a rich mag-
netic phase diagram, with phases that “survive” the ap-
plication of a spiral magnetic field, and unusual quan-
tum phase transitions to the high-field paramagnetic
state. If we work in the co-rotating frame of the
Raman field, the spiral magnetic field transforms into
translation-invariant spin-anisotropic and antisymmet-
ric Dzyaloshinskii-Moriya interaction terms (see Eq. 15),
which have been rarely studied for spin-1 degrees of free-
dom. Our work in this regard is unique.
Our calculated critical exponents for the spiral ferro-
magnet to paramagnet quantum phase transition in the
spin orbit coupled spin-1 Bose-Hubbard model (ν ≈ 2/3
and γ ≈ 1/2) point to the possible existence of a new
universality class in this problem. Our results for the
numerical value of the correlation length exponent are
consistent with the universality class of classical uniax-
ial dipolar ferromangets [65–67] and the XY chiral spin
liquid transition in two dimensions [68] but the current
numerical accuracy of our calculations does not allow us
to disentangle this from the possible three-dimensional
Ising and XY universality classes. On physical grounds
however, it is most natural to expect that our results
are consistent with the chiral spin liquid class as this
involves a helical magnetic transition. It will be very
interesting to study the dynamical properties of this uni-
versality class in more depth to determine the value of the
dynamic exponent z. In the absence of a spin orbit cou-
pling the quantum ferromagnet has spin waves dispers-
ing like q2 and therefore lives in an effective dimension
deff = d+ z = 3. However, it is not clear from our study
of the static quantum critical properties what the value
of z is in the presence of a spin orbit coupling. If this
transition is consistent with the chiral class in classical
deff = 2, it would imply that the presence of the spin or-
bit coupling and the corresponding spiral magnetic field
has induced a dimensional reduction (i.e. from 3 to 2
and correspondingly z goes from 2 to 1) at the spiral
ferromagnet to paramagnet transition. We expect the
universality class we have discovered to be prevalent in
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spin orbit coupled spinor bosons in one dimension as our
results describe a ferromagnet in a spiral magnetic field.
Thus we expect that our results will also describe the
universality class of spin orbit coupled pseudospin-1/2
bosons in the insulating Mott phase. We expect that
other unusual universality classes in spin-1 chains can
be realized with the addition of long-range interactions,
which can be emulated in trapped ion simulators [76] and
polar molecules [77].
An inherent feature of the spin-1 nature of the model
is the existence of the spiral dimer phase, which will not
be present in the pseudospin-1/2 Bose Hubbard model
(without fine tuning). It is then natural to ask: what is
the nature of the spiral dimer to paramagnet quantum
phase transition? It is not yet clear whether or not the
transition can simply be described by an Ising transition
due to the Z2 dimer order parameter, or if spin-orbit cou-
pling has changed the problem fundamentally as it has
for the spiral ferromagnet to paramagnet transition. To
address this question, it will be essential to reach large
chain lengths and large bond dimensions in the presence
of spin orbit coupling. It will be interesting to try and
generalize the field theory of the dimer phase [72] to in-
corporate a spin orbit coupling.
Our results provide guidance for future cold atom ex-
periments to try and probe the exotic magnetic phases
and the corresponding phase transitions we have discov-
ered here theoretically. We can place each spin-1 bosonic
atom that is readily trapped and cooled on the phase
diagram in Fig. 13 for the unit filled Mott lobe. It is
possible to study the spiral dimer phase by using 23Na
with θ = 1.26pi. Whereas, the spiral ferromagnet is ac-
cessible to 7Li, 41K, and 87Rb with θ = 1.15pi, 1.242pi
and 1.249pi respectively. It will be very promising to
probe the ferromagnetic spiral phase dynamically in ex-
periments by preparing a polarized (i.e. ferromagnetic)
initial state, which quenches the spin-entropy. Then adi-
abatically or diabatically tuning the system into the Mott
phase, should allow experiments to probe the physics of
the spiral ferromagnetic ground state. We believe that
the cold atom realization of the one dimensional bosonic
spin system discussed in our work will lead to the obser-
vation of several new strongly correlated quantum mag-
netic phases which do not exist in solid state materials.
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