The geometric motivic Poincaré series of a germ (S, 0) of complex algebraic variety takes into account the classes in the Grothendieck ring of the jets of arcs through (S, 0). Denef and Loeser proved that this series has a rational form. We give an explicit description of this invariant when (S, 0) is an irreducible germ of quasi-ordinary hypersurface singularity in terms of the Newton polyhedra of the logarithmic jacobian ideals. These ideals are determined by the characteristic monomials of a quasi-ordinary branch parametrizing (S, 0).
Introduction
A germ (S, 0) of complex analytic variety equidimensional of dimension d is quasiordinary (q.o.) if there exists a finite map π : (S, 0) → (C d , 0) which is unramified outside a normal crossing divisor in (C d , 0). Quasi-ordinary singularities admit fractional power series parametrizations, which generalize Newton-Puiseux expansions of plane curves (see [1] ). Quasi-ordinary surface singularities appear classically in the Jung's method to parametrize and resolve surface singularities (see [27] ) and are related to the classification of singularities by Zariski's dimensionality type (see [30] ). Classical examples are plane curve singularities, Hirzebruch-Jung surfaces and simplicial toric varieties. In addition to the applications in equisingularity problems, the class of q.o. singularities is also of interest to test and study various open questions and conjectures for singularities in general, particularly in the hypersurface case (see [32] ). In many cases the results passed by using the fractional power series parametrizations of these singularities, which allow explicit computations combining analytic, topological and combinatorial arguments (see for instance [29, 13, 37, 33, 2, 20] ). It is natural to investigate new invariants of singularities, such as those arising in the development of motivic integration, on this class of singularities with the hope to extend the methods or results to wider classes (for instance by passing through Jung's approach).
We recall the definition of the geometric motivic Poincaré series of a germ (Z, 0) of complex algebraic variety (or complex analytic or algebroid) equidimensional of dimension d. The set H Z of formal arcs of the form, Spec C[[t]] → (Z, 0) has a scheme structure over C (not necessarily of finite type). Let s 0, the set H s,Z of s-jets of (Z, 0) of the form Spec C[t]/(t s+1 ) → (Z, 0), has the structure of algebraic variety over C. By a Theorem of Greenberg [22] , the image of H Z by the natural morphism of schemes j s : H Z → H s,Z , which maps an arc to its s-jet, is a constructible subset of H s,Z .
The Grothendieck ring K 0 (Var C ) of C-varieties is generated by the symbols [X] for X an algebraic variety, subject to relations:
. Since a constructible set W has an image [W ] in the Grothendieck ring K 0 (Var C ) of varieties, it is natural to consider the geometric motivic Poincaré series of the germ (Z, 0):
This series, which was introduced more generally by Denef and Loeser in [5] , is inspired by related Poincaré series in arithmetic geometry [9] . It has a rational form:
Theorem. (see [5] 
There is not a general formula for this invariant in terms of a resolution of singularities of (Z, 0) (notice that these kind of formulas exists for other motivic invariants as the motivic zeta function, see [6] ). There is no conjecture on the meaning of the exponents a i , b i which may appear in the denominator of a rational form of P (Z,0) geom (T ). It is not known if such a rational expression for this series holds in the ring K 0 (Var C )(T ).
If (Z, 0) is an analytically irreducible germ of plane curve the series P (Z,0) geom (T ) determines and it is determined by the multiplicity of (Z, 0) (see [7] ). Nicaise has given formulas for P (Z,0) geom (T ) for germs (Z, 0) with a very special embedded resolution of singularities [35] , for instance if (Z, 0) is the cone over a smooth hypersurface H ⊂ P d C then P (Z,0) geom (T ) is determined by [H] , d and the multiplicity of (Z, 0). Lejeune-Jalabert and Reguera have studied the motivic Poincaré series of a germ (Z, 0) of normal toric surface at its distinguished point. They have given a formula for the rational form of this series in terms of the Hirzebruch-Jung continued fraction describing the resolution of singularities of Z (see [28] and also [34] for a different approach and comparison with other motivic series). If (Z, 0) is a germ of affine toric variety of dimension d we prove in [4] that P (Z,0) geom (T ) is determined by the Newton polyhedra of the logarithmic jacobian ideals, which are defined in terms of the modules of differential forms with logarithmic poles outside the torus of Z. Rond studied the coefficients of the series P (S,0) geom (T ) associated to a germ of q.o. hypersurface and computed the sum of this series in some particular cases (see [40] ).
In this paper we describe the rational form of the geometric motivic Poincaré series of a germ (S, 0) of q.o. hypersurface singularity. Our approach is independent of Rond's.
A q.o. hypersurface singularity (S, 0) has a fractional power series parametrization, which possesses a finite set of characteristic monomials (generalizing the characteristic exponents of plane branches) and which classify the embedded topological class of (S, 0) ⊂ (C d+1 , 0) (see [13, 29] ). Since the normalization (S, 0) of the germ (S, 0) is a toric singularity (see [16] ) it is natural to extend the approach in [4] to the q.o. case. For this reason we introduce a sequence of monomial ideals J 1 , . . . , J d of the analytic algebra of the normalization (S, 0). These ideals, called the logarithmic jacobian ideals, are defined first in a combinatorial manner in terms of the characteristic monomials. Inspired by the toric case [4, 28] , we prove that these ideals can be defined in terms of the composite of canonical maps Ω S → ΩS → ΩS(log D), where Ω S (resp. ΩS and ΩS(log D)) denotes the module of holomorphic differential forms of (S, 0) (resp. over (S, 0) and the module of forms with logarithmic poles at the complement D of the torus in (S, 0)), see Section 9. In the toric case the blow up of the ideal J d is the Nash modification (see [28] ). In the q.o. case the normalized Nash modification of (S, 0) is equal to the normalization of (S, 0) followed by the normalized blow-up of the ideal J d (see [17] ).
We study the arc space H S of (S, 0) by relating it with the arc space HS of the normalization (S, 0). We denote by H * S (resp. by H * S ) the set of arcs with generic point in the torus ofS (resp. arcs in H S which lift to an arc in H * S ). For s 0 we have that j s (HS) = j s (H The description of the rational form of the geometric motivic Poincaré series P (S,0) geom (T ), is done by using the methods and combinatorial results of [4] .
We determine first a formula for the class [j m (H * S,ν )] in terms of the Newton polyhedra of the logarithmic jacobian ideals in Theorem 5·8. These ideals satisfy similar combinatorial properties in the toric case and in the q.o. case, though the proofs are more difficult in the second case. In addition, new combinatorial features are needed to relate the parametrization of (S, 0) with fractional power series with the parametrization of j m (H * S,ν ) by using the coordinates of the arc space of the torus. We prove then that the rational form of the series P (S) is determined by the Newton polyhedra of the logarithmic jacobian ideals and the lattice N (see Theorem 5·9). We deduce a formula for the rational form of P geom (T ) may be quite different (for instance if the normalization of (S, 0) is smooth). In Section 10 we give an example of q.o. surface (S, 0) such that P (S,0) geom (T ) = P (Z(S),0) geom (T ), where Z(S) is the monomial variety associated to the q.o. hypersurface (see Section 3). Notice that these two series coincide in the one dimensional case.
The paper is organized as follows. The first three sections introduce the basic notions we need on arc and jets spaces, toric geometry and q.o. singularities. We describe the orbit decomposition of the arc space of a q.o. hypersurface in Section 4. In Section 5 we state the main results. In Section 6 we give some combinatorial convexity properties of the Newton polyhedra of the logarithmic jacobian ideals. In Section 7 we prove Theorem 5·8. In Section 8 we describe the series P (S) and prove the rationality results. In Section 9 we define the logarithmic jacobian ideals in terms of differential forms.
The results and proofs in this paper hold if the field C is replaced by any algebraically closed field of characteristic zero.
Basic definitions on arc and jet spaces
We refer to [26, 10, 6, 31, 41] for expository papers on arc and jet schemes and/or motivic integration. We introduce arc and jet spaces on an equidimensional germ of complex analytic variety (Z, 0) (or complex algebraic variety or algebroid). Arc and jet spaces can be defined on any algebraic variety (without fixing the origin of the arcs).
We have an embedding (Z, 0) ⊂ (A n C , 0) in such a way that the germ (Z, 0) is defined by the ideal I ⊂ C{x 1 , . . . , x n }. An arc h :
) is defined by n formal power series
(resp. n-polynomial expressions (1·1) mod t m+1 ). For any F ∈ I, the coefficient of
, where
n ), for j ∈ Z 0 . This arc (resp. m-jet) factors through (Z, 0) if for any F ∈ I we have F (x 1 (t), . . . , x n (t)) = 0. (resp. F (x 1 (t), . . . , x n (t)) = 0 mod t m+1 ). The arc space H Z (resp. m-jet space H m,Z ) is the reduced scheme underlying the affine scheme Spec A Z , where
. We have morphisms of schemes j m : H Z → H m,Z and j m+1 m : H m+1,Z → H m,Z induced by truncating arcs or jets mod t m+1 , for every m 0. We have that
i is a formal power series and m 0 we set j m (h) := h(t) mod t m+1 .
Some basic definitions on toric geometry
See [12, 11, 36] for general references on toric geometry. If N ∼ = Z d is a lattice we denote by N R (resp. N Q ) the vector space spanned by N over the field R (resp. over Q). If {u i } i∈I ⊂ N R we denote by span Q {u i } i∈I the linear subspace spanned by the u i over Q.
In what follows a cone mean a rational convex polyhedral cone: the set of non negative linear combinations of vectors a 1 , . . . , a r ∈ N . The cone τ is strictly convex if it contains no lines, in that case we denote by 0 the 0-dimensional face of τ . The dual cone τ ∨ (resp. orthogonal cone τ ⊥ ) of τ is the set {w ∈ M R | w, u 0, (resp. w, u = 0) ∀u ∈ τ }. We denote by
• τ or by int(τ ) the relative interior of the cone τ . A fan Σ is a family of strictly convex cones in N R such that any face of such a cone is in the family and the intersection of any two of them is a face of each. The relation θ τ (resp. θ < τ ) denotes that θ is a face of τ (resp. θ = τ is a face of τ ). The support (resp. the k-skeleton) of the fan Σ is the set |Σ| :
. We say that a fan Σ ′ is a subdivision of the fan Σ if both fans have the same support and if every cone of Σ ′ is contained in a cone of Σ. If Σ i for i = 1, . . . , n are fans with the same support
Let τ be a strictly convex cone rational for the lattice N . The toric variety
is an open dense subset of Z τ , which acts on Z τ and the action extends the action of the torus on itself by multiplication. There is a one to one correspondence between the faces θ of τ and the orbits orb θ of the torus action on Z τ , which reverses the inclusions of their closures. The closure of orb θ is the toric variety Z τ . The dual fan Σ(I) associated to an integral polyhedron N (I) is a fan supported on τ which is formed by the cones σ(F ) := {ν ∈ σ | ν, ω = ord I (ν), ∀ω ∈ F }, for F running through the faces of N (I). Notice that if θ ∈ Σ(I) and if ν, ν ′ ∈
• θ then we have that F ν = F ν ′ and we denote this face of N (I) also by F θ .
The affine varieties Z σ corresponding to cones in a fan Σ glue up to define a toric variety Z Σ . The subdivision Σ ′ of a fan Σ defines a toric modification π Σ ′ : Z Σ ′ → Z Σ . If I is a monomial ideal of Z τ Σ = Σ(I), the toric modification π Σ : Z Σ → Z τ is the normalized blowing up of Z τ centered at I (see [28] for instance).
Quasi-ordinary hypersurface singularities
A germ (S, 0) of complex analytic variety equidimensional of dimension d is quasiordinary (q.o.) if there exists a finite projection π : (S, 0) → (C d , 0) which is a local isomorphism outside a normal crossing divisor. If (S, 0) is a hypersurface there is an em-
] is a q.o. polynomial: a Weierstrass polynomial with discriminant ∆ x d+1 f of the form ∆ x d+1 f = x δ ǫ for a unit ǫ in the ring C{x} of convergent power series in the variables
] is irreducible. The Jung-Abhyankar theorem guarantees that the roots of a q.o. polynomial f , called q.o. branches, are fractional power series in C{x 1/n0 }, for n 0 = deg f (see [1] ).
Lemma 3·1. (see [13] , Prop.
] be an irreducible q.o. polynomial. Let ζ be a root of f with expansion:
(i) β λi = 0 and if β λ = 0 then λ ∈ M j where j is the unique integer such that λ j λ and λ j+1 λ (where means coordinate-wise and we convey that λ g+1 = ∞).
Definition 3·2. The exponents λ 1 , . . . , λ g in Lemma 3·1 above (resp. the monomials x λ1 , . . . , x λg ) are called characteristic of the q.o. branch ζ. We denote by M the lattice M g and we call it the lattice associated to the q.o. branch ζ. We denote its dual lattice by N . For convenience we denote λ 0 := 0.
Without loss of generality we relabel the variables x 1 , . . . , x d in such a way that if
. , g, then we have:
where lex is lexicographic order. The q.o. branch ζ is normalized if λ 1 is not of the form (λ Lipman proved that the germ (S, 0) can be parametrized by a normalized q.o. branch (see [13] , Appendix). We assume from now on that the q.o. branch ζ is normalized.
The semigroup Z 
. By Lemma 3·1 the series ζ can be viewed as an element
The previous Lemma shows that the normalization (S, 0) of a q.o. hypersurface singularity (S, 0) is the germ of the toric varietyS = Z σ ∨ ∩M at the distinguished point. More generally, the normalization of a q.o. singularity, non necessarily hypersurface, is a toric singularity (see [37] and [38] ). If n : (S, 0) → (S, 0) is the normalization map the composite
is a q.o. projection, since it is the toric map defined by the inclusion of algebras,
by the finite index lattice extension M 0 ⊂ M (see [36] ). If θ σ, the toric map between the orbit closures Z
⊥ is the composite of
where n θ and π θ denote respectively the restrictions of n and π and (S θ , 0) is the coordinate section of (S, 0) given by: [29] ). The germ (S θ , 0) is a q.o. hypersurface of dimension dim θ ⊥ parametrized by the series
Definition 3·4. For θ σ, we call S θ the q.o. coordinate section associated to θ, we denote by M (θ, ζ) the lattice associated to the q.o. branch ζ θ and by N (θ, ζ) its dual lattice.
Notice that the dual cone of σ ∨ ∩ θ ⊥ is equal to the image σ/θR of the cone σ in the quotient vector space N R /θR. We have finite index lattice extensions M 0 (θ) :
sheets, which is unramified over the torus. The index [M ∩θ ⊥ : M (θ, ζ)] is equal to the number of irreducible components of the germ of S at a generic point of S θ (cf. Proposition 4.5.4 in [29] ).
The elements of M defined by:
The semigroup Γ defines an analytic invariant of the germ (S, 0) (see [15, 18, 37] ).
Following Teissier's approach [14] , [39] , the singularity (S, 0) can be presented, after re-embedding in a suitable affine space of larger dimension, as the generic fiber of a 1-parametrical deformation with special fiber equal to the monomial variety Z(S) (see [16] ). This family is equisingular in the sense that one toric morphism of the affine space provides a simultaneous embedded resolution of singularities of the family (see [14] for the one dimensional case, [16] in the q.o. case and [39] for related results in a more general context). The normalizations of (S, 0) and of (Z(S), 0) coincide. See [16, 17] for the properties of the equisingular deformation of Z(S) with generic fiber (S, 0).
Arcs and jets on a quasi-ordinary hypersurface
In this Section we study the arcs in the q.o. hypersurface (S, 0) by using the toric structure of (S, 0), following the approach of [25, 24, 4] . We keep notations of Section 3. Recall that the normalizationS of S is equal to the toric variety Z σ ∨ ∩M . The set H * S of arcs of HS with generic point in the torus is
Any arch ∈ H * S defines two group homomorphisms νh :
If m ∈ σ ∨ ∩ M then we have that νh(m) > 0 hence νh belongs to
• σ ∩N . It follows that ωh defines an arc in the torus T N (see [4] ). We define similarly the set H * S ⊂ H S :
Definition 4·1. (see [25, 24, 4] 
The set H * S consists of those arcs h ∈ H S such that there existsh ∈ H * S such that h = n •h. Notice that if h ∈ H * S then the generic point of h is not contained in the singular locus Sing S of S, since Sing
By the valuative criterion of properness applied to the normalization map, there exists a unique arch ∈ HS such that h = n •h. Since (3·3) defines a q.o. projection it follows that h ∈ H * S and h →h defines a bijective correspondence between the sets H * S and H * S . Definition 4·2. For any ν ∈
• σ ∩N we define the sets:
Ishii noticed that the space of arcs in the torus acts on the arc space of a toric variety (see [23, 24] ). The set H * S,ν is an orbit of the action of the arc space of the torus of S (see [23] ). The maph → n •h defines a bijective correspondence between the sets H * S,ν
and H * S,ν . We usually denote the set H * S,ν by H * ν . The set H * S is invariant for this action of the arc space of the torus and we obtain the partitions:
and H * S = ν∈ . In this case, it follows from the properties of (3·3) that the arc h factors through (S θ , 0) and belongs to the set H * S θ
. We deduce from this observations the following partition of the arc space H S = θ σ H * S θ .
Statement of the main results
We state in this section the main results of the paper. We keep notations of the previous sections.
Notation 5·1. We denote by e 1 , . . . , e d the elements of the canonical basis of Z d . We also denote the characteristic exponent λ j of the q.o. branch ζ by e d+j , for j = 1, . . . , g. We set e 0 := ∞ and e d+g+1 := ∞.
Definition 5·2. We introduce the following subsets of σ ∨ ∩M associated to the q.o. branch ζ parametrizing the germ (S, 0).
We call the monomial ideal of C{σ ∨ ∩ M } defined by (5·1) the k th -logarithmic jacobian ideal of (S, 0) relative to the q.o. projection π, for k = 1, . . . , d. We abuse slightly of notation by denoting this ideal also by J k . We denote by Σ k (resp. by ord J k ) the dual subdivision of σ (resp. the support function) associated to the Newton polyhedron of the
Remark 5·3. These ideals can be defined in terms of holomorphic differential forms with logarithmic poles outside the torus ofS (see Section 9). The terminology is inspired by [28] and [4] . Now we introduce an auxiliary series to study P (S,0) geom (T ). By Greenberg's Theorem, for any θ σ we have that j s (H S θ ) is a constructible subset of the s-jet space of (S, 0). It follows that
is also a constructible subset. Taking the images of theses sets in the Grothendieck ring it is natural to consider the auxiliary Poincaré series,
which measures the jets of arcs through (S, 0) which do not factor through any proper q.o. coordinate section (S θ , 0), 0 = θ σ. We will show that the coefficient of T s in the series P (S) is a finite sum of classes [j s (H * ν )]. Notice that if τ σ the series P (S τ ) is defined similarly by formula (5·2).
Proposition 5·4. (cf. Prop. 4.1 [4] ) We have the equality P (S,0)
(i) The series P (S σ ) takes into account those jets of arcs in H S which truncate to 0.
where m is the multiplicity of S θ (see Proposition 10.2.1 in [7] ). Recall that if Σ is a fan then Σ (1) denotes the set of one dimensional cones of Σ (see Section 2).
Definition 5·6. (cf. Notation 4.7 [4] ) The following maps are piece-wise linear functions on the cone σ:
We define φ 0 := 0 and φ d+1 := ∞ by convenience. If ρ ⊂ σ is a cone of dimension one, we denote by ν ρ the generator of the semigroup ρ ∩ N . We define the finite set:
i , and ρ∩
This definition applies for the q.o. sections S θ , for 0 θ < σ. For θ = σ we set B(S θ ) := {(0, 1)}.
Theorem 5·8 is essential to prove the main results of the paper:
be an irreducible germ of q.o. hypersurface. Then there exists a polynomial Q S ∈ Z[L, T ] determined by the lattice M and the Newton polyhedra of the logarithmic jacobian ideals of (S, 0) such that
Combining Theorem 5·9 with Proposition 5·4 we deduce the following Corollary:
The series P (S,0) geom (T ) depends only on the logarithmic jacobian ideals and lattices M (θ, ζ) associated to the q.o. sections S θ for 0 θ σ (with respect to the q.o. projection π).
As an application we give a formula for the motivic volume of the arc space of a q.o. hypersurface. We refer to [5, 8, 31] for the definition of measurable sets and properties of the motivic volume.
Let τ be a strictly convex cone rational for the lattice N . The generating series
ν has a rational form
Corollary 5·11. (cf. Prop. 10.1 [4] ) The motivic volume of the arc space H S of the q.o. hypersurface (S, 0) is equal to
Remark 5·12. In Section 10 we give an example of q.o. surface singularity such that all the candidate poles in Corollary 5·10 are actual poles.
We give a geometrical interpretation of the set of candidate poles of the series P 
The modification π k is the minimal modification with normal source, which factors through the normalization of S and the normalized blowing up ofS with center J i , for i = 1, . . . , k. The rays ρ in the fan ∩ k i=1 Σ i correspond bijectively to orbit closures of Z k which are of codimension one. If ν ρ is the generator of the semigroup ρ ∩ N we denote by E νρ the irreducible component corresponding to ρ. We denote by val νρ the divisorial valuation of the field of fractions of C{σ ∨ ∩ M }, which is associated to the divisor E νρ . If m ∈ M then we have that
We have that 
Combinatorial convexity properties of the logarithmic jacobian ideals
In this section we give a series of results on the properties of the support functions of the logarithmic jacobian ideals associated to a q.o. hypersurface germ (S, 0), which are used in Sections 7 and 8.
Notation 6·1. If ν ∈ σ ∩ N we denote by ν the partial order on M defined by λ ν λ
Remark 6·2. The logarithmic jacobian idealsJ 1 , . . . ,J d of the normalization (S, 0), which are studied in [4] , are different than those of (S, 0) in general. Recall that we haveS = Z 
The following example shows that the q.o. case is not as simple as the toric case.
Example 6·3. Consider a q.o. branch with characteristic exponents λ 1 = (1/2, 1/2, 0) and λ 2 = (1/2, 1/2, 1/4). The points ν 1 = (4, 2, 8) and ν 2 = (4, 2, 4) belong to the lattice N . It is easy to check that ord J2 (ν 1 ) = ν 1 , e 2 + λ 1 , ord J2 (ν 2 ) = ν 2 , e 2 + λ 1 , ord J3 (ν 1 ) = ν 1 , e 1 + e 2 + λ 2 and ord J3 (ν 2 ) = ν 2 , e 2 + λ 1 + e 3 . Then we get (ord J3 − ord J2 )(ν 1 ) = ν 1 , λ 2 − λ 1 + e 3 while (ord J3 − ord J2 )(ν 2 ) = ν 2 , e 3 .
Notation 6·4. We fix a partial order on the set {e 1 , . . . , e d+g } by
in such a way that if ν, e ij = ν, e i k for 1 i j d and d
By Lemma 3·1 we have the inequalities
In the following Proposition we use the convention ν, ∞ = ∞ > r, for r ∈ R (see Notations 5·1).
With respect to the order (6·1), the vector ν defines a sequence 1 j
is already defined. Set:
Set a k+1 := w k + e i(k) and b k+1 := w k − λ n(k) + λ t(k) + e m(k) . Then we have that:
Proof. We prove it by induction on k.
Assertion 6·6. If the vector e j with 1 j d and j = m(k) appears in the expansion of w ′ k+1 as sum of k + 1 linearly independent elements of {e 1 , . . . , e d+g }, then e j appears in the expansion of w k+1 .
Proof of the assertion. If e j does not appear in the expansion of w k+1 , then w ′ k+1 − e j belongs to J k and we deduce ν, w k ν, w ′ k+1 − e j < ν, w k+1 − e j , where the first inequality follows by the induction hypothesis and the second by (6·4). Then we get ν, w k + e j < ν, w k+1 and since j = m(k) the vector w k + e j belongs to J k+1 , but this is in contradiction with the choice of w k+1 in the algorithm, hence the assertion holds.
Now we distinguish various cases:
(i) If m(k) = 0, then we obtain w k+1 = w k + e i(k) by definition. By the Assertion there is an integer 1 r g such that w ′ k+1 − w k+1 = λ r − λ n(k) . By (6·2) and (6·4) we deduce that r < n(k), but then w ′ k+1 − e i(k) = w k − λ n(k) + λ r ∈ J k and ν, w 
. By definition of t(k) we deduce that r t(k) > n(k). Then it follows that ν, w
ν, w k+1 , which contradicts (6·4). (iv) If m(k) = 0 and w k+1 = w k − λ n(k) + λ t(k) + e m(k) the assertion implies that e m(k) appears in the expansion of w ′ k+1 ∈ J k+1 . We deduce that w k+1 = w+λ t(k) +e m(k) and w ′ k+1 = w + λ r + e m(k) . Formula (6·4) implies that r < t(k) which is a contradiction with the definition of t(k).
The two choices appearing in (6·3) occur (see Example 6·3).
Remark 6·7. Notice that m(k) > 0 implies n(k) > 0 and ν, λ n(k) < ν, e m(k) (otherwise w
Lemma 6·8. (cf. Lemma 5.3 [4]) For all ν ∈
• σ ∩N we have that
Proof. The assertion is equivalent to the inequality ν, w k − w k−1 ν, w k+1 − w k for 1 k < d, where w k−1 , w k and w k+1 are defined by the algorithm and w 0 := 0. We distinguish the cases:
(i) If φ k (ν) = ν, e i(k−1) and φ k+1 (ν) = ν, e i(k) the result follows by definition of e i(k−1) in Proposition 6·5. (ii) If φ k (ν) = ν, e i(k−1) and φ k+1 (ν) = ν, λ t(k) − λ n(k) + e m(k) , we get w k = w k−1 + e i(k−1) and w k+1 = w k − λ n(k) + λ t(k) + e m(k) . We distinguish two subcases below: (ii.1) If e i(k−1) = λ n(k) we get ν, e m(k) > ν, λ n(k) by the definition of the algorithm hence we deduce
+ e m(k−1) and w k+1 = w k + e i(k) . Since the vector e i(k) is not a characteristic exponent we deduce that w k−1 + e i(k) ∈ J k . Then we get the inequalities ν, w k ν, w k−1 + e i(k) , and it follows that:
we obtain w k = w k−1 − λ n(k−1) + λ t(k−1) + e m(k−1) and w k+1 = w k − λ n(k) + λ t(k) + e m(k) . Since the vector w k−1 + e m(k) belongs to J k we deduce ν, w k < ν, w k−1 + e m(k) . We get
(cf. Definition 5·7, Proposition 6·5 and Lemma 6·8).
In addition, if 1 j < n(k) and λ j = d i=1 λ j,i e i then λ j,i = 0 implies that ν, e i ν, λ j s.
be the vector defined by Proposition 6·5. We denote by ℓ = ℓ k (ν) (resp. by ℓ ′ ) the linear subspace of M Q spanned by the vectors in the expansion of w k (resp. w ′ k ). We prove first that ℓ = ℓ ′ . If ℓ ′ and ℓ are distinct we verify that φ k (ν) = φ k+1 (ν). Suppose that there exists a vector e j0 appearing in the expansion of w ′ k and such that e j0 / ∈ ℓ. We distinguish two cases:
k − e j0 belongs to J k−1 and we find the contradiction ν, w
ν, e j0 thus φ k (ν) = φ k+1 (ν) holds by Lemma 6·8. (ii) If for any 1 j d, with e j appearing in the expansion of w ′ k then e j ∈ ℓ, then we get w k = w + e r and w ′ k = w + λ n ′ , for 1 r d + g and 1 n ′ g. Then ν, λ n ′ = ν, e r and by (6·2) the vector e r can not be a characteristic exponent. Thus n(k) = 0 and we get w k+1 = w k + λ n ′ . We obtain φ k+1 (ν) = ν, λ n ′ = ν, e j φ k (ν) thus φ k (ν) = φ k+1 (ν) holds by Lemma 6·8. We obtain that ℓ ⊂ ℓ s ν by checking that ν, e j . By Lemma 6·8 we deduce ν, e j
or e m(l) = e j (k) r then in both cases we get φ l+1 (ν) ν, e j (k) r , since ν, λ n(l) < ν, e m(l) and n(l) < t(l). We prove that ℓ s ν ⊂ ℓ. If ν, e j s for 1 j d and if e j / ∈ ℓ then w k+1 := w k + e belongs to J k+1 ; we deduce that φ k+1 (ν) ν, w k+1 − w k s contradicting the hypothesis. We have also shown that λ n(k) ∈ ℓ hence if n(k) < j < t(k) then λ j ∈ ℓ by definition of t(k). If 1 j < n(k) then ν, λ j < ν, λ n(k) s by (6·2) and it is easy to see from the algorithm in Proposition 6·5 that λ j belongs to span Q {e i | 1 i d, ν, e i s} ⊂ ℓ. It follows that ℓ 
s. For instance, consider a q.o. branch with characteristic exponents λ 1 := ( ). If ν = (12, 16, 18 ) ∈ N then we get φ 1 (ν) = 8, φ 2 (ν) = 12 and φ 3 (ν) = 17. If 12 s < 17 then we obtain (ν, s) ∈ A 2 , n(2) = 1, m(2) = 2, t(2) = 2 and ν, λ 2 = 9 s. Definition 6·15. Let (ν, s) ∈ A k for some k, s > 0. With the notations of Proposition 6·5 we define the integer p(k) by
Lemma 6·17. If (ν, s) ∈ A k for 1 k d and 1 j < p(k) the following inequality holds
If in addition n(k) > 0 and m(k) = 0 we have
Proof. Suppose first that ν, λ j ν, e q λ j for some 1 j p(k). It follows that (6·6) holds by Remark 6·7. We deduce also that (6·5) holds since ν, λ p(k) s hence ν, λ p(k) − λ j s − ν, λ j s − ν, e q λ j . We deal first with the case 1 j < n(k). If ν, λ j < ν, e q λ j then the set {1 r j | λ r = λ n(k ′ ) for 1 k ′ k} is non empty and n(k) > 0. We introduce the terms λ r0 , . . . , λ r h = λ n(k) , which are the characteristic exponents appearing in the expansion of the terms w k0 , . . . , w k h defined in Proposition 6·5 by the vector ν for suitable integers k 0 , . . . , k h . First we set
and then inductively r i :
After finitely many steps we have an integer h such that k h k and r h = n(k), and the process stops.
It is easy to check that r 0 j < r 1 ν, λ r0 ν, λ j < ν, λ r1 . Notice that e q λr l = e m(k l ) for l = 0, . . . , h − 1 and if m(k) = 0 we have also that e q λr h = e m(k h ) = e m(k) . Remark that the definition of w k1 , . . . , w k h in Proposition 6·5 involves the choice b ki in (6·3), i.e., we have:
and similarly by Lemma 6·8 and Definition 5·7,
Summing the inequalities in (6·7) for l = 1, . . . , h − 1 with (6·8) provides the inequality
Now we distinguish two cases: (i) If ℓ(λ r0 ) = ℓ(λ j ) then q λr 0 = q λj by definition. Then the inequality (6·6) hold by (6·9) since ν, λ r0 ν, λ j . Adding (6·9) with the inequality
shows that (6·5) holds.
(ii) Otherwise ℓ(λ r0 ) ℓ(λ j ) and we have that λ j = λ n(k ′ ) for k 0 < k ′ < k. The characteristic exponent λ j is not chosen at any step of the algorithm in Proposition 6·5, that is, ν, e q λ j < ν, λ j − λ r0 + e qr 0 .
(6·11)
Then we check that (6·6) holds by adding the inequalities (6·11) and (6·9). The same happens for (6·5) by adding (6·11), (6·9) and (6·10). It remains to prove that (6·5) and (6·6) hold for n(k) j < p(k). In this case e q λ j = e m(k) and the inequalities hold trivially by the definition of p(k) since ν, λ n(k) ν, λ j .
7.
The jet space j s (H * S,ν ) Notation 7·1. In this section we fix (ν, s) ∈ A k for some 0 k d and we simplify our notations. Let w k = e j (k) 1
be the vector defined by ν in Proposition 6·5. We relabel the vectors in {e 1 , . . . , e d } in such a way that w k = e 1 + · · · + e k if n(k) = 0, and
We denote the integers n(k), m(k) and p(k), defined in the Section 6 in terms of ν, k and s, simply by n, m, and p, respectively.
We begin by recalling some definitions and results from [4] . Let {m 1 , . . . , m d } be a basis of the lattice M . We consider a set of variables {c(
to define the C-algebra . We associate to w ∈ M the terms c(w) and u j (w), for j 1, in the ring A TN , by w → c(w)u(w) in (7·1), where c(w) is the constant term of the series and u(w) is of the form u(w) = 1 + j 1 u j (w)t j . The following result show some relations among the elements u i (w) ∈ A TN , when we vary i and w ∈ M , in terms of linear dependency relations among the w ∈ M .
Lemma 7·2. (see Lemma 6.2 in [4] ). Let w 1 , . . . , w k be linearly independent vectors in the lattice M spanning the linear subspace ℓ of M Q . For any w ∈ ℓ and s 1 the term
We use in an essential manner the parametrization of the sets H * S,ν by the arc space of the torus T N . We have an homomorphism of semigroups:
It defines a parametrization of H * S,ν by the arc space of the torus T N . Recall that by Lemma 3·3 we have that the analytic algebra of the germ (S, 0) is is (x 1 , . . . , x d+1 ) where x i := X ei for i = 1, . . . , d and x d+1 := ζ (see the notations of Section 3). The restriction of the homomorphism C{σ
] defined by (7·2) to the local algebra O S parametrizes the set H S,ν . This homomorphism verifies that
where u(x i ) is a series of the form u(x i ) = 1 + j 1 u j (x i ). For 1 i d we have that c(e i )u(x i ) is the image of e i by the map (7·1), in particular u(x i ) = u(e i ). We use the expansion (3·1) of x d+1 = β λ X λ as a power series in C{σ ∨ ∩ M } to describe expansions of the terms u r (x d+1 ) in terms of u l (e i ), for i = 1, . . . , d + g and 1 l r.
Notation 7·3. For 1 j g we denote by C j the C-algebra of A TN generated by c(m) for m ∈ M j . We denote C g simply by C.
• σ ∩N and r 1 are fixed we set the sequence r 1 , . . . , r g by:
Remark 7·5. Notice that if r s − ν, λ 1 then we have that r j s − ν, λ j for every 1 j g.
Proposition 7·6. Let r 1 be an integer. In A TN we have the expansion:
We use Notation 7·4. If 1 j g and r j 0 then we set
The following properties hold:
l < r j unless λ = λ j and l = r j , for j = 1, . . . , g.
Proof.
We deduce that
by comparing the definition of u(x d+1 ) with the expansion (3·1) of x d+1 in C{σ ∨ ∩ M }. The equality follows by collecting the terms in t r in (7·7). The sum in (7·5) is finite because there is a finite number of lattice points λ verifying that λ λ 1 and ν, λ ν, λ 1 + r, since ν ∈ • σ ∩M . Notice that u 0 (λ) = 1 by definition and the term obtained for l = 0 (resp. l = r) in the sum (7·5) is
The other assertions are obtained by collecting the indices in the sum (7·5) according to (7·4).
Remark 7·7. For simplicity we convey that the term α j rj equals zero whenever r j < 0. Hence we can write u r (x d+1 ) = Proposition 7·9. Let us denote by B 0 the C-algebra
. . , g. Suppose that for 1 j g the algebras B 0 , . . . , B j−1 have been defined by induction. Then we have that F j is a multiplicative subset of B j−1 and the localization B j :
. This set generate A TN as a C-algebra by Proposition 7·8, since the vectors e 1 , . . . , e d are linearly independent.
The idea of the proof of Theorem 5·8 is rather similar to that of Proposition 7·9, though we have to precise the form of the terms u r (x i ) which remains when taking a s-jet. This is controlled by the following Proposition: Proposition 7·10. Suppose that (ν, s) ∈ A k . We consider an integer r such that 
This holds if and only if j p (see Notation 7·1).
Suppose that u l (λ) appears with non zero coefficient in α rj j for some 1 j p. This implies that X λ appears in the expansion (3·1) of ζ, ν, λ j ν, λ ν, λ j+1 and λ = λ j+1 , thus λ ∈ M j and λ ν λ j . Then we obtain
if n = 0, s − ν, e m − λ n + λ j if n > 0 and m = 0, s − ν, λ n − λ j if n > 0 and m = 0.
We deduce from these inequalities, using (6·5), λ j ν λ and λ n ν λ p that l s − ν, e q λ j .
Since λ ∈ M j is ν λ j we have a unique expansion of the form λ = λ ′ + where λ ′ λ j belongs to ℓ(λ j ) and h i 0 are integers. Since ν, λ s it follows from Proposition 6·10 that λ belongs to ℓ s ν . We deduce that ν, λ ν, λ ′ and ν, λ ν, e i if h i > 0. This implies that l s − ν, e i if h i = 0 and together with (7·9) proves that l s − ν, e q λ .
Notation 7·11. We denote byB 0 the C-algebra of A TN generated by:
We setC the C-algebra generated by {c(e j ) | ν, e j s, 1 j d + p} Proposition 7·12. We use Notations 7·1 and 7·11. TheC-algebra generated byB 0 coincides with theC-algebra of A TN generated by the following elements:
if n = 0
if n > 0 and m = 0.
(7·12)
Proof. We consider the case n = 0 (resp. n > 0 and m = 0). By Lemma 6·10 we have that if ν, e i s and
. It is sufficient to prove that the elements u r (x d+1 ) for 1 r s− ν, λ 1 belong to theC-algebra generated by (7·11) and (7·12). By Propositions 7·6 and 7·10 we get u r (x d+1 ) = θ(λ)u l (λ) where λ ∈ ℓ s ν ∩ M p , θ(λ) ∈C and l s − ν, e q λ . This implies that λ ∈ span Q (e 1 , . . . , e k ) (resp. λ ∈ span Q (e 1 , . . . , e k−1 )) and l s− ν, e i for i = 1, . . . , k (resp. for i = 1, . . . , k −1) thus by Lemma 7·2 we deduce that θ(λ)u l (λ) ∈C[u 1 (e i ), . . . , u s− ν,ei (e i )] i=1...k(resp. k−1) .
We deal then with the case n > 0 and m = 0. It is sufficient to prove that the elements u r (x d+1 ) for 1 r s − ν, e m − λ n + λ 1 belong to theC-algebra generated by (7·11) and (7·12). The conclusion follows by the same arguments, by using Propositions 7·6, 7·10 and Lemma 7·2.
Proposition 7·13. We setF j := {c(e i ) | ν, e i s, 1 i d + j} for j = 1, . . . , p. Suppose that for some 1 j < p the algebrasB 0 , . . . ,B j−1 have been defined by induction. ThenF j is a multiplicative subset ofB j−1 and the localizationB j :=B j−1 [(F j )
−1 ] is a subalgebra of A TN . Then the ringB :=B p is generated byB 0 as aC-algebra. The rinḡ B is the coordinate ring of j s (H * ν ).
. By definition we have that c(x i ) = c(e i ) for i = 1, . . . , d+ 1, hence it follows thatF 1 ⊂B 0 is a multiplicative subset. We apply Propositions 7·6 and 7·10 for r = ν, λ 2 − λ 1 . We deduce that u r (x d+1 ) = α r1 + θ(λ 2 ) where α r1 belongs tō B 1 . It follows that c(λ 2 ) = β λ1 β −1 λ2 c(λ 1 )θ(λ 2 ) belongs toB 1 and this implies thatF 2 is a multiplicative subset ofB 1 . Suppose that the assertion is true for 1 j − 1 g. Then we apply Proposition 7·10 for r = ν, λ j and we deduce similarly thatF j is a multiplicative subset ofB j−1 . We can iterate this procedure for j = 1, . . . , p. By Proposition 7·12 it follows thatB is theC-algebra generated byB 0 . By constructionB is the coordinate ring of j s (H * ν ) (compare with Proposition 7·9).
Lemma 7·14. The generators (7·11) and (7·12) of theC-algebraB are algebraically independent over the field of fractions ofC.
Proof. If n > 0 and if ν, λ n < r then we have that u r (x d+1 ) is of the form: 
If 1 j < n then we have the inequality l = r − ν, λ − λ 1 r − ν, λ n − λ 1 = r n . The equality l = r n implies that ν, λ = ν, λ n , thus λ belongs to M n−1 ∩span Q (e 1 , . . . , e k−1 ) since ν, λ n < ν, e m . If n j then we have that l < r n by (7·14).
Now we prove the Proposition by distinguishing the following cases: (i) If n = 0 then the assertion is consequence of Proposition 7·8.
(ii) If n > 0 and m = 0 the assertion is consequence of (7·13) and Proposition 7·8.
(iii) If n > 0 and m = 0 then by Proposition 7·2 and the definition of e m we have that theC algebra generated by {u l (e 1 ), . . . , u l (e k−1 )} s− ν,ei l=1
, coincides with theC algebra generated by
. We deduce the statement from this, the equation (7·13) and Proposition 7·8.
Proof of Theorem 5·8. The statement is clear if (ν, s) ∈ A 0 . Suppose that (ν, s) ∈ A k for some 1 k d and s > 0. By Lemma 7·14 we have sk − ord J k (ν) generators of B as aC algebra. These generators, indicated in (7·11) and (7·12), are algebraically independent over the field of fractions ofC. Notice thatC is the C algebra of the rank k sublattice of ℓ s ν ∩ M p hence SpecC is a k-dimensional torus. It follows from this and Proposition 7·13 that we can define an isomorphic parametrization
8. Description of the series P (S) and proofs of the rationality results
First we study the relations between the sets j s (H * ν ) when ν varies. Definition 8·1. Define an equivalence relation in the set A k for 1 k d:
We denote by [(ν, s)] the equivalence class of (ν, s) ∈ A k by this relation.
(ii) If k = d the equivalence relation is the equality.
The following are equivalent:
Proof. The equivalence between (i) and (ii) follows by Lemma 6·10, Definition 5·7 and the definition of the equivalence relation.
If (ii) holds, then the vectors obtained in the algorithm in Proposition 6·5 coincides for both ν and ν ′ . It follows that the indices m(k), n(k) and p(k) are the same for ν and ν ′ . These facts imply that the isomorphic parametrizations (7·15) corresponding to
and (iii) holds. If (iv) holds we prove that (ii) holds. There exists h ∈ H * ν and h
Then for any i ∈ {1, . . . , d + 1} the inequality ν, e i s implies that ν, e i = ν ′ , e i . We denote by n(k) and m(k) (resp. n ′ (k) and m ′ (k)) the integers associated to (ν, s) (resp. (ν ′ , s)) in Proposition 6·5. If n(k) = 0 then the assertion follows.
We have that ν |ℓ = ν for r = 1, . . . , s − ν, λ . Then it is easy to see that the initial coefficients of X λj •h and
Notation 8·4. The coneσ := σ × R 0 is rational for the latticeN := N × Z.
If τ is a cone contained in a cone of the fan ∩ k i=1 Σ i then we have that if τ (k) = ∅, then the closure of τ (k) inσ is a convex polyhedral cone, rational for the latticeN (since in this case the functions ord J1 , . . . . ord J k , hence also φ 1 , . . . , φ k , are linear on τ and the function ord J k+1 , hence also φ k+1 , is piece-wise linear and convex on τ ). The set A k,τ may be empty, for instance, if τ is contained in the boundary of σ or if for all ν in the interior of τ we have that φ k (ν) = φ k+1 (ν). (
Proof. The proof coincides with that of Proposition 8.8 [4] .
is non-empty if and only if 
If s 0 1 the coefficient of T s0 in the auxiliary series P (S) is obtained by taking classes in the Grothendieck ring in (8·2), and then using Theorem 5·8. Proposition 8·12. (cf. Prop. 8.12 [4] ) If τ ∈ D k we set
We have that P (S) =
The main results on the geometric motivic Poincaré series are based on Theorem 5·8 and Proposition 8·11. The proofs of the main results of this Section follow by applying the method introduced in the toric case [4] .
Recall that if ρ ∈ ∩Σ j is of dimension one we denote by ν ρ the integral primitive vector in N .
Proposition 8·13. (cf. Prop. 9.5 [4] ) If 1 k d − 1 then the rational form of the series P k,τ (S) is of the form: 
Examples
Example 10·1. We compute the series P (S,0) geom (T ) for a q.o. surface parametrized by a q.o. branch ζ with characteristic exponents λ 1 = (3/2, 0), λ 2 = (7/4, 0) and λ 3 = (2, 1/2).
We have that σ = R . We denote by θ 1 and θ 2 the one-dimensional faces of σ. The plane curves S θ1 and S θ2 have multiplicities two and four respectively which determine the terms P (S θ1 ) and P (S θ2 ) by Remark 5·5. Notice that D 1 = ∅ thus
We determine this sum by computing the generating functions of the sets
• τ ∩N and applying the method of Proposition 9.5 and Section 12 of [4] . We get: .
(T ) associated with the monomial variety associated with the q.o. surface(S, 0) of example 10·1 (see Definition 3·5).
The semigroup Γ is determined by the characteristic exponents. In this example the semigroup is generated by e 1 = (1, 0), e 2 = (0, 1/2), e 3 = (3/2, 0), e 4 = (13/4, 0) and e 5 = (24/4, 1/4). The lattice M coincides with the one ofS. The dual cone of ΓR 0 coincides with σ. Since the monomial curves Z have multiplicities 2 and 4 respectively, we get P (Γ ∩ θ ⊥ i ) = P (S θi ) for i = 1, 2. Since D 1 = ∅ we obtain that P (Γ) is obtained by a formula analogous to the right hand-side of (10·1), in terms of the subdivision associated to the logarithmic jacobian ideals of Z Γ (see [4] ). The subdivision obtained for the monomial variety is different that the one obtained for the q.o. singularity. We get: geom (T ). See [3] for explicit examples of geometric motivic Poincaré series of toric or q.o. singularities of dimensions two or three.
