Abstract. This paper studies optimal strategies to terminate a mortgage with a fixed interest rate by paying the outstanding balance all at once at a time of borrower's choice. The problem is modelled as a free boundary problem under the assumption of the Vasicek's term structure and Black-Scholes theory. Here the free boundary is the optimal time where mortgage contract is to be terminated. A number of integral identities are derived and then used to design efficient numerical codes computing the free boundary. For numerical simulation, parameters for the Vasicek model are estimated via the method of maximum likelihood estimate using 40 years of data from US government bonds. The asymptotic behavior of the free boundary near infinite horizon is fully analyzed. Interpolating this infinite horizon behavior and a known near expiry behavior, two simple analytical approximation formulas for the optimal exercise boundary are proposed. Numerical evidence shows that the approximation formula is amazingly accurate; in general, its relative error is less than 1%, for all time before expiry.
Introduction
In this paper, we consider a mortgage contract of fixed interest rate. We are interested in the problem of whether it is better for the mortgage borrower to terminate the mortgage by prepaying it with a lump sum and the optimal time to do so.
The mortgage contract under consideration has a duration T (years) and a fixed mortgage interest rate c (year −1 ). At any time t during the term of the mortgage, the outstanding balance owed, M (t), is reduced in the time period [t, t + dt) by dM (t) = cM (t)dt − mdt ∀t T where cM (t)dt is the interest accrued on the balance and mdt is the payment resulting from a constant continuous rate of payment of m ($/year). In order that the mortgage be retired at t = T , the condition M (T ) = 0 applies so that use the Vasicek model [4] for this short term market return rate, r t , described by the stochastic differential equation dr = k(θ − r)dt + σ dW t where k, θ, and σ are assumed to be positive known constants and W t is the standard Wiener process. Here the units for k, θ, σ, and W t are year −1 , year −1 , year −3/2 and year 1/2 respectively. To mend the fact that the Vasicek model is not sufficient to describe the whole term structure, here we assume for simplicity that in this model the market price of risk has been incorporated into the drift k(θ − r); that is to say, the probability associated with the Brownian motion {W t } is the risk-neutral probability.
Intuitively if an overall market return rate is expected to be low (relative to c) for a certain amount of time, one should choose to terminate the contract early. On the other hand, if the market return rate is strictly larger than c or if an overall market return rate is expected to be higher than c for a certain amount of time, one should choose to defer the closing date by an investment in the market of the capital M (t) less the obligatory payment of m per unit time. Hence, at every moment that the contract is in effect the borrower must monitor the market return rate and decide whether to immediately close the contract. Statistically, there is an optimal strategy in making such a decision.
To find such a strategy, we introduce a function V (r, t) being the (expected) value of the contract at time t and current market return rate r t = r. This value can be regarded as an asset that the contract issuer (the mortgage company) possesses, or a fair price that a buyer would offer to the contract issuer in taking over the contract, say, in an issuer's reconstructing or liquidation process. The value V is calculated according to the borrower's optimal decision; i.e. the issuer is a passive player. Since the borrower can terminate the contract by paying M (t) at any time t, we have 0 V (r, t) M (t) ∀r ∈ R, t T.
This automatically implies that V (r, T ) = 0 for all r. Now suppose t < T and V (r, t) < M (t). Then it is expected that the borrower will not terminate the contract in the near future, so statistically the value V (r, t) should be determined by its expected value at time t + dt plus the payment m dt from the borrower; that is, V (r, t) = m dt + E V (r + dr, t + dt) e −r dt where e −r dt is the discount factor between time t + dt and t. Assuming that V is smooth in a neighborhood of (r, t), we then can use the assumed distribution of dr to calculate E V (r + dr, t + dt) = V (r, t) + ∂V (r, t) ∂t dt + ∂V (r, t) ∂r [k(θ − r)]dt + ∂ 2 V (r, t) ∂r 2
σ 2 2 dt.
Hence, we obtain the following problem for V defined for all t ≤ T and r ∈ R:
∂ 2 V ∂r 2 + k(θ − r) ∂V ∂r + m = rV if V (r, t) < M (t), t < T, 0 V (r, t) M (t) := m c (1 − e c(t−T ) ) ∀ t T, r ∈ R.
(1.1)
One recognizes that this is precisely the problem that would be obtained for an American style contingent claim from a Black-Scholes analysis using the Vasicek model for the underlier. In our derivation, V is an expected price. Nevertheless, if we assume that the market price of risk has been incorporated in the drift term k(θ − r), then a dynamic hedging portfolio using zero coupon bonds of various maturity can be constructed to replicate the claim. Thus the value V is indeed the arbitrage-free price of the mortgage contract.
One can imagine that as r increases, the value V should decrease since the borrower will be less likely to close the contract and after inflation, the expected future payment at the fixed rate c would translate into less value at the current time. Mathematically, we can verify this as follows. Note that V r := ∂V ∂r satisfies the differential equation, in the set where V < M (t),
∂V r ∂r + (r + k)V r = −V 0.
By a comparison principle, we see that V r (r, t) 0 for all r ∈ R, t T. Therefore, there is a function R(·) : (−∞, T ) → [−∞, ∞) such that for each t < T ,
V (r, t) < M (t) ⇐⇒ r > R(t). (1.2)
We call r = R(t) the optimal boundary of mortgage contract termination. That is, the best strategy for the borrower is to terminate the mortgage contract at the first time that the spot market return rate r t is below R(t).
The mathematical analysis for problem (1.1) has been completely carried out by Bian, Jiang, and Yi [1] . In particular, they proved that the problem is well-posed; namely problem (1.1) admits a unique solution which is smooth up to to free boundary r = R(r). Also, the free boundary R(·) is a smooth function strictly increasing on (−∞, T ), and has the asymptotic behavior
In this paper we shall consider numerical aspects of this problem. In the course of this study, we shall provide an analytical solution to the infinite horizon problem and show that
where R * and ρ * are constants that can be easily calculated by solving an algebraic equation involving Hermit functions. Based on the existing near expiry behavior (1.3) and our new long term behavior (1.4), we provide two global approximations. For all t T ,
.
We shall numerically demonstrate that these approximations are very accurate. In the special case when typically US economy parameters are used, we have
The paper is organized as follows. In §2 we use the statistical procedure of Maximum Likelihood Estimation (MLE) to determine reasonable values for the parameters k, θ and σ appearing in the Vasicek model to be used for the stochastic market rate of return. Without knowledge on the market price of risk, we can only believe with faith that these values should be in the vicinity of those values that incorporate the market price of risk. In §3, we make a series of transformations of variables to reduce problem (1.1) to a simpler version in terms of the heat equation. §4 develop integral identities that will be used in §5 to obtain fast and accurate numerical schemes based on Newton's method. Estimates for the asymptotic behavior of the termination boundary near and far from expiry of the mortgage are obtained in §6 and §7 respectively. These are combined in §8 to obtain simple global estimates. The paper concludes in §9 with some numerical experiments.
Calibration of The Vasicek Model Using MLE
In the Vasicek model [4] for the behavior of the rate of return, say a US government bond, the yield r t at time t is treated as a Markov process, governed by the stochastic differential equation
where k, θ, and σ are positive parameters and {W t } is the standard Wiener (Brownian) process.
To determine the numerical values of the parameters k, θ, σ in the Vasicek model, we use the method of maximum likelihood. Starting from an initial rate r τ = x, at a later time t (t > τ ), the probability density p for the rate r t to be equal to y is given by p(τ, x; t, y) := Probability (r τ = x, r t ∈ (y, y + dy) ) dy
be a collection of sample data where x i = r τ i , y i = r t i , and t i > τ i for all i. Assume that the time increment ∆t := t i − τ i is independent of i and that the intervals {[τ i , τ i + ∆t)} n i=1 are non-overlapping. Using
are i.i.d random variables. Hence, we can define the maximum likelihood function
Consequently, the maximum likelihood estimators (MLE) for k, θ, σ are defined as the maximizer of the function Φ. This results in the algebraic system
To simplify the system, we use the change of variables
Then the system ∇ k,θ,σ Φ = (0, 0, 0) is equivalent to ∇ b,θ,a Ψ = (0, 0, 0). This provides the algebraic system 1 a
Introduce the random variables X = (
Then solving the equations for a, b, θ and transforming back to k, θ, σ we obtain the following statistics for the maximum likelihood estimators, also known as the MLEs,
Now suppose we have a list {(τ i , r i )} n i=0 of rates of return r i at time τ i . Assume that all τ i+1 − τ i are positive and equal. Then we can take
and use these data to estimate the parameters k, θ, and σ in the Vasicek model. The following Table (Figure 1 ) is a summary of the MLEs, one for a 13 week US Treasury Bill and the other for a 10 year US Treasury Note. We use three different time intervals ∆t = t i+1 −t i : daily, weekly, and monthly. (We assume, as usual, that the weekend is approximately equivalent to a single trading day.) We calculated these data using 10, 20, 30, 40 year periods. One can see that within the same period, say from 1996 to 2006, the MLEs obtained by using the daily data, or the weekly data or the monthly data are basically the same. 
are unbiased statistics for θ and σ. This illustrates that the parameters σ and θ in the Table are quite stable, namely, not very sensitive to the method of sampling.
To estimate b, note that {z i := y i − bx i } being i.i.d random variables can be interpreted as saying that b is the best linear indicator between Y = (y 1 , · · · , y n ) and X = (x 1 , · · · , x n ) so we have a reasonable estimator
Here since τ i+1 = τ i + ∆t, i.e., y i = x i+1 , the distribution ofb is quite complicated. For the moment, we do not know ifb is unbiased.
Transformations
In this section, we shall make certain transformations to simplify the mathematical analysis of the equation for V ; namely, we transfer the Black-Scholes equation to a heat equation. For simplicity, we shall use subscripts to denote partial derivatives.
3.1. Time to Expiry. It is convenient to use the new variables
Note that τ is the time to expiry, and ψ is a dimensionless quantity measuring the advantage of deferring termination, i.e., the amount of premium lost if the contract is closed at the current time t and market rate r, in comparison to the optimal terminating strategy. In the new variables, (1.1) is equivalent to
We remark that the constraint ψ(r, τ ) 1 − e −cτ on the upper bound, which corresponds to the original constraint V 0, is not needed, since one can show that 1 − e −cτ is a super-solution so that by comparison
Also, differentiating in r one sees that
The maximum principle than implies that ψ r (r, t) 0 for all r ∈ R, τ 0. Therefore, there exists a function R : (−∞, T ) → [−∞, ∞) such that for each τ > 0,
This is an equivalent way of stating (1.2).
3.2. Dependent Variable Change. Let h = h(r, τ ) be a function to be determined shortly. We make the change of variables for the unknown function ψ by
Then the constraint for ψ becomes the constraint φ 0 for φ. When φ > 0 we have ψ > 0 and the differential equation for ψ is transformed to the following differential equation for φ:
where
2 h r + k(θ − r)} + r. We want to find a special h such that q ≡ 0. To this end choose
3.3. The Independent Variable Change. Finally, we make the change of variables
Then the system for φ becomes
For the system (3.1) to be well-posed, it is necessary to write the system for u = u(x, s) as
Note that f can be written as
where α, β, γ, and ν are dimensionless constants given by
Once we find the free boundary x = X(s) such that for each s > 1,
the optimal boundary r = R(t) for terminating the mortgage is given by
4. Integral Equations 4.1. Well-posedness. Using a standard theory of variational inequalities (e.g. [2] ), one can show (c.f. [1] ) that (3.2) admits a unique solution. In addition, there exists X such that
Here the differential equation for u is in the L p sense, i.e., both u s and u xx are in
Denote by
the fundamental solution associated with the heat operator ∂ s − 1 4 ∂ 2 xx . Using Green's identity, the solution u to the differential equation in (4.1) can be expressed as
4.2. The Integral Identities. In this section, we shall derive the following three integral identities for the unknown free boundary function X(·) defined on (1, ∞):
These identities correspond to the facts u(X(s), s) = 0, u x (X(s), s) = 0 and (4.2) we immediately obtain the first integral equation (4.3) for the unknown X(·).
Although u(x, s) = 0 for all x X(s), the equation (4.3) always produces the correct free boundary, as shown in the following Lemma.
. Then (X, u) solves (4.1) and u is the unique solution to (3.2). In addition,
Proof. Since X is continuous and f is smooth and bounded, the function u defined in (4.2) satisfies the differential equation in (4.1). In the domain {(x, s) | s > 1, x < X(s)}, u satisfies the heat equation u s = 1 4 u xx and the zero boundary condition so u ≡ 0 in the domain. After transforming to the original variable (r, τ, ψ) one can show that the corresponding function ψ satisfies ψ r 0. From this we can derive that u > 0 when x > X(s) and s > 1. Hence, (X, u) solves (4.1).
Next we prove (4.6). Let U be the solution to
Since f > 0 in Ω, we have U > 0 in Ω and
Finally, notice that f < 0 whenever x < β √ s, or whenever x < X(s), so that u satisfies the variational inequality (3.2). It is a known fact that for any given smooth bounded f , (3.2) admit a unique solution; see for example, Friedman [2] . This completes the proof. We remark that (4.3) is derived from u(X(s), s) = 0. Since both u x (X(s), s) = 0 and u s (X(s), s) = 0, it would not be easy to find a stable and efficient scheme based solely on (4.3) and the standard Newton's method. We shall derive numerical schemes based on other integral equations for X(·).
The Second Integral Identity.
A differentiation with respect to x for u in (4.2) gives, for every x ∈ R and s 1,
Such differentiation is permitted since f is bounded and smooth, whereas
The condition u x (X(s), s) = 0 immediately gives us the second integral equation (4.4) . For the same reason as before, although u x (x, t) = 0 for all x X(s), a solution to (4.4) always provides us the correct answer.
Theorem 2. Suppose X : s ∈ [1, ∞) → R is continuous and satisfies (4.4). Then it is unique and the function u defined in (4.2) solves (3.2) and (X, u) solves (4.1).
The proof is analogous to that for Lemma 1 and hence is omitted. Later we shall devise a numerical algorithm based on (4.4). For this, we need another integral identity. 4 .5. The Third Integral Identity. In order to take another derivative, we use integration by parts to write
Assume that X(·) is continuous. Then for x = X(s), we can exchange the order of differentiation and integration to obtain
As f is smooth, we derive that
Consequently, since u xx (x, s) = 0 for all x < X(s), we have u xx (X(s)+, s) = −4f (X(s), s) and the integral identity (4.5).
The fact that u xx (X(s)+, s) > 0 allows us to devise a stable and efficient Newton's iteration scheme to solve for X from the integral equation (4.4), originated from u x (·, s) = 0. As we shall see, the identity (4.5) will play an important role in simplifying our scheme.
A Newton Iteration Scheme
5.1. The Derivation. We intend to numerically solve X from the integral equation (4.4) . For this, we define an operator
Thus, our problem is to find X ∈ C([1, ∞)) ∩ C ∞ ((0, ∞)) such that Q[X] ≡ 0. For this, we use Newton's method.
To implement Newton's method, we need to calculate the first variation of Q[ρ]. For every smooth function ζ, we compute
In particular, when ρ = X, we can use (4.5) to simplify the expression as
Let ∆s, representing a certain mesh size, be small.
Here we have used the assumption that the improper integral
5.2. The Newton Iteration. Now we use Newton's method to devise an iteration scheme for the unknown function X.
Suppose we have already found X in [1, s − ∆s] and want to find X on (s − ∆s, s]. Picking an initial guess X old (s), say X old ≡ X(s − ∆s) on [s − ∆s, s]. We can find an iterative update scheme from X old to X new according the following rationale. Let ζ = X(s) − X old (s) be the amount of unknown correction needed. Then X old = X − ζ and using Q[X](s) = 0 and (5.1) we have
This gives us the approximation formula for the correction ζ in X new = X old + ζ:
Thus, we have the following Newton scheme, in a continuous setting,
We remark that in the interval (1, 1 + ∆s], one could pick the very first initial guess X old ≡ β.
For theoretical analysis, we propose the following scheme for the existence of a solution X to (4.4). Let 1 = s 0 < s 1 < s 2 < · · · be mesh points in the sense that ∆s n = s n − s n−1 is not large (so that o(1) in (5.1) is indeed small). Out objective is to show the existence of a solution X to (1, s) , to reduce the amount of calculation needed we shall make a simplification so that it involves only a boundary layer integral.
We begin with
We write
Introducing the complementary error function
we can express
Thus,
5.4. The Standard Numerical Scheme. Suppose we use mesh points
We denote by X i the approximation of X(s i ), i = 0, 1, 2, · · · . One can check that
We can use the trapezoid rule to discretize the integral for Q[X](s n ):
Consider z = X n as an unknown. Numerically, we solve for it from the equation
where, since G 1 (·, ·, ·, 1) ≡ 0 and G 2 (·, ·, ·, 1) ≡ 0, Q n (·) is defined by, for n = 1,
and for n ≥ 2,
Suppose X 0 , X 1 , · · · , X n−1 are known. We solve for X n = z from Q n (z) = 0 by the following iteration:
Here z 0 is an initial guess derived from a linear interpolation. We point out that Newton's method is quite efficient. For instance, in the example summarized in the left table in Figure  2 , when 1024 evenly distributed division points are use for the interval [1, e 2kT ] ∋ s with T = 1 (year) and the tolerance is set to be ε = 5 × 10 −7 , the sum of all the q's in the 1024 steps are 287; that is, the average number q of iteration is about 0.3, which means q = 0 in most updating steps from X n−1 to X n . Numerical simulation shows that this numerical scheme has error of size
where ∆s is the mesh size. That is to say, when the mesh size is halved, the error reduces by half. Finally, we remark that when n = 1, the equation for X 1 is equivalent to
This gives a rough approximation
As we shall see in the next section, this approximation is close, but not very accurate. The error comes from our Trapezoid rule for singular integrals.
5.5. Upgraded Numerical Scheme. In general, one can improve the rate of convergence for numerical integration by using higher order quadrature rules. Since in the current situation singular integrals are involved, higher order quadrature rules are not very effective. Here we introduce a modified Trapezoid rule designed specifically for the singular integrals at hand. Notice that for any constants a < b s and linear function g(x) on [a, b] we have
Thus, we can use the following discretization for the function Q[X](s n ). When n = 1,
When n ≥ 2,
Setting X 0 = β and a "ghost" value X −1 = β + 0.334 √ s 1 − 1, we can calculate {X n } iteratively for n = 1, 2, · · · by the following scheme
When ε is set to be 5 × 10 −7 , the average number of iteration needed is about 0.2, i.e., in most of the calculation, q in (5.4) is equal to 0. When ε = 10 −9 , the average number q of iteration is about 2. The rate of convergence is observed by numerical experimentation to be about O((∆s) 3/2 ):
That is, when the mesh size ∆s is halved, the error reduces by a factor 2 √ 2 = 2.8. At some special points, we have observed convergence rate of order (∆s) 2 .
Finally, we remark that when n = 1, the equation for X 1 is equivalent to
This gives a very accurate approximation
As we shall see in the next section, this approximation is almost the true asymptotic expansion, which reads X(s) = β − [0.334 . . . + o(1)] √ s − 1 as s ց 1. Figure 2 illustrate the rate of convergence for uniform mesh size. In this example, we take a typical US economy in 2006: in annual units, c = 0.055, θ = 0.05, σ = 0.015, k = 0.15.
A Numerical Example. The following two tables in
One notices that the Newton iteration converges very fast; for example, when 1024 evenly distributed grid points are used for the interval [1, e 2kT ] with T = 1 (year), the total number of iterations for the two schemes are 287 and 213 respectively, which means iteration is not needed in most updates. Also one sees that the upgraded scheme is significantly better than the standard scheme.
Standard
Tolerance Figure 2 . Rate of convergence for the standard numerical scheme (left) and the upgraded scheme (right). Here "Grid" stands for the number of grids, "Iteration" is the total Newton iterations, "Solution" is the value of X at s = e 2kτ with τ = T − t = 1 (year), "Improvement" is the difference between the current solution with that in the previous row, and "Rate" is the ratio of the consecutive improvements.
The following Figure 3 illustrates the difference of the two schemes. Since the upgraded scheme treats the singularity of the integral, the improvement of the solution at the first node is profound. Dots on the top curve are from the upgraded scheme; the dots on the bottom curve are for the standard scheme. The difference of the two solutions at the first node is profound.
Asymptotic behavior near Expiry
Here we perform a formal derivation of the asymptotic behavior of X near s = 1. A rigorous derivation using a totally different method can be found in [1] . One of the key observation here is that f (x, s) > 0 if x > β √ s and f (x, s) < 0 if x < β √ s.
Assume that X(1) = lim sց1 X(s) exists. We claim that X(1) = β. Indeed, we know that X(s) < β √ s for all s > 1. Should X(1) < β, then X(s) < β − ε for all s ∈ [1, 1 + ε) for some ε > 0. It then follows that u is smooth near (β − ε, 1), so that u ss (β − ε, 1) = f s (β − ε, 1) < 0 and hence u(β − ε, s) < 0 when 0 < s − 1 ≪ 1, contradicting the fact that u ≥ 0. Thus, we must have X(1) = β. Now we postulate that
We then can derive the asymptotic expansion
2 ).
Using the substitution ς = 1 + (s − 1)t and sending s ց 0, we see that κ satisfies the equation
After the substitution
It is easy to see that the right-hand is an increasing function of κ, equal to 0 when κ = 0 and equal to 9 √ π when κ = ∞. Thus, there exists a unique root κ to the equation. A numerical calculation shows that κ = 0.3343641440309...
Hence,
We remark that in [1] , the same asymptotic is obtained by finding the root of
Although it is very difficult to show analytically that the two transcendental equations (6.1) and (6.2) have the same roots, our numerical evaluation indicates that their roots are indeed identical.
Translating to the original variable, we have the asymptotic behavior:
Near expiry the optimal mortgage termination boundary r = R(t) has the asymptotic expansion
Asymptotic Behavior of R(t) When t → −∞
In this section, we shall prove the following Theorem 4. There exist constants R * ∈ (−∞, c) and ρ * > 0 such that
The idea here is to study first the limit (R * , V * (·)) := lim t→−∞ (R(t), c m V (·, t)), which solves a so-called infinite horizon problem, and then the limit ζ * (r) := lim t→−∞ ζ(r, t) where
After deriving the relatioṅ
we see that
The theorem will be proven in the following subsections. In the mean time, we shall derive formulas for R * , V * (·), ζ * (·) and ρ * .
7.1. The Infinite Horizon Problem. In [1] , it is shown thatṘ(t) > 0. Also, one can show that V t 0. Hence, there exists
From (1.1), one derives that (R * , V * ) is a solution to the following infinite horizon problem:
Theorem 5. Assume that σ, k, θ, c are positive constants. Then (7.2) admits a unique solution. In addition, the solution has the property that R * ∈ (−∞, c) and V * r (r) < 0 for all r ∈ (R * , ∞).
Before proving theorem 5, we first verify (7.2). Let (R * , V * ) be as stated in the Theorem. We claim that R(t) > R * for all t T . Suppose this is not true. Then since R(T −) = c, R is smooth andṘ < 0 in (−∞, T ), there exists a finite t * < T such that R(t) > R * for all t ∈ (t * , T ] and R(t * ) = R * . We calculate, for all r > R(t) and t ∈ [t * , T ],
It then follows from a strong comparison principle for V (r, t) and V * (r)M (t) in the set {(r, t) | t * ≤ t ≤ T, r ≥ R(t)} that M (t)V * (r) < V (r, t) for all r > R(t), t ∈ [t * , T ). In addition, as R is smooth, by Hopf's Lemma, we should also have V r (R(t * )+, t * ) > V * r (R(t * ))M (t * ) = 0, which is impossible since we know that M (t) = V (R(t * ), t * ) ≥ V (r, t * ) for all r. Hence, we must have R(t) > R * for all t T . In addition, by the comparison just established,
r > R(t). (7.3)
From these bounds and the fact thatṘ > 0 and V t 0 we then know that there exists (R(−∞), V (r, −∞)) := lim t→−∞ (R(t), V (r, t)). As R(t) ≥ R * , a local regularity result for parabolic equations [3] shows that lim t→−∞ V t (r, t) = 0 for every r > R(−∞). Thus the (R(−∞), V (r, −∞)) is a solution to the infinite horizon problem (7.2). By the uniqueness result of Theorem 5, we see that (7.1) holds. We summarize the result as follows.
Lemma 7.1. Let (R * , V * ) be the unique solution to (7.2). Then both (7.1) and (7.3) hold.
In the next two subsections, we prove Theorem 5, along with formulas for R * and V * (·).
The Homogeneous Equation.
We begin with the homogeneous equation
In self-adjoint form, this equation can be written as
If G 1 and G 2 are two linearly independent solutions, their Wronskian satisfies
where C is a non-zero constant. Thus, if there is a solution bounded at r = ∞, it is unique up to a constant multiple. We shall now find such a solution.
Lemma 7.2. Assume that σ > 0 and k > 0. Then (7.4) admits a unique solution satisfying
In addition, there exists r 0 ∈ [−∞, 0) such that
In particular, (i) when σ 2 ≤ 2k 2 θ, r 0 = −∞; (ii) when σ 2 > 2k 2 θ, r 0 > −∞ and G r (r 0 ) = 0.
Proof. Make a change of variables
Then H = H(x) satisfies the Hermite equation
A particular solution of this ode is the Hermite function defined as
Here Γ(·) is the Gamma function, N = {0, 1, 2, · · · } is the set of non-negative integers, and most importantly, the integral on the right-hand side is independent of the integer m and hence
where ω is any contour starting from ∞e 2πi , rotating around the origin clockwise without touching the origin and positive real axis, and finally ending at ∞e 0i . One has the relations
Here the first two relations can be verified from the definition. For the asymptotic behavior, for every µ ∈ C, taking any m ∈ N ∩ (Re(µ), ∞), we have,
by Lebesgue's Dominated Convergence theorem and the definition of the Gamma function. When µ ∈ N, one can check that H(µ, x) is the Hermite polynomial of degree µ and that H(µ, −x) = (−1) µ H(µ, x); in particular, H(0; x) = 1, H(1; x) = 2x, H(2; x) = 4x 2 − 2, H(3; x) = 2x(4x 2 − 6),
When µ is not an integer, one can calculate
When µ is a negative integer, one can use (7.6) with k = 0 to derive the same limit. Finally, from [e −x 2 H x ] x = −2µe −x 2 H, one can derive that on the real axis, H(µ; ·) > 0 > H x (µ; ·) when µ ≤ 0 and H(µ; ·) changes sign when µ > 0. Now going back to the original variable, we find that
It
Integrating (7.4) over R we obtain R re −k(r−θ) 2 /σ 2 G(r)dr = 0, where the improper integer is uniformly convergent. Finally, we have the following:
(1) When σ 2 > 2k 2 θ, we have µ > 0. As H(µ; ·) changes sign, so does G(·). Thus, there exists a finite real r 0 such that G r (r 0 ) = 0 and G r < 0 in (r 0 , ∞) . This implies that G > 0 in [r 0 , ∞). After integrating (7.4) over [r 0 , ∞) we obtain the integral identity in (7.5).
(2) When σ 2 ≤ 2k 2 θ, we have µ ≤ 0, so that H(µ; x) > 0 for all x ∈ R. Thus, G > 0 in R. As [e −k(r−θ) 2 /σ 2 ] r is positive in (0, ∞) and negative in (−∞, 0), in view of (7.7), we derive G r < 0 on R. Hence (7.5) holds with r 0 = −∞. This completes the proof.
7.3. Proof of Theorem 5. We divide the proof into several steps. Suppose (R * , V * ) solves (7.2). We first establish certain properties of (R * , V * ) and then derive a formula for it, thereby obtaining both existence and uniqueness.
1. First we show that V * r < 0 in (R * , ∞). Suppose otherwise. Then V * r (r 1 ) 0 at some r 1 > R * . Since V * (R * ) = 1 is a global maximum, r 2 := sup{r ∈ (R * , r 1 ) | V * r (r) < 0} is well-defined and by continuity V * r (r 2 ) = 0. The case V * rr (r 2 ) < 0 is impossible since it would imply V * r > 0 in (r 2 − ε, r 2 ) for some small positive ε, contradicting the definition of r 2 . The case V * rr (r 2 ) = 0 is also impossible since it would imply by the ode for V * that r 2 V * (r 2 ) = c > 0 and
for some small positive ε. Hence V * rr (r 2 ) > 0 and, by the ode, r 2 V * (r 2 ) > c. Set r 3 = sup{r > r 2 | V * r > 0 in (r 2 , r)}. Then for every r ∈ (r 2 , r 3 ), rV * (r) > r 2 V (r 2 ) > c and [e −k(r−θ) 2 /σ 2 V r (r)] r = (rV − c)e −k(r−θ) 2 /σ 2 > 0. That is, e −k(r−θ) 2 /σ 2 V r is a strictly increasing function on [r 2 , r 3 ). This implies r 3 = ∞ and lim r→∞ e −k(r−θ) 2 /σ 2 V r > 0, which further implies lim r→∞ V * r = ∞, contradicting the boundedness of V * . Thus we must have V * r < 0 in (R * , ∞). Consequently, 0 < V * < 1 in (R * , ∞).
2. Next we show that R * > r 0 . For this, consider the weighted Wronskian
It satisfies
Integrating this equation over (r, ∞) gives
First consider the case r 0 > −∞. Should R r 0 , we would have, since G r (r 0 ) = 0 and G > 0 on [r 0 , ∞), that 0 < W (r 0 ) = V * r (r 0 )G(r 0 )e −k(r−θ) 2 /σ 2 0, a contradiction. Next, we consider the case r 0 = −∞. Then G > 0 on R. Should R * = −∞, the boundedness of V * implies that along a sequence R j → −∞, V r (R j ) → 0 so that, in view of (7.7), W → 0 along the sequence {R j }, contradicting (7.8). Thus, we must have R * > r 0 .
3. Now we show that R * needs to satisfy the following solvability condition for R * :
In fact, substituting V * (R * ) = 1 and V * r (R * ) = 0 into (7.8) at r = r * gives
The equation in (7.9) then follows by noting that
4.
Here we show that (7.9) has a unique solution R * . Since It then follows that the algebraic equation Ψ(c, ·) = 0 has a unique root in (r 0 , ∞). Thus, R * is the unique root to (7.9) and
One notices that Ψ(c, r) > 0 for all r > R * . 5. We are ready now to derive a formula for V * . Integrating over [R * , r) the equation (7.8) multiplied by e −k(r−θ) 2 /σ 2 G −2 and using V * (R * ) = 1 we obtain
we can write the above expression as
In conclusion, if (R * , V * ) solves (7.2), then R * is the unique root to (7.9) and V * is given by (7.10), which is equivalent to (7.11).
6. Finally, from (7.10), we see that V * > 0 on [R * , ∞). Also, as Φ(c, r) > 0 for all r > R * , we see from (7.11) that V * < 1 in (R * , ∞) and that V * (R * ) = 1, V r (R * ) = 0. It is then an easy exercise to show that V * in (7.10) satisfies the ode in (7.2). Thus, (R * , V * ) obtained in this manner is indeed a solution to (7.2). We hence have established the existence of a unique solution to (7.2), thereby completing the proof of Theorem 5. 7.4. A Parametric Relation Between R * and c. As a function of c, R * defined in (7.9) is monotonic and the inverse function can be written as
In terms of the Hermite function, the relation between R * and c can be written in a parametric form with parameter x * by
Here c in (7.14) is obtained from c in (7.13) by integrating the identity
This implies, by the pde for V in (1.1) and by differentiating V r (R(t), t) = 0 that
Hence, to find the asymptotic behavior ofṘ(t) as t → −∞, it suffices to find the asymptotic behavior of V tr (R(t)+, t) as t → −∞. For this, we consider the function V t , whose boundary value at r = R(t) is known to be V t =Ṁ (t) = −me c(t−T ) . Also V t satisfies
For the leading order expansion of V t as t → −∞, it is natural to consider
This is another solution to the ode in (7.17) and satisfies lim r→∞ G 1 (r) = ∞. Define
Since ζ(·, t) is bounded and G 1 (∞) = ∞, δ(t) is positive and finite. In addition,
Furthermore, sinceṘ > 0, we have ζ(r) + δ(t)G 1 (r)| r=R(t) ≥ ζ(R(t),t) = 1 for all t <t. Hence, comparing ζ(r, t) and ζ * (r) + δ(t)G 1 (r) on {(r, t) | r R(t), t t } we have ζ(r, t) < ζ * (r) + δ(t)G 1 (r) ∀ r > R(t), t <t T.
Hence, 0 < δ(t) < δ(t) for all t <t 1 T . Consequently, there exists
Here we show that δ * = 0. Suppose on the contrary that δ * > 0.
(a) On the spatially bounded domain {(r, t) | r ∈ [R * , c + 2], t < T }, letζ be the solution to the boundary value problem
Also, using an elementary pde analysis, say the Fourier series, one can show that uniformly in r ∈ [R * , c + 2], lim t→−∞ζ (r, t) =ζ(r, −∞) whereζ(r, −∞) is the solution to the ode in (7.17) on [R * , c + 2] with the boundary valuê
By comparison, it is easy to see thatζ(r, −∞) < ζ * (r) + δ * G 1 (r) for all r ∈ [R * , c + 2). Thus, there exists δ 1 ∈ (0, δ * ) such that
This also implies that there exists t 1 ≪ −1 such that
(b) Now we compare the function ζ(r, t) and ζ * (r) + δ 1 G 1 (r) on [c + 1, ∞) × (−∞, t 1 ]. Since δ 1 < δ * , for each fixed t < t 1 , we see from the definition of δ * that the maximum of
is positive. As ϕ(r, t) < 0 for all r ∈ [R * , c + 1] and ϕ(∞, t) = −∞, there existsr(t) ∈ (c + 1, ∞) such that 0 < ϕ(r, t) = max r≥R * ϕ(r, t). Using ϕ r (r, t) = 0 ≥ ϕ rr (r, t) and the pde for ϕ we have
Hence, denoting K(t) := ϕ(r, t) = max r>R(t) ϕ(r, t), we have
0 for all t < t 1 . After integration, this gives
This implies that for all sufficiently large negative t, max r R * ϕ(r, t) = K(t) ≤ 1 2 (δ * −δ 1 ) min r≥R * G 1 (r), so that ζ(r, t) ≤ ζ * (r) + 1 2 (δ 1 + δ * )G 1 (r) for all r ≥ R * and sufficiently large negative t, contradicting the definition of δ * .
In conclusion, we must have 0 = δ * = lim t→−∞ δ(t).
Using a similar idea as in 4(b) one can show that
This implies that lim t→−∞ K 2 (t) = 0. Thus,
Finally sinceṘ is bounded in (−∞, T − 1] (c.f. [1] ), one can use a local regularity theory for parabolic equations to show show that lim r→−∞ ζ r (R(t)+, t) = ζ r (R * +). This completes the proof of (7.16) and also the proof of Theorem 4.
Global Approximations
Let τ = T − t. So far we have discussed the behavior of R(T − τ ) for small and large τ :
R * + ρ * e −cτ when τ ≫ 1.
We can combine both to obtain a unified approximation that is valid for both small and large τ , and hopefully, for all τ . Here we propose two approximations.
8.1. The Simple Global Approximation. We seek a simple approximation formula for R(T − τ ) such that (i) it has asymptotic expansion c+κσ √ τ for small positive τ and (ii) it exponentially approaches R * for large τ . For this, we seek an approximation of the form R I (T − τ ) := c −κσ 1 − e −bτ b .
For any b > 0, this approximation has the right asymptotic behavior for small τ . To make it match with the large τ behavior, we need Numerical evidence shows that when θ is close to c, the approximation is very accurate. In Figure 4 , the relative error is as small as 2 percent: max t<T |R(t) − R I (t)| c − R * ≈ 0.02.
An Enhanced Approximation.
In the above approximation, we only used the information R ∼ R * as t → −∞. Here we use the more detailed information that R ∼ R * + ρ * e −cτ = O(e −2cτ ) for t → −∞ to guess the approximation R(t) ≈ R II (t) where
It is a pleasant surprise to find in Figure 4 that for a typical parameter set, the relative error of the second approximation is reduced to 4 per thousand: max t<T |R(t) − R II (t)| c − R * ≈ 0.004.
Numerical Examples
Here we display a few numerical results. In Figure 5 we display the optimal termination boundary as one of the parameter changes, keeping others fixed. From the figure, one can reasonably conclude that the optimal mortgage termination boundary r t = R(c, θ, k, σ; t) is (1) increasing in c, (2) decreasing in θ, (3) increasing in k, (4) decreasing in σ. In Figure 6 we display the relative errors of our two analytical approximation formulas for the optimal boundary, as one of the parameter changes and others are kept fixed. One can see that when 0 < θ c, both approximations are extremely accurate. 
