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This paper studies the Gaussian approximation of high-dimensional
and non-degenerate U-statistics of order two under the supremum
norm. We propose a two-step Gaussian approximation procedure that
does not impose structural assumptions on the data distribution.
Specifically, subject to mild moment conditions on the kernel, we
establish the explicit rate of convergence that decays polynomially in
sample size for a high-dimensional scaling limit, where the dimension
can be much larger than the sample size. We also supplement a prac-
tical Gaussian wild bootstrap method to approximate the quantiles
of the maxima of centered U-statistics and prove its asymptotic va-
lidity. The wild bootstrap is demonstrated on statistical applications
for high-dimensional non-Gaussian data including: (i) principled and
data-dependent tuning parameter selection for regularized estimation
of the covariance matrix and its related functionals; (ii) simultane-
ous inference for the covariance and rank correlation matrices. In
particular, for the thresholded covariance matrix estimator with the
bootstrap selected tuning parameter, we show that the Gaussian-like
convergence rates can be achieved for heavy-tailed data, which are
less conservative than those obtained by the Bonferroni technique
that ignores the dependency in the underlying data distribution. In
addition, we also show that even for subgaussian distributions, error
bounds of the bootstrapped thresholded covariance matrix estima-
tor can be much tighter than those of the minimax estimator with a
universal threshold.
1. Introduction. Let X1, · · · ,Xn be a sample of independent and iden-
tically distributed (iid) random vectors in Rp with the distribution function
F . Let B be a separable Banach space equipped with the norm ‖ · ‖ and
h : Rp × Rp → B be a B-valued measurable and symmetric kernel function
such that h(x1,x2) = h(x2,x1) for all x1,x2 ∈ Rp and E‖h(X1,X2)‖ < ∞.
Consider the U-statistics of order two
(1) U =
(
n
2
)−1 ∑
1≤i<j≤n
h(Xi,Xj).
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The main focus of this paper is to study the asymptotic behavior of the ran-
dom variable ‖U−EU‖ in the high-dimensional setup when p := p(n)→∞.
Since the introduction of U-statistics by Hoeffding [28], their limit theo-
rems have been extensively studied in the classical asymptotic setup where
n diverges and p is fixed [29, 26, 51, 2, 57, 24, 30, 31]. Recently, due to
the explosive data enrichment, regularized estimation and dimension re-
duction of high-dimensional data have attracted a lot of research atten-
tions such as covariance matrix estimation [6, 7, 22, 14], graphical models
[20, 56, 9], discriminant analysis [38], factor models [23, 34], among many
others. Those problems all involve the consistent estimation of an expec-
tation of U-statistics of order two E[h(X,X′)], where X and X′ are two
independent random vectors in Rp with the distribution F . Below are two
examples.
Example 1.1. The sample covariance matrix Sˆ = (n− 1)−1∑ni=1(Xi−
X¯)(Xi − X¯)>, where X¯ = n−1
∑n
i=1 Xi is the sample mean vector, is an
unbiased estimator of the covariance matrix Σ = Cov(X). Then Sˆ is a
matrix-valued U-statistic of form (1) with the unbounded kernel
(2) h(x1,x2) =
1
2
(x1 − x2)(x1 − x2)> for x1,x2 ∈ Rp.
Example 1.2. The covariance matrix Σ quantifies the linear dependency
in X = (X1, · · · , Xp)>. The rank correlation is another measure for the
nonlinear dependency in a random vector. For m, k = 1, · · · , p, (Xm, Xk)
and (X ′m, X ′k) are said to be concordant if (Xm −X ′m)(Xk −X ′k) > 0. Let
(3) hmk(x1,x2) = 2 · 1{(x1m − x2m)(x1k − x2k) > 0}
and h(x1,x2) = {hmk(x1,x2)}pm,k=1. Kendall’s tau rank correlation coef-
ficient matrix T = {τmk}pm,k=1 can be written as a U-statistic with the
bounded kernel hmk in (3)
τmk =
(
n
2
)−1 ∑
1≤i<j≤n
hmk(Xi,Xj)− 1.
Then, (τmk + 1)/2 is an unbiased estimator of P((Xm−X ′m)(Xk−X ′k) > 0),
i.e. the probability that (Xm, Xk) and (X
′
m, X
′
k) are concordant.
In this paper, we are interested in the following central questions: how
does the dimension impact the asymptotic behavior of U-statistics and how
can we make statistical inference when p → ∞? Motivation of this paper
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comes from the estimation and inference problems for large covariance ma-
trix and its related functionals [42, 56, 49, 46, 55, 10, 7, 14, 15]. To establish
rate of convergence for the regularized estimators or to study the `∞-norm
Gaussian approximations in high-dimensions, a key issue is to characterize
the supremum norm of U − EU . Therefore, as the primary concern of the
current paper, we shall consider B = Rp×p and ‖h‖ = max1≤m,k≤p |hmk|.
Our first main contribution is to provide a Gaussian approximation scheme
for the high-dimensional non-degenerate U-statistics under the sup-norm.
Different from the central limit theorem (CLT) type results for the max-
ima of sums of iid random vectors [16], which are directly approximated by
the Gaussian counterparts with the matching first and second moments, ap-
proximating the sup-norm of U-statistics is more subtle because of its depen-
dence and nonlinearity. Here, we propose a two-step Gaussian approximation
method in Section 2. In the first step, we approximate the U-statistics by the
leading component of a linear form in the Hoeffding decomposition (a.k.a.
the Ha´jek projection); in the second, the linear term is further approxi-
mated by the Gaussian random vectors. To approximate the distribution of
the sup-norm of U-statistics by a linear form, a maximal moment inequality
is developed to control the nonlinear and canonical, i.e. completely degen-
erate, form of the reminder term. Then the linear projection is handled
by the recent development of Gaussian approximation in high-dimensions
[16, 59, 58]. Explicit rate of convergence of the Gaussian approximation for
high-dimensional U-statistics is established for unbounded kernels subject
to sub-exponential and uniform polynomial moment conditions. Specifically,
under either moment conditions, we show that the same convergence rate
that decays polynomially in sample size as in the Gaussian approximation
for the maxima of sums of iid random vectors is attained and the validity of
the Gaussian approximation is proved for a high-dimensional scaling limit,
where p can be much larger than n.
The second contribution of this paper is to propose a Gaussian wild boot-
strap procedure for approximating the quantiles of
√
n‖U − EU‖. Since the
(unobserved) linear projection terms of the centered U-statistics depend on
the unknown underlying data distribution F and there is a nonlinear re-
mainder term, we use an additional estimation step beyond the Gaussian
approximation. Here, we employ the idea of decoupling and estimate the
linear projection on an independent dataset. Validity of the Gaussian wild
bootstrap is established under the same set of assumptions in the Gaus-
sian approximation results. One important feature of the Gaussian approx-
imation and the bootstrap procedure is that no structural assumptions on
the distribution F are required and the strong dependence in F is allowed,
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which in fact helps the Gaussian and bootstrap approximation. In Section
4, we demonstrate the capability of the proposed bootstrap method applied
to a number of important high-dimensional problems, including the data-
dependent tuning parameter selection in the thresholded covariance matrix
estimator and the simultaneous inference of the covariance and Kendall’s
tau rank correlation matrices. Two additional applications for the estimation
problems of the sparse precision matrix and the sparse linear functionals are
given in the Supplemental Materials (SM). In those problems, we show that
the Gaussian like convergence rates can be achieved for non-Gaussian data
with heavy-tails. For the sparse covariance matrix estimation problem, we
also show that the thresholded estimator with the tuning parameter selected
by the bootstrap procedure can gain potentially much tighter performance
bounds over the minimax estimator with a universal threshold that ignores
the dependency in F [7, 14, 11].
To establish the Gaussian approximation result and the validity of the
bootstrap method, we have to bound the the expected sup-norm of the
second-order canonical term in the Hoeffding decomposition of the U-statistics
and establish its non-asymptotic maximal moment inequalities. An alterna-
tive simple data splitting approach by reducing the U-statistics to sums of
iid random matrices can give the exact rate for bounding the moments in
the non-degenerate case [52, 40, 32, 21]. Nonetheless, the reduction to the iid
summands in terms of data splitting does not exploit the complete degener-
acy structure of the canonical term and it does not lead to the convergence
result in the Gaussian approximation for the non-degenerate U-statistics;
see Section 5.1 for details. In addition, unlike the Hoeffding decomposition
approach, the data splitting approximation is not asymptotically tight in
distribution and therefore it is less useful in making inference of the high-
dimensional U-statistics.
Notations and definitions. For a vector x, we use |x|1 =
∑
j |xj |,
|x| := |x|2 = (
∑
j x
2
j )
1/2, and |x|∞ = maxj |xj | to denote its entry-wise `1,
`2, and `∞ norms, respectively. For a matrixM , we use |M |F = (
∑
i,jM
2
ij)
1/2
and ‖M‖2 = max|a|=1 |Ma| to denote its Frobenius and spectral norms, re-
spectively. Denote a ∨ b = max(a, b) and a ∧ b = min(a, b). We shall use
K,K0,K1, · · · to denote positive finite absolute constants, and C,C ′, C0, C1, · · ·
and c, c′, c0, c1, · · · , to denote positive finite constants whose values do not
depend on n and p and may vary at different places. We write a . b if
a ≤ Cb for some constant C > 0, and a  b if a . b and b . a. For
a random variable X, we write ‖X‖q = (E|X|q)1/q for q > 0. We use
‖h‖ = max1≤m,k≤p |hmk| and ‖h‖∞ = supx1,x2∈Rp ‖h(x1,x2)‖. Through-
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out the paper, we write Xn1 = (X1, · · · ,Xn) and let X and X′ be two
independent random vectors in Rp with the distribution F , which are in-
dependent of Xn1 . We write Eh = E[h(X,X′)] and Eg = Eg(X), where
g(x) = E[h(x,X′)]−Eh and x ∈ Rp. For a matrix-valued kernel h : Rp×Rp →
Rp×p, we say that: (i) h is non-degenerate w.r.t. F if Var(gmk(X)) > 0 for
all m, k = 1, · · · , p; (ii) h is canonical or completely degenerate w.r.t. F if
E[hmk(x1,X′)] = E[hmk(X,x2)] = E[hmk(X,X′)] = 0 for all m, k = 1, · · · , p
and for all x1,x2 ∈ Rp. Without loss of generality, we shall assume through-
out the paper that p ≥ 3 and the matrix h = {hmk}pm,k=1 is symmetric, i.e.
hmk = hkm.
2. Gaussian approximation. In this section, we study the Gaussian
approximation for max1≤m,k≤p(Umk − EUmk) in (1), or equivalently the
approximation for the sup-norm of the centered U-statistics by consider-
ing U − EU and −U + EU . If Xi’s are non-Gaussian, a seemingly intu-
itive method would be generating Gaussian random vectors Yi’s by match-
ing the first and second moments of Xi; i.e. to approximate U by U
′ =(
n
2
)−1∑
1≤i<j≤n h(Yi,Yj). However, empirical evidence suggests that this
may not be a good approximation and theoretically it seems that the non-
linearity in U and U ′ accounts for a statistically invalid approximation. To
illustrate this point, we simulate n = 200 iid observations from the p-variate
elliptic t-distribution in (66) with mean zero and degree of freedom ν = 8
in the SM. We consider the covariance matrix kernel (2) as an example. For
p = 40, the P-P plot of the empirical cdfs of the sup-norm of the centered
covariance matrices made from Xi and Yi is shown in Figure 1 (left) over
5000 simulations.
To correct the bias, a closer inspection reveals that U is an approximately
linear statistic and its linear projection part in the Hoeffding decomposition
is the leading term. This motivates us to propose a two-step approximation
method. Let
g(x1) = Eh(x1,X′)− Eh,(4)
f(x1,x2) = h(x1,x2)− Eh(x1,X′)− Eh(X,x2) + Eh.(5)
Clearly, f is a B-valued symmetric and canonical U-statistic of order two
w.r.t. the distribution F . Then the Hoeffding decomposition of the kernel h
is given by
(6) h(x1,x2) = f(x1,x2) + g(x1) + g(x2) + Eh,
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Fig 1. P-P plots of the sup-norm approximation for the centered sample covariance matrix
U − EU with the kernel (2) by U ′ − EU ′ (left) and by the leading term in the Hoeffding
decomposition of U − EU (right).
from which we have
U − EU = 2
n(n− 1)
∑
1≤i<j≤n
f(Xi,Xj) +
2
n
n∑
i=1
g(Xi).
On the right-hand side of the last expression, the second term is expected
to be the leading term (a.k.a. the Ha´jek projection) and the first term to be
negligible under the sup-norm. Therefore, we can reasonably expect that
√
n
2
(U − EU) ≈ 1√
n
n∑
i=1
g(Xi),
where the latter can be further approximated by n−1/2
∑n
i=1 Zi for iid Gaus-
sian random vectors Zi ∼ N(0,Γg) and Γg is the positive-definite covariance
matrix of g(Xi); c.f. [16]. Denote p
′ = p(p + 1)/2. Here, we slightly abuse
notations and write g˜i = vech(g(Xi)) as the half-vectorized lower triangular
matrix of g(Xi) by columns. Therefore Γg = Cov(g˜i) is the p
′×p′ covariance
matrix indexed by ((j, k), (m, l)) such that j ≥ k and m ≥ l. Similarly, we
shall use Zi to denote either the p × p matrix or the p′ × 1 half-vectorized
version. For the previous elliptic t-distribution example, we plot the empir-
ical cdfs of max1≤m,k≤p(Sˆmk − σmk)/2 against max1≤m,k≤p n−1
∑n
i=1 Zi,mk.
Figure 1 (right) shows a much better approximation using the leading term
in the Hoeffding decomposition.
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Let T =
√
n(U−EU)/2, L = n−1/2∑ni=1 g(Xi),W = n−1/2(n−1)−1∑1≤i<j≤n f(Xi,Xj),
and Z = n−1/2
∑n
i=1 Zi, where Zi are iid N(0,Γg). Denote T¯0 = maxm,k Tmk,
L¯0 = maxm,k Lmk, and Z¯0 = maxm,k Zmk. Let
ρ(T¯0, Z¯0) = sup
t∈R
|P(T¯0 ≤ t)− P(Z¯0 ≤ t)|
be the Kolmogorov distance between T¯0 and Z¯0. Let Bn ≥ 1 be a sequence of
real numbers possibly tending to infinity. We consider two types of conditions
on the kernel moments. First, we establish the explicit convergence rate for
the kernels with sub-exponential moments; e.g. the ε-contaminated normal
distribution (65) in the SM.
Theorem 2.1 (Gaussian approximation for centered U-statistics: sub–
exponential kernel). Let U be a non-degenerate U-statistic of order two.
Assume that there exist constants C1, C2 ∈ (0,∞) and K ∈ (0, 1) such that
(GA.1) Kernel moment: Eg2mk ≥ C1 and
(7) max
`=0,1,2
E(|hmk|2+`/B`n) ∨ E[exp(|hmk|/Bn)] ≤ 2
for all 1 ≤ m, k ≤ p;
(GA.2) Scaling limit:
(8)
B2n log
7(pn)
n
≤ C2n−K .
Then there exists a constant C > 0 depending only on C1, C2 such that
(9) ρ(T¯0, Z¯0) ≤ Cn−K/8.
The assumptions in Theorem 2.1 have meaningful interpretations. (GA.1)
ensures the non-degeneracy of the Gaussian approximation and that the
truncation does not lose too much information due to the sub-exponential
tails. (GA.2) describes the high-dimensional scaling limit of valid Gaus-
sian approximation range. In the high-dimensional context, the dimension
p grows with the sample size n and the distribution function F also de-
pends on n. Therefore, Bn is allowed to increase with n. Theorem 2.1 shows
that the approximation error in the Kolmogorov distance converges to zero
even if p can be much larger than n and no structural assumptions on F
are required. In particular, Theorem 2.1 applies to kernels with the sub-
exponential distribution such that ‖hmk‖q ≤ Cq for all q ≥ 1, in which case
Bn = O(1) and the dimension p is allowed to have a subexponential growth
rate in the sample size n, i.e. p = O(exp(n(1−K)/7)). Condition (GA.1) also
covers bounded kernels ‖h‖∞ ≤ Bn, where Bn may increase with n.
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Remark 1. Theorem 2.1 shows that the asymptotic validity of Gaus-
sian approximation for centered non-degenerate U-statistics holds under the
high-dimensional scaling limit (GA.2), which involves only a polynomial fac-
tor of log p. However, the sup-norm convergence rate n−K/8 obtained in (9)
is slower than n−1/2. Similar observations have been made in the existing lit-
erature on the Berry-Esseen type bounds [47, 3] for the normalized sums of
iid random vectors Xi ∈ Rp with mean zero and the identity covariance ma-
trix. [47] showed that the sample mean
√
nX¯ has the asymptotic normality
if p = o(
√
n) and [3] showed that
sup
A∈A
|P(√nX¯ ∈ A)− P(Z ∈ A)| ≤ Kp1/4E|X1|3/n1/2,
where A is the class of all convex subsets in Rp, Z ∼ N(0, Idp), and K > 0 is
an absolute constant. In either case, the dependence of the CLT rate on the
dimension p is polynomial (p/n1/2 and p7/4/n1/2, resp). [16] considered the
Gaussian approximation for maxj≤p
√
nX¯j and they obtained the rate n
−c
for some (unspecified) exponent c > 0. Following the proofs of Theorem 2.1
in the current paper and Theorem 2.2 and Corollary 2.1 in [16], we can show
that c is allowed to take the value K/8. Therefore, the effect of higher-order
terms than the Ha´jek projection to a linear subspace in the Hoeffding de-
composition vanishes in the Gaussian approximation. A similar observation
is made for the uniform polynomial moment kernels; c.f. Theorem 2.2. For
multivariate symmetric statistics of order two, to the best of our knowledge,
the Gaussian approximation result (9) with the explicit convergence rate is
new. When p is fixed, the rate of convergence and the Edgeworth expansion
of such statistics can be found in [5, 25, 4]. In those papers, assuming the
Crame´r condition on g(X1) and suitable moment conditions on h(X1,X2),
the Edgeworth expansion of U-statistics was established for the univariate
case (p = 1) with remainder o(n−1/2) or O(n−1) [5, 4] and the multivariate
case (p > 1 fixed) with remainder o(n−1/2) [25]. In the latter work [25],
it is unclear that how the constant in the error bound depends on the di-
mensionality parameter p. On the contrary, our Theorem 2.1 can allow p to
be larger than n in order to obtain the CLT type results in much higher
dimensions.
Next, we consider kernels with uniform polynomial moments (up to the
fourth order); e.g. the elliptical t-distribution (66) in the SM.
Theorem 2.2 (Gaussian approximation for centered U-statistics: kernel
with uniform polynomial moment). Let U be a non-degenerate U-statistic
of order two. Assume that there exist constants C1, C2 ∈ (0,∞) and K ∈
(0, 1) such that
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(GA.1’) Kernel moment: Eg2mk ≥ C1 and
(10) max
`=0,1,2
E(|hmk|2+`/B`n) ∨ E[(‖h‖/Bn)4] ≤ 1
for all 1 ≤ m, k ≤ p;
(GA.2’) Scaling limit:
(11)
B4n log
7(pn)
n
≤ C2n−K .
Then there exists a constant C > 0 depending only on C1, C2 such that (9)
holds.
Theorem 2.1 and 2.2 allow us to approximate the quantiles of T¯0 by those
of Z¯0, with the knowledge of Γg. In practice, the covariance matrix Γg and the
Ha´jek projection terms g(Xi), i = 1, · · · , n, depend on the data distribution
F , which is unknown. Thus, quantiles of Z¯0 need to be estimated in real
applications. However, we shall see in Section 3 that Theorem 2.1 and 2.2
can still be used to derive a feasible resampling based method to approximate
the quantiles of Gaussian maxima Z¯0 and therefore T¯0.
3. Wild bootstrap. The main purpose of this section is to approxi-
mate the quantiles of T¯0. Let X
′
1, · · · ,X′n be an independent copy of X1, · · · ,Xn
that are observed; call this training data. Such data can always be obtained
by a half-sampling or data splitting on the original data. Therefore, we as-
sume that the sample size of total data {X1, · · · ,Xn,X′1, · · · ,X′n} is 2n.
Since g(Xi), i = 1, · · · , n, are unknown, we construct an estimator for it.
Let gˆi := gˆi(X1, · · · ,Xn,X′1, · · · ,X′n) be an estimator of g(Xi) using the
original and training data. Recall that g(x) = Eh(x,X′j) − Eh(X′i,X′j) for
any fixed x ∈ Rp, which can be viewed as the population version for the sec-
ond variable X′j . Therefore, we build an empirical version as our estimator
of g(Xi). Specifically, we consider
(12) gˆi =
1
n
n∑
j=1
h(Xi,X
′
j)−
(
n
2
)−1 ∑
1≤j<l≤n
h(X′j ,X
′
l).
Conditional on Xi, gˆi is an unbiased estimator of g(Xi). It is interesting to
view gˆi as a decoupled estimator of g(Xi). Let
Lˆ∗0 = max
1≤m,k≤p
1√
n
n∑
i=1
gˆi,mkei and L¯
∗
0 = max
1≤m,k≤p
1√
n
n∑
i=1
gmk(Xi)ei,
imsart-aos ver. 2014/01/08 file: ustat-June-24-2016.tex date: October 4, 2016
10 CHEN
where e1, e2, · · · are iid standard Gaussian random variables that are also
independent of X1, · · · ,Xn,X′1, · · · ,X′n. Then Lˆ∗0 and L¯∗0 are bootstrapped
versions of L¯0. Denote the conditional quantiles of Lˆ
∗
0 and L¯
∗
0 given the data
X1, · · · ,Xn,X′1, · · · ,X′n as
aLˆ∗0
(α) = inf{t ∈ R : Pe(Lˆ∗0 ≤ t) ≥ α},
aL¯∗0(α) = inf{t ∈ R : Pe(L¯
∗
0 ≤ t) ≥ α},
where Pe is the probability taken w.r.t. e1, · · · , en. Now, we can compute
the conditional quantile aLˆ∗0
(α) by the Gaussian wild bootstrap method.
Specifically, aLˆ∗0
(α) can be numerically approximated by resampling on the
multiplier Gaussian random variables e1, · · · , en and we wish to use aLˆ∗0(α)
to approximate the quantiles of T¯0.
Theorem 3.1 (Asymptotically validity of Gaussian wild bootstrap for
centered U-statistics). Let U be a non-degenerate U-statistic of order two.
(i) (Subexponential kernel) If (GA.1) and (GA.2) hold for some con-
stants C1, C2 ∈ (0,∞) and K ∈ (0, 1), then there exist a constant C > 0
depending only on C1, C2 such that for all α ∈ (0, 1)
(13) |P(T¯0 ≤ aLˆ∗0(α))− α| ≤ Cn
−K/8.
(ii) (Uniform polynomial kernel) If (GA.1’) and (GA.2’) hold for some
constants C1, C2 ∈ (0,∞) and K ∈ (0, 1), then there exist a constant C > 0
depending only on C1, C2 such that for all α ∈ (0, 1)
(14) |P(T¯0 ≤ aLˆ∗0(α))− α| ≤ Cn
−K/12.
Remark 2. From Theorem 3.1, the convergence rate of the wild boot-
strap approach for subexponential kernels is the same as the Gaussian ap-
proximation results (Theorem 2.1), while it is slower for kernels with uni-
form polynomial moment of the order four (Theorem 2.2). The major error
in the latter case is due to the estimation of L¯∗0 by Lˆ∗0 in the wild boot-
strap. Under (GA.1’) and (GA.2’), the approximation error of Lˆ∗0 for L¯∗0
is on the order O(n−1/4Bn(log(np))1/2); see Lemma C.7 in the SM. This
is different from the previous work [16], which does not need this extra
estimation step for g(Xi), i = 1, · · · , n, since only sums of iid random vec-
tors n−1/2
∑n
i=1 Xi are involved. Therefore, for sums of iid random vec-
tors, the wild bootstrap can attain the rate n−K/8 for both subexponential
and uniform polynomial moment (of the order four) observations. However,
with better moment conditions on the U-statistic kernel, the rate n−K/8
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can be attained for polynomial moment kernels. Specifically, assuming that
max`=0,1,2 E(|hmk|2+`/B`n) ∨ E[(‖h‖/Bn)q] ≤ 1 for q ≥ 8, one can show that
the convergence rate (13) is attained. In addition, [16] does not deal with the
higher-order nonlinear terms, here we have to explicitly handle the canonical
part W in the Hoeffding decomposition. The degeneracy structure plays a
key role to establish the convergence of the bootstrap method (as well as the
Gaussian approximation results in Section 2) and new proof techniques, in
particular the decoupling, are required. The established moment bounds in
Section 5.1 are especially suitable for controlling the completely degenerate
errors of quadratic forms.
To assess the quality of the Gaussian wild bootstrap, we show two exam-
ples for the covariance matrix kernel on the ε-contaminated normal distribu-
tion (65) with the sub-exponential moment and on the elliptic t-distribution
(66) with the uniform polynomial moment. In each simulation, we generate
200 bootstrap samples for Lˆ∗0. Then, we estimate P(T¯0 ≤ aLˆ∗0(α)) for the
whole range of probabilities α ∈ [0.01, 0.99]. Figure 2 shows the empirical
approximation result. Here, we choose V = 0.9×1p1>p +0.1×Idp in (65) and
(66), where 1p is the p×1 vector of all ones. From Figure 2, the bootstrap ap-
proximation seems to be better in the sub-exponential moment case than in
the polynomial moment case; see (GA.1)+(GA.2) versus (GA.1’)+(GA.2’).
More simulation examples can be found in the SM.
4. Statistical applications. In this section, we present two statisti-
cal applications for the theoretical results established in Section 2–3. Two
additional examples can be found in the SM. Here, for notational conve-
nience, we rescale Lˆ∗0 and let Lˆ∗0 = 2n−1 max1≤m,k≤p |
∑n
i=1 gˆi,mkei|. Recall
that Γg = Cov(g˜i), where gi = vech(g(Xi)).
4.1. Tuning parameter selection for the thresholded covariance matrix es-
timator. Consider the problem of sparse covariance matrix estimation. Let
r ∈ [0, 1) and
G(r, C0, ζp) =
{
Σ ∈ Rp×p : σmm ≤ C0,
p∑
k=1
|σmk|r ≤ ζp for all m = 1, · · · , p
}
be the class of sparse covariance matrices in terms of the strong `r-ball.
Here, C0 > 0 is a constant and ζp > 0 may grow with p. Let τ ≥ 0 and
Σˆ(τ) = {sˆmk1{|sˆmk| > τ}}pm,k=1
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Fig 2. Plots of the estimated probabilities P(T¯0 ≤ aLˆ∗0 (α)) by the Gaussian wild bootstrap
for the range of α ∈ [0.01, 0.99]. Left is the ε-contaminated normal distribution (model:
(M1)+(D1) in the SM) and right is the elliptical t-distribution (model: (M2)+(D1)). Sam-
ple size n = 200 and dimension p = 40.
be the thresholded sample covariance matrix estimator of Σ. The class
G(r, C0, ζp) was introduced in [7] and the high-dimensional properties of
Σˆ(τ) were analyzed in [7] for iid sub-Gaussian data and in [14, 15] for
heavy-tailed time series with algebraic tails. In both scenarios, the rates
of convergence were obtained with the Bonferroni (i.e. union bound) tech-
nique and one-dimensional concentration inequalities. Those performance
bounds of the thresholded estimator Σˆ(τ) critically depend on the tuning
parameter τ . The ideal choice of the threshold for establishing the rate of
convergence under the spectral and Frobenius norms is τ = ‖Sˆ−Σ‖, whose
distribution depends on the unknown underlying data distribution F . In
the problem of the high-dimensional sparse covariance matrix estimation,
data-dependent tuning parameter selection is often empirically done with
the cross-validation (CV) and its theoretical properties largely remain un-
known. High probability bounds of τ are given in [7, 14]. Here, we provide
a principled and data-dependent way to determine the threshold τ .
Definition 4.1 (Subgaussian random variable). A random variable X
is said to be subgaussian with mean zero and variance factor ν2, if
(15) E[exp(X2/ν2)] ≤
√
2.
Denote X ∼ subgaussian(ν2). In particular, if X ∼ N(0, σ2), then X ∼
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subgaussian(4σ2).
The upper bound
√
2 in (15) is not essential and it is chosen for conve-
niently comparing with ‖X‖ψ2 , which is the Orlicz norm of X for ψ2(x) =
exp(x2) − 1 and x ≥ 0. In general, the variance factor for a subgaussian
random variable is not equivalent to the variance. For a sequence of random
variables Xn, n = 1, 2, · · · , if Xn ∼ subgaussian(ν2) and σ2 = Var(Xn),
then by Markov’s inequality, we always have σ2 ≤ √2ν2, while ν2 may de-
pend on n and it may diverge at faster rate than σ2 such as σ2 ≤ C0 and
ν2 → ∞ as n → ∞. As a simple example, let an > 0 be a sequence of real
numbers such that an →∞ and consider random variables X1, · · · , Xn such
that P(Xn = ±an) = (2a2n)−1 and P(Xn = 0) = 1 − (2a2n)−1. Obviously,
EXn = 0 and Var(Xn) = 1. Let ν2 = Ca2n for some constant C > 0. Then
E[exp(X2n/ν2)] = [1 − (2a2n)−1] + a−2n eC
−1 ≤ √2 for all large enough n; i.e.
Xn ∼ subgaussian(Ca2n). In fact, if X ∼ subgaussian(ν2), then ν2 ≥ ‖X‖ψ2 .
Therefore, we are mainly interested in the general case when ν2 := ν2n →∞
as n→∞ in the statistical applications.
Theorem 4.1 (Adaptive threshold selection by wild bootstrap: subgaus-
sian observations). Let ν ≥ 1 and Xi be iid mean zero random vectors such
that Xik ∼ subgaussian(ν2) for all k = 1, · · · , p and Σ ∈ G(r, C0, ζp). Suppose
that there exist constants Ci > 0, i = 1, · · · , 4, such that {Γg}(j,k),(j,k) ≥ C1,
‖X1k‖4 ≤ C2, ‖X1k‖6 ≤ C3ν1/3 and ‖X1k‖8 ≤ C4ν1/2 for all j, k = 1, · · · , p.
Let β ∈ (0, 1) and τ∗ = β−1aLˆ∗0(1 − α), where the bootstrap samples are
generated with the covariance matrix kernel in (2). If ν4 log7(np) ≤ C5n1−K
for some K ∈ (0, 1), then we have
‖Σˆ(τ∗)− Σ‖2 ≤
[
3 + 2β
β1−r
+
(
β
1− β
)r]
ζpaLˆ∗0
(1− α)1−r,(16)
p−1|Σˆ(τ∗)− Σ|2F ≤ 2
[
4 + 3β2
β2−r
+ 2
(
β
1− β
)r]
ζpaLˆ∗0
(1− α)2−r,(17)
with probability at least 1−α−Cn−K/8 for some constant C > 0 depending
only on C1, · · · , C5. In addition, we have E[aLˆ∗0(1 − α)] ≤ C
′(log(p)/n)1/2
and
(18) E[τ∗] ≤ C ′β−1(log(p)/n)1/2,
where C ′ > 0 is a constant depending only on α and C1, · · · , C5.
imsart-aos ver. 2014/01/08 file: ustat-June-24-2016.tex date: October 4, 2016
14 CHEN
Remark 3 (Comments on the conditions in Theorem 4.1). The non-
degeneracy condition {Γg}(j,k),(j,k) ≥ C1 is quite mild in Theorem 4.1. Con-
sider the multivariate cumulants of the joint distribution of the random
vector X = (X1, · · · , Xp)> following a distribution F in Rp. Let χ(t) =
E[exp(ιt>X)] be the characteristic function of X, where t = (t1, · · · , tp)> ∈
Rp and ι =
√−1. Then, the multivariate cumulants κ12···pr1r2···rp of the joint
distribution of X are the coefficients in the expansion
logχ(t) =
∞∑
r1,r2,··· ,rp=0
κ12···pr1r2···rp
(ιt1)
r1(ιt2)
r2 · · · (ιtp)rp
r1!r2! · · · rp! .
For the covariance matrix kernel (2), we have
(19) {Γg}(j,k),(m,l) = (κjkml1111 + σjmσkl + σjlσkm)/4,
where κjkml1111 is the fourth-order cumulants of F . Therefore, if κ
jkjk
1111 ≥ C for
some (large) constant C > 0 depending only on C0 and C1, then {Γg}(j,k),(j,k) ≥
C1 for Σ ∈ G(r, C0, ζp).
For data following distributions in the elliptic family [43, Chapter 1], the
condition {Γg}(j,k),(j,k) ≥ C1 is equivalent to min1≤j≤p σjj ≥ C for some
constant C > 0 depending only on C1. To see this, for F in the elliptic
family [43, Chapter 1], it is known that
κjkml1111 = κ(σjkσml + σjmσkl + σjlσkm),
where the kurtosis parameter κ = [1 + ε(ν4− 1)]/[1 + ε(ν2− 1)]2− 1 for the
ε-contaminated normal distribution in (65) and κ = 2/(ν−4) for the elliptic
t-distribution in (66). For the elliptic t-distribution with ν = 8 (as consid-
ered in Figure 1), we have {Γg}(j,k),(j,k) = (3σjjσkk + 4σ2jk)/8. Therefore,
{Γg}(j,k),(j,k) ≥ C1 if and only if there exists a constant C > 0 such that
σjj ≥ C for all j = 1, · · · , p. Similar comments apply to the ε-contaminated
normal distribution.
The assumption σkk ≤ C0 in Theorem 4.1 is redundant and it is automati-
cally fulfilled under a slightly stronger condition ‖X1k‖4 ≤ C2. Conditions on
the growth rate on ‖X1k‖`, ` = 4, 6, 8, are also not restrictive. Consider the
special case for the multivariate Gaussian distribution Xi ∼ N(0,Σ) such
that σkk ≤ C0. Then X1k are subgaussian(4C0) and max`=4,6,8 ‖X1k‖` ≤ C
for some constant C > 0 depending only on C0. Therefore, if the data fol-
low the Gaussian distribution, then the bootstrapped thresholded covariance
matrix estimator Σˆ(τ∗) attains (16) and (17) when p = O(exp(n(1−K)/7)).
However, we shall emphasize that, for Σ ∈ G(r, C0, ζp), although the diag-
onal entries in Σ are uniformly bounded by a constant C0, we do allow ν
2
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to grow with n in the subgaussian distribution, in which case the bootstrap
approach can have advantages over the non-adaptive minimax thresholding
procedure (see the paragraphs below for more detailed discussions).
There are a number of interesting features of Theorem 4.1. Consider r =
0; i.e. Σ is truly sparse such that max1≤m≤p
∑p
k=1 1{σmk 6= 0} ≤ ζp for
Σ ∈ G(0, C0, ζp). Then we can take β = 1 and the convergence rates are
‖Σˆ(τ∗)−Σ‖2 ≤ 6ζpaLˆ∗0(1− α) and p
−1|Σˆ(τ∗)−Σ|2F ≤ 18ζpaLˆ∗0(1− α)
2.
Hence, the tuning parameter can be adaptively selected by bootstrap sam-
ples while the rate of convergence is nearly optimal in the following sense.
Since the distribution of τ∗ mimics that of τ, Σˆ(τ∗) achieves the same con-
vergence rate as the thresholded estimator Σˆ(τ) for the oracle choice of the
threshold τ with probability at least 1− α − Cn−K/8. On the other hand,
the bootstrap method is not fully equivalent to the oracle procedure in terms
of the constants in the estimation error bounds. Suppose that we know the
support Θ of Σ, i.e. locations of the nonzero entries in Σ. Then, the oracle
estimator is simply Σ˘ = {sˆmk1{(m, k) ∈ Θ}}pm,k=1 and we have
‖Σ˘− Σ‖2 ≤ max
m≤p
p∑
k=1
|sˆmk − σmk|1{(m, k) ∈ Θ}
≤ ‖Sˆ − Σ‖max
m≤p
p∑
k=1
1{(m, k) ∈ Θ} = τζp.
Therefore, the constant of the convergence rate for the bootstrap method
does not attain the oracle estimator. However, we shall comment that β is
not a tuning parameter since it does not depend on F and the effect of β
only appears in the constants in front of the convergence rates (16) and (17).
Assuming that the observations are subgaussian(ν2) and the variance
factor ν2 is a fixed constant, it is known that the threshold value τ∆ =
C(ν)
√
log(p)/n achieves the minimax rate for estimating the sparse covari-
ance matrix [11]. Compared with the minimax optimal tuning parameter
τ∆, our bootstrap threshold τ∗ exhibits several advantages which we shall
highlight (with stronger side conditions). First, τ∆ is non-adaptive since the
constant C(ν) > 0 depends on the underlying distribution F through ν2 and
it is more conservative than the bootstrap threshold τ∗ in view of (18). The
reason is that the minimax lower bound is based on the worst case analy-
sis and the matching upper bound is obtained by the union bound which
ignores the dependence structures in F . On the contrary, τ∗ takes into ac-
count the dependence information of F by conditioning on the observations.
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Second, the bootstrap threshold τ∗ does not need the knowledge of ν2 and
it allows ν2 to increase with n and p. In this case, the universal thresholding
rule τ∆ = C
′ν
√
log(p)/n even for Σ ∈ G(r, C0, ζp), in which the variances
σkk, k = 1, · · · , p, are uniformly bounded by a constant. In contrast, from
(18), the bootstrap threshold τ∗ = OP((log(p)/n)1/2), where the constant of
OP(·) depends only on α, β, C1, · · · , C5. Therefore τ∗ = oP(τ∆) as ν2 → ∞
and τ∗ can potentially gain much tighter performance bounds than τ∆. One
exception for ruling out the increasing ν2 when maxk≤p σkk ≤ C0 is the
Gaussian distribution Xi ∼ N(0,Σ). However, the main focus of this paper
is the statistical estimation and inference for high-dimensional non-Gaussian
data and therefore the Gaussian example is not so interesting here. Third,
as we shall demonstrate in Theorem 4.2, the Gaussian type convergence rate
of the bootstrap method in Theorem 4.1 remains valid even for heavy-tailed
data with polynomial moments. Specifically, we have the following result.
Theorem 4.2 (Adaptive threshold selection by wild bootstrap: uniform
polynomial moment observations). Let Xi be iid mean zero random vectors
such that ‖max1≤k≤p |X1k|‖8 ≤ ν and Σ ∈ G(r, C0, ζp). Suppose that there
exist constants Ci > 0, i = 1, · · · , 4, such that {Γg}(j,k),(j,k) ≥ C1, ‖X1k‖4 ≤
C2, ‖X1k‖6 ≤ C3ν1/3 and ‖X1k‖8 ≤ C4ν1/2 for all j, k = 1, · · · , p. Let
β ∈ (0, 1) and τ∗ = β−1aLˆ∗0(1−α), where the bootstrap samples are generated
with the covariance matrix kernel in (2). If ν8 log7(np) ≤ C5n1−K for some
K ∈ (0, 1), then (16) and (17) hold with probability at least 1−α−Cn−K/12
for some constant C > 0 depending only on C1, · · · , C5. In addition, (18)
holds for some constant C ′ > 0 depending only on α and C1, · · · , C5.
From Theorem 4.2, the subgaussian assumption on F is not essential:
for the non-Gaussian data with heavier tails than subgaussian, the thresh-
olded covariance matrix estimator with the threshold selected by the wild
bootstrap approach again attains the Gaussian type convergence rate at the
asymptotic confidence level 100(1−α)%. In particular, the dimension p may
still be allowed to increase subexponentially fast in the sample size n. The
cost of the heavy-tailed distribution F is only a sacrifice of the convergence
rate from n−K/8 to n−K/12. However, as commented in Remark 2, this gap
becomes smaller and eventually vanishes for stronger moment conditions
(here, we need q ≥ 16).
Next, we compare Theorem 4.2 with the threshold obtained by the union
bound approach. Assume that E|X1k|q < ∞ for q ≥ 8. By the Nagaev
imsart-aos ver. 2014/01/08 file: ustat-June-24-2016.tex date: October 4, 2016
GAUSSIAN APPROXIMATION FOR HIGH-DIMENSIONAL U-STATISTICS 17
inequality [44] applied to the split sample in Remark 4, one can show that
τ] = Cq
{ p4/q
n1−2/q
ξq +
( log p
n
)1/2
ξ4
}
, where ξq = max
1≤k≤p
‖X1k‖q,
is the right threshold that gives a large probability bound for τ = ‖Sˆ−Σ‖.
For q = 8, we see that τ∗ = oP(τ]) when n1/2 = o(p). Therefore, in high
dimensional settings, the bootstrap method adapts to the dependence in F
and gives better convergence rate under the spectral and Frobenius norms.
Moreover, for observations with polynomial moments, the minimax lower
bound is currently not available to justify τ].
4.2. Simultaneous inference for covariance and rank correlation matrices.
Another related important problem of estimating the sparse covariance ma-
trix Σ is the consistent recovery of its support, i.e. non-zero off-diagonal
entries in Σ [33]. Towards this end, a lower bound of the minimum signal
strength (Σ-min condition) is a necessary condition to separate the weak
signals and true zeros. Yet, the Σ-min condition is never verifiable. To avoid
this undesirable condition, we can alternatively formulate the recovery prob-
lem as a more general hypothesis testing problem
(20) H0 : Σ = Σ0 versus H1 : Σ 6= Σ0,
where Σ0 is a known p × p matrix. In particular, if Σ0 = Idp×p, then the
support recovery can be re-stated as the following simultaneously testing
problem: for all m, k ∈ {1, · · · , p} and m 6= k,
(21) H0,mk : σmk = 0 versus H1,mk : σmk 6= 0.
The test statistic we construct is T¯0 = ‖Sˆ − Σ0‖off, which is an `∞ type
statistic by taking the maximum magnitudes on the off-diagonal entries.
Then H0 is rejected if T¯0 ≥ aLˆ∗0(1− α).
Corollary 4.3 (Asymptotic size of the simultaneous test: subgaussian
observations). Let ν ≥ 1 and Xi be iid mean zero random vectors such
that Xik ∼ subgaussian(ν2) for all k = 1, · · · , p. Suppose that there exist
constants Ci > 0, i = 1, · · · , 4, such that {Γg}(j,k),(j,k) ≥ C1, ‖X1k‖4 ≤ C2,
‖X1k‖6 ≤ C3ν1/3 and ‖X1k‖8 ≤ C4ν1/2 for all j, k = 1, · · · , p. Let β ∈ (0, 1)
and τ∗ = β−1aLˆ∗0(1 − α), where the bootstrap samples are generated with
the covariance matrix kernel in (2). If ν4 log7(np) ≤ C5n1−K for some
K ∈ (0, 1), then the above test based on T¯0 for (20) has the size α+O(n−K/8);
i.e. the family-wise error rate of the simultaneous test problem (21) is asymp-
totically controlled at the level α.
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From Corollary 4.3, the test based on T¯0 is asymptotically exact of size
α for subgaussian data. A similar result can be established for observations
with polynomial moments. Due to the space limit, the details are omitted.
[12] proposed a similar test statistic for comparing the two-sample large co-
variance matrices. Their results (Theorem 1 in [12]) are analogous to Corol-
lary 4.3 in this paper in that no structural assumptions in Σ are needed in
order to obtain the asymptotic validity of both tests. However, we shall note
that their assumptions (C.1), (C.2), and (C.3) on the non-degeneracy are
stronger than our condition {Γg}(j,k),(j,k) ≥ C1. For subgaussian observations
Xik ∼ subgaussian(ν2), (C.3) in [12] assumed that min1≤j≤k≤p sjk/ν4 ≥ c
for some constant c > 0, where sjk = Var(X1jX1k). If ν
2 → ∞, then [12,
Theorem 1] requires that sjk for all j, k = 1, · · · , p have to obey a uniform
lower bound that diverges to infinity. For the covariance matrix kernel, since
g(x) = (xx> − Σ)/2, we only need that minj,k sjk ≥ c for some fixed lower
bound.
Next, we comment that a distinguishing feature of our bootstrap test from
the `2 test statistic [13] is that no structural assumptions are made on F
and we allow for the strong dependence in Σ. For example, consider again
the elliptic distributions with the positive-definite V = %1p1
>
p +(1−%)Idp×p
such that the covariance matrix Σ is proportion to V . Then, we have
tr(V 4) = p[1 + (p− 1)%2]2 + p(p− 1)[2%+ (p− 2)%2]2,
tr(V 2) = %2p2 + (1− %2)p.
For any % ∈ (0, 1), tr(V 4)/tr2(V 2) → 1 as p → ∞. Therefore, the limit-
ing distribution of the `2 test statistic in [13] is no longer normal and its
asymptotic distribution remains unclear.
Finally, the covariance matrix testing problem (20) can be generalized
further to nonparametric forms which can gain more robustness to outliers
and the nonlinearity in the dependency structures. Let U = E[h(X1,X2)]
be the expectation of the random matrix associated with h and U0 be a
known p× p matrix. Consider the testing problem
H0 : U = U0 versus H1 : U 6= U0.
Then, the test statistic can be constructed as T¯0 = ‖U − U0‖ (or T¯ ′0 =
‖U − U0‖off) and H0 is rejected if T¯0 ≥ aLˆ∗0(1 − α) (or T¯
′
0 ≥ aLˆ∗0(1 − α)),
where the bootstrap samples are generated w.r.t. the kernel h. The above
test covers Kendall’s tau rank correlation matrix as a special case where h
is the bounded kernel defined in (3).
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Corollary 4.4 (Asymptotic size of the simultaneous test for Kendall’s
tau correlation matrix). Let Xi be iid random vectors following the dis-
tribution F in Rp. Suppose that there exists a constant C1 > 0 such that
{Γg}(j,k),(j,k) ≥ C1 for all j, k = 1, · · · , p. Let β ∈ (0, 1) and τ∗ = β−1aLˆ∗0(1−
α), where the bootstrap samples are generated with Kendall’s tau rank cor-
relation matrix kernel in (3). If log7(np) ≤ C2n1−K for some K ∈ (0, 1),
then the test based on T¯ ′0 has the size α+O(n−K/8).
Therefore, the asymptotic validity of the bootstrap test for large Kendall’s
tau rank correlation matrix is obtained when log p = o(n1/7) without im-
posing structural and moment assumptions on F .
5. Proofs of the main results. The rest of the paper is organized as
follows. In Section 5.1, we first present a useful inequality for bounding the
expectation of the sup-norm of the canonical U-statistics and then compare
with an alternative simple data splitting bound by reducing to the moment
bounding exercise for the sup-norm of sums of iid random matrices. We shall
discuss several advantages of using the U-statistics approach by exploring
the degeneracy structure. Section 5.2 contains the proofs of the main results
on Gaussian approximation and Section 5.3 proves the convergence rate of
the Gaussian wild bootstrap. Proofs of the statistical applications are given
in Section 5.4. Additional proofs and technical lemmas are given in the SM.
5.1. A maximal inequality for canonical U-statistics. Before proving our
main results, we first establish a maximal inequality of the canonical U-
statistics of order two. The derived expectation bound is useful in control-
ling the size of the nonlinear and completely degenerate error term in the
Gaussian approximation.
Theorem 5.1 (Expectation bound for canonical U-statistics). Let f :
Rp × Rp → Rp×p be a symmetric and canonical U-statistic kernel of or-
der two and V =
(
n
2
)−1∑
1≤i<j≤n f(Xi,Xj) such that E‖f(X1,X2)‖ < ∞.
Let X′n1 be an independent copy of Xn1 , M = max1≤i<j≤n(‖f(Xi,Xj)‖ ∨
‖f(Xi,X′j)‖), Dq = max1≤m,k≤p(E|fmk|q)1/q for q > 0. If 2 ≤ p ≤ exp(bn)
for some absolute constant b > 0, then there exists an absolute constant
K > 0 such that
(22) E‖V ‖ ≤ K(1 ∨ b1/2)
{( log p
n
)3/2‖M‖4 + log p
n
D2 +
( log p
n
)5/4
D4
}
.
Note that Theorem 5.1 is non-asymptotic. As immediate consequences of
Theorem 5.1, we can derive the rate of convergence of E‖V ‖ with kernels
under the subexponential and uniform polynomial moment conditions.
imsart-aos ver. 2014/01/08 file: ustat-June-24-2016.tex date: October 4, 2016
20 CHEN
Corollary 5.2 (Kernel with subexponential moment). Let Bn be a
sequence of positive reals and f be a symmetric and canonical kernel. Suppose
that
(23) max
1≤m,k≤p
E [exp(|fmk|/Bn)] ≤ 2
and 2 ≤ p ≤ exp(bn) for some absolute constant b > 0. Then, there exists a
constant C(b) > 0 such that
(24) E‖V ‖ ≤ C(b)Bn{n−3/2(log p)3/2 log(np) + n−1 log p}.
Corollary 5.3 (Kernel with uniform polynomial moment). Let q ≥ 4
and Bn, B
′
n be two sequences of positive reals. Let f be a symmetric and
canonical kernel. Suppose that
(25) E(‖f‖/Bn)q + max
1≤m,k≤p
E(|fmk|/B′n)4 ≤ 1
and 2 ≤ p ≤ exp(bn) for some absolute constant b > 0. Then, there exists a
constant C(b) > 0 such that
(26) E‖V ‖ ≤ C(b){Bnn−1(log p)3/2 +B′nn−1 log p}.
Remark 4 (Comparison of Theorem 5.1 with sums of iid random ma-
trices). For the U -statistic taking values in a Banach space B (here, we
consider B = Rp×p), its expected norm can also be bounded by the expected
norm of sums of iid random matrices. Assume that E‖f(X1,X2)‖ <∞ and
let m = [n/2] be the largest integer no greater than n/2. As noted in [29],
we can write
(27) m(V − EV ) = 1
n!
∑
all pin
m∑
i=1
[f(Xpin(2i−1),Xpin(2i))− Ef ],
where the summation
∑
all pin
is taken over all possible permutations pin :
{1, · · · , n} → {1, · · · , n}. By Jensen’s inequality and the iid assumption of
Xi, we have
(28) E‖V − EV ‖ ≤ 1
m
E
∥∥∥ m∑
i=1
[f(Xi,Xi+m)− Ef ]
∥∥∥,
which can be viewed as a data splitting method into two halves. Under
condition (23), it follows from Bernstein’s inequality [54, Proposition 5.16]
that
(29) E‖V − EV ‖ ≤ K1Bn(
√
log(p)/n+ log(p)/n).
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So if log p ≤ bn1−ε for some ε ∈ (0, 1), then E‖V−EV ‖ ≤ C(b)Bn(log(p)/n)1/2.
There are three advantages of using the U-statistics approach in Theorem
5.1 over the data splitting method into iid summands (28) and (29). For the
canonical kernel, EV = 0.
First, we can obtain from (24) that
E‖V ‖ ≤ C(b)Bn{n1−5ε/2 + n−3/2ε(log n) + n−ε}.
Therefore, sharper rate is obtained by (24) when ε ∈ (1/2, 1) which covers
the regime of valid Gaussian approximation and bootstrap. Under the scaling
limit for the Gaussian approximation validity, i.e. Ban log
7(np)/n ≤ Cn−K2
for some K2 ∈ (0, 1), where a = 2 for the subexponential moment kernel
and a = 4 for the uniform polynomial moment kernel, it is easy to see that
log p ≤ log(np) ≤ Cn(1−K2)/7 so we can take ε = (6 +K2)/7.
Second and more importantly, the rate of convergence obtained by the
Bernstein bound (29) does not lead to a convergence rate for the Gaussian
approximation and the bootstrap method. Following the argument of prov-
ing Theorem 5.5, one can only show with (29) that for any γ ∈ (0, 1) and
`n = log(np/γ) ≥ 1
ρ(T¯0, Z¯0) . n−1/8`7/8n (D˜33 + D˜24)1/4 + `1/2n B1/2n + n−1/2`3/2n u(γ) + γ,
where the second term on the right-hand side does not converge to zero and
u(γ) is defined in the proof of Theorem 5.5. The reason is that, although
(29) is rate-exact for non-degenerate U-statistics, where the dependence of
the rate in (29) on the sample size is O(Bnn
−1/2), it is not strong enough
to control the size of the nonlinear correction term E‖√nV ‖ when p → ∞
(recall that W =
√
nV ). On the contrary, our bound in Theorem 5.1 exploits
the degeneracy structure of V and the dependence of the rate in (22) on
the sample size is O(Bnn
−1 + ‖M‖n−3/2). Therefore, Theorem 5.1 is more
mathematically appealing in the degenerate case.
Third, the reduction to sums of iid random matrices in (28) does not
give tight asymptotic distributions in order to make inference on the non-
degenerate U-statistics. To illustrate this point, we consider the case p = 1
and let Xi be iid mean zero random variables with variance σ
2. Let ζ21 =
Var(g(X1)) and ζ
2
2 = Var(h(X1, X2)). Assume that ζ
2
1 > 0. So ζ
2
1 is the
variance of the leading projection term used in the Gaussian approximation
and by Jensen’s inequality ζ21 ≤ ζ22 . Note that
√
n(U−EU) D→ N(0, 4ζ21 ) [51,
Theorem A, page 192] and by the CLT
√
2/m
∑m
i=1[f(Xi,Xi+m) − Ef ] D→
N(0, 2ζ22 ). Since in general ζ
2
2 6= 2ζ21 , the limiting distribution of the U-
statistic is not the same as that in the data splitting method in view of
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(27). For example, consider the non-degenerate covariance kernel h(x1, x2) =
(x1−x2)2/2 w.r.t. F and U =
(
n
2
)−1∑
1≤i<j≤n h(Xi, Xj). Denote µ4 = EX41
and g(x1) = (x
2
1−σ2)/2. Then, ζ22 = (µ4+σ4)/2 and ζ21 = (µ4−σ4)/4 so that
ζ22 > 2ζ
2
1 when σ
2 > 0. In particular, if Xi are iid N(0, σ
2), then µ4 = 3σ
4,
4ζ21 = 2σ
4, and 2ζ22 = 4σ
4. Therefore, even though (29) gives better rate
in the non-degenerate case, the reduction by splitting the data into the iid
summands is not optimal for the Gaussian approximation purpose, which
is the main motivation of this paper. In fact, ζ22 serves no purpose in the
limiting distribution of
√
n(U − EU).
5.2. Proof of results in Section 2. Let β > 0 and for Z ∈ Rp×p
Fβ(Z) = β
−1 log(
p∑
m,k=1
exp(βZmk))
be the smooth-max function for approximating Z¯0 = max1≤m,k≤p Zmk. De-
note pimk(Z) = ∂mkFβ(Z) as the first-order partial derivative w.r.t. Zmk
and C3b (R) the space of all bounded functions that are three times contin-
uously differentiable on R with supt∈R |∂qf(t)| < +∞ for q = 0, 1, 2, 3. Let
λ0 : R → [0, 1] be such that: (i) λ0 ∈ C3b (R) and sups∈R |∂qλ0(s)| ≤ K0
for some absolute constant K0 > 0 and for q = 0, 1, 2, 3; (ii) λ0(s) = 1 if
s ≤ 0 and λ0(s) = 0 if s ≥ 1. Let eβ = 2β−1 log p and for any t ∈ R,
let λ(s) = λ0(ψ(s − t − eβ)) for ψ > 0. Then sups∈R |∂qλ(s)| ≤ K0ψq for
q = 0, 1, 2, 3. Here, β and ψ are smoothing parameters for approximating
the max and indicator functions, respectively. In particular, we have
Z¯0 ≤ Fβ(Z) ≤ Z¯0 + eβ for all Z ∈ Rp×p,(30)
1(s ≤ t+ eβ) ≤ λ(s) ≤ 1(s ≤ t+ eβ + ψ−1) for all s, t ∈ R.(31)
Define
D˜q = max
1≤m,k≤p
(E|gmk|q)1/q, Dq = max
1≤m,k≤p
(E|hmk|q)1/q.
Clearly D˜q ≤ Dq for q ≥ 1. Let
ux(γ) = inf{u ≥ 0 : P(g2mk(Xi) ≤ u2Eg2mk for all m, k, i) ≥ 1− γ}
and uz(γ) be similarly defined with gmk(Xi) replaced by Zi,mk, where Zi
follow iid N(0,Γg). Put u(γ) = ux(γ) ∨ uz(γ). To prove Theorem 2.1 and
2.2, we first need a smoothing lemma.
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Lemma 5.4. Let u > 0, γ ∈ (0, 1). Assume that c0 ≤ D˜2 ≤ C0,
√
8uD˜2β/
√
n ≤
1 and u ≥ u(γ). Then we have
(32) ρ(T¯0, Z¯0) ≤ C1[(ψE‖W‖+ ∆v) + (eβ + ψ−1)
√
1 ∨ log(pψ)],
where
(33) ∆v = n
−1/2(ψ3+ψ2β+ψβ2)D˜33 +(ψ
2+ψβ)ϕ¯(u)+ψϕ¯(u)
√
log(p/γ)+γ
and ϕ¯(u) = C2u
−1D˜24. Here, C1, C2 > 0 are constants only depending on c0
and C0.
Theorem 5.5 (Rate of convergence for Gaussian approximation). Let
γ ∈ (0, 1) and `n = log(pn/γ) ≥ 1. Assume c0 ≤ D˜2 ≤ C0 and 2 ≤ p ≤
exp(bn) for some absolute constants c0, C0, b > 0. Then, there exists a con-
stant C > 0 depending only on c0, C0, and b such that
ρ(T¯0, Z¯0) ≤ C
{
n−1/8`7/8n (D˜
3
3 + D˜
2
4)
1/4 + n−1/2`n‖M‖1/24 + n−1/4`3/4n D1/22
+n−3/8`7/8n D
1/2
4 + n
−1/2`3/2n u(γ) + γ
}
.(34)
Proof sketch of Theorem 5.5. The proof is based on a delicate com-
bination of Lemma 5.4 and Theorem 5.1. Since the proof of Theorem 5.5 is
quite involved, here we only explain the main idea and give a sketch of the
proof. All proof details can be found in the SM.
Main idea. Lemma 5.4 gives a general rate of convergence for the Gaus-
sian approximation with some unspecified smoothing parameters β and ψ.
The error bound in Lemma 5.4 involves three parts: (i) one from approx-
imating the linear projection ∆v, (ii) one from the second-order canonical
remainder W , and (iii) one from the smoothing errors of the max and indica-
tor functions. Recall that β is the degree of smoothing for the max function
(30) and ψ controls the approximation of the indicator function (31). For
larger β > 0 (or ψ > 0), Fβ(Z) (or λ(s)) is closer to the non-smooth func-
tion maxm,k Zmk (or 1(s ≤ t + eβ)). Specifically, for larger β and ψ, (iii)
contributes less, while (i) and (ii) contribute more, to the error bound for
the Gaussian approximation (32). Hence, the key step is to optimize the
Gaussian approximation error bound (32) on the smoothing parameters β
and ψ to find the best trade-off of the three parts.
Step 1. Choose the smoothing parameters. Note that both β and
ψ depend on the truncation parameter u in Lemma 5.4. Therefore, the op-
timization problem eventually boils down to choose a proper threshold u.
Once u is chosen, then we shall first have a natural choice of β to make
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the constraint of Lemma 5.4 on
√
8uD˜2β/
√
n ≤ 1 active in order to apply
(32); i.e β = Cn−1/2u−1. So β is a strictly decreasing function in u and
we need to choose a non-decreasing ψ(u) to counter-balance the smoothing
errors. Motivated from the proof of [16, Theorem 2.2] in which only the
linear part of T¯0 was dealt with, here we need to choose a larger u because
of the extra nonlinear term W . Since in the linear case of [16, Theorem 2.2]
u = max{u0, u1, u(γ)} where u0 = n3/8`−5/8n D˜1/24 and u1 = n3/8`−5/8n D˜3/43 ,
it is intuitive to choose u = max{u0, u1, u2, u3, u4, u(γ)} in our case such
that ui takes the form n
εi1`−εi2n T
εi3
i , where Ti = ‖M‖4, D2, D4 for i = 2, 3, 4
and the corresponding indicator smoothing parameters as
ψi(u) = min{n1/2−εi1`εi2−1n T−εi3i , `−1/6n (ϕ¯(u))−1/3},
where ϕ¯(u) is defined in Lemma 5.4. For i = 2, 3, 4, we require different
{εij}j=1,2,3, to balance the error bound (32). Let u∗i be the solution for
balancing the two components in ψi(u). Then, ψi(u) is strictly increasing
when u ∈ (0, u∗i ) and it is truncated to a constant level for u ≥ u∗i .
Step 2. Calculate the error bound for the chosen parameters.
Now, we invoke Theorem 5.1 to quantify the contributions of ‖M‖4, D2,
and D4 to E‖W‖. Combining (22) and (32), it will be shown (after some
algebraic manipulations on the two cases 0 < u < u∗ and u ≥ u∗, where u∗ =
max1≤i≤4{u∗i }) that the optimal choice of {εij}j=1,2,3 in order to achieve the
overall error bound
(35) ρ(T¯0, Z¯0) . n−1/2`3/2n u+ γ
is given by u2 = `
−1/2
n ‖M‖1/24 , u3 = n1/4`−3/4n D1/22 , and u4 = n1/8`−5/8n D1/24 .
Then, the explicit rate of convergence (34) is immediate by substituting the
choice of u into (35).
In the following proofs of Theorem 2.1, 2.2 and 3.1, the constants of .
depend only on C1 and C2 in (GA.1) and (GA.2) in the sub-exponential
kernel case and (GA.1’) and (GA.2’) in the uniform polynomial kernel case.
Proof of Theorem 2.1. Choose γ = n−K1 for some K1 ≥ 1/8. Let
`n = log(pn
1+K1). By Theorem 5.5 and Lemma A.1, we have
ρ(T¯0, Z¯0) . n−1/8`7/8n B1/4n + n−1/2`nB1/2n `1/2n + n−1/4`3/4n
+n−3/8`7/8n B
1/4
n + n
−1/2`3/2n Bn`
2
n + γ
. n−1/8`7/8n B1/4n + n−1/2`7/2n Bn + n−K1 .
By (8), we have ρ(T¯0, Z¯0) . n−min(K1,K/8). Since K ∈ (0, 1), (9) follows.
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Proof of Theorem 2.2. Choose γ = n−K1 for some K1 ∈ (0,K). Let
`n = log(pn
1+K1). By Theorem 5.5 and Lemma A.3 with q = 4, we have
ρ(T¯0, Z¯0) . n−1/8`7/8n B1/4n + n−1/2`nB1/2n n1/4 + n−1/4`3/4n
+n−3/8`7/8n B
1/4
n + n
−1/2`3/2n Bnn
1+K1
4 + γ
. n−1/8`7/8n B1/4n + `3/2n Bnn−
1−K1
4 + n−K1
. n−min(K8 ,
K−K1
4
,K1).
Choose K1 ∈ [K/8,K/2]. Then, it follows that ρ(T¯0, Z¯0) . n−K/8.
5.3. Proof of results in Section 3.
Proof of Theorem 3.1. Let ρ	(α) = P({T¯0 ≤ aLˆ∗0(α)}	{L¯0 ≤ aZ¯0(α)}),
where aZ¯0(α) = inf{t ∈ R : P(Z¯0 ≤ t) ≥ α} is the α-th quantile of Z¯0 and
A	B = (A\B)∪(B\A) is the symmetric difference of two subsets A and B.
Let `n = log(np) ≥ 1. We first deal with the sub-exponential kernel moment
condition. Assume (GA.1) and (GA.2). The proof contains two steps.
Step 1. Relate the bootstrap approximation to the Gaussian approxima-
tion.
Note that for all α ∈ (0, 1)
|P(T¯0 ≤ aLˆ∗0(α))− α| ≤ ρ(L¯0, Z¯0) + |P(T¯0 ≤ aLˆ∗0(α))− P(L¯0 ≤ aZ¯0(α))|
≤ ρ(L¯0, Z¯0) + ρ	(α).
Under conditions (GA.1) and (GA.2), following the proof of Theorem 5.5
and Theorem 2.1, we have ρ(L¯0, Z¯0) . n−K/8. Let ∆1 be defined in (57). By
Lemma C.2, we can bound ρ	(α) as
(36)
ρ	(α) ≤ 2
[
ρ(L¯0, Z¯0) + Cv
1/3(log p)2/3 + P(∆1 > v)
]
+ C ′ζ1(log p)1/2 + 5ζ2,
provided that
P(|T¯0 − L¯0| > ζ1) < ζ2, (effect of W ),(37)
P(Pe(|Lˆ∗0 − L¯∗0| > ζ1) > ζ2) < ζ2, (effect of ∆2),(38)
where (37) is due to the nonlinear remainder of the U-statistics decom-
position and (38) is due to the estimation error of g(Xi). Choose ζ1 =
Cn−K1`−1/2n and ζ2 = Cn−K2 for some K1,K2 > 0 whose values are to be
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determined in Step 2. Then, ζ1
√
log p ≤ Cn−K1 . Choose v = `−1/2n (E∆1)3/4.
By Lemma C.3, v . `−1/2n $1(n, p)3/4, where $1(n, p) is defined in (56). By
Markov’s inequality,
P(∆1 > v) ≤ E(∆1)/v = `1/2n (E∆1)1/4 . `1/2n $1(n, p)1/4,
where under (GA.2) $1(n, p) ≤ n−1/2`1/2n Bn + n−1`3nB2n . n−1/2`1/2n Bn.
Therefore, we have
v . `−1/2n (n−1/2`1/2n Bn)3/4 . `−2n n−3K/8.
So it follows that (v1/2 log p)2/3 . n−K/8 and
P(∆1 > v) . `1/2n (n−1/2`1/2n Bn)1/4 . n−K/8.
Substituting those bounds into (36), we get
(39) ρ	(α) . n−K/8 + n−K1 + n−K2 . n−min{K/8, K1, K2}.
Step 2. Verify the constraints (37) and (38).
Since max is a 1-Lipschitz function and by Markov’s inequality and Lemma
C.5, we have P(|T¯0− L¯0| > ζ1) ≤ E‖W‖/ζ1 ≤ C$3(n, p)ζ−11 , where $3(n, p)
is defined in (61). Then, (37) is fulfilled whenever Cζ1ζ2 ≥ $3(n, p) for some
constant C > 0. Next, we deal with (38). Note that
|Lˆ∗0 − L¯∗0| ≤
1√
n
max
1≤m,k≤p
∣∣∣ n∑
i=1
[gˆi,mk − gmk(Xi)]ei
∣∣∣.
By the argument leading to (46), conditional on Xn1 and X
′n
1 , we have
Ee|Lˆ∗0 − L¯∗0| ≤
K3√
n
(log p)1/2 max
1≤m,k≤p
{ n∑
i=1
[gˆi,mk − gmk(Xi)]2
}1/2
,
from which it follows that
E|Lˆ∗0 − L¯∗0| ≤ K3(log p)1/2E(∆1/22 )
and ∆2 is defined in (58). By Markov’s inequality (also conditional on X
n
1
and X′n1 ), Pe(|Lˆ∗0 − L¯∗0| > ζ1) ≤ ζ−11 Ee|Lˆ∗0 − L¯∗0| so that
P(Pe(|Lˆ∗0 − L¯∗0| > ζ1) > ζ2) ≤ P(Ee|Lˆ∗0 − L¯∗0| > ζ1ζ2)
≤ E|Lˆ
∗
0 − L¯∗0|
ζ1ζ2
≤ K3(log p)
1/2E(∆1/22 )
ζ1ζ2
.
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By Lemma C.4, (38) is fulfilled when $2(n, p) ≤ Cζ1ζ22/
√
log p. Recall that
we need to check
$3(n, p) ≤ Cζ1ζ2 = Cn
−(K1+K2)√
log(np)
,(40)
$2(n, p) ≤ C ζ1ζ
2
2√
log p
= C
n−(K1+2K2)√
log p
√
log(np)
.(41)
By Lemma C.4 and C.5
$3(n, p) ≤ n−1(log(np))5/2Bn + n−1/2(log p) + n−3/4(log(np))5/4B1/2n ,
$2(n, p) ≤ n−1/2(log(np))3/2Bn + n−1(log(np))2Bn.
So sufficient conditions for (40) and (41) are given by
n−1`3nBn + n
−1/2`3/2n + n
−3/4`7/4n B
1/2
n . n−(K1+K2),(42)
n−1/2`5/2n Bn + n
−1`3nBn . n−(K1+2K2).(43)
Under (GA.2), since the LHS of (42) is bounded by n−K+n−K/2 +n−3K/4 ≤
3n−K/2 and the LHS of (43) is bounded by 2n−K/2, we deduce that K1 and
K2 must satisfy the constraint K1 + 2K2 ≤ K/2. Take K1 = K2 = K/6.
Then we obtain from (39) that
|P(T¯0 ≤ aLˆ∗0(α))− α| . n
−min{K/8, K/6} = n−K/8.
Similar argument applies to the kernel with uniform polynomial moment,
so we only sketch the proof in this case. Assume (GA.1’) and (GA.2’).
Step 1’. We shall use the same v = `
−1/2
n (E∆1)3/4 as in the sub-exponential
kernel case. Under (GA.1’) and (GA.2’), by Lemma C.6 with q = 4, we
have $1(n, p) . n−1/2`nB2n and v . `
−1/2
n (n−1/2`nB2n)3/4 = (n−1`
2/3
n B4n)
3/8.
Therefore, (v1/2 log p)2/3 . (n−1`6nB4n)1/8 . n−K/8 and
P(∆1 > v) . `1/2n (n−1/2`nB2n)1/4 . n−K/8.
Then, by (36), we get ρ	(α) . n−min{K/8, K1, K2}.
Step 2’. By Lemma C.7 and C.8 with q = 4, we must verify the constraints
n−1/2`2nBn + n
−1/2`3/2n + n
−3/4`7/4n B
1/2
n . n−(K1+K2),
n−1/4`3/2n Bn + n
−1/2`2nBn . n−(K1+2K2).
Under (GA.2’), a sufficient condition for the last two inequalities to hold is
K1 + 2K2 ≤ K/4. Then, we can take K1 = K2 = K/12 to get ρ	(α) .
n−K/12 and thus (14).
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5.4. Proof of results in Section 4.
Proof of Theorem 4.1. Let β ∈ (0, 1) and τ = β−1‖Sˆ − Σ‖. By the
subgaussian assumption and Lemma A.2, it is easy to verify that there is a
large enough constant C > 0 depending only on C2, C3, C4 such that
(44) max
`=0,1,2
E[|hmk|2+`/(Cν2`)] ∨ E[exp(|hmk|/ν2)] ≤ 2,
where h is the covariance matrix kernel in (2). Since {Γg}(j,k),(j,k) ≥ C1
for all j, k = 1, · · · , p and ν4 log7(np) ≤ C5n1−K , by Theorem 3.1, we have
‖Sˆ−Σ‖ ≤ aLˆ∗0(1−α) with probability at least 1−α−Cn
−K/8, where C > 0
is a constant depending only on Ci, i = 1, · · · , 5. Therefore, P(τ ≤ τ∗) ≥
1−α−Cn−K/8 and the rest of the proof is restricted to the event {τ ≤ τ∗}.
By the decomposition
ρ(Σˆ(τ∗)− Σ) ≤ ρ(Σˆ(τ∗)− Tτ∗(Σ)) + ρ(Tτ∗(Σ)− Σ)
≤ I + II + III + τ1−r∗ ζp,
where Tτ (Σ) = {σmk1{|σmk| > τ}}pm,k=1 is the resulting matrix of the
thresholding operator on Σ and
I = max
m
∑
k
|sˆmk|1{|sˆmk| > τ∗, |σmk| ≤ τ∗},
II = max
m
∑
k
|σmk|1{|sˆmk| ≤ τ∗, |σmk| > τ∗},
III = max
m
∑
k
|sˆmk − σmk|1{|sˆmk| > τ∗, |σmk| > τ∗}.
Note that on the event {τ ≤ τ∗}, maxm,k |sˆmk − σmk| ≤ βτ∗. Since Σ ∈
G(r, C0, ζp), we can bound
III ≤ (βτ∗)(τ−r∗ ζp) = βτ1−r∗ ζp.
By triangle inequality,
II ≤ max
m
∑
k
|sˆmk − σmk|1{|σmk| > τ∗}+ max
m
∑
k
|sˆmk|1{|sˆmk| ≤ τ∗, |σmk| > τ∗}
≤ (βτ∗)(τ−r∗ ζp) + τ∗(τ−r∗ ζp) = (1 + β)τ1−r∗ ζp.
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Let η ∈ (0, 1). We have I ≤ IV + V + V I, where
IV = max
m
∑
k
|σmk|1{|sˆmk| > τ∗, |σmk| ≤ τ∗},
V = max
m
∑
k
|sˆmk − σmk|1{|sˆmk| > τ∗, |σmk| ≤ ητ∗},
V I = max
m
∑
k
|sˆmk − σmk|1{|sˆmk| > τ∗, ητ∗ < |σmk| ≤ τ∗}.
Clearly, IV ≤ τ1−r∗ ζp. On the indicator event of V , we observe that
βτ∗ ≥ |sˆmk − σmk| ≥ |sˆmk| − |σmk| > (1− η)τ∗.
Therefore, V = 0 if η + β ≤ 1. For V I, we have
V I ≤ (βτ∗)(ητ∗)−rζp.
Collecting all terms, we conclude that
ρ(Σˆ(τ∗)− Σ) ≤ (3 + 2β + η−rβ)ζpτ1−r∗ + V.
Then (16) follows from the choice η = 1− β. The Frobenius norm rate (17)
can be established similarly. Details are omitted.
Next, we prove (18). Let Φ(·) denote the cdf of the standard Gaussian
random variable. By the union bound, we have for all t > 0
Pe
( 2√
n
∥∥∥ n∑
i=1
gˆiei
∥∥∥ ≥ t) ≤ 2p2[1− Φ( t
ξ¯
)]
,
where ξ¯ = max1≤m,k≤p ξmk and ξ2mk = 4n
−1∑n
i=1 gˆ
2
i,mk. Let τ˜ = n
−1/2β−1ξ¯Φ−1(1−
α/(2p2)); then τ∗ ≤ τ˜ . Since Φ−1(1−α/(2p2))  (log p)1/2, we have E[τ∗] ≤
C ′β−1E[ξ¯](log(p)/n)1/2, where C ′ > 0 is a constant only depending on α.
Now, we bound E[ξ¯]. Let ∆ = n−1 maxm,k
∑n
i=1[gˆi,mk − gmk(Xi)]2. Then,
ξ¯2 ≤ 8
n
max
m,k
n∑
i=1
g2mk(Xi) + 8∆.
By Lemma C.4 and recall that ν4 log7(np) ≤ C5n1−K ,
E[∆1/2] ≤ Cn−1/2(log(pn))3/2ν2,
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where C > 0 is constant depending only on Ci, i = 1, · · · , 5. By [17, Lemma
9] and Pisier’s inequality [53, Lemma 2.2.2], we have
E[max
m,k
n∑
i=1
g2mk(Xi)] ≤ K1
{
max
m,k
E[
n∑
i=1
g2mk(Xi)] + (log p)E[max
m,k
max
i≤n
g2mk(Xi)]
}
≤ C
{
n+ (log(np))3ν4
}
.
By Jensen’s inequality, we get
E[ξ¯] ≤ C
{
1 + (ν4 log3(np)/n)1/2
}
≤ C.
Then, we conclude that E[τ∗] ≤ C(α,C1, · · · , C5)β−1(log(p)/n)1/2.
Proof of Theorem 4.2. The proof is similar to that of Theorem 4.1
and we only sketch the differences. By the assumptions and Lemma A.4, we
have
max
`=0,1,2
E[|hmk|2+`/(Cν2`)] ∨ E[‖h‖/(2ν2)]4 ≤ 1.
By Theorem 3.1, we have ‖Sˆ − Σ‖ ≤ aLˆ∗0(1 − α) with probability at least
1−α−Cn−K/12, where C > 0 is constant depending only on Ci, i = 1, · · · , 5.
So (16) and (17) follow. Note that
E[max
m,k
n∑
i=1
g2mk(Xi)] ≤ K1
{
max
m,k
E[
n∑
i=1
g2mk(Xi)] + (log p)E[max
m,k
max
i≤n
g2mk(Xi)]
}
≤ C
{
n+ (log p)n1/2ν4
}
.
Then, under the assumption that ν8 log7(np) ≤ C5n1−K , it follows from
Lemma C.7 that
E[ξ¯] ≤ C
{
1 +
ν2 log1/2(p)
n1/4
+
ν2 log1/2(np)
n1/4
+
ν2 log(np)
n1/2
}
≤ C.
Therefore, we get E[τ∗] ≤ C(α,C1, · · · , C5)β−1(log(p)/n)1/2.
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Let q > 0 and gi := g(Xi) = E[h(Xi,X′)|Xi]−Eh is the Ha´jek projection
in (4). Write gmk = gmk(X) for m, k = 1, · · · , p. Recall the definitions
Dq = max
m,k
(E|hmk|q)1/q, D˜q = max
m,k
(E|gmk|q)1/q,
M = max
1≤i<j≤n
(‖h(Xi,Xj)‖ ∨ ‖h(Xi,X′j)‖).
We shall useK,K0,K1, · · · to denote positive absolute constants, and C,C ′, C0, C1, · · ·
and c, c′, c0, c1, · · · to denote positive finite constants whose values are in-
dependent of n and p and may vary at different places. We write a . b if
a ≤ Cb for some constant C, and a  b if a . b and b . a.
APPENDIX A: AUXILIARY LEMMAS IN THE PROOF OF SECTION 2
Appendix A contains additional technical lemmas that are used to prove
the main results of this paper.
Recall that u(γ) = ux(γ) ∨ uz(γ), where
ux(γ) = inf{u ≥ 0 : P(g2mk(Xi) ≤ u2Eg2mk for all m, k, i) ≥ 1− γ}
and uz(γ) is similarly defined with gmk(Xi) replaced by Zi,mk. Here, Zi
follow iid N(0,Γg).
Lemma A.1 (Moment bounds for sub-exponential kernel). Let K1 > 0
and γ = n−K1. If (GA.1) holds for all m, k = 1, · · · , p, then we have
D˜2 ≤ D2 ≤ 21/2,
D˜3 ≤ D3 ≤ 21/3B1/3n ,
D˜4 ≤ D4 ≤ 21/4B1/2n ,
‖M‖q ≤ Kq!Bn log(np) ∀q ≥ 1,
u(γ) ≤ CBn log2(np),
where C > 0 is a constant depending only on C1 in (GA.1).
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Proof of Lemma A.1. The bounds on D˜` and D` for ` = 2, 3, 4, are
obvious under (7). Since ‖hmk(X,X′)/Bn‖ψ1 ≤ 1, where ‖ · ‖ψq is the Orlicz
norm for ψq(x) = exp(x
q) − 1 for q ≥ 1 and x ≥ 0, we have by Pisier’s
inequality [53, Lemma 2.2.2] that∥∥∥∥MBn
∥∥∥∥
ψ1
≤ K log(np) max
m,k
max
i<j
(∥∥∥∥hmk(Xi,Xj)Bn
∥∥∥∥
ψ1
+
∥∥∥∥hmk(Xi,X′j)Bn
∥∥∥∥
ψ1
)
.
Since ‖M‖q ≤ q! ‖M‖ψ1 for any q ≥ 1, we get ‖M‖q ≤ Kq!Bn log(np). By
[16, Lemma 2.2], we have
u(γ) ≤ C max{M ′ log(1 + n/γ), D˜2
√
log(np/γ)},
where C > 0 is a constant only depending on C1 in (GA.1) and M
′ satisfies
E[exp(max1≤m,k≤p |gmk|/M ′)] ≤ 2. By Pisier’s and Jensen’s inequalities, and
using (7), we have∥∥∥∥maxm,k |gmk|/Bn
∥∥∥∥
ψ1
≤ K(log p) max
m,k
‖gmk/Bn‖ψ1 ≤ K log p.
Therefore, we can take M ′ = KBn log p for a large enough absolute constant
K > 0. Then, we have u(γ) ≤ CBn log2(np) for γ = n−K1 .
Lemma A.2 (A moment bound for subgaussian observations). Suppose
that Xi are iid mean zero random vectors such that Xim ∼ subgaussian(ν2).
If h is the covariance matrix kernel in (2), then we have for all m, k =
1, · · · , p,
E[exp(|hmk|/ν2)] ≤ 2,
i.e. ‖hmk‖ψ1 ≤ ν2.
Proof of Lemma A.2. The lemma follows from
E
[
exp
( |hmk(X1,X2)|
ν2
)]
= E
[
exp
(
1
2
|X1m −X2m|
ν
|X1k −X2k|
ν
)]
≤ E
[
exp
(
(X1m −X2m)2
4ν2
+
(X1k −X2k)2
4ν2
)]
≤ max
1≤m≤p
E
[
exp
(
(X1m −X2m)2
2ν2
)]
≤ max
1≤m≤p
E
[
exp
(
X21m +X
2
2m
ν2
)]
≤ max
1≤m≤p
{
E
[
exp
(
X21m
ν2
)]}2
≤ 2,
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where we used the elementary inequality |ab| ≤ (a2 + b2)/2 in the second
step, the Cauchy-Schwarz inequality in the third step, (a− b)2 ≤ 2(a2 + b2)
in the fourth step, the iid assumption in the fifth step, and the assumption
that Xim ∼ subgaussian(ν2) in the last step.
Lemma A.3 (Moment bounds for uniform polynomial kernel). Let q ≥ 4,
K1 > 0 and γ = n
−K1. If Eg2mk ≥ C1 and
(45) max
`=0,1,2
E(|hmk|2+`/B`n) ∨ E[(‖h‖/Bn)q] ≤ 1
for all m, k = 1, · · · , p, then we have
D˜2 ≤ D2 ≤ 1,
D˜3 ≤ D3 ≤ B1/3n ,
D˜4 ≤ D4 ≤ B1/2n ,
‖M‖q ≤ 2Bnn2/q,
u(γ) ≤ C max{Bnn
1+K1
q , log1/2(np)},
where C > 0 is a constant depending only on C1.
Proof of Lemma A.3. The bounds on D˜` and D` for ` = 2, 3, 4, are
similar to those in Lemma A.1. By [53, Lemma 2.2.2] and (45), we have∥∥∥∥maxi<j ‖h(Xi,Xj)‖Bn
∥∥∥∥
q
≤ n2/q max
i<j
∥∥∥∥‖h‖Bn
∥∥∥∥
q
≤ n2/q.
Same bound holds for maxi<j ‖h(Xi,X′j)‖. The bound on u(γ) follows from
[16, Lemma 2.2] and the choice γ = n−K1 .
Lemma A.4 (A moment bound for observations with uniform polynomial
moments). Let q ≥ 8. Suppose that Xi are iid mean zero random vectors
such that ‖max1≤k≤p |X1k|‖q ≤ ν. If h is the covariance matrix kernel in
(2), then we have
E[‖h‖/(2ν2)]4 ≤ 1.
Proof of Lemma A.4. The lemma follows from
E[‖h‖/ν2]4 ≤
[
E(‖h‖/ν2)q/2
]8/q
= 2−4
[
E
(
max
m
|X1m −X2m|q/νq
)]8/q
≤ 2−4
[
2qE(max
m
|X1m|q/νq)
]8/q ≤ 24.
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APPENDIX B: PROOF DETAILS IN SECTION 5
Proof of Theorem 5.1. In the proof, we shall use K1,K2, · · · , to de-
note absolute constants whose values may differ from place to place, and the
indices i < j and (m, k) implicitly run over 1 ≤ i < j ≤ n and 1 ≤ m, k ≤ p.
Let εi, i = 1, · · · , n, be a sequence of iid Rademacher random variables such
that P(εi = ±1) = 1/2 and εi, i = 1, · · · , n, are also independent of Xn1 and
X′n1 . By the randomization inequality [18, Theorem 3.5.3], we have
E‖
∑
i<j
f(Xi,Xj)‖ ≤ K1E‖
∑
i<j
εiεjf(Xi,Xj)‖.
Fix an m, k = 1, · · · , p and let Λm,k be the n × n upper triangular matrix
with diagonal of zeros and Λm,kij = fmk(Xi,Xj) for i < j. Since tr(Λ
m,k) = 0
and εi’s are iid sub-Gaussian, by the Hanson-Wright inequality [50, Theorem
1], conditional on Xn1 , we have for all t > 0
P(|ε>Λm,kε| ≥ t | Xn1 ) ≤ 2 exp
{
−K2 min
[
t2
|Λm,k|2F
,
t
|Λm,k|2
]}
,
where ε = (ε1, · · · , εn)>. Denote V1 = maxm,k |Λm,k|F and V2 = maxm,k |Λm,k|2.
Let
t∗ = max
{
V1
√
log(p2)/K2, V2log(p
2)/K2
}
.
By the union bound, we have
E[max
m,k
|ε>Λm,kε| | Xn1 ] =
∫ ∞
0
P(max
m,k
|ε>Λm,kε| ≥ t | Xn1 ) dt
≤ t∗ + 2p2
∫ ∞
t∗
max
{
exp
(
−K2t
2
V 21
)
, exp
(
−K2t
V2
)}
dt.
Changing variables, we see that∫ ∞
t∗
exp
(
−K2t
2
V 21
)
dt ≤ V1√
2K2
∫ ∞
√
4 log p
exp
(
−s
2
2
)
ds.
By the tail bound 1− Φ(x) ≤ φ(x)/x for all x > 0, where Φ(·) and φ(·) are
the cdf and pdf of the standard Gaussian random variable, respectively, it
follows that
(46) 2p2
∫ ∞
t∗
exp
(
−K2t
2
V 21
)
dt ≤ V1√
2K2 log p
≤ K2V1.
Here, we used p ≥ 2. Similarly, we have
2p2
∫ ∞
t∗
exp (−K2t/V2) dt ≤ 2V2/K2.
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Note that V2 ≤ V1. Therefore, we have
E‖
∑
i<j
εiεjf(Xi,Xj)‖ ≤ K3t∗ ≤ K3(log p)Emax
m,k
|Λm,k|F
≤ K3(log p)(Emax
m,k
|Λm,k|2F )1/2,(47)
where the last step follows from Jensen’s inequality.
Next, we bound the term E[maxm,k |Λm,k|2F ]. Consider the Hoeffding de-
composition of f2mk. Let
f˜m,k1 (x1) = Ef
2
mk(x1,X
′)− Ef2mk
and
f˜m,k(x1,x2) = f
2
mk(x1,x2)− Ef2mk(x1,X′)− Ef2mk(X,x2) + Ef2mk.
Clearly, E[f˜m,k1 (X)] = 0 and E[f˜m,k(X,X′)] = E[f˜m,k(x1,X′)] = E[f˜m,k(X,x2)] =
0 for all x1,x2 ∈ Rp; i.e. f˜m,k1 is centered and f˜m,k is a canonical kernel of
U-statistic of order two w.r.t. F . Since
f2mk(x1,x2)− Ef2mk = f˜m,k(x1,x2) + f˜m,k1 (x1) + f˜m,k1 (x2),
we have by the triangle inequality
Emax
m,k
∑
i<j
f2mk(Xi,Xj) ≤ max
m,k
∑
i<j
Ef2mk + Emax
m,k
∣∣∣∑
i<j
(f2mk(Xi,Xj)− Ef2mk)
∣∣∣
≤ n2 max
m,k
Ef2mk + E‖
∑
i<j
f˜(Xi,Xj)‖+ (n− 1)E‖
n∑
i=1
f˜1(Xi)‖,(48)
where f˜ = {f˜m,k}pm,k=1 and f˜1 = {f˜m,k1 }pm,k=1 are p × p random matrices.
By the Hoeffding inequality, conditional on Xn1 , we have for all t > 0
P(|
n∑
i=1
εif˜
m,k
1 (Xi)| ≥ t | Xn1 ) ≤ 2 exp
(
− K4t
2∑n
i=1(f˜
m,k
1 (Xi))
2
)
.
By the symmetrization inequality [53, Lemma 2.3.1] and the argument for
bounding (46), we get
(49)
E‖
n∑
i=1
f˜1(Xi)‖ ≤ 2E‖
n∑
i=1
εif˜1(Xi)‖ ≤ K5(log p)1/2E
[
max
m,k
n∑
i=1
f˜m,k1 (Xi)
2
]1/2
.
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By the randomization inequality as in the previous argument before Jensen’s
inequality (47), we get
(50)
E‖
∑
i<j
f˜(Xi,Xj)‖ ≤ K1E‖
∑
i<j
εiεj f˜(Xi,Xj)‖ ≤ K3(log p)E
[
max
m,k
∑
i<j
f˜m,k(Xi,Xj)
2
]1/2
.
By the triangle and Jensen’s inequalities, we have
E
[
max
m,k
∑
i<j
f˜m,k(Xi,Xj)
2
]1/2 ≤ 2E[max
m,k
∑
i<j
f4mk(Xi,Xj)
]1/2
+81/2E
{
max
m,k
∑
i<j
[E(f2mk(Xi,X′)|Xn1 )]2
}1/2
+ 2
[
max
m,k
∑
i<j
(Ef2mk)2
]1/2
.
Let I = E[maxm,k
∑
i<j f
2
mk(Xi,Xj)]. Then by the Cauchy-Schwarz inequal-
ity, we have
E
[
max
m,k
∑
i<j
f4mk(Xi,Xj)
]1/2 ≤ √I√EM2,
and
E
{
max
m,k
∑
i<j
[E(f2mk(Xi,X′)|Xn1 )]2
}1/2
≤ E
{[
max
m,k
max
i<j
E(f2mk(Xi,X′j)|Xn1 )
]1/2[
max
m,k
∑
i<j
E(f2mk(Xi,X′j)|Xn1
]1/2}
≤
[
Emax
m,k
max
i<j
E(f2mk(Xi,X′j)|Xn1 )
]1/2[
Emax
m,k
∑
i<j
E(f2mk(Xi,X′j)|Xn1 )
]1/2
≤
√
EM2
√
4I,
where in the last step we used Jensen’s inequality and the decoupling in-
equality [18, Theorem 3.1.1]. In addition, maxm,k
∑
i<j(Ef2mk)2 ≤ IEM2.
Therefore, we obtain from (50) that
E‖
∑
i<j
f˜(Xi,Xj)‖ ≤ K6(log p)
√
I
√
EM2.
By (48), (49), and (50), we obtain that
I ≤ K7
{
n2 max
m,k
Ef2mk+(log p)
√
I
√
EM2+n(log p)1/2E
[
max
m,k
∑
i
f˜m,k1 (Xi)
2
]1/2}
.
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The solution of this quadratic inequality for I is given by
(51)
I ≤ K8
{
(log p)2(EM2)+n2 max
m,k
Ef2mk+n(log p)1/2E
[
max
m,k
∑
i
f˜m,k1 (Xi)
2
]1/2}
.
By [17, Lemma 9] and Jensen’s inequality,
E
[
max
m,k
∑
i
f˜m,k1 (Xi)
2
]
≤ K9
{
max
m,k
E
∑
i
f˜m,k1 (Xi)
2 + (log p)E
[
max
m,k
max
i
f˜m,k1 (Xi)
2
]}
≤ K9
{
nmax
m,k
Ef4mk(X1,X2) + (log p)E
[
max
i<j
max
m,k
f4mk(Xi,X
′
j)
]}
≤ K9
{
nmax
m,k
Ef4mk(X1,X2) + (log p)EM4
}
.(52)
Now, combining (47), (51), and (52), we conclude that
E‖
∑
i<j
f(Xi,Xj)‖
≤ K10(log p)
{
n2 max
m,k
Ef2mk + (log p)2EM2 + n(log p)1/2[nmax
m,k
Ef4mk + (log p)EM4]1/2
}1/2
≤ K10(log p)
{
nD2 + (log p)‖M‖2 + n3/4(log p)1/4D4 + (n log p)1/2‖M‖4
}
.
Since ‖M‖2 ≤ ‖M‖4 and p ≤ exp(bn), we have (log p)‖M‖2 ≤ (bn log p)1/2‖M‖4,
from which (22) follows.
Proof of Corollary 5.2. The Corollary follows from the boundsD2 ≤
D4 ≤ Bn and ‖M‖4 ≤ KBn log(np), where the last inequality comes from
Lemma A.1.
Proof of Corollary 5.3. The Corollary follows from the boundsD2 ≤
D4 ≤ B′n and ‖M‖4 ≤ Bnn1/2, where the last inequality comes from Lemma
A.3.
Proof of Lemma 5.4. Let v = λ ◦Fβ. By the mean value theorem and
noticing that pimk(Z) ≥ 0 and
∑p
m,k=1 pimk(Z) = 1 for all Z ∈ Rp×p, we
have
|E[v(T )− v(L)]| = |E[
p∑
m,k=1
Wmk∂λ(Fβ(ξ))pimk(ξ)]| ≤ K0ψE‖W‖,
where ξ is a random matrix on the line segment between T and L. Let
∆v = |E[v(L)− v(Z)]|. Then,
|E[v(T )− v(Z)]| ≤ ∆v +K0ψE‖W‖.
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By the smoothing properties of Fβ(·) in (30) and λ(·) in (31), we have
P(T¯0 ≤ t) ≤ P(Fβ(T ) ≤ t+ eβ) ≤ E[λ(Fβ(T ))] = E[v(T )]
≤ E[v(Z)] + (K0ψE‖W‖+ ∆v)
= E[λ(Fβ(Z))] + (K0ψE‖W‖+ ∆v)
≤ P(Fβ(Z) ≤ t+ eβ + ψ−1) + (K0ψE‖W‖+ ∆v)
≤ P(Z¯0 ≤ t+ eβ + ψ−1) + (K0ψE‖W‖+ ∆v).
By the anti-concentration inequality [16, Lemma 2.1],
P(Z¯0 ≤ t+ eβ + ψ−1)− P(Z¯0 ≤ t) ≤ C(eβ + ψ−1)
√
1 ∨ log(pψ),
where C > 0 is a constant depending only on c0 and C0. Therefore, we get
P(T¯0 ≤ t)− P(Z¯0 ≤ t) ≤ C[(ψE‖W‖+ ∆v) + (eβ + ψ−1)
√
1 ∨ log(pψ)].
Since L involves sums of iid random matrices and Z is Gaussian of the match-
ing first and second moments to L, the bound for ∆v in (33) follows from
Theorem 2.1 and the Step 1 in the proof of Theorem 2.2 in [16]. Similarly,
we can prove the other half inequality.
Proof of Theorem 5.5. In this proof, we shall use a . b to denote
a ≤ Cb for some constant C > 0 depending only on c0, C0, and b. Since D˜2
is lower and upper bounded, we may assume that D˜2 = 1. For u > 0, let
ϕ¯(u) = C1D˜
2
4/u and β(u) = n
1/2/(2
√
2u). Define
ψ1(u) = min{n1/8`−3/8n D˜−3/43 , `−1/6n (ϕ¯(u))−1/3},
ψ2(u) = min{n1/2`−1/2n ‖M‖−1/24 , `−1/6n (ϕ¯(u))−1/3},
ψ3(u) = min{n1/4`−1/4n D−1/22 , `−1/6n (ϕ¯(u))−1/3},
ψ4(u) = min{n3/8`−3/8n D−1/24 , `−1/6n (ϕ¯(u))−1/3},
and let ψ(u) = min1≤i≤4 ψi(u). Clearly, ψ(u) ≤ n1/8 for u ≥ 0 and ψi(u)
are strictly increasing functions for u ∈ (0, u∗i ), where u∗i balances the corre-
sponding two components in ψi(u) for i = 1, 2, 3, 4. In addition, for u ≥ u∗i we
have ψi(u) = ψi(u
∗
i ) = maxv≥0 ψi(v), i.e. all the u
∗
i ’s attain the correspond-
ing maximum values of ψi(·) at the truncation levels. Let u∗ = max1≤i≤4 u∗i .
Our goal is to show that: for any γ ∈ (0, 1) and for some properly chosen
u in Step 1 below, we have
(53) ρ(T¯0, Z¯0) . n−1/2`3/2n u+ γ.
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Step 1. Choose a proper value of u.
To prove (53), we may further assume that n−1/2`3/2n u ≤ 1 because oth-
erwise it trivially holds. Choose u = u0 ∨ u1 ∨ u2 ∨ u3 ∨ u4 ∨ u(γ), where
u0 = n
3/8`−5/8n D˜
1/2
4 ,
u1 = n
3/8`−5/8n D˜
3/4
3 ,
u2 = `
−1/2
n ‖M‖1/24 ,
u3 = n
1/4`−3/4n D
1/2
2 ,
u4 = n
1/8`−5/8n D
1/2
4 .
For this chosen u, we then determine the smoothing parameters β := β(u)
and ψ = min1≤i≤4 ψi where ψi := ψi(u). Let β¯i = n1/2u−1i for i = 1, 2, 3, 4,
and β¯ = min1≤i≤4 β¯i. Then,
(β ∨ ψ) ≤ β¯
because β = 8−1/2n1/2u−1 ≤ n1/2 min1≤i≤4 u−1i = β¯ and ψi ≤ β¯i for
i = 1, 2, 3, 4.
Step 2. Show that (53) holds for our choice of u (and therefore β and ψ).
Then, (34) follows immediately from the substitution of u into (53)
ρ(T¯0, Z¯0) . n−1/2`3/2n [u0 ∨ u1 ∨ u2 ∨ u3 ∨ u4 ∨ u(γ)] + γ.
The rest of the proof is to show (53). First, note that since ψ ≤ n1/8,
eβ
√
1 ∨ log(pψ) ≤ K1β−1(log p)
√
log(pn) ≤ K1β−1`3/2n ≤ K1n−1/2`3/2n u.
For the rest of the terms, we divide into two cases.
Case I: u ≥ u∗. By Lemma 5.4 and Theorem 5.1, we have
ρ(T¯0, Z¯0) . n−1/2β¯2ψD˜33︸ ︷︷ ︸
(i)
+ β¯ψϕ¯(u)︸ ︷︷ ︸
(ii)
+ψϕ¯(u)`1/2n︸ ︷︷ ︸
(iii)
+γ + n−1/2`3/2n u
+ψ−1`1/2n︸ ︷︷ ︸
(iv)
+ψ`3/2n n
−1‖M‖4︸ ︷︷ ︸
(v)
+ψ`nn
−1/2D2︸ ︷︷ ︸
(vi)
+ψ`5/4n n
−3/4D4︸ ︷︷ ︸
(vii)
,
where we used (β∨ψ) ≤ β¯ in terms (i)–(ii) and ψ ≤ n1/8 in term (iv). Next,
we bound the terms (i)–(vii).
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Term (i). We have
n−1/2β¯2ψD˜33 ≤(1) n−1/2β¯21ψ1D˜33 =(2) n−1/2β¯21ψ1(u∗1)D˜33
=(3) n
−1/2(n1/8`5/8n D˜
−3/4
3 )
2(n1/8`−3/8n D˜
−3/4
3 )D˜
3
3
=(4) n
−1/8`7/8n D˜
3/4
3 =(5) n
−1/2`3/2n u1 ≤(6) n−1/2`3/2n u,
where (1) follows from the definitions of ψ and β¯, (2) from u ≥ u∗ ≥ u∗1,
(3) from the definition of β¯1 and the truncation property of ψ1(u
∗
1) =
maxv≥0 ψ1(v), (4) from the direct calculations, (5) from the definition of
u1, and (6) from u ≥ u1.
Term (ii). We have
β¯ψϕ¯(u) ≤(1) β¯1ψ1(u∗1)ϕ¯(u∗1)
=(2) (n
1/8`5/8n D˜
−3/4
3 )(n
1/8`−3/8n D˜
−3/4
3 )(n
−3/8`5/8n D˜
9/4
3 )
=(3) n
−1/8`7/8n D˜
3/4
3 ≤(4) n−1/2`3/2n u,
where (1) follows from the definitions of ψ, β¯, ϕ¯(u) is a decreasing function
in u and u ≥ u∗1, (2) from the definition of β¯1 and the truncation property
of ψ1(·), (3) from the direct calculations, and (4) from the steps (5) and (6)
in bounding term (i).
Term (iii). Note that ψϕ¯(u)`
1/2
n = β¯ψϕ¯(u)`
1/2
n /β¯. We claim that `
1/2
n /β¯ ≤
1. Then, by the calculations in term (ii), we have ψϕ¯(u)`
1/2
n ≤ β¯ψϕ¯(u) ≤
n−1/2`3/2n u. Now, we verify the claim. Since ψi = ψi(u∗i ) for u ≥ u∗, it is easy
to check that ψi = `
−1
n n
1/2u−1i = `
−1
n β¯i and therefore `
1/2
n β¯−1 = `
−1/2
n ψ−1.
By Lemma C.1, we have `
1/2
n β¯−1 = `
−1/2
n ψ−1 ≤ `1/2n ψ−1 ≤ n−1/2`3/2n u ≤ 1.
Term (iv). The bound `
1/2
n ψ−1 ≤ n−1/2`3/2n u follows from Lemma C.1.
Term (v), (vi), and (vii). Since ψ ≤ ψi for i = 2, 3, 4, we can show by
direct calculations that
ψ`3/2n n
−1‖M‖4 ≤ ψ2`3/2n n−1‖M‖4 = `1/2n ψ−12 ≤ `1/2n ψ−1 ≤ n−1/2`3/2n u,
ψ`nn
−1/2D2 ≤ ψ3`nn−1/2D2 = `1/2n ψ−13 ≤ `1/2n ψ−1 ≤ n−1/2`3/2n u,
ψ`5/4n n
−3/4D4 ≤ ψ4`5/4n n−3/4D4 = `1/2n ψ−14 ≤ `1/2n ψ−1 ≤ n−1/2`3/2n u
where the last steps of each line follow from Lemma C.1.
Therefore, we conclude that (53) holds when u ≥ u∗.
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Case II: 0 < u < u∗. By Lemma 5.4 and Theorem 5.1, we have
ρ(T¯0, Z¯0) . n−1/2β¯2ψD˜33︸ ︷︷ ︸
(i)
+ (ψ2 + ψβ)ϕ¯(u)︸ ︷︷ ︸
(ii)
+ψϕ¯(u)`1/2n︸ ︷︷ ︸
(iii)
+γ + n−1/2`3/2n u
+ψ−1`1/2n︸ ︷︷ ︸
(iv)
+ψ`3/2n n
−1‖M‖4︸ ︷︷ ︸
(v)
+ψ`nn
−1/2D2︸ ︷︷ ︸
(vi)
+ψ`5/4n n
−3/4D4︸ ︷︷ ︸
(vii)
,
where we used (β ∨ ψ) ≤ β¯ in terms (i) and ψ ≤ n1/8 in term (iv). Again,
our task is to bound the terms (i)–(vii) in order to achieve (53).
Term (i). We have
n−1/2β¯2ψD˜33 ≤(1) n−1/2β¯21ψ1D˜33 ≤(2) n−1/8`7/8n D˜3/43 ≤(3) n−1/2`3/2n u,
where (1) follows from the definitions of ψ and β¯, (2) from the definition
of β¯1, the truncation property of ψ1 ≤ n1/8`−3/8n D˜−3/43 and steps (3)–(4) of
term (i) in Case I, and (3) from steps (5)–(6) of term (i) in Case I.
Term (ii). We write (ii) = (ii.1)+(ii.2), where (ii.1) = ψ2ϕ¯(u) and (ii.2) =
ψβϕ¯(u). By the truncation property of ψ(·), we have
(ii.1) ≤ [`−1/3n (ϕ¯(u))−2/3]ϕ¯(u) = `−1/3n (ϕ¯(u))1/3,
(ii.2) ≤ [`−1/6n (ϕ¯(u))−1/3]βϕ¯(u) = β`−1/6n (ϕ¯(u))2/3.
Recall that ϕ¯(u) = CD˜24u
−1, β(u) = (2
√
2)−1n1/2u−1, and u0 = n3/8`
−5/8
n D˜
1/2
4
so that
ϕ¯(u0) = Cn
−3/2`5/2n u
3
0,(54)
β(u0) = Cn
1/2u−10 .
Since ϕ¯(·) and β(·) are decreasing in u and u ≥ u0, we get
(ii.1) ≤ `−1/3n (ϕ¯(u0))1/3 ≤ Cn−1/2`1/2n u0 ≤ Cn−1/2`1/2n u,
(ii.2) ≤ β(u0)`−1/6n (ϕ¯(u0))2/3 ≤ Cn−1/2`3/2n u0 ≤ Cn−1/2`3/2n u.
Therefore, we obtain that (ii) . n−1/2`3/2n u.
Term (iii). By the same argument as in bounding the term (ii) above, we
have
ψϕ¯(u)`1/2n ≤(1) [`−1/6n (ϕ¯(u))−1/3]ϕ¯(u)`1/2n = `1/3n (ϕ¯(u))2/3 ≤(2) `1/3n (ϕ¯(u0))2/3
≤(3) Cn−1`2nu20 ≤ Cn−1`2nu2 = C(n−1/2`3/2n u︸ ︷︷ ︸
≤1
)(n−1/2`1/2n u︸ ︷︷ ︸
≤n−1/2`3/2n u
) ≤ Cn−1/2`3/2n u.
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where (1) follows from the truncation property of ψ(·), (2) from the fact
that ϕ¯(·) is decreasing and u ≥ u0, (3) from (54), and the rest equalities and
inequalities are obvious.
Term (iv). By Lemma C.1, we have `
1/2
n ψ−1 ≤ Cn1/2`3/2n u for some con-
stant C > 0 depending only on c0 and C0.
Term (v), (vi), and (vii). Since ψi(·) is non-decreasing, ψ is no greater
than its value in Case I and these three terms can be handled in the same
way as in Case I.
Therefore, regardless of u ≥ u∗ or 0 < u < u∗, (53) always holds for any
γ ∈ (0, 1) and the proof is complete.
APPENDIX C: AUXILIARY LEMMAS IN THE PROOF OF SECTION 5
Lemma C.1 (A key bound on ψ−1). Let u∗, u, and ψi(·), i = 1, 2, 3, 4 be
defined in the proof of Theorem 5.5. Let ψi = ψi(u) and ψ = min1≤i≤4 ψi.
Assume that c0 ≤ D˜2 ≤ C0. Then we have for all u > 0
`1/2n ψ
−1 ≤ Cn−1/2`3/2n u,(55)
where C > 0 is a constant depending only on c0 and C0. In particular, if
u ≥ u∗, then we can take C = 1.
Proof of Lemma C.1. We shall use the same notations as in the proof
of Theorem 5.5. We divide the proof of (55) into two cases.
Case I: u ≥ u∗. In this case, all the ψi(u)’s for i = 1, 2, 3, 4 attain the
corresponding maximum of ψi at the truncation levels; i.e.
ψ1 = n
1/8`−3/8n D˜
−3/4
3 ,
ψ2 = n
1/2`−1/2n ‖M‖−1/24 ,
ψ3 = n
1/4`−1/4n D
−1/2
2 ,
ψ4 = n
3/8`−3/8n D
−1/2
4 .
Then (55) follows from the definitions of ui and the direct calculations
`1/2n ψ
−1
1 = n
−1/8`7/8n D˜
3/4
3 = n
−1/2`3/2n u1 ≤ n−1/2`3/2n u,
`1/2n ψ
−1
2 = n
−1/2`n‖M‖1/24 = n−1/2`3/2n u2 ≤ n−1/2`3/2n u,
`1/2n ψ
−1
3 = n
−1/4`3/4n D
1/2
2 = n
−1/2`3/2n u3 ≤ n−1/2`3/2n u,
`1/2n ψ
−1
4 = n
−3/8`7/8n D
1/2
4 = n
−1/2`3/2n u4 ≤ n−1/2`3/2n u.
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Case II: 0 < u < u∗. In this case, note that `1/2n ψ−1 is equal to
`1/2n max
{
`1/6n (ϕ¯(u))
1/3, n−1/8`3/8n D˜
3/4
3 , n
−1/2`1/2n ‖M‖1/24 , n−1/4`1/4n D1/22 , n−3/8`3/8n D1/24
}
.
We only need to bound `
1/2
n [`
1/6
n (ϕ¯(u))1/3] since the remaining terms have
the same bounds as in Case I. Since ϕ¯(·) is decreasing in u and u ≥ u0, we
have
`2/3n (ϕ¯(u))
1/3 ≤ `2/3n (ϕ¯(u0))1/3.
Recall the definitions ϕ¯(u) = CD˜24u
−1 and u0 = n3/8`
−5/8
n D˜
1/2
4 . Then,
D˜4 = u
2
0n
−3/4`5/4n and ϕ¯(u0) = CD˜24u
−1
0 = Cu
3
0n
−3/2`5/2n . Therefore, we
have `
2/3
n (ϕ¯(u0))
1/3 = C1/3n−1/2`3/2n u0 ≤ C1/3n−1/2`3/2n u since u ≥ u0.
Lemma C.2. Let ρ	(α) = P({T¯0 ≤ aLˆ∗0(α)} 	 {L¯0 ≤ aZ¯0(α)}), where
aZ¯0(α) = inf{t ∈ R : P(Z¯0 ≤ t) ≥ α} is the α-th quantile of Z¯0. Assume that
Eg2mk ≥ C1 for all m, k = 1, · · · , p. Suppose that
P(|T¯0 − L¯0| > ζ1) < ζ2,
P(Pe(|Lˆ∗0 − L¯∗0| > ζ1) > ζ2) < ζ2,
for some ζ1, ζ2 ≥ 0. Then, for every α ∈ (0, 1) and v > 0, we have
ρ	(α) ≤ 2
[
ρ(L¯0, Z¯0) + Cv
1/3(log p)2/3 + P(∆1 > v)
]
+ C ′ζ1(log p)1/2 + 5ζ2,
where ∆1 is defined in (57) and C,C
′ > 0 are constants only depending on
C1.
Proof of Lemma C.2. The proof is a modification of [16, Theorem 3.2],
verbatim replacing the anti-concentration inequality of [17, Theorem 2 and 3]
by Nazarov’s inequality [45]. The benefit of using Nazarov’s inequality is that
we can have v1/3(log p)2/3 and ζ1(log p)
1/2, instead of v1/3(1 ∨ log(p/v))2/3
and ζ1(1 ∨ log(p/ζ))1/2 in [16, Theorem 3.2], respectively, where the former
can give the convergence rates in Theorem 3.1 that decay to zero polynomi-
ally fast in n without additional logarithm factors.
In the following Lemma C.3–C.8, we shall assume that p ≥ 2.
Lemma C.3 (Bound on E(∆1): sub-exponential moment). Assume (7).
Let
(56) $1(n, p) =
(
log p
n
)1/2
Bn +
(log p)(log(np))2
n
B2n.
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and
(57) ∆1 =
1
n
∥∥∥ n∑
i=1
g˜ig˜
>
i − Γg
∥∥∥,
where g˜i = vech(g(Xi)). Then,
E(∆1) ≤ K$1(n, p)
for some absolute constant K > 0.
Proof of Lemma C.3. Let j, k,m, l = 1, · · · , p be such that j ≥ k and
m ≥ l and write MAX = maxj≥k,m≥l. By [17, Lemma 8],
E(∆1) ≤ K1
n
{
(log p)
1
2MAX
[
E
n∑
i=1
g2i,jkg
2
i,ml
] 1
2
+(log p)
[
Emax
i≤n
MAXg2i,jkg
2
i,ml
] 1
2
}
.
Note that E[maxi≤n MAXg2i,jkg2i,ml] = E[maxi≤n maxj≥k g4i,jk]. By [53, Lemma
2.2.2] and (7),∥∥∥∥maxi≤n maxj≥k |gi,jk|
∥∥∥∥
ψ1
≤ K2(log(np)) max
i≤n
max
j≥k
‖gi,jk‖ψ1 ≤ K2(log(np))Bn.
Therefore, we have
E[max
i≤n
max
j≥k
g4i,jk] ≤ K3
∥∥∥∥maxi≤n maxj≥k |gi,jk|
∥∥∥∥4
ψ1
≤ K3(log(np))4B4n.
By the Cauchy-Schwarz inequality and (7), we have for all j ≥ k and m ≥ l[
E
n∑
i=1
g2i,jkg
2
i,ml
] 1
2
≤
[
(E
n∑
i=1
g4i,jk)
1/2(E
n∑
i=1
g4i,ml)
1/2
] 1
2
≤ max
j≥k
(E
n∑
i=1
g4i,jk)
1/2 ≤ (2n)1/2Bn.
Now, (56) follows.
Lemma C.4 (Bound on E(∆1/22 ): sub-exponential kernel). Let
(58) ∆2 =
1
n
max
m,k
n∑
i=1
[gˆi,mk − gmk(Xi)]2
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and
(59) $2(n, p) = Bn
{ log3/2(np)
n1/2
∨ log
2(np)
n
}
.
Assume (7). Then
E(∆1/22 ) ≤ K$2(n, p)
for some absolute constant K > 0.
Proof of Lemma C.4. Write MAX = maxm,k maxi≤n. By the defini-
tion of gˆi and g(Xi), we have
∆
1/2
2 ≤ max
m,k
max
i≤n
|gˆi,mk − gmk(Xi)|(60)
≤ 1
n
MAX
∣∣∣ n∑
j=1
hmk(Xi,X
′
j)− E[hmk(Xi,X′j)|Xn1 ]
∣∣∣
+
(
n
2
)−1
max
m,k
∣∣∣ ∑
1≤j<l≤n
hmk(X
′
j ,X
′
l)− Ehmk
∣∣∣.
By [17, Lemma 8] conditional on Xn1 , we have
E
[
MAX
∣∣∣ n∑
j=1
hmk(Xi,X
′
j)− E[hmk(Xi,X′j)|Xn1 ]
∣∣∣ | Xn1]
≤ K1
{
(log(np))1/2MAX
[ n∑
j=1
E
(
h2mk(Xi,X
′
j) | Xn1
)]1/2
+(log(np))
[
E
(
MAX max
j≤n
h2mk(Xi,X
′
j) | Xn1
)]1/2}
.
By [53, Lemma 2.2.2] and (7), we have∥∥∥max
m,k
max
i,j
|hmk(Xi,X′j)|
∥∥∥
ψ1
≤ K2 log(np) max
m,k
max
i,j
‖hmk(Xi,X′j)‖ψ1 ≤ K2(log(np))Bn.
Then, we have by Jensen’s inequality that
E
[
E
(
MAX max
j≤n
h2mk(Xi,X
′
j) | Xn1
)]1/2 ≤ 2K2(log(np))Bn.
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By Jensen’s inequality twice and [53, Lemma 2.2.2], we have
E
{
MAX
[ n∑
j=1
E
(
h2mk(Xi,X
′
j) | Xn1
)]1/2}
≤ n1/2
{
E
[
MAX
(
E[h2mk(Xi,X′1) | Xn1 ]
)]}1/2
≤ n1/2
{
E
[
max
m,k
max
i≤n
h2mk(Xi,X
′
1)
]}1/2 ≤ K3n1/2(log(np))Bn.
Then
1
n
E
[
MAX
∣∣∣ n∑
j=1
hmk(Xi,X
′
j)− E[hmk(Xi,X′j) | Xn1 ]
∣∣∣] ≤ K4$2(n, p).
Finally, by (28) and (29), the expectation of the second term in the last
inequality of (60) is bounded by K5Bn{(log(p)/n)1/2∨ (log(p)/n)}, which is
on the smaller order of $2(n, p). The lemma now follows.
Lemma C.5 (Bound on E‖W‖: sub-exponential kernel). Let
(61) $3(n, p) =
(log p)3/2(log(np))
n
Bn +
log p
n1/2
+
(log p)5/4
n3/4
B1/2n .
Assume (7). If 2 ≤ p ≤ exp(bn) for some absolute constant b > 0, then
E‖W‖ ≤ K(1 ∨ b1/2)$3(n, p)
for some absolute constant K > 0.
Proof of Lemma C.5. By Lemma A.1, we have ‖M‖q ≤ Kq!Bn log(np)
and D2 ≤ 21/2, D4 ≤ 21/4B1/2n . By Theorem 5.1, we have
E‖W‖ ≤ K(1∨b1/2)n1/2
[( log p
n
)3/2
Bn log(np)+
( log p
n
)
+
( log p
n
)5/4
B1/2n
]
,
from which lemma follows.
Lemma C.6 (Bound on E(∆1): uniform polynomial moment). Let q ≥ 4.
Assume (45). Let
(62) $1(n, p) =
(
log p
n
)1/2
Bn +
log p
n1−2/q
B2n.
Then,
E(∆1) ≤ K$1(n, p),
where ∆1 is defined in (57) and K > 0 is an absolute constant.
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Proof of Lemma C.6. The proof is similar to the argument of Lemma
C.3 with the difference in bounding E[maxi≤n maxj≥k g4i,jk]. By Jensen’s in-
equality,∥∥∥∥maxi≤n maxj≥k |gi,jk|Bn
∥∥∥∥
4
≤
∥∥∥∥maxi≤n maxj≥k |gi,jk|Bn
∥∥∥∥
q
≤ n1/q max
i≤n
∥∥∥∥∥∥∥∥ giBn
∥∥∥∥∥∥∥∥
q
≤ n1/q.
Therefore, we have
E[max
i≤n
max
j≥k
g4i,jk] ≤ n4/qB4n.
Lemma C.7 (Bound on E(∆1/22 ): kernel with uniform polynomial mo-
ment). Let q ≥ 4 and
(63) $2(n, p) =
Bn(log(np))
1/2
n1/2−1/q
[
1 ∨ (log(np))
1/2
n1/2−1/q
]
.
Assume (45). Then
E(∆1/22 ) ≤ K$2(n, p),
where ∆2 is defined in (58) and K > 0 is an absolute constant.
Proof of Lemma C.7. The proof is similar to the argument in Lemma
C.4. We only note the differences. First, under (45),
‖max
m,k
max
i,j
|hmk(Xi,X′j)|‖q ≤ n2/qBn,
which in combination with the conditional Jensen’s inequality imply that
E
[
E
(
max
m,k
max
i,j
h2mk(Xi,X
′
j) | Xn1
)]1/2 ≤ n2/qBn.
Second, by Jensen’s inequality twice and [53, Lemma 2.2.2], we have
E
{
MAX
[ n∑
j=1
E
(
h2mk(Xi,X
′
j) | Xn1
) ]1/2}
≤ n1/2
{
E
[
max
m,k
max
i≤n
h2mk(Xi,X
′
1)
]}1/2
≤ n1/2‖max
m,k
max
i≤n
|hmk(Xi,X′1)|‖q
≤ n1/2+1/q ‖‖h‖‖q ≤ n1/2+1/qBn.
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Then
1
n
E
[
MAX
∣∣∣ n∑
j=1
hmk(Xi,X
′
j)− E[hmk(Xi,X′j) | Xn1 ]
∣∣∣] ≤ K1$2(n, p).
By (28) and [16, Lemma 8], we have
E
[(n
2
)−1
max
m,k
∣∣∣ ∑
1≤j<l≤n
hmk(X
′
j ,X
′
l)− Ehmk
∣∣∣]
≤ K2
{(log p)1/2
n
max
m,k
[ n/2∑
i=1
Eh2mk(Xi, Xi+n/2)
]1/2
+
( log p
n
)[
E
(
max
1≤i≤n/2
‖h(Xi,Xi+n/2)‖2
)]1/2}
≤ K3
{( log p
n
)1/2
+
Bn log p
n1−1/q
}
.
Since the last bound is of smaller order than $2(n, p), the remaining proof
follows from the argument in Lemma C.4.
Lemma C.8 (Bound on E‖W‖: kernel with uniform polynomial moment).
Let q ≥ 4 and
(64) $3(n, p) =
(log p)3/2
n1−2/q
Bn +
log p
n1/2
+
(log p)5/4
n3/4
B1/2n .
Assume (45). If 2 ≤ p ≤ exp(bn) for some absolute constant b > 0, then
E‖W‖ ≤ K(1 ∨ b1/2)$3(n, p)
for some absolute constant K > 0.
Proof. By Lemma A.3, we have ‖M‖4 ≤ ‖M‖q ≤ 2n2/qBn, D2 ≤ 1 and
D4 ≤ B1/2n . By Theorem 5.1, we have
E‖W‖ ≤ K(1 ∨ b1/2)n1/2
[( log p
n
)3/2
Bnn
2/q +
( log p
n
)
+
( log p
n
)5/4
B1/2n
]
.
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APPENDIX D: ADDITIONAL NUMERICAL COMPARISONS
We present more numerical comparisons of the Gaussian approximation
on the Ha´jek projection and its wild bootstrap version for the covariance
matrix. We consider two mean-zero distributions from the elliptical family
[43]:
(M1) (sub-exponential moment) The ε-contaminated p-variate elliptical nor-
mal distribution with density function
f(x; ε, ν, V ) =
1− ε
(2pi)p/2 det(V )1/2
exp
(
−x
>V −1x
2
)
+
ε
(2piν2)p/2 det(V )1/2
exp
(
−x
>V −1x
2ν2
)
;(65)
(M2) (polynomial moment) The p-variate elliptical t-distribution with de-
gree of freedom ν and density function
(66) f(x; ν, V ) =
Γ(ν + p)/2
Γ(ν/2)(νpi)p/2 det(V )1/2
(
1 +
x>V −1x
ν
)−(ν+p)/2
.
For the positive-definite matrix V , we consider three dependence models:
(D1) strong dependence model with V = 0.9 × 1p1>p + 0.1 × Idp, where 1p
is the p× 1 vector of all ones;
(D2) moderate dependence AR(1) model with V = {vmk}pm,k=1 and vmk =
0.7|m−k|;
(D3) weak dependence AR(1) model with V = {vmk}pm,k=1 and vmk =
0.3|m−k|.
We use ε = 0.2 and ν = 1.5 in (M1) and ν = 10 in (M2). For the chosen
parameters, the two distributions have the same variance scaling for each V ,
while the kurtosis of the sub-exponential case is 0.16 and the polynomial case
is 1/3. We compare the finite sample performance on n = 500 and p = 40
so that there are 820 covariance parameters. In each setup, we compare the
approximation quality of T¯0 using Z¯0 and Lˆ
∗
0. All results are reported over
5000 simulation runs.
First, Figure 3 shows a better approximation than Figure 4 for Z¯0 and Lˆ
∗
0.
This is predicted by our theory in Section 2 and 3. Second, the approxima-
tion becomes more accurate as the dependence gets stronger in both Figure
3 and Figure 4. Third, the wild bootstrap has high-quality approximation
for the upper tail probabilities, which is particularly relevant for statistical
applications; see Section 4 below. This occurs even when the Gaussian ap-
proximation has deteriorated performance such as in the weakly dependent
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Fig 3. Gaussian approximations (top row) by Z¯0 and wild bootstrap approximations (bot-
tom row) by Lˆ∗0 for the ε-contaminated normal distribution model: left (M1)+(D1), middle
(M1)+(D2), and right (M1)+(D3). Sample size n = 500 and dimension p = 40.
AR(1) models (D2) and (D3). One possible explanation for this phenomenon
can be the numeric instability for simulating the p′× 1 normal random vec-
tors Zi in the approximation, where p
′ = p(p + 1)/2. On the contrary, the
wild bootstrap only requires the simulation of n univariate normal random
variables.
APPENDIX E: TWO ADDITIONAL APPLICATION EXAMPLES
In this section, we provide two more examples for applying the Gaussian
wild bootstrap procedure. We only state results for subgaussian observa-
tions. For the uniform polynomial moment case, we can easily obtain similar
results as in Section 4. For a matrix Θ = {θmk}pm,k=1 and a vector θ, we
write |Θ|L1 = max1≤k≤p
∑p
m=1 |θmk| is the matrix L1-norm of Θ and |θ|w =
(
∑p
j=1 |θj |w)1/w, w ≥ 1, is the `w-norm of θ, where |θ|∞ = max1≤j≤p |θj | is
the max-norm.
E.1. Estimation of the sparse precision matrix. Precision matrix,
i.e. the inverse of the covariance matrix Ω = Σ−1, is an important object in
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Fig 4. Gaussian approximations (top row) by Z¯0 and wild bootstrap approximations (bot-
tom row) by Lˆ∗0 for the elliptic t-distribution model: left (M2)+(D1), middle (M2)+(D2),
and right (M2)+(D3). Sample size n = 500 and dimension p = 40.
high-dimensional statistics because it closely ties to the Gaussian graphical
models and partial correlation graphs [42, 56, 49, 46, 55, 10]. For multivariate
Gaussian observations Xi, zero entries in the precision matrix correspond to
missing edges in the graphical models; i.e. ωmk = 0 means that Xm and Xk
are conditionally independent given the values of all other variables [20, 36].
To avoid the overfitting for graphical models with a large number of nodes,
the sparsity is a widely considered structural assumption. Here, we consider
the estimation of Ω by using the CLIME method [10]
(67) Ωˆ(λ) = argminΘ∈Rp×p |Θ|1 subject to ‖SˆΘ− Idp×p‖ ≤ λ,
where λ ≥ 0 is a tuning parameter to control the sparsity in Ωˆ(λ) and
|Θ|1 =
∑p
m,k=1 |θmk|. As in the thresholded covariance matrix estimation
case in Section 4.1, the performance of CLIME depends on the selection
of tuning parameter λ. A popular approach is to use the cross-validation
(CV), whose theoretical properties again are unclear in the high-dimensional
setup. Here, we shall apply the Gaussian wild bootstrap to determine λ. Let
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r ∈ [0, 1) and
G˜(r,M, ζp) =
{
Θ ∈ Sp×p+ : |Θ|L1 ≤M, max
m≤p
p∑
k=1
|θmk|r ≤ ζp
}
,
where Sp×p+ is the collection of positive-definite p× p symmetric matrices.
Theorem E.1 (Adaptive tuning parameter selection for CLIME: sub-
gaussian observations). Let ν ≥ 1 and Xi be iid mean zero random vectors
such that Xik ∼ subgaussian(ν2) for all k = 1, · · · , p. Suppose that there exist
constants Ci > 0, i = 1, · · · , 4, such that {Γg}(j,k),(j,k) ≥ C1, ‖X1k‖4 ≤ C2,
‖X1k‖6 ≤ C3ν1/3 and ‖X1k‖8 ≤ C4ν1/2 for all j, k = 1, · · · , p. Assume
that Ω ∈ G˜(r,M, ζp) and and ν4 log7(np) ≤ C1n1−K for some K ∈ (0, 1).
Choose λ∗ = MaLˆ∗0(1 − α), where the bootstrap samples are generated with
the covariance matrix kernel in (2). Then, we have with probability at least
1−α−Cn−K/8 for some constant C > 0 depending only on C1, · · · , C5 such
that
‖Ωˆ(λ∗)− Ω‖2 ≤ CrζpM2−2raLˆ∗0(1− α)
1−r,(68)
p−1|Ωˆ(λ∗)− Ω|2F ≤ 4CrζpM4−2raLˆ∗0(1− α)
2−r,(69)
where Cr = 2
3−2r(1 + 21−r + 31−r). In addition, we have E[aLˆ∗0(1 − α)] ≤
C ′(log(p)/n)1/2 for some constant C ′ > 0 depending only on α and C1, · · · , C5.
In particular, E[λ∗] ≤ C ′M(log(p)/n)1/2.
Now, we compare Theorem E.1 with [10, Theorem 1(a) and 4(a)]. Let η ∈
(0, 1/4) and K, τ ∈ (0,∞) be bounded constants. Assuming that log(p)/n ≤
η, E[exp(tX2ij)] ≤ K for all |t| ≤ η and i = 1, · · · , n; j = 1, · · · , p, and
Ω ∈ G˜(r,M, ζp), [10] showed that with probability at least 1− 4p−τ
‖Ωˆ(λ∆)− Ω‖2 ≤ C ′∆ζpM2−2r(log(p)/n)(1−r)/2,
p−1|Ωˆ(λ∆)− Ω|2F ≤ 4C ′∆ζpM4−2r(log(p)/n)1−r/2,
where λ∆ = C∆M(log(p)/n)
1/2, C∆ = 2η
−2(2 + τ + η−1e2K2)2, and C ′∆ =
CrC
1−r
∆ . If Xij ∼ subgaussian(ν2), then η ≤ ν−2 for large enough K. There-
fore, C∆ & ν8 and C ′∆ & ν8(1−r), both diverging to infinity as ν2 →∞ (i.e.
η → 0). Therefore, λ∗ = oP(λ∆) and the convergence rates in (68) and (69)
are much sharper than those obtained in [10, Theorem 1(a) and 4(a)].
On the other hand, the turning parameter λ∗ requires the knowledge of
M and thus the estimator Ωˆ(λ∗) is not fully data-dependent. In contrast
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with the thresholded covariance matrix estimation problem in Section 4.1,
the fundamental difficulty here for estimating the precision matrix is that
there is no sample analog of Ω when p > n and M can be viewed as a
stability parameter in the sparse inversion of the matrix Sˆ. That is, the
larger M , the more difficult to estimate Ω = Σ−1; in particular for CLIME,
the rates (68) and (69) become slower. In addition, |Ω|L1 plays a similar role
in the graphical Lasso model for estimating the sparse precision matrix [48].
The same comments apply to the problem of estimating the sparse linear
functionals in Section E.2.
E.2. Estimation of the sparse linear functionals. Consider esti-
mation of the linear functional θ = Σ−1b, where b is a fixed known p × 1
vector and Σ = Var(Xi). Functionals of such form are related to the solution
of the linear equality constrained quadratic program
(70) minimizew∈Rp×pw>Σw subject to b>w = 1,
which arises naturally in Markowitz portfolio selection, linear discriminant
analysis, array signal processing, best linear unbiased estimator (BLUE),
and optimal linear prediction for univariate time series [39, 38, 27, 41]. For
example, in Markowitz portfolio selection, the portfolio risk Var(X>i w) is
minimized subject to the constraint that the expected mean return E(X>i w)
is fixed at certain level. The solution of (70) w∗ = (b>Σ−1b)−1Σ−1b is
proportional to θ and the optimal value of (70) is (b>Σ−1b)−1. A naive
approach to estimate θ has two steps: first construct an invertible estimator
Σˆ of Σ and second estimate θ by Σˆ−1b. This two-step estimator may not
be consistent for θ in high-dimensions even though Σˆ is a spectral norm
consistent (and typically regularized) estimator of Σ because in the worst
case |θˆ − θ| = |Σˆ−1b − Σ−1b| ≤ ‖Σˆ−1 − Σ−1‖2 · |b| does not converge if
|b| → ∞ at faster rate than ‖Σˆ−1 − Σ−1‖2 → 0. However, if θ has some
structural assumptions such as sparsity, then we can directly estimate θ
without the intermediate step for estimating Σˆ or Σˆ−1. Sparsity in θ is often
a plausible assumption in real applications. For instance, the sparse portfolio
has been considered in [8] to obtain the stable portfolio optimization and
to facilitate the transaction cost for a large number of assets. When θ is
sparse, the following Dantzig-selector type problem has been proposed in
[15] to estimate θ
(71) θˆ(λ) = argminw∈Rp×p |w|1 subject to |Sˆw − b|∞ ≤ λ,
where λ ≥ 0 is a tuning parameter to control the sparsity in θˆ(λ). The opti-
mization problem (71) can be solved by linear programming and thus there
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are computationally efficient algorithms for obtaining θˆ(λ). The intuition of
(71) is that since Σθ = b, we should expect that Sˆθˆ ≈ b for a reasonably
good estimator θˆ. Under the sparsity assumption on θ and suitable moment
conditions on Xi, [15] obtained the rate of convergence for θˆ(λ). However,
a remaining issue for using (71) on real data is to properly select the tuning
parameter λ. Different from the thresholded covariance matrix estimation
where the sparsity is assumed in Σ, here we do not require this structure in
the linear functional estimation. Instead, we impose the sparsity assumption
directly on θ. Let r ∈ [0, 1) and
G′(r, ζp) =
{
w ∈ Rp :
p∑
j=1
|wj |r ≤ ζp
}
.
Here, ζp controls the sparsity level of the elements in G′(r, ζp). Without
assuming any structure on Σ, we can allow stronger dependence in Σ and
therefore the Gaussian wild bootstrap approximation may perform better in
this case.
Theorem E.2 (Adaptive tuning parameter selection in linear functional
estimation: subgaussian observations). Let ν ≥ 1 and Xi be iid mean zero
random vectors such that Xik ∼ subgaussian(ν2) for all k = 1, · · · , p. Sup-
pose that there exist constants Ci > 0, i = 1, · · · , 4, such that {Γg}(j,k),(j,k) ≥
C1, ‖X1k‖4 ≤ C2, ‖X1k‖6 ≤ C3ν1/3 and ‖X1k‖8 ≤ C4ν1/2 for all j, k =
1, · · · , p. Assume that θ ∈ G′(r, ζp) and ν4 log7(np) ≤ C5n1−K for some
K ∈ (0, 1). Let |θ|1 ≤M and choose λ∗ = MaLˆ∗0(1−α), where the bootstrap
samples are generated with the covariance matrix kernel in (2). Then we
have for all w ∈ [1,∞]
(72) |θˆ(λ∗)− θ|w ≤ (2 · 6 1w · 5
1−r
w )ζ
1
w
p (M |Σ−1|L1)1−
r
w aLˆ∗0
(1− α)1− rw
with probability at least 1−α−Cn−K/8 for some constant C > 0 depending
only on C1, · · · , C5. In addition, we have
(73) E[λ∗] ≤ C ′M(log(p)/n)1/2,
where C ′ > 0 is a constant depending only on α and C1, · · · , C5.
The tuning parameter λ∆ = C∆M
√
log(p)/n is selected in [15, Theorem
II.1], which is non-adaptive and the constant C∆ > 0 depends on the under-
lying data distribution F through ν2. In particular, C∆ → ∞ as ν2 → ∞.
Theorem E.2 shows that the bootstrap tuning parameter selection strategy
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is less conservative in view of (73) and the rate (72) can be much tighter
than θˆ(λ∆) when ν
2 →∞. However, as in Section E.1, the turning param-
eter λ∗ here requires the knowledge of M and thus the estimator θˆ(λ∗) is
not fully data-dependent. But this is due to the fundamental difficulty for
the lack of the sample analog of θ in this problem.
E.3. Proof of Theorem E.1 and E.2.
Lemma E.3. Suppose that Ω ∈ G˜(r,M, ζp) and let λ ≥ |Ω|L1‖Sˆ − Σ‖.
Then, we have
|Ωˆ(λ)− Ω|∞ ≤ 4|Ω|L1λ,
‖Ωˆ(λ)− Ω‖2 ≤ C1ζpλ1−r,
p−1|Ωˆ(λ)− Ω|2F ≤ C2ζpλ2−r,
where C1 ≤ 2(1 + 21−r + 31−r)(4|Ω|L1)1−r and C2 ≤ 4|Ω|L1C1.
Proof of Lemma E.3. See [10, Theorem 6].
Lemma E.4. Let λ ≥ |θ|1‖Sˆ−Σ‖. Then, θ satisfies |Sˆθ−b|∞ ≤ λ. For
the Dantzig-selector estimator θˆ(λ) in (71), we have
|θˆ(λ)− θ|w ≤ [6D(5λ|Σ−1|L1)]
1
w (2λ|Σ−1|L1)1−
1
w ,
where D(u) =
∑p
j=1(|θj | ∧ u), u ≥ 0, is the smallness measure of θ.
Proof of Lemma E.4. See [15, Lemma V.6].
Proof of Theorem E.1. Let λ = |Ω|L1‖Sˆ − Σ‖. By the subgaussian
assumption and Lemma A.2, we have (44) for some large enough constant
C > 0 depending only on C2, C3, C4 so that (44) holds. Since {Γg}(j,k),(j,k) ≥
C1 for all j, k = 1, · · · , p and ν4 log7(np) ≤ C5n1−K , by Theorem 3.1, we
have ‖Sˆ−Σ‖ ≤ aLˆ∗0(1−α) with probability at least 1−α−Cn
−K/8, where
C > 0 is a constant depending only on Ci, i = 1, · · · , 5. Since |Ω|L1 ≤ M
for Ω ∈ G˜(r,M, ζp), P(λ ≤ λ∗) ≥ 1 − α − Cn−K/8. Then, (68) and (69)
follow from Lemma E.3 applied to the event {λ ≤ λ∗}. The bounds for
E[aLˆ∗0(1− α)] and E[λ∗] are the same as those in Theorem 4.1.
Proof of Theorem E.2. For θ ∈ G′(r, C0, ζp), we haveD(u) ≤ 2u1−rζp.
Let λ = |θ|1‖Sˆ −Σ‖. Following the proof of Theorem E.1, we have P(λ ≤
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λ∗) ≥ 1 − α − Cn−K/8. By Lemma E.4, we have with probability at least
1− α− Cn−K/8
|θˆ(λ∗)− θ|w ≤ [6D(5λ∗|Σ−1|L1)]
1
w (2λ∗|Σ−1|L1)1−
1
w
≤ (2 · 6 1w · 5 1−rw )ζ
1
w
p |Σ−1|1−
r
w
L1
λ
1− r
w∗ ,
which is (72). The bound for E[λ∗] is immediate.
APPENDIX F: HIGHER-ORDER MOMENT INEQUALITIES OF THE
DECOUPLED AND CANONICAL V-STATISTICS
Let X′n1 be an independent copy of Xn1 following the distribution F . Here,
we present some higher-order moment and concentration inequalities for
V ′ =
∑
1≤i,j≤n
f(Xi,X
′
j),
which is the unnormalized version of the decoupled V-statistics. Formally,
U-statistics is asymptotically equivalent to V-statistics by removing the di-
agonal sum
∑n
i=1 f(Xi,X
′
i). So here we also refer V
′ as the decoupled U-
statistics with the kernel f . We consider the canonical kernel f . Tail probabil-
ity inequalities for ‖V ′‖ is closely related to the moment bounds of higher-
orders. Let B be a separable Banach space, (B∗, ‖ · ‖∗) the dual space of
(B, ‖ · ‖), and B∗1 the unit ball in B∗. Let In = {1, · · · , n} and ι = (i, j) ∈ I2n
be the collection of index pairs implicitly running over i, j ∈ In. For notation
simplicity, we write f(ι) = f(Xi,X
′
j) and V
′ =
∑
ι f(ι). For I ⊂ I2, we let
ιI be the |I|-dimensional vector such that it is the restriction of ι to the
coordinates in I (e.g. if ι = (2, 5), then ι{1} = 2). For J ∈ I2, we denote EJ
as the expectation taken w.r.t. the random variables X
(j)
i for all j ∈ J and
i ∈ In. By convention, E∅X = X. Following [1], for J ⊂ I ⊂ I2 and I 6= ∅,
we define∣∣∣∣∣∣f(ι)∣∣∣∣∣∣I,J = EI\J sup{EJ∑
ιI
φ(f(ι))
∏
j∈J
g(j)ιj (X
(j)
ιj ) : φ ∈ B∗1 ,
g
(j)
i : R
p → R, j ∈ J, i ∈ In, and E
∑
i
|g(j)i (X(j)i )|2 ≤ 1
}
.(74)
If I = ∅, then by convention ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣∅,∅ = ‖f(ι)‖. As remarked by [1],∣∣∣∣∣∣f(ι)∣∣∣∣∣∣I2,J is a deterministic quantity and it is in fact a norm. For I 6= I2,∣∣∣∣∣∣f(ι)∣∣∣∣∣∣I,J is random variable only depending on {X(k)ιk }k∈Ic where X(1)i = Xi
and X
(2)
j = X
′
j .
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Lemma F.1 (Higher-order moment inequality for unbounded canonical
kernel). Let h be a canonical kernel of order two w.r.t. F . Then, there
exists an absolute constant K > 0 such that we have for all q ≥ 2
E‖
∑
ι
f(ι)‖q ≤ Kq
{
(E‖
∑
ι
f(ι)‖)q
+qq/2
[∣∣∣∣∣∣f(ι)∣∣∣∣∣∣qI2,{1} + ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣qI2,{2} + [E2∑
j
(E1‖
∑
i
f(ι)‖)2]q/2 + [E1
∑
i
(E2‖
∑
j
f(ι)‖)2]q/2
+
(∑
ι
E‖f(ι)‖2
)q/2
+ E2 max
j
(∑
i
E1‖f(ι)‖2
)q/2
+ E1 max
i
(∑
j
E2‖f(ι)‖2
)q/2]
+qq
[∣∣∣∣∣∣f(ι)∣∣∣∣∣∣qI2,I2 + E2 maxj ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},∅ + E1 maxi ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{2},∅]
+q3q/2
[
E2 max
j
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},{1} + E1 maxi ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{2},{2}]+ q2qEmaxι ‖f(ι)‖q}.
(75)
For bounded kernels, (75) leads to an exponential concentration inequal-
ity; c.f. Corollary F.2 below. Lemma F.1 can be viewed as the matrix-variate
version of the moments and exponential inequalities for the real-valued U-
statistics in [24]. On the other hand, it can also be viewed as an extension
of the upper tail part of Talagrand’s inequality for maxima of empirical pro-
cesses of iid random variables to U-statistics [52, 40]. Indeed, Lemma F.1
recovers [24, Theorem 3.2] for real-valued kernels. For f taking values in R,
it was established in [24, Theorem 3.2] that there exists an absolute constant
K > 0 such that for all q ≥ 2
E|
∑
ι
f(ι)|q ≤ Kq
{
qq/2(
∑
ι
Ef2(ι))
q/2 + qq‖f(ι)‖qL2→L2
+q3q/2
[
E1 max
i
(E2
∑
j
f2(ι))
q/2 + E2 max
j
(E1
∑
i
f2(ι))
q/2
]
+ q2qEmax
ι
|f(ι)|q
}
,
(76)
where
‖f(ι)‖L2→L2 = sup
{
E
∑
ι
f(ι)g
(1)
i (X
(1)
i )g
(2)
j (X
(2)
j ) : E
∑
i
|g(1)i (X(1)i )|2 ≤ 1,E
∑
j
|g(2)j (X(2)j )|2 ≤ 1
}
.
To compare (76) and (75), we first compute the terms with coefficient q3q/2
in (75). By (86), we have
E2 max
j
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},{1} ≤ E2 maxj (E1∑
i
f2(ι)
)q/2
,
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which is handled by the q3q/2 term in (76). Similar bound holds for E1 maxi
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{2},{2}.
Next, we consider the qq terms. Observe that
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣I2,I2 = ‖f(ι)‖L2→L2 . In
addition, by (87) and Jensen’s inequality, we have
E2 max
j
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},∅ = E2 maxj (E1|∑
i
f(ι)|
)q ≤ E2 max
j
(
E1
∑
i
f2(ι)
)q/2
,
which is again smaller than q3q/2 terms in (76). For the qq/2 terms, by
(83), the degeneracy of h, Jensen’s inequality, and the orthogonality of f(ι)
conditional on Xn1 , we have
(77)
max
{∣∣∣∣∣∣f(ι)∣∣∣∣∣∣2I2,{1}, E1∑
i
(E2‖
∑
j
f(ι)‖)2
}
≤ E1
∑
i
E2(
∑
j
f(ι))
2 =
∑
ι
Ef2(ι).
Remark 5. On the contrary, unlike the real-valued kernels where the
higher-order moment bounds and exponential inequalities involving only the
L2 and L∞ norms, the matrix-valued U-statistics involves more subtle bal-
ance among the “mixed norms” of h in (75). Those quantities are expressed
in terms of the maxima of empirical processes and it thus can be much
smaller than a straightforward extension of (76). This remark also applies
to Corollary F.2.
F.1. Exponential inequality for bounded kernels. As an immedi-
ate consequence of Lemma F.1, we have the following concentration inequal-
ity, which is equivalent to (75) up to constants.
Corollary F.2 (Exponential inequality for bounded canonical kernel).
Let f be a bounded canonical kernel of order two w.r.t. F . Then, there exist
absolute constants K,M,M ′ > 0 such that for all t > 0
(78)
P(‖
∑
ι
f(ι)‖ ≥ KE‖
∑
ι
f(ι)‖+t) ≤M exp
{
−M ′min
[(
t
D
)2
,
(
t
C
)
,
(
t
B
) 2
3
,
(
t
A
) 1
2
]}
,
where
A = ‖f(ι)‖∞, B =
∥∥∥∣∣∣∣∣∣f(ι)∣∣∣∣∣∣{1},{1}∥∥∥∞ + ∥∥∥∣∣∣∣∣∣f(ι)∣∣∣∣∣∣{2},{2}∥∥∥∞ ,
C = ‖f(ι)‖I2,I2 +
∥∥∥∣∣∣∣∣∣f(ι)∣∣∣∣∣∣{1},∅∥∥∥∞ + ∥∥∥∣∣∣∣∣∣f(ι)∣∣∣∣∣∣{2},∅∥∥∥∞ ,
D = n
1
2
[
nE‖f(ι)‖2 +
∥∥E1‖f(ι)‖2∥∥∞ + ∥∥E2‖f(ι)‖2∥∥∞] 12 + ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣I2,{1}
+
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣I2,{2} + [E1∑
i
(E2‖
∑
j
f(ι)‖)2]
1
2 + [E2
∑
j
(E1‖
∑
i
f(ι)‖)2]
1
2 .
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Proof of Corollary F.2 is based on a standard argument combining the
Chebyshev and higher-order moment inequalities (Theorem F.1); see e.g.
[24]. Corollary F.2 is a Bernstein-type inequality for the high-dimensional
matrix-valued U-statistics. Exact computations of A,B,C,D are quite com-
plicated. Below, we shall give a less sharp (with uniform bounds) but user-
friendly version of Corollary F.2.
Corollary F.3. If f be a bounded canonical kernel of order two w.r.t.
F and ‖f‖∞ ≤ C0, then there exist constants K,M > 0 and a constant
M ′ > 0 depending only C0 such that for all t > 0
(79)
P(‖
∑
ι
f(ι)‖ ≥ KE‖
∑
ι
f(ι)‖+ t) ≤M exp
[
−M ′min
(
t2
n3
,
t
n
,
t2/3
n1/3
, t1/2
)]
.
Remark 6. 1. Except for a worse factor on t2/n3, the exponential
inequality (79) is the same as [24, Corollary 3.4], which considered the
real-valued kernels and the corresponding term is t2/n2. The loss of
order n is due to the lack of orthogonality for the sup-norm. Since the
Banach space (Rp×p, ‖ · ‖) is of type 1 and nothing more [37, Chapter
9.2] , this term in (79) cannot be improved.
2. In view of the undecoupled results of [18, 19], inequalities (75), (78)
and (79) also hold for
∑
1≤i,j≤n f(Xi,Xj).
F.2. Proof of results in Section F.
Proof of Lemma F.1. Note that
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣I2,∅ = E‖∑ι f(ι)‖. By [1, The-
orem 1] with order two, there exists an absolute constant K1 > 0 such that
for all q ≥ 2, we have
E‖
∑
ι
f(ι)‖q ≤ Kq1
{
(E‖
∑
ι
f(ι)‖)q + qq/2
[∣∣∣∣∣∣f(ι)∣∣∣∣∣∣qI2,{1} + ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣qI2,{2}]
+qq
[∣∣∣∣∣∣f(ι)∣∣∣∣∣∣qI2,I2 +∑
j
E2
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},∅ +∑
i
E1
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{2},∅]
+q3q/2
[∑
j
E2
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},{1} +∑
i
E1
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{2},{2}]
+q2qE
∑
ι
‖f(ι)‖q
}
.(80)
First, we replace the summation in the last term on the RHS of (80) by
the maximum over ι, with proper modifications of the argument from [24]
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in the Banach space setting. Applying Lemma F.4 with s = q/2 and α = 4
conditional on Xn1 , we have
q2q
∑
ι
E‖f(ι)‖q(81)
≤ 22q+1
[
1 +
(q
2
)4]∑
i
E1
{(q
2
)2q
E2 max
j
‖f(ι)‖q + (
∑
j
E2‖f(ι)‖2)
q
2
}
.
By a second application of Lemma F.4 for E1 with s = q/2 and α = 0, we
can bound the second term on the RHS of (81) by∑
i
E1(
∑
j
E2‖f(ι)‖2)
q
2 ≤ 2
[
E1 max
i
(
∑
j
E2‖f(ι)‖2)
q
2 + (
∑
ι
E‖f(ι)‖2)
q
2
]
.
For the first term on the RHS of (81), by Fubini’s theorem to interchange
the order of E1 and E2, we proceed as(q
2
)2q
E2
∑
i
E1 max
j
‖f(ι)‖q
≤(∗) 2
[
1 +
(q
2
)4]
E2
{(q
2
)2q
E1 max
ι
‖f(ι)‖q + (
∑
i
E1 max
j
‖f(ι)‖2)
q
2
}
≤ 2
[
1 +
(q
2
)4]{(q
2
)2q
Emax
ι
‖f(ι)‖q + E2
[∑
j
(∑
i
E1‖f(ι)‖2
)] q
2
}
,
where in step (∗) a third application of Lemma F.4 is used with s = q/2 and
α = 4. By Lemma F.5 with s = q/2 and by Lemma F.4 with s = q/2 and
α = 0 both on E2, we have
E2
[∑
j
(∑
i
E1‖f(ι)‖2
)] q
2
≤ Kq2
[(q
2
) q
2
∑
j
E2
(∑
i
E1‖f(ι)‖2
) q
2
+
(∑
ι
E‖f(ι)‖2
) q
2
]
≤ Kq3
(q
2
) q
2
[
E2 max
j
(∑
i
E1‖f(ι)‖2
)q/2
+
(∑
ι
E‖f(ι)‖2
) q
2
]
.
Now, substituting those estimates into (81), it follows that
q2q
∑
i<j
E‖h(ι)‖q ≤ Kq4
{
q2qEmax
ι
‖f(ι)‖q + q
q
2 (
∑
ι
E‖f(ι)‖2)
q
2(82)
+qq/2
[
E2 max
j
(∑
i
E1‖f(ι)‖2
)q/2
+ E1 max
i
(∑
j
E2‖f(ι)‖2
)q/2]}
.
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Next, by Lemma F.6, we can replace the q3q/2
∑
j E2
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},{1} in (80) by
q3q/2E2 maxj
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},{1}, with an additional term (∑ι E‖f(ι)‖2)q/2 that
have already been subsumed in the previous steps. Similarly, by Lemma
F.7, we may replace qq
∑
j E2
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},∅ in (80) by qqE2 maxj ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},∅+
[E2
∑
j(E1‖
∑
i f(ι)‖)2]q/2 and then move the second term to the qq/2 terms.
Now, (75) follows from (80) and (82).
Proof of Corollary F.3. By (86) and (87), elementary calculations
show that A = O(1), B = O(n1/2), C = O(n) for bounded kernels. For D,
it is easy to see that∣∣∣∣∣∣f(ι)∣∣∣∣∣∣I2,{1} = E2 supφ∈B∗1
[
E1
∑
i
(
∑
j
φ(f(ι)))
2
]1/2
(83)
≤ E2
[
E1
∑
i
‖
∑
j
f(ι)‖2
]1/2 ≤ [E1∑
i
E2‖
∑
j
f(ι)‖2
]1/2
.
Therefore, D = O(n3/2) and (79) follows from (78).
Lemma F.4. Let s ≥ 1 and α ≥ 0. Let ξi be nonnegative independent
random variables. Then, we have
(84) sαs
∑
i
Eξsi ≤ 2(1 + sα) max
{
sαsEmax
i
ξsi , (
∑
i
Eξi)s
}
.
Proof of Lemma F.4. See equation (2.6) in [24].
Lemma F.5. Let s ≥ 1 and ξi be nonnegative independent random vari-
ables. Then, we have
(85) E(
∑
i
ξi)
s ≤ (2e)s max{ess−1∑
i
Eξsi , es(
∑
i
Eξi)s
}
.
Proof of Lemma F.5. See [35].
The following Lemma F.6 and F.7 hold for both non-degenerate and
canonical V-statistics with the kernel f .
Lemma F.6. Let q ≥ 2 and ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣{1},{1} be defined in (74). Then, there
exists an absolute constant K > 0 such that
q3q/2
∑
j
E2
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},{1} ≤ Kq[q3q/2E2 maxj ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},{1}+(∑
ι
E‖f(ι)‖2)q/2
]
.
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Proof of Lemma F.6. By duality, we have∣∣∣∣∣∣f(ι)∣∣∣∣∣∣{1},{1} = sup{E1∑
i
φ(f(ι))g
(1)
i (X
(1)
i ) : φ ∈ B∗1 ,E
∑
i
|g(1)i (X(1)i )|2 ≤ 1
}
= sup
{(
E1
∑
i
φ2(f(ι))
)1/2
: φ ∈ B∗1
}
.(86)
Therefore, {∣∣∣∣∣∣f(ι)∣∣∣∣∣∣2{1},{1}}nj=1 is a sequence of nonnegative independent ran-
dom variables. By Lemma F.4 with α = 3 and s = q/2, we have
q3q/2
∑
j
E2
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},{1}
≤ 21+3q/2
[
1 +
(q
2
)3][(q
2
)3q/2
E2 max
j
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},{1} + (∑
j
E2
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣2{1},{1})q/2].
By (86),
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣2{1},{1} ≤∑i E1‖f(ι)‖2 and the lemma follows.
Lemma F.7. Let q ≥ 2 and ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣{1},∅ be defined in (74). Then, there
exists an absolute constant K > 0 such that
qq
∑
j
E2
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},∅ ≤ Kq[qqE2 maxj ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},∅+(E2∑
j
(E1‖
∑
i
f(ι)‖)2
)q/2]
.
Proof of Lemma F.7. As in the proof of Lemma F.6, by duality we
have
(87)
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣{1},∅ = E1 sup{∑
i
φ(f(ι)) : φ ∈ B∗1
}
= E1‖
∑
i
f(ι)‖.
By Lemma F.4 with α = 2 and s = q/2, we have
qq
∑
j
E2
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},∅ ≤ Kq[qqE2 maxj ∣∣∣∣∣∣f(ι)∣∣∣∣∣∣q{1},∅ + (∑
j
E2
∣∣∣∣∣∣f(ι)∣∣∣∣∣∣2{1},∅)q/2].
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