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T-COMITANTS AND THE PROBLEM OF A CENTER
FOR QUADRATIC DIFFERENTIAL SYSTEMS
A.M.Voldman, N.I.Vulpe
Abstract.
The new necessary and sufficient affine invariant conditions for the existence and
for determining the number of centers for general quadratic system are pointed out.
These conditions correspond to the partition of 12-dimensional coefficient space of
indicated system with respect to the number and the multiplicity of its finite critical
points.
Let us consider system of differential equations
dx1
dt
= a1 + a1αx
α + a1αβx
αxβ ≡ P0 + P1 + P2,
dx2
dt
= a2 + a2αx
α + a2αβx
αxβ ≡ Q0 +Q1 +Q2,
(j, α, β = 1, 2) (1)
where ajα and a
j
αβ (j, α, β = 1, 2) are real numbers ( the tensor a
j
αβ is symmetric in
the lower indices, with respect to which the complete contraction was made) and
Pi(x
1, x2) (i = 0, 1, 2) are homogeneous polynomials of degree i.
The existence of a center at the origin for system (1) was examined for the first
time in 1904 by H.Dulac [1]. More precisely, in [1] the problem of a center was
considered for the following equation:
dy
dx
= −
x+ ax2 + bxy + cy2
y + a′x2 + b′xy + c′y2
, (2)
with the complex variables x and y and the complex coefficients a, b, c, a′, b′, c′.
In W.Kapteyn’s papers [2,3] the analogical problem was examined for the equa-
tion (2) with real variables and coefficients.
However, neither Dulac nor Kapteyn have been obtained explicit conditions,
through the coefficients of equation (2), which ensure the existence of a center
at the origin. This problem, besides the determination of the qualitative phase
portraits of equation (2) with a center, were stated by M. Frommer in [4]. But, as
was shown by N.A.Saharnicov [5], there are some mistakes in Frommer’s paper.
K.S.Sibirsky [6] and L.N.Belyustina [7] are the first who found out the explicit
conditions, expressed through the coefficients of equation (2) for the existence of a
center. We remark, that the center problem for equation (2) was also examined by
K.E.Malkin [8], I.S.Kukles [9] and other authors.
Some years later, applying the developed theory of algebraic invariants of dif-
ferential equations, K.S.Sibirsky [10] solved the problem under consideration for
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a more general case. The center affine invariant conditions for the existence of a
center at the origin are determined for system (1), i.e. for system with a1 = a2 = 0.
Finally, the necessary and sufficient affine invariant conditions for the existence
and and for determining the number of centers (anywhere in the plane) for a general
system (1) were established in [11,12]. The obtained conditions are expressed as
equalities or inequalities involving polynomials, with the degrees at most 24. The
following question was formulated:
QUESTION [11]. Is there a semialgebraic solution of this problem with a lower
maximal degree for the polynomials ?
In this paper, by using T-comitants, we have answered this question affirmatively.
We have pointed out the new necessary and sufficient affine invariant conditions
for the existence and for determining the number of centers for system (1), corre-
sponding to the partition of the coefficient space R12 of a non-degenerated system
(1) with respect to the number and the multiplicity of the finite critical points of
this system [13,14].
PRELIMINARIES
Let a ∈ R12 be an element of the space of the coefficients of the system (1)
and let us consider the group Q of nondegenerate real linear transformations of the
phase plane. We denote by rq the linear presentation of any element q ∈ Q into
the coefficient space R12 of system (1).
Definition 1. [15] A polynomial K(a, x) of the coefficients of system (1) and
the unknown variables x1 and x2 is called a comitant of system (1) in the group Q,
if there exists a function λ(q) such that
K(rq · a, q · x) ≡ λ(q)K(a, x)
for every q ∈ Q, a ∈ R12 and x = (x1, x2).
A comitant K of system (1) in the group Q = GL(2, R) of linear homogeneous
transformations of the phase plane of system (1) (which is also called a group of
center-affine transformations) is called center affine. A comitant K of the system
(1) in the group Q = Aff(2, R) of affine (linear non-homogenous) transformations
is called affine. If the comitant K does not depend explicitly on the variables x1
and x2 then it is called an invariant (center affine or affine, respectively).
Remark 1. We say that the comitant of system (1) equals zero when all its
coefficients vanish. The signs of the comitants which take part in some sequences
of conditions should be calculated at one and the same point, where they do not
vanish.
We denote by T (2, R) the group of shift transformations and by rt the linear
presentation of any element t ∈ T into the coefficient space R12 of system (1).
Definition 2. [16] A comitant K(a, x) of system (1) is called a T -comitant if
the relation
K(rt · a, x) ≡ K(a, x)
is valid for every t ∈ T and a ∈ R12.
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Definition 3. [17] The polynomial
(f, ϕ)(k) =
(r − k)!(ρ− k)!
r!ρ!
k∑
h=0
(−1)hChk
∂kf
∂(x1)k−h∂(x2)h
∂kϕ
∂(x1)k∂(x2)k−h
is called a transvectant of index k of two forms f and ϕ. The degree of these forms
in the coordinates of the vector x = (x1, x2) are equal to r and ρ, respectively and
k ≤ min(r, ρ).
Proposition 1. [16] The transvectant (f, ϕ)(k) of two T -comitants f and ϕ is
also a T -comitant.
According to [16], by using the following T -comitants
Aˆ = apka
q
αma
α
lnεpqε
klεmn,
Bˆ = [2anahuα − a
n
ua
h
α]a
l
ra
k
pβa
m
qsa
g
vγx
αxβxγεklεmnεghε
pqεrsεuv,
Cˆ = apαβx
qxαxβεpq,
Dˆ = [2aparαγ − a
p
αa
r
γ ]a
u
βκx
qxsxvεpqεrsεuvε
αβεγκ,
Eˆ = apka
q
αma
r
lnx
sxαεpqεrsε
klεmn,
Fˆ = [ams a
n
βa
k
pr − 2a
k
ra
n
βa
m
ps + a
k
pa
m
r a
n
sβ − 4a
makpra
n
sβ ]a
l
qαx
αxβεklεmnε
pqεrs,
Gˆ = aααβx
β ,
Hˆ =
1
2
aprαa
q
sβx
αxβεpqε
rs,
Kˆ =
1
2
apmua
r
nvx
qxsεpqεrsε
mnεuv
(where ε11 = ε22 = ε11 = ε22 = 0, ε
12 = ε12 = −ε
21 = −ε21 = 1), in virtue of
Proposition 1, the following affine invariants can be constructed:
A1 = Aˆ, A2 = (Cˆ, Dˆ)
(3), A3 = (((Cˆ, Gˆ)
(1), Gˆ)(1), Gˆ)(1),
A4 = (Hˆ, Hˆ)
(2), A5 = (Hˆ, Kˆ)
(2), A6 = (Eˆ, Hˆ)
(2),
A7 = ((Cˆ, Eˆ)
(2), Gˆ)(1), A8 = ((Dˆ, Hˆ)
(2), Gˆ)(1),
A9 = (((Dˆ, Gˆ)
(1), Gˆ)(1), Gˆ)(1), A10 = ((Dˆ, Kˆ)
(2), Gˆ)(1),
A11 = (Fˆ , Kˆ)
(2), A12 = (Fˆ , Hˆ)
(2), A13 = (((Cˆ, Hˆ)
(1), Hˆ)(2), Gˆ)(1),
A14 = (Bˆ, Cˆ)
(3), A15 = (Eˆ, Fˆ )
(2), A16 = (((Eˆ, Gˆ)
(1), Cˆ)(1), Kˆ)(2),
A17 = (((Dˆ, Dˆ)
(2), Gˆ)(1), Gˆ)(1), A18 = ((Dˆ, Fˆ )
(2), Gˆ)(1),
A19 = ((Dˆ, Dˆ)
(2), Hˆ)(2), A20 = ((Cˆ, Dˆ)
(2), Fˆ )(2),
A21 = ((Dˆ, Dˆ)
(2), Kˆ)(2), A22 = (((((Cˆ, Dˆ)
(1), Gˆ)(1), Gˆ)(1), Gˆ)(1)Gˆ)(1),
A23 = ((Fˆ , Hˆ)
(1), Kˆ)(2), A24 = (((Cˆ, Dˆ)
(2), Kˆ)(1), Hˆ)(2),
A25 = ((Dˆ, Dˆ)
(2), Eˆ)(2), A26 = (Bˆ, Dˆ)
(3).
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Now, we can introduce the following affine invariants
C1 = 15A
2
2 − 33A17 − 8A18 − 63A19 − 6A20 − 9A21,
C2 = −3A1A2 + 2A15, C3 = A2, C4 = A7, C5 = −A2A3 + 2A22,
C6 = 12A1(4A6 −A7) + 3A2(4A4 −A3 + 12A5) + 6A22 + 16A23,
C7 = −20A1A7 −A2A3 + 2A22, E1 = A5, E2 = A25,
C8 = −6A
2
1 − 5A8 −A10 −A11 − 3A12, C9 = A4 −A5,
C10 = A26, C11 = A
2
2 − 10A17 − 2A18 − 6A19 + 6A21,
C12 = −A
2
1(10A3 + 9A5)− 3A1A16 +A3(30A8 − 7A10 − 5A11)+
+A4(−22A8 + 18A9 − 11A10 + 3A11) + 18A7(3A6 + 5A7)+
+ 48A2A13 − 2A
2
6 +A5(46A8 − 2A9 + 5A10 − 9A11),
(3)
as polynomials in elements A1 −A26.
On the other hand let us consider the following center affine invariants and
comitants, which are constructed directly through the right-side parts of system
(1):
J1 =
∣∣∣∣ ∂P1/∂x
1 ∂P1/∂x
2
∂Q1/∂x
1 ∂Q1/∂x
2
∣∣∣∣ = aαp aβq εαβεpq,
B1 =
∣∣∣∣ ∂P1/∂x
1 ∂P2/∂x
2
∂Q1/∂x
1 ∂Q2/∂x
2
∣∣∣∣−
∣∣∣∣ ∂P1/∂x
2 ∂P2/∂x
1
∂Q1/∂x
2 ∂Q2/∂x
1
∣∣∣∣ = xαaβq aγpαεβγεpq,
B2 =
∣∣∣∣ P0 P1Q0 Q1
∣∣∣∣ = xαaβaγαεβγ , B3 = 14
∣∣∣∣ ∂P2/∂x
1 ∂P2/∂x
2
∂Q2/∂x
1 ∂Q2/∂x
2
∣∣∣∣ = Hˆ,
B4 =
∣∣∣∣ P0 P2Q0 Q2
∣∣∣∣ = xαxβaγaδαβεγδ, B5 =
∣∣∣∣ P1 P2Q1 Q2
∣∣∣∣ = xαxβxγaδαaµβγεδµ.
We shall construct the following transvectants
µ1 = (B3, B3)
(2), H1 = (B3, B1)
(1), G1 = (B1, B5)
(1),
G2 = (B5, B5)
(2), G3 = (B3, B4)
(1), D1 = (((Dˆ, Dˆ)
(2), Dˆ)(1), Dˆ)(3),
and introduce the following notations
µ =− 2µ1, H = 2H1, 2G = 4G1 − 3G2 + 8G3, S˜ = B3, ,
F =J1B5 + 2B1B4 + 4B2B3, V = B
2
4 −B2B5, N˜ = Kˆ, D = −D1.
(4)
As it was shown in [14], the comitants µ, H, G, F and V are responsible for
the number and multiplicities of the finite singular points (FSP) of the quadratic
system (1). According to [14] we can construct the following T -comitants:
P =G2 − 6FH + 12µV, R = 4(3H2 − 2µG), S = R2 − 16µ2P,
T =2µ[2G3 + 9µ(3F 2 − 8GV )− 18FGH + 108H2V ]− PR, U = F 2 − 4GV.
We denote by rj (cj) any real (complex) FSP of the system (1) of multiplicity
j and by mf [18], we denote the sum of the multiplicities of all FSP (real and
complex) of this system.
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Proposition 2. [14] The number and multiplicity of the finite singular points
of system (1) are determined in Table 1. The sets Mj ∈ R
12 (j = 1, 2, ..., 19) which
are defined by the conditions given in the third and the fourth columns constitute
an affine invariant partition of R12, that is,
19⋃
j=1
Mj = R
12, Mi
⋂
i6=j
Mj = ∅
and each set Mj is affine invariant. Table 1
Singular points Conditions on
mf multiplicity invariants comitants Mj
4 r1 r1 r1 r1 µ 6= 0, D < 0 R > 0, S > 0 M1
4 r1 r1 c1 c1 µ 6= 0, D > 0 – M2
4 c1 c1 c1 c1 µ 6= 0, D < 0 (R ≤ 0) ∨ (S ≤ 0) M3
4 r2 r1 r1 µ 6= 0, D = 0 T < 0 M4
4 r2 c1 c1 µ 6= 0, D = 0 T > 0 M5
4 r2 r2 µ 6= 0, D = 0 T = 0, PR > 0 M6
4 c2 c2 µ 6= 0, D = 0 T = 0, PR < 0 M7
4 r3 r1 µ 6= 0, D = 0 T = 0, P = 0, R 6= 0 M8
4 r4 µ 6= 0, D = 0 T = 0, P = 0, R = 0 M9
3 r1 r1 r1 µ = 0, D < 0 R 6= 0 M10
3 r1 c1 c1 µ = 0, D > 0 R 6= 0 M11
3 r2 r1 µ = 0, D = 0 R 6= 0, P 6= 0 M12
3 r3 µ = 0, D = 0 R 6= 0, P = 0 M13
2 r1 r1 µ = 0 R = 0, P 6= 0, U > 0 M14
2 c1 c1 µ = 0 R = 0, P 6= 0, U < 0 M15
2 r2 µ = 0 R = 0, P 6= 0, U = 0 M16
1 r1 µ = 0 R = 0, P = 0, U 6= 0 M17
0 – µ = 0 R = P = U = 0, V 6= 0 M18
∞ – µ = 0 R = P = U = 0, V = 0 M19
Herein we shall use the following assertion from [15] (see Theorem 1.34):
Proposition 3. For the existence of a center of system (1) at the origin of
coordinates (i.e. a1 = a2 = 0) it is necessary and sufficient that the following
conditions hold:
I1 = I6 = 0, I2 < 0,
and that at least one of the following three conditions be met:
1) I3 = 0; 2) I13 = 0; 3) 5I3 − 2I4 = 13I3 − 10I5 = 0,
where
I1 =a
α
α, I2 = a
α
βa
β
α, I3 = a
α
pa
β
αqa
γ
βγε
pq, I4 = a
α
pa
β
βqa
γ
αγε
pq,
I5 =a
α
pa
β
γqa
γ
αβε
pq, I6 = a
α
pa
β
γa
γ
αqa
δ
βδε
pq, I13 = a
α
p a
β
qra
γ
γsa
δ
αβa
µ
δµε
pqεrs.
Herein we have used the notations for invariants from [15].
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Main results
First we prove the following lemma:
Lemma 1. For the existence of a center arbitrarily situated in the phase plane
of system (1) it is necessary that conditions C1 = C3 = 0 be satisfied.
Indeed, let system (1) have a singular point of the center type. After the trans-
lation the origin of coordinates to this point we obtain the system
dx
dt
= cx+ dy + ex2 + 2hxy + ky2,
dy
dt
= ex+ fy + lx2 + 2mxy + ny2,
for which C1 = (c+f)C¯1, where C¯1 is a polynomial on the parameters of this system.
Since (according to Proposition 3) the necessary condition for the existence of a
center in (0,0) is I1 = c+ f = 0 we obtain C1 = 0. Hereby, for the given system we
obtain C3 = I6, and, according to Proposition 3, a center can occur only if I6 = 0,
i.e. C3 = 0.
§1. System with total multiplicity mf = 4
Herein we shall find out conditions for the existence of a center by using invariants
(3) and Table 1 in the case where the multiplicity mf equals four. From Table 1
and [19] it follows that the system (1) with mf = 4 may have a center only if it
belongs to the set M1 ∪M2 ∪M4 ∪M8. This implies 4 different cases which will be
examined in the sequel.
Theorem 1. System (1) with conditions µ 6= 0, D < 0, R > 0, S > 0 (there
are 4 simple singular points) has one center if and only if one of the following two
sequences of conditions holds:
(i) C2C4 < 0, C1 = C3 = C5 = 0;
(ii) C4 = 0, C1 = C3 = 0, µ < 0;
and it has two centers if and only if the following conditions hold
(iii) C4 = 0, C1 = C3 = 0, C9 ≥ 0, µ > 0.
Proof. Let us assume that system (1) has four real distinct singular points. By
applying an affine transformation we can assume that three singular such points
are the points M0(0, 0), M1(1, 0) and M2(0, 1), respectively. Hence, system (1)
becomes
dx
dt
= cx+ dy − cx2 + 2hxy − dy2,
dy
dt
= ex+ fy − ex2 + 2mxy − fy2,
(5)
from which, by using the notations C¯ = cm− eh, D¯ = de− cf and F¯ = fh− dm,
we obtain
µ = D¯2 − 4C¯F¯ , D = −D¯2(D¯ − 2C¯)2(D¯ − 2F¯ )2.
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It is easy to observe, that system (5), besides the critical points M0(0, 0), M1(1, 0)
and M2(0, 1), has the critical point M3(x0, y0) with coordinates
x0 = D¯(D¯ − 2F¯ )/µ, y0 = D¯(D¯ − 2C¯)/µ.
Following [19], we shall calculate the coefficients of the equation
λ2 − σλ+∆ = 0,
which determine the eigenvalues corresponding to a critical point. Thus, for the
critical points M0, M1, M2 and M3 we obtain
σ(0) = c+ f, ∆(0) = −D¯,
σ(1) = −c+ f + 2m, ∆(1) = D¯ − 2C¯,
σ(2) = c− f + 2h, ∆(2) = D¯ − 2F¯ ,
σ(3) = c+ f + 2(m− c)x0 + 2(h− f)y0,
∆(3) = −D¯(D¯ − 2C¯)(D¯ − 2F¯ )/µ,
(6)
respectively.
For system (5) we obtain
C1 = 3µσ
(0)σ(1)σ(2)σ(4)
and, according to Lemma 1, if C1 6= 0 system (5) has not a center.
If C1 = 0, in virtue of µ 6= 0 it follows that σ
(0)σ(1)σ(2)σ(3) = 0. Without
loss of generality we can suppose that σ(0) = 0, otherwise we can use the linear
transformation, which replaces the points M0 and Mi in case σ
(i) = 0(i = 1, 2, 3).
In all three cases, after the corresponding change of parameters we obtain the same
system, but with σ(0) = 0.
Thus, from σ(0) = 0 and (6) we get f = −c and for system (5) we have
C4 = µσ
(1)σ(2)σ(3)/D¯. (7)
For the system (5) with the condition f = −c, the following affine invariants can
be calculated:
C4 =
1
3
I
(0)
13 , C2 = 3I
(0)
2 C4, C3 = −
2
3
I
(0)
6 ,
C5 = 6I
(0)
3 C4, C6 = 6(5I
(0)
3 − 2I
(0)
4 )C4, C7 = 2(13I
(0)
3 − 10I
(0)
5 )C4
(8)
where I
(0)
j (j = 2, 3, 4, 5, 6, 13) are the values of the center affine invariants from
Proposition 3, calculated for system (2) with the singular point M0(0, 0).
I. If C4 6= 0, in accordance with (7) we obtain σ
(1)σ(2)σ(3) 6= 0 and neither of
the singular points Mi(i = 1, 2, 3) can be a center. In this case, taking into account
Proposition 3, the relation I1 = c + f = 0 and (8), we conclude, that the singular
point M0(0, 0) will be a center if and only if the following conditions hold:
C1 = C3 = C5(C
2
6 + C
2
7 ) = 0, C2C4 < 0.
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However, we shall prove that in the case under consideration conditions C5 6= 0 and
C6 = C7 = 0 can not be satisfied. Indeed, if we suppose the contrary, then from (8)
it follows: I13 6= 0, I2 < 0, I1 = I6 = 0, I3 6= 0 and 5I3 − 2I4 = 13I3 − 10I5 = 0.
Hereby, as it was shown in [20, p. 131], by applying a center affine transformation
system (1) can be brought to the canonical system
dx
dt
= y + qx2 + xy,
dy
dt
= −x− x2 + 3qxy + 2y2,
for which D = 8q2(q2 + 1) > 0 in virtue of I13 = 125q(q
2 + 1)/8 6= 0. As we can
observe this contradicts condition D < 0 of Theorem 1.
II. Let condition C4 = 0 be satisfied. From (7) we obtain that σ
(1)σ(2)σ(3) = 0
and without loss of generality, we can assume that σ(1) = 0, otherwise we can use
a linear transformation. Indeed, if σ(2) = 0 (resp. σ(3) = 0) the transformation
x1 = y, y1 = x (x1 = x/x0, y1 = y−xy0/x0) replaces the points M1 andM2 (resp.
M1 and M3 ) and keeps the other points.
Thus, the conditions C1 = C4 = 0 imply that σ
(0) = σ(1) = 0 and from (6) we
receive
f = −c, m = c, σ(2) = 2(c+ h), σ(3) = 2(c+ h)y0 (9)
and, hence, system (5) becomes as
dx
dt
= cx+ dy − cx2 + 2hxy − dy2,
dy
dt
= ex− cy − ex2 + 2cxy + cy2.
(10)
For system (10) the following comitants can be calculated:
I
(0)
1 = I
(0)
13 = 0, I
(0)
2 = 2(c
2 + de),
I
(0)
6 = (c+ h)(2ceh− 2c
3 − c2e− de2).
On the other hand by translating the origin of coordinates at the singular point
M1(1, 0) we obtain the system
dx
dt
= cx+ dy − cx2 + 2hxy − dy2,
dy
dt
= ex− cy − ex2 + 2cxy + cy2,
(11)
for which
I
(1)
1 = I
(1)
13 = 0, I
(1)
2 = 2(c
2 − de− 2eh),
I
(1)
6 = (c+ h)(2ceh− 2c
3 − c2e− de2).
For system (10), as well as for system (11) we obtain
C3 = −
2
3
I
(0)
6 = −
2
3
I
(1)
6 ,
C8 = −
4
3
(c+ h)2(c2 + de)(c2 − de − 2eh) = −
1
3
(c+ h)2I
(0)
2 I
(1)
2 ,
C9 = −(c+ h)
2(c2 − eh) = −
1
2
(c+ h)2(I
(0)
2 + I
(1)
2 ),
D = −
1
18
(c2 + de)2(c2 − de − 2eh)2(c2 + de+ 2cd+ 2ch)2 6= 0.
(12)
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1) If C8 6= 0, from (12) we obtain (c+ h) 6= 0 and from (9) we get σ
(2)σ(3) 6= 0.
Therefore, from (12) and Proposition 3, we conclude, that for C8 6= 0 system (1)
has one center if and only if C3 = 0 and C8 > 0 and has two center if and only if
C3 = 0, C8 < 0 and C9 > 0.
It is not too difficult to show that conditions C3 = 0 and C8 6= 0 imply µC8 < 0.
Indeed, by virtue of (12) from C3 = 0 and C8 6= 0 results e 6= 0. Therefore we can
consider e = 1 and, hence, by (12) condition C3 = 0 yields d = 2ch − 2c
3 − c2.
Hereby for system (11) we have
µ = −4c(c+ 1)(c2 − h)2, C8 =
16
3
c(c+ 1)(c+ h)2(c2 − h)2,
and this implies µC8 < 0.
2) Let us assume that the condition C8 = 0 holds. Since condition D 6= 0 is
satisfied, from (12) we get (c+ h) = 0, and from (9) and (6) we obtain
σ(0) = σ(1) = σ(2) = σ(3) = 0, Sgn(∆(0)∆(1)∆(2)∆(3)) = Sgnµ. (13)
On the other hand, following Proposition 3 we calculate the values of the invariants
I1, I2, I6 and I13 for the system (5) and for other three systems, that are obtained
from (5) by placing the critical points M1, M2 and M3 at the origin, respectively.
Thus, we get the following expressions:
I
(i)
1 = I
(i)
6 = I
(i)
13 = 0 (i = 0, 1, 2, 3),
I
(0)
2 = −2∆
(0), I
(1)
2 = −2∆
(1),
I
(2)
2 = −2∆
(2), I
(3)
2 = −2∆
(3).
(14)
According to Proposition 3, the number of the negative quantities among the
I
(i)
2 (i = 0, 1, 2, 3) coincide with the number of centers of system (5).
As it is well known for quadratic system at least one of the quantities ∆(i) (i =
0, 1, 2, 3) is negative and at least one of them is positive. On the other hand, at
most two singular points can be of the center or of the focus type. Therefore, from
Proposition 3, (13) and (14) we conclude, that system (5) has two centers if µ > 0
and one center if µ < 0. It remain to notice, that condition C8 = 0 (i.e. c+ h = 0)
is equivalent to C9 = 0. Indeed, if we suppose that c+h 6= 0, then by (12) condition
C9 = 0 yields c
2 = eh and from C3 = 0 it results e(c
2 + de) = 0, contrary to the
condition D 6= 0.
Theorem 1 is proved.
Theorem 2. System (1) with conditions µ 6= 0, D > 0 (there are 2 simple real
and two imaginary singular points) has one center if and only if one of the following
two sequences of conditions holds:
(i) C2C4 < 0, C1 = C3 = C5(C
2
6 + C
2
7 ) = 0;
(ii) C4 = 0, C12 ≤ 0, C1 = C3 = 0, µ > 0;
and it has two centers if and only if the following sequence of conditions holds
(iii) C4 = 0, C12 < 0, C1 = C3 = 0, µ < 0, C9 > 0.
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Proof. Let us assume that system (1) has two real and two imaginary singular
points. By applying the affine transformation we can move two real singular points
to the points M0(0, 0) and M1(1, 0), respectively. Hence, system (1) becomes
dx
dt
= cx+ dy − cx2 + 2hxy + ky2,
dy
dt
= ex+ fy − ex2 + 2mxy + ny2,
(14)
for which, by using the notations
B¯ = cn− ek, C¯ = cm− eh D¯ = de − cf,
E¯ = dn− fk, F¯ = fh− dm, H¯ = hn− km
we obtain
µ = B¯2 + 4C¯H¯ 6= 0, D = −
2
27
D¯2(D¯ − 2C¯)2Z > 0,
Z = (B¯ − 2F¯ )2 + 4E¯(D¯ − 2C¯).
(15)
Since D > 0, it follows that Z < 0 and for the real singular points M0(0, 0) and
M1(1, 0)) we obtain
σ(0) = c+ f, σ(1) = −c+ f + 2m. (16)
For system (14) we can calculate that
µC1 = 3σ
(0)σ(1)(R2 − ZI2), µC4 = P¯R+ Q¯I,
C12 =
1
4
[µ2(σ(0) − σ(1))2 − 4mR(σ(0) + σ(1)) + 4ZI2],
(17)
where
R = (c−m)(2B¯F¯ + 4C¯E¯ − B¯2)− 2(h+ n)(B¯C¯ − B¯D¯ + 2C¯F¯ )+
+ (c+ f)µ, I = (m− c)B¯ − 2(h+ n)C¯,
P¯ = B¯(−cn− hm+mn)− C¯[(h− n)2 + k(c− 2m)] + H¯m2,
Q¯ = B¯2(2fh− cd− ch+ 2hm) + B¯D¯(−ck − h2 + 2hn− n2)+
+ B¯C¯(ck − 4dh− 2fk − 3h2 − 2hn− 2km+ n2)− B¯F¯m(2h+ n)−
− B¯H¯m(f +m) + 2C¯2k(d+ 2h+ 2n)− 2C¯D¯k(h+ 2n)+
+ 2C¯F¯ (h+ n)2 + 4C¯H¯m(d+ h+ n)− 4D¯H¯mn+ 2F¯ H¯m2.
(18)
According to Lemma 2, if C1 6= 0 system (14) has not a center.
Let us assume that condition C1 = 0 holds.
Case I. If C4 6= 0 from (18) we get R
2 + I2 6= 0 and by Z < 0 and (17)
the condition C1 = 0 implies that σ
(0)σ(1) = 0. Without loss of generality we
can assume that σ(0) = 0, otherwise we can use the linear transformation, which
replaces the points M0 and M1.
Thus, σ(0) = 0, and from (16), it follows that f = −c and for system (14) we
obtain
12µD¯C4 = σ
(1)(R2 − ZI2). (19)
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On the other hand, for system (14) with the condition f = −c, the following affine
invariants can be calculated:
C4 =
1
3
I
(0)
13 , C2 = 3I
(0)
2 C4, C3 = −
2
3
I
(0)
6 ,
C5 = 6I
(0)
3 C4, C6 = 6(5I
(0)
3 − 2I
(0)
4 )C4, C7 = 2(13I
(0)
3 − 10I
(0)
5 )C4,
(20)
where I
(0)
j (j = 2, 3, 4, 5, 6, 13) are the values of the center affine invariants from
Proposition 3, calculated for system (14) with singular point M0(0, 0).
Since µD 6= 0, by (19) condition C4 6= 0 implies that σ
(1) 6= 0, i.e. singular point
M1 is not a center.
Thus, in the case of C4 6= 0, from Proposition 3 and relationship I1 = c+ f = 0
and (20) we conclude, that the system (14) has one center if and only if the following
conditions hold:
C1 = C3 = C5(C
2
6 + C
2
7 ) = 0, C2C4 < 0.
Case II. Let condition C4 = 0 be satisfied.
A) If C8 6= 0 we shall examine two cases: C12 < 0 and C12 ≥ 0.
1) Let us consider firstly that condition C12 < 0 holds. Then R
2 + I2 6= 0,
otherwise from (17) we get C12 = µ
2(σ(0) − σ(1))2 ≥ 0. Therefore, R2 − ZI2 6= 0
and conditions C1 = C4 = 0, (17) and (19) imply that σ
(0) = σ(1) = 0. From (16)
it follows that f = −c, m = c and the system (14) becomes as
dx
dt
= cx+ dy − cx2 + 2hxy + ky2,
dy
dt
= ex− cy − ex2 + 2cxy + ny2.
(21)
For system (21) the following invariants can be calculated:
I
(0)
1 = I
(0)
13 = 0, I
(0)
2 = 2(c
2 + de),
I
(0)
6 = (h+ n)(2ceh− 2c
3 − cen+ e2k).
On the other hand, by translating the origin of coordinates to the singular point
M1(1, 0) of system (21) we obtain the system
dx
dt
= −cx+ (d+ 2h)y − cx2 + 2hxy + ky2,
dy
dt
= −ex+ cy − ex2 + 2cxy + ny2,
(22)
for which
I
(1)
1 = I
(1)
13 = 0, I
(1)
2 = 2(c
2 − de− 2eh),
I
(1)
6 = (h+ n)(2ceh− 2c
3 − cen+ e2k).
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For systems (21) and (22) we obtain
C3 = −
2
3
I
(0)
6 = −
2
3
I
(1)
6 ,
C8 = −
4
3
(h+ n)2(c2 + de)(c2 − de − 2eh) = −
1
3
(h+ n)2I
(0)
2 I
(1)
2 ,
C9 = (h+ n)
2(eh− c2) = −
1
2
(h+ n)2(I
(0)
2 + I
(1)
2 ),
D = −
2
27
(c2 + de)2(c2 − de − 2eh)2Z 6= 0,
C12 = I
2Z = 4(h+ n)2(c2 − eh)2Z.
(23)
From C12 6= 0 and (23) we get (h+n) 6= 0. Therefore, from (23) and Proposition
3, we conclude that for C1 = C4 = 0 and C12 < 0 system (1) has one center if and
only if C3 = 0 and C8 > 0 and has two centers if and only if C3 = 0, C8 < 0 and
C9 > 0. It is not difficult to convince, that in the case under consideration condition
C8 < 0 (C8 > 0) is equivalent to µ < 0 (µ > 0). Indeed, condition C4 = 0 by (20)
yields I13 = 0 and it was shown in [20] that by applying a linear transformation
system (1) with can be brought either to the canonical system [20, p. 103]
dx
dt
= y + 2(1− c)xy,
dy
dt
= −x+ dx2 + cy2. (24)
or to the canonical system [20, p. 80]
dx
dt
= −y − cx2 − ay2,
dy
dt
= x+ bx2 + 2cxy, (25)
For system (24) one can be calculated
µ = 4cd(c− 1)2, D =
1
3
c(d+ 2− 2c)3, C12 = −2 < 0,
C8 = 4d(d+ 2− 2c), C1 = C3 = 0.
Hereby by virtue of D > 0 it results µC8 > 0 and since C12 < 0 this has proved
our affirmation.
As regards system (25) we obtain
µ = a2b2 + 4ac3, D =
1
6
(a− 2c)2(4ac− b2 − 8c2), C1 = C3 = C8 = C12 = 0,
i.e. condition C8 6= 0 is not satisfied.
2) Let condition C12 ≥ 0 holds. We shall demonstrate that by virtue C8 6= 0
there is no center on the phase plane of system (14). Indeed, according to (17), the
condition C1 = 0 implies that σ
(0)σ(1)(R2 − ZI2) = 0.
If R2 + I2 6= 0 then from C1 = C4 = 0, Z < 0 and (19) we get σ
(0) = σ(1) = 0,
i.e. f = −c, m = c. Therefore, for system (14) we obtain
C12 = ZI
2, C3 =
2
3
(h+ n)(2c3 − 2ceh+ cen− e2k), R = 3(d+ h)C3,
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and conditions C12 ≥ 0, Z < 0 and R
2 + I2 6= 0 imply I = 0, R 6= 0. Hereby, we
get that C3 6= 0 and by Lemma 1 system (14) has no singular point of the center
type. We note that, according to (23) and D 6= 0, in this case C8 6= 0.
Let conditions R = I = 0 be satisfied. Without loss of generability we can
assume that relation ce = 0 holds. Indeed, if e 6= 0, by applying, the transformation
x1 = x − cy/e, y1 = y, which keeps the singular points M0(0, 0) and M1(1, 0) for
system (14) the relation c = 0 will be satisfied. Thus, we shall consider two cases:
e 6= 0, c = 0 and e = 0.
a) If e 6= 0, c = 0 for system (14) we have I = e[2h2 + 2hn− km] = 0.
α) Ifm 6= 0 by using the change of the time the condition m = 1 will be satisfied.
Therefore, from I = 0, we obtain k = 2h2 + 2hn and for system (14) in this case
one can derive
R = 4eh(fh− d)[e(h+ n)2 + 2h+ n], µ = 4eh2[e(h+ n)2 + 2h+ n].
Since R = 0, µ 6= 0 we get d = fh. Thus, for system (14) we obtain
C3 = −
4
3
he[e(h+ n)2 − f(f + 2)(2h+ n)], Z = −3hC3,
C8 =
1
3
f(f + 2)µ, D = −
2
27
e4h4f2(f + 2)2Z,
(26)
and by Z < 0 it follows C3 6= 0 and hence, according to Lemma 1 system (14) has
not any center. Notice, that in this case from (26) and D 6= 0 we get C8 6= 0.
β) If m = 0 since c = 0 for system (14), we have
I = 2eh(h+ n) = 0, C8 =
4
3
[3fR+ de2(d+ 2h)(h+ n)2], (27)
and from I = R = 0, C8 6= 0 and (27) it follows h = 0, n 6= 0. Therefore, for
system (14) with c = m = h = 0, ne 6= 0 we obtain:
R = e2k(fk − 2dn) = 0, µ = e2k2 6= 0.
Thus, the condition k 6= 0 is satisfied and we can consider k = 1 by a change
of scale if necessary. Condition R = 0 implies f = 2dn and for system (14) the
following polynomials can be calculated:
C3 =
2
3
en(4d2n− e), Z = −e(4d2n− e).
Hereby, from Z < 0 and ne 6= 0, it follows that C3 6= 0 and from Lemma 1 we can
conclude that there is not any center on the phase plane of system (14) in this case
under consideration.
b) If e = 0 for system (14) we have
µ = c(cn2 + 4hmn− 4km2), I = −c(cn+ 2hm+mn),
hence, the conditions I = 0, µ 6= 0 imply m 6= 0, cn + 2hm+mn = 0. As it was
mentioned above, we can assume m = 1 hence, h = − 12n(c + 1). Therefore, for
system (14) we obtain
µ = −c(cn2 + 4k + 2n2), R = c(f + 1)µ,
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and from conditions µ 6= 0, R = 0 we get f = −1. Hereby for system (14) the
following relation can be established
σ(0) = −σ(1) = c− 1, C8 = −
1
3
(c− 1)2µ 6= 0. (28)
From C8 6= 0 it follows that σ
(0)σ(1) 6= 0 and, hence, there is no singular point of
the center type for system (14).
B) Let us now assume that the condition C8 = 0 is satisfied. As it was indicated
above from C1 = C4 = 0 and R
2+ I2 6= 0 it follows that C8 6= 0. Hence, for system
(14) we obtain R = I = 0 and we again shall examine two cases: e 6= 0, c = 0 and
e = 0.
a) Let the conditions e 6= 0, c = 0 hold. If m 6= 0 it was shown above that from
(26) and Dµ 6= 0 it follows that C8 6= 0. Hence, m = 0, and taking into account
(27) and the relations R = I = 0, C8 = 0 for system (14) we obtain:
I = 2eh(h+ n) = 0, C8 =
4
3
de2(d+ 2h)(h+ n)2, µ = e(ek2 − 4h2n).
From I = 0, C8 = 0 we get h = −n 6= 0. Indeed, if we suppose that condition
h + n 6= 0 is satisfied, then from I = C8 = 0 it follows that h = 0, n 6= 0, de = 0
and we obtain a contradiction with condition D = − 227d
4e4Z 6= 0. Thus, h+n = 0
and for the system (14) with c = m = 0, n = −h 6= 0 one can calculate:
µ = e(ek2 + 4h3) 6= 0, C8 = 2f
2µ.
Hereby, conditions C8 = 0, µ 6= 0 imply f = 0 and the system (14) becomes as
system
dx
dt
= dy + 2hxy + ky2,
dy
dt
= ex− ex2 − hy2, (29)
for which
C1 = C3 = C12 = 0, Z = e(ek
2 − 4d2h− 8dh2) < 0, µ = e(ek2 + 4h3) 6= 0. (30)
For system (29) the following invariants (from Proposition 3) can be calculated.
I
(0)
1 = I
(0)
6 = I
(0)
13 = 0, I
(0)
2 = 2de.
On the other hand by translating the origin of coordinates at the singular point
M1(1, 0) of system (29) we obtain the system
dx
dt
= (d+ 2h)y + 2hxy + ky2,
dy
dt
= −ex− ex2 − hy2, (31)
for which
I
(1)
1 = I
(1)
6 = I
(1)
13 = 0, I
(1)
2 = −2(de+ 2eh).
It is easy to observe, that
I
(0)
2 I
(1)
2 = −4de
2(d+ 2h), I
(0)
2 + I
(1)
2 = −4eh, Sgnµ = Sgn(eh). (32)
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Indeed, from (30) it follows that
µ− Z = 4eh(d+ h)2,
and since Z < 0 the condition µ > 0 implies eh > 0. On the other hand from
µ = e2k2 + 4eh3 < 0 it results eh < 0. Therefore, taking into account condition
Z = e2k2− 4deh(d+2h) < 0 we obtain that deh(d+2h) > 0 and, hence, from (32)
it follows that
Sgn[µI
(0)
2 I
(1)
2 ] = −Sgn[de
3h(d+ 2h)] = −1, Sgnµ = −Sgn(I
(0)
2 + I
(1)
2 ).
Hereby, we have obtained, that for µ > 0 it results I
(0)
2 I
(1)
2 < 0 and, according
to Lemma 1, either singular point M0 or M1 is of the center type. If µ < 0 then
I
(0)
2 I
(1)
2 > 0 and I
(0)
2 + I
(1)
2 > 0. Thus, both quantities I
(0)
2 and I
(1)
2 are positive
and by Lemma 1 there is no center on the phase plane of system (29).
b) Let us assume that condition e = 0 hold. As it was mentioned above, by
virtue of conditions µ 6= 0, I = R = 0 we get that m = 1, h = − 12n(c + 1) and
f = −1. Hereby, we obtain (28) for system (14) and condition C8 = 0 in this case
implies that c = 1. Therefore, we obtain the system
dx
dt
= x+ dy − x2 + 4xy + ky2,
dy
dt
= −y + 2xy − 2y2,
(33)
for which
µ− Z = −4(d− 2n)2 ≤ 0, C12 = 0.
Hence, µ < 0 because Z < 0. Thus, for system (33) as well as for the translated
system (with singular point M1 at the origin of coordinates) we obtain that I
(0)
2 =
I
(1)
2 = 2 > 0. By Proposition 3 system (33) has no a center.
Thus we have found out, that in the case C1 = C3 = C4 = C8 = 0 system
(14) have a center if and only if the condition µ > 0 hold. Moreover, the center
is unique. It remains to note, that for C1 = C3 = C4 = 0 and µD 6= 0 conditions
C8 = 0 and C12 = 0 are equivalent, since for system (24) we have C8C12 6= 0 and
for system (25) the conditions C8 = C12 = 0 hold.
As all cases were examined, Theorem 2 is proved.
Theorem 3. For the existence of a center of system (1) with µ 6= 0, D = 0,
T < 0 (there are two simple and one double singular points) it is necessary and
sufficient that one of the following two sequences of conditions holds:
(i) C2C4 < 0, C1 = C3 = C5 = 0;
(ii) C4 = 0, µ > 0, C1 = C3 = C8 = 0.
Moreover, the center is unique.
Proof. According to Proposition 2 if conditions µ 6= 0, D = 0, T < 0 are
satisfied the system (1) has two simple and one double singular points situated on
its phase plane. We shall find out the canonical form of a system (1) with such
16 A.M.VOLDMAN, N.I.VULPE
points. By applying the affine transformation we can move these three singular
points to the points M0(0, 0), M1(1, 0) and M2(0, 1), respectively. Hence, system
(1) can be brought to the system
dx
dt
= cx+ dy − cx2 + 2hxy − dy2,
dy
dt
= ex+ fy − ex2 + 2mxy − fy2,
(34)
for which, by using the notations Cˆ = cm − eh, Dˆ = de − cf and Fˆ = fh − dm,
we have
µ = Dˆ2 − 4CˆFˆ , D = −Dˆ2(Dˆ − 2Cˆ)2(Dˆ − 2Fˆ )2.
It is easy to observe, that system (34) has, besides the critical points M0(0, 0),
M1(1, 0) and M2(0, 1) the critical point M3(x0, y0), where
x0 =
1
µ
Dˆ(Dˆ − 2Fˆ ), y0 =
1
µ
Dˆ(Dˆ − 2Cˆ).
Thus, we can conclude that in virtue of D = 0 the point M3 will coincide with M0
for Dˆ = 0, with point M1 for Dˆ = 2Cˆ and with M2 for Dˆ = 2Fˆ . Without loss of
generality we can assume that the conditionD = 0 implies that Dˆ = de−cf = 0 and
that the singular point M0 becomes degenerated (we can removed the respective
points if it is necessary). Therefore, without loss of generality one can sets d =
cu, f = eu and system (34) becomes
dx
dt
= cx+ cuy − cx2 + 2hxy − cuy2,
dy
dt
= ex+ euy − ex2 + 2mxy − euy2.
(35)
By [19], for the critical points M1 and M2 of system (35) we must have
σ(1) = −c+ eu+ 2m, σ(2) = c− eu+ 2h, (36)
respectively.
For system (35) we obtain
µ = 4u(cm− eh)2 6= 0, C1 = 3µ(c+ eu)
2σ(1)σ(2). (37)
If C21 + C
2
3 6= 0 Lemma 1 implies that system (35) has no center.
Let us assume C1 = C3 = 0 and examine two cases: C4 6= 0 and C4 = 0.
1) If C4 6= 0 then the condition c+ eu 6= 0 holds. Indeed, if c = −eu for system
(35) we obtain that
µ = 4e2u(h+mu)2 6= 0, C1 = 0, C3 =
4
3
e2u(h+mu)(h− eu2 − eu−mu),
C4 =
2
3
e(h+mu)(h− eu2 − eu−mu)(ue+m)(h− ue),
(38)
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and from µ 6= 0 and C3 = 0 we obtain that C4 = 0.
Thus, c + eu 6= 0 and from (37) the condition C1 = 0 implies σ
(1)σ(2) = 0.
Without loss of generality, we can assume that σ(1) = 0, otherwise, if σ(2) = 0 we
can use the linear transformation x1 = y, y1 = x, which replaces the points M1
and M2 and keeps the canonical form of system (35). Thus, after the respective
changing of parameters, we derive the same system, but with σ(1) = 0. In this case
from (37) we obtain c = eu+ 2m and for the system (35) we have
µ = 4u(eh− eum− 2m2)2,
C3 =
4
3
u(eh− eum− 2m2)(eh+ 3em+ 6emu+ 2e2u2 + 2e2u+ 4m2).
Since µ 6= 0 from C3 = 0 it results
e(h+ 3m+ 6mu+ 2eu2 + 2eu) + 4m2 = 0.
Therefore, we have e 6= 0, otherwise it follows m = 0 and, hence, µ = 0. Thus,
we can assume that e = 1 (by scaling time if necessary) and we get the relation:
h = −3m − 6mu − 2u2 − 2u − 4m2. In this case after a shift of the origin of
coordinates to the singular point M1(1, 0) of system (35) we get the system
dx
dt
= −(u+ 2m)x+ [((u + 2m)u+ 2h¯]y − (u+ 2m)x2 + 2h¯xy − (u+ 2m)uy2,
dy
dt
= −x+ (u+ 2m)y − x2 + 2mxy − uy2
(39)
where h¯ = −3m−6mu−2u2−2u−4m2. From Proposition 3 applied to the system
(39) we obtain that
I1 = I6 = 0, I2 = 4(2u+ 3m)(u+ 2m+ 1),
I3 = (u+m)(u+ 2m)(u+ 2m+ 1)(5u+ 12m+ 9),
I13 = −4u(u+m)
3(2u+ 3m)(u+ 2m+ 1)2,
5I3 − 2I4 = (u+m)(u+ 2m+ 1)(5u+ 12m+ 9)(7u+ 12m),
13I3 − 10I5 = −(u+ 2m+ 1)(48m
3 + 32m2u+ 36m2 + 9mu2
+ 9mu+ 5u3 − 7u2).
(40)
On the other hand the following affine invariants can be calculated for system (39)
µ = 4u(2u+ 3m)2(u+ 2m+ 1)2,
C4 =
1
3
I13, C2 = 3I2C4, C5 = 6I3C4.
(41)
It is easy to show, from (40), (41) and C4 6= 0 that conditions I2 < 0 and I3 = 0 are
equivalent to C2C4 < 0 and C5 = 0, respectively. Note that conditions 5I3 − 2I4 =
13I3 − 10I5 = 0 can not be satisfied for system (39) because of C4 6= 0. Indeed,
from 5I3 − 2I4 = 0 and (40) it follows (5u + 12m + 9)(7u + 12m) = 0, however,
from (40) it is easy to observe that in both determined by two factors cases we have
13I3 − 10I5 6= 0.
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Notice also that given the indicated values of parameters c, e and h from C4 6= 0,
(41) and (36) it follows that σ(2) = −4(m+u)(2m+u+1) 6= 0. Hence, by [19] and
Lemma 1 there exists only one singular point of the center type for system (35).
Thus, in the case C4 6= 0 the assertion of Theorem 3 is valid.
2) Let us assume now C4 = 0. In this case the condition c + eu = 0 holds,
otherwise, as it was demonstrated above, from C1 = C3 = 0 we obtain that c =
eu+ 2m, e = 1, h = −3m− 6mu− 2u2 − 2u− 4m2, and
µ = 4u(2u+ 3m)2(u+ 2m+ 1)2, C4 = −
4
3
u(u+m)3(2u+ 3m)(u+ 2m+ 1)2.
Hereby in virtue of µ 6= 0 and c+ eu = 2(m+ u) 6= 0 it follows that C4 6= 0. This
contradiction proves our assertion.
Thus, condition c = −eu is satisfied and hence, we arrive to the system
dx
dt
= −eux− eu2y + eux2 + 2hxy + eu2y2,
dy
dt
= ex+ euy − ex2 + 2mxy − euy2,
(42)
for which
µ = 4e2u(h+mu)2 6= 0, C1 = 0, C3 = 4e
2u(h+mu)(h− eu2 − eu−mu).
Therefore, from condition C3 = 0 and µ 6= 0, we obtain h = eu
2+ eu+mu. In this
case, for system (42) we also obtain
σ(1) = 2(eu+m), µ = 4e2u3(eu+ e+ 2m)2,
σ(2) = 2u(eu+m), C8 =
16
3
e2u4(eu+m)2(eu+ e+ 2m)2.
(43)
According to [19] for the existence of a center for system (42) it is necessary that
m = −eu and this condition together with (43) and µ 6= 0, is equivalent to C8 = 0.
In this case µ = 4e4u3(u − 1)2, and after shift of the origin of coordinates to the
singular point M1(1, 0) system (42) can be transformed into the system
dx
dt
= eux+ eu(2− u)y + eux2 + 2euxy + eu2y2,
dy
dt
= −ex− euy − ex2 − 2euxy − euy2,
for which
I
(1)
1 = I
(1)
6 = I
(1)
13 = 0 I
(1)
2 = 4e
2u(u− 1).
On the other hand, after a shift of the origin of coordinates to the singular point
M2(0, 1) in the case under consideration system (42) will be brought to the system
dx
dt
= eux+ eu2y + eux2 + euxy + eu2y2,
dy
dt
= e(1− 2u)x− euy − ex2 − 2euxy − euy2,
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for which
I
(2)
1 = I
(2)
6 = I
(2)
13 = 0 I
(2)
2 = 4e
2u2(1− u).
As it is easily seen I
(1)
2 I
(2)
2 = −4µ
2. Therefore, if µ > 0 we get I
(1)
2 I
(2)
2 < 0 and by
Lemma 1 the system (42) has only one singular point of center type. If µ < 0 we
obtain u < 0 and it is easy to see that in this case I
(1)
2 > 0, I
(2)
2 > 0. By Lemma
1, system (42) has not any centers.
Theorem 3 is proved.
Theorem 4. For the existence of a center of system (1) with µ 6= 0, D = T =
P = 0, R 6= 0 (there are one simple and one triple singular points) it is necessary
and sufficient that the following conditions hold:
C3 = C4 = 0, C9 > 0;
C3 = C4 = C9 = 0, µ > 0.
Moreover, the center is unique.
Proof. Let us assume that system (1) has one simple and one triple singular
points. By applying the affine transformation we can move the real singular points
to the points M0(0, 0) and M1(1, 0), respectively. Hence, system (1) becomes
dx
dt
= cx+ dy − cx2 + 2hxy + ky2,
dy
dt
= ex+ fy − ex2 + 2mxy + ny2,
(44)
for which
µ = (cn− ek)2 + 4(cm− eh)(hn− km) 6= 0.
Without loss of generality we can assume, that the critical point M0(0, 0) is degen-
erated (of the third multiplicity). Therefore, the condition cf − de = 0 holds. For
µ 6= 0 it follows that c2+ e2 6= 0 and one can sets c = d = 0. Indeed, these relations
can be obtained by the transformation x1 = ex − cy, y1 = y if e 6= 0 and by the
transformation x1 = y, y1 = x if e = 0 (in this case the conditions cf − de = 0 and
c 6= 0 imply f = 0).
Thus, for system (44) with c = d = 0 the following comitants can be calculated:
P = e2(ek − 2fh)2(2hx+ ky)2y2, µ = e(ek2 − 4h2n+ 4hkm).
From µ 6= 0 we obtain e 6= 0 and we can assume e = 1 ( scaling the time if necessary)
and, hence, the condition P = 0 implies k = 2fh. Therefore, we get the canonical
form
dx
dt
= 2hxy + 2fhy2,
dy
dt
= x+ fy − x2 + 2mxy + ny2, (45)
for which
µ = 4h2(f2 + 2fm− n), C3 = 2hf(f
2 + 2fm− n). (46)
According to Lemma 1 for the existence of a center it is necessary that C3 = 0. From
(46) and condition µ 6= 0 we obtain f = 0 and then for this system C1 = 0. Hereby,
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after shifting of the origin of coordinates to the simple singular point M1(1, 0) of
system (45) we get the following system
dx
dt
= 2hxy + 2fhy2,
dy
dt
= x+ fy − x2 + 2mxy + ny2, (47)
for which
I1 = m, I2 = 4(m
2 − h), µ = −4h2n,
C4 =
2
3
mh(h+ n)2, C9 = h[(h+ n)
2 +m2n].
(48)
If C4 6= 0 we obtain I1 6= 0 and according to Proposition 3, the singular point (0,0)
of system (47) (i.e. point M1(1, 0) of system (45)) is not a center.
Let us assume now that the condition C4 = 0 is satisfied. By (48) and µ 6= 0 it
follows that m(h+ n) = 0.
1) If C9 > 0 the condition m = 0 holds, otherwise for h = −n we obtain C9 =
−m2n2 ≤ 0. Therefore, I1 = 0 and I2 < 0 because of SgnI2 = −Sgnh = −SgnC9.
Notice that for system (48) with m = 0 the conditions I6 = I13 = 0 are satisfied
and, hence, by Proposition 3 system (48) has one center if I1 = 0, I2 < 0, i.e. if
C4 = 0, C9 > 0.
2) If C9 < 0 by (48) and µ 6= 0 we obtain that either m = 0, h < 0 (i.e.
I1 = 0, I2 > 0) or h = −n, −m
2n2 < 0 (i.e. I1 6= 0). In both cases, by Proposition
3 system (47) has no center.
2) If C9 = 0 the conditions m(h + n) = 0, (h + n)
2 + m2n = 0 and hn 6= 0
imply m = 0, n = −h. Hereby, µ = 4h3 and SgnI2 = −Sgnµ. Therefore, if
C4 = C9 = 0, µ > 0 for system (47) we obtain that I1 = I6 = I13 = 0, I2 < 0
and hence, according to Proposition 3, system (48) has a singular point of a center
type.
Theorem 4 is proved.
§2. System with total multiplicity mf = 3
In this section we shall determine the conditions for the existence of a center by
using the invariants (3) and Table 1 in the case where multiplicity mf equals three.
From Table 1 and [19] it follows that the system (1) with mf = 3 can has a
center only if it belong to setM10∪M11∪M12. This implies 3 different cases which
will be examined in the sequel.
Theorem 5. For the existence of a center of system (1) with µ = 0, H 6= 0,
D < 0 (there are three simple singular points) it is necessary and sufficient that
one of the following two sequences of conditions holds:
(i) C2C4 < 0, C1 = C3 = C5 = 0;
(ii) C4 = 0, C1 = C3 = C10 = 0, C11 ≤ 0.
Moreover, the center is unique.
Proof. Let us assume that system (1) has three simple singular points. By
applying an affine transformation we can replace two real singular points by the
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points M0(0, 0) and M1(1, 0), respectively. Hence, system (1) will be transformed
into the system
dx
dt
= cx+ dy − cx2 + 2hxy + ky2,
dy
dt
= ex+ fy − ex2 + 2mxy + ny2,
(49)
for which, by using the notations
B¯ =cn− ek, C¯ = cm− eh D¯ = de− cf,
E¯ =dn− fk, F¯ = fh− dm, H¯ = hn− km,
we obtain
µ = B¯2 + 4C¯H¯ = 0, S˜ = −C¯x2 − B¯xy + H¯y2,
H = [C¯(B¯ + 2F¯ )− B¯D¯]x+ [B¯(B¯ + F¯ ) + 2H¯(C¯ + D¯)]y 6= 0.
(50)
We can see that if B¯ = C¯ = H¯ = 0 then H = 0 and the conditions from Theorem
5 are not valid. We shall prove, that in this case for system (49) C¯ 6= 0. Indeed,
if we assume that C¯ = 0 from µ = 0 and (50) we obtain B¯ = 0 and, hence,
H¯ = (hn− km) 6= 0. Therefore, we get the linear homogeneous system:
C¯ = cm− eh = 0, B¯ = cn− ek = 0,
with determinant (with respect to parameters c and e) is equal to hn−km = H¯ 6= 0.
Thus, c = e = 0 and, hence, D¯ = 0 and again H = 0. This proves our assertion.
As we can observe from (50), invariant µ is the discriminant of the comitant
S˜ and since µ = 0 we can write S˜ = (αx + βy)2 6= 0, where α 6= 0 for C¯ 6= 0.
Therefore, by applying the linear transformation
x1 = x+
β
α
y, y1 = y,
which keeps the singular points M0 and M1, we obtain a new system of the same
form (49), for which comitant S˜ has the form S˜ = γx21 (see [15], p. 26). Taking into
account (50) this form of comitant K implies the relations ek − cn = hn− km = 0
and from eh− cm 6= 0 we get n = k = 0. This leads to the system
dx
dt
= cx+ dy − cx2 + 2hxy,
dy
dt
= ex+ fy − ex2 + 2mxy, (51)
for which
µ = 0, H = 2C¯F¯ x 6= 0,
D = −
8
27
D¯2F¯ 2(2C¯ − D¯)2 < 0.
(52)
It is easy to see that system (51) has singular points
M0(0, 0), M1(1, 0), M2
(
D¯
2C¯
,
D¯(2C¯ − D¯)
4C¯F¯
)
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and from [19] we obtain that for these points
σ(0) = c+ f, σ(1) = f + 2m− c,
σ(2) = c+ f + (m− c)
D¯
C¯
+ h
D¯(2C¯ − D¯)
2C¯F¯
,
(53)
correspondingly. For system (51) we have:
C1 = −24C¯F¯ hσ
(0)σ(1)σ(2), C4 = hP
′, (54)
where P ′ is a polynomial in the coefficients of system (51), and, hence, if C1 6= 0
we get σ(0)σ(1)σ(2) 6= 0 and by [19] system (51) has no center.
Let us assume that C1 = 0. We shall consider two cases: C4 6= 0 and C4 = 0.
1) If C4 6= 0 then according to (54) h 6= 0 and, hence, the condition C1 = 0 implies
that σ(0)σ(1)σ(2) = 0. Without loss of generality we can assume that σ(0) = 0,
otherwise we can use a linear transformation, which will replace the points M0 and
M1 in case σ
(1) = 0 or points M0 and M2 in case σ
(2) = 0. In both cases, after the
corresponding change of parameters, we obtain the same system, but with σ(0) = 0.
Thus, from (53), we obtain f = −c and for system (51) the following invariants can
be calculated:
D¯C4 = −
1
3
C¯F¯ hσ(1)σ(2) =
1
3
D¯I
(0)
13 ,
C2 = 3I
(0)
2 C4, C3 = −
2
3
I
(0)
6 , C5 = 6I
(0)
3 C4,
C6 = 6(5I
(0)
3 − 2I
(0)
4 )C4, C7 = 2(13I
(0)
3 − 10I
(0)
5 )C4,
(55)
where I
(0)
j (j = 2, 3, 4, 5, 6, 13) are the values of the center affine invariants of
Proposition 3, calculated for system (51) with singular pointM0(0, 0). From C4 6= 0
and (54) we get σ(1)σ(2) 6= 0 and neither of the singular points M1 or M2 can be
a center. In this case, from Proposition 3, relation I1 = c + f = 0 and (55), we
conclude that the singular pointM0(0, 0) will be a center if and only if the following
conditions hold:
C1 = C3 = C5(C
2
6 + C
2
7 ) = 0, C2C4 < 0.
However, we shall prove that in the case under consideration conditions C5 6= 0 and
C6 = C7 = 0 can not be satisfied. Indeed, if we suppose the contrary, then from
(55) it follows: I13 6= 0, I2 < 0, I1 = I6 = 0, I3 6= 0 and 5I3−2I4 = 13I3−10I5 = 0.
Hereby, as it was shown in [20, p.131], by applying a center affine transformation
system (51) can be brought to the canonical system
dx
dt
= y + qx2 + xy,
dy
dt
= −x− x2 + 3qxy + 2y2,
for which D = 8q2(q2 + 1) > 0 in virtue of I13 = 125q(q
2 + 1)/8 6= 0. As we can
observe this contradicts condition D < 0 of Theorem 5.
2) If the condition C4 = 0 is satisfied from Lemma 1 (which are necessary for
the existence of a center) conditions C1 = C3 = 0 imply that h = 0. Indeed, if
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h 6= 0 as it was shown above, taking into account (54) and (55) we can assume,
without loss of generality, that conditions C1 = C4 = 0 imply that σ
(0) = σ(1) = 0.
Hereby, from (53) it follows that f = −c, m = c and for system (51) we obtain
C3 =
4
3ch(c
2 − eh) = 0, however H = −2c(c2 − eh)(h+ d)x 6= 0.
Thus, h = 0, and for system (51), using (52), we obtain
H = 2cdm2x 6= 0, C10 = −cd
2m3σ(0)σ(1)σ(2). (56)
According to [19], for the existence of a center it is necessary that C10 = 0 and
from H 6= 0 and (56), it follows that σ(0)σ(1)σ(2) = 0. As it was mentioned above
we can assume σ(0) = 0. Therefore, the conditions f = −c holds and for system
(51) we obtain
C3 =
2
3
d(c−m)(c2 + 2cm+ de) = −
2
3
I
(0)
6 , I
(0)
1 = I
(0)
13 = 0,
C11 =
8
3
d2m2(c−m)2(c2 + de) =
4
3
d2m2(c−m)2I
(0)
2 ,
(57)
where I
(0)
j (j = 1, 2, 6, 13) are the values of the center affine invariants from Propo-
sition 3, calculated for system (51) with h = 0 and f = −c.
If C11 6= 0 we get from (57) that SgnC11 = SgnI
(0)
2 and from Proposition 3 and
(57), we conclude that the singular point M0(0, 0) of system (51) will be a center
if and only if C3 = 0 and C11 < 0.
If condition C11 = 0 is satisfied, then from D¯ = de+ c
2 6= 0 and (57), it follows
that m = c, so our system becomes
dx
dt
= cx+ dy − cx2,
dy
dt
= ex− cy − ex2 + 2cxy, (58)
the singular points of which are the following
M0(0, 0), M1(1, 0), M2
(
c2 + de
2c2
,
d2e2 − c4
4c3d
)
.
According to Proposition 3, we shall calculate the values of the invariants I1, I2, I6
and I13 for system (58) as well as for others two with critical points M1 and M2
situated at the origin, respectively. Thus, we get the following expressions:
I
(i)
1 = I
(i)
6 = I
(i)
13 = 0(i = 0, 1, 2),
I
(0)
2 = 2(c
2 + de) 6= 0, I
(1)
2 = 2(c
2 − de) 6= 0, I
(2)
2 =
1
2c2
(de + c2)(de − c2),
(59)
correspondingly. Since the condition SgnI
(2)
2 = −Sgn(I
(0)
2 I
(1)
2 ) holds, we can con-
clude, that among the quantities I
(i)
2 (i = 0, 1, 2) one and only one will be negative.
Hence, in the case under consideration, one and only one of the singular points of
system (58) is of the center type.
Since all possible cases were examined Theorem 5 is proved.
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Theorem 6. For the existence of a center of system (1) with µ = 0, H 6= 0,
D > 0 (there are one simple real and two imaginary singular points) it is necessary
and sufficient that the following conditions hold:
C3 = C9 = C10 = 0, C11 < 0.
Moreover, the center is unique.
Proof. Let us assume that system (1) has one simple real and two imaginary
singular points. By applying the affine transformation we can replace the real
singular point by the origin. Hence, system (1) becomes
dx
dt
= cx+ dy + gx2 + 2hxy + ky2,
dy
dt
= ex+ fy + lx2 + 2mxy + ny2,
(60)
for which, by using the notations
∗
B = gn− lk,
∗
C = cm− eh,
∗
D = de− cf,
∗
E = dn− fk,
∗
F = fh− dm,
∗
H = hn− km,
∗
G = gm− hl,
∗
L = dl − fg,
∗
N = cn− ek
we obtain
µ =
∗
B2 − 4
∗
G
∗
H = 0, S˜ =
∗
Gx2 +
∗
Bxy +
∗
Hy2,
H = [
∗
B(
∗
C −
∗
L)− 2
∗
G(
∗
F +
∗
N)]x + [2
∗
H(
∗
C −
∗
L)−
∗
B(
∗
F +
∗
N)]y 6= 0.
(61)
It is easy to see that from
∗
H2 +
∗
G2 = 0 it follows that
∗
B = 0 and, hence, H = 0,
i.e. conditions of Theorem 6 are not valid. Therefore,
∗
H2 +
∗
G2 6= 0 and we can
consider
∗
G 6= 0 (changing the coordinate axes if it is necessary).
As one can easily obtain from (61), the invariant µ is the discriminant of the
comitant S˜ and in virtue of condition µ = 0 we can write S˜ = (αx + βy)2 6= 0,
where α 6= 0 since C¯ 6= 0. Therefore, applying the linear transformation
x1 = x+
β
α
y, y1 = y,
we obtain a new system of the same form (60), for which the comitant S˜ has the
form S˜ = γx21 (see [15], p. 26]. By (61) this form of comitant S˜ implies the relations
∗
H = hn− km = 0,
∗
B = gn− lk = 0 and from
∗
G = gm− hl 6= 0 we get n = k = 0.
This leads us to the system
dx
dt
= cx+ dy + gx2 + 2hxy,
dy
dt
= ex+ fy + lx2 + 2mxy, (62)
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for which
H = 2
∗
G
∗
Fx 6= 0, D = −
8
27
∗
D2
∗
F 2Z > 0,
Z = (
∗
L+ 2
∗
C)2 +
∗
F
∗
M.
(63)
From D > 0 it follows that Z < 0 and for system (62) we obtain
2
∗
G
∗
FC1 = 3hσ
(0)(R2 − ZI2), σ(0) = c+ f,
∗
FC4 =
h
12
[Rh+ I(dG− 2hC − 3gF − 4mF )], C4 = h
2
∗
G,
(64)
where
R = 4(c+ f)
∗
F
∗
G+ 2(g +m)
∗
F (
∗
L− 2
∗
C) + h(
∗
L2 + 2
∗
F
∗
M + 2
∗
D
∗
G),
I = 2(g +m)
∗
F + h
∗
L.
There are two important cases to be examined: C9 6= 0 and C9 = 0.
I. Let us assume first that condition C9 6= 0 hold. We shall prove the non-
existence of a center for system (62).
From C9 6= 0 and (64) we get h 6= 0 and we can put h = 1 by changing the time
if necessary. Therefore, we can consider, without loss of generality, that condition
g = 0 holds, otherwise this can be obtained by applying the transformation x1 =
x, y1 = gx/2 + y. Thus, we obtain the system
dx
dt
= cx+ dy + 2xy,
dy
dt
= ex+ fy + lx2 + 2mxy, (65)
for which in accordance with Proposition 3, the condition I1 = c + f = 0 gives
f = −c and then
I6 = cdl + 2cdm
2 + 2ce− d2lm, Z = 4c(cm2 − 2cl − dlm− 2em) + (dl − 2e)2 < 0.
As condition Z < 0 implies c 6= 0 we shall introduce a new parameter u by setting
l = 2cu. Hereby, taking into consideration Proposition 3, the necessary for the
existence of the center condition I6 = 0 implies that e = d
2mu− cdu− dm2 and for
system (65) the following expressions can be obtained:
Z = 4(c− dm)[c(2du −m)2 − 4c2u+ dm2(3m− 2du)] + 4d2m2(du− 2m)2,
H = −4cu(c+ dm)x 6= 0, I1 = I6 = 0, I13 = 2u(c− dm)
2,
2I2 = (2c− d
2u)2 − d2(2m− du)2, I3 = 2c(2m− du),
5I3 − 2I4 = 2(2m− du)(4c+ dm),
13I3 − 10I5 = 2(4c+ dm)(3du + 4m) + 4dm(3m− 4du).
(66)
Since H 6= 0, Z < 0 and I2 < 0 from (66) we get I3I13 6= 0 and, hence,
from Proposition 3, for the existence of a center at the origin of coordinates for
system (65) it is necessary that conditions 5I3− 2I4 = 13I3− 10I5 = 0 be satisfied.
26 A.M.VOLDMAN, N.I.VULPE
However, as it is easily seen from (66) the condition 5I3 − 2I4 = 0 leads to the
condition c = −dm/4, and, hence,
13I3 − 10I5 = 4dm(3m− 4du) = 0, 8I2 = 5d
2m(4du− 3m) < 0.
The obtained contradiction proves our assertion.
II. Let conditions C9 = 0 be satisfied, i.e. h = 0. In this case for system (62)
we obtain H = 2dgm2x 6= 0 and, hence, the conditions d = 1 and c = 0 can be
considered to be satisfied. Indeed, by H 6= 0 it results d 6= 0 and by applying
a change of the scale one can obtain d = 1. Hereby, after the transformation
x1 = x, y1 = cx+ y system (62) will be transformed into the system
dx
dt
= y + gx2,
dy
dt
= ex+ fy + lx2 + 2mxy, (67)
for which
H = 2gm2x 6= 0, Z = (fg − l)2 + 8egm < 0,
3C3 = 2[l(g +m) + fg(2m− g)],
C10 = fm
2[f(lm− g2f + gl)]− 2e(g +m)2],
3C11 = 8m
2(g +m)[e(g +m)− lf ]− 4f2gm2(m− 2g),
I1 = f, I2 = 2e+ f
2, I6 = −(g +m)(l + fm), I13 = 0.
(68)
To prove the existence of a center in the case we discussing, according to Proposition
3 it remains to prove the equivalence of the sequence of the conditions C3 = C10 = 0,
C11 < 0 with the following one: I1 = I6 = 0, I2 < 0.
If conditions C3 = C10 = 0 and C11 < 0 are satisfied then g +m 6= 0, otherwise
m = −g and from (68) we obtain C11 = 4f
2g4 ≥ 0. Therefore some new parameter
w can be introduced, namely: f = (g + m)w. It is easily seen from (68) that
condition C3 = 0 gives l = gw(g − 2m) and for system (67) we have
C10 = −2wm
2(g +m)3(gmw2 + e) = 0, Z = 9g2m2w2 + 8egm < 0.
We note that e 6= −gmw2, otherwise Z = g2m2w2 ≥ 0. Hence, the condition
C10 = 0 implies that w = 0, i.e. f = l = 0 and, according to (68), from 3C11 =
8em2(g +m)2 < 0 we get e < 0.
Thus, we have demonstrated, that the conditions C3 = C10 = 0 and C11 < 0 for
system (67) with Z < 0 are equivalent to f = l = 0, e < 0. On the other hand,
from (67) it is not difficult to observe, that from I1 = I6 = 0, I2 < 0 and Z < 0 it
also follows that f = l = 0, e < 0. This fact proves our assertion.
As all possible cases were examined, Theorem 6 is proved.
In accordance with [21] it occurs
Theorem 7. Quadratic system (1) with µ = D = 0, R 6= 0, P 6= 0 (so there
are one simple and one double singular points) has not a critical point of the center
type.
We shall include hear an independent proof of this assertion.
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From Proposition 2 and µ = D = 0 the conditions R 6= 0 and P 6= 0 are
equivalent to H 6= 0 and G2 − 6HF 6= 0, respectively. We recall that in this
case the system (1) has one simple and one double singular points situated on its
phase plane. In order to find out the corresponding canonical form of system (1)
as it was indicated in the proof of Theorem 5, by using an affine transformation
we can replace the two real singular points by the points M0(0, 0) and M1(1, 0),
respectively. Moreover, the system (1) with conditions µ = 0, H 6= 0 can be
transformed by the linear transformation into the system
dx
dt
= cx+ dy − cx2 + 2hxy,
dy
dt
= ex+ fy − ex2 + 2mxy, (69)
for which, by using the notations
C¯ = cm− eh, D¯ = de− cf, F¯ = fh− dm,
one can obtain
µ = 0, H = 2C¯F¯ x 6= 0, D = −
8
27
D¯2H¯2(2C¯ − D¯)2.
As it was shown above system (69) has singular points
M0(0, 0), M1(1, 0), M2
(
D¯
2C¯
,
D¯(2C¯ − D¯)
4C¯F¯
)
.
Hereby, we can deduce that by D = 0, the point M2 will coincide with M0 for
D¯ = 0 and with point M1 for D¯ = 2C¯. Without loss of generality we can assume
that the condition D = 0 implies D¯ = de− cf = 0 and singular point M0 becomes
degenerated (the points can be replaced if it is necessary). From C¯ 6= 0 we get
c2 + e2 6= 0 and we can set d = cu, f = eu. Thus system (69) becomes the system
dx
dt
= cx+ cuy − cx2 + 2hxy,
dy
dt
= ex+ euy − ex2 + 2mxy,
which, after placing of the origin at the point M1(1, 0), gets into the form
dx
dt
= −cx+ (cu+ 2h)y − cx2 + 2hxy,
dy
dt
= −ex+ (eu+ 2m)y − ex2 + 2mxy.
(70)
According to Proposition 3 for the existence of a center it is necessary I1 = 0.
Therefore, for system (70) condition I1 = eu− c+ 2m = 0 yields c = eu+ 2m and
then, for this system we obtain
I6 = 2u(emu+ 2m
2 − eh)(eh+ 2e2u2 + 6uem+ 4m2) = 0,
I2 = 4(emu+ 2m
2 − eh) < 0.
(71)
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From I2 < 0, I6 = 0 and (71) we get eh+ 2e
2u2 + 6uem+ 4m2 = 0. Since H 6= 0,
the condition e2 +m2 6= 0 holds. Then e 6= 0 and, by changing the time we can
obtain e = 1. Therefore we have h = −2(u2 +3um+2m2) and for the system (70)
we obtain
I1 = I6 = 0, I2 = 4(2u+ 3m)(u+ 2m)
I3 = (5u+ 12m)(u+m)(u + 2m)
2,
5I3 − 2I4 = (5u+ 12m)(7u+ 12m)(u+m)(u+ 2m),
13I3 − 10I5 = −(u+ 2m)(5u
3 + 9mu2 + 32m2u+ 48m3),
H = −2u(2u+ 3m)2(u + 2m)2x 6= 0.
(72)
It is easy to see that in virtue of H 6= 0 and (72) the condition I3 = 0 yields
5u + 12m = 0. However, in this case I2 = 72m
2/25 ≥ 0 and in accordance with
Proposition 3 system (70) has not a center.
On the other hand, it is easy to observe, that conditions 5I3−2I4 = 13I3−10I5 =
0 can not be satisfied simultaneously, because neither of the quantities u = −12m/5
nor u = −12m/7 will satisfy the relation 5u3 + 9mu2 + 32m2u+ 48m3 = 0.
Thus, from Proposition 3, we can conclude that the affirmation of Theorem 7 is
valid.
§3. System with total multiplicity mf ≤ 2
In this section we shall determine the conditions for the existence of a center in
the case where the total multiplicity mf is less than or equal to two. But for a
complete solution of the center problem, besides the invariants (3) and those from
Table 1 we also need the following elements of the minimal polynomial basis of the
center-affine comitants [15]:
I17 = a
αaβαβ , I20 = a
αaβaγaδαβεδγ ,
K1 = a
α
αβx
β , J2 = I1(I2 − I
2
1 ) + 4I1I17 − 4I20.
Theorem 8. System (1) with conditions µ = R = 0, P 6= 0, U > 0 (there are
two simple singular points) has one center if and only if one of the following three
sequences of conditions holds:
(i) C2C4 < 0, C1 = C3 = C5 = 0;
(ii) C1 = C3 = C4 = 0, C8 > 0;
(iii) S˜ = 0, K1 = 0, I1 = 0;
and it has two centers if and only if the following conditions hold
(iv) C1 = C3 = C4 = 0, C8 < 0, C9 > 0.
Proof. Let us assume that conditions µ = R = 0, P 6= 0, U > 0 are valid
for system (1). From Proposition 2, we can easily see that these conditions are
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eqiuvalent to the following ones: µ = H = 0, G 6= 0, U > 0. Since in this case the
system (1) has two real simple singular points, by using an affine transformation
we can replace them by the points M0(0, 0) and M1(1, 0), respectively. Thus, we
obtain the system
dx
dt
= cx+ dy − cx2 + 2hxy + ky2,
dy
dt
= ex+ fy − ex2 + 2mxy + ny2,
(73)
for which, by using the notations
B¯ =cn− ek, C¯ = cm− eh D¯ = de − cf,
E¯ =dn− fk, F¯ = fh− dm, H¯ = hn− km
we obtain
µ = B¯2 + 4C¯H¯ = 0, S˜ = −C¯x2 − B¯xy + H¯y2,
H = [C¯(B¯ + 2F¯ )− B¯D¯]x+ [B¯(B¯ + F¯ ) + 2H¯(C¯ + D¯)]y 6= 0.
(74)
It will be convenient to examine the cases: S˜ 6= 0 and S˜ = 0.
A. If S˜ 6= 0, it follows from the proof of Theorem 5 and µ = 0, that there exists
a center affine transformation that brings system (73) to the same form but with
the additional conditions: k = n = 0. Thereby for this system we obtain
µ = 0, S = (cm− eh)x2 6= 0, H = 2(cm− eh)(fh− dm)x = 0.
Since d2 + f2 6= 0 (otherwise system (73) with k = n = 0 becomes degenerated,
and then G = 0) by H = 0, S˜ 6= 0, we may assume, without los of generality, that
conditions h = du, m = fu hold. Thus, in the case S˜ 6= 0, we have obtained the
following canonical form
dx
dt
= cx+ dy − cx2 + 2duxy,
dy
dt
= ex+ fy − ex2 + 2fuxy,
(75)
for which
S˜ = u(de− cf)x2 6= 0, G = (cf − de)2(2u+ 1)x2 6= 0.
On the other hand we shall simultaneously consider the system
dx
dt
= −cx+ d(2u+ 1)y − cx2 + 2duxy,
dy
dt
= −ex+ f(2u+ 1)y − ex2 + 2fuxy,
(76)
which is obtained from (75) by replacing the origin at the singular point M1(1, 0).
For system (75), as well as for system (76), the values of the following affine
invariants can be calculated:
C1 = 12d
2u2(2u+ 1)(cf − de)2σ(0)σ(1),
C8 = −
4
3
d2u2(2u+ 1)(de − cf)2.
(77)
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We note, that the quantities σ(0) = c + f and σ(1) = −c + f + 2fu correspond to
the singular points M0 and M1, respectively.
I. Let us consider at first that condition C8 6= 0 is valid. According to Lemma 1
from GC8 6= 0 and (77) the condition C1 = 0 (which is necessary for the existence of
a center ) yields σ(0)σ(1) = 0. Without loss of generality one can consider σ(0) = 0
otherwise the linear transformation which replace the points M0 and M1 and keeps
the canonical form of system (75) can be applied.
Thus, f = −c and for system (75) we obtain
C3 =
2
3
cd(2u+ 1)(de+ c2)(1− u),
C4 = −
1
3
cd2u2(2u+ 1)(de+ c2)(u + 1).
(78)
1) If C4 6= 0 we shall prove that there exists no center for system (75). Indeed,
by (78) and Lemma 1 the second necessary for the existence of a center condition
C3 = 0 by virtue of C4 6= 0 implies u = 1. Therefore, for system (75) in view of
Proposition 3, we can calculate
I
(0)
1 = I
(0)
6 = 0, I
(0)
3 = d(de− 8c
2) =
1
3
(5I
(0)
3 − 2I
(0)
4 ),
I
(0)
2 = 2(c
2 + de), I
(0)
13 = −6cd
2(c2 + de).
Since I
(0)
13 6= 0 for C4 6= 0, according to Proposition 3, the singular point M0 will be
a center only if I
(0)
3 = 0, but the condition de = 8c
2 yields I
(0)
2 = 18c
2 > 0. Hence,
from σ(1) = −4c 6= 0 we deduce that for C4 6= 0 and S˜ 6= 0 the system (73) has no
a center on its phase plane.
2) Let us now assume that C4 = 0. From C3 = C4 = 0 and (78) we get c = 0
and for system (75) we obtain
I
(0)
1 = I
(0)
6 = I
(0)
13 = 0, I
(0)
2 = 2de,
C8 =
4
3
d2e2u2(2u+ 1), C9 = d
3eu3,
and for system (76), in the same way we can calculate
I
(1)
1 = I
(1)
6 = I
(1)
13 = 0, I
(1)
2 = −2de(2u+ 1).
Since the following relations
SgnC8 = −Sgn
(
I
(0)
2 I
(1)
2
)
, SgnC9 = −Sgn
(
I
(0)
2 + I
(1)
2
)
hold, from Proposition 3, we conclude that if S˜C8 6= 0, then C1 = C3 = C4 = 0 and
the system (73) has one center if C8 > 0, and it has two centers if C8 < 0, C9 > 0.
II. Let condition C8 = 0 be satisfied. Taking into consideration condition S˜G 6= 0
and (77) condition C8 = 0 yields d = 0 and then, for systems (75) and (76), we
get I
(0)
2 = c
2 + f2 ≥ 0 and I
(1)
2 = c
2 + f2(2u + 1)2, respectively. By virtue of
Proposition 3 there exists no center on the phase plane of system (73).
THE PROBLEM OF A CENTER FOR QUADRATIC SYSTEMS 31
B. Let us assume that condition S˜ = 0 holds. From (74) it follows that C¯ =
cm− eh = 0, B¯ = cn− ek = 0, H¯ = hn− km = 0. It is easy to see that condition
c2 + e2 6= 0 holds for system (74), otherwise this system becomes degenerated
and then G = 0. Therefore, without loss of generality, one can be assumed that
relations h = cu, m = eu and k = cv, n = ev are valid, where u and v are some
new independent parameters.
Thus, system (73) will be transformed into the system
dx
dt
= cx+ dy − cx2 + 2cuxy + cvy2,
dy
dt
= ex+ fy − ex2 + 2euxy + evy2,
(79)
for which
µ = 0, S˜ = 0, G = −(cf−de)2(−x2+2uxy+vy2) 6= 0, K1 = (eu−c)x+(cu+ev)y.
By translating the origin of coordinate at the singular point M1(1, 0) of system
(79) we obtain the system
dx
dt
= −cx+ (2cu+ d)y − cx2 + 2cuxy + cvy2,
dy
dt
= −ex+ (2eu+ f)y − ex2 + 2euxy + evy2.
(80)
For system (79) as well as for system (80) one can find out the values of the following
affine invariants:
C1 = 12(cf − de)
2(v + u2)(2ceu− c2 + e2v)σ(0)σ(1),
C4 =
1
3
(cf − de)(v + u2)(2ceu− c2 + e2v)(c− ue),
C8 =
4
3
(cf − de)2(v + u2)(2ceu− c2 + e2v),
(81)
where σ(0) = c+ f and σ(1) = −c+ f + 2eu.
I. If C8 6= 0 in accordance with Lemma 1, the condition C1 = 0 G 6= 0 and (81)
imply that σ(0)σ(1) = 0. By the same reasoning we obtain σ(0) = 0. Hence f = −c,
and for the system (79) we obtain
C3 = −
1
3
(c2 + de)(2cu+ d+ ev)σ(1),
C4 =
1
6
(c2 + de)(v + u2)(2ceu− c2 + e2v)σ(1),
(82)
1) Let us assume that the condition C4 6= 0 holds. Hence, σ
(1) 6= 0 and singular
point M1(1, 0) of system (79) (i.e. point (0,0) of system (80)) is not a center.
Hereby, C3 = 0 and (82) yield d = −2cu− ev and we obtain:
C2 = −6(2ceu− c
2 + e2v)C4, C5 = 0.
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On the other hand, by Proposition 3 for system (79) we can calculate
I
(0)
1 = I
(0)
3 = I
(0)
6 = 0, I
(0)
2 = 2(c
2 − 2ceu− e2v)
and, as it can be easily seen, the following relation holds: Sgn(C2C4) = SgnI
(0)
2 .
Hence, in accordance with Proposition 3 if C2C4 < 0 there exists one center on the
phase plane of system (79).
2) If condition C4 = 0 holds then since C8 6= 0, σ
(0) = 0 and (81) from (82) we
get σ(1) = −c+f+2eu = 0 and from σ(0) = c+f = 0 we obtain σ(1) = 2(eu−c) = 0
. Thus, c = eu and for system (79), as well as for system (80), we obtain
I
(0)
1 = I
(0)
6 = I
(0)
13 = 0, I
(0)
2 = 2(de+ eu
2),
I
(1)
1 = I
(1)
6 = I
(1)
13 = 0, I
(1)
2 = −2(de+ eu
2),
respectively. Since I
(0)
2 I
(1)
2 < 0 by Proposition 3 for system (73) either singular
point M0 or M1 is of the center type.
It is important to underline, that in the case when S˜ = 0, C8 6= 0 and C4 = 0 we
have obtained C8 =
4
3e
4(d+ eu2)2(v + u2)2 > 0 and, hence, these condition can be
united with the same one of the case S 6= 0 excluding conditions S˜ 6= 0 and S˜ = 0,
and namely:
If C8 6= 0 and C4 = 0 system (73) has one center for C1 = C3 = 0, C8 > 0 and
has two centers for C1 = C3 = 0, C8 < 0, C9 > 0.
II. Let us assume now that condition C8 = 0 hold, i.e. in accordance with (81)
one have (v + u2)(2ceu− c2 + e2v) = 0. We shall prove that the condition C3 = 0
( which is necessary for the existence of a center) implies v + u2 = 0. Indeed, if
we assume that v + u2 6= 0, by (81), condition C8 = 0 yields 2ceu− c
2 + e2v = 0.
We have already noted, that condition c2 + e2 6= 0 is valid for system (80) and,
hence, e 6= 0 because of 2ceu− c2 + e2v = 0. Therefore, one can consider e = 1 (by
changing the time if it is necessary) and v = c2 − 2cu. Hereby, for system (79) we
obtain
C3 =
2
3
(cf − d)2(c− u), G = (cf − d)2(x− cy)[x+ (c− 2u)y] 6= 0.
Hence, by G 6= 0, the condition C3 = 0 yields c = u, and the relation v = c
2 − 2cu
becomes v = −u2.
Thus, conditions C8 = C3 = 0 imply v = −u
2, and for system (79) we can
calculate:
C3 =
2
3
(cf − de)(c− ue)(fu− cu− d− eu2), K1 = (eu− c)(x − uy).
1) If K1 6= 0, from C3 = 0 it follows that d = fu− cu− eu
2 and for system (79)
as well as for system (80), we obtain
I
(0)
2 = I
(1)
2 = (c− eu)
2 + (f + eu)2 ≥ 0.
Hence, according to Proposition 3 for K1 6= 0 there exists no center for the system
(79).
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1) If K1 = 0 then c = eu (this implies C3 = 0) and for the systems (79) and
(80), respectively, we can obtain the following values of the invariants
I
(0)
1 = f + eu, I
(0)
6 = I
(0)
13 = 0, I
(0)
2 = 2e(d− fu) + (f + eu)
2,
I
(1)
1 = f + eu, I
(1)
6 = I
(1)
13 = 0, I
(0)
2 = −2e(d− fu) + (f + eu)
2.
As it can be easily seen from I
(0)
1 = 0 we get I
(1)
1 = 0 and I
(0)
2 I
(1)
2 < 0. Since for
K1 = 0 the condition I1 = 0 becomes an affine invariant one, we can deduce, that
in case of K1 = 0 the system (79) has one singular point of the center type if and
only if I1 = 0.
It remains to underline the following two moments.
The 1st: For system (79) from K1 = (eu − c)x + (cu + ev)y = 0 it follows that
c = eu, v = −u2 and, hence, C3 = C8 = 0, i.e. these last conditions can be
excluded from the respective consequence S˜ = 0, C8 = C3 = 0, K1 = 0, I1 = 0.
The 2nd: If S˜ 6= 0 the conditions C2C4 < 0, C1 = C3 = C5 = 0 are not
compatible. Indeed, as it was indicated above (see p. A, I, 1)), if C4 6= 0 the
conditions C1 = C3 = 0 yields f = −c, u = 1 and then for system (75) one can be
get out:
C4 = −2cd
2(c2 + de) 6= 0, C2 = −12cd
2(c2 + de)2, C5 = 6d(de − 8c
2)C4.
Therefore, condition C5 = 0 yields de = c
2 and, hence, C2C4 = 216c
8d4 > 0. This
proves our assertion and we can exclude condition S˜ = 0 from the indicated above
sequence of conditions.
As all cases were examined, Theorem 8 is proved.
Theorem 9. For the existence of a center of system (1) with µ = H = G =
0, F 6= 0 (there are one simple real singular point) it is necessary and sufficient
that one of the following two sequences of conditions holds:
(i) N˜ 6= 0, C3 = C10 = 0, C11 < 0;
(ii) N˜ = 0, J2 = 0, J1 > 0.
Proof. Let us consider that conditions µ = R = P = 0 and U 6= 0 are valid
for system (1). Taking into consideration Proposition 2 one can easily be seen that
these conditions are equivalent to the following ones: µ = H = G = 0, F 6= 0.
Since in this case system (1) has one real simple singular point we can consider it
situated at the origin of coordinates, i.e. system (1) will be of the form
dx
dt
= cx+ dy + gx2 + 2hxy + ky2,
dy
dt
= ex+ fy + lx2 + 2mxy + ny2,
(83)
for which,
µ = (gn− kl)2 − 4(gm− hl)(hn− km) = 0,
S˜ = (gm− hl)x2 + (gn− kl)xy + (hn− km)y2.
(84)
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We shall examine two cases: S˜ 6= 0 and S˜ = 0.
A. If S˜ 6= 0 we will prove that point M0 of system (83) is not of the center
type. Indeed, the invariant µ is the discriminant of the binary form S and, hence,
the comitant S can be represented in the form S = (αx + βy)2. Since S 6= 0
we can assume α 6= 0, otherwise replace x and y. Hereby, applying the linear
transformation x1 = αx+βy, y1 = y we obtain system (83) for which the following
conditions hold:
gn− kl = hn− km = 0, gm− hl 6= 0.
As it can be easily seen, these conditions yield k = n = 0 and for system (83) we
obtain:
S = (gm− hl)x2 6= 0, H = 2(gm− hl)(dm− fh)x = 0.
Since h2 +m2 6= 0 for S 6= 0 from H = 0, without loss of generality, one can put
d = 2hu, f = 2mu, where u is a new parameter (a constant factor 2 is introduced
for computational considerations). This takes us to the system
dx
dt
= cx+ 2huy + gx2 + 2hxy,
dy
dt
= ex+ 2muy + lx2 + 2mxy,
(85)
for which,
µ = H = 0, S = (gm− hl)x2 6= 0,
G = 4u(gm− hl)[u(gm− hl) + (eh− cm)]x2 = 0.
(86)
1) If h 6= 0 one can consider h = 1 (otherwise a change of scale can be done)
and, hence, condition G = 0 yields e = cm − gmu+ lu. Hereby, from Proposition
3, for system (85) we obtain I1 = c + 2mu = 0 and from this the following values
of the comitants can be obtained:
F = 2u3(g + 2m)(gm− l)3x3 6= 0, I6 = 6u
2(g + 2m)(gm− l).
Therefore, condition F 6= 0 yields I6 6= 0 and, from Proposition 3, the singular
point M0(0, 0) of system (85) is not a center.
2) If the condition h = 0 is satisfied, from G = 0, S 6= 0 and (80) it follows that
c = gu. Hence, for system (85) we obtain I2 = u
2(g2 + 4m2) ≥ 0 and again from
Proposition 3, there is no center on the phase plane of system (85).
B. Let us assume now that condition S˜ = 0 holds. From (84) we get gm− hl =
gn−kl = hn−km = 0 and, hence, the homogeneous quadratic parts of system (83)
are proportional. Without any loss of generality we can assume g = h = k = 0,
otherwise this can be obtained by applying a linear transformation.
Thus, system (83) can be transformed into the system
dx
dt
= cx+ dy,
dy
dt
= ex+ fy + lx2 + 2mxy + ny2, (87)
for which
µ = H = 0, G = (c2n− 2cdm+ d2l)(lx2 + 2mxy + ny2) = 0,
F = (cf − de)(cx+ dy)(lx2 + 2mxy + ny2) 6= 0, N˜ = (m2 − ln)x2.
(88)
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1) Let us assume that condition N˜ 6= 0 holds. Hereby, we shall prove that the
singular point M0(0, 0) of the system (87) will be of the center type if and only if
conditions C3 = C10 = 0, C11 < 0 are satisfied.
We will show first that these conditions imply d 6= 0, because one can easily see
that, for d = 0, system (87) has not a center at the origin. Indeed, if we assume
d = 0 then, from (88) G = 0 and F 6= 0 it results n = 0 and for system (87) it
follows at once C11 = 0.
Thus, d 6= 0 and one can assume d = 1, whence it follows from G = 0 and (88)
that condition l = 2cm− c2n holds. Hereby, for system (87) we have
C3 =
2
3
n(m− cn)(cf − e), N˜ = (m− cn)2x2 6= 0,
F = (cf − e)(cx+ y)(lx2 + 2mxy + ny2) 6= 0.
According to Lemma 1, in order to have a center on the phase plane for the system
(87) is necessary that C3 = 0, and by virtue of GN˜ 6= 0 it follows at once that
n = 0. Thus, system (87) becomes
dx
dt
= cx+ y,
dy
dt
= ex+ fy + 2cmx2 + 2mxy, (89)
for which
C10 = 2m
4(c+ f)(cf − e), C11 =
8
3
m4(e− cf), I1 = (c+ f),
I2 = (c+ f)
2 + 2(e− cf), I6 = −m
2(c+ f), I13 = 0.
(90)
Taking into consideration Proposition 3 and (90), we can deduce that the singular
point M0(0, 0) of system (89) will be a center if and only if the conditions I1 = 0
and I2 < 0 are valid. By (90) and FN˜ 6= 0 these conditions are equivalent to
C10 = 0 and C11 < 0, respectively. This proves our assertion.
2) Let us now assume that N˜ = 0, i.e. according to (88) the conditionm2−ln = 0
is satisfied for system (87).
a) If d 6= 0 then by the same reason given above, we can put d = 1 and conditions
G = N˜ = 0 from (88) yield m = cn and l = c2n. Thus, the system (87) becomes
dx
dt
= cx+ y,
dy
dt
= ex+ fy + c2nx2 + 2cnxy + ny2, (91)
for which
µ = H = G = 0, F = n(cf − e)(cx+ y)3 6= 0,
J2 = 2(c+ f)(e− cf), J1 = cf − e,
I1 = c+ f, I2 = (c+ f)
2 + 2(e− cf), I6 = n
2(c+ f)(e− cf).
(92)
By Proposition 3 and (92), we can conclude that the singular point M0(0, 0) of
system (91) will be a center if and only if conditions I1 = 0 and I2 < 0 are valid.
Hereby, we can easily see from (92) that F 6= 0 and these conditions are equivalent
to the following ones: J2 = 0, J1 > 0.
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b) In case d = 0, it remain to be shown that conditions G = N˜ = J2 = 0, and
J1 > 0 are not compatible. Indeed, d = 0 and G = N˜ = 0, imply n = m = 0 and
then it follows at once that J1 = cf, J2 = −2cf(c+ f). Hereby it is not difficult
to see, that the condition J2 = 0 yields J1 ≤ 0 and this proves our assertion.
Theorem 9 is proved.
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