Abstract-Consider two correlated sources X and Y generated from a joint distribution pX,Y . Their Gács-Körner Common Information, a measure of common information that exploits the combinatorial structure of the distribution pX,Y , leads to a source decomposition that exhibits the latent common parts in X and Y . Using this source decomposition we construct an efficient distributed compression scheme, which can be efficiently used in the network setting as well. Then, we relax the combinatorial conditions on the source distribution, which results in an efficient scheme with a helper node, which can be thought of as a front-end cache. This relaxation leads to an inherent trade-off between the rate of the helper and the rate reduction at the sources, which we capture by a notion of optimal decomposition. We formulate this as an approximate Gács-Körner optimization. We then discuss properties of this optimization, and provide connections with the maximal correlation coefficient, as well as an efficient algorithm, both through the application of spectral graph theory to the induced bipartite graph of pX,Y .
I. INTRODUCTION
Consider two distributed sources X and Y generated from a joint distribution p X,Y . The fundamental compression limits of these distributed sources is given by the Slepian-Wolf rate region [1] . While the fundamental limits are well known, and some low-complexity codes exist, implementations of Slepian-Wolf codes in practical scenarios are seldom seen. Indeed, most present-day systems use naive solutions to avoid redundancy such as deduplication. This is partly explained by more realistic problem instances, for example, one in which the sources are distributed in a network. In such a setting, distributed compression cannot be separated from the network operations, and should be done hand in hand to achieve the optimal rates [2] . This brings complexity issues, as well as the implementation burden, which makes the optimal Slepian-Wolf codes not well suited for the task.
In this paper, we propose to look at a sub-optimal, but very efficient distributed coding technique that uses the combinatorial structure of the correlation for compression. Namely, we try to find a common part in the sources X and Y , and send this common part only once to the terminal. We then express X and Y given that common part, which result in an overall reduction of the necessary rates. It turns out that the right common part to analyze is the Gács-Körner common information, introduced in [3] . This measure of commoninformation has a strong relationship with the combinatorial structure of the joint distribution p X,Y , and in particular to its bipartite representation. However, the Gács-Körner common information does not capture, in general, the complete correlation between the sources, an restrict the joint distributions for which such a scheme is possible. Instead, we relax this combinatorial condition, which leads to a scheme in which a helper is required. The role of the helper is to complement the distributed encoders if the common part is not exactly the same at both sources. By increasing the rate of the helper to the terminal, we can achieve better and better rate reduction.
This type of approach is particularly well suited to the network setting. As we are decomposing our sources into common and non-common parts, and transmit these latent parts through the network, we can use efficient network coding techniques without affecting the source code -the decomposed sources are independent and the rate reduction comes from solely the decomposition. Moreover, very efficient single-source lossless coding can be used.
The helper node can be thought of as a front-end cache, which is well connected to the sources and is being used to significantly reduce the rates required in the last-mile to the terminals. Thus, when laying out a network, our result is useful in determining how to position the helper so it acts as a valuable interface between the sources and the terminals, which function of the data to store on it, and what are the required rates.
Main Contributions: Our contributions are three-fold. First, we introduce a distributed coding technique based on the structure of the correlation between the two sources X and Y , that we describe in terms of functions φ X and φ Y . We start with the case in which a helper is not necessary, i.e., the functions φ X and φ Y always agree. The common part is then given by the Gács-Körner Common information. Later, we introduce a helper node, which allows us to relax this agreement condition. For each case, we describe a simple and efficient coding method, and compute its achievable region. These regions reveal an inherent trade-off between the rate of the helper and the amount of rate reduction we can obtain at the sources. This trade-off is captured by the notion of optimal decomposition. We describe optimal decomposition as an optimization problem over functions, give it an approximate Gács-Körner formulation and discuss some of its properties in the context of coding and optimization. Finally, as the problem of finding an optimal decomposition is in general hard, we provide an approximate algorithm based on spectral graph theory, and draw some connections with the maximal correlation coefficient.
II. BACKGROUND

A. Notation
Throughout, we define finite random variables with capital letters, e.g. X, taking values in the finite set [n X ] := {1, . . . , n X }, where n X is the size of the alphabet. We will be interested in correlated random variables X and Y , taking value from a joint distribution p X,Y . We let P be the n X ×n Y joint distribution matrix, that is {P} i,j = p X,Y (i, j). We denote by 1 the vector of all ones whose size will be clear from the context. We also denote by I{.} the indicator function.
We will represent networks in the following way: let G = (V, E, C) be an acyclic directed graph with edge set E, vertices V and an integer valued function on each edge, C : E → N. The value C(e) for e ∈ E represents the capacity of the communication link e in bits per unit of time. In addition, let s X , s Y ∈ V be two sender nodes and let t be a terminal node. We will denote values of min-cuts in the network by ρ(·; ·). For example, ρ(s 1 ; t 1 ) represents the value of the min-cut from s 1 to t 1 , and ρ(s 1 , s 1 ; t 2 ) the value of the min-cut from both s 1 and s 2 to t 2 .
B. Disjoint Components and Common Information
A useful point of view for our problem will be to look at the bipartite representation of the joint distribution probability p X,Y , which is defined below: Definition 1. Let p X,Y be the joint probability distribution of X, Y . We denote by the bipartite representation of p X,Y the bipartite graph with n X + n Y nodes indexed by v a,i where a ∈ {X, Y } and i ∈ [n a ]. We let an edge connect node v X,i to v Y,j only if p X,Y (i, j) > 0, and let p X,Y (i, j) be the weight of that edge.
This bipartite representation allows for a simple characterization of the Gács-Körner Common Information. Specifically, we have the following definition of common information:
). A set of nodes C such that there are no outgoing edges from C is called a connected component of the bipartite graph. We associate with each connected component C a weight p(C) = nx,ny∈C P (X = x, Y = y). We call the common information decomposition of p X,Y , the decomposition of the bipartite graph into a maximal number of connected components C 1 , . . . , C k . Moreover, we denote by K X,Y the common information random variable representing the index of the connected component, with the natural distribution (p(C 1 ), . . . , p(C k )). The entropy of this random variable is
Definition 2 is equivalent to the usual definition of common information in the 2 random variables setting given in [3] :
It is well known that the above optimization problem achieves its maximum point by letting U be the index of the connected component, we can rewrite the optimization above by restrciting the space to these functions.
We now present an alternative formulation of the above optimization. While being equivalent in the most basic setting, this formulation will allow us to extend the notion of common information to cases where the K X,Y is zero or two small to be practical, and be the basis for future arguments in this paper. Precisely, consider functions φ X and φ Y mapping [n X ] and [n Y ] respectively, into a finite set. It is then easy to see that the common information then becomes the solution of the following optimization problem:
where the optimization is over finite range functions φ X , φ Y .
Example: Let P X1,X2 be defined as in joint probability table below with its corresponding 2-partite graph representation. Consider the function f (i) that takes value f (i) = 1 if i ∈ {1, 2}, and f (i) = −1 if i ∈ {3, 4}. Then the maximizing functions in (2) are φ X = φ Y = f . 
C. Maximal Correlation Coefficient
We now define an alternative measure of information between random variables X and Y namely, the maximal correlation, first defined in [5] . For a given joint distribution
, where the maximization is taken over all mean zero real-valued functions f and
For random variables taking values in a finite set, it has been shown that the maximal correlation coefficient is related to the spectrum of the matrix P through the following identity proved in [4] :
, and define D Y similarly. We let Q ∈ R nx×ny be the matrix defined as
Its singular value decomposition is given by Q = UΣV
T , and we denote by 1 ≤ λ 1 ≤ . . . ≤ λ d the ordered singular values (we refer the readers to [4] or [6] to see why the highest singular value always takes value 1). In particular,
III. AN EFFICIENT DISTRIBUTED CODING SCHEME
A. Using G-K common information
Consider the classical Slepian-Wolf setting, despicted in Fig 1. In that setting, two separate encoders E X and E Y encode at rates R X and R Y , respectively. The goal is to recover, in a lossless way, the pair of sources (X, Y ) at a destination node D X,Y . We will be interested in efficient encoding and decoding for this canonical problem. In particular, when there is non-zero common information, i.e. H(K) > 0, we can use a simple source decomposition of the sources X and Y . Namely, let X → (X , K), where K is the index of the connected component, and X is the position of X inside that component. Note that this is a bijective function of X. Note that at the source Y we can also do a similar decomposition Y → (Y , K). Noticing that K is common in both decompositions yield a very simple distributed coding scheme, in which X and Y are sent as if independent, but K is sent only once to the receiver. All of these operations can Fig. 1 : Slepian-Wolf with Helper. In the classical setting,
be done efficiently, and the resulting coding is a zero-error distributed code.
Theorem 2 (Coding with G-K Common Information [7] ). Let K be the G-K Common information between X and Y . Then, there exist an efficient zero error encoding and decoding of X and Y that operates at rates:
Note that the rates in this result depend on the value of the common information. Indeed, the higher H(K), the greater is the reduction in rates. However, as we mentioned before,the common-information imposes a strong combinatorial condition on the joint distribution matrix. The next section aims at relaxing this strong condition by considering a helper node. Remark 1. The proposed coding scheme is different than the coding that exist in zero-error distributed coding, see e.g. [8] , [9] . In general, the zero-error distributed coding sum-rate is better than the sum rate in the coding scheme above. However, this former type of methods do not generalize very well to any point on the achievable region, as there is generally very little flexibility in the achievable rates. This make these codes less suited for network extensions where the choice of the operating rates is given by the network topology.
B. General distributions with a helper
We now aim at moving away from the combinatorial condition imposed on the joint distribution p X,Y . In particular, say the bipartite graph is made of two almost disjoint components, only connected by an edge of small weight . In that case, the common information evaluates to 0. However, it would seem like being optimistic and disregarding this edge yield two disjoint components, and therefore a non-zero common information. To correct the problematic cases, we can consider an omniscient helping node, which simply sends a bit in case of an error. This insight is developed in the theorem below, where we consider arbitrary binary functions of X and Y , and decompose the sources based on these functions.
Theorem 3 (Binary functions).
Consider φ X and φ Y taking values in {0, 1} be functions of X and Y , respectively. Let P r(φ X = φ Y ) = . Then, there exist an efficient zero-error encoding and decoding of X and Y with a helper of rate R h = h( ), that operates at rates, for some 0 ≤ α ≤ 1:
We prove the corner points (H(X|φ X (X)), H(Y )). The rest of the region follows by symmetry and time-sharing. Consider n iid samples (x n , y n ), and the corresponding (φ X (x n ), φ Y (y n )). Denote by e n the sequence such that e i = 1 if φ X (x i ) = φ Y (y i ) and 0 otherwise. Then, we can encode x n given φ Y (x n ) using approximately nH(X|φ X (X)) bits. In contrast, we encode y n fully using nH(Y ) bits, and let the helper encode e n using nH( ) bits. At the receiver, we can decode x n , and e n . From x n we can obtain φ X (x n ) which along with e n determines uniquely φ Y (y n ). Therefore we can obtain y n as well.
It is interesting to note that in comparison with the usual Slepian-Wolf region, the rates in (4) 
Theorem 4 (Arbitrary functions). Let φ X : X → {1, . . . , n x } and φ Y : Y → {1, . . . , n y }. Let the rate of the helper be H(φ X (X)|φ(Y )). The following corner point is achievable:
This theorem can be extended to obtain a complete rate region, by first considering the symmetric corner point and then time-sharing. Note that in this context, the rate of the helper changes depending on the position in the dominant face. The proof is omitted.
Example: Let us revisit our previous example. This time however, we let an edge of weight δ 8 join the two components. The common information of the resulting p X,Y is zero. However, we can find a simple decomposition of the sources by considering the same φ X and φ Y as before, and letting the helper encode the errors. More precisely, let E i = 1{X i = x 2 and Y i = y 3 }. Then, the helper can simply encode E n , using approximately nH(E) = nh( It is interesting to note that in the previous example, the helper node does not need to know the value of X and Y if they are not part of the cut. Precisely, the source X only need to send whether the value is X = 2. Similarly, at Y , we only need to describe whether Y = 3. Indeed, this information is enough for the helper to compute whether there was an error. In fact, this observation is not specific to this example, and the helper need not to be fully omniscient. Precisely, let S X = {i ∈ [n X ]|φ X (i) = φ Y (j) and P (i, j) > 0 for some j} be the subset of [n X ] for which may cause confusion. We then define the random variable X cut as the random variable X restricted to that set S X , that is X cut = I{X ∈ S X }X. Similarly, we can define the set S Y and the random variable Y cut .
Theorem 5. Let φ X and φ Y be functions on [n X ] and [n Y ] respectively. Then, the helper performs as good as an omniscient helper as long as:
where R X→H and R Y →H are the rates from sources X and Y respectively to the helper.
Proof: Let the sources encode the sources X cut and Y cut , and send them to the helper. Suppose X / ∈ S X , then by construction it must be that φ X (X) = φ Y (Y ), and therefore the helper can operate. If X ∈ S X , it must be that Y ∈ S Y too, and therefore the helper can detect the errors.
Example: Consider as an example the probability distribution represented below on the right. We let φ X (i) = 1 if i = 1, 2, and φ X (3) = −1. On the other hand, we let φ Y (j) = j. The resulting rate region R φ derived from (4) for this choice of functions is represented on the left, along with the Slepian-Wolf rate region R SW , and the Gács-Körner region R GK . In this case, the rate region R φ is larger than the Slepian-Wolf region, but it has to be emphasized that the helper has non-zero rate here! In fact, the rate of the helper is precisely h( 1 2 ). Also note that the region R φ does not have a 45 degree slope dominant face.
Remark 2. Denote by E the output of the helper node. Then, (I(Y ; E|X), I(X; E|Y ), I(X; Y |E)) ∈ I(X; Y ), where I(X; Y ) is the region of tension defined in [10] . This region of tension is related to a notion of assisted common information, which is somewhat of a dual problem. Indeed, in the assisted common information problem, a helper node communicates with the sources directly, and helps them in agreeing on a common function. In our setting, the helper sends information to the terminal, and not to the sources.
C. Network Setting
This type of approach to distributed coding generalizes nicely to the network setting, in particular correlated sources multicast. In this setting, the helper node is a front-end node who has large rate from the original sources, but limited rate towards the terminals. More precisely, consider a network G with two sources s X and s Y , and a terminal t ∈ T . In addition, we consider a helper node s H , which we assume is different than s X and s Y to avoid trivial cases. To efficiently transmit X and Y to the terminals we follow these steps. First, we transmit X and Y to the front-end helper s H . Then, we transmit X and Y to the terminal using source decomposition, with the help of s H . Note that we exploit the fact that φ X ≈ φ Y to send the function once, and express X and Y with respect to the φ X and φ Y respectively. The resulting sufficient conditions are expressed below, where we only consider a corner point coding for notation purposes.
Theorem 6. Let φ X and φ Y be functions. Sources X and Y generated at nodes s X and s Y can be reliably and efficiently communicated through the network, if the following min-cut relations are satisfied:
Proof: The complete proof is omitted, but follows from the min-cut conditions for independent source coding. Note that the first three conditions characterize sufficient mincut conditions from the source to the helper, while the last conditions characterize sufficient conditions from the sources and helper to the terminals. We refer the readers to [7] in which similar results are established. Remark 3. When the rate of the helper is 0, this reduces to the results of [7] , in which the common information K between X and Y is sent only once to the terminal, and X and Y are described given that common information. Remark 4. Note that the rates to the helper H(X) and H(Y ) can be reduced by using Theorem 5.
IV. OPTIMAL DECOMPOSITIONS
So far, we have considered arbitrary decompositions of the the bipartite graph of p X,Y . In this section we aim at developing a notion of optimal decomposition. Note that there is an inherent trade-off in the construction of decomposition, as on one hand we wish to increase the entropy of the function φ X (X), and on the other hand we want to make it agree with φ Y (Y ) as often as possible. This trade-off is characterized by the reduction in rates from the sources, and the necessary rates from the helper, and is specified by the definition below:
is optimal for helper rate if it is the solution of the optimization:
where the optimization is taken over all functions φ X and φ Y taking values in a finite set.
Note that the previous definition indeed captures the rates in Theorem 4, as maximizing H(φ X (X)) equivalently minimizes H(X|φ X (X)) by observing that H(X) = H(φ X (X))+ H(X|φ X (X)). Remark 5. In general, the problem in (8) is not equivalent to the symmetric problem of maximizing H(φ Y (Y )) with constraint H(φ Y (Y )|φ X (X)) ≤ . However, for symmetric matrices P, i.e. P = P T , the two problems are equivalent. It then follows that the rate region under optimal decomposition (4) will be symmetric for symmetric joint distributions.
An alternative formulation of the optimization in (8) is given by the Lagrangian relaxation:
Definition 4 (Lagrangian Formulation). The lagrangian formulation of (8) is, for some λ > 0:
The formulation above is useful as it is an unconstrained optimization problem. Using this formulation, we first show that for large enough λ, the solution for this optimization problem is the G-K common information, and the helper is not required. We then focus on binary functions, and show a useful matrix representation as well. This allows us to harness spectral graph theory and suggest an approximation to the problem. Lemma 1. There exist a λ max such that for any λ > λ max , the solution of (9) is the solution of (2), i.e. the optimal functions are the index of the disjoint components.
This Lagrangian relaxation lends itself to a simple matrix notation when φ X and φ Y take values in {−1, 1}. Recall that in that case, the necessary rate of the helper only encodes the error events, so it suffice to characterize the probability of error. We have:
where φ X and φ Y are column vectors of length n X and n Y respectively, such that (φ a ) i = φ a (i), for a ∈ {X, Y } and i ∈ [n a ]. Similarly, the probability P(φ X (X) = 1) can be written as 
where the maximization is over vectors φ X and φ Y of size n x and n y respectively, where each coordinate is in {−1, 1}.
This matrix notation allows for some interesting insights. First, suppose there is a solution that has probability of error
we obtain a solution that has probability of error 1 − P e . As the binary entropy function is symmetric, these two probability of errors lead to an identical rate from the helper, and therefore, there is no loss in only considering solutions such that the probability of error is less than X P1 is close to 0. Therefore, there is once again no loss in considering φ X such that P(φ X (X) = 1) ≤ 1 2 , asφ X (X) = −φ X (X) achieves P(φ X (X) = 1) = 1 − P(φ X (X) = 1). These two observations along with the monotonicity of h(·) allow to simplify the search space, and lead to the following result: Corollary 2. There exist a λ > 0 such that the solution of (11) is also the solution of:
Proof: The complete proof is omitted but follows essentially from a linearization, and a Dinkelbach decomposition [11] , which allows to transform the optimization problem (1) into an equivalent fractional optimization (for some λ).
The optimization in Corollary 2 is similar to a graph conductance formulation. Indeed, the term P(φ X (X) = φ Y (Y )) can be interpreted as the value of a cut on the bipartite graph for the partition S = {(X, Y )|φ X = φ Y = 1}, while the value P(φ X (X) = 1) is related to the size of the partition S. This relationship can be made precise in the case of symmetric matrices P, and is the object of some future work.
A. Spectral algorithm for finding optimal decomposition
In this section, we present an approximation algorithm to optimal decomposition. Indeed, in general the problem is combinatorial and unless λ is large enough, in which case it reduces to finding disjoint components in the bipartite graph, it is a hard problem. In particular, Corollary 2 suggests that this problem is related to the graph conductance problem in some contexts, which is a hard problem to solve exactly. However, a reasonable approach is to look at a spectral clustering approach, in which the goal is to find a well-balanced (in terms of size) partition of nodes such that they are well separated (the cut between the partition is small). This is motivated by results in spectral graph theory, namely Cheeger's Inequality [12] , which relate the value of the conductance of the graph to the second eigenvalue of the so-called normalize Laplacian matrix. However, because of the special structure of our graph, namely a bipartite graph describing a joint distribution, we will exhibit a relationship between the normalized Laplacian matrix, and the spectral decomposition in Theorem 1, and show that the second eigenvalue of the normalized laplacian is in fact the maximal correlation coefficient.
Before we proceed, let us recall the definition of the normalized Laplacian matrix. Let G = (V, E, w) be an undirected graph, with |V| = n nodes, and weights on the edges w i,j . We let A be the n × n adjacency matrix defined as Proof: Noticing that for the bipartite graph, the adjacency matrix A and the corresponding D can be written as: , and the second largest singular value of Q must be equal to 1 − ν.
This theorem relates the maximal correlation coefficient to ν, and therefore indirectly to the conductance of the bipartite graph. In fact, the following corralary is immediate, and shows that when there exist disjoint components, the maximal correlation is precisely 1. In view of these results, we propose a simple and efficient algorithm for finding binary functions φ X and φ Y . We compute the left and right singular vectors u and v, respectively, corresponding to the second highest singular value of Q. Then, we chose a threshold and let φ X (i) = 1 if u i > t and φ X (i) = −1 otherwise, and similarly for φ Y (j) and v j . Note that for an appropriate choice of t, this algorithm finds disjoint components in the bipartite graph, if they exist. Remark 6. The above algorithm can be iteratively applied to each partition in order to find functions φ X and φ Y that have non-binary range, or equivalently to find more clusters.
V. CONCLUDING REMARKS
The optimization problem in (9) leads to a couple of interesting observations. First, we have only considered the case where the function φ X is a function of one single symbol X. A natural extension would be to consider the product distribution p X n ,Y n and functions that take as input n symbols. In contrast with the case of Gács-Körner common information, in which taking the product distribution could not help as the number of disjoint components would not increase, the optimization in (9) will likely improve by taking product distributions as it increases the options available for edge removal. Another interesting open question is related to the relationship between the maximal correlation and the optimal source decomposition. In particular, we have shown that the maximal correlation coefficient can be used as an approximation to optimal decomposition, but only for some specific λ. A question of interest would be to determine whether a similar spectral method can be used to approximate the trade-off fully.
