Boundary layer separation, a critical phenomenon in the operation of aerodynamic surfaces, limits the performance of compressor and turbine blades, fixed and rotary wings, as well as bluff bodies moving through a fluid. Flow separation leads to increased drag, decreased lift, and unpredictable vibrations due to unsteadiness. On these systems, effective control of separation could provide greater maneuverability and performance, and reduced vibration. Separated flow is a macro-scale phenomenon governed by complex flow interactions but can be controlled by micro-scale actuation. Recently, the emergence of closed loop methods has enhanced robustness. Modern processors enable the use of sophisticated adaptive control methods that achieve separation control with adaptive models. This paper considers control of flow separation over a NACA-0025 airfoil using microjet actuators. 
I. Introduction
in terms or improved performance are notable (and the present work provides another example of these benefits), a number of challenges remain. Active control requires energy input, additional manufacturing costs and system complexity that are introduced by active control methods can be an impediment. Hence, although AFC has been examined in the laboratory for over a decade the AFC technologies are still at a lower technology readiness level (TRL) and need to go through significant testing and maturation process for translation to aircraft systems. has been more practical to linearize these models for the sake of computational efficiency when implementing real-time closed loop control 8 .
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Frequency domain methods have been applied to model and control the flow dynamics in flow control and related applications 1213 .
14 Nonlinear POD methods similar to those applied to cavity flow have also been used for flow separation 15 . 16 Actuator development has also been key to the recent advances in the field of flow separation control. Both synthetic jet unsteady actuators 1718 and steady microjet actuators 1319 have been effective in closed-loop separation control experiments. Because of the advantage of high momentum capability with low power requirements, 20 microjet arrays are used as actuators in this research. These actuators are capable of both pulsed and steady blowing.
Nonlinear model predictive control (NMPC) has been proposed for flow control, but "a huge numerical burden" is listed as a drawback of such methods. 21 The method presented in this paper, Adaptive Sampling
Based Model Predictive Control (Adaptive SBMPC), 22 is a new paradigm for NMPC that is computationally efficient. Adaptive SBMPC differs from past adaptive, closed-loop approaches to flow control by identifying a nonlinear model for control. Preliminary results using this method have been presented in a prior publication. 23 This paper provides additional experimental results, Particle Image Velocimetry (PIV) visualization, and more detailed analysis. The identification and control processing is executed in real time, demonstrating the potential of this method for in-flight application.
The primary objective of this research is to maximize the lift coefficient C L by means of delaying the onset of separation as well as controlling flows with initially-separated boundary layers. The experimental model is not instrumented with sensors capable of directly measuring the drag coefficient C D ; for hardware platforms configured to measure both lift and drag, the quantities C D and C L /C D could be incorporated into the cost function without necessitating any control system modifications. Given a discrete time series of multiple sensor measurements located along an airfoil's chord (plant outputs), the proposed research aims to determine an optimal series of microjet pressure signals (plant inputs), maximizing the lift performance of the airfoil. The control system should achieve this task for a broad range of steady or dynamically-prescribed
Reynolds numbers or angle of attack parameters. This is to be accomplished without direct measurement of either parameter and without the modification of tuning parameters.
II. Control Method
As a means of solving Model Predictive Optimization problems without computing gradients, Sampling
Based Model Predictive Optimization (SBMPO) has been developed and implemented on both simulated and experimental platforms 22232425 . 26 One key advantage of SBMPO is the ability to find globally optimal solutions, while other methods that rely on linearization are likely to converge to locally minimum solutions.
A second advantage, computational efficiency enables the use of SBMPO to solve real time NMPC trajectories. When SBMPO is combined with a neural network model of system behavior, the overall method for identification and control is called Adaptive Sampling Based Model Predictive Control (Adaptive SBMPC ).
SBMPO may be applied to solve the nonlinear optimization problem, subject to the nonlinear state space equations,
and the constraints,
where the cost function C(·) ≥ 0, r(k) is the reference input, and X f ree and U f ree respectively represent the states and inputs that do not violate any of the problem constraints. SBMPC is described in Fig. 1 and is easily applied to both linear and nonlinear models, combining techniques for sampling the input domain with an efficient graph search method such as A * .
A. Sampling the Input Domain
The field of path planning in robotics has seen recent innovations that have used sampling techniques 27 .
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SBMPC involves the sampling of the space of allowable inputs. Halton sampling, in particular, is a method based on the low-discrepancy Halton sequences that has been shown to provide representative sample sets consisting of fewer points than sets generated using pseudo-random numbers or regular grids 29 . 30 Satisfaction of input constraints is automatic because it is the allowable inputs that are sampled. Also, since the inputs are propagated forward through the model, no inversion of the model is needed.
B. The Graph Search
Using the current state and input samples, several new nodes are computed by propagating the model and adding to a graph with tree connectivity, as illustrated in Fig. 2 . The branchout factor B, a tuning parameter of the algorithm, determines how many child nodes are generated when a particular parent node is expanded. Figure 2 . SBMPC Search Graph. The graph is built by expanding the most promising node to generate B child nodes. Each child node is assigned an input sample, which is propagated forward through the model to predict a state for that node. The potential cost of reaching that state is used to prioritize the nodes and select the most promising candidate for the next iteration of expansion.
The uniform sampling density typically used for SBMPC may be transformed in order to achieve greater relative sampling density in a desired region of the input domain. In order to preserve input constraint satisfaction, the transformation must guarantee that no valid inputs are mapped to invalid inputs. Using a nonuniform sampling density can improve the performance of SBMPC by sampling large input changes more coarsely while sampling small input changes more finely. This finer sampling allows the trajectory to converge with small steady-state errors.
The Halton sequence algorithm, which is potentially used thousands of times at each time interval when the SBMPC routine is called, was a major contributor to the total runtime of SBMPC. During benchmark testing of C code on multiple machines, batches of 1 million elements of a Halton sequence were computed, and then precomputed batches of equivalent size were loaded from a binary file. The median CPU time required to compute the samples was 210 milliseconds, while the median time required to load the precomputed values was 1 millisecond; therefore, computing these samples offline and storing them in a binary file enables the run-time code to execute much faster while yielding identical results.
C. Nonlinear Modelling
Previous adaptive flow separation research has aimed to capture the nonlinear dynamics of the flow field by identifying an instantaneously linearized model that varies with time. The optimization of a linear model has the advantages of speed and simplicity over those that consider nonlinear models. The unmodeled dynamics, however, can cause such techniques to be suboptimal and even unstable.
Nonlinear POD Methods
Proper Orthogonal Decomposition (POD) techniques have been used to identify models in the form of polynomial difference equations 3132 that are sufficient for open loop control design. 10 However, due to computational expense, closed loop flow control implementations have been limited to linear models.
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Although SBMPO has the ability to optimize inputs to a POD model, POD models that are steady state in nature do not capture the transient behavior or hysteresis effects that are necessary to control separation under changing flow conditions. Global POD models 33 are an extension of the POD technique that is well equipped to represent transient nonlinear behavior.
SBMPO Compatibility with More General Models
A primary advantage of SBMPO over alternative optimization methods is that this technique has no intrinsic preference for linear models over nonlinear models, and the algorithm does not need to compute closed-form gradients. This allows SBMPO to be applied to a more general class of systems than could be handled by previous methods. Even systems with strong nonlinearities or non-differentiable functions can be optimized using SBMPO.
Nonlinear Neural Network Methods
The use of an artificial neural network allows nonlinear models to be identified in a general manner by composing a function that computes future outputs based on past states. For this application the state vector,
consists of n u prior plant inputs and n y outputs. The form,
is known as a nonlinear autoregressive exogenous inputs (NARX) model form because it is analogous to the autoregressive exogenus inputs (ARX) form for linear models. If F (x k ) were a linear function, the equation would simplify to an ARX formulation,ŷ
with the matrix A of constant coefficients. 
is selected for the first layer because it achieves the desired radial symmetry using a simple computation that has closed-form derivatives. The second layer combines these Gaussian outputs in a weighted sum, yielding the Radial Basis Function (RBF) representation,
For each of the N neural units, the MRAN algorithm must specify a basis vector µ i , a Gaussian width σ i , and weight coefficients a i . The detailed specification of the MRAN algorithm is given in prior publications 22 . Table 1 . The tunnel blockage varied with angle of attack, from 12.5% at 15
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III. Experiments and Results
Results
• AOA to 18% at 22
• AOA. We caution the reader that a high levels of blockage can affect the flow.
However, although the blockage is rather high at the high angle of attacks, similar behavior was observed for test conducted using a smaller airfoil (this larger model was subsequently used to allow for the use of more pressure sensors and higher fidelity flow characterization) Consequently, we fully expect that the trends observed and the conclusions drawn in the present study are not significantly impacted. This is supported by the plot shown in Fig LaVision sheet forming optics and expanded by a cylindrical lens; the optics were adjusted to achieve a laser Microjet channel pressure data is plotted in Fig. 6 . Because of the narrow diameter of the microjets, there Figure 7 . Exit Pressures during Pulsed Actuation. The pressures measured at the microjet exit display a similar trend to those measured within the channel; however, because of the low signal-to-noise ratio, the data for a 10 PSI source pressure is plotted. is great attenuation between pressure signals measured at the microjet channel and the microjet exit (see Fig. 4 ), the typical operating pressures (below 2 PSI) did not produce a measurable response in pressure measured at the exit. Because of this, a 10 PSI source was used, to produce the data plotted in Fig. 7 is provided here to allow a qualitative comparison in trends. This higher source pressure saturates the transducer connected to the microjet channel. The pressure data collected at the microjet exit (Fig. 7) displayed similar trends to the data collected at the microjet channel (Fig. 6) . In addition to bench top characterization, the open loop response of the overall system was measured in the wind tunnel. The input for these tests was the solenoid valve voltage frequency, and the output was Z lif t , the lift based performance function computed from the transducer measurements at locations P1 through with sensors located as indicated in Table 1 , Z lif t may be computed as
with the weights w i given in Table 2 . Some sample plots that represent the comparison of approximation .
where ρ is the air density, Q v and V e given in Table 2 represent the exit momentum and exit velocity from the microjet array averaged over the pulse phase, freestream velocity V ∞ is 15 m/s for RE=150,000 and 9 m/s for RE=90,000, the span b is 11.5 inches, and the characteristic height δ is taken to be the chord location of the microjet array, δ = 0.063c.
The main contribution of this paper is the control system that builds and adapts a model of this behavior caused by actuation and uses the model to implement closed-loop optimization. Further evidence includes the PIV measurements that are included in the following section provide definitive evidence of the effectiveness of the microjet actuators to mitigate separation. The possible mechanisms affecting the flow that could contribute to a reduction in separation include forcing a transition to turbulence, introducing streamwise vortices, and interacting with structures present in the separated flow. At each of the various actuation frequencies, one or more of these mechanisms affects the extent of flow separation. The out-of-family increase seen in the Re=144,000 data of Fig. 8 is possibly due to a shift in transition location.
C. Closed-Loop Control
Frequency sweeps as mentioned above were used to train the neural network and represent the inputoutput behavior of the system with a nonlinear model. Using a model initialized with sweep data, Adaptive SBMPC was applied to perform closed loop control. During the 30-second learning phase (not plotted), the identification algorithm was enabled, but the control algorithm was disabled. During the control phase, both the controller and identification were enabled and produced successful tracking of the desired reference value of Z lif t . In each experiment, the reference value was commanded manually, and the control system automatically made the input adjustements necessary to drive the measured Z lif t signal to match the desired reference signal. The tuning parameters selected for the identification and control algorithms are given respectively in Figures 3 and 4 These results demonstrate the capability to not only maximize lift, but also control lift by commanding intermediate values. In Fig. 11 , the commanded reference signal (dashed line) is constant, which means the control system was configured to increase and hold Z lif t constant. The actual ouput signal (solid line)
achieves the commanded increase-and-hold behavior. In Fig. 12 , the commanded reference was manually stepped downwards, in order to demonstrate the ability of the control system to decrease Z lif t when desired. In order to verify that the changes in Z lif t actually correspond to a changing degree of separation in the flow, visualization experiments were performed to capture the velocity field surrounding the wing both with and without control enabled. In these experiments, the airfoil wind tunnel configuration was fixed to a particular angle of attack and tunnel velocity. The velocity field was then measured via PIV and averaged over a 1000-frame, 60-second window. For the purpose of visualization, the image processing results are displayed with a flipped y-axis so that the angle of attack is depicted as positive (the PIV experiments were performed with a negative angle of attack). The control system was then enabled to maximize Z lif t .
The control system can be configured to maximize lift by prescribing a constant reference trajectory that is greater than the attainable range of Z lif t values. In this case, the reference for Z lif t was set to 0. A second series of PIV measurements of the same duration was collected to characterize the controlled flow.
Contours of streamwise velocity V x are shown in Figs. 16 and 17 , and display the uncontrolled and controlled flows for two different flow conditions (AOA 16
• , Re 150,000, and 22
• , Re 90,000, respectively) when the controller is set to maximize Z lif t . In the absence of blockage effects and for a larger PIV window, the value of V x /V ∞ would equal 1 far from the airfoil. In these figures, the separated region is outlined by zero-velocity contours shown in black. Based on averaged pressure data, the enabling of control increased average Z lif t by 1.4 and 1.7 respectively. In both cases, the separation bubble is greatly reduced in size and further downstream. The flow fields indicate massive separation when uncontrolled, and while there is some separation with control, the size of the trailing edge separated region is less, indicating the limitations of the actuators' control authority. 
IV. Conclusions
Closed loop control of separated flows has been demonstrated using the Adaptive SBMPC control system. mitigating flow separation. The control system is able to increase or decrease lift in response to an external command, subject to the limitations of the actuator. Both the nonlinear input to output behavior of the system and the nonlinear control law are learned adaptively, so even when flow conditions were modified during a control experiment, the control system was successful in adjusting the inputs to meet the desired Z lif t value. To date, only a few selected cases have been visualized. The nonlinear system identification and control techniques applied in this research is demonstrated for the first time with a hardware experiment.
The control method makes few assumptions about the system being controlled, namely the order of its dynamics, and requires few tuning parameters, making it applicable to many other configurations of sensors and actuators beyond the unsteady pressure transducer and microjet configuration described in this paper.
This implementation of Adaptive SBMPC is the first to demonstrate flow separation control using a model that is nonlinear and learned online. While there are potential benefits for the aviation industry from this technology in the future, the immediate application of this technology is more likely in lower risk applications such as ground based wind turbines and small unmanned aerial systems.
Appendices A. Z lif t and Lift Comparison Data
Some plots of representative data are given here as evidence of the behavior of the four-pressure-transducer approximation Z lif t as actual lift varies. Simulated data plots are given in Figs. 18 and 19 , and an experimental data plot is given in Fig. 20 . These plots are provided to illustrate that the increasing and decreasing trends match well between lift coefficient and the variable that is used to estimate, Z lif t . Additional cases may be found in . 39 For simulated cases, the plots contain a comparison (for many angle of attack configurations) of Z lif t , computed using 4 pressure values taken from locations given in Table   1 Tables 3 and 4 give the tuning parameters used in the experiment for each identification and control method. 
B. List of Tuning Parameter Choices
