We introduce a general probabilistic model oi the gene structure of Sfnl#rd Universify, Stanford human genomic sequences which incorporates descriptions of the basic CA, 94305, USA * transcriptional, translational and splicing signals, as well as length distri-,butions and compositional features of exons, introns and intergenic regions. Distinct sets of model parameters are derived to account for the many substantial differences in gene density and structure observed in distinct C + G compositional regions of the human genome. In addition, new models of the donor and acceptor splice signals are described which capture potentially important dependencies between signal positions. The model is applied to the problem of gene identification in a computer program, GENSCAN, which identifies complete exon/intron structures of genes in genomic DNA. Novel features of the program include the capacity to predict multiple genes in a sequence, to deal with partial as well as complete genes, and to predict consistent sets of genes occurring on either or both DNA strands. GENSCAV is shown to have substantially higher accuracy than existing methods when tested on standardized sets of human and vertebrate genes, with 73 to 80% of exons identified exactly. The program is also capable of indicating fairly accurately the reliability of each predicted exon. Consistently high Iyvels of accuracy are observed for sequences of differing C i G content and for distinct groups of vertebrates.
Introduction
The problem of identifying genes in genomic DNA sequences by computational methods has attracted considerable research attention in recent years. From one point of view, the problem is closely related to the fundamental biochemical issues of specifying the precise sequence determinants of transcription, translation and RNA splicing. On the other hand, with the recent shift in the emphasis of the Human Genome Project from physical mapping to intensive sequencing, the problem has taken on significant practical importance, and computer software for exon prediction is routinely used by genome sequencing laboratories (in conAbbreviations used: Sn, sensitivity; Sp, specificity; CC. correlation coefficient; AC, approximate corrclation; ME, missed exons; WE, wrong exons; snRNP, small nuclear ribon~~clcoprotcin particle; snRNA, small nuclear RNA; WMM, weight nlatris mcxlcl; WAM, weight array model; MDD, nusinla1 dependence dcxmnqxwition.
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junction with other methods) to help identify genes in newly sequenced regions.
Many early approaches to the problem focused on prediction of individual functional elements, e.g. promoters, splice sites, coding regions, in isolation (reviewed by Gelfand, 1995) . More recently, a number of approaches have been developed which integrate multiple f q e s of information including splice signal sensors, compositional properties of coding and noModing DNA and in some . cases database homology searching in order to predict entire gene structurrs (sets of spliceable exons) in genomic sequences. Some examples of such programs include:. FGEXEH (Solovyev et d., 1993) , GENMARK (Borodovsky & McLninch, 1993) , Gene-ID (Guig6 et a?., 1992), Genie (Kulp et nl., 1996) , . : GeneParser (Snyder E i Stormo, 1995) , and GRAIL I1 (Xu et nl., 1994) . Fickett (1996) offers an up-todate introduction to sene h d i n g by computer and points up son~e of the strengths and weduw+cs of currently available nwtkxls. Two important linlitations notcd are that tht. nwjority of current algorithms assume that the hput sequence contains s: 1~7 r\cAden\ic I'rcss I.imi trd ; $ exactly o w complcte gc'w (so that, \vhcn prcscntcd with a sequc~~ce cont'3ining a prtial gcnc or multipie gcncs, the results pncr.~lly do not makc sense); and tllnt accurx!. n w ,~~r c . d by incicpcndent control scts map b~ consicierabiy 1o\h7cr than was originally thought. The issue of the predictive accuracy of such methods has recently been addressed tluough an exhaustive comparison of available methods using a Iarge set of vertebrate gene sequences (Burset & Guigb, 1996) . The authors conclude that the predictive accuracy of all such programs remains rather low, with less than 50% of exons identified exactly by most programs. Thus, development of new methods (and/or improvement of existing methods) continues to be important.
Here, we introduce a general probabilistic model for the (gene) .structure of human genomic sequences and describe the application of this model to the problem of gene prediction in a program called GENSCAN. Our goal in desi,oning the genomic sequence model was to capture the general and specific compositional properties of the distinct functional units of a eukaryotic gene: exon, intron, splice site, promoter, etc. Emphasis was placed on those features which are recognized by the general transcriptional, splicing and translational machinery ~h i c h process most or all protein coding genes, rather than specialized signals related to tTanscription or (alternative) splicing of particular genes or gene families.
Thus, for example, we incIudy the TATA box and cap site which are present iq most eukaryotic promoters, but not specialized or tissne-specific transcription factor binding sites such as those bound by MyoD (e-g. Lassar et al., 1989) . Similarly, we use a general three-periodic (inhomogeneous) fifth-order Markov model of coding regions rather than using specialized models of particular protein motifs or data base homology information a consequence, predictions made by the program do not depend O n presence of a similar gene in the protein sequence databases, but instead provide information which is independent and complementary to that provided by homology-based gene identification methods such as searching the protein databases with BLASTX (Gish & States, 1993) . Additionally, the model takes into account many of the often quite substantial differences in gene density and structure (e.g. intron length) that exist between different C + G'% compositional regions ("isochores") of the human genome (Bernardi, 1989; Duret lv d . , 1995) .
Our model is similar in its overall architecture to the Gcwralized Hidden Markov Model approach adopted i n the program Genie (Kulp cf d., 1996) , but differs from most existing programs in several important respects. First, we use an explicitly douhle-stranded genomic sequence model in tvhich potential genes occuring on both DNA strands arc analyzed in simultaneous and integrated fashion. Second, while most existing integrated p p e h~d i n g program assume that in each input sequence thcre is exactly cmc ccrmplcte gene, our modcl treats the gcncrsll case in which the scquence may contain a prtial gene, a complete gene, multiple complcte (or partial) genes, or no gcnc at all. The combination o f the Joublcstranded nature of the modd and the capacity to deal with variable numbers of genes should prove particularly useful for analysis of long human genomic contigs, e.g. those of a hundred kilobases or more, which will often contain multiple genes on one or both DNA strands. Third, we introduce a. novel method, Maximal Dependence Decomposition, to model functional signals in DNA (or protein) sequences which allows for dependencies between signal positions in a fairly natural and statistically justifiable way. This method is applied to generate a model of the donor splice signal which captures several types of dependencies which may relate to the mechanism of donor splice site recognition in pre-mRNA sequences by U1 small nuclear ribonucleoprotein particle (U1 snRhT') and possible other factors. Finally, we demonstrate that the predictive accuracy of GEN-SCAN is substantially better than other methods when tested on standardized sets of human and vertebrate genes, and show that the method can be used effectively to predict novel genes in long .genomic contigs.
Results
GENSCAN was tested on the Burset/Guigb set of 570 vertebrate multi-exon gene sequences (Burset & Guig6, 1996) : the standard measures of predictive accuracy per nucleotide and per exon are shown in Table 1A (see Table legend for details).
Comparison of the accuracy data shows that GEN-SCAN is significantly more accurate at both the nucleotide and the exon level by all measures of accuracy than existing programs which do not use protein sequence homology information (those in the upper portion of Table IA (1996) . the forwardstrand exons in the optimal GENSCAN parse of the sequence were compared to the annotated exons (GenBank "co5" key). The The rationale for each of these definitions is discussed by Burset & Guig6 (1996) . At the exon level, predicted exons (PP) are compared to the actual exons (AP) from the annotation; true positives (TP) is the number of prediaed exons which exactly match an actual exon (i.e. both endpink exactly correct). Exon-level sensitivity (Sn) and specifiaty (Sp) are then defined wing the same formulas as at the nucleotide level, and the average of Sn and Sp is calculated as an overall measure o€ accuracy in lieu of a correlation measure. Two additional statistics are calculated at the exon level: Missed Exons (ME) is the proporiion of true exom not overlapped by any predicted exon, and Wrong Exons (WE) is the proportion of predicted exons not overlapped by any real exon. Under the heading Sequences, the number of sequences (out of 570) effectively analyzed by each program is g i v q followed by the number of sequences for which no gene was predicted, in parentheses. Perfonnance of the programs which make use of amino add similarity searches, GenelD+ and GeneParser3, are shown separately at the bottom of the Table: A jeature which may prove extremely useful in practical applications of GENSCAN is the " forward-backward " probability, p , which is calculated for each predicted exon as described in Methods. Specifically Since for GENSCAN, as for most of the other programs tested, there was a certain degree of overlap between the "learning" set and the Burset/Guig6 test set, it was important also to test the method on a truly independent test set. For h s purpose, in the construction of the learning set 2, we removed all genes more than 25% identical at the amino acid level to the genes of the previously published Geneparser test sets (Snyder & Stormo, 1995) , as described in Methods. Accuracy statistics for GENSCAN, GeneID, GeneParser2 and GRAIL3 (GRAIL 11+ " assembly" option) on Geneparser test sets I and II are given in Table 2 . In this Table, exons correct is the proportion of true exons which were predicted exactly, essentially the same as the Stormo (1995) . For each program, accuracy statistics for test set I are shown in the left column, for test set 11 in the right column. Nucleotide-level accuracy statistics Sn, S p and CC were calculated as dexribcd in the legend to Table l, except that the convention u a d for averaging the statistics was that of Snyder and Storm>. In this aitcrnative approach, the raw numbers (PP, PN, AP, AN. TP, elc.) from each sequence are summed and the statistics calcnlatrd from these totaI numbers rather than calculating separate statistics for each sequence and then averaging. (For large sequence sets, these two conventions almost always give sinlilar results.) Ewn-level accuracy statistics are also calculated in this fashion. Here, exons correct is the proportion of true exons which were predicted exactly (both endpoints correct), essentially the same as exon-level sensitivity. Exons overlapped is the proportion of true exons which were at least overlapped by predicted exons, a less stringent measure of accuracy not requiring exact prediction of splice sites. Each test set was divided into three subsets according to thc C -t G content of the GenBank sequence: low C + G (<45'K), medium C t G (45 to bo%), and hizh C + G (>bo'%,). 0.79 and 0.76 in GencParsor test scts I and 11, as compared to 0.78 for the corresponding value (exon-level sensitivity) in the Bursrt/Guig6 set. Again, performance of the progranl is quite robust with respect to differences in C + G content; the somewhat larger fluctuations observed in Table 2 undoubtedly relate tb the much smaller size of the GeneParser test sets.
Of course, it might be argued that none of the accuracy results described above are truly indicative of the program's likely performance on long genomic contigs, since all three of the test sets used consist primarily of relatively short sequences containing single genes, whereas contigs currently being generated by genome sequencing laboratories are often tens to hundreds of kilobases in length and may contain several genes on either or both DNA strands. To our knowledge, only one systematic test of a gene prediction program (GRAIL) on long human contigs has so far been reported in the literature (Lopez ef al., 1994) , and the authors encountered a number of difficulties in carrying out this test, e.g. it
was not always clear whether predicted exons not matching the annotation were false positives or might indeed represent real exons which had not been found by the original submitters of the sequence. As a test of the performance of gene prediction programs on a large human contig, we ran GENSCAN and GRAIL II on the recently sequenced CD4 gene region of human chromosome 1 2~1 3 (Ansari-Lari et nl., 1996) , a contig of 117 kb in length in which six genes have been detected and characterized experimentally.
Annotated genes, GENSCAN predicted genes, and GRAIL predicted exons in this sequence are displayed in Fi,we 1: both programs find most of the known exons in this region, but significant differences between the predictions are observed. Comparison of the GENSCAN predicted genes (GS1 through GSS) with the annotated (known) genes showed that: GSl corresponds closely to the CD4 gene (the predicted exon at about 1.5 kb is actually a non-coding exon of CD4); GS2 is identical to one of the alternatively spliced forms of Gene A; GS3 contains several exons from both Gene B and GNB3; GS5 is identical to ISOT, except for the addition of one eson at around 74 kb; and GS6 is idcntical to TPI, except lvith a different translation start site. This leaves G-9, GS7 and GSS as potential false positi\.es, which do not correspond to any annotated geuw, of which GS7 and GS8 are ovcrIappcd by GRAIL FmIicttA exons.
A BLASTP (Altschuf et a/., 1990) search o f the predicted peptides corresponding to GS4, GS7 a n d CS8 against the non-redundant protein seqwnce databases revealed that: GS8 is substantially icientical (BLAST score 419, P = 2.6 E-57) to ~O L I S E 60 S ribosomal protein {SwissProt accession no. P47963); GS7 is highly similar (BLAST scorc 150, protein C26E6.5 (GenEank accession no. 5,72506); and Cs4 is not similar to any known protcin (no. BLASTP hit with P < 0.01). Examination of the st'-quence around GS8 suggests that this is probably a 60 S ribosomal protein pseudogene. Predicted gene GS7 might be an expressed gene, but we did not detect any hits against the database of expressed sequence tags (dbEST) to confirm this. However, we did find several ESTs substantially identical to the predicted 3'LJlX and exons of GS4 (GenBank accession no. AA07M39, W92850, AA055898, R82668, AA070534, W93300 and others), strongly implying that this is indeed an expressed human gene which was missed by the submitters of this sequence (probably because GRAIL did not detect it). Aside from the prediction of this novel gene, this example also illustrates the potential of GEN-SCAN to predict the number of genes in a sequence fairly well: of the eight genes predicted, seven correspond closely to known or putative genes and only one (GS3) corresponds to a fusion of exons from two known genes.
P = 2.8 E-32) to
Catnmhabdifis C / C~? I S prt.Jict?d
Discussion
As the focus of the human genome project shifts from mapping to large-xale sequencing, the need for efficient methods for identifying genes in anonymous genomic DNA sequences will increase. Experimental approaches r d always be required to prove the exact locations, transcriptional activity and splicing patterns of nove1 genes, but if computational methods can give accurate and reliable indications of exon locations beforehand, the experimental work involved may often be si,hficantly reduced. We have developed a probabilistic model of human genomic sequences which approximates many of the important structural and compositional features of human genes, and have described the implementation of h s model in the GENSCAN program to predict exon/gene locations in genomic sequences. Novel features of the method include: (1) use of distinct, explicit, empirically derived sets of model parameters to capture differences in gene structure and composition between distinct C + G compositional regions (isochores) of the human genome; (2) the capacity to predict multiple genes in a sequence, to deal with partial as well as conIFlete genes, and to predict consistent sets of p n t s c~~~t r i n g on either or both DNA strands; and (.3 is shown with annotated coding exons (from the GenBank CDS features) in black, GENSCAN predicted exons in dark gray, and GRAIL predicted exons in light gray. Exons on the forward strand are shown above the sequence line; on the zeverse (complementary) strand, below the sequence line. GRAIL I1 was m through the email server @BOml.gov): final predicted exons of any quality are shown Exon sizes and positions are to scale, except for initial, terminal and singleexon genes, which have an added arrowhead or -tail (see key above) which causes them to appear slightly larger than their true size. Since GRAIL does not indicate distinct exon types (initial versus internal umus terminal exons), all GRAIL exons are shown as internal exons. Gene names for the six annotated genes in this region (CD4, Gene A, Gene 3, GNB3, ISOT and VI) are shown on the annotation line, immediately preceding the first coding exon of the gene. The GENSCAN predicted gene are labeled GS1 to GS8 as they occur along the sequence.
accuracy have been demonstrated for GENSCAN over existing programs, even those which use protein sequence homology information, and we have shown that the program can be used to detect novel genes even in sequences previously subjected to intensive computational and experimental scrutiny.
In practice, several distinct types of computer programs are often used to analyze a newly sequenced genomic region. The sequence may first be screened for repetitive elements with a program like CENSOR (Jurka et al., 1996) . Following this, GENSCAN and/or other gene prediction programs could be run, and the predicted peptide sequences searched against the protein sequence databases wit11 BLASTP (Altschul et a/., 1990) to detect possible honmlogs. if a potential homolog is detected, one might perhaps refine the prediction by submittirig the genomic region corresponding to the predicted gene together with the potential protein homolog to the program Procrustes (Gelfand et al., 1996) , which uses a "spliced alignment" algorithm to match the genomic sequence .to the protein. Even in the absence of a protein homolog, it may be possible to confirm the expression and precise 3' terminus of a predicted gene using the database of Expressed Scqucnce Tags (Boguski, 1995 It is hoped that studies of the statistical properties of genes may yield clues to the sequence dependence of the basic biochemical processes of transcription, transla tion and RNA splicing ~\-hich define genes biologically. As an example of such an application, we close with a discussion of some of the statistical properties of donor splice sites brought out by application of the Maximal Dependence Decomposition (MDD), approach (see Methods). Overall, the results support the well established hypothesis that base-pairing with U1 -"I." ..
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G3 preference effect
Comparison of the relative usage of A versus G at position +3 in the various subsets reveals several interesting features. Perhaps surprisingly, G is almost as frequent as A at position +3 (45% versus 49%) in the entire set of donor sites, despite the expected increased stability of an A -U versus G.U base-pair at position +3. Only in subset H, is a dramatic preference €or A over G at position +3 observed (81% vc~rsus 15%), suggesting that only in the absence of the strong G .C base-pair at position 4-5 does the added binding energy of an A . U ver5~s G U base-pair at position +3 become critical to donor site recognition by U1 snRNA. On the other halld, i n t I w most strongly consensus-matcIling donor sitc subset, G5G-,A-,il,, there is actually a strong prc'fcrclice for G, o\'er A, (59% versus 27"/0)! TRIO possibie explanations for this observation Seen] wnsonable: either (1) there is selection to actually waken the U1:donor interaction in these strongly matching sites so that L'1 snRNA can more easily dissociate from the donor site to permit subsequent steps in splicing; or (2) G3 is preferred over A , ;It some step i n splicing subscquent to donor site sclcction.
Methods

Sequence sets
The non-redundant sets of human single-and multi-exon genes constructed by David Kulp and Martin Reese (22 Aug., 1995) were used as a starting point for database construction [ftp:// ftp.cse.ucsc.edu/pub/dna/genes]. These sets consist of GenBank files, each containing a single complete gene (at least ATG -+ stop, but often including 5' and 3' untranslated and flanking regions) sequenced at the genomic level, which have been culled of redundant or substantially similar sequences using BLASTP (Altxhul et al., 1990) . We further cleaned these sets by removing genes with CDS or exons annotated as putative or uncertain (e.g. GenBank files HSALDC, HT.MADH6), alternatively spliced genes (HSCALCAC, HSTCRT3D), pseudogenes (e.g. HSAK3pS, HSGKPl) , and genes of viral origin (HBNLFl), resulting in a set of 428 sequences. For testing purposes, we further reduced this set by removing all genes more than 25% identical at the amino add l e d to those of the GeneParser test sets (Snyder & Stormo, 1995) using the PROSET program (Brendel, 1992 ) with default parameters. The set of 238 multi-exon genes and 142 single-exon (intronless) genes remaining after this procedure are collectively referred to as the learning set, designated 2 ' (gene list available upon request). The total size of the set is 2,580,965 bp: the multi-exon genes in 9 contain a total of 1492 exons and 12% introns.
All model parameters, e.g. state transition and initial probabilities, splice site models, etc. were derived from this data set as dexribed iater in this section, with two notable exceptions: (1) the promoter model, which was based on published souces; and (2) the coding region model, for which this set was supplemented with a set of complete human cDNA sequences derived as follows. W complete human cDNA sequences corresponding to proteins of at least 100 amino acids in length {the length minimum was imposed in order to avoid inclusion of cDNA fragments) were extracted from GenBank Release 83 (June, 1994). This set was then cleaned at the amino acid level using PROSET as above both with respect to itself and with respect to the Geneparser test sets (gene list available upon request). This set was then combined \\.it11 the coding sequence from Y to form a set (6 oi 1999 complete coding sequences totaling in escess o f 3195 kb.
Model of genomic sequence structure T, 3' untranslated region (extending from just after the stop codon to the polyadenylation signal); A, polyadenylation signal; and Ik (0 < k < Z), phase k intron (see the text). For convenience, translation initiation/terrnination signals and splice sites are included as subcomponents of the associated exon state and intron states are considered to extend from just after a donor splice site to just before the branch point/acceptor splice site. The upper half of the Figure corresponds to the states (designated with a superscript +) of a gene on the forward strand, while thc lower half (drrjignated with superscript -) corresponds t o a gene on the opposite (cornplementary) strand. For emnplc, prwwding in the 5' to 3' direction on the (arbitrarily chosen) forward strand, the components of an E'x (ftwvard-strand internal exon) state will be cnctmntertA in the order: (1) acceptor site, (2) coding rcginu, (3) donor site, while the components tal functional units of a eukaryotic gene, e.g. exon, f intron, intergenic region, etc. (see Figure Iegcnd for i dctails), which may occur in any biologically con-,; sistcnt order. Note that introns and internal ~' X O I I S , i n our nlodel are divided according to "phase", ' which is closely related to the reading frame. Thus, a n intron which faHs between codons is consiciered phase 0; after the first base of a codon, phase I; aftcr the second base of a codon, phase 2, denoted Kulp et al. (1996) , our model is substantially more general in that it includes: (1) (1) A n initial state q, is chosen according to an initial distribution on the states, E, i.e. , x, = P(ql = Q"'), where @' (j = 1, . . . . ,27) is an indexing of the state t p (Figure 3) .
(2) A length (state duration), dl, corresponding , to the state qr is generated conditional on the value ! : : of q1 = Q('1 from the len,$h distributionfQ(o.
;j , .
of a n E, (rcverst~sttxd inttmd eson) state will be encountcrcd in the cnlt-r: (1) invert4 cc)n~plcn~cnt o f donor sitc, (2) inwrttd c\.nrpkwwnt of coding region, (under the probability meaSure induced by M)
using Bayes' Rule as:
Ti,j = Ptq, + 1 = Q"I 91. = Q' "I-
The essential idea is that a precise probabilistic model of what a gene/genomic sequence looks like is specified in advance and then, given a sequence, one determines which of the vast number of possible gene structures (involving any valid combination of states/lengths) has highest likelihood given the sequence. In addition to the optimal parse, it may also be of interest to study sub-optinlal parses and/or sub-optimal exons or introns (to be described elsewhere).
Algorithmic issues
Given a sequence S of length L, the joint prob- (Viterbi, 1967; Fomey, 1973) may then be used to calculate $ol,,, the parse with maximal joint probability (under M), which gives the predicted gene or set of genes in the sequence. Variations of t h s algorithm have been described and used on several occasions previously in sequence analysis (e.g. Sankoff, 1992; Gelfand & Roytberg, 1993) . Certain modifications must be made to the standard algorithm for the semi-Markov case used here uersus the simpler Markov case. The specific algorithm used is described by Burge (1997) ; see also Rabiner (1989, section IV D) .
Calculation of PIS} may be carried out using the "forward" algorithm; the "backward" algorithm is also implemented in order to calculate certain additional quantities of interest (both algorithms are described by Burge, 1997 ; see also Rabiner, 1989) . Specifically, consider the event E[: !YI that a particular sequence segment [x, y] is an 'internal exon of phase k. Under M, this event has probability where the sum is taken over all parses which contain the given exon E& This sum can be conveniently calculated using the "fonvard-backward" procedure, which is described in general by Rabiner (1989) and more specifically by Burge (1997) ; see also Stormo & Haussler (1994) where a similar idea was introduced in the context of exon-intron prediction. This probability has been shown to be a useful guide to the degree of certainty which should be ascribed to exons predicted by the program (see Results). Run time for the GENSCAN program, though at worst quadratic in the number of possible state transitions, in practice grows approximately linearly with sequence length for sequences of several kb or more. Typical run time for a sequence of length X kb on a Sun SparclO workstation is about X + 5 seconds. '
Initial and transition probabilities
Since we are attempting to model a randomly chosen block of contiguous human genomic DNA as might be generated by a genome sequencing laboratory, the initial probability of each state should be chosen proportionally to its estimated frequency in bulk human (or vertebrate) gcnomic DNA. However, even this is not trivial since gene density and certain aspects of gene structure are known to vary quite dramatically in regions of differing C + G% content (so-called "isochores") of the hLurnan genomc (Bernardi, 1989, 1'393;  Durct t>f nl., 1995) , with a much higher gene dcnsity i n The top portion of the Table shows data from the learning set of 380 genes, partitioned into four groups according to the C + G% content of the GenBank sequence; the middle portion shows estimates of gene density from Em& d d. (1995) for isochore cornpartmen& corresponding to the four groups above; the bottom portion shows the initial probabilities used by GENSCAN for sequences of each C -+ G% compositional group, which are estimated using data from the top and middle portions of the Table. All of the values in the top portion are observed values, except the proportion of single-exon genes. S i n c e singleexon genes are typically much shorter than multi-exon genes at the genomic level (due to the absence of introns) and hence easier to sequence completely, they are probably substantially over-represented in the learning set relative to their true genomic frequencr; accordingly, the proportion of singleexon genes in each group was estimated (somewhat arbitrarily) to be one half of the ObSRved fraction. Codelen refers to the total number of coding basepairs per gene. Data for subsek III and IV are estimated from the Duret et al . (1995) data for isochore H3 assuming that one-half of the genes and 60% of the amount of DNA sequence in is0chot-e E fak into the 51 to 57% C + G H1+ H 2 , and two subsets of the H3 isochore, respectively. Details are given in Table 3 and its legend. Note that the Merences in estimated initial probabilities are quite dramatic with, for example, the probability of hitting an intergenic region much higher in A + T-rich sequences than for
The @iologically permissible) state transitions are shown as arrows in Figure  3 . Certain transitions are obligatory (e.g. pf --f F+) and hence are assigned probability one; all others are assigned .(maximum likelihood) values equal to the observed state transition frequency in the learning set 2' for the appropriate C + G compositional group. Overall, transition frequencies varied to a lesser degree between groups than did initial probabilities (Table 3) . There \\-as a trend (possibly related to biases in the dataset toward genes with shorter genomic length) Cor A + T-rich genes to have fewer introns, leading to slightly different estimates for the r : + E:,nl probabilities.
C + G-rich ones.
State length distributions
In general, the states of the model (see Figure 3) correspond to sequence wgments of highly vari- or short exons, and this idea is given substantial support by the observed distribution of internal exon lengths (Figure 4(c) ), which shows a pronounced peak at around 120 to 150 nucleotides, with few internal exons more than 300 bp or less than 50 bp in length. (See also Hawkins (1988) for an extensive discussion of exon and intron length distributions.) Initial (Figme 4@)) and terminal (Figure 4(d) ) exons a h harre substantially peaked distributions (possibly multi-modal) but do not exhibit such a steep dropoff in density after 300 bp, suggesting that somewhat different constraints may exist for splicing of exons at or near the ends Of the pre-mRNA. Taking these factors into account, we use %parate empirically derived length distribution functions for initial, internal, and terminal exolls (Figure 4 ) and for single-exon genes. Substantial differences in exon length distributions were not observed between the C + G compositional groups (data not shown).
In contrast to exons, intron length does not appear to be critical to splicing in most cases, e.g. for rabbit P-globin, intron length was observed to be unimportant for splicing provided that a certain minimum tlueshoId of perhaps 70 to 80 nucleotides was exceeded (Wieringa et al., 1984) . The observed distribution of intron lengths (Figure 4(a) ) tends to support this idea: no introns less than 65 bp were observed, but above this size the distribution appears to be approximately geometric (exponential), consistent with the absence of significant functional constraints on intron length. other feature of note is that exon lengths must be consistent with the phases of adjacent introns. To account for this, exon lengths are gencratecl i n tivo steps: first, the number of complete codons is p nerated from the appropriate length distribution; then the appropriate number (0, 1 or 2) of bp is added to each end to account for the phases of the preceding and subsequent states. For example, if the number of complete codons, generated for an initial exon is c and the phase of the subsequent intron is i, then the total length of the exon is:
Signal models
Numerous models of biological signal sequences such as donor and acceptor splice sites, promoters, etc. have been constructed in the past ten years or so. One of the earliest and most influential approaches has been the weight matrix method ( w " ) introduced by Staden (1984) , in which the frequency of each nucleotide j at each position i of a s i p 1 of length n is derived from a collection of aligned si sequences and the product P { X } = I37= piz E used to estimate the probability of generating a particular sequence, X where pji-I,'' is the conditional probability of generating nucleotide X, at position i, given nucleotide Xi at position i -1 (which is estimated from the corresponding conditional frequency in the set of aligned signal sequences). Of course, higher-order WAM models capturing second-order (triplet) or third-order (tetranucleotide) dependencies in signal sequences could be used in principle, but typically there is insufficient data available to estimate the increased number of parameters in such models. Here, W" models are used for certain types of signals, a modified WAM model is derived for acceptor splice sites, and a new model, termed Maximal Dependence Decomposition (MDD), is introduced to model donor splice sites.
Transcriptional and translational signals
Polyadenylation signals are modeled as a 6 bp WMM (consensus: AXTAAA). A 12 by WMM model, beginning 6 bp prior to the initiation codon, is used tor the translation initiation (Kozak) sigml. I n both cases, the WMM probabilities wcw estimated using the GenBank annotated .'
Splice signals
The donor and acceptor splice signals are probably the most critical signals for accurate exon pre-. diction since the vast majority of exons are internal exons and therefore begin with an acceptor site and end with a donor site. Most previous probabilistic models of these sites have assumed either dependence between positions, e.g. the WMM model. of Staden (1984) or dependencies between adjacent positions only, e.g. the WAM model of Zhang & Marr (1993). However, we have observed highly sigruficant dependenaes between non-adjacent as well as adjacent positions in the donor splice signal (see below), which are not adequately accounted for by such models and which likely re- Table 4 ), which is a measwe of the amount of dependence between the variable Ci and the nucleotides at the remaining positions of the site.
(2) Choose the value i, such that Si, is maximal and partition D into two subsets: Di, all sequences which have the consensus nucleotide(s) at position i,; and D; all sequences which do not. Now repeat steps (1) and (2) on each of the subsets, Di, and Dc and on subsets thereof, and so on, yielding a binary subdivision "tree" with (at most) k -1 levels (see Figure 2) . This process of subdivision is carried out successively on each branch of the tree until one of the following three conditions occurs:
(1) the (k -1)th level of the tree is reached (so that no further subdivision is possible); (2) no significant dependencies between positions in a subset are detected (so that further subdivision is not indicated); or (3) the number of sequences remaining in a subset becomes so smalI that reliable WMM frequencies could not be determined after further subdivision. Finally, separate WMM models are derivecl for each subset of the tree, and these are combined to form a composite model as described below. Figure 2 illustrntes the MDD procedure applied to the set o f 1254 donor splice sites from Y. The initial subdivision is made according to the COIISCII-SLIS (G) at position 5 of the donor signal (see (3b) If (X5 = G and) X-, = G, X -2 is generated from the model for G5G-,; and so on, until the entire 9 bp sequence has been generated. Biological factors related to the MDD model are addressed in the Discussion.
Acceptor splice site model
The first step in the MDD procedure was also applied to the 1254 acceptor sites from the multiexon genes of 9, but dependencies between positions were found to be much weaker than for donor sites and those that existed were mostly b e tween adjacent positions (data not shown). Therefore, we apply a modified WAM method to model this signal. Specifically, bases -20 to +3 relative to the intron/exon junction, encompassing the pyrimidinerich region and the acceptor splice site itself, are modeled by a first-order WAM model as by Zhang & Marr (1993) . The branch point region is notoriously difficult to .model, since even the most degenerate branch point consensus is present in only a fraction of acceptor sequences. For example, ryRAY was present in the appropriate region [ -40, -211 in only 30% of acceptor sequences in our data set; similarly low frequencies of branch point consensus sequences have been observed previously, e.g. Harris & Senapathy (1990). To model this region, we introduce a ':windowed second-order WAM model". (WWAM), in which nucleotides are generated conditional on the nucleotides at the previous two positions. In order to have sufficient data to estimate these conditional probabilities reliably, we averaged the conditional frequencies over a span of five positions, i.e. the WAM entries for position i are formed by averaging the appropriate conditional frequencies at positions i -2, i -1, i, i f 1 and i + 2. This model captures the weak but detectable tendency toward YYY tiplets as well as certain branch point-related triplets such as TGA, TAA, GAC, and AAC in this region, without requiring the occurrence of any specific branch point consensus sequence. 
