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Abstract. This paper derives central limit theorems (CLTs) for general linear spectral
statistics (LSS) of three important multi-spiked Hermitian random matrix ensembles. The
first is the most common spiked scenario, proposed by Johnstone, which is a central Wishart
ensemble with fixed-rank perturbation of the identity matrix, the second is a non-central
Wishart ensemble with fixed-rank noncentrality parameter, and the third is a similarly
defined non-central F ensemble. These CLT results generalize our recent work [PMC14]
to account for multiple spikes, which is the most common scenario met in practice. The
generalization is non-trivial, as it now requires dealing with hypergeometric functions of
matrix arguments. To facilitate our analysis, for a broad class of such functions, we first
generalize a recent result of Onatski [Ona14] to present new contour integral representa-
tions, which are particularly suitable for computing large-dimensional properties of spiked
matrix ensembles. Armed with such representations, our CLT formulas are derived for
each of the three spiked models of interest by employing the Coulomb fluid method from
random matrix theory along with saddlepoint techniques. We find that for each matrix
model, and for general LSS, the individual spikes contribute additively to yield a O(1)
correction term to the asymptotic mean of the linear statistic, which we specify explicitly,
whilst having no effect on the leading order terms of the mean or variance.
Keywords. Random matrix theory, high-dimensional statistics, spiked population
model, hypergeometric function, Wishart ensembles, F -matrix.
1. Introduction
Linear spectral statistics (LSS) are of fundamental importance in multivariate analy-
sis. Such statistics are characterized, quite generally, by summations of functions of the
1
2individual eigenvalues of random matrices. Of prime interest are sample covariance ma-
trices, constructed based on m observations (samples) of a n-dimensional random vector
(variables), or suitably defined F matrices. Many classical results are available which spec-
ify the asymptotic distribution of certain LSS as the number of observations m become
asymptotically large, for fixed n (see., e.g., [And03, FUS10]). However, modern applica-
tions often deal with high-dimensional data sets, for which n and m have similar order, and
thus classical asymptotics no longer apply. This has inspired a new wave of research, aimed
at characterizing the limiting distributions of LSS in the double-asymptotic regime, with
n and m both large, using tools from asymptotic random matrix theory. The asymptotic
behavior is typically found to be markedly different from the classical asymptotic setting,
whilst giving substantially improved accuracy for various practical applications.
Under double-asymptotics, central limit theorems (CLTs) for LSS of various random
matrix ensembles have now been derived, providing generic asymptotic formulas for the
limiting mean and variance (see, e.g., [CL98, DE01, LP09, Zhe12]). Much of this attention
has focused on scenarios with identity population covariance (e.g., [CL98, LP09, AZ05]),
although some results for more general matrix models have also appeared [BS04].
In this paper, our main focus is on three related classes of so-called “spiked” Hermitian
random matrix ensembles: (i) central Wishart with finite-rank perturbation of the identity
(proposed in [Joh01], which we refer to as “Johnstone’s spiked model”), (ii) non-central
Wishart with fixed-rank noncentrality, and (iii) similarly defined non-central F matrices. In
our recent work [PMC14], we demonstrated that each of these models shared a common fea-
ture, with their joint eigenvalue distributions being expressible in a similar contour-integral
form. These were initially derived in [For11, Wan12, Mo12, OMH13] and [Dha13] for John-
stone’s spiked model and the non-central Wishart spike model respectively, whilst given as
a new result in [PMC14] for the spiked F model. If one disregards the contour integral, then
the joint eigenvalue density in each case yields the same general structure as typical of “clas-
sical” Hermitian random matrix ensembles (i.e., the Gaussian, Laguerre and Jacobi unitary
ensembles [Meh04]), albeit with a modified weight function. This is particularly important,
as it allows one to employ powerful methods designed for such classical ensembles in the
study of spiked models. This was precisely the approach undertaken in [PMC14], where we
employed the framework [CL98], designed for non-spiked models based on Dyson’s Coulomb
fluid method [Dys62] (see also [CM94a, CM94b, CI97, BC05, SM06, VMB08, DM08]), as
well as saddlepoint integration techniques, to derive CLTs for each of the three spiked
models under consideration as the matrix dimensions grew large.
Our recent results in [PMC14] assumed the presence of a single spike only, which for
many practical applications may not be reasonable. Examples include [And03] in psychol-
ogy, [KN09, NS10, DHL+10, BDMN11, CD11, CH13] in signal processing, [NIFD02, KN08]
in physics of mixture, [BP11, TAA11] in finance, [DSP+11, QLS+14] in computational
immunology/virology, [BJYZ09, BJYZ13] in statistics, in addition to others (e.g., [Joh01,
3PY14]). For scenarios with multiple spikes, there are relatively few existing results concern-
ing LSS, and the results which are available focus primarily on Johnstone’s spiked model.
These include [WSY13], which derived a CLT for general LSS, expressing the limiting mean
and variance in terms of contour integrals, as well as [Ona14, PY13, WY13, OMH14], which
considered specific linear statistics (i.e., for specific applications). For alternative spiked
models, such as the non-central Wishart and F scenarios, results concerning LSS are cur-
rently absent, beyond the single-spike scenario considered in [PMC14].
The primary objective of this paper is to close this gap by deriving CLTs for general
LSS under all three spiked models indicated above, allowing for arbitrary numbers of
spikes. This generalization is substantial, since one can no longer rely on the contour-
integral-based joint eigenvalue densities in [Wan12, Mo12, OMH13] and [Dha13]. Thus,
the first major step is to obtain expressions for the joint eigenvalue densities which, for
the three spiked models, are classically expressed in terms of hypergeometric functions of
matrix arguments [Jam64]. Such functions are fundamental objects arising in multivariate
analysis and random matrix theory, and are often difficult to handle. Quite generally, they
are denoted
pF
(α)
q (a1, . . . , ap; b1, . . . , bq;X,Y) , (1)
where X and Y are n × n Hermitian matrix arguments. For α = 2, 1, and 1/2, these
functions are often described as solutions to matrix integrals over the orthogonal, unitary,
or symplectic groups respectively (see, for example, [Mui82, GN00], and [Jam64]); alterna-
tively, they may be described via infinite series expansions involving Jack polynomials. In
addition, for the special case α = 1 (only), they may also be written as n×n determinants
of scalar pFq functions [Kha70, GR89]. Whilst computational algorithms have been devel-
oped recently (e.g., [Koe06]), such representations are still difficult to describe when the
matrix dimension n is large, which is often the realm of interest for problems in random
matrix theory.
For each of our three spiked models of interest, the joint eigenvalue density involves a spe-
cific particularization of (1): For Johnstone’s spiked model it is a 0F
(1)
0 , for the non-central
Wishart spiked model it is a 0F
(1)
1 , whilst for the non-central F spiked model it is a 1F
(1)
1 .
However, it turns out that for all three cases, one of the matrix arguments in the associ-
ated hypergeometric function has rank r ≤ n, with r denoting the number of spikes. For
such a reduced-rank scenario, in some exciting and very recent work by Onatski [Ona14],
a new representation was derived for 0F
(α)
0 in (1), which was expressed as a r-dimensional
contour integral involving a 0F
(α)
0 function of only r × r matrix arguments (rather than
n × n matrix arguments). This is critical for facilitating the large dimensional analysis
of spiked random matrix models, under the asymptotics n → ∞ with r fixed, since the
dimension of the matrix arguments does not explode under such asymptotics. Effectively,
the result in [Ona14] is a generalization of the previous contour-integral formulations in
[For11, Mo12, Wan12, OMH13], which applied for the case r = 1. We also mention that,
4for the same case r = 1, an additional generalization of [For11, Mo12, Wan12, OMH13] was
presented very recently in [DJ14], which provided an analogous contour-integral formula
for the case of pF
(α)
q with general p and q.
In this paper, to facilitate analysis of LSS of multi-spiked random matrix models, we
provide a necessary generalization of the result in [Ona14] beyond the case p = 0, q = 0,
by deriving a new r-dimensional contour-integral representation for the hypergeometric
function (1), involving a reduced complexity hypergeometric function with r × r matrix
arguments. This result applies for arbitrary r, arbitrary p and q, and under some mild
conditions on α. We keep this discussion general and self-contained, since the class of
hypergeometric functions embodied by (1) is very broad, and thus our results may be of
independent interest. For the particularization to α = 1, which is of prime interest for
our LSS analysis, we also derive a new convenient determinant representation, which is
general, and allows for arbitrary eigenvalue multiplicities of the rank-r matrix argument.
Armed with these new results, we can immediately write down new contour-integral-
based expressions for the joint eigenvalue densities for each of the three spiked matrix
models, with arbitrary numbers of spikes. Such expressions are in a form which facilitates
the analysis of LSS by employing the Coulomb fluid framework from [CL98], and saddle-
point techniques. In particular, for each of the three matrix models, we derive CLTs for
general linear statistics, presenting rather simple formulas for the asymptotic mean and
variance. For the case of Johnstone’s spiked model, our expressions provide a simple alter-
native to those derived previously (using very different methods) in [WSY13], whilst for
the non-central Wishart and F spiked models, the results are completely new. We find that
in all cases, the presence of multiple spikes does not influence the leading order behavior
of the asymptotic mean and variance of the LSS, whilst each spike contributes additively
to an O(1) correction term to the asymptotic mean, which we characterize explicitly.
Notation. All columns vectors and matrices are denoted by lowercase and uppercase
boldface characters respectively. The conjugate transpose of a matrix A is A† whereas its
transpose is AT . In is the identity matrix of size n× n, whereas 0n×m is the n×m matrix
of all zeros. E(X) denotes the expectation of the random variable X . CWn (m,Σ,Θ)
denotes the complex Wishart distribution of size n with m degrees of freedom, scale matrix
Σ and non-centrality matrix Θ. N (µ, σ2) denotes the Gaussian distribution with mean µ
and variance σ2, whereas CN (u,Σ) denotes the circularly-symmetric complex Gaussian
distribution with mean u and covariance matrix Σ. We use
L→ to denote convergence in
distribution, and P to denote Cauchy principal value when dealing with principal value
integrals. a1:p denotes a sequence of numbers a1, . . . , ap, and similarly, a1:p + K denotes
the sequence a1 +K, . . . , ap +K for any constant K. We will also employ ι =
√−1.
52. General Contour-Integral Representation for Hypergeometric
Functions of Two Matrix Arguments
Consider the hypergeometric function of two matrix arguments given in (1), where p
and q are non-negative integers, and α is a real parameter. Further, denote x1, . . . , xn and
y1, . . . , yn as the eigenvalues of the n×n Hermitian matrices X and Y, respectively. Before
presenting our main results, we start by recalling some brief background. First, recall the
classical series expansion
pF
(α)
q (a1:p; b1:q;X,Y) =
∞∑
k=0
1
k!
∑
κ⊢k, ℓ(κ)≤n
(a1)
(α)
κ · · · (ap)(α)κ
(b1)
(α)
κ · · · (bq)(α)κ
C
(α)
κ (X)C
(α)
κ (Y)
C
(α)
κ (In)
(2)
where for all 1 ≤ j ≤ n and ℓ ∈ Z+ no element of b1:q equals −ℓ + (j − 1)/α, whilst
C
(α)
κ (X) = C
(α)
κ (x1, . . . , xn), C
(α)
κ (Y) = C
(α)
κ (y1, . . . , yn), and C
(α)
κ (In) = C
(α)
κ (1, . . . , 1) are
“C-normalized” Jack polynomials [Mac95], which are symmetric homogenous multi-variate
polynomials normalized to satisfy:
(x1 + · · ·+ xn)k =
∑
κ⊢k, ℓ(κ)≤n
C(α)κ (x1, . . . , xn) . (3)
The notation κ ⊢ k means that κ = (κ1, κ2, . . .) is a partition of k, with ℓ(κ) the number of
non-zero elements, and the integers κ1 ≥ κ2 ≥ · · · ≥ κℓ(κ) > 0 satisfy κ1+κ2+ · · ·+κℓ(κ) =
|κ| = k. Moreover, (·)(α)κ refers to the generalized Pochhammer symbol (see [DES07])
(a)(α)κ =
ℓ(κ)∏
i=1
Γ
(
a− i−1
α
+ κi
)
Γ
(
a− i−1
α
) .
The series (2) converges absolutely for all Hermitian matrices X and Y if p ≤ q; for
Hermitian matrices X and Y satisfying maxi≤n |xi| × maxi≤n |yi| < 1 if p = q + 1, and
diverges unless it terminates if p > q + 1 (see [GR89]). For all results in this paper, whilst
not continually stated, we will assume that X and Y are chosen such that the series (2)
converges.
Remark 1. Note that since pF
(α)
q (a1:p; b1:q;X,Y) depends on X and Y only through
their eigenvalues, henceforth we may simply consider X = diag(x1, . . . , xn) and Y =
diag(y1, . . . , yn), without loss of generality. Moreover, as common in the multivariate anal-
ysis literature, we have given the definitions above in terms of Hermitian matrices, such
that x1, . . . , xn and y1, . . . , yn are real; however, as indicated in [Ona14], the definitions
above may be equally extended to allow these values to be complex.
6Note also that for the case where either p = 0 or q = 0, the corresponding generalized
Pochhammer factors on the numerator and denominator of (2) are omitted; e.g.,
0F
(α)
0 (X,Y) =
∞∑
k=0
1
k!
∑
κ⊢k, ℓ(κ)≤n
C
(α)
κ (X)C
(α)
κ (Y)
C
(α)
κ (In)
.
Finally, from the definition (2) and also (3), for the trivial case n = 1,
pF
(α)
q (a1:p; b1:q; x, y) =
∞∑
k=0
1
k!
∏p
j=1 Γ(aj + k)/Γ(aj)∏q
j=1 Γ(bj + k)/Γ(bj)
(xy)k
= pFq (a1:p; b1:q; xy) , (4)
which is just the classical pFq function of one variable
∗.
2.1. New Results. In this work we are primarily interested in cases where one of the
matrix arguments, say X, has rank r ≤ n, as this is precisely the scenario which arises
when dealing with multi-spiked random matrix models, as will be shown in Section 3.
For such cases, the following result provides a new r-dimensional contour-integral formula,
representing the pF
(α)
q function in (2) of two n×n matrix arguments in terms of a reduced
complexity pF
(α)
q function with r × r matrix arguments.
Lemma 1. Assume that X = diag(x1, . . . , xn) and Y = diag(y1, . . . , yn), with real or
complex diagonal entries. Assume also that xj 6= 0 for 1 ≤ j ≤ r and xj = 0 for r < j ≤ n.
Denote X = diag (x1, . . . , xr), and define Z = diag (z1, . . . , zr) with zj ∈ C. In addition,
let α = 2/β, with β ∈ Z+. If β is odd, then further assume that n−r+1 is even (otherwise,
this assumption is not necessary). Define θ = (n− r+1−α)/α, and assume that b1:q and
b1:q − θ contain no elements equal to −ℓ+ (j − 1)/α for all 1 ≤ j ≤ n and ℓ ∈ Z+. Then,
we have
pF
(α)
q (a1:p; b1:q;X,Y)
=
φ(α)(b1:q)
φ(α)(a1:p)
1
r!(2πι)r
∮
C
· · ·
∮
C
pF
(α)
q (a1:p − θ; b1:q − θ;X ,Z)ω(α) (X ,Y,Z)
r∏
j=1
dzj (5)
where C is a contour, oriented counter-clockwise, that encloses y1, . . . , yn. Moreover,
ω(α) (X ,Y,Z) = (−1)r(r−1)/(2α)
r∏
j=1
[
Γ((n+ 1− j)/α)Γ(1/α)
Γ((r + 1− j)/α)
]
×
r∏
j>i
(zj − zi)2/α
r∏
j=1
[
x−θj
n∏
s=1
(zj − ys)−1/α
]
∗Scalar hypergeometric functions do not depend on α; thus, we will drop the superscript when referring
to them.
7and
φ(α)(a1:p) =
p∏
j=1
[
r∏
i=1
Γ
(
aj − i−1α
)
Γ
(
aj − θ − i−1α
)
]
. (6)
Proof. See Section 4.1. 
Remark 2. Note that if p = 0 or q = 0, then the corresponding empty products in (6)
(equivalently, empty arguments of φ(α) in (5)) are interpreted as unity. The same is true
more generally whenever such empty products are encountered throughout the paper.
Remark 3. The reduction to the case of a single matrix argument; i.e., pF
(α)
q (a1:p; b1:q;X, In) =
pF
(α)
q (a1:p; b1:q;X) is immediate, upon setting yi = 1 for i = 1, . . . , n.
For p = 0, q = 0, Lemma 1 reduces to the result in [Ona14, Eq. (1)]. In addition, for
the special case r = 1, noting (4), it collapses to the following:
pF
(α)
q (a1:p; b1:q;X,Y)
=
φ(α)(b1:q)
φ(α)(a1:p)
1
2πι
∮
C
pFq (a1:p − n/α + 1; b1:q − n/α + 1; x1z)ω(α) (x1,Y, z) dz
where now
ω(α) (x1,Y, z) =
Γ(n/α)
x
n/α−1
1
n∏
s=1
(z − ys)−1/α
and
φ(α)(a1:p) =
p∏
j=1
Γ(aj)
Γ(aj − n/α + 1) . (7)
This result has been reported very recently in [DJ14, Proposition 1].
2.1.1. Case of α = 1 (β = 2). Whilst the result in Lemma 1 is very general, and we believe
may be of independent interest, our main subsequent focus is on the case α = 1 (β = 2),
which arises in the study of Hermitian random matrix ensembles. In this case, we may
invoke a determinant formula for the hypergeometric function of two matrix arguments,
thus giving a simpler and more convenient representation. These results allow for the xis
to occur with arbitrary multiplicities.
8Corollary 1. Consider the same Assumptions as in Lemma 1, but now also consider α = 1
and
x1 = · · · = xk1 =: x˜1
xk1+1 = · · · = xk1+k2 =: x˜2
...
...
x∑M−1
ℓ=1 kℓ+1
= · · · = xr =: x˜M
with x˜1 > · · · > x˜M > 0, where the ordering is imposed without loss of generality. Then,
we have
pF
(1)
q (a1:p; b1:q;X,Y) =
K(a1:p, b1:q)∏M
i<j(x˜i − x˜j)
M∏
ℓ=1
Kkℓ(a1:p, b1:q)
x˜
kℓ(n−r)
ℓ
det (A)
where
K(a1:p, b1:q) =
r∏
ℓ=1
[
(n− ℓ)!
q∏
i=1
(bi − ℓ)!
(bi − n)!
p∏
j=1
(aj − n)!
(aj − ℓ)!
]
, (8)
whilst Kkℓ(a1:p, b1:q) = 1 for kℓ = 1 and
Kkℓ(a1:p, b1:q) =
kℓ−1∏
j=1
[
1
(kℓ − j)!
∏p
i=1(ai − n+ j)!/(ai − n)!∏q
i=1(bi − n+ j)!/(bi − n)!
]
for kℓ > 1. Moreover, A =
[
AT1 , . . . ,A
T
M
]T
is an r×r matrix, with kℓ×r matrix Aℓ taking
entries
(Aℓ)i,j =
1
2πι
∮
C
pFq (a1:p − n + 1 + kℓ − i; b1:q − n + 1 + kℓ − i; xℓz) zkℓ−i+j−1∏n
s=1 (z − ys)
dz .
Proof. See Section 4.2. 
Corollary 2. If x1 > · · · > xr (i.e., no eigenvalue multiplicities), then Corollary 1 reduces
to
pF
(1)
q (a1:p; b1:q;X,Y)
=
K(a1:p, b1:q)∏r
i<j(xi − xj)
∏r
j=1 x
n−r
j
det
(
1
2πι
∮
C
pFq (a1:p − n + 1; b1:q − n + 1; xiz) zj−1∏n
s=1 (z − ys)
dz
)r
i,j=1
where K(a1:p, b1:q) is given by (8).
For the case, p = 0, q = 0, this agrees with [Ona14, Corollary 1]. Moreover, for the case
r = 1, it collapses to
pF
(1)
q (a1:p; b1:q;X,Y) =
K(a1:p, b1:q)
xn−11
1
2πι
∮
C
pFq (a1:p − n + 1; b1:q − n + 1; x1z)∏n
s=1(z − ys)
dz
9where
K(a1:p, b1:q) = (n− 1)!
q∏
i=1
(bi − 1)!
(bi − n)!
p∏
j=1
(aj − n)!
(aj − 1)! .
For p = 0, q = 0, this result agrees with [For11, Wan12, Mo12, OMH13]; for p = 0, q = 1,
it agrees with [Dha13, Eq. (6)]; whilst for p = 1, q = 1, it agrees with [PMC14, Page 18].
3. Central Limit Theorems for Linear Spectral Statistics
In this section, we derive CLTs for LSS of three “spiked” Hermitian random matrix en-
sembles. Our results will apply for rather general scenarios, allowing for multiple spikes. In
the following discussion, we will assume that all spikes are distinct, which is the most rep-
resentative scenario for practical applications, such as those highlighted in the introduction
(signal processing, biology, finance, etc). The case where some or all of the spikes coincide
will be discussed subsequently, in Section 3.3, for which additional technical difficulties
arise.
3.1. Multi-Spiked Matrix Models and Eigenvalue Distributions. The “spiked”
complex random matrix models we consider are given as follows:
• Model A: Spiked central Wishart:
Matrices with distribution CWn (m,Σ, 0n×n) (m ≥ n), where Σ has multiple distinct
“spike” eigenvalues 1 + δ1 > · · · > 1 + δr, with δk > 0 for all 1 ≤ k ≤ r, and all other
eigenvalues equal to 1.
• Model B: Spiked non-central Wishart:
Matrices with distribution CWn (m, In,Θ) (m ≥ n), where Θ is rank r with distinct
“spike” eigenvalues nν1 > · · · > nνr > 0.
• Model C: Spiked multivariate F:
Matrices of the form
F =W1W
−1
2 ,
where W1 ∼ CWn (m1,Σ,Θ) (m1 > n), W2 ∼ CWn (m2,Σ, 0n×n) (m2 > n) are
independent, with Θ rank r with distinct “spike” eigenvalues nν1 > · · · > nνr > 0.
For Models A and B, exact expressions for the joint probability density function of
the eigenvalues xk, 1 ≤ k ≤ n (taken in the following to be unordered) are well known,
and these are expressed in terms of 0F
(1)
0 and 0F
(1)
1 functions of two matrix arguments
respectively, see [Jam64, Eq. (95) and (102)]. Thus, by directly invoking Corollary 2, we
10
immediately obtain new expressions for these eigenvalue distributions, which admit the
unified form:
K
(A,B)
n
(2πı)r
n∏
i<j
(xj − xi)2
n∏
j=1
xm−nj e
−xj
∮
C
· · ·
∮
C
det
(
zi−1j
)r
i,j=1
det (li(zj))
r
i,j=1∏r
t=1
∏n
s=1(zt − xs)
r∏
j=1
dzj , (9)
for xk ∈ (0,∞), 1 ≤ k ≤ n, the contour C encloses counter-clockwise x1, . . . , xn in its
interior and K
(A,B)
n is a normalization constant given explicitly as
K(A,B)n =


∏r
i<j(δi−δj)−1
∏r
j=1(1+δj )
r−m−n
r!
∏n
k=1(m−k)!
∏n
j=r+1(n−j)! , for Model A∏r
i<j(νi−νj)−1
∏r
j=1 ν
r−n
j
exp(−n∑rj=1 νj)
r!(m−n)!nr(n−r)+1∏nj=r+1(m−j)!(n−j)! , for Model B.
The function l(·) captures the effect of the spiked eigenvalues and is given by
li(z) =
{
exp
(
δi
δi+1
z
)
, for Model A
0F1(m− n+ 1, nνiz), for Model B.
Similarly, for Model C, an exact expression for the joint probability density function of
the eigenvalues xk, 1 ≤ k ≤ n (taken in the following to be unordered) is well known, and
this is given in terms of a 1F
(1)
1 functions of two matrix arguments, see [Jam64, Eq. (109)].
Thus, by invoking Corollary 2 and applying a change of variable, we immediately obtain a
new expression for the joint density of fk = xk/(1 + xk) ∈ (0, 1):
K
(C)
n
(2πı)r
n∏
i<j
(fj − fi)2
n∏
j=1
f
m1−n
j (1− fj)m2−n
∮
C
· · ·
∮
C
det
(
zi−1j
)r
i,j=1
det (li(zj))
r
i,j=1∏r
t=1
∏n
s=1(zt − fs)
r∏
j=1
dzj ,
(10)
where the contour C encloses counter-clockwise f1, . . . , fn in its interior, K
(C)
n is a normal-
ization constant given explicitly as
K(C)n =
∏r
i<j(νi − νj)−1
∏r
j=1 ν
r−n
j e
−n∑rj=1 νj(m1 +m2 − n)!
∏n
j=r+1(m1 +m2 − j)!
r!nr(n−r)+1
∏n
j=r+1(n− j)!
∏n
k=1(m2 − k)!(m1 − n)!
∏n
j=r+1(m1 − j)!
,
whilst the function l(·) captures the effect of the spiked eigenvalues and is given by
li(z) = 1F1(m1 +m2 − n + 1, m1 − n+ 1;nνiz).
In the following we will compute the asymptotic distribution of general LSS for each of
the three multi-spiked random matrix models above. In taking asymptotics for Models A
and B, we will be concerned with the following limits:
Assumption 1. m,n→∞ such that m/n→ c ≥ 1.
For Model C, we will be concerned with:
Assumption 2. m1, m2, n→∞ such that m1/n→ c1 > 1 and m2/n→ c2 > 1.
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3.2. Central Limit Theorems.
Theorem 1. Consider Models A and B and define
a = (1−√c)2, b = (1 +√c)2.
Under Assumption 1, for an analytic function f : U 7→ C where U is an open subset of the
complex plane which contains [a, b], we have
n∑
k=1
f
(xk
n
)
− nµ L→ N
(
r∑
ℓ=1
µ¯(z0,ℓ), σ
2
)
,
where
µ =
1
2π
∫ b
a
f(x)
√
(b− x)(x− a)
x
dx (11)
σ2 =
1
2π2
∫ b
a
f(x)√
(b− x)(x− a)
[
P
∫ b
a
f ′(y)
√
(b− y)(y − a)
x− y dy
]
dx (12)
with these terms independent of the spikes. The spike-dependent terms µ¯(z0,ℓ), 1 ≤ ℓ ≤ r
admit
µ¯(z0,ℓ) =
1
2π
∫ b
a
f(x)√
(b− x)(x− a)
(√
(z0,ℓ − a)(z0,ℓ − b)
z0,ℓ − x − 1
)
dx (13)
where
z0,ℓ =
{
(1+cδℓ)(1+δℓ)
δℓ
, for Model A
(1+νℓ)(c+νℓ)
νℓ
, for Model B
.
The branch of the square root
√
(z0,ℓ − a)(z0,ℓ − b) is chosen according to Remark 6.
Proof. See Section 4.3. 
Theorem 2. Consider Model C and define
a =
c1(c1 + c2 − 1) + c2 − 2
√
c1c2(c1 + c2 − 1)
(c1 + c2)2
,
b =
c1(c1 + c2 − 1) + c2 + 2
√
c1c2(c1 + c2 − 1)
(c1 + c2)2
.
Under Assumption 2, for an analytic function f : U 7→ C where U is an open subset of the
complex plane which contains [a, b], we have
n∑
k=1
f (xk)− nµF L→ N
(
r∑
ℓ=1
µ¯F(z0,ℓ), σ
2
F
)
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where
µF =
c1 + c2
2π
∫ b
a
f
(
x
1− x
) √
(b− x)(x− a)
x(1− x) dx (14)
σ2
F
=
1
2π2
∫ b
a
f
(
x
1−x
)
√
(b− x)(x− a)

P ∫ b
a
f ′
(
y
1−y
)√
(b− y)(y − a)
x− y dy

 dx . (15)
The spike-dependent terms µ¯F(z0,ℓ), 1 ≤ ℓ ≤ r admit
µ¯F(z0,ℓ) =
1
2π
∫ b
a
f
(
x
1−x
)
√
(b− x)(x− a)
(√
(z0,ℓ − a)(z0,ℓ − b)
z0,ℓ − x − 1
)
dx (16)
where
z0,ℓ =
(1 + νℓ)(c1 + νℓ)
νℓ(c1 + c2 + νℓ)
.
The branch of the square root
√
(z0,ℓ − a)(z0,ℓ − b) is chosen according to Remark 7.
Proof. See Section 4.4. 
For all three models, these theorems generalize our previous results in [PMC14] to multi-
spiked scenarios, collapsing to the same expressions for the special case r = 1. We see that
each spiked eigenvalue, whilst not affecting the asymptotic mean or variance to leading
order, contributes an O(1) correction term to the mean, and the contributions across
multiple spikes are additive.
3.3. Extension to spike multiplicities. For completeness, we now consider the case
where some or all of the spiked eigenvalues coincide. To this end, we require a slight
reformulation of the three matrix models introduced previously, with additional notation:
• Model A: Spiked central Wishart with spike multiplicities:
As before, but now Σ has M distinct spike eigenvalues 1 + δ1 > · · · > 1 + δM , with
δℓ > 0 having multiplicity kℓ, for 1 ≤ ℓ ≤ M , such that
∑M
ℓ=1 kℓ = r, and all other
eigenvalues equal to 1.
• Model B: Spiked non-central Wishart with spike multiplicities:
As before, but now the rank-r matrix Θ has M distinct spike eigenvalues nν1 > · · · >
nνM > 0, where νℓ has multiplicity kℓ, for 1 ≤ ℓ ≤M , such that
∑M
ℓ=1 kℓ = r.
• Model C: Spiked multivariate F with spike multiplicities:
As before, but now the rank-r matrix Θ has M distinct spike eigenvalues nν1 > · · · >
nνr > 0, where νℓ has multiplicity kℓ, for 1 ≤ ℓ ≤M , such that
∑M
ℓ=1 kℓ = r.
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With spike multiplicities, whilst one may naively set the spikes to be equal in Theorems 1
and 2, this is not mathematically justified since the eigenvalue densities given in (9) and
(10), used in deriving these theorems, are no longer valid. This is because det(li(zj))
r
i,j=1
equates to 0 whilst the constants K
(A,B)
n and K
(C)
n tend to infinity. Therefore, here we
consider the appropriate modifications which take account of spike multiplicities. As we
will see, it turns out that deriving CLTs for LSS of the three matrix models, analogous
to Theorems 1 and 2, is faced with additional technical challenges when the spikes coin-
cide. Thus, as we will describe, this will prevent us from deriving the desired CLT in full
generality.
We start by presenting the appropriately modified joint eigenvalue densities for each
of the three spiked matrix models. These are obtained by replacing the hypergeometric
functions of two matrix arguments in [Jam64, Eq. (95), (102) and (109)], as before, but
now we use Corollary 1 rather than the simpler expression in Corollary 2. Consequently,
the joint probability density function of the eigenvalues xk, 1 ≤ k ≤ n for Models A and
B admits the unified form
K
(A,B)
n
(2πı)r
n∏
i<j
(xj − xi)2
n∏
j=1
xm−nj e
−xj
∮
C
· · ·
∮
C
det
(
zi−1j
)r
i,j=1
det(A¯)∏r
t=1
∏n
s=1(zt − xs)
r∏
j=1
dzj , (17)
for xk ∈ (0,∞), 1 ≤ k ≤ n, the contour C encloses counter-clockwise x1, . . . , xn in its
interior and K
(A,B)
n is a normalization constant given explicitly as
K(A,B)n =


∏M
i<j(δi−δj)−1
∏M
j=1(1+δj )
kℓ(r−m−n)
r!
∏n
k=1(m−k)!
∏n
j=r+1(n−j)! , for Model A∏M
i<j(νi−νj)−1
∏M
j=1 ν
kℓ(r−n)
j
exp(−n∑Mj=1 kℓνj)
r!nr(n−r)+1
∏n
j=r+1(m−j)!(n−j)!
∏M
ℓ=1
∏kℓ−1
j=1 (kℓ−j)!(m−n+j)!
, for Model B.
Moreover, A¯ =
[
A¯T1 , . . . , A¯
T
M
]T
is an r × r matrix which captures the effect of the spiked
eigenvalues, with kℓ × r submatrix A¯ℓ taking entries
(A¯ℓ)i,j =
{
zkℓ−ij exp
(
δℓ
δℓ+1
zj
)
for Model A
zkℓ−ij 0F1(m− n+ kℓ − i+ 1;nνℓzj) for Model B.
Similarly, with xk, 1 ≤ k ≤ n the eigenvalues for Model C, we obtain the joint density
of fk = xk/(1 + xk) ∈ (0, 1):
K
(C)
n
(2πı)r
n∏
i<j
(fj − fi)2
n∏
j=1
f
m1−n
j (1− fj)m2−n
∮
C
· · ·
∮
C
det
(
zi−1j
)r
i,j=1
det(A¯)∏r
t=1
∏n
s=1(zt − fs)
r∏
j=1
dzj ,
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where the contour C encloses counter-clockwise f1, . . . , fn in its interior, K
(C)
n is a normal-
ization constant given explicitly as
K(C)n =
M∏
ℓ=1
kℓ−1∏
j=1
(m1 +m2 − n + j)!
(kℓ − j)!(m1 − n+ j)!
×
∏M
i<j(νi − νj)−1
∏M
j=1 ν
kℓ(r−n)
j e
−n∑Mj=1 kℓνj ∏n
j=r+1(m1 +m2 − j)!
r!nr(n−r)+1
∏n
j=r+1(n− j)!
∏n
k=1(m2 − k)!
∏n
j=r+1(m1 − j)!
,
whilst A¯ =
[
A¯T1 , . . . , A¯
T
M
]T
is an r × r matrix which captures the effect of the spiked
eigenvalues, with kℓ × r submatrix A¯ℓ taking entries
(A¯ℓ)i,j = z
kℓ−i
j 1F1(m1 +m2 − n + kℓ − i+ 1, m1 − n+ kℓ − i+ 1;nνℓzj).
Whilst facilitating the derivations of the desired CLTs, these joint eigenvalue density
expressions may also be of independent interest. With these, we can now tread the footsteps
of the proof of Theorem 1 for Models A and B, and that of Theorem 2 for Model C. It
turns out that the derivation follows in a straightforward manner, up to the point of
computing the saddlepoint approximation, in which case we encounter difficulties. In
particular, it turns out that as the number of spike multiplicities kℓ increase, one requires
a more and more accurate saddlepoint approximation, which becomes unweildy beyond
small multiplicity scenarios. In Section 4.5 we give specific details of the derivation method,
where we employ a refined saddlepoint approximation (i.e., by including a correction term)
which allows computation of the desired CLT for the cases r = 2 and r = 3, with any
spike multiplicity. We also show that with r = 4, a further refinement of the saddlepoint
approximation is needed. We give these derivations explicitly for Models A and B, but the
corresponding results follow readily for Model C also. For r = 2 and r = 3, we establish
the same result as in Theorem 1 and Theorem 2, upon setting the spikes to be equal. These
observations motivate the following claim:
Claim 1: In addition to the case of distinct spikes, the results in Theorems 1 and 2
continue to hold when some or all of the spikes coincide.
Whilst it appears difficult to prove this claim in full generality with our current derivation
methods, the evidence provided for the cases r = 2 and r = 3, as well as all of our numerical
simulations for r ≥ 4 suggest that this is indeed true. We point out that this claim is
consistent with results reported in [WSY13], which considered Model A (but not Models
B and C) and accounted for arbitrary multiplicities. Therein, as indicated previously,
they used substantially different methods to give an alternative to Theorem 1, and they
demonstrated that it was inconsequential to their final result whether or not the spikes
were distinct or equal.
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4. Derivations of main results
This section compiles the proofs of the key technical results in the paper.
4.1. Proof of Lemma 1.
Proof. For the most part, the proof mirrors that of [Ona14, Appendix A], which considered
the case p = 0, q = 0. We first give a slight modification of the result in [Ona14, Lemma
G.1], which presents the torus scalar product relation for Jack polynomials. In particular,
letting Z = diag(z1, . . . , zr) and Z
∗ = diag(z∗1 , . . . , z
∗
r ), with
∗ denoting complex conjugate,
we have
〈
C(α)κ (Z), C
(α)
τ (Z)
〉
α
:=
1
r!(2πι)r
∮
· · ·
∮
C(α)κ (Z)C
(α)
τ (Z
∗)
∏
1≤i,j≤r, i 6=j (1− zi/zj)
1
α∏r
j=1 zj
r∏
j=1
dzj
=
{ (
α|κ||κ|!)2 (∏rj=1 Γ((r−j+1)/α)Γ(1/α)Γ(1+(r−j)/α)) v(κ,α)w(κ,α) if κ = τ
0 if κ 6= τ
(18)
where the integration contours are unit circles in the complex plane, whilst v(κ, α) and
w(κ, α) are constants which are related to the so-called Ferrers diagram (equivalently,
Young diagram) of the partition κ. The specific values of these constants will not be
needed here; but for specific details, refer to [Ona14, Appendix A] and [DES07]. Recall
also the notation |κ| = κ1 + κ2 + · · · .
Consider the right-hand side of (5), which we label RHS. One can verify that this
quantity remains unchanged upon transforming
Z → ψZ , Y → ψY, X→ ψ−1X,
for any constant ψ. Thus, without loss of generality, we may henceforth assume that
maxj≤n |yj| < 1.
Remark 4. When maxj≤n |xj |×maxj≤n |yj| < 1, we can additionally assume that maxj≤n |xj | <
1. Indeed, define
ψ =
1
max
j≤n
|ψyj|+ ε , with 0 < ε <
1
max
j≤n
|xj| −maxj≤n |yj|.
With this choice of ψ, one can verify that maxj≤n |ψyj| < 1 and maxj≤n |ψ−1xj | < 1.
Moreover, since each zj defined in RHS traces a contour which encircles {yj}nj=1, due to
the scaling above, we may now deform each of these contours to trace the unit circle in the
complex plane, without changing the integral. This will allow us to make use of (18).
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To commence the proof, we expand the pF
(α)
q function in RHS via (2). When p = q+1,
this is possible since the maximum eigenvalue of X is maxj≤n |xj | which is less than one
(see Remark 4) and maxj≤n |zj | = 1, so that the series converges. Since
∏r
j>i(zj − zi)2/α
equals (−1)r(r−1)/(2α)∏rj=1 z(r−1)/αj ∏1≤i,j≤r, i 6=j(1− ziz−1j )1/α, we rewrite ω(α) as
ω(α) (X ,Y,Z) = γ(α)
r∏
j=1
(zjxj)
−θ
[
r∏
j=1
n∏
s=1
(
1− ysz∗j
)] ∏1≤i,j≤r, i 6=j (1− zi/zj)1/α∏r
j=1 zj
(19)
where
γ(α) =
r∏
j=1
[
Γ((n+ 1− j)/α)Γ(1/α)
Γ((r + 1− j)/α)
]
.
In addition, the quantity in square brackets in (19) admits the expansion [Ona14, Lemma
G.2]
r∏
j=1
n∏
s=1
(
1− ysz∗j
)
=
∞∑
t=0
∑
τ⊢t, ℓ(τ)≤r
w(τ, α)
(α|τ ||τ |!)2C
(α)
τ (Y)C
(α)
τ (Z
∗) .
As explained in [Ona14], the series on the right-hand side of this equality converges uni-
formly over Ωρ = {Z∗ : maxj≤r |z∗j | ≤ ρ−1}, for any ρ > maxs≤n |ys| since the function on
the left-hand side is analytic in a open region containing Ωρ. With these, the right-hand
side of (5) becomes
RHS =
φ(α)(b1:q)
φ(α)(a1:p)
γ(α)∏r
j=1 x
θ
j
∞∑
k=0
∑
κ⊢k, ℓ(κ)≤r
∞∑
t=0
∑
τ⊢t, ℓ(τ)≤r
1
k!
(a1:p − θ)(α)κ
(b1:q − θ)(α)κ
w(τ, α)
(t!αt)2
C
(α)
κ (X )C
(α)
τ (Y)
C
(α)
κ (Ir)
×
〈
C(α)κ (Z),
[ r∏
j=1
zθj
]
C(α)τ (Z)
〉
α
(20)
where, for notational convenience, we have introduced
(a1:p − θ)(α)κ =
p∏
j=1
(aj − θ)(α)κ , (b1:q − θ)(α)κ =
q∏
j=1
(bj − θ)(α)κ . (21)
The interchange of the order of integration and summation in (20) is possible because, as
seen previously, the two series converge uniformly over the unit torus.
To proceed, given that θ is an integer (enforced in the lemma statement by requiring
n − r + 1 to be even whenever β is odd), we may utilize the recurrence relation for the
“J-normalized” Jack polynomials in [Sta89, Proposition 5.1], along with their connection
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to our “C-normalized” Jack polynomials [DES07, Table 6], to obtain†[
r∏
j=1
zθj
]
C(α)τ (Z) = Kτ (α)C
(α)
τ˜ (Z) , (22)
where
Kτ (α) = α
−rθ t!
(t+ rθ)!
w(τ˜ , α)
w(τ, α)
θ∏
j=1
1
c(τ1+j,··· ,τr+j)(α)
(23)
and
τ˜ = (τ1 + θ, . . . , τr + θ). (24)
Here, τ˜ is a partition corresponding to τ but with each element shifted by a constant θ,
whilst the constants c(τ1+j,··· ,τr+j)(α), j = 1, . . . , θ, are defined based on the Ferrers diagram
of the associated partitions; the specific values of these are given in [Sta89, Proposition
5.5], though this will not be needed subsequently.
Remark 5. For the special case α = 1 (β = 2), we can obtain a simple and explicit
expression for (23). In particular, following [Jam64],
C(1)τ (Z) = χ[τ ](1)χ{τ}(Z)
where χ[τ ](1) and χ{τ}(Z) are representation-theoretic quantities given by
χ[τ ](1) = t!
∏r
i<j(τi − τj − i+ j)∏r
j=1(r + τj − j)!
, χ{τ}(Z) =
det
(
z
τj+r−j
i
)r
i,j=1
det
(
zr−ji
)r
i,j=1
from which it becomes clear that
Kτ (1) =
χ[τ ](1)
χ[τ˜ ](1)
=
t!
(t + r(n− r))!
r∏
j=1
(n + τj − j)!
(r + τj − j)! .
With the above results, the second line of (20) can be written as
〈
C(α)κ (Z),
[ r∏
j=1
zθj
]
C(α)τ (Z)
〉
α
= Kτ (α)
〈
C(α)κ (Z), C
(α)
τ˜ (Z)
〉
α
.
Now, from (18), observe that this is zero whenever κ 6= τ˜ . From the expression (20), for
every τ˜ there is a matching κ (but not vice-versa, since, from (24), each of the elements
†Hereby, we correct an argument of [Ona14], where the multiplying factor Kτ (α) was assumed unity. It
turns out, however, that this does not affect the final result.
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of partition τ˜ are constrained to be greater than or equal to θ, whilst there is no such
constraint for κ). For this reason, (20) simplifies to
RHS =
φ(α)(b1:q)
φ(α)(a1:p)
γ(α)∏r
j=1 x
θ
j
∞∑
t=0
∑
τ⊢t, ℓ(τ)≤r
1
(t+ rθ)!
(a1:p − θ)(α)τ˜
(b1:q − θ)(α)τ˜
w(τ, α)
(t!αt)2
C
(α)
τ˜ (X )C
(α)
τ (Y)
C
(α)
τ˜ (Ir)
×Kτ (α)
〈
C
(α)
τ˜ (Z), C
(α)
τ˜ (Z)
〉
α
.
Applying now (18), we evaluate the torus scalar product. Similar to (22), we may also
write
C
(α)
τ˜ (X ) =
∏r
j=1 x
θ
j
Kτ (α)
C(α)τ (X )
whilst, in addition, [DEKV13, Lemma 7] implies that C
(α)
τ (X ) = C
(α)
τ (X) for any τ with
ℓ(τ) ≤ r, and C(α)τ (X) = 0 if ℓ(τ) > r. Together, these results yield
RHS =
φ(α)(b1:q)
φ(α)(a1:p)
∞∑
t=0
∑
τ⊢t, ℓ(τ)≤n
γ˜(α)
1
t!
(a1:p − θ)(α)τ˜
(b1:q − θ)(α)τ˜
C
(α)
τ (X)C
(α)
τ (Y)
C
(α)
τ (In)
(25)
where
γ˜(α) =
α2rθ(t + rθ)!w(τ, α)v(τ˜ , α)
t! w(τ˜ , α)
C
(α)
τ (In)
C
(α)
τ˜ (Ir)
r∏
j=1
Γ((n+ 1− j)/α)
Γ(1 + (r − j)/α) .
This turns out to be the same factor obtained in [Ona14, Page 22], where it was evaluated
as
γ˜(α) = 1 .
Finally, recalling (21), we note that
(a1:p − θ)(α)τ˜ =
p∏
j=1
(aj − θ)(α)τ˜
=
p∏
j=1
r∏
i=1
Γ
(
aj − i−1α + τi
)
Γ
(
aj − θ − i−1α
)
= φ(α)(a1:p)× (a1)(α)τ (a2)(α)τ · · · (ap)(α)τ
and similarly
(b1:q − θ)(α)τ˜ = φ(α)(b1:q)× (b1)(α)τ (b2)(α)τ · · · (bq)(α)τ .
Using these expressions in (25) and recalling (2), we immediately have the left-hand side
of (5), thereby completing the proof.

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4.2. Proof of Corollary 1.
Proof. With β = 2 (i.e., α = 1), the parameters in Lemma 1 simplify to:
ω(1) (X ,Y,Z) = (−1)r(r−1)/2
r∏
j=1
(n− j)!
(r − j)!
r∏
i<j
(zj − zi)2
r∏
j=1
[
x
−(n−r)
j
n∏
s=1
(zj − ys)−1
]
and
φ(1)(a1:p) =
p∏
j=1
r∏
i=1
n−r∏
k=1
(aj − n+ r − i+ k) =
p∏
j=1
r−1∏
i=0
(aj − r + i)!
(aj − n+ i)! .
We may also express the pF
(1)
q on the right-hand side of (5) in an equivalent determinant
form by applying [CWS10, Lemma 5], leading to
pF
(1)
q (a1:p − n + r; b1:q − n + r;X ,Z) = K ·K2
det
(
A¯
)
∏M
i<j(x˜i − x˜j)
∏r
i<j(zj − zi)
where
K =
r∏
i=1
(r − i)!
∏q
j=1
∏r−1
k=0(bj − n+ k)!/(bj − n)!∏p
j=1
∏r−1
k=0(aj − n+ k)!/(aj − n)!
and
K2 = (−1)r(r−1)/2
M∏
ℓ=1
Kℓ(a1:p, b1:q) .
Here, A¯ =
[
A¯T1 , . . . , A¯
T
M
]T
is an r × r matrix, with kℓ × r submatrix A¯ℓ taking entries
(A¯ℓ)i,j = z
kℓ−i
j pFq(a1:p − n+ kℓ − i+ 1, b1:q − n+ kℓ − i+ 1; x˜ℓzj) .
Applying these simplifications in (5), and noting that
r∏
i<j
(zj − zi) = det
(
zi−1j
)r
i,j=1
,
we get
pF
(1)
q (a1:p; b1:q;X,Y) =
K(a1:p, b1:q)∏M
i<j(x˜i − x˜j)
M∏
ℓ=1
Kkℓ(a1:p, b1:q)
x˜
kℓ(n−r)
ℓ
× 1
r!
∮
C
· · ·
∮
C
det
(
zi−1j
)r
i,j=1
det
(
A¯
)
∏r
j=1 [2πι
∏n
s=1(zj − ys)]
dz1 · · ·dzr .
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Finally, integrating using the Andreief identity [And83]:∫
· · ·
∫
det (fi(xj))
r
i,j=1 det (gi(xj))
r
i,j=1
r∏
j=1
dµ(xj) = r! det
(∫
fi(x)gj(x)dµ(x)
)r
i,j=1
(26)
gives the result. 
4.3. Proof of Theorem 1 (Models A and B). We prove this result by virtue of the
moment generating function (MGF) of the LSS, which is
M(λ) = E
[
eλ
∑n
k=1 f(xk/n)
]
.
Using (9), upon applying the transformations xj → nxj and zj → nzj , we obtain
M(λ) = K
(A,B)
n
(2ıπ)r
∮
C˜
· · ·
∮
C˜
det
(
zi−1j
)r
i,j=1
det (li(nzj))
r
i,j=1Zn(λ, z1, . . . , zr)
r∏
j=1
dzj (27)
where
Zn(λ, z1, . . . , zr) =
∫
Rn+
n∏
i<j
(xj − xi)2
n∏
j=1
xm−nj e
−nxj∏r
t=1(zt − xj)
eλf(xj ) dxj (28)
where the contour C˜ encloses now counter-clockwise all scaled eigenvalues x1/n, . . . , xn/n
in its interior. This MGF expression has some structural similarity with that characterized
in [PMC14], which applied for the special case r = 1, with the key differences being
the second determinant (i.e., the one involving the li(·) functions), and the product in
the denominator of (28). Nonetheless, here we may follow the same general approach,
based on first employing a Coulomb fluid approximation of (28) followed by a saddlepoint
approximation, with appropriate modifications.
4.3.1. Coulomb fluid approximation of Zn(λ, z1, . . . , zr) in (28). It will be convenient to
rewrite Zn(λ, z1, . . . , zr) in the equivalent form:
Zn(λ, z1, . . . , zr) =
∫
Rn+
e−Φ(x1,...,xn)−
∑n
k=1 g(xk)
n∏
k=1
dxk (29)
where
g(x) = g(x, z1, . . . , zr) = −λf(x) +
r∑
j=1
ln(zj − x), (30)
with
Φ(x1, . . . , xn) = −2
n∑
i<j
ln |xj − xi|+ n
n∑
j=1
v0(xj)
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where we have defined
v0(x) = x−
(m
n
− 1
)
ln x.
Setting g(x) = 0 in (29), we also introduce
Zn =
∫
Rn+
e−Φ(x1,...,xn)
n∏
k=1
dxk,
which is simply a constant.
With this formulation, the results from [CL98], derived based on the Coulomb fluid
method, now immediately suggest that as n→∞ with m/n→ c,
Zn(λ, z1, . . . , zr) ≈ Zne−
S1(z1,...,zr)
2
−S2(z1,...,zr) (31)
where
S1(z1, . . . , zr) =
∫ b
a
g(x, z1, . . . , zr)̺(x, z1, . . . , zr) dx (32)
S2(z1, . . . , zr) = n
∫ b
a
g(x, z1, . . . , zr)σ˜0(x) dx. (33)
Here a = (1−√c)2 and b = (1 +√c)2, as defined in the theorem statement, whilst
σ˜0(x) =
1
2π
√
(b− x)(x− a)
x
, x ∈ [a, b] (34)
which is the Marcˇenko-Pastur law (see [Dys71, MP67]). Also,
̺(x, z1, . . . , zr) = −λρ1(x) + ρ2(x, z1, . . . , zr) (35)
where
ρ1(x) =
1
2π2
√
(b− x)(x− a)P
∫ b
a
√
(b− y)(y − a)
y − x f
′(y) dy
and
ρ2(x, z1, . . . , zr) =
r∑
j=1
ρ˜2(x, zj),
where
ρ˜2(x, z) =
1
2π2
√
(b− x)(x− a)P
∫ b
a
√
(b− y)(y − a)
y − x
1
y − z dy, x ∈ [a, b]
=
1
2π
√
(b− x)(x− a)
(√
(z − a)(z − b)
z − x − 1
)
, (36)
where the last integration followed from [PMC14, Eq. (37)].
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The objective is to obtain expressions for S1 and S2 in (32) and (33), respectively. To
this end, first consider S1. Substituting (30) and (35) into (32) yields a quadratic equation
in λ,
S1(z1, . . . , zr) = −λ2σ2 − 2λ
r∑
j=1
µ¯(zj)−
r∑
j=1
A1(zj) (37)
where σ2 takes the form (12), the linear coefficient µ¯(·) takes the form (13) since (see
[PMC14, Appendix B] for details)
µ¯(z) =
1
2
∫ b
a
[f(x)ρ˜2(x, z) + ln(z − x)ρ1(x)] dx
=
∫ b
a
f(x)ρ˜2(x, z) dx,
whilst the constant term involves
A1(z) = −
∫ b
a
ln(z − x)ρ˜2(x, z) dx.
Note that this last term is independent of the linear statistic f(·) and will not contribute
to either the asymptotic mean or variance.
Focusing now on S2, we substitute (30) and (34) into (33) to give
S2(z1, . . . , zr) = −n
(
λµ+
r∑
j=1
A2(zj)
)
(38)
where µ takes the form (11), whilst
A2(z) = − 1
2π
∫ b
a
ln(z − x)
√
(b− x)(x− a)
x
dx
is a constant which will contribute to the asymptotic mean in the sequel.
Combining (31) together with (37) and (38), we obtain
Zn(λ, z1, . . . , zr) ≈ Zneλ2 σ
2
2
+λ[nµ+
∑r
j=1 µ¯(zj)]+ 12
∑r
j=1 A1(zj)+n
∑r
j=1 A2(zj),
which, upon substituting into (27) gives, for large n,
M(λ) ∝ I(λ)eλ2 σ
2
2
+λnµ (39)
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where
I(λ) =
∮
C˜
· · ·
∮
C˜
det
(
zi−1j
)r
i,j=1
det (li(nzj))
r
i,j=1 e
λ
∑r
j=1 µ¯(zj)+
1
2
∑r
j=1A1(zj)+n
∑r
j=1A2(zj)
r∏
j=1
dzj
=
∮
C˜
· · ·
∮
C˜
det
(
zi−1j
)r
i,j=1
det
(
li(nzj)e
λµ¯(zj)+
A1(zj)
2
+nA2(zj)
)r
i,j=1
r∏
j=1
dzj .
Applying the Andreief identity (26), we obtain
I(λ) = det
(∮
C˜
zj−1li(nz)eλµ¯(z)+
A1(z)
2
+nA2(z) dz
)r
i,j=1
. (40)
With the MGF expressed in this form, we are now in a position to apply saddlepoint
approximation techniques in order to deal with the determinant of contour integrals. It is
important to recognize that this determinant has dimension r × r, which remains fixed as
n is taken large.
4.3.2. Saddlepoint approximation. The saddlepoint approximation will be applied to each
entry of the determinant above. To this end, following [PMC14, Section 5.2.1–2], we have
for large n and 1 ≤ i ≤ r,∮
C˜
zj−1li(nz)eλµ¯(z)+
A1(z)
2
+nA2(z) dz ≈ zj−10,i eλµ¯(z0,i)+h(z0,i), (41)
where
z0,i =
{
(1+cδi)(1+δi)
δi
, for Model A
(1+νi)(c+νi)
νi
, for Model B
is the saddlepoint and h(z0,i) is a function which does not depend on λ.
Remark 6. In order to find a saddlepoint outside [a, b], we have to take the following
specific branches for the square root
√
(z0,i − a)(z0,i − b):
• When 0 < δi ≤ 1/
√
c for Model A (resp. 0 < νi ≤
√
c for Model B), the branch is
chosen so that the signs of the real and imaginary part of
√
(z0,i − a)(z0,i − b) match
those of z0,i − c− 1;
• When δi > 1/
√
c for Model A (resp. νi >
√
c for Model B), the signs are chosen to
be opposite.
The square root in both cases then evaluates to the common form:√
(z0,i − a)(z0,i − b) =
{
1−cδ2i
δi
, for Model A
c
νi
− νi for Model B
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This square root is also encountered in the theorem statement, for which the same branch
should be taken as indicated above (see [PMC14] for more details).
Plugging (41) into (40), we have
I(λ) ≈ det (zi−10,j )ri,j=1 eλ∑rj=1 µ¯(z0,j)+∑rj=1 h(z0,j)
as n → ∞. Finally, using the above expression and omitting the leading determinant
and all other terms which are independent of λ (these are absorbed into a proportionality
constant), under the same large-n asymptotics, we can rewrite (39) as
M(λ) ∝ exp
(
λ2
σ2
2
+ λ
(
nµ+
r∑
j=1
µ¯(z0,j)
))
.
This is recognized as the MGF of a Gaussian distribution with mean nµ +
∑r
j=1 µ¯(z0,j)
and variance σ2. 
4.4. Proof of Theorem 2 (Model C). The proof is similar to Theorem 1, thus here we
give just a brief treatment. In this case, we will evaluate the MGF
M(λ) = E
[
eλ
∑n
k=1 f(xk)
]
which upon using (10) yields
M(λ) = K
(C)
n
(2ıπ)r
∮
C
· · ·
∮
C
det
(
zi−1j
)r
i,j=1
det (li(zj))
r
i,j=1Zn(λ, z1, . . . , zr)
r∏
j=1
dzj (42)
where
Zn(λ, z1, . . . , zr) =
∫
(0,1)n
n∏
i<j
(fj − fi)2
n∏
j=1
f
m1−n
j (1− fj)m2−n∏r
t=1(zt − fj)
e
λf
(
fj
1−fj
)
dfj
and
li(z) = 1F1 (m1 +m2 − n+ 1, m1 − n+ 1, nνiz) .
Following the derivation of Theorem 1, in this case we obtain
v0(x) = (1− c1) lnx+ (1− c2) ln(1− x)
σ˜0(x) =
c1 + c2
2π
√
(b− x)(x− a)
x(1− x) , x ∈ [a, b]
with a and b defined as in the theorem statement. Using the results of [CL98], we have as
n→∞ such that m1/n→ c1 and m2/n→ c2,
Zn(λ, z1, . . . , zr) ≈ Zne−
S1(z1,...,zr)
2
−S2(z1,...,zr) (43)
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with
S1(z1, . . . , zr) = −λ2σ2F − 2λ
r∑
j=1
µ¯F(zj)−
r∑
j=1
AF,1(zj)
where σ2F takes the form (15), the linear coefficient µ¯F(·) takes the form (16), whilst the
constant term is
AF,1(z) = −
∫ b
a
ln(z − x)ρ˜2(x, z) dx,
where ρ˜2(x, z) is given by (36). This constant term AF,1 is independent of the LSS f(·)
and will not contribute to either the asymptotic mean or variance.
For S2, we have
S2(z1, . . . , zr) = −n
(
λµF −
r∑
j=1
AF,2(zj)
)
where µF takes the form (14), whilst
AF,2(z) = −c1 + c2
2π
∫ b
a
ln(z − x)
√
(b− x)(x− a)
x(1− x) dx.
Substituting (43) into (42) we obtain that, as n→∞ with m1/n→ c1 and m2/n→ c2,
M(λ) ∝ I(λ)eλ2 σ
2
F
2
+λnµF (44)
with
I(λ) =
∮
C
· · ·
∮
C
det
(
zi−1j
)r
i,j=1
det (li(zj))
r
i,j=1 e
λ
∑r
j=1 µ¯F(zj)+
1
2
∑r
j=1 AF,1(zj)+n
∑r
j=1 AF,2(zj)
r∏
j=1
dzj
=
∮
C
· · ·
∮
C
det
(
zi−1j
)r
i,j=1
det
(
li(zj)e
λµ¯F(zj)+
AF,1(zj )
2
+nAF,2(zj)
)r
i,j=1
r∏
j=1
dzj .
Applying the Andreief identity (26), we obtain
I(λ) = det
(∮
C
zj−1li(z)eλµ¯F(z)+
AF,1(z)
2
+nAF,2(z) dz
)r
i,j=1
. (45)
As before, we apply the saddlepoint method to deal with the contour integrals inside
the determinant. In particular, following [PMC14, Section 5.3], we have for large n and
1 ≤ i ≤ r, ∮
C
zj−1li(z)eλµ¯F(z)+
AF,1(z)
2
+nAF,2(z) dz ≈ zj−10,i eλµ¯F(z0,i)+h(z0,i), (46)
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where
z0,i =
(1 + νi)(c1 + νi)
νi(c1 + c2 + νi)
is the saddlepoint and h(z0,i) is a function which does not depend on λ.
Remark 7. In order to have a saddlepoint outside [a, b], we have to take the following
specific branches for the square root
√
(z0,i − a)(z0,i − b):
• When 0 < νi ≤ c˜ := c1+
√
c1c2(c1+c2−1)
c2−1 , the branch is chosen so that the signs of the
real and imaginary parts match those of 1− c1 + (c1 + c2)z0,i;
• When νi > c˜, the signs are chosen to be opposite.
The square root in both cases then evaluates to the common form:√
(z0,i − a)(z0,i − b) = c1(c1 + c2) + 2c1νi − (c2 − 1)ν
2
i
νi(c1 + c2 + νi)(c1 + c2)
.
This square root is also encountered in theorem statement, for which the same branch should
be taken as indicated above.
Applying (45) in (40) produces
I(λ) ≈ det (zi−10,j )ri,j=1 eλ∑rj=1 µ¯F(z0,j)+∑rj=1 h(z0,j)
as n → ∞. Finally, using the above expression, omitting the leading determinant and all
other terms which are independent of λ (as before), we can rewrite (44) for large n as
M(λ) ∝ exp
(
λ2
σ2F
2
+ λ
(
nµF +
r∑
j=1
µ¯F(z0,j)
))
.
This is recognized as the MGF of a Gaussian distribution with mean nµF +
∑r
j=1 µ¯F(z0,j)
and variance σ2F. 
4.5. Derivations with spike multiplicities. Here, we will limit the discussion to Models
A and B, with the extension to Model C being straightforward. Using the joint density
in (17), rather than (9), we may follow the same steps as for the proof of Theorem 1 in
Section 4.3, until the point just prior to where the saddlepoint approximation is applied.
Indeed, we obtain the same formula as (39), i.e.,
M(λ) ∝ I(λ)eλ2 σ
2
2
+λnµ (47)
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with µ and σ2 again given by (11) and (12) respectively, but in this case I(λ) now admits
I(λ) =
∮
C˜
· · ·
∮
C˜
det
(
zi−1j
)r
i,j=1
det(A˜)
r∏
j=1
dzj , (48)
where A˜ =
[
A˜T1 , . . . , A˜
T
M
]T
is an r × r matrix, with kℓ × r submatrix A˜ℓ taking entries
(A˜ℓ)i,j =
{
zkℓ−ij e
λµ¯(zj)+
A1(zj)
2
+nA2(zj)e
δℓ
δℓ+1
nzj for Model A
zkℓ−ij e
λµ¯(zj)+
A1(zj)
2
+nA2(zj)
0F1(m− n+ kℓ − i+ 1;n2νℓzj) for Model B,
with the contour C˜ defined as before. Now, applying the Andreief-Heine identity (26), (48)
becomes
I(λ) = det(Aˆ), (49)
where Aˆ =
[
AˆT1 , . . . , Aˆ
T
M
]T
is an r × r matrix, with kℓ × r submatrix Aˆℓ taking entries
(Aˆℓ)i,j =
{∮
C˜
zkℓ−i+j−1eλµ¯(z)+
A1(z)
2
+nA2(z)e
δℓ
δℓ+1
nz
dz for Model A∮
C˜
zkℓ−i+j−1eλµ¯(z)+
A1(z)
2
+nA2(z)
0F1(m− n+ kℓ − i+ 1;n2νℓzj) dz for Model B.
(50)
The next step is to apply a saddlepoint approximation to the above integral.
A key issue: Naturally, we may try the same approach as used to prove Theorem 1,
based on the same saddlepoint approximation, which is effectively a leading-order approx-
imation in n. We now show, however, that this approach is problematic. In particular,
mirroring the same steps as before yields
(Aˆℓ)i,j ≈ zkℓ−i+j−10,ℓ eλµ¯(z0,ℓ)+h(z0,ℓ) =: (Aˇℓ)i,j, (51)
where
z0,ℓ =
{
(1+cδℓ)(1+δℓ)
δℓ
for Model A
(1+νℓ)(c+νℓ)
νℓ
for Model B
(52)
is the saddlepoint and h(z0,ℓ) is a function which does not depend on λ. Now, consider an
index ℓ for which kℓ > 1. In this case, the rows of the sub-matrix (Aˇℓ)i,j are proportional
to one another, and thus
I(λ) = det(Aˇ) = 0. (53)
From the above argument, it is clear that, when there exist spike multiplicities, in order
to capture the asymptotic behavior in n of (48) (and thus of the MGF), a more refined
saddlepoint approximation is needed.
Indeed, more refined saddlepoint approximations are possible [Olv97, BH86], which in-
clude correction terms in n; however, the complexity of the approximation also increases
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substantially with the addition of more terms (and it is also difficult to give a generic
formula, which effectively would comprise an expansion in n to arbitrary degree of accu-
racy). Moreover, it turns out that the number of correction terms required to facilitate our
analysis (i.e., to capture the non-zero leader order behavior of I(λ) in (48)) is tied to the
number of coinciding spikes; i.e., as kℓ increases, then so does the required number of terms.
For this reason, a general proof for arbitrary multiplicities of spikes is not forthcoming.
Nonetheless, in order to demonstrate the procedure, in the following we will consider a
saddlepoint approximation with first-order correction. In this case, we demonstrate that
the desired large-n asymptotics are appropriately captured for r = 2 and r = 3, but not
for r = 4 (which requires subsequent refinement with additional correction terms).
4.5.1. Saddlepoint approximation with first-order correction. With the inclusion of a first-
order correction term (see [Olv97]), for large n, the refined saddlepoint approximation
applied to (50) yields
(Aˆℓ)i,j =
∮
C˜
e−npℓ(z)qkℓ−i+j−1(z) dz
≈ e−npℓ(z0,ℓ)
√
2π
n
qkℓ−i+j−1(z0,ℓ)√
p′′ℓ (z0,ℓ)
(1 + Ψkℓ−i+j−1(z0,ℓ)) , (54)
where z0,ℓ is the saddlepoint given in (52), whilst
Ψkℓ−i+j−1(z) =
1
n
1
2p′′ℓ (z)
(
q′′kℓ−i+j−1(z)
qkℓ−i+j−1(z)
− p
′′′
ℓ (z)q
′
kℓ−i+j−1(z)
p′′ℓ (z)qkℓ−i+j−1(z)
+
5p′′′′(z)2
12p′′ℓ (z)
− p
′′′′
ℓ (z)
4p′′ℓ (z)
)
for which
pℓ(z) =
{−(δℓ/(1 + δℓ)z + A2(z)) for Model A
−(√tℓ(z) + (1− c) ln(c− 1 +√tℓ(z))+ A2(z) for Model B,
with tℓ(z) = (c− 1)2 + 4νℓz. Also, qkℓ−i+j−1 = zkℓ−i+j−1qℓ(z), where
qℓ(z) =
{
eλµ¯(z)+
A1(z)
2 for Model A
eλµ¯(z)+
A1(z)
2
+(c−1) ln(2√νℓ)+ln((c−1)2+4νℓz) for Model B.
One can verify that if Ψkℓ−i+j−1 is omitted, then (54) reduces to (51).
Plugging (54) into (49), we have, as n→∞,
I(λ) ≈
√
(2π)r
nr
det(A´)eλ
∑M
ℓ=1 kℓµ¯(z0,ℓ)+
∑M
ℓ=1 kℓhℓ(z0,ℓ), (55)
where
hℓ(z) =
{
A1(z)
2
− npℓ(z)− 12 ln(p′′ℓ (z))− ln(2np′′ℓ (z)) for Model A
A1(z)
2
+ (c− 1) ln(2√νl) + ln t(z)− npℓ(z)− 32 ln(p′′ℓ (z))− ln(2n) for Model B,
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which shows no dependence on λ, whilst A´ = [A´T1 , . . . , A´
T
M ]
T is an r×r matrix, with kℓ×r
submatrix A´ℓ taking entries
(A´ℓ)i,j = n 2p
′′
ℓ (z0,ℓ)z
kℓ−i+j−1
0,ℓ (1 + Ψkℓ−i+j−1(z0,ℓ)) .
Using (55), omitting all terms which we know are independent of λ (i.e., absorbing them
into the proportionality constant), we can now rewrite (47) as
M(λ) ∝ exp
(
λ2
σ2
2
+ λ
(
nµ+
M∑
ℓ=1
kℓµ¯(z0,ℓ)
)
− ln det(A´)
)
for large n.
From this, the k-th cumulant of
∑n
k=1 f(xk/n) is computed as
ck =
dk
dλk
[lnM(λ)]|λ=0 .
The MGF above would represent a Gaussian distribution with mean nµ +
∑M
ℓ=1 kℓµ¯(z0,ℓ)
and variance σ2, provided that
dk
dλk
[
ln(det(A´))
]
|λ=0
= O
(
1
n
)
for k ≥ 1. We will prove this below for r = 2 and r = 3; whilst demonstrating the inability
to capture the case r = 4.
Case of r = 2. With spike multiplicity, we have M = 1, whilst k1 = 2; i.e., a single spike
of multiplicity two. In this case, the determinant det(A´) does not evaluate to zero, as
obvserved for det(Aˇ) in (53), but rather gives
det(A´) = (n2p′′1(z0,1))
2 det
(
z0,1 (1 + Ψ1(z0,1)) z
2
0,1 (1 + Ψ2(z0,1))
1 + Ψ0(z0,1) z0,1 (1 + Ψ1(z0,1))
)
= (n2p′′1(z0,1)z0,1)
2
[
(1 + Ψ1(z0,1))
2 − (1 + Ψ0(z0,1)) (1 + Ψ2(z0,1))
]
which, for both Models A and B, is of the form
det(A´) = Aλ2 +Bλ+ C1 + nC2,
where A,B,C1, C2 do not depend on λ nor n. Consequently,
dk
dλk
[
ln(det(A´))
]
|λ=0
=
{
O (n−1) 1 ≤ k ≤ 2
0 k > 2
thereby establishing the desired Gaussianity. Thus, for r = 2, Theorem 1 still holds,
regardless of whether the two spikes are distinct or coincident.
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Case of r = 3. With spike multiplicites, we have two scenarios to consider:
• M = 1, with k1 = 3; i.e., a single spike of multiplicity three. In this case,
det(A´) = (n2p′′1(z0,1))
3det

z20,1 (1 + Ψ2(z0,1)) z30,1 (1 + Ψ3(z0,1)) z40,1 (1 + Ψ4(z0,1))z0,1 (1 + Ψ1(z0,1)) z20,1 (1 + Ψ2(z0,1)) z30,1 (1 + Ψ3(z0,1))
1 + Ψ0(z0,1) z0,1 (1 + Ψ1(z0,1)) z
2
0,1 (1 + Ψ2(z0,1))


= C,
where C does not depend on λ nor n. The same form holds for Models A and B.
Consequently,
dk
dλk
[
ln(det(A´))
]
|λ=0
= 0 for all k ≥ 1 .
• M = 2, with k1 = 2 and k2 = 1 (or alternatively, k1 = 1 and k2 = 2); i.e., one of the
spikes has multiplicity two, a second (distinct) spike has multiplicity one. In this case,
det(A´) = 8n3p′′1(z0,1)p
′′
2(z0,2)
2
× det

 1 + Ψ0(z0,1) z0,1 (1 + Ψ1(z0,1)) z20,1 (1 + Ψ2(z0,1))z0,2 (1 + Ψ1(z0,2)) z20,2 (1 + Ψ2(z0,2)) z30,1 (1 + Ψ3(z0,2))
1 + Ψ0(z0,2) z0,2 (1 + Ψ1(z0,2)) z
2
0,2 (1 + Ψ2(z0,2))


= Aλ4 +Bλ3 + (C1 + nC2)λ
2 + (D1 + nD2)λ+ E1 + nE2 + n
2E3,
where A,B,C1, C2, D1, D2, E1, E2, E3 do not depend on λ nor n. The same form holds
for Models A and B. Consequently,
dk
dλk
[
ln(det(A´))
]
|λ=0
=
{
O (n−1) 1 ≤ k ≤ 4
0 k > 4
.
Thus, these results indicate that Theorem 1 still holds for r = 3, regardless of whether all
three of the spikes are distinct, or if some or all of them coincide.
Case of r = 4. Here, we just consider the case M = 1, k1 = 4; i.e., a single spike of
multiplicity four. For this,
det(A´) = (2np′′1(z0,1))
4
× det


z30,1 (1 + Ψ3(z0,1)) z
4
0,1 (1 + Ψ4(z0,1)) z
5
0,1 (1 + Ψ5(z0,1)) z
6
0,1 (1 + Ψ6(z0,1))
z20,1 (1 + Ψ2(z0,1)) z
3
0,1 (1 + Ψ3(z0,1)) z
4
0,1 (1 + Ψ4(z0,1)) z
5
0,1 (1 + Ψ5(z0,1))
z0,1 (1 + Ψ1(z0,1)) z
2
0,1 (1 + Ψ2(z0,1)) z
3
0,1 (1 + Ψ3(z0,1)) z
4
0,1 (1 + Ψ4(z0,1))
1 + Ψ0(z0,1) z0,1 (1 + Ψ1(z0,1)) z
2
0,1 (1 + Ψ2(z0,1)) z
3
0,1 (1 + Ψ3(z0,1))


= 0,
for both Models A and B. Thus, as observed previously for det(Aˇ) in (53), yet again we
encounter a zero-valued determinant.
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To handle the case r = 4, further refinement of the saddlepoint expansion (54) is required.
Taking the full expansion from [Olv97] applied to (50) yields, as n→∞,
(Aˆℓ)i,j =
∮
C˜
e−npℓ(z)qkℓ−i+j−1(z) dz
≈ e−npℓ(z0,ℓ)
√
2π
np′′ℓ (z0,ℓ)
∞∑
s=0
(2s)!
2ss!
R(s)
(np′′ℓ (z0,ℓ))
s
(56)
where z0,ℓ is the saddlepoint given in (52), whilst R(s) is the residue at z = z0,ℓ of∑∞
k=0
(z−z0,ℓ)k
k!
q
(k)
kℓ−i+j−1(z0,ℓ)
(z − z0,ℓ)2s+1
(
1 + 2
p′′
ℓ
(z0,ℓ)
∑∞
k=0
(z−z0,ℓ)k
(2+k)!
p
(2+k)
ℓ (z0,ℓ)
)s+ 1
2
,
and f (k)(·) denotes the k-th derivative of the function f(·). By taking only the first two
terms (s = 0 and 1) in the expansion (56), we recover (54). We calculate the term s = 3
of the sum:
R(3) =
1
8
[
2
3
q(4) − 1
9p′′ℓ
(
p
(6)
ℓ q + p
(5)
ℓ q
′ + 5
(
3p
(4)
ℓ q
′′ + 4p(3)ℓ q
(3)
))
+
7
72(p′′ℓ )
2
(
5(p
(4)
ℓ )
2q + 40p
(3)
ℓ p
(4)
ℓ q
′ + 8(p(3)ℓ (p
(5)
ℓ q + 5p
(3)
ℓ q
′′))
)
−35
36
(
p
(3)
ℓ
p′′ℓ
)(
3p
(4)
ℓ q + 4p
(3)
ℓ q
′
)
+
385
216
(
p
(3)
ℓ
p′′ℓ
)4
q


where q(k) := q
(k)
kℓ−i+j−1 and the functions are evaluated at z0,ℓ.
We do not further pursue this here, as the derivation becomes more lengthy and unwieldy
as the number of spikes r (or, more precisely, the number of spike multiplicities) and the
number of terms in the necessarily-refined saddlepoint expansion increase. Nonetheless,
whilst we do not provide a rigorous proof of this claim, our results suggest that one may
take any desired number of spikes to coincide, and the results in Theorem 1 still apply.
The same is true for Theorem 2.
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