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The behavior of fermions in the gauge field created by the energon, a recently found classical
solution of the non-Abelian gauge theory, is considered. The spectrum of fermions is evaluated
explicitly for the case when parameters governing the energon are chosen to make it look similar to
the chain of separated instantons and antiinstantons. The zero eigenvalue in the spectrum of the
Dirac operator is found. The role of a specific discrete symmetry, which distinguishes the energon,
is discussed.
PACS numbers: 11.15.-q, 11.15.Kc
I. INTRODUCTION
The semiclassical approach to quantum Yang-Mills
field is known to describe a number of its important prop-
erties. This approach is based on classical solutions. An
important class of these solutions is the self-dual solu-
tions. The firstly discovered BPST instanton of Ref.[1]
remains one of the most useful tools, for a review see e.g.
Ref.[2]. The general multi-instanton solution is described
by the ADHM construction of Ref.[3].
A modification of the instanton solution, which is
known as the caloron of Refs. [4, 5], has a periodic nature
that makes it interesting for applications at finite temper-
atures. Recent developments and further references for
the caloron can be found in reviews Refs. [6, 7]. The pe-
riodic conditions were differently implemented in the so
called periodic instantons of Refs. [8]; the configuration
proved useful in multiparticle production and studies of
the barion and lepton number violation.
Ref.[9] introduced the sphaleron, a self-consistent
static solution for interacting gauge and Higgs fields. It
was argued in Ref. [10] that the pure gauge field can ex-
hibit the sphaleron-type behavior when it is treated using
particular restrictions. The found gauge field configura-
tion, called COS-sphaleron, possesses only the magnetic
field.
Another line for generalization of classical solutions
was pursued in Refs. [11, 12]. The idea was to take a
minimum of the classical action under the condition that
the Euclidean energy is fixed; the corresponding field con-
figuration was called the energon. Hence the energy plays
the role of an additional parameter, which can be tuned
to adjust properties of the energon to the needs of a prob-
lem at hand. In [11] it was shown that for finite tempera-
tures the energon provides exponential enhancement for
the probability of tunneling through the potential barrier
separating regions with different topological charges.
A semiclassical solution in gauge theory usually incor-
porates strong gauge fields. It is important therefore to
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consider their influence on fermions, which may have in-
teresting consequences. For example, for instantons the
fermionic zero modes have valuable physical manifesta-
tions [13, 14]; they also give an interesting example of the
application of the Atiyah-Singer theorem [15].
The present work considers the behavior of fermions in
the field of the energon. In order to simplify the problem
the parameters governing the energon configuration are
tuned in such a way that the gauge field of the energon
looks similar to the field created by a periodic chain of
well separated instantons and antiinstantons. The small
parameter β = ρ/T ≪ 1, where ρ is the radius of the
mentioned instantons and antiinstantons and T is their
separation, is used to solve the problem analytically. A
continuum spectrum of eigenstates of the Dirac operator
is found explicitly.
The corresponding eigenvalues of the Dirac operator
are small, which agrees with the fact that the field of
the energon chosen resembles a field of well separated
instantons and antiinstantons. However, generally these
eigenvalues differ from zero. Interestingly, there exist
two special states, which are annihilated by the Dirac
operator. In other words, the eigenvalue of the Dirac
operator for these two states turns zero, and hence the
energon possesses the fermionic zero modes.
II. FERMIONS IN ENERGON FIELD
We presume that the gauge group is SU(2), fermions
belong to its fundamental representation; Euclidean for-
mulation of the theory is chosen. Consider the Dirac
equation for massless fermions
i γµ∇µ ψ = ε ψ . (2.1)
Here ε and ψ play the roles of the eigenvalue and corre-
sponding eigenfunction of the Dirac operator, which in
the Euclidean formulation is Hermitian. In this Section
we will formulate the eigenproblem for Eq.(2.1) when the
potential Aaµ, which appears in the covariant derivative
∇µ = ∂µ − iAaµτa/2, is created by the energon.
To clarify notation note that we use the Euclidean
2Dirac matrices γµ defined as follows
γµ =
(
0 σ+µ
σ−µ 0
)
, (2.2)
where µ = 1, ... 4 and the Pauli matrices read
σ±µ = (±iσ, 1) . (2.3)
We need first to outline basic properties of the energon
solution of [11, 12]. The energon provides a conditional
minimum for the Euclidean action achieved when the Eu-
clidean energy is fixed. The classical action S and Eu-
clidean energy E of the SU(2) gauge field read
S =
∫
(K + V ) dτ , E = K − V . (2.4)
Here
K =
1
2g2
∫
E
a · Ead3r, V = 1
2g2
∫
B
a ·Bad3r (2.5)
are expressed via the electric Eam = F
a
m4 and mag-
netic Bam =
1
2ǫmnlF
a
nl components of the gauge field F
a
µν
(a = 1, 2, 3 is an isotopic index; m,n, l = 1, 2, 3 are in-
dexes of the 3D coordinate space, whose presence is re-
placed in (2.5) by bold and dot-product notation). The
signs chosen in front of V in Eqs.(2.4) comply with the
Euclidean description.
As was mentioned, the energon provides the minimum
for the action and hence satisfies
δS = 0 . (2.6)
The minimum is considered under the restriction that E
takes a chosen, fixed value. Hence E can be considered
as an additional parameter.
Equations (2.4)-(2.6) have a surprisingly simple solu-
tion [11, 12]. One considers firstly a non-restricted so-
lution of (2.6), which can be chosen as any self-dual, or
anti-selfdual solution Aaµ,SD(x). Secondly, alongside con-
ventional Euclidean coordinates xµ = (r, τ) one intro-
duces also the modified coordinates
zµ = (r, q(τ)) , (2.7)
in which the Euclidean time τ is replaced by a function
q(τ) specified below, see Eq.(2.9).
We can write down the energon solution of Eqs. (2.4)-
(2.6) as follows
Aam(x) = A
a
m,SD(z) , A
a
4(x) = A
a
4,SD(z) q˙(τ) , (2.8)
where q˙(τ) = dqdτ (τ). Note the difference in coordinates
in the left and right hand sides here. The function q(τ)
should be found from the condition specifying the energy,
which reads
E = (q˙2 − 1) 1
2g2
∫
B
a
SD(z) ·BaSD(z)d3r . (2.9)
The integral in the right-hand side here is a function of
q, which is defined by the chosen self-dual solution. Con-
sequently, Eq.(2.9) can be considered an ordinary differ-
ential equation on q(τ). Its solution finalizes description
of the energon potential in Eq.(2.8).
Thus for each self-dual solution Aaµ,SD there exists a
set of energon solutions Aaµ parametrized by a value of
E . In particular, for E = 0 the energon is reduced to
the underlying self-dual solution, as can be seen from
Eq.(2.9), which in this case gives q(τ) = τ ; consequently
one deduces that xµ = zµ, and Aµ(x) = Aµ,SD(x).
We will restrict further discussion to the case of nega-
tive E . Equation (2.9) ensures in this case that q˙2 < 1.
Assuming that the self-dual solution is well localized in
4D Euclidean space one observes also that the integral
in Eq.(2.9) decreases at large q. These two conditions
together indicate that q(τ) is an oscillating function of
τ . The variation of τ over the period T results in the
variation of q(τ) between its minimum and maximum,
where q˙ = 0. An explicit expression for the period can
be written in the form
T =
∮
dq
q˙
, (2.10)
where q˙ should be taken from (2.9).
Thus, under conditions specified above the energon po-
tential in Eq.(2.8) and corresponding field F aµν are peri-
odic functions of τ with the period T . At the same time
F aµν is well localized as a function of 3D coordinates r,
F aµν → 0 when r→∞.
Returning to the eigenvalue problem in Eq.(2.1) we
can now be more specific about properties of ψ. Firstly,
the localization of the energon in r makes it possible,
and obviously appealing, to restrict our consideration to
those ψ = ψ(r, τ), which are localized functions of r,
ψ(r, τ)→ 0 , r→∞ . (2.11)
Secondly, we need to take into account that being peri-
odic in τ , the energon potential makes the Dirac operator
in Eq.(2.1) a periodic operator as well. Consequently, we
can impose on ψ the following condition
ψ(r, τ + T ) = eiωTψ(r, τ) . (2.12)
It represents for the case at hand Bloch’s theorem, which
is commonly used in description of crystals in condense
matter, see e.g. Ref. [16]. Equation (2.12) makes it clear
that the parameter ω, which specifies properties of the
solution, can be chosen to satisfy the following condition
− 1 ≤ ω T/π ≤ 1 . (2.13)
This region of ω T can be called the first Brillouin zone
having in mind similar conditions specifying the zone
structure in crystals [16].
Summarizing, Eqs. (2.1), (2.11) and (2.12) formulate
the eigenvalue problem for massless fermions in the en-
ergon field defined by Eqs. (2.7), (2.8) and (2.9). Ac-
cording to Bloch’s theorem (2.12) the eigenfunction and
3eigenvalue depend on the parameter ω, which belongs to
the first Brillouin zone (2.13). The ω-dependence will be
marked by a subscript, ψ = ψω and ε = εω.
III. DISCRETE R-SYMMETRY
Consider an important discrete symmetry that exists
in the problem. Its presence can be described in general
terms. However, in order to simplify presentation we re-
strict our discussion to the energon, which is constructed
from the BPST instanton. The instanton potential reads
Aaµ,in(x) = η¯
a
µν
xντ
a
x2(x2 + 1)
. (3.1)
Here η¯aµν are the t’Hooft symbols, t’Hooft singular gauge
is presumed, the instanton center is chosen at the origin,
and units are scaled to make the instanton radius unity.
It is useful to present the instanton potential from (3.1)
in a more detailed 3D notation
Ain(r, τ)=
r×τ − τ τ
x2(x2 + 1)
, A4,in(r, τ)=
r · τ
x2(x2 + 1)
. (3.2)
To avoid confusion, τ is the Euclidean time and x2 =
r2 + τ2, whereas the bold τ represents a triplet of the
Pauli matrices. The antiinstanton solution can also be
described by (3.1), provided η¯aµν is replaced there by η
a
µν .
The known consequence of this fact is that the antiinstan-
ton potential can be obtained from the instanton one by
applying either the operator Pˆ of the inversion of coor-
dinates r, or the operator Tˆ of the reversal of time τ . As
a result the instanton potential remains invariant under
a combined influence of Pˆ Tˆ ,
Pˆ Tˆ Aaµ,in = A
a
µ,in . (3.3)
Let us show that there exists a similar discrete symme-
try for the energon solution. Following the procedure
outlined in Section II we can build the energon potential
starting from the instanton solution (3.2) as follows
A(r, τ)=
r× τ − q(τ) τ
z2(z2 + 1)
, A4(r, τ)=
q˙(τ) (r · τ )
z2(z2 + 1)
. (3.4)
Here z2 = r2 + q2(τ). To fully describe the energon one
needs to resolve Eq.(2.9) on q(τ). An additive constant
arising during this procedure can be chosen in such a
way as to satisfy q(0) = 0. After that it is easy to see
that the periodic function q(τ) changes the sign over the
half-period
q(τ + T/2) = −q(τ) , q˙(τ + T/2) = −q˙(τ) . (3.5)
Consider now the following operator
Rˆ = Pˆ ei (T/2) ∂τ . (3.6)
Here exp(i (T/2) ∂τ) is the operator of a shift of the ar-
gument τ of any function φ(τ) by the half-period of the
energon, exp(i (T/2) ∂τ )φ(τ) = φ(τ + T/2). Remember-
ing Eqs.(3.5) one finds that the energon potential defined
in (3.4) is R-invariant
RˆAaµ(x) = A
a
µ(x) . (3.7)
Observe a similarity with Eq.(3.3). The difference is that
instead of the time inversion, which appears in (3.3) for
the instanton case, Eq.(3.7) incorporates the shift of τ by
T/2.
The invariance of the energon potential under Rˆ makes
the Dirac operator invariant as well
Rˆ i γµ∇µ ψ = i γµ∇µRˆ ψ . (3.8)
As a result the eigenstate ψ of the Dirac operator
should also be an eigenstate of Rˆ, Rˆ ψ = λψ, where
λ is the eigenvalue. The definition of Rˆ (3.6) implies
Rˆ2 = exp(i T ∂τ ), where the resulting operator describes
a shift of τ by the energon period T . Remember that
this operator is also present in Bloch’s periodic condi-
tions (2.12) which can be written as exp(i T ∂τ )ψ(τ) =
exp(i ω T )ψ(τ + T ). We derive from this fact that λ can
take only the following values, λ = ± exp(i ω T/2).
Thus, the function ψ can be characterized by two pa-
rameters, one is ω, another is the sign, which distin-
guishes two different values of λ for a given ω. It makes
sense therefore to mark the fermion function by these
parameters, ψ = ψω,± presuming that its transformation
under Rˆ reads
Rˆ ψω,± = ± exp(i ω T/2)ψω,± . (3.9)
Observe that Bloch’s periodic condition (2.12) can be
derived from (3.9) because, as was mentioned, Rˆ2 =
exp(i T ∂τ ). We will see below that (3.9) has a strong
impact on the fermion spectrum.
IV. LOW EUCLIDEAN ENERGIES
Consider the case where Euclidean energy is negative
and small E < 0, a|E| ≪ 1, where a is a typical distance
at which the gauge field varies substantially. Equation
(2.10) shows that the period T in this case is large. To
be specific we take the energon, whose vector potential is
written in (3.4). It was found in [11] that the relation be-
tween the energon period T and small Euclidean energy
E in this case reads
T
2ρ
≈ 2.51
(
− 3π
2
g2ρ E
)1/5
. (4.1)
Here g is the coupling constant of the SU(2) gauge the-
ory. Previously we chose the instanton radius as unity,
ρ = 1, but here present it explicitly to make formulas
more transparent. For small energies, ρ |E| ≪ 1, Eq.(4.1)
implies
β = ρ/T ≪ 1 . (4.2)
4Observe that for small β the gauge field produced by the
energon can be strong only if τ satisfies either condition
|τ − s T | . ρ, or |τ − (s+ 12 )T | . ρ where s = 0,±1 . . . .
In the first case, |τ − s T | . ρ, the field created by the
energon is close to the field of the instanton located at
xµ = (0, 0, 0, s T ). In the second case, |τ − (s + 12 )T | .
ρ, the energon field is close to the field created by the
antiinstanton located at xµ = (0, 0, 0, (s+ 1/2)T ).
Correspondingly, at small negative E the energon field
can be approximated by the field of a chain of alter-
nating instantons and antiinstanton, which is stretched
along the τ -axis being also periodic in τ . The separation
between the closest pair of instantons or antiinstantons
equals the energon period T , while the nearest instanton
and antiinstanton are separated by T/2. The radius, as
well as the orientation of all instantons and antiinstan-
tons in this chain are the same.
Remember that the pure instanton and pure anti-
instanton configurations possess fermionic zero modes.
This implies that any field configuration that includes
well separated instantons and antiinstantons should pos-
sess fermion modes, which satisfy the Dirac equation
(2.1) with small eigenvalues ε, |ε|ρ≪ 1.
Let us find these eigenvalues and the corresponding
eigenfunctions ψ for the energon (3.4), assuming that
Eq.(4.2) is valid. We can apply the method of “strong
coupling”, which is similar to the one used convention-
ally in solid state physics, see e.g. Section 10 in [16].
It is commonly applied for constructing the wave func-
tions of electrons propagating in crystals from the wave
functions of atomic electrons, which are localized on in-
dividual atoms. The smaller the overlapping integrals
between the wave functions localized on different atoms,
the better the method works.
In the case at hand, instead of a crystal field we have
the gauge field of the energon periodic in τ . The role
of atoms is played by instantons and antiinstantons. In-
stead of atomic wave functions localized on individual
atoms we have fermionic zero-modes localized on sepa-
rate instantons and antiinstantons. The non-relativistic
Schro¨dinger equation is replaced by the Dirac equation.
However, one can see that these distinctions do not play
an essential role. The decisive point is that in order to
make the strong coupling method applicable in our case,
the fermionic wave function should be large only within
well separated regions, where the gauge field is large. We
will see below that this is really the case.
The zero fermion mode, which exists in the field of the
instanton (3.1) localized at the origin, reads
ψ
(0)
in (x) =
1
π
nµ
(x2 + 1)3/2
(
σ+µ ǫ
0
)
. (4.3)
Here nµ = xµ/
√
x2. The fermion wave function ψ
(0)
in (x)
is written here as a chiral Dirac 4-spinor and isotopic
doublet. It possesses the index m = 1, 2 (not written
explicitly in (4.3)), which distinguishes the two nonzero
components in the Dirac spinor. It also possesses the
index α = 1, 2 (also not shown in (4.3) explicitly), which
describes the isotopic doublet. These two indexes are
blended together in the matrix σ+µ ǫ ≡ (σ+µ ǫ)m,α, where ǫ
is the 2× 2 antisymmetric matrix, ǫ12 = −ǫ21 = 1.
We also need the fermion zero mode of the antiinstan-
ton. Presuming temporally that the antiinstanton is lo-
cated at the origin we can write this mode as follows
ψ
(0)
a−in =
1
π
nµ
(x2 + 1)3/2
(
0
σ−µ ǫ
)
. (4.4)
Following the spirit of the strong coupling approach [16]
we take a linear combination of the instanton zero modes
localized at all those points, where the energon potential
is close to the potential created by the instanton
Ψω,in(τ) =
1√
N
∑
s
ei s ω Tψ
(0)
in (τ − s T ) . (4.5)
The coefficients exp( is ωT ) in this linear combination
are completely defined by Bloch’s conditions (2.12), N
is a large integer, which in the final stage of calculations
will be taken to the limit N → ∞. Summation over
an integer s covers the region −N/2 < s < N/2. The
parameter ω in the intermediate calculations should sat-
isfy ω = 2πn/N , where n is an integer, but in the limit
N,n → ∞ this parameter can take any value inside the
Brillouin zone (2.13). For simplicity of presentation the
argument r of the zero mode in (4.5) is suppressed. One
immediately verifies that Ψω,in(τ) satisfies Bloch’s peri-
odic condition (2.12).
Similarly, we construct the fermion wave function using
the antiinstanton zero modes
Ψω,a−in(τ) =
1√
N
∑
s
ei (s+
1
2
)ω Tψ
(0)
a−in
(
τ − (s+ 1
2
)T
)
.
(4.6)
The argument τ − (s + 12 )T of the wave function of
fermionic zero modes takes into account the fact that
the energon potential is close to the potential of the an-
tiinstanton in the vicinities of each point τ = (s + 12 )T .
This fact makes it also convenient to present s in the ar-
gument of the exponent function in (4.6) as (s + 12 )ωT .
One verifies that the function Ψω,a−in(τ) complies with
Bloch’s condition.
We have now to account for the discrete R-symmetry,
which is present in the energon potential. The commuta-
tion of the Dirac operator with the operator Rˆ stated in
(3.8) implies that the functions used to diagonalize the
Dirac operator should also be eigenfunctions of the oper-
ator Rˆ. Meanwhile the functions Ψω,in(τ) and Ψω,a−in(τ)
are not the eigenfunctions of Rˆ because their transforma-
tions read
RˆΨω,in = e
i ω T/2Ψω,a−in(x) , (4.7)
RˆΨω,a−in = e
i ω T/2Ψω,in(x) . (4.8)
To remedy this deficiency take the linear combinations
Ψω,± =
1√
2
(Ψω,in ±Ψω,a−in) . (4.9)
5Using (4.7) and (4.8) one finds for these functions
RˆΨω,± = ±ei ω T/2Ψω,± . (4.10)
Deriving (4.10) one takes into account that the operator
of inversion changes the chirality of 4-spinors as illus-
trated by the identity [23]
Pˆ
(
1
0
)
=
(
0
1
)
. (4.11)
Equation (4.10) states that Ψω,± are eigenfunctions of
Rˆ, precisely as required by the symmetry condition
(3.9). The discussion presented after (3.9) implies that
Eq.(4.10) automatically ensures the validity of Bloch’s
conditions (2.12).
One can see that there is only one possible way for
constructing a fermionic wave function, which is a linear
combination of the fermion zero modes related to instan-
tons and antiinstantons, and which satisfies the neces-
sary symmetry conditions. The function in question Ψω,σ
from (4.9) possesses two parameters, ω and σ = ±1. In
other words, for a chosen parameters ω, σ the function is
unique. As a result the strong coupling method greatly
simplifies. The expression for the eigenvalue in this case
simply reads [24]
εω,± =
〈Ψω,± |i γµ∇µ|Ψω,± 〉
〈Ψω,± |Ψω,± 〉 ≡
H
N . (4.12)
Here H and N equal the nominator and denominator of
the expression in the middle. Notation in (4.12) presumes
that matrix elements are calculated as integrals over the
4D Euclidean space.
Straightforward calculations, see (A2) in Appendix A,
show that
N = 〈Ψω,± |Ψω,± 〉 = 1 +O(β2) . (4.13)
Hence, hunting for the main term in an expansion of εω,±
over β, we can restrict ourselves to a trivial approxima-
tion N ≈ 1. This complies with conditions of applicabil-
ity of the strong coupling approximation, which requires
the overlapping integrals between functions located at
different centers be small.
Thus, in order to find the eigenvalues εω,± we need only
to calculate the matrix element H. First of all, using the
fact that γµ matrices mix chirality we can rewrite it as
follows
H = ±Re 〈Ψω,in | i γµ∇µ|Ψω,a−in 〉 , (4.14)
where the sign in front complies with the sign in the cho-
sen function Ψω,±. Secondly, using Eqs.(4.5) and (4.6),
we rewrite this expression once again
〈Ψω,in | i γµ∇µ|Ψω,a−in 〉 =
∑
s
ei
(
s+ 1
2
)
ωThs , (4.15)
where
hs = 〈ψ(0)in (τ)| iγµ∇µ|ψ(0)a−in
(
τ − (s+1
2
)T
) 〉 . (4.16)
In Eq.(4.15) we take the desired limit N → ∞ and pre-
sume accordingly that −∞ < s <∞.
The main contribution to the integral over τ in (4.16)
comes from the region located between the origin, τ = 0,
where the function ψ
(0)
in (r, τ) is large and the point τ =
(s + 12 )T , where the function ψ
(0)
a−in(r, τ − (s + 12 )T ) is
prominent. Moreover, it is shown in Appendix B that
the integral over τ collapses to the intermediate point
τ = τ0 =
1
2 (s+
1
2 )T . This is stated in Eq.(B3), which we
reiterate here
hs = i sign
(
s+
1
2
) ∫
ψ
(0)+
in (τ0) γ4 ψ
(0)
a−in(−τ0) d3r. (4.17)
Observe that both functions ψ
(0)
in and ψ
(0)
a−in appear in
(4.17) only for large values of the variable τ , τ = ±τ0,
where the potential created by the energon is small be-
cause |τ0| ≫ ρ. Correspondingly, in this region the
asymptotic forms of the equations for the fermion wave
function are satisfied by both the instanton and anti-
instanton modes, γµ∂µ ψ
(0)
in ≈ γµ∂µ ψ(0)a−in ≈ 0. This
shows that the wave functions in (4.17) are used only
within the region where their validity is justified. Equa-
tion (4.17) can be compared with the known Holstein-
Herring method, also called Smirnov’s method, which is
commonly used in molecular and condense matter calcu-
lations [18–20], for a brief description see also chapters
50 and 81 of [22].
Direct calculations in (4.17), see (B7) in Appendix B,
give
hs ≈ − 4 i β
3
(s+ 12 )
3
. (4.18)
One substitutes now (4.18) into (4.15) and rearranges the
summation over s there to make it running over s ≥ 0.
After that Eqs.(4.12), (4.13) and (4.14) give
εω,± ≈ ± 8 β3
∞∑
s=0
sin
( (
s+ 12 )ω T
)
(s+ 12 )
3
. (4.19)
Using equation 5.4.6.13 from Ref. [21] we finally derive
a simple, appealing result
εω,± = ± 4 π2β3 ωT
(
1− |ω|T
2π
)
. (4.20)
Here ω T belongs to the first Brillouin zone (2.13) and
β = ρ/T is the small gas parameter. Equation (4.20) is
one of the important results of this work. Its discussion
is given in Section V.
V. DISCUSSION
Consider properties of the eigenvalues εω,± of the Dirac
operator presented in Eq.(4.20). Our initial idea was
that conditions E < 0, |E|ρ ≪ 1 should bring into ex-
istence fermion modes with properties similar to fermion
6zero modes of instantons and antiinstantons. Equation
(4.20) complies with these expectations. The eigenval-
ues found there are small, ∝ β3 [25]. The smallness of
the eigenvalues also justifies the validity of the strong
coupling approach, which was implemented in Eqs.(4.9).
The eigenfunctions (4.9) are localized in 3D coordinate
space, Ψω,±(r, τ) → 0 when r → ∞, in agreement with
Eq.(2.11). This property is similar to the behavior of the
instanton zero modes.
However, there is a notable distinction between
Ψω,±(r, τ) and conventional fermionic zero modes, which
appear for self-dual gauge fields. The latter decrease for
large τ , while the former satisfy Bloch’s periodic condi-
tion (2.12), which originates from the periodic nature of
the gauge field created by the energon.
It is well known, see e.g. [16], that on the boundaries of
the Brillouin zone the derivative of the eigenvalue should
vanish. In our case this condition reads
∂εω,±
∂ω
= 0,
ωT
π
= ±1 . (5.1)
It is gratifying that Eq.(4.20) complies with this neces-
sity.
Notably, the spectrum of eigenvalues of the Dirac op-
erator possesses the doubly degenerate zero eigenvalue,
ε0,± = 0, which is present at the center of the Brillouin
zone ω = 0. Equation (4.10) for ω = 0 shows that the
two corresponding fermion states are transformed under
the Rˆ operator as follows
RˆΨ0,± = ±Ψ0,± , (5.2)
It is tempting to conjecture that the very presence of
states with zero eigenvalues of the Dirac operator in the
fermion spectrum can be attributed to the existence of
the R-symmetry (3.7) for the energon solution. It would
be interesting to justify this point on the basis of ar-
guments of a general nature, appealing probably to the
Atiya-Singer theorem. However, we will not make such
attempt in the present work since we restrict our tech-
niques here to the simple strong coupling approach. (The
importance of the R-symmetry can be probed in this
technique by applying the method of strong coupling to
a set of functions, which do not satisfy the symmetry
conditions (3.9), for example taking a pair of functions
Ψω,in,Ψω,a−in from (4.5),(4.6). One verifies that in this
case the spectrum of eigenvalues of the Dirac operator has
no zero eigenvalues. This simple argument can be con-
sidered as a hint, more accurate consideration is needed.)
The results reported warrant further investigation. It
would be interesting to consider properties of the fermion
spectrum in the energon field in general terms, possibly
proving the presence of zero eigenvalues of the Dirac oper-
ator for an arbitrary energon configuration. The periodic
in τ nature of the energon field makes such studies an ap-
pealing task by itself, whereas an interplay of ideas with
solid state physics provides additional impetus. The ex-
istence of zero eigenvalues of the Dirac operator inspires
consideration of creation of fermion-antifermion pairs in
the field of the energon, similar to pair creation by in-
stantons.
Appendix A: Normalization
Consider the normalization factor N , which arises in
the denominator of Eq.(4.12). Using Eq.(4.9) and then
Eqs.(4.5), (4.6) together with (4.3) and (4.4) we present
it as follows
N = 〈Ψω,± |Ψω,± 〉 = 〈Ψω,in |Ψω,in 〉 =
∞∑
s=−∞
ei s ω T 〈ψ(0)in (τ) |ψ(0)in (τ − sT ) 〉 =
∞∑
s=−∞
ei s ω T
2
π2
∫
nµn
′
µ
(x2 + 1)3/2(x′2 + 1)3/2
d4x (A1)
Here x = (r, τ), nµ = xµ/
√
x2, and x′µ = (r, τ−sT ), n′µ =
x′µ/
√
x′2. Straightforward calculation of the integral in
(A1) and obvious rearrangements in the summation (to
make it running over positive s only) gives
N ≈ 1 + 4β2
∞∑
s=1
cos(s ωT )
s2
=
1 + 4π2 β2
((ωT
2π
)2
− |ω|T
2π
+
1
6
)
. (A2)
The last identity here is written using equation 5.4.2.7
from [21].
Appendix B: Matrix element
Let us simplify the matrix element H, which ap-
pears in the nominator of (4.12), by calculating hs from
Eqs.(4.15). Presuming firstly that s ≥ 0 let us rewrite
(4.16) as follows
hs =
∫
d3r
(∫ τ0
−∞
dτ +
∫ ∞
τ0
dτ
)
× (B1)
(
ψ
(0)
in (r, τ)
)+
iγµ∇µ ψ(0)a−in
(
r, τ −
(
s+
1
2
)
T
)
.
Here an obvious bridging notation is used for integrals
over τ . It is convenient to choose the intermediate inte-
gration limit τ0 strictly between the origin and the point
(s+ 12 )T ,
τ0 =
1
2
(
s+
1
2
)
T . (B2)
The idea behind Eqs.(B1), (B2) is that the integral over τ
is saturated in the vicinity of τ0. Similar matrix elements
have long being used in molecular and solid state physics
[18–20]. For the region −T/4 < τ < τ0 the potential cre-
ated by the energon is either small, or (if large) is close
7to the potential created by the instanton located at the
origin. The first option takes place when r2+τ2 > 1, the
second when r2 + τ2 ≤ 1. In both cases we can approxi-
mate the potential created by the energon by the instan-
ton potential and consequently write ∇µ ≈ ∇µ,in. Mean-
while, the region τ < −T/4 is of no importance since
both wave functions from (B1) are small there. Thus, an
approximation ∇µ ≈ ∇µ,in is applicable for all τ < τ0 .
Similarly, in the region τ0 < τ we can approximate the
energon potential by the potential created by the antiin-
stanton, which is located at ra−in = 0 and τa−in = T/2.
In this region one writes therefore ∇µ ≈ ∇µ,a−in. This
last relation implies that the second integral over τ in
(B1), the one from τ0 to ∞, turns zero because the rel-
evant Dirac operator annihilates the antiinstanton zero
mode γµ∇µ,a−inψ(0)a−in = 0.
Hence we need to consider in (B1) only the first inte-
gral over τ , which runs over the interval −∞ < τ < τ0.
Integrating over τ by parts and using the fact that the rel-
evant Dirac operator annihilates the fermion zero mode,
γµ∇µ,inψ(0)in = 0, we obtain
hs = i sign
(
s+
1
2
)∫ (
ψ
(0)
in (r, τ0)
)+
γ4ψ
(0)
a−in(r,−τ0)d3r.
(B3)
For s < 0 the result looks very similar, but the sign
in front of the final expression changes. Having this in
mind, the factor sign(s+ 12 ) was incorporated in Eq.(B3)
to make it applicable for all s = 0,±1, . . . . We see that
in accord with our preliminary expectations the integral
over τ collapses to the point τ = τ0.
Further calculations are straightforward. Using Eqs.
(4.3) and (4.4) one obtains∫ (
ψ
(0)
in (r, τ0)
)+
γ4 ψ
(0)
a−in(r,−τ0) d3r = (B4)
1
π2
∫
Tr(σ−µ σ
−
ν )
nµn
′
ν
(x2 + 1)3/2(x′2 + 1)3/2
d3r =
− 2
π2
∫
d3r
(x2 + 1)3
= − 1
2(τ20 + 1)
3/2
≈ −4β
3sign(s+ 12 )
(s+ 12 )
3
.
Here the intermediate expressions incorporate the vari-
ables xµ = (r, τ0), nµ = xµ/
√
x2, as well as x′µ = (r,−τ0)
and n′µ = x
′
µ/
√
x′2. We find from these conditions that
σ−ν n
′
ν = −σ+ν nν , (B5)
and consequently
Tr (σ−µ σ
−
ν )nµn
′
ν = −Tr (σ−µ σ+ν )nµnν = −2 . (B6)
In the third line in (B4) we use the fact that x2 = x′2.
The last expression in (B4) is written remembering (B2)
and condition β = 1/T ≪ 1. Finally, from (B3) and (B4)
we derive
hs ≈ − 4 i β
3
(s+ 12 )
3
, s = 0,±1, . . . . (B7)
Acknowledgment
Discussions with James Diacoumis are appreciated.
The work was supported by the Australian Research
Council.
[1] A. A. Belavin, A. M. Polyakov, A. S. Shvarts, and Y. S.
Tyupkin, Phys. Lett. B59, 85 (1975).
[2] M. K. Prasad, Physica D1, 167 (1980).
[3] M. F. Atiyah, N. J. Hitchin, V. G. Drinfeld, and Y. I.
Manin, Phys. Lett. A65, 185 (1978).
[4] B. J. Harrington and H. K. Shepard, Phys. Rev. D17,
2122 (1978).
[5] B. J. Harrington and H. K. Shepard, Phys. Rev. D18,
2990 (1978).
[6] P. van Baal, (2009), 0901.2853.
[7] E. J. Weinberg and P. Yi, Phys. Rept. 438, 65 (2007).
[8] S. Y. Khlebnikov, V. A. Rubakov, and P. G. Tinyakov,
Nucl. Phys. B367, 334 (1991); V. A. Rubakov and M. E.
Shaposhnikov, Usp. Fiz. Nauk 166, 493 (1996).
[9] F. R. Klinkhamer, N. S. Manton, Phys. Rev. D30,
2212 ((1984).
[10] D. M. Ostrovsky, G. W. Carter, and E. V. Shuryak, Phys.
Rev. D66, 036004 (2002).
[11] M. Yu. Kuchiev, Phys. Rev. D79, 105004 (2009).
[12] M. Yu. Kuchiev, Europhys. Lett., 97, 61002 (2012).
[13] G. t’ Hooft, Phys. Rev. D14 12 3432 (1976).
[14] G. t’ Hooft, Phys. Rev. Lett. 37, 8 (1976).
[15] M. F. Atiyah, I. M. Singer, Bull. Amer. Math. Soc. 69
422 (1963).
[16] N. W. Ashcroft and N. D. Mermin, Solid State Physics,
Holt, Rinehart, and Winston, 1976.
[17] V. B. Berestetskii, E. M. Lifshitz and L. P. Pitaevskii,
Relativistic Quantum Theory (Course of Theoretical
Physics, Volume 4, Second edition) Pergamon 2008.
[18] T. Holstein, J. Phys. Chem. 56, 832 (1952).
[19] C. Herring, Rev. Mod. Phys. 34, 631 (1962).
[20] B. M. Smirnov, M. I. Chibisov, Sov. Phys. JETP 21, 624
(1965).
[21] A. P. Prudnikov, Yu. A. Brychkov, O. I. Marichev,
Integrals and series, Gordon & Breach, New York, 1986.
[22] L. D. Landau and E. M. Lifshits, Quantum mechanics
(Non relativistic theory), Course of theoretical physics,
Vol.3, Third edition, Butterworth-Heinemann, Elsevier
Science, 2003.
[23] Equation (4.11) specifies our choice of the phase for the
operator of inversion, compare Chapter 19 of Ref. [17].
[24] Compare Eq.(4.12) of this work with Eq.(10.15) of [16].
The notation is quite different, but careful comparison
shows their close resemblance.
[25] This result agrees with a preliminary estimate obtained
previosly with J.Diacoumis.
