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Abstract
In this paper, we study the convergence in the Cesàro sense and the strong law of large
numbers for countable nonhomogeneous Markov chains. The results obtained are then applied
to the Shannon–McMillan–Breiman theorem for Markov chains.
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1. Introduction
Let A = (aij) be a matrix defined on S × S, where S = {1, 2, . . .}. We define the
norm ‖ · ‖ of A as follows:
‖A‖ = sup
i∈S
∑
j∈S
|aij|
if f = (f1, f2, . . .) is a row vector, we define ‖f ‖ =∑j∈S |fi |; if g = (g1, g2, . . .)′
is a column vector, we define ‖g‖ = supi∈S |gi |. The norm defined above satisfies
the following properties (see [4]):
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(a) ‖AB‖  ‖A‖ · ‖B‖ for all matrices A and B;
(b) ‖P ‖ = 1 for any stochastic matrix P .
These two properties will be used repeatedly in this paper.
Let {Xn, n  0} be a nonhomogeneous Markov chain defined on the state space
S = {1, 2, . . .} with the transition matrices
Pn = (pn(i, j)), i, j ∈ S, n  1,
where pn(i, j)=P(Xn=j |Xn−1 = i). Let f (0) be a distributional row vector, called
initial distribution. Let
P (m,n) = Pm+1Pm+2 · · ·Pn, p(m,n)(i, j) = P(Xn = j |Xm = i),
f (k) = f (0)P1 · · ·Pk = f (0)P (0,k), f (k)(j) = P(Xk = j).
If the Markov chain is homogeneous, {Pn, n  1} will be denoted simply by P and
P (m,m+k) by P k .
LetQ be a “constant” matrix (that is,Q is a matrix each row of which is the same).
The sequence {Pn, n  1} is said to be strongly ergodic (with constant stochastic
matrix Q) if for every m  0
lim
n
‖P (m,m+n) −Q‖ = 0,
the sequence {Pn, n  1} is said to converge in the Cesàro sense (to constant matrix
Q) if for every m  0
lim
n
∥∥∥∥∥
n∑
t=1
P (m,m+t)/n−Q
∥∥∥∥∥ = 0.
An irreducible stochastic matrix P , of period d (d  1) partitions the state space
S into d disjoint subspaces C0, C1, . . . , Cd−1, and Pd yields d stochastic matrices
{Tl, 0  l  d − 1}, where Tl is defined on Cl . If the irreducible periodic matrix P
is finite, then each Tl is automatically strongly ergodic, but if the irreducible periodic
matrix P is infinite, the strong ergodicity of Tl is not guaranteed. As in [2], we shall
consider only an irreducible stochastic matrix P , of period d , in which Tl is strongly
ergodic for l = 0, 1, . . . , d − 1. As in [2], such a stochastic matrix will be called
periodic strongly ergodic.
There have been some works on strong ergodicity and the convergence in Cesàro
sense for nonhomogeneous Markov chains under the condition limn ‖Pn − P ‖ = 0
for some P (see [2,4]), as well as works on the strong law of large numbers for count-
able nonhomogeneous Markov chains (see [5] and references therein). However,
some of results in [5] only have concerned the bounded functional of countable non-
homogeneous Markov chains. Liu and Yang [6] have studied a class of limit theorems
for the averages of the functions of two variables of finite nonhomogeneous Markov
chains and have given a Shannon–McMillan–Breiman theorem for finite nonhomog-
eneous Markov chains. In this paper, we study the convergence in the Cesàro sense
and the strong law of large numbers for countable nonhomogeneous Markov chains
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together. In Section 2, we give a convergence theorem in Cesàro sense for non-
homogeneous Markov chains under the conditon limn(1/n)
∑n
k=1 ‖Pk − P ‖ = 0
which slightly extends one result of [2] and give its applications to the Markovian de-
cision processes and the information theory. In Section 3, we get a strong law of large
numbers for the functions of two variables of countable nonhomogeneous Markov
chains, and as a corollary, a Shannon–McMillan–Breiman theorems for countable
nonhomogeneous Markov chains is obtained which is an extension of the result of
[6] for finite case.
2. Convergence in Cesàro sense
In this section, we study convergence in Cesàro sense for nonhomogeneous
Markov chains and its applications.
Theorem 1. Let {Xn, n  0} be a nonhomogeneous Markov chain with the transi-
tion matrices {Pn, n  1}. Let P be a periodic strongly ergodic stochastic matrix,
and let Q be the constant matrix each row of which is the left eigenvector π =
(π1, π2, . . .) of P, which is the unique solution of equations πP =π and∑i πi=1.
(a) If
lim
n
1
n
n∑
k=1
‖Pk − P ‖ = 0, (1)
then for any positive integer numbers m and v
lim
n
1
n
n∑
k=1
‖P (m+k,m+k+v) − P v‖ = 0, (2)
and
lim
n
∥∥∥∥∥1n
n∑
k=1
P (m,m+k) −Q
∥∥∥∥∥ = 0. (3)
(b) If
lim
n
sup
m0
1
n
n∑
k=1
‖Pk+m − P ‖ = 0, (4)
then
lim
n
sup
m0
∥∥∥∥∥1n
n∑
k=1
P (m,m+k) −Q
∥∥∥∥∥ = 0. (5)
Proof. Now
‖P (m+k,m+k+2) − P 2‖
 ‖Pm+k+1Pm+k+2 − Pm+k+1P ‖ + ‖Pm+k+1P − P 2‖
 ‖Pm+k+2 − P ‖ + ‖Pm+k+1 − P ‖,
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it follows from (1) that for any m
lim
n
1
n
n∑
k=1
‖P (m+k,m+k+2) − P 2‖ = 0.
By induction, (2) follows.
By (2.7) of [2], we have∥∥∥∥∥
n∑
t=1
P (m,m+t)/n−Q
∥∥∥∥∥ 1n
∥∥∥∥∥
Jd+r∑
t=1
(P (m,m+t) −Q)
∥∥∥∥∥
+ d
n
L−1∑
j=J
M+d−1∑
V=1
‖Pm+jd+1+r−M+V − P ‖
+ (L− J )
n
∥∥∥∥∥
d∑
k=1
PM+k−1 − dQ
∥∥∥∥∥ , (6)
where L, M and J satisfy n = Ld + r (0  r  d) and M < Jd < Ld . By Lemma
1.1 of [2] ∀ε > 0, choose a sufficient large number M such that∥∥∥∥∥
d∑
k=1
PM+k−1 − dQ
∥∥∥∥∥ < ε. (7)
It is easy to see that
d
n
L−1∑
j=J
M+d−1∑
V=1
‖Pm+jd+1+r−M+V − P ‖
 d
M+d−1∑
V=1
1
n
n∑
k=1
‖Pm+k+V − P ‖, (8)
and
1
n
∥∥∥∥∥
Jd+r∑
t=1
(P (m,m+t) −Q)
∥∥∥∥∥  2(Jd + r)n . (9)
By (6)–(9), we have∥∥∥∥∥
n∑
t=1
P (m,m+t)/n−Q
∥∥∥∥∥ 2(Jd + r)n
+ d
M+d−1∑
V=1
1
n
n∑
k=1
‖Pm+k+V − P ‖ + ε. (10)
By (1), (10) and arbitrariness of ε, (3) follows; by (4), (10) and arbitrariness of ε,
(5) follows. 
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Corollary 1 (See Theorem 2.1(a) of [2]). Let {Pn, n  1} and P be defined as above.
If
lim
n
‖Pn − P ‖ = 0, (11)
then (5) holds.
Proof. By (11), (4) holds. This corollary follows from Theorem 1. 
The following two corollaries are applications of Theorem 1 to the Markovian
decision processes and the information theory.
Corollary 2. Let {Xn, n  0} be a nonhomogeneous Markov chain defined on the
state space S with the initial distribution f (0) and the transition matrices {Pn, n 
1}. Let Q be a constant matrix each row of which is the distribution π = (π1, π2, . . .)
Let gn(x) and g(x) be functions defined on S, and let gn and g be column vectors
with ith element gn(i) and g(i), respectively. Let
(m,m+n)(i) = E


m+n∑
t=m+1
gt (Xt )/n
∣∣∣∣∣∣Xm = i


(m,m+n) be a column vector with ith element (m,m+n)(i) and be a column vector
with elements all equal to
∑
j g(j)πj . If
1. for any positive integer number m
lim
n
∥∥∥∥∥
n∑
t=1
P (m,m+t)/n−Q
∥∥∥∥∥ = 0, (12)
2.
lim
n
1
n
n∑
t=1
‖gt − g‖ = 0, (13)
where ‖g‖ is finite, then for any positive integer number m
lim
n
‖(m,m+n) − ‖ = 0 (14)
and
lim
n
E

1n
m+n∑
t=m+1
gt (Xt )

 =
∑
j
g(j)πj (15)
Proof. Since
‖(m,m+n) − ‖ =
∥∥∥∥∥1n
n∑
t=1
P (m,m+t)gm+t −Qg
∥∥∥∥∥
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
∥∥∥∥∥1n
n∑
t=1
P (m,m+t)(gm+t − g)
∥∥∥∥∥+
∥∥∥∥∥
(
1
n
n∑
t=1
P (m,m+t) −Q
)
g
∥∥∥∥∥
 1
n
n∑
t=1
‖gm+t − g‖ + ‖g‖ ·
∥∥∥∥∥1n
n∑
t=1
P (m,m+t) −Q
∥∥∥∥∥ , (16)
(14) follows from (12), (13) and (16).
Let f (m) be defined as before. Since
E

1n
m+n∑
t=m+1
gt (Xt )

 = f (m)(m,m+n),
and ∣∣∣∣∣∣E

1n
m+n∑
t=m+1
gt (Xt )

−
∑
j
g(j)πj
∣∣∣∣∣∣
= |f (m)(m,m+t) − f (m)|  ‖(m,m+n) − ‖ (17)
by (14) and (17), (15) follows. 
If a cost gn(j) is incurred when the state of a Markov chain at time n is j , we call
the limit limn (0,n)(i) the expected average cost for the Markov chains.
Let {Xn, n  0} be a sequence of random variables taking values in S, and let
H(X0, . . . , Xn) be the entropy of random vector (X0, . . . , Xn). If the limit limn(1/n)
H(X0, . . . , Xn) exists, it will be called the entropy rate of the sequence of random
variables {Xn, n  0}.
Since
H(X0, . . . ,Xn) = H(X0)+H(X1|X0)+ · · ·+H(Xn|X0, . . . ,Xn−1), (18)
it follows for a Markov chain {Xn} that
H(Xk|X0, . . . , Xk−1)=H(Xk|Xk−1)
=−
∑
i
P (Xk−1 = i)
∑
j
pk(i, j) logpk(i, j), (19)
where {Pn = (pn(i, j)), n  1} are the transition matrices of the Markov chain, and
log is the natural logarithm. In this case
1
n
H(X0, . . . , Xn) = 1
n
H(X0)+ 1
n
n∑
k=1
H(Xk|Xk−1). (20)
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Corollary 3. Let {Xn, n  0} be a nonhomogeneous Markov chain with the transi-
tion matrices
Pn = (pn(i, j)), i, j ∈ S, n  1,
and let P = (p(i, j)) be a periodic strongly ergodic matrix. Let
gn(i) = −
∑
j
pn(i, j) logpn(i, j), g(i) = −
∑
j
p(i, j) logp(i, j), (21)
gn and g be all column vectors with ith elements gn(i) and g(i), respectively. If
1.
lim
n
1
n
n∑
k=1
‖Pk − P ‖ = 0, (22)
2.
lim
n
1
n
n∑
k=1
‖gt − g‖ = 0, (23)
where ‖g‖ is finite, then the entropy rate of the nonhomogeneous Markov chain
exists, and
lim
n
1
n
H(X0, . . . , Xn) = πg = −
∑
i
πi
∑
j
p(i, j) logp(i, j), (24)
where π = (π1, π2, . . .) is the row vector of the constant matrix Q determined
by P.
Proof. By (22) and Theorem 1, (12) holds. Let gn(i) and g(i) be defined by (21) in
Corollary 2. Noticing that
E[gn(Xn−1)]=−
∑
i
P (Xn−1 = i)
∑
j
pn(i, j) logpn(i, j)
=H(Xn|Xn−1) (25)
(24) follows from (20) and Corollary 2. 
3. Strong law of large numbers and Shannon–McMillan–Breiman theorem
In this section, we will study the strong law of large numbers of functions of two
variables and the Shannon–McMillan–Breiman theorem for countable nonhomoge-
neous Markov chains.
Lemma. Let {Xn, n  0} be a nonhomogeneous Markov chain with the state space
S = {1, 2, . . .} and the transition matrices {Pn = (pn(i, j)), n  1}. Let {fn(i, j),
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n  1 be a sequence of functions defined on S × S, and let {an, n  1} be an in-
creasing sequence which converges to infinity. If
∞∑
n=1
1
a2n
E[f 2n (Xn−1, Xn)] < +∞, (26)
then for any k  1
lim
n
1
an
n∑
m=1
{fm(Xm−1, Xm)− E[fm(Xm−1, Xm)|Xm−k]} = 0 a.s., (27)
where X−n, n  1 are constant.
Proof. Let
Y (1)n = fn(Xn−1, Xn)− E[fn(Xn−1, Xn)|Xn−1], n  1, (28)
Y (k)n = E[fn(Xn−1, Xn)|Xn−k+1] − E[fn(Xn−1, Xn)|Xn−k],
k  2, n  1. (29)
It is easy to see that, for every k  1, {Y (k)n , n  1} is a martingale difference
sequence.
By Jensen’s inequlity for conditional expectation
E{(E[fn(Xn−1, Xn)|Xn−k+i])2}E(E[f 2n (Xn−1, Xn)|Xn−k+i])
=E[f 2n (Xn−1, Xn)], (30)
where i = 0, 1. By (28), (29), (26) and (30), we have
∞∑
n=1
1
a2n
E[Y (k)n ]2 < ∞. (31)
Hence by the convergence theorem for martingale difference sequences (see [3,
p. 249]), we have
lim
n
1
an
n∑
m=1
Y (k)m = 0 a.s. (32)
Since
fn(Xn−1, Xn)− E[fn(Xn−1, Xn)|Xn−k]
= Y (1)n + Y (2)n + . . .+ Y (k)n , (33)
(27) follows from (32) and (33). The proof of the above lemma is completed. 
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Theorem 2. Let {Xn, n  0} and {fn(x, y), n  1} be defined as in Lemma. Let P
be a periodic strongly ergodic stochastic matrix. Let
gn(i) =
∑
j
fn(i, j)pn(i, j), (34)
g(i), i ∈ S, be another function defined on S, gn and g be column vectors with ith
elements gn(i) and g(i), respectively. If
1.
∞∑
n=1
1
n2
E[f 2n (Xn−1, Xn)] <∞, (35)
2.
lim
n
1
n
n∑
k=1
‖Pk − P ‖ = 0, (36)
3.
lim
n
1
n
n∑
k=1
‖gk − g‖ = 0, (37)
where ‖g‖ is finite, then
lim
n
1
n
n∑
m=1
fm(Xm−1, Xm) =
∑
i
g(i)πi a.s., (38)
where π = (π1, π2, . . .) is the unique distribution determined by P .
Proof. Letting an = n in the Lemma, by (35) for any k  1
lim
n
1
n
n∑
m=1
{fm(Xm−1, Xm)− E[fm(Xm−1, Xm)|Xm−k]} = 0 a.s. (39)
Let k  1. Since
E
[ ∞∑
n=1
1
(n+ k)2 (E[fn+k(Xn+k−1, Xn+k)|Xn−1])
2
]
 E
[ ∞∑
n=1
1
(n+ k)2E[f
2
n+k(Xn+k−1, Xn+k)|Xn−1]
]
=
∞∑
n=1
1
(n+ k)2E[f
2
n+k(Xn+k−1, Xn+k)] < ∞, (40)
we have
lim
n
1
n+ kE[fn+k(Xn+k−1, Xn+k)|Xn−1] = 0 a.s. (41)
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As n < k, E[fn(Xn−1, Xn)|Xn−k] = E[fn(Xn−1, Xn)] are constant. By (39) and
(41) for any k, we have
lim
n
{
1
n
n∑
m=1
fm(Xm−1, Xm)
− 1
n
n∑
m=1
E[fm+k+1(Xm+k, Xm+k+1)|Xm]
}
= 0 a.s. (42)
Now
1
n
n∑
m=1
E[fm+k+1(Xm+k, Xm+k+1)|Xm]
= 1
n
n∑
m=1
∑
i,j
fm+k+1(i, j)P (Xm+k = i, Xm+k+1 = j |Xm)
= 1
n
n∑
m=1
∑
i
∑
j
fm+k+1(i, j)pm+k+1(i, j)p(m,m+k)(Xm, i)
= 1
n
n∑
m=1
∑
i
gm+k+1(i)p(m,m+k)(Xm, i). (43)
Letting the elements of P k be p(k)(i, j), we obtain∣∣∣∣ 1n
n∑
m=1
E[fm+k+1(Xm+k, Xm+k+1)|Xm] − 1
n
n∑
m=1
∑
i
g(i)p(k)(Xm, i)
∣∣∣∣
=
∣∣∣∣ 1n
n∑
m=1
∑
i
gm+k+1(i)p(m,m+k)(Xm, i)− 1
n
n∑
m=1
∑
i
g(i)p(k)(Xm, i)
∣∣∣∣
 1
n
n∑
m=1
∣∣∣∣∑
i
gm+k+1(i)p(m,m+k)(Xm, i)− 1
n
∑
i
g(i)p(m,m+k)(Xm, i)
∣∣∣∣
+1
n
n∑
m=1
∣∣∣∣∑
i
g(i)p(m,m+k)(Xm, i)−
∑
i
g(i)p(k)(Xm, i)
∣∣∣∣
 1
n
n∑
m=1
∣∣∣∣∑
i
p(m,m+k)(Xm, i)(gm+k+1(i)− g(i))
∣∣∣∣
+1
n
n∑
m=1
sup
i
|g(i)| · sup
l
∑
i
∣∣∣∣p(m,m+k)(l, i)− p(k)(l, i)
∣∣∣∣
 1
n
n∑
m=1
‖gm+k+1 − g‖ + ‖g‖
n
n∑
m=1
‖P (m,m+k) − P k‖. (44)
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By (36) and Theorem 1, we have
lim
n
1
n
n∑
m=1
‖P (m,m+k) − P k‖ = 0. (45)
By (45), (37), (44) and (42) for any k, we have
lim
n
1
n
n∑
m=1
{
fm(Xm−1, Xm)−
∑
i
g(i)p(k)(Xm, i)
}
= 0 a.s. (46)
By (46), we have for any N
lim
n
{
1
n
n∑
m=1
fm(Xm−1, Xm)− 1
n
n∑
m=1
1
N
N∑
k=1
∑
i
g(i)p(k)(Xm, i)
}
= 0 a.s.
(47)
Since∣∣∣∣1n
n∑
m=1
1
N
N∑
k=1
∑
i
g(i)p(k)(Xm, i)−
∑
i
g(i)πi
∣∣∣∣
 1
n
n∑
m=1
∑
i
∣∣∣∣ 1N
N∑
k=1
g(i)(p(k)(Xm, i)− πi)
∣∣∣∣
 1
n
n∑
m=1
sup
i
|g(i)| · sup
l
∑
i
∣∣∣∣ 1N
N∑
k=1
p(k)(l, i)− πi
∣∣∣∣
= ‖g‖ ·
∥∥∥∥∥ 1N
N∑
k=1
P k −Q
∥∥∥∥∥ , (48)
and since P is a periodic strongly ergodic matrix, by Lemma 1.1 of [2], we have
lim
N
∥∥∥∥∥ 1N
N∑
k=1
P k −Q
∥∥∥∥∥ = 0. (49)
Letting N → ∞ in (48), (38) follows from (47)–(49). 
If the initial distribution and the transition matrices of a Markov chain are, respec-
tively,
f (0) = (f1, f2, . . .), Pn = (pn(i, j)), n  1,
then the distribution of the Markov chain is
p(x0, . . . , xn) = P(X0 = x0, . . . , Xn = xn) = fx0
n∏
k=1
pk(xk−1, xk). (50)
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Hence the entropy density of the Markov chain is
fn(ω)=−1
n
logp(X0, . . . , Xn)
=−1
n
[
log fx0 +
n∑
k=1
logpk(Xk−1, Xk)
]
. (51)
The convergence of fn(ω) to a constant (L1 convergence, convergence in prob-
ability, a.s. convergence) is called Shannon–McMillan–Breiman theorem or entropy
theorem (see [1]). It is an important theorem in information theory. Liu and Yang [6]
have studied the Shannon–McMillan–Brieman theorem for finite nonhomogeneous
Markov chains. In this paper, we can get the Shannon–McMillan–Breiman theorem
for countable nonhomogeneous Markov chains, which is an extension of a result of
[6].
Theorem 3. Let a nonhomogeneous Markov chain {Xn, n  0}, P , gn(i), g(i), gn
and g be defined as in Corollary 3 of Theorem 1, fn(ω) be defined by (51). If
1.
∞∑
n=1
1
n2
E[(log pn(Xn−1, Xn))2] < +∞, (52)
2.
lim
n
1
n
n∑
k=1
‖Pk − P ‖ = 0, (53)
3.
lim
n→∞
1
n
n∑
k=1
‖gk − g‖ = 0, (54)
where ‖g‖ is finite, then
lim
n
fn(ω) = −πg = −
∑
i
πi
∑
j
p(i, j) logp(i, j) a.s., (55)
where π = (π1, π2, . . .) is the unique distribution determined by P.
Proof. Letting fn(x, y) = − logpn(x, y) and g(i) = −∑j p(i, j) logp(i, j) in
Theorem 2, (55) follows from Theorem 2. 
Remark. Let {Pn, n  1} be the transition matrices of a countable nonhomoge-
neous Markov chain such that inf {pn(x, y) : pn(x, y) > 0} > 0. It is easy to see
(52) holds.
From Theorem 3 we can get easily the Shannon–McMillan–Breiman theorem for
finite nonhomogeneous Markov chains as follows.
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Let {Xn, n  0} be a finite nonhomogeneous Markov chain defined on the state
space S = {1, 2, . . . , |S|} with the initial distribution and the transition matrices, re-
spectively,
f (0) = (f1, f2, . . . , f|s|), Pn = (pn(i, j)), i, j ∈ S, n  1.
Then the condition (52) automatically holds. In fact, since
max{x(log x)2, 0  x  1} = 4e−2,
and
E[logpn(Xn−1, Xn)]2
=
|S|∑
i=1
|S|∑
j=1
pn(i, j)[logpn(i, j)]2P(Xn−1 = i)
 4|S|e−2,
then (52) holds. If an irreducible stochastic matrix P is finite, then P is periodic
strongly ergodic. If the matrices, row vectors and column vectors are finite, then the
convergence in norm are equivalent to coordinatewise convergence. Hence we have
the following theorem.
Theorem 4. Let {Xn, n  0} be a finite nonhomogeneous Markov chain defined as
before. Let the finite stochastic matrix P = (p(i, j)) be irreducible. Let fn(ω) be
defined by (51). If
lim
n
1
n
n∑
k=1
|pk(i, j)− p(i, j)| = 0 ∀i, j ∈ S, (56)
then
lim
n
fn(ω) = −
|S|∑
i=1
|S|∑
j=1
πip(i, j) logp(i, j) a.s., (57)
where π = (π1, π2, . . . , π|s|) is the unique distribution determined by P.
Proof. By (56) and the Lemma 4 of [6], we have
lim
n
1
n
n∑
k=1
|pk(i, j) logpk(i, j)− p(i, j) logp(i, j)| = 0 ∀i, j ∈ S. (58)
By (58), (54) holds. (56) and (53) are equivalent, and (52) automatically holds. Hence
(57) follows from Theorem 3. 
Theorem 4 is an extension of Theorem 7 of [6]. In [6], the assumption of P is
ergodic, here we assume P is irreducible.
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