We present a new approach for 3D model indexing and retrieval using 2D/3D shape descriptors based on silhouettes or depth-buffer images. To take into account the dispersion of information in the views, we associate to each view a relevance index which will be afterward used in the dissimilarity computation. The performance of this new approach is evaluated on the Princeton 3D Shape Benchmark database.
Introduction
The problem of developing robust and efficient tools for searching a shape in a database of 3D models has become a real challenge, considering the number of 3D models available on the Internet. We have chosen to study here 2D/3D retrieval methods based on the computation of the 2D views of the 3D models. When examining the different views associated to a 3D object, one can see that some of them are more relevant than other ones. In the following, we propose to take into account the relevance associated to the 2D views in the shape matching algorithm. We introduce several relevance index models to measure the amount of significant information associated to a 2D view and show their efficiency on two 2D/3D retrieval approaches based respectively on silhouettes and on depth-buffer images. In section 2 we present an overview of previous work on 3D similarity and shape retrieval, focusing on 2D/3D approaches. Our method and its evaluation on the Princeton 3D Shape Benchmark Database are presented respectively in section 3 and 4. Finally, we conclude the paper and present ideas for future work in section 5.
Previous work
Existing shape benchmarks [16, 8, 20, 3] propose databases of polyhedral models. We will here focus on 2D/3D approaches and let the reader consult [19, 18, 26, 2] for a more complete overview of 3D retrieval methods.
2D/3D approaches
The main idea consists in associating to the 3D model a set of projections from multiple viewpoints. The 3D shape is indirectly represented by various 2D-shape descriptors so that the 3D-shape matching is transformed into similarity measuring between 2D-shapes. This principle is common to all 2D/3D approaches. The difference between these approaches lies in the choice of: the pose normalization, the box of projection, the size of the images, the nature of the 2D-shape descriptors and the size of the signatures.
Silhouettes [5, 12, 3, 13, 1] and depth-buffer images [7, 14, 21] are the most widespread projections. A silhouette indicates the region of a 2D-image which contains the projection of the visible points of the 3D object. Although the silhouette images are easy to store and very useful in some cases, they contain only little information about the 3D shape. Then, to collect more topological and structural properties of the 3D model, it proves to be interesting to use depth-buffer images.
In [3] , the authors present a representation of 3D model by ten silhouettes rendered from a set of views covering the extended sphere. Next, each silhouette is encoded by its Zernike moments and Fourier descriptors. The dissimilarity of two 3D models is defined as the minimum of the sum of the distances between features extracted over all rotations and all pairs of vertices on the corresponding dodecahedrons. Filali Ansary et al. [1] propose an approach based on characteristic views selection and introduce a novel probabilistic Bayesian approach for 3D model retrieval from these views. In [12] , Mahmoudi and Daoudi consider 7 silhouettes to represent 3D model. To describe these silhouettes, they use curvature scale space (CSS) 2D descriptors which provide compact and highly discriminating representations. In [5] , each object is associated to 72 views which are structured in a shock graph. The shape retrieval process is based on a shock graph matching algorithm. Min [13] proposes a model adapted to a 2D user sketch query interface.
Ohbuchi et al. [14] employ a set of 42 depth-buffer images to represent each 3D model. To ensure that their method is invariant under rotation, they introduce a new algorithm for measuring similarity between two 3D models. In [21] , a global optimization algorithm is employed to estimate the best relative pose.
Contributions of the views in the 3D-shape description
By examining the 2D images associated to a 3D model, we notice that some views are more relevant than the others in the 3D-shape description. For example, if one looks at the 2D-shapes of Figure 2 , he will quickly recognize a human on the frontal view, a little less on the profile view. The upward view taken in an isolated way will not be more significant. Thus if we measure the similarity between two models by visual comparison, we have to take it into consideration. In the following, we present a process which estimates differently the contribution of each image in the 3D-shape description according to its relevance.
Similarity search of 3D models
To respect the diversity of information among various views, we will associate to each silhouette or depth-buffer image a relevance value which will be used in the estimation of the degree of similarity between two 3D objects. This approach can be applied to any type of 2D/3D descriptors. Here, we consider two 2D/3D shape descriptors based on the Fourier transform of rendered silhouettes and depthbuffer images of the 3D models, presented in [7] . These descriptors require pose normalization to provide invariance under similarity transformations. Thus, there are four major steps for measuring the similarity between 3D models:
1. Normalize pose of 3D model. The Principal Component Analysis (PCA) generates an alignment of a 3D-mesh model into a canonical coordinate system frame by translating, rotating, reflecting, and scaling the set of vertices. We have retained the "Continuous" PCA [24, 25] because it appears to be more complete and the most stable of all the approaches we have studied.
Extract feature vectors (2D/3D descriptors).
3. Determine relevance indices of projection images.
4. Compute the dissimilarity between 3D models.
2D/3D Descriptors
Two 2D/3D shape descriptors of [7] have been retained in our 3D model retrieval process. They both need a CPA normalization process.
The first one uses silhouettes. Each 3D model is projected perpendicularly on the planes of his own canonical bounding cube, in order to generate three silhouette images. Each silhouette
, is defined as an outer contour approximated by K equally-spaced sequential points c i = {c i (t); t = 0, ..., K}, i ∈ {1, 2, 3}. The c i are selected, computing the intersection of the contour with a set of rays emanating from the image center O and having a uniform angular distribution. They form the input to the one-dimensional discrete Fourier transform (1D-DFT). The shape feature vector of a 3D model is formed by the low frequency part coefficients of the Fourier spectrums, F i , of the three contour images.
The second 2D/3D shape descriptor is based on depthbuffer images. Six depth-buffer images are associated to the faces of the extended bounding box. The 6 N xN pixels
l , are transformed using the two-dimensional discrete Fourier transform (2D-DFT) to represent the feature in the spectral domain. Finally, each depth-buffer image v i , i ∈ {1, ..., 6}, is represented by the absolute values of k low-frequency Fourier coefficients, F i , and constitute the feature vector of dimension 6k.
Relevance index models
The relevance index indicates the density of information contained in the 2D image and is calculated for each view characterizing the 3D model. Since the optimal way of measuring the relevant information about 2D-shape is not prescribed, we can consider a variety of different methods to define relevance index. It depends on the nature of information extracted from the 2D-shape such as area, contour, curvature, depth, structure, connectivity, compactness... In this section, for only one information type, we define one relevance index. However, to capture another relevance over different aspects and characteristics of a 2D-shape, we can combine different relevance indices described in what follows. To compute the relevance indices, we can use several statistical measures such as average or variance.
Silhouette relevance indices
We propose two methods to compute the relevance indices of silhouette images: The first is classic: we compute the number of non-null pixels on the image, i.e., the area of the projected surface of the 3D model on the corresponding face of the bounding box.
where s ab is the pixel value of the image at position (a, b). We can also retain this relevance value for depth-buffer im-ages, keeping only depth pixels with positive values. Figure 1 . Limitation of the relevance interpretation (using R a ).
Using the area of the projected surface, the results will give the smallest relevance values for the images of the second row of Figure 1 , but it is obvious that the corresponding views are more relevant than on the first row. Then the R a is not suitable for measuring the relevance index in some cases. To moderate the influence of the area, we can take the square root of the relevance defined in Equation (1) The second relevance index model introduces the outer contour of the silhouette in order to keep more 2D shape information. Hence, the contour length is not suitable to represent the relevance index, because it is sensible to local perturbation of the surface. In general, similar shapes can have different contour lengths (see the examples in Figure 3) . Therefore, to define a more robust relevance index which depends on the outer contour, we choose the average cord of a 2D mesh, i.e. the average of the lengths of all possible cords connecting two contour points.
where c ab is the pixel value at position (a, b) and L is the contour length. The pixels where c ab = 1 define the outer contour of silhouette. To overcome the limitation presented in Figure 3 , we can also define the relevance index using a set of particular points detected from the 2D-shape. The considered points can be the higher-curvature points or a subset of interest points as in [11] . However, this information type can well represent the relevance for some particular cases but can be much less efficient for many 3D models due to the unstable behavior of these key points. 
Depth-buffer relevance indices
We propose two methods to compute the relevance indices of depth-buffer images: The first one introduces the depth. We take the sum of all values of the non-null pixels on the depth-buffer image (we compute the volume enclosed between the visible parts of the 3D object and the opposite plane of the bounding box).
where v ab is the pixel value of the depth-buffer image at position (a, b). 
where 2w is the length of the sides of the extended enclosing bounding box. The values of R g for the human-biped model are given in Figure 4 . 
Normalized relevance indices
Let R i be the relevance indices associated respectively to the views 1 ≤ i ≤ N v . We use the normalized relevance
In fact, the proposed relevance indices depend on the nature of retained information from the 2D-shape. Consequently, for one database, an appropriate selection of the relevance, depending on the present models, could yield a better diversity of information among various views.
Matching two 3D models
To compare two 3D models O1 and O2, we generate the feature vectors F 
where N v is the number of views. Finally, the dissimilarity between a pair of 3D models O1 and O2 is:
We take N v = 3 (resp. N v = 6) for the silhouette (resp. depth-buffer) based approaches.
Experimental results
For our tests, we use the Princeton 3D Shape Benchmark database (see [18] for a detailed description of the database). The experimental results presented here were obtained with the following parameters: 256x256 size for the projection images; 100 (resp. 78) low-frequency Fourier coefficients for one silhouette (resp. depth-buffer) image; l 1 distance for shape similarity computation. In what follows, SA and DBA will denote the methods without relevance index, ESA and EDBA will denote our enhanced approach based on silhouettes and depth buffer.
To study the ability of each method to discriminate between classes of models, we performed a more general search experiment over the entire database. In this case, for each approach, all similarities between two models from the database are calculated. Each object in the database is selected as query object and the models are retrieved according to the rank of computed similarities.
In order to choose the best relevance index for the Princeton 3D Shape Benchmark database, we tested all proposed relevance indices with the studied approaches (cf. table 1). According to our experiment, R sa the square root of the relevance defined in Equation (1) for silhouettes and R g defined in Equation (4) for depth-buffer images were slightly better than the others. In the rest of the paper, we present the results of enhanced approaches with them. To compare objectively the retrieval effectiveness of the proposed approaches, we computed Precision-Recall diagrams (the query is not counted in the answer as in [23] ) and four quantitative measures for evaluating query results (see [18] in table 4 of [18] , the DBA is in third position, after the Radialized Spherical Extent Function (REXT) descriptor [22] while the EDBA is in second position, between the Light Field Descriptor (LFD) [17] and the REXT descriptor.
Method
To illustrate how relevance indices improve the 2D/3D approaches, we present four queries of the desk chair class in Figure 6 . In fact, our retrieval system returns a complete list of models ranked by similarity to the query model. Only the nine top matches from it are retained in Figure  6 . The query model is at the top of Figure 6 and the retrieved models are presented in decreasing similarity order from left to right and top to down. Each returned model is represented by its most significant depth-buffer image. The EDBA retrieves seven relevant models, one more than the DBA results and the ESA gives the same number of desk chair than the SA. Note that the nine first models returned by the EDBA and the ESA methods are chairs, contrarily to the SA and the ESA methods which also return cars and plants. For all queries illustrated, we notice that the first models retrieved by our methods are visually very similar to the query in term of global shape. These results show the contribution of the relevance index in the studied 2D/3D approaches. Moreover, it emerges from queries that our approaches are more effective than the approaches without relevance index to retrieve the 3D models belonging to the query classes, and return the objects that we would intuitively consider as similar. 
Conclusion
In this paper, we have presented a technique to enhance 2D/3D approaches for 3D-shape retrieval. We have associated a relevance index to each 2D image to provide a more accurate description of the 3D models and used them in the dissimilarity measurement process. Several relevance index models have been proposed for silhouette and depth-buffer based descriptors. Their efficiency has been compared with the silhouette and depth-buffer approaches of [23] on the Princeton 3D Shape Benchmark Database. Our NN, FT, ST and DCG global average scores produce better results for both silhouette and depth-buffer based methods and thus our method improves 2D/3D approaches for 3D-shape retrieval without increasing their overall computational cost.
It has been shown by Shilane et al. [18] that the Lightfield Descriptor [3] was the most efficient 3D retrieval method. Then it would be interesting to measure the effect of introducing relevance indices in their approach.
In fact, the relevance index models presented here are empirical: their value should represent the "density" of information contained in the image and should express how much the image characterizes the 3D-shape w.r.t. the other images associated to the 3D model. Other features such as the 2D-shape curvatures should be considered to design new relevance index models for silhouette and depth-buffer based approaches. Improvement in the design of relevance index models could be done also by studying human visual object-recognition system as it has been done in [4, 6, 9] 3D model recognition purpose. A relevance index model based on saliency could be deduced from [10] for depth buffer images. Nevertheless, it seems difficult to find the perfect relevance index model: the paper of Polonsky et al. [15] which compares various methods computing the best viewpoint to visualize a 3D object indicates that any of them is good for a number of examples and fails for others. Although our purpose here is slightly different, we think that we should obtain similar results for relevance index models.
