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ABSTRACT 
Public health practice and quality of medical care rely heavily on the 
accuracy, precision, and robustness of risk prediction models.  Health care 
providers use risk prediction models to assess a patient’s risk of developing an 
event during a specified time frame given the patient’s specific characteristics, 
and subsequently recommend a course of treatment or preventative action. 
 In public health research, risk prediction models are often constructed with 
common statistical modeling techniques, such as logistic regression for binary 
outcomes or Cox proportional hazard regression for time-to-event outcomes, and 
the performance of the model is assessed through internal or external validation, 
or some combination.  Model validation requires statistical and clinical 
significance and satisfactory baseline or improvement in model calibration and 
discrimination: calibration quantifies how close predictions are to observed 
outcomes while discrimination quantifies the model’s ability to distinguish 
 v 
correctly between events and nonevents.  Measures for evaluating these 
qualities include (but are not limited to) Brier score, calibration-in-the-large, 
proportion of variation (R2), sensitivity and specificity, area under the receiver 
operating characteristic curve (AUC), discrimination slope, net reclassification 
index (NRI), integrated discrimination improvement (IDI), and decision theory 
analytic measures such as net benefit and relative utility.  Among these 
measures exist several interrelationships under certain assumptions, and their 
estimation and interpretation is an active area of research.   
 The first two parts of this thesis focus on studying the empirical 
distributions and improving confidence interval (CI) estimation of ∆AUC, NRI, and 
IDI for both binary event data and time-to-event data.  Through data simulation 
and the comparison of several CI types derived with bootstrapping techniques, 
we make recommendations for proper estimation in future work and apply our 
recommendations to real-life Framingham Heart Study data. 
 The third part of this thesis summarizes the many interrelationships and 
possible redundancies among the measures listed, extends theoretical formulas 
assuming normal variables for ∆AUC, NRI, and IDI from nested models to non-
nested models and to Brier score, and explores the impact of varying 
discrimination and calibration assumptions on Yates’ and Sanders’ decomposed 
versions of Brier score through simulation. 
 Lastly, overall conclusions and future directions are presented at the end.  
 vi 
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CHAPTER 1. INTRODUCTION 
 
 Public health practice and quality of medical care rely heavily on the 
accuracy, precision, and robustness of risk prediction models.  Health care 
providers use risk prediction models to assess a patient’s risk of developing an 
event during a specified time frame, given specific patient characteristics.  For 
example, the Framingham general cardiovascular disease (CVD) risk model 
estimates risk of a CVD event within 10 years with sex-specific prediction 
models, considering age, total cholesterol and high-density lipoprotein (HDL) 
cholesterol, systolic blood pressure (SBP), hypertension treatment, smoking 
status, and diabetes.1  Based on an individual’s risk, the health care provider 
recommends a course of treatment or preventative action. 
 In public health research, the common practice is to develop the risk 
prediction model on a discovery data set and to assess the model through 
internal or external validation, or a combination.2,3  A statistical modeling 
technique – such as logistic regression for binary outcomes and Cox proportional 
hazard (PH) regression for time-to-event outcomes – is used in model 
development and validation.4  Risk prediction model validation first requires 
establishing clinical and statistical significance.5  Additionally, investigators need 
to properly assess model calibration and discrimination: calibration quantifies 
how close predictions are to observed outcomes while discrimination quantifies 
the model’s ability to distinguish correctly the two classes of the outcome (i.e. 
2 
  
 
event vs. nonevent).4  One well-known measure that quantifies both calibration 
and discrimination is the Brier score.6-8  There are other several methods for 
evaluating satisfactory baseline or improvements in these areas.   
Investigators may wish to determine whether a standard, well-established 
risk prediction model can be improved by adding new variables, or they may wish 
to compare two non-nested models.  To assess improvement in discrimination, 
we most commonly estimate the difference in area under the receiver operating 
characteristic curve (AUC) for two models, where ∆AUC = AUC(new or expanded 
model) – AUC(standard model).9  For comparing nested models, a strong added 
predictor theoretically should increase the AUC.  Pepe et al. demonstrate that if 
the model is correct under normality, then significance of the new predictor is 
equivalent to significant improvement in AUC.5  However, the magnitude of 
∆AUC often fails to recognize some promising new markers, a common paradox 
being that a statistically significant predictor will fail to produce a large increase in 
the AUC, especially if the standard model’s baseline AUC is large.10  While the 
increase in AUC may be statistically significant, the small magnitude of the 
increase leads researchers to question its clinical significance.  This 
phenomenon motivated a search for new methods for assessing a predictor’s 
incremental value.11,12 
 M. Pencina et al. proposed two new measures for assessing improvement 
in risk prediction: the net reclassification index (NRI), a risk category-based 
measure, and the integrated discrimination improvement (IDI).10  M. Pencina et 
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al. further extended the definition of NRI to remove the constraint of choosing 
categories to appease those who argued that clinically relevant categories may 
not always exist, resulting in what is often referred to as the continuous NRI 
(NRI>0).13  A few years later, K. Pencina et al. developed the jump-size NRI 
(jsNRI), a version of NRI that still relies on categories but corrects for criticism 
that the original derivation of NRI assigns the same weight to subjects 
reclassified by one vs. more than one category by assigning more weight to 
larger jumps.14  Even further, M. Pencina and Steyerberg proposed that for the 2-
category version of NRI, investigators should choose the event rate as the cutoff 
between the two risk categories (resulting in NRI at event rate, NRI(𝑦𝑦�)), for which 
other clinically meaningful categories do not exist.15  In regard to the use of NRI 
and IDI, investigators recommend that they be calculated in conjunction with 
other measures of prediction increment, such as the difference in Brier scores 
(∆BS) and ∆AUC, as well as measures of calibration and decision theory; risk 
prediction model validation should consider the results of several metrics, not just 
one.10,16 
 Additional measures for evaluating calibration and discrimination include 
(but are not limited to) calibration-in-the-large, calibration slope, proportion of 
variation (R2), sensitivity and specificity, and decision theory analytic measures 
such as net benefit and relative utility.2,7,17-19  Under certain assumptions, several 
interrelationships among these measures exist, as well as published formulas for 
standard errors, test statistics, and confidence intervals (CIs) assuming 
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asymptotic theory, and their estimation and interpretation is an active area of 
research.   
 The first two parts of this thesis focus on studying the empirical 
distributions and improving confidence interval (CI) estimation of ∆AUC, NRI, and 
IDI for both binary event data and time-to-event data.  Through data simulation 
and the comparison of several CI types derived with bootstrapping techniques, 
we make recommendations for proper estimation in future work and apply our 
recommendations to real-life Framingham Heart Study data. 
The third part of this thesis summarizes the many interrelationships and 
possible redundancies among the measures described, extends theoretical 
formulas assuming normal variables for ∆AUC, NRI, and IDI from nested models 
to non-nested models and to Brier score, and explores the impact of varying 
discrimination and calibration assumptions on Yates’ and Sanders’ decomposed 
versions of Brier score through simulation.   
We believe that the combined work from the three parts of this thesis will 
summarize the wide range of metrics that exist for quantifying discrimination, 
reclassification, and calibration, highlight their interrelationships and practical 
utility including some of the issues and redundancies that arise when they are 
used, and improve estimation methods for future work of investigators.  
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CHAPTER 2. IMPROVEMENT IN ESTIMATION OF MEASURES OF 
PREDICTION INCREMENT IN LOGISTIC REGRESSION 
 
2.1. SUMMARY 
 
Proper confidence interval (CI) estimation of the area under the receiver 
operating characteristic curve (AUC), the net reclassification index (NRI), and the 
integrated discrimination improvement (IDI) is an area of ongoing research, as 
these measures are vital to evaluating improvement in discrimination when 
comparing a standard risk prediction model to an updated version. Recent 
developments show that degeneration of the normal distribution assumption 
under the null hypothesis exists for measures such as the change in AUC 
(∆AUC) and IDI.  We hypothesize that this phenomenon also exists for NRI.  
However, the most common methods for CI estimation of these measures 
employ asymptotic theory.  We deem this assumption may not always be 
appropriate, especially in situations where we see degeneration of the normal 
distribution under the null hypothesis.  Thus, confidence intervals (CIs) estimated 
under the normal assumption may be invalid.   
In this chapter, we examine the performance of ∆AUC, NRI, and IDI in the 
logistic regression context. We explore empirical distributions, bias, and compare 
asymptotic CIs with those produced from bootstrapping techniques in simulated 
situations with varying event rates, effect sizes, and sample sizes.  With large 
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data, deriving CIs from bootstrapping can be computationally intensive, so we 
need to ensure that what we gain from bootstrap CIs is worth the extra time and 
computer power.   
Our results suggest that the asymptotic CIs are only useful in situations 
with strong effect size of the added marker and when the standard error is 
properly estimated. The percentile bootstrap interval exhibits at least reasonable 
coverage while maintaining the shortest width in nearly all scenarios, making this 
interval the most reliable overall choice.  We hope that these recommendations 
improve accuracy in the estimation and the overall assessment of discrimination 
improvement.   
 
2.2. MOTIVATION 
 
 Quantifying risk prediction model improvement with ∆AUC, NRI, and IDI is 
a topic of debate in the literature.  It is important to isolate the true issues from 
misunderstandings about these metrics, and to properly focus research where it 
is needed most. 
While ∆AUC is the most widely used and trusted measure for quantifying 
risk prediction model improvement, it has been subject to some criticism.  Pepe 
et al. argue that under normal assumptions, testing for risk prediction 
improvement is redundant if the new predictor has been shown to be a significant 
risk factor of the event of interest.5  Their simulation study demonstrates that 
7 
  
 
standard testing procedures of ∆AUC that do not adjust for variability in 
estimated regression coefficients are conservative, which could explain the 
phenomenon of ∆AUC being insensitive to risk prediction improvements.5  
Demler et al. demonstrated misuse of the DeLong test comparing AUCs for two 
nested models, observing that the empirical distribution of ∆AUC was highly right 
skewed with the median near zero after 1000 simulations, despite the sample 
size increasing from 50,000 to 100,000, meaning that the distribution of the 
∆AUC estimator under the null is dramatically different from the normal 
distribution assumed by the DeLong test.20 
NRI and IDI have quickly gained popularity as model performance 
measures, particularly in cardiovascular research.21  However, their assumed 
asymptotic behavior and interpretation have been debated since their inception.  
Kerr et al. demonstrated through simulation that formula for the standard error of 
IDI as proposed by M. Pencina et al. underestimates the standard error, and also 
that the normal theory test for H0: IDI=0 is not valid due to violation of the normal 
assumption under the null.10,22  Pepe argued that NRI as a single summary 
measure is less clinically relevant than the event NRI (eNRI) and nonevent NRI 
(neNRI) as separate components, and Kerr et al. demonstrate scenarios where 
the sum of eNRI and neNRI actually masks detriment by the new model within 
either the events or nonevents.21,23  NRI’s interpretation is commonly mistaken as 
a proportion, and some argue it is best to interpret eNRI and neNRI separately, 
since eNRI is the net proportion of events assigned a higher risk and neNRI is 
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the net proportion of nonevents assigned a lower risk.  These findings support 
the recommendation that researchers should report eNRI and neNRI in addition 
to the composite NRI in their results.   
Continuous NRI (NRI>0) receives some of the harshest criticism. Kerr et 
al. point out that NRI>0 can be dramatically large in magnitude, even for updated 
models with an uninformative added marker, thus causing null new markers to 
appear predictive and leading investigators to incorrectly assign them roles in risk 
prediction.21  Hilden and Gerds argue that estimation of NRI>0 and IDI may not 
be valid in situations with poorly calibrated risk models and that re-calibration 
may not correct all issues.24,25  Leening et al. have counter-argued that mean 
calibration of risk prediction models is automatically achieved by any MLE-based 
algorithm and therefore Hilden and Gerds’ example is not applicable in this 
situation.16  Leening et al. also reiterate the importance of ensuring that risk 
prediction models are properly calibrated with a metric best suited for evaluating 
calibration before evaluating the inherent value of an added marker.16  With the 
amount of conflicting literature, we recommend that investigators take great care 
in the estimation and interpretation of NRI and IDI. 
As noted, there appear to be some real potential issues with normal theory 
assumptions and standard error estimation.  Since degeneration of normal theory 
assumptions have been shown under the null for ∆AUC and IDI, we suspect to 
see similar issues with NRI.  It is important to further research the behavior of 
∆AUC, NRI, and IDI to make sound recommendations on their estimation, use in 
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the field, and interpretation in developing and improving risk prediction models.  
The asymptotic CI formulas rely heavily on the assumption that the distribution of 
these measures is always normal in nature, which may not be the case 
especially as the added predictor moves closer to the null.  They also rely on 
proper estimation of standard errors of the statistic of interest; the developed 
formulas for the standard errors of NRI and IDI may not be correctly estimating 
the true variance.  We wish to further study the behavior of the distributions of the 
measures with use of bootstrapping techniques, as the normal distribution 
assumption is not always be appropriate. 
 
2.3. BACKGROUND AND METHODS 
 
2.3.1. General framework 
 
 Let Y to be a binary outcome, where Y=1 for an event of interest and Y=0 
for a nonevent.  Define a column vector X of p+q predictor variables conditional 
on Y that follows a multivariate normal distribution such that for nonevents X|Y=0 
~ N(µ0, Σ) and for events X|Y=1 ~ N(µ1, Σ).  Assume that Y and X are available 
for all N patients.  We also assume that the p+q predictor variables of X are 
uncorrelated.  We use X to predict Y; a projection based on the full set of p+q 
predictors is compared with a projection based on a reduced set of predictors, p, 
where the reduced model is nested within the full model.  In logistic regression, 
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the respective models produce linear coefficient estimates a’ = (a1,…, ap+q) 
based on the full model and b’ = (b1,…, bp) based on the reduced model, with 
risk scores functions of a’Xp+q and b’Xp.  We assume here that higher values of 
risk score correspond to higher probability of the event of interest.  We wish to 
test whether the last q coefficients are equal to 0 and to then determine whether 
the full model discriminates as well as or better between the two subgroups of Y 
as compared to the reduced model. 
 
2.3.2. Measures of discrimination improvement for binary risk prediction models 
 
Here we summarize the prediction increment metrics under consideration 
in our study: the area under the receiver operating characteristic curve (∆AUC), 
the net reclassification index (NRI), the jump-size net reclassification index 
(jsNRI), the continuous net reclassification index (NRI>0), and the integrated 
discrimination improvement (IDI).  
  
AUC 
The area under the receiver operating characteristic (ROC) curve (AUC) is 
defined as the probability that the risk of event for a randomly selected nonevent 
is less than the risk of event for a randomly selected event.  Given a risk score 
threshold t, sensitivity (true positive fraction, TPF) is the probability that an event 
is classified correctly as an event: 
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Sensitivity = TPF = P(risk score > t | Y=1) 
 Specificity is defined as the probability of correctly classifying a nonevent:   
Specificity = P(risk score < t | Y=0) 
Each risk score is compared to t for classification of the subject with that risk 
score to a predicted group, i.e. predicted event vs. predicted nonevent.  
Subtracting specificity from 1 yields the false positive fraction (FPF). 
1 – Specificity = FPF = P(risk score > t | Y=0) 
 Depending on the choice of threshold t, some events and nonevents will 
be correctly classified while the remainder will be misclassified.  Varying t yields 
different pairs of values of TPF and FPF.  Plotting these pairs (FPF, TPF) for all 
possible choices of t results in the ROC curve, and AUC is the area under this 
curve.  The model’s AUC ranges from 0.5 (no discriminatory ability) to 1.0 
(perfect discrimination).   
 There is no explicit formula for the AUC, so typically it is estimated by the 
Mann-Whitney statistic.9  This is a non-parametric, unbiased estimator, referred 
to as npAUC and also known as the C-statistic.26  E.g., for the full model 
discussed with risk scores a’Xp+q, the formula is 
C ≡ npAUC = 1
𝑛𝑛0𝑛𝑛1
∑ ∑ 𝐼𝐼�𝒂𝒂′𝒙𝒙𝒊𝒊 ,𝒂𝒂′𝒙𝒙𝒋𝒋�𝑥𝑥𝑗𝑗∈𝒀𝒀𝟏𝟏𝑥𝑥𝑖𝑖∈𝒀𝒀𝟎𝟎 , 
where Y1 and Y0 are the sets of subjects with and without events, respectively, n1 
and n0 are the sizes of the sets, and I is given as follows: 
𝐼𝐼�𝒂𝒂′𝒙𝒙𝒊𝒊 ,𝒂𝒂′𝒙𝒙𝒋𝒋� = � 1, 𝑖𝑖𝑖𝑖 𝒂𝒂′𝒙𝒙𝒊𝒊 <  𝒂𝒂′𝒙𝒙𝒋𝒋 0.5, 𝑖𝑖𝑖𝑖 𝒂𝒂′𝒙𝒙𝒊𝒊 =  𝒂𝒂′𝒙𝒙𝒋𝒋0, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒       
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 DeLong et al. developed an approximate test for testing if two AUCs from 
different models on the same group of subjects are equal and produced a CI for 
∆AUC.9  The approximate standard error used in both calculations is: 
𝑆𝑆𝑆𝑆(∆𝐴𝐴𝐴𝐴𝐴𝐴) =  [(1,−1)𝑺𝑺(1,−1)]1 2⁄     (1) 
where S is the estimated variance-covariance matrix of (npAUCp+q, npAUCp). 
 We use the C-statistic as the AUC estimator in this study.  To assess 
improvement in discrimination, we estimate the difference in area under of the 
receiver operating characteristic curve (AUC) for two models: ∆AUC = AUC(new 
or updated model) – AUC(standard model).9 
 
NRI with categories 
M. Pencina et al. introduced the net reclassification improvement (NRI) to 
quantify whether a new variable provides clinically relevant improvement in risk 
prediction, assuming that a valuable new marker will tend to increase predicted 
risks for events and decrease predicted risks for nonevents.10  Calculation is 
based on the categorization of model-based predicted probabilities from the 
standard risk prediction model and the updated prediction model into clinically 
meaningful ordinal categories of absolute risk, which are cross-tabulated in a 
reclassification table.  Table 2.1 shows an example of a reclassification table 
assuming three risk categories. 
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Table 2.1. Example of reclassification table assuming three risk categories 
 Events 
    Old/new Low risk Intermediate risk High risk Total 
Low risk e11 e12 e13 e1* 
Intermediate risk e21 e22 e23 e2* 
High risk e31 e32 e33 e3* 
Total e*1 e*2 e*3 e** 
Nonevents 
    Old/new Low risk Intermediate risk High risk Total 
Low risk n11 n12 n13 n1* 
Intermediate risk n21 n22 n23 n2* 
High risk n31 n32 n33 n3* 
Total n*1 n*2 n*3 n** 
 
 
The table tabulates events and nonevents separately.  Observations are 
categorized into the table cells based on assigned risk categories by the 
standard (old) risk model and the updated (new) risk model.  Upward movement 
is defined as moving into a higher category based on the updated model, while 
downward movement is defined as moving into a lower category.  For those 
where Y=1, upward movement is preferable while downward movement is 
problematic.  For those where Y=0, the opposite preferences hold.  Thus, the 
NRI is defined as: 
NRI = [P(up|Y=1) – P(down|Y=1)] + [P(down|Y=0) – P(up|Y=0)]. 
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The quantity in the first bracket is referred to as the event NRI (eNRI), or the net 
proportion of events assigned a higher risk category.  The quantity in the second 
bracket is referred to as the nonevent NRI (neNRI), or the net proportion of non-
events assigned a lower risk category.  Each component contains a penalty for 
any wrong movement in categories. 
The above probabilities can be estimated using sample data obtained 
from the reclassification table: 
𝑃𝑃�(up|Y=1) = ?̂?𝑝𝑢𝑢𝑢𝑢,𝑌𝑌=1 = # events moving up# events  
𝑃𝑃�(down|Y=1) = ?̂?𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛,𝑌𝑌=1 = # events moving down# events  
𝑃𝑃�(up|Y=0) = ?̂?𝑝𝑢𝑢𝑢𝑢,𝑌𝑌=0 = # nonevents moving up# nonevents  
𝑃𝑃�(down|Y=0) = ?̂?𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛,𝑌𝑌=0 = # nonevents moving down# nonevents . 
Thus, NRI can be estimated as 
𝑁𝑁𝑁𝑁𝐼𝐼� = 𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼�  + 𝑛𝑛𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼�  
where: 
𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼� = (?̂?𝑝𝑢𝑢𝑢𝑢,𝑌𝑌=1  − ?̂?𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛,𝑌𝑌=1) 
𝑛𝑛𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼� = (?̂?𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛,𝑌𝑌=0 − ?̂?𝑝𝑢𝑢𝑢𝑢,𝑌𝑌=0). 
The asymptotic standard errors for eNRI and neNRI can be estimated as: 
𝑆𝑆𝑆𝑆�𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼� � =  �?̂?𝑝𝑢𝑢𝑢𝑢,𝑌𝑌=1  +  ?̂?𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛,𝑌𝑌=1
𝑛𝑛1
−
(?̂?𝑝𝑢𝑢𝑢𝑢,𝑌𝑌=1   −  ?̂?𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛,𝑌𝑌=1)2
𝑛𝑛1
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𝑆𝑆𝑆𝑆�𝑛𝑛𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼� � =  �?̂?𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛,𝑌𝑌=0  +  ?̂?𝑝𝑢𝑢𝑢𝑢,𝑌𝑌=0
𝑛𝑛0
−
(?̂?𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛,𝑌𝑌=0   −  ?̂?𝑝𝑢𝑢𝑢𝑢,𝑌𝑌=0)2
𝑛𝑛0
 
and 
𝑆𝑆𝑆𝑆�𝑁𝑁𝑁𝑁𝐼𝐼� � =  �𝑆𝑆𝑆𝑆(𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼� )2 + 𝑆𝑆𝑆𝑆(𝑛𝑛𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼� )2                        (2) 
where n1 is the number of events and n0 is the number of nonevents.10   
NRI with categories typically assumes either two or three risk categories 
but can assume up to k risk categories.  The choice for risk category cutoffs is of 
much debate.  M. Pencina et al. recommended in the pioneer paper that clinically 
useful category cutoffs should be used, but the choice of category cutoff may not 
be easy to make.10  M. Pencina and Steyerberg later recommended that for the 
two-category version of NRI, under circumstances that the choice in category 
cutoff is not obvious, investigators should consider using the event rate as the 
category cutoff, which yields an NRI measure with relationships to metrics in 
decision analytics and possesses meaningful interpretations.15 
 
Jump-size NRI 
K. Pencina et al. modified the original definition of NRI to respond to 
criticism that NRI with more than two categories does not properly account for 
improvement (or demotion) in more than one category.14  The definition for the 
jump-size NRI (jsNRI) is similar to the definition of NRI with categories, however 
the jsNRI reflects the magnitude of the jump between categories when k 
categories are considered, where k>2.  The event jsNRI (jseNRI) and nonevent 
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jsNRI (jsneNRI) are quantified separately and then the two quantities are 
summed together: 
jseNRI = ∑ 𝑘𝑘 ∙ {𝑃𝑃(𝑢𝑢𝑝𝑝 𝑏𝑏𝑦𝑦 𝑘𝑘 𝑐𝑐𝑐𝑐𝑜𝑜𝑒𝑒𝑐𝑐𝑜𝑜𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒|𝑌𝑌 = 1) − 𝑃𝑃(𝑑𝑑𝑜𝑜𝑒𝑒𝑛𝑛 𝑏𝑏𝑦𝑦 𝑘𝑘 𝑐𝑐𝑐𝑐𝑜𝑜𝑒𝑒𝑐𝑐𝑜𝑜𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒|𝑌𝑌 = 1)}𝐾𝐾−1𝑘𝑘=1  
jsneNRI = ∑ 𝑘𝑘 ∙ {𝑃𝑃(𝑑𝑑𝑜𝑜𝑒𝑒𝑛𝑛 𝑏𝑏𝑦𝑦 𝑘𝑘 𝑐𝑐𝑐𝑐𝑜𝑜𝑒𝑒𝑐𝑐𝑜𝑜𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒|𝑌𝑌 = 0) − 𝑃𝑃(𝑢𝑢𝑝𝑝 𝑏𝑏𝑦𝑦 𝑘𝑘 𝑐𝑐𝑐𝑐𝑜𝑜𝑒𝑒𝑐𝑐𝑜𝑜𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒|𝑌𝑌 = 0)}𝐾𝐾−1𝑘𝑘=1  
jsNRI = jseNRI + jsneNRI 
This supplies a weight of k to observations that move k categories versus 
simply moving one category.  For example, in the case of three categories where 
the categories are low risk, intermediate risk, and high risk, observations that 
move from low risk to high risk have two times more weight than observations 
that move from low risk to intermediate risk or intermediate risk to high risk. 
Presented is a derivation for the standard error of the jsNRI assuming 
three risk categories: 
𝑆𝑆𝑆𝑆�𝚥𝚥𝑒𝑒𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼� �
= �4�?̂?𝑝2𝑢𝑢𝑢𝑢,𝑌𝑌=1 + ?̂?𝑝2𝑑𝑑𝑛𝑛,𝑌𝑌=1� + ?̂?𝑝1𝑢𝑢𝑢𝑢,𝑌𝑌=1 + ?̂?𝑝1𝑑𝑑𝑛𝑛,𝑌𝑌=1 − (2�?̂?𝑝2𝑢𝑢𝑢𝑢,𝑌𝑌=1 − ?̂?𝑝2𝑑𝑑𝑛𝑛,𝑌𝑌=1� + ?̂?𝑝1𝑢𝑢𝑢𝑢,𝑌𝑌=1 − ?̂?𝑝1𝑑𝑑𝑛𝑛,𝑌𝑌=1)2
𝑛𝑛1
 
𝑆𝑆𝑆𝑆�𝚥𝚥𝑒𝑒𝑛𝑛𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼� �
= �4�?̂?𝑝2𝑢𝑢𝑢𝑢,𝑌𝑌=0 + ?̂?𝑝2𝑑𝑑𝑛𝑛,𝑌𝑌=0� + ?̂?𝑝1𝑢𝑢𝑢𝑢,𝑌𝑌=0 + ?̂?𝑝1𝑑𝑑𝑛𝑛,𝑌𝑌=0 − (2�?̂?𝑝2𝑢𝑢𝑢𝑢,𝑌𝑌=0 − ?̂?𝑝2𝑑𝑑𝑛𝑛,𝑌𝑌=0� + ?̂?𝑝1𝑢𝑢𝑢𝑢,𝑌𝑌=0 − ?̂?𝑝1𝑑𝑑𝑛𝑛,𝑌𝑌=0)2
𝑛𝑛0
 
𝑆𝑆𝑆𝑆�𝚥𝚥𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼� � =  �𝑆𝑆𝑆𝑆(𝚥𝚥𝑒𝑒𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼� )2 + 𝑆𝑆𝑆𝑆(𝚥𝚥𝑒𝑒𝑛𝑛𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼� )2               (3) 
The subscripts 2up, 2dn, 1up, and 1dn indicate the size and direction of the 
jumps in categories, where “up” is the abbreviation for upward movement, “dn” is 
the abbreviation for downward movement, and “1” and “2” indicate jumps in one 
and two categories respectively.27   
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The authors demonstrate that the results of NRI and jsNRI are quite 
similar overall, with minimal discrepancies as the effect size of the added variable 
increases in strength.14   
 
Continuous NRI 
In the scenario that clinically meaningful categories are not assigned, M. 
Pencina et al. extended the definition of NRI so that model-based predicted 
probabilities from the standard prediction model and the updated prediction 
model can be compared directly.13  Instead of tabulating upward and downward 
movement in categories, increases and decreases in predicted probabilities are 
tabulated instead.  This method of calculating NRI is often referred to as 
continuous NRI (NRI>0), which can be defined as 
NRI>0 = [P(pnew>pold|Y=1) – P(pnew<pold|Y=1)]  
– [P(pnew>pold|Y=0) – P(pnew<pold|Y=0)], 
where pnew are the predicted probabilities from the new updated risk prediction 
model and pold are the predicted probabilities from the standard risk prediction 
model.  Similar calculations as those shown above in the definition for NRI with 
categories can be used for estimating the components of NRI>0; instead of 
counting the number of upward and downward movements, the number of 
observations that satisfy the above risk comparisons are assessed, for both 
events and nonevents. 
 The asymptotic standard errors can be estimated as 
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𝑆𝑆𝑆𝑆�𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼 > 0� �
=  �?̂?𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘1>𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘0,𝑌𝑌=1  +  ?̂?𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘1<𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘0,𝑌𝑌=1
𝑛𝑛1
−
(?̂?𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘1>𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘0,𝑌𝑌=1   −  ?̂?𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘1<𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘0,𝑌𝑌=1)2
𝑛𝑛1
 
𝑆𝑆𝑆𝑆�𝑛𝑛𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼 > 0� �
=  �?̂?𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘1<𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘0,𝑌𝑌=0  +  ?̂?𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘1>𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘0,𝑌𝑌=0
𝑛𝑛0
−
(?̂?𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘1<𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘0,𝑌𝑌=0   −  ?̂?𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘1>𝑟𝑟𝑟𝑟𝑟𝑟𝑘𝑘0,𝑌𝑌=0)2
𝑛𝑛0
 
𝑆𝑆𝑆𝑆�𝑁𝑁𝑁𝑁𝐼𝐼 > 0� � =  �𝑆𝑆𝑆𝑆(𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼 > 0� )2 + 𝑆𝑆𝑆𝑆(𝑛𝑛𝑒𝑒𝑁𝑁𝑁𝑁𝐼𝐼 > 0� )2          (4) 
where each ?̂?𝑝 represents the empirical proportions of individuals satisfying their 
respective criteria and the subscripts risk1 and risk0 represent the predicted 
probability of event in the updated model and the standard model, respectively.13 
 
IDI 
M. Pencina et al. also introduced the integrated discrimination 
improvement (IDI), which does not require categories, and instead accounts for 
the size of movements up and down.10  Using the differences between integrals 
of sensitivities (IS) and integrals of “one minus specificities” (IP) for models with 
and without the new variable (i.e. new model vs. standard model), the IDI 
quantifies jointly the overall improvement in sensitivity and specificity over all 
possible cutoffs on the (0,1) interval.  The IDI is defined as: 
IDI = (ISnew – ISold) – (IPnew – IPold), 
where ISnew is the integrated sensitivity over all possible cutoffs for the new 
model (standard plus a new added variable) and IPnew is the integrated “one 
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minus specificity” over all possible cutoffs for the new model.  ISold and IPold are 
the same quantities for the standard model.  Thus, the IDI is the difference 
between improvement in average sensitivity and any potential increase in 
average “one minus specificity”. 
 It has been shown that to estimate IDI using sample data, 
𝐼𝐼𝐼𝐼𝐼𝐼� = (?̅̂?𝑝𝑛𝑛𝑛𝑛𝑑𝑑,𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟  − ?̅̂?𝑝𝑑𝑑𝑜𝑜𝑑𝑑,𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟) – (?̅̂?𝑝𝑛𝑛𝑛𝑛𝑑𝑑,𝑛𝑛𝑑𝑑𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟 − ?̅̂?𝑝𝑑𝑑𝑜𝑜𝑑𝑑,𝑛𝑛𝑑𝑑𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟), 
where 
?̅̂?𝑝𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟 = 
∑ 𝑢𝑢�𝑖𝑖𝑖𝑖 in events# 𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟  
is the mean of the model-based predicted probabilities of the event for those who 
develop the event and 
?̅̂?𝑝𝑛𝑛𝑑𝑑𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟 = 
∑ 𝑢𝑢�𝑗𝑗𝑗𝑗 in nonevents# 𝑛𝑛𝑑𝑑𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟  
is the mean of the model-based predicted probabilities of the event for those who 
do not have the event.  These quantities are estimated for both the standard (old) 
model and the added variable (new) model.   
 The standard error can be estimated as10: 
                𝑆𝑆𝑆𝑆�𝐼𝐼𝐼𝐼𝐼𝐼� � =  ��𝑆𝑆𝑆𝑆�𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟�2 + �𝑆𝑆𝑆𝑆�𝑛𝑛𝑑𝑑𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟�2    (5) 
where 𝑆𝑆𝑆𝑆�𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟 is the standard error of paired differences of new and old model-
based predicted probabilities among those with the event and 𝑆𝑆𝑆𝑆�𝑛𝑛𝑑𝑑𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑟𝑟 is the 
corresponding standard error among those without the event. 
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2.3.3. Confidence interval estimation 
 
Various methods for confidence interval (CI) estimation exist.  The most 
common and straightforward estimation method are intervals derived under 
normal theory assumptions. 
 
Asymptotic CIs 
Assume there is a one-sample situation with sample data obtained by 
random sampling from an unknown distribution F, where F → x = (x1, x2, … , xn).  
Suppose we have a parameter of interest θ such that θ = t(F).  Let 𝜃𝜃� = t(𝐹𝐹�) be the 
plug-in estimate of θ and let 𝑒𝑒𝑒𝑒� be a reasonable estimate of the standard error for 
𝜃𝜃�.  In most circumstances, as the sample size n increases and grows large, the 
distribution of 𝜃𝜃� converges to the normal distribution:28  
𝑍𝑍 =  𝜃𝜃� − 𝜃𝜃
𝑒𝑒𝑒𝑒�
∼ 𝑁𝑁(0,1) 
 Let 𝑧𝑧(𝛼𝛼) indicate the 100α quantile and 𝑧𝑧(1−𝛼𝛼) indicate the 100(1 – α) 
quantile of a N(0,1) distribution.  Then the asymptotic CI with coverage 
probability equal to 1 – 2α is given by:28 
�𝜃𝜃� − 𝑧𝑧(1−𝛼𝛼) ⋅ 𝑒𝑒𝑒𝑒�,𝜃𝜃� + 𝑧𝑧(1−𝛼𝛼) ⋅ 𝑒𝑒𝑒𝑒� �.        (6) 
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CIs from bootstrapping 
The bootstrap is a data-based simulation method used for statistical 
inference.28  Assume there is a data set with a vector x of n observations and we 
have estimated some parameter estimate s(x).  The algorithm begins by 
generating a large number B of bootstrap samples, where each bootstrap sample 
has n elements and is generated by sampling with replacement n times from the 
original data set.  Bootstrap replicates s(x*1), s(x*2), …, s(x*B) are obtained by 
calculating the value of the statistic s(x) on each bootstrap sample.  These B 
s(x*)’s form the bootstrap distribution of the parameter estimator s(x).  The 
bootstrap distribution of a parameter estimator can be used to calculate a variety 
of 100(1 – α)% CIs without having to make normal theory assumptions.28  We 
estimate three primary types of CIs based on the bootstrap distribution: 
bootstrap-t, percentile bootstrap, and bias-corrected bootstrap.  In secondary 
analyses, two additional interval types (hybrid bootstrap and bias-corrected and 
accelerated bootstrap) were considered in limited scenarios. 
 
The bootstrap-t interval 
This procedure estimates the distribution of Z (a standard normal random 
variable) and parameters µ and σ directly from the data; a standard normal table 
is derived as appropriate for the data set at hand.  The table is built by generating 
B bootstrap samples, followed by computation of the bootstrap version of Z for 
each sample.  The bootstrap table is made up of the percentiles of the B values 
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and is used to construct a CI in the same way that the CI under normal theory is 
constructed, with the quantiles taken from the bootstrap table. 
 Suppose we generate B bootstrap samples x*1, x*2, … , x*B.  For each 
bootstrap sample, we compute: 
𝑍𝑍∗(𝑏𝑏) =  𝜃𝜃�∗(𝑏𝑏) −  𝜃𝜃�
𝑒𝑒𝑒𝑒�∗(𝑏𝑏)  
where 𝜃𝜃�∗(𝑏𝑏) =  𝑒𝑒(𝐱𝐱∗𝑏𝑏) is the value of 𝜃𝜃� and 𝑒𝑒𝑒𝑒�∗(𝑏𝑏) is the estimated standard error 
of 𝜃𝜃�∗ for the bootstrap sample 𝐱𝐱∗𝑏𝑏.  We estimate the αth quantile of  𝑍𝑍∗(𝑏𝑏) by the 
value of ?̂?𝑜(𝛼𝛼) such that: #{𝑍𝑍∗(𝑏𝑏) ≤ ?̂?𝑜𝛼𝛼} 𝐵𝐵 =  𝛼𝛼⁄   
Finally, the bootstrap-t CI is:  
�𝜃𝜃� − ?̂?𝑜(1−𝛼𝛼) ⋅ 𝑒𝑒𝑒𝑒�, 𝜃𝜃� + ?̂?𝑜(1−𝛼𝛼) ⋅ 𝑒𝑒𝑒𝑒� �.28  
 The bootstrap-t procedure can give somewhat unpredictable results in 
practice, which are heavily influenced by outliers in the data, and the intervals 
produced tend to be very wide in simulation studies.  Bootstrap-t intervals also 
rely on appropriate estimates for the parameter of interest and the standard error 
of this parameter; if the estimate for the standard error is inaccurate, the results 
of this method may also be.  This leads to more reliable methods to follow that do 
not rely on proper estimation of the standard error.28 
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The percentile bootstrap interval 
Suppose we have a bootstrap estimator of parameter 𝜃𝜃�∗ = 𝑒𝑒(𝐱𝐱∗).  Letting 
𝐺𝐺� be the empirical cumulative distribution function of 𝜃𝜃�∗, the 1 – 2α percentile 
interval is defined by the α and 1 – α percentiles of 𝐺𝐺�: 
�𝜃𝜃�%,𝑜𝑜𝑑𝑑 ,𝜃𝜃�%,𝑢𝑢𝑢𝑢� = �𝐺𝐺�−1(𝛼𝛼),𝐺𝐺�−1(1 − 𝛼𝛼)�. 
By definition, we have 𝐺𝐺�−1(𝛼𝛼) =  𝜃𝜃�∗(𝛼𝛼), where 𝜃𝜃�∗(𝛼𝛼) is the 100αth quantile of the 
bootstrap distribution, the percentile interval can be written as: 
�𝜃𝜃�%,𝑜𝑜𝑑𝑑 ,𝜃𝜃�%,𝑢𝑢𝑢𝑢� = �𝜃𝜃�∗(𝛼𝛼),𝜃𝜃�∗(1−𝛼𝛼)�. 
 To proceed, we must use some finite number B of replications to generate 
B independent bootstrap data sets x*1, x*2, … , x*B.  From these data sets, 
bootstrap replications 𝜃𝜃�∗(𝑏𝑏) = 𝑒𝑒(𝐱𝐱∗𝑏𝑏) are computed where b = 1, 2, …, B. Letting 
𝜃𝜃�𝐵𝐵
∗(𝛼𝛼) be the 100αth empirical quantile and 𝜃𝜃�𝐵𝐵∗(1−𝛼𝛼) be the 100(1 – α)th empirical 
quantile of 𝜃𝜃�∗(𝑏𝑏) values yields the approximate 1 – 2α percentile interval:  
�𝜃𝜃�%,𝑜𝑜𝑑𝑑 ,𝜃𝜃�%,𝑢𝑢𝑢𝑢�  ≈  �𝜃𝜃�𝐵𝐵∗(𝛼𝛼),𝜃𝜃�𝐵𝐵∗(1−𝛼𝛼)�. 
 This method performs well for quantiles and for statistics that are 
unbiased.  For a statistic that is biased, the percentile method may amplify the 
bias.28  While the percentile intervals are less erratic than the bootstrap-t 
intervals, they sometimes have less than satisfactory coverage properties than 
expected. 
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The bias-corrected percentile interval 
Some argue that the percentile interval should be improved upon by 
accounting for bias.28  The bias-corrected (BC) method corrects the percentile 
interval for bias.28  The correction is performed by adjusting for bias (z0) in the 
bootstrap distribution: 
𝜃𝜃 ∈ �𝐴𝐴𝐼𝐼𝐹𝐹−1�𝛷𝛷(2𝑧𝑧0 + 𝑧𝑧𝛼𝛼)�,𝐴𝐴𝐼𝐼𝐹𝐹�−1�𝛷𝛷(2𝑧𝑧0 + 𝑧𝑧1−𝛼𝛼)�� 
where 𝑧𝑧0 =  𝛷𝛷−1𝐴𝐴𝐼𝐼𝐹𝐹�(𝜃𝜃�) and 𝛷𝛷(𝑧𝑧) = (1 √2𝜋𝜋)⁄ ∫ 𝑒𝑒−𝑟𝑟2 2⁄ 𝑑𝑑𝑒𝑒𝑧𝑧−∞ .29  However, a very 
large number of resamples B is required to approximate this interval accurately, 
especially in situations where a large bias correction is required.  
 
The hybrid interval 
The hybrid interval is similar to construction to that of percentile interval, 
utilizing the point estimate 𝜃𝜃� and the bootstrap quantiles:30  
�𝜃𝜃�𝑜𝑜𝑑𝑑 ,𝜃𝜃�𝑢𝑢𝑢𝑢� =  �2𝜃𝜃� − 𝜃𝜃�𝐵𝐵∗(𝛼𝛼), 2𝜃𝜃� −  𝜃𝜃�𝐵𝐵∗(1−𝛼𝛼)� 
While the percentile method can amplify bias, the hybrid method 
automatically adjusts for bias and skewness.  Of all of the methods presented 
here, this method seems to be the least likely to produce wrong results, but it 
also has a tendency to suffer low coverage in unlikely situations, which may 
make this interval method tricky to use. 
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The bias-corrected and accelerated percentile interval 
The bias-corrected and accelerated (BCa) percentile intervals are 
regarded as a substantial improvement over the bootstrap-t and percentile 
intervals, in both theory and practice.28  Like the percentile interval, the BCa 
interval endpoints are provided by the quantiles of the bootstrap distribution, but 
they may not necessarily be the same.  In this method, the quantiles depend on 
the acceleration (𝑐𝑐�) and the bias-correction (?̂?𝑧0).  The BCa interval with (1 – 2α) 
intended coverage is given by: 
�𝜃𝜃�𝑜𝑜𝑑𝑑 ,𝜃𝜃�𝑢𝑢𝑢𝑢� = (𝜃𝜃�∗(𝛼𝛼1),𝜃𝜃�∗(𝛼𝛼2)) 
where 
𝛼𝛼1 = 𝛷𝛷�?̂?𝑧0 + ?̂?𝑧0 + 𝑧𝑧(𝛼𝛼)1 − 𝑐𝑐�(?̂?𝑧0 + 𝑧𝑧(𝛼𝛼))� 
𝛼𝛼2 = 𝛷𝛷 �?̂?𝑧0 + ?̂?𝑧0 + 𝑧𝑧(1−𝛼𝛼)1 − 𝑐𝑐�(?̂?𝑧0 + 𝑧𝑧(1−𝛼𝛼))� 
?̂?𝑧0 = Φ−1 �#{𝜃𝜃�∗(𝑏𝑏) < 𝜃𝜃�}𝐵𝐵 � 
Φ(∙) is the standard normal cumulative distribution function, z(α) is the 100αth 
quantile point of a standard normal distribution, and z(1-α) is the 100(1 – α)th 
quantile.28   
The acceleration 𝑐𝑐� refers to the rate of change of the standard error of 𝜃𝜃� 
with respect to the true parameter θ.  It is estimated such that:  
𝑐𝑐� = ∑ �𝜃𝜃�(∙) − 𝜃𝜃�(𝑟𝑟)�3𝑛𝑛𝑟𝑟=16 �∑ �𝜃𝜃�(∙) − 𝜃𝜃�(𝑟𝑟)�2𝑛𝑛𝑟𝑟=1 �3 2⁄  
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The estimate for 𝑐𝑐� requires the jackknife method.  Assuming that x(i) is the 
original sample with the ith point xi deleted, we let 𝜃𝜃�(𝑟𝑟) = 𝑒𝑒(𝑥𝑥(𝑟𝑟)) and 𝜃𝜃�(∙) =
∑ 𝜃𝜃�(𝑟𝑟) 𝑛𝑛⁄𝑛𝑛𝑟𝑟=1 .28   
If 𝑐𝑐� is zero, then the BCa interval is equivalent to the BC interval.  If both 𝑐𝑐� 
and ?̂?𝑧0 are equal to zero, the BCa interval is equivalent to the percentile interval.  
 
2.3.4. Simulation study structure 
 
We defined a vector X of five predictor variables conditional on Y following 
a multivariate normal distribution such that for nonevents X|Y=0 ~ N(µ0, Σ) and 
for events X|Y=1 ~ N(µ1, Σ), where µ0 = (0.0, 0.0, 0.0, 0.0, 0.0) and µ1 = (0.7, 0.0, 
0.2, 0.5, 0.8) respectfully.  Thus, both x1 and x5 are strong predictors of the risk of 
Y, x2 is a null predictor, x3 is a weak predictor, and x4 is a moderate predictor.  
We assumed x1 to be the standard predictor and the four other predictor 
variables to be new candidate markers. Without loss of generality, we assumed 
that Σ is the identity matrix with order 5x5, which ensures independence among 
the predictors conditional on event status.  Using this structure, we simulated two 
separate populations each of N=2,000,000, the first with a 10% event rate and 
the second with a 50% event rate.  We assumed no missing data among N 
observations and that all N observations were independent. 
We employed logistic regression to estimate model-based predicted 
probabilities of the event Y using a function of linear combinations of the 
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predictors described above.  We defined the standard model as predicting the 
risk of event Y from x1 only, resulting in a baseline AUC close to 0.7.  We further 
defined four updated models, each predicting the risk of event Y from x1 plus an 
additional predictor, with one of the four possible candidate predictors listed 
above.  For each model, we estimated predicted probabilities of event Y for each 
observation.  Using these predicted probabilities, we estimated the measures of 
prediction increment quantifying the improvement of the new risk prediction 
models defined above: ∆AUC, NRI, jsNRI, NRI>0, and IDI.  We considered NRI 
versions with two and three categories.  For 2-category NRI (2catNRI), we chose 
the event rate as the cutoff between the two categories.15  For 3-category NRI 
(3catNRI) and jsNRI, we used the categories [0.00, 0.05), [0.05, 0.20), and 
[0.20+) for 10% event rate and [0.00, 0.40), [0.40, 0.60), and [0.60+) for 50% 
event rate. 
For each event rate separately, we took 1000 simple random samples 
without replacement of size n from the population of interest, denoted SRS1, 
SRS2,…, SRS1000.  We preserved the event rate by sampling from events and 
nonevents separately and then combining.  For each SRSi, we fitted each of the 
five logistic models and we estimated 3catNRI, jsNRI, 2catNRI, NRI>0, IDI, and 
∆AUC, and their corresponding asymptotic 95% CIs.  Then each SRSi was 
subject to bootstrap resampling with B=2,000 replications.  After we fitted the 
standard model and the updated models in each bootstrap sample, we again 
estimated the six measures.  We calculated the primary three types of bootstrap 
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95% CIs: BC, percentile, and bootstrap-t.  We also calculated the secondary two 
types of bootstrap 95% CIs (hybrid and BCa) in limited scenarios.  We assessed 
coverage probabilities using the 1000 estimates for each measure.  In the case 
of the bootstrap-t CI, we used empirical estimates for standard error of each 
measure.  For generating visual distributions of each measure, we used 
n=100,000.  For CI estimation, we used sample sizes of n=2,000 and n=300.   
Analyses for this paper were completed using SAS software, version 9.4 
(Copyright 2002-2012 SAS Institute Inc., Cary, NC, USA).  We performed 
bootstrap analysis with the SAS macro jackboot.sas which is compatible with 
SAS software and can be found online (http://support.sas.com/kb/24982.html). 
 
2.4. RESULTS 
 
2.4.1. Population values 
 
Table 2.2 lists the performance metrics described within each of the two 
populations.  These entries serve as population parameters in our simulation 
study for estimating coverage probabilities of the CIs.  In general, as the effect 
size of the added variable increases, the relative rate of increase for the 
performance metrics decreases.  The 3catNRI and jsNRI are quite similar with 
minor differences appearing as the effect size of the added marker increases, 
which agrees with findings by K. Pencina et al.14  In the model with the added null 
29 
  
 
predictor, we expect each of the prediction increment metrics to be close to 0.  
We observe for most metrics that they are not exactly 0.  These discrepancies 
could be due to how the data was simulated in our study. 
 
Table 2.2. Performance Metrics in Populations with N=2,000,000 
 Event rate = 10% Added variable (adjusted effect size)* 
Measure μY=1=0.8 μY=1=0.5 μY=1=0.2 μY=1=0.0 
∆AUC 0.08458 0.03892 0.00693 5.071E-07 
3catNRI0.05,0.20 0.33059 0.15097 0.02642 0.00010 
jsNRI0.05,0.20 0.33350 0.15100 0.02642 0.00010 
2catNRI0.10 0.13214 0.06011 0.00986 -0.00002 
NRI>0 0.62341 0.39504 0.15843 0.00126 
IDI 0.07052 0.02683 0.00418 1.930E-07 
Event rate = 50%         
Measure μY=1=0.8 μY=1=0.5 μY=1=0.2 μY=1=0.0 
∆AUC 0.08426 0.03860 0.00695 3.252E-07 
3catNRI0.40,0.60 0.26278 0.12913 0.02391 0 
jsNRI0.40,0.60 0.29277 0.13396 0.02391 0 
2catNRI0.50 0.13127 0.05863 0.01038 -0.000023 
NRI>0 0.62172 0.39381 0.15951 0.002402 
IDI 0.11581 0.04797 0.00799 3.350E-07 
*Standard model includes predictor with effect size µY=1 = 0.7. 
 
2.4.2. Empirical distributions 
 
Figures 2.1 – 2.5 illustrate the empirical distributions of the ∆AUC, 
3catNRI, 2catNRI, NRI>0, and IDI for three of the added-variable models.  The 
empirical distributions for jsNRI are nearly identical to those of 3catNRI (data not 
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shown).  Each figure illustrates the change in empirical distribution as the added 
marker moves closer to the null, for both event rates.  The density curve 
representing the assumed asymptotic distribution is overlaid.  We have omitted 
the added marker with moderate effect size, as there is very little change in the 
shape of distribution until the null added marker.   
Overall, the empirical distributions under the null hypothesis are not 
normal in nature. This finding for ∆AUC and IDI agrees with previous findings.20,22  
Departure from the normal assumption is less obvious but still apparent with 
3catNRI, jsNRI, and 2catNRI.  3catNRI has heavy tails, indicating that many 
values are farther from the mean than expected under the normal distribution 
assumption.  2catNRI behaves worse than 3catNRI when adding a predictor with 
a null or small effect size; it exhibits right skewedness.  NRI>0 shows that the 
empirical distribution can be bimodal in nature, which is explained by McKeagan 
and Qin.31  In all cases, these departures from normality are problematic since 
normal theory is assumed to estimate CIs; the overlaid density curve 
representing assumed asymptotic distribution clearly does not line up with the 
empirical distributions.  The histograms for IDI present evidence of an additional 
problem that the standard error used in the asymptotic interval calculation 
appears to be underestimated.  The IDI is nowhere near the expected normal 
distribution even in cases of adding a predictor with a large effect size. 
In order to assess where issues with degeneration begin, we also briefly 
looked at empirical distributions for added markers with effect sizes of 0.1 and 
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0.05.  We saw no change in the shape of the empirical distributions as compared 
with those for the weak effect size (data not shown).  Thus, the degeneration 
occurs only when the effect size of the added marker is truly null in nature. 
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Figure 2.1. Empirical distributions of ∆AUC 
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Figure 2.2. Empirical distributions of 3catNRI 
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Figure 2.3. Empirical distributions of 2catNRI 
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Figure 2.4. Empirical distributions of NRI>0 
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Figure 2.5. Empirical distributions of IDI 
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2.4.3. Bias 
 
Bias of a point estimator 𝜃𝜃� for a parameter θ is the difference between the 
expected value of 𝜃𝜃� and θ; that is: 
𝐵𝐵𝑖𝑖𝑐𝑐𝑒𝑒𝜃𝜃𝜃𝜃� = 𝑆𝑆𝜃𝜃𝜃𝜃� − 𝜃𝜃.32  
Thus in this situation, positive bias exists when the sample estimate is larger than 
the population estimate and negative bias exists when the opposite holds.   
Figures 2.6 and 2.7 show boxplots of bias estimates for event rate 10% 
and sample sizes n=2000 and n=300 respectively. The boxplots for 50% event 
rate are in Figures 2.8 and 2.9. The reference line represents zero bias.  In 
general, the bias distributions are skewed to the right.  Variability in bias 
increases as effect size increases for all six measures, with NRI>0 having the 
largest variability overall.  ∆AUC, IDI, and NRI>0 exhibit positive bias under the 
null, which is most apparent with NRI>0.  3catNRI and jsNRI are more likely to 
exhibit positive bias as compared to 2catNRI.  We see positive bias with larger 
magnitudes for all six measures in the smaller sample size.    
The potential for bias is important to evaluate here, as the some of the 
bootstrap CIs methods correct for bias, while others may amplify bias in 
situations where bias exists and is not properly accounted for.  For example, the 
percentile method performs well for unbiased statistics but not so well when bias 
is present or for asymmetric sampling distributions.  In contrast, the BC method 
corrects for median bias, however not mean bias.  
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Figure 2.6. Bias for 10% event rate and n=2000 
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Figure 2.7. Bias for 10% event rate and n=300 
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Figure 2.8. Bias for 50% event rate and n=2000 
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Figure 2.9. Bias for 50% event rate and n=300 
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2.4.4. Confidence interval coverage 
 
 Table 2.3 and Table 2.4 show coverage probabilities for the four CI types 
(asymptotic, BC, percentile, and bootstrap-t) for the considered scenarios.  
We define acceptable coverage as 94%-96%.  Overall, not one of the CI 
types has consistently acceptable coverage.  Acceptable coverage occurs for 
26% of asymptotic intervals, 36% for BC intervals, 23% for percentile intervals, 
and 18% for bootstrap-t intervals.  Asymptotic, BC, and bootstrap-t interval 
methods exhibit low coverage (percentage low: 66%, 57%, and 68% 
respectively) whereas the percentile method gives excess coverage (73% high).  
Likewise, not one prediction increment measure had at least 50% of scenarios 
with acceptable coverage: ∆AUC with 47%, 3catNRI and 2catNRI each with 9%, 
jsNRI with 11%, NRI>0 with 44%, and IDI with 34%.  If we consider combinations 
of CI type and prediction measures, we observe that the BC method has the best 
performance for NRI>0 (69% with acceptable coverage), percentile-based for IDI 
and ∆AUC (63% and 56% respectively), and BC for IDI and ∆AUC (56% and 
50% respectively).  Coverage was generally too low with adding a null marker, 
except high for percentile CIs and all CI types for ∆AUC.  When adding a 
moderate or strong marker, most CI methods have appropriate coverage for 
∆AUC, with one exception (10% event rate and n=300).  There is consistently low 
coverage by the asymptotic CIs for IDI, 3catNRI, and jsNRI, exemplifying the 
potential underestimation of the standard error for these metrics. The exception 
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to this is under the null, where we see reasonable coverage for IDI, 3catNRI, and 
jsNRI.  However the shapes of the asymptotic distribution and empirical 
bootstrap distribution are very different.  We also note that the bootstrap-t 
intervals perform consistently poor for all versions of NRI, except for 3catNRI and 
jsNRI with the strongest added marker in the largest sample size.  Finally, while 
the percentile intervals appear to exhibit ≥95% coverage in nearly all scenarios, 
we do note that this method does not seem to perform well for IDI with a null 
added marker in the 50% event rate situation; the bootstrap-t interval seems to 
be the better choice.  
We also considered hybrid bootstrap intervals and BCa intervals in limited 
scenarios, the results summarized in Table 2.5. We did not observe adequate 
improvements in coverage with either interval type, and thus did not pursue 
exploring these intervals any further in this chapter. 
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Table 2.3. Coverage probabilities for 95% CIs with event rate 10% 
 
n = 2,000 
 
Strong new marker (μY=1 = 0.8) Moderate new marker (μY=1 = 0.5) 
  ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
Asymptotic 93.7 84.4 84.0 93.4 94.4 76.1 94.3 81.2 81.1 95.1 94.5 75.2 
Bias Corrected 94.6 94.5 94.7 91.0 94.6 95.5 94.8 92.8 93.0 92.4 94.7 94.2 
Percentile 94.7 97.0 96.7 97.5 95.5 95.4 94.7 97.4 97.4 99.1 96.2 94.0 
Bootstrap-t 95.1 94.4 94.7 89.3 93.7 95.5 95.3 90.7 90.8 89.8 94.1 96.1 
 
Weak new marker (μY=1 = 0.2) Null new marker (μY=1 = 0.0) 
  ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
Asymptotic 90.6 86.4 86.4 93.5 95.4 71.0 100.0 94.6 94.6 94.1 95.8 94.0 
Bias Corrected 93.3 88.0 88.0 87.6 93.8 92.7 98.4 90.5 90.5 89.7 96.0 95.5 
Percentile 95.5 99.5 99.5 99.4 97.7 94.8 98.9 100.0 100.0 100.0 98.4 95.9 
Bootstrap-t 87.4 84.8 84.8 83.6 88.7 87.9 98.6 88.1 88.1 86.0 90.0 98.4 
 
n = 300 
 
Strong new marker (μY=1 = 0.8) Moderate new marker (μY=1 = 0.5) 
  ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
Asymptotic 92.6 80.9 80.1 93.3 94.2 76.4 88.7 78.6 78.6 92.2 93.5 71.8 
Bias Corrected 94.3 91.2 94.7 91.8 95.3 95.4 92.3 87.1 87.2 87.0 92.3 92.9 
Percentile 94.4 97.6 98.6 99.2 97.2 94.9 95.9 99.1 99.1 99.7 98.4 94.8 
Bootstrap-t 96.0 88.8 89.7 87.5 93.6 97.3 86.4 82.8 82.8 83.0 87.3 90.5 
 
Weak new marker (μY=1 = 0.2) Null new marker (μY=1 = 0.0) 
  ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
Asymptotic 88.4 79.1 79.1 91.8 96.4 75.3 99.5 89.9 89.9 93.2 93.9 96.8 
Bias Corrected 91.0 83.1 83.1 85.5 89.7 85.6 98.4 88.0 88.0 87.4 94.6 94.5 
Percentile 97.1 99.9 99.9 100.0 97.7 97.3 98.8 100.0 100.0 100.0 98.4 95.2 
Bootstrap-t 86.1 85.0 85.1 82.8 82.2 73.3 96.9 89.7 89.5 86.7 89.0 97.8 
3catNRI and jsNRI assume categories [0.00, 0.05), [0.05, 0.20), and [0.20+). 
2catNRI assumes categories [0.00, 0.10) and [0.10+). 
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Table 2.4. Coverage probabilities for 95% CIs with event rate 50% 
 
n = 2,000 
 
Strong new marker (μY=1 = 0.8) Moderate new marker (μY=1 = 0.5) 
  ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
Asymptotic 95.5 89.7 91.1 93.8 95.7 70.4 94.5 90.4 90.0 93.9 93.6 69.9 
Bias Corrected 95.5 94.2 94.4 94.2 96.3 96.0 94.2 93.6 93.8 93.0 94.4 94.4 
Percentile 95.5 96.3 96.9 96.9 96.4 96.1 93.9 97.1 96.8 96.8 95.7 94.3 
Bootstrap-t 95.5 93.4 93.8 93.4 94.5 96.6 94.6 91.7 91.3 91.2 94.5 95.2 
 
Weak new marker (μY=1 = 0.2) Null new marker (μY=1 = 0.0) 
  ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
Asymptotic 95.2 92.0 92.0 95.3 94.5 70.1 99.9 95.5 95.5 92.9 93.8 91.8 
Bias Corrected 96.0 91.8 91.8 91.4 94.1 96.1 97.6 90.5 90.5 91.2 95.8 79.4 
Percentile 95.4 99.6 99.6 99.3 96.1 95.8 97.8 100.0 100.0 100.0 98.0 78.4 
Bootstrap-t 95.4 88.8 88.7 88.4 94.0 96.2 97.8 88.3 88.3 89.1 90.6 96.9 
 
n = 300 
 
Strong new marker (μY=1 = 0.8) Moderate new marker (μY=1 = 0.5) 
  ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
Asymptotic 94.4 89.8 89.2 96.1 93.8 71.7 93.1 89.8 88.7 95.0 94.3 71.4 
Bias Corrected 94.9 93.5 93.6 94.0 94.0 94.3 94.9 90.6 91.4 91.5 94.9 94.5 
Percentile 95.0 98.4 97.4 98.7 95.9 93.8 95.2 98.2 98.3 99.1 96.5 94.8 
Bootstrap-t 95.9 91.0 91.8 90.7 93.7 96.1 95.6 88.6 88.2 88.0 94.4 96.4 
 
Weak new marker (μY=1 = 0.2) Null new marker (μY=1 = 0.0) 
  ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
Asymptotic 86.6 90.0 89.8 93.3 96.3 68.4 99.9 94.8 94.8 92.2 94.1 93.6 
Bias Corrected 89.9 86.8 86.8 89.8 90.8 87.0 98.2 90.2 90.4 92.1 94.3 76.9 
Percentile 98.8 100.0 100.0 100.0 99.1 98.1 98.4 100.0 100.0 100.0 97.3 72.1 
Bootstrap-t 78.7 82.1 81.8 85.0 84.4 77.3 98.6 86.9 86.8 89.0 89.0 97.9 
3catNRI and jsNRI assume categories [0.00, 0.40), [0.40, 0.60), and [0.60+). 
2catNRI assumes categories [0.00, 0.50) and [0.50+). 
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Table 2.5. Coverage probabilities for hybrid intervals and bias-corrected and accelerated (BCa) intervals 
 
Hybrid intervals 
 
Strong new marker (μY=1 = 0.8) Moderate new marker (μY=1 = 0.5) 
Event rate, 
sample size ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
10%, n=2000 93.0 93.5 94.0 89.8 93.8 93.5 90.4 89.9 90.3 91.8 94.3 90.0 
10%, n=300 88.2 86.5 86.5 89.8 93.7 86.3 78.1 82.1 82.1 88.4 87.9 74.4 
50%, n=2000 94.9 94.1 94.1 93.2 96.2 94.8 93.4 92.9 91.6 91.8 94.1 93.6 
50%, n=300 91.1 92.0 91.7 92.3 93.7 92.0 86.6 88.4 88.4 90.4 94.0 87.6 
 
Weak new marker (μY=1 = 0.2) Null new marker (μY=1 = 0.0) 
  ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
10%, n=2000 79.0 88.4 88.4 90.4 91.9 76.7 100.0 94.9 94.9 94.1 92.3 100.0 
10%, n=300 89.0 91.7 91.7 92.0 86.3 68.7 99.6 95.5 95.5 92.7 90.1 100.0 
50%, n=2000 88.0 91.2 91.2 91 94.2 87.2 100.0 93.8 93.8 94 92.1 98.7 
50%, n=300 75.7 88.5 89.2 92.2 88.3 68.6 99.7 92.7 92.6 94.8 90.2 99.0 
 
BCa intervals 
 
Strong new marker (μY=1 = 0.8) Moderate new marker (μY=1 = 0.5) 
  ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
10%, n=300 93.5 91.2 91.1 91.4 95.3 95.3 91.1 86.5 86.8 86.2 92.3 92.8 
50%, n=300 95.0 93.3 93.7 93.8 94.1 94.4 94.7 90.5 91.4 91.5 95.0 94.5 
 
Weak new marker (μY=1 = 0.2) Null new marker (μY=1 = 0.0) 
  ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI ∆AUC 3catNRI jsNRI 2catNRI NRI>0 IDI 
10%, n=300 90.1 82.7 82.9 84.9 89.0 84.7 97.7 87.2 87.3 86.7 94.1 94.6 
50%, n=300 89.0 86.7 86.7 89.9 91.0 86.9 98.0 90.2 90.3 92.1 94.1 77.7 
For 10% event rate, 3catNRI and jsNRI assume categories [0.00, 0.05), [0.05, 0.20), and [0.20+). 
For 10% event rate, 2catNRI assumes categories [0.00, 0.10) and [0.10+). 
 For 50% event rate, 3catNRI and jsNRI assume categories [0.00, 0.40), [0.40, 0.60), and [0.60+). 
For 50% event rate, 2catNRI assumes categories [0.00, 0.50) and [0.50+). 
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Overall, the percentile CIs exhibit coverage in excess of 95%, while the 
other methods yield too low coverage in more than half of scenarios.  Potential 
issues arise for both coverage extremes.  Coverage probabilities below 95% 
indicate that CIs are too narrow and type-I error may be inflated.  Coverage 
probabilities substantially above 95% indicate conservative inference and these 
CIs may be wider than they should be.  To compare widths of CIs in our study, 
we constructed boxplots demonstrating the distributions of CI widths (Figures 
2.10 – 2.21). Overall, the excess coverage of percentile CIs has not been 
achieved at the expense of their width.  Their width is very similar to width of the 
bootstrap BC intervals, yet with better coverage.  The asymptotic CIs have the 
lowest width but this is also reflected in their low coverage probabilities, further 
evidence of the potential underestimation of the standard error for some metrics.  
The bootstrap-t intervals not only demonstrate the most variability in interval 
width, but they also have consistently poor coverage except with strong added 
markers in large sample sizes.  Additionally, we see an increasing trend in the 
width of the CIs as the effect size of the added marker increases, with this trend 
appearing to be most apparent for ∆AUC and IDI.  This trend does not present 
for NRI>0. 
It appears that, in general, while the percentile intervals frequently had 
more than 95% coverage, the widths were shorter when compared with the other 
CIs we examined.  Thus, the percentile intervals appear to be a reasonable 
choice in the majority of studied scenarios.  
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Figure 2.10. CI widths for ∆AUC with n=2000 
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Figure 2.11. CI widths for ∆AUC with n=300 
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Figure 2.12. CI widths for 3catNRI with n=2000 
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Figure 2.13. CI widths for 3catNRI with n=300 
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Figure 2.14. CI widths for jsNRI with n=2000 
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Figure 2.15. CI widths for jsNRI with n=300 
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Figure 2.16. CI widths for 2catNRI with n=2000 
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Figure 2.17. CI widths for 2catNRI with n=300 
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Figure 2.18. CI widths for NRI>0 with n=2000 
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Figure 2.19. CI widths for NRI>0 with n=300 
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Figure 2.20. CI widths for IDI with n=2000 
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Figure 2.21. CI widths for IDI with n=300 
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2.4.5. Event NRI and nonevent NRI as separate measures 
 
The results for event NRI (eNRI) and nonevent NRI (neNRI) are 
summarized in Table 2.6 and Table 2.7 for event rates 10% and 50% 
respectively.  In the case of 10% event rate, we see that in most cases eNRI 
appears to have better coverage compared with neNRI for the asymptotic CIs.  
For the bootstrap CIs, we notice either the opposite phenomenon occurs in some 
cases.  These differences are even more apparent as the sample size 
decreases.  Issues may arise due to the potential underestimation of the 
standard error for the components of the NRI.  For the null and weak added 
markers, the percentile intervals are clearly superior to the other methods whose 
coverage probabilities are well below 95%.  We do see improvements in 
coverage as the effect size of the added marker increases, however we still see 
issues with the asymptotic CIs.  The percentile intervals consistently have 
coverage ≥95%.  For 50% event rate, coverage probabilities remain relatively 
consistent for eNRI vs. neNRI.  Coverage for the percentile intervals remains 
consistently high in all situations while the low coverage levels of the other CIs 
improve as the effect size increases.  We again compared boxplots of the width 
distributions for each CI type across each scenario, in which we again observed 
that the percentile intervals were not longer than the other CI types, despite the 
percentile intervals having superior coverage in nearly all cases (data not 
shown).  
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Table 2.6. Coverage probabilities for 95% CIs for event vs. non-event NRI with event rate 10% 
                 
 n = 2,000 
 Strong new marker (μY=1 = 0.8) Moderate new marker (μY=1 = 0.5) 
 3E 3N jsE jsN 2E 2N E>0 N>0 3E 3N jsE jsN 2E 2NE E>0 N>0 Asymp 95.9 66.6 96.3 67.0 97.2 88.9 99.3 83.7 93.8 65.2 93.8 65.2 96.7 90.4 99.3 81.5 
BC 94.8 95.8 94.8 95.7 95.1 99.1 95.0 94.8 91.7 94.0 91.7 94.0 93.7 96.2 95.3 95.0 
Perc 98.7 97.0 98.7 96.9 99.7 99.3 96.8 94.9 98.6 96.2 98.6 96.2 99.8 99.1 97.3 95.2 
Boot-t 92.8 94.6 92.2 94.5 92.3 98.3 93.3 94.5 88.8 93.3 88.6 93.2 90.9 95.3 93.9 94.7 
 Weak new marker (μY=1 = 0.2) Null new marker (μY=1 = 0.0) 
 3E 3NE jsE jsN 2E 2N E>0 N>0 3E 3N jsE jsN 2E 2N E>0 N>0 Asymp 94.3 76.5 94.3 76.5 94.5 91.2 99.0 82.2 86.0 90.6 86.0 90.6 83.3 92.4 99.4 84.1 
BC 87.4 89.0 87.4 89.0 88.3 88.7 94.9 93.0 88.9 91.2 88.9 91.2 89.9 90.4 97.6 95.5 
Perc 99.9 99.0 99.9 99.0 99.8 100.0 98.6 96.2 100.0 99.8 100.0 99.8 100.0 100.0 99.5 96.8 
Boot-t 84.6 85.9 84.6 85.9 83.4 82.1 88.6 90.4 88.0 89.3 88.0 89.3 87.6 88.4 88.7 91.5 
 n = 300 
 Strong new marker (μY=1 = 0.8) Moderate new marker (μY=1 = 0.5) 
 3E 3N jsE jsN 2E 2N E>0 N>0 3E 3N jsE jsN 2E 2N E>0 N>0 
Asymp 93.5 63.4 93.6 63.6 96.8 88.2 98.1 81.4 91.6 63.0 91.6 63.0 94.0 87.9 98.7 79.3 
BC 91.2 94.3 91.8 94.4 93.5 97.7 94.7 95.8 86.3 89.8 86.4 89.7 89.7 92.4 91.8 90.6 
Perc 99.4 97.1 99.4 97.3 100.0 99.4 98.6 95.5 99.8 98.7 99.8 98.8 100.0 100.0 98.2 96.2 
Boot-t 87.2 92.5 87.2 92.8 89.1 95.4 92.5 94.9 83.1 82.5 83.1 82.7 83.7 90.2 87.7 88.3 
 Weak new marker (μY=1 = 0.2) Null new marker (μY=1 = 0.0) 
 3E 3NE jsE jsN 2E 2N E>0 N>0 3E 3N jsE jsN 2E 2N E>0 N>0 Asymp 80.3 73.2 80.3 73.1 79.6 92.1 99.1 86.1 72.0 84.2 72.0 84.2 73.8 92.2 99.5 83.9 
BC 84.6 87.3 84.6 87.4 83.7 93.6 92.1 86.0 82.8 92.2 82.8 92.2 84.6 93.1 95.1 92.5 
Perc 100.0 99.8 100.0 99.8 100.0 100.0 98.9 97.7 100.0 99.9 100.0 99.9 100.0 100.0 99.4 97.2 
Boot-t 85.3 85.0 85.3 84.9 84.3 92.1 82.0 80.2 87.8 90.4 87.7 90.1 86.9 92.1 86.6 89.5 
Asymp=Asymptotic; BC=Bias corrected; Perc=Percentile; Boot-t=Bootstrap-t. 
3E=event 3catNRI; 3N=nonevent 3catNRI; jsE=event jsNRI; jsN=nonevent jsNRI; 2E=event 2catNRI; 2N=nonevent 2catNRI; 
E>0=event NRI>0; N>0=nonevent NRI>0. 
3catNRI and jsNRI assume categories [0.00, 0.05), [0.05, 0.20), and [0.20+). 
2catNRI assumes categories [0.00, 0.10) and [0.10+). 
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Table 2.7. Coverage probabilities for 95% CIs for event vs. non-event NRI with event rate 50% 
                 
 n = 2,000 
 Strong new marker (μY=1 = 0.8) Moderate new marker (μY=1 = 0.5) 
 3E 3N jsE jsN 2E 2N E>0 N>0 3E 3N jsE jsN 2E 2NE E>0 N>0 Asymp 95.9 66.6 96.3 67.0 97.2 88.9 99.3 83.7 93.8 65.2 93.8 65.2 96.7 90.4 99.3 81.5 
BC 94.8 95.8 94.8 95.7 95.2 99.1 95.0 94.8 91.7 94.0 91.7 94.0 93.7 96.2 95.3 95.0 
Perc 98.7 97.0 98.7 96.9 99.7 99.3 96.8 94.9 98.6 96.2 98.6 96.2 99.8 99.1 97.3 95.2 
Boot-t 92.8 94.6 92.2 94.5 92.3 98.3 93.3 94.5 88.8 93.3 88.6 93.2 90.9 95.3 93.9 94.7 
 Weak new marker (μY=1 = 0.2) Null new marker (μY=1 = 0.0) 
 3E 3NE jsE jsN 2E 2N E>0 N>0 3E 3N jsE jsN 2E 2N E>0 N>0 Asymp 94.3 76.5 94.3 76.5 94.5 91.2 99.0 82.2 86.0 90.6 86.0 90.6 83.3 92.4 99.4 84.1 
BC 87.4 89.0 87.4 89.0 88.3 88.7 94.9 93.0 88.9 91.2 88.9 91.2 89.9 90.4 97.6 95.5 
Perc 99.9 99.0 99.9 99.0 99.8 100.0 98.6 96.2 100.0 99.8 100.0 99.8 100.0 100.0 99.5 96.8 
Boot-t 84.6 85.9 84.6 85.9 83.4 82.1 88.6 90.4 88.0 89.3 88.0 89.3 87.6 88.4 88.7 91.5 
 n = 300 
 Strong new marker (μY=1 = 0.8) Moderate new marker (μY=1 = 0.5) 
 3E 3N jsE jsN 2E 2N E>0 N>0 3E 3N jsE jsN 2E 2N E>0 N>0 
Asymp 93.5 63.4 93.6 63.6 96.8 88.2 98.1 81.4 91.6 63.0 91.6 63.0 94.0 87.9 98.7 79.3 
BC 91.2 94.3 91.8 94.4 93.5 97.7 94.7 95.8 86.3 89.8 86.4 89.7 89.7 92.4 91.8 90.6 
Perc 99.4 97.1 99.4 97.3 100.0 99.4 98.6 95.5 99.8 98.7 99.8 98.8 100.0 100.0 98.2 96.2 
Boot-t 87.2 92.5 87.2 92.8 89.1 95.4 92.5 94.9 83.1 82.5 83.1 82.7 83.7 90.2 87.7 88.3 
 Weak new marker (μY=1 = 0.2) Null new marker (μY=1 = 0.0) 
 3E 3NE jsE jsN 2E 2N E>0 N>0 3E 3N jsE jsN 2E 2N E>0 N>0 Asymp 80.3 73.2 80.3 73.1 79.6 92.1 99.1 86.1 72.0 84.2 72.0 84.2 73.8 92.2 99.5 83.9 
BC 84.6 87.3 84.6 87.4 83.7 93.6 92.1 86.0 82.8 92.2 82.8 92.2 84.6 93.1 95.1 92.5 
Perc 100.0 99.8 100.0 99.8 100.0 100.0 98.9 97.7 100.0 99.9 100.0 99.9 100.0 100.0 99.4 97.2 
Boot-t 85.3 85.0 85.3 84.9 84.3 92.1 82.0 80.2 87.8 90.4 87.7 90.1 86.5 92.1 86.6 89.5 
Asymp=Asymptotic; BC=Bias corrected; Perc=Percentile; Boot-t=Bootstrap-t. 
3E=event 3catNRI; 3N=nonevent 3catNRI; jsE=event jsNRI; jsN=nonevent jsNRI; 2E=event 2catNRI; 2N=nonevent 2catNRI; 
E>0=event NRI>0; N>0=nonevent NRI>0. 
3catNRI and jsNRI assume categories [0.00, 0.40), [0.40, 0.60), and [0.60+). 
2catNRI assumes categories [0.00, 0.50) and [0.50+). 
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2.5. RECOMMENDATIONS 
 
If investigators are looking for a “one size fits all” interval method, we 
recommend use of the percentile bootstrap interval, as this interval performed the 
strongest in our simulation study without exhibiting excess width as compared 
with the other CI methods.  This recommendation requires bootstrapping 
computations, which can easily be performed in SAS or R.  The percentile 
interval method takes some of the least amount of extra time as compared with 
the other bootstrap methods.  We also observed that the BC method works well 
for ∆AUC, 3catNRI, jsNRI, NRI>0, and IDI in situations with a strong added 
marker and some scenarios with a moderate added marker, depending on event 
rate and sample size.  For CI and standard error estimation from bootstrapping, 
we recommend that a sufficient number of bootstrap resamples is used; we used 
B=2,000 for 95% CIs.  The number of bootstrap resamples required increases as 
desired confidence-level increases, which also increases computation time if an 
interval with more that 95% confidence is desired.  However, if the investigator 
has limited time and wishes to use the asymptotic CI formulas, these formulas 
would best be used in cases with at least moderate added effect size and with 
using bootstrap-estimated standard errors, most importantly for IDI and NRI with 
categories, as it is clear that the asymptotic standard error formulas for these 
metrics produce CIs with low coverage.21,22   
64 
 
2.6. APPLICATION 
 
The Framingham Heart Study (FHS) started in 1948 with the enrollment of 
5209 individuals into what became known as the Original cohort.  In 1971, 5124 
children of the Original cohort were enrolled into the Offspring cohort.  Additional 
information on study design and methods have been documented elsewhere.33,34  
For this practical example, the study sample from D’Agostino et al.1 (consisting of 
8491 attendees at either Original cohort exam 11 or Offspring exam 1 or exam 3 
free of prevalent CVD and who were 30 to 74 years of age with nonmissing data 
on covariates) was further reduced by excluding those who died or were 
censored at time≤10 years for development of a CVD event, resulting in a 
sample of 8005 participants (mean age, 49 years; 53.3% women).  Thus, the 
outcome is binary: some developed a CVD event in 10 years while the rest did 
not.  General CVD was defined as a composite of coronary heart disease (CHD: 
coronary death, myocardial infarction, coronary insufficiency, and angina), 
peripheral artery disease (intermittent claudication), cerebrovascular events 
(ischemic stroke, hemorrhagic stroke, and transient ischemic attack), and heart 
failure.   
 The FHS general CVD risk profile comprises age, total cholesterol, high 
density lipoprotein (HDL) cholesterol, systolic blood pressure (SBP), 
hypertension treatment, smoking status, and diabetes status into sex-specific risk 
prediction models.1  Continuous variables were log-transformed, and 
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hypertension treatment, smoking status, and diabetes status were binary (yes vs. 
no).  For our specific purpose, two logistic regression models were fit with 10-
year CVD as the outcome: (1) the full FHS general CVD risk model and (2) the 
FHS general CVD risk model with HDL cholesterol removed.  Our goal is to 
assess the addition of HDL cholesterol to the general CVD risk model using the 
methods discussed above.  For prediction increment measures with categories, 
cutoffs were chosen based on the event rates in men and women separately.  
For the 3-category measures, 0.5*(event rate) was used for the lower cutoff and 
2*(event rate) was used for the upper cutoff.  For 2catNRI, the approximate sex-
specific event rates were used as the single cutoffs between the two categories. 
 During 10 years of follow-up, 951 individuals experienced a first CVD 
event.  Of the 951 events, 356 occurred in women (event rate = 8.3%) and 595 
occurred in men (event rate = 15.9%).  Table 2.8 contains fit statistics for the 
reduced model.  The AUC for women is 0.803 and the AUC for men is 0.779.  
Both models are well calibrated by the Hosmer-Lemeshow (HL) goodness-of-fit 
test (p-values of 0.48 and 0.31 in women and men respectively).35  In the 
updated model, ln(HDL) is highly significant in the model with an odds ratio (OR) 
of 0.47 (95% CI: 0.31, 0.73; p-value=0.0006) for women and an OR of 0.36 (95% 
CI: 0.25, 0.52; p-value<0.0001) for men.  The updated models are also well-
calibrated (p-values of 0.89 and 0.20 in women and men respectively) with 
AUC=0.808 in women and AUC=0.787 in men.  These are modest changes from 
the AUCs of the reduced models.  Since we found HDL cholesterol to be 
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statistically significant in the model, we proceeded to assessing the incremental 
value of including HDL cholesterol.  
 Table 2.9 summarizes the prediction increment measures with their 
corresponding percentile bootstrap 95% CIs.  For both sexes, the CIs for ∆AUC, 
NRI>0, neNRI>0, and IDI do not encompass zero.  For men, the CI for event 
NRI>0 does not encompass zero as well.  This is not the case with the remainder 
of the metrics. 
 
Table 2.8. Model fit statistics for reduced model 
 
Variable β* P-value Odds Ratio 95% CI 
HL χ2  
and AUC 
Women 
     ln(Age) 2.8755 <0.0001 17.73 (8.28, 37.97) χ2=7.5289, 
df=8, 
p=0.4808 
 
AUC=0.803 
ln(Cholesterol) 1.3019 0.0001 3.68 (1.90, 7.13) 
ln(SBP) if not treated 3.3516 <0.0001 28.55 (11.94, 68.27) 
ln(SBP) if treated 3.2707 <0.0001 26.33 (10.84, 63.97) 
Smoking 0.7889 <0.0001 2.20 (1.72, 2.81) 
Diabetes 0.8479 <0.0001 2.34 (1.53, 3.56) 
Men 
     ln(Age) 3.5255 <0.0001 33.97 (19.75, 58.44) χ2=9.4794, 
df=8, 
p=0.3035 
 
AUC=0.779 
ln(Cholesterol) 1.2838 <0.0001 3.61 (2.10, 6.21) 
ln(SBP) if not treated 2.4841 <0.0001 11.99 (5.65, 25.44) 
ln(SBP) if treated 2.3775 <0.0001 10.78 (5.02, 23.13) 
Smoking 0.9104 <0.0001 2.49 (2.04, 3.03) 
Diabetes 0.7831 <0.0001 2.19 (1.57, 3.04) 
*Estimated regression coefficient 
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 Table 2.9. Prediction increment measures with percentile intervals 
 
Measure Observed estimate Bootstrap mean* 95% CI 
Women 
   ∆AUC 0.00499 0.00520 (0.00105, 0.0117) 
3-category NRI 0.0110 0.0285 (-0.0153, 0.0812) 
Event NRI 0.00562 0.0231 (-0.0173, 0.0668) 
Nonevent NRI 0.00537 0.00552 (-0.00524, 0.0187) 
JsNRI 0.0110 0.0286 (-0.0153, 0.0812) 
Event NRI 0.00562 0.0231 (-0.0173, 0.0668) 
Nonevent NRI 0.00537 0.00552 (-0.00524, 0.0187) 
2-category NRI 0.0125 0.0109 (-0.0154, 0.0395) 
Event NRI 0.00562 0.00489 (-0.0199, 0.0321) 
Nonevent NRI 0.00690 0.00599 (-0.00255, 0.0166) 
Continuous NRI 0.128 0.130 (0.00376, 0.249) 
Event NRI 0.0337 0.0362 (-0.0488, 0.116) 
Nonevent NRI 0.0945 0.0936 (0.0330, 0.156) 
IDI 0.00333 0.00382 (0.0000753, 0.0101) 
Men 
   ∆AUC 0.00787 0.00791 (0.00341, 0.0140) 
3-category NRI 0.0114 0.0218 (-0.0157, 0.0641) 
Event NRI -0.00168 0.0112 (-0.0209, 0.0480) 
Nonevent NRI 0.0131 0.0105 (-0.00318, 0.0266) 
JsNRI 0.0114 0.0218 (-0.0157, 0.0641) 
Event NRI -0.00168 0.0112 (-0.0209, 0.0480) 
Nonevent NRI 0.0131 0.0105 (-0.00318, 0.0266) 
2-category NRI 0.0368 0.0223 (-0.00494, 0.0498) 
Event NRI 0.0336 0.0182 (-0.00649, 0.0435) 
Nonevent NRI 0.00318 0.00404 (-0.00493, 0.0144) 
Continuous NRI 0.300 0.296 (0.196, 0.391) 
Event NRI 0.153 0.151 (0.0843, 0.213) 
Nonevent NRI 0.147 0.146 (0.0982, 0.195) 
IDI 0.00766 0.00804 (0.00275, 0.0153) 
*B=2000 
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2.7. CONCLUSIONS 
 
In this chapter, we focused on improving the estimation of ∆AUC, NRI, 
and IDI in the logistic regression framework.  This simulation study demonstrated 
that their empirical distributions degenerate under the null hypothesis with 
varying levels of degeneration, which is problematic in estimation of CIs 
assuming normal theory.  In addition, the asymptotic standard errors for NRI and 
IDI appear to be consistently underestimated, decreasing the coverage 
probability for the asymptotic CIs in nearly all situations that were studied.   
The primary finding is that the percentile CIs had the highest coverage 
probabilities overall, while also demonstrating that the width of these intervals 
were close to that of the bootstrap BC CIs without sacrificing coverage; this 
finding was robust in all scenarios.  In order to avoid the issues, we recommend 
estimating percentile CIs.  Despite percentile CIs being more computationally 
intensive, they achieve better coverage overall, and the asymptotic CIs should 
not be estimated until further research on the standard errors can be completed. 
In the next chapter, we move from the logistic regression framework to the 
realm of survival analysis.  Time-to-event data and situations without full follow-
up time are much more realistic in modern study designs, with Cox proportional 
hazards models as one of the most popular analysis choices.  There are 
extensions of ∆AUC, NRI, and IDI in survival analysis, and these versions need 
to be studied as we have done here.  
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CHAPTER 3. IMPROVEMENT IN ESTIMATION OF MEASURES OF 
PREDICTION INCREMENT IN SURVIVAL ANALYSIS 
 
3.1. SUMMARY 
 
In Chapter 2, we found evidence of degeneration of the normal theory 
assumption in the empirical distributions of the change in area under the receiver 
operating characteristic curve (∆AUC), the net reclassification index (NRI), and 
the integrated discrimination improvement (IDI) under the null hypothesis for 
binary outcome data. Based on the results of the extensive simulation study of 
confidence interval (CI) estimation techniques, we made the recommendation 
that investigators use the percentile method with a large enough number of 
bootstrap resamples for CI estimation of ∆AUC, NRI, and IDI.  This finding 
naturally leads us to ask the same question of the extension of these measures 
in the survival analysis framework, as situations without full follow-up time are 
more realistic in modern study designs.    
In this chapter, we examine the performance of the survival analysis 
versions of ∆AUC, NRI, and IDI. We explore empirical distributions, bias, and 
compare various CIs produced from bootstrapping techniques in simulated 
situations with varying incidence rates, censoring mechanisms, effect sizes, and 
sample sizes.  Our results suggest that the percentile interval exhibits at least 
reasonable coverage while maintaining the shortest width in nearly all scenarios, 
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making this interval the most reliable overall choice.  We also show that bias-
corrected (BC) intervals, bootstrap-t intervals, and hybrid intervals can be useful 
under certain conditions.  We hope that these recommendations improve 
accuracy in the estimation and the overall assessment of discrimination 
improvement in risk prediction modeling with time-to-event data. 
 
3.2. MOTIVATION 
 
 In Chapter 2, we introduced three measures of prediction increment 
popularly used for binary event data: the change in the area under the receiver 
operating characteristic curve (∆AUC), the net reclassification index (NRI), and 
the integrated discrimination improvement (IDI).  Through simulation, we found 
evidence of degeneration of the normal theory assumption in their empirical 
distributions as the effect size of the added marker moves toward the null 
hypothesis.  We also studied various methods of confidence interval (CI) 
methods utilizing bootstrapping techniques and determined that while the 
percentile intervals had ≥95% coverage in many scenarios, their widths were 
comparable to those of the other interval types, which achieved acceptable to 
inadequate coverage.  Thus, we made the recommendation that investigators 
use the percentile method with a large number of bootstrap resamples for CI 
estimation and standard error estimation of ∆AUC, NRI, and IDI. 
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The recommendations made in Chapter 2 apply only to binary event data 
with full follow-up.  However, situations without full follow-up time are more 
realistic in modern study designs and survival analysis methods, such as Kaplan-
Meier and Cox proportional hazards regression, are some of the most commonly 
used tools in risk prediction modeling.3,4  In addition, even if we have full follow-
up time for nonevents, we gain information by having the addition of time to 
event.  Thus, we wish to extend our exploration and simulation study to the 
versions of ∆AUC, NRI, and IDI in survival analysis.  We hypothesize that 
degeneration of the normal theory assumption will also occur in this scenario with 
varying degrees.  In the event the degeneration does exist, it is important to 
again explore various bootstrap CI methods in order to determine which methods 
have acceptable coverage and are most precise for a range of scenarios. 
 
3.3. BACKGROUND AND METHODS 
 
3.3.1 Time-to-event framework 
 
Suppose we have a time-to-event variable T for all individuals, such that Ti 
represents either when an event has occurred or the time of censoring, where 
censoring can occur as either loss to follow-up or at the end of the study.  All 
individuals also have an event indicator Y, where Y=1 for those with the event 
observed or Y=0 for those censored. We also have collected data on p+q fixed 
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covariates at baseline in the vector X, made up of x1, … , xp+q.  We assume that 
the censoring is non-informative, meaning that the censoring mechanism is 
unrelated to the outcome of interest or the covariates, and we also assume right-
censoring for the event times.  Thus, if the proportionality of hazards assumption 
is true, we can use the Cox proportional hazards (PH) regression model.36  The 
Cox PH model expresses the survival function as: 
𝑆𝑆(𝑜𝑜|𝑋𝑋) = 𝑆𝑆0(𝑜𝑜)exp (𝑍𝑍), 
where t represents end time, S0(t) is the baseline survival function, and Z = X’β is 
the risk score, with β representing the vector of regression coefficients for each 
of the p predictors.  The hazard function takes the form: 
ℎ(𝑜𝑜|𝑋𝑋) = ℎ0(𝑜𝑜) ∙ exp (𝑍𝑍), 
where ℎ0(𝑜𝑜) is the baseline hazard function.  The fitted risk model can then be 
used to estimate the predicted probability of survival within the specified time 
frame (0, t).   
 Suppose we have a standard risk model with p covariates for making 
predictions on a specific event and we wish to determine if predictions from that 
model can be improved upon by the addition of new markers.  The risk prediction 
performance of a standard risk model can be compared with the performance of 
an updated risk model by considering improvements in discrimination and 
calibration: discrimination quantifies the model’s ability to distinguish correctly the 
two classes of the outcome (i.e. events vs. nonevents) and calibration quantifies 
how close model predictions are to actual outcomes.4  A model with good 
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calibration does not necessarily imply good discrimination or vice versa.  
Improving discrimination should be the primary focus, since recalibration of a 
model is usually possible.26  However, measuring discrimination improvement in 
survival analysis is complicated by the fact that the event of interest involves a 
time-to-event component, and the model thus makes predictions about these 
survival times. 
 
3.3.2. Measures of discrimination improvement in survival analysis 
 
 In this section, we summarize the extensions of ∆AUC, NRI, and IDI in 
survival analysis.   
 
C-index 
In logistic regression, the most widely used metric for evaluating a model’s 
discriminatory ability is the area under the receiver operating characteristic 
(ROC) curve (AUC).  It has been shown that the AUC can be estimated by the 
Mann-Whitney statistic, also known as the C-statistic, details of which have been 
published previously.9  
 Using the regression method described above, we denote the predicted 
survival time for each individual at baseline, T1, T2, … , Tn.  We have two 
categories of subjects at a given time point T ≤ Tfinal: those who actually 
developed the event during the study (Y=1) and those who were censored (Y=0).  
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We denote these actual survival times by U1, U2, … , Un.  Harrell states that 
predicted probabilities of survival until any fixed time point (which we denote V1, 
V2, … , Vn) can be used in place of the corresponding T1, T2, …, Tn if those 
estimates remain in one-to-one correspondence.26  M. Pencina et al. show that 
this point holds true in the most common models in survival analysis, specifically 
accelerated failure time models and proportional hazards models.37   
Now we consider all pairs of subjects, (i, j), such that i < j in order to 
ensure no repetitions.  Thus for a given pair, we have a concordant pair if Ui < Uj 
and Vi < Vj or Ui > Uj and Vi > Vj, and we have a discordant pair if Ui < Uj and Vi > 
Vj or Ui > Uj and Vi < Vj.  Since not all pairs will be concordant or discordant due 
to ties, we can only use usable pairs of subjects in which at least one had an 
event in the construction of the C index, resulting in either event vs. event or 
event vs. nonevent comparisons.  The overall C is defined as the proportion of all 
usable concordant pairs: 
𝐴𝐴 =  𝜋𝜋𝑐𝑐
𝜋𝜋𝑐𝑐 + 𝜋𝜋𝑑𝑑 
where  
𝜋𝜋𝑐𝑐 = 𝑃𝑃�𝐴𝐴𝑟𝑟 < 𝐴𝐴𝑗𝑗  𝑐𝑐𝑛𝑛𝑑𝑑 𝑉𝑉𝑟𝑟 < 𝑉𝑉𝑗𝑗    𝑜𝑜𝑒𝑒    𝐴𝐴𝑟𝑟 > 𝐴𝐴𝑗𝑗  𝑐𝑐𝑛𝑛𝑑𝑑 𝑉𝑉𝑟𝑟 > 𝑉𝑉𝑗𝑗� = 𝑃𝑃�𝐴𝐴𝑟𝑟 < 𝐴𝐴𝑗𝑗  𝑐𝑐𝑛𝑛𝑑𝑑 𝑉𝑉𝑟𝑟 < 𝑉𝑉𝑗𝑗� + 𝑃𝑃(𝐴𝐴𝑟𝑟 > 𝐴𝐴𝑗𝑗  𝑐𝑐𝑛𝑛𝑑𝑑 𝑉𝑉𝑟𝑟 > 𝑉𝑉𝑗𝑗) 
𝜋𝜋𝑑𝑑 = 𝑃𝑃�𝐴𝐴𝑟𝑟 < 𝐴𝐴𝑗𝑗  𝑐𝑐𝑛𝑛𝑑𝑑 𝑉𝑉𝑟𝑟 > 𝑉𝑉𝑗𝑗    𝑜𝑜𝑒𝑒    𝐴𝐴𝑟𝑟 > 𝐴𝐴𝑗𝑗  𝑐𝑐𝑛𝑛𝑑𝑑 𝑉𝑉𝑟𝑟 < 𝑉𝑉𝑗𝑗� = 𝑃𝑃�𝐴𝐴𝑟𝑟 < 𝐴𝐴𝑗𝑗  𝑐𝑐𝑛𝑛𝑑𝑑 𝑉𝑉𝑟𝑟 > 𝑉𝑉𝑗𝑗� + 𝑃𝑃(𝐴𝐴𝑟𝑟 > 𝐴𝐴𝑗𝑗  𝑐𝑐𝑛𝑛𝑑𝑑 𝑉𝑉𝑟𝑟 < 𝑉𝑉𝑗𝑗) 
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M. Pencina et al demonstrate that since i and j are interchangeable in the 
definitions of πc and πd and since the V’s have a continuous distribution 
(assuming at least one predictor is continuous), the overall C index reduces to:37 
𝐴𝐴 = 𝑃𝑃(𝐴𝐴𝑟𝑟 < 𝐴𝐴𝑗𝑗  𝑐𝑐𝑛𝑛𝑑𝑑 𝑉𝑉𝑟𝑟 < 𝑉𝑉𝑗𝑗)
𝑃𝑃(𝐴𝐴𝑟𝑟 < 𝐴𝐴𝑗𝑗) = 𝑃𝑃(𝑉𝑉𝑟𝑟 < 𝑉𝑉𝑗𝑗 𝐴𝐴𝑟𝑟 < 𝐴𝐴𝑗𝑗)⁄  
A natural estimate for the overall C is 
?̂?𝐴 = 1
𝑄𝑄
� 𝑐𝑐𝑟𝑟𝑗𝑗(𝑟𝑟,𝑗𝑗)∈𝑂𝑂  
where O is the set of all usable pairs of subjects (i, j), Q is the total number of 
usable pairs, and cij takes on the value of 1 for concordant pairs and 0 
otherwise.38 
 To assess improvement in discrimination, we can estimate the difference 
in overall Cs for two models: ∆C = C(expanded model) – C(standard model). 
 
NRI(t) 
M. Pencina et al. introduced the net reclassification index (NRI) as an 
additional metric to quantify whether a new model provides relevant improvement 
in risk prediction over a previous model, assuming that the new model will tend to 
increase predicted risks for events and decrease predicted risks for nonevents.10  
Details on the original derivation are documented elsewhere.10,13  Chambless et 
al. express event NRI (NRIY=1) and nonevent NRI (NRIY=0) as: 
𝑁𝑁𝑁𝑁𝐼𝐼𝑌𝑌=1 =  𝑃𝑃�𝑍𝑍𝑢𝑢𝑢𝑢�𝑌𝑌 = 1� − 𝑃𝑃(𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛|𝑌𝑌 = 1) 
𝑁𝑁𝑁𝑁𝐼𝐼𝑌𝑌=0 =  𝑃𝑃(𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛|𝑌𝑌 = 0) − 𝑃𝑃(𝑍𝑍𝑢𝑢𝑢𝑢|𝑌𝑌 = 0) 
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where overall NRI is estimated as the weighted average of the two quantities: 
𝑁𝑁𝑁𝑁𝐼𝐼𝑑𝑑 = 𝑒𝑒 ∙ 𝑁𝑁𝑁𝑁𝐼𝐼𝑌𝑌=1 + (1 − 𝑒𝑒) ∙ 𝑁𝑁𝑁𝑁𝐼𝐼𝑌𝑌=0, 
with w between 0 and 1.39  A reminder that Z = X’β, and Zup represents upward 
movement in risk category or increased risk by the new model while Zdown 
represents downward movement in risk category or decreased risk by the new 
model.  The authors point out that using this notation, the NRI considered by M. 
Pencina et al. was 2∙NRI0.5, and that the choice of w can be used to reflect 
relative costs and benefits of improvement in risk prediction.10,39   
 The original definition of NRI did not incorporate time, and thus was used 
strictly in situations assuming full follow-up time with event status known for all 
observations.  Chambless et al. made some modifications to NRI in order for use 
in survival analysis, conditioning on time being less than some t:39  
𝑁𝑁𝑁𝑁𝐼𝐼𝑌𝑌=1(𝑜𝑜) =  𝑃𝑃�𝑍𝑍𝑢𝑢𝑢𝑢�𝑌𝑌(𝑜𝑜) = 1� − 𝑃𝑃(𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛|𝑌𝑌(𝑜𝑜) = 1), 
𝑁𝑁𝑁𝑁𝐼𝐼𝑌𝑌=0(𝑜𝑜) =  𝑃𝑃(𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛|𝑌𝑌(𝑜𝑜) = 0) − 𝑃𝑃(𝑍𝑍𝑢𝑢𝑢𝑢|𝑌𝑌(𝑜𝑜) = 0), 
𝑁𝑁𝑁𝑁𝐼𝐼(𝑜𝑜)𝑑𝑑 = 𝑒𝑒 ∙ 𝑁𝑁𝑁𝑁𝐼𝐼𝑌𝑌=1(𝑜𝑜) + (1 − 𝑒𝑒) ∙ 𝑁𝑁𝑁𝑁𝐼𝐼𝑌𝑌=0(𝑜𝑜). 
A count estimator for NRI(t) uses the following proportions for event NRI(t) and 
nonevent NRI(t): 
𝑁𝑁𝑁𝑁𝐼𝐼� 𝑌𝑌=1(𝑜𝑜)𝑐𝑐𝑑𝑑𝑢𝑢𝑛𝑛𝑒𝑒 = ∑ 𝐼𝐼(𝑍𝑍𝑢𝑢𝑢𝑢,𝑌𝑌(𝑒𝑒)=1)−∑𝐼𝐼(𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑌𝑌(𝑒𝑒)=1)∑ 𝐼𝐼(𝑌𝑌(𝑒𝑒)=1) , 
𝑁𝑁𝑁𝑁𝐼𝐼� 𝑌𝑌=0(𝑜𝑜)𝑐𝑐𝑑𝑑𝑢𝑢𝑛𝑛𝑒𝑒 = ∑ 𝐼𝐼(𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑌𝑌(𝑒𝑒)=0)−∑𝐼𝐼(𝑍𝑍𝑢𝑢𝑢𝑢,𝑌𝑌(𝑒𝑒)=0)∑ 𝐼𝐼(𝑌𝑌(𝑒𝑒)=0) . 
We can obtain the components of NRI(t) by applying Bayes’ theorem: 
𝑁𝑁𝑁𝑁𝐼𝐼𝑌𝑌=1(𝑜𝑜) = �𝑃𝑃(𝑌𝑌(𝑒𝑒)=1|𝑍𝑍𝑢𝑢𝑢𝑢)∙𝑃𝑃(𝑍𝑍𝑢𝑢𝑢𝑢)𝑃𝑃(𝑌𝑌(𝑒𝑒)=1) − 𝑃𝑃(𝑌𝑌(𝑒𝑒)=1|𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)∙𝑃𝑃(𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)𝑃𝑃(𝑌𝑌(𝑒𝑒)=1) �, 
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𝑁𝑁𝑁𝑁𝐼𝐼𝑌𝑌=0(𝑜𝑜) = �𝑃𝑃(𝑌𝑌(𝑒𝑒)=0|𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)∙𝑃𝑃(𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)𝑃𝑃(𝑌𝑌(𝑒𝑒)=0) − 𝑃𝑃(𝑌𝑌(𝑒𝑒)=0|𝑍𝑍𝑢𝑢𝑢𝑢)∙𝑃𝑃(𝑍𝑍𝑢𝑢𝑢𝑢)𝑃𝑃(𝑌𝑌(𝑒𝑒)=0) �. 
Assuming w=0.5 and p=P(Y=1), we have: 
𝑁𝑁𝑁𝑁𝐼𝐼 = 2 ∙ 𝑁𝑁𝑁𝑁𝐼𝐼0.5(𝑜𝑜)
= �𝑃𝑃�𝑌𝑌(𝑜𝑜) = 1�𝑍𝑍𝑢𝑢𝑢𝑢� − 𝑝𝑝� ∙ 𝑃𝑃�𝑍𝑍𝑢𝑢𝑢𝑢� − (𝑃𝑃(𝑌𝑌(𝑜𝑜) = 1|𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛) − 𝑝𝑝) ∙ 𝑃𝑃(𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛)
𝑝𝑝 ∙ (1 − 𝑝𝑝) . 
Kaplan-Meier estimates are used to estimate 𝑃𝑃�𝑌𝑌(𝑜𝑜) = 1�𝑍𝑍𝑢𝑢𝑢𝑢�, 
𝑃𝑃(𝑌𝑌(𝑜𝑜) = 1|𝑍𝑍𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛), and p=P(Y(t)=1) to account for censoring, thus giving us our 
estimate for NRIw(t).39  This expression can be used for both NRI with categories 
(with upward and downward movement in categories of predicted risks) or for 
continuous NRI (where predicted risks between new and old models are 
compared directly), which corresponds nicely to the original derivation of NRI.10,13 
 For simplicity, we will refer to NRI(t) as NRI for the remainder of this 
chapter. 
 
IDI(t) 
M. Pencina et al. also introduced the integrated discrimination 
improvement (IDI).  This metric accounts for the size of movements up and 
down, does not require categories, and takes the form: 
IDI = (ISnew – ISold) – (IPnew – IPold), 
where ISnew is the integrated sensitivity over all possible risk threshold cutoffs for 
the new model (standard plus a new added variable) and IPnew is the integrated 
(1-specificity) over all possible risk threshold cutoffs for the new model.10  Thus, 
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IS(t) is the average sensitivity at time t and IP(t) is the average (1-specificity) at 
time t.  Chambless et al.39 show that 
IS(𝑜𝑜) − IP(𝑜𝑜) = 𝑁𝑁2(𝑜𝑜) = Var[𝑆𝑆(𝑜𝑜|𝑍𝑍)]
𝑆𝑆(𝑜𝑜) ∙ [1 − 𝑆𝑆(𝑜𝑜)] 
where S(t|Z) is the survival function, S(t)=E[S(t|Z)], and S(t)[1-S(t)] is the variance 
of the binomial variable ‘event have time t’.  This ratio is interpreted as the 
proportion of variance explained by the model and the authors also show that 
R2(t) is bounded on the interval [0, 1].39  This quantity can be estimated from the 
fitted survival function, such that 
𝑁𝑁�2(𝑜𝑜) = Var� [𝑆𝑆(𝑜𝑜|𝑍𝑍)]
?̂?𝑆(𝑜𝑜) ∙ [1 − ?̂?𝑆(𝑜𝑜)] 
where ?̂?𝑆(𝑜𝑜) is obtained through Kaplan-Meier estimates.  By rearranging the 
definition of IDI presented by M. Pencina et al. such that 
IDI = (ISnew – IPnew) – (ISold – IPold), 
we can see the following holds: 
IDI(t) = R2(t)new – R2(t)old , 
or the difference in the proportion of variance explained by the new and old 
models.39  We can estimate IDI(t) by taking the difference between the estimators 
for R2(t)new and R2(t)old. 
 For simplicity, we will refer to IDI(t) as IDI for the remainder of this chapter. 
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3.3.3. Confidence intervals from bootstrapping 
 
The bootstrap is a data-based simulation method used for statistical 
inference which has been described in detail previously and summarized in 
Chapter 2.28  The bootstrap distribution of a parameter estimator can be used to 
calculate a variety of 100(1 – α)% confidence intervals (CIs) without the need to 
make normal theory assumptions.  This is useful in situations where the 
distribution of the parameter of interest is questionable in regard to normality. 
 We estimate four types of bootstrapped CIs in this study: bootstrap-t, 
percentile, bias-corrected (BC), and hybrid.  Details of these four methods are 
summarized in Chapter 2. 
 
3.3.4. Simulation study methods 
 
Using the framework described above, we considered two incidence rates, 
10% and 50% (with 90% and 50% expected survival, respectively), over a 10-
year follow-up period.  We also considered two different censoring distributions: 
(1) Type I censoring and (2) random censoring.  We simulated random censoring 
with the uniform distribution.  The failure time assumed a Weibull distribution with 
shape parameter=2, which mimics failure time distributions observed in 
cardiovascular disease.  The scale parameters varied dependent on the target 
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incidence rates and effect sizes for each model as described in the next 
paragraph.   
We defined a vector of five continuous and uncorrelated predictor 
variables following a multivariate normal distribution, with effect sizes that range 
from strong to null.  For predictor variables x1, x2, x3, x4, and x5, we aimed for 
hazard ratios (HR) of 2.0, 1.0, 1.2, 1.5, and 2.0, respectively.  We assumed x1 to 
be the established standard predictor, while the four remaining predictors were 
the candidate variables for model inclusion consideration.  We considered four 
comparisons of the standard model with: (1) standard + null, (2) standard + 
weak, (3) standard + moderate, (4) standard + strong.  Using this data structure, 
we simulated a population of N=2,000,000 in order to have a set of “true” 
parameters, from which we took simple random samples of various sizes 
(described later).  We assumed that the event status, failure time (or censoring 
time), and predictor variables were available for all N observations, as well as 
independence among observations. 
 After assessing validity of the proportional hazards assumption, we 
employed Cox proportional hazards regression to estimate model-based 
predicted probabilities based on the models described above; for each 
comparison, we estimated the predicted probability according to the standard 
model and the predicted probability according to the added variable model.  
Using these pairs of predicted probabilities, we estimated five measures of 
prediction increment quantifying the improvement of the new risk prediction 
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models: ∆C, 2-category NRI (2catNRI), 3-category NRI (3catNRI), continuous 
NRI (NRI>0), and IDI.  We chose the incidence rate as the cutoff for 2catNRI.  
For 3catNRI, we used the categories [0.00, 0.05), [0.05, 0.20), and [0.20+) for 
10% incidence rate and [0.00, 0.40), [0.40, 0.60), and [0.60+) for 50% incidence 
rate.  We used n=100,000 (with 1000 iterations) to construct empirical 
distributions and we also used n=2,000 (large sample) and n=300 (small sample) 
to assess bias and construct bootstrapped 95% CIs with B=2,000.  We repeated 
the sampling 1000 times to assess coverage probabilities. 
 Data simulation and analyses were completed using SAS software, 
version 9.4 (Copyright 2002-2012 SAS Institute Inc., Cary, NC, USA).  We 
performed bootstrap analysis with the SAS macro jackboot.sas compatible with 
SAS software (http://support.sas.com/kb/24982.html). 
 
3.4. RESULTS 
 
3.4.1. Population values 
 
Table 3.1 lists the estimated performance metrics for the population 
scenarios described.  These entries serve as population parameters in our 
simulation study for estimating coverage probabilities of the CIs.  We note that 
the magnitude of the measures is comparable for each incidence rate when 
comparing the two types of censoring mechanisms. Also, as the adjusted HR of 
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the added variable increases, the relative rate of increase for the performance 
metrics decreases.  In the model with the null added predictor, we expect each of 
the prediction increment metrics to be close to 0, which we observe 
approximately.  Slight discrepancies from 0 could be due to how the data was 
simulated in our study.  
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Table 3.1. Performance Metrics in Populations with N=2,000,000 
 
10% incidence rate 
Type I censoring Added variable (adjusted hazard ratio)* 
Measure HR=2.0 HR=1.5 HR=1.2 HR=1.0 
∆C 0.06851 0.02681 0.00577 9.210E-09 
3catNRI0.05,0.20 0.28183 0.11129 0.02395 -0.000024 
2catNRI0.10 0.11037 0.04225 0.00855 -5.697E-07 
NRI>0 0.56205 0.33851 0.15148 0.000186 
IDI 0.06169 0.02097 0.00417 7.194E-09 
50% incidence rate 
Type I censoring         
Measure HR=2.0 HR=1.5 HR=1.2 HR=1.0 
∆C 0.07165 0.02874 0.00629 4.4E-06 
3catNRI0.40,0.60 0.27597 0.12191 0.02818 0.000015 
2catNRI0.50 0.14420 0.05803 0.01230 -0.000079 
NRI>0 0.68802 0.43332 0.19996 0.00219 
IDI 0.13774 0.05448 0.01177 7.832E-0.7 
10% incidence rate 
Random censoring 
 Measure HR=2.0 HR=1.5 HR=1.2 HR=1.0 
∆C 0.06895 0.02786 0.00618 0.000025 
3catNRI0.05,0.20 0.27533 0.10935 0.02458 0.000312 
2catNRI0.10 0.11556 0.05030 0.01039 0.00013 
NRI>0 0.56059 0.34299 0.15940 0.02304 
IDI 0.06862 0.02444 0.00506 3.2E-06 
50% incidence rate 
Random censoring         
Measure HR=2.0 HR=1.5 HR=1.2 HR=1.0 
∆C 0.07124 0.02877 0.00632 3.5E-06 
3catNRI0.40,0.60 0.29405 0.13157 0.03033 -0.000053 
2catNRI0.50 0.16014 0.06664 0.01457 0.000032 
NRI>0 0.71501 0.45166 0.20860 0.000503 
IDI 0.13781 0.05476 0.01183 1.7E-06 
*Standard model includes predictor with HR = 2.0. 
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3.4.2. Empirical distributions 
 
Figures 3.1 – 3.10 illustrate the empirical distributions of ∆AUC, 3catNRI, 
2catNRI, NRI>0, and IDI for three of the added-variable model comparisons, with 
Type I censoring represented in Figures 3.1 – 3.5 and random censoring 
represented in Figures 3.6 – 3.10.  These were constructed with 1000 samples of 
n=100,000 each.  Each figure contains 10-year incidence rates of 10% and 50%.  
These figures demonstrate the change in empirical distribution as the adjusted 
HR of the added marker moves closer to the null.  We have omitted the added 
marker with adjusted HR of 1.5, as the distribution appears similar in shape to 
that of the strongest added marker with adjusted HR of 2.0.   
 In general, we see that the distribution of each measure is normal in 
nature with the strongest added marker, with some degeneration as the added 
marker moves closer to the null hypothesis.  Departure from the normal 
assumption is most apparent for ∆AUC, NRI>0, and IDI.  ∆AUC and IDI exhibit 
very noticeable right-skewness in all scenarios, while definitive skewness is 
present in only some scenarios for NRI>0.  In the case of 3catNRI and 2catNRI, 
we see more of a narrowing of the distribution curve, which could still be 
problematic.   
Any departure from normality indicates that assuming normal theory for CI 
construction may not be appropriate.  Thus, while it may be reasonable to 
assume normal theory for the strongest added variables, this assumption is 
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invalid in scenarios of weak or null added markers.  This finding supports the 
decision to explore CI estimation by bootstrapping techniques, in hopes of 
discovering an estimation method that best suits most, if not all, scenarios. 
 The degeneration of the normal distribution agrees with our findings in the 
logistic regression framework from Chapter 2, where we saw the most dramatic 
degeneration with ∆AUC, IDI, and NRI>0, and modest degeneration with 
categorical versions of NRI. 
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Figure 3.1. Empirical distributions of ∆C assuming Type I censoring 
 
Means (standard deviations) for empirical distributions 
 
Adj. HR=2.0 Adj. HR=1.2 Adj. HR=1.0 
10% incidence 0.0685 (0.0019) 0.0058 (0.0007) 0.000017 (0.000029) 
50% incidence 0.0716 (0.00098) 0.0063 (0.0003) 0.0000044 (0.0000077) 
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Figure 3.2. Empirical distributions of 3catNRI assuming Type I censoring 
 
Means (standard deviations) for empirical distributions 
 
Adj. HR=2.0 Adj. HR=1.2 Adj. HR=1.0 
10% incidence 0.281 (0.0082) 0.0243 (0.0039) 0.000071 (0.00067) 
50% incidence 0.276 (0.0043) 0.0281 (0.0025) 0.000038 (0.00036) 
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Figure 3.3. Empirical distributions of 2catNRI assuming Type I censoring 
 
Means (standard deviations) for empirical distributions 
 
Adj. HR=2.0 Adj. HR=1.2 Adj. HR=1.0 
10% incidence 0.110 (0.0049) 0.0087 (0.0028) 0.0000041 (0.00061) 
50% incidence 0.144 (0.0030) 0.012 (0.0018) -0.0000028 (0.00026) 
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Figure 3.4. Empirical distributions of NRI>0 assuming Type I censoring 
 
Means (standard deviations) for empirical distributions 
 
Adj. HR=2.0 Adj. HR=1.2 Adj. HR=1.0 
10% incidence 0.561 (0.0095) 0.151 (0.0101) 0.0072 (0.0145) 
50% incidence 0.688 (0.0058) 0.199 (0.0063) 0.0041 (0.0054) 
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Figure 3.5. Empirical distributions of IDI assuming Type I censoring 
 
Means (standard deviations) for empirical distributions 
 
Adj. HR=2.0 Adj. HR=1.2 Adj. HR=1.0 
10% incidence 0.0614 (0.0018) 0.0042 (0.00045) 0.000013 (0.000019) 
50% incidence 0.138 (0.0017) 0.0118 (0.00059) 0.0000079 (0.000013) 
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Figure 3.6. Empirical distributions of ∆C assuming random censoring 
 
Means (standard deviations) for empirical distributions 
 
Adj. HR=2.0 Adj. HR=1.2 Adj. HR=1.0 
10% incidence 0.0689 (0.0021) 0.0062 (0.00074) 0.000026 (0.00004) 
50% incidence 0.0712 (0.00097) 0.0063 (0.00034) 0.0000035 (0.0000068) 
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Figure 3.7. Empirical distributions of 3catNRI assuming random censoring 
 
Means (standard deviations) for empirical distributions 
 
Adj. HR=2.0 Adj. HR=1.2 Adj. HR=1.0 
10% incidence 0.275 (0.0103) 0.0244 (0.0054) 0.00025 (0.0015) 
50% incidence 0.294 (0.0079) 0.0303 (0.0042) -0.00000096 (0.00063) 
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Figure 3.8. Empirical distributions of 2catNRI assuming random censoring 
 
Means (standard deviations) for empirical distributions 
 
Adj. HR=2.0 Adj. HR=1.2 Adj. HR=1.0 
10% incidence 0.116 (0.0073) 0.0106 (0.0038) 0.000015 (0.00077) 
50% incidence 0.160 (0.0065) 0.0144 (0.0032) -0.000011 (0.00052) 
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Figure 3.9. Empirical distributions of NRI>0 assuming random censoring 
 
Means (standard deviations) for empirical distributions 
 
Adj. HR=2.0 Adj. HR=1.2 Adj. HR=1.0 
10% incidence 0.560 (0.0157) 0.159 (0.0150) 0.0149 (0.0598) 
50% incidence 0.715 (0.0121) 0.209 (0.0119) 0.0038 (0.0143) 
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Figure 3.10. Empirical distributions of IDI assuming random censoring 
 
Means (standard deviations) for empirical distributions 
 
Adj. HR=2.0 Adj. HR=1.2 Adj. HR=1.0 
10% incidence 0.0686 (0.0021) 0.0051 (0.00055) 0.000018 (0.000028) 
50% incidence 0.138 (0.0018) 0.0118 (0.00062) 0.0000087 (0.000013) 
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3.4.3. Bias 
 
We defined bias in Chapter 2 such that bias of a point estimator 𝜃𝜃� of a 
parameter θ is the difference between the expected value of 𝜃𝜃� and θ; that is: 
𝐵𝐵𝑖𝑖𝑐𝑐𝑒𝑒𝜃𝜃𝜃𝜃� = 𝑆𝑆𝜃𝜃𝜃𝜃� − 𝜃𝜃. 
Positive bias exists when the sample estimate is larger than the population 
estimate and negative bias when the opposite holds.   
Figures 3.11 – 3.14 show boxplots of bias estimates for both incidence 
rates, 10% and 50%, and both sample sizes, n=2000 and n=300, assuming Type 
I censoring.  Figures 3.15 – 3.18 show the same scenarios assuming random 
censoring.  The reference line represents zero bias. 
 Overall, we see mean bias of zero for the strongest added marker and as 
the adjusted hazard ratio of the added marker decreases toward the null, positive 
bias appears on average for all measures assuming either censoring 
mechanism.  There also tends to be variability in bias for all three versions of 
NRI, which does not change as the adjusted hazard ratio changes.  NRI>0 has 
the largest constant variability in bias, as well as noticeable bias under the null.  
However, in the case of ∆C and IDI, the variability in bias decreases as the 
adjusted hazard ratio of the added marker moves toward the null.  As expected, 
bias for the smaller sample size (n=300) is larger in magnitude as compared to 
the larger sample size (n=2000), as chance for asymptotic bias increases as the 
sample size decreases.  
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Figure 3.11. Bias for 10% incidence rate, Type I censoring, and n=2000 
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Figure 3.12. Bias for 10% incidence rate, Type I censoring, and n=300 
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Figure 3.13. Bias for 50% incidence rate, Type I censoring, and n=2000 
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Figure 3.14. Bias for 50% incidence rate, Type I censoring, and n=300 
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Figure 3.15. Bias for 10% incidence rate, random censoring, and n=2000 
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Figure 3.16. Bias for 10% incidence rate, random censoring, and n=300 
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Figure 3.17. Bias for 50% incidence rate, random censoring, and n=2000 
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Figure 3.18. Bias for 50% incidence rate, random censoring, and n=300 
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3.4.4. Confidence interval coverage 
 
Tables 3.2 – 3.5 show coverage probabilities of the four bootstrapped CI 
types (BC, percentile, bootstrap-t, and hybrid) for ∆C, 3catNRI, 2catNRI, NRI>0, 
and IDI.  We define acceptable coverage as 94% – 96%.  Overall, not one of the 
CI types has consistently acceptable coverage for all measures in all scenarios.   
Table 3.2 and Table 3.3 show results assuming Type I censoring.  In this 
scenario, acceptable coverage occurs for 31% of BC intervals, 30% of percentile 
intervals, 24% of bootstrap-t intervals, and 13% of hybrid intervals.  BC, 
bootstrap-t, and hybrid intervals tend to exhibit low coverage (60%, 63%, and 
78% of intervals respectively) while 68% of percentile intervals tend to have 
excess coverage.  ∆C and IDI have the best chance of hitting acceptable 
coverage (41%) while both categorical NRIs have the lowest percentages (8% for 
3catNRI and 5% for 2catNRI).  If we consider combinations of CI type and 
prediction measures, we observe that the BC method has the best performance 
for NRI>0 (38% with acceptable coverage) and the percentile method and BC 
method for IDI and ∆C (57% and 50% respectively for both measures).  Only a 
small percentage of intervals have acceptable coverage for 3catNRI and 
2catNRI.  In general, coverage is better as the adjusted HR of the added marker 
increases, with many issues of excess or too low of coverage in the weak and 
null added marker scenarios. 
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Table 3.4 and Table 3.5 show results assuming random censoring.  In this 
scenario, acceptable coverage occurs for 23% of BC intervals, 27% of percentile 
intervals, 15% of bootstrap-t intervals, and 15% of hybrid intervals, which are 
lower percentages than what we observe with Type I censoring.  The majority of 
BC intervals, bootstrap-t intervals, and hybrid intervals have lower than 
acceptable coverage (66%, 73%, and 71%, respectively) while 69% of percentile 
intervals have higher than acceptable coverage.  As we observed with Type I 
censoring, ∆C and IDI have the highest percentages of intervals with acceptable 
coverage (36% and 33%, respectively).  The majority of intervals for 3catNRI 
(72%), 2catNRI (67%), and NRI>0 (56%) have lower than acceptable coverage.  
~25-35% of intervals have higher than average coverage for all measures.  For 
combinations of CI type and prediction measures, we observe that the percentile 
method has the best performance for ∆C and IDI (50% with acceptable coverage 
for both measures) and in about a third of scenarios for NRI>0.  The BC method 
also works moderately well for these three measures (38% for both ∆C and IDI 
and 31% for NRI>0).  Only a small percentage of intervals have acceptable 
coverage for 3catNRI and 2catNRI: for 3catNRI, only 13% of hybrid intervals and 
for 2catNRI, 25% of hybrid intervals and 6% of BC intervals. However, 100% of 
percentile intervals for 3catNRI and 2catNRI have higher than acceptable 
coverage.  We also observe that for percentile intervals, 44% for ∆C, 69% for 
NRI>0, and 31% for IDI have higher than acceptable coverage as well. 
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We also should note the hybrid intervals exhibit some strange behavior, 
with the coverage of the hybrid intervals decreasing as the adjusted HR of the 
added marker decreasing, with a large increase in coverage under the null.  As 
mentioned in Chapter 2, the hybrid interval method adjusts for both bias and 
skewness, and this interval type has been shown to suffer from low coverage in 
unexpected situations.28  We could be seeing some of those issues here with the 
hybrid interval, where under the alternative we are not achieving the coverage 
probability we expect and then under the null, perhaps the method is over-
correcting for bias and skewness in the empirical distribution. 
 Overall, these findings agree with our findings under the logistic 
regression framework from Chapter 2, although the hybrid intervals seem to 
perform slightly better with the time-to-event versions of the measures, in 
contrast to how they performed with the binary event versions.  Most notably, the 
percentile method yields intervals with ≥95% in the majority of scenarios yet 
again. 
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Table 3.2. Coverage probabilities for 95% CIs with 10% incidence rate and Type I censoring 
                      
 
n = 2,000 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 95.1 94.3 93.1 93.9 95.7 95.6 92.1 90.5 95.1 94.8 
Percentile 95.2 96.9 98.4 95.5 95.8 95.3 97.5 98.4 96.5 94.8 
Bootstrap-t 95.5 93.2 92.4 93.5 96.2 96.2 90.8 90.2 94.1 96.2 
Hybrid 93.6 91.8 92.5 93.3 92.8 89.9 89.6 90.5 93.7 89.1 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 93.2 86.0 89.2 92.5 93.2 98.3 89.1 90.1 95.0 91.2 
Percentile 96.9 99.6 99.9 97.6 95.2 98.8 100.0 100.0 98.2 92.0 
Bootstrap-t 91.7 85.2 86.9 91.7 95.0 97.9 84.9 85.1 91.9 98.7 
Hybrid 75.7 86.8 90.0 91.1 76.6 100.0 94.2 90.9 90.7 100.0 
 
n = 300 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 94.3 90.4 91.0 92.6 94.3 87.9 85.4 90.0 91.7 91.6 
Percentile 94.2 97.8 99.2 97.1 94.5 95.6 99.7 99.8 98.9 96.7 
Bootstrap-t 95.3 90.9 89.1 93.1 95.2 87.3 80.5 85.5 90.0 92.1 
Hybrid 83.6 84.7 88.2 90.4 81.3 77.8 81.5 88.9 88.3 73.1 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 92.6 82.5 89.1 89.2 84.5 98.5 85.7 84.3 93.4 84.8 
Percentile 98.3 100.0 100.0 98.1 97.5 99.0 99.8 100.0 97.7 83.2 
Bootstrap-t 82.1 73.3 79.0 87.3 82.2 96.9 78.1 77.9 90.8 95.2 
Hybrid 92.4 91.0 87.9 86.5 66.3 99.7 93.3 84.1 89.6 99.7 
3catNRI assumes categories [0.00, 0.05), [0.05, 0.20), and [0.20+). 
      2catNRI assumes categories [0.00, 0.10) and [0.10+). 
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Table 3.3. Coverage probabilities for 95% CIs with 50% incidence rate and Type I censoring 
                      
 
n = 2,000 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 95.6 94.1 95.2 94.5 94.5 95.0 93.4 92.9 94.5 95.7 
Percentile 95.9 96.0 97.0 94.9 94.6 94.6 96.9 97.3 96.5 95.3 
Bootstrap-t 95.7 93.4 95.3 94.2 94.7 94.9 93.0 92.6 94.8 95.4 
Hybrid 95.9 93.8 95.0 94.3 94.2 94.0 93.2 92.7 94.9 95.0 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 94.8 91.8 92.7 93.1 94.3 99.3 92.8 86.1 96.2 97.1 
Percentile 94.8 98.2 99.1 94.9 94.4 99.4 100.0 100.0 98.5 97.9 
Bootstrap-t 95.7 91.7 90.5 93.4 95.3 97.9 85.8 79.4 91.9 98.6 
Hybrid 90.9 90.5 92.1 93.2 90.1 100.0 95.4 87.0 91.9 100.0 
 
n = 300 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 95.2 92.7 92.8 94.9 95.0 95.4 92.5 93.4 93.9 94.8 
Percentile 94.8 97.6 99.1 96.0 95.4 95.3 98.8 99.4 95.7 94.9 
Bootstrap-t 95.1 92.9 91.6 94.5 95.2 95.8 92.5 91.9 93.9 96.3 
Hybrid 93.3 92.0 91.8 94.1 92.6 88.3 91.3 92.3 93.6 88.5 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 90.4 87.0 91.4 92.8 90.4 99.4 88.7 76.2 95.0 96.9 
Percentile 98.0 99.8 99.9 98.9 96.8 99.5 100.0 100.0 98.6 97.6 
Bootstrap-t 86.8 85.3 86.2 91.7 90.3 97.9 77.0 67.7 91.5 98.2 
Hybrid 80.2 89.6 89.3 91.4 73.1 99.9 93.6 74.2 91.2 100.0 
3catNRI assumes categories [0.00, 0.40), [0.40, 0.60), and [0.60+). 
      2catNRI assumes categories [0.00, 0.50) and [0.50+). 
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Table 3.4. Coverage probabilities for 95% CIs with 10% incidence rate and random censoring 
                      
 
n = 2,000 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected  94.9 91.7 92.4 93.9 95.8 93.9 89.2 90.6 93.5 93.5 
Percentile  94.7 97.0 97.8 94.8 95.9 93.9 97.5 99.5 95.7 93.6 
Bootstrap-t  94.6 91.4 90.6 92.3 95.7  94.9 86.6 89.1 92.6 96.3 
Hybrid  92.6 91.3 92.8 93.5 92.7  89.9 87.7 91.6 93.1 89.5 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected  93.5 85.6 92.9 91.6 91.4  98.3 88.9 88.6 96.2 93.1 
Percentile  95.7 99.9 99.5 97.2 93.7  98.8 99.9 100.0 99.2 94.1 
Bootstrap-t  92.6 84.2 87.3 90.9 93.4  96.8 85.0 86.5 89.4 97.2 
Hybrid  78.8 89.8 92.3 90.5 74.2  100.0 96.0 94.6 90.2 100.0 
 
n = 300 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected  94.3 90.2 92.3 92.8 94.4  90.9 82.9 90.5 92.5 91.4 
Percentile  95.0 98.5 99.4 96.6 95.5  95.8 99.5 99.8 97.9 96.3 
Bootstrap-t  95.3 89.6 86.8 92.5 96.0  89.3 79.4 79.5 90.3 91.5 
Hybrid  85.1 86.3 88.5 90.5 82.1  78.3 83.4 88.2 88.7 70.1 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected  93.1 81.2 85.1 91.6 84.8  98.4 85.9 81.9 94.0 89.0 
Percentile  98.7 100.0 100.0 98.8 97.6  99.3 99.9 100.0 99.1 91.8 
Bootstrap-t  82.2 73.5 86.2 87.4 80.9  97.1 80.6 87.0 89.0 95.9 
Hybrid  94.0 91.1 95.3 85.7 71.5  99.8 95.2 94.5 87.6 99.9 
3catNRI assumes categories [0.00, 0.05), [0.05, 0.20), and [0.20+). 
      2catNRI assumes categories [0.00, 0.10) and [0.10+). 
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Table 3.5. Coverage probabilities for 95% CIs with 50% incidence rate and random censoring 
                      
 
n = 2,000 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 95.6 92.7 94.7 93.9 94.6 96.1 91.1 91.7 94.6 94.0 
Percentile 95.7 96.6 97.1 95.2 95.0 95.8 98.0 98.6 95.5 94.2 
Bootstrap-t 95.5 92.1 93.3 92.7 94.4 96.1 91.1 91.5 92.8 93.7 
Hybrid 95.2 93.8 95.1 96.3 94.3 94.8 92.3 92.6 96.1 92.9 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 96.0 88.6 89.5 92.6 95.7 99.0 88.2 86.2 98.0 97.6 
Percentile 96.3 99.5 99.7 94.7 95.8 99.2 100.0 100.0 99.2 98.2 
Bootstrap-t 96.1 88.8 89.2 92.2 95.6 98.0 82.8 86.6 90.0 97.9 
Hybrid 89.5 90.7 90.7 95.1 88.7 100.0  93.7  93.8  93.7  100.0 
 
n = 300 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 94.2 91.6 92.8 94.1 93.6 95.2 88.1 91.1 94.3 94.5 
Percentile 94.4 98.5 98.8 97.9 94.1 95.6 99.6 99.6 97.4 94.9 
Bootstrap-t 94.1 90.6 92.1 93.0 93.6 94.7 87.5 87.6 92.9 95.2 
Hybrid 92.2 91.5 91.8 95.4 91.3 88.0 89.1 89.4 96.1 88.7 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  ∆C 3catNRI 2catNRI NRI>0 IDI ∆C 3catNRI 2catNRI NRI>0 IDI 
Bias Corrected 91.7 81.9 87.6 91.5 91.1 98.8 87.6 82.3 96.0 96.4 
Percentile 97.7 100.0 100.0 98.1 97.7 98.9 100.0 100.0 98.5 97.2 
Bootstrap-t 88.5 80.6 82.6 89.3 89.6 96.6 79.0 86.5 89.3 98.8 
Hybrid 82.8 86.5 88.2 91.4 73.0 100.0 93.3 93.5 93.1 100.0 
3catNRI assumes categories [0.00, 0.40), [0.40, 0.60), and [0.60+). 
      2catNRI assumes categories [0.00, 0.50) and [0.50+). 
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When choosing which CI type is the best option, it is important to consider 
the consequences of too low vs. too high coverage.  As mentioned in Chapter 2, 
coverage probabilities below 95% indicate that CIs are too narrow and type-I 
error may be inflated and coverage probabilities substantially above 95% indicate 
conservative inference and these CIs may be wider than they should be.  Since 
the percentile intervals tended to have excess coverage for many of the 
scenarios, we wished to examine if these intervals were wider, on average, than 
the other interval types.   
To compare widths of CIs, we constructed boxplots to demonstrate the 
distributions of CI widths by type within each scenario for each measure, which 
can be found in Figures 3.19 – 3.38.  We see in the boxplots that the excess 
coverage of the CIs produced by the percentile method has not been achieved at 
the expense of larger widths, relative to the other CI methods with lower 
coverage.  Also, as the adjusted HR of the added marker decreases toward the 
null, we see the width of the CIs decrease, there is more variability in the width of 
the bootstrap-t intervals, and the width distribution becomes less symmetric. 
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Figure 3.19. CI widths for ∆C; 10% incidence rate, Type I censoring 
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Figure 3.20. CI widths for 3catNRI; 10% incidence rate, Type I censoring 
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Figure 3.21. CI widths for 2catNRI; 10% incidence rate, Type I censoring  
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Figure 3.22. CI widths for NRI>0; 10% incidence rate, Type I censoring  
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Figure 3.23. CI widths for IDI; 10% incidence rate, Type I censoring  
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Figure 3.24. CI widths for ∆C; 50% incidence rate, Type I censoring 
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Figure 3.25. CI widths for 3catNRI; 50% incidence rate, Type I censoring  
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Figure 3.26. CI widths for 2catNRI; 50% incidence rate, Type I censoring  
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Figure 3.27. CI widths for NRI>0; 50% incidence rate, Type I censoring  
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Figure 3.28. CI widths for IDI; 50% incidence rate, Type I censoring  
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Figure 3.29. CI widths for ∆C; 10% incidence rate, random censoring  
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Figure 3.30. CI widths for 3catNRI; 10% incidence rate, random censoring  
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Figure 3.31. CI widths for 2catNRI; 10% incidence rate, random censoring  
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Figure 3.32. CI widths for NRI>0; 10% incidence rate, random censoring  
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Figure 3.33. CI widths for IDI; 10% incidence rate, random censoring  
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Figure 3.34. CI widths for ∆C; 50% incidence rate, random censoring  
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Figure 3.35. CI widths for 3catNRI; 50% incidence rate, random censoring  
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Figure 3.36. CI widths for 2catNRI; 50% incidence rate, random censoring  
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Figure 3.37. CI widths for NRI>0; 50% incidence rate, random censoring 
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Figure 3.38. CI widths for IDI; 50% incidence rate, random censoring 
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3.4.5. Event NRI and nonevent NRI as separate measures 
 
As a secondary analysis, we looked at event NRI (eNRI) and nonevent 
NRI (neNRI) as separate components.  These results are summarized in Tables 
3.6 – 3.9.  Overall, we still see that issues in coverage probability arise as the 
adjusted HR of the added marker decreases toward the null hypothesis.  In the 
cases of 10% incidence of event, low coverage of intervals tends to occur in 
nearly all scenarios for the eNRIs, which we suspect has to do with the lower 
number of events.  Coverage improves for 50% incidence for eNRI, and neNRI 
appears to hit acceptable coverage more often overall.  When considering eNRI 
and neNRI together, BC intervals and hybrid intervals most consistently hit 
acceptable coverage, while the bootstrap-t interval tends to underperform with 
some coverage probabilities as low as 61%.  In addition, the majority of 
percentile intervals have excess coverage, even in cases with the strongest 
added marker, and most notably for the categorical versions of NRI, 3catNRI and 
2catNRI.  As we observed with the empirical distributions and the coverage 
probabilities of the composite measure, the behavior of NRI>0 falls more in line 
with that of ∆AUC and IDI, making it more likely to have intervals that hit 
acceptable coverage for both eNRI and neNRI. 
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Table 3.6. Coverage probabilities for 95% CIs for eNRI vs. neNRI for 10% incidence rate and Type I censoring 
  n = 2,000 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 92.2 95.5 95.5 98.7 93.6 93.8 91.5 93.3 90.2 94.7 95.3 94.8 
Percentile 98.1 96.1 99.6 99.6 95.4 95.3 98.7 96.6 99.4 98.8 97.1 95.1 
Bootstrap-t 91.8 94.0 94.2 97.1 93.2 94.4 90.2 92.5 90.0 94.1 94.8 94.3 
Hybrid 90.9 93.2 94.8 96.5 92.8 94.0 90.5 90.4 89.7 93.0 94.5 93.9 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 N>0 
Bias Corrected 86.1 89.0 89.0 90.4 94.2 93.4 88.8 91.5 88.2 89.7 96.9 93.9 
Percentile 100.0 99.5 99.9 99.8 97.9 97.2 100.0 100.0 100.0 100.0 99.5 96.8 
Bootstrap-t 85.0 87.2 86.3 87.1 92.0 90.1 77.6 86.6 75.9 84.7 91.9 91.8 
Hybrid 89.1 85.2 91.5 90.6 92.7 89.9 94.9 95.0 90.8 89.7 91.6 91.8 
 
n = 300 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 N>0 
Bias Corrected 89.9 93.0 92.8 95.9 91.8 94.5 84.2 89.2 92.2 94.8 92.0 91.6 
Percentile 99.9 97.0 99.9 99.4 97.8 96.7 99.9 99.2 100.0 100.0 99.5 97.4 
Bootstrap-t 89.7 92.1 91.3 95.8 93.0 92.4 80.8 84.3 85.2 91.4 91.9 89.1 
Hybrid 87.4 85.2 93.4 93.1 90.7 91.7 87.7 81.1 93.1 93.5 89.5 87.7 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 N>0 
Bias Corrected 80.5 86.8 87.9 90.3 92.8 86.8 80.7 89.7 85.3 86.4 94.5 92.7 
Percentile 100.0 99.7 100.0 100.0 99.5 97.8 100.0 99.7 100.0 100.0 99.7 95.9 
Bootstrap-t 65.7 80.7 70.4 85.2 90.3 83.9 61.9 83.9 60.7 82.7 91.6 91.1 
Hybrid 90.8 91.8 89.5 89.3 88.7 83.2 92.7 96.2 85.2 87.3 89.2 89.4 
E = event NRI, NE = nonevent NRI. 
         3catNRI assumes categories [0.00, 0.05), [0.05, 0.20), and [0.20+). 2catNRI assumes categories [0.00, 0.10) and [0.10+). 
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Table 3.7. Coverage probabilities for 95% CIs for eNRI vs. neNRI for 50% incidence rate and Type I censoring 
  n = 2,000 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 97.7 97.2 98.4 97.0 92.9 94.9 95.0 93.4 93.7 94.9 94.8 94.9 
Percentile 99.0 98.8 99.2 98.3 94.5 96.6 98.3 97.2 97.9 98.7 95.8 96.2 
Bootstrap-t 96.8 96.1 96.9 94.6 93.7 94.9 94.4 92.9 93.3 93.9 94.8 94.3 
Hybrid 97.1 95.8 97.5 96.4 93.4 94.9 94.7 93.4 93.4 94.7 94.8 94.2 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 92.6 92.4 92.2 92.0 94.8 92.3 89.8 91.6 85.3 87.3 96.7 96.8 
Percentile 99.7 99.4 99.4 99.7 96.2 94.3 100.0 100.0 100.0 100.0 99.0 99.1 
Bootstrap-t 92.0 91.5 91.0 91.5 94.9 92.6 82.5 84.6 77.8 80.8 91.1 91.7 
Hybrid 91.9 91.1 91.9 91.7 94.5 92.8 94.5 96.0 86.4 87.3 91.1 91.5 
 
n = 300 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 95.1 95.3 96.5 94.7 93.7 94.3 90.9 93.9 91.4 93.9 95.1 93.9 
Percentile 99.5 99.3 99.9 99.7 97.4 96.5 100.0 99.9 99.8 99.6 98.1 96.5 
Bootstrap-t 94.5 93.5 95.6 94.4 93.9 93.3 89.7 92.9 91.0 93.5 94.9 93.4 
Hybrid 94.3 92.9 95.2 93.3 93.2 92.7 90.0 91.7 91.3 93.4 94.6 92.9 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 88.4 86.9 91.1 91.7 93.5 92.7 87.3 87.3 75.2 75.3 95.4 96.1 
Percentile 99.9 99.9 100.0 99.9 99.4 98.3 100.0 100.0 100.0 100.0 99.7 98.8 
Bootstrap-t 87.6 84.9 86.2 86.0 92.4 91.1 74.8 75.3 64.6 65.3 90.5 91.4 
Hybrid 90.8 89.8 89.6 90.1 92.1 90.4 92.7 92.7 74.8 74.0 89.7 91.1 
E = event NRI, NE = nonevent NRI. 
          3catNRI assumes categories [0.00, 0.40), [0.40, 0.60), and [0.60+). 2catNRI assumes categories [0.00, 0.50) and [0.50+). 
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Table 3.8. Coverage probabilities for 95% CIs for eNRI vs. neNRI for 10% incidence rate, random censoring 
  n = 2,000 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 90.6 93.1 92.8 96.1 92.6 93.5 86.2 93.2 89.5 94.7 92.7 93.9 
Percentile 97.6 95.7 98.7 97.3 95.8 94.9 99.1 95.9 99.6 97.1 96.2 94.8 
Bootstrap-t 89.0 92.5 90.8 94.4 92.7 93.5 84.8 91.4 86.7 92.4 92.6 93.7 
Hybrid 91.3 92.2 94.1 92.8 92.5 93.6 87.8 89.0 92.6 89.8 92.9 93.7 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 85.3 87.0 88.8 95.3 92.5 91.1 88.1 90.4 91.9 92.2 97.3 95.4 
Percentile 100.0 99.1 100.0 98.9 96.8 96.8 100.0 99.9 100.0 100.0 99.8 98.2 
Bootstrap-t 85.5 85.9 85.6 87.9 91.3 89.5 80.0 87.2 76.3 89.8 89.4 92.8 
Hybrid 92.3 84.8 91.9 85.9 90.7 89.8 96.6 94.7 94.7 95.4 89.0 93.0 
 
n = 300 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 87.9 92.9 92.9 95.4 93.2 94.1 81.0 86.6 91.7 97.7 92.8 92.5 
Percentile 100.0 96.9 100.0 97.7 98.2 95.4 100.0 99.3 99.9 99.7 98.9 97.5 
Bootstrap-t 85.6 92.0 84.9 90.3 92.8 91.0 79.4 82.0 79.4 86.6 90.9 89.1 
Hybrid 87.7 84.9 92.8 84.1 89.9 91.9 87.1 82.6 90.9 83.8 89.5 88.8 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 79.4 86.0 92.3 93.8 92.2 90.5 82.2 89.7 94.4 86.9 94.0 94.4 
Percentile 100.0 99.8 100.0 100.0 99.2 98.6 100.0 99.9 100.0 100.0 99.3 97.6 
Bootstrap-t 68.3 80.7 70.3 90.4 88.4 88.1 63.6 84.3 62.9 92.9 87.0 89.9 
Hybrid 91.0 92.9 94.3 94.0 86.4 87.4 94.4 96.5 95.8 96.0 85.2 90.8 
E = event NRI, NE = nonevent NRI. 
          3catNRI assumes categories [0.00, 0.05), [0.05, 0.20), and [0.20+). 2catNRI assumes categories [0.00, 0.10) and [0.10+). 
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Table 3.9. Coverage probabilities for 95% CIs for eNRI vs. neNRI for 50% incidence rate, random censoring 
  n = 2,000 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 94.8 94.1 94.1 94.8 92.3 95.1 91.8 92.1 91.1 93.5 93.8 94.9 
Percentile 98.1 97.2 97.9 97.0 95.1 96.4 98.5 98.4 98.9 98.5 96.8 96.1 
Bootstrap-t 94.0 92.5 93.1 93.1 93.8 94.6 92.4 91.1 90.5 92.7 94.6 93.5 
Hybrid 94.4 93.1 94.7 94.2 94.6 97.4 93.5 92.2 91.8 92.9 95.2 96.7 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 90.1 91.0 89.8 90.2 92.1 94.3  88.6 88.5 86.1 87.6 98.3 98.2 
Percentile 99.8 99.5 99.9 99.9 94.9 94.6  100.0 100.0 100.0 100.0 99.2 99.4 
Bootstrap-t 90.3 89.8 90.1 90.3 92.8 93.1  82.1 83.3 84.9 87.8 92.5 89.7 
Hybrid 91.2 89.7 90.5 90.2 93.7 95.8  94.4  94.0  93.6  93.5  94.0  93.2 
 
n = 300 
 
Strong new marker (adjusted HR=2.0) Moderate new marker (adjusted HR=1.5) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 93.3 94.3 94.2 93.5 92.0 94.4 88.7 89.8 92.3 93.5 92.1 94.1 
Percentile 99.4 98.0 99.5 98.8 97.6 97.1 100.0 99.4 100.0 99.5 98.2 96.9 
Bootstrap-t 91.6 90.9 90.6 92.3 92.6 93.5 88.0 87.8 89.3 88.1 93.1 92.4 
Hybrid 92.3 93.2 93.1 91.7 93.1 96.4 90.4 89.3 92.5 90.0 93.3 96.9 
 
Weak new marker (adjusted HR=1.2) Null new marker (adjusted HR=1.0) 
  3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 3cat E 3cat NE 2cat E 2cat NE E>0 NE>0 
Bias Corrected 84.4 82.4 87.5 89.6 92.2 94.1 86.6 86.3 84.8 87.2 94.2 96.7 
Percentile 100.0 100.0 100.0 100.0 99.0 98.7 100.0 100.0 100.0 100.0 99.2 98.9 
Bootstrap-t 84.4 80.3 83.8 83.1 91.0 90.4 75.9 78.4 81.0 85.3 89.4 89.1 
Hybrid 89.7 86.4 90.3 88.1 91.2 92.9 92.8 93.5 94.9 94.6 90.4 93.8 
E = event NRI, NE = nonevent NRI. 
          3catNRI assumes categories [0.00, 0.40), [0.40, 0.60), and [0.60+).  2catNRI assumes categories [0.00, 0.50) and [0.50+). 
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3.5. RECOMMENDATIONS 
 
As evidenced through this simulation study, there is not one bootstrap CI 
type that achieves acceptable coverage for all measures in all scenarios.  For 
Type I censoring, BC intervals, percentile intervals, and bootstrap-t intervals 
perform well for ∆C, NRI>0, and IDI in scenarios with a moderate or strong added 
marker.  For 50% incidence rate, the hybrid interval also works well for these 
measures, but there is decreased coverage for smaller sample size.  Overall, we 
see issues with acceptable coverage for both 3catNRI and 2catNRI; we only see 
intervals with acceptable coverage in the high incidence rate, strong added 
marker, and large sample size scenario.  In null marker territory, there are few 
instances of acceptable coverage – most notably hybrid intervals for 3catNRI 
(assuming large sample size), BC intervals for NRI>0 (assuming large sample 
size), and bootstrap-t for IDI (assuming small sample size).   
In the random censoring scenario, there are more noticeable issues with 
coverage.  The BC intervals, percentile intervals, and bootstrap-t intervals still 
perform well in the moderate to strong added marker scenarios but there are 
more gaps in good performance.  The hybrid interval appears to be a good option 
for categorical NRI in the null added marker case.  One final observation is that 
the percentile interval had ≥95% coverage in the majority of scenarios, and we 
found this interval to not be wider on average than the other interval types with 
lower coverage.   
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Thus, if investigators are looking for the simplest recommendation, we 
suggest use of the percentile bootstrap interval with a sufficient number of 
bootstrap resamples B, with increased B for larger confidence level (1 – α)%.  
The percentile interval method takes some of the least amount of extra 
computing time as compared with the other bootstrap methods, and can be 
easily estimated with use of SAS, R, or other statistical computing software.  
However, if investigators wish to apply other bootstrap CI methods, there are 
other options depending on the desired performance metric, marker strength, 
incidence rate, and sample size, as outlined above. 
 
3.6. APPLICATION 
 
 For application of the recommendations provided above, we return to the 
practical example from Chapter 2 involving data from the Framingham Heart 
Study.  We now change the outcome from binary with full follow-up (CVD event 
in 10 years vs. none) to time to first CVD event over 12 years of follow-up, now 
with a censoring component.  Thus, our methods now change from logistic 
regression modeling to Cox proportional hazards regression modeling.     
Again, our goal is to assess the inclusion of HDL cholesterol in the general 
CVD risk model using the methods discussed above.  For prediction increment 
measures with categories, cutoffs were chosen based on the incidence rates in 
men and women separately, as was done in Chapter 2.  We chose 10 years as 
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the end time for estimating the performance metrics.   
During 12 years of follow-up, 1174 individuals experienced a first CVD 
event out of 8491 sample participants.  Of the 1174 events, 456 occurred in 
women (10.1% incidence rate) and 718 occurred in men (18.1% incidence rate).  
Table 3.10 contains fit statistics for the reduced model.  Model calibration was 
assessed by the Greenwood-Nam-D’Agostino (GND) calibration test.40,41  The C 
for women is 0.787 and the C for men is 0.756.  In the updated model, ln(HDL) is 
highly significant in the model with a hazard ratio (HR) of 0.49 (95% CI: 0.35, 
0.68; p-value<0.0001) for women and a HR of 0.40 (95% CI: 0.30, 0.53; p-
value<0.0001) for men.  Updated models had C=0.792 with calibration p-
value=0.71 in women and C=0.763 with calibration p-value=0.21 in men.   
Table 3.11 summarizes the prediction increment measures with their 
corresponding percentile bootstrap 95% CIs.  For both sexes, the CIs for ∆C and 
neNRI>0 do not encompass zero.  For men, the CIs for 2catNRI, NRI>0, eNRI>0, 
and IDI does not encompass zero as well. 
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Table 3.10. Model fit statistics for reduced model 
 
Variable β* P-value 
Hazard 
Ratio 95% CI 
GND χ2  
and C 
Women 
     ln(Age) 2.3406 <0.0001 10.39 (5.70, 18.94) χ2=11.46, 
df=9, 
p=0.246 
 
C=0.787 
ln(Cholesterol) 1.1895 <0.0001 3.29 (1.94, 5.55) 
ln(SBP) if not treated 2.8728 <0.0001 17.69 (8.88, 35.22) 
ln(SBP) if treated 2.8139 <0.0001 16.68 (8.26, 33.65) 
Smoking 0.5704 <0.0001 1.77 (1.46, 2.14) 
Diabetes 0.8337 <0.0001 2.30 (1.70, 3.13) 
Men 
     ln(Age) 2.9839 <0.0001 19.76 (13.02, 30.01) χ2=10.87, 
df=9, 
p=0.284 
 
C=0.756 
ln(Cholesterol) 1.0652 <0.0001 2.90 (1.92, 4.39) 
ln(SBP) if not treated 1.9139 <0.0001 6.78 (3.86, 11.92) 
ln(SBP) if treated 1.8387 <0.0001 6.29 (3.54, 11.16) 
Smoking 0.6681 <0.0001 1.95 (1.68, 2.27) 
Diabetes 0.7366 <0.0001 2.09 (1.67, 2.61) 
*Estimated regression coefficient 
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Table 3.11. Prediction increment measures with percentile intervals 
 
Measure Observed estimate Bootstrap mean* 95% CI 
Women 
   ∆C 0.00502 0.00519 (0.000961, 0.0110) 
3-category NRI 0.0230 0.0175 (-0.0235, 0.0641) 
Event NRI 0.0143 0.0102 (-0.0279, 0.0506) 
Nonevent NRI 0.00871 0.00732 (-0.00297, 0.0200) 
2-category NRI 0.00861 0.0116 (-0.0212, 0.0499) 
Event NRI 0.00527 0.00625 (-0.0237, 0.0402) 
Nonevent NRI 0.00335 0.00532 (-0.00371, 0.0152) 
Continuous NRI 0.112 0.115 (-0.00344, 0.237) 
Event NRI 0.0289 0.0297 (-0.0534, 0.113) 
Nonevent NRI 0.0834 0.0858 (0.0286, 0.147) 
IDI 0.00311 0.00346 (-0.000209, 0.00941) 
Men    
∆C 0.00769 0.00786 (0.00332, 0.0135) 
3-category NRI 0.0340 0.025 (-0.0119, 0.0687) 
Event NRI 0.0232 0.0140 (-0.0198, 0.0503) 
Nonevent NRI 0.0108 0.0115 (-0.00200, 0.0206) 
2-category NRI 0.0309 0.0274 (0.00049, 0.0563) 
Event NRI 0.0201 0.0194 (-0.00564, 0.0454) 
Nonevent NRI 0.0108 0.00797 (-0.00233, 0.0194) 
Continuous NRI 0.281 0.273 (0.174, 0.370) 
Event NRI 0.144 0.137 (0.0708, 0.206) 
Nonevent NRI 0.137 0.136 (0.0848, 0.185) 
IDI 0.00964 0.00982 (0.00340, 0.0179) 
*B=2000 
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 3.7. CONCLUSIONS 
 
In this chapter, we extended our focus of improving the estimation of 
various prediction increment measures from the logistic regression framework to 
the survival analysis framework.  Through simulation, we explored the empirical 
distributions of ∆C, 3catNRI, 2catNRI, NRI>0, and IDI in a variety of scenarios, 
including low and high incidence rates, added predictors ranging in strength from 
null to strong, and two different censoring mechanisms, Type I censoring and 
random censoring.   
We found that the empirical distributions of these measures degenerate 
under the null hypothesis, leading to potential issues with assuming normality, 
which could impact CI estimation.  We then studied various CI estimation 
methods through bootstrapping, considering both large and small sample sizes.  
We observed that not one CI type hit acceptable coverage probability for all 
metrics in all scenarios, but that the BC intervals, percentile intervals, and 
bootstrap-t intervals worked well for moderate to strong added markers.  We also 
showed that the percentile bootstrap CIs had the highest coverage probabilities 
overall, while also demonstrating that the width of these intervals were close to 
that of the BC intervals without sacrificing coverage.  Based on these findings, 
the simplest recommendation for investigators who wish to utilize any of these 
measures in practice is to estimate percentile bootstrap CIs when such CIs are 
desired.    
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CHAPTER 4. MEASURES OF DISCRIMINATION, RECLASSIFICATION, AND 
CALIBRATION – THEIR INTERRELATIONSHIPS, USEFULNESS AND 
PRACTICAL UTILITY 
 
4.1 SUMMARY 
 
There are a variety of measures used for evaluation of risk prediction 
models. In Chapter 2, we introduced the area under the receiver operating 
characteristic curve (AUC), net reclassification index with categories (NRI), 
continuous NRI (NRI>0), and integrated discrimination improvement (IDI).  Other 
measures include Mahalanobis distance (M), various extensions of R2 (which is 
the proportion of explained variation in linear regression modeling), Brier score 
(BS) and scaled Brier score (sBS), discrimination slope (DS), calibration slope, 
bias (or calibration-in-the-large), and decision theory analytic metrics, such as net 
benefit (NB) and relative utility (RU).4,6-8,42  These measures help quantify 
discrimination, calibration, or reclassification, or some combination.  Some of the 
listed measures can be estimated for one model of interest, while others are 
estimated when comparing a new risk prediction model to an old or standard 
model.   
Sections 4.2 and 4.3 define the measures listed, make note of some 
useful properties in their application under certain assumptions, and explore the 
possible redundancies that exist.  There are several interrelationships under 
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certain conditions, such as IDI ≈ ∆sBS43 and IDI = ∆DS10.  Also, if we assume 
some risk threshold T (where a prediction rule is derived from the prediction 
model through this threshold and is used to classify patients as with event vs. 
without event) and we have event prevalence 𝑌𝑌�, there are relationships that exist 
among the reclassification and decision analytic measures, depending on the 
relationship between T and 𝑌𝑌�.44  In the setting of linear discriminant analysis 
(LDA),45 and assuming normal variables and nested risk prediction models, 
∆AUC, IDI, NRI>0 and NRI at event rate (NRI(𝑦𝑦�)) can all be expressed as 
functions of squared Mahalanobis distance (M2).15,46,47  We summarize these 
interrelationships and connections in a figure. 
In addition, Section 4.3 also extends theoretical formulas for ∆AUC, IDI, 
NRI>0, and NRI(𝑦𝑦�) assuming normal variables from nested models to non-nested 
models.  We show that overall, the formulas for non-nested models are similar to 
those for nested models, except with a clear difference for NRI>0.  Through 
simulation, we compare results from the theoretical formulas to results obtained 
empirically.  We also check whether the population estimates from Chapter 2 are 
close to values obtained applying the explicit formulas.    
In Section 4.4, through use of the interrelationships between IDI, DS, sBS 
and BS, we extend the theoretical formula relating IDI to M2 to sBS and BS, and 
we demonstrate correspondence between the theoretical formulas and the 
empirical estimates through simulation. 
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Lastly, taking inspiration from Pencina et al.,48 Section 4.5 explores the 
impact of varying calibration and discrimination assumptions on a small group of 
measures, including Yates’ decomposed version of BS, which separates BS into 
four components: prevalence, calibration-in-the-large, variance between 
predicted probabilities, and the covariance between predicted probabilities and 
observed outcomes.  We also consider Sanders’ modified-BS decomposition, 
which separates his version of BS into clearly distinct components for calibration 
and discrimination.  We demonstrate how miscalibration of the risk prediction 
model affects these measures to varying degrees, supporting the argument that 
models must be properly calibrated for model validation to be accurate. 
 
4.2 MEASURES OF DISCRIMINATION, RECLASSIFICATION, AND CLINICAL 
USEFULNESS 
 
 We return to the data framework described in Chapter 2 satisfying the 
assumptions of linear discriminant analysis (LDA).45  Let Y to be a binary 
outcome, where Y=1 for an event of interest and Y=0 for a nonevent.  Define a 
column vector X of p+q predictor variables conditional on Y that follows a 
multivariate normal distribution such that for nonevents X|Y=0 ~ N(µ0, Σ0) and for 
events X|Y=1 ~ N(µ1, Σ1).  Assume that Y and X are available for all N patients.  
We use X to predict Y; one projection based on p predictors of X is compared 
with another projection based on q predictors of X.  In logistic regression, the 
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respective models produce linear coefficient estimates aT = (a1,…, ap) based on 
the first model and bT = (b1,…, bq) based on the second model, with risk score 
functions of aTx and bTx.  We assume that higher values of the risk score 
correspond to higher probability of the event of interest.  Using these risk score 
functions, we define predicted probabilities of event for each model: 
𝑃𝑃(𝑦𝑦𝑟𝑟 = 1│𝒙𝒙𝒑𝒑) = 𝑆𝑆�𝑦𝑦𝑟𝑟�𝒙𝒙𝒑𝒑� = 𝑝𝑝𝑟𝑟|𝒙𝒙𝒑𝒑 =  exp (𝒂𝒂𝑻𝑻𝒙𝒙𝒑𝒑)1 + exp (𝒂𝒂𝑻𝑻𝒙𝒙𝒑𝒑) 
𝑃𝑃�𝑦𝑦𝑟𝑟 = 1�𝒙𝒙𝒒𝒒� = 𝑆𝑆�𝑦𝑦𝑟𝑟�𝒙𝒙𝒒𝒒� = 𝑝𝑝𝑟𝑟|𝒙𝒙𝒒𝒒 =  exp (𝒃𝒃𝑻𝑻𝒙𝒙𝒒𝒒)1 + exp (𝒃𝒃𝑻𝑻𝒙𝒙𝒒𝒒) 
We wish determine whether one model discriminates as well as or better 
between the two subgroups of Y as compared to the second model.   
 The AUC, NRI (as NRI with categories and NRI>0), and IDI were 
described in detail in Chapter 2.  We will later describe their formulas for normal 
variables and nested models in Section 4.3.1, as well as extend their definitions 
to non-nested models and Brier score.  We will now define other measures used 
in the evaluation of risk prediction model performance. 
 
4.2.1. Squared Mahalanobis distance 
 
 Introduced in 1936 by P. C. Mahalanobis, the Mahalanobis distance (M) is 
a useful generalization measure quantifying the distance between two 
multivariate distributions.49  Squared Mahalanobis distance (M2) is defined as: 
𝑀𝑀2 =  𝛿𝛿𝑇𝑇 ∙ 𝛴𝛴−1 ∙ 𝛿𝛿 
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where δ = µ1 – µ0 denotes the vector of mean difference between the events and 
the nonevents and Σ-1 denotes the inverse of the pooled variance-covariance 
matrix equal to the variance-covariance matrices of the event and nonevent 
subgroups.47  M ranges from 0 (when a model has no discriminatory ability) to 
infinity (great discriminatory ability).49  M properly measures discrimination by 
quantifying the separation between the risk scores of events and nonevents.  
Thus, other measures that can be expressed as functions of M are quite robust.  
We will touch on some of these measures later in the chapter. 
 
4.2.2. Brier score 
 
 In 1950, Glenn Brier proposed a quadratic scoring rule for verification of 
weather forecasts.6  This verification formula became known as the Brier score 
(BS).  It is mean square error and for binary data, it is calculated using the 
squared differences between actual binary outcomes Y and predicted 
probabilities p such that:8 
𝐵𝐵𝑆𝑆 = 1
𝑁𝑁
�(𝑦𝑦𝑟𝑟 − 𝑝𝑝𝑟𝑟)2𝑁𝑁
𝑟𝑟=1
 
BS is considered to be a proper scoring rule since it cannot be improved upon by 
giving any predictions other than those consistent with the prediction model (i.e. if 
the modeler knew the true event rate in each prediction category, then the 
modeler can do no better than predicting that true rate).8  According to Brier, a 
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BS of 0 occurs when model predictions are perfect while a BS of 1 occurs when 
model predictions are completely wrong.6  Steyerberg et al. point out that for a 
logistic regression model, the BS can range from 0 for a perfect model to 0.25 for 
a non-informative model assuming a 50% event rate, and that as the event rate 
decreases, the maximum score for a non-informative model decreases as well.43 
Since the numerical value of BS has no direct meaning, BS scaled by its 
maximum score under a non-informative model results in scaled BS (sBS):8,43 
𝑒𝑒𝐵𝐵𝑆𝑆 = 1 − 𝐵𝐵𝑆𝑆
𝐵𝐵𝑆𝑆𝑚𝑚𝑚𝑚𝑥𝑥
 
where  
𝐵𝐵𝑆𝑆𝑚𝑚𝑚𝑚𝑥𝑥 =  ?̅?𝑝(1 − ?̅?𝑝) 
and ?̅?𝑝 is the mean of the predicted probabilities.  If the model is well-calibrated 
and unbiased, this is the same as rescaling by 𝑦𝑦�(1 − 𝑦𝑦�), where 𝑦𝑦� is event 
prevalence.  This rescaling allows sBS to range between 0% and 100%.  
Steyerberg et al. note that sBS is very similar to the residual R2 statistic, which is 
summarized in Section 4.2.3.43,50  In comparing two risk prediction models, an 
investigator could consider the difference in BS of the two models (∆BS) and the 
difference in scaled BS (∆sBS). 
 There exist several decompositions of BS which separate out components 
of calibration and discrimination, including decompositions by Sanders, Murphy 
and Yates.7,8,51,52  In all three of these decompositions, the summation is over all 
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groups with distinct predicted probabilities ?̂?𝑝𝑗𝑗 having an observed event 
proportion 𝑦𝑦�𝑗𝑗 in a sample size of 𝑛𝑛𝑗𝑗. 
 
1. Sanders’ modified-BS decomposition: 
Sanders’ decomposition actually decomposes Sanders’ modified BS, 
which is defined as: 
𝐵𝐵𝑆𝑆 = 1
𝑁𝑁
��(𝑦𝑦𝑗𝑗𝑟𝑟 − 𝑝𝑝𝑗𝑗)2𝑛𝑛𝑗𝑗
𝑟𝑟=1
𝐾𝐾
𝑗𝑗=1
 
The Sanders’ modified-BS measures the difference between grouped predictions 
and the event, where the data are split by sorting the sample on the predictions 
divided into equally sized groups, with the group boundaries chosen so as to not 
allocate observations with the same predicted probability into different groups.  
Sanders’ modified-BS is usually very close to the calculation of Brier’s BS in 
value but may not be exact. 
Sanders’ modified-BS decomposition is defined as: 
𝐵𝐵𝑆𝑆 = ∑ 𝑛𝑛𝑗𝑗(𝑦𝑦�𝑗𝑗 − 𝑝𝑝𝑗𝑗)2𝑗𝑗
𝑁𝑁
+ ∑ 𝑛𝑛𝑗𝑗𝑦𝑦�𝑗𝑗(1 − 𝑦𝑦�𝑗𝑗)𝑗𝑗
𝑁𝑁
 
In the decomposition, the first component relates to calibration, while the 
second term describes discrimination.51     
 
2. Murphy’s decomposition: 
𝐵𝐵𝑆𝑆 = 𝑦𝑦�(1 − 𝑦𝑦�) + ∑ 𝑛𝑛𝑗𝑗(𝑦𝑦�𝑗𝑗 − 𝑝𝑝𝑗𝑗)2𝑗𝑗
𝑁𝑁
−
∑ 𝑛𝑛𝑗𝑗(𝑦𝑦�𝑗𝑗 − 𝑦𝑦�)𝑗𝑗
𝑁𝑁
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The motivation behind Murphy’s decomposition is he noted that Sanders’ 
resolution term may be inflated by the overall prevalence of the event of interest.  
Murphy chose to separate the last term of Sanders’ decomposition into two terms 
in order to describe discrimination adjusted for event prevalence. Here, the first 
component is baseline BS (or the variance of the outcome), the second 
component is the calibration component from Sanders’ decomposition, and the 
third term is the part of Sanders’ resolution term that does not depend on the 
overall prevalence of event and can therefore be controlled separately.52 
 
3. Yates’ decomposition (known as the covariance decomposition of BS): 
𝐵𝐵𝑆𝑆 = 𝑦𝑦�(1 − 𝑦𝑦�) + (?̅?𝑝 − 𝑦𝑦�)2 + ∑ 𝑛𝑛𝑗𝑗(𝑝𝑝𝑗𝑗 − ?̅?𝑝)2𝑗𝑗
𝑁𝑁
− 2∑ 𝑛𝑛𝑗𝑗(𝑝𝑝𝑗𝑗 − ?̅?𝑝)(𝑦𝑦�𝑗𝑗 − 𝑦𝑦�)𝑗𝑗
𝑁𝑁
 
The first term is the same as the first term in Murphy’s decomposition.  
The second term is the bias, or the squared difference between the mean 
predicted value and the event prevalence.  Yates refers to this difference as 
“calibration-in-the-large” and it is considered to be the simplest global measure of 
calibration.  In the setting of logistic regression, the bias is zero since the model 
is assumed to be unbiased.  However, even when the model is unbiased, it may 
still have poor calibration due to some groups of individuals being badly under-
predicted while others may be over-predicted.  The third term is the variance of 
the predicted probabilities and the fourth term is twice the covariance between 
the predicted and observed values.  Alternative representations for the third and 
fourth terms exist as functions of the discrimination slope (DS), which is the 
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difference (?̅?𝑝1 − ?̅?𝑝0) between the mean predicted probabilities in the events and 
nonevents.  DS describes how well the model responds to signals that 
discriminate between the two outcome subgroups.  DS will be discussed in more 
detail later in this section.   
The third term can be expressed as: 
∑ 𝑛𝑛𝑗𝑗(𝑝𝑝𝑗𝑗 − ?̅?𝑝)2𝑗𝑗
𝑁𝑁
= 𝑛𝑛0𝑣𝑣𝑐𝑐𝑒𝑒(𝑝𝑝0) + 𝑛𝑛1𝑣𝑣𝑐𝑐𝑒𝑒(𝑝𝑝1)
𝑁𝑁
+ 𝑦𝑦�(1 − 𝑦𝑦�)(?̅?𝑝1 − ?̅?𝑝0)2 
where the first term is the pooled variance in the predicted values for nonevents 
and events separately.  Yates refers to this term as “scatter” and it measures the 
consistency of the predictions in the two outcome groups, or how well the model 
filters out noise.  The second term, which includes the variance of the outcome 
and squared DS, is the minimum that the variance in the predictions can achieve.   
 The fourth term can be expressed as: 
2∑ 𝑛𝑛𝑗𝑗(𝑝𝑝𝑗𝑗 − ?̅?𝑝)(𝑦𝑦�𝑗𝑗 − 𝑦𝑦�)𝑗𝑗
𝑁𝑁
= 2 ∗ 𝑦𝑦�(1 − 𝑦𝑦�)(?̅?𝑝1 − ?̅?𝑝0) 
which is comprised of DS and the variance of the outcome. 
 When considered all together, Yates’ covariance decomposition is 
composed of terms representing event prevalence, bias, discrimination slope, 
and scatter.   
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4.2.3. R2 
 
 In linear regression modeling, one of the most common measures for 
evaluating a model’s performance is the coefficient of determination R2.4  
However, statisticians debate on how to achieve a similar metric in the binary 
event data setting, with many suggestions for R2 definitions proposed. 
The below definitions were nicely summarized in Pencina et al.48  Tjur, 
through the earlier work of Kvalseth and Menard, presents three definitions of R2 
in the binary event data setting.17,53,54  Assuming the notation described earlier, 
we start with the following: 
Residual sum of squares: 𝑆𝑆𝑆𝑆𝐼𝐼𝑟𝑟𝑛𝑛𝑟𝑟 =  ∑ (𝑦𝑦𝑟𝑟 − 𝑝𝑝𝑟𝑟)2𝑁𝑁𝑟𝑟=1  
Model sum of squares: 𝑆𝑆𝑆𝑆𝐼𝐼𝑚𝑚𝑑𝑑𝑑𝑑 =  ∑ (𝑝𝑝𝑟𝑟 − 𝑦𝑦�)2𝑁𝑁𝑟𝑟=1  
Total sum of squares: 𝑆𝑆𝑆𝑆𝐼𝐼𝑒𝑒𝑑𝑑𝑒𝑒 =  ∑ (𝑦𝑦𝑟𝑟 − 𝑦𝑦�)2𝑁𝑁𝑟𝑟=1 = 𝑁𝑁 ∙ 𝑦𝑦� ∙ (1 − 𝑦𝑦�) 
Sum of partial differences: 𝑆𝑆𝑃𝑃𝐼𝐼 =  ∑ (𝑦𝑦𝑟𝑟 − 𝑝𝑝𝑟𝑟)(𝑝𝑝𝑟𝑟 − 𝑦𝑦�)𝑁𝑁𝑟𝑟=1  
Tjur makes some important points on these definitions:17  
1. The property of normal linear models of orthogonality of the vector of fitted 
values and the vector of residuals is not shared by logistic regression 
models, meaning SSDtot ≠ SSDmod + SSDres. 
2. SSDtot = SSDres + SSDmod + 2 ∙ SPD 
3. In linear regression, SPD = 0.  However, in binary logistic regression 
models, SPD will generally not equal 0. 
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With some use of these quantities, Tjur defines these three definitions for R2 in 
the logistic regression framework: 
 Residual R2: 𝑁𝑁𝑟𝑟𝑛𝑛𝑟𝑟2 = 1 − 𝑆𝑆𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡𝑑𝑑𝑡𝑡 
Model R2: 𝑁𝑁𝑚𝑚𝑑𝑑𝑑𝑑2 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚𝑑𝑑𝑑𝑑𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡𝑑𝑑𝑡𝑡  
Correlation R2: 𝑁𝑁𝑐𝑐𝑑𝑑𝑟𝑟2 =  � ∑(𝑦𝑦𝑖𝑖−𝑦𝑦�)(𝑢𝑢𝑖𝑖−𝑦𝑦�)�∑(𝑦𝑦𝑖𝑖−𝑦𝑦�)2 ∑(𝑢𝑢𝑖𝑖−𝑦𝑦�)2�2 
Tjur points out that model R2 ≈ residual R2 under the assumption that individuals 
under study belong to finitely many covariate groups that increase proportionally 
as sample size approaches infinity.17  Tjur also notes that none of these three 
versions have the property that they will automatically increase when the model 
is extended by an additional covariate.  He states that while they usually will 
increase, if guaranteeing an increase is of particular importance, a likelihood-
based R2 substitute should be preferred.17   
The best choice for the appropriate generalization of the usual R2 would 
be the version proposed by Cox and Snell:55 
𝑁𝑁𝐿𝐿
2 = 1 − exp �− 2
𝑁𝑁
�𝑙𝑙 − 𝑙𝑙0�� 
where 𝑙𝑙 and 𝑙𝑙0 are the maxima of the log-likelihood for the model of interest and 
the model with only the intercept term, respectively.  One downside of this metric 
is that while it is exactly the formula that expresses the usual R2 for linear models 
in terms of the log-likelihood and we would thus expect it to behave in a similar 
fashion, it turns out that it never achieves values close to 1.55  Nagelkerke 
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noticed that this shortfall could be repaired by a simple renormalization by 
max(R2):56 
𝑀𝑀𝑜𝑜𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑑𝑑 𝑁𝑁𝐿𝐿2 = 𝑁𝑁𝐿𝐿2 max (𝑁𝑁𝐿𝐿2⁄ ),𝑒𝑒ℎ𝑒𝑒𝑒𝑒𝑒𝑒max(𝑁𝑁𝐿𝐿2) = 1 − exp �2𝑁𝑁 𝑙𝑙0� 
 
4.2.4. Discrimination slope 
 
 As mentioned previously, within Yates’ covariance decomposition of BS 
lies an influential measure known as the discrimination slope (DS):  
𝐼𝐼𝑆𝑆 =  ?̅?𝑝1 − ?̅?𝑝0 
where ?̅?𝑝1 and ?̅?𝑝0 are the means of the predicted probabilities in the event and 
nonevent groups respectively.7  This difference in the means became known as 
the discrimination slope because it is the slope estimate in a linear regression 
model treating the predicted probabilities as the continuous outcome and the 
binary event status as the predictor.8  For binary variables coded as 0 for 
nonevents and 1 for events, the model with good discrimination should have a 
large slope with a maximum value of 1.7,8   
 This measure has gained popularity and usage.  Tjur refers to DS as the 
coefficient of discrimination (D), as an analogue to the coefficient of 
determination in linear regression modeling and he recommends D as a good 
measure for judging discriminatory ability of a logistic regression risk model.17  
More recently, M. Pencina et al. proposed IDI, estimated as DS(new model) – 
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DS(standard model), as a measure for quantifying improvement in discrimination 
when comparing two models.10 
 
4.2.5. Net benefit and relative utility 
 
 Many commonly used model performance measures have been criticized 
for not properly considering potential harms and benefits of using risk models for 
diagnosis and treatment plans.  Measures that do not take cost considerations 
into account imply that false positive classifications are equally harmful as false 
negative classifications, thus making these measures inadequate in determining 
a model’s true benefit and clinical usefulness.  For this reason, Vickers and Elkin 
proposed decision curve analysis as a simple method to quantify a risk model’s 
clinical usefulness.18  The authors constructed a decision curve which considers 
a risk threshold T over the range 0 to 1, where T, the threshold used to classify 
patients as an event or nonevent, is directly related to a ratio of harm to benefit: 
𝑂𝑂𝑑𝑑𝑑𝑑𝑒𝑒(𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑜𝑜𝑙𝑙𝑑𝑑) =  𝑇𝑇1 − 𝑇𝑇 =  𝑐𝑐𝐹𝐹𝑃𝑃 − 𝑐𝑐𝑇𝑇𝑁𝑁𝑐𝑐𝐹𝐹𝑁𝑁 − 𝑐𝑐𝑇𝑇𝑃𝑃 
where cTP and cFP refer to the costs of true and false-positive classifications 
and cFN and cTN refer to the costs of false and true-negative classifications.3,18  
The decision curve is created for the whole range of possible thresholds, and the 
net benefit (NB) of treating patients according to the prediction model is: 
𝑁𝑁𝐵𝐵 =  (𝑇𝑇𝑃𝑃 − 𝑒𝑒 ∗ 𝐹𝐹𝑃𝑃)
𝑁𝑁
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with TP equal to the number of true positives, FP equal to the number of false 
positives, N equal to the number of patients, and w=T/(1-T).18,44,57  NB is 
interpreted in the units of TP: how many more patients are correctly treated at the 
same rate of not treating those who do not need treatment.3   
Benefits and harms of using a risk model for diagnosis need to be 
quantified in a formal decision analysis, which leads to an optimal decision 
threshold.43  However, defining the optimum threshold may be difficult in certain 
situations, as investigators may not always have sufficient data on potential 
harms and benefits or individual thresholds may be necessary as the relative 
weight of harms and benefits could differ from patient to patient.18,43  This is why 
considering a plausible range of thresholds for the probability of the outcome is 
important; if the model has benefit at most or all values within the threshold 
range, then the model can clearly be recommended for use.3,43 
For aid in making decisions based on NB, a model can be compared with 
two baseline strategies: treating all patients vs. treating none of the patients.44  
For treating all patients, the model will always predict presence of the event, and 
NB would be calculated as: 
𝑁𝑁𝐵𝐵𝑒𝑒𝑟𝑟𝑛𝑛𝑚𝑚𝑒𝑒 𝑚𝑚𝑜𝑜𝑜𝑜 =  𝑛𝑛1 − 𝑒𝑒 ∗ 𝑛𝑛0𝑁𝑁 =  𝑌𝑌� − 𝑇𝑇1 − 𝑇𝑇 
where n1 and n0 are the numbers of those with event vs. without event 
respectively, and 𝑌𝑌� is the event prevalence.44  For the opposite strategy of 
treating none, where there are no false or true positives:44   
𝑁𝑁𝐵𝐵𝑒𝑒𝑟𝑟𝑛𝑛𝑚𝑚𝑒𝑒 𝑛𝑛𝑑𝑑𝑛𝑛𝑛𝑛 = 0 
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Comparison of NB to NBtreat all and NBtreat none leads to relative utility (RU), 
a measure based on the theory of expected utility described in detail by Baker et 
al.19,58,59  RU is defined as the NB in excess of max(NBtreat all, NBtreat none) divided 
by the NB of perfect prediction, expressing the utility of a risk model as the 
proportion of the maximum gain relative to the best baseline strategy at T.44   
For T < 𝑌𝑌�: 
𝑁𝑁𝐴𝐴 =  𝑁𝑁𝐵𝐵 −  𝑁𝑁𝐵𝐵𝑒𝑒𝑟𝑟𝑛𝑛𝑚𝑚𝑒𝑒 𝑚𝑚𝑜𝑜𝑜𝑜
𝑁𝑁𝐵𝐵𝑚𝑚𝑚𝑚𝑥𝑥 −  𝑁𝑁𝐵𝐵𝑒𝑒𝑟𝑟𝑛𝑛𝑚𝑚𝑒𝑒 𝑚𝑚𝑜𝑜𝑜𝑜 =  𝑒𝑒 ∗ 𝑇𝑇𝑁𝑁 − 𝐹𝐹𝑁𝑁𝑒𝑒 ∗ 𝑁𝑁 ∗ (1 − 𝑌𝑌�) 
For T≥ 𝑌𝑌�: 
𝑁𝑁𝐴𝐴 =  𝑁𝑁𝐵𝐵 −  𝑁𝑁𝐵𝐵𝑒𝑒𝑟𝑟𝑛𝑛𝑚𝑚𝑒𝑒 𝑛𝑛𝑑𝑑𝑛𝑛𝑛𝑛
𝑁𝑁𝐵𝐵𝑚𝑚𝑚𝑚𝑥𝑥 −  𝑁𝑁𝐵𝐵𝑒𝑒𝑟𝑟𝑛𝑛𝑚𝑚𝑒𝑒 𝑛𝑛𝑑𝑑𝑛𝑛𝑛𝑛 =  𝑁𝑁𝐵𝐵𝑌𝑌�  
∆NB and ∆RU can be calculated to compare two risk prediction models for 
their clinical usefulness:44 
∆𝑁𝑁𝐵𝐵 = 𝑁𝑁𝐵𝐵(𝑛𝑛𝑒𝑒𝑒𝑒 𝑚𝑚𝑜𝑜𝑑𝑑𝑒𝑒𝑙𝑙) −𝑁𝑁𝐵𝐵(𝑒𝑒𝑜𝑜𝑐𝑐𝑛𝑛𝑑𝑑𝑐𝑐𝑒𝑒𝑑𝑑 𝑚𝑚𝑜𝑜𝑑𝑑𝑒𝑒𝑙𝑙) =  1
𝑁𝑁
(∆𝑇𝑇𝑃𝑃 − 𝑒𝑒∆𝐹𝐹𝑃𝑃) 
where ∆TP and ∆FP are the differences in number of true positives and false 
positives between the new model and the standard model respectively, and: 
∆𝑁𝑁𝐴𝐴 =  
⎩
⎨
⎧
∆𝑁𝑁𝐵𝐵
𝑒𝑒 ∗ (1 − 𝑌𝑌�)  𝑖𝑖𝑖𝑖 𝑇𝑇 < 𝑌𝑌�       ∆𝑁𝑁𝐵𝐵
𝑌𝑌�
         𝑖𝑖𝑖𝑖 𝑇𝑇 ≥  𝑌𝑌� 
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4.2.6. Additional measures for classification 
 
Youden’s index 
 The Youden index, also known as Youden’s J statistic (J) is a single 
statistic that captures the performance of a dichotomous diagnostic test and is 
common when evaluating model classification:60 
𝐽𝐽 = 𝑒𝑒𝑒𝑒𝑛𝑛𝑒𝑒𝑖𝑖𝑜𝑜𝑖𝑖𝑣𝑣𝑖𝑖𝑜𝑜𝑦𝑦 + 𝑒𝑒𝑝𝑝𝑒𝑒𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑖𝑖𝑜𝑜𝑦𝑦 − 1 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑁𝑁 + 𝑇𝑇𝑁𝑁𝑇𝑇𝑁𝑁 + 𝐹𝐹𝑃𝑃 − 1 
The value of J ranges from -1 to 1.  A value of 0 occurs when the diagnostic test 
is essentially useless (i.e. gives the same proportion of positive results for groups 
with and without the event).  A value of 1 indicates a perfect test, where there are 
no FP or FN.  The index supplies equal weight to false positive and false 
negative values, meaning all tests with the same value for J give the same 
proportion of total misclassified results. J is often used with receiver operating 
characteristic (ROC) curve analysis – the maximum value of J for all points on 
the ROC curve may be used as the criterion for selecting the optimum cutoff 
point for a diagnostic test.61   
 
WNRI and NRI at event rate 
 In Chapter 2, we discussed the details of the net reclassification index 
(NRI) proposed by M. Pencina et al.10  This measure for evaluating 
reclassification and quantifying discrimination improvement was developed 
specifically for settings with well-established risk classification thresholds.  It 
160 
 
quickly extended to situations without thresholds and gained further popularity.  
Details on the derivation of NRI and the criticism surrounding it can be found in 
Chapter 2.  
The weighted NRI (WNRI) was introduced in response to the criticism that 
the original derivation of NRI did not take cost considerations into account:13   
𝑊𝑊𝑁𝑁𝑁𝑁𝐼𝐼 =  𝑒𝑒1 ∗ �𝑃𝑃(𝑒𝑒𝑣𝑣𝑒𝑒𝑛𝑛𝑜𝑜|𝑢𝑢𝑝𝑝) ∗ 𝑃𝑃(𝑢𝑢𝑝𝑝) − 𝑃𝑃(𝑒𝑒𝑣𝑣𝑒𝑒𝑛𝑛𝑜𝑜|𝑑𝑑𝑜𝑜𝑒𝑒𝑛𝑛) ∗ 𝑃𝑃(𝑑𝑑𝑜𝑜𝑒𝑒𝑛𝑛)�                                  +𝑒𝑒2 ∗ �𝑃𝑃(𝑛𝑛𝑜𝑜𝑛𝑛𝑒𝑒𝑣𝑣𝑒𝑒𝑛𝑛𝑜𝑜|𝑑𝑑𝑜𝑜𝑒𝑒𝑛𝑛) ∗ 𝑃𝑃(𝑑𝑑𝑜𝑜𝑒𝑒𝑛𝑛) − 𝑃𝑃(𝑛𝑛𝑜𝑜𝑛𝑛𝑒𝑒𝑣𝑣𝑒𝑒𝑛𝑛𝑜𝑜|𝑢𝑢𝑝𝑝) ∗ 𝑃𝑃(𝑢𝑢𝑝𝑝)� 
where P(event|up) is the probability of event given upward movement in 
category, P(event|down) is the probability of event given downward movement in 
category, P(nonevent|down) is the probability of nonevent given downward 
movement in category, P(nonevent|up) is the probability of nonevent given 
upward movement in category, P(up) and P(down) are the probabilities of 
upward or downward movement respectively, and s1 represents the savings 
associated with the upward reclassification of a person who eventually develops 
the event while s2 represents the savings associated with downward 
reclassification of a person who does not develop the event.13 
In response to the criticism on use of NRI without meaningful risk 
classification thresholds, M. Pencina and Steyerberg proposed NRI at event rate 
(NRI(𝑦𝑦�)), where the risk category cutoff is set at event rate.15  The authors 
demonstrate some useful properties of NRI(𝑦𝑦�), including a number of meaningful 
interpretations, consistency with differences in measures from decision-analysis 
(NB, RU, and WNRI), and that the prediction increment can be quantified by 
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NRI(𝑦𝑦�).15,44  They argue that for two-category NRI(𝑦𝑦�), the composite measure is 
meaningful in addition to the individual components, as it can be interpreted as 
the difference in reductions in expected regrets or as a change in sensitivity 
accounting for change in specificity.15 
 
4.3. INTERRELATIONSHIPS AMONG MEASURES AND ∆AUC, IDI, NRI>0 AND 
NRI(𝑦𝑦�) FOR NORMAL VARIABLES 
 
 Equivalencies and asymptotic relationships among the described 
measures of discrimination, reclassification, and clinical usefulness exist and are 
scattered throughout the literature.  Here we summarize these relationships in 
one place and present them in a summary chart at the end of this section.  We 
also extend definitions of ∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�) for normal variables 
from nested models to non-nested models. 
 
4.3.1. ∆AUC, IDI, NRI>0 and NRI(𝑦𝑦�) for normal variables 
 
Nested models 
 M. Pencina et al. demonstrated that for nested models in the setting of 
linear discriminant analysis (LDA) under normality, relationships exist between 
∆AUC, IDI and NRI>0 with M2.47 M. Pencina and Steyerberg further showed that 
a relationship exists between NRI(𝑦𝑦�) and M2 under the same conditions.15  
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In the framework described earlier in this chapter, suppose we have two 
models satisfying LDA assumptions predicting the outcome Y from variables of 
X, one model with the first p variables and the other with all p+q variables.  We 
assume that both models are well-calibrated.  Thus, the first model is nested 
within the second model with 𝑀𝑀𝑢𝑢2 and 𝑀𝑀𝑢𝑢+𝑞𝑞2  for each respective model.  We 
assume that r is the prevalence ratio of nonevents to events. Based on these 
assumptions, the following relationships exist: 
i. ∆𝐴𝐴𝐴𝐴𝐴𝐴 = Φ��𝑀𝑀𝑢𝑢+𝑞𝑞2
2
� − Φ��
𝑀𝑀𝑢𝑢
2
2
� 
ii. 𝐼𝐼𝐼𝐼𝐼𝐼 = ∫ 1
�2∙𝜋𝜋∙𝑀𝑀𝑢𝑢+𝑞𝑞
2
exp�−�𝑥𝑥−0.5∙𝑀𝑀𝑢𝑢+𝑞𝑞2 �2
2∙𝑀𝑀𝑢𝑢+𝑞𝑞
2 �
∞
−∞
∙ �
1
1+𝑟𝑟∙exp(−𝑥𝑥) − 11+𝑟𝑟∙exp(𝑥𝑥)�𝑑𝑑𝑥𝑥                         −
                     −∫ 1
�2∙𝜋𝜋∙𝑀𝑀𝑢𝑢
2
exp �−�𝑥𝑥−0.5∙𝑀𝑀𝑢𝑢2�2
2∙𝑀𝑀𝑢𝑢
2 �
∞
−∞
∙ �
1
1+𝑟𝑟∙exp(−𝑥𝑥) − 11+𝑟𝑟∙exp(𝑥𝑥)�𝑑𝑑𝑥𝑥 
iii. 1
2
𝑁𝑁𝑁𝑁𝐼𝐼 = 2 ∙ Φ��𝑀𝑀𝑢𝑢+𝑞𝑞2 −𝑀𝑀𝑢𝑢2
2
� − 1 
iv. 𝑁𝑁𝑁𝑁𝐼𝐼(𝑦𝑦�) = 2 ∙ �Φ��𝑀𝑀𝑢𝑢+𝑞𝑞2
2
� − Φ�
�𝑀𝑀𝑢𝑢
2
2
�� 
It is believed that these theoretical formulas are the best approach for estimating 
∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�).15,47   
In Chapter 2, we estimated ∆AUC, IDI, NRI>0 (2*1
2
𝑁𝑁𝑁𝑁𝐼𝐼) and 2catNRI at 
event rate (𝑁𝑁𝑁𝑁𝐼𝐼(𝑦𝑦�)) using empirical logistic regression with normal predictor 
variables with a large-scale simulated cohort approach.  In Table 4.1, we 
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compare the empirical logistic regression estimates to values obtained using the 
theoretical formulas.  For binary outcomes, we can do both theoretical estimation 
and a big simulated cohort approach, so it is easy to compare the two 
approaches and ensure that our methods in Chapter 2 are sound.  We can see 
that empirical logistic regression worked well, as the measures estimated from 
the empirical logistic regression approach are very close to those obtained using 
the theoretical formulas.  However, we note that for survival outcomes, closed 
form solutions for these measures do not currently exist, so we need to rely on 
the simulated cohort approach used in Chapter 3. 
 
Table 4.1. Comparing theoretical measures to population measures 
       
  Strong new marker (µY=1 = 0.8) Moderate new marker (µY=1 = 0.5) 
  
Theoretical 
10% 
evrate 
population 
50% 
evrate 
population Theoretical 
10% 
evrate 
population 
50% 
evrate 
population 
∆AUC 0.0842 0.0846 0.0843 0.0388 0.0389 0.0386 
NRI>0 0.622 0.623 0.622 0.395 0.395 0.394 
2catNRI 0.131 0.132 0.131 0.0592 0.0599 0.0586 
IDI 10%=0.0702 50%=0.116 0.0705 0.116 
10%=0.0268 
50%=0.0483 0.0268 0.048 
 Weak new marker (µY=1 = 0.2) Null new marker (µY=1 = 0.0) 
  
Theoretical 
10% 
evrate 
population 
50% 
evrate 
population Theoretical 
10% 
evrate 
population 
50% 
evrate 
population 
∆AUC 0.00696 0.00693 0.00695 0 0.0000005 0.0000003 
NRI>0 0.159 0.158 0.159 0 0.00126 0.0024 
2catNRI 0.0105 0.00986 0.0104 0 -0.00002 -0.00002 
IDI 10%=0.00422 50%=0.00803 0.00418 0.00799 
10%=0 
50%=0 0.0000002 0.0000003 
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Using the data structure described in Chapter 2, we also ran a small 
simulated study (1000 iterations) with N=100,000 showing how these estimates 
compare.  For this exercise, we assumed 10% event rate and we compared the 
standard model (with a lone predictor with effect size of 0.7) with an added-
variable model (which is the standard model with the addition of a variable with a 
moderate effect size of 0.5).  Figure 4.1 compares the theoretical and the 
empirical logistic methods for ∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�).  The R2 values for 
∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�) are 0.84, 0.94, 0.58, and 0.23, respectively.  The 
empirical estimation seems to work more accurately for ∆AUC and IDI, as the 
points fall closer to a 45-degree line.  We see less precision for NRI>0 and for 
NRI(𝑦𝑦�) and we believe there is less variability for the theoretical formula as 
compared to the empirical logistic estimates.   
 We also repeated the described simulation with larger nested models.  We 
compared a standard model with two predictors (where the two predictors both 
have strong effect sizes of 0.7 and 0.8) to an added-variable model made up of 
the predictors from the standard model with the addition of a third predictor with 
an effect size of 0.5.  Those results are presented in Figure 4.2 and agree with 
the results in Figure 4.1 overall.  The R2 values for ∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�) 
are 0.79, 0.89, 0.57, and 0.15, respectively. 
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Figure 4.1. Theoretical formulas vs. empirical logistic regression for ∆AUC, IDI, 
NRI>0 and NRI(𝒚𝒚�) assuming normal variables for simple nested models 
 
 
Standard model: y ~ x1, where x1 has effect size of 0.7 
Added-variable model: y ~ x1 + x2, where x2 has effect size of 0.5 
R2 values for ∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�) are 0.84, 0.94, 0.58, and 0.23, respectively. 
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Figure 4.2. Theoretical formulas vs. empirical logistic regression for ∆AUC, IDI, 
NRI>0 and NRI(𝒚𝒚�) assuming normal variables for larger nested models 
  
  
Standard model: y ~ x1 + x2, where x1 has effect size of 0.7 and x2 has effect size of 0.8 
Added-variable model: y ~ x1 + x2 + x3, where x3 has effect size of 0.5 
R2 values for ∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�) are 0.79, 0.89, 0.57, and 0.15, respectively. 
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 We also compared the distributions of the theoretical formulas vs. the 
distributions of the empirical formulas in order to assess any potential differences 
in variability.  We again used a 10% event rate with N=100,000, with 1000 
iterations to produce histograms representing the distributions.  For the null 
hypothesis, we compared a model predicting Y from a single predictor with effect 
size of 0.7 to a model with the addition of a variable with an effect size of 0 (i.e. 
an uninformative second variable).  For the alternative hypothesis, we compared 
a model predicting Y from a single predictor with effect size of 0.7 to a model with 
the addition of a second predictor with effect size of 0.8.  The results for the four 
measures can be found in Figures 4.3 – 4.6.  In each figure, the alternative 
hypothesis is on the left and the null hypothesis is on the right.  The histograms 
of the distributions for the theoretical formulas (in blue) and the empirical 
estimates (in red) are overlaid for ease of comparison. 
 
Figure 4.3. Distributions of theoretical formulas vs. empirical estimates for ∆AUC 
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Figure 4.4. Distributions of theoretical formulas vs. empirical estimates for IDI 
 
 
Under the null hypothesis, the variance is smaller for the theoretical 
formulas of ∆AUC, NRI>0, and NRI(𝑦𝑦�), with the difference in variance most 
impressive for NRI(𝑦𝑦�).  There is not much difference in variance of IDI under the 
null hypothesis.  This also remains true under the alternative hypothesis.  
Overall, under the alternative, the difference in variance is not very pronounced, 
except for NRI(𝑦𝑦�). 
 
Figure 4.5. Distributions of theoretical formulas vs. empirical estimates for NRI>0 
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Figure 4.6. Distributions of theoretical formulas vs. empirical estimates for NRI(𝑦𝑦�) 
  
 
Non-nested models 
We will now extend the theoretical formulas assuming normal variables 
from nested models to non-nested models.  We reiterate the framework we 
described earlier in this section.  Let Y to be a binary outcome, where Y=1 for an 
event of interest and Y=0 for a nonevent.  We define a column vector X of p+q 
predictor variables conditional on Y that follows a multivariate normal distribution 
such that for nonevents X|Y=0 ~ N(µ0, Σ0) and for events X|Y=1 ~ N(µ1, Σ1) We 
assume that Σ = Σ0 = Σ1. We let 𝛿𝛿 = 𝜇𝜇1 − 𝜇𝜇0 denote the vector of mean 
differences between the events and nonevents: 𝛿𝛿 = �𝛿𝛿𝑢𝑢
𝛿𝛿𝑞𝑞
� for the first p (𝛿𝛿𝑢𝑢) and 
last q (𝛿𝛿𝑞𝑞) variables.  Let Σ be decomposed into 𝛴𝛴 = �𝛴𝛴𝑢𝑢𝑢𝑢 𝛴𝛴𝑢𝑢𝑞𝑞𝛴𝛴𝑞𝑞𝑢𝑢 𝛴𝛴𝑞𝑞𝑞𝑞� where 𝛴𝛴𝑢𝑢𝑢𝑢 
denotes the variance-covariance matrix for the first p variables, 𝛴𝛴𝑞𝑞𝑞𝑞 for the last q 
variables, and 𝛴𝛴𝑢𝑢𝑞𝑞 and 𝛴𝛴𝑞𝑞𝑢𝑢 are the covariance matrices between p and q 
variables, where 𝛴𝛴𝑞𝑞𝑢𝑢 = 𝛴𝛴𝑢𝑢𝑞𝑞𝑇𝑇 .   
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Let 𝑐𝑐 = 𝛴𝛴𝑢𝑢𝑢𝑢−1 ∙ 𝛿𝛿𝑢𝑢 be a solution to the LDA problem with p predictors of X 
and 𝑏𝑏 = 𝛴𝛴𝑞𝑞𝑞𝑞−1 ∙ 𝛿𝛿𝑞𝑞 is the corresponding solutions for the q predictors of X.  𝛴𝛴𝑢𝑢𝑢𝑢−1 and 
𝛴𝛴𝑞𝑞𝑞𝑞
−1 are the inverses of the variance-covariance matrices Σpp and Σqq 
respectively.  We define 𝑀𝑀𝑢𝑢2 = 𝛿𝛿𝑢𝑢𝑇𝑇 ∙ 𝛴𝛴𝑢𝑢𝑢𝑢−1𝑇𝑇 ∙ 𝛿𝛿𝑢𝑢 and 𝑀𝑀𝑞𝑞2 = 𝛿𝛿𝑞𝑞𝑇𝑇 ∙ 𝛴𝛴𝑞𝑞𝑞𝑞−1𝑇𝑇 ∙ 𝛿𝛿𝑞𝑞, the squared 
Mahalanobis distance for cases of p and q variables respectively. We denote by 
𝐿𝐿𝑢𝑢
∗ (𝑋𝑋) = 𝑐𝑐𝑇𝑇𝑋𝑋 − 1
2
𝑐𝑐𝑇𝑇(𝜇𝜇1 + 𝜇𝜇0) the LDA classification function based on the p 
predictor variables of X and 𝐿𝐿𝑞𝑞∗ (𝑋𝑋) = 𝑏𝑏𝑇𝑇𝑋𝑋 − 12 𝑏𝑏𝑇𝑇(𝜇𝜇1 + 𝜇𝜇0) the LDA classification 
function based on the q predictor variables of X.  The predicted probability of an 
event based on p predictors in X is given as 𝑝𝑝𝑢𝑢(𝑋𝑋) = 1
1+𝑟𝑟∙𝑛𝑛−𝐿𝐿𝑢𝑢
∗ (𝑋𝑋) and the predicted 
probability of an event based on q predictors in X is given as 𝑝𝑝𝑞𝑞(𝑋𝑋) = 1
1+𝑟𝑟∙𝑛𝑛−𝐿𝐿𝑞𝑞
∗ (𝑋𝑋), 
where r is the prevalence or incidence ratio of nonevents to events.   
We also assume that 𝑆𝑆𝑒𝑒𝑢𝑢(𝑦𝑦�) and 𝑆𝑆𝑝𝑝𝑢𝑢(𝑦𝑦�) are the sensitivity and specificity 
for the function based on p predictors with threshold t=𝑦𝑦� and that 𝑆𝑆𝑒𝑒𝑞𝑞(𝑦𝑦�) and 
𝑆𝑆𝑝𝑝𝑞𝑞(𝑦𝑦�) are the sensitivity and specificity for the function based on q predictors 
with threshold t=𝑦𝑦�.   
 The following four definitions describe ∆AUC, IDI, NRI>0 and NRI(𝑦𝑦�):15,47 
A. Increase in the AUC: 
∆𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑃𝑃 �𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 1) > 𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 0)� − 𝑃𝑃 �𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 1) > 𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 0)� 
B. IDI (as the difference in discrimination slopes): 
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𝐼𝐼𝐼𝐼𝐼𝐼 = �𝑆𝑆 �𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 1)� − 𝑆𝑆 �𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 0)��
− �𝑆𝑆 �𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 1)� − 𝑆𝑆 �𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 0)�� 
= 𝑆𝑆 � 11 + 𝑒𝑒 ∙ 𝑒𝑒−𝐿𝐿𝑢𝑢∗ (𝑋𝑋|𝑌𝑌=1) − 11 + 𝑒𝑒 ∙ 𝑒𝑒−𝐿𝐿𝑢𝑢∗ (𝑋𝑋|𝑌𝑌=0)�
− 𝑆𝑆 �
11 + 𝑒𝑒 ∙ 𝑒𝑒−𝐿𝐿𝑞𝑞∗ (𝑋𝑋|𝑌𝑌=1) − 11 + 𝑒𝑒 ∙ 𝑒𝑒−𝐿𝐿𝑞𝑞∗ (𝑋𝑋|𝑌𝑌=0)� 
C. Continuous NRI: 12𝑁𝑁𝑁𝑁𝐼𝐼 = 𝑃𝑃 �𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 1) > 𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 1)� − 𝑃𝑃 �𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 0) > 𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 0)� 
D. NRI at event rate 𝑦𝑦�: 
𝑁𝑁𝑁𝑁𝐼𝐼(𝑦𝑦�) = �𝑆𝑆𝑒𝑒𝑢𝑢(𝑦𝑦�) −  𝑆𝑆𝑒𝑒𝑞𝑞(𝑦𝑦�)� + �𝑆𝑆𝑝𝑝𝑢𝑢(𝑦𝑦�) −  𝑆𝑆𝑝𝑝𝑞𝑞(𝑦𝑦�)� 
Employing the previously mentioned LDA assumptions, we have the 
following four relationships: 
1. ∆𝐴𝐴𝐴𝐴𝐴𝐴 = Φ��𝑀𝑀𝑢𝑢2
2
� − Φ��
𝑀𝑀𝑞𝑞
2
2
� 
2. 𝐼𝐼𝐼𝐼𝐼𝐼 = ∫ 1
�2∙𝜋𝜋∙𝑀𝑀𝑢𝑢
2
exp �−�𝑥𝑥−0.5∙𝑀𝑀𝑢𝑢2�2
2∙𝑀𝑀𝑢𝑢
2 �
∞
−∞
∙ �
1
1+𝑟𝑟∙exp(−𝑥𝑥) − 11+𝑟𝑟∙exp(𝑥𝑥)�𝑑𝑑𝑥𝑥                    −
                   −∫ 1
�2∙𝜋𝜋∙𝑀𝑀𝑞𝑞
2
exp �−�𝑥𝑥−0.5∙𝑀𝑀𝑞𝑞2�2
2∙𝑀𝑀𝑞𝑞
2 �
∞
−∞
∙ �
1
1+𝑟𝑟∙exp(−𝑥𝑥) − 11+𝑟𝑟∙exp(𝑥𝑥)�𝑑𝑑𝑥𝑥 
3. 1
2
𝑁𝑁𝑁𝑁𝐼𝐼 = 2 ∙ Φ� 𝑀𝑀𝑢𝑢2−𝑀𝑀𝑞𝑞2
2�𝑀𝑀𝑢𝑢
2+𝑀𝑀𝑞𝑞
2−2∙𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑚𝑚
� − 1 
4. 𝑁𝑁𝑁𝑁𝐼𝐼(𝑦𝑦�) = 2 ∙ �Φ��𝑀𝑀𝑢𝑢2
2
� − Φ�
�𝑀𝑀𝑞𝑞
2
2
�� 
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For Relationship (1), the work of Su and Liu62 shows under the LDA 
assumptions presented above, the AUC can be expressed as a function of M2: 
𝐴𝐴𝐴𝐴𝐴𝐴 =  Φ��𝑀𝑀22 � 
Thus, the definition for ∆AUC for comparing one model with p predictors to a 
second model with q predictors follows as: 
∆𝐴𝐴𝐴𝐴𝐴𝐴 = Φ��𝑀𝑀𝑢𝑢22 � −Φ��𝑀𝑀𝑞𝑞22 � 
Relationship (2) relies on the normality assumption of 𝐿𝐿𝑢𝑢∗ (𝑋𝑋|𝑌𝑌 = 1), 
𝐿𝐿𝑢𝑢
∗ (𝑋𝑋|𝑌𝑌 = 0), 𝐿𝐿𝑞𝑞∗ (𝑋𝑋|𝑌𝑌 = 1), and 𝐿𝐿𝑞𝑞∗ (𝑋𝑋|𝑌𝑌 = 0) and the definition of expected value.  
M. Pencina et al.63 show that under the LDA assumptions presented above, 
𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 1) and 𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 0) are normally distributed: 
𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 1) ~ 𝑁𝑁�𝑀𝑀22 ,𝑀𝑀2� 
𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 0) ~ 𝑁𝑁�−𝑀𝑀22 ,𝑀𝑀2� 
We can also say that: 
−𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 0) ~ 𝑁𝑁�𝑀𝑀22 ,𝑀𝑀2� 
Thus, 𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 1) and −𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 0) have the same distribution and we can 
represent both by a random variable X.  We can re-write the definition of IDI with 
the random variable X replacing 𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 1) and −𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 0): 
173 
 
𝐼𝐼𝐼𝐼𝐼𝐼 = 𝑆𝑆𝑢𝑢 � 11 + 𝑒𝑒 ∙ 𝑒𝑒−𝑋𝑋 − 11 + 𝑒𝑒 ∙ 𝑒𝑒𝑋𝑋� − 𝑆𝑆𝑞𝑞 � 11 + 𝑒𝑒 ∙ 𝑒𝑒−𝑋𝑋 − 11 + 𝑒𝑒 ∙ 𝑒𝑒𝑋𝑋� 
where 𝑆𝑆𝑢𝑢 �
1
1+𝑟𝑟∙𝑛𝑛−𝑋𝑋
−
1
1+𝑟𝑟∙𝑛𝑛𝑋𝑋
� is the expectation assuming the model with p 
predictors and 𝑆𝑆𝑞𝑞 �
1
1+𝑟𝑟∙𝑛𝑛−𝑋𝑋
−
1
1+𝑟𝑟∙𝑛𝑛𝑋𝑋
� is the expectation assuming the model with q 
predictors.  It follows from the definition of expected value that: 
 𝐼𝐼𝐼𝐼𝐼𝐼 = ∫ 1
�2∙𝜋𝜋∙𝑀𝑀𝑢𝑢
2
exp �−�𝑥𝑥−0.5∙𝑀𝑀𝑢𝑢2�2
2∙𝑀𝑀𝑢𝑢
2 �
∞
−∞
∙ �
1
1+𝑟𝑟∙exp(−𝑥𝑥) − 11+𝑟𝑟∙exp(𝑥𝑥)� 𝑑𝑑𝑥𝑥                     −
                  −∫ 1
�2∙𝜋𝜋∙𝑀𝑀𝑞𝑞
2
exp �−�𝑥𝑥−0.5∙𝑀𝑀𝑞𝑞2�2
2∙𝑀𝑀𝑞𝑞
2 �
∞
−∞
∙ �
1
1+𝑟𝑟∙exp(−𝑥𝑥) − 11+𝑟𝑟∙exp(𝑥𝑥)�𝑑𝑑𝑥𝑥 
Numerical integration is necessary for Relationship (2) since it does not have a 
closed form solution.   
For Relationship (3), we apply similar logic as M. Pencina et al.47  Let 𝑐𝑐 =
𝛴𝛴𝑢𝑢𝑢𝑢
−1 ∙ 𝛿𝛿𝑢𝑢 = �𝛴𝛴𝑢𝑢𝑢𝑢−1 00 0� ∙ �𝛿𝛿𝑢𝑢𝛿𝛿𝑞𝑞�  be a solution to the LDA problem with p predictors of 
X and 𝑏𝑏 = 𝛴𝛴𝑞𝑞𝑞𝑞−1 ∙ 𝛿𝛿𝑞𝑞 = �0 00 𝛴𝛴𝑞𝑞𝑞𝑞−1� ∙ �𝛿𝛿𝑢𝑢𝛿𝛿𝑞𝑞� is the corresponding solutions for the q 
predictors of X.  𝛴𝛴𝑢𝑢𝑢𝑢−1 and 𝛴𝛴𝑞𝑞𝑞𝑞−1 are the inverses of the variance-covariance 
matrices Σpp and Σqq respectively.  We define 𝑀𝑀𝑢𝑢2 = 𝛿𝛿𝑢𝑢𝑇𝑇 ∙ 𝛴𝛴𝑢𝑢𝑢𝑢−1𝑇𝑇 ∙ 𝛿𝛿𝑢𝑢 and 𝑀𝑀𝑞𝑞2 = 𝛿𝛿𝑞𝑞𝑇𝑇 ∙
𝛴𝛴𝑞𝑞𝑞𝑞
−1𝑇𝑇 ∙ 𝛿𝛿𝑞𝑞, the squared Mahalanobis distance for cases of p and q variables 
respectively.   
From Definition C: 12𝑁𝑁𝑁𝑁𝐼𝐼 = 𝑃𝑃 �𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 1) > 𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 1)� − 𝑃𝑃 �𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 0) > 𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 0)� 
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We can re-write the first term such that: 
𝑃𝑃 �𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 1) > 𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 1)�                            =  𝑃𝑃�𝐿𝐿𝑢𝑢∗ (𝑋𝑋) > 𝐿𝐿𝑞𝑞∗ (𝑋𝑋)|𝑌𝑌 = 1�= 𝑃𝑃 �𝑐𝑐𝑇𝑇𝑋𝑋 − 12𝑐𝑐𝑇𝑇(𝜇𝜇1 + 𝜇𝜇0) > 𝑏𝑏𝑇𝑇𝑋𝑋 − 12 𝑏𝑏𝑇𝑇(𝜇𝜇1 + 𝜇𝜇0)�𝑌𝑌 = 1�
= 𝑃𝑃 �(𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝑋𝑋 > 12 (𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)(𝜇𝜇1 + 𝜇𝜇0)�𝑌𝑌 = 1� 
We have: 
𝑆𝑆�(𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝑋𝑋�𝑌𝑌 = 1� = (𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝜇𝜇1  
and 
𝑣𝑣𝑐𝑐𝑒𝑒�(𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝑋𝑋�𝑌𝑌 = 1�          = (𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝑣𝑣𝑐𝑐𝑒𝑒(𝑋𝑋|𝑌𝑌 = 1)(𝑐𝑐 − 𝑏𝑏) 
= 𝛿𝛿𝑇𝑇 ∙ ��𝛴𝛴𝑢𝑢𝑢𝑢−1 00 0�𝑇𝑇 − �0 00 𝛴𝛴𝑞𝑞𝑞𝑞−1�𝑇𝑇� ∙ 𝛴𝛴 ∙ ��𝛴𝛴𝑢𝑢𝑢𝑢−1 00 0� − �0 00 𝛴𝛴𝑞𝑞𝑞𝑞−1�� ∙ 𝛿𝛿 
= 𝛿𝛿𝑇𝑇 ∙ �𝛴𝛴𝑢𝑢𝑢𝑢−1 00 −𝛴𝛴𝑞𝑞𝑞𝑞−1� ∙ �𝛴𝛴𝑢𝑢𝑢𝑢 𝛴𝛴𝑢𝑢𝑞𝑞𝛴𝛴𝑞𝑞𝑢𝑢 𝛴𝛴𝑞𝑞𝑞𝑞� ∙ �𝛴𝛴𝑢𝑢𝑢𝑢−1 00 −𝛴𝛴𝑞𝑞𝑞𝑞−1� ∙ 𝛿𝛿 
= 𝛿𝛿𝑇𝑇 ∙ �𝐼𝐼 𝛴𝛴𝑢𝑢𝑢𝑢−1𝛴𝛴𝑢𝑢𝑞𝑞0 −𝐼𝐼 � ∙ �𝛴𝛴𝑢𝑢𝑢𝑢−1 00 −𝛴𝛴𝑞𝑞𝑞𝑞−1� ∙ 𝛿𝛿 
= 𝛿𝛿𝑇𝑇 ∙ � 𝛴𝛴𝑢𝑢𝑢𝑢−1 −𝛴𝛴𝑢𝑢𝑢𝑢−1𝛴𝛴𝑢𝑢𝑞𝑞𝛴𝛴𝑞𝑞𝑞𝑞−1
−𝛴𝛴𝑞𝑞𝑞𝑞
−1𝛴𝛴𝑞𝑞𝑢𝑢𝛴𝛴𝑢𝑢𝑢𝑢
−1 𝛴𝛴𝑞𝑞𝑞𝑞
−1 � ∙ 𝛿𝛿 
= 𝛿𝛿𝑇𝑇 ∙ �𝛴𝛴𝑢𝑢𝑢𝑢−1 00 0� ∙ 𝛿𝛿 + 𝛿𝛿𝑇𝑇 ∙ �0 00 𝛴𝛴𝑞𝑞𝑞𝑞−1� ∙ 𝛿𝛿 − 𝛿𝛿𝑇𝑇 ∙ � 0 𝛴𝛴𝑢𝑢𝑢𝑢−1𝛴𝛴𝑢𝑢𝑞𝑞𝛴𝛴𝑞𝑞𝑞𝑞−1𝛴𝛴𝑞𝑞𝑞𝑞−1𝛴𝛴𝑞𝑞𝑢𝑢𝛴𝛴𝑢𝑢𝑢𝑢−1 0 � ∙ 𝛿𝛿 = 𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − �𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐 + 𝑐𝑐𝑇𝑇𝛴𝛴𝑢𝑢𝑞𝑞𝑏𝑏�          = 𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − �𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐 + �𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐�𝑇𝑇� 
175 
 
= 𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − 2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐 
By similar reasoning for 𝑃𝑃 �𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 0) > 𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 0)� and since Σ = Σ0 = Σ1: 
𝑆𝑆�(𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝑋𝑋�𝑌𝑌 = 0� = (𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝜇𝜇0 
𝑣𝑣𝑐𝑐𝑒𝑒�(𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝑋𝑋�𝑌𝑌 = 0� = 𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − 2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐 
Then, 
𝑃𝑃 �𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 1) > 𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 1)� 
                          = 𝑃𝑃�𝑍𝑍 > 12 (𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)(𝜇𝜇1 + 𝜇𝜇0) − (𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝜇𝜇1
�𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − 2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐 � 
                         = 𝑃𝑃�𝑍𝑍 > − 12 (𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)(𝜇𝜇1 − 𝜇𝜇0)
�𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − 2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐� 
= 𝑃𝑃 �𝑍𝑍 > −(𝑀𝑀𝑢𝑢2 −𝑀𝑀𝑞𝑞2)2�𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − 2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐� 
and 
𝑃𝑃 �𝑝𝑝𝑢𝑢(𝑋𝑋|𝑌𝑌 = 0) > 𝑝𝑝𝑞𝑞(𝑋𝑋|𝑌𝑌 = 0)� 
                          = 𝑃𝑃�𝑍𝑍 > 12 (𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)(𝜇𝜇1 + 𝜇𝜇0) − (𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝜇𝜇0
�𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − 2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐 � 
= 𝑃𝑃�𝑍𝑍 > 12 (𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)(𝜇𝜇1 − 𝜇𝜇0)
�𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − 2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐� 
= 𝑃𝑃 �𝑍𝑍 > 𝑀𝑀𝑢𝑢2 −𝑀𝑀𝑞𝑞22�𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − 2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐� 
Hence, 
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12𝑁𝑁𝑁𝑁𝐼𝐼 = 𝑃𝑃 �𝑍𝑍 > −�𝑀𝑀𝑢𝑢2 − 𝑀𝑀𝑞𝑞2�2�𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − 2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐� − 𝑃𝑃 �𝑍𝑍 > 𝑀𝑀𝑢𝑢2 −𝑀𝑀𝑞𝑞22�𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − 2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐� 
= 2 ∙ 𝛷𝛷 � 𝑀𝑀𝑢𝑢2 − 𝑀𝑀𝑞𝑞22�𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 − 2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐� − 1 
In the case that the p and q variables are uncorrelated: 
𝑣𝑣𝑐𝑐𝑒𝑒�(𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝑋𝑋�𝑌𝑌 = 1� = 𝑣𝑣𝑐𝑐𝑒𝑒�(𝑐𝑐𝑇𝑇 − 𝑏𝑏𝑇𝑇)𝑋𝑋�𝑌𝑌 = 0� = 𝑀𝑀𝑢𝑢2 + 𝑀𝑀𝑞𝑞2 
and 1
2
𝑁𝑁𝑁𝑁𝐼𝐼 reduces to:        1
2
𝑁𝑁𝑁𝑁𝐼𝐼 = 2 ∙ 𝛷𝛷 � 𝑀𝑀𝑢𝑢2−𝑀𝑀𝑞𝑞2
2�𝑀𝑀𝑢𝑢
2+𝑀𝑀𝑞𝑞
2
� − 1 
Relationship (4) follows from the work of M. Pencina and Steyerberg15 and 
the following definitions for sensitivity and specificity with threshold t defined in M. 
Pencina et al.63:       𝑆𝑆𝑒𝑒(𝑜𝑜) = Φ�𝑀𝑀22 −ln�𝑡𝑡∙(1−𝑦𝑦�)(1−𝑡𝑡)∙𝑦𝑦��
√𝑀𝑀2
� and 𝑆𝑆𝑝𝑝(𝑜𝑜) = Φ�𝑀𝑀22 +ln�𝑡𝑡∙(1−𝑦𝑦�)(1−𝑡𝑡)∙𝑦𝑦��
√𝑀𝑀2
� 
In the case when t=𝑦𝑦�, we have: 
𝑆𝑆𝑒𝑒(𝑜𝑜) = Φ� 𝑀𝑀22
√𝑀𝑀2
� =  Φ�√𝑀𝑀2
2
� and 𝑆𝑆𝑝𝑝(𝑜𝑜) = Φ� 𝑀𝑀22
√𝑀𝑀2
� =  Φ�√𝑀𝑀2
2
� 
Taking the definition previously defined for NRI(𝑦𝑦�), we then have the following: 
𝑁𝑁𝑁𝑁𝐼𝐼(𝑦𝑦�) = �Φ��𝑀𝑀𝑢𝑢22 � − Φ��𝑀𝑀𝑞𝑞22 �� + �Φ��𝑀𝑀𝑢𝑢22 � − Φ��𝑀𝑀𝑞𝑞22 �� 
= 2 ∙ Φ ��𝑀𝑀𝑢𝑢22 � − 2 ∙ Φ ��𝑀𝑀𝑞𝑞22 � 
= 2 ∙ �Φ��𝑀𝑀𝑢𝑢22 � − Φ��𝑀𝑀𝑞𝑞22 ��  
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In order to compare the theoretical formulas assuming normal variables 
for non-nested models with the estimates obtained from empirical logistic 
regression, we ran a small simulated study (1000 iterations) with N=100,000 and 
a 10% event rate.  We compared a model with a single predictor with effect size 
of 0.7 with a second model with a single predictor with effect size of 0.5.  The 
predictors are uncorrelated.  Figure 4.7 shows how the theoretical and the 
empirical logistic methods compare for ∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�).  R2 values 
for ∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�) are 0.94, 0.97, 0.85, and 0.58, respectively. 
We also repeated the described simulation with larger non-nested models.  
In Figure 4.8, we compared one model with two predictors, where one predictor 
had a moderate effect size of 0.5 and the second predictor had a strong effect 
size of 0.7, to a second model with two predictors, where the two predictors both 
had strong effect sizes of 0.8 and 0.9.  R2 values for ∆AUC, IDI, NRI>0, and 
NRI(𝑦𝑦�) are 0.90, 0.95, 0.79, and 0.55, respectively. 
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Figure 4.7. Theoretical formulas vs. empirical logistic regression for ∆AUC, IDI, 
NRI>0 and NRI(𝒚𝒚�) assuming normal variables for simple non-nested models 
  
  
First model: y ~ x1, where x1 has effect size of 0.7 
Second model: y ~ x2, where x2 has effect size of 0.5 
R2 values for ∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�) are 0.94, 0.97, 0.85, and 0.58, respectively.  
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Figure 4.8. Theoretical formulas vs. empirical logistic regression for ∆AUC, IDI, 
NRI>0 and NRI(𝒚𝒚�) assuming normal variables for larger non-nested models 
 
 
First model: y ~ x1 + x2, where x1 has effect size of 0.5 and x2 has effect size of 0.7 
Second model: y ~ x3 + x4, where x3 has effect size of 0.8 and x4 has effect size of 0.9 
R2 values for ∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�) are 0.90, 0.95, 0.79, and 0.55, respectively. 
 
 For both nested models and non-nested models, we note that the 
correspondence between theoretical NRI(𝑦𝑦�) and empirical NRI(𝑦𝑦�) does not 
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appear as strong visually as the three other measures.  The R2 values for simple 
nested models, larger nested models, simple non-nested models, and larger non-
nested models are 0.23, 0.15, 0.58, and 0.55, respectively.  Interestingly, the 
relationship appears to be stronger for non-nested models.  Overall, these values 
are non-negligible, with evidence that there may be less variability in estimating 
theoretical NRI(𝑦𝑦�) as compared with estimating empirical NRI(𝑦𝑦�), which further 
supports the argument that estimating these measures with the theoretical 
formulas when using continuous, normally-distributed variables is superior to 
estimating with the empirical formulas. 
  
4.3.2. DS, BS, IDI, and R2 
 
 DS, BS, and IDI are all metrics that measure the discrimination power of 
risk prediction models.  DS and BS quantify discrimination for one model, while 
IDI measures improvement in discrimination when comparing two models.  BS 
also has been shown to contain components that quantify calibration as 
described in Section 4.2.4. 
In the development of IDI, M. Pencina et al. point out that IDI is equivalent 
to the difference in DS between two models:10 
5. 𝐼𝐼𝐼𝐼𝐼𝐼 = ∆𝐼𝐼𝑆𝑆 
It has also been shown mathematically that for two well-calibrated risk 
models that are unbiased (where the average of model-based risks equals the 
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estimated event rate), IDI is asymptotically equivalent to the difference in 
sBS:43,64 
6. 𝐼𝐼𝐼𝐼𝐼𝐼 ≈ ∆𝑒𝑒𝐵𝐵𝑆𝑆 
Here, asymptotically requires that as the sample size N increases, the event rate 
𝑦𝑦� is preserved, since IDI is dependent on the event rate. 
Furthermore with those assumptions, the work of Tjur also notes:17,48  
7. 𝐼𝐼𝑆𝑆 = 1
2
(𝑁𝑁𝑚𝑚𝑑𝑑𝑑𝑑2 + 𝑁𝑁𝑟𝑟𝑛𝑛𝑟𝑟2 ) 
8. 𝐵𝐵𝑆𝑆 =  1
𝑁𝑁
𝑆𝑆𝑆𝑆𝐼𝐼𝑟𝑟𝑛𝑛𝑟𝑟 
9. 𝑁𝑁𝑟𝑟𝑛𝑛𝑟𝑟2 = 1 − 𝐵𝐵𝑆𝑆𝑦𝑦�(1−𝑦𝑦�) = 𝑒𝑒𝐵𝐵𝑆𝑆  
10. 𝑒𝑒𝐵𝐵𝑆𝑆 ≈ 𝐼𝐼𝑆𝑆, since 𝑒𝑒𝐵𝐵𝑆𝑆 =  𝑁𝑁𝑟𝑟𝑛𝑛𝑟𝑟2 ≈  𝑁𝑁𝑚𝑚𝑑𝑑𝑑𝑑2 = 𝐼𝐼𝑆𝑆 under certain assumptions 
previously explained. 
 Later in this chapter, we will further show that for normal variables, sBS 
and BS are asymptotically equivalent to functions of M2. 
 
4.3.3. NRI, WNRI, NRI(𝑦𝑦�), NB, RU, J and ∆AUC 
 
 The measures that take into account potential harms and benefits of using 
a risk model for diagnosis also have equivalencies among them.  Again, 𝑌𝑌� is the 
event prevalence and T is the risk threshold used to classify patients as an event 
or nonevent.  For NB and RU, we are estimating them assuming T, and for wNRI 
and NRI, we have two risk groups with T as the cutoff between them.  Under 
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these specific assumptions, the following relationships exist, as shown in Van 
Calster et al.:44  
11. ∆𝑁𝑁𝐴𝐴 = ∆𝑁𝑁𝐵𝐵
𝑑𝑑∗(1−𝑌𝑌�) when 𝑇𝑇 < 𝑌𝑌� 
12. ∆𝑁𝑁𝐴𝐴 = ∆𝑁𝑁𝐵𝐵
𝑌𝑌�
= 𝑇𝑇
𝑌𝑌�
𝑊𝑊𝑁𝑁𝑁𝑁𝐼𝐼 when 𝑇𝑇 ≥ 𝑌𝑌� 
13. 𝑁𝑁𝑁𝑁𝐼𝐼 = ∆𝑁𝑁𝐵𝐵
𝑌𝑌�
= ∆𝑁𝑁𝐴𝐴 = 𝑊𝑊𝑁𝑁𝑁𝑁𝐼𝐼 = NRI(𝑦𝑦�) when 𝑇𝑇 = 𝑌𝑌� 
Furthermore, irrespective of the relationship between T and 𝑌𝑌�: 
14. 𝑁𝑁𝑁𝑁𝐼𝐼 = ∆𝐽𝐽 
15. 𝑁𝑁𝑁𝑁𝐼𝐼 = 2 ∗ ∆𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇 (where ∆AUCT is the difference in the areas under the 
models’ single-point ROC curves) 
16. 𝑊𝑊𝑁𝑁𝑁𝑁𝐼𝐼 = ∆𝑁𝑁𝐵𝐵
𝑇𝑇
 
 
4.3.4. Visual summary of interrelationships 
 
 Figure 4.9 provides a visual representation of the interrelationships 
described in Section 4.3.  We hope that it provides investigators with a quick 
reference for connections between measures and equivalencies in 
interpretations, which will hopefully aid in making decisions on which measures 
to estimate without making redundant choices.  
 This figure includes a new relationship between BS and M2 assuming 
normal variables, which we will propose in Section 4.4. 
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Figure 4.9. Interrelationships among measures for risk model evaluation 
 
We assume well-calibrated risk models, such that ?̅?𝑝 = 𝑦𝑦�. 
Solid lines represent equivalence, dotted lines represent asymptotic equivalence, and blue lines 
assume normal variables. 
For NRI>0 for non-nested models, F=2 ∙ 𝑏𝑏𝑇𝑇𝛴𝛴𝑞𝑞𝑢𝑢𝑐𝑐.  
For IDI and BS, we define 𝑐𝑐(𝑐𝑐, 𝑏𝑏) = ∫ 1
�2∙𝜋𝜋𝑐𝑐exp �−(𝑥𝑥−0.5∙𝑐𝑐)22∙𝑐𝑐 �∞−∞ ∙ � 11+𝑏𝑏∙exp(−𝑥𝑥) − 11+𝑏𝑏∙exp(𝑥𝑥)�𝑑𝑑𝑥𝑥  
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4.4. BRIER SCORE UNDER NORMALITY 
 
 In this section, we propose that Brier score can be shown to be 
asymptotically equivalent to a function of M2.  We assume the same LDA 
assumptions described in Section 4.3.  A reminder that under these assumptions, 
the predicted probability of an event based on predictors in X is given as: 
𝑝𝑝(𝑋𝑋) = 11 + 𝑒𝑒 ∙ 𝑒𝑒−𝐿𝐿∗(𝑋𝑋) 
 From the work of Yates, the definition of the discrimination slope (DS) can 
be written as follows: 
𝐼𝐼𝑆𝑆 = 𝑆𝑆(𝑝𝑝(𝑋𝑋)|𝑌𝑌 = 1) − 𝑆𝑆(𝑝𝑝(𝑋𝑋)|𝑌𝑌 = 0) 
= 𝑆𝑆 � 11 + 𝑒𝑒 ∙ 𝑒𝑒−𝐿𝐿∗(𝑋𝑋|𝑌𝑌=1) − 11 + 𝑒𝑒 ∙ 𝑒𝑒−𝐿𝐿∗(𝑋𝑋|𝑌𝑌=0)� 
  Since DS ≈ sBS: 
𝑒𝑒𝐵𝐵𝑆𝑆 ≈ 𝑆𝑆 �
11 + 𝑒𝑒 ∙ 𝑒𝑒−𝐿𝐿∗(𝑋𝑋|𝑌𝑌=1) − 11 + 𝑒𝑒 ∙ 𝑒𝑒−𝐿𝐿∗(𝑋𝑋|𝑌𝑌=0)� 
M. Pencina et al.63 show that under the LDA assumptions presented 
above, 𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 1) and 𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 0) are normally distributed: 
𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 1) ~ 𝑁𝑁�𝑀𝑀22 ,𝑀𝑀2� 
𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 0) ~ 𝑁𝑁�−𝑀𝑀22 ,𝑀𝑀2� 
We can also say that: 
−𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 0) ~ 𝑁𝑁�𝑀𝑀22 ,𝑀𝑀2� 
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𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 1) and −𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 0) have the same distribution and we can represent 
both by a random variable X.  We can re-write sBS with the random variable X 
replacing 𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 1) and −𝐿𝐿∗(𝑋𝑋|𝑌𝑌 = 0): 
𝑒𝑒𝐵𝐵𝑆𝑆 ≈ 𝑆𝑆 �
11 + 𝑒𝑒 ∙ 𝑒𝑒−𝑋𝑋 − 11 + 𝑒𝑒 ∙ 𝑒𝑒𝑋𝑋� 
It follows from the definition of expected value that:  
𝑒𝑒𝐵𝐵𝑆𝑆 ≈ �
1
√2 ∙ 𝜋𝜋 ∙ 𝑀𝑀2 exp�−(𝑥𝑥 − 0.5 ∙ 𝑀𝑀2)22 ∙ 𝑀𝑀2 �∞
−∞
∙ �
11 + 𝑒𝑒 ∙ exp(−𝑥𝑥) − 11 + 𝑒𝑒 ∙ exp(𝑥𝑥)� 𝑑𝑑𝑥𝑥  
Since sBS is a function of BS, such that:  
𝑒𝑒𝐵𝐵𝑆𝑆 = 1 − 𝐵𝐵𝑆𝑆
𝐵𝐵𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚
 where 𝐵𝐵𝑆𝑆𝑚𝑚𝑚𝑚𝑥𝑥 = ?̅?𝑝(1 − ?̅?𝑝), 
we can solve for BS: 
𝐵𝐵𝑆𝑆 = 𝐵𝐵𝑆𝑆𝑚𝑚𝑚𝑚𝑥𝑥(1 − 𝑒𝑒𝐵𝐵𝑆𝑆) 
Thus, we can express BS asymptotically as a function of M2: 
𝐵𝐵𝑆𝑆 ≈ ?̅?𝑝(1 − ?̅?𝑝) �1 − ∫ 1
√2∙𝜋𝜋∙𝑀𝑀2
exp �−�𝑥𝑥−0.5∙𝑀𝑀2�2
2∙𝑀𝑀2
�
∞
−∞
∙ �
1
1+𝑟𝑟∙exp(−𝑥𝑥) − 11+𝑟𝑟∙exp(𝑥𝑥)�𝑑𝑑𝑥𝑥�  
We produced a small simulated study (1000 iterations) with N=100,000 to 
show how the proposed theoretical formula for sBS and BS compares to sBS 
and BS calculated with predicted probabilities estimated from empirical logistic 
regression.  We assumed a lone predictor with effect size of 0.7 for both 10% 
and 50% event rates.  Figure 4.10 and Figure 4.11 show how the theoretical and 
the empirical logistic methods compare for sBS and BS, respectively.  Both plots 
exhibit that the points fall close to a 45-degree line along the diagonal center of 
the plot.  This correspondence looks very similar to the correspondence we see 
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for the theoretical vs. empirical formulas for both ∆AUC and IDI. 
We also assumed a model predicting Y from three predictors, each with 
effect sizes 0.7, 0.8, and 0.5, for both 10% and 50% event rates.  Figure 4.12 
and Figure 4.13 show how the theoretical and the empirical logistic methods 
compare for sBS and BS, respectively. 
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Figure 4.10. Theoretical formulas vs. empirical logistic regression for scaled Brier 
score for a simple model 
  
Model: y ~ x1, where x1 has effect size of 0.7 
R2 values for 10% event rate and 50% event rate are 0.91 and 0.97, respectively. 
Figure 4.11. Theoretical formulas vs. empirical logistic regression for Brier score 
for a simple model 
  
Model: y ~ x1, where x1 has effect size of 0.7 
R2 values for 10% event rate and 50% event rate are 0.91 and 0.97, respectively. 
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Figure 4.12. Theoretical formulas vs. empirical logistic regression for scaled Brier 
score for a larger model 
 
Model: y ~ x1 + x2 + x3, where x1, x2, and x3 have effect sizes of 0.7, 0.8, and 0.5, respectively. 
R2 values for 10% event rate and 50% event rate are 0.83 and 0.92, respectively. 
Figure 4.13. Theoretical formulas vs. empirical logistic regression for Brier score 
for a larger model 
  
Model: y ~ x1 + x2 + x3, where x1, x2, and x3 have effect sizes of 0.7, 0.8, and 0.5, respectively. 
R2 values for 10% event rate and 50% event rate are 0.83 and 0.92, respectively. 
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4.5. IMPACT OF CALIBRATION ON DECOMPOSITIONS OF BRIER SCORE 
AND OTHER MEASURES 
 
4.5.1. Calibration of risk models and Brier score 
 
 Calibration is the ability of a risk prediction model to accurately predict the 
absolute risk of event.3  For binary outcomes, the most common methods for 
assessing calibration include the Hosmer-Lemeshow goodness-of-fit test, 
calibration-in-the-large, and the calibration slope.65-67   
The Hosmer-Lemeshow (HL) test is a Chi-square statistic comparing the 
observed and expected events computed by partitioning the study population into 
k groups (most commonly deciles) based on the predicted probability estimated 
by the risk prediction model.  A model is considered to be well-calibrated when 
the p-value for the HL statistic is non-significant (assuming k-2 degrees of 
freedom for validation on the derivation study sample and k-1 degrees of 
freedom for external validation).  
We defined calibration-in-the-large in Section 4.2.2 as the square root of 
the second component of Yates’ decomposition, or the difference between the 
mean predicted value and the event prevalence.  A model possesses calibration-
in-the-large when this difference is equal to 0.  
The calibration slope is the estimated slope from fitting a logistic 
regression model of the observed binary outcome regressed on the linear 
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predictor (i.e. the risk scores).  A model is well-calibrated when the calibration 
slope is equal to 1.   
For assessing calibration, investigators most commonly rely on the HL test 
since the result of this test is easily obtained in statistical software as either a 
default result or by a simple option selection.  This can be problematic since this 
test is known to be conservative.68  Investigators should consider assessing 
calibration with more than just the HL test, by also checking calibration-in-the-
large and calibration slope. 
In Section 4.2.2, we described the Brier score (BS) as the squared 
differences between actual binary outcomes Y and predicted probabilities p:8 
𝐵𝐵𝑆𝑆 = 1
𝑁𝑁
�(𝑦𝑦𝑟𝑟 − 𝑝𝑝𝑟𝑟)2𝑁𝑁
𝑟𝑟=1
 
Sanders and Yates each proposed decompositions of BS that separated 
BS into components to better understand model fit.  We described the details of 
both decompositions in Section 4.2.2: 
 
Sanders’ modified-BS decomposition: 
𝐵𝐵𝑆𝑆 = ∑ 𝑛𝑛𝑗𝑗(𝑦𝑦�𝑗𝑗 − 𝑝𝑝𝑗𝑗)2𝑗𝑗
𝑁𝑁
+ ∑ 𝑛𝑛𝑗𝑗𝑦𝑦�𝑗𝑗(1 − 𝑦𝑦�𝑗𝑗)𝑗𝑗
𝑁𝑁
 
Yates’ covariance decomposition of BS: 
𝐵𝐵𝑆𝑆 = 𝑦𝑦�(1 − 𝑦𝑦�) + (?̅?𝑝 − 𝑦𝑦�)2 + ∑ 𝑛𝑛𝑗𝑗(𝑝𝑝𝑗𝑗 − ?̅?𝑝)2𝑗𝑗
𝑁𝑁
− 2∑ 𝑛𝑛𝑗𝑗(𝑝𝑝𝑗𝑗 − ?̅?𝑝)(𝑦𝑦�𝑗𝑗 − 𝑦𝑦�)𝑗𝑗
𝑁𝑁
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Both of these decompositions possess the unique feature of separating BS into 
terms describing discrimination and calibration, with the separation more defined 
for Sanders’ decomposition. 
 Varying degrees of miscalibration may have different impacts on BS, 
which could be masked by only presenting BS as a single measure.  We are 
interested in exploring these potential effects on the four components of Yates’ 
decomposition and the two components of Sanders’ decomposition.  We 
consider two common types of miscalibration: (1) when the model does not 
possess calibration-in-the-large, and (2) when the calibration slope for the model 
is not equal to 1.  We expect that each of these types of miscalibration will impact 
the four components of BS in varying ways.  
 
4.5.2. Motivating example 
 
 In M. Pencina et al., the authors demonstrated the impact of miscalibration 
due to the wrong form of the predictor on R2 measures.48  They show that even 
though calibration-in-the-large is satisfied and calibration slope is equal to 1, the 
model is actually grossly miscalibrated since the model is misspecified – the 
correct model should include a squared term for the predictor, while the incorrect 
model form only has a linear term.  The authors show the impact this 
miscalibration has on 𝑁𝑁𝑟𝑟𝑛𝑛𝑟𝑟2 , 𝑁𝑁𝑚𝑚𝑑𝑑𝑑𝑑2 , and DS, and then show the correct values the 
measures take when the model is fit properly. 
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 Table 4.2 shows how 𝑁𝑁𝑟𝑟𝑛𝑛𝑟𝑟2 , 𝑁𝑁𝑚𝑚𝑑𝑑𝑑𝑑2 , and DS compare for the two models 
presented in M. Pencina et al., with the addition of the area under the receiver 
operating characteristic curve (AUC), calibration slope, HL test p-value, BS, the 
four components of Yates’ covariance decomposition, Sanders’ modified-BS, and 
the components of Sanders’ modified-BS.  We reiterate that the second 
component of Yates’ covariance decomposition represents calibration-in-the-
large.  BS is a function of the four Yates’ components listed such that 𝐵𝐵𝑆𝑆 =(1𝑐𝑐) + (2𝑐𝑐) + (3𝑐𝑐) − 2 ∗ (4𝑐𝑐).  Modified BS is a function of the two Sanders’ 
components listed such that 𝑀𝑀𝑜𝑜𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝑑𝑑 𝐵𝐵𝑆𝑆 = (1𝑏𝑏) + (2𝑏𝑏). 
Along with the corrected values for 𝑁𝑁𝑟𝑟𝑛𝑛𝑟𝑟2 , 𝑁𝑁𝑚𝑚𝑑𝑑𝑑𝑑2 , and DS, we see that BS 
improves for the correctly specified model through increases in the third and 
fourth components of Yates’ decomposition.  While we see an increase in the 
variance of the predicted probabilities from 0.005 to 0.019, we see that the 
covariance of the predicted probabilities and the observed outcomes as 
increases from 0.002 to 0.02, which will ultimately lower BS from 0.039 to 0.018.  
For Sanders’ modified-BS decomposition, we can see that the misspecified 
model has a higher calibration component of 0.012, as compared to the correctly 
specified model. 
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Table 4.2. Extended example of miscalibration due to misspecified model from 
M. Pencina et al.48  
Metric 
Pencina et al's 
incorrect model  
y ~ x 
Pencina et al's 
correct model  
y ~ x x*x 
AUC 0.946 0.985 
Discrimination slope (?̅?𝑝1 − ?̅?𝑝0) 0.06 0.529 
Discrimination slope (1
2
(𝑁𝑁𝑚𝑚𝑑𝑑𝑑𝑑2 + 𝑁𝑁𝑟𝑟𝑛𝑛𝑟𝑟2 )) 0.06 0.529 
R2mod 0.138 0.518 
R2res -0.018 0.537 
Calibration slope 0.999 1 
Hosmer-Lemeshow test p-value <0.0001 0.879 
Brier score (BS) 0.039 0.018 
Yates' BS components 0.039 0.018 
1a. 𝑦𝑦�(1 − 𝑦𝑦�) 0.038 0.038 
2a. (?̅?𝑝 − 𝑦𝑦�)2  0 0 
3a. 
∑ 𝑛𝑛𝑗𝑗(𝑢𝑢𝑗𝑗−?̅?𝑢)2𝑗𝑗
𝑁𝑁
 0.005 0.019 
4a. 
∑ 𝑛𝑛𝑗𝑗(𝑢𝑢𝑗𝑗−?̅?𝑢)(𝑦𝑦�𝑗𝑗−𝑦𝑦�)𝑗𝑗
𝑁𝑁
 0.002 0.02 
Sanders' modified-BS 0.038 0.025 
1b. 
∑ 𝑛𝑛𝑗𝑗(𝑦𝑦�𝑗𝑗−𝑢𝑢𝑗𝑗)2𝑗𝑗
𝑁𝑁
 0.012 0 
2b. 
∑ 𝑛𝑛𝑗𝑗𝑦𝑦�𝑗𝑗(1−𝑦𝑦�𝑗𝑗)𝑗𝑗
𝑁𝑁
 0.026 0.025 
 
 
4.5.3. Example of varying miscalibration on Brier score 
 
 In our example of the impact that various forms of miscalibration has on 
BS (and other measures described in Section 4.5.2), we assumed N=10,000 with 
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a 10% event rate for outcome Y.  We have three possible covariates of interest, 
where x1 has effect size of 0.5, x2 has effect size of 0.7, and x3 is an 
uninformative covariate. We considered four main scenarios, with the second 
scenario split into two parts: 
 
Scenario 1: The outcome Y is regressed on x1 and x2, yielding a model 
with good discrimination and good calibration by all three 
methods – HL goodness-of-fit test p-value is non-significant, 
calibration slope = 1, and calibration-in-the-large = 0. 
Scenario 2i: The outcome Y is regressed on x1 and x2, and then 0.3 is 
added to all predicted probabilities.  This yields a model with 
good discrimination and calibration slope = 1, but does not 
possess calibration-in-the-large (calibration-in-the-large ≠ 0). 
Scenario 2ii: The outcome Y is regressed on x1 and x2, and then 2 is 
added to all risk scores.  This again yields a model with good 
discrimination and calibration slope = 1, but does not 
possess calibration-in-the-large (calibration-in-the-large ≠ 0). 
Scenario 3: The outcome Y is regressed on x1 and x2, and then the β 
estimates for x1 and x2 are multiplied by 2 and forced into 
the model, while the intercept is re-estimated.  This yields a 
model with good discrimination and calibration-in-the-large, 
but the calibration slope ≠ 1. 
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Scenario 4: The outcome Y is regressed on x3 only, yielding an 
uninformative model with no discriminatory ability. 
 
 Table 4.3 shows the results of our small simulation study exploring the 
four considered scenarios.  In Scenarios 1 – 3, the AUC is 0.726 and is 
unchanged, demonstrating that the AUC is not affected by miscalibration in this 
example.  The model in Scenario 1 is well-calibrated by all three methods for 
assessing calibration, resulting in DS of 0.072 and BS of 0.083.  The two 
methods of estimating DS agree.   
Scenarios 2i and 2ii show instances where the two methods for estimating 
DS do not agree – we get negative DS for the R2 method of estimating DS for 
both scenarios, which we know is incorrect.  For the traditional way of estimating 
DS, Scenario 2i sees no increase from the correctly calibrated model in Scenario 
1, while Scenario 2ii has DS approximately doubled in magnitude, which is also 
not correct. We also see that since the model does not have calibration-in-the-
large, there is an increase in the second component of BS for both Scenario 2i 
and 2ii.  However, Scenario 2i does not result in increases in component 3 and 
component 4 while Scenario 2ii does – this is due to how we achieved bias in 
each of the scenarios. The HL test fails in both Scenarios 2i and 2ii, as expected. 
Scenario 3, where the model does possess calibration-in-the-large but the 
calibration slope = 0.5, the two DS methods agree, however they both show an 
artificial increase.  The HL test fails as expected.  The BS of 0.088 is actually 
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quite close to the BS from Scenario 1 (0.083), with the slight differences coming 
from increases in the third and fourth components.   
Scenario 4, which is the uninformative model, shows no discriminatory 
ability.  DS is very close to 0, and BS is essentially equal to the variance in the 
event prevalence.   
BS is most grossly affected by calibration-in-the-large.  However, in the 
Yates’ decomposition of BS, the variance in the predicted probabilities and the 
covariance of the predicted probabilities and the observed outcomes seem to be 
affected by multiple factors – we note evidence of change from Table 4.2 with the 
misspecified vs. correctly fit models, the model without calibration-in-the-large in 
Scenario 2ii, and when the calibration slope is not equal to 1.  This means that 
these two components of Yates’ decomposition of BS are affected by different 
forms of miscalibration.  Also, we did indeed gain information by considering the 
four components of BS, rather than simply presenting the composite measure. 
In regard to Sanders’ modified-BS decomposition, we see that the 
estimate for Sanders’ BS is very close to traditional BS in all scenarios, and 
miscalibration of the models does have an effect on the calibration component.
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Table 4.3. Impact of miscalibration on Brier score and other measures 
Metric Scenario 1 Scenario 2i Scenario 2ii Scenario 3 Scenario 4 
AUC 0.726 0.726 0.726 0.726 0.509 
Discrimination slope (?̅?𝑝1 − ?̅?𝑝0) 0.072 0.072 0.153 0.129 0.00012 
Discrimination slope (1
2
(𝑁𝑁𝑚𝑚𝑑𝑑𝑑𝑑2 + 𝑁𝑁𝑟𝑟𝑛𝑛𝑟𝑟2 )) 0.072 -0.428 -0.337 0.129 0.00012 
R2mod 0.072 0.072 0.372 0.241 0.00011 
R2res 0.072 -0.927 -1.046 0.017 0.00012 
Calibration slope 1 1 1 0.5 1 
Hosmer-Lemeshow test p-value 0.211 <0.0001 <0.0001 <0.0001 0.829 
Brier score (BS) 0.083 0.173 0.184 0.088 0.09 
Yates' BS 0.083 0.173 0.184 0.088 0.09 
1a. 𝑦𝑦�(1 − 𝑦𝑦�) 0.09 0.09 0.09 0.09 0.09 
2a. (?̅?𝑝 − 𝑦𝑦�)2  0 0.09 0.088 0 0 
3a. 
∑ 𝑛𝑛𝑗𝑗(𝑢𝑢𝑗𝑗−?̅?𝑢)2𝑗𝑗
𝑁𝑁
 0.006 0.006 0.033 0.022 0.00001 
4a. 
∑ 𝑛𝑛𝑗𝑗(𝑢𝑢𝑗𝑗−?̅?𝑢)(𝑦𝑦�𝑗𝑗−𝑦𝑦�)𝑗𝑗
𝑁𝑁
 0.007 0.007 0.014 0.012 0.00001 
Sanders' modified-BS 0.085 0.175 0.184 0.089 0.09 
1b. 
∑ 𝑛𝑛𝑗𝑗(𝑦𝑦�𝑗𝑗−𝑢𝑢𝑗𝑗)2𝑗𝑗
𝑁𝑁
 0 0.09 0.1 0.005 0 
2b. 
∑ 𝑛𝑛𝑗𝑗𝑦𝑦�𝑗𝑗(1−𝑦𝑦�𝑗𝑗)𝑗𝑗
𝑁𝑁
 0.085 0.085 0.084 0.084 0.09 
  
198 
 
4.6. CONCLUSIONS 
 
In this chapter, we summarized a wide variety of measures used to 
validate risk prediction models.  Measures for evaluating discrimination and 
improvements in discrimination include the area under the receiver operating 
characteristic curve (AUC), net reclassification index (NRI), integrated 
discrimination improvement (IDI), Mahalanobis distance (M), various extensions 
of R2, Brier score (BS) and scaled Brier score (sBS), and discrimination slope 
(DS).  Measures for evaluating calibration include calibration slope and bias (or 
calibration-in-the-large).  We also summarized measures used to summarize 
decision curve analysis: net benefit (NB) and relative utility (RU).     
After a brief summary of the validation measures, we summarized 
interrelationships and possible redundancies among the measures.  We outlined 
assumptions needed for each relationship, and we summarized the listed 
relationships in a single diagram displaying the various connections.  Through 
this presentation, it is easier to determine redundancies and make informed 
decisions on which measures to estimate without overlapping information. 
 We extended theoretical formulas assuming normal variables for ∆AUC, 
NRI, and IDI from nested models to non-nested models and to scaled Brier score 
and Brier score.  These extensions serve two purposes: (1) Assuming normal 
variables, we are now able to compare risk prediction models that are non-
nested using the preferred theoretical formulas; (2) we can also say that Brier 
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score is asymptotically related to the robust M2.  Through simulation, we 
compared results from the theoretical formulas to results obtained empirically 
and we concluded that the formulas for ∆AUC, IDI, and NRI>0 agreed overall; 
however the theoretical formulas for NRI(𝑦𝑦�) produced estimates with less 
variability as compared to the estimates obtained with empirical logistic 
regression.  We also showed that the population estimates from Chapter 2 were 
close to values obtained applying the theoretical formulas. 
Finally, we explored the impact of varying calibration assumptions on 
Yates’ decomposed version of Brier score, Sanders’ modified-BS, and other 
measures through simulation.  We demonstrated that miscalibration of the risk 
prediction model affects these measures to varying degrees.  This supports the 
argument that models need to be properly calibrated through both calibration-in-
the-large and calibration slope, for model validation to be as accurate as 
possible.  We also showed evidence that presenting the various components of 
decomposed versions of BS provides the investigator with additional information 
beyond the simple composite measure.  
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CHAPTER 5. CONCLUSIONS 
 
In this dissertation, our first focus was on improving estimation of risk 
model validation metrics for binary event data and time-to-event data.  In Chapter 
2, we studied the empirical distributions and CI behavior of ∆AUC, NRI, and IDI 
for binary event data through an extensive simulation study.  We used our results 
to make recommendations regarding CI estimation for investigators and we 
applied our findings to a practical example using data from the Framingham 
Heart Study.  In Chapter 3, we extended the simulation study to the survival 
analysis framework, and we made recommendations for CI estimation of the C-
index, and NRI and IDI extensions in survival analysis.   
For both the binary event data framework and the survival analysis 
framework, we demonstrated that the empirical distributions of ∆AUC, NRI, and 
IDI degenerated under the null hypothesis, which is problematic in estimation of 
CIs assuming normal theory.  In binary outcome data, the asymptotic standard 
errors for NRI and IDI were consistently underestimated, decreasing the 
coverage probability for the asymptotic CIs in nearly all situations.  We showed 
that the percentile bootstrap CIs had the highest coverage probabilities overall.  
We demonstrated that the widths of these intervals were close to that of the 
bootstrap bias-corrected CIs without sacrificing coverage; this finding was robust 
in all scenarios.  Thus, to estimate CIs for these metrics, we recommended that 
investigators use the percentile bootstrap CI method.   
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We recognize that there are some limitations to the simulation studies 
performed in Chapters 2 and 3.  Although the authors considered several 
scenarios, other feasible scenarios were not considered.  The predictors 
considered in the simulation study were all continuous, normally distributed 
variables; binary variables, categorical variables, or continuous variables with 
non-normal distributions were not examined.  In addition, the models were limited 
to a maximum of two predictors at a time.  This was done due to long lengths of 
computing time needed for each scenario.  We suspect that the results 
generalize to higher dimension multivariable models.  Also, the measures in 
Chapters 2 and 3 do not account for cost considerations of updating a risk 
prediction model.  This is a common critique of these measures: some 
statisticians feel that decision curve analysis and measures such as net benefit 
and relative utility are more useful.21  However, CIs for net benefit and relative 
utility are not widely sought out; formulas to estimate the standard errors of these 
metrics do not currently exist.  Vickers et al.42 recommended percentile-based CI 
estimation for net benefit.  In order to determine if this is a sound 
recommendation, further studies on net benefit and relative utility need to be 
performed to better understand their empirical distributions and the behavior of 
CIs estimated from bootstrap methods.   
In Chapter 4, we summarized interrelationships and possible 
redundancies among measures for evaluating risk prediction models.  We also 
extended theoretical formulas expressing ∆AUC, IDI, NRI>0, and NRI(𝑦𝑦�) as 
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functions of M2 assuming normal variables, generalizing them from nested 
models to non-nested models.  We showed comparisons between the values 
obtained from the theoretical formulas to those estimated empirically.  We 
proposed that BS is asymptotically equivalent to a function of M2 assuming 
normal variables and we demonstrated this relationship through simulation.  For 
future work, these relationships may also extend to the decision analytic 
measures NB and RU.  Finally, in Chapter 4, we explored the impact of varying 
calibration and discrimination assumptions on a small group of measures, 
including Yates’ decomposed version of BS and Sanders’ modified-BS 
decomposition.  Both decompositions separate BS into various components 
accounting for calibration and discrimination.  We demonstrated that 
miscalibration of the risk prediction model affects these measures to varying 
degrees, thereby supporting the argument that models need to be properly 
calibrated for model validation to be as accurate as possible. 
We believe that the combined work from the three parts of this thesis 
carefully summarized the wide range of metrics that exist for evaluating risk 
prediction model performance.  We highlighted their interrelationships and 
practical utility and we noted some issues and redundancies that arise when they 
are used.  We believe this work will improve estimation methods for future 
investigators. 
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