The localized dynamic subgrid-scale model introduced by Kim and Menon (1995) has been used in large-eddy simulations of decaying and forced isotropic turbulence and temporally evolving turbulent mixing layer for high Reynolds numbers. In the simulations of isotropic turbulence, it is demonstrated that the low-resolution large-eddy simulation results accurately reproduce the characteristics of a realistic, high-Reynolds number turbulence such as the power-law decay (decaying case), and the velocity statistics and the development of the non-Gaussian statistics (forced case). From the large-eddy simulations of temporally evolving turbulent mixing layer, the time-accurate results, which agree very well with the existing high-resolution direct numerical simulation and experimental data, are obtained using a new scaling which is capable of separating the distinct effects of initial development on the self-similar stage of the mixing layer evolution. 
INTRODUCTION
The dynamic subgrid-scale (SGS) model, introduced by Germano et al (1991) , has been successfully applied to various types of flow fields (Moin et al., 1991; Piomelli, 1993; Squires & Piomelli, 1994; Ghosal et al., 1995) . Two desirable features make this model especially attractive. First, the model coefficient is determined as a part of the solution, thus, removing the major limitation of the conventional eddy-viscosity type SGS models which was the inability to parameterize accurately the unresolved SGS stresses in different turbulent flows with a single universal constant. Second, as a result of the dynamic determination, the model coefficient can become negative in certain regions of the flow field and, thus, appears to have the capability to mimic backscatter of energy from the subgrid-scales to the resolved scales. Although it has been shown that Germano et aL's dynamic model is superior to the conventional fixed-coefficient model, the dynamic procedure, as developed earlier, still has some deficiencies. These deficiencies originate from a weakness of the Smagorinsky model used in Germano et aL's dynamic model, as well as, from the mathematically inconsistent derivation and the illconditioning of the dynamic formulation itself.
Recently, Kim and Menon (1995a,b ) developed a new localized dynamic subgrid-scale (LDKSGS) model associated with the SGS kinetic energy equation model. In this model, all deficiencies of Germano et aL's dynamic subgrid-scale model were overcome. This model also provides a straightforward localized evaluation of the model coefficients which do not cause any numerical instability. Moreover, the localized model coefficients obtained from this model are proved to be Galilean-invariant and very realizable. The localized dynamic model was applied to TaylorGreen vortex flows and, it was shown that this model predicts the turbulent flow field more accurately than the previously developed dynamic models. In this paper, the application of this model to high Reynolds number decaying and forced isotropic turbulence, and turbulent mixing layers is discussed. The results are compared with predictions using experiments, direct numerical simulation (DNS) and large-eddy simulations (LES) using Germano et aL's dynamic model.
The numerical simulations were carried out using a finite-difference code that is second-order accurate hi tune and fifth-order (the convective terms) and sixth-order (the viscous terms) accurate in space using upwind-biased differences. Time-accurate solutions of the incompressible Navier-Stokes equations are obtained by the artificial compressibility approach which requires subiteration hi pseudotime to get the divergence-free flow field. A significant acceleration of the convergence to a steady-state divergence-free solution in pseudotime is achieved by incorporating the full approximation scheme (FAS) multigrid method. Earlier (Menon and Yeung, 1994) , this code was validated by carrying out DNS of decaying isotropic turbulence and comparing the resulting statistics with the predictions of a well known psuedo spectral code. Further validation of this code is demonstrated in this study by comparison with experiments.
In section 2, the LDKSGS model is described with the basic equations indicating its advantages. In section 3, the LDKSGS model is applied to decaying and force isotropic turbulence, and temporally evolving turbulent mixing layer. Conclusions are presented in section 4.
LOCALIZED DYNAMIC AJ-EQUATI-ON SGS (LDKSGS) MODEL
In physical space, the incompressible Navier-Stokes equations for LES are obtained by filtering them using low-pass filter of a computational mesh (hence, the characteristic length of this filter is the grid width A) as follows,
where Ui(xi,t) is the resolved velocity field. The application of the grid filter results in the following unknown SGS stress tensor, ry = TZiSJ -uftj, which needs to be modeled in terms of the resolved velocity field u. Eddy viscosity assumption implies Tij --2i/r^ij + s&jTjub where VT is the eddy viscosity and Sij -\ (dui/dxj + cSZj/Szi). Simple dimensional arguments suggest that the eddy viscosity VT should be given by the product of a velocity scale and a length scale. In LES, the length scale is usually related to the filter size (A), however, models differ in their prescription for the velocity scale which can be estimated from the smallest resolved scales. In the Smagorinsky model, an algebraically described velocity scale is obtained by assuming that an equilibrium exists between energy production and dissipation in the small scales. One-equation SGS model solves the following transport equation (e.g.
Menon et a/., 1995) for the subgrid-scale kinetic energy) *»ff* = 2 (S5«i-«»«»), to provide the velocity scale:
Here, the three terms on the right-hand-side of (3) represent, respectively, the production, dissipation and diffusion of k ig ,. In the model of the diffusion term, the direct effect of v has been dropped. In the original model of this term, &*r/o*. is used in place of VT. However, since a* = 1 is usually adopted (Yoshizawa, 1993) , a* has been dropped from (3).
The dynamic procedure can be used to determine a* as described in Kirn & Menon (1995b) . The SGS stress tensor TV, -is parameterized according to the eddy viscosity assumption and the SGS eddy viscosity VT is modeled as: VT = C r kl gt A where C r is an adjustable coefficient that is determined dynamically, as shown below. Equation (3) is closed by providing a model for the dissipation rate term, e. Using simple scaling arguments, e is usually modeled as: e = C c A~ kf$ where, C e is another coefficient that is also obtained dynamically.
To obtain the coefficients C r and C c dynamically, a top-hat test filter characterized by A (typically, A = 2A) is used (the application of the test filter on any variable (j> will be denoted by <£). The dynamic modeling procedure employed in the present study is based on the existence of the similarity between the SGS stress ry = u&J -«<«,• and the following resolved stress Ttj = ufuj -Sjttf which was observed in Liu et aL'a (1994) analysis of experimental data in the far field of a round jet at a reasonably high Reynolds number (Re\ « 310). Using the existence of the similarity, the model for Ty can be extended to T^ as follows,^
Also, the dissipation rate at the test filter level can be modeled in a similar manner:
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Here, (y + VT) is used for E since E is described only by the resolved-range scales, while the definition of the actual dissipation g includes the unresolved scale information (dui/dxj) 2 . That is, the test filter level / --~-. *** .x-fc \ energy, K = ^ (u<«i -u^k \, is dissipated due to the SGS eddy viscosity as well as the molecular viscosity. Therefore, the effective viscosity for E is (y 4-VT). Now, C r and C e can be determined directly from (4) and (5). Equation (4) is a set of five independent equations for one unknown C T -To minimize the error that can occur solving this over-determined system, Lilly (1992) proposed a least-square method which yields
Equation (5) is a scalar equation for a single unknown and, hence, an exact value C e can be obtained without applying any approximation:
As shown above, a mathematically consistent procedure is employed in this dynamic formulation (Germano et oi's dynamic model formulation contains a mathematical inconsistency since the model coefficient is taken out of the spatial-filtering operation in spite of its large spatial variation). Furthermore, the denominators of the expressions for C T and C e contain the energy information within the resolved scale range which is well-defined (in Germano et aL's dynamic model, the denominator in the final equation for the model coefficient contains algebraically manipulated terms that can be very small causing numerical instability and hence, the resulting expressions are illconditioned). Therefore, the ill-conditioning problem is not considered serious here. Also, the direct evaluation of the SGS kinetic energy prevents the prolonged occurrence of negative model coefficient which has been known to cause numerical instability in Germano et aL's dynamic model. These properties of the current model enable a stable localized evaluation of the model coefficients without employing any spatial or temporal averaging. Further, note that, the expression for C e does not have the unphysical property of vanishing at high Reynolds numbers since the effective viscosity (y -f VT) is used instead of just v. Kim and Menon (1995b) showed that the LDKSGS model is properly Galilean-invariant and, therefore, the resulting LES equations of motion for the large eddies using the LDKSGS model retain the same form in all inertial frames of reference. They also proved that the model satisfies the realizability conditions given by the inequalities T« > 0 and T?-< THTJJ (Vreman et al., 1994a) . These ineqaulities provide the following realizable range for the dynamically determined model coefficient C T , L.V2 l **tt* (9) ( 10) where Su and S nn denote, respectively, the largest and smallest eigenvalues of the strain rate tensor (i.e., Su > 0 and ~S nn < 0 in the incompressible case). Numerical experiments using decaying isofcropic turbulence (the detailed description of this flow field will be presented in the section 3.1) show that more than 99.9% (for the 48 3 grid resolution), 99.8% (for the 32 s grid resolution), and 99.6% (for the 24 3 grid resolution) of the grid points satisfy both the realizability conditions, (9) and (10), at the same time during the entire simulation. Therefore, the LDKSGS model satisfies the realizability conditions hi a more strict sense when compared to Ghosal et al (1995) who reported that the DLM(£) model (which is the only other existing localized dynamic model formulated without employing the ad hoc averaging procedure) satisfies the realizability condition at about 95% of the grid pouits for the simulation of decaying isotropic turbulence using a 48 3 grid resolution. Furthermore, to examine the realizability, they used only the condition (9). According to our numerical experiments, the satisfaction of the condition (9) does not automatically guarantee the satisfaction of the condition (10). For definite realizability, both conditions, (9) and (10), should be used for accurate verification.
RESULTS AND DISCUSSION
The LDKSGS model has been applied to decaying (section 3.1) and forced (section 3.2) isotropic turbulence, and turbulent mixing layer (section 3.3). , a significant number of energy-containing eddies resides in the unresolved scales and, hence, the results are greatly dependent on the quality of the SGS model employed. That is, the simulation of this experiment especially using the grid resolution coarser than 48 In the experiment, measurements of the energy spectra were carried out at three locations downstream of the mesh (which generated the turbulence in the wind tunnel). At the first measuring station, the Reynolds number based on the Taylor microscale and based on the integral scale were, respectively, 71.6 and 187.9 (these values decreased to 60.7 and 135.7, respectively, at the last measuring station). Using the assumption of a constant mean velocity across the cross section of the wind tunnel, the elapsed tune for the turbulent field traveling at the mean velocity from the mesh (that is, proportional to the downstream distance) can be obtained. Therefore, this (spatially evolving) problem can be thought of as a decaying isotropic turbulence inside a cubical box which is moving with the mean flow velocity. The size of the box is chosen to be greater than the integral scale of the measured real turbulence. The statistical properties of turbulence inside the box are believed to be realistic even after applying periodic boundary condition for numerical implementation. All experimental data is nondimensionalized by the reference length scale 10Af/2ir (where M = 5.08cm is the wind-tunnel mesh spacing) and the reference time scale 0.1 sec for computational convenience. (By this nondimensionalization, the three measuring locations correspond to the three dimensionless time levels, t' =2.13, 4.98 and 8.69, respectively.)
DECAYING ISOTROPIC TURBULENCE
The initial velocity field (primarily the amplitudes of the velocity Fourier modes) is chosen to match the three-dimensional energy spectrum obtained at the first experimental measuring station. The phases of Fourier modes are chosen to be random so that the initial velocity field satisfy Gaussian statistics. The initial pressure is assumed to be uniform throughout the flow field and the initial SGS kinetic energy is estimated by assuming the similarity between the SGS kinetic energy and the resolved energy at the test fil-
CK is determined by matching the magnitude of the SGS kinetic energy to the exact SGS kinetic energy calculated by integrating the experimental spectrum at the first measuring station. In situations where the information about the magnitude of the exact SGS kinetic energy is not known, a value of CK can be determined by adopting the similarity concept used hi the dynamic procedure. This formulation is presented in Kim & Menon (1995b) . with the experiment. As is well known, the turbulent kinetic energy undergoes a power law decay, i.e., E ~ (<*)", in the asymptotic self-similar regime. The experimental data roughly confirms the existence of the power law by lying on a straight line on a loglog plot. The decay exponent n is obtained from a least-square fit to each data: - , are shown in figures 2(a) at t* = 4.98 and (b) at £* =.8.69. Both of the LD-KSGS and volume-averaged Germane et aPs models predict the spectra reasonably well. Especially, the LDKSGS model predicts the spectra consistently well for all three grid resolutions. Some discrepancy between the experimental and LES-predicted energy spectra is observed around the cut-off wavenumber. This discrepancy is due to the fact that, for its discretized numerical implementation, the finitedifference code used in this study implicitly adopts the top-hat filter which yields a significant contribution to the subgrid-scale energy from the lower wavenumbers than the cut-off wavenumber (when the Fourier cut-off filter is employed, the subgrid-scale energy is entirely due to the energy in the wave numbers larger than the cut-off wavenumber). Direct comparison between experimental and LES-predicted energy spectra is meaningful only when the full-resolution experimental flow field is filtered down to the LES grid resolution to compare using the top-hat filter (to be more consistent, the initial flow field for LES also should be obtained from the experimental flow field using the top-hat filter).
FORCED ISOTROPIC TURBULENCE
A statistically stationary isotropic turbulence is simulated using a 32 s grid resolution. The main purpose of this simulation is to determine whether a low resolution LES using the LDKSGS model can reproduce the statistics (of the large scale structures) in a realistic, high Reynolds number turbulent field. The results are compared with the existing high resolution DNS data by Vincent and Meneguizzi (1991) and Jimenez et al. (1993) obtained at Re\ « 150 and Re* « 170, respectively.
A statistically stationary turbulent field is obtained by forcing the large scales (i.e., the initial value of all Fourier modes with wave number components equal to 1 is kept fixed). The initial condition is obtained by generating a random realization of the energy spectrum (e.g., Briscolini and Santangelo, 1994) ,
E(k) =
where &o = 1 and C is a constant which normalizes the initial total energy to be 0.5. In this study, LES are implemented under two different flow conditions. One is characterized by Taylor microscale Reynolds number Re* « 260, the integral scale Reynolds number Ret « 2400, and the large-eddy turnover time T fa 3.7; the other is characterized by Re\ « 80, Ret « 220, and r « 4 (here, those values are estimated in an approximate manner as described in Kim & Menon, 1995b) . The simulations have been run for 27 and 25 large-eddy turnover times, respectively. To ensure statistical independence, 20 fields are used in statistical analysis for both cases (i.e., the time interval between successive fields is larger than (or at least same as) one large-eddy turnover tune).
The temporal evolution of the mean turbulent kinetic energy is investigated (not shown here). After an initial decaying period, the mean turbulent kinetic energy remains at almost the same level, reflecting a balance between forcing at the large scales (the energy injection rate) and dissipation at the small scales (the energy dissipation rate). Only this energy equilibrium period of time is used in statistical analysis because it is closer to a statistically steady state.
Figure 3(a) shows the probability distribution of velocity differences, 5tt(r) = u(x+r) -u(x), for various values of r (note that all values of r used here are comparable with the inertial range scales). For generality, Su is normalized so that a 2 = (&* 2 } -1-The LES results (using the LDKSGS model at Re* « 260) clearly show that the distribution changes from a nonGaussian (which has the wings) to a Gaussian, as r increases. The same behavior of the distribution was observed in the high resolution DNS of Vincent and Meneguizzi (1991) . In addition to the basic agreement regarding the development of the non-Gaussian statistics, the LES accurately predicts the probability for each bin. Figure 3(b) shows an agreement between the distributions for r = 0.39 obtained from the LES and the DNS except for some deviation in the wing region. However, as is well known, the wings of the non-Gaussian distribution develop mainly due to small-scale fluctuations. Therefore, the deviation between the LES and the DNS results in the wings is somewhat natural; since in LES, most small scales are not resolved and even the resolved portion of small scales lies under strong influence of the top-hat filter implicitly implemented in the finite-difference code.
The statistics of velocity and its derivatives are also investigated. While the statistics of velocity are the property of the large scales which are mostly resolved in LES, the statistics of velocity derivative are the property of the dissipation range scales which are not resolved by LES. Therefore, the direct comparison of s LES was implemented using the Kraichnan's eddy viscosity where the small scales are parameterized reproducing a self-similar range of energy in spectral space. We simulated two different Reynolds number cases using the same grid resolution to investigate the effect of the Reynolds number on the statistics. As shown in the table, the velocity statistics appear not to depend on either the grid resolution or the Reynolds number simulated. However, the velocity derivative statistics were highly influenced by the grid resolution employed (it can be observed from the table that those values of the velocity derivative statistics are consistently decreased as the grid resolution becomes coarse from 512 3 to 32 3 ). In the LES, the effect of the Reynolds number on the velocity derivative statistics is not captured (in the DNS of Jimenez et aL, 1993 , consistent increase in the velocity derivative statistics with Reynolds number increase was observed), since the velocity derivative statistics are strongly determined by the grid resolution employed. . These values for C r are well matched with that suggested by Yoshizawa & Horiuti (1985) ; they recommended C r « 0.05 from the framework of the two-scale direct-interaction approximation (TSDIA). (Note that, in the Reynolds-averaged turbulence models, a generally adopted value for C T is about 0.09; that is significantly larger than that for LES.) However, there are some discrepancies between C e values dynamically determined and suggested by Yoshizawa & Horiuti (C e «1) . Irom the observation of these figures, it can be roughly concluded that in LES of (forced) isotropic turbulence using the fixed grid resolution, a larger value of the model coefficient C T and a smaller value of the dissipation model coefficient C e is required as higher Reynolds number flows are simulated.
TURBULENT MIXING LAYER
Although it is generally accepted that turbulent mixing layers achieve self-similarity after initial development, there is still a lack of agreement (between different simulations or experiments) on the asymptotic growth rate and the turbulence properties in the selfsimilar period. The discrepancy becomes more severe hi the numerical simulations (both DNS and LES) of temporally evolving turbulent mixing layers since the evolution of the flows is very sensitive to the initial state not only in the physical aspect but also in the numerical aspect. That is, the evolution of the flows varies greatly in simulations using different numerical schemes, grid resolutions and turbulent models, even though extremely accurate schemes and models are employed. Especially, since in LES, the SGS models are devised to predict the effect of the subgrid-scale turbulence on the large-scale turbulence, they are not capable of properly handling the artificial (somewhat unrealistic) turbulence prescribed in the initial field. Hence, the initial disturbance fields at different grid resolutions even obtained in a physically and a numerically consistent manner (such as by taking successive filtering to a full-resolution field) are recognized by the SGS model as being different initial states. This implies that the LES would fail to provide results which can be directly compared to the DNS data or the LES results at different resolutions. The only meaningful comparison of time accurate results can be achieved by a scaling using parameters which can remove the initial condition effects. This issue is addressed below. Generally, turbulent mixing layers are considered self-similarly evolving if they grow linearly and the shapes of the mean velocity and turbulence profiles are independent of time (or location in spatially evolving mixing layers) when scaled by the tunedependent (or local in spatially evolving mixing layers) momentum thickness S m and the velocity difference AC7. Itieniporally evolving mixing layers, the growth rate is generally scaled by the initial momentum thickness 6^ and the velocity difference A£7. This scaling is typically adopted only for the purpose of nondimensionalization, hence, time-accurate evolution can be obscured by the effects of the initial conditions. To extract time-accurate information, the principal effects of initial development variability should be removed. This can be achieved by choosing appropriate scaling parameters in the self-similar period and using a reasonable reference point at the instant when self-similar evolution starts (i.e., when the mixing layer begins to grow linearly). However, both physically and numerically, it is difficult to precisely estimate this starting point of self-similarity. In the present study, this point is estimated by numerical investigation. First, the points where the first, second, and third derivatives of momentum thickness evolution curve have extreme (maximum and minimum) values, are sought. And then, these points are used as reference points for the momentum thickness growth rate scaling. It is found that the point where the second derivative of momentum thickness evolution curve has a maximum value, provides the most reliable time-accurate results. The present scaling can be described as follows,
"m where superscript * denotes scaled variables and superscript S indicates the scaling parameters at the self-similarity starting point. Subtractions by Sâ nd f s are implemented to assign zero scaled tune and scaled momentum thickness at the self-similarity starting point. This scaling is applied to both DNS and LES data of temporally evolving mixing layers and its capability in generating tune-accurate results is demonstrated below. Vreman et aL (1994b) simulated the temporal, weakly compressible (M=0.2) mixing layer in a cubic domain using 192 3 grid resolution. In their study, the length of the domain is 29.55° (where 5° denotes the initial vorticity thickness) which is corresponding to four times the wavelength of the most unstable mode as predicted by linear stability theory at M=0.2. Periodic boundary conditions are imposed hi the streamwise (x) and spanwise (z) directions, while in the cross-stream (y) direction the boundaries are assumed as slip walls. The initial velocity field is the hyperbolic-tangent profile, u = At/tanh(2y/5^), on which is superimposed a three-dimensional largeamplitude eigenfunction disturbance obtained from linear stability analysis (Sandham & Reynolds, 1991) . For the present study cf the iemporalrjrevolving incompressible mixing layer, the initial LES field is obtained by filtering the initial DNS field (generated using Vreman's code) for three different lengths of the domain, 28.35® (which corresponds to four tunes the wavelength of the most unstable mode as predicted by linear stability theory at M=sO), 505°,, and 100^. Table 2 summarizes the test condition and the initial and self-similar starting point Reynolds number.
Figure 5(a) shows the evolution of the unsealed momentum thickness as a function of the unsealed time.
According to the plot, all four simulations seem to evolve differently, hence, the direct comparison of the flow properties at the same (unsealed) time results poor agreement (not shown here). The scaling described in (13) and (14) is applied to these data and the results are plotted in figure 5(b) . Now, curves for all three LES runs agree very well each other (the LDKSGS model seems to work consistently well for the relatively coarser, same resolutions but larger domain sizes, grids) but overpredict the growth rate over the DNS curve slightly. This difference between LES and DNS confirms the well-known feet that compressibility reduces mixing layer growth rate (Sandham & Reynolds, 1991) . Figure 5 (b) also includes the asymptotic growth rate (slope) obtained from the experiment of Bell and Mehta (1990) for a spatially evolving mixing layer begun from turbulent (tripped) splitter-plate boundary layers. The growth rates predicted by LES runs agree very well with the experiment.
The mean velocity profiles of the LES Run 2 at five tunes during the entire period after t* = 0 are plotted with self-similar scaling using the tune-dependent momentum thickness 6 m and the velocity difference AJ7 hi figure 6. Also included are the experimental data of Bell and Mehta (1990) (the experimental profiles have been shifted to center them at y = 0). The collapse of the data at the five times is excellent, and the mean profile agrees very well with the data of Bell and Mehta. Figure 7 shows the Reynolds stress profile uu scaled using self-similar parameters at t* -110. The overall agreement between the DNS and the LES runs is quite good. Interestingly, the LES Runs 2 and 3 agree much better with the DNS than the LES Run 1, although their computational domain lengths computed using initial parameters agree less with that of DNS (see table 2 ). The poorer results of the LES Run 1 may stem from the fact that the computational domain of the LES Run 1 is not large enough to encompass the same structures resolved in the DNS at the chosen instant, even though both simulations start with the initially identical computational domain sizes. Therefore, from the above results, it can be concluded that the simulation parameters scaled by the self-similarity stating point parameters are more useful than those scaled by the initial The volume-averaged coefficients are also included. At t* = 0, both coefficients (especially, C e ) computed on the center plane (y = 0) increase rapidly indicating that turbulence starts to decay by the viscous damping and realistic turbulence is about to develop. This fact confirms that the self-similarity starting point is accurately determined. The C e values computed on the planes other than the center plane (y = 0) are unphysically large during the initial period since the initial disturbances are applied to very thin layer around the center plane, however, these values rapidly decrease as the mixing layer grows.
CONCLUSIONS
In this paper, the LDKSGS model has been successfully applied to LES of high Reynolds number flows such as decaying and forced isotropic turbulence, and temporally evolving turbulent mixing layer. The capability of the LDKSGS model in predicting the energy decay rate has been demonstrated by simulating decaying isotropic turbulence and comparing the results to the experimental data (the LES results confirmed the power law decay which was observed in the experimental data). Furthermore, three different resolutions LES (at the coarsest resolution, about a half of the kinetic energy was not resolved) showed consistency in predicting the energy decay. Vreman et al. (1994b) . 
