This paper presents results from our experience with CANDID (Comparison Algorithm for Navigating Digital Image Databases), which was designed to facilitate image retrieval by content using a query-by-example methodology. A global signature describing the texture, shape, or color content is first computed for every image stored in a database, and a normalized similarity measure between probability density functions of feature vectors is used to match signatures. This method can be used to retrieve images from a database that are similar to a user-provided example image. Results for three test applications are included.
Introduction
Future data management systems will be required to handle not only textual data, but also massive amounts of non-textual data such as raw system measurements, digital imagery, sound samples, and video clips. These systems will be extremely valuable if they can provide easy access to this diversity of data. Unfortunately, many systems will be simple archives where diverse types of data can only be retrieved by searching for desired dates, titles, subject keywords, and associated textual descriptions. The value of these systems can be greatly enhanced by adding the ability to search directly on the non-textual data, instead of searching only on the associated textual rnetadata.
Content-based retrieval of digital imagery is currently an active area of research. Several methods have been proposed for the comparison of pictorial or iconic images."2 Other methods compare the relative geometries and positions of different objects in each image.3 '4 In the QBIC Project,5'6 color, texture, and shape features are computed for each "object" in an image, as well as for each image overall. A Euclidean distance measure is then used to determine similarity between objects or images. Wavelet packet analysis has also been used as a basis for image comparison.7'8 The structure of the quad-tree containing "significant" subbands is used as one basis for comparison, and specific features computed from these subbands are used as another. In this paper, we propose a method for comparing digital images that is based on ideas being explored for searching databases containing free-text documents.
Modern databases typically use keywords to search through large amounts of textual data. Although these techniques work well, a user is required to fully understand what is being sought by providing specific keywords on which to search. Some newer methods for searching textual databases use "global signatures" to represent the content (or topic) of an entire document instead of using a keyword indexing scheme. An example is the N-gram approach to document fingerprinting.9"0 When using the N-gram method for document comparison, a global signature is computed for each document in the database. This signature represents the content, or topic, of a document in an abstract sense. A signature is typically represented by a histogram of the number of times that each substring of length N occurs in the document, where N is a predetermined value. As an example, for a case-insensitive alphabet of 26 letters, there are 26 , or 17,576, different tn-grams ( "aaa" , "aab" , "aac" , • . -, "zzz" ). The signature for each document in this example is therefore a normalized vector of dimension 17,576. A dot-product between N-gram signatures determines the similarity between any two documents. Using this approach for retrieving documents from a database, a user can pose queries such as, "Show me all of the documents that are similar to this example" . A user does not need to identify which specific keywords or phrases are to be searched on.
We are finding that this technique of using a global signature to characterize an entire set of data is also very useful in retrieving non-textual data such as digital imagery. The CANDID algorithm (Comparison Algorithm for Navigating Digital Image Databases) presented in this paper is analogous to the N-gram approach described above in the sense that we attempt to describe an entire image with a global signature, and then match signatures with some distance measure to determine image similarity. Each image stored in the database is characterized by a global signature that can represent features such as textures, shapes, and colors. When a user queries the database to retrieve images that are similar to a given example image, a global signature for that example image is first computed, and this signature is compared to the signatures of all images in the database. A handful of images having similar content, i.e. database images having a similar signature to the target image, is returned to the user.
Signature Computation
We must first recognize that similarity between images is an abstract concept; making judgements is very subjective. As an example, consider three different color pictures in an automobile magazine. One reader may think that image A is more similar to image B than to image C because both A and B contain red automobiles, and C contains a blue automobile. A second reader, however, might claim that image C resembles image A more than image B does, because the cars in both A and C are convertibles, whereas the car in B is not.
With this in mind, it is important to approach the problem of image comparison differently for every application. Shape descriptors, color features, and texture measures are all able to represent some of the information contained in an image, but the way in which they are used determine what we mean when we say that two images are "similar" . The feature selection process for any application is one of the most important aspects in solving the problem.
In contrast to the QBIC method5'6 where color, shape, and texture measurements are calculated for the entire image or for each user-specified object, we take an approach that more closely resembles the N-gram work for textual data. The general idea is that we first compute several features (local color, texture, and/or shape) at every pixel in the image, and then make a "histogram" offeature vector (pixel vector) occurrences for that image.
Unlike textual data, we will most likely not have a finite number of unique feature vectors that can occur in our data, and we therefore calculate a continuous probability density function over the multidimensional feature space instead of an actual histogram. This probability density function is our content signature for the given image.
Probability density function estimation is a large problem in itself; we attempt to estimate the probability density function as a gaussian mixture. Each gaussian distribution function is defined by a mean vector and a covariance matrix E2. A general data clustering routine can provide clusters for which for p. and E can be obtained. We use the k-means clustering algorithm"2 followed by an optional cluster merging process.13 A mean vector and covariance matrix are computed for each of the resultant clusters, and the associated gaussian distribution function is weighted by the number of elements in the corresponding cluster. Any cluster having a singular covariance matrix is deleted and ignored in subsequent processing.
Signature Comparison
If each signature is represented by a continuous probability density function, many different distance measures can be used to compare them. '4 We have previously shown that the following distance measure can be used effectively by CANDID to retrieve images'5:
In this equation, P11 () and P12(.) are probability density functions over the feature space for images 1 and 2, respectively. In practice, we normalize this distance measure to yield a value between 0 (for a perfect match) and 1 (for completely non-overlapping signatures) . Another measure that we have used is the normalized correlation coefficient between two functions:
This measure will yield a maximum of 1 when both probability density functions P11 () and P12 (x) are identical. If these functions do not overlap, then sim (I, , 12) will be 0. As discussed in the previous section, we can estimate these probability density functions as gaussian mixtures:
wG(x) (3) where G() takes the form:
We will differentiate between P11 and P12 with the following notation: (5) Using this representation for the signatures, our similarity measure can be written as follows:
Remotely-sensed data can be used to locate underground oil reserves, monitor pollution from large factories, and track the disappearance of our world's rain forests. A database containing imagery collected by airborne sensors will prove much more valuable if scientists can access the data by searching on different attributes of image content instead of only being able to retrieve data by searching on associated textual metadata information. The ability to automatically locate areas having similar ground cover will enable scientists to search through terabytesized image databases in order to study environmental problems. As an example, if a coniferous forest in Oregon is rapidly disappearing for no apparent reason, then other areas around the world having similar vegetation can be retrieved to see if they are experiencing the same problem. Scientists would then know if this was a global phenomenon or if local conditions were to blame.
We have applied CANDID to the problem of retrieving multispectral satellite data (i.e. Landsat TM data) from a database. This enables queries such as, "Show me all images of areas with landcover similar to this example." Landsat Thematic Mapper (TM) data consists of seven different bands of spectral information as listed in Table 1 . Each pixel has 28.5 meter resolution and is represented by 7 spectral values ranging from 0 to As an experiment, we created a database containing 100 512x512, 6-banded images (the thermal infrared band in each image was ignored). The sample images used to populate our database were acquired from four different geographic locations, each having its own characteristic landscape (see Table 2 ). The Moscow area, for example, contains many diverse landcover types in every 512 x 512 subimage that was extracted. These landcover types include coniferous forest, deciduous forest, and agriculture. The Moscow images look nothing like the images around the other three geographic locations. Similarly, the Cairo landscape is unique and dissimilar to the Moscow, Albuquerque, and Los Alamos areas. We calculated global spectral signatures for each database image by clustering the 6-dimensional pixel vectors into 20 clusters. We then used CANDID to query our database using an example image from the Moscow scene. Figure 2 shows the query image along with the best match from the database. We sorted the similarity scores between the query image and all 100 test images in the database, which we then plotted (see Figure 3 ). All subimages from the Moscow area were retrieved before subimages around Cairo, Albuquerque, and Los Alamos. Furthermore, all Moscow images in the database yielded similarity scores between 0.5 and 1.0, whereas the other images produced similarity scores below 0.01. The point is that using a query image from the Moscow scene, all other images from the Moscow scene (which are all of similar landscape) are retrieved from the database first, after which the other images (from the Cairo, Albuquerque, and Los Alamos scenes) are retrieved with negligible match scores.
Similarity Unlike Moscow and Cairo, the Albuquerque and Los Alamos images vary quite a bit; 512 x 512 subimages that were adjacent to one another in the original data set do not necessarily have a lot in common. This is because the New Mexico landscape contains a combination of desert areas, mountainous areas (dominated by coniferous forest) , and transitional areas. Again, we used CANDID to search the database for images similar to a query image from the Albuquerque scene. The sorted similarity scores are plotted in Figure 3 . This plot shows that images from both the Albuquerque and Los Alamos scenes are retrieved first, but the corresponding similarity scores are typically low (less than 0.5). This reflects the fact that images in both the Albuquerque and Los Alamos scenes contain some geographically similar data, but they are not as homogeneous as, say, the Moscow scene. Images from the Moscow and Cairo scenes, which are not at all similar to the query image, are retrieved with negligible match scores. Results from these experiments were quite promising, indicating that further study into the application of CANDID to image retrieval for remote-sensing problems is warranted.
6 Experimental Results: Pulmonary CT Data
We have used the concept of global signature matching to retrieve medical imagery based on image content. Pulmonary CT scans reveal the gross pathology indicative of diseased lung tissue resulting from a variety of disorders such as lymphangioleiomyomatosis (LAM), idiopathic pulmonary fibrosis (IPF), scleroderma, emphysema, asthma, and vasculitis. Since CT data is acquired digitally, it can be easily stored in a computer database. It would be a natural extension of this process to search a database to retrieve images that exhibit the same pathology as the current study. These images would provide the radiologist with immediate access to past cases where similar problems were encountered, thereby aiding with the current patient's diagnosis and treatment.
We applied CANDID to this problem of retrieving pulmonary CT imagery from a database containing a total of 220 lung images taken from pulmonary CT studies of 34 different patients (see Table 3 ). Each image was 512 x 512 pixels in size, consisting of 12-bit grayscale data. For this application, we are primarily interested in retrieving images containing similar textures. We have previously demonstrated that four Laws texture energy measures17'18 were sufficient to discriminate between lungs affected by different diseases.'5 We recently used these same features on a larger, more diverse set of data in order to determine if CANDID could discriminate between diseases when the differences were not necessarily obvious to the untrained eye.
Diagnosis
Number of Patients Total Number of Images Table 4 lists the 5 one-dimensional center-weighted convolution kernels which are used to create the twodimensional 5-by-5 convolution kernels. The names of these one-dimensional kernels are mnemonics for Level, Edge, Spot, Wave, and Ripple. Each two-dimensional kernel is created by convolving a horizontal kernel with a vertical kernel. For instance, an E5E5 kernel is formed by convolving a horizontal E5 kernel with a vertical E5 kernel. We built a total of 5 two-dimensional kernels -E5E5, R5R5, S5S5, W5W5, and L5L5 -which we used to process each database image.
After convolving an original image with one of the 5-by-5 convolution kernels, the associated Texture Energy Measure (TEM) for each pixel is calculated by summing the absolute pixel values of the convolved image within a 15x15 pixel window. A total of 5 TEM images were calculated during this stage of image processing. The resultant E5E5, R5R5, S5S5, and W5W5 images were all divided by the L5L5 image to normalize features for contrast, as suggested by Laws,'7 after which the L5L5 image was discarded. The result was a set of 4 images, each representing some texture feature for the image. Each pixel in the image is now represented by a vector of 4 features.
For each database image, we computed a signature approximated by 20 gaussian distributions over the fourdimensional texture space that we defined. We then selected an image from the scieroderma data set and one from the vasculitis data set to use as our query images. To the layman, little difference is apparent between the two images. CANDID was able to successfully group together scieroderma database images with the scieroderma query image, and vasculitis database images with the vasculitis query image (see Figures 4, 5, and 6 ).
It is important to note that for these experiments, the signatures contain texture information about each entire CT image. It considers textures around the ribs, spinal cord, and heart as well as the textures inside of each lung. The external textures should generally be consistent between different CT studies. The image on the left is from a patient with scieroderma. The image on the right is from a patient with vasculitis. The differences in these images are evident to a radiologist, but they are not necessarily obvious to the layman.
Conclusions
The problem of retrieving digital images from a database based on image content can be a difficult one. Not only must the meaning of "similarity" between images be determined for each application, but an algorithm must be developed to retrieve images in a manner consistent with the way that a human operator would. CANDID performed extremely well on our three test applications.
The general approach described in this paper is not limited to image retrieval problems. Since it attempts to characterize the distribution of features vectors in an abstract feature space, this approach can be used to work with almost any type of data and features. As an example, CANDID might be applied to the problem of 1-D signal matching. Many features (such as local frequency) can be computed at different positions along each signal. A signature for each signal could then be calculated and manipulated in a manner consistent with the approach we have presented.
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Dr. John Newell and Dr. David Lynch at National Jewish Center for Immunology and Respiratory Medicine provided the CT data used to perform the medical image comparison work. This work was performed under a U.S. Government contract (W-7405-ENG-36) by Los Alamos National Laboratory, which is operated by the University of California for the U.S. Department of Energy. that provides a uniform theoretical framework within which heterogeneous data representation paradigms may be integrated. The 11KB framework is broad enough to support the integration of a wide array of databases including, but not restricted to: relational data (with multiple schemas), spatial data structures (including different kinds of quadtrees), pictorial data (including GIF files), numeric data and computations (e.g. linear and integer programming), and terrain data. In this paper, we will focus on how the 11KB paradigm can be used as a unifying framework to reason about terrain data in the context of background data that may be contained in relational and spatial data structures. We will show how the current implementation of the 11KB compiler can support such an integration scheme.
INTRODUCTION
In most cases when an individual or an organization collects data on a given topic of interest, they organize the data in a way that is maximally convenient for their intended application(s). This means that they . select a data structure for representing the data in question, and I implement a set of operations that determines the intended functionality of the system they are creating.
However, in complex reasoning systems, we may wish to integrate information contained in multiple legacy data structures and database systems in order to solve problems that requires accessing such diverse data sources. Consider the following example:
Example 1 (Intelligence Application) Consider the problem of identifying all people P who have been recorded, by surveillance cameras, as having met with an individual X (for instance, X may be Abu Nidal), who live within a hundred mile radius of Washington DC, and who work for a foreign embassy. Solving this problem may require access to a wide variety of data structures, databases, and furthermore, require recourse to diverse reasoning paradigms as well. For instance:
. First, we need to access a background face database containing pictures (e.g. passport pictures) of individuals. In this face database, the identity of the photographed individuals is known.
. Second, we need access to a database containing surveillance photographs. These photographs may have been obtained by using surveillance cameras.
. Third, we need access to face-extraction algorithms that extract the "prominent" faces from the images generated by the surveillance camera.
. Fourth, we need methods of matching faces extracted from the surveillance data by the face-extraction algorithm, so as to be able to figure out who appears in which images.
. Fifth, we may need to access a relational database (e.g. a phone/address book database) specifying the names, addresses, and phone numbers of individuals. This database may be stored as a relation in a well known relational DBMS, say PARADOX.
. Sixth, we may need to access a spatial database/spatial reasoning package in order to determine whether a given address lies within 100 miles of Washington DC.
. Finally, we may need to access a second relational database (maintained say by the State Department) on the employees of foreign embassies in the US. Note that this relational database maybe completely different from the phone/address book relational database alluded to earlier in this example. For instance, the State Dept. may maintain the foreign employee relation as a DBASE relation. The names of attributes in these databases may differ (e.g. LNAME and LASTNAME may refer to the same thing, viz. a field called last name), and so may conventions (e.g. the DBASE database may allow last names to be no more than 10 characters long, while the DBASE relation may allow them to be 15 -thus, "Subrahmariian" would be "Subrahmani" in the first, and "Subrahmanian" even though these refer to the same individual.)
In order to answer the above query, we must be able to integrate the above software packages at the software level, as well as at the logical level.
Iii this paper, we will outline how queries like the above one can be handled, and how the integration of complex reasoning tasks can be smoothly accomplished. Hybrid Knowledge Bases (HKBs, for short) are a formalism that allow for the clean integration of multiple paradigms for representing, reasoning, and manipulating diverse forms of knowledge and data. Lu, Nerode, and Subrahmanian [7] have developed the mathematical foundations of hybrid knowledge bases, while Subrahmanian [10] has set out the basic ideas behind HKBs. We will show how HKBs may be used as a uniform paradigm for intelligent reasoning about pictures, databases (relational and otherwise), spatial data, geographic data, and numerical data. This is by no means, the only application of HKBs. Other areas in which HKBs have been fruitfully applied include intelligent robotic reasoning [6] , for missile siting problems [3, 4] , and for inteffigent path planning in military applications [5] so as to deploy missiles in sites determined by methods such as those of [5] .
