The two-image depth-from-focus problem is reconsidered in terms of entropy loss in a linear filter. It is shown that this formulation leads to a relatively simple solution whose variance is equal to or less than that from a regression approach. The formulation is appropriate even when the point-spread function of the optical system is not well suited to a low-order regression fit or when both images used contain some degree of defocusing with distance.
INTRODUCTION
Depth from focus (also sometimes called depth from defocus) encompasses a class of techniques that are used to evaluate the focusing of image regions; and by knowing the point at which the optical system is in best focus, one can use these techniques to estimate distance. Depth from focus is a signal-estimation process with no significant reliance on machine intelligence; it eliminates the correspondence-searching and occlusion problems commonly encountered in stereopsis, and it may be implemented entirely in parallel hardware for real-time operation.
Implementing any depth-from-focus method involves modeling the optical system that formed the image as well as the physical reality that provided the input to the optical system. Comparison of the observed image with the perfect-focus-scene model provides an estimate for the degree of defocusing, and equations related to the lens used permit the conversion of this value to distance.
In essence, when a point is imaged, its energy is spread over some region according to (neglecting aberrations) a radially symmetrical point-spread function (PSF) that is a function of the distance of the point from the lens and of the lens parameter's focal length, numerical aperture, and focus distance. If the actual scene is thought of as a collection of point sources of light, then the intensity of a particular location in the image is the result of contributions from many overlapping defocused point images. Increased defocusing corresponds to a larger spread, and it is possible to formulate the problem strictly in terms of the diameter of the PSE However, in mathematically evaluating the effect of defocusing on images, it is helpful to consider the PSF's Fourier transform, called the optical transfer function (OTF), which gives the spatial-frequency response of the lens.
In order to evaluate the degree to which an image region is defocused, it is necessary to have a model for the intensity pattern in the absence of defocusing. In single-image depth-from-focus methods, an observed defocused feature (commonly an edge) is examined in light of a mathematical model while multiple-image methods vary one or more of the focal length, aperture, and focus-distance parameters and make comparisons among the resulting images. In this paper we restrict our analysis to the two-image situation with variation in the aperture diameter.
If l(x, y) represents the image intensities in the absence of focusing effects and f [z(x, y)] is the PSF, then the defocusing process is defined as a convolution:
In the frequency domain, where F(cox, coy) is the OTF,
S(wx, wy) = L(ox, coy)F(ox, toy).
(1) (2) If l(x, y) [or, equivalently, L(w,, wy)] is known, then the goal is to perform a deconvolution to recover the PSF (or the OTF). In order for the convolution model to hold, it is necessary for the imaging process to be both linear and shift invariant. That the lens itself may be modeled as a linear operator has been known for many years'; thus superposition holds with respect to the light distribution on the image plane. Linearity may be designed into an electronic image sensor, or the tone scale of an image digitized from a film or electronic camera may be corrected with a mathematical function or lookup table (see Ref. 2) ; in any event this consideration underlines the importance of knowing, for example, the gamma characteristic of the images with which one is working. Shift invariance is relevant in two ways: first, the assumption is made that the form of the PSF and its variation with object distance are uniform across the image; additionally, there is an implicit assumption that the scene distance is a constant over a local image region within which the PSF is to be recovered algorithmically. In real imaging situations, neither of these shift-invariance situations is strictly true; the resulting effects are discussed in Section 2.
Rather than deconvolving, with so-called autofocus methods one can instead attempt a focus search to minimize the width of the PSF, typically by maximizing the width of the OTE Horn did this by computing a discrete Fourier transform over a windowed region of the image and using a servo-controlled lens to seek the focus position that maximized the high-frequency terms of the power spectrum. If a detailed range map is desired, a more flexible approach is to attempt to recover the PSF (or, equivalently, the OTF) directly. Unlike variation in focal length or focus distance, changes to the aperture affect only the PSF and not the magnification; only the focus gradient (and the total amount of light, which can be compensated for by neutral-density filters) differs among images taken at different f-numbers. When two such images are given, it should be possible to factor out the contribution of the scene, leaving only the PSF, an idea that was first suggested by Pentland. 4 Subbarao later formulated the problem in terms of simultaneous (and potentially infinitesimal) variation of all the lens parameters. 5 Ens developed a matrix-based solution for the deconvolution. 6 If we recall Eq. (2), the result of a term-by-term division of the spectrum from a discrete Fourier transform of a short-depth-of-field image region by that of a long- Having deconvolved the two images, we still need to turn the many numbers resulting from the division into a single one representing distance from the lens. If the form of the PSF/OTF pair is known, then regression may be used to estimate the spread parameter, which can be converted to distance. Pentland assumed a Gaussian form for the PSF and estimated the OTF via a linear regression technique across spatial frequency, implementing this by dividing the outputs of bandpass filters. An algorithm using a higher-order regression across a discreteFourier-transform (DFT) spectrum was shown by the present author to provide more accurate results. 7 If the PSF of a lens, either by means of diffraction or geometrically, is assumed to be rotationally symmetrical (a reasonable assumption for a lens with a circular aperture), its transform will be circularly symmetrical as well, and the recovery problem may be solved in one dimension (that of radial distance) rather than in two. A straightforward way to convert from Cartesian to radial frequency components is to perform a two-dimensional DFT on a windowed region of the image and to group the powerspectrum coefficients by radial distance from (, oc) = (0,0), in effect dividing the two-dimensional spectrum into some number of annuli and normalizing the total power within each annulus by the number of coefficients therein. In the discussion below, the spectral terms used are those of the magnitude spectrum, or the square root of the power spectrum.
PROBLEM FORMULATION
Two-image depth from focus may be considered a signalestimation problem, where, given noisy observations of regions of two images, we are attempting to recover a good estimate of parameters of the defocusing process responsible for the nonrandom differences between the images. 8 The phenomenon of defocusing is usually considered in terms of filtering out high spatial frequencies, but an information-theoretical viewpoint may be taken insteadin which case we may say that the effect is to increase the statistical correlation among neighboring image points. As the local randomness declines, the waveform describing the image intensities becomes more predictable, and its entropy, or information content, is said to decrease.
An early mention of the connection between focusing and communication theory is attributable to Jarvis, who included entropy in a list of possible metrics for evaluation of the focus quality of an image. 9 The expression he provides, though, is in terms of probabilities, and it is not generally possible to evaluate it for our application.
Shannon, however, gives a theorem that states that if we have a process L with entropy HL per degree of freedom in a band W and if we pass the process through a linear filter F to produce S, the entropy loss may be expressed as'
w j
In the method to be developed in this paper this expression is used to compute depth from focus. For simplicity it is assumed that a neutral-density filter has been used on the lens with the larger aperture, equalizing the two exposures. Thus F(W) is unity in the infocus regions of the image. When this is not true, it may be more appropriate to use a related expression, which several authors have called a spectral flatness measure and have suggested as a tool for describing a power spectral density by a single value":
This is essentially the ratio of the geometric and the arithmetic means of the power spectral density and is a nonnegative value less than or equal to unity. In the present problem, we observe that the maximumlikelihood estimator for F(o) is the ratio of the spectra S(w) and L(wo), so we can rewrite Eq. (3) as
which in the discrete case (for N transform coefficients) becomes
The question remains regarding how to relate the quantity HL -Hs (which we will hereafter call H for brevity) to the lens-to-object distance. If we already have an expression for distance z in terms of the diameter parameter c of the OTF F(o, c), it may be easier to try to find c in terms of H. 
then its transform (15) The form of this result is analogous to that of Pentland's quadratic regression solution for a Gaussian aperture, which he established by direct deconvolution. 4 The present author's experiments have shown, however, that the OTF's of real optical systems of the type typically installed on television cameras contain ripples in the frequency domain and are not well approximated by 
where J, is the Bessel function of the first order. If we assume that the camera is focused forward of the scene, c
relates to distance z as
where f is the focal length, n is the numerical aperture, and v is the lens-to-image-plane distance. The diffraction solution is of course much more complex, but we have concluded that in a simulation that includes integration across multiple wavelengths of incoherent light and spatial averaging in the image sensor, the geometrical-optics solution is reasonable for a real video camera.' 2 (See also Stokseth's analysis for monochromatic light.
3 ) For the pillbox PSF above, the entropy integral cannot be evaluated analytically. The function H(c) has been tabulated numerically and is not completely smooth (Fig. 1) . The large ripples are due to the integration over a limited window, and a new ripple occurs every time a new sidelobe of the OTF enters the integration range (Fig. 2) . Since this function is monotonically decreasing, it can be inverted to produce C(H), which is the form we need. Since the relation of distance to c in Eq. (13) is also monotonic (as long as we either focus closer than the closest object in the scene or, for a near scene, focus behind the farthest object), this gives a monotonic relationship between H and z.
The question arises as to which OTF's in general will provide monotonic relationships between H and c. Consider the following form of Eq. (3):
Because the OTF F has a magnitude everywhere less than or equal to unity (since a lens is a passive device), the integrand is everywhere less than or equal to zero. Hence H is nondecreasing as the upper limit W increases and is in This equation shows that changing c does not change the form of the integral but changes only the limits and an outside scale factor. Thus monotonicity of H with c is ensured when F can be expressed as a function of the product cc and when its magnitude is bounded by a function that decreases with w. Note also that Eq. (6) is formulated in terms of entropy loss rather than absolute entropy. Thus we can extend the solution to the case when the long-depth-of-field image is produced with an aperture large enough to introduce a degree of defocusing. In this case we need not arl H(c) function but an H(c, nL) function, where nL is the numerical aperture of the lens used for L(wo). In Fig. 3 the solid curve once again relates the entropy loss to c for the case of a pinhole-aperture L(w) (essentially nL = s, with dif- fraction disregarded), and the dashed and the dotted curves show the same function when the L(w) aperture is six stops smaller and four stops smaller, respectively, than that for S(W). The limits of usefulness of depth from focus with small aperture differences become readily apparent in the latter case. In summary, the above discussion implies a relatively simple implementation for a range-finding algorithm. Equation (6) may be rearranged slightly to require even fewer operations:
Thus we need only sum all the components of the logmagnitude spectrum of a windowed region of each image, subtract the sums, convert to spread parameter c by means of equation or lookup table, and apply Eq. (13) to convert to range (these last two steps can, of course, be combined). It is not necessary to convert to a one-dimensional spectrum, although the implicit assumption of rotational symmetry remains in the c(H) function used. As first noted by Gabor, 4 estimation of a spatially varying spectrum involves a joint uncertainty between spatial resolution and frequency resolution. In the present problem this implies a trade-off between (x, y) resolution and accuracy in z estimates. A wider window decreases the variance in regions of constant distance but also significantly (and undesirably) low pass filters the range values elsewhere. Selecting a window profile and an extent to make the best possible compromise requires some knowledge about the spectra of both the intensity image and the array of range values. Full statistical analysis of this problem is outside the scope of this paper, but details on optimizing windows in various ways may be found in Refs. 15 and 16. A further potential source of inaccuracy results from violations of the assumption of space invariance by lens aberrations such as spherical aberration, coma, astigmatism, curvature of field, and distortion. Distortion relates only to a positionally dependent shift in the image;of a point when the image is compared with that of an aberration-free lens, and it is the same in both the longand the short-depth-of-field images, so unless the distortion is extreme it should not affect the operation of the depth-from-focus algorithm. Curvature of field varies the relationship of object distance to entropy loss across the image and requires a positionally dependent correction factor derived by precise measurement. Full analysis of the effects of the other defects would involve application of the geometrical and diffraction theories of aberration'; it is perhaps sufficient to note in passing that one result of the other defects is that the focus quality of even in-focus regions is limited, which, as long as the circle of least confusion is somewhat smaller than the pixel area of the image sensor, should pose no problem. Coma and astigmatism break the assumption of rotational symmetry of the OTF and may be particularly difficult to compensate for. None of the above effects has appeared significant in our experiments with average-quality camera optics, although these phenomena may merit further study.
In order to evaluate the goodness of the entropy metric as a way of measuring the distance parameter, we turn to the calculus of errors. For simplicity we return to the pinhole-aperture case for the remainder of this section. Straightforward application of the calculus of errors to Eq. (13) yields the relationship between variance in the PSF parameter estimate and variance in the distance estimate:
where n is the numerical aperture of the lens, f is the focal length, and v is the lens-to-image-plane distance. A lower bound on the variance of an estimate for parameter c based on an N-ary vector of observations S may be expressed via the Cramgr-Rao inequality:
We assume white, zero-mean Gaussian noise and make the simplifying assumption that the long-depth-of-field spectrum L(o) is known [effectively, we assign all the noise to the observed short-depth-of-field spectrum S(W)]. Then we can say that
S(w) = L(w)F(w,c) + n(w).
By means of mathematical details omitted here for brevity but given in the appendix of Ref. 
where 0-n is the standard deviation of the noise. This model holds for both the entropy algorithm and regressionbased methods. The required assumptions are discussed in Ref. 8 ; in brief, this bound is probably somewhat optimistic for any actual implementation, but its form is what is important at present. Since the terms in the summation are squared, the value of the sum is monotonically nondecreasing in N; and since the sum is in the denominator of the variance-bound expression, it may be seen that the variance decreases as more spatial frequencies are used in the estimate. There is an additional assumption here that must be underlined: expression (20) is valid only over the range of i for which the model for F is essentially a perfect fit. [The analogous proviso in the entropy case is that the c(H) function be correct over the entire range of c.] In actual implementation of a correct regression solution, the sum is carried out only until that point (which for a 64-point DFT and a reasonable range of object distances might be only the first seven or eight spectral terms). This is essentially the justification for making a polynomial estimate for a regression fit to the PSF be of a high order, so that spectrum terms over as large a range of i as possible may be used. However, since real OTF's are shaped such that a perfect regression fit generally cannot be achieved for all i (the fourth-order polynomial used in Ref. 7 , for example, fits well only until the first minimum of the OTF curve for the pillbox PSF), the entropy-based estimate always has variance equal to or lower than that from a polynomial regression approximation. In special cases such as the Gaussian in which an exact solution is possible, the entropy solution should (by construction) evaluate to the same form.
EXPERIMENTAL RESULTS
The entropy solution developed above has been implemented in software and compared with the regression algorithm described in Ref. 7 . As in that reference, a Parzen window was used with a 64 x 64 DFT; the only change to the software is the use of the numerically derived mapping of entropy to defocus parameter instead of the fourth-order regression fit. Single video images (no averaging to reduce noise) were acquired with a 1-in. (2.54-cm) Newvicon tube and a 60-mm lens focused at a distance of 1.2 m and set to [/22 and [/5.6. A neutral-density filter was used to equalize the exposures (Figs. 4 and 5) . The window was moved (and range was calculated) at increments of 4 pixels in each direction. Merely comparing the resulting range images visually (Figs. 6 and 7) shows that the regression image is somewhat noisier, as predicted by Eq. (20). The entropy-range data were supplied to a texture-mapping computer-graphics rendering program, and Fig. 4 was redrawn from a new viewpoint (Fig. 8) . The shapes of the book and the rabbit were reasonably well captured.
For a more precise comparison, a calibrated camera setup was used to acquire images of a wallpapered surface. The distance from the camera to the surface ranged from 1.3 to 2.0 m; the 60-mm lens was focused at a distance of 1.2 m. Over a 64 X 640 pixel strip through the center of the image, the rms error for the entropy method was 2.2% against measured distance from the camera and 5.2% in terms of the expected range of distances. For the regression method the corresponding rms errors were 2.5% and 5.8%.
The result of using the entropy algorithm on an outdoor scene (Fig. 9) is shown in Fig. 10 . Here the focal length used was 50 mm, focus distance was 10 m, and the object distances ranged approximately from 20 to 40 m. On relatively untextured surfaces, depth-from-focus algorithms have difficulty distinguishing small changes in surface depth, as predicted by Eq. (20) and illustrated in Figs. 11 and 12 . Still, in this case the range information is useful in foreground-background segmentation.
The theoretical increase in computational speed was borne out in the experiments. On a Sun-3/260 workstation equipped with a TAAC-1 application accelerator, the entropy algorithm required 145.8 s to execute, while the regression method took 187.1 s.
CONCLUSION
Entropy loss in a linear filter proves to be an easy-toevaluate metric that can be used in calculating distance for the two-lens depth-from-focus problem. For a measured or a theoretically derived point-spread function, it provides a result as good as or better than a regression solution, and it is applicable whether or not one of the images was made with a pinhole aperture. The most complicated part of this algorithm consists in the onetime computation of a function that relates entropy loss to the defocus parameter or directly to distance.
