ABSTRACT Artificial intelligence is one of the most popular technologies in recently years. Journals and conferences are widely viewed as major tools to track the development of technologies. Citation counting analysis is one of the most acknowledged metrics in spite of its controversial drawbacks. To the best of our knowledge, most methods based on citation counting do not taken into account the citation weight in different years. In this paper, we focused on citation counting and designed a scheme to calculate both the citation weight and weighting of the cited credits of different publications, which are used to verify the efficiency of the proposed scheme. We also evaluated the popularity of publications by calculating their popularity scores. Unlike other ranking regulations, our proposed measure was able to compare journals and conferences simultaneously. In addition, we extracted ranking results to calculate the pairwise similarity via a generalized measure, which provided a more objective insight into the differences between publications. Several interesting observations were found from the experimental results with real data.
I. INTRODUCTION
Artificial Intelligence has been widely studied in various fields, such as scientific discovery, economic construction and social life, and has received a large amount of attention from academics and industries. Numerous valuable research results have been published in different related journals and conferences. Therefore, journal and conference papers have become foundational for tracking the development of various technologies. A hybrid collection of artificial intelligence topics can be accessed through the website. 1 However, this collection focuses on topics, and a large amount of references were contributed before 2010. In addition, there is a lack of relation between these papers and the discussed quality of the corresponding published journals or conferences. 1 https://liinwww.ira.uka.de/bibliography/Ai/index.html In many research fields, the quality of journal publications is considered to be better than that of conference publications. However, this is not always true in the fields of computer science [1] . Usually, conference papers in a number of computer science fields have a higher status than those in other disciplines [2] . In computer science, because of the short audit cycle, conferences are updated faster and are used to more easily share knowledge, which is in line with the characteristics of the computer discipline. A conference is a timely and appropriate way to share research results with other researchers [3] , [4] . The majority of computer scientists pay more attention to conferences, and some of them even believe that it is somewhat superfluous to publish papers in journals [2] .
To better understand the characteristics of both journal and conference papers, researchers have conducted further research from various perspectives. The representative work includes citation networks [5] , [6] , credit allocation of co-authors [7] , [8] , advisor-adviser relationship between authors [9] - [11] , and rankings of authors [12] - [14] . Citation counting is a foundational method for these works in spite of its controversial drawbacks [15] - [17] . Qian et al. [18] found that the citation count was related to the type of publication, category of publication of the China Computer Federation (CCF), 2 annual average number of papers published by the publication, number of authors and maximum h-index of all authors of a paper. Yan and Ding [19] , and Ding and Cronin [20] found that the weight of a citation is affected by the prestige of the citing papers. Luo et al. [21] leveraged the affiliations of the citing papers to determine the prestige of citing papers [21] . Thelwall [22] and [23] , Thelwall and Wilson [24] used the lognormal distribution, power law and hooked power law to analyze the distribution of citation counts, and they found that it was impossible to logically or empirically prove that any given statistical distribution fits citation counts perfectly [25] . To the best of our knowledge, these studies did not take into account the citation weights of different years. According to commonsense background knowledge, the differing importance of citation counting in different years cannot be ignored. For example, suppose that there are two papers, p 1 and p 2 , from the same journal J i and that both of them were cited 100 times. p 1 was published in 2000 and p 2 was published in 2010. It is reasonable to believe that p 2 is more important or popular than p 1 . In other words, p 2 has a higher citation weight than p 1 .
In this paper, we constructed our data sets based on the CCF's recommendation list for AI and related scholarly data, including data from the Digital Bibliography and Library Project (DBLP) 3 and Google Scholar. 4 The abbreviations and full names of the journals and conferences are provided in section VI. Pairwise similarities were calculated for a number of public ranking lists of journals and conferences in computer sciences, including the Scimago Journal & Country Rank, 5 Guide2Research, 6 Chinese Academy of Sciences's (CAS's) ranking, and Journal Citation Reports' (JCR') ranking. We investigated the relationship between citation counting of papers and the frequency of citation counting, from which we found that citation counting obeys a skewed distribution. We found that the geometric mean was a better option for the skewed data set, while the arithmetic mean might cause undesirable results [26] , [27] . Based on the information distribution, we designed a scheme to calculate the citation weight of each journal and conference in different years from 2007 to 2016 and the weighting cited credits of every journal and conference to classify these publications and verify the efficiency of the designed scheme. Finally, we used other ranking results and a generated measure, AIRmm [28] , to evaluate the similarity between each ranking result. This paper is organized as follows. Section II introduces the data set, including the data source and some of the operations on the data set. Section III introduces the schemes to calculate the citation weights and weighting of the cited credits. In addition, the methods for creating the ranking result matrices and calculating the similarity between each ranking result matrix are introduced. Section IV analyzes the differences between journals and conferences. Furthermore, the efficiency of the designed scheme is verified, and the popularity of these publications is analyzed. Finally, the top 10 most popular journals and conferences are extracted, and the similarity between each ranking result is calculated. Section V concludes our work.
II. DATA
The CCF was established in 1956 and is one of the largest national academic organizations in China. In 2015, the CCF released a catalogue that included ten subfields of important international journals and conferences in the field of computer science ( 10 . Cross/ Emerging/ Synthesis). Furthermore, the journals and conferences were divided into three different categories: A, B, and C, according to their reputation. Category A is for the top international journals and conferences. Category B includes some famous journals and conferences that have significant international academic influence. Category C refers to some important and universally accepted journals and conferences in international academic circles. Papers from the CCF's recommendation list are referred to as full papers or regular papers, and all of the other forms of conference papers (Short paper/Poster/Demo paper/Technical brief/Summary) are not included. 7 It is important to note that this catalogue is a recommendation list that the CCF considers worthy of publishing by researchers in the field of computer science. In this paper, we took the eighth subfield, Artificial Intelligence (AI), as the guideline for constructing the dataset to study AI related publications.
We first extracted the papers' titles from the links, which were given by the CCF's recommendation list for AI. According to our research, we found that not all the links provided enough data to suit our needs, including the Journal of Automated Reasoning, 8 Journal of Speech, Language, and Hearing Research, 9 among others. Therefore, we were only able to obtain data from the links that contain published papers from 2007 to 2016 or portions of these ten years. Table 1 shows the number of useful links and problem links. Furthermore, journals and conferences were removed from the dataset if the annual number of their published papers was less than 30 because these types of journals and conferences may be greatly influenced by some highly cited papers. Table 2 provides the detailed information of these problem links and the removed publications. From 2007 to 2016, categories A, B and C of conferences (abbreviated as CA, CB, CC) published 27332, 24473, and 42796 papers, respectively. Categories A, B, C of journals (abbreviated as JA, JB, JC) published 4952, 13775, and 41749 papers, respectively. Using these paper titles, we extracted the citation counts of each paper via Google scholar (until Nov. 20 2017) . We hypothesized that all of the papers that we extracted from CCF's recommendation list were able to be found in Google Scholar. When entering a paper title as a query criterion in Google Scholar, we set the query results to be sorted by relevance. Therefore, we selected the citation count of the first query result as the paper's real citation count.
III. METHOD
In this section, we introduce the schemes to calculate the citation weights, weighted citation credits, popularity score of each publication, and similarity between ranking result pairs.
A. CHARACTERISTIC OF THE CITATION COUNTING DISTRIBUTION
For citation counting of these papers, we first investigated the relationship between the citation counting and frequency of citation counting to analyze the distribution characteristics of the citation counts. The results are shown as Fig. 1 and Fig. 2 . From these figures, we observe that the citation counts of all journals and conferences roughly obey Zipf's law [29] , which indicates that the data set is skewed. This information is significant in that the geometric mean may be a better scheme to reduce the efforts of some high value data rather than the arithmetic mean [26] , [27] when calculating the mean of citation counts.
Moreover, the citation count distributions of journals and conferences are different between each category, and there are some differences between journals and conferences in the same category. We drew figures to describe the relationship between the citation counts and the frequency of citation counts of journals and conferences. To make the figure easier to visualize, we used the logarithm of the values of the citation counts (we added 1 to the base of the citation count to avoid null values) and frequency of the citation counts. When comparing the citation counts between different categories of journals or conferences, all of the citation counts of categories A, B and C are drawn in the same figure. When comparing the citation counts of the same category between journals and conferences, we draw the citation counts of the same category in the same figure.
B. DESIGN AND VERIFICATION OF THE SCHEME
It is reasonable to believe that the significance of the citation counts in various years should be different. Motivated by the characteristic of the citation count distribution, we calculated the citation weights by considering the time factor, as shown in the following Eq. (1),
is the citation weight of publication P. t is the time span of a paper from the published year to 2017. N P is the number of papers in publication P. C i is the citation count of paper i. In this equation, we use log(C i +1) instead of log C i because some papers may not have been cited during these years. If we use log C i directly, it will cause an error, while log(C i + 1) can avoid errors.
With the citation weight calculation scheme, we use Eq. (2) to calculate the citation weights of every journal and 
is the citation weight of publication P. y i is the published year of paper i. N
is the number of journals or conferences in the category to which the publication P belongs in year y.
The weighted cited credits of each journal and conference can thus be calculated though Eq. (3) based on the citation weights of the different categories from 2007 to 2016. With these weighted cited credits, we can classify the journals and conferences and compare the classified result with the CCF's recommendation list to verify whether the proposed scheme is efficient. We hypothesized that if the classified accuracy was high enough, our measure would be able to describe the citation counts. In Eq. (3), W
P is the weighted citation counting of publication P. N P is the number of papers of publication P. C (P y ) w is the citation weight of publication P in year y. Inspired by the different distribution characteristics between the various categories of journals and conferences, we calculated the mean citation weight of various categories of journals and conferences using Eq. (4) to measure the differences between them.
is the citation weight of category c.
Finally, we used Eq. (5) to calculate the popularity score of the journals and conferences.
In Eq. (5), the S P is the popularity score of publication P. The
y is the number of years for which publication P has data.
C. CREATION OF THE RANKING RESULT MATRIX
There are many journal and conference ranking regulations with various ranking results. To better compare these different ranking results, we first arrange the journals and conferences in a fixed order and then calculate the ranking matrices of these journals and conferences in this arrangement.
Values of 0 and 1 are used to fill the ranking result matrices according to Eq. (6). If a publication ranked higher than the other one, we set it to 1 in the corresponding position of the matrix. If the publication ranked lower than the other one, it is set to 0. For example, if journal i is ranked higher than j in the CORE ranking result, we set M (P) ij
From the characteristics of the matrix generation process, we know that the diagonal symmetry elemental values of the ranking result matrix have the same meaning. In other words, we obtain all of the information from the upper triangular elements of the ranking result matrix, and the upper triangular elements are used to perform calculations on these ranking result matrices.
However, some journals and conferences are not listed in the different ranking lists. For example, the Parallel Problem Solving from Nature (PPSN) does not appear in Aminer's and Tsinghua University's ranking results. Machine Translation (MT) does not appear in Guider2Research's, JCR's or CAS's ranking lists. When facing this situation, we used three methods to address these missing data, and the detailed processing of these methods is shown in Fig. 3 . From Fig. 3 , we observe that for a journal or conference, there are seven ranking results: A, B, C, D, E, F, and G. However, B and C are missing some ranking data, so we assigned them as # . Method 1 is a dynamic process in which missing data are filled according to a set probability at random. We do not consider missing data to have a fixed value since they can be either 0 or 1. The result is randomly generated, but it has strong relevance with the probability. Therefore, the result will adjust the generated probability after each fill operation. Method 2 is based on the vote rule. We find that if a journal or a conference is not listed in a ranking result, it does not mean that it is not listed in the other ranking results. For example, PPSN does not appear in Aminer's and Tsinghua University's ranking lists, but it appears in CORE's, Guider2Research's, and other ranking results. Therefore, we use the vote rule to decide the value of the missing data. The results will be beneficial for ranking rules that have more of the same ranking results. Method 3 deletes missing data directly since the missing data are only a small part of the original data set. The missing data will not have a great influence on the overall results, even if some data are deleted. In this situation, we only considered the journals and conferences that appeared in both the CCF's recommendation list and the other ranking results. As a result, this method can reflect the actual situation of different ranking results more accurately. In addition, we integrated the multiple ranking results into a consensus ranking matrix using Eq. (7). The consensus ranking matrix M (Q) ij stands for the mixed matrix of the integration of multiple ranking results.
D. COMPUTATION OF THE SIMILARITY BETWEEN TWO CONSENSUS RANKING MATRICES
In this section, we used a generated measure, AIRmm [28] , to evaluate the similarity between two consensus ranking matrices acquired from Eq. (7). The AIRmm is based on the Adjusted Rand Index (ARI) [30] , and the AIRmm is an efficient way to calculate the similarity of two matrices. For two N × N matrices A and B, A and B are the upper triangular matrices and the elements are 0 or 1. In this paper, we calculated the similarity between A and B by replacing them with matrices M (P) ij and M (Q) ij . We used the following Eqs. (8) and (9) to calculate the similarity of each matrix.
ARImm(A, B) = r 0 − r 3 0.5(r 1 + r 2 ) − r 3 (9) 52210 VOLUME 6, 2018 
IV. EXPERIMENTS AND RESULTS
In this section, we compare the differences between the journals and conferences in the AI field and verified whether the scheme that was designed above is efficient. Then, we calculate the weighted cited credit of each publication and compare the results with the CCF's recommendation list by ranking these weighted cited credits in descending order. Next, we simultaneously compare these journals and conferences used two measures and extract the top 10 most popular journals and conferences. Finally, we calculate and analyze the similarities between each ranking regulation.
A. COMPARISON OF THE DIFFERENCE BETWEEN JOURNALS AND CONFERENCES
According to the above introduction, we drew the figures to represent the differences between various categories in journals and conferences, which are shown in Fig. 4 . From these figures, we found an interesting phenomenon: journals always have more highly cited papers than conferences in category A in the AI field. In regard to categories B and C, however, the opposite was found. This result is influenced by the characteristics of the AI discipline. AI technologies have greatly developed over the past few years, and conferences are a good way to share achievements, which has attracted many scholars. Meanwhile, top-level journals have a special status and meaning in the academic field, and some researchers still try to publish in them.
The differences in the same category between journals and conferences are shown in Fig. 5. From Fig. 5 ; we observe that papers published in journals of category A always have more high citation counts and are cited more frequently than those of categories B and C. Papers published in journals in category B always have more high-citation counts and are cited more frequently than those of category C. Moreover, the same results are found for conference papers.
B. CALCULATION OF THE CITATION WEIGHTS
According to Eq. (2), we can calculate the citation weights of journals and conferences in different categories from 2007 to 2016. Table 3 shows the results, from which we observe that the citation weight progressively increased from 2007 to 2016 in each category of journals and conferences, which is in line with the commonsense background knowledge. Furthermore, it is interesting that the journals in category A have a higher citation weight than conferences in every year from 2007 to 2016. However, in regard to category B and category C, the opposite was found. This finding indicates that the top-level journals may sometimes have a greater influence than top-level conferences in the AI field, but this may not be valid for middle tier journals and conferences. Therefore, we should adjust our attitude to journals and conferences because journals are not always more influential than conferences in the AI field. 
C. VERIFICATION OF THE EFFICIENCY OF THE SCHEME
We used the citation weights of different categories from 2007 to 2016 to calculate the weighted cited credits of each journal and conference with Eq. (3). Table 4 and Table 5 show the results, which are sorted in descending order of the weighted cited credits. From the tables, we conclude that the weighted cited credits are able to effectively classify the journals and conferences. When comparing the classified results to the CCF's recommendation list for AI, only one journal, Decision Support Systems (DSS), and five conferences, ACL, IJCAI, ICRA, COLING and ICAPS, were misclassified. The classified accuracy is approximately 92.3%, which is better than that of the other ranking regulations. For example, the classified accuracy of JCR's ranking regulation of journals is 60.0%, while it is 58.5% for CAS and 57.5% for the ranking regulation of guide2research. This results provided a necessary foundation for determining the efficiency of the designed equation. However, do not propose a new scheme to classify or rank journals and conferences, but we will perform a related analysis based on the data.
D. ANALYSIS THE CITATION WEIGHT OF JOURNALS AND CONFERENCES
From the above results, we observed that there were some differences between journals and conferences in different categories. We used Eq. (4) to calculate and analyze the differences between journals and conferences according to the citation weight. Table 6 presents the results. From Table 6 , we found that journals had a higher citation weight compared with conferences in category A, while conferences had higher citation weights than journals in categories B and C. This result is similar to the conclusion regarding the differences between journals and conferences in different categories.
E. SIMULTANEOUS COMPARISON OF THE CONFERENCES AND JOURNALS
Unlike other ranking regulations that can only compare journals or conferences (such as the JCR, CAS, Aminer, etc.), the measure proposed in this paper can evaluate journals and conferences at the same time in two ways. One way based on the weighted citation credits, which can be used to compare the rankings of journals and conferences. The other way based on the popularity score, which is used to compare the popularity of journals and conferences. Table 7 shows the results of the weighted citation credits. We find that the top-level journals rank higher than conferences, while at the other level, the conferences dominate the ranking results. The top-level and middle-level conferences are usually ranked higher than the middle-level and bottom-level journals.
Using Eq. (5), we can calculate the popularity score of journals and conferences. Table 8 shows the compared results of journals and conferences based on the popularity score. From these results, we found that the popularity score of IJCV (0.883117) was close to those of the CVPR (0.89408) and ECCV (0.90335). In fact, IJCV is a top-level journal published by Springer, which is famous in the field of computer vision. ECCV and CVPR are two of the most famous conferences in the field of computer vision around the world. Therefore, they have similar scores. Compared with the top journals, the rankings of conferences are relatively inferior, and it is interesting to find that the TEC and TFS are ranked higher than some top conferences and journals, which indicates that the TEC and TFS may have been more popular over these ten years. However, it does not mean that the TEC and TFS are more prestigious than other journals and conferences.
F. EXTRACTION OF THE TOP 10 MOST POPULAR JOURNALS AND CONFERENCES
According to Table 8 , we can extract the top 10 most popular journals and conferences, and the results are shown in Table 9 . From Table 9 , we find that approximately 90% of the top 10 most popular journals and conferences belong to categories A and B. This result indicates that some highly influential journals and conferences are more popular than lower level publications. However, it is interesting that there is a journal in category C, Decision Support Systems (DSS), and a conference in category C, Artificial Intelligence and Statistics (AISTATS), that appear in the top 10 most popular publications, which means that this journal and conference were more popular than some top journals and conferences over these ten years, but it does not mean that they have more prestige than other publications.
G. EVALUATION OF THE SIMILARITY BETWEEN RANKING RESULTS
According to the ranking result matrix of each ranking regulation, we can calculate the similarity between them using Eq. (9). Table 10 to Table 15 show the results of the similarity. We found that the results calculated by method-1 and method-2 cannot reflect the real information of these ranking VOLUME 6, 2018 results. For example, if we used method-1 to address the missing data, the same ranking regulation might cause large differences in the ranking results' similarity between journals and conferences. The journal ranking results' similarity between guide2research's and CCF's recommendation lists is 0.17, while the conference ranking results similarity between them is approximately 0.578. When method-2 is used to address the missing data, the journal ranking results' similarity between guide2research's and CCF's recommendation lists is 0.187, while the conference ranking results' similarity between them is approximately 0.586. The ranking results' similarity between CORE's and CCF's recommendation lists reaches the same conclusion. However, when we delete the missing data, the ranking results' similarity between journals and conferences are only slightly different from each other. The journal ranking results' similarity between guide2research's and CCF's recommendation lists is approximately 0.661, while the conference ranking results' similarity between them is approximately 0.766. Therefore, we believe that method-3 is more effective for addressing the missing data.
Furthermore, the ranking results' similarity between the integration of multiple ranking results and other ranking results is close, which indicates that the integrated results can reflect the information of most ranking regulations. Integrating the multiple ranking results is an ensemble learning idea that makes use of all of the information of these ranking results. Therefore, integration of the multiple ranking results can reflect the characteristics of most ranking results and has a higher similarity with these ranking results. Table 14 shows that the similarity of the conference ranking results of Tsinghua University are the closest to the CCF's recommendation list, and the value of the similarity is approximately 0.987.
V. CONCLUSION
In this paper, we studied the differences between journals and conferences in the AI field based on the CCF's recommendation list. We found that publications in journals have higher citation counts than those in conferences in category A, while the opposite observation is found in categories B and C. This is one of the main characteristics of the AI field, which is very different from other disciplines. Moreover, the publications in category A have higher citation counts than those in category B, and those in category B have higher citation counts than those category C, which is consistent for both journals and conferences.
Using the designed scheme, we found that the citation weight was different between categories and published years. For each level of journals and conferences, the citation weights progressively increased from 2007 to 2016. The experiments on real data illustrated the efficiency of our proposed scheme. We acquired a high accuracy of 92.3% when we classified the journals and conferences based on the weighted citation credits and compared them with the CCF's recommendation list of AI, which suggests the importance for our scheme to take into account of the citation weight according to the difference of the published years.
We extracted the top 10 journals and conferences over the last ten years. The results show that 90% of the top 10 most popular journals and conferences belong to that belong to category C, which may suggest their large potential.
Moreover, other related works propose ranking regulations for journals or conferences separately. However, our proposed scheme is able compare journals and conferences simultaneously. Thus, our scheme is more general and can be used for more different cases.
VI. FUTURE WORK
In this paper, we designed a scheme to describe the citation counts of journal and conference papers. In the future, we will use page ranking algorithms to rank journals and conferences, such as the PageRank Algorithm, Hyperlink-Induced Topic Search (HITS) Algorithm, and so on, by adjusting their citation count weights. The citation relationship between publications and the connection relationship to web pages are both directed graphs. The two are similar, although somewhat different. It is theoretically feasible to apply page ranking algorithms to journal rankings.
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