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Abstract
It is shown that, for every k  0 and every xed algorithmically
random languageB, there is a language that is polynomial-time, truth-
table reducible in k + 1 queries to B but not truth-table reducible
in k queries in any amount of time to any algorithmically random
language C. In particular, this yields the separation P
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(RAND), where RAND is the set of all algorithmically random
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1 Introduction
The study of ecient reductions to languages of low information content
has yielded interesting results in complexity theory. (See [4, 10] for surveys
of such work). Recent work (e.g., [5, 6, 1]) indicates that a study of ecient
reductions to languages with high information content will be useful as well.
The languages with maximum information content are the algorithmically
random languages in the equivalent senses of Martin-Lof [13], Levin [11],
Schnorr [14], Chaitin [7], Solovay [17], and Shen
0
[15, 16]. (See Section 3 for
a precise denition and basic properties of algorithmic randomness.) In this
paper, we show that access to such languages lends computational power in
the sense that as we allow more questions to be asked of random languages,
the class of problems that can be solved grows as well.
More precisely, let P
k-tt
(RAND) be the class of languages that are poly-
nomial time truth-table reducible in k queries to some algorithmically ran-
dom language. We prove the following:
Main Theorem. For all k 2 N,
P
k-tt
(RAND) $ P
(k+1)-tt
(RAND):
The Main Theorem shows that allowing additional queries to random
oracles does allow new languages to be computed. Moreover, this derived
computational power is global in the following sense: by xing a random
language R, we produce a language L
0
that is reducible to R in k+1 queries
but not reducible to any random language using k or fewer queries in any
amount of time. This is much stronger than the local result that, for all
A 2 RAND, P
k-tt
(A) $ P
(k+1)-tt
(A) [3].
Note that our main theorem closely parallels the global result by Book
and Ko [2] that, for every k  1,
P
k-tt
(SPARSE) $ P
(k+1)-tt
(SPARSE);
where SPARSE is the set of all sparse languages, i.e., languages with a
polynomial limit on the number of strings of each length. (Sparse languages
are well known to have very low information content.)
This paper is presented in four sections. Section 2 is devoted to pre-
liminary denitions. In section 3, we dene algorithmic randomness and
derive some useful properties thereof. Section 4 presents the main result.
An appendix gives proofs of two well-known results cited in Section 3.
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2 Preliminaries
In this paper, [[ ]] denotes the Boolean value of the condition  , i.e.,
[[ ]] =
(
1 if  
0 if not  .
We use both nite strings and innite sequences over the alphabet f0; 1g.
For a nite string or innite sequence x, we dene the length of x by
kxk =

n if (9n 2N) x is n bits long
1 otherwise.
For a set A, we dene the cardinality of A by
kAk =

n if (9n 2N) x has n elements
1 otherwise.
For every k 2 N, let f0; 1g
k
= f x jx is a binary string and jxj = k g. Let
f0; 1g

be the set of all nite binary strings and f0; 1g
1
be the set of all in-
nite binary strings. We identify bit positions in a binary string by counting
from the left. Therefore, if x 2 f0; 1g

, then
x = x[0::jxj   1]
and if x 2 f0; 1g
1
, then
x = x[0]x[1]x[2]    :
For a set A  f0; 1g

, dene the complement of A to be A
c
= f0; 1g

 A.
Similarly, for a set X  f0; 1g
1
, dene X
c
= f0; 1g
1
 X. No confusion will
result from this dual use of notation.
We order strings in the standard way, rst by length and then lexico-
graphically. We dene s
i
to be the i
th
string in this ordering, so that
s
0
= ; s
1
= 0; s
2
= 1; s
3
= 00; s
4
= 01; s
5
= 10; s
6
= 11;
and so on.
The characteristic sequence of a set A  f0; 1g

is the sequence 
A
2
f0; 1g
1
dened by 
A
[n] = [[s
n
2 A]] for all n 2 N. We repeatedly rely on
this identication in section 4.
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If w 2 f0; 1g

and x 2 f0; 1g

[ f0; 1g
1
, we say that w is a prex of x,
and write w v x, if x = w  y for some y 2 f0; 1g

[ f0; 1g
1
. The cylinder
generated by a string w 2 f0; 1g

is
C
w
= fx 2 f0; 1g
1
j w v xg:
Note that C

= f0; 1g
1
. We sometimes wish to allow representation of the
empty set with this scheme. Accordingly, we dene C
>
= ;.
We x a one-to-one pairing function h; i from f0; 1g

f0; 1g

onto f0; 1g

that is computable in polynomial time. We then extend this function to k-
tuples for all k so that h; i : (f0; 1g

)
k
! f0; 1g

.
Given a number k 2 N, a k-query function is a function f with domain
f0; 1g

such that, for all x 2 f0; 1g

,
f(x) = hf
0
(x); :::; f
k 1
(x)i 2 f0; 1g

:
Each f
i
(x) is called a query of f on input x, and the k-tuple f(x) is
called a k-query list on input x. A k-truth table function is a function g
with domain f0; 1g

such that, for each x 2 f0; 1g

, g(x) is the encoding
of a k-input, 1-output Boolean circuit. We write g(x)(w) for the output of
this circuit on input w 2 f0; 1g
k
. A 
P
k tt
-reduction is an ordered pair (f; g)
such that f is a k-query function, g is a k-truth table function, and f and g
are computable in polynomial time.
Let A;B  f0; 1g

. A 
P
k tt
-reduction of A to B is a 
P
k tt
-reduction
(f; g) such that, for all x 2 f0; 1g

,
[[x 2 A]] = g(x)([[f
1
(x) 2 B]]    [[f
k
(x) 2 B]]):
In this case we say that A 
P
k tt
B via (f; g). We say that A is 
P
k tt
-
reducible to B, and write A 
P
k tt
B, if there exists (f; g) such that A 
P
k tt
B via (f; g). For a language A  f0; 1g

and a class of languages C 
f0; 1g
1
,
P
k-tt
(A) =
n
B  f0; 1g




B 
P
k tt
A
o
and
P
k-tt
(C) =
[
A2C
P
k-tt
(A):
We also use recursive k-truth-table reductions, which allow the functions
f and g any bounded amount of running time. A 
k tt
-reduction is an
ordered pair (f; g) such that f is a k-query function, g is a k-truth table
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function, and f and g are computable. For a language A  f0; 1g

and a
class of languages C  f0; 1g
1
, dene
REC
k-tt
(A) = fB  f0; 1g

jB 
k tt
Ag
and
REC
k-tt
(C) =
[
A2C
REC
k-tt
(A):
Finally, let REC denote the class of all computable languages.
3 Randomness, Recursive Selectors, and Normal-
ity
In this section we review Martin-Lof's denition of algorithmic randomness,
along with two well-known properties of random sequences that are used in
this paper.
Denition [13]. A constructive null cover of a set Y  f0; 1g
1
is a com-
putable function
G : NN! f0; 1g

[ f>g
such that, for each k 2 N,
(i) Y 
1
S
l=0
C
G(k;l)
(the covering condition); and
(ii)
1
P
l=0
Pr(C
G(k;l)
)  2
 k
(the measure condition).
(The probability in (ii) is computed according to the uniform Bernoulli dis-
tribution.) A constructive null set is a a set of languages that has a construc-
tive null cover. Let NULL  f0; 1g
1
be the union of all constructive null
sets and RAND = NULL
c
be the class of algorithmically random languages.
Denition. Each function f : N ! N induces the function f : f0; 1g
1
!
f0; 1g
1
dened by
f(x)[i] = x[f(i)]
for all x 2 f0; 1g
1
and i 2 N. (No ambiguity will result from using the
same name for the original function and the function it induces.)
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If F is a set of functions f : N! N and X  f0; 1g
1
is a set of innite
binary sequences, then
F(X) = f f(x) jf 2 F and x 2 Xg :
Denition. A recursive selector is a one-to-one, total recursive function
f : N! N. We let RS denote the set of all recursive selectors.
We use the following well-known closure property of RAND. See the
appendix for a proof of this statement.
Lemma 3.1. RS(RAND) = RAND.
We will also use the fact that random sequences are normal in the sense
of Borel. The following denitions develop this notion.
Denition. For all x 2 f0; 1g
1
, w 2 f0; 1g

, and n 2 Z
+
, dene the n
th
frequency of w in x by
freq
w;n
x =
1
n




f i j 0  i < n and x[ijwj: : (i+ 1)jwj   1] = wg




:
That is, freq
w;n
x is the frequency with which the string w occurs in the rst
n blocks of length jwj of x.
Denition. For x 2 f0; 1g
1
and w 2 f0; 1g

, the limiting frequency of w in
x is
freq
w
x = lim
n!1
freq
w;n
x;
provided that this limit exists.
The limiting frequency of ones in a sequence is of particular interest:
Denition. The limiting frequency of a binary sequence x 2 f0; 1g
1
is
freq x = freq
1
x;
provided that this limit exists.
Denition (Borel). Let k 2 Z
+
. A sequence x 2 f0; 1g
1
is k-normal, and
we write x 2 NORM
k
, if for all w 2 f0; 1g
k
,
lim
n!1
freq
w;n
x = 2
 k
:
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A sequence x 2 f0; 1g
1
is normal, and we write x 2 NORM, if x is k-normal
for all k 2 Z
+
. That is,
NORM =
1
\
k=1
NORM
k
:
The following fact is well-known. For a proof, see the appendix.
Theorem 3.2. RAND  NORM.
In fact, the Champernowne sequence
x = 0 1 00 01 10 11 000 001 010 011 110    ;
formed by concatenating the elements of f0; 1g

in standard order, is known
to be normal but not random, so RAND is a proper subset of NORM.
We conclude this section with an obvious property of normal sequences.
Lemma 3.3. Let k 2 Z
+
, W  f0; 1g
k
, and x 2 NORM
k
. Dene y 2
f0; 1g
1
by
y[i] = [[x[ki::k(i+ 1)  1] 2 W ]]
for all i 2 N. Then freq y = kWk  2
 k
.
4 Main Result
In this section we prove our main result, which concerns query-bounded
reducibilities to algorithmically random languages. We start with a brief
remark on terminology.
It is customary (and technically convenient) to discuss reducibilities as
relations between languages, i.e., subsets of f0; 1g

, but (as in section 3) to
discuss algorithmic randomness as a property of innite binary sequences,
i.e., elements of f0; 1g
1
. The identication of a language A  f0; 1g

with
its characteristic sequence 
A
2 f0; 1g
1
(dened in section 2) renders these
contexts identical. In particular, we dene a language A  f0; 1g

to be
(algorithmically) random if and only if 
A
is random. In this manner, we
regard RAND as a set of languages. (Similar remarks hold for normality
and the class NORM.) The present section makes repeated use of this iden-
tication.
Our main objective is to prove that, for every k 2 N and every language
A 2 RAND, there exists a language B with the following two properties.
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(i) B 
P
(k+1) tt
A.
(ii) For every language A
0
2 RAND, B 6
k tt
A
0
. That is, B 2 P
(k+1)-tt
(A) 
REC
k-tt
(RAND).
The following denition presents our principal tool for proving this result.
Denition. Let k 2 N. A language A  f0; 1g

is k-resolvable if there
exists a selector h 2 RS such that 2
k
 freq(h(
A
)) 2 N.
That is, A is k-resolvable if there is a recursive selector h such that h(
A
)
has a limiting frequency that can be written as a rational with denominator
2
k
. It is clear that if A is k-resolvable and k  k
0
, then A is also k
0
-resolvable.
Intuitively, we regard a language that is k-resolvable as being \coarse at level
k." The smaller the parameter k is, the coarser the k-resolvable language
must be. (Similarly, 30-grit sandpaper is coarser than 60-grit sandpaper!)
The following two easy lemmas illustrate the notion of k-resolvability.
Lemma 4.1. Every recursive language is 0-resolvable.
Proof. Let A 2 REC. Then A and A
c
are both r.e. languages, and at least
one of these languages is innite.
(i) If A is innite, then there is a selector h 2 RS such that A = range(h),
whence freq(h(
A
)) = 1.
(ii) If A
c
is innite, then there is a selector h 2 RS such that A
c
=
range(h), whence freq(h(
A
)) = 0.
Either way, A is 0-resolvable. 2
Lemma 4.2. Every algorithmically random language is 1-resolvable, but
not 0-resolvable.
Proof. Let A 2 RAND. By Theorem 3.2, A is 1-normal, so the identity
function id : N ! N satises freq(id(
A
)) = freq(
A
) =
1
2
. Since id 2 RS,
it follows that A is 1-resolvable.
To see that A is not 0-resolvable, let h 2 RS be arbitrary. Then h(
A
) 2
RAND by Lemma 3.1, so h(
A
) 2 NORM  NORM
1
by Theorem 3.2, so
freq(h(
A
)) =
1
2
62 N. Thus A is not 0-resolvable. 2
We now move to the central part of our argument.
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Lemma 4.3 (Main Lemma). Let k 2 N and A;B  f0; 1g

. If A 2 RAND
and B 
k tt
A, then B is k-resolvable.
Proof. We have two cases. First, suppose that there is an innite recursive
language L such that B \ L 2 REC. By Lemma 4.1, B \ L must be 0-
resolvable. Since L is innite and recursive, it is trivial to construct a
selector h 2 RS demonstrating that B is 0-resolvable. It follows that B
is k-resolvable.
Otherwise, assume that for every innite recursive language L, B \ L =2
REC. We now proceed by induction on k.
Basis The case k = 0 follows immediately from Lemma 4.1.
Induction Step Assume that the statement holds for k, where k 2 N, that
A 2 RAND, and that B 
(k+1) tt
A via (f; g). For every string x 2 f0; 1g

,
let
Q
f
(x) = ff
0
(x);    ; f
k
(x)g
be the set of queries of f on input x. Say that f is nonrepeating on a selector
h if, for all m;n 2 range(h),
m 6= n =) Q
f
(s
m
) \ Q
f
(s
n
) = ;:
We need to exhibit a selector h 2 RS such that 2
k+1
 freq(h(
B
)) 2 N.
One way to achieve this is to show that f is nonrepeating on some recursive
selector; if this is true, then we can modify the selector in order to apply
Lemma 3.3, thus obtaining the desired frequency. However, it may be the
case that f is degenerate, i.e., repeating on every recursive selector.
Although we cannot yet produce a recursive selector on which f is
nonrepeating, we can make a rst approximation. Fix any truth table
 : f0; 1g
k+1
! f0; 1g produced by g on innitely many inputs and dene
D = fx 2 f0; 1g

j g(x) =  g :
Then D is recursive and innite. In addition, f(D) is innite as well, for
if it were not so, then there would exist a nite A
0
 A such that for all
x 2 D,
x 2 B () ([[f
1
(x) 2 A
0
]][[f
2
(x) 2 A
0
]]    [[f
k
(x) 2 A
0
]]) = 1:
This would contradict our assumption that for every innite recursive lan-
guage L, B \  L =2 REC. Therefore, f(D) is innite.
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Now dene h with
h(0) = min fm js
m
2 Dg
h(n) = min
n
m



s
m
2 D and m > h(n  1) and f(s
m
) > f(s
h(n 1)
)
o
where n  1. Since D and f(D) are innite, each h(n) is dened. It is easy
to see that h is recursive and one-to-one, so h 2 RS. Also, h only selects
strings on which g produces the particular truth table  . However, f is not
necessarily nonrepeating on h. We have merely required that each query
list f(s
m
) = hf
0
(s
m
);    ; f
k
(s
m
)i be associated with only one h(n). For
instance, the query lists h0101; 1010i and h1010; 0101i are unique, but both
of the individual queries appear more than once. We now examine the two
basic ways in which f may be repeating on h.
The reduction (f; g) from B to A can be thought of as follows. On an
input x 2 f0; 1g

, f generates a (k + 1)-query list. A (k + 1)-bit string is
then formed consisting of the answers to the queries in the query list, and
this string is evaluated by the truth table g(x) to determine the membership
of x in B. It helps to visualize the query lists produced by f as the table
hf
0
(s
0
); f
1
(s
0
); f
2
(s
0
);    ; f
k
(s
0
)i
hf
0
(s
1
); f
1
(s
1
); f
2
(s
1
);    ; f
k
(s
1
)i
hf
0
(s
2
); f
1
(s
2
); f
2
(s
2
);    ; f
k
(s
2
)i
.
.
.
over all possible inputs s
m
. The following two cases concern repetitions of
f in vertical columns and horizontal rows of this table.
Vertical Case. On innitely many inputs selected by h, some particular f
i
poses the same query. More precisely, there exists 0  i  k and y 2 f0; 1g

such that the set
F
i;y
= fm 2 range(h) jf
i
(s
m
) = y g
is innite. For each n 2 N, let
b
h(n) be the n
th
element of F
i;y
in increasing
order. Since h is increasing, range(h) is recursive, and therefore
b
h 2 RS. The
answer to the constant query can be stored as a constant, so
b
h(
B
) 
k tt
A.
By the induction hypothesis,
b
h(
B
) is k-resolvable. Since RS is closed under
composition, B is k-resolvable (hence (k + 1)-resolvable).
Horizontal Case. On innitely many inputs selected by h, more than one
f
i
poses the same query. That is, letting #(1; x) denote the number of ones
9
in the binary string x, there exists w 2 f0; 1g
k+1
with #(1; w)> 1 such that
the set
SAME
w
= fm 2 range(h) j (9y 2 f0; 1g

)
(80  i  k) w[i] = 1 =) f
i
(s
m
) = yg
is innite. (The string w indicates which query functions f
i
ask the question
y 2 A.) For each n 2 N, let
b
h(n) be the n
th
element of SAME
w
in increasing
order. Since h is increasing, range(h) is recursive, so
b
h 2 RS. At least one
redundant query can be eliminated; again, we may apply the induction
hypothesis to see that B is (k + 1)-resolvable.
Otherwise For all 0  i  k and y 2 f0; 1g

, kF
i;y
k < 1 and for all
w 2 f0; 1g
k+1
, #(1; w) > 1 =) kSAME
w
k < 1. We now show how to use
these conditions to nd a selector on which f is nonrepeating. First, dene
the lower bound
lbd = max
w2f0;1g
k+1
#(1;w)>1
SAME
w
and note that at positions selected by h above lbd, no individual query list
produced by f contains a redundant query. Dene
b
h with
b
h(0) = min fm 2 range(h) jm > lbdg
b
h(n) = min

m 2 range(h)




(80  i < k) f
i
(s
m
) =2
n 1
[
j=0
k
[
l=0
n
f
l

s
b
h(n 1)
o

where n > 0. This denition ensures that the individual queries associated
with
b
h(n) are not associated with any
b
h(N) when N < n. This is possible
precisely because h is innite while f is repeating neither horizontally as in
SAME
w
nor vertically as in F
i;y
. Since range(h) is recursive,
b
h 2 RS.
We have now found a recursive selector on which f is nonrepeating. For
each n 2 N, let h

(n) = l, where s
l
= f
r
(s
h(q)
) and q and r are the quotient
and remainder of dividing n by k + 1. Clearly h

2 RS, so by Lemma 3.1
and Theorem 3.2, h

(
A
) 2 NORM. Let W be the support of the truth
table  , i.e.,
W =
n
u 2 f0; 1g
k+1



(u) = 1
o
:
Since (f; g) reduces B to A, we have
b
h(
B
)[i] = [[h

(
A
)[ki::k(i+ 1)  1] 2W ]]
10
for all i 2 N. It follows by Lemma 3.3 that freq(
b
h(
B
)) = 2
 (k+1)
kWk,
whence B is (k + 1)-resolvable. 2
Recall that our objective is to prove that, for every k 2 N and A 2
RAND, there is a language
B 2 P
(k+1)-tt
(A)  REC
k-tt
(RAND):
By Lemma 4.3, this can be achieved by exhibiting a language B 
P
(k+1) tt
A
that is not k-resolvable. The following denition provides such a language.
Denition. For k 2 N, the k-fold conjunction of a language A  f0; 1g

is
the language
^
(k)
A =
n
x 2 f0; 1g




(80  i < k) x10
i
2 A
o
:
(Note that, vacuously, ^
(0)
A = f0; 1g

.)
We need just one more lemma.
Lemma 4.4. Let k 2 N, A 2 RAND, h 2 RS, and B = ^
(k)
A. Then
freq(h(
B
)) = 2
 k
.
Proof. If k = 0, then B = f0; 1g

and this is trivial, so assume that k > 0.
Dene
b
h : N ! N by
b
h(n) = l, where s
l
= s
h(q)
10
r
and q and r are the
quotient and remainder obtained when n is divided by k. Then
b
h 2 RS,
so
b
h(
A
) is normal by Lemma 3.1 and Theorem 3.2. Since B is the k-fold
conjunction of A, we have, for all i 2 N,
h(
B
)[i] = 
B
[h(i)]
= [[s
h(i)
2 B]]
= [[(80  r < k) s
h(i)
10
r
2 A]]
= [[(80  r < k) s
b
h(ki+r)
2 A]]
= [[(80  r < k) 
A
[
b
h(ki+ r)] = 1]]
= [[(80  r < k)
b
h(
A
)[ki+ r] = 1]]
= [[
b
h(
A
)[ki::k(i+ 1)  1] = 1
k
]]:
It follows by Lemma 3.3 that freq(h(
B
)) = 2
 k
. 2
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We now have our main result.
Theorem 4.5 (Main Theorem). For all k 2 N and A 2 RAND,
P
(k+1)-tt
(A) 6 REC
k-tt
(RAND):
Thus, for all k 2 N,
P
k-tt
(RAND) $ P
(k+1)-tt
(RAND):
Proof. Let k 2 N and A 2 RAND. Let B = ^
(k+1)
(A). It is clear that
B 2 P
(k+1)-tt
(A). On the other hand, Lemma 4.4 tells us that, for all h 2 RS,
2
k
 freq(h(
B
)) = 2
k
2
 (k+1)
= 1=2 =2 N, so B is not k-resolvable. It follows
by the Main Lemma that B =2 REC
k-tt
(RAND). Thus B 2 P
(k+1)-tt
(A)  
REC
k-tt
(RAND). 2
In the course of proving the above result, we have shown that, for k 2 N
and A 2 RAND, the language ^
(k)
A is (k+1)-resolvable but not k-resolvable.
It is interesting to note that, when k = 0, this is precisely Lemma 4.2.
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Appendix
In this appendix we prove Lemma 3.1 and Theorem 3.2. (These results are
well-known but it is dicult to nd explicit proofs in the literature.)
In the proofs that follow, we use a standard pairing function h; i : N 
N! N, e.g., hk; li =
 
k+l+1
2

+ l for all k; l 2 N.
Lemma 3.1. RS(RAND) = RAND.
Proof of Lemma 3.1. The right-to-left inclusion is clear. Conversely, let
y 2 RS(RAND), say, y = f(x) for some f 2 RS and x 2 RAND. Suppose
f(x) 2 NULL via the null cover F : N N ! f0; 1g

[ f>g. It suces to
show that x 2 NULL. Dene for all k; l 2 N,
r(k; l) = 1 + max f n 2 N j (90  i  jF (k; l)j   1) f(n) = ig ;
so that r(k; l) is the largest bit position in x of a bit that appears in the
initial segment F (k; l). That is, any initial segment of x that is mapped to
F (k; l) under f must have at least r(k; l) bits. Dene also, for all k; l 2 N,
	(k; l) =

x 2 f0; 1g
r(k;l)




(80  i  r(k; l)  1) f(i)  jF (k; l)  1j
=) x[i] = F (k; l)[f(i)]

;
and for all k; l;m 2 N,
G(k; hl;mi) =

x if x is the lexicographically m
th
element of 	(k; l)
> if no m
th
element of 	(k; l) exists.
Thus as m increases, G(k; hl;mi) enumerates the set 	(k; l) of all possible
initial segments of x that are mapped to F (k; l) under f . Essentially, we
have \replaced" each initial segment F (k; l) with a nite list of nontrivial
initial segments 	(k; l) that are consistent with F (k; l).
It is clear that G is total recursive. To see that G covers x, note that
	(k; l) is just an expanded, rearranged representation of F (k; l). In other
words, if the bit at position i is the same for every member of 	(k; l), then
it necessarily maps to a bit in F (k; l) that is properly covered (since F is a
null cover of x).
To see thatG satises the measure condition, note that for every k; l 2 N,
1
X
m=0
Pr(G(k; hl;mi)) = Pr(F (k; l)):
A{1
Since F satises the measure condition, G does as well. 2
Many proofs that random sequences have some particular property rely
on some constructive version of the classical rst Borel-Cantelli lemma. Var-
ious such results have been proven by van Lambalgen [19, 18], Lutz [12], and
others. We now give a formulation most appropriate to our purposes here.
Denition. A modulus for an innite series
P
1
k=0
a
k
of nonnegative reals
a
k
is a function h : N! N such that, for all n 2 N,
1
X
k=h(n)
a
k
 2
 n
:
An innite series of nonnegative reals is said to be recursively convergent
(a.k.a. rec-convergent) if it has a computable modulus.
Denition. If  (n) is a Boolean condition depending on n 2 N, then
 (n) i.o. means that  (n) occurs innitely often, i.e., for every N 2 N
there exists n > N such that  (n).
Lemma A.1. Let Y
0
; Y
1
; Y
2
;     f0; 1g
1
and assume that there is a com-
putable function F : NN! f0; 1g

[ f>g with the following properties.
(i) For all k 2 N, Y
k

1
S
l=0
C
F (k;l)
.
(ii) The series
1
P
k=0

1
P
l=0
Pr(C
F (k;l)
)

is rec-convergent.
Then the set
Y = f 2 f0; 1g
1
j 2 Y
k
i.o.g
is a constructive null set. (Note: it is implicit in (ii) that each of the se-
ries
P
1
l=0
Pr(C
F (k;l)
) is convergent, but not that each such series is rec-
convergent.)
Proof. Assume the hypothesis. Let h be a computable modulus of the series
in (ii). Dene G : NN! f0; 1g

[ f>g by
G(k; hi; ji) = F (h(k) + i; j)
A{2
for all k; i; j 2 N. It is clear that G is computable. We will show that G is a
constructive null cover of Y . To see that G satises the covering condition,
x k 2 N and let  2 Y . Then
 2
1
[
i=0
Y
h(k)+i

1
[
i=0
1
[
j=0
C
F (h(k)+i;j)
=
1
[
i=0
1
[
j=0
C
G(k;hi;ji)
=
1
[
l=0
C
G(k;l)
:
Thus Y 
S
1
l=0
C
G(k;l)
and the covering condition is armed. To see that
G satises the measure condition, x k 2 N. Then
1
X
l=0
Pr(C
G(k;l)
) =
1
X
i=0
1
X
j=0
Pr(C
G(k;hi;ji)
)
=
1
X
i=0
1
X
j=0
Pr(C
F (h(k)+i;j)
)
=
1
X
i=h(k)
1
X
j=0
Pr(C
F (i;j)
)
 2
 k
;
arming the measure condition. We now have shown that G is a construc-
tive null cover of Y , whence Y is a constructive null set. 2
We also use the following instance of a Cherno bound proven in [9].
Lemma A.2. If n 2 N, w 2 f0; 1g

, X
1
;    ; X
n
are independent random
variables over f0; 1g with Pr[X
i
= 1] = 2
 jwj
for every 1  i  n (i.e.,
independent tosses of a biased coin), S = X
1
+   + X
n
, and " > 0, then
Pr
h



S   n2
 jwj



 n"2
 jwj
i
 2e
 
n
6
"
2
2
 jwj
:
2
A{3
We now have the tools sucient to prove that random sequences are
normal.
Theorem 3.2. RAND  NORM.
Proof. For each real number " > 0, n 2 N, and w 2 f0; 1g

, dene the sets
Y
n;w;"
=
n
A 2 f0; 1g
1






[freq
w;n
f(A)]  2
 jwj



 "2
 jwj
o
and
Y
w;"
= fA 2 f0; 1g
1
jA 2 Y
n;w;"
i.o.g :
Note that by Lemma A.2,
Pr(Y
n;w;"
) < 2e
 
n
6
"
2
2
 jwj
:
Now x " > 0 and w 2 f0; 1g

. We prove that Y
w;"
is a constructive null set.
Without loss of generality, assume that " is a computable real. (If not, we
replace " by a computable real "
0
satisfying 0 < "
0
< " and rely on the fact
that Y
w;"
 Y
w;"
0
.) Dene a function F : NN! f0; 1g

[ f>g as follows.
For each n 2 N, let s
0
;    ; s
k
n
 1
be the enumeration, in increasing order,
of the k
n
strings s such that s 2 f0; 1g
njwj
and



[freq
w;n
s]  2
 jwj



 "2
 jwj
:
Then, for all n; l 2 N,
F (n; l) =

s
l
if 0  l < k
n
> if l  k
n
.
It is clear that F is computable. It is also clear that each
Y
n;w;"
=
1
[
l=0
C
F (n;l)
;
and that this union is disjoint. Since the union is disjoint, it follows that
each
1
X
l=0
Pr(C
F (n;l)
) = Pr(Y
n;w;"
)
< 2e
 
n
6
"
2
2
 jwj
:
A{4
Since the series
P
1
n=0
2e
 
n
6
"
2
2
 jwj
is rec-convergent (to be shown in a mo-
ment), it follows by Lemma A.1 that the set Y
w;"
is a constructive null set,
so RAND  (Y
w;"
)
c
. Therefore,
RAND 
\
">0
\
w2f0;1g

(Y
w;"
)
c
= fA 2 f0; 1g
1
j (8w 2 f0; 1g

) lim
n!1
freq
w;n
A = 2
 jwj
g
= NORM;
thus RAND  NORM.
It still remains to prove that the series
P
1
n=0
2e
 
n
6
"
2
2
 jwj
is rec-convergent.
Let q = "
2
2
 jwj
=6 and dene h : N! N by
h(k) = 1 + min
n
m 2N



q2
qm
 2
k+1
o
:
It is clear that h is computable. Also, for all k 2 N, letting m = h(k)  1,
we have
1
X
n=h(k)
2e
 
n
6
"
2
2
 jwj

Z
1
m
2e
 qn
dx
= (2=q)e
 qm
< (2=q)2
 qm
 2
 k
;
so h is a modulus for the series. 2
A{5
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