Optimal dispersive readout of a spin qubit with a microwave resonator by D'Anjou, Benjamin & Burkard, Guido
Optimal Dispersive Readout of a Spin Qubit with a Microwave Cavity
Benjamin D’Anjou and Guido Burkard
Department of Physics, University of Konstanz, D-78457 Konstanz, Germany
Strong coupling of semiconductor spin qubits to superconducting microwave cavities was recently
demonstrated1–4. These breakthroughs pave the way for quantum information processing that
combines the long coherence times of solid-state spin qubits with the long-distance connectivity, fast
control, and fast high-fidelity quantum-non-demolition readout of existing superconducting qubit
implementations. Here, we theoretically analyze and optimize the dispersive readout of a single
spin in a semiconductor double quantum dot (DQD) coupled to a microwave cavity via its electric
dipole moment. The strong spin-photon coupling arises from the motion of the electron spin in a
local magnetic field gradient. We calculate the signal-to-noise ratio (SNR) of the readout accounting
for both Purcell spin relaxation and spin relaxation arising from intrinsic electric noise within the
semiconductor. We express the maximum achievable SNR in terms of the cooperativity associated
with these two dissipation processes. We find that while the cooperativity increases with the strength
of the dipole coupling between the DQD and the cavity, it does not depend on the strength of the
magnetic field gradient. We then optimize the SNR as a function of experimentally tunable DQD
parameters. We identify wide regions of parameter space where the unwanted backaction of the
cavity photons on the qubit is small. Moreover, we find that the coupling of the cavity to other
DQD transitions can enhance the SNR by at least a factor of two, a ‘straddling’ effect5–8 that
occurs only at non-zero energy detuning of the DQD potential well. We estimate that with current
technology, single-shot readout fidelities in the range 82%− 95% can be achieved within a few µs of
readout time without requiring the use of Purcell filters.
I. INTRODUCTION
Spins in the solid state have long been hailed as a
promising platform for quantum information process-
ing9,10. Indeed, their isolation from their electric en-
vironment and, in the case of isotopically-purified sili-
con, from their magnetic environment, can lead to sig-
nificantly enhanced coherence times compared to other
implementations11–16. Such long coherence times enable
high-fidelity control which, combined with the ability
to perform single-shot qubit readout17–30, makes spins
in the solid state a natural choice for scalable quan-
tum technologies. The appeal of solid-state spins has
recently been further increased by the successful exper-
imental demonstration of strong coupling between spins
and superconducting microwave cavities1–4,31–33. Strong
coupling between spins and microwave photons could al-
low spin qubits to benefit from, among other things,
the long-distance connectivity34–37, fast and high-fidelity
control38–42, and high-fidelity quantum-non-demolition
readout43–48 which have so far been successfully achieved
in superconducting qubit implementations49.
The cavity-assisted dispersive readout of a single solid-
state spin qubit, in particular, has already been demon-
strated, although not in the single-shot regime1. For im-
portant applications such as quantum error correction
and feedback control of quantum states, however, it is
desirable to be able to perform quantum-non-demolition
readout of the spin state in a single-shot and with
high fidelity. Due to the inherent difficulty in achiev-
ing strong spin-photon coupling, however, performing a
fast and high-fidelity single-shot readout is likely to prove
more challenging than for superconducting qubits. While
Hamiltonian engineering methods have been proposed to
circumvent weak-coupling limitations, they often require
real-time control of the coupling strength50 which might
not be readily available in all devices and further adds a
layer of complexity to the readout. Similarly, the use of
auxiliary cavity modes has also been proposed to relax
the constraints of strong coupling, but such a scheme re-
lies on the engineering of spectrally close pairs of modes
in multi-dimensional cavities51. Recent work has pro-
posed to circumvent weak electric dipole moments in
multi-electron quantum dots by instead coupling the cav-
ity field to the quantum capacitance of the qubit energy
dispersion52, but this technique may require parametric
driving of the qubit to achieve strong dispersive coupling.
As spin qubit devices enter the strong spin-photon cou-
pling regime, therefore, it is of great interest to optimize
the performance of the standard cavity-assisted disper-
sive readout, which has been so widely and successfully
used in the context of superconducting qubits.
In this work, we theoretically optimize the performance
of the dispersive readout of a spin qubit assisted by a sin-
gle mode of a microwave cavity. We focus on the case of
a single electron spin in a double quantum dot (DQD),
where the orbital and spin degrees of freedom are hy-
bridized using a transverse magnetic field gradient53–58.
This simple setup has already entered the strong spin-
photon coupling regime through a combination of a large
DQD electric dipole moment, a large magnetic field gra-
dient, and a high-impedance cavity1,3. We derive an ex-
pression for the maximum signal-to-noise ratio (SNR)
achievable for dispersive spin readout in these devices.
We account for the intrinsic relaxation of the spin due to
coupling of the semiconductor environment to the elec-
tric dipole of the electron, such as relaxation via emission
of a phonon. In particular, we show that the maximum
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2achievable SNR is directly proportional to the cooper-
ativity associated with the Purcell spin relaxation and
the intrinsic spin relaxation. Interestingly, we show that
the cooperativity does not depend on the strength of the
magnetic field gradient for these dissipation processes.
This means that while increasing the field gradient re-
duces the readout time, it does not improve the maxi-
mum achievable SNR. We then describe how to choose
the tunable parameters of the DQD in order to achieve
an optimal SNR. Our systematic analysis of transition-
inducing terms in the dispersive Hamiltonian enables us
to identify regions of parameter space where the deleteri-
ous backaction of the cavity photons on the qubit state is
small. Furthermore, we find that there can be flexibility
in the choice of parameters for a given SNR, freeing the
parameter space for the optimization of other qubit per-
formance metrics. We also find that at non-zero energy
detuning of the DQD double well, the SNR can be en-
hanced by at least a factor of two due to the existence of a
so-called ‘straddling regime’5–8 arising from the coupling
of the cavity to transitions that simultaneously change
the molecular wavefunction and the spin. Our analysis
shows that the single-shot readout regime is well within
reach of current technology. The achievable single-shot
readout fidelities range from 82% − 95% with the help
of quantum limited amplifiers, but without requiring the
use of Purcell filters. Our work provides the theoretical
framework to achieve fast, high-fidelity, quantum-non-
demolition readout of single solid-state spins in the near
future.
This paper is structured as follows. In Sec. II, a model
of the DQD and its coupling to the cavity is introduced.
Sec. III discusses the dispersive approximation as well
as the dispersive Hamiltonian for the DQD. In Sec. IV,
the SNR is defined and the performance of the dispersive
readout is theoretically optimized. Moreover, single-shot
readout fidelity estimates are given for the experimental
parameters of Ref. 1. The results are summarized in
Sec. V.
II. SYSTEM AND MODEL
A. Hamiltonian
1. Double-quantum-dot Hamiltonian
We consider a DQD formed from two quantum wells
separated by a distance 2d, as depicted in Fig. 1(a). The
two lowest-energy orbitals of the right and left quantum
wells are labeled
∣∣∣R˜〉 and ∣∣∣L˜〉, respectively, with corre-
sponding energies R and L. The energy detuning be-
tween the right and left orbitals is  = R − L, and the
tunnel coupling between them is tc > 0. Moreover, a uni-
form longitudinal magnetic field is applied along the axis
of the quantum dot (the z axis). This induces a Zeeman
energy splitting ~γeBz of the electronic spin states
∣∣∣↑˜〉
FIG. 1. (a) Schematic representation of the double quantum
potential well V (z) forming the DQD. The detuning and tun-
nel coupling between the right dot orbital
∣∣∣R˜〉 and left dot
orbital
∣∣∣L˜〉 are  and tc, respectively. The DQD is subject
to a longitudinal magnetic field Bz zˆ and an external trans-
verse magnetic field gradient ∂zBx(z)xˆ such that the field Bx
varies by bx = ∂zBx(z)× d over the half interdot distance d.
(b) Setup for the dispersive readout of a DQD embedded in a
two-port microwave cavity with resonance frequency ωc. The
DQD and the cavity electric field (green arrows) interact via
the electric dipole coupling gc. The cavity can be driven in
the ith port by an input field bini (t). The output fields b
out
i (t)
then carry information on the state of the DQD. The leakage
rates of ports 1 and 2 to their respective feedlines are κ1 and
κ2.
and
∣∣∣↓˜〉, where γe is the electron gyromagnetic ratio. In
addition, a transverse position-dependent magnetic field
Bx(z) is applied along the x axis using, e.g., a proximal
micromagnet. As the electron moves across the DQD, it
therefore experiences a magnetic field variation of order
bx = ∂zBx(z) × d. This hybridizes the spin and charge
degrees of freedom, enabling electrical control and read-
out of the spin. In the following, we set ~ = 1 and γe = 1.
The resulting DQD Hamiltonian is
Hd = Hm +HZ ,
Hm =

2
τ˜z + tcτ˜x,
HZ =
Bz
2
σ˜z +
bx
2
τ˜zσ˜x.
(1)
3In Eq. (1), Hm is the molecular Hamiltonian of the DQD
and HZ is the Zeeman Hamiltonian. Moreover, the τ˜i are
the Pauli matrices in the
{∣∣∣R˜〉 , ∣∣∣L˜〉} basis and the σ˜i are
the Pauli matrices in the
{∣∣∣↑˜〉 , ∣∣∣↓˜〉} basis. It is also con-
venient to introduce the eigenstates
∣∣±˜〉 of the molecular
Hamiltonian Hm. They satisfy Hm
∣∣±˜〉 = ±Ω2 ∣∣±˜〉, where
Ω =
√
(2tc)2 + 2 = 2tc sec θ is the molecular energy gap
and where θ = arctan (/2tc) is the molecular mixing an-
gle. Note that the description of electronic motion in
terms of the two lowest energy orbitals is only valid in
the limit where Ω is much smaller than the single-dot or-
bital splitting, whether it originates from confinement or
from valley splitting.
2. Double-quantum-dot-cavity interaction
The electric field of the cavity couples directly to the
electric dipole moment of the electron, as shown schemat-
ically in Fig. 1(b). Due to the interaction of the spin and
orbit degrees of freedom in Eq. (1), the cavity photons
can drive spin transitions. The Hamiltonian of the com-
bined cavity and DQD system is
H = Hd +Hc + V,
Hc = ωca
†a,
V = gcτ˜z
(
a+ a†
)
.
(2)
In Eq. (2), Hc is the free Hamiltonian for a single mode
of the cavity, V is the dipole interaction Hamiltonian
between the electron and the cavity, and a annihilates
a photon in the cavity. The resonance frequency of the
cavity is ωc > 0 and the strength of the dipole coupling
is gc.
3. Probe-cavity interaction
We assume that the cavity can be probed through two
input ports, which we label port 1 and port 2. This is
depicted in Fig. 1(b). Photons can leak in and out of
the cavity59 through the ith port at rate κi, resulting in
a total leakage rate κ =
∑
i κi. Accordingly, the cavity
can be populated with photons by irradiating the input
ports at frequency ωin ≈ ωc. Under this near-resonance
condition, we may describe the interaction of the input
radiation with the cavity in the rotating-wave approxi-
mation:
Vin(t) = i
∑
i
√
κi
[
bini (t)
†a− bini (t)a†
]
. (3)
The quantum input fields bini (t) in Eq. (3) are the ones
derived in the input-output theory of Gardiner and Col-
lett60. They consist of a classical drive βini (t) with added
noise. More precisely, we have
bini (t) = β
in
i (t) + δb
in
i (t). (4)
Here, we assume that the noise is Gaussian and white61.
In the absence of squeezing of the inputs, the moments
of δbini (t) are〈
δbini (t)
†δbini (t
′)
〉
= N¯δ(t− t′),〈
δbini (t)δb
in
i (t
′)†
〉
= (N¯ + 1)δ(t− t′),〈
δbini (t)δb
in
i (t
′)
〉
= 0.
(5)
In Eq. (5), N¯ is the average number of thermal noise
photons62 at frequency ωin, which we assume to be the
same for both ports. For N¯ = 0, the noise in the input
field arises purely from vacuum fluctuations.
The output fields bouti (t) are given by the input-output
relations:
bouti (t) = b
in
i (t) +
√
κia(t). (6)
The noise in the output field is in general not white be-
cause it inherits the temporal correlations in the dynam-
ics of the cavity and DQD. When the system reaches a
steady state, however, the output noise is white with the
same moments as in Eq. (5)63. We assume that bouti (t) is
sent through a phase-preserving amplifier and then mea-
sured with the help of a homodyne detector64 whose lo-
cal oscillator has phase ϕ. The detector records a pho-
tocurrent Iϕi (t) = β
out,ϕ
i (t) + δI
ϕ
i (t), where β
out,ϕ
i (t) =
1
2
〈
bouti (t)e
−iϕ + bouti (t)
†eiϕ
〉
is the ϕ-quadrature of the
output field. The autocorrelation function of the pho-
tocurrent noise in the steady-state is then
〈δIϕi (t)δIϕi (t′)〉 =
2Nhom + 1
4
δ(t− t′). (7)
Here, Nhom = N¯ + Namp is the total noise in the homo-
dyne signal accounting for the Namp effective noise pho-
tons added in the amplification chain. It follows from
Eq. (7) that a given quadrature of bouti (t) integrated over
a time interval t is determined with precision
σhom(t) =
1√
Rt
. (8)
Here, R = 4/(2Nhom + 1) is the rate of change of the
inverse noise variance. In the following, we assume that
the input noise is limited by vacuum fluctuations, N¯  1.
B. Double-quantum-dot eigenbasis and spin qubit
The DQD Hamiltonian, Eq. (1), can be diagonalized
exactly as detailed in Appendix A. Expressed in its eigen-
basis, the Hamiltonian Hd takes the form
Hd =
Em
2
τz +
Es
2
σz, (9)
where the τi and the σi are now Pauli matrices in the
eigenbasis |τz;σz〉 of Hd dressed by the field gradient.
Here, τz = ± labels the dressed ‘molecular-like’ states
4FIG. 2. Energy-level diagram of the DQD in the basis dressed
by the magnetic field gradient. The dressed eigenstates are
labeled {|+; ↑〉 , |+; ↓〉 , |−; ↑〉 , |−; ↓〉}. All possible transition
frequencies Ej between the eigenstates are indicated. The
spin qubit states |1〉 and |0〉 are chosen to be |−; ↑〉 and |−; ↓〉,
respectively (dashed magenta box).
and σz =↑ (↓) labels the dressed ‘spin-like’ states65.
Exact expressions for the ‘molecular-like’ and ‘spin-like’
Larmour frequencies Em and Es are derived in Ap-
pendix A. The energy-level diagram of the DQD is il-
lustrated in Fig. 2, where we have also introduced the
transition frequencies E± = Em ± Es. In the follow-
ing, we consider the spin qubit formed from the two
dressed ‘spin-like’ eigenstates spanning the molecular
ground state. Specifically, we choose the computational
basis {|1〉 , |0〉} = {|−; ↑〉 , |−; ↓〉}. Despite their spin-
like character, the electric dipole matrix element between
these two states is finite and transitions between them
can be induced electrically. In particular, the DQD-
cavity interaction of Eq. (2) is written in the new basis
as
V = V(a+ a†),
V = −gmτx + gsτzσx + g+ (τ+σ+ + τ−σ−)
+ g− (τ+σ− + τ−σ+) + gmpτz + gspσz.
(10)
Here, {gm, gs, g+, g−} are the coupling strengths of
the cavity to the DQD transitions of frequencies
{Em, Es, E+, E−} illustrated in Fig. 2. In addition, gmp
and gsp are couplings arising from the finite DC electric
polarizabilities of the molecular electric dipole and of the
spin, respectively. Exact expressions for the gi are given
in Appendix A. In Eq. (10), the term gsτzσx(a+ a
†) ex-
changes energy between the cavity and the spin qubit. It
can thus be exploited for cavity-assisted qubit control and
readout. As will be discussed in Sec. IV F, the couplings
g± of the cavity to the transitions of frequencies E± can
also be harnessed to improve readout performance.
In the remainder of this article, we focus on the limit
of weak field gradient. In particular, we assume that the
direction of the spin quantization axis is not substantially
modified by the presence of the field gradient, |bx sin θ| 
|Bz|. Moreover, we assume that the admixture of spin
and orbit is weak, |bx cos θ|  min (|Ω−Bz|, |Ω +Bz|).
Under these conditions, the dressed molecular and spin
Larmour frequencies are
Em ≈ Ω + bx
2
cos θ sin φ¯,
Es ≈ Bz − Bz
2
bx
2tc
(
1− 
2
B2z
)
sin φ¯,
sin φ¯ ≈ 2tcbx
Ω2 −B2z
,
(11)
where φ¯  pi/2 is the effective spin-orbit mixing angle
arising from the field gradient. Approximate expressions
may also be obtained for the couplings gi. In particu-
lar, the molecular-photon coupling gm and spin-photon
coupling gs become
gm ≈ gc cos θ cos φ¯, gs ≈ gc cos θ sin φ¯. (12)
III. DISPERSIVE HAMILTONIAN
A. Dispersive limit
Dispersive readout of the spin is performed by probing
the cavity near its resonance frequency, ωin ≈ ωc, and
observing the spin-dependent phase of the output field.
For many quantum information processing tasks, it is
highly desirable that the readout perturbs the system as
little as possible. To minimize such unwanted backac-
tion on the system, we work in the so-called dispersive
limit. In that limit, all DQD-cavity interaction terms in
Eq. (10) are detuned from the cavity frequency. More
precisely, achieving the dispersive limit requires that the
dimensionless parameters
ηj =
2Ejgj
ω2c − E2j
, η′j =
ωc
Ej
ηj , (13)
are small, i.e., |ηj |  1 and |η′j |  1 for all couplings gj
in Eq. (10) (see Appendix B for details). We also require
that κ |ωc−Ej |. Note that although the above condi-
tions are necessary in order to be in the dispersive limit,
they are not sufficient. It is also required that the average
5number of photons 〈n〉 ≈ 4κi|βini |2/κ2 entering the cav-
ity from port i remains smaller than the critical photon
number nc,j ≈ max
(|ηj |, |η′j |)−2 /4 for all couplings gj in
Eq. (10). In particular, this ensures that the probability
of probe-induced transitions between the various system
eigenstates remains small49.
In the dispersive limit, the Hamiltonian, Eq. (2), can
be diagonalized to first order in gc using a Schrieffer-Wolff
transformation. The resulting dispersive Hamiltonian for
the DQD-cavity interaction is derived in Appendix B and
has the form
Hdis = H0 + Vdis + Vtr. (14)
Here, H0 = Hd +Hc is the free Hamiltonian. The inter-
action is separated into a dispersive part Vdis that com-
mutes with H0 and a transition-inducing part Vtr that
does not commute with H0. The dispersive interaction
has the form:
Vdis = −1
2
χ0τzσz − (χmτz + χsσz)
(
a†a+
1
2
)
. (15)
Here, χmτz and χsσz are the dispersive energy shifts of
the cavity frequency due to coupling with the molecular
electric dipole and the spin, respectively. In addition,
−χ0τzσz/2 is an Ising-like dispersive interaction between
the molecular electric dipole and the spin. Expressions
for χm, χs, and χ0 are given in Appendix B. As discussed
in Sec. III B, the spin dispersive shift, χsσz, may be ex-
ploited for dispersive readout of the spin. Contrary to the
dispersive interaction, the off-diagonal term Vtr induces
transitions between the eigenstates of H0. Specifically,
Vtr can generate all the DQD transitions of Fig. 2 via the
exchange of either 0 or 2 photons with the cavity. As
discussed in Appendix B, the magnitude of the interac-
tion terms is set by the elements of the dispersive tensors
χj,k = gjηk and χ
′
j,k = gjη
′
k. For the transition term to
be neglected, it is therefore sufficient that all such tensor
elements are smaller than ωc, |Ej |, and |2ωc ± Ej | for
all j (a concrete example is given in Appendix C). These
conditions are typically satisfied in the dispersive limit
and we will therefore ignore the transition term in the
following analysis until it is stated otherwise.
B. Effective spin qubit Hamiltonian
In the absence of photon-induced DQD transitions, the
dispersive Hamiltonian, Eq. (15), may safely be projected
into the logical subspace of the spin qubit to obtain an
effective dispersive Hamiltonian for the spin qubit, in the
form (up to an irrelevant constant):
Heffdis = (ω
′
c − χsσz)a†a+
1
2
(E′s − χs)σz. (16)
Here, ω′c = ωc + χm and E
′
s = Es + χ0 are renormalized
cavity and spin qubit frequencies, respectively. In ad-
dition, χsσz is the spin-state-dependent dispersive shift
of the cavity frequency which enables dispersive readout.
The full expression for the dispersive shift is
χs =
2Esg
2
s
ω2c − E2s
+
E+g
2
+
ω2c − E2+
− E−g
2
−
ω2c − E2−
. (17)
When the cavity is close to resonance with the spin tran-
sition but far detuned from E+ and E−, the dispersive
shift takes the more familiar form χs ≈ g2s/∆, where
∆ = ωc − Es is the spin-cavity detuning. We will as-
sume that this is the case for most of the analysis of
Sec. IV. In Sec. IV F, however, we will see that the con-
tributions in Eq. (17) can interfere constructively and
thereby significantly improve readout performance. This
mirrors the so-called ‘straddling regime’ of superconduct-
ing qubits5–8. Finally, note that the renormalization of
the cavity and spin frequencies are unimportant for the
optimization of the dispersive readout. As discussed in
Sec. IV B, the readout response only depends on the de-
tuning between the probe frequency ωin and the renor-
malized cavity frequency ω′c. Thus, the renormalization
of the ωc can always be compensated by adjusting ωin.
Moreover, inspection of the expression for χ0 given in
Appendix B shows that χ0 . χs  ∆ near the DQD-
cavity resonances. Therefore, the renormalization of the
spin frequency may safely be neglected.
All operators appearing in Eq. (16), and in particular
σz, are dressed by the DQD-cavity interaction to first
order in gc. Thus, the spin qubit we consider is in fact
formed by the states {|−; ↑〉 , |−; ↓〉} dressed by cavity
photons. In the regime where both the cavity and the
qubit are near-resonant with the probe, the effective driv-
ing Hamiltonian in the dressed basis takes the form
V effin (t) =i
∑
i
√
κi
[
bini (t)
†a− bini (t)a†
]
+ i
gs
∆
∑
i
√
κi
[
bini (t)
†σ− − bini (t)σ+
]
.
(18)
The second term enables the direct exchange of energy
between the spin qubit and the cavity environment. In
particular, the spin qubit may relax via the Purcell emis-
sion of a photon in the cavity ports (see Sec. IV C). Corre-
spondingly, the input-output relation of Eq. (6) becomes
bouti (t) = b
in
i (t) +
√
κia+
√
κi
gs
∆
σ−, (19)
where the last term describes output radiation emitted by
coherent spin oscillations. When performing dispersive
readout, the detector is typically locked in to ωin ≈ ωc.
Thus, the qubit emission is filtered out provided the de-
tector bandwidth is smaller than the spin-cavity detuning
|∆|. Even if this were not the case, the qubit necessarily
loses all coherence as soon as the two qubit states can
be distiguished due to the fundamental quantum backac-
tion introduced by readout. We will therefore ignore the
last term in what follows. The expectation values of the
output fields are then given by
βouti (t) = β
in
i (t) +
√
κi 〈a〉 . (20)
6IV. DISPERSIVE READOUT OF THE SPIN
QUBIT
A. Equation of motion
We start our analysis of the dispersive readout by dis-
cussing the dynamics of the cavity. Throughout the re-
mainder of the text, we work in the frame rotating with
the probe frequency ωin. In this frame, the dispersive
Hamiltonian of Eq. (16) takes the form
Heffdis = (δc − χsσz)a†a+
1
2
(δs − χs)σz, (21)
where δc = ω
′
c − ωin and δs = E′s − ωin are the detunings
of the probe from the cavity and the spin qubit, respec-
tively. The interaction of Eq. (18) remains unchanged.
The resulting (Ito¯) Langevin equation of motion60 for the
cavity field is
da = −i(δc − χsσz)a dt− κ
2
a dt−
∑
i
√
κib
in
i (t)dt
− κgs
2∆
σ−dt.
(22)
The first term describes the dispersive motion of the
cavity field, the second term describes cavity damping,
the third term describes driving of the cavity through
its ports, and the last term describes driving of the
cavity by coherent oscillations of the spin qubit. This
latter term contributes small oscillations of amplitude
∼ (κgs/∆2) 〈σ−〉 to the cavity field in the dispersive
limit. Moreover, it vanishes as soon as the readout de-
phases the qubit. We therefore neglect it in what follows.
The equation of motion for the expectation value of the
cavity field becomes
˙〈a〉 = −i 〈(δc − χsσz)a〉 − κ
2
〈a〉 −
∑
i
√
κiβ
in
i (t). (23)
B. Readout contrast
In order to analyze the readout performance, it is not
necessary to solve Eq. (23). Instead, we first consider
the purely ‘quantum-non-demolition’ scenario in which
σz is a constant of motion, σz(t) ≈ σz(0). Although this
assumption clearly cannot be exact due to, e.g., qubit
relaxation, it leads to a simple and useful definition of
the readout contrast.
Under the above assumption, we may substitute σz =
±1 into Eq. (23) and obtain
˙〈a〉 = −i(δc ∓ χs) 〈a〉 − κ
2
〈a〉 −
∑
i
√
κiβ
in
i (t). (24)
Solving Eq. (24) and substituting the solution into
Eq. (20) then yields the output field for each qubit state.
We assume that the cavity is initially empty. It is then
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FIG. 3. Typical dispersive readout response of the cavity for
a continuous resonant drive of amplitude β0 = −|β0|. Plot (a)
shows the trajectory of the output field in phase space while
plot (b) shows the time evolution of the quadrature relevant
for qubit readout. In both plots, the cavity is initally empty.
The solid lines show the response for the qubit states |1〉 (blue)
and |0〉 (red) in the absence of qubit transitions. The signals
for the two qubit states are separated by ∆βout2 in the steady
state. The dashed blue lines show the response for state |1〉
in the presence of Purcell relaxation of the qubit state.
probed continuously through port 1 only, βin1 (t) = β0 and
βin2 (t) = 0. Finally, the output field is measured in port
i. Typical trajectories for the transmitted output field
are depicted in Fig. 3. The relevant quantity for read-
out performance is the steady-state contrast ∆βouti =
limt→∞ [βouti (t)|σz=+1 − βouti (t)|σz=−1] between the out-
put fields corresponding to the two qubit states. Solving
Eqs. (20) and (23) gives the squared magnitude of the
contrast:
|∆βouti |2 = κi 〈n〉D. (25)
Here, 〈n〉 = 4κ1|β0|2/κ2 is the number of steady-state
photons in the cavity directly on resonance. The quan-
tity D may be thus interpreted as the fraction of input
photons that contribute to the readout contrast. We find
D =
κ2χ2s
[(κ/2)2 + (δc − χs)2] [(κ/2)2 + (δc + χs)2] . (26)
7We choose the input frequency ωin to maximize the con-
trast of Eq. (26). The optimal cavity-probe detuning is
δc =
{
0 if |χs| < κ/2
±√χ2s − (κ/2)2 if |χs| > κ/2 . (27)
At the optimum, Eq. (26) becomes a function D(x) of
x = χs/κ only:
D(x) =
{
16x2
(1+4x2)2
if x2 < 1/4
1 if x2 > 1/4
. (28)
C. Qubit relaxation
The assumption that the qubit state remains the same
at all times is of course not physical. In practice, the
qubit state necessarily relaxes on a time scale given by
the inverse qubit relaxation rate γ−1. We account for
two distinct relaxation processes. The first is the Purcell
relaxation via emission of a photon in the cavity environ-
ment. Under our assumption N¯  1, this process occurs
at the rate
γpu = κ
(gs
∆
)2
. (29)
The second process we consider is the relaxation due to
electric fluctuations coupling to the electric dipole of the
electron66, most notably relaxation with the emission of
a phonon. Such relaxation processes have the general
form
γel = γm(Es)
(
gs
gc
)2
. (30)
Here, γm(Es) is a molecular-electric-dipole relaxation
rate which depends on the DQD parameters through
the spin qubit frequency Es only. Moreover, the factor
(gs/gc)
2 accounts for the hybridization of the molecular
electric dipole and the spin (see Appendix A). For dis-
persive readout, the spin frequency remains in the neigh-
borhood of the cavity frequency, Es ≈ ωc. Thus, we
set γm ≈ γm(ωc) in what follows. Since these two re-
laxation processes are due to coupling with independent
reservoirs, they can be added to leading order in gs. The
total relaxation rate is then
γ = κ
(gs
∆
)2
+ γm
(
gs
gc
)2
. (31)
Note that in order to read out the spin, it is necessary
that the relaxation rate be smaller than the cavity leakage
rate, γ  κ.
D. Signal-to-noise ratio
Due to noise in the homodyne signal, Eq. (8), it is not
possible to perfectly discriminate the output signals for
the two qubit states in a finite time. Here, the readout
time t is limited by the inverse qubit relaxation time γ−1.
Thus, the distinguishability of the two qubit states is
characterized by the (power) SNR
Si ≡ |∆β
out
i |2
4σ2hom (γ
−1)
=
ri
γ
. (32)
Here, we have defined the measurement rate
ri ≡ R |∆β
out
i |2
4
(33)
To estimate the SNR and measurement rate, we first re-
call that the critical photon number of the spin transition
is nc = ∆
2/4g2s . Moreover, we recall that g
2
s = χs∆. Us-
ing these expressions and Eqs. (25) and (31), Eqs. (32)
and (33) are rewritten as
Si = R
4
κi
κ
〈n〉
nc
× 1
4x2
D(x)G(y),
ri
κ
=
R
4
κi
κ
〈n〉
nc
× y
4x
D(x).
(34)
In Eq. (34), we defined the dimensionless parameters x =
χs/κ and y = ∆/κ and
G(y) =
(
1
C
+
1
y2
)−1
. (35)
Here, C is the cooperativity
C =
χ2s
γpuγel
=
g2s
κγel
=
g2c
κγm
. (36)
We note that the cooperativity does not depend on the
strength of the transverse magnetic field gradient bx hy-
bridizing the electric dipole with the spin67. This is be-
cause the dispersive shift χs, the Purcell relaxation rate
γpu, and the intrinsic relaxation rate γel are all propor-
tional to b2x. As a result, the maximum value of the SNR
derived below, Eq. (38), is also independent of bx.
The relevance of the SNR and measurement rate,
Eq. (34), arises from the fact that they fully and mono-
tonically determine the single-shot readout fidelity and
the optimal readout time in the regime where the two
states cannot be accurately discriminated in a time κ−1.
This is the case when γ  ri < κ, i.e., 1 Si < κ/γ. In
that regime, the single-shot readout fidelity Fi (defined
as the average probability of successful readout) and the
optimal readout time topti are approximately given by
68–70
Fi ≈ 1− 1
2Si lnSi, t
opt
i ≈
2
ri
lnSi. (37)
Thus, optimizing the SNR automatically optimizes the
single-shot readout fidelity. Even though the values of the
SNR discussed below are of order Si & 1, we have verified
that Eq. (37) gives estimates similar to those obtained
with a more detailed analysis68–70.
8Note that when ri > κ and Si > κ/γ (see the re-
gion enclosed by the dashed black line in Fig. 4), the
transient behavior depicted in Fig. 3 becomes important
when estimating the fidelity. In that regime, Eq. (37)
must be modified. The effect of such transient behavior
can be taken into account within the theory of matched
filtering28,71,72. Also note that the infidelity 1 − Fi is
proportional to the probability ∼ γtopti of the qubit
relaxing within time topti . It follows that for a read-
out time t = topti , it is necessary to have a high SNR,
Si  1, in order to have a quantum-non-demolition read-
out, σz(t
opt
i ) ≈ σz(0).
E. Optimization of the dispersive parameters
We now turn our attention to the optimization of the
dispersive parameters, χs and ∆. In the present analy-
sis, we assume that the dispersive shift has the usual form
χs ≈ g2s/∆. This greatly simplifies the optimization and
gives the correct order of magnitude for the SNR and
measurement rate. The effect of the corrections to the
dispersive shift appearing in Eq. (17) are discussed sep-
arately in Sec. IV F.
We assume that the leakage rates are fixed and that
the probe power is increased proportionally to nc, i.e.,
the ratio 〈n〉 /nc  1 is kept constant. This ensures
that as many photons as possible are put into the cav-
ity while minimizing the disturbance to the qubit state.
Maximizing the SNR given in Eq. (34) then amounts to
maximizing the quantity D(x)G(y)/4x2. The optimiza-
tion landscape is depicted in Fig. 4 for both the SNR
and the measurement rate. We also indicate contours of
constant gs =
√
χs∆ and nc = ∆/4χs. As will become
clear below, these parameters sometimes provide a more
convenient parametrization of the SNR and measurement
rate.
As seen in Eqs. (34) as well as in Fig. 4(a), the optimal
SNR occurs for |χs|  κ/2 and |∆|  κ
√
C, where it
takes its maximum value
Smaxi = R
κi
κ
〈n〉
nc
C. (38)
It follows that the critical photon number (and thus the
probe power) must reach a high enough value in order
to achieve the optimum, namely, nc 
√
C/2. This also
means that the optimum occurs deep in the dispersive
regime, nc  1, when C  1. Even though nc 
√
C/2
is sufficient to saturate the SNR, further increasing nc
can increase the measurement rate ri, as can be seen in
Fig. 4(b). In particular, for a fixed |χs|/κ  1/2, it is
possible to achieve S ≈ Smaxi with the measurement rate
scaling linearly with nc (for fixed 〈n〉 /nc):
ri
κ
= 4R
κi
κ
〈n〉
nc
×
(χs
κ
)2
nc. (39)
We remark that the scaling of ri with (χs/κ)
2 〈n〉 is ex-
pected from the fundamental limit set by quantum back-
action49. It is clear from Fig. 4 that there is a trade-
off between SNR and measurement rate. If a SNR of
Si = 9Smaxi /16 is deemed sufficient, for instance, the dis-
persive shift need not be smaller than |χs| = κ/2
√
3. The
measurement rate is then ri ≈ 3Rκi 〈n〉 /16, much larger
than Eq. (39).
There are constraints that put limits on the possible
values of χs and ∆. In particular, the spin-cavity cou-
pling gs =
√
χs∆ cannot be arbitrarily high for two dis-
tinct reasons. Firstly, gs is limited by the bare dipole
coupling gc. Secondly, the readout must necessarily op-
erate in a regime where γ/κ  1. Using Eq. (31), we
find that this latter constraint limits the coupling to
gs  κ
√
C. These constraints are indicated by the white
area in Fig. 4. The optimal SNR of Eq. (38) can nev-
ertheless be achieved for any fixed value of gs provided
that the probe power is high enough, nc  (gs/κ)2. In
the same limit, the measurement rate saturates:
ri
κ
< R
κi
κ
〈n〉
nc
(gs
κ
)2
. (40)
In practice, limits on the probe power might make it im-
possible to achieve the maximum SNR or measurement
rate. For instance, 〈n〉 may become limited by the crit-
ical photon number of the other DQD transitions. In
such cases, the expressions in Eq. (34) may still be used
to optimize readout under the appropriate constraints.
However, we note that the present analysis must be mod-
ified when the spin-cavity detuning becomes comparable
to the cavity frequency, in which case the spin and the
cavity can no longer be assumed to be near resonance and
γm(Es) can no longer be assumed to be frequency inde-
pendent. This only occurs in the ultrastrong coupling
regime,
√
ncgs . ωc. The analysis must also be modified
to account for all terms in the dispersive shift of Eq. (17)
when the cavity is simultaneously close to resonance with
Es and E+ or E−. The effect of these additional terms
is discussed in Sec. IV F.
F. Optimization of the double-quantum-dot
parameters
As discussed in Sec. IV E, the dispersive parameters χs
and ∆ (and thus gs) can be chosen to optimize the SNR
and measurement rate under experimental constraints.
There remains to find the set of tunable DQD parameters
that correspond to the chosen values of χs and ∆.
The optimal magnetic field is determined by requiring
that ωc − Es = ∆. In the limit of a weak field-gradient
and weak spin-orbit admixture considered here, the spin-
cavity detuning ∆ is typically chosen to be much larger
than the correction to Es appearing in Eq. (11). In that
case, the optimal magnetic field is approximately
Bz ≈ ωc −∆. (41)
9FIG. 4. Optimization landscape of (a) the SNR Si and (b) the dimensionless measurement rate ri/κ. The SNR saturates when
|χs|/κ < 1/2 and |∆|/κ >
√
C, where it takes its maximum value Smaxi = R(κi/κ)(〈n〉 /nc) C. The dotted black lines are the
contours of constant probe power ∝ nc = ∆/4χs as well as constant spin-cavity coupling gs = √χs∆. The value of gs is upper
bounded by gc or by κ
√
C, as indicated by the white area in the upper right corner of each plot. The dashed black line is the
contour for which ri = κ⇒ Si = κ/γ.
Having thus fixed Bz, the optimal values of the DQD
energy detuning  and of the tunnel coupling tc for the
chosen values of χs and ∆ are determined by requiring
that gs is a constant gs(, tc) =
√
χs∆. Using Eqs. (11)
and (12), this leads to the following relationship between
 and tc:
2tc
Bz
=
1
2
µ cos3 θ ± cos θ
√
1 +
1
4
µ2 cos4 θ. (42)
Here, tan θ = /2tc and
µ =
gc
gs
bx
Bz
. (43)
Equation (42) defines contours in the (, 2tc) plane as
a function of the parameter µ. Two such contours are
indicated by the dashed lines in Fig. 5. Within the ap-
proximation χs ≈ g2s/∆, every point on such a contour
yields the same SNR and measurement rate, with the
SNR (measurement rate) increasing (decreasing) with in-
creasing µ. Thus, the qubit readout can be operated
with a similar performance over a wide range of DQD
energy detunings  provided that the tunnel coupling tc
is adjusted to remain on the chosen contour. In partic-
ular, such freedom can be used to operate the readout
at ‘sweet spots’ of the qubit energy dispersion, where the
coherence time of the qubit is expected to be longer73,74.
The true contours of constant SNR and measurement
rate are plotted in Fig. 5 using the definitions of the
SNR and measurement rate, Eqs. (32) and (33), as well
as the full expression for the dispersive shift, Eq (17).
Here, the values of the spin-qubit frequency Es and the
spin-cavity coupling gs are calculated from the exact ex-
pressions given in Appendix A. Fig. 5 shows that when
the cavity frequency ωc becomes close to the transition
at frequency E− (e.g., point B), the contours get dis-
torted compared to what is predicted by Eq. (42). This
is due to the corrections to the dispersive shift appear-
ing in Eq. (17). In the absence of these corrections, any
reduction in the spin-photon coupling gs leads to a si-
multaneous reduction of the readout contrast and of the
relaxation rate. For fixed 〈n〉 /nc, these two effects com-
pensate each other exactly and the SNR saturates to the
value Smaxi . However, the corrections to the dispersive
shift (and thus to the readout contrast) in Eq. (17) occur
without a corresponding change in the qubit relaxation
rate. This means that the SNR and measurement rate
are enhanced on one side of the E− transition and sup-
pressed on the other, depending on the relative arrange-
ment of the cavity and DQD transition frequencies. The
enhancement regime was termed the ‘straddling regime’
in the theory of superconducting qubits5,6,8. Fig. 5 shows
that the straddling regime for the present spin qubit only
occurs at large DQD energy detunings , when the DQD-
cavity couplings g± become finite.
The regions where our model breaks down are also in-
dicated in Fig. 5. In particular, the regions where the
dispersive assumptions of Sec. III A are no longer valid
are indicated (regions 1 and 2). In region 1, the cavity
photon number exceeds the critical photon number for
10
FIG. 5. Contours of (a) constant SNR S2 and (b) constant measurement rate r2. Points A and B indicate the two numerical
examples discussed in the text. The dashed black lines are contours of constant gs passing by A and B and are given by Eq. (42).
The system parameters are similar to those measured in Ref. 1, namely, ωc = 2pi× (5.8 GHz), κ = 2κ1 = 2κ2 = 2pi× (1.8 MHz),
bx = 2pi × (420 MHz), and gc = 2pi × (40 MHz). We extract the molecular relaxation rate γm = (6.1 ns)−1 by comparing
the measured relaxation time in Ref. 1 with Eq. (31). This yields a cooperativity of C ≈ 34. The noise is assumed to
be quantum limited, N¯ = 0 and Namp = 1/2, and the number of photons in the cavity is fixed to 〈n〉 = 0.1nc. We fix
Bz = ωc + 10κ
√
C ≈ 2pi × (5.9 GHz) to ensure that the optimal region of Fig. 4, |∆|  κ√C, is accessible. The contours are
then plotted using Eqs. (32) and (33) with ∆ = ωc −Es and χs given by Eq. (17). Here, the frequencies Ej and the couplings
gj are calculated as a function of  and tc from the expressions given in Appendix A. The gray-scale areas with numbered
circles indicate regions of parameter space where the various assumptions made in the text break down. In region 1 (dark
gray), the dispersive approximation breaks down, nc,j < 10 or 〈n〉 /nc,j > 0.1 for all couplings gj in Eq. (10) (except for the
spin transition for which 〈n〉 = 0.1nc everywhere). In region 2 (black), the transition terms Vtr discussed in Sec. III A become
resonant (see Appendix C for details). In region 3 (white), the relaxation rate γ is larger than κ/5.
DQD transitions other than the spin transition, while in
region 2, the transition term Vtr causes unwanted DQD
transitions via the absorption of two photons (see Ap-
pendix C for details). It follows that the backaction of
cavity photons on the qubit state is small far from re-
gions 1 and 2. Therefore, the readout is approximately
quantum-non-demolition, σz(t) ≈ σz(0), far from regions
1 and 2 provided that the qubit does not relax with high
probability during the readout time t, γt  1. The re-
gion of parameter space where the qubit relaxation rate
γ becomes comparable to κ is also plotted (region 3).
Far from this region, the probability that the qubit state
relaxes during a time κ−1 becomes small, ensuring that
readout is possible.
G. Single-shot readout fidelity estimates
To determine the best possible performance of cur-
rent technologies, we estimate the achievable SNR and
measurement rate for the experimental parameters given
in Ref. 1. These parameters are given in the caption
of Fig. 5. The value of the molecular relaxation rate
γm is extracted by fitting the relaxation time measured
in Ref. 1 to Eq. (31). This leads to a cooperativity
C ≈ 34 for this device. We assume that the trans-
mitted field is measured through a symmetric cavity,
κ = 2κ1 = 2κ2 = (0.09µs)
−1. Moreover, we assume that
the amplification and detection processes are quantum
limited, i.e, that they add the minimum number of noise
photons Namp = 1/2 allowed by quantum mechanics for
large amplifier gains75. In addition, we take the aver-
age number of photons in the cavity at resonance to be
〈n〉 = nc/10 for the spin transition. The theoretical max-
imum achievable SNR in transmission, Eq. (38), is then
Smax2 ≈ 3.4. According to Eq. (37), this corresponds to
a single-shot readout fidelity F2 ≈ 82%.
The above fidelity can be achieved within a readout
time that is comparable to κ. To illustrate this, we work
at zero DQD energy detuning  = 0 and tunnel split-
ting 2tc = 1.5ωc = 2pi × (8.7 GHz). This corresponds
to point A in Fig. 5. For these parameters, the SNR
is S2 = 0.97Smax2 . Moreover, the measurement rate is
r2 = 0.37κ. According to Eq. (37), this corresponds
to a fidelity F2 ≈ 82% achievable with optimal read-
out time topt2 ≈ 6.4κ−1. The above parameters corre-
spond to a relaxation rate γ = 0.11κ, a spin-photon cou-
pling gs = 2pi× (3.5 MHz), and a critical photon number
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nc = 174. To achieve this performance, 〈n〉 ≈ 17 photons
must therefore be introduced into the cavity mode.
At point B in Fig. 5, the tunnel splitting has the
same value 2tc = 1.5ωc = 2pi × (8.7 GHz) but the DQD
energy detuning is now increased to  = 1.175ωc =
2pi × (6.815 GHz) to enter the straddling regime. With-
out the presence of an additional transition at frequency
E−, this would simply reduce the measurement rate to
r2 = 0.05κ without appreciably increasing the SNR. Be-
cause of the straddling effect, however, the SNR increases
to twice its theoretical maximum value, S∈ = 1.97Smax2 ,
while the measurement rate is twice what it would have
been without the straddling effect, r2 = 0.1κ. Accord-
ing to Eq. (37), this increases the readout fidelity to
F2 ≈ 86% achievable within a readout time topt2 ≈ 38κ−1.
The above parameters correspond to a relaxation rate
γ = 0.015κ, a spin-photon coupling gs = 2pi× (1.3 MHz),
and a critical photon number nc = 1690. Thus, a larger
number of photons 〈n〉 = 169 must be put into the cavity
to achieve optimal performance in the straddling regime.
Note that at point B in Fig. 5, the molecular energy
gap Ω ≈ 46µeV, which can be comparable to the valley
splitting observed in silicon qubits. If this is the case,
the present analysis must be modified to account for val-
ley physics. We note, however, that the presence of ad-
ditional valley states is not necessarily detrimental for
dispersive readout. Indeed, the coupling to spin-valley
transitions to the cavity could potentially contribute con-
structively to the dispersive shift χs and thereby enhance
the straddling effect discussed here.
These estimates suggest that a high single-shot read-
out fidelity could be achieved in the near future with the
help of quantum limited amplifiers and improvements in
cavity impedance to boost the DQD-cavity coupling gc.
While the readout is not quantum non-demolition for the
values of γtopti in the examples above, it will become less
destructive as the SNR increases (see the discussion at
the end of Sec. IV D). It must also be noted that the
above estimates are based on a rather conservative value
of the ratio 〈n〉 /nc. In practice, it has been observed
that the backaction of the cavity photons on a supercon-
ducting qubit can remain small for up to 〈n〉 ≈ 4nc47. If
this is also the case here, the above values of the SNR
and measurement rates could be increased by up to a fac-
tor of 40, while the measurement rate could be increased
well above κ. According to Eq. (37), this would lead to a
single-shot readout fidelity of 99% for the parameters of
point B. Note, however, that Eq. (37) must be modified
to yield quantitative predictions in the regime ri > κ due
to detrimental effect of the finite rise time of the readout
signal depicted in Fig. 3(b). Solving Eq. (24) give tran-
sients of the form ±(|∆β|/2)[1 − (1 + κt/2)e−κt/2] for
|χ|  κ/2. Using these expressions and the method out-
lined in Ref. 28, we have verified that setting 〈n〉 = 4nc
leads to Fi > 95% for point B. For such high values of 〈n〉,
however, a quantitative study of the probe backaction is
required to fully validate the fidelity estimate. Such an
analysis goes beyond the scope of this work. Finally, we
note that the use of Purcell filters47,48,76,77 could signifi-
cantly reduce qubit relaxation rates and thereby lead to
even higher readout fidelities.
V. CONCLUSIONS
In conclusion, we have optimized the dispersive read-
out of a semiconductor spin qubit in a DQD coupled to
a microwave cavity via a transverse magnetic field gra-
dient. Importantly, our analysis accounts for intrinsic
relaxation of the spin due to electric noise in the semi-
conductor environment. We have given an expression
for the maximum achievable SNR in terms of the coop-
erativity associated with the Purcell emission and the
intrinsic relaxation. We find that for the relaxation pro-
cesses considered, the cooperativity increases with the
coupling gc between the electric dipole and the cavity
but is independent of the strength of the transverse mag-
netic field gradient bx. Moreover, we have described how
to choose the experimentally tunable parameters of the
DQD to optimize the SNR. Our analysis enables us to
identify the regions of parameter space where the back-
action of the cavity photons on the qubit state is small.
To do this, we systematically study all terms in the dis-
persive Hamiltonian that induce transitions between the
DQD eigenstates and require that they be off-resonant
(see Fig. 5). In addition, we find that it is possible to
operate the readout with a similar performance for a
wide range of tunable DQD parameters. Such flexibil-
ity is important because it frees up the parameter space
for the optimization of other qubit performance metrics.
Moreover, we find that transitions that simultaneously
change the molecular wavefunction and the spin can be
exploited to enhance the SNR by at least a factor of two.
This ‘straddling’ effect occurs only at non-zero energy de-
tuning of the DQD potential well. Finally, we estimate
that single-shot readout fidelities in the range 82%-95%
should be achievable within a few µs of readout time with
current technology.
Our work provides the baseline for benchmarking fu-
ture improvements, including the use of Purcell fil-
ters47,48,76,77, the development of techniques to circum-
vent Purcell emission52,78–83 or phonon emission84,85,
and the development of new (meta-)materials for high-
impedance cavities86–89. Another important avenue for
future research is to incorporate valley physics90 relevant
for, e.g., silicon-based qubits into the present analysis.
In particular, it is yet unclear whether the straddling ef-
fect discussed here could also benefit from coupling the
cavity to valley transitions. A more detailed study of
readout backaction in the presence of noise sources rele-
vant to semiconductor qubits is also highly desirable to
quantify exactly how strongly the cavity can be driven
without disturbing the qubit state. As an interesting
avenue for future research, we note that the presence of
the Ising-like term ∝ χ0τzσz in the dispersive interaction,
Eq. (15), could potentially be used to perform gate-based
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dispersive readout of the spin state, thereby negating the
requirement for dedicated readout cavities.
ACKNOWLEDGMENTS
This work was financially supported by the National
Sciences and Engineering Council of Canada (NSERC).
We would also like to acknowledge M. Benito and M.
Russ for helpful discussions.
Appendix A: Exact diagonalization of the
double-quantum-dot Hamiltonian
The DQD Hamiltonian, Eq. (1), may be diagonalized
exactly in three steps. First, we write Eq. (1) in the
eigenbasis of the molecular Hamilton. This is done with
the transformation
U0 = exp
[
−i (pi/2− θ)
2
τ˜y
]
. (A1)
The transformed Hamiltonian takes the form
U†0HdU0 =
Ω
2
τ˜z +
Bz
2
σ˜z
+
bx sin θ
2
τ˜zσ˜x − bx cos θ
2
τ˜xσ˜x.
(A2)
Second, the spin basis is rotated to match the direction
of the total magnetic field B = (bx sin θ, 0, Bz). This is
achieved through the unitary transformation
U1 = exp
(
−iΦ
2
τ˜zσ˜y
)
. (A3)
Here, Φ is the angle between the magnetic field and the z
axis, satisfying tan Φ = bx sin θ/Bz. In the doubly trans-
formed basis, the DQD Hamiltonian takes the form
U†1U
†
0HdU0U1
=
Ω
2
τ˜z +
Bz sec Φ
2
σ˜z − bx cos θ
2
τ˜xσ˜x.
(A4)
The Hamiltonian of Eq. (A4) preserves the parity quan-
tum number τ˜zσ˜z. Thus, it may be diagonalized sepa-
rately for each parity. The corresponding unitary trans-
formation is
U2 = U2+ + U2−,
U2+ = cos
φ+
2
P+ − sin φ+
2
(τ˜−σ˜− − τ˜+σ˜+) ,
U2− = cos
φ−
2
P− − sin φ−
2
(τ˜−σ˜+ − τ˜+σ˜−) ,
(A5)
where P± = (1 ± τ˜zσ˜z)/2 are the projectors on the sub-
spaces of parity ±, respectively. The effective spin-orbit
mixing angles are determined by
tanφ± =
bx cos θ
Ω±Bz sec Φ . (A6)
Defining the total unitary transformation U = U0U1U2,
the DQD Hamiltonian becomes
U†HdU =
Em
2
τ˜z +
Es
2
σ˜z, (A7)
where the molecular and spin Larmour frequencies in the
dressed basis are
Em =
bx cos θ
2
(cscφ+ + cscφ−) ,
Es =
bx cos θ
2
(cscφ+ − cscφ−) .
(A8)
To indicate the final DQD eigenbasis, the explicit unitary
transformation as well as the ‘˜ ’ are dropped. Eq. (A7)
then becomes Eq. (9).
The cavity couples to the DQD via the dimensionless
position operator ζ =
∣∣∣R˜〉〈R˜∣∣∣ − ∣∣∣L˜〉〈L˜∣∣∣. The unitary
transformation of Eq. (A7) may be used to express ζ in
the DQD eigenbasis as
ζ =
∑
i,j
ζ(ij)τiσj . (A9)
Here, the Pauli matrices are labeled with indices
{0, x, y, z}, where 0 signifies the identity matrix. The
non-zero coefficients ζ(ij) are found to be
ζ(x0) =− cos θ cos Φ cos φ¯,
ζ(zx) = cos θ cos Φ sin φ¯,
ζ(xx) = sin θ sin φ¯ cos
∆φ
2
+ cos θ sin Φ sin φ¯ sin
∆φ
2
,
ζ(yy) =− sin θ cos φ¯ sin ∆φ
2
+ cos θ sin Φ cos φ¯ cos
∆φ
2
,
ζ(z0) = sin θ cos φ¯ cos
∆φ
2
+ cos θ sin Φ cos φ¯ sin
∆φ
2
,
ζ(0z) =− sin θ sin φ¯ sin ∆φ
2
+ cos θ sin Φ sin φ¯ cos
∆φ
2
.
(A10)
In Eq. (A10), we have introduced the average spin-orbit
mixing angle φ¯ = (φ+ + φ−)/2 and the difference angle
∆φ = φ+ − φ−. Expressions for the DQD-cavity cou-
plings appearing in Eq. (10) are directly obtained from
the ζ(ij):
gm = −gcζ(x0), gs = gcζ(zx),
g+ = gc[ζ
(xx) − ζ(yy)], g− = gc[ζ(xx) + ζ(yy)],
gmp = gcζ
(z0), gsp = gcζ
(0z).
(A11)
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In the limit of small field gradient discussed in Sec. II B,
Eqs. (A8) and (A11) yield Eqs. (11) and (12), respec-
tively. Moreover, note that the matrix element of the
dimensionless position operator ζ between the two spin
qubit states is proportional to gs/gc. This means that
spin transitions arising from the coupling of electric fields
to the electric dipole occur at a rate proportional to
(gs/gc)
2
, as was assumed in Eq. (30). Finally, we remark
that exact expressions for the transformed spin operators
may also be obtained.
Appendix B: Full dispersive Hamiltonian
double-quantum-dot-cavity Hamiltonian
As derived in Appendix A, the DQD-cavity Hamilto-
nian expressed in the DQD eigenbasis is
H = H0 + V,
H0 =
Em
2
τz +
Es
2
σz + ωca
†a,
V = V(a+ a†),
V = −gmτx + gsτzσx + g+ (τ+σ+ + τ−σ−)
+ g− (τ+σ− + τ−σ+) + gmpτz + gspσz.
(B1)
The dispersive Hamiltonian Hdis is obtained by diagonal-
izing the system Hamiltonian to first order in gc. This is
achieved with the help of a Schrieffer-Wolff transforma-
tion:
Hdis = e
SHe−S . (B2)
Here, the generator S of the transformation is the solu-
tion of
[H0, S] = V. (B3)
Expanding the transformation of Eq. (B2) to second or-
der in S gives
Hdis = H0 +
1
2
[S, V ]. (B4)
The operators on the right-hand side are expressed in a
basis dressed by the cavity.
An expression for S is most conveniently obtained with
the ansatz
S = ΣII + ΣQQ, (B5)
where I = (a + a†)/2 and Q = −i(a − a†)/2 are the
quadratures of the cavity field. Substituting Eq. (B5)
into Eq. (B3) and solving for ΣI and ΣQ gives
ΣI =
−2Ld
ω2c − L2d
V,
ΣQ =
−2iωc
ω2c − L2d
V.
(B6)
Here, Ld is the Liouville operator corresponding to Hd,
LdO = [Hd, O] for any operator O. Substituting the ex-
plicit form for V in Eq. (B1) into Eq. (B6) yields explicit
expressions for ΣI and ΣQ:
ΣI = iηmτy − iηsτzσy − η+(τ+σ+ − τ−σ−)
− η−(τ+σ− − τ−σ+),
ΣQ = iη
′
mτx − iη′sτzσx − iη′+(τ+σ+ + τ−σ−)
− iη′−(τ+σ− + τ−σ+)− iη′mpτz − iη′spσz.
(B7)
In Eq. (B7), the dispersive parameters ηi and η
′
i are given
by Eq. (13). In the case of the couplings gmp and gsp, it
is understood that Emp = 0 and Esp = 0. Using these
expressions, the dispersive Hamiltonian takes the form
Hdis = H0 + V0 + VI
2
(
a†a+
1
2
)
+
VI
4
(
a†
2
+ a2
)
+
iVQ
4
(
a†
2 − a2
)
,
(B8)
where
V0 = − i
4
{ΣQ,V} =
∑
ij
v
(ij)
0 τiσj ,
VI = [ΣI ,V] =
∑
ij
v
(ij)
I τiσj ,
VQ = [ΣQ,V] =
∑
ij
v
(ij)
Q τiσj .
(B9)
It is straightforward to calculate the coefficients v
(ij)
0 ,
v
(ij)
I , and v
(ij)
Q explicitly. Each of these coefficients is
a linear combination of the elements of the dispersive
tensors χj,k = gjηk and χ
′
j,k = gjη
′
k. Although we do not
write all the coefficients explicitly here, we note that the
interaction Hamiltonian in Eq. (B8) has a part Vdis that
commutes with H0 and a part Vtr that induces transitions
between the eigenstates of H0:
Hdis = H0 + Vdis + Vtr. (B10)
The dispersive part of the interaction has the form (up
to an irrelevant additive constant)
Vdis = −1
2
χ0τzσz − (χmτz + χsσz)
(
a†a+
1
2
)
. (B11)
Here, we have introduced the dispersive shifts
χm = χm,m +
1
2
(χ+,+ + χ−,−) ,
χs = χs,s +
1
2
(χ+,+ − χ−,−) ,
χ0 = χ
′
mp,sp + χ
′
sp,mp +
1
2
(
χ′+,+ − χ′−,−
)
.
(B12)
The expression for χs corresponds to the one given in
Eq. (17). In the case where the transition term is off-
resonant with all possible transitions between eigenstates
14
of H0, the dispersive Hamiltonian may be projected into
the molecular ground state |−〉 to obtain an effective dis-
persive spin Hamiltonian (up to an irrelevant additive
constant):
Heffdis = (ω
′
c − χsσz) a†a+
1
2
(E′s − χs)σz, (B13)
where
ω′c = ωc + χm, E
′
s = Es + χ0. (B14)
The transformation of Eq. (B2) may be used to trans-
form other system operators in the new basis. Most im-
portantly for dispersive readout, the cavity field trans-
forms as
eSae−S = a− 1
2
(ΣI + iΣQ) . (B15)
Projecting Eq. (B15) onto the spin qubit subspace in the
limit where the cavity is near-resonant with the spin tran-
sition gives Eq. (18).
Appendix C: Neglecting the transition terms
To ensure that the transition term Vtr appearing in
Eq. (14) is off-resonant, its magnitude should be much
smaller than the frequency of the transitions it induces.
For example, one of the terms in Vtr has the form
V m,2PHtr
=
1
4
v
(x0)
I τx(a
†2 + a2) +
i
4
v
(y0)
Q τy(a
†2 − a2).
(C1)
This term generates molecular transitions with the ab-
sorption or emission of two cavity photons. Its magni-
tude is of order
‖V m,2PHtr ‖ ≈ max
(
v
(x0)
I , v
(y0)
Q
) 〈n〉
4
. (C2)
For a given spin state, the detuning from resonance of
an absorbing transition between a state with n photons
and n − 2 photons is approximately (accounting for the
frequency shifts induced by Vdis)
|∆m,2PH(σz, n)| ≈
|2ωc − 2χsσz ∓ [Em − χ0σz − χm (2n− 1)]| .
(C3)
Here, the sign ∓ correspond to the case where the state
|±〉 has higher energy than the state |∓〉. For 〈n〉  1,
we may set n ≈ 〈n〉. We then neglect the transitions pro-
vided that the amplitude of the induced Rabi oscillations
is smaller than ∼ 10−2:
maxσz
(
‖V m,2PHtr ‖
|∆m,2PH(σz, 〈n〉)|
)2
< 10−2. (C4)
We perform a similar procedure for all contributions to
Vtr. The regions of parameter space where the ampli-
tude of the oscillations become larger than ∼ 10−2 are
indicated by the black area in Fig. 5 (region 2). For the
particular parameters of Fig. 5, the only process in Vtr
that can cause transitions within the dispersive limit is
the two-photon molecular transition discussed above.
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