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Magisterij naj obravnava sodobne algoritme sintezne biologije. Osredoto£i naj se
na razli£ne aspekte problema poliedrske samosestave. Pri osnovnem modelu naj
obravnava samosestavo nanostruktur z eno samo polipeptidne verige. Privzame naj,
da se vsi segmenti verige lahko lepijo v parih tako paralelno kakor tudi antiparlelno.
Predstavi naj algoritem, ki generira vse moºne realizacije poljubne poliedrske
strukture.
Osnovni model naj nadgradi predvsem tako, da poleg lepljenja segmentov znotraj
verige modelira tudi lepljenja segmentov med verigami. Posebno pozornost naj
nameni nanostrukturam v obliki pravilnih ravninskih mreº.
Tudi za nekatere probleme generiranja tak²nih mreº naj realizira ustrezni algo-
ritem.
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Algoritmi za matemati£no podporo sintezne biologije
Povzetek
Vpra²anje v sintezni biologiji je, na koliko na£ninov se lahko v pare, ki jim pravimo
dimeri, lepijo £leni polipeptidnih verig tako, da ima zlepljena veriga predpisano obliko.
Za primer samosestave ene verige v strukturo, opisano z grafom G, deniramo posebno
vrsto dvojnega obhoda po grafu G, ki ji pravimo krepek obhod. Izkaºe se, da velja ekvi-
valenca med krepkimi obhodi, vloºitvami grafa G v ploskev, ki imajo eno lice, in moºnimi
verigami, ki se samosetavijo v ºeljeno strukturo. Pokaºemo, da ima vsak graf G 1-li£no
vloºitev, torej obstaja veriga iz katere ga lahko sestavimo.
e ustvarjamo nanostrukturo iz ve£ verig, kot model zanjo uporabljamo krovni graf
z razveji²£i. Pokaºemo, kak²na je najmanj²a struktura, ki jo lahko naredimo z izbranimi
polipeptidnimi verigami, £emur pravimo bazni predgraf. Potem dokaºemo, da z nekaterimi
omejitvami velja ekvivalenca med izvedljivimi strukturami in krovnimi gra z razveji²£i nad
baznim predgrafom.
Predstavljen je algoritem, ki poi²£e vse neekvivalentne na£ine samosestave grafa iz ene
verige. Pokaºemo tudi algoritem, ki izra£una vse neizomorfne krovne grafe z razveji²£i.
Prikazani so ²e rezultati za nekaj dolo£enih primerov.
Algortihms for mathematical support of synthetic biology
Abstract
One of the tasks of synthetic biology is determining possible results of selfassembed
polypeptide chains. Every link of a polypeptide chain has a partner with which they bond.
Such bonded pairs bend the chain into a prescribed shape.
For selfassembly of one chain into a structure, represented by a graph G, we dene a
special kind of double circuit of graph G that we call a strong circuit. We show that there
is an equivalence between strong circuits of graph G, 1-face embeddings of a graph G on
a surface, and possiblities for the polypeptide chain to form the given structure. We also
show that every graph has a 1-face embedding, therefore there exists a polypeptide chain
from which it can be contstructed.
We model the selfassembly of multiple chains with covering graphs. We determine the
smallest structure created by a given set of chains, which we call a base pregraph. Than we
prove that given certain restrictions, there is an equivalence between possible constructions
and wrapped quasi-covering graphs over the base pregraph.
We present an algorithm that nds all non-equivalent ways for a graph to be selfas-
sembed from one chain. We also present an algorithm that nds every non-isomorphic
wrapped quasi-covering graphs for a given pregraph.
We show results for certain examples.
Math. Subj. Class. (2010): 05C38, 05C45, 05C62, 05C69, 05C70, 05C75, 05C85,
05C90
Klju£ne besede: Eulerjev cikel, dvojni obhod, vloºitev grafa v ploskev, predgraf,
krovni graf z razveji²£i, algoritem na grah, sintezna biologija, samosestava polipep-
tidnih verig
Keywords: Eulerian cycle, double circuit, graph embedding, pregraph, covering




Leta 2013 so Helena Gradi²ar in sodelavci v £lanku [5] predstavili samosestavo po-
lipeptidne verige v tetraeder. Polipeptidno verigo so ustvarili iz dvanajstih £lenov,
ki tvorijo zavite vija£nice, med seboj povezanih s prosto gibljivimi peptidnimi po-
vezavami. Vsak izmed dvanajstih £lenov ima natanko enega partnerja z ustreznimi
zikalnimi in kemijskimi lastnostmi, s katerim tvori zavito-vija£ni dimer  dimer je
par £lenov, ki sta zlepljena vzdolº drug drugega. leni so znotraj verige razporejeni
tako, da se pri lepljenju v dimere veriga preoblikuje v tetraeder, £igar robove tvorijo
ravno ti dimeri. Pot verige torej pre£ka vsak rob tetraedra natanko dvakrat.
Glede na izbrane £lene in njihove usmeritve znotraj dimerov, lahko dimere raz-
vr²£amo v ve£ razredov. e je sestavljen iz dveh razli£nih £lenov, mu pravimo hete-
rodimer, £e pa sta £lena enaka polipeptida, je homodimer. e sta £lena usmerjena
vzporedno, je dimer paralelen, sicer je antiparalelen.
Zaradi teh razli£nih moºnosti je tudi ve£ razli£nih polipeptidnih verig, ki se
uspe²no sestavijo v tetraedersko obliko. V prilogi £lanka [5] so pokazali, da so z
upo²tevanjem simetrij tri take neekvivalentne verige, ki so zapisane v tabeli 1. Ena
izmed njih je tudi prikazana na sliki 1.
(a) Tetraeder, sestavljen iz ene polipeptidne
verige. Njegove robove sestavljajo zavite vi-
ja£nice. Veriga se prepogiba le v povezavah
med £leni.
(b) Shematski prikaz polipeptidne verige,
kjer zaporedno o²tevil£ene pu²£ice predsta-
vljajo njene £lene. Njihova usmeritev kaºe
paralelnost oz. antiparalelnost dimerov.
Slika 1: Primer polipeptidne verige, samosestavljene v tetraeder.
Seveda lahko postopek samosestave nanostruktur iz polipeptidnih verig posplo-
²imo na ve£ kot le na sestavo tetraedra. V istem £lanku so ºe objavljeni rezultati
za ve£ drugih poliedrov. Ta magistrska naloga bo najprej predstavila matemati£no
abstrakcijo tega kemijskega problema in pregledala algoritem, ki za poljuben poli-
eder izra£una vse neekvivalentne polipeptidne verige, ki se samosestavijo vanj. V
nadaljevanju bomo problem samosestave nanostruktur iz ene polipeptidne verige
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posplo²ili tudi na samosestavo nanostruktur iz ve£ polipeptidnih verig. Tam cilj ne
bo sestava poliedrov, temve£ predvsem sestava neomejenih ravninskih mreº.
2 Samosestava nanostruktur iz ene polipeptidne ve-
rige
V tem poglavju se bomo posvetili matemati£ni abstrakciji samosestave poliedrov iz
ene polipeptidne verige. V £lanku [5] so ºe opisani rezultati za ve£ kot le tetraeder,
ki je bil kemijsko tudi ºe realiziran. Matemati£en pogled je razvit v £lanku [9] in
popravljen v £lanku [4].
Formalnih denicij poliedrov je veliko ekvivalentinih. Delali bomo z denicijo
iz knjige [8], saj dobro ustreza kasnej²i vsebini tega poglavja. Zaradi dolºine je ne
bomo ²e enkrat zapisali, recimo le, da imajo poliedri ogli²£a, robove in lica.
Denicija 2.1. Graf G = (V,E) je podan z mnoºico vozli²£ V (G) in mnoºico
povezav E(G). e povezava e poteka med u in v, jo ozna£imo z mnoºico {u, v} ali
kar z uv. Za vozli²£e v je E(v) = {e ∈ E(G); ∃u ∈ V (G) : e = uv} mnoºica povezav,
ki imajo za eno kraji²£e vozli²£e v. Mnoºica N(v) = {u ∈ V (G); ∃e : e = uv} je
mnoºica sosednjih vozli²£ vozli²£a v.
Naj bo P = (VP , EP , FP ) polieder, kjer je VP mnoºica njegovih ogli²£, EP robov
in FP lic. Potem grafu G pravimo, da je skelet poliedra P , £e velja V (G) = VP in
E(G) = EP .
Nanostrukture, ki bi jih radi sestavili, bodo torej predstavljene z gra. Vsi gra v
tem poglavju bodo neusmerjeni in kon£ni. Njihove povezave bodo tako predstavljale
robove nanostruktur, se pravi dimere, ki so zlepljeni iz dveh £lenov polipeptidne
verige. Sama veriga bo dolo£ena kot zaporedje povezav  natan£neje povedano, kot
sprehod v grafu.
Denicija 2.2. Sprehod W v grafu G je alternirajo£e zaporedje vozli²£ in povezav
grafa G oblike
W = v0e1v1 . . . vk−1ekvk,
kjer so vi ∈ V (G) za i = 0, 1, . . . , k in ei = vi−1vi ∈ E(G) za i = 0, 1, . . . , k − 1.
Kraj²e ga lahko zapi²emo tudi kot le zaporedje povezav.
Re£emo, da sprehod pre£ka povezave in vozli²£a v zaporedju, je sklenjen, £e velja
v0 = vk in je dolg k + 1.
Sprehod W v grafu G je dvojni obhod, £e je sklenjen in pre£ka vsako povezavo
grafa G natanko dvakrat.
Recimo, da v sprehodu W grafa G velja ei = ej. To pomeni, da v i-tem in
j-tem koraku pre£kamo isto povezavo grafa G, tako da morata tudi v polipeptidni
verigi i-ti in j-ti £len tvoriti dimer. Sprehod W dolo£a, ali bo ta dimer paralelen ali
antiparalelen  £e je vi−1 = vj−i in vi = vj je dimer paralelen, £e pa je vi−1 = vj in
vj−1 = vi, je antiparalelen.
Ali par £lenov tvori heterodimer ali homodimer, je odvisno od realizacije po-
lipeptidne verige. Sprehod W pove le, na katerih mestih morajo biti £leni, ki se
2
medsebojno lepijo. Kateri dimeri bodo izbrani v realizaciji, je izven obsega na²ega
re²evanja. Na primernost dolo£enega polipeptidnega £lena vpliva ve£ lastnosti in
vidikov, ki niso zajeti v na²i abstrakciji.
Na²e re²itve morajo vseeno upo²tevati zikalne zakone. Vsak sprehod po skeletu
ne bo dolo£al verige, ki se bo samosestavila v ºeleno nanostrukturo. Poiskati moramo
take, za katere to bo veljalo.
2.1 Krepki obhodi v grafu
Jasno je, da mora vsak ustrezen sprehodW pre£kati vsako povezavo grafa G natanko
dvakrat. Pojavitvi posamezne povezave lahko lo£imo med seboj, zato denirajmo
slede£e.
Denicija 2.3. Naj bo G = (V,E) graf. Potem je njegov podvojeni graf G′ tak
multigraf, za katerega velja V (G) = V (G′) in da za vsako povezavo e = uv ∈ E(G)
obstajata dve razli£ni povezavi e′ in e′′ grafa G′ med vozli²£ema u in v.
Naj boW ′ = v0e1v1 . . . vk−1ekvk sprehod po podvojenem grafuG′ grafaG. Potem
je sprehod W = u0f1u1 . . . uk−1fkuk poenoten sprehod sprehoda W ′, £e za vsak
i = 1, . . . , k velja vi−1 = ui−1 in vi = ui.
e gledamo podvojeni sprehod, hitro pridemo do naslednjega rezultata, zapisa-
nega ºe v £lankih [9] in [4]. Uporabimo znani dejstvi o Eulerjevih poteh, zapisanih
tudi v [10].
Izrek 2.1. Naj bo G povezan graf.
V grafu G obstaja Eulerjeva pot natanko tedaj, ko so vsa vozli²£a sode stopnje
ali pa sta natanko dve vozli²£i lihe stopnje.
e so vsa vozli²£a sode stopnje, v grafu G obstaja Eulerjev cikel. e sta dve
vozli²£i lihe stopnje, je eno za£etek in drugo konec Eulerjeve poti.
Ti dejstvi nas privedeta do slede£e trditve iz [9] in [4].
Trditev 2.1. Vsak povezan graf G ima dvojni obhod.
Dokaz. Naj bo graf G′ podvojeni graf grafa G. Za vsako vozli²£e v ∈ V (G) velja,
da je stG′(v) = 2 · stG(v), kar pomeni, da je vsako vozli²£e v podvojenem grafu G′
sode stopnje, od kod po izreku 2.1 sledi, da v grafu G′ obstaja Eulerjev cikel W ′.
V grafu G obstaja poenoten sprehod W Eulerjevega cikla W ′, ki pre£ka vsako
povezavo natanko dvakrat. Torej je W dvojni obhod po grafu G.
Iz zgornjega dokaza lahko sklepamo ²e ve£. Vsak podvojeni graf G′ grafa G ima
samo vozli²£a sode stopnje, torej se vsaka Eulerjeva pot po njem za£ne in kon£a
v istem vozli²£u. Tudi vsak sprehod, ki pre£ka vsako povezavo grafa G natanko
dvakrat, se bo za£el in kon£al v istem vozli²£u, se pravi, da bo sklenjen.
e se vrnemo na stopnjo polipeptidnih verig, to pomeni, da jih morajo modelirati
dvojni obhodi. Tu abstrakcija lahko odstopi od realizacije. Polipeptidna veriga ni
sklenjena, ima za£etek in konec. V nadaljevanju jo bomo obravnavali, kot da je
vseeno sklenjena.
To si lahko privo²£imo zato, ker je enostavno preiti iz cikla na pot  le izberemo si
vozli²£e, kjer bomo cikel prerezali. Vsak najden dvojni obhod dolºine k tako dolo£a
k razli£nih polipeptidnih verig, eno za vsako vozli²£e poti.
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Denicija 2.4. Naj bo W = v0e1v1 . . . vi−1eiviei+1vi+1vk−1ekvk dvojni obhod po
grafu G.
Potem re£emo nesklenjenemu sprehodu Wi nesklenjen dvojni obhod, £e je oblike
Wi = viei+1vi+1 . . . vk−1ekv0e1v1 . . . vi−1eivi
za 0 ≤ i ≤ k. e je W krepek obhod, je sprehod Wi nesklenjen krepek obhod.
Polipeptidno verigo torej dolo£a nesklenjen krepek obhod. Vse te verige imajo
isto zaporedje £lenov, razlikujejo se le v vozli²£u, kjer se za£nejo in kon£ajo, zato jih
smatramo kot ekvivalentne. Slika 2 prikazuje primer sklenjenega krepkega obhoda
in treh nesklenjenih.
u
(a) Krepki obhod W po skeletu te-
traedra, ki dolo£a polipeptidno ve-
rigo C s slike 1. Krepek obhod W
je seveda sklenjen, veriga C pa ni




(b) Primeri treh nesklenjenih krepkih obhodow, do-
bljenih iz W . Vsak sprehod je dobljen s prekinitvijo
krepkega obhoda W v eni od treh pojavitev vozli²£a
v.
Slika 2: Primerjave sklenjenih in nesklenjenih krepkih obhodov.
Po drugi strani moramo ²e upo²tevati ve£ zikalnih pogojev, ki omejuje sestavo
stabilne polipeptidne nanostrukture. Ker ogli²£em nanostrukture dajejo obliko le
sile med zaporednima £lenoma in zlepljenima £lenoma, ki tvorita dimer, se lahko
zgodi, da ob slabo izbranem zaporedju £lenov  se pravi dvojnem obhodu  ogli²£e
razpade na ve£ delov. Tak dogodek prikazuje naslednji primer.
Primer 2.1. Naj bo graf G tak, da ima vozli²£e v stopnje 4 in naj bodo vozli²£a
u1, u2, u3 in u4 njegovi sosedje. Naj bo dvojni sprehod W oblike
W = . . . u1e1ve2u2  
W1
. . . u1e1ve2u2  
W2
. . . u3e3ve4v4  
W3
. . . u4e4ve3v3  
W4
. . . ,
kjer prva pojavitev povezave ei ustreza £lenu ci verige C in druga £lenu c′i za i =
1, 2, 3, 4. Polipeptidna veriga C, dolo£ena z dvojnim sprehodom W , je torej oblike
C = . . . c1c2
W1




. . . c3c4
W3




. . . ,
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(a) Sose²£ina vozli²£a v in
podzaporedja dvojnega ob-









(b) V realizaciji z zavito
vija£nico C ni nobenega












(c) Pravilni graf za tako verigo
bi bil G′ z vozli²£ema v′ in v′′
namesto v.
Slika 3: Shema grafa G in slabo izbranega dvojnega obhoda W , ki se kon£na s
cepitvijo ogli²£a v vozli²£u v.
eprav se v deniciji zaporedja vozli²£e v pojavi ²tirikrat, se pri konstrukciji
grafa G z verigo C zalomi. Dvojni obhod W je izbran tako, da veriga C razpade
v ogli²£u v. Tam se deli verige zlepijo po dva in dva tako, da ne obstaja nobena
zikalna sila, ki bi domnevno ogli²£a drºala skupaj.
Graf G torej ni pravilna reprezentacija nanostrukture, dobljenega z lepljenjem
verige C. Pravilen skelet bi bil graf G′, kjer sta namesto vozli²£a v dve vozli²£i v′ in
v′′. Veriga C bi bila v njem dolo£ena z obhodom W ′, oblike
W ′ = . . . u1e1v
′e2u2  
W ′1
. . . u1e1v
′e2u2  
W ′2
. . . u3e3v
′′e4v4  
W ′3
. . . u4e4v
′′e3v3  
W ′4
. . . .
Tak dvojni obhod W ′ poda isto verigo C kot dvojni obhod W .
To je dokaz, da dvojni obhod ni zadosten pojem za pravilno predstavitev verige
zavitih vija£nic. Prepre£iti moramo ²e razpad ogli²£, kar pomeni, da morajo biti
£leni, ki se lepijo, bolj²e razporejeni. Pogoji za to so bili podani ºe v [5] in [9] ter
popravljeni v [4], kjer so podani na na£in, zapisan tu.
Denicija 2.5. Naj bo G graf, W = v0e1v1 . . . vk−1ekvk sprehod v njem in naj bo
N ⊆ N(v).
Sprehod W ima potem N-ponovitev v vozli²£u v natanko tedaj, ko velja:
∀i = 0, 1, . . . , k − 1 : v = vi =⇒ (vi+1 ∈ N ⇐⇒ vi−1 ∈ N).
Z drugimi besedami povedano, sprehodW ima N -ponovitev v vozli²£u v natanko
takrat, ko velja, da £e pride v vozli²£e v iz soseda v mnoºici N , potem bo tudi
nadaljeval v nekega soseda iz mnoºice N .
e je W dvojni obhod, vzamemo indekse po modulu k, kar pomeni, da vozli²£e
v1 sledi vozli²£u vk.
Jasno je, da mora veljati slede£a lema, nedokazano zapisana v [4].
Lema 2.1. e ima sprehod W po grafu G v vozli²£u v N-ponovitev, potem ima tudi
(N(v) \N)-ponovitev.
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Dokaz. Naj bo W sprehod po grafu G in naj ima vozli²£e v N -ponovitev.
Za vsak indeks i = 0, 1, . . . k1, ko je vi = v, se zgodi ena od dveh moºnosti  ali
sta vozli²£i vi−1 in vi+1 obe v mnoºici N ali ne.
Ker ima vozli²£e v N -ponovitev, sta ti dve mnoºici ²e bolj strogo opredeljeni.
Morata biti obe vozli²£i v N ali pa nobeno:
vi+1 ∈ N ⇐⇒ vi−1 ∈ N ∼ vi+1 /∈ N ⇐⇒ vi−1 /∈ N
∼ vi+1 ∈ NC ⇐⇒ vi−1 ∈ NC
∼ vi+1 ∈ N(v) \N ⇐⇒ vi−1 ∈ N(v) \N.
Torej velja
∀i = 0, 1, . . . , k − 1 : v = vi =⇒ (vi+1 ∈ N(v) \N ⇐⇒ vi−1 ∈ N(v) \N),
kar po deniciji pomeni, da ima vozli²£e v (N(v) \N)-ponovitev.
V primeru 2.1 ima vozli²£e v dve ponovitvi  {u1, u2}-ponovitev in {u3, u4}-
ponovitev. Ravno ti dve ponovitvi sta razlog za razpad ogli²£a. Za pravilno kon-
strukcijo nanostrukture iz zavite vija£nice bi torej radi uporabljali dvojne obhode,
ki takih ponovitev nimajo.
Ker sta ∅, N(v) ⊆ N(v), se ne moremo izogniti vsem N -ponovitvam. Zadosti je,
£e se izognemo takim, ki so bistvene.
Denicija 2.6. Naj bo G graf in W sprehod v njem.
Za N -ponovitev v vozli²£u v re£emo, da je trivialna ponovitev, £e je N = ∅ ali
N = N(v).
Dvojni obhod W je krepek obhod, £e za vsako vozli²£e v velja, da ima le trivialne
ponovitve.
Vsako povezavo grafa moramo pokriti natanko dvakrat in to tako, da £leni verige
vsako vozli²£e z lepljenjem pri£vrstijo v stabilno ogli²£e telesa. Slika 4 prikazuje





(a) Vozli²£e u2 ima {u3}- in {v, u1}-
ponovitvi ter vozli²£e v ima {u1, u2}- in




(b) Nobeno vozli²£e nima netrivialnih
ponovitev, zato je W ′ krepek obhod.
Slika 4: Graf G ²tiristrane piramide z razli£nima dvojnima obhodoma W in W ′.
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e povzamemo, krepki obhodi so tisti sprehodi po skeletu G, ki predstavljajo
verigo, sposobno samosestave v stabilno polipeptidno nanostrukturo. e graf nima
krepkega obhoda, se ga torej ne da sestaviti. Porodi se vpra²anje, kateri gra imajo
krepek obhod.
Ponovitve v vozli²£u lahko predstavimo tudi na drug na£in. Pri prehodu med
dvojnim obhodom in polipeptidno verigo ter nazaj pride do pomote in razcepov
ravno zato, ker polipeptidne verige ne nosijo informacij o ogli²£ih, le o robovih na-
nostrukture. Kot smo videli na sliki 4, se lahko zgodi, da z izborom grafa umetno
ena£imo ve£ ogli²£ v enem vozli²£u, £eprav robovi nimajo razloga, da bi ogli²£a pone-
sli skupaj. lanek [4] ponuja moºnost, da se pri preu£evanju ponovitev osredoto£imo
na povezave, ne na vozli²£a.
Denicija 2.7. Naj boW sprehod v grafu G. Potem lahko za sprehodW v vozli²£u
v deniramo vozli²£no guro Fv,W , ki je 2-regularni graf, £igar vozli²£a so povezave
iz vozli²£a v,
V (Fv,W ) = {e; e = vu ∈ E(G)},
za katere velja sosednost
ee′ ∈ E(Fv,W ) ⇐⇒ e je predhodnik e′ v sprehodu W.
lanek [4] denira vozli²£ne gure za dvojne obhode, tu pa je denicija posplo-
²ena za vse sprehode. Na sliki 5 je prikazan primer vozli²£ne gure okoli vozli²£a v







(a) Sose²£ina vozli²£a v in del spre-












(b) Vozli²£na gura Fv,W s povezavami
vu1, . . . , vu5, kot vozli²£i. {u1, u2}- in
{u3, u4, u5}-ponovitvi sta postali cikla.
Slika 5: Primer vozli²£ne gure vozli²£a v stopnje 5 v nekem grafu G z dvojnim
obhodom W .
Iz slike se vidi, da velja naslednja lema. Lema in njena posledica sta del do-
kaza trditve 2.2, zapisane v iz £lanku [4], tu pa sta zapisana samostojno za bolj²o
preglednost.
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Lema 2.2. Naj bo W dvojni obhod v grafu G in Fv,W vozli²£na gura za vozli²£e v
ter naj bo N = {u1, u2, . . . , uk} ⊆ N(v) taka, da ne obstaja ∅ ≠ N ′ ⊂ N , za katero
bi veljalo, da ima dvojni obhod W v vozli²£u v N ′-ponovitev.
Dvojni obhod W ima v vozli²£u v N-ponovitev natanko tedaj, ko ima vozli²£na
gura Fv,W cikel skozi vozli²£a vu1, vu2, . . . , vuk.
Dokaz. Recimo najprej, da ja dvojni obhodW v vozli²£u v N -ponovitev. To pomeni,
da za vsak ui ∈ N obstaja nek uj ∈ N , da sta povezavi vui in vuj zaporedni v
dvojnem obhoduW . Vozli²£i ui in uj sta nujno razli£ni, sicer bi imel dvojni obhodW
{uj}-ponovitev, kar pa je v nasprotju s predpostavko, da ne obstaja {uj} = N ′ ⊂ N ,
v kateri bi imel W N ′-ponovitev.
Po deniciji vozli²£nih gur to pomeni, da sta v Fv,W vozli²£i vui in vuj sosednji.
Ker jeW sklenjen obhod, ima vsako vozli²£e dva soseda, torej vozli²£a vu1, vu2, . . . ,
vuk predstavljajo cikel.
Recimo sedaj, da ima vozli²£a Fv,W cikel skozi vozli²£a vu1, vu2, . . . , vuk. Po
deniciji vozli²£nih gur to pomeni, da za vsak i ∈ {1, 2, . . . , k} povezava vui sledi
v dvojnem obhodu W povezavi vuj za nek j ∈ {1, 2, . . . , k}, j ̸= i. Iz denicije
ponovitve sledi, da ima W v vozli²£u v ravno N -ponovitev.
Opomba 2.1. Naj bo W nesklenjen dvojni obhod po grafu G. Potem obstaja
natanko eno vozli²£e v, v katerem je vozli²£na gura Fv,W pot, v vseh ostalih so
vozli²£ne gure cikli.
Fizikalno gledano je to povsem v redu, kajti nesklenjena £lena na svojih mestih
drºita njuna partnerja v dimeru. Ker sta onadva in vsi ostali £leni okoli vozli²£a v
povezani tudi s svojimi predhodniki oz. nasledniki v sprehodu W , vozli²£e ostane
stabilno.
V to situacijo lahko pridemo £isto na koncu, ko krepke obhode ºe pretvarjamo
v nesklenjene, ki modelirajo polipeptidne verige. Do takrat bodo za krepke obhode
vse vozli²£ne gure cikli.
To nam omogo£a preprostej²e iskanje ponovitev, jasno denirano v jeziku teorije
grafov. O£itna je tudi slede£a posledica.
Posledica 2.1. Naj bo W dvojni obhod v grafu G in Fv,W vozli²£na gura za vozli²£e
v.
Vozli²£e v nima netrivialnih ponovitev natanko tedaj, ko je Fv,W cikel.
Preverjanja za ponovitve v posameznem vozli²£u prek vozli²£nih gur lahko zdru-
ºimo v preverjanje krepkega obhoda.
Trditev 2.2. Naj bo G povezan graf in W dvojni obhod v G.
Potem je W krepki obhod natanko tedaj, ko je vozli²£na gura Fv,W cikel za vsako
vozli²£e v ∈ V (G).
Dokaz. Dvojni obhod W je krepek natanko tedaj, ko ime le trivialne ponovitve v
vsakem vozli²£u v ∈ V (G), torej ∅-ponovitev in N(v)-ponovitev.
Po prej²nji lemi je to ²e nadaljno ekvivalentno temu, da ima v vsakem vozli²£u
v ∈ V (G) vozli²£na gura Fv,W cikle skozi povezave
e ∈ {vx;x ∈ ∅} = ∅ in e ∈ {vx;x ∈ N(v)} = E(v),
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kar je pa ekvivalentno izjavi, da ima Fv,W cikel skozi vsa svoja vozli²£a, se pravi, da
je en cikel.
Zdaj imamo na£in, kako preverimo, ali je dvojni obhod krepek ali ne. Vpra²anje
je ²e, kako jih lahko poi²£emo.
2.2 Obstoj krepkih obhodov
V tem odseku bomo pokazali, da ima vsak graf krepek obhod. Pri dokazu in kasneje
tudi pri iskanju krepkih obhodov bomo delali z vloºitvami grafov v ploskve. Ta
pogled je nadgradnja zamisli o krepkih obhodih in je predstavljena v £lanku [4].
Denicija 2.8. Naj bo G graf. Kombinatori£na vloºitev grafa G v ploskev Σ je par
(Π, λ):
 rotacijski sistem Π = {πv; v ∈ V (G)}, da je vsako vozli²£e v grafa G lokalna
rotacija okoli v πv cikli£na permutacija mnoºice E(v),
 signatura povezav λ : E(G) → {−1, 1}.
Lokalna rotacija rotacijskega sistema pove, v kak²nem vrstnem redu si povezave
sledijo iz vozli²£a. Signatura povezave vpliva na slede£ del vloºitve.
Denicija 2.9. Obhod lica v vloºitvi (Π, λ) grafa G je sklenjen sprehod v grafu G,
ki ga dobimo po naslednjem postopku.
1. Izberemo si poljubno vozli²£e v grafa G in njemu sosednjo povezavo vu0, nato
pa si izberemo ²e za£etno vrednost λ0 ∈ {−1, 1}.
2. Premaknemo se po povezavi vu0 v vozli²£e u0 in izra£unamo λ1 = λ0 · λ(vu0).
3. Izberemo naslednje vozli²£e u1 glede na vrednost λ1 oz. v kasnej²ih korakih vo-




πui−1(ui−2ui−1), λi = 1,
π−1ui−1(ui−2ui−1), λi = −1.
4. Zaklju£imo v nekem koraku k ∈ N, £e se vrnemo nazaj v vozli²£e v, torej ko
je uk = v, naslednja povezava je vu0, torej πλkuk (uk−1uk) = vu0, in je λk = λ0.
Dva obhoda lica sta ekvivalentna, £e se razlikujeta le v za£etnem vozli²£u ali
orientaciji. e obhod lica ozna£imo z W = v0e1v1 . . . vn−1env0, bo W−1 pomenil
sprehod v drugi smeri, torej
W−1 = v0e
−1
n vn−1 . . . v1e
−1
1 v0,
povezave e−1i pa so povezave ei, prehojene v nasprotni smeri. Hkrati lahko re£emo,
da je
W = v0e1v1 . . . vn−1env0 = vi−1eivi . . . vn−1envne1v1 . . . vi−2ei−1vi−1.
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Obhodi lic so odvisi tako od lokalnih rotacijskih sistemov kot od signatur, zato
lahko s pravim izborom teh vrednosti tudi pri razli£nih vloºitvah pridemo do enakih
obhodov lic. Tako deniramo tudi ekvivalenco vloºitev, posplo²eno iz £lanka [4]
Denicija 2.10. Naj bosta (Π, λ) in (Π′, λ′) dve razli£ni vloºitvi grafa G v ploskev.
Vloºitvi sta ekvivalentni, £e lahko eno spremenimo v drugo z menjavo lokalnih rotacij
z njihovim inverzom ter spremenimo signature povezavam, ki imajo natanko eno
kraji²£e s spremenjenim lokalnim rotacijskim sistemom. Natan£neje re£eno, £e velja
Π′ \ Π = {π−1u ; πu ∈ Π \ Π′},
λ′(uu′) = λ(uu′) ⇐⇒ πu, πu′ ∈ Π′ ∩ Π ∨ πu, πu′ ∈ Π′ \ Π.
Za bolj²o predstavo teh denicij si poglejmo spodnji primer, kjer so predstavljene
na konkretnem zgledu.
Primer 2.2. Oglejmo si primer vloºitve skeleta tetraedra G in kak²ne obhode lic




Slika 6: Vloºitev grafa G.
Rotacijski sistem Π je sestavljen iz slede£ih lokal-
nih rotacij, kakor je narisano na sliki 6:
πv0 = (e01e02e03), πv1 = (e12e01e13),
πv2 = (e12e23e02), πv3 = (e13e03e23),
kjer je eij = vivj za 0 ≤ i < j ≤ 3. Predpostavimo,
da je λ(e) = 1 za vsak e ∈ E(G).
Za£nimo obhod lica W01 v vozli²£u v0 s povezavo
e01 in za£etno vrednosti λ0 = 1, ki se tekom obhoda
ne bo spreminjala. Naslednja povezava je potem
πv1(e01) = e13, ki se nadaljuje v πv3(e13) = e03.
Pri naslednji povezavi se obhod zaklju£i, saj je πv0(e03) = e01.
Naredimo ²e obhod lica W ′03, ki se tudi za£ne v vozli²£u v0, le da s povezavo e03
in za£etno vrednostjo λ0 = −1. Potem je λi = −1 za i = 1, 2, 3 in sta zato naslednji
vozli²£i π−1v3 (e03) = e13 in π
−1
v1
(e13) = e01, pri £emer se zaklju£i, ker je π−1v0 (e01) = e03
in λ3 = λ0 = −1.
Tako imamo dva obhoda lic, W01 in W ′03, ki sta oblike
W01 = e01e13e03 in W ′03 = e03e13e01.
O£itno je, da sta to obhoda istega lica, ki se razlikujeta v za£etnem vozli²u in
usmeritvi, zato sta obhoda enaka.












Slika 7: Obhodi lic skeleta tetraedra G, £e je λ(e) = 1 za vsako povezavo e ∈ E(G).
Recimo sedaj, da je λ(e01) = −1. Potem dobimo malo druga£ne obhode lic.
e za£nemo v vozli²£u v0 z λ0 = 1, dobimo zaporedje povezav π−1v1 (e01) = e12 z
λ1 = λ0 · λ(e01) = −1 in π−1v2 (e12) = e02 z λ2 = λ1 · λ(e12) = −1. Obhod se nadaljuje
v π−1v0 (e02) = e01, vendar je λ3 = λ2 · λ(e01) = 1 ̸= λ0, zato nadaljujemo.
Ker smo z λ3 = 1 v vozli²£u v0 in povezavi e01, je naslednji del obhoda enak kot
v primeru, ko je tudi λ(e01) = 1  se pravi povezavi e13 in e03, od koder spet pridemo
v e01. Ker so λ3 = λ4 = λ5 = 1, je λ6 = λ5 · λ(e01) = −1 = λ0 in se obhod zaklju£i.
Tako smo dobili obhod lica W = e01e12e02e01e13e03. Ker nismo spreminjali si-
gnatur preostalih povezav, ostajata obhoda lic, ki povezave e01 ne vsebujeta, enaka.









Slika 8: Obhodi lic skeleta tetraedra G, £e je λ(e01) = −1 in λ(e) = 1 za vsako
povezavo e ∈ E(G) \ {e01}.
Recimo, da spremenimo lokalni rotacijski sistem πv1 vozli²£a v1 z njegovim in-
verzom π′v1 = π
−1
v1
= (e01e12e13) in pustimo λ(e) = 1 za vse e ∈ E(G).
Poglejmo obhod lica W , za£en²i v vozli²£u v0, povezavo e01 in smerjo λ0 = 1.
Premaknemo se v vozli²£e v1 in izra£unamo λ1 = λ0 · λ(e01) = 1, kar nam da
π′v1(e12) = e12. Po povezavi e12 gremo v vozli²£e v2 z λ2 = λ1 = 1  v vsakem
koraku i bo λi = 1. Od tam nadaljujemo po πv2(e12) = e23 v vozli²£e v3 in naprej po
πv3(e23) = e13 nazaj v vozli²£e v1. Obhod se nadaljuje po π
′
v1
(e13) = e01 v vozli²£e
v0, kjer smo za£eli.
Ker vanj nismo pri²li v pravilni smeri, se obhod ne kon£na. Naslednja povezava
je πv0(e01) = e02, ki nas privede v vozli²£e v2, od koder gremo po πv2(e02) = e12
naprej v vozli²£e v1. Velja π′v1(e12) = e13, zato pridemo v vozli²£e v13, od koder
nadaljujemo po πv3(e13) = e03 v vozli²£e v0.
Naslednja povezava je πv0(e03) = e01, s katero smo za£eli. Ker je trenutni λi =
λ0 = 1, se obhod lica zaklju£i. Dobili smo obhod lica
W = e01e12e23e13e01e02e12e13e03.
11
e za£nemo v vozli²£u v0 in gremo po e02 v v2, dobimo obhod licaW02 = e02e23e03,








Slika 9: Obhoda lic skeleta tetraedra G, £e je π′v1 = (e01e12e13) lokalni rotacijski
sistem vozli²£a v1 in λ(e) = 1 za vsako povezavo e ∈ E(G).
Kaj pa, £e bi poleg π′v1 spremenili ²e signaturo povezav e01, e12 in e23?
Za£nimo z obhodom lica W01 kot prej. Z λ0 = 1 gremo iz vozli²£a v0 po po-





)−1(e01) = πv1(e01) = e13. Velja λ2 = λ1 · λ(e13) = 1, zato iz
vozli²£a v3 nadaljujemo obhod po πv3(e13) = e03 v vozli²£e v0.
Ker je λ3 = λ2 · λ(e03) = 1 = λ0, bi iz vozli²£a v0 ²li po πv0(e03) = e01 v vozli²£e
v1, kakor smo obhod tudi za£eli, zako da se obhod lica kon£a.
e bi izra£unali ²e ostale obhode lic te vloºitve, bi dobili obhode s slike 7. Vloºitvi
Σ1 = ({πv0 , πv1 , πv2 , πv3 , }, λ) in Σ2 = ({πv0 , π−1v1 , πv2 , πv3 , }, λ
′),
kjer je λ′(eij) = λ(eij) ⇐⇒ i ̸= 1 ∧ j ̸= 1, sta si ekvivalentni.
Videli smo, da se nekateri obhodi lic razlikujejo, drugi pa so enaki. Podobno
mora torej veljati tudi za vloºitve grafov.
Slede£a lema je razvidna iz slik obhodov lic, kot so npr. slike 7, 8 ali 9. V £lanku
[4] je to dejstvo uporabljeno v razmislekih in dokazih, ni pa eksplicitno pokazano,
zato bomo to storili tu.
Lema 2.3. Povezava e se pojavi najve£ dvakrat v obhodu lica W grafa G.
Dokaz. Recimo, da obstaja povezava e = u1u2, ki se v obhodu lica W pojavi vsaj
trikrat. Potem je W oblike
W = v0ev1   f2w2 . . . wi−1fi vievi+1   fi+2wi+2 . . . wj−1fj vjevj+1   fj+2wj+2 . . . wn−1fnv0,
kjer so vozli²£a v0, v1, vi, vi+1, vj in vj+1 kraji²£a povezave e, fl zaporedne povezave
in wl njihova druga kraji²£a vozli²£a za l = {2, . . . , n} \ {1, i+ 1, j + 1}.
Vsaka ponovitev povezave e se mora za£eti ali z u1 ali z u2. Ker so taki za£etki
trije, morata vsaj dva biti enaka  brez ²kode za splo²nost lahko re£emo, da se
podzaporedje u1eu2 dvakrat pojavi v sprehodu W in sicer na prvem ter na i+1-tem
mestu. Obhod lica vedno lahko za£nemo tako, da je to res.
Za vozli²£e u1 sta v obhodu lica W predhodnji povezavi fn in fi. Takrat velja
πλnu1 (fn) = e in π
λi
u1
(fi) = e, kar izpolnjuje pogoje iz denicije obhoda lica, da se
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sprehod zaklju£i. To pomeni, da bi se moral obhod lica W kon£ati ºe s povezavo fi,
razen £e λn = λi ̸= λ0. Potem velja λnλ(e) = λiλ(e) in zato
πλnλ(e)u2 (e) = π
λiλ(e)
u2
(e) = f2 = fi+2.
Za£nimo obhod lica W z vozli²£em u2:
W = u2f2w2 . . . wi−1fiu1eu2  
zaklju£en obhod lica
f2wi+2 . . . wj−1fju2eu1fj+2wj+2 . . . wn−1fnu1eu2.  
odve£en del
S povezavo e se na i-tem mestu obhod licaW vrne v za£etno vozli²£e u2 in nadaljuje
skozi za£etno povezavo f2 pri enaki λ, torej je obhod lica zaklju£en. To pomeni, da
obhod lica W ni tak, kakr²nega smo ga predpostavili, in smo pri²li v protislovje.
Sledi, da ne obstaja povezava e, ki bi bila ve£ kot dvakrat vsebovana v istem
sprehodu lica.
Podobno bomo samostojno dokazali tudi sle£edo trditev, saj jo bomo kasneje
uporabili pri nadaljnem dokazovanju.
Trditev 2.3. Vsaka povezava grafa G se enkrat pojavi v dveh obhodih lic vloºitve
(Π, λ) ali pa se pojavi v enem sprehodu lica dvakrat.
Za vsako povezavo e = uv obstaja obhod lica, ki vsebuje podzaporedje eπv(e), in
ne nujno razli£en obhod lica, ki vsebuje podzaporedje eπ−1v (e).
Dokaz. Vzemimo poljubno povezavo e = uv. Ker je obhod lica zaprt, ga lahko
za£nemo s katerokoli povezavo, ki jo vsebuje, zato poglejmo obhode lic, za£ete s
povezavo e.
Imamo dve moºnosti, ali za£nemo sprehod W z ue oz. ve−1 ali W ′ z ve oz. ue−1.
Sprehoda s takim podzaporedjem sta tudi edina obhoda lica, ki vsebujeta povezavo
e, saj moramo v povezavo e priti skozi vozli²£e u ali v, pri £emer za dano vrednost
λ pot nadaljujemo v ksni smeri.
e sta sprehoda W in W ′ razli£na, potem se povezava e pojavi v dveh obhodih
lica, sicer se pojavi v enem.
e se pojavi v enem, sta torej obe podzaporedji del sprehoda W , zato ima dve
ponovitvi, ki se nadaljujeta v razli£ni povezavi π±v (e).
Recimo, da imata sprehodaW inW ′ povezavo e in ima sprehodW dve ponovitvi.
Druga ponovitev povezave e se mora ali skladati s prvo, se pravi, da bi se obhod lica
moral kon£ati, ali pa se sklada s povezavo v sprehodu W ′. To bi pomenilo, da sta
W = W ′, kar je v nasprotju s predpostavko. Zato ima vsak od sprehodov W in W ′
enega izmed podzaporedji eπ±v (e).
S tem se pribliºamo prej²nji temi, dvojnim obhodom, saj smo pokazali, da bo
vsaka povezava v obhodih lic vloºitve zastopana natanko dvakrat. Glavna razlika
med pojmoma je ta, da dvojni obhod sam zajema obe ponovitvi vsake povezave.
Obhodov lic je lahko ve£ in povezave se lahko pojavijo v kateremkoli licu, ne nujno
dvakrat v istem.
Na² cilj je priti do vloºitve z enim samim obhodom lica. V tem primeru bi moral
pre£kati vsako povezavo grafa dvakrat, kar bi pomenilo, da je ta obhod lica tudi
dvojni obhod grafa.
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Vpra²anje je, koliko vloºitev obstaja za nek graf in kako jih lahko primerjamo. V
£lanku [4] je pokazano slede£e dejstvo, tu na dalj²e in jasneje formulirano kot trditev
in izrek.
Trditev 2.4. Naj boW mnoºica obhodov lic vloºitve (Π, λ) grafa G. Naj bo zaporedje
e1ueve2 podzaporedje v nekem obhodu lica W , kjer sta u in v vozli²£i, e1, e in e2 pa
povezave grafa G.
Potem je
λ(e) = 1 ⇐⇒ πu(e1) = e ∧ πv(e) = e2 ali πv(1) = e ∧ πu(e) = e2.
Dokaz. Naj bo λ0 tista vrednost, s katero pridemo v povezavo e1 v zaporedju
e1ueve2. Velja
πλ0·λ(e1)u = e in π
λ0·λ(e1)·λ(e)
v (e) = e2.
Recimo, da je λ(e) = 1. Dobimo
πu(e1) = e, πv(e) = e2 ali π−1u (e1) = e, π
−1
v (e) = e2.
e je λ(e) = −1, dobimo
πu(e1) = e, π
−1
v (e) = e2 ali π
−1
u (e1) = e, πv(e) = e2.
Zapisano druga£e, dobili smo
λ(e) = 1 ⇐⇒ πu(e1) = e ∧ πv(e) = e2 ali πv(1) = e ∧ πu(e) = e2.
To trditev uporabimo za dokaz slede£ega, pomembnej²ega izreka.
Izrek 2.2. Naj bo W = {W1,W2, . . .Wn} mnoºica takih sklenjenih sprehodov
Wi = vi,0ei,1vi,1 . . . vi,ki−1ei,kivi,ki
po grafu G za i = 1, 2 . . . n, da se vsaka povezava e ∈ E(G) pojavi natanko dvakrat
v W.
Potem W dolo£i vloºitev (Π, λ) grafa G do ekvivalence natan£no.
Dokaz. Vsaki£, ko se v mnoºici obhodov lic W pojavi povezava uu′, se pojavita
tudi njuni kraji²£i u in u′. Ker se vsaka povezava pojavi dvakrat, se vsako vozli²£e v
pojavi (2 ·st(v))-krat in sicer v podzaporedjih oblike ueve′u′, kjer sta e in e′ povezavi
ter u in u′ vozli²£i grafa G.
Lokalni rotacijski sistem πv je cikli£na permutacija mnoºice E(v) = {uv; uv ∈
E(G)}. Zaporednost povezav e in e′ pomeni, da je velja π±1v (e) = e′.
Recimo, da velja πv(e) = e′. Velja π−1v (e
′) = e in obstaja e′′ ∈ E(v), da je
πv(e
′) = e′′. S tem dolo£imo cikli£no permutacijo πv in smer, v kateri smo jo
zapisali.
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Zaradi podzaporedja ueve′u′ v nekem obhodu lica potem velja
πλ0·λ(e)v (e) = πv(e) = e
′,
se pravi λ0 · λ(e) = 1.
Recimo ²e obratno, da velja π−1v (e) = e
′ oz. πv(e′) = e. Potem pridemo do ena£be
πλ0·λ(e)v (e) = π
−1
v (e) = e
′,
oz. λ0 · λ(e) = −1.
e v obeh primerih vzamemo isto vrednost λ0 ∈ {−1, 1}, pomeni, da se morata
razlikovati v signaturi λ(e).
Za vsako vozli²£e u ∈ V (G) izberimo smer lokalnega rotacijskega sistema πu. Po
trditvi 2.4 s tem tudi dolo£imo signature povezav. Ozna£imo s (Π, λ) tako dolo£eno
vloºitev.
Recimo ²e, da se pri vozli²£u v odlo£imo druga£e in izberemo lokalni rotacijski
sistem π′v = π
−1
v . Iz prej²njega sklepa sledi, da se morajo razlikovati tudi signature
vseh sosednjih povezav uv ∈ E(G). Imamo torej vloºitev (Π′, λ′), kjer je Π′ \ Π =
{π′v} = {π−1v } in λ′(e) = λ(e) ⇐⇒ e = uv ∈ E(G).
Sledi, da sta vloºitvi (Π, λ) in (Π′, λ′) ekvivalentni po deniciji.
e se v vloºitvi (Π′′, λ′′) odlo£imo za inverzna lokalna rotacijska sistema obeh
kraji²£ povezave e, potem se signatura povezave ohrani. Tudi taki vloºitvi sta po
deniciji ekvivalentni.
Sledi, da so ekvivalentne vse vloºitve, ne glede na to, kako usmerimo lokalne
rotacijske sisteme, s katerimi dolo£imo signature.
Prej smo omenili, da bi radi pri²li do vloºitve grafa, ki bi imela le en obhod
lica. V primeru 2.2 smo tudi videli, da lahko s spremembo signature neke povezave
zdruºimo dva obhoda lic, ki jo vsebujeta. Smiselno je, da lahko vloºitve grafa
razvr²£amo glede na ²tevilo obhodov lic.
Denicija 2.11. Za vloºitev (Π, λ) re£emo, da je k-li£na vloºitev, £e ima natanko
k obhodov lic.
Zdaj imamo pojem za opis iskane vloºitve  1-li£na. e najdemo za graf 1-li£no
vloºitev, bomo s tem na²li tudi dvojni obhod. Da lahko to storimo za vsak graf G
je v obliki slede£ega izreka, dokazanega v £lanku [4].
Izrek 2.3. Vsak povezan graf G ima 1-li£no vloºitev v neko ploskev Σ.
Dokaz. Naj bo (Π, λ) vloºitev grafa G, ki ima najmanj obhodov lic, kar bomo ozna-
£ili z l. e je l ≥ 2, potem obstaja neka povezava e = uv, ki je vsebovana v dveh
razli£nih obhodih lic W1 in W2. Radi bi pokazali, da £e spremenimo signaturo λ(e),
zmanj²amo ²tevilo obhodov lic za eno.
Lahko predpostavimo, da sprehoda lic W1 in W2 pre£kata povezavo e v isti
smeri, ker lahko sicer le zamenjamo orientacijo enega izmed njiju, s £imer dobimo
ekvivalenten obhod lica. Ozna£imo povezavi pred in po povezavi e v W1 z e′1 in e
′′
1
ter v sprehodu lica W2 z e′2 in e
′′









Naj bodo kot pri deniciji obhoda lica λ′1 in λ
′










2) = e, π
λ′1·λ(e)




v (e) = e
′′
2.
Najprej si poglejmo primer, ko obhoda licaW1 inW2 nimata vseh povezav enakih.
Potem lahko brez ²kode za splo²nost vzamemo tako povezavo e, da velja e′′1 ̸= e′′2. Iz
tega sledi, da mora veljati ²e λ′1 · λ(e) ̸= λ′2 · λ(e), torej λ′1 ̸= λ′2, sicer bi veljalo
e′1 = π
λ′1·λ(e)
v (e) = π
λ′2·λ(e)
v (e) = e
′′
2,
kar po predpostavki ni res.








v (e) = e
′′
1,








S tem dobimo nov obhod lica W ′, ki najprej sledi sprehodu W1, pri povezavi
e pa nadaljuje po sprehodu W2, dokler spet ne pride v e, od koder se dokon£a po
preostanku sprehoda W2.
e to storimo za vse povezave, ki so v dveh obhodih lic, na koncu ostane le ²e
en obhod lic.
V £lanku [4] je dokazan izrek 2.5 te magistrske naloge, ki je klju£nega pomena.
Slede£a trditev in izrek sta zaradi bolj²e preglednosti dokaza tu formulirana samo-
stojno.
Trditev 2.5. Naj bo W 1-li£na vloºitev grafa G.
e vzamemo W kot dvojni obhod grafa, potem v nobenem vozli²£u grafa G nima
netrivialnih ponovitev.
Dokaz. Naj bo v vozli²£e grafa G z lokalnim rotacijskim sistemom πv.
Vsaka povezava ei = uv se v sprehodu W nadaljuje enkrat prek povezave πv(ei)
in enkrat prek povezave π−1v (ei). e smatramo W kot dvojni obhod, potem za
vozli²£no guro Fv,W velja, da sta povezavi e, e′ ∈ V (Fv,W ) sosednji natanko tedaj,
ko je e′ = π±1v (e). Od tod sledi, da je vozli²£na gura Fv,W cikel in torej nima
netrivialnih ponovitev.
Pokaºimo ²e, da velja tudi obratno.
Izrek 2.4. Naj bo W sprehod po grafu G. Potem velja
W je obhod lica 1-li£ne vloºitve ⇐⇒ W je krepek obhod.
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Dokaz. Recimo najprej, da je W obhod lica 1-li£ne vloºitve grafa G. Potem W
kot dvojni obhod nima v nobenem vozli²£u netrivialnih ponovitev in je zato krepek
obhod.
Recimo sedaj, da je W krepek obhod grafa G. V vsakem vozli²£u v je vozli²£na
gura Fv,W cikel, ki ga lahko zapi²emo kot permutacijo πv. Ta permutacija sluºi kot
lokalni rotacijski sistem.
Dolo£iti moramo ²e signature λ. Sledimo dvojnemu obhodu W , ki ga lahko
za£nemo s poljubno povezavo e = uv, ki se v obhodu pojavi ²e enkrat. Ker je
W krepek in nima netrivialnih ponovitev, se e nadaljuje v dve razli£ni povezavi 
recimo najprej v e1 in drugi£ v e2. Signaturo λ(e) dolo£imo kot
λ(e) =
{
1; £e e1 = πv(e),
−1; £e e1 = π−1v (e).
S tem dobimo 1-li£no vloºitev, sprehod W pa je obhod lica.
Celotno delo tega odseka nas pripelje do slede£ega izreka.
Izrek 2.5. Vsak povezan graf G ima krepek obhod.
Dokaz. Po izreku 2.3 ima vsak graf G 1-li£no vloºitev, ki je po izreku 2.4 tudi krepek
obhod.
Izrek 2.5 nam zagotovi, da lahko za poljuben skelet nanostrukture najdemo ta-
k²no polipeptidno verigo, ki se bo samosestavila v ºeleno obliko. To pomeni, da
lahko v teoriji s samosestavo polipeptidne verige dobimo poljubno nanostrukturo.
V praksi smo seveda bolj omejeni. Morda nimamo dovolj razli£nih £lenov, morda
pride do drugih nepredvidenih teºav. A vsaj v teoriji smo lahko vedno uspe²ni.
Videli smo, da za posamezen graf obstaja ve£ neekvivalentnih vloºitev, tudi 1-
li£nih. eprav vsaka poda krepek obhod in s tem tudi na£rt za polipeptidno verigo,
se lahko med seboj razlikujejo tudi te verige. Zato se ne bi radi zadovoljili s katerokoli
verigo, temve£ bi radi poiskali najbolj²o. Ne glede na to, kak²en kriterij izberemo za
primerjavo, moramo najti vse moºne polipeptidne verige, kar pomeni, da moramo
poiskati vse 1-li£ne vloºitve.
2.3 Algoritmi
V tem odseku bomo predstavili ve£ algoritmov za delo z vloºitvami grafa. Na²
cilj je najti algoritem, ki bo izra£unal vse 1-li£ne vloºitve grafa, saj £e mu potem
podamo skelet ºelene nanostrukture, dobimo vse na£ine samosestave iz ene polipep-
tidne verige. Tako bodo ostali algoritmi tudi sluºili temu namenu. Pri tem se ne
bomo posve£ali £asovni zahtevnosti. Gotovo obstajajo hitrej²i algoritmi, ki vrnejo
isti rezultat. Ti so bili izbrani z namenom, da je postopek iskanja £imbolj jasen.
Prav tako se ne bomo ukvarjali s to£no implementacijo, uporabljali bomo le tri
osnovne podatkovne strukture.
 Mnoºica vsebuje neurejene elemente, ki se ne ponavljajo.
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 Seznam je zaporedje elementov, ki imajo to£no dolo£eno mesto. Elemente
dodajamo na konec seznama, pri £emer se njegova dolºina pove£a za 1. e
ºelimo priti do elementa na i-tem mestu seznama S, to zapi²emo kot S[i].
 Slovar je podoben seznamu, le da elemente ne postavlja v vrsto, temve£ si
jih zapomni pod prav dolo£enim klju£em. Shranjenemu elementu v pravimo
vrednost. e je shranjen pod klju£em k, do njega dostopamo kot S[k] = v.
2.3.1 Algoritmi za dolo£anje obhodov lic
Obhod lica vloºitve je ºe deniran s postopkom oz. z algoritmom. Sledi formulacija
tega algoritma v obliki psevdokode.
Algoritem 1: ObhodLica
Input: vloºitev (Π, λ) grafa G, za£etno vozli²£e v0, za£etna povezava v0v1,
za£etna smer λ0.
Output: obhod lica W
1 W = prazen seznam
2 v W dodaj v0v1
3 λ = λ0 · λ(v0v1)




5 v W dodaj e
6 while e ̸= v0v1 in λ ̸= λ0 :
7 λ = λ · λ(e)




9 v W dodaj e+
10 e = e+, v+ = v′+
11 return W
Trditev 2.6. Algoritem 1 vrne obhod lica vloºitve (Π, λ) grafa G, ki se za£ne v
podanem vozli²£u v in povezavi e z za£etno vrednostjo λ0.
Dokaz. Radi bi pokazali, da algoritem 1 opisuje postopek iz denicije 2.9 obhoda
lica.
1. Prvi korak opravimo ºe, ko algoritmu podamo vhodne podatke, saj zahteva
vloºitev in za£etno vozli²£e, njemu sosednjo povezavo ter za£etno vrednosti.
2. Drugi korak opravita vrstici 2 in 3.
3. Korake, opisane pod tretjo alinejo denicije 2.9, opravita vrstici 4 in 5 ter
while zanka.
4. Za zaklju£ni korak denicije poskrbi pogoj while zanke.
Algoritem 1 torej res izvede postopek, s katerim deniramo obhod lica.
Obhod lica nima enoli£ne denicije  izvedba postopka iz denicije oz. sedaj
algoritma 1 na razli£nih povezavah lahko vrne ekvivalentne obhode lica. Ker no£emo
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imeti ponovljenih rezultatov, potrebujemo algoritem, ki iz obhoda lica izra£une ²e
vse ekvivalentne. Tako bomo lahko primerjali, ali sta dva obhoda lica ekvivalentna.
Algoritem 2: VseEkvivalentne
Input: seznam povezav e1e2 . . . ek
Output: mnoºica S zaporedij povezav
1 S = prazna mnoºica
2 for i ∈ {1, 2, . . . , k} do
3 W ′ = eiei+1 . . . eke1 . . . ei−1
4 W ′′ = ek+1−iek+1−(i+1) . . . e1 . . . ekek−1ek+1−(i−1)
5 v S dodaj W ′ in W ′′
6 return S
Trditev 2.7. Algoritem 2 za obhod lica W vrne vse ekvivalentne obhode lica.
Dokaz. Dva obhoda lic sta ekvivalentna, £e se sprehodita po istih povezavah v istem
ali obratnem vrstnem redu. Za£neta se lahko v razli£nih povezavah.
Algoritem v zanki menja za£etne povezave obhoda lica  v i-ti izvedbi zanke najde
dva obhoda lica. V 3. vrstici poi²£e obhod lica, ki je usmerjen enako kot obhod lica
W , le da se namesto s povezavo e1 za£ne s povezavo ei. V 4. vrstici poi²£e tak
obhod lica, ki je usmerjen obratno od obhoda lica W in se za£ne s povezavo, ki bi
bila v obrnjenem obhodu lica W−1 na i-tem mestu.
Tako pregleda obhode lic, za£ete v vsaki izmed povezav in usmerjene v obe smeri.
To so ravno vsi obhodi lic, ekvivalentni obhodu lica W .
Vloºitve grafa imajo obi£ajno ve£ kot en obhod lica  £eprav je na² cilj poiskati
ravno 1-li£ne. Zato moramo imeti tudi algoritem, ki za podano vloºitev poi²£e vse
neekvivalentne obhode lic. Algoritem 3 jih poi²£e tako, da izvede algoritem 1 za vsak




Input: vloºitev (Π, λ) grafa G
Output: mnoºica obhodov lic W
1 W = prazna mnoºica
2 D = prazen slovar
3 for e ∈ E(G) do
4 D(e) = {−1, 1}
5 for v ∈ V (G) do
6 for e ∈ E(G) do
7 while |D(e)| > 0 :
8 λ0 = min(D(e))
9 iz D(e) odstrani λ0
10 W = ObhodLica((Π, λ), v, e, λ0)
11 nov = ⊤
12 for W ′ ∈ W do
13 if W ∈ VseEkvivalentne(W ′) then
14 nov = ⊥
15 if nov = ⊤ then
16 v W dodaj W
17 return W
Trditev 2.8. Algoritem 3 za podano vloºitev (Π, λ) grafa G vrne seznam vseh nee-
kvivalentnih obhodov lic.
Dokaz. Obhod lica se dolo£i z za£etnim izborom za£etnega vozli²£a v, povezave e
in smeri λ0. Algoritem 3 za vsako vozli²£e v dolo£i obhode lic, ki se za£nejo s
povezavmi, sosednjimi v, za obe moºni smeri λ0 ∈ {−1, 1}.
Ker noben izbor za£etnih pogojev ne ostane nepregledan, morajo biti dolo£eni
vsi obhodi lic. Moºno je, da so nekateri celo ve£krat, zato algoritem tudi preveri,
kateri obhodi lic so ekvivalentni, in vrne le neekvivalentne.
Opomba 2.2. Algoritem 3 bi se dalo izbolj²ati s spremembo algoritma 1. e bi v
algoritmu 1 sproti shranjevali, ali je bila vsaka povezava ºe pre£kana pri dolo£eni
vrednosti signature, bi se izognili moºnosti, da smo ve£krat obravnavali isti obhod
lica. Tako bi pregledovali manj obhodov lic in jih tudi ne bi ve£ potrebovali primerjati
z ºe najdenimi.
Tako imamo algoritem, ki nam izra£una vse neekvivalentne obhode lic, £e mu
kot vhodni podatek damo vloºitev grafa. V kak²ni obliki ali podatkovni strukturi
ta vloºitev je, je odvisno od implementacije.
2.3.2 Algoritem za generiranje rotacijskih sistemov vloºitev
Vloºitev Σ = (Π, λ) grafa G so dolo£ene z rotacijskim sistemom Π in signaturo λ.
e ho£emo poiskati vse vloºitve, moramo torej poiskati vse moºne rotacijske sisteme
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in signature. V tem pododseku se bomo ukvarjali z rotacijskimi sistemi  predstavili
bomo algoritem, ki za dani graf poi²£e vse moºne.
Rotacijski sistem Π = {πv; v ∈ V (G)} grafa G je mnoºica lokalnih rotacijskih
sitemov πv vsakega vozli²£a v. Da poi²£emo vse moºne rotacijske sisteme, moramo
najprej najti vse moºne lokalne rotacijske sisteme.
Vsak lokalni rotacijski sistem πv je cikli£na permutacija povezav, ki imajo za eno
izmed kraji²£ vozli²£e v. Potrebujemo torej algoritem, ki poi²£e vse razli£ne cikli£ne
permutacije mnoºice.
V knjigi [6] je ve£ algoritmov za iskanje permutacij mnoºice. Iz takega algoritma
je enostavno dobiti tudi cikli£ne permutacije, saj moramo le izbrati en element, ki
ga bomo smatrali kot za£etek. Zato lahko re£emo, da poznamo algoritem Cikli£-
nePermutacije(S), ki vrne vse cikli£ne permutacije elementov mnoºice S.
Ta algoritem uporabimo, da rekurzivno i²£emo vse rotacijske sisteme. Shema
delovanja slede£ega algoritma je prikana na sliki 10.
Algoritem 4: Poi²£iRotacijskeSisteme
Input: graf G = (V,E), seznam P rotacijskih sistemov, seznam
neuporabljenih vozli²£ V ′
Output: seznam P rotacijskih sistemov
1 if |V ′| = 0 then
2 return P
3 v = prvi element seznama V ′
4 iz V ′ odstrani v
5 Ev = {uv ∈ E(G)}
6 S = Cikli£nePermutacije(Ev)
7 if |P | = 0 then
8 for π ∈ S do
9 Π = prazen slovar
10 Π[v] = π
11 dodaj Π v P
12 else
13 P ′ = prazen seznam
14 for Π ∈ P do
15 for π ∈ S do
16 Π′ = kopija Π
17 Π′[v] = π
18 dodaj Π′ v P ′
19 P = P ′
20 Poi²£iRotacijskeSisteme(G, P , V ′)
Trditev 2.9. Algoritem 4 vrne vse moºne rotacijske sisteme vloºitev grafa G.
Dokaz. Algoritem 4 deluje rekurzivno tako, da se kli£e na zaporedju vozli²£ grafa G
in v vsak klic prinese rezultat prej²njega klica.
Graf G prejme kot slovar E, ki ima za klju£e vozli²£a grafa G, njihove vrednosti
pa so seznam njim sosednjim povezav. Seznam V ′ na za£etku vsebuje vsa vozli²£a
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grafa G  njihov vrstni red ni pomemben.
Algoritem vzame prvi element seznama V ′, se pravi neko vozli²£e v. Nato poi²£e
vse permutacije sosednjih povezav E(v)  vsaka je moºni lokalni rotacijski sistem.
Za vsakega tudi ustvari slovar, v katerega shrani po eno permutacijo.
Vse slovarje prenese v naslednji klic, kjer deluje malo druga£e. Za druga vozli²£a v
ne ustvarja novih slovarjev, temve£ za vsako permutacijo povezav vozli²£a v ustvari
kopijo vseh ºe obstoje£ih slovarjev v seznamu P in v vsako kopijo da po eno od
permutacij. Ta raz²irjen seznam slovarjev nato prenese v naslednji klic.
V vsakem koraku se iz seznama V ′ odstrani obravnavano vozli²£e v, dokler v
njem ni ve£ elementov. Takrat vrne seznam P z vsemi slovarji.
Ti slovarji imajo za klju£e vozli²£a v, za njihove vrednosti pa permutacijo sose-
dnjih povezav. Permutacije predstavljajo lokalni rotacijski sistem, slovar pa celoten
rotacijski sistem vloºitve.
Algoritem za vsako vozli²£e obravnava vsako od moºnih permutacij njegovih
vozli²£  ²e ve£: za vsaki dve vozli²£i vi in vj, i < j, po j-tem koraku obstaja nek
slovar Π, da je v njem poljuben par permutacij πi in πj povezav okoli vozli²£ vi in
vj. To pomeni, da algoritem 4 zagotovo najde vse moºne rotacijske sisteme grafa
G.
...








{y1, y2, . . . , yl}
xi
...
{y1, y2, . . . , yl}
xk
...

















{z1, z2, . . . , zm}
Slika 10: Shema rekurzivnega delovanja algoritma 4. V vsakem koraku, kjer ima k
izbir, ustvari k kopij trenutnega seznama. Vsako kopijo dopolni z enim elementom
in se nato izvr²i ²e na njem.
Tako smo na²li na£in, kako najdemo rotacijske sisteme vseh vloºitev grafa G.
Preostane nam ²e pregled signatur.
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2.3.3 Algoritmi za pregledovanje vloºitve pri razli£nih signaturah
V tem odseku bomo obravnavali vloºitve (Π, λ) s ksiranim rotacijskih sistemom
Π. Predstavili bomo algoritem, ki prejme rotacijski sistem in mu doda vse moºne
signature λ. Ker je za graf G signatura preslikava λ : E(G) → {−1, 1}, je vseh
signatur 2|E(G)|.
Vloºitev (Π, λ) je dolo£ena s svojo mnoºico obhodov lic W . e bi spreminjali
obhode lic izW , bi torej tudi spreminjali vloºitev (Π, λ). Algoritem bo to po£el tako,
da se bo s spremembami na obhodih lic spreminjala zgolj signatura λ, rotacijski
sistem Π pa bo ostal enak. Za to bo na povezavah v obhodih lic izvajal operaciji
preveza, prikazani na sliki 11 in 12.
e e W2W1 ⊕e e e W2W1
(a) e se povezava e ponovi v isti smeri, je ⊕e(eW1, eW2) = eW1eW2.
e e−1 W2W1 ⊕e e e W−12W1
(b) e se povezava e ponovi v nasprotni smeri, je ⊕e(eW1, e−1W2) = eW1eW−12 .
Slika 11: Delovanje operacije ⊕e na obhodih lic eW1 in eW2.
23
e e W2W1 ⊖e e e W2W1







(b) e se povezava e ponovi v nasprotni smeri, je ⊖e(eW1e−1W2) = {eW1e−1W−12 }.
Slika 12: Delovanje operacije ⊖e na licu eW1eλ(e)W2.
Delovanje operacije na slikah 11 in 12 je odvnisno od tega, ali so povezave para-
lelne ali antiparalelne. Za pomo£ pri zapisu bomo zato denirali naslednjo oznako.
Denicija 2.12. Naj bo G graf in W mnoºica obhodov lic njegove vloºitve.
Preslikavo ρ : E(G) → {1,−1} imenujemo paralelnost povezav. Za poljubno
povezavo e ∈ E(G) med vozli²£ema u, v ∈ V (G) velja
ρ(e) =
{
1; podzaporedje uev se pojavi dvakrat v obhodih lic,
−1; podzaporedji uev in veu se pojavita vsak enkrat v obhodih lic.
Tako lahko ponovitvi povezav ozna£imo z e in eρ(e) brez posebne pozornosti na
usmerjenost povezave. e je povezava paralelna, se pravi obakrat pre£kana iz istega
vozli²£a, bo ρ(e) = 1 in lahko povezavo ozna£imo z e vsaki£, ko zapisujemo obhode
lic. e je povezava antiparalelna, bo ρ(e) = −1. Takrat si izberemo ponovitev
povezave e v poljubnem obhodu lica in jo zapipemo kot e, drugo pa kot eρ(e) = e−1,
s £imer smo ºe ozna£evali povezave, pre£kane v nasprotni smeri.
Denicija 2.13. Naj bosta eW1 in eW2 obhoda lica pri neki vloºitvi grafa G, ki
imata oba povezavo e. Potem lahko za to poveazvo e deniramo preslikavo pozitiv-
nega preveza ⊕e, ki deluje s predpisom
⊕e(eW1, eρ(e)W2) = eW1eW ρ(e)2 .
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Dva obhoda lica zdruºi v enega tako, da novi sprehod sledi prvemu, pri pre£kanju
povezave e pa sledi naprej drugemu, kar prikazuje slika 11.
Deniramo tudi obratno operacijo negativnega preveza ⊖e. Naj boW obhod lica
pri neki vloºitvi grafa G, ki vsebuje dvakrat ponovljeno povezavo e, se pravi, da je




{eW1, eW2}; ρ(e) = 1,
{eW1e−1W−12 }; ρ(e) = −1.
Ta preslikava razdeli obhod licaW na dva, £e je povezava e paralelna, sicer spremeni
orientacijo druge polovice obhoda, kar je prikazano na sliki 12.
Naj bo W mnoºica obhodov lic, ki denirajo vloºitev grafa G v ravnino. Vsaka
povezava e ∈ E(G) se mora pojaviti v obhodih licih natanko dvakrat, ne poznamo pa
eksplicitno, v katerih obhodih so. Zato deniramo operacijo ⊕ na celotni mnnoºici
obhodov lic s predpisom
⊕(W , e) =
{
W \ {Wi,Wj} ∪ {⊕e(Wi,Wj)}; ∃Wi,Wj ∈ W : Wi ̸= Wj in e ∈ Wi ∩Wj ,
W; sicer.
Ta preslikava zlepi ustrezna obhoda lic, £e imata vsak po eno ponovitev povezave e,
sicer ne naredi ni£esar.
Podobno naredimo ²e za preslikavo ⊖. a se povezava e pojavi dvakrat v enem
obhodu lica, ta preslikava zamenja nadaljevanji obhoda po prehodu £ez povezavo e,
pri £emer lahko obhod lica tudi razpade na dva. Preslikava je podana s predpisom
⊖(W , e) =
{
W \ {Wi} ∪ ⊖e(Wi); ∃Wi ∈ W : povezava e se pojavi dvakrat v Wi,
W; sicer.
Za vsako povezavo preverjati, ali je ponovljena v enem obhodu lica ali ne, zah-
teva veliko pisanja, zato bomo denirali poenostavitev zapisa kot preslikavo ⊗ s
predpisom
⊗(W , e) =
⎧⎪⎨⎪⎩
⊕(W , e); ∃Wi,Wj ∈ W : Wi ̸= Wj in e ∈ Wi ∩Wj,
⊖(W , e); ∃Wi ∈ W : povezava e se pojavi dvakrat v Wi,
W ; sicer,
ki obhode lic iz W preveºe glede na podano povezavo e. Re£emo ji fukcija preveza
povezave e ali samo prevez povezave e, ki jo lahko posplo²imo na prevez mnoºice E
⨂
(W , E) =
{
⊗(W , e); E = {e},⨂
(⊗(W , e), E \ {e}); |E| > 1, e ∈ E poljubna povezava.
Povzeto, denicija pravi, da za izbrano povezavo e v mnoºici obhodov lic W
preslikava
⨂
(W , E) poi²£e obe ponovitvi izbrane povezave e ter zamenja njuna
konca. Pri tem se lahko dva obhoda lica zveºeta v enega, en obhod lica se lahko
razveºe v dva ali pa se le delno zasuka, odvisno od nahajali²£a in usmeritve povezave
e. Prvi primer kaºe slika 11. Drugi in tretji je prikazan na sliki 12.
Poglejmo si posledice operacije ⊗ za vloºitev, na kateri jo uporabimo.
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Trditev 2.10. Naj bo W mnoºica obhodov lic vloºitve (Π, λ) grafa G. Naj bo e ∈
E(G) poljubna povezava in W ′ = ⊗(W , e) mnoºica obhodov lic spremenjene vloºitve
(Π′, λ′).
Potem velja Π = Π′ in λ(e) = −λ′(e) ter λ(f) = λ(f)′ za f ∈ E(G) \ {e}.
Dokaz. Operacija ⊗ spreminja le obhode lic, ki vsebujejo podano povezavo e, na
lokalne rotacije ne vpliva, niti okoli kraji²£ povezave e. Zato je o£itno, da se rotacijski
sistem ne bo spreminjal in bo veljalo Π′ = Π.
Poglejmo ²e, kako je s signaturo λ′. Vrstni red zamenjamo samo podzaporedjem
obhodov lic, ki vsebujejo povezavo e, ostala kve£jemu le obrnemo okoli. Iz trditve
2.10 sledi, da vsa ta nespremenjena oz. obrnjena podzaporedja ohranjajo signaturo.
e je ne bi, bi se zamenjal tudi vrstni red povezav. Velja torej λ′(f) = λ(f) za vsako
povezavo e ̸= f ∈ E(G).
Naj bosta aueu′b in cveρ(e)v′d podzaporedji obhodov lic v mnoºici W , v katerih
nastopa povezava e. Oznake a, b, c in d predstavljajo druge povezave grafa G, u,
u′, v in v′ pa njegova vozli²£a. Delovanje operacije ⊗(W , e) moramo obravnati po
primerih.
Za£nimo s primerom, ko sta ti podzaporedji v dveh razli£nih obhodih lica W1 in
W2. e je ρ(e) = 1, je tudi u = v in u′ = v′. Nov obhod lica je ⊕e(W1,W2), ki se ga
da zapisati v obliki
⊕e(W1,W2) = ueu′b . . . aueu′d . . . cu.
Od tod lahko izlu²£imo podzaporedji cueu′b in aueu′d.
Pri ρ(e) = −1 dobimo v novem obhodu lica ueu′b . . . aueu′c . . . du ko£ni podza-
poredji dueu′b in aueu′c.
Podobno naredimo ²e za primer, ko se povezava e pojavlja v enem obhodu lica
W = ueu′b . . . aueu′d . . . cu. V njem sta podzaporedji cueu′b in aueu′d. e je ρ(e) =
1, bosta nova obhoda lica dva, W1 in W2. V prvem dobimo podzaporedje aueu′b in
v drugem cueu′d.
e je ρ(e) = −1, dobimo iz obhoda lica W = ueu′b . . . cu′eud . . . au s podzapo-
redjema aueu′b in cueu′d obhod licaW ′ = ueu′b . . . cu′eua . . . du. V njem se pojavita
podzaporedji dueu′b in cu′eua.
Pokazali smo, da se podzaporedja oblike xw1ew2y v obhodih lic v W in v W ′
razlikujejo v vsakem primeru  ali je povezava e paralelna, antiparalelna, v enem
obhodu lic ali v dveh. Signature ostalih povezav ostajajo enake, prav tako lokalni
rotacijski sistemi. Edina razlika med obhodi lic v W in W ′ so ravno ta podzapo-
redja okoli povezave e, ki po izreku 2.2 dolo£ajo njeno signaturo. S spremembo
podzaporedji se torej spremeni tudi signatura povezave e.
Ker imata λ in λ′ vrednosti v mnoºici {1,−1}, iz λ(e) ̸= λ′(e) sledi, da je
λ′(e) = −λ(e).
Pokazali smo, da z operacijo ⊗(W , e) iz vloºitve Σ z mnoºico obhodov lic W
dobimo vloºitev Σ′, ki se od vloºitve Σ razlikuje natanko v signaturi povezavi e.
Jasno je, da mora torej veljati naslednji izrek.




⊗(⊗(W , e), e) = W .
Dokaz. Naj bo (Π, λ) vloºitev, katere obhodi lic so W . Ozna£imo z ⊗(W , e) = W ′
mnoºico spremenjenih obhodov lic in z (Π′, λ′) vloºitev, ki ji pripadajo. Po trditvi
2.10 velja Π = Π′ in λ′(f) = λ(f) za vse f ∈ E(G) \ {e} ter λ′(e) = −λ(e).
Naj boW ′′ = ⊗(W ′, e)mnoºica obhodov lic vloºitve (Π′′, λ′′). Velja Π′′ = Π′ = Π
in λ′′(f) = λ′(f) = λ(f) za vse f ∈ E(G) \ {e} in λ′′(e) = −λ′(e).
Dobimo ena£bi −λ′′(e) = λ′(e) = −λ(e). Torej sta enaki signaturi λ′′ = λ in s
tem tudi vloºitvi (Π′′, λ′′) = (Π, λ).
Z vloºitvami so dolo£eni tudi obhodi lic, zato je W ′′ = W in velja
⊗(⊗(W , e), e) = ⊗(W ′, e) = W ′′ = W .
Seveda bi ºeleli spremeniti signaturo ve£ kot eni povezavi  zato smo tudi deni-
rali operacijo
⨂
. Vendar je ta operacija denirana rekurzivno na mnoºici povezav
E, kjer za naslednji korak izberemo poljubno povezavo dokler lahko. Ni o£itno, da
rezultat preveza mnoºice povezav ni odvisen od izbora vrstnega reda.
Radi bi dokazali, da to vseeno velja, se pravi, da je
⨂
dobro denirana operacija.
Za to je pomemben slede£i izrek.
Izrek 2.7. Naj bo W mnoºica obhodov lic vloºitve (Π, λ) grafa G in naj bo E ⊆ E(G)
podmnoºica njegovih povezav mo£i n ∈ N.
Potem obstaja vloºitev z mnoºico obhodov lic W ′, za katero velja
W ′ = ⊗(⊗(⊗(· · · ⊗ (W , ein), . . . ), ei2), ei1)
za vsako zaporedje paroma razli£nih povezav ei1 , ei2 , . . . , ein iz mnoºice E.
Dokaz. Izrek bomo dokazali z indukcijo na ²tevilo n, se pravi na mo£ mnoºice E.
Za n = 1 izrek trivialno drºi, pokazali bomo za n = 2. Naj bo E = {e1, e2} ⊆
E(G) ter W1 = ⊗(W , e1) in W2 = ⊗(W , e2).
Mnoºici obhodov lic W1 in W2 dolo£ata vloºitvi (Π1, λ1) in (Π2, λ2), za kateri po
trditvi 2.10 velja Π1 = Π2 in λ1(e) = λ2(e) = λ(e) za e ∈ E(G) \ E ter
λ1(e1) = −λ(e1) = −λ2(e1) in λ2(e2) = −λ(e2) = −λ1(e2).
Naj bosta W12 = ⊗(W1, e2) in W21 = ⊗(W2, e1) mnoºoici obhodov lic vloºitev
(Π12, λ12) in (Π21, λ21).
Spet velja Π12 = Π21 in λ12(e) = λ21(e) = λ(e) za vsak e ∈ E(G) \ E. Druga£e
je pri signaturah povezav e1 in e2, kjer je
λ12(e2) = −λ(e2) = λ2(e2) in λ21(e1) = −λ(e1) = λ1(e1).




λ12(e1) = λ1(e1) = λ21(e1) in λ21(e2) = λ2(e2) = λ12(e2),
zato je λ12 = λ21, kar pomeni, da je (Π12, λ12) = (Π21, λ21).
Od tod sledi, da je tudi W12 = W21, kar lahko ozna£imo z iskanim W ′ in na
dalj²e zapi²emo kot
⊗(⊗(W , e1), e2) = W ′ = ⊗(⊗(W , e2), e1).
Predpostavimo, da izrek drºi za (n− 1)-mnoºice povezav E ⊆ E(G). Pokaºimo,
da potem drºi tudi za n-mnoºico.
Naj bo en povezava iz n-mnoºica E ⊆ E(G) in naj bo W mnoºica obhodov lica
vloºitve (Π, λ) grafa G. Potem naj bo Ê = E \ {en}.
Mnoºica Ê ima n − 1 elementov in zanjo po indukcijski predpostavki obstaja
mnoºica obhodov Ŵ ter vloºitev (Π̂, λ̂), da je
Ŵ = ⊗(⊗(⊗(· · · ⊗ (W , ein−1), . . . ), ei2), ei1)
ne glede na vrstni red elementov eij ∈ Ê za j = 1, . . . , n − 1. Zanje tudi velja
λ̂(eij) = −λ(eij).
Naj bo W ′ = ⊗(Ŵ , en) mnoºica obhodov, ki dolo£a vloºitev (Π′, λ′). Po izreku
2.2 velja Π′ = Π̂ = Π in λ′(e) = λ̂(e) = −λ(e) za e ∈ Ê. Ker je λ′(en) = −λ̂(en) =
λ(en), v bistvu velja
Π′ = Π in λ′(e) = λ(e) ⇐⇒ e ∈ E. (2.1)
Do sklepa (2.1) smo pri²li za poljubno povezavo en ∈ E, torej do njega pridemo
za vsako povezavo. e izberemo povezavo e′n, se prej²nja povezava en nahaja v novi
mnoºici Ê ′ na poljubnem mestu zaporedja povezav, ki dolo£ajo zaporedje operacij
⊗. To pomeni, da velja








je na mnoºicah W in E denirana rekurzivno, kjer se mnoºica
obhodovW pri vsakem koraku spremeni v⊗(W , e) z izbiro poljubne povezave e ∈ E.
Pri naslednjem klicu je
⨂
izvedena na mnoºicah ⊗(W , e) in E \ {e}. Ustavi se, ko
je klicana na mnoºici povezav z le enim elementom.
Po izreku 2.7 ne glede na vrstni red izbora elementov mnoºice E, dobimo isto
mnoºico obhodov lic W ′. Torej bo
⨂
tudi slikala (W , E) vedno v isto mnoºico
obhodov lic, ki je tudi W ′, se pravi⨂







torej spremeni signaturo vsem povezavamm iz podane mnoºice.
Imamo orodje, s katerim lahko prehajamo med razli£nimi vloºitvami z istim rota-
cijskim sistemom  povezave, v katerih se signaturi vloºitev razlikujeta, preprosto
preveºemo.
Izrek 2.8. Naj bo W mnoºica obhodov lic vloºitve (Π, λ) grafa G in naj bo E ⊆
E(G) podmnoºica njegovih povezav. Naj bo (Π, λ′) tak²na vloºitev grafa G, da velja
λ(e) = λ′(e) ⇐⇒ e /∈ E, in naj bo W ′ mnoºica njenih obhodov lic.
Potem velja
⨂
(W , E) = W ′.
Dokaz. Poljubno o²tevil£imo elemente mnoºice E kot e1, e2, . . . en. Potem je λ(ei) =
−λ′(ei) za i = 1, 2, . . . , n.
Po izreku 2.4 vemo, da mnoºica obhodov lic W1 = ⊗(W , e1) dolo£a vloºitev
(Π, λ1), kjer je λ1(e) = −λ(e) ⇐⇒ e = e1.
Nadaljujemo podobno in ozna£imo Wi = ⊗(Wi−1, ei), ki dolo£a vloºitev (Π, λi).
Potem je λi(e) = −λ(e) ⇐⇒ e ∈ {e1, e2, . . . , ei}.
Za Wn oz. (Π, λn) velja λn(e) = −λ(e) ⇐⇒ e ∈ E, kar je ekvivalentno
λn(e) = λ(e) ⇐⇒ e /∈ E,
torej je λn = λ′. To pomeni, da je tudi (Π, λn) = (Π, λ′) in Wn = W ′.
Po drugi strani je
Wn = ⊗(⊗(⊗(· · · ⊗ (W , ein), . . . ), ei2), ei1) =
⨂
(W , E),
zato je W ′ =
⨂
(W , E).
Pokazali smo, kako pridemo iz ene vloºitve v drugo pri ksnem rotacijskem sis-
temu. Ideja za algoritem, ki bo pregledoval vse moºnosti, je slede£a: algoritem bo
prejel rotacijski sistem Π in za£etno signaturo λ, nato pa bo jemal podmnoºice pove-
zav in jih prevezal. Ko bo pregledal vsak izbor povezav, bo pri rotacijskem sistemu
Π pregledal tudi vse signature.
Da pridemo do tja, moramo poiskati algoritem, ki bo prevezal povezavo. V
ta namen bomo predstavili ve£ kraj²ih algoritmov, ki opravljajo posamezne dele
denicije preveza.
Prvi algoritem poskrbi, da znamo obhod lica za£eti s poljubno povezavo.
Algoritem 5: RotirajObhod
Input: zaporedje W = eρ11 e
ρ2
2 . . . e
ρk
k , povezava e
Output: zaporedje W ′, ki se za£ne s povezavo e
1 if e ∈ W then
2 i = 0
3 for j ∈ {1, 2, . . . , k} do
4 if eρjj = e
±1 then
5 i = j
6 break
7 return eρii e
ρi+1












Lema 2.4. Naj bo W obhod lica vloºitve grafa G, ki vsebuje povezavo e ∈ E(G).
Algoritem 5 za podan obhod lica W in povezavo e vrne ekvivalenten obhod lica
W ′, ki se za£ne s povezavo e.
Dokaz. Algoritem v for zanki v vrstici 3 najde prvo pojavitev povezave e in si
zapomni njeno mesto  recimo, da je na i-tem mestu. Vrne zaporedje povezav W ′
tako, da za£ne z i-tim elementom in cikli£no nadaljuje zaporedje povezavz iz obhoda
lica W do (i− 1)-tega elementa.
Pri tem ohrani sosednost povezav v zaporedju. e si povezavi sledita v W , si
tudi v W ′, kar pomeni, da sta obhoda lic ekvivalentna.
S pomo£jo algoritma 5 poi²£emo algoritme za prevez povezave. Tudi tega ne
bomo storili z enim samim algoritmom, ampak bomo glavnega za operacijo
⨂
raz-
£lenili na podalgoritme za ⊕, ⊖ in ⊗, podobno kot smo jo denirali.
Za£eli bomo z algoritmom za izra£un pozitivnega preveza.
Algoritem 6: PreveºiDve




1,2 . . . e
ρ1,k1
1,k1










1 W ′1 = RotirajObhod(W1, e)
2 W ′2 = RotirajObhod(W2, e)
3 eρ11 = prvi element W
′
1
4 eρ22 = prvi element W
′
2
5 iz W ′1 in W
′
2 odstrani prvi element
6 if ρ1 = ρ2 then




9 W ′′2 = W
′−1
2




Lema 2.5. Naj bosta W1 in W2 obhoda lic vloºitve grafa G, ki vsebujeta povezavo
e.
Potem algoritem 6 pri vhodnih podatkih W1, W2 in e vrne obhod lica ⊕e(W1,W2).














e je ρ1 = ρ2, pomeni, da je ρ(e) = 1 in je ⊕e(eX, eY ) = eXeY . Algoritem v
tem primeru vrne eW ′1eW
′
2.
e je ρ1 ̸= ρ2, potem je ρ(e) = −1 in je ⊕e(eX, eY ) = eXeY −1. Algoritem v
tem primeru vrne eW ′1eW
′′





e v obeh primerih vstavimo W ′1 v X in W
′
2 v Y , dobimo isti rezultat, torej
algoritem 6 pravilno preveºe povezavo e, ki se pojavi v dveh razli£nih obhodih lic.
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Sledi algoritem za izra£un negativnega preveza.
Algoritem 7: PreveºiEno
Input: seznam W = eρ11 e
ρ2
2 . . . e
ρk
k , povezava e
Output: mnoºica W obhodov lic
1 i = 0, j = 0
2 for l ∈ {1, 2, 3, . . . , k} do
3 if eρll = e
±1 in i = 0 then
4 i = l
5 else if eρll = e
±1 in i > 0 then
6 j = l
7 break




i+2 . . . e
ρj−1
j−1










2 . . . e
ρi−1
i−1
10 W = prazna mnoºica
11 if ρi = ρj then
12 v W dodaj eW1, eW2
13 else




16 W = eW1e
−1W ′2
17 v W dodaj W
18 return W
Lema 2.6. Naj bo W obhod lica vloºitve G, ki vsebuje obe ponovitvi povezave e.
Potem algoritem 7 pri vhodnih podatkih W in e vrne mnoºico obhodov lic ⊖e(W ).
Dokaz. Algoritem v prvi for zanki poi²£e obe mesti povezave e in ju shrani v indeksa
i in j. Nato ustvari zaporedjiW1, ki vsebuje vse povezave med (i+1)-vim in (j−1)-
vim mestom, ter W2 s povezavami za (j + 1)-vim mestom, ki jim sledije ²e vse pred
(i− 1)-vim. Povezavi e nista vsebovani v nobenem od teh dveh zaporedji.
e je ρi = ρj, potem je ρ(e) = 1 in je ⊖e(eXeY ) = {eX, eY }. Algoritem vrne
mnoºico {eW1, eW2}.
e je ρi ̸= ρj, potem je ρ(e) = −1 in je ⊖e(eXeY ) = {eXe−1Y −1}. Algoritem
vrne mnoºico {eW1e−1W ′2}, kjer je W ′2 = W−12 .
e v obeh primerih vstavimo W1 v X in W2 v Y , dobimo isti rezultat, torej
algoritem 7 pravilno preveºe povezavo e, ki se obakrat pojavi v istem obhodu lica.
Algoritma 6 in 7 bomo uporabili v algoritmu, ki bo ra£unal operacijo ⊗. Ker bo
ºe sam iskal obhode lic, ki vsebujejo podano povezavo e, ne potrebujemo dodatnih
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algoritmov za operaciji ⊕ in ⊖, doovolj sta algoritma 6 in 7 za operaciji ⊕e in ⊖e.
Algoritem 8: Preveºi
Input: mnoºica obhodov lic W = {W1,W2, . . . ,Wk}, povezava e
Output: mnoºica W obhodov lic
1 W ′ = prazna mnoºica
2 for W ∈ W do
3 if e ∈ W then
4 v W ′ dodaj W
5 if |W ′| = 1 then
6 W ∈ W ′
7 W ′′ = PreveºiEno(W , e)
8 else if |W ′| = 2 then
9 W1,W2 ∈ W ′
10 W ′′ = {PreveºiDve(W1, W2, e)}
11 else
12 return W
13 for W ∈ W ′ do
14 iz W odstrani W
15 for W ∈ W ′′ do
16 v W dodaj W
17 return W
Trditev 2.11. Naj bo W mnoºica obhodov lic vloºitve grafa G in naj bo e povezava.
Potem algoritem 8 za vhodne podatke W in e vrne mnoºico obhodov lic ⊗(W , e).
Dokaz. Algoritem 8 v prvi for zanki poi²£e vse obhode lic W , ki vsebujejo povezavo
e.
e najde en tak obhod lica W s povezavo e, to pomeni, da je e v njem dvakrat,
in izvede algoritem 7, ki vrne mnoºico ⊖e(W ). e najde dva obhoda lica W1 in W2
s povezavo e, izvede algoritem 6, ki vrne obhod lica ⊕e. V primeru, da najde ve£
obhodov lic, je nekaj narobe, saj se mora vsaka povezava pojaviti natanko dvakrat
v obhodih lic. Takrat vrne kar za£etne podatke.
e ne pride do te napake, iz mnoºice W odstrani obhod W oz. obhoda W1 in
W2 ter doda prevezane.
V vsakem primeru po deniciji opravi preslikavo ⊗.
Manjka le ²e algoritem za operacijo
⨂
, ki je po pripavi predhodnih algoritmov
povsem o£iten.
Algoritem 9: PreveºiVse
Input: mnoºica obhodov lic W = {W1,W2, . . . ,Wk}, mnoºica povezava E
Output: mnoºica W obhodov lic
1 for e ∈ E do
2 W = Preveºi(W , e)
3 return W
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Trditev 2.12. Naj bo W mnoºica obhodov lic vloºitve grafa G in naj bo E ⊆ E(G)




Dokaz. Algoritem v for zanki hodi po povezavah iz mnoºice E in na vsaki povezavi
e izvede algoritem 8, ki izra£una ⊗(W , e). Pri tem rezultat shrani nazaj v W , kar
pomeni, da se na vsakem koraku algoritem 8 izvede na druga£ni mnoºici obhodov
lic  razlikuje se pri ºe pregledanih povezavah, saj so ºe prevezane.
Postopek sledi rekurzivni deniciji preveza mnoºice
⨂
.
S tem zaklju£imo z algoritmi za izra£un prevezov, ki so bili zgolj priprava za
bistveni algoritem tega odseka. Algoritem 9 PreveºiVse podani mnoºici povezav
spremeni signaturo, rotacijski sistem pa ohrani. Potrebujemo torej ²e algoritem,
ki mu bo podajal razli£ne mnoºice in pregledoval rezultate. Na tak na£in bomo
pregledali vse razli£ne signature pri ksnem rotacijskem sistemu.
Algoritem 10: Poi²£i1Vloºitve
Input: obhodi lic W = {W1,W2, . . . ,Wk} grafa G
Output: seznam neekvivalentnih 1-li£nih vloºitev W̃ grafa G
1 Ω = {}
2 for E ∈ P(E(G)) do
3 W ′ = PreveºiVse(W , E)
4 if |W ′| = 1 then
5 W = element W ′
6 najden = ⊥
7 for ω ∈ Ω do
8 if W ∈ VseEkvivalentne(ω) then
9 najden = ⊤
10 break
11 if najden = ⊥ then
12 v Ω dodaj W
13 return Ω
Izrek 2.9. Naj bo W mnoºica obhodov lic vloºitve (Π, λ) grafa G.
Algoritem 10 pri vhodnih podatkih W vrne mnoºico vseh neekvivalentnih 1-vlo-
ºitev grafa G z rotacijskim sistemom Π.
Dokaz. Mnoºica obhodov lic W dolo£a vloºitev (Π, λ) grafa G.
Vsako preslikavo λ′ : E(G) → {−1, 1} lahko opi²emo z mnoºico Eλ′ = {e ∈
E(G); λ(e) ̸= λ′(e)}. Enako torej velja tudi za vsako vloºitev (Π, λ′) z mnoºico
obhodov lic W ′ in po izreku 2.8 je W ′ =
⨂
(W , Eλ′).
Algoritem 10 v for zanki pregleduje vsako podmnoºico povezav grafa G, ki igra
vlogo Eλ′ iz prej²njega razmisleka. Z algoritmom 9 PreveºiVse za podmnoºico E
ustvari novo mnoºico W ′ obhodov lic, ki se od W razlikuje v signaturah povezav iz
mnoºice E.
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e je v mnoºici samo en obhod lica, je najdena vloºitev 1-li£na. Take vloºitve
algoritem primerja z vsemi ºe najdenimi 1-li£nimi vloºitvami v mnoºici Ω in preveri,
ali je ekvivalentna kateri od njih. e ni, jo doda v mnoºico Ω.
Ko pregleda vse podmnoºice E ⊆ E(G), pregleda tudi vse vloºitve grafa G
z rotacijskim sistemom Π. Sledi, da je algoritem 10 na²el vse neekvivalentne 1-
vloºitve. Vrne jih kot mnoºico Ω.
e povzamemo  z uporabo ve£ podalgoritmov, ki ra£unajo preveze povezav glede
na razli£ne pogoje, smo na²li glavni algoritem 10, ki prejme vloºitev (Π, λ) grafa G
v obliki mnoºice obhodov lic in pregleda vse mnoºice obhodov lic s prevezanimi
povezavami. To stori za vsako podmnoºico povezav E ⊆ E(G).
Ker prevez povezave pomeni, da se ji spremeni signatura, s tem pregleda vsako
vloºitev z rotacijskim sitemom Π. Pri pregledu vloºitev si shranjuje neekvivalentne
1-vloºitve. Na koncu algoritem 10 vrne vse neekvivalentne 1-vloºitve z rotacijskim
sitemom Π.
2.3.4 Algoritem za iskanje vseh krepkih obhodov
Pokazali smo ºe vse sestavne dele glavnega algoritma za iskanje vseh krepkih obho-
dov, le ²e skupaj jih moramo sestaviti. Algoritem 4 za graf G ustvari mnoºico P
vseh rotacijskih sistemov. Algoritem 10 za rotacijski sistem preveri vse signature in
i²£e neekvivalentne 1-vloºitve. e ga torej kli£emo na rotacijskih sistemih iz mnoºice
P , dobimo vse neekvivalentne 1-vloºitve grafa G.
Ta zamisel je uresni£ena kot algoritem 11.
Algoritem 11: Poi²£iKrepkeObhode
Input: graf G = (V,E)
Output: seznam κ vseh neekvivalentnih krepkih obhodov grafa G
1 P = Poi²£iRotacijskeSisteme(G, prazen seznam, V (G))
2 λ = prazen slovar
3 for e ∈ E(G) do
4 λ(e) = 1
5 κ = prazna mnoºica
6 for Π ∈ P do
7 W = VsiObhodiLic((Π, λ))
8 for W ∈ Poi²£i1Vloºitve(W) do
9 v κ dodaj W
10 return κ
Izrek 2.10. Algoritem 11 vrne vse neekvivalentne 1-vloºitve grafa G.
Dokaz. Naj bo P mnoºica vseh rotacijskih sistemov grafa G in Λ mnoºica vseh
moºnih signatur, se pravi
P = {Π; Π je rotacijski sistem grafa G} in Λ{λ; λ : E(G) → {−1, 1}}.
Za vsako vloºitev Σ grafa G velja, da je Σ ∈ P×Λ. e najdemo vsak (Π, λ) ∈ P×Λ,
bomo torej na²li tudi vse vloºitve grafa G.
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Algoritem 4 v vrstici 1 poi²£e mnoºico vseh rotacijskih sistemov P . V prvi for
zanki se ustvari za£etno preslikavo λ1, ki vsaki povezavi grafa G priredi signaturo 1.
V vrstici 6 for zanka hodi po rotacijskih sistemih iz mnoºice P ter jim doda
za£etno fukncijo λ1, da ustvari vloºitve. Z algoritmom 3 vloºitev zapi²e v obliki
obhodov lic, ki jih poda naprej algoritmu 10. Ta s ksnim rotacijskim sistemom Π
pregleda vsako fukncijo λ ∈ Λ in shrani neekvivalentne 1-li£ne vloºitve (Π, λ).
Pregledamo torej vsak par rotacijskega sistema in signature, torej pregledamo
vsako vloºitev, tudi vsako 1-li£no vloºitev. Vrnjena mnoºica κ vsebuje vse neekvi-
valentne 1-vloºitve grafa G.
Z algoritmom 11 torej najdemo vse neekvivalentne 1-vloºitve grafa G. e je graf
G skelet neke nanostrukture, s tem najdemo tudi vse moºne oblike polipeptidnih
verig, ki se samosestavijo v to strukturo, kar je bil na² cilj ºe od za£etka.
2.4 Primeri
Z implementacijo prej predstavljenih algoritmov smo izra£unali vse neekvivalentne
krepke obhode grafov za skelet tetraedra, ²tiristrane piramide in kocke. Krepki
obhodi so zapisani v obliki
W = X1X2 . . . Xn,
kjer so Xi velike ali majhne £rke abecede za i = 1, 2, . . . , n. Vsaka £rka se mora
pojaviti dvakrat  £e je obakrat napisano z veliko, se £lena lepita paralelno, sicer se
lepita antiparalelno.
Obhod s takim zapisom ni enoli£no dolo£en, zato dolo£imo dodatna pravila.
Vedno za£nemo z X1 = A in nadaljujemo z naslednjo £rko abecede, £e je naslednji
£len v obhodu ²e nima para. Vpra²anje je tudi, kje za£eti. Obhodi so sklenjeni, tako
da je izbira za£etnega £lena v zapisu poljubna  izberemo tako, da dobimo zapis, ki
je leksikografsko minimalen.
2.4.1 Tetraeder
Prvi izmed primerov, ki je bil obravnavan, je bila sestava tetraedra. Moºni so trije
neekvivalentni na£ini sestave, zapisani v tabeli 1.
1. ABCADECFEbDf 2. ABCADECFdBef 3. ABCADEbDFceF
Tabela 1: Moºni krepki obhodi tetraedra.
Krepki obhod iz slike 13 smo videli ºe na sliki 2. Kot smo tam zapisali, bodo
proteinske verige v praksi morale biti nesklenjene. Na voljo imamo 12 moºnosti, ki
se med seboj razlikujejo v razli£nih lastnostih, kar vpliva na kon£ni izbor.
Najbolj opazna razlika je npr. ²tevilo antiparalelnih povezav  teh je med 2 in
3. Pomembno je lahko tudi, kako blizu so si te antiparalelne povezave ali koliko
so oddaljeni pari, ki se lepijo, ali ²tevilo zaporednih £lenov, ki sestavljajo zunanji
3-cikel.
Iz slik lahko razberemo vloºitev (π, λ), s katero je bil dobljen krepki obhod. Za
vsako vozli²£e naredimo lokalni rotacijski sistem tako, da v cikel damo povezave,
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kakor si sledijo v smeri urinega kazalca. Signatura povezave pa je dolo£ena s tem,
ali je v obhodu prekriºana ali ne  £e je, ima signaturo -1. Na sliki 13 so take

















Slika 15: Krepki obhod iz primera 3  ABCADEbDFceF
2.4.2 tiristrana piramida
tiristrana piramida ima ve£ povezav od tetraedra, zato pri£akujemo tudi ve£ raz-
li£nih na£inov samosestave. V tabeli 2 je zapisanih 53 izra£unanih neekvivalentnih
krepkih obhodov.
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1. ABCADEFBGFDHcGeH 19. ABCDEFbGeHfgachd 37. ABCADEFDGCHeGbfh
2. ABCADEFBGeHcGFDH 20. ABCADECFGBeHGDHf 38. ABCADEFGECHfbDgh
3. ABCADEFCGFHdBHEg 21. ABCADECFGDHGBeHf 39. ABCADEFGceHfbDHG
4. ABCADEFCGeHGFbDH 22. ABCADECFGEHGdBHf 40. ABCADEFGdBFHcegH
5. ABCADEFGEHCfHbDg 23. ABCADEFCGdBfHGEH 41. ABCADEFGdBHegcHF
6. ABCADEFGcFHEbDhG 24. ABCDAEFCGBfHdGEH 42. ABCADEFbDGfHcgEH
7. ABCADEFCGdHFbHeg 25. ABCDAEFCGEHdGBfH 43. ABCADEFcGEHDgbhF
8. ABCADEFCGeHbDHfg 26. ABCDAEFDGCfHGbEH 44. ABCDAEFGdHFbEhcG
9. ABCADEFGdBegHcFH 27. ABCADECFGEbHGdHf 45. ABCADEFbDGHeGcfh
10. ABCADEFcGFHEgbDh 28. ABCADECFGbDHGeHf 46. ABCADEFcGdHegbHF
11. ABCADEbDFGeFHcgH 29. ABCADECFGdHGEbHf 47. ABCDAEFGbEDHfcgh
12. ABCDEAFGCHefBgdH 30. ABCADEFBGEHcGdfH 48. ABCDAEFGdHeBfhcG
13. ABCDEAFGeHCfBhdG 31. ABCADEFBGdfHcGEH 49. ABCDAEFbGDHeGcfh
14. ABCDEAFcGEHfBGdh 32. ABCADEFGCeHGbDHf 50. ABCDAEFcGHdfgbEH
15. ABCADEFGbDHfcghE 33. ABCADEFGdBHGEcHf 51. ABCDAEFcGdfHgbEH
16. ABCADEFcGeHfgbDH 34. ABCADEFGdBfHcGEH 52. ABCDEFGadHfbghce
17. ABCDEAFGeHbFchdG 35. ABCDAEFGCHeBgdHF 53. ABCDEFacGeHfgbhd
18. ABCDEFGaceHfbghd
Tabela 2: Vsi neekvivalentni krepki obhodi za graf ²tiristrane piramide.
Enega izmed krepkih obhodov smo videli ºe kot zgled na sliki 4. Izkaºe se, da je
ekvivalenten prvemu krepkemu obhodi iz tabele 2. Na sliki 16 je prikazano, kako ta
dva krepka obhoda izgledata.
Ena izmed pomanjkljivosti izbranega na£ina zapisovanja obhodov je ta, da ne
vemo, katera £rka pripada kateri povezavi skeleta. Zato se tudi na sliki poimenovanje
povezav spreminja  odvisno je, pri kateri povezavi znotraj obhoda za£nemo in kje
za£nemo v skeletu. Pri tetraedru s tem ²e nismo imeli teºav, saj je njegov skelet
vozli²£no tranzitiven graf, tu pa imamo eno vozli²£e, ki je druga£ne stopnje od
preostalih ²tirih. Tudi pri nadaljevanju izrisa moramo imeti sre£o pri uganjevanju,












(b) Krepki obhod iz primera 1 tabele 2.
Slika 16: S preimenovanjem povezav vidimo, da je krepki obhod
W ′ = ABCDEFcGHFDBGAEh iz slike 4 enak prvemu krepkemu obhodu
ABCADEFBGFDHcGeH iz tabele 2.
Na slikah 17 in 18 sta prikazana ²e drugi in tretji krepki obhod iz tabele 2.
Vidi se, da £eprav se njuno poimenovanje za£ne podobno, prvi £len A ustreza drugi
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povezavi v grafu  v drugem primeru je to povezava do srednjega vozli²£a stopnje













Slika 18: Krepki obhod iz primera 3 
ABCADEFCGHdBHEg.
2.4.3 Kocka
Zanimivo je, da ima skelet kocke ve£ povezav in vozli²£ od ²tiristrane piramide,
vendar ima manj neekvivalentnih krepkih obhodov. V tabeli 3 je na²tetih vseh 40.
1. ABCDAEFGCHIGbEJKIfJLdHkL 21. ABCDAEFGHDIJHcKGjLFkbEli
2. ABCDAEFGCHIGbEJKdHLjFiLK 22. ABCDAEFGHDIJHcKGjLeBKi
3. ABCDAEFGCHIGbEJKhDLKIfJl 23. ABCDAEFGHDIJeBKfjLHcKGli
4. ABCDAEFGCHIJFKILdHkGbEjL 24. ABCDAEFGHDIJgKChjLFKbEli
5. ABCDAEFGCHIJFKhDLJeBgKIl 25. ABCDAEFGHDIJgKbELJHckfLi
6. ABCDAEFGCHIJdHKGbELiKfLJ 26. ABCDAEFGHDIfJKChLKbEJlgi
7. ABCDAEFGCHIJdHKfLiKGbELJ 27. ABCDAEFGHDIfJKbEJLHckLgi
8. ABCDAEFGCHIJeBgKhDLJFKIl 28. ABCDAEFGHIbEJhKDLGKcijFl
9. ABCDAEFGCHIfJKhDLKIGbEJl 29. ABCDAEFGHIdJHKeBLGjcLfkI
10. ABCDAEFGHDIJFKChLJeBkGLi 30. ABCDAEFGHIeBJhKcJIFLdkgL
11. ABCDAEFGHICJHKeBiKFLdJgL 31. ABCDEFAGHDIJbGKFLiEkHcjl
12. ABCDAEFGHIeBJhKDLGKcJIFl 32. ABCDEFAGHDIJbGKeILfkHcjL
13. ABCDEFAGHDIJChKFLJbGKeIl 33. ABCDEFAGHIEJgBKhjFLcKIdl
14. ABCDEFAGHDIJbGKFLJChKeIl 34. ABCDEFAGHcIJfKHDLibGkeLJ
15. ABCDEFAGHIEJCKgBjFLIdKHl 35. ABCDAEFGCHIJeBgKhDLikfjl
16. ABCDAEFGCHIGbEJKhDLjFikl 36. ABCDAEFGCHIfJKhDLjeBgikl
17. ABCDAEFGCHIJFKhDLikGbEjl 37. ABCDAEFGHDIJgKChjLeBki
18. ABCDAEFGCHIJeBgKILdHkfjL 38. ABCDAEFGHIbEJhKcijFLdkgL
19. ABCDAEFGCHIfJKdHLjeBgiLK 39. ABCDAEFGHIdJgKbELhjckfLI
20. ABCDAEFGHDIJFKbEjLHckGli 40. ABCDEFAGHIdJgBKFLhjcKeil
Tabela 3: Vsi neekvivalentni krepki obhodi za graf kocke.
Na slikah 19 in 20 sta prikazana prva dva krepka obhoda iz tabele 3. Ker je tudi
skelet kocke vozli²£no tranzitiven, je vseeno, katero povezavo ozna£imo z A.
Tako iz slik kot iz zapisa vidimo, da sta obhoda zelo podobna. Najve£ja razlika
je v tem, kje so £leni L in K. To je vidno ºe iz zapisa, saj se en kon£a z L in drugi




















Slika 20: Krepki obhod iz primera 2  ABCDAEFGCHIGbEJKdHLjFiLK.
3 Samosestava nanostruktur iz ve£ zavitih vija£nic
3.1 Opis naloge
Ena izmed teºav pri sintezni biologiji je pomanjkanje nadzora nad poloºajem in
premikanjem molekul v vzorcu. Zamisel za re²itev tega je stvaritev proteinske mreºe,
vpete v ravnino, na katero bi se dalo povezati molekule in bi sluºila kot temelj za
preostale nanostrukture.
Pri tem si ºelimo, da bi bila ta proteinska mreºa dovolj velika, £im laºja za sestavo
in £im bolj enakomerna. Iz prej²njega poglavja vemo, da je ºe ena proteinska veriga
v teoriji dovolj za sestavo poljubne nanostrukuture iz dvojnih zavitih vija£nic. V
praksi je nemogo£e obvladovati dovolj veliko verigo, iz katere bi nastala ºeljena
mreºa, saj z dolºino nastopijo nove teºave  najbolj o£itna je ºe ta, da nam lahko
zmanjka razli£nih proteinskih £lenov, da bi dobili vse potrebne pare za pravilno
sestavo mreºe.
Temu se lahko ognemo tako, da namesto ene ogromne verige uporabimo ve£
manj²ih, katerih £leni se ne povezujejo s pari znotraj iste verige, temve£ i²£ejo pare
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med £leni drugih verig. Pri tem se lahko omejimo na primere, kjer uporabljamo ve£
proteinskih verig istega tipa, lahko pa gledamo primere, kjer imamo tudi ve£ tipov
verig.
Na²a naloga je najti matemati£ni model, ki pove, kak²ne mreºe lahko nastanejo
iz proteinskih verig danega tipa.
Ker re²ujemo novo vpra²anje s podro£ja sintezne biologije, je veliko denicij
predstavljenih prvi£  seveda pa temeljijo na starej²ih, ºe znanih pojmih. Dejstva o
njih so zaradi priredbe za to novo podro£je neodvisno dokazana.
3.2 Nabori linearnih verig
Poskusimo formulirati prakti£ne zahteve v matemati£no obliko. Za proteinske verige
se bomo omejili na tiste, ki jih lahko predstavimo z zaporedjem £lenov. V £lankih
[7] in [1] je deniran pojem, ki nam bo omogo£al najbolj pregleden pristop.
Denicija 3.1. Predgraf G je £etverec G = (V,A, i, r), kjer je V mnoºica vozli²£,
A pa mnoºica lokov namesto povezav kot v grafu.
Preslikava i : A→ V vsakemu loku pripi²e za£etno vozli²£e, preslikava r : A→ A
pa vsakemu loku dolo£i obratni lok, pri £emer je r involucija, torej r2 = 1.
Iz loka s, za katero velja r(s) ̸= s, dobimo pravo povezavo e kot e = {s, r(s)}.
e za lok s velja r(s) = s, re£emo, da je e = {s} polpovezava.
e predgraf G nima nobene polpovezave  kar je takrat, kot involucja r nima
ksnih to£k , potem je splo²ni graf.
Deniramo lahko tudi preslikavo t : A → V , ki loku pripi²e kon£no vozli²£e, kot
t = i ◦ r in potem ²e δ(e) = {i(s), t(s)}, ki jo dolo£ata kraji²£i povezave e. e je
e prava povezava in |δ(e)| = 1, torej £e je i(s) = r(s), potem je povezava e zanka,
ker se za£ne in kon£a v istem vozli²£u. e za dve razli£ni povezavi e in e′ velja
δ(e) = δ(e′), potem sta e in e′ vzoporedni povezavi.
e graf nima zank in vzporednih povezav, potem je enostaven graf.
Predgra obravnavajo povezave grafa kot dva lo£ena objekta, staknjena z enim
vozli²£em. Tako se lahko spra²ujemo o povezavah okoli nekega vozli²£a v, ne da bi
bilo potrebno vedeti, kaj je ²e njihovo drugo kraji²£e. Dovolj je, da vzamemo tiste
loke s iz predgrafa, za katere je i(s) = v.
Ker je zapis prave povezave dalj²i, bomo na£eloma delali s predgra takrat, ko
se bomo ukvarjali z lastnostmi vozli²£a, ko pa bomo preu£evali lastnosti celotenga
grafa, bomo ve£krat uporabili zapis navadnega grafa G = (V,E). Hitro bomo pri²li
do grafov, ki ne bodo enostavni in bodo imeli vzporedne povezave, zato rabimo ²e
zapis zanje. e je graf G = (V,A, i, t), je V (G) mnoºica njegovih vozli²£ in A(G)
povezav, katerih kraji²£a dolo£ata preslikavi i in t. e je graf neusmerjen, je vseeno,
katero kraji²£e dolo£a katera izmed teh dveh preslikav, £e pa je usmerjen, se bo
povezava a za£ela v i(a) in kon£ala v t(a).
Velikokrat bomo hkrati opazovali ve£ razli£nih grafov, ki si bodo delili nekatera
vozli²£a ali povezave, zato bomo njihove mnoºice in preslikave kraji²£ lo£evali z
indeksi. e imamo npr. grafa G in H, ki imata isto povezavo a, bo iG(a) njen
za£etek v grafu G in iH(a) njen za£etek v grafu H.
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Za£eli bomo z denicijo osnovnih kemijskih pojmov in njihovimi predstavitvami
v matematiki. Omejili se bomo na take molekule, ki so linearne in se jih zato da
zapisati kot zaporedje £lenov.
Denicija 3.2. Linearna proteinska veriga dolºine n je zaporedje oblike
v1e1v2e2v3 . . . vnenvn+1,
kjer ei za i = 1, 2, . . . , n predstavljajo £lene, vi za i = 1, 2, . . . , n, n + 1 pa vozli²£a
med £leni, torej to£ke, kjer se veriga pregiba.
Kraj²e lahko verigo zapi²emo tudi kot e1e2 . . . en ali pa jo imenujemo, npr. kot
verigo C. Tako lahko ozna£imo mnoºico £lenov verige C kot E(C) = {ei; i =
1, 2, . . . , n} in mnoºico vozli²£a kot V (C) = {vi; i = 1, 2, . . . , n+ 1}.
Kraji²£a £lena ei sta za£etek start(ei) = vi in konec end(ei) = vi+1. Podobno
re£emo, da se £len out(vi) = ei nadaljuje iz vozli²£a vi in da se £len in(vi) = ei−1
kon£a v vozli²£u vi.
Naslednik £lena ei je s(ei) = ei+1 za i = 1, 2, 3, . . . n − 1, predhodnik pa p(ei) =
p(ei−1) za i = 2, 3, . . . , n− 1, n.
Linearna proteinska veriga je zaprta ali sklenjena, £e re£emo, da je s(en) = e1 in
p(e1) = en ter v1 = vn+1.
Linearno verigo C predstavimo s predgrafom verige PC = (V,A, i, r), kjer je
V (PC) = V (C) in A(PC) = {a+j , a−j ; j = 1, 2, . . . , n}.
Loka a+j in a
−
j sta dobljena iz £lena ej, zato zanju velja r(a
+




j ) = a
+
j ter
i(a+j ) = vj = start(ej) in i(a
−
j ) = vj+1 = end(ej). Tako lahko deniramo ²e mnoºico
lokov £lenov verige C kot A(C) = A(PC).
Poleg predgrafa verige lahko ²e deniramo graf verige GC = (V,E), dobljen iz
predgrafa PC na naravni na£in:
V (GC) = V (PC) in E(GC) = {{a, r(a)}; a ∈ A(PC)}.
Opomba 3.1. O£itno je, da velja:
start(out(v)) = v, end(in(v)) = v, out(start(e)) = e, in(end(e)) = e.
Da se prepri£amo, da so na²e matemati£ne denicije smislne za kemijski svet,
sproti preverjajmo na enostavnem primeru, £e se obnesejo. Temu namenu bo sluºila
nesklenjena linearna veriga P3SN-APHshSN-P4SN, ki jo bomo za laºje razumevanje

















{A+1 , A−1 } {A+2 , A−2 }
{B+, B−}
(b) Graf GC verige C.
Slika 21: Predgraf in graf nesklenjene verige C = A1BA2.
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Molekule, s katerimi bi gradili mreºe, so zami²ljene tako, da bodo njihovi £leni
ravne povezave med dvema to£kama. Zato ºelimo, da bo enako veljalo za na² ma-
temati£ni model. No£emo, da kak²na povezava grafa verige postane zanka ali pa
neprava povezava.
Lema 3.1. Naj bo C linearna veriga. Graf verige GC nima zank ali polpovezav.
Dokaz. Naj bo PC predgraf verige C in naj bo ej povezava v grafu GC , za katero je
ej = (a, r(a)) za a ∈ A(PC). Iz denicije velja ej = (a, r(a)) = (a+j , a−j ), torej ej ni
polpovezava. Hkrati je tudi i(a+j ) = vj ̸= vj+1 = i(a−j ), torej ej ni zanka.
Pokazali smo, da za neko verigo C njen graf GC ustrezno opi²e njeno obliko v
resni£nosti. Povezave grafa predstavljajo ravne, toge £lene verige, vozli²£a pa ogli²£a
med njimi, kjer se veriga prepogiba.
Trditev 3.1. Naj bo C linearna veriga. Graf verige GC je pot, £e je veriga neskle-
njena, in cikel, £e je veriga sklenjena.
Dokaz. Naj bo v vozli²£e verige C in torej tudi vozli²£e predgrafa verige PC in grafa
verige GC . V grafu PC velja 1 ≤ st(v) ≤ 2, torej v grafu GC obstajata najve£ dve
povezavi s kraji²£em v vozli²£u v. Edini primer, ko ima vozli²£e v le eno inciden£no
povezavo, je takrat, ko je v kraji²£e nesklenjene verige.
Od tod sledi, da £e je veriga C sklenjena, je graf GC 2-regularen in zato cikel,
sicer pa vsebuje ²e dve vozli²£i stopnje 1, kar pomeni, da je pot.
Opomba 3.2. Linearno verigo C in njen graf GC lahko indenticiramo.
Formalno gledano liearna veriga C in njen graf GC nista isti objekt, a za vse
prakti£ne namene ju lahko obravnavamo kot identi£na.
Opisali smo posamezno verigo. Da bi sestavili mreºo, bi jih potrebovali ²e mnogo
ve£. Lahko bi bile vse enake, lahko bi jih bilo ve£ razli£nih vrst.
Denicija 3.3. Naj bodo C1, C2, . . . , Cn linearne proteinske verige.
 Naj bodo mnoºice £lenov verig C1, C2, . . . , Cn disjunktne. Potem je mnoºica
C = {C1, C2, . . . , Cn} nabor verig.
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Prek unije grafov lahko tudi predgrafe PC in grafe GC za vsako verigo C v









 Preslikava parov τ : E(C) → E(C)× {−1, 1} priredi vsakemu £lenu iz nabora
verig C £len in usmerjenost medsebojne povezave.
Naj bo e nek £len verige iz nabora verig C in njegova slika τ(e) = (eτ , dτ (e)).
len eτ ∈
⋃
Ci∈C E(Ci) je par £lena e, dτ (e) ∈ {−1, 1} pa je usmeritev 
vrednost 1 predstavlja paralelno povezovanje s parom, vrednost -1 pa antipa-
ralelno.
Veljati mora
τ(e) = (eτ , dτ (e)) ⇐⇒ τ(eτ ) = (e, dτ (e)).
Paru (C, τ) re£emo nabor verig s pari.
Sestavimo graf Γ = (V,E), da je V (Γ) = C in
C1C2 ∈ E(Γ) ⇐⇒ ∃c1 ∈ C1,∃c2 ∈ C2 : cτ1 = c2.
e je graf Γ povezan, re£emo, da je (C, τ) povezan nabor verig s pari.
Opomba 3.3. e nabor (C, τ) ni povezan nabor s pari, ga lahko razdelimo na
povezane komponente in obravnavamo vsako od njih. Zato bomo privzeli, da so vsi
nabori verig s pari tudi povezani, £eprav tega ne bomo eksplicitno zapisali.
Nabor verige ne predstavlja ogromne mnoºice vseh molekul, ki so potrebne za
sestavo dejanske proteinske nanostrukture, temve£ le mnoºico njihovih tipov, torej
razli£nih predstavnikov, katerih kopije bomo uporabljali.
Ko naboru dodamo predpis, kako si £leni i²£ejo pare  £emur re£emo, da se lepijo
, dobimo dobimo ve£ moºnosti. Preslikava parov τ deluje na £lenih verig iz nabora,
za katere pa vemo, da se jih da obravnavati tudi kot graf.
Opomba 3.4. Ker velja, da je E(C) = E(GC), to pomeni tudi, da je EC = E(GC).
Tako tudi za preslikava parov velja τ : E(GC) → E(GC)× {−1, 1}.
Denicija 3.4. Naj bosta C nabor verig in τ preslikava parov. Preslikavo parov
lahko deniramo tudi na predgrafu nabora PC kot τP : A(PC) → A(PC).
Naj bosta e, f ∈ E(C) dve povezavi oblike e = {a+, a−} in f = {b+, b−} za loke
a+, a−, b+, b− ∈ A(PC), za kateri velja f = eτ . Potem mora veljati
τP (a
+) = b+ in τP (a−) = b−, £e je dτ (e) = 1,
τP (a
+) = b− in τP (a−) = b+, £e je dτ (e) = −1.
Ozna£imo lahko τP (a) = aτP , kot smo to naredili za povezave.
Opomba 3.5. Namesto τP lahko zapis skraj²amo kar na τ . Pri tem imamo isto
oznako za tehni£no gledano dve razli£ni preslikavi, ki pa delujeta na disjunktnih
mnoºicah. Zaradi tega lahko iz argumenta sklepamo, katero preslikavo uporabljamo.
e je argument £len iz nabora ali povezava iz grafa nabora, uporabljamo preslikavo
parov τ iz 3.3, £e pa je argument lok iz predgrafa nabora, uporabljamo preslikavo
parov τP .
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Preslikavi parov τ bomo dodali omejitev, ki jo bomo upo²tevali v nadaljevanju.
Naj bo C = c1c2 . . . ck linearna veriga. Prepovedali bomo take preslikave parov
τ , za katere je τ(ci) = (ci+1,−1) oz. zapisano z loki τ(c+i ) = c−i+1, za nek i =
1, 2, . . . , k − 1.
Pri lepljenju dimerov pride do stanja na sliki 22. Antiparalelno zlepljena zapo-
redna £lena v bistvu le skraj²ata verigo za dva, saj po lepljenju ne interaktirata z
ni£emer ve£.
v0 v1 v2 v3 v4
v0 v1, v3 v4
v2
Slika 22: Zgled verige, kjer je τ(e2) = (e3,−1), pred in po lepljenju s pari za ei =
vi−1vi, i = 1, 2, 3, 4. Rde£e ozna£eni del ne interaktira z ni£emer ve£ in tako ne sluºi
nobenemu drugemu namenu. Ekvivalentno bi bilo delati z verigo e1e4.
Bolj kot dogajanje okoli £lenov verig  te so toge in imajo dve natan£no dolo£eni
kraji²£i  je za mreºe pomembno dogajanje okoli vozli²£. Ko se dva £lena zlepita
drug z drugim, tvorita rob v mreºi, vozli²£i na vsaki strani pa vozli²£e v mreºi.
Ve£ina £lenov je takih, da ime predhodnike ali naslednike, kar pomeni, da bo ve£ina
kraji²£ z lepljenjem £lenov sovpadala z dvema drugima vozli²£ema mreºe. Zato je
kon£na oblika mreºe mo£no odvisna od £lenov okoli vsakega vozli²£a.
Denicija 3.5. Naj bo (C, τ) nabor verig s pari in PC predgraf tega nabora.
Denirajmo graf vozli²£nih gur nabora FC = (V,E) kot
V (FC) = A(PC),
ab ∈ E(FC) ⇐⇒ i(a) = i(b) ∨ b = aτ .
Kot primer lahko spet vzamemo nabor C z eno verigo verigo C = A1BA2 in ji
pripi²emo preslikavo parov τ : A(C) → A(C) s predpisom
τ(A1) = (A2, 1), τ(B) = (B,−1) in τ(A2) = (A1, 1).
Slika 23 prikazuje graf FC vozli²£nih gur takega nabora. Loki predgrafa PC so
vozli²£a grafa FC, temne, £rtkane povezave pa prikazujejo njihovo sosednost. Tista
loka, katerih povezava je ozan£ena z i, sta sosednja, ker si delita vozli²£e, tista z



















Slika 23: Graf vozli²£nih gur FC za nabor verig s pari ({A1BA2}, τ).
V konstrukciji mreºe se lahko pripeti, da dve vozli²£i po naklju£ju prideta na
isto mesto, £eprav ju ni£ ne drºi skupaj. Temu se ºelimo izogniti, zato bi se radi
prepri£ali, da bodo vsa kon£na vozli²£a mreºe jasno dolo£ena. Enako je pri sestavlja-
nju tetraedrov iz ene verige. Tam smo iskali krepke obhode, ki so imele povezane,
netrivialne vozli²£ne gure. Isto bomo storili tudi tu.
Denicija 3.6. Naj bo (C, τ) nabor verig s pari in FC graf vozli²£nih gur. Potem
relacija zdruºenosti R na vozli²£ih u, v ∈ V (C) denirana kot
R(u, v) ⇐⇒
∃a, b ∈ A(PC) : u = i(a), v = i(b) in a, b
sta v isti povezani komponenti grafa FC.
Vozli²£a v grafu vozli²£nih gur imajo jasen razlog, zakoj so povezana. Lahko
sovpadajo zaradi lepljenja ali nadaljevanja verige. Ker sta to edina zi£na na£ina,
kako se molekulo premika v prostoru, bomo smatrali, da tisti vozli²£i, ki v grafu
vozli²£nih gur nista povezani preko svojih lokov, ne spadata v isto vozli²£e mreºe.
To sovpadanje bi radi preprosto, matemati£no opisali.
Trditev 3.2. Relacija zdruºenosti R je ekvivalen£na relacija.
Dokaz. Dokazati moramo, da je relacija zdruºenosti R reeksivna, simetri£na in
tranzitivna.
O£itno je, da je vsak lok sam s sabo v isti komponenti, torej je relacija R ree-
ksivna. Relacija R(u, v) je tudi simetri£na, saj vrstni red vozli²£ u in v nima vpliva
na denijo.
Naj bodo u, v, w ∈ V (C) vozli²£a in a, c, b ∈ A(PC) taki loki, da je u = i(a),
v = i(b), w = i(c). Recimo, da je R(u, v) in R(v, w), ker sta loka a in b ter b in c v
isti povezani komponenti. Potem sta tudi loka a in c v isti, zato je R(u,w).
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Denicija 3.7. e za dve vozli²£i u in v velja R(u, v), potem lahko re£emo, da sta
si vozli²£i u in v ekvivalentni in ozna£imo u ∼ v.
Relacija zdruºenosti razdeli mnoºico vozli²£ V (C) na ekvivalen£ne razrede [v] =
{u ∈ V (C); u ∼ v}.
Vsako vozli²£e u ∈ [v] ima vsak lok a z i(a) = u v isti povezani komponenti grafa
FC. To povezano komponento ozna£imo z F[v] in ji pravimo vozli²£na gura razreda
[v].
V na²em primeru verige C = {A1BA2} vidimo, da ima le eno vozli²£no guro in
le en ekvivalen£ni razred vozli²£.
Zanimajo nas nadaljne lastnosti vozli²£nih gur, ki nam bodo pomagale pri delu
z mreºami.
Lema 3.2. Naj bo (C, τ) nabor verig s pari in FC graf vozli²£nih gur. Potem za
vsako vozli²£e a ∈ V (FC) velja 1 ≤ st(a) ≤ 2, £e a ̸= aτ , in 2 ≤ st(a) ≤ 3 sicer.
Dokaz. Recimo, da velja a ̸= aτ .
Vsako vozli²£e a ∈ V (FC) v grafu FC je lok v grafu PC in ima natanko en lok
aτ , ki mu je par. Po deniciji E(FC), sta torej a in aτ sosednja v grafu FC im velja
st(a) ≥ 1.
e lok a ni v linearni verigi skrajen, obstaja lok b, da je i(a) = i(b). Torej sta
tadva loka tudi sosednja v FC. Tako je st(a) = 1, £e je lok a prvi ali zadnji lok
nesklenjene verige, sicer pa je st(a) = 2.
Recimo, da je a = aτ . Potem je povezava, dobljena s preslikavo parov τ , lok
aa ∈ E(FC) in tako k stopnji vozli²£a a doda 2, namesto 1, zato je st(a) ≥ 2. e
obstaja ²e b ∈ V (FC), da je i(a) = i(b), potem je st(a) = 3, sicer je st(a) = 2.
Trditev 3.3. Naj bo (C, τ) nabor verig s pari in FC graf vozli²£nih gur. Naj bo
podgraf F[v] povezana komponenta grafa FC.
Potem velja:
∀a ∈ V (F[v]) : a ̸= aτ =⇒ K je pot ali cikel,
∃a ∈ V (F[v]) : a = aτ =⇒ K je pot z zanko na na enem ali obeh konceih.
Dokaz. Recimo, da povezana komponenta F[v] grafa vozli²£nih gur FC nima takih
vozli²£a a, da bi veljalo a = aτ . Potem je stopnja vsakega vozli²£a 1 ≤ st(a) ≤ 2,
kar zaradi povezanosti grafa pomeni, da je F[v] ali cikel ali pot.
Recimo sedaj, da obstaja tako vozli²£e a, da je a = aτ .
e je st(a) = 2, potem ni nobenega drugega vozli²£a, ki bi bilo povezano z
vozli²£em a, in je F[v] graf z enim vozli²£am z zanko. To je trivialna pot z zanko na
koncu.
Recimo, da je vsako vozli²£e a, za katerega je a = aτ , stopnje 3. Ozna£imo
H = {a ∈ V (F[v]); a = aτ} in K = F[v] \ H kot podgraf grafa F[v] brez mnoºice
vozli²£a H.
Vsako vozli²£e a ∈ H je v F[v] sosedno z enim b ∈ V (F[v]), ki je v K za eno
stopnjo manj²e. Ker je povezava ab dobljena zaradi i(a) = i(b) in ne a = bτ , velja
stK(b) = 1 zato tudi 1 ≤ stK(c) ≤ 2 za vsak c ∈ V (K). Tako je K graf, £igar
povezane komponente so poti.
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e vrnemo v K nazaj vsa vozli²£a a ∈ H, moramo dobiti F[v], ki je povezan
graf. Ker je vsak a povezan le z enim drugim vozli²£em, dodatek podalj²a povezano
komponento za eno vozli²£e, ne more pa povezati skupaj dveh.
Sledi, da mora biti K ºe povezan graf in sicer pot. Vozli²£a a ∈ H lahko dodamo
le po enega na za£etek ali na konec, saj mora biti vozli²£e stopnje 1, s £imer poti
dodamo ²e zanko. Potem je 1 ≤ |H| ≤ 2 in je F[v] pot, ki ima zanko na enem ali na
obeh koncih.
Spoznali smo osnove medsebojnega lepljenja mnoºice verig. V nadaljevanju
bomo raziskovali, kak²ne strukture lahko pri tem nastanejo.
3.3 Pokritja grafov z verigami
Na² cilj je najti polipeptidno mreºo, katere povezave so sestavljene iz manj²ih verig.
To mreºo bo predstavljal nek graf, njene sestavne veriga pa bodo predstavljene s
podgra. Za namen ustreznega matemati£nega modela denirajmo slede£e pojme.
Homomorzmi in izomorzmi na predgrah so denirani v £lanku [1].
Denicija 3.8. Naj bo G graf in naj bo H = {H; H je podgraf grafa G} druºina
njegovih podgrafov.
e je vsaka povezava grafa G vsebovana v vsaj enem podgrafu H ∈ H, re£emo,
da je druºina H pokritje grafa G.
e je vsaka povezava e vsebovana v natanko enem podgrafu, je H disjunktno
pokritje. Podgraf, ki vsebuje povezavo e, ozna£imo s He.
e je vsaka povezava grafa G v natanko dveh podgrah, re£emo, da je H dvojno
pokritje grafa G.
Naj bo (C, τ) nabor verig s pari in C veriga iz tega nabora.
Naj bo H graf, izomorfen z grafom verige GC . Potem re£emo, da izomorzem
grafov χG : H → GC pokrije graf H z verigo C.
e za vsak podgraf H ∈ H obstajata veriga C ∈ C in izomorzem χH , ki pokrije
podgraf H z verigo C, in za vsako verigo C ∈ C obstaja H ∈ H, da je H graf verige
C, re£emo, da je pokritje H pokritje grafa G z verigami iz C.
Na² model mora poskrbeti, da se bodo tudi v mreºi £leni verig lepili z ustreznimi
pari. Zato potrebujemo ²e preslikavo, ki pove, katere povezave se lepijo skupaj.
Denicija 3.9. Naj bo (C, τ) nabor verig s pari, G graf in H njegovo pokritje z
verigami.





Za vozli²£e u ∈ V (G) grafa G lahko deniramo graf F , ki mu re£emo vozli²£na
gura pokritja. Kot mnoºico vozli²£ V (F ) vzamemo mnoºico
V (F ) = {a ∈ A(G); i(a) = u},
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Vozli²£i a ∈ V (F ) in b ∈ V (F ) sta sosednji natanko tedaj, ko velja ali
Ha = Hb in i(χHa(a)) = i(χHb(b)) ali b = γ(a).
Poglejmo si, da pri tako deniciji ne pride do napak pri lepljenju.
Trditev 3.4. Naj bo (C, τ) nabor verig s pari, G graf in H njegovo pokritje z veri-
gami.
Naj bo K povezana komponenta v vozli²£ni guri pokritja F za vozli²£e u ∈ V (G).
Potem obstaja vozli²£e nabora v ∈ V (C), da za vsak lok a ∈ K velja
i(χHa(a)) ∼ v.
Dokaz. Naj bosta loka a in b sosednja v vozli²£ni guri F , za kar sta dva moºna
razloga.
Recimo najprej, da je b = γ(a). Potem je χHb(b) = χHa(a)
τ , od koder sledi
i(χHb(b)) ∼ i(χHa(a)) = v ∈ V (C).
Recimo ²e, da je Ha = Hb in i(χHa(a)) = i(χHb(b)) = v
′ ∈ V (C).
Dodajmo ²e tretji lok c, ki je soseden z lokom b. Razlog za to sosednost mora
biti ravno nasproten od tistega za sosednost med a in b  vsak lok x ima le en lok
γ(x) in vsaka veriga C ima v vsakem vozli²£u najve£ dva lok £lenov. Torej je
i(χHa(a)) ∼ i(χHb(b)) ∼ i(χHc(c)) = v ∈ V (C).
S takim razmislekom lahko nadaljujemo po vseh povezavah povezane komponente
K in vidimo, da je i(χHx(x)) ∼ v za vsak lok x znotraj nje.
S tem lahko formalno deniramo matemati£en pojem za polipeptidno mreºo.
Denicija 3.10. Naj bo (C, τ) nabor verig s pari, G graf in H njegovo pokritje z
verigami iz C pri preslikavi lepljenja γ.
Re£emo, da je M = (C, τ,G,H, γ) mreºa. Vozli²£no guro vozli²£a u ∈ V (G)
pri pokritju z verigami H in preslikavi lepljenja γ bomo ozna£evali kot FM,u.
e je za vsako vozli²£e u grafa G vozli²£na gura pokritja FM,u povezana, potem
pravimo, da je M veljavna mreºa.
Za primer se vrnimo k verigi C = A1BA2. Na sliki 24 je prikazan postopek
konstrukcije veljavne mreºe. Graf P , ki ga pokrivamo, je Petersenov s podvojenimi
povezavami.
Najprej je najdeno disjunktno pokritje H, kjer so vsi podgra poti, potem pa je
vsakemu podgrafu H ∈ H prirejen izomorzem χH , ki pokrije graf H z verigo C.
Ob pravilni izbiri podgrafov in izomorzmov pridemo do veljavnega mreºe.
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(a) Petersenov graf s podvojenimi pove-
zavami P .
(b) Disjunktno pokritje H grafa P . Vsak
podgraf je pot s tremi povezavami in je
ozna£en z eno barvo.
(c) Pokritje H je pokritje z verigami, saj se da vsak podgraf pokriti
z verigo C.
(d) Veriga C.
Slika 24: Primer mreºe za verigo C = A1BA2.
To pomeni, da se graf P da ustvariti s kopijami verige C. Iz slike je razvidno,
da bi za to potrebovali 10 kopij. Seveda bi se morale vezati v to£no tako obliko,
kar nikakor ni nujno. Tudi £e bi se najprej zlepili £leni B, bi npr. preostanek lahko
tvoril cikle druga£ne dolºine, kar nas privede do vpra²anja, koliko razli£nih mreº
lahko tvorimo in kdaj so te mreºe veljavne. e en primer moºne veljavne mreºe je
na sliki 36.
Kot smo ºe dejali, za obravnavo takih vpra²anj se osredoto£amo na okolico voz-
li²£.
Denicija vozli²£ne gure pokritja je podobna deniciji vozli²£ne gure nabora.
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Bistvena razlika je le v tem, da so vozli²£a  loki v predgrah verig  sosednja takrat,
ko so povezave pokrite z istim podgrafom iz pokritja.
Poglejmo spet primer za C = A1BA2. Na sliki 25 so najprej naslikani loki po-
vezav okoli poljubnega vozli²£a v iz Petersenovega grafa s podvojenimi povezavami,
za katerega smo ºe na²li veljavno mreºo M. V vozli²£ni guri ti loki predstavljajo
loke £lenov verige.
Povezave so ozna£ene z γ in H. Tiste z γ so dobljene preko lepljenja s pari, tiste





(a) Okolica vozli²£a v.
Velja x1, x2 ∈ A(X),
y2, y3 ∈ A(Y ), q3 ∈
A(Q) in z1 ∈ A(Z) za
X,Y, Z,Q ∈ H.
x2 y2




(b) Vozli²£na gura FM,v. Povezave, ozna£ene z γ na-
stanejo zaradi lepljenja parov, ozna£ene s H pa zaradi
nasledstva znotraj podgrafa pokritja H.
Slika 25: Shema vozli²£ne gure pokritja. Vidimo, da je graf enak vozli²£ni guri
nabora iz slike 23.
Opazi se, da sta grafa vozli²£ne gure pokritja v sliki 25 in vozli²£ne gure nabora
iz slike 23 za primer verige A1BA2 enaka.
Poglejmo si podobnosti med obema vrstama vozli²£nih gur ²e v splo²nem.
Lema 3.3. Naj bo M = (C, τ,G,H, γ) veljavna mreºa.
Potem je FM,u pot ali cikel.
Dokaz. Naj bosta a, b ∈ A(G), da je i(a) = i(b) = u. Za laºje pisanje ozna£imo z
ex = χHx(x) za x = a, b sliki izomorzmov χHx .
V vozli²£ni guri sta loka a in b sosednja kot vozli²£i natanko tedaj, ko je a = t(b)
ali Ha = Hb in i(ea) = i(eb). Ker je M veljavna mreºa, za vsak lok a obstaja lok
b = t(a), torej ima vsako vozli²£e vsaj enega soseda. Verige so C ∈ C linearne, zato
so prav tako gra verig H = (VH , AH , iH , rH) ∈ H, torej obstajata najve£ dva loka
x, y ∈ A(H), da je iH(x) = iH(y).
Sledi, da je 1 ≤ st(x) ≤ 2 za vsak x ∈ V (FH,u). Ker je M veljavna mreºa, je
FM,u povezan graf in zato pot ali cikel.
Pot in cikel lahko zapi²emo kot preprosto zaporedje povezav oz. lokov, kar nam
olaj²a delo z vozli²£nimi gurami.
Vozli²£ne gure mreºe bi radi primerjali z vozli²£nimi gurami nabora. Za ja-
snej²o primerjavo moramo denirati slede£i pojem.
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Denicija 3.11. Naj bo (C, τ) nabor verig s pari in naj bo F[v] vozli²£na gura
ekvivalen£nega razreda [v].
e v F[v] ni vozli²£a a, da je a = aτ , lahko vozli²£no guro F[v] zapi²emo kot pot
ali cikel
N[v] = a1a2 . . . ak,
kjer so aj ∈ V (F[v]) za j = 1, 2, . . . , k in je ajaj+1 ∈ E(F[v]) za j = 1, 2, . . . , k− 1, £e
je pot, in ²e aka1 ∈ E(F[v]), £e je cikel.
Podobno lahko zapi²emo tudi, £e za vozli²£e b ∈ V (F[v]) velja b = bτ ,
N[v] = a1a2 . . . akbbak . . . a2a1,
kjer so oznake kot prej. e obstaja ²e eno vozli²£e c ∈ V (F[v]), da je c = cτ , mora
biti na drugem koncu poti kot a, zato je c = a1 in lahko N[v] poveºemo v cikel.
Tako dobljenemu zaporedju N[v] re£emo na£rt vozli²£ne gure F[v].
Na£rt vozli²£ne gure N[v] je cikel, £e je vozli²£na gura F[v] cikel ali pot z dvema
zankama, in je pot, £e je vozli²£na gura F[v] pot ali pot z eno zanko.
Na£rti ekvivalen£nega razreda so potrebni zato, ker se lahko v mreºi pojavijo
vozli²£ne gure, ki se od vozli²£nih gur nabora mo£no razlikujejo. Na£rti so vmesni
korak.
Prvi zaplet so lahko vozli²£ne gure mreºe, ki so cikli. Lahko se zgodi, da se
verige zlepijo tako, da se cikel ponavlja in podalj²a  primer tega je na sliki 28.
Ve£ja teºava je v vozli²£ih, kjer so paralelni homodimeri, se pravi, da loka a in
γ(a) predstavljata isti lok £lena c = cτ . Vozli²£na gura nabora ima zanko, v mreºi
pa se to ne more zgoditi. Namesto tega se zlepi z drugim lokom. Tako dobimo dve
kopiji vozli²£ne gure nabora, ki imata namesto zanke povezavo med paralelnima
homodimeroma.
V primeru, ko ima vozli²£e dva para paralelnih homodimerov, nastane cikel, ki
se tudi lahko nadaljuje. Tudi primer tega je na sliki 28.
Na sliki 26 se vidi, kak²ni so na£rti v teh primerih. Od vozli²£ne gure se razliku-
jejo le takrat, ko gre za paralelne homodimere. Takrat ºe poskrbijo za prej opisano
podvojitev £lenov.
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(a) Ko je F[v] pot, je N[v] = F[v]. (b) Ko je F[v] cikel, je N[v] = F[v].
F[v] N[v]
(c) Vozli²£na gura F[v] z eno zanko porodi na£rt N[v], ki je pot.
F[v] N[v]
(d) Vozli²£na gura F[v] z dvema zankama porodi na£rt N[v], ki je cikel.
Slika 26: Primerjave med vozli²£nimi gurami in njihovimi na£rti.
Dokaºimo ºe iz slike 26 razvidno dejstvo.
Lema 3.4. Naj bo (C, τ) nabor verig s pari in naj bo N[v] na£rt vozli²£ne gure
ekvivalen£nega razreda [v].
Vsak lok £lena a ∈ V (F[v]) se v N[v] pojavi natanko enkrat, £e za nobenega ne
velja a = aτ , sicer se pojavi natanko dvakrat.
Dokaz. Velja, da je F[v] povezana komponenta grafa vozli²£nih gur FC, za katerega
je V (FC) = A(PC), kjer je PC predgraf nabora C. Ker se v PC vsak lok £lena pojavi
natanko enkrat, se torej tudi loki £lenov v F[v] pojavi natanko enkrat.
e ni nobenega a ∈ V (F[v]), da je a = aτ , potem je N[v] = a1a2 . . . ak zaporedje
paroma razli£nih lokov £lenov, torej se vsak pojavi natanko enkrat. e obstaja
b ∈ V (F[v]), da je b = bτ , je N[v] = a1a2 . . . akbbak . . . a2a1 in se vsak lok £lena ponovi
natanko dvakrat.
Na² cilj je razrvstiti vozli²£a mreºe glede podobnost njihovih vozli²£nih gur z
na£rti. Zato se moramo najprej prepri£ati, da veljajo nekatere lepe lastnosti, ki jih
bomo kasneje uporabljali.
Lema 3.5. Naj bo M = (C, τ, G,H, γ) mreºa in u ∈ V (G) vozli²£e. Naj bo v ∈ V (C)
tisto vozli²£e nabora verig C, za katero velja ∀H ∈ H : u ∈ V (H) ⇒ χH(u) ∼ v.
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Potem za vsaka a, b ∈ V (FM,u) velja
ab ∈ E(FM,u) =⇒ χHa(a)χHb(b) ∈ E(F[v]).
Dokaz. Naj bo a poljuben element iz V (FM,u).
Naj bo b ∈ V (FM,u) najprej tak, da je b = γ(a).
Potem velja
i(a) = i(b) = u =⇒ i(χHa(a)) = i(χHb(b)) ∼ χHa(u) ∼ v
=⇒ χHa(a), χHb(b) ∈ V (F[v])
in ²e ve£, χHa(a)χHb(b) ∈ E(F[v]), saj je χHa(a) = χHb(b)τ .
Naj bo sedaj b ∈ V (FM,u) tak, da je b ∈ Ha in i(χHa(a)) = i(χHa(b)).
Enako kot prej velja χHa(a), χHa(b) ∈ V (F[v]). Po deniciji povezav v vozli²£nih
gurah nabora to pomeni, da je χHa(a)χHb(b) ∈ E(F[v]).
S tem smo za oba tipa sosednosti v vozli²£ni guri med lokoma a in b pokazali,
da sledi tudi sosednost med χHa(a) in χHb(b) v vozli²£ni guri nabora verig.
Posledica 3.1. Naj bo M = (C, τ, G,H, γ) veljavna mreºa in u ∈ V (G) vozli²£e.
Naj bo v ∈ V (C) tisto vozli²£e nabora verig C, za katero velja ∀H ∈ H : u ∈ V (H) ⇒
χH(u) ∼ v, in naj bo N[v] = x1x2 . . . xn na£rt razreda [v].
Potem za vsaka a, b ∈ V (FM,u) velja
ab ∈ E(FM,u) =⇒ ∀xj ∈ V (N[v]) : xj = χHa(a) ⇒ (xj−1 = χHb(b) ∨ xj+1 = χHb(b)).
Dokaz. e je ab ∈ E(FM,u), sledi, da je χHa(a)χHb(b) ∈ E(F[v]), kar pomeni, da
morata biti loka teh dveh £lenov v na£rtu N[v] zaporedna.
Pokazali smo, da £e sta dva loka sosednja v vozli²£ni guri mreºe, sta pokrita
tako, da sta £lena, ki jima pripadata, tudi sosednja v vozli²£ni guri nabora in
njenem na£rtu. Se pravi, da lahko prek vozli²£nih gur mreºe preverjamo, ali verige
pokrivajo graf po vseh pravilih, ki smo jih zastavili.
Denicija 3.12. Naj bo M = (C, τ, G,H, γ) veljavna mreºa in u ∈ V (G) vozli²£e.
Za loka a, b ∈ V (FM,u) ozna£imo Sa,b pot v vozli²£ni guri FM,u oblike
Sa,b = as1s2 . . . skb,
kjer so si ∈ V (FH,u) za i = 1, 2, . . . , k taki loki grafa G, da je χHa(a) ̸= χHsi (si) ̸=
χHb(b).
Naj bo v tisto vozli²£e nabora, da za vsak podgraf H ∈ H velja u ∈ H : χH(u) ∈
[v].
Re£emo, da pot Sa,b sledi razredu vozli²£ nabora [v] ali hitreje sledi razredu [v],
£e v na£rtu vozli²£ne gure nabora N[v] obstaja pot
Sχa,b = χHa(a)χHs1 (s1)χHs2 (s2) . . . χHsk (sk)χHb(b).
Re£emo, da vozli²£e u grafa G sledi razredu vozli²£ nabora [v], £e za vsaka loka a
in b vsaka obstoje£a pot Sa,b sledi razredu [v].
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Ker pravila lepljenja, ki smo jih postavili, enoli£no dolo£ajo pare £lenov in lokov
za lepljenje, mora veljati tudi slede£a trditev.
Trditev 3.5. Naj bo M = (C, τ, G,H, γ) veljavna mreºa. Naj bo u vozli²£e grafa
G, ki sledi vozli²£u [v] ter a in b poljubna loka, za katera je i(a) = i(b) = u.
Potem je pot Sa,b = as1s2 . . . skb, ki sledi razredu vozli²£ nabora [v], v vozli²£ni
guri mreºe FM,u z izborom loka s1 enoli£no dolo£ena.
Dokaz. Naj bo FM,u vozli²£na gura mreºe.
Po lemi 3.3 je FM,u pot ali cikel. e je pot, potem obstaja najve£ ena pot Sa,b
med lokoma a in b, na kateri ne obstaja tak lok si, da je χHsi (si) /∈ {χHa(a), χHb(b)},
saj obstaja natanko ena pot med katerima koli vozli²£ema.
Recimo, da je FM,u = ax1x2 . . . xkby1y2 . . . yl cikel, zapisan tako, da se za£ne z
lokom a, in kjer so x1, . . . , xk, y1 . . . yl ∈ V (FM,u). Med lokoma a in b torej obstajata
dve poti:
Sx = ax1x2 . . . xkb in Sy = aylyl−1 . . . y1b.
Za lok a obstajata dva sosednja loka a1, a2 ∈ V (FM,u), za katera velja, da je
a1 ∈ V (Ha), i(χHa(a1)) = i(χHa(a)) in a2 = γ(a).
To pomeni, da sta poti Sx in Sy odvisno od tega, ali je x1 = a1 in yl = a2 ali obratno.
V vsakem primeru se bo ena pot za£ela z a1 in druga z a2, zato lahko preimenujemo
v SH tisto, ki se za£ne z a1, in v Sγ drugo, torej tisto, ki se za£ne z a2.
Naredili bomo indukcijo na dolºino n poti Sn = as1s2 . . . snb.
Za£nemo z n = 0. To pomeni, da je lok b ali naslednik loka a v grafu verige Ha
ali nosilni lok njegovega para. Ne glede, za kateri primer gre, je pot S0 = ab.
Naj bo n = 1 in S1 = as1b. Po zgornjem razmisleku obstaja dve moºnosti za lok
s1. Ko ga dolo£imo, je pot tudi dolo£ena  v obliki SH1 ali S
γ
1 .
Prespostavimo sedaj, da lema velja za vse poti Sk dolºine 0 ≤ k ≤ n− 1.
Poglejmo pot Sa,sk−1 = as1s2 . . . sk−2sk−1. Ustreza pogojem leme, saj je i(sj) = u
za vsak j = 1, . . . k − 1. Po indukcijski predpostavki je pot Sa,sk−1 enoli£no dolo£en
z izborom loka s1, saj je dolºine k− 1. Ker je tako enoli£no dolo£en lok sk−1, je tudi
pot Ssk−1,b, saj spada pod primer za n = 0.
Tako je z izborom s1 enoli£no dolo£ena pot Sa,b vmesne dolºine n, £e taka pot
obstaja.
Za laºjo predstavo kaj pomeni, da pot oz. vozli²£e sledi razredu vozli²£a nabora,
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Slika 27: Prikaz poti Sa,b v vozli²£ni guri FM,u mreºe M, ki sledi poti Sχa,b v na£rtu
razreda N[v].
Bistvo denicije na£rta in sledenja je laºja napoved vozli²£ne gure veljavne
mreºe. Slede£a trditev potrjuje, da se bodo na²e ºelje obrestovale.
Trditev 3.6. Naj bo M = (C, τ, G,H, γ) veljavna mreºa in u ∈ V (G) vozli²£e. Naj
bo [v] tisti razred vozli²£ nabora C, da velja ∀H ∈ H : u ∈ H ⇒ χH(u) ∈ [v].
Potem vozli²£e u sledi razredu vozli²£ nabora [v].
Dokaz. Ker je mreºa M veljavna, so njene vozli²£ne gure povezane, torej med
dvema lokoma a in b gotovo obstaja pot.
Z indukcijo na ²tevilo vmesnih lokov n bomo pokazali, da vsaka pot Sa,b =
as1s2 . . . snb, za katero velja χHa(a) ̸= χHsj (sj) ̸= χHb(b) za j = 1, 2, . . . , n, sledi
razredu [v] za v = χHa(u).
Naj bo n = 0. Potem je Sa,b = ab, kar pomeni, da sta a in b v FM,u sosedna. Po
lemi 3.5 sledi, da sta χHa(a) in χHb(b) sosedna v F[v], zato zaporedna v N[v], in je
Sχa,b = χHa(a)χHb(b).
Naj bo n = 1. Potem je Sa,b = as1b, kar pomeni, da sta v FM,u sosedna a in
s1 ter s1 in b. V F[v] sta torej sosedna χHa(a) in χHs1 (s1) ter χHs1 (s1) in χHb(b) in
obstaja pot Sχa,b = χHa(a)χHs1 (s1)χHb(b) v N[v].
Predpostavimo, da poti Sa,b dolºine n− 1 ali manj sledijo razredu [v].
Naj bo potem pot Sa,b = as1 . . . sn−1snb. Za pot Sa,sn = as1 . . . sn−1sn po induk-
cijski predpostavki velja, da sledi razredu [v], torej v N[v] obstaja pot
Sχa,sn = χHa(a)χHs1 (s1) . . . χHsn−1 (sn−1)χHsn (sn).
Ker sta loka sn in b sosednja v FM,u, sta tudi χHsn (sn) in χHb(b) sosednja v F[v],
torej obstaja pot
Sχa,b = χHa(a)χHs1 (s1)χHs2 (s2) . . . χHsn (sn)χHb(b).
v na£rtu vozli²£ne gure nabora N[v].
Ker smo pokazali, da vsaka pot Sa,b med poljubnima lokoma a in b sledi razredu
[v], £e obstaja, torej mu sledi tudi vozli²£e u.
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Prva izmed lepih karakterizacij vozli²£nih gur mreºe preko na£rtov je posta-
vljena v naslednji trditvi. Ta velja za vozli²£ne gure, ki so cikli.
Trditev 3.7. Naj bo M = (C, τ, G,H, γ) veljavna mreºa in u ∈ V (G) vozli²£e, ki
sledi razredu vozli²£ nabora [v] za nek v ∈ V (C).
FM,u je cikel natanko tedaj, ko je na£rt vozli²£ne gure N[v] cikel.
Dokaz. Predpostavimo, da je FM,u cikel, na£rt vozli²£ne gure N[v] pa ne. Naj bosta
e1 in en za£etni in kon£ni lok £lena v zaporedju N[v]. Ker zaporedje ni cikli£no, nista
sosednja. Vzemimo a ∈ V (FM,u), za katerega velja χHa(a) = e1. Ker je FM,u cikel,
ima dva soseda, £eprav ima e1 le enega.
Pridemo do protislovja s posledico 3.1. Dokazali smo: £e je FM,u cikel, potem je
N[v] cikel. Pokazati moramo ²e obratno: £e je N[v] cikel, potem je FM,u cikel.
Predpostavimo, da je N[v] cikel in recimo, da je FM,u pot.
Naj bo lok a ∈ V (FH,u) zadnje vozli²£e poti, torej je st(a) = 1. Ker je N[v] cikel,
ima njegova slika χHa(a) dva soseda v N[v], torej manjka loku a en sosed.
e za lok a ne obstaja lok b, da je b = γ(a) pridemo do protislovja, saj je M
veljavna mreºa. Isto se zgodi, £e manjka lok b, da je i(a) = i(b) in Ha = Hb.
Sledi, da £e je N[v] cikel, je tudi FH,u cikel, s £imer dokaºemo ekvivalenco.
Za vozli²£ne gure mreºe v obliki poti bomo najprej pokazali manj²o lemo.
Lema 3.6. Naj bo M = (C, τ, G,H, γ) veljavna mreºa in u ∈ V (G) vozli²£e, ki sledi
razredu vozli²£ nabora [v] za nek v ∈ V (C).
e je FM,u = a1a2 . . . ak pot, potem je N[v] = χHa1 (a1)χHa2 (a2) . . . χHak (ak).
Dokaz. Vzemimo kraji²£e a1 = a ∈ V (FM,u), ki je stopnje 1. Ker je M veljavna
mreºa, bo tudi lok £lena χHa(a) imel v vozli²£ni guri F[v] le enega soseda in bo v
N[v] prvi ali zadnji £len zaporedja. Edini drugi lok ak = b, ki se lahko ²e slika v
χHa(a), je drugo kraji²£e, ki je edini drugi lok stopnje 1.
Ali velja χHa(a) = χHb(b) ali ne, velja χHa(a) ̸= χHaj (aj) ̸= χHb(b) za j =
2, . . . , k−1. Zato pot Sa,b sledi na£rtu N[v] in prehodi celotno vozli²£no guro FM,u.
Hkrati pot Sχa,b = χHa(a)χHa2 (a2) . . . χHak−1 (ak−1)χHb(b) prehodi celoten na£rt N[v],
zato je N[v] = S
χ
a,b.
Slede£i izrek je klju£nega pomena za nadaljevanje obravnave veljavnih mreº.
Porodi veliko pomembnih posledic in lepih omejitev za grafe, ki se jih da pokriti z
verigami.
Izrek 3.1. Naj bo M = (C, τ, G,H, γ) veljavna mreºa. Naj bo u ∈ V (G) poljubno
vozli²£e grafa G in naj bo v ∈ V (C) vozli²£e nabora, £igar razredu [v] sledi vozli²£e
u.
Potem obstaja ²tevilo k ∈ N, da za vsak lok £lena e ∈ V (F[v]) velja
|{a ∈ V (FM,u); χHa(a) = e}| = k.
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Dokaz. Naj bo u vozli²£e grafa G in z X(a) = {b ∈ V (FM,u); χHb(b) = χHa(a)} za
vsak lok a ∈ V (FM,u) in naj bo k(a) = |X(a)|. Radi bi dokazali, da obstaja k ∈ N ,
da je k(a) = k za vsak lok a ∈ V (FM,u).
Izberimo lok a in razpi²imo vozli²£no guro kot
FM,u = X0a1X1a2X2 . . . Xk(a)−1ak(a)Xk(a),
kjer je χHai (ai) = χHa(a) za i = 1, 2, . . . , k(a) in so Xi = xi,1xi,2 . . . xi,li poti po N[v]
za i = 0, 1, . . . , k(a), katerih loki xi,j se ne slikajo χHa(a). Po deniciji to pomeni,
da vsaka pot Si−1,i = ai−1Xiai sledi razredu [v].
Poti Sχi−1,i in S
χ
i,i−1 sta o£itno enaki, le opravljeni v razli£nih smereh. Poti S
χ
i−1,i
in Sχi,i+1 morata biti razli£ni, saj ju dolo£ita povezavi z lokom ai, ki sta razli£ni 
ena dobljena prek preslikave parov τ in druga prek vsebovanosti v istem podgrafu
pokritja z verigami. Sledi, da je pot Sχi v na£rtu N[v] za Si = ai−1Xi−1aiXiai+1 do
usmerjenosti enaka za vse i = 2, 3, . . . , k(a)− 1.
Neobravnavani ostaneta ²e okolici lokov a1 in ak(a), ki sta odvisni od tega, ali je
FM,u cikel ali pot.
Predpostavimo, da je cikel. Potem lahko prestavimo podzaporedje X0 na konec
in ga zdruºimo z Xk(a), s £imer dobimo
FM,u = a1X1a2X2 . . . Xk(a)−1ak(a)Xk(a).
Deniramo ²e S1 = ak(a)Xk(a)a1X1a2 in Sk(a) = ak(a)−1Xk(a)−1ak(a)Xk(a)a1.
Vzemimo poljuben lok b ∈ V (FM,u) in naj bo X(b) = {c ∈ V (FM,u); χHc(c) =
χHb(b)}. Ker so vse poti v S
χ
j za j = 1, 2, . . . , k(a) do usmerjenosti enake v na£rtu
N[v], se lok £lena χHb(b) v vsaki pojavi enakokrat  ozna£imo ²tevilo ponovitev loka
b v Sj z n(b). Vsak c ∈ X(b) je v neki poti Xi, ki je ²teta v Si in Si+1. Se pravi, da
se pojavi v dveh poteh Si in Si+1. Velja torej






Ostane izra£un ²tevila n(b).
Ker je FM,u cikel, je po trditvi 3.7 cikel tudi N[v]. Lok £lena χHa(a) se v N[v]
pojavi enkrat ali dvakrat  recimo najprej, da se enkrat.
Potem je




kjer so xj elementi Xi za j = 1, . . . , l. Po lemi 3.4 se vsak drug lok £lena χHb(b)
tudi pojavi enkrat v N[v] in se zato pojavi enkrat v vsakem Xj za j = 1, 2, . . . , k(a).
Torej ima vsaka pot Sj dva loka iz X(b) in je n(b) = 2, saj je
Sj = aj−1x1 . . . xlaj(x1 . . . xl)
±1aj+1,
kjer je (x1 . . . xl)−1 = xl . . . x1.
Recimo, sedaj, da se v χHa(a) v N[v] pojavi dvakrat. Potem je
N[v] = χHa(a)χHx1 (x1) . . . χHxl (xl)  
(X±1i )
χ





Ker se tudi vsak drug lok £lena χHb(b) pojavi v N[v] in je
Sj = aj−1x1 . . . xlajy1 . . . ymaj+1,
vsaka pot Sj premore dva loka iz X(b) in je n(b) = 2.
Vstavimo dobljeno vrednost in izra£unamo
|X(b)| = k(a)
2
· n(b) = k(a)
2
· 2 = k(a) = |X(a)|.
Obravnavati moramo ²e primer, ko je FM,u = aXb pot. Iz lem 3.6 in 3.4 sledi, da
£e je χHa(a) = χHb(b), potem je |X(c)| = 2 za vsak c ∈ V (FM,u), sicer je |X(c)| = 1.
Dokazali smo
∃k ∈ N ∀a ∈ V (FM,u) : |{b ∈ V (FM,u); χHb(b) = χHa(a)}| = k.
Ker za vsak lok £lena e ∈ V (F[v]) obstaja a ∈ V (FM,u), da je χHa(a) = e, sledi
∃k ∈ N ∀e ∈ V (F[v]) : |{a ∈ V (FM,u); χHa(a) = e}| = k.
Sledi ²e preprosta posledica.
Posledica 3.2. Naj bo M = (C, τ, G,H, γ) veljavna mreºa in naj bo u ∈ V (G)
vozli²£e.
e je vozli²£na gura FM,u pot, potem je 1 ≤ k(M, u) ≤ 2.
Dokaz. Smo eksplicitno pokazali v drugem delu dokaza izreka 3.1.
Lastnost vozli²£ veljavnih mreº iz prej²njega izreka je tako pomembna, da si
zasluºi ime.
Denicija 3.13. Naj bo M = (C, τ, G,H, γ) veljavna mreºa in naj bo u ∈ V (G)
vozli²£e, ki sledi razredu [v] za v ∈ V (C).
Potem ²tevilo k, za katerega velja
∀e ∈ V (F[v]) : |{a ∈ V (FM,u); χHa(a) = e}| = k,
imenujemo kratnost vozli²£ne gure FM,u in jo ozna£imo kot k(M, u).




(a) Vozli²£na gura pokritja FM,u kratnosti 4, ki sledi razredu [v]. Vozli²£na gura nabora
F[v] je pot z dvema zankama.
F[v] FH,u
(b) Vozli²£na gura pokritja FM,u kratnosti 4, ki sledi razredu [v]. Vozli²£na gura nabora
F[v] je cikel.
Slika 28: Dva primera razli£nih vozli²£nih gur pokritja kratnosti 4, ki sledita na£r-
tom razreda iz slike 26.
Podobno kot za ²tevila lokov, ki so pokrita z istimi £leni, okoli enega vozli²£a
mreºe velja tudi za ²tevilo lokov po vsej mreºi. Slede£a trditev je za nadaljevanje
tudi zelo pomembna.
Trditev 3.8. Naj bo M = (C, τ, G,H, γ) veljavna mreºa.
Potem obstaja naravno ²tevilo n ∈ N, da velja
∀c ∈ A(C) : |{a ∈ A(G); χHa(a) = c}| = n.
Dokaz. Za lok £lena c ∈ A(C) ozna£imo mnoºico A(c) = {a ∈ A(G); χHa(a) = c},
k(c) = |A(c)| in V (c) = {u ∈ V (G); ∃a ∈ A(c) : i(a) = u}.
Naj bo c′ soleºni lok £lena c v verigi C, i(c) = i(c′). Ker je M veljavna mreºa,
velja V (c′) = V (c) = V (cτ ) in zato tudi k(c′) = k(c) = k(cτ ). O£itno velja tudi ²e
ve£, da za vsaka £lena loka c, c′ ∈ C drºi k(c) = k(c′), saj vsak graf H ∈ H verige C
za vsak lok £lena vsebuje natanko en lok, ki mu je praslika. Tako lahko deniramo
tudi k(C) za verigo C = c1c2 . . . ck kot









k(H, u) = k(cτ ),
od koder za vsaki verigi C,C ′ ∈ C sledi
∃c ∈ C ∃c′ ∈ C ′ : cτ = c′ =⇒ k(C) = k(C ′).
V grafu Γ nabora verig s pari (C, τ) sta verigi sosednji, £e vsebujeta £lena, ki
sta par. To pomeni, da za vsaki sosednji verigi C,C ′ velja k(C) = k(C ′) oz. ²e ve£,
to velja za vsaki verigi C,C ′ iz iste povezane komponente. Ker je graf Γ povezan,
k(C) = k(C ′) velja za poljubni verigi C in C ′ iz nabora C.
Zdaj smo torej pokazali, da vsak par £lenov c in c′ iz nabora pokrivata enako
²tevilo n lokov v mreºi in hkrati v vsakem vozli²£u, v katerem se pojavita oba,
pokrijeta enako ²tevilo lokov k. To kaºe na urejenost lokov v mreºi, kar ²e bolj zoºa
moºne kandidate za grafe, ki se jih da sestaviti.
Slede£a lema ima enostaven, tehni£en pomen, je pa pomembna v nadaljnem
dokazu.
Lema 3.7. Naj bo M = (C, τ, G,H, γ) mreºa. Naj bosta vozli²£e grafa u ∈ V (G) in
vozli²£e nabora v ∈ V (C) taka, da je
∀H ∈ H : u ∈ V (H) =⇒ χH(u) = [v]
in obstaja n ∈ N, da je
|{a ∈ A(G); i(a) = u, χHa(a) = c}| = n
za vsak lok £lena c ∈ A(C), za katerega je i(c) = v.
Potem je najmanj²a moºna povezana komponenta vozli²£ne gure mreºe FM,u
enaka na£rtu N[v].
Dokaz. Razpi²imo na£rt kot N[v] = c1cτ1c2c
τ
2 . . . ckc
τ
k, kjer so cj ∈ A(C) za j =
1, 2, . . . , k.
Povezave v vozli²£ni guri mreºe FM,u so dobljene prek preslikave lepljenja γ in
zaporednosti v grafu verige H ∈ H. Naj bodo aj, a′j ∈ V (FM,u) za j = 1, 2, . . . , k




Ker velja, da sta loka £lenov cτj in cj+1 zaporedna v neki verigi, lahko loke aj in
a′j izberemo tako, da je Ha′j = Haj+1 , saj je H pokritje z verigami in mora za vsak
lok a obstajati lok b, ki nadaljuje verigo Ha  izjema so kraji²£a nesklenjenih verig,
ki pa se lahko v na£rtu pojavite le kot loka £lenov c1 in cτk, torej kot loka a1 in a
′
k.
Recimo ²e, da je γ(aj) = a′j. Potem je K podgraf, dolo£en s temi loki, povezana
komponenta, o£itno izomorfna na£rtu N[v].
Recimo, da obstaja ²e kak²na manj²a povezana komponenta K. To pomeni, da
obstaja tak j, da za vsak a ∈ V (K) velja χHa(a) ̸= cj.
Vzemimo tak j, da obstaja a ∈ V (K) : χHa(a) = cτj ∨ cj−1. Tako za lok a ne
obstaja ali lok γ(a) ali naslednji lok v grafu verige Ha  prvo je v protislovju s
preslikavo lepljenja, drugo s pokritjem z verigami.
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e takega indeksa j ne bi mogli najti, bi to pomenilo, da v komponenti K ne
obstaja noben lok, saj ima vsak vsaj partnerja za lepljenje. Komponenta K bi bila
tako prazna.
Najmanj²a komponentna vozli²£ne gure mreºe FM,u je torej enaka na£rtu N[v].
Kratnost vozli²£ nam omogo£a ²e bolj podrobno razvrstitev in dolo£anje omejitev
vozli²£ mreºe. Poglejmo si, kako je kratnost povezana z obliko vozli²£nih gur.
Trditev 3.9. Naj bo M = (C, τ, G,H, γ) veljavna mreºa. Naj bo u ∈ V (G) vozli²£e




1; F[v] je pot,
2; F[v] je pot z zanko,
2l; F[v] je pot z dvema zankama, l ∈ N,
l; F[v] je cikel. l ∈ N
Dokaz. V prvih dveh primerih  ko je F[v] pot ali pot z zanko  je na£rt N[v] pot in
vrednost k(M, u) sledi iz posledice 3.2.
Recimo, da je F[v] cikel.
Po lemi 3.7 vemo, da je najmanj²a povezana kompomenta kar na£rt N[v], v
katerem se loki £lenov ne ponavljajo, torej je k(M, u) vsaj 1.
Predpostavimo, da je vozli²£na gura mreºe FM,u za k(M, u) ≤ l − 1 oblike
FM,u = a1,1 . . . am,1  
N[v]
a1,2 . . . am,2  
N[v]
. . . a1,k(M,u) . . . am,k(M,u)  
N[v]
,
kjer velja χHaj,h (aj,h) = χHaj,h′ (aj,h′) za vsaka indeksa j = 1, 2, . . . ,m in h, h
′ =
1, 2, . . . , k(M, u). Ker je N[v] cikel, lahko loke o²tevil£imo tako, da je γ(am,h) =
a1,h+1, kjer je indeks h mi²ljen modulo k(M, u).
O£itno je, da je taka vozli²£na gura povezana. Tudi, £e bi bil k(M, u) =
l, ji lahko dodamo ²e eno zaporedje, izomorfno na£rtu N[v], tako, da spremenimo
preslikavo lepljenja γ.
e dodelimo pare lepljenja tako, da je
γ(a1,1) = am,l in γ(am,l−1) = a1,l
ter obratno, dobimo povezano vozli²£no guro mreºe FM,u, za katero je k(M, u) = l.
e je vozli²£na gura razreda F[v] pot z dvema zankama, je na£rt N[v] cikel, v
katerem se vsak lok £lena ponovi dvakrat. Po lemi 3.7 je torej k(M, u) ≥ 2.
Postopamo z analognim dokazom kot za primer, ko je F[v] pot z dvema zankama.
Razlika je v tem, da imamo namesto predpostavke za l−1 predpostavko za 2(l−1).
Ko povezani vozli²£ni guri mreºe s k(M, u) = 2(l−1) dodamo ²e eno kopijo na£rta
N[v], s tem pove£amo ²tevilo praslik vsakega loka £lenov za 2. Se pravi, da se k(M, u)
pove£a na k(M, u) = 2(l − 1) + 2 = 2l.
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Dolo£ili smo ve£ pogojev glede ²tevila lokov, ki morajo veljati za vsako veljavno
mreºo in vsako njeno vozli²£e. Ve£ kot poznamo omejitev, bolj natan£no lahko
dolo£imo grafe, ki se jih da sestaviti. V nadaljevanju bomo predstavili vrste grafov,
ki se teh omejitev drºijo in zato dobro opi²ejo problem samosestave mreºe iz ve£
verig.
3.4 Krovni gra z razveji²£i
Spoznali smo lastnosti, ki naj bi jih imeli gra, primerni za pokritje z verigami. To
znanje nam bo pomagalo pri iskanju takih primernih grafov.
Najlaºje za£nemo z manj²imi gra in prek njih i²£emo ve£je. Bistvenega pomena
bo slede£a denicija.
Denicija 3.14. Naj bo (C, τ) nabor verig s pari in PC predgraf tega nabora.
Konstruirajmo predgraf BC tako, da v predgrafu nabora PC vsako vozli²£e v ∈
V (PC) identiciramo z vsemi ekvivalentnimi vozli²£i v′ ∈ [v]. Dobimo
V (BC) = {[v]; v ∈ V (C)},
A(BC) = {c; c ∈ A(C)},
i(c) = [i(c)],
r(c) = r(c),
Predgrafu BC re£emo bazni predgraf nabora C.
Bazni predgraf nabora BC je predgraf nabora PC, ki smo ga priredili tako, da nam
bolj²e sluºi. Predgraf nabora ohranja vozli²£a med £leni  videli pa smo, da so si
nekatera izmed teh vozli²£ ekvivalentna. V baznem predgrafu jih zato obravnavamo
kot eno samo vozli²£e. S tem simuliramo vozli²£e v mreºi, ki nastane potem, ko se
vsi £leni zlepijo.
Za bolj²e razumevanje je na sliki 29 zgled baznega predgrafa nabora, ki ima dva
ekvivalen£na razreda vozli²£.
v0 v1 v2 v3
a1 b1 c1
(a) Graf verige C1.
w0 w1 w2 w3
c2 b2 a2















(c) Bazni predgraf BC z dvema ekvivalen£nima razredoma [v0] = {v0, v2, w0, w2}
in [v1] = {v1, v3, w1, w3} za vozli²£i.
Slika 29: Primer baznega predgrafa BC za nabor verig C = {C1, C2} in preslikavo
parov τ : A(C) → A(C) s predpisom τ(x±1 ) = x±2 za x = a, b, c.
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V knjigi [10] je opisan pojem krovnih grafov, ki je v £lanku [2] posplo²en v krovne
grafe z razveji²£i.
Denicija 3.15. Naj bosta K in B povezana grafa in naj bo φ : K → B homo-
morzem grafov.
e za homomorzem φ velja:
1. obstaja naravno ²tevilo n ∈ N, imenovano ve£kratnost homomorzma φ, da za
vsak lok a ∈ A(B) velja |{b ∈ A(K); φ(b) = a}| = n;
2. za vsako vozli²£e u ∈ V (K) obstaja naravno ²tevilo κ(u), imenovano indeks
singularnost vozli²£a u, da £e je φ(u) = v, potem za vsak lok c ∈ A(B), za
katerega je i(c) = v, obstaja κ(v) lokov a ∈ A(K) z i(a) = u, da je φ(a) = c;
potem je graf K krovni graf z razveji²£i nad grafom B.
Ozna£imo s φ−1(v) = {u1, u2, . . . , ul} mnoºico praslik vozli²£a v ∈ V (B). Potem
je κ(u1)+κ(u2)+· · ·+κ(ul) = n. Tej mnoºici re£emo vlakno nad vozli²£em v ∈ V (B).
Analogno deniramo tudi vlakno nad lokom a ∈ A(B).
e velja κ(u) > 1, je vozli²£e u ∈ V (K) singularno.
e je κ(u) = 1 za vsako vozli²£e u ∈ V (K), je K krovni graf nad grafom B.
e v krovnem grafu K identiramo k vozli²£ iz istega vlakna, dobimo novo
singularno vozli²£e u′, z indeksom singularnosti κ(u′) = k. Na tak na£in lahko iz
krovnega grafa K konstruiramo krovni graf z razveji²£i K ′.
Krovni graf z razveji²£i G je torej graf, ki vzame lokalno strukturo  se pravi
strukturo okoli vsakega vozli²£a ali povezave  nekega manj²ega grafa B in jo ve£krat
ponovi, torej da na nek na£in ohranja tip vozli²£ in povezave B. Do razveji²£ pride,
£e ve£ vozli²£ istega tipa  iz istega vlakna  medseboj identicira. e to stori z
vozli²£i iz razli£nih vlaken, ni ve£ krovni graf, saj novo vozli²£e ne ustreza nobenemu
iz grafa B.
Za zgled si lahko na sliki 30 pogledamo Petersenov graf in graf, ki ga dobimo z





(a) Petersenov graf P je krovni graf nad grafom G. Homomorzem φ slika vozli²£a in





(b) Graf P̂ je krovni graf z razveji²£i nad grafom G. Homomorzem φ slika vozli²£a in
povezava grafa P̂ istobarvna vozli²£a in povezave grafa G, pri £emer je κ(v) = 5.
Slika 30: Zgled krovnega grafa in krovnega grafa z razveji²£i.
Krovni gra z razveji²£i nam dajo orodje, da iz baznega predgrafa nabora pri-
demo do ve£jih grafov, kakr²ne i²£emo.
Izrek 3.2. Naj bo M = (C, τ, G,H, γ) veljavna mreºa.
Potem je graf G krovni graf z razveji²£i nad baznim predgrafom nabora BC in za
vsako vozli²£e u ∈ V (G) velja κ(u) = k(M, u).
Dokaz. Konstruirali bomo homomorzem φ : G → BC, ki bo zado²£al pogojem iz
denicije 3.15 krovnih grafov.
Vemo, da vsako vozli²£e u ∈ V (G) sledi ekvivalen£nemu razredu [v] za neko
vozli²£e nabora v ∈ V (C). Denirajmo φ na vozli²£ih u ∈ V (G) kot
φ(u) = [v] ⇐⇒ vozli²£e u sledi razredu [v].
Podobno vemo, da za vsak lok a ∈ A(G) obstajajo podgraf Ha ∈ H, veriga Ca ∈ C
in izomorzem χHa , ki pokrije verigo Ca z grafom Ha. Denirajmo φ ²e na lokih
a ∈ A(G) kot
φ(a) = χHa(a).
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Ker je V (BC) = {[v]; v ∈ V (C)} in A(BC) = A(C) ter χHa(a) ∈ A(C), je φ : G→ BC
homomorzem grafov.
Prvi pogoj je zado²£en zaradi trditve 3.8  poiskati moramo le ²e indekse singu-
larnosti.
Naj bo u ∈ V (G). e na indeks singularnosti vozli²£a a razpi²emo v
∀c ∈ A(BC) : κ(u) = |{a ∈ A(K); i(a) = u, φ(a) = c}|
in upo²tevamo, da je A(BC) = A(C), vidimo, da velja κ(u) = k(M, u).
Da si olaj²amo nadaljno pisanje, poimenujmo ²e homomorzem med veljavno
mreºo in baznim predgrafom nabora.
Denicija 3.16. Naj bo M = (C, τ, G,H, γ) veljavna mreºa in BC bazni predgraf
nabora C.
Naj bo φ : G→ BC homomorzem grafov, deniran za vozli²£a kot
u ∈ V (G) : φ(u) = [v] ⇐⇒ vozli²£e u sledi razredu [v]
in za loke z a ∈ A(G) : φ(a) = χHa(a).
Takemu homomorzmu φ re£emo projekcija mreºe M.
Dokazali smo, da so vse veljavne mreºe krovni gra z razveji²£i nad baznimi
predgra nabora. S tem mo£no zoºamo kandidate za grafe, ki se jih da pokriti z
verigami. To ²e ne pomeni, da je vsak krovni graf z razveji²£i lahko veljavna mreºa.
V nadaljevanju bomo £im bolj opredelili take, za katere to velja.
Dokaz slede£e trditve je prirejen za na²e denicije iz knjige [10].
Trditev 3.10. Naj bo G krovni graf z razveji²£i nad grafom B pri homomorzmu φ
ve£kratnosti n. Naj bo P nesklenjena pot v grafu B, v kateri se loki ne ponavljajo.
Potem obstaja n paroma disjunktnih poti P̂ v grafu G, za katere je φ(P̂ ) = P .
Dokaz. Razpi²imo pot P kot P = p1r(p1)p2r(p2) . . . pkr(pk), kjer so pj ∈ A(B) za
j = 1, 2, . . . , k paroma razli£ni. Trditev bomo dokazali z indukcijo na dolºino poti
k.
Naj bo k = 1 in P = p1r(p1). Po deniciji krovnih grafov z razveji²£i obstaja n
razli£nih lokov a ∈ A(G), da je φ(a) = p1, in za vsakega natanko en lok r(a) ∈ A(G),
da je φ(r(a)) = r(p1).
Torej imamo n disjunktnih poti P̂ = ar(a).
Predpostavimo, da drºi tudi za poti dolºine k − 1. Radi bi dokazali, da potem
drºi tudi za poti dolºine k.
Naj bo pot Pk = p1r(p1)p2r(p2) . . . pk−1r(pk−1)pkr(pk). Po indukcijski pred-
postavki obstaja n disjunktnih poti P̂k−1 v grafu G, ki se slikajo v pot Pk−1 =
p1r(p1)p2r(p2) . . . pk−1r(pk−1)). To pomeni, da je vsak par lokov ak−1 ∈ A(G) ∩
φ−1(pk−1) in r(ak−1) ∈ A(G) ∩ φ−1(r(pk−1)) v natanko eni izmed teh poti P̂k−1, saj
je tudi njih n.
Naj bo u ∈ v(G) tako vozli²£e, da je u = i(a) za nek a ∈ φ−1(r(pk−1)). To
pomeni, da u = i(a) velja za κ(u) lokov a ∈ φ−1(r(pk−1)), torej se v vozli²£u u kon£a
κ(u) poti P̂k−1. Prav tako obstaja κ(u) lokov b, za katere je φ(b) = pk. Ker so vsi
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loki pj ∈ A(B) paroma razli£ni, se ti loki b ∈ A(G) ²e niso pojavili v nobeni od verig
P̂k−1.
Tako lahko za vsako pot P̂k−1 izberemo razli£en lok b  in s tem tudi lok r(b)
, skozi katerega nadaljujemo pot P̂k. Dobimo P̂k = P̂k−1br(b), kjer je φ(b) = pk in
φ(r(b)) = r(pk). Ker smo vsako pot nadaljevali z drugim lokom, so tudi vse poti P̂k
disjunktne.
Prej²nja trditev ne velja nujno za cikel. e bi bila pot P sklenjena, se lahko
zgodi, da je vozli²£e i(pk), ki je izvor zadnjega loka pk, izvor tudi loku p′1, ki je iz
istega vlakna kot prvi lok poti p1, ne velja pa p1 = p′1. To je teºava zato, ker £e cikel
P predstavlja sklenjeno verigo, bi se ta veriga v mreºi morala razkleniti, kar pa ne
gre.
Tako moramo slede£i izrek omejiti na nabore, ki ne vsebujejo sklenjenih verig.
Izrek 3.3. Naj bo (C, τ) nabor verig s pari, ki vsebuje le nesklenjene verige. Naj
bosta BC bazni predgraf tega nabora in naj bo G graf.
Potem obstajata tako pokritje z verigami H grafa G in taka preslikava lepljenja
γ, da je M = (C, τ, G,H, γ) veljavna mreºa natanko tedaj, ko je graf G je tak krovni
graf z razveji²£i nad predgrafom BC s projekcijo φ, da velja:
1. £e med vozli²£ema u in v obstaja l povezav ar(a), obstaja tudi l povezav br(b),
za katere je φ(a) = φ(b)τ ;
2. za vsako vozli²£e u ∈ V (G) velja
κ(u) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, Fφ(u) je pot,
2, Fφ(u) je pot z zanko,
2l, Fφ(u) je pot z dvema zankama, l ∈ N,
l, Fφ(u) je cikel, l ∈ N.
Dokaz. Predpostavimo najprej, da obstaja veljavna mreºa M = (C, τ, G,H, γ). Po
izreku 3.2 je G krovni graf z ravzeji²£i nad baznim podgrafom naobra BC. Pokazali
bomo, da veljata to£ki pogoja v izreku, ki ga dokazujemo.
1. Mreºa M je veljavna, zato za vsak lok a ∈ A(G) obstaja natanko en lok
b ∈ A(G), da je γ(a) = b in γ(b) = a. Drºi tudi δ(a) = δ(b) in φ(a) =
χHa(a) = χHγ(a)(a)
τ = φ(b)τ . S tem je dokazana prva lastnost krovnega grafa
z razveji²£i G.
2. Pokazano v trditvi 3.9.
Predpostavimo ²e, da je G krovni graf z razveji²£i nad baznim predgrafom BC s
projekcijo φ in veljata oba pogoja.
Naj bo C ∈ C poljubna veriga. Ker je nesklenjena, njeni £leni predstavljajo pot
po baznem predgrafu BC. Po trditvi 3.10 torej obstaja n disjunktnih poti v grafu
G, ki se projecirajo v pot C, kjer je n kratnost projekcije φ. Ozna£imo mnoºico teh
poti kot
HC = {P podgraf v G; φ(P ) = C, v lokih disjunktni podgra}.
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Ker to velja za poljubno verigo C in je vsak tak podgraf P graf verige, je mnoºica
H =
⋃
C∈CHC pokritje z verigami.
Konstruirajmo ²e preslikavo lepljenja γ.
Ker med dvema vozli²£ema u in v v grafu G obstaja enako ²tevilo lokov oz.
povezav a in b, da je φ(a) = φ(b)τ , lahko take loke poljubno razdelimo v pare (a, b)
tako, da sta tudi loka (r(a), r(b)) v istem paru. Preslikavo γ dobimo tako, da re£emo
γ(a) = b in γ(b) = a ter γ(r(a)) = r(b) in γ(r(b)) = r(a).
S tem γ zadosti prvima dvema pogojema denicije preslikave lepljenja, prav tako
pa o£itno velja ²e γ(γ(a)) = a. Zaradi izbire parov drºi tudi




Tako je γ res preslikava lepljenja.
Imamo pokritje z verigamiH in preslikavo lepljenja γ, s £imer dobimo tudi mreºo
M = (C, τ, G,H, γ).
Da je mreºa M veljavna, mora za vsako vozli²£e u ∈ V (G) obstajati vozli²£e
v ∈ V (C)
∀H ∈ H : u ∈ V (H) =⇒ χH(u) ∼ v
in mora biti njegova vozli²£na gura mreºe FM,u povezana.
Prvi pogoj velja, saj je G krovni graf nad baznim predgrafom nabora BC. Dru-
gega bomo dobili s spreminjanjem H in γ.
Recimo, da smo v vozli²£u grafa u ∈ V (G), za katerega je vozli²£na gura mreºe
FM,u nepovezana. Opravka moramo imeti s primeroma, ko je vozli²£na gura ra-
zreda Fφ(u) cikel ali pot z dvema zankama, saj v preostalih dveh primerih sledi iz leme
3.7, da je FM,u enaka na£rtu Nφ(u) in zato povezana. Za κ(u) = k(H, u) = l oz. 2l
mora iz istega razloga veljati tudi l ≥ 2.
Naj bosta K in K ′ povezani komponenti vozli²£ne gure mreºe FM,u pri nekem
κ(u). Obe komponenti sta cikla oblike
K = a1,1 . . . am,1  
Nφ(u)
. . . a1,h . . . am,h  
Nφ(u)
, K ′ = b1,1 . . . bm,1  
Nφ(u)
. . . b1,h′ . . . bm,h′  
Nφ(u)
,
kjer je φ(xj,l) = φ(xj,l′) za x = a, b, j = 1, . . . ,m in za vsaka primerna l, l′. Vsaka
komponenta je sestavljena iz nekaj ponovitev na£rta N[v], ki je v dolg m lokov. e
bi bila komponenta pot, bi morala biti samostojna vozli²£na gura.
Izberimo poljuben lok £lena c ∈ A(C) ter loka as,p in bt,r, za katera je φ(as,p) =
φ(bt,r) = c. Potem naj bo c′ ∈ A(C) naslednik c v verigi C in a′s,p ter b′t,r taka, da
sta x in x′ zaporedna loka v podgrafu Hx za x = as,p, bt,r.
Ozna£imo H1 = Has,p in H2 = Hbt,r , ki sta poti oblike
H1 = X1as,pas+1,pX
′
1 in H2 = X2bt,rbt+1,rX
′
2,
kjer so Xj, X ′j podzaporedji lokov za j = 1, 2.
Ker je φ(as+1,p) = φ(bt+1,r), bi bila tudi podgrafa







grafa verige C. Prav tako bi pokritjeH′ = H\{H1, H2}∪{H ′1, H ′2} ostalo disjunktno
v lokih.
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a1,1 . . . as,pbt+1,r . . . bm,r
Nφ(u)  
b1,r+1 . . . . . . bm,r+1 . . .
Nφ(u)  
b1,h′ . . . bm,h′
Nφ(u)  
b1,1 . . . bm,1
. . . b1,r . . . bt,ras+1,p . . . am,p  
Nφ(u)
a1,p+1 . . . am,p+1  
Nφ(u)
. . . a1,h . . . am,h  
Nφ(u)
v katerem nastopa h+h′ ponovitev na£rta N[v]. Komponente lahko na tak na£in
zdruºujemo, dokler ne ostane le ena komponenta z l ponovitvami na£rta Nφ(u) za
neko naravno ²tevilo l.
e je vozli²£na gura Fφ(u) cikel, je tudi na£rt cikel, v katerem se vsak lok £lena
pojavi natanko enkrat. Sledi, da se v novi vozli²£ni guri FM,u vsak tip loka pojavi
l-krat.
e je vozli²£na gura Fφ(u) pot z dvema zankama, je na£rt cikel, v katerem se
vsak lok £lena pojavi natanko dvakrat. Sledi, da se v novi vozli²£ni guri FM,u vsak
tip loka pojavi 2l-krat.
Sprememba podgrafov H in H ′ tako, da jih pri enem loku preveºemo, ne vpliva
na ostale vozli²£ne gure mreºe  £e sta dva zaporedna loka drugje pokrita z istim
podgrafom, ostaneta pokrita z istim podgrafom. Od tod sledi, da lahko v okolici
vsakega vozli²£a u prirejamo pokritje z verigami H toliko £asa, da je vozli²£na gura
mreºe FM,u povezana. Obstaja torej tako pokritje z verigami H, da so vozli²£ne
gure mreºe povezane v vseh vozli²£ih in je mreºa M veljavna.
S tem dokon£no karakteriziramo veljavne mreºe, ki jih lahko dobimo iz katere-
gakoli nabora verig s pari, ki ne vsebuje sklenjenih verig.
3.5 Skeleti mreº
Mreºe gradimo tako, da zlepimo skupaj dva £lena. Tudi kot grafe smo jih obravnavali
s podvojenimi povezavami. To je do neke mere odve£. Par £lenov, ki tvori povezavo
mreºe, bo vedno enak, saj je preslikava parov bijektivna. Podobno kot vozli²£a,
lahko v mreºi obravnavamo tudi loke v takih parih kot ekvivalentne.
Denicija 3.17. Naj bo (C, τ) nabor verig s pari.
Deniramo relacijo σC,τ med lokoma £lenov a, b ∈ A(C) kot
σC,τ (a, b) ⇐⇒ aτ = b ∨ a = b.
Pokaºimo, da je ta relacije res ekvivalen£na.
Lema 3.8. Naj bo (C, τ) nabor verig s pari.
Potem je relacija σC,τ ekvivalen£na.
Dokaz. Da je relacija reeksivna je o£itno iz denicije. Da je relacija simetri£na,
sledi iz aτ = b ⇐⇒ bτ = a po deniciji preslikave parov τ .
68
Pokaºimo ²e tranzitivnost. Recimo, da velja σC,τ (a, b) in σC,τ (b, c). e je vsaj
ena od relacij izpolnjena, ker je a = b ali b = c, potem σC,τ (a, c) trivialno sledi, zato
recimo, da sta obe relaciji izpolnjeni, ker je aτ = b in bτ = c. Ker je a = (aτ )τ =
bτ = c, velja tudi σC,τ (a, c).
Torej je σC,τ ekvivalen£na relacija.
Posledica 3.3. Naj bo (C, τ) nabor verig s pari.
Ekvivalen£ni razredi relacije σC,τ vsebujejo najve£ dva loka.
Dokaz. Vsak £len ima natanko enega partnerja za lepljenje. e se £len lepi sam s
sabo, ima evkivalen£ni razred samo en element, sicer ima dva.
Z mreºo lahko delamo tudi tako, da povezave v grafu ne predstavljajo enega
£lena, temve£ kar celoten par  s tem se lahko znebimo podvojenih povezav in
uporabljamo namesto njih le po eno, ki predstavlja ekvivalen£ni razred dveh £lenov
verig.
Denicija 3.18. Naj bo (C, τ) nabor verig s pari.
Predgraf BσC = (V,A, i, r) je skeletni predgraf nabora, £e zanj velja
V (BσC ) = {[v]; v ∈ V (C)},
A(BσC ) = {[c]; c ∈ A(C)},
i([c]) = [i(c)],
r([c]) = [r(c)],
kjer je [v] ekvivalen£ni razred vozli²£ nabora relacije iz denicije 3.7 in [c] ekviva-
len£ni razred loka £lena po relaciji iz denicije 3.17.
Ekvivalen£nemu razredu [c] z enim elementom re£emo nepolni razred.
Prepri£ajmo se, da pri taki deniciji ne pride do teºav.
Lema 3.9. Naj bo (C, τ) nabor verig s pari.
Potem je skeletni predgraf nabora BσC dobro deniran.
Dokaz. Naj bosta c in c′ loka £lenov, ki sta si ekvivalentna, torej c, c′ ∈ [c] = [c′].
Recimo, da je c ̸= c′, torej da velja cτ = c′.
Po deniciji preslikave parov τ potem velja i(c) = i(c′) = v ∈ V (C) za neko
vozli²£e nabora v in r(c)τ = r(c′). Ker sta c in c′ edina ekvivalentna loka £lenov
v [c], potem je ∀x ∈ [c] : i(x) = v, torej je i : A(BσC ) → V (BσC ) dobro denirana.
Prav tako velja [r(c)] = {r(c)τ , r(c′)}, torej je tudi r : A(BσC ) → A(BσC ) dobro
denirana.
Kot smo iz predgrafa nabora pri²li do baznega predgrafa tako, da smo zamenjali
vozli²£a iz istega ekvivalen£nega razreda z enim samim, smo zdaj iz baznega pred-
grafa pri²li do skeletnega predgrafa z identikacijo lokov iz istega ekvivalen£nega
razreda.
Na sliki 31 je zgled skeletnega predgrafa za isti nabor verig s pari, kot je na sliki










Slika 31: Skeletni predgraf BσC za nabor verig C = {a1b1c1, c2b2a2} in preslikavo parov
τ : A(C) → A(C) s predpisom τ(x±1 ) = x±2 in zato [x±1 ] = {x±1 , x±2 } za x = a, b, c.
Takemu pogledu moramo prilagoditi ²e druge pojme, s katerimi smo si pomagali
pri razumevanju mreº.
Denicija 3.19. Naj bo (C, τ) nabor verig s pari in naj bo BσC skeletni predgraf
nabora.
Za vozli²£e [v] ∈ V (BσC ) denirajmo skeletno vozli²£no guro nabora F σ[v] kot graf
V (F σ[v]) = {[c] ∈ A(BσC ); i([c]) = [v]},
[c][c′] ∈ E(F σ[v]) ⇐⇒
[c] ̸= [c′] ∧ ∃x ∈ [c] ∃y ∈ [c′] ∃C ∈ C :
x ∈ A(C) ∧ y ∈ A(C) ∧ iC(x) = iC(y)
Edina razlika med skeletno vozli²£no guro in navadno vozli²£no guro je ta,
da tista loka, ki sta bila sosednja zaradi lepljenja, zamenjamo z enim samim in ga
poveºemo s preostalima sosedoma prvotnih lokov.
Lema 3.10. Naj bo (C, τ) nabor verig s pari in naj bo C ∈ C poljubna veriga ter
c, c′ ∈ A(C) loka njenih £lenov, da je cτ ̸= c′. Potem velja
i(c) = i(c′) =⇒ [c][c′] ∈ E(F σ[i(c)]).
Dokaz. Potem [c] ̸= [c′] in je [c][c′] ∈ E(F σ[i(c)]) po deniciji povezav.
Vrstni red lokov v vozli²£ni guri, ki so sosednji zaradi zaporednosti v isti verigi,
se ne spreminjajo.
Lema 3.11. Naj bo (C, τ) nabor verig s pari in v ∈ V (C) vozli²£e nabora.
V vozli²£ni guri nabora F[v] obstaja podzaporedje c1cτ1c2c
τ
2 natanko tedaj, ko je
[c1][c2] ∈ E(F σ[v]), [c1] ̸= [c2] in je cτ1 predhodni lok za lok £lena c2 v neki verigi.
Dokaz. Loka cτ1 in c2 sta sosedna zaradi zaporednosti v verigi, torej sta po lemi 3.10
sosedna tudi razreda [cτ1] = [c1] in [c2] v F
σ
[v].
e sta razreda [c1] in [c2] sosedna v F σ[v], morata obstajati predstavnika, ki sta
zaporedna v neki verigi. Oznake predstavnikov so lahko poljubne, v tem primeru
re£emo, da sta tadva predstavnika cτ1 in c2. To pomeni, da sta zaporedna tudi v F[v],





Do razlik pride pri lokih, ki se veºejo paralelno homodimerno. Namerno smo tako
denirali skeletni predgraf, da se v skeletnih vozli²£nih gurah izognemo zankam, ki
zaradi njih nastopajo v navadnih vozli²£nih gurah nabora.
Lema 3.12. Naj bo (C, τ) nabor verig s pari in v ∈ V (C) vozli²£e nabora. Lok
c ∈ V (F[v]) ima v vozli²£ni guri zanko natanko tedaj, ko je [c] nepolni razred.
Dokaz. e ima lok c zanko, pomeni, da je cτ = c, torej je [c] = {c}. e je [c] nepolni
razred, je cτ = c in ima zanko v F[v].
Zamenjali smo obliko navadnih vozli²£nih gur nabora, ki so lahko vsebovale
zanke, s pravimi potmi in cikli. Velja slede£a ekvivalenca.
Izrek 3.4. Naj bo (C, τ) nabor verig s pari in naj bo v ∈ V (C) vozli²£e nabora.
F σ[v] je pot brez nepolnih razredov ⇐⇒ F[v] je pot.
F σ[v] je pot z enim nepolnim razredom ⇐⇒ F[v] je pot z eno zanko.
F σ[v] je pot z dvema nepolnima razredoma ⇐⇒ F[v] je pot z dvema zankama.
F σ[v] je cikel ⇐⇒ F[v] je cikel.
Dokaz. Vemo, da je F[v] lahko cikel ali pot brez, z enim ali z dvema zankama. Lema





2 . . . ckc
τ
k,
natanko tedaj, ko lahko zapi²emo F σ[v] kot zaporedje
F σ[v] = [c1][c2] . . . [ck].
Nepolni razred [c] vsebuje le en lok c, torej prek zaporednosti znotraj verige lahko
tvori le eno povezavo in je st([c]) = 1. e je F σ[v] pot, je nepolni razred lahko le na
kraji²£ih.
e je F[v] pot, je pot tudi F σ[v] in obratno. Zaradi leme 3.12 velja ekvivalenca
med zankami in nepolnimi rezredi  vsaka zanka v F[v] se pretvori v nepolni razred
v F σ[v] in obratno.
e je F[v] cikel, ga lahko zapi²emo v zaporedju, ki se za£ne pri vi²jemu indeksu
lokov, zaradi £esar isto velja za F σ[v]. Sledi, da je F
σ
[v] tudi cikel. Isti argument drºi
tudi v drugo smer.
Podobno, kot smo na skelete reducirali grafe naborov verig, lahko storimo tudi
z gra mreº. Najprej deniramo relacijo med loki, ki se zlepijo v mreºi.
Denicija 3.20. Naj bo M = (C, τ, G,H, γ) mreºa.
Denirajmo relacijo σG,γ na lokih grafa G kot
σG,γ(a, b) ⇐⇒ a = γ(b) ∨ a = b.
Nato pokaºemo, da je ta relacije ekvivalen£na.
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Lema 3.13. σG,γ je ekvivalen£na relacija.
Dokaz. Dokaz je analogen dokazu ekvivalen£nosti relacije σC,τ iz denicije 3.17, le
da zdaj igra γ vlogo τ .
To nam zdaj omogo£a, da zdruºimo tudi povezave grafa mreºe in namesto s
podvojenimi povezavami delamo z enojnimi.
Denicija 3.21. Naj bo M = (C, τ, G,H, γ) mreºa.
Graf Gσ = (V,A, i, r) je skeletni graf, £e zanj velja
V (Gσ) = V (G),
A(Gσ) = {[a]; a ∈ A(G)},
i([a]) = [i(a)],
r([a]) = [r(a)].














kjer so aj ∈ A(G) za j = 1, 2, . . . , k in uj ∈ V (G) za j = 0, 1, . . . , k. Potem je Hσ














Naj bo preslikava χσH : H
σ → BσC denirana kot
χσH(u) = [χH(u)] za u ∈ V (Hσ),
χσH([a]) = [χH(a)] za [a] ∈ A(Hσ).
Mnoºici Hσ = {Hσ; H ∈ H} re£emo pokritje skeleta z verigami.
Re£emo, da je Mσ = (C, τ, Gσ,Hσ, γσ) skelet mreºe M.
Ker je mreºa struktura z veliko komponentami, se moramo prepri£ati, da so vse
kljub uporabi ekvivalen£nih razredov dobro denirane.
Lema 3.14. Naj bo Mσ = (C, τ, Gσ,Hσ, γ) skelet mreºe.
Skeletni graf Gσ = (V,A, i, r) je dobro deniran.
Dokaz. Pokazati je treba dobro deniranost preslikav iGσ in rGσ .
Za loka a, b ∈ A(G), za katera je a = γ(b), velja, da je i(a) = i(b) = u po deniciji
preslikave lepljenja γ za neko vozli²£e u ∈ V (G). Za ekvivalen£ni razred [a] = {a, b}
torej velja: ∀x ∈ [a] : i(a) = u, torej je iGσ dobro denirana.
Velja tudi r(a) = γ(r(b)), torej je ekvivalen£ni razred [r(a)] = {r(a), γ(r(b))}.
Analogno sledi, da je rσ dobro denirana.
Lema 3.15. Naj bo Mσ = (C, τ, Gσ,Hσ, γ) skelet mreºe.
Za Hσ ∈ Hσ je preslikava χσH dobro denirana.
72
Dokaz. Pokazati moramo, da za razli£na a, b ∈ [a] velja χσH([a]) = χσH([b]).
Ozna£imo χH(a) = c ∈ A(C). Potem je [c] = {c, cτ}. Velja tudi b = γ(a), kar po
deniciji preslikave lepljenja γ pomeni, da je χH(b) = cτ .
Sledi dobra deniranost.
Prepri£ajmo se tudi, da povezave skeleta mreºe ²e vedno ustrezajo pravilom na²e
naloge  torej lepljenje dveh £lenov v eno povezavo.
Trditev 3.11. Naj bo Mσ = (C, τ, Gσ,Hσ, γ) skelet mreºe.
Vsak lok [a] ∈ A(Gσ) je pre£kan natanko dvakrat v vseh Hσ ∈ Hσ skupaj.
Dokaz. V razredu [a] sta natanko dva loka a, aτ ∈ A(G). Torej v pokritju z verigami
H obstajata podgrafa Ha in Haτ .
Recimo, da Ha ̸= Haτ . Potem se a pojavi enkrat v Ha in aτ enkrat v Haτ in ne
v nobenem drugem podgrafu H ∈ H. Sledi, da obstajata natanko dva sprehoda Hσa
in Hσaτ , v katerih se pojavi lok [a] natanko enkrat. Torej je lok [a] prehojen natanko
dvakrat.
Recimo, da Ha = Haτ . Potem obstaja Hσa ∈ Hσ, ki prehodi [a] dvakrat  prvi£
kot [a] in drugi£ kot [aτ ], kar je isti ekvivalen£ni razred. To je tudi edini sprehod iz
Hσ, ki vsebuje [a], torej je [a] prehojen natanko dvakrat.
Zelo pomemben del obravnave mreº so bile vozli²£ne gure. Denirajmo torej ²e
vozli²£no guro skeleta.
Denicija 3.22. Naj bo Mσ = (C, τ, Gσ,Hσ, γ) skelet mreºe in u ∈ V (Gσ) vozli²£e.
Vozli²£na gura skeleta F σM,u je graf, deniran kot
V (F σM,u) = {[a] ∈ A(Gσ); i([a]) = u},
[a][b] ∈ E(F σM,u) ⇐⇒
∃a′ ∈ [a] ∃b′ ∈ [b] : Hσa′ = Hσb′ in
[a]u[b] je podzaporedje v Hσa′ .
Razlika med vozli²£no guro mreºe in vozli²£no guro njenega skeleta je v pred-
stavi posameznih verig, ki tvorijo mreºo. V navadni predstavi so to podgra, pri
skeletih pa se tak²na predstava lahko zalomi, saj se lahko lepijo £leni tudi znotraj
iste verige. To bi pomenilo, da bi bil en £len izgubljen, saj bi bila tista povezava del
podgrafa ºe zaradi prvega £lena.
Namesto s podgra torej delamo z zaporedji lokov v skeletnem grafu mreºe.
Prepri£ajmo se, da je to tudi v redu.
Trditev 3.12. Naj bo Mσ = (C, τ, Gσ,Hσ, γ) skelet mreºe M in u ∈ V (Gσ) vozli²£e
grafa.
Potem je
K = a1γ(a1)a2γ(a2) . . . akγ(ak)
povezana komponenta v vozli²£ni guri mreºe FM,u natanko tedaj, ko je
Kσ = [a1][a2] . . . [ak]
povezana komponenta v vozli²£ni guri skeleta F σM,u in sta a
τ
j in aj+1 zaporedna loka
v istem grafu verige H ∈ H za primerne indekse j.
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Dokaz. Recimo, da je K povezana komponenta v FM,u.
Loki aτj in aj+1 so sosednji, ker so zaporedni v istem grafu verige Hj. Torej v
sprehoduHσj pride do podzaporedja [a
τ
j ]u[aj+1] oz. ker je [a
τ
j ] = [aj], do podzaporedja
[aj]u[aj+1]. Po deniciji to pomeni, da sta [aj] in [aj+1] sosednja v F σM,u.
To velja za vsak j = 1, 2, . . . k − 1, torej je Kσ povezan podgraf v F σM,u. Da je
to povezana komponenta, moramo ²e pokazati, da ni drugih povezav. Te bi lahko
pri²le le iz sprehodov Hσ ∈ Hσ, za katere mora obstajati graf verige H ∈ H, kar
bi povzro£ilo ²e dodatne povezave v K. Pridemo do protislovja, saj je K povezana
komponenta.
Recimo, da je Kσ povezana komponenta v F σM,u.
e sta sosednja razreda lokov [aj] in [aj+1], sta zato, ker v njih obstajata taka
loka, da sta zaporedna v istem sprehodu Hσ ∈ Hσ. Oznake smo izbrali tako, da to
velja za loka aτj in aj+1  velja Haτj = Haj+1 ∈ H ter [a
τ
j ]u[aj+1] je podzaporedje v
Hσaj+1 .
Ker sta aτj in aj+1 zaporedna loka v Haj+1 ∈ H, sta sosednja tudi v vozli²£ni
guri mreºe FM,u. Torej je K povezan podgraf v FM,u. S podobnim razmislekom
kot prej vidimo, da bi obstoj dodatne povezave v K zahteval dodatno povezavo v
K ′ zaradi zahtevane zaporednosti lokov v nekem grafu verige H ∈ H ter sprehodu
Hσ ∈ Hσ, torej je K povezana komponenta.
Posledica 3.4. Naj bo Mσ = (C, τ, Gσ,Hσ, γ) skelet mreºe in u ∈ V (Gσ) vozli²£e.
Naj bo K povezana komponenta v vozli²£ni guri skeleta F σM,u.
Potem obstaja vozli²£e nabora v ∈ V (C), da za vsak [a] ∈ V (F σM,u) v komponenti
K velja χσHa(i([a])) = [v].
Dokaz. Sledi iz denicije iGσ in trditve 3.4.
Posledica 3.5. Vozli²£na gura skeleta F σM,u je povezana natanko tedaj, ko je po-
vezana vozli²£na gura mreºe FM,u.
Posledica 3.6. Naj bo Mσ = (C, τ, Gσ,Hσ, γ) skelet mreºe M = (C, τ, G,H, γ).
Potem je M veljavna mreºa natanko tedaj, ko je vozli²£a gura skeleta F σM,u
povezana za vsako vozli²£e u ∈ V (Gσ).
Dokaz. M je po deniciji veljavna mreºa, £e so vse njene vozli²£ne gura povezane.
To je natanko tedaj, ko so povezane vse vozli²£ne gure skeleta mreºe Mσ.
Videli smo, da je vozli²£na gura skeleta ustrezno nadomestilo za vozli²£no guro
mreºe. Z njo jih lahko hitreje in preglednej²e ri²emo in obravnavamo. Pri tem pa
vseeno pride do ene razlike. Vozli²£ne gure skeleta nimajo zank.
Pri razvr²£anju lokov v primeru, ko obstaja paralelni homodimer, pride do sle£ega
pojava.
Trditev 3.13. Naj bo Mσ = (C, τ, Gσ,Hσ, γ) veljavni skelet mreºe M in u ∈ V (Gσ)
vozli²£e grafa. Za vsak [c] ∈ BσC denirajmo mnoºico




k(M, u), c ̸= cτ ;
1
2
k(M, u), c = cτ .
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Dokaz. V mreºi M za mnoºico
X(c) = {a ∈ V (G); i(a) = u, χHa(a) = c}
drºi |X(c)| > 0 =⇒ |X(c)| = k(M, u).
Vozli²£na gura skeleta F σM,u je pot ali cikel, kar lahko zapi²emo kot
F σM,u = [a1][a2] . . . [ak],
kjer naj velja χσHaj ([aj]) = [cj] za j = 1, 2, . . . , k. e je torej |X(c)| = 0, je potem
tudi |X([c])| = 0.
Recimo, da v okolici vozli²£a u ni nobenega loka [a], ki bi se slikal v nepolni
razred [c]. Potem lahko vozli²£no guro mreºe FM,u zapi²emo kot
FM,u = a1γ(a1)a2γ(a2) . . . akγ(ak),
kjer je χHaj (aj) = cj oziroma χHγ(aj)(γ(aj)) = c
τ
j in cj ̸= cτj za vsak j = 1, 2, . . . , k.
Vsak razred [aj] vsebuje natanko en lok aj, ki se slika v cj, in natanko en lok
γ(aj), ki se slika v cτj . e je za lok £lena c torej k(M, u) takih lokov cj, da je cj = j,
je potem tudi natanko k(M, u) takih razredov [aj], da je [aj] ∈ X([c]). Se pravi, da
je |X([c])| = k(M, u).
Recimo sedaj, da obstaja en tak lok £lena c0, da je cτ0 = c0. Potem je vozli²£na
gura mreºe FM,u oblike




a1γ(a1)a2γ(a2) . . . akγ(ak)  
simetri£no −→
,
kjer je χHa0 (a0) = c0 = c
τ
0 = χHγ(a0)(γ(a0)). Velja tudi χHaj (aj) = c|j| oziroma
χHγ(aj)(γ(aj)) = c
τ
|j| in c|j| ̸= cτ|j| za vsak j = ±1,±2, . . . ,±k.
Ko pare (aj, γ(aj)) razdelimo v razrede, dobimo na sredini en razred [a0], ki
se slika v nepolni razred [c0]. Levo in desno simetri£no dobimo predslike razredov
[c|j|]. Po enakem razmisleku kot prej vidimo, da velja |X([c|j|])| = k(M, u) = 2 in
|X([c0])| = 1.
Analogno dobimo tudi v primeru, ko velja ²e ck = cτk. V tem primeru je FM,u
cikel s k(M, u) ponovitvami sosednjega para lokov a in γ(a), ki se slikata v c0 ali
ck. Tak²ni pari se zdruºijo v en razred [a]  iz dveh lokov, ki se slikata isto, nastane
en razred. Ostali loki se zdruºujejo druga£e  iz enega loka nastane en razred.
Torej drºi |X([c])| = 1
2
k(M, u), £e je c = cτ , sicer je |X([c])| = k(M, u).
To je v to£nem navzkriºju z denicijo krovnih grafov z razveji²£i, ki zahteva, da
je ²tevilo povezav v vsakem vlaknu enako. Pri delu s skeletnimi mreºami to ni res 
povezav v vlaknu nad paralelnim homodimerom je pol manj kot drugod.
Zato bomo omejili na take nabore verig s pari, ki paralelnih homodimerov ne
vsebujejo.
Izrek 3.5. Naj bo Mσ = (C, τ, Gσ,Hσ, γ) skelet veljavne mreºe in naj velja c ̸= cτ
za vsak lok £lena c ∈ A(C).
Potem je graf skeleta Gσ krovni graf z razveji²£i nad skeletnim predgrafom nabora
BσC .
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Dokaz. Poiskati moramo homomorzem grafov φ : Gσ → BσC .
Za lok [a] ∈ A(G) recimo, da je φ([a]) = χσHa([a]) ∈ A(B
σ
C ).
Ker je Mσ skelet veljavne mreºe, je za vsako vozli²£e u ∈ V (Gσ) vozli²£na gura
F σM,u povezana in obstaja vozli²£e nabora vu ∈ V (C), da je po posledici 3.4 za vsak
[a] ∈ V (F σM,u) : χσHa(i([a])) = [vu]. Zato denirajmo φ(u) = [vu] ∈ V (B
σ
C ).
Jasno je, da je tako denirana preslikava φ res homomorzem. e sta vozli-
²£i u, u′ ∈ V (Gσ) sosednji, obstajata loka [a], r([a]) ∈ A(Gσ), da je i([a]) = u in
i(r([a])) = i([r(a)]) = u′. Ta loka sta vsebovana v vsaj enem sprehodu Hσ ∈ Hσ,
dobljenem iz grafa verige H, torej obstaja tudi povezava med razredom [vu] in [vu′ ]
v BσC .
Da je Gσ krovni graf z razveji²£i, mora biti praslik vsakega razreda lokov [c] ∈
A(BσC ) enako. Trditev 3.8 pravi, da je v veljavni mreºi M enako mnogo praslik za
vsak lok £lena. Ker ne dopu²£amo nepolnih razredov lokov £lenov, je
|{[a] ∈ A(Gσ); φ([a]) = [c]}| = |{a ∈ A(G); χHa(a) = c}| = n
za vsak lok £lenov c ∈ A(C).
Torej ima projekcija φ isto kratnost kot projekcija krovnega grafa z razveji²£i G
nad BC. S tem zadostimo pogojem in je Gσ res krovni graf z razveji²£i nad BCσ.
Ko se omejimo na nabore verig s pari, kjer so skeletne mreºe krovni gra z
razveji²£i, lahko pokaºemo ²e nekaj intuitivnih odnosov med deniranimi pojmi, kar
nam bo pomagalo kasneje pri dokazovanju.
Lema 3.16. Naj bo (C, τ) nabor verig s pari, za katerega velja c ̸= cτ za vsak lok
£lena c ∈ A(C).
Potem je bazni predgraf nabora BC je podvojeni graf skeletnega predgrafa nabora
BσC .
Dokaz. Naj bosta c in cτ loka v BC. Po predpostavki je c ̸= cτ .
Pripada jima natanko en razred [c], ki je lok v BσC . Ker je V (BC) = V (B
σ
C ) in
i(c) = i([c]), loka [c] in r([c]) = [r(c)] povezujeta isti vozli²£i.
Torej za vsako povezavo v BσC obstajata natanko dve razli£ni vzporedni povezavi
v BC. To pomeni, da je BC je podvojeni graf BσC .
Trditev 3.14. Naj bo (C, τ) nabor verig s pari, za katerega velja c ̸= cτ za vsak lok
£lena c ∈ A(C). Naj bo G krovni graf z razveji²£i nad skeletnim predgrafom nabora
BσC in G
′ njegov podvojeni graf.
Potem je G′ krovni graf z razveji²£i nad baznim predgrafom nabora BC.
Dokaz. Naj bo φ : G→ BσC homomorzem grafov.
Konstruirajmo preslikavo ψ : G′ → BC.
Na vozli²£ih u ∈ V (G) naj deluje ψ(u) = φ(u) ∈ V (BC), saj je V (BσC ) = V (BC).
Po lemi 3.16 je graf BC podvojeni graf BσC  za vsak lok [c] = {c1, c2} ∈ A(BσC )
v BC obstajata razli£na loka c1, c2. Za lok a ∈ A(G) naj bosta a1, a2 ∈ A(G′)
podvojena loka in [c] = {c1, c2} tisti razred lokov £lenov, za katerega je φ(a) = [c].
Brez ²kode za splo²nost lahko dolo£imo ψ(aj) = cj za j = 1, 2.
Da je ψ homomorzem grafov, sledi iz tega, da se ohranjajo kraji²£a med izvir-
nimi in podvojenimi loki. Prav tako velja, da se ²tevilo praslik ohranja  |φ([c])−1| =
|ψ(c1)−1| = |ψ(c2)−1|, torej je G′ res krovni graf nad BC.
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Pokazali smo, da lahko med mreºo in njenim skeletom prehajamo s podvajanjem
povezav. S to ºeljo smo sploh vpeljali skeletne mreºe, zdaj pa smo ²e potrdili, da to
res velja.
Tako lahko karakteriziramo tiste grafe, ki so gra skeleta mreº za nabor verig s
pari brez paralelnih homodimerov in sklenjenih verig.
Izrek 3.6. Naj bo (C, τ) nabor verig s pari, ki vsebuje le nesklenjene verige in v
katerem velja c ̸= cτ ∀c ∈ A(C).
Za graf S obstaja veljavna mreºa M = (C, τ, G,H, γ), za katero je S = Gσ, na-
tanko tedaj, ko je S krovni graf z razveji²£i nad skeletnim predgrafom BσC s projekcijo
φ in za vsako vozli²£e u ∈ V (G) velja
Fφ(u) je pot =⇒ κ(u) = 1.
Dokaz. Predpostavimo najprej, da je M = (C, τ, G,H, γ) veljavna mreºa s skeletom
Mσ in je S = Gσ. Pri podanih pogojih nabora verig s pari (C, τ) velja izrek 3.5 in
je Gσ krovni graf z razveji²£i nad BσC .
Recimo sedaj, da je u ∈ V (Gσ) tako vozli²£e, da je Fφ(u) pot. Vozli²£ni guri
FM,u in F σM,u lahko po trditvi 3.12 razpi²emo kot
FM,u = a1γ(a1)a2γ(a2) . . . akγ(ak),
F σM,u = [a1][a2] . . . [ak].
Ker za noben lok £lena c ∈ A(C) ni res c = cτ , se loki aj in γ(aj) slikajo v paroma
razli£ne £lene lokov cj in cτj za vsak j = 1, 2, . . . , k. Sledi, da se tudi razredi lokov
[aj] slikajo v paroma razli£ne razrede [cj] in je κ(u) = 1.
Predpostavimo, da je S krovni graf z razveji²£i nad BσC in je κS(u) = 1 za
u ∈ V (S), £e je Fφ(u) pot. Po trditvi 3.14 je njegov podvojeni graf G krovni graf
nad baznim predgrafom BC.
Ker ne dopu²£amo nepolnih razredov lokov £lenov, je
|{[a] ∈ A(Gσ); φ([a]) = [c]}| = |{a ∈ A(G); χHa(a) = c}| = n
za vsak lok £lenov c ∈ A(C), torej je κS(u) = κG(u) za vsako vozli²£e u. e je Fφ(u)
pot, je κG(u) = 1. e je v grafu S v vozli²£u l lokov [a], za katere je φ([a]) = [c],
potem je v grafu G v istem vozli²£u l lokov a in γ(a), ki se slikata v c in cτ . S tem so
zado²£eni pogoji izreka 3.3 in sledi, da obstajata pokritje z verigami H in preslikava
lepljenja γ, da je M = (C, τ, G,H, γ) veljavna mreºa.
Preostane nam ²e pokazati, da je S skelet za graf G in Mσ = (C, τ, S,Hσ, γ)
skelet veljavne mreºe.
Naj bosta a, b ∈ A(G) taka loka, da je δ(a) = δ(b). Ker vsi loki izvirajo iz S, za
vsak par lokov a, b obstaja lok s ∈ A(S). Torej za vsak par a, γ(a) ∈ A(G) obstaja
lok sa ∈ A(S), da je i(a) = i(γ(a)) = i(sa). Lok sa lahko izberemo tako, da je
sa = [a].
Sledi, da je S = Gσ. Potem je Mσ = (C, τ, S,Hσ, γ) skelet mreºe M. Ker je M
veljavna, je Mσ skelet veljavne mreºe.
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Izakazalo se je, da pri vsaki poenostavitev problema ºrtvujemo eno splo²no la-
stnost nabora. Da smo to£no pojasnili veljavne mreºe kot krovne grafe z razveji²£i,
smo se morali odpovedati sklenjenim verigam. Da smo jih obravnavali brez podvo-
jenih povezav, smo se morali odpovedati ²e paralelnim homodimerom. S tem smo
za primere, ki spadajo znotraj teh omejitev, dobili mo£nej²e in enostavnej²e orodje
za iskanje veljavnih mreº, ki se lahko samosestavijo iz podanega nabora verig.
3.6 Algoritmi
V tem poglavju bomo predstavili nekaj algoritmov za iskanje mreº danega nabora
verig in preslikave parov. Kon£ni cilj bo izra£un vseh moºnih krovnih grafov z
razveji²£i, ki se jih da pokriti z verigami. Vmes bomo videli ²e pomoºne algoritme,
ki nam pri tem pomagajo.
Podobno kot pri iskanju krepkih obhodov za samosestavo nanostruktur iz ene
polipeptidne verige se tudi tokrat ne bomo ukvarjali s £asovno zahtevnostjo algorit-
mov. Ker i²£emo vse moºnosti, bo teh ºe tako veliko, da njihov izra£un v vsakem
primeru vzame dolog £asa.
Seveda bi se algoritme dalo pohitriti in izbolj²ati. Na kak²en na£in bi bilo to
najbolj²e storiti, je odvisno od vsake posamezne implementacije.
3.6.1 Splo²ni pomoºni algoritmi
Nekateri algoritmi zahtevajo izra£une, ki niso povezani s sintezno biologijo in so ºe
dolgo znani. Taki splo²ni algoritmi so trije  za izra£un vseh particiji nekga ²tevila
n, vseh neurejenih parov elementov neke mnoºice in preverjanje izomorfnosti grafov.
Denicija particije je povzeta iz kjige [6].
Denicija 3.23. Naj bo n naravno ²tevilo. Particija ²tevila n je vsota k1 + k2 +
· · · + km = n, kjer je kj ∈ N za j = 1, 2, . . . ,m. Vrstni red £lenov ni pomemben 
zato lahko predpostavimo, da so urejeni padajo£e.
Slede£e algoritme smatramo kot ºe znane.
1. Algoritem Particije(n) prejme ²tevilo n ∈ N in vrne mnoºico vseh particij
tega ²tevila. V knjigi [6] je opisanih ve£ tak²nih algoritmov.
2. Par indeks (α, β), za katerega velja ĉα = r(d̂β) za neka loka krovnega grafa z
razveji²£i z n sloji, lahko dobimo iz tiste permutacije ²tevila n, pri kateri je β na
α-tem mestu. V knjigi [6] je opisanih ve£ algoritmov za generiranje permutacij,
iz katerih je enostavno sestaviti algoritem VsiPari(n), da vrne mnoºico Ω, ki
vsebuje vsako permutacijo, spremenjeno v mnoºico parov indeksov.
3. AlgoritemGrafaIzomorfna(G,G′) prejme dva grafa in pove, ali sta izomorfna
ali ne. Tak algoritem je opisan v £lanku [3].
3.6.2 Algoritem za dolo£anje baznih predgrafov
Osnovno dejstvo, ki ga moramo poznati o podanem naboru verig s pari, je njegov
bazni predgraf, saj vsi kasnej²i izra£uni izhajajo iz njega.
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Sledi algoritem 12, ki kot vhodne podatke prejme nabor verig C v obliki grafa in
preslikavo parov τ . Vrne bazni predgraf tega nabora.
Algoritem 12: BazniPredgraf
Input: nabor verig C = (V,A, i, r), preslikava parov τ
Output: predgraf nabora BC
1 Q = prazen slovar
2 for v ∈ V (C) do
3 Q[v] = {v}
4 for a ∈ A(C) do
5 for x ∈ Q[i[a]] \ {i[a]} do
6 v Q[x] dodaj vse elemente iz Q[i[τ [a]]]
7 for x ∈ Q[i[τ [a]]] \ {i[τ [a]]} do
8 v Q[x] dodaj vse elemente iz Q[i[a]]
9 v Q[i[a]] dodaj vse elemente iz Q[i[τ [a]]]
10 v Q[i[τ [a]]] dodaj vse elemente iz Q[i[a]]]
11 V = {min(Q[v]); v ∈ V (C)}
12 I = prazen slovar
13 for a ∈ A(C) do
14 I[a] = min(Q[i[a]])
15 return BC = (V,A(C), I, r)
Izrek 3.7. Algoritem 12 za nabor verig (C, τ) s pari vrne bazni predgraf BC.
Dokaz. Pokazati moramo, da je graf BC, kot je deniran na koncu algoritma 12,
res bazni predgraf nabora s pari (C, τ). Natan£neje povedano, preveriti moramo
pravilnost mnoºice V in preslikave I.
Mnoºica V vsebuje odlikovane elemente iz domnevnih ekvivalen£nih razredov v
slovarju Q. e slovar Q res vsebuje pravilne ekvivalen£ne razrede vozli²£ nabora,
potem bodo njihovi elementi vsebovani v mnoºici V ter dolo£eni kot izhodi²£a lokov
v slovarju I.
Poglejmo si torej, kako ustvarimo slovar Q. Za£nemo tako, da v prvi for zanki
za vsako vozli²£e v ∈ V (C) ustvarimo mnoºico, ko vsebuje samo v.
Naj bo v ∈ V (C) poljubno vozli²£e in [v] njegov ekvivalen£ni razred. Za vsak
v′ ∈ [v] obstajata en ali dva loka z izhodi²£em v′. V drugi for zanki prehodimo vse
loke a ∈ A(C), zato tudi take, da je i(a) = v′. O²tevil£imo z v1, v2, . . . , vk ∈ [v]
vozli²£a v takem vrstnem redu, v katerem jih najdemo s to for zanko kot i(aj) za
j-ti lok aj, pri £emer se vozli²£a lahko ponovijo dvakrat. Za laºje pisanje ozna£imo
²e vτj = i(a
τ
j ) za j = 1, 2, . . . , k.
Radi bi pokazali, da ko v j-tem koraku obravnavmo lok aj in vozli²£a vj ter vτj ,
na za£etku velja
∀x ∈ Q[vj] : Q[x] = Q[vj] = Q1 in ∀x ∈ Q[vτj ] : Q[x] = Q[vτj ] = Q2
ter na koncu Q[vj] = Q[vτj ] = Q1 ∪Q2 oz. ∀x ∈ Q[vj] : Q[x] = Q1 ∪Q2.
Za j = 1 je to trivialno videti  na za£etku koraka je Q[v1] = {v1} in Q[vτ1 ] = {vτ1}
ter na koncu Q[v1] = {v1, vτ1} in Q[vτ1 ] = {v1, vτ1}.
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Recimo torej, da predpostavki drºita za vse korake do (j − 1)-tega. Dokaºimo,
da potem drºi tudi za j-ti korak.
Mnoºica Q[vj] je bila v prej²njem koraku ali spremenjena ali ne. e ni bila,
potem velja ∀x ∈ Q[vj] : Q[x] = Q[vj] ²e po prvi predpostavki za prej²nji korak.
e je bila, to velja po drugi predpostavki. Enako je res tudi za mnoºico Q[vτj ], torej
moramo dokazati le ²e veljavnost druge predpostavke ob koncu j-tega koraka.
V prvi notranji for zanki vsaki mnoºici Q[x] dodamo ²e elemente Q[vτj ] za x ∈
Q[vj] \ {vj}. Ker so vse Q[x] na za£etku enake Q[vj], na koncu za vse drºi tudi
Q[x] = Q[vj]∪Q[vτj ]. Analogno se zgodi v drugi notranji for zanki, kjer je na koncu
Q[x] = Q[vτj ] ∪Q[vj] za vse x ∈ Q[vτj ] \ {vτj }.
Na koncu j-tega koraka mnoºici Q[vj] in Q[vτj ] prepi²emo z mnoºico Q[vj]∪Q[vτj ],
s £imer zadostimo ²e drugi predpostavki in dokaºemo indukcijo.
Ostane ²e pokazati, da so po dodanem zadnjem vozli²£u vk mnoºice Q[vj] = [v]
za vsak j = 1, 2, . . . , k. Dokazali smo, da so vse mnoºice Q[vj] enake, torej bo
zadostovalo, da pokaºemo Q[vk] = [v].
Mnoºica [v] vsebuje tista vozli²£a, ki so izhodi²£a lokov v isti povezani kompo-
nenti grafa vozli²£nih gur FC. Povezave tam so ustvarjene z dvema razlogoma  ali
imata loka isto izhodi²£e ali sta loka para. e najdemo lok, ki ima isto izhodi²£e kot
ºe en prej²nji, s tem ne dodamo v ekvivalen£ni razred novega vozli²£a. Do sprememb
pride le prek novih lokov, ki so pari.
Vsako vozli²£e v ima en ali dva loka a, a′, da je i(a) = i(a′) = v, in zato posledi£no
eno ali dve vozli²£i w,w′, da je w = i(aτ ) in w′ = i(a′τ ). Po deniciji sta w,w′ ∈ [v],
vpra²anje je, £e sta tudi v Q[vj] po j-tem koraku, £e je v = vj.
Nemogo£e je, da vτj ne bi bil v Q[vj] po j-tem koraku, saj ga damo notri prek
mnoºice Q[vτj ], v kateri eksplicitno je.
Naj bo tako vl ̸= vτj tako vozli²£e, za katero obstajata lok a in aτ , da je i(a) = vj
ter i(aτ ) = vl, £e obstaja. Vozli²£e vl je obravnavano v l-tem koraku.
e je l < j, smo ga ºe obravnavali. Veljalo je aτ = al ter vτl = vj. Torej mora
biti vj v Q[vl] in vl v Q[vj] ºe po l-tem koraku. Ker nikoli ne odstranimo vozli²£ in
mnoºic v slovarju Q, to tudi velja po j-tem koraku.
e je l > j, je razmislek analogen, lahko le zamenjamo vlogi vozli²£ vj in vl.
Ker to velja za j = 1, 2, . . . , k, sledi, da so v mnoºici Q[vk] za vsako vozli²£e
vj ∈ Q[vk] tudi vsa tista vozli²£a, ki so izhodi²£a parov lokov iz vj. Torej je tudi
[v] ⊆ Q[vk] in zato [v] = Q[v1] = Q[v2] = · · · = Q[vk].
Za poljubno vozli²£e v velja, da je Q[x] = [v] za vsak x ∼ v. Sledi, da je Q res
slovar ekvivalen£nih razredov, torej sta tudi mnoºica V in preslikava I pravilni, saj
ta samo izbere odlikovani element iz razreda.
Pokazali smo, da je graf BC torej res bazni predgraf nabora.
Videli smo tudi, da lahko delamo s skeleti mreº. Slede£i algoritem prejme nabor




Input: nabor verig C, preslikava parov τ
Output: skeletni bazni predgraf S
1 B = (V,A, I, R) = BazniPredgraf(C, τ)
2 VS = V (P )
3 AS = prazna mnoºica
4 IS, RS = prazna slovarja
5 for c ∈ A(B) do
6 v A dodaj {c, τ [c]}
7 for {c, c′} ∈ AS do
8 IS[{c, c′}] = I[c]
9 RS[{c, c′}] = RS[{r(c), r(c′)}]
10 return S = (VS, AS, IS, RS)
Trditev 3.15. Algoritem 13 za nabor verig (C, τ) s pari vrne skeletni predgraf BσC .
Dokaz. Za bazni predgraf nabora BσC velja
V (BσC ) = V (BC),
A(BσC ) = {[c]; c ∈ A(C)},
i([c]) = [i(c)],
r([c]) = [r(c)],
kjer je [c] = {c, τ(c)}.
Ker algoritem 12 BazniPredgraf vrne predgraf nabora B = BC, velja I[·] = [i(·)]
in R[·] = r(·). Od tod je o£itno, da algoritem 12 sledi pogojem v deniciji in je
rezultat S res skeletni predgraf BσC .
3.6.3 Algoritem za generiranje krovnih grafov z razveji²£i
Za£eli bomo s preprostim algoritmom, ki sprejme bazni graf B ter naravno ²tevilo




Input: bazni graf B = (V,A, i, r), naravno ²tevilo n
Output: krovni graf G z n sloji
1 V (G), A(G) = prazni mnoºici
2 I, R = prazna slovarja
3 for j = 1, 2, . . . , n do
4 for x ∈ V (B) do
5 xj = prazno vozli²£e
6 v V (G) daj xj
7 for c ∈ A(B), i(c) = x do
8 cj = kopija c
9 v A(G) daj cj
10 I[cj] = xj
11 for cj ∈ A(G) do
12 R[cj] = r(c)j
13 return G = (V (G), A(G), I, R)
Trditev 3.16. Algoritem 14 vrne krovni graf G nad podanim grafom B, kjer so vse
povezave znotraj istega sloja.
Dokaz. Z indukcijo na ²tevilo n bomo dokazali, da je graf G = (V (G), A(G), I, R)
na koncu vsakega koraka for zanke krovni graf nad baznim predgrafom B.
V prvem koraku zunanje for zanke se za vsako vozli²£e x predgrafa B ustvari
vozli²£e x1, ki se mu za vsak lok c ∈ A(B) iz vozli²£a x nato doda lok c1 z za£etkom
I(c1) = x1. Ko to opravi za vse loke c ∈ A(C), i(c) = x, se z drugo notranjo for
zanko sprehodi po vseh njih in jih v slovarju R razdeli po parih v povezave, da velja
R[c1] = r(c)1.
Tako ustvarjeni graf G je krovni graf s preprostim homomorzmom φ : G→ B.
Vozli²£a x1 ∈ V (G) slika v x ∈ V (B) in loke c1 ∈ A(G) v c ∈ A(B). Vse povezave
so o£itno med vozli²£i istega sloja.
Predpostavimo, da v j-tem koraku grafu G dodamo nov sloj predgrafa B, kjer
so vse nove povezave znotraj tega sloja, za vse j < n.
Z istim razmislekom kot za prvi korak vidimo, da je tudi po n-tem koraku graf
G krovni graf nad predgrafom B s homomorzmom φ, za katerega velja φ(xj) = x
in φ(cj) = c in kjer povezave ne prehajajo med sloji.
Tak krovni graf bomo v nadaljevanju spreminjali v razli²£ne krovne grafe z raz-
veji²£i.
Singularna vozli²£a krovnih grafov z razveji²£i lahko smatramo kot identikacija
ve£ vozli²£ iz istega vlakna v navadnem krovnem grafu. e ima ta krovni graf n
slojev, potem se indeksi singularnosti krovnega grafa z razveji²£i se²tejejo v n, torej
so particija ²tevila.
Sledi, da lahko vlakna krovnih grafov z razveji²£i opisujemo s particijami ²tevila
n. To pomeni, da jih lahko tako tudi urejamo in i²£emo.
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Algoritem 15 vrne vse moºne razporeditve indeksov singularnosti krovnih grafov
z razveji²£i. Pri tem si pomaga s particijami, zato uporablja tudi ºe znani algoritem
Particije.
Algoritem 15: VseParticije
Input: nabor verig C, preslikava parov τ , naravno ²tevilo n
Output: seznam vseh particij ²tevila n
1 B = BazniPredgraf(C, τ)
2 F = Vozli²£neFiguraNabora(C, τ , B)
3 M = prazna mnoºica
4 for x ∈ V (B) do
5 for c ∈ V (F [x]) do
6 if st(c) = 1 then
7 v M dodaj x
8 break
9 P = Particije(n)
10 Π = prazna mnoºica
11 for x ∈ V (B) \M do
12 Π′ = prazna mnoºica
13 if Π je prazna then
14 for p ∈ P do
15 π = prazen slovar
16 π[x] = p
17 v Π′ dodaj π
18 else
19 for π ∈ Π do
20 for p ∈ P do
21 π′ = kopija π
22 π′[x] = p
23 v Π′ dodaj π′
24 Π = Π′
25 for x ∈M do
26 for π ∈ Π do
27 π[x] = [1, 1, . . . , 1]  
n
28 return Π
Izrek 3.8. Naj bo (C, τ) nabor verig s pari brez paralelnih homodimerov.
Algoritem 15 izra£una vse moºne kombinacije indeksov singularnosti krovnih gra-
fov z razveji²£i z n sloji nad baznim predgrafom BC.
Dokaz. Algoritem na za£etku izra£una bazni predgraf nabora B in vozli²£ne gure
nabora. Potem pogleda, kateri razredi vozli²£ nabora x imajo v vozli²£ni guri, ki
je shranjena v slovarju F pod klju£em x, lok £lena stopnje 1. Tisti, ki imajo tak lok
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£lena, imajo vozli²£no guro v obliki poti. Takih ne bomo obravnavali  po izreku
3.5 imajo taka vozli²£a v grafu mreºe kratnost 1. Shranimo jih v mnoºico M .
Preostanejo razredi vozli²£ nabora, ki imajo za vozli²£no guro cikel in ki imajo
lahko v grafu mreºe G poljubno kratnost. Privzamemo, da bo na² krovni graf z
razveji²£i imel n slojev  torej bo vsota
∑
x̂∈V (G) κx̂ = n, kjer so x̂ vozli²£a iz vlakna
nad x. Ta vsota je ravno particija ²tevila n. Vse moºnosti zanje izra£unamo z
algoritmom Particije in shranimo v mnoºico P .
Ustvarimo prazno mnoºico Π, v katero bomo shranjevali rezultate. To bodo
slovarji π, ki bodo imeli za klju£e razrede vozli²£ x ∈ V (B), za vrednosti pa kratnosti
vozli²£ iz vlakna nad x:
π[x] = {κ(x̂1), κ(x̂2), . . . , κ(x̂|π[x]|)}.
Radi bi pokazali, da bodo v mnoºici Π na koncu algoritma vse moºnosti kratnosti
krovnih grafov z razvji²£i nad predgrafom B.
Druga for zanka pregleduje vse preostale razrede vozli²£, se pravi tiste, ki imajo
za vozli²£no guro cikel in so nam zato zanimivi. Ozna£imo z xj tisti razred vozli²£,
ki ga pregledujemo v j-tem koraku. V vsakem koraku tudi ustvarimo novo prazno
mnoºico Π′, s katero bomo za£asno delali v tem koraku.
Vpra²anje if lo£i za£etni korak od vseh ostalih. Na za£etku je mnoºica Π prazna
in moramo ²ele ustvariti prve slovarje π. Za vsako imed moºnih particij ²tevila n
naredimo nov prazen slovar ter si pod klju£em x1 shranimo po eno particijo p. Teh
|P | slovarjev shranimo v za£asno mnoºico Π′, s katero prepi²emo zaenkrat ²e prazno
mnoºico Π.
V drugem in vseh ostalih korakih for zanke se izvajajo ukazi v else delu, saj je
mnoºica Π neprazna. Recimo, da smo v koraku j ≥ 2 in vsak slovar π v mnoºici Π
vsebuje nek razpored kratnosti za razrede vozli²£ nabora x1, x2, . . . , xj−1.
Notranji for zanki gresta po vseh teh slovarjih π in nato po vseh particijah ²tevila
n. Za vsako particijo p ustvarita novo kopijo π′ slovarja π in vanjo shranita p pod
klju£ xj. Ker v vsakem koraku v slovarje shranjujemo le pod klju£em tistega koraka,
je ta klju£ do takrat ²e neuporabljen.
Vsak dopolnjen slovar π′ shranimo v mnoºico Π′ in na koncu z njo prepi²emo Π.
Tako je na za£etku naslednjega koraka mnoºica Π spet neprazna in vsebuje slovarje,
ki hranijo podatke o particijo za vse razrede vozli²£ nabora od x1 do vklju£no xj.
Ko obdelamo vse razrede vozli²£ nabora s cikli za vozli²£no guro, imamo mno-
ºico
Π = {slovar π; mnoºica klju£ev je V (B) \M, vrednosti so particije ²tevila n}.
Preostanejo le ²e razredi vozli²£ nabora iz mnoºice M , ki imajo za vozli²£ne gure
poti. Vozli²£a krovnih grafov z razveji²£i iz vlaken nad takimi razredi vozli²£ imajo
lahko kratnost le 1, zato v zadnjem delu algoritma s for zanko ²e enkrat prehodimo
vse slovarje π in jih dopolnimo tako, da si za vsak x ∈M shranimo particijo
∑n
i=1 1
kot seznam [1, 1, . . . , 1] dolºine n.
Vpra²anja so, ali z algoritmom 15 res zajamemo vse moºne razporede kratnosti
vozli²£ krovnih grafov z razveji²£i nad baznim predgrafom nabora B, so te moºnosti
pravilne in ali se ponavljajo.
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Recimo, da obstaja krovni graf z razveji²£i nad predgrafom B, ki ima vlakno nad
razredom vozli²£ nabora x, kjer vsota kratnosti vozli²£
∑
x̂ κ(x̂) ne ustreza nobenemu
slovarju π. Se pravi, da v mnoºici Π ne obstaja noben slovar π, za katerega bi bilo
π[x] =
∑
x̂ κ(x̂). Ta vsota se mora po deniciji krovnih grafov z razveji²£i se²teti v n,
torej je particija tega ²tevila. Ker algoritem Particije izra£una vse moºne particije,
je to particijo algoritem 15 moral obravnavati in jo shraniti v nek slovar pod klju£ x.
Ker slovarjev za nazaj ne spreminja, mora torej tak slovar mora obstajati in pridemo
do protislovja.
Ker smo se osredoto£ili na take nabora verig s pari (C, τ), kjer nimamo paralelnih
homodimerov, so vsi razredi vozli²£ dveh tipov  ali imajo za vozli²£ne gure poti ali
cikle. Tisti, ki imajo poti, so v mnoºiciM in jim priredimo edino particijo ²tevila n,
ki vsebuje le 1, kar je edina kratnost vozli²£ iz njihovih vlaken. Drug tip ima lahko
poljubno kratnost ≤ n, le vsota vseh kratnosti vozli²£ v enem vlaknu mora biti n.
To so to£no particije ²tevila n, ki jim jih priredimo.
e bi med slovarji v mnoºici Π obstajala π in π′ , ki sta si enaka, bi pod klju£em x
morala vsebovati isto particijo p. To je nemogo£e, v vsakega izmed klju£ev skranimo
vsako particjo natanko enkrat.
Sledi torej, da algoritem 15 deluje pravilno in vrne mnoºico, ki vsebuje vse raz-
li£ne mnoºnosti za kratnosti vozli²£ krovnih grafov z ravzeji²£i nad baznim predgra-
fom nabora B.
Ko imamo nek krovni graf G z n sloji in particijo π ²tevila n, lahko zdruºujemo
vozli²£a istega sloja v singularna vozli²£a krovnega grafa z razveji²£i tako, da njihovi
indeksi ustrezajo particiji π.
Slede£i algoritem 16 stori natanko to. Prejme krovni graf, particijo in vlakno, v
katerem zdruºuje vozli²£a v singularna.
Algoritem 16: RazvejiPoParticiji
Input: krovni graf G = (V,A, I, R), tip vozli²£a x, particija
p = [p1, p2, . . . , p|p|]
Output: krovni graf z razveji²£i v vozli²£u x
1 X = prazna mnoºica
2 k = 0
3 for l = 1, 2, . . . , |p| do
4 x̂l = prazno vozli²£e
5 v X dodaj x̂l
6 for j = k + 1, k + 2, . . . , k + pl do
7 for cj ∈ A(G), I(cj) = xj do
8 I(cj) = x̂l
9 k = k + pl
10 iz V (G) odstrani xj za vse j
11 v V (G) dodaj vse x̂l ∈ X
12 return G
Trditev 3.17. Algoritem 16 vrne tak krovni graf z razveji²£i G, da je vozli²£e x̂l v
vlaknu nad vozli²£em x z indeksom singularnosti κ(x̂l) = pl, kjer je l = 1, 2, . . . , |p|
in pl l-ti element particije p.
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Dokaz. Algoritem 16 deluje tako, da ustvari prazno mnoºico X, v katero daje nova
singularna vozli²£a x̂l z indeksi singularnosti κ(x̂l) = pl za vsak l = 1, 2, . . . , |p|.
V prvi vrstici ustvari to prazno mnoºico X. V drugi postavi ²tevec k na 0. Ta
²tevec kasneje pove, katere loke moramo premakniti.
Zunanja for zanka hodi po indeksih l od 1 do |p| in v vsakem koraku ustvari
novo vozli²£e x̂l, ki ga doda v mnoºico X. To novo vozli²£e predstavlja pl zdruºenih
vozli²£ xj ∈ V (G) iz vlakna nad x v krovnem grafu G. Vozli²£a v vlaknu so ozna£ena
z x1, x2, . . . , xn. Algoritem v vsakem koraku zdruºi pl naslednjih vozli²£ v enega 
²tevec k ²teje, katero vozli²£e je bilo zadnje zdruºeno.
V prvem koraku zunanje for zanke je k = 0 in gre zato prva notranja for zanka
po indeksih j = 1, 2, . . . , p1. Nato gre druga notranja for zanka po vseh lokih iz
vozli²£a xj in jih preveºe na vozli²£e x̂l. Pri tem se lok r(cj) za nobeno povezavo cj
ne spremeni  razlika je le v izhodi²£u loka cj. Na koncu koraka se ²tevec k pove£a
za p1, kar pomeni, da smo zdruºili ºe prvih p1 vozli²£.
V drugem in v vseh nadaljnih l-tih korakih se zdruºijo vozli²£a xkl−1+1 do xkl−1+pl
iz krovnega grafa G, kjer je kl−1 =
∑l−1
j=1 pj. Nato se vsi loki iz teh vozli²£ preveºejo
na novo ustvarjeno vozli²£e x̂l, ki je dodano v mnoºico X.
Na koncu se iz grafa G odstranijo vsa vozli²£a iz vlakna nad x in dodajo nova
vozli²£a x̂l iz mnoºice X. Vsako od njih ima pl lokov vsakega tipa iz vozli²£a x, torej
je singularno s κ(x̂l) = pl.
Krovni graf G je tako spremenjen v krovni graf z razveji²£i v vlaknu nad x.
Tako znamo spreminjati vozli²£a krovnega grafa tako, da dobimo razveji²£a. Po-
vezav ne moremo zdruºevati, lahko pa spreminjamo, med katerimi vlakni potekajo.
Krovne grafe z razveji²£i lahko tako opisujemo s pari indeksov vlaken vsake
povezave.
Trditev 3.18. Naj bo Ω mnoºica vseh takih mnoºic Q = {(α1, β1), . . . (αn, βn)},
kjer so 1 ≤ αj, βj ≤ n za j = 1, . . . , n in so α1, . . . , αn paroma razli£ne in β, . . . , β
paroma razli£ne.
Naj bo G krovni graf z razveji²£i nad baznim grafom B in naj bodo cj, r(cj) loki
iz A(B) ya j = 1, 2, . . . ,m.
Potem obstaja element ω = (Q1, . . . , Qm) ∈ Ωm, da za vsak j = 1, . . . ,m velja
ĉjα = r(r̂(cj)β) ⇐⇒ (α, β) ∈ Qj,
kjer sta ĉjα in r(r̂(cj)β) loka grafa G iz vlakna nad lokoma cj oz. r(cj).
Dokaz. Naj bo c lok iz B in naj bodo ĉj ∈ A(G) za j = 1, . . . , n loki iz vlakna nad
c. Enako naj velja za lok d = r(c) in d̂j.
Za vsak lok ĉj velja r(ĉj) = d̂lj za nek indeks 1 ≤ lj ≤ n. Naj bo Qc =
{(j, lj); j = 1, . . . , n}. Ker ustreza vsem pogojem, velja Qc ∈ Ω.
e enako storimo za vse loke cj, dobimo urejeni m-terec ωG = (Qc1 , . . . , Qcm),
za katerega velja ωG ∈ Ωm.
Na tak na£in lahko krovne grafe tudi urejamo ali i²£emo. Mnoºico Ω, ki vsebuje
vse moºne pare indeksov, lahko generiramo z ºe znanim algoritmom VsiPari(n).
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Slede£i algoritem 17 prejme mnoºico M in naravno ²tevilo n ter vrne mnoºico
Mn, kar bomo uporabili za generiranje mnoºice Ωn.
Algoritem 17: VsePovezave
Input: mnoºica Ω, ²tevilo n ∈ N
Output: mnoºica M = Ω× Ω× · · · × Ω  
n
1 M = prazna mnoºica
2 for Q ∈ Ω do
3 ω = [Q]
4 v M dodaj ω
5 for j = 2, 3, . . . , n do
6 M ′ = prazna mnoºica
7 for ω ∈M do
8 for Q ∈ Ω do
9 ω′ je kopija ω
10 v ω′ dodaj Q
11 v M ′ dodaj ω′
12 M =M ′
13 return M
Izrek 3.9. Algoritem 17 pravilno izra£una mnoºico Ωn.
Dokaz. Ozna£imo element ω0 = (ρ1, ρ2, . . . , ρn) ∈ Ωn. Trdimo, da je element ω0 v
mnoºici, ki jo vrne algoritem 17, in da je j-ti element ρj dodan v drugi for zanki pri
ustreznem indeksu j ≥ 2.
V prvi for zanki v mnoºico M dodaja sezname, oblike [Q] za vsak Q ∈ Ω. Sledi,
da je po tem koraku v M tudi [ρ1].
V drugi for zanki, ko je j = 2, algoritem ustvari prazno mnoºicoM ′, vzame vsak
seznam [Q] ∈ M . Za vsak ta seznam gre po vseh elementih Q′ ∈ Ω in za vsakega
ustvari kopijo seznama [Q], ki ga dopolni do [Q,Q′]. Sledi, da najprej vzame tudi
seznam [ρ1] in ga dopolni do [ρ2].
Predpostavimo, da je v M na za£etku j-tega koraka seznam [ρ1, . . . , ρj−1], na
njegovem koncu pa [ρ1, . . . , ρj−1, ρj] za vsak j < n. Z enakim razmislekom kot za
j = 2 enostavno vidimo, da predpostavka velja tudi za j = n, s £imer dokaºemo
indkucijo.
Torej je element ω0 na koncu v mnoºici M . Ker je ω0 ∈ Ωn poljuben, to pomeni,
da je Ωn ⊆M .
Ker je vsak element ω ∈ M oblike ω = [Q1, . . . , Qn], kjer so Q ∈ Ω, velja tudi
M ⊆ Ωn in zato M = Ωn.B
e imamo krovni graf z razveji²£i, lahko med vlakni preveºemo povezave nekega
vlakna, ne da bi pri tem vplivali na druga vlakna. Slede£i algoritem 18 stori prav
to  prejme vlakno povezave ter nove pare indeksov in vrne prirejeno preslikavo r
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krovnega grafa G = (V,A, i, r).
Algoritem 18: PoveºiLokeKrovnega
Input: tip loka c, r(c), mnoºica parov indeksov
Q = {(p1, q1), (p2, q2), . . . (p|Q|, q|Q|)}
Output: krovni graf z razveji²£i G s prevezanimi loki
1 R = prazen slovar
2 for l = 1, 2, . . . , |Q| do
3 R[cpl ] = r(c)ql
4 R[r(c)ql ] = cpl
5 return R
Lema 3.17. Naj bodo p1, p2, . . . , p|Q| in q1, q2, . . . , q|Q| paroma razli£ni in naj velja
{pl; 1 ≤ l ≤ |Q|} = {ql; 1 ≤ l ≤ |Q|} = {1, 2, . . . , |Q|}.
Potem algoritem 18 vrne slovar R, za katerega velja R[R[x]] = x za vsak veljaven
klju£ x.
Dokaz. Veljavni klju£i x za dobljeni slovar R so cj in r(c)j za j = 1, 2, . . . , |Q|.
Recimo, da je x = cj. Potem v mnoºici {pl; 1 ≤ l ≤ |Q|} obstaja element pl = j,
torej je bil x kot cpl kot klju£ v R dodan v l-tem koraku. Kot vrednost je dobil
lok r(c)ql , ki je bil v istem koraku dodan kot klju£ z vrednostjo cpl . Se pravi, da je
R[cpl ] = r(c)ql in R[r(c)ql ] = cpl , torej je v tem primeru res R[R[x]] = x.
e re£emo, da je x = r(c)j je razmislek enak, le z zamenjeno vlogo lokov c in
r(c) ter zato indeksov pl in ql.
Spreminjanje krovnih grafov z zdruºevanjem vozli²£ v singularne in prevezovanje
povezav med vlakni moramo ²e zdruºiti.
Algoritem 19 prejme bazni graf B in za vsako vlakno nad vozli²£em particijo za
indekse singularnosti ter za vsako vlakno povezav pare indeksov vlaken. Vrne krovni
graf z razveji²£i, ki se drºi podanih zahtev.
Algoritem 19: RazbijInPoveºi
Input: bazni graf B = (V,A, i, r), naravno ²tevilo n, mnoºica particij
π = {Px; x ∈ V (B)}, mnoºica mnoºic parov indeksov
ω = {Qc; c ∈ A(B)}
Output: krovni graf z razveji²£i G
1 G = (V,A, I, R) = KrovniGraf(B, n)
2 for x ∈ V (B) do
3 G = RazvejiPoParticiji(G, x, Px)
4 A = kopija A(B)
5 while |A| > 0 do
6 c = poljuben element A
7 iz A odstrani c, r(c)
8 Rc = PoveºiLokeKrovnega(c, r(c), Qc)
9 R posodobi z Rc
10 return G = (V,A, I, R)
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Trditev 3.19. Naj bo B predgraf in n poljubno naravno ²tevilo. Naj bo π = {Px; x ∈
V (B)}, kjer je Px particija ²tevila n za x ∈ V (B). Naj bo ω = {Qc; c ∈ A(B)},
kjer je Qc = {(α1, β1), . . . , (αn, βn)} ⊂ N× N.
Potem algoritem 19 s temi vhodnimi podatki vrne krovni graf z razveji²£i.
Dokaz. Predgraf B in naravno ²tevilo n ustrezata vhodnim podatkom za algoritem
14, tako da je v prvi vstici algoritma graf G krovni graf.
Prva for zanka se sprehaja po vozli²£ih x ∈ V (B), kjer graf G spremeni tako, da
zdruºuje vozli²£a iz vlakna nad x glede na particijo Px. Ker algoritem 16 spreminja le
vozli²£a iz vlakna nad x v vsakem koraku, vsaki£, ko je klican, deluje na nesingularnih
vozli²£ih grafa G, tako da deluje pravilno. Po koncu zanke je graf G tak krovni graf
z razveji²£i, ki ima v vlaknu nad vsakim vozli²£em x ∈ V (B) vozli²£a xl z indeksi
singularnosti κ(xl) = pl iz particije Px = {p1, p2, . . . , p|Px|} za vsak l = 1, 2, . . . , |Pl|.
V £etrti vrstici ustvarimo mnoºico A kot kopijo mnoºice lokov A(B) zato, ker
£e bi s for zanko hodili kar po A(B), je ne bi mogli sproti spreminjati. Da se temu
izognemu, uporabimo while zanko, ki se izvaja, dokler je mnoºica A neprazna.
V vsakem koraku si izberemo poljuben lok c iz A, da obravnavamo njega in r(c).
Pri tem ju lahko takoj izlo£imo iz mnoºice A, saj ju potrebujemo le enkrat. V
tem koraku iz mnoºice Q vzamemo mnoºico Qc = {(α1, β1), . . . , (αn, βn)}, v kateri
so pari indeksov (αl, βl) za l = 1, 2, . . . , n. Z algoritmom 18 poveºemo vse loke iz
vlaken nad c in r(c) glede na to mnoºico Qc in nato posodimo R s spremenejenimi
podatki.
Na koncu dobimo krovni graf z raveji²£i G = (V,A, I, R), za katerega velja:
 vsako vozli²£e xl ∈ V (G) ima indeks singularnosti κ(xl) enak l-temu elementu
particije Px,
 za vsak lok cl velja R(cl) = r(c)l′ , kjer je (l, l′) v mnoºici Qc kot l-ti element.
Do sedaj imamo postopke, ki za dolo£ene podatke o indeksih singularnosti in
povezavah med vlakni iz krovnega grafa ustvarijo ºeljen krovni graf z razveji²£i.
Imamo tudi algoritma, ki generirata vse moºne take podatke.
Preostane nam le ²e, da oboje poveºemo. Algoritma, ki gre po vseh kombinacijah
podatkov o vozli²£ih in povezavah ter za vsakega ustvari krovni graf z razveji²£i, ni
teºko najti. Najve£ja odlo£itev je, v kak²nem vrstnem redu bomo ²li po podatkih 
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ali gremo najprej po particijah vozli²£ ali po povezavah med vlakni.
Algoritem 20: VsiKrovni
Input: nabor verig C, preslikava parov τ , naravno ²tevilo n
Output: seznam vseh krovnih grafov z razveji²£i K z n sloji
1 K = prazna mnoºica
2 Π = VseParticije(C, τ , n)
3 B = BazniPredgraf(C, τ)
4 S = SkeletniPredgraf(B, C, τ)
5 G = KrovniGraf(S, n)
6 for π ∈ Π do
7 Ω = VsePovezave(C, π)
8 for ω ∈ Ω do
9 G′ = RazbijInPoveºi(S, G, π, ω)
10 nov = ⊤
11 for G′′ ∈ K do
12 if GrafaIzomorfna(G′, G′′) then
13 nov = ⊥
14 if nov then
15 v K dodaj G′
16 return K
Izrek 3.10. Algoritem 20 vrne mnoºico vseh neizomorfnih krovnih grafov z raz-
veji²£i nad skeletnim baznim predgrafom nabora verig s pari (C, τ) brez paralelnih
homodimerov, ki imajo n slojev.
Dokaz. Algoritem na za£etku ustvari mnoºico K, v katero bo shranjeval rezultate.
Na podlagi nabora verig s pari (C, τ) ustvari mnoºico Π z algoritmom 15, ki vse-
buje vse moºne elemente π v obliki slovarjev s primernimi particijami ²tevila n,
shranjenimi pod vozli²£i nabora.
Z algoritmom 12 ustvari bazni predgraf B in iz njega z algortimom 13 skeletni
predgraf nabora S. Potem naredi ²e krovni graf G z n sloji nad skeletnim predgrafom
nabora S.
S tem je predpriprava kon£ana. Algoritem gre s for zanko po vseh moºnih
razporedih indeksov singularnosti π ∈ Π krovnega grafa z razveji²£i nad B ali S 
ta so med grafom ali njegovim skeletom enaka, saj ni paralelnih homodimerov.
Glede na razpored indeksov singularnosti z algoritmom 17 ustvari mnoºico Ω, ki
vsebuje vse moºne razporede povezav cjr(c)l med sloji j in l. Za vsakega od teh
razporedov povezav ω ∈ Ω iz krovnega grafa G v notranji for zanki z algoritmom
19 krovni graf z razveji²£i in ga shrani v mnoºico K.
Ker zunanja zanka obdela vse moºne razporede indeksov singularnosti in notranja
vse moºne razporede povezav med sloji, algoritem 20 najde vse moºne krovne grafe
z razveji²£i nad skeletnim predgrafom S nabora verig s pari (C, τ).
V mnoºico K najdene grafe doda le, £e v K ni nobenega izomorfnega grafa. Zato
je jasno, da bodo na koncu v rezultatu grafa le neizomorfni gra.
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Posledica 3.7. Naj bo (C, τ) tak nabor verig s pari, da ne vsebuje paralelnih homo-
dimerov ali sklenjenih verig.
Potem algoritem 20 najde vse grafe, za katere obstaja skelet mreºe za nabor verig
s pari (C, τ).
Dokaz. Izrek 3.6 pravi, da za graf S obstaja veljavna mreºaM = (C, τ, G,H, γ), kjer
je S = Gσ natanko tedaj, ko je S krovni graf z ravzeji²£i nad skeletnim predgrafom
BσC , v katerem je vsako vozli²£e s potjo za vozli²£no guro nabora nesingularno.
Pokazali smo, da je vsak graf S ∈ K, kjer je K rezultat algoritma 20, krovni
graf z razvij²£i nad skeletnim predgrafom nabora BσC . Algoritem 15 pri ra£unanju
particiji za zdruºevanje vozli²£ upo²teva, kak²no obliko ima vozli²£na gura nabora
 vozli²£em, za katere je pot, pripi²e particijo 1 + 1+ · · ·+ 1, kar pomeni, da so vsa
vozli²£a iz tega vlakna v krovnem grafu z razveji²£i S nesingularna.
Graf S torej ustreza zahtevam izreka 3.6, zato sledi, da zanj obstaja veljavna
mreºa M. Ker algoritem 20 najde vse krovne grafe z razveji²£i s temi lastnostmi, s
tem najde tudi vse take, za katere veljavna mreºa obstaja.
Na²li smo algoritem, ki nam vrne vse krovne grafe z razveji²£i, ki se drºijo pravil
za samosestavo mreº. e mu podamo dovolj omejen nabor verig s pari (C, τ), nam
bo torej vrnil vse grafe, ki jih lahko pokrijemo z verigami.
3.7 Primeri
Za bolj²e razumevanje algoritmov in zastavljenih ciljev si lahko pogledamo nekaj
zgledov naborov verig s pari in njihovih mreº.
3.7.1 Veriga C = abc
Poglejmo si ºe znan primer, ko imamo v naboru C eno verigo C = abc in za preslikavo
parov τ velja
τ(a) = (c, 1), τ(b) = (b,−1) in τ(c) = (a, 1).
Za tak nabor verig s pari (C, τ) so na sliki 32 prikazani predgraf verige C oz. nabora























(c) Vozli²£na gura F[v].
Slika 32: Za£etni rezultati za nabor verig s pari (C, τ)
Eden izmed moºnih grafov, ki se ga pokriti z verigami, je prikazan na sliki 33.
Graf G je krovni graf nad baznim pregrafom BC.
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(a) Graf G, vloºen v torus. (b) Pokrtije H grafa G z verigami. Eden
izmed podgrafov H ∈ H je obarvan £rno.
Slika 33: Mnoºica H je veljavno pokritje z verigami grafa G in tvori veljavno mreºo
M.
Skelet grafa G in skeletni bazni predgraf, nad katerim je krovni graf, je prikazan
na sliki 34.
(a) Skelet S grafa G.
(b) Bazni graf B′, nad katerim je S
krovni graf.
{b−, b+}
{a−, c−} {a+, c+}
(c) Skeletni bazni graf BσC .
Slika 34: Graf S je krovni graf z 8 sloji nad predgrafomB′, ki je izomorfen skeletnemu
predgrafu BτC .
Na sliki 35 je narisan skelet S, ob katerem so priloºene verige, kakor se lepijo,
da ustvarijo povezave. Povezave skeleta so obarvane sivo, povezave verig pa barvno
sovpadajo s £leni na grafu verige. Nekateri loki so nedopolnjeni v povezave  ob njih













Slika 35: Graf G s skeletom in pokritjem.
Na sliki 36 je v enakem slogu prikazan ²e drug krovni graf G6, ki se ga tudi da











Slika 36: Krovni graf G6 nad BC.
V resni£nosti je nemogo£e vedeti, v kako obliko se bodo verige zlepile. e zaradi
poljubnih kotov med £leni se lahko ustvarjena mreºa popa£i. Tako dobljeni gra
predstavljajo idealne, a nemogo£e zanesljivo izvedljive re²itve.
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3.7.2 Verigi C1 = a1b1c1d1, C2 = b2a2d2c2
Poglejmo si primer, ko imamo v naboru C verigi C1 = a1b1c1d1 ter C2 = b2a2d2c2 in
za preslikavo parov τ velja τ(x1) = (x2, 1) za x = a, b, c, d. Na sliki 37 sta narisana


































(b) Predgraf verige C2.
Slika 37: Predgraf nabora C = {C1, C2}.
Ko pora£unamo ekvivalen£ne razrede vozli²£ nabora, dobimo
[v1] = {v1, v3, v5, u2, u4} in [u1] = {u1, u3, u5, v2, v4}.
Na sliki 38 sta prikazani obe vozli²£ni guri, iz katerih se enostavno tudi prebere


























(b) Vozli²£na gura razreda [u1].
Slika 38: Vozli²£ni guri za oba ekvivalen£na razreda vozli²£.
Vidimo, da sta obe vozli²£ni guri poti, kar pomeni, da bodo vse veljavne mreºe
na grah, ki so krovni gra brez razveji²£. Ena takih mreº je prikazana na sliki 39.
Ob skeletu G4 so risane posamezne verige veljavnega pokritja  verige tipa C1 so
risane normalno, verige tipa C2 pa so odebeljne in £rtaste. Za tiste loke, ki niso







Slika 39: Graf G4 je skelet veljavne mreºe za nabor verig s pari (C, τ).
Podvojeni graf G grafa G4 je krovni graf nad baznim predgrafom BC z dvema
slojema.
3.7.3 Verige C1 = a1b1c1d1, C2 = d2b2e2f2, C3 = f3e3c3a3
Poglejmo si primer, ko imamo v naboru C tri verige C1 = a1b1c1d1, C2 = d2b2e2f2
ter C3 = f3e3c3a3 in za preslikavo parov τ velja τ(xi) = (xj, 1) za x = a, b, c, d, f ,
kjer sta indeksa i, j = 1, 2, 3 primerna, ter τ(e2) = (e3,−1). Predgraf tega nabora










































(c) Predgraf verige C3.
Slika 40: Predgra verig iz nabora C.
Ko izra£unamo ekvivalen£ne razrede, se izkaºe, da so ²tirje:
[v1] = {v1, v4, v6, v14}, [v2] = {v2, v5, v7, v15},
[v3] = {v3, v8, v13}, [v9] = {v9, v10, v11, v12}.
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Vozli²£ne gure za te razrede so na sliki 41. Iz njih lahko razberemo tudi bazni
predgraf BC tako, da ne gledamo sivih povezav med loki in re£emo, da vsi loki





























Slika 41: Vozli²£ne gure ekvivalen£nih razredov vozli²£ nabora C.
Ker je vozli²£na gura F[v3] cikel, lahko z verigami iz nabora C pokrijemo grafe,
ki so krovni gra z razveji²£i nad baznim predgrafom BC. Primer enega takega grafa
G, ki je krovni graf z razveji²£i z dvema slojema, je prikazan na sliki 42. Kot v
prej²njih primerih so nekateri loki nesklenjeni v povezave. Ozna£eni so s ²tevilkami,
tako da par lokov pri isti ²tevilki tvori povezavo grafa G.
Belo vozli²£e v je v vlaknu nad razredom [v3]. Ker je vozli²£na gura tega razreda
cikel, je vozli²£e v lahko singularno  v tem primeru je κ(v) = 2.
Ostala vozli²£a so ozna£ena s ²tevilko i = 1, 2, 4 in so nesingularna vozli²£a iz















Slika 42: Graf G se da pokriti z verigami iz nabora verig s pari (C, τ).
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4 Zaklju£ek
Videli smo, da se vpra²anji, v kaj se lahko samosestavi ena veriga in v kaj se lahko
samosestavi ve£ verig, razlikujeta tako v pristopih re²evanja kot v rezultatih.
Samosestavo z eno verigo smo modelirali s krepkimi obhodi grafa. Pokazali smo,
da ima vsak graf vsaj en krepek obhod, kar pomeni, da za vsak graf obstaja vsaj
ena taka polipeptidna veriga, ki se lahko z lepljenjem £lenov sestavi vanj.
Sledi, da lahko z eno verigo sestavimo poljubno telo, ki ga lahko predstavimo z
grafom. Kot zgled smo videli moºne polipeptidne verige za nekaj poliedrov.
Pri samosestavi nanostruktur iz ve£ polipeptidnih verig pride do ve£ omejitev.
Raziskovali smo nanostrukture v obliki mreºe in lastnosti grafov, s katerimi jih
predstavljamo. Izkazalo se je, da so krovni gra z razveji²£i pod nekaterimi pogoji
dober model za ustrezne grafe. Karakterizacijo za primere, ki se s pogoji ne skladajo,
torej ko so verige sklenjene ali imajo paralelno homodimerne £lene, je potrebno ²e
najti.
Algoritmi, ki smo jih predstavili, niso optimizirani in bi se jih dalo izbolj²ati.
Njihova glavna teºava je £asovna zahtevnost, saj delajo z veliko koli£ino podatkov.
e ºelimo poiskati vse re²itve, bo ta teºava ostala, saj £e je re²itev veliko, bodo tudi
algoritmi morali opraviti veliko dela.
Algoritmi za samosestavo poliedrov iz ene verige so uporabljeni v praksi na Ke-
mijskem in²titutu, saj je to podro£je bolj raziskano. Algoritmi za samosestavo mreº
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