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Abstract: In this study, a novel application of differential evolution (DE) based computatio na l 
heuristics is proposed for identification of Hammerstein structures representing the electrica lly 
stimulated muscle (ESM) models as a part of rehabilitation interventions for the stock patient to 
prevent the post spinal cord injury atrophy. The strength of approximation theory is incorporated 
for defining the fitness function for ESM system based on mean square deviation between actual 
and estimated responses. DE, genetic algorithms (GAs), particle swarm optimization (PSO), 
pattern search (PS) and simulated annealing (SA) are used as optimization mechanisms to identify 
the ESM models with input nonlinearities of sigmoidal, polynomial and spline kernels for noiseless 
and noisy environments. Comparative studies based on detailed statistics establish the worth of 
DE based heuristics over its counterparts GAs, PSO, PS and SA in terms of accuracy, convergence, 
robustness and efficiency for identification of ESM models arising in rehabilitation of the stock 
patients. 
Keywords: Parameter Estimation; Electrically Stimulated Muscle Models; Differential Evolut ion; 
Genetic Algorithms; Nonlinear Hammerstein Systems; Evolutionary Computing.  
1. Introduction 
The spinal cord injury (SCI) has significant impact on volitional activities of muscle and may 
effect in reducing the cross-sectional area of the muscle nearly by 45% during the first few weeks 
of SCI [1]. The individuals suffering from SCI are more at the risk of lifetime than non-SCI patients 
[2]. Rehabilitation interventions are essential for prevention of post SCI atrophy in order to 
enhance the effectiveness of muscle strength. Electrical muscle stimulation is a viable post SCI 
strategy with objective to trigger muscle hypertrophy for enhancing density of muscle with respect 
to its healthy level and accordingly improves torque output and combats fatigue [3-4]. Electrica l 
muscle stimulation is also helpful in restoration of routine functions such as stretching, bending 
and reaching [5]. 
Design of controllers is required to facilitate the application of electrical stimulation for 
rehabilitation of stroke patients with accurate modeling of electrically stimulated muscle (ESM). 
Modeling of ESM has been a challenging task and research community has paid special attention 
to model muscle dynamics, considering both isometric and non-isometric conditions. These 
models are categorized into Hill-type [6], mathematical [7-8], and block oriented Hammerste in-
Wiener structures [9-10]. After detailed experimentations carried out at the rehabilitation center, 
Southampton University, it was determined that nonlinear Hammerstein system best describes the 
muscle activation system having a well-defined structure and different estimation techniques for 
each block [11]. Hammerstein structure comprises of two blocks; first part represents nonlinear 
systems while subsequent block for linear characteristics [12-13]. In relation to the ESM model, 
static nonlinearity characterizes the isometric recruitment curve which is a gain relation between 
the activation levels of the stimulus and output torque, assuming the fixed length of the muscle 
[12]. While the linear block represents ESM contraction dynamics that combines with isometric 
recruitment curve to produce average torque [12]. After accurate modeling, the next phase is the 
parameter estimation of Hammerstein system representing the ESM model. 
Researchers have great contributions to develop reliable mechanisms for identification of 
Hammerstein models [14-16] including, modified gradient descent and recursive least squares 
strategies incorporating hierarchical approach [17-18]. Furthermore, multi innovation method [19-
20], auxiliary mechanism [21] and parameter separation theory [22] have also been proposed. In 
the recent years, fractional order gradient schemes were effectively employed for parameter 
identification of nonlinear Hammerstein models [23-28]. These all are deterministic procedures 
with their own advantages, applications, and limitations while the stochastic techniques [29-34] 
are not extensively exploited for the parameter estimation of input nonlinear Hammerstein systems 
as yet. Few potential applications of these methodologies based on exploration and exploitation of 
artificial neural networks (ANNs), differential evolution (DE) and genetic algorithms (GAs) 
include fractional order systems [35-36], nonlinear singularly perturb systems [37], nonlinear 
pantograph systems [38], nonlinear prey–predator models [39], nonlinear chaotic systems [40-41], 
models of nonlinear optics [42], random matrix theory based application [43], thin film flow 
systems [44], thermal analysis of porous fin model [45], input nonlinear control autoregressive 
systems [46-47], active noise control systems [48-49] and control autoregressive moving average 
systems [50]. Beside these recently stochastic solvers are used to address viably the optimiza t ion 
problems arising in various domains such as astrophysics [51-52], atomic physics [53-54], plasma 
physics [55-56], thermodynamics [57], mechanics [58-59], nanotechnology [60-61], electric 
circuits [62-63], energy [64-65], power [66-67], finance [68-69], economics [70-71] and 
bioinformatics [72-73]. These are the motivational aspects for authors to investigate in the domain 
of parameter estimation of input nonlinear Hammerstein system representing the electrica lly 
stimulated muscle model scenarios through DE, GAs and particle swarm optimization (PSO) as 
global search mechanisms, as well as pattern search (PS) and simulated annealing (SA).  
The salient features of the research study are briefly presented as follows:  
• Novel exploitation of computational heuristics through differential evolution in the field of 
biomedical signal processing to estimate the parameters of electrically stimulated muscle 
model for rehabilitation of stroke patients. 
• Hammerstein structure based ESM model with cubic-spline, sigmoid, and polynomia l 
nonlinearities in the dynamics are effectively identified with respect to true parameters of 
the system. 
• The performance of DE based scheme in terms of accuracy, stability and robustness is 
invariably better from GAs, PSO, PS and SA for noiseless as well as low and high noisy 
scenarios of all examples of ESM models.  
• The consistency of the worthy identification of differential evolution is indorsed through 
statistical observations on multiple trails by means of precision and complexity indices. 
Organization of paper is as follows: the designed methodology in the form of mathematica l 
formulation for the ESM model and its optimization methodology based on DE and GAs is 
presented in Section II, in Section III performance indices are narrated in details, in Section IV 
statistical analyses on large dataset is presented, while in the last Section a brief list of conclusions 
is provided. 
2. Design methodology 
The design procedure is presented here that consist of two phases; in the first phase, an overview 
of electrically stimulated muscle (ESM) models along with formulation of objective function is 
given, while in the second phase, a brief overview of the optimization solver based on DE and 
GAs is provided for parameter identification problem of ESM. The schematic of workflow 
proposed in the present study is illustrated in Fig. 1. 
2.1 Electrically stimulated muscle modelling 
The modeling of ESM dynamics is carried out through a nonlinear Hammerstein structure in 
discrete-time is shown in Fig. 2, and is mathematically written as [11-13]. 
 ( ) ( )( ) ( )( ) ( ) ( )
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P z
x t g u t n t
Q z Q z
= +  (1) 
Here, ( )u t  represents stimulation input, ( )x t  denotes system output and ( )n t  stands for disturbance 
noise. ( )P z  is the polynomial defining poles, while ( )Q z  is the polynomials representing zeros: 
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n
nP z p z p z p z
−− −= + + +  (2) 
 ( ) 1 21 21 .qq
n
nQ z q z q z q z
−− −= + + + +  (3) 
Activation function representing nonlinear system input of muscle dynamics is ( )g u . ( )g u for 
polynomial nature of input is expressed as: 
 ( ) 2 31 2 3 .mmg u u u u uγ γ γ γ= + + + +  (4) 
Here, 1 2 3, , , , mγ γ γ γ  are coefficients of polynomial and m is the degree of the polynomial. 
In higher order derivative system might be at risk of oscillations. Another option is spline function 
but their derivatives are not continuous at their break points or knots. So, cubic spline is used to 
model the nonlinear block. Additionally, sigmoid functions are good alternatives. Here, ( )f u for 
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Taking one knot at 150 in the cubic-spline activation function, equation (6) takes the form: 
 ( ) 3 2 31 2 3 4 5150g u u u u uγ γ γ γ γ= − + + + + , (7) 
In order to define the cost function, let define the true parameter vector of ESM model is  
 [ ], ,l n=ϑ ϑ ϑ  (8) 
here lϑ  represents parameter for linear and nϑ  for nonlinear blocks of ESM model, respectively. 
lϑ  is described as: 
 1 2 1 2, ,..., , , ,...,q pl n nq q q p p p =  ϑ , (9) 
The parameters related to nonlinear block are denoted by nϑ and by assuming polynomial (4), 
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The output of ESM models of cubic-spline, polynomial, and sigmoid functions are expressed, as: 
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for ( )k kx x t=  , ( )k ku u t= , ( )k kn n t=  in case of k = 1, 2, …, K, where K is total number of 
instances. 
Now task is to obtain the cost functions of ESM models by utilizing the formulation of mean square 
errors, ε  as: 
 1 2ε ε ε= + , (17) 
here, error function 1ε  is variation between the estimated 1 2[ , ,..., ]Kx x x=x  and the desired 
response 1 2ˆ ˆ ˆ ˆ[ , ,..., ]Kx x x=x , while and 2ε  is the mean square difference between estimated ϑ̂  and 
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Here, the kth output of ESM model is kx as in (14-16), while the ˆkx is the kth output of estimated 
output response in terms of ϑ̂  with polynomial ( )g u : 
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Accordingly, the estimated response x̂  with approximate parameter vector ϑ̂  by taking sigmo id 
as basis function is written as: 
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Similarly, the estimated response x̂  withϑ̂  for cubic-spline ( )g u  is described as: 
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The error function 2ε  is mathematically described as a mean squared error between the estimated 









= −∑  (25) 
Here, N represents the total number of elements in the parameter vector, kϑ  and k̂ϑ  denotes the 
kth entity of desired and estimated weight vector, respectively. For input nonlinear functions ( )g u
, the parameter N is nq + np + m for polynomial, nq + np + 3 for sigmoid, and nq + np + m for cubic-
spline. So the objective function (17) using (18) and (25) is written as: 
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Next step is to utilize the heuristic schemes to obtain the solution of the ESM models (26) by 
finding the optimal parameters of ϑ̂  so that 0ε → , as error approaches zero, estimated solution 
approaches the desired solution, i.e., ˆ →x x , therefore consequently, the estimated parameter 
vector approaches its optimal, i.e., ˆ →ϑ ϑ . 
2.2 Optimization Mechanism for ESMs 
A brief introduction of evolutionary computing optimization algorithms based on DE and GAs is 
presented here. These optimization solvers are exploited to obtain actual parameters by optimizing 
ESM model merit function (14). These algorithms may be exploited as a part of iterative learning 
control based hardware, if optimization of the decision variable is efficient and accurate then 
relatively lesser processing power as well as storage capacity is required that definitely assist to 
reduce the cost of the equipment’s. 
DE is the member of evolutionary search strategies developed by Storn and Price for continuous 
domains optimization problems [74-75]. DE is one of best population based technique having 
benefits of simplicity, effortless implementation; speedy convergence and robustness for finding 
solution of real valued parameters. DE employs mutation as a search technique and selection is 
used to direct the prospective search toward the feasible region. DE has been broadly utilized to 
solve real world problems in engineering domain such as simultaneous transit network design [76], 
facial expression recognition systems [77], self-paced stacked denoising autoencoders [78], 
optimal reactive power dispatch systems [79], optimized watermarking [80] and image processing 
[81]. 
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Fig. 1: Schematic diagram of proposed methodologies 
Genetic algorithms is one of the best global search procedure belonging to the class of evolutio nary 
computing heuristics. GAs are introduced by Holland [82-83], on the basis of simple mathematica l 
modeling of genetics. Normally, GAs operate with three fundamental operators used in 
reproduction of the population at each generation based on selection, mutation and crossover. GAs 
is widely employed for different optimization problems of engineering and applied sciences 
including sentiment analysis of microblogs [84], viable intrusion detection system design [85], 
disassembly sequence planning problems [86], transit network design problems [87], feature 
selection for credit rating problems [88] and optimization of Sisko fluid flow based heat transfer 
models [89]. 
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Fig. 2. The Hammerstein control autoregressive block structure 
Effectiveness of these meta-heuristic algorithms based on DE and GAs motivates authors to exploit 
the strength of evolutionary optimization procedures in obtaining the optimization variables of 
ESM models. Besides that, the procedure of PSO, PS and SA with settings of the parameter as 
given in the references [90-92] are also implemented for finding the decision variables of ESM 
model. Generic flow diagram of DE is illustrated in Fig. 3 while stepwise procedure is described 
in Table. 1 
Table 1: Pseudocode for DE algorithm for identification problem of ESM models 
Part 1: DE 
 Input: 
  A chromosome or individual C by means of optimization variable 
is   defined as: 
   1 2[ ] [ , ,..., ]n= =C ϑ ϑ ϑ ϑ  
  Population of Chromosomes C is given as: 
   
1,1 1,2 1,n1 1
2,1 2,2 2,n2 2
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    
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    
    
     














 Returned the optimization variables of ESM with DE, CDE, 
 [ ]DE best=C ϑ  with minε  as in equation(26). 
 Begin DE 
 //Initialization of parameters 
 crossover probability (CR)= 0.9, 
 scaling factor (F)= 0.5, 
 population size (P)= 60, i.e., d in C 
 dimensionality (D), i.e., n in C 
 //Randomly generate G 
 for k= 1 to P do 
  For j= 1 to D do 
   ( 0), [0,1].( )
G min max min
j k j j j jrand
= = + −ϑ ϑ ϑ ϑ  
  end for 
 end for 
 //calculate ε  
 //For each C calculate ε as as defined for ESM model 




ε +ϑ  
 end for 
 // Generate Test vectors using recombination operators 
 for k= 1 to Genmax do 
  //Select three random vectors 
  for l= 1 to P do 
   select randomly [ ]1 2 3 1 2 3, , 1, ,r r r P r r r k∈ ≠ ≠ ≠  
   //N each ϑ  undergoes mutation, crossover operation 
   //Generate random integer [ ]1,jrand P∈  
   for j = 1 to D do 
    if(rand[0,1]<CR or j==jrand) then 
     
( ) ( ) ( ) ( )
, , 1 , 2 , 3( )
G+1 G G G
j k k r k r k rF= + ∗ −ν ϑ ϑ ϑ  
    Else 
     
( ) ( )
, , j
G+1 G
j k k=ν ϑ  
    end if 
   end for 
  end for 
  //Selection Step 
  if ( )1 1G Gk kε ε+ +≤ν ϑ then 
   




+ =ϑ ν  
  Else 
   ( 1) ( )G Gk k
+ =ϑ ϑ  
  endif 
 end for 
End DE 
 //Accumulation step  
 Store Cbest with its ε , elapsed time, generation consumed for the 
 current run of the DE. 
End Part 1 
Part 2: Statistics 
 In order to get appropriate parameter of ESM model repeat the 
 procedure for several independent runs to generate a dataset for 
 effective performance analysis of proposed scheme. 
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Fig. 3: Workflow diagram of DE for ESM model estimation of parameters 
3 Performance Operators 
The performance indices for ϑ  in terms of mean absolute error ( MAEϑ ), normalizing error 
function, ϑδ , Thiel’s inequality coefficient, (TICϑ ) and Nash Sutcliffe efficiency ( NSEϑ ) are 
utilized to access the designed schemes for parameter estimation of ESM models. The 
mathematical relations of all these operators are written as follows. 











= −∑ , (27) 
here iϑ is the ith element of actual parameter vector iϑ . 







































where  is the standard L2 norm.  


























and its related error term ENSEϑ is 1 NSEϑ− . 
Similarly, the global version of MAEϑ  ( GMAEϑ ) is formalized as: 
 ( )
1 1 1
1 1 1 ˆ ,
E EI I n
i ie
e e iE E e
GMAE MAE




= = − 
 
∑ ∑ ∑  (31) 
here, symbol EI  denotes the total number of independent executions.  




































































Additionally, mean fitness ϑε  in terms of total number of executions EI  is formulated as: 
 ( ) ( ) ( )22
1 1 1 1
1 1 1 1 ˆˆ
E EI I K N
k k k ke
e e k kE E e
x x
I I K Nϑ ϑ
ε ε ϑ ϑ
= = = =
 
= = − + − 
 
∑ ∑ ∑ ∑  (34) 
In the ideal case, values of the performance indices must be zero. 
4. Experimentation and Results 
Results for parameter estimation for three ESM models are presented through DE and GAs based 
evolutionary computational heuristics. In all three ESM systems, the performance of both 
optimization solvers is evaluated and presented here for a noiseless scenario as well as three noisy 
cases with different variances, i.e., 2σ  = 0.0012, 0.012, and 0.12.  
ESM-I: ESM model with sigmoid Kernel based input nonlinearity: The parameters estimation of 
ESM-1 based on available dataset reported in [11] as followings: 
 ( ) ( )( ) ( )( ) ( ) ( )
1 ,
P z
x t g u t n t
Q z Q z
= +  
(35) 
 ( ) 1 2 1 21 21 1 1.9985 0.9985 ,Q z q z q z z z− − − −= + + = − +  
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The fitness evaluation function for ESM-I is constructed accordingly to equation (26) by taking K 
= 20 and N = 6 as: 




20 6k k k kk k
x xε ϑ ϑ
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ESM-II: ESM model with polynomial ( )( )g u t : The parameters estimation of ESM-II system with 
polynomial kernel ( )( )g u t  based on available dataset reported in [11] as followings: 
 ( ) ( )( ) ( )( ) ( ) ( )
1 ,
P z
x t g u t n t
Q z Q z
= +  
(37) 
 ( ) 1 2 1 21 21 1 0.8 ,Q z q z q z z z− − − −= + + = − +  
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The fitness function constructed on similar pattern used for ESM-I and given for the said case as:  
 ( ) ( )( ) ( )
20 7 22
1 1
1 1 ˆˆ .
20 7k k k kk k
x t x tε ϑ ϑ
= =
= − + −∑ ∑  (38) 
ESM-III: ESM model with cubic-spline ( )( )g u t : The parameters estimation of EMS-II model 
with cubic-spline kernel ( )( )g u t  have one know at 150 based on available dataset reported in [11] 
as followings: 
 ( ) ( )( ) ( )( ) ( ) ( )
1 ,
P z
x t g u t n t
Q z Q z
= +  
(39) 
 ( ) 1 2 1 21 21 1 1.094 0.109 ,Q z q z q z z z− − − −= + + = − +  
 ( ) 1 2 1 21 2 0.249 ,P z p z p z z z− − − −= + = +  
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The fitness function for ESM-III is formulated for K = 20 and N = 9 as:  
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x t x tε ϑ ϑ
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The designed heuristic techniques based on DE and GAs have been performed for 100 independent 
trails to optimize the fitness functions for all three ESM models in case of noiseless and noisy 
scenarios. The results of DE and GAs on the basis of learning curves, i.e., iterative convergence 
plots, are presented in the graphical form in Fig. 4, for both ESM-I and ESM-II, in case of four 
noise variances 2σ  = 2 2 20.001 , 0.01 , 0.1 and 0. In all these plots, it is observed that for each noise 
scenario both DE and GAs are convergent, but DE attains better fitness. 
To access the level of the accuracy attained by the algorithms, magnitudes of absolute error (AE) 
are computed for each case of all three ESM models for noise levels 2σ  = 2 2 20.001 , 0.01 , 0.1 and 0. 
The results are presented in Figs. 5-6 for the best trials of DE and GAs based on minimum fitness, 
respectively. The magnitudes of AE are found close to 10-09 to 10-12, 10-09 to 10-12, 10-09 to 10-11 
and 10-04 to 10-11 for noise variances 2σ  = 2 2 20.001 , 0.01 , 0.1 and 0, respectively, for DE, while for 
GAs respective AE are found close to 10-08 to 10-09, 10-04 to 10-08, 10-05 to 10-11 and 10-04 to 10-7. 
It is also noticed that the designed scheme is convergent for all three ESM systems, but a small 
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Fig. 6. Comparison on AE for ESM-II and III systems with different noise levels 
 
The evaluation of for both DE and GAs is performed through performance indices based on 
accuracy criterion of fitness ε , normalized error function 
ϑδ , MAEϑ , NSEϑ , and TICϑ , as 
described mathematically in the last section. Results on the basis of best fitness are presented in 
Table 2 along with the complexity operators in terms of time, cycles and function counts. It can be 
seen that the MWD,δ  lie around 10-03 to 10-08, 10-03 to 10-08 in case of ESM-I for both DE and 
GAs, respectively, while for ESM-II values are found close to 10-03, whereas in case of ESM-III 
respective values of DE and GAs ranges between 10-03 to 10-05, and 10-03 to 10-09. In general, the 
significantly near-optimal gauges of these performance operators are obtained which ascertains 
the consistent accuracy of the proposed schemes, however DE is placed at the higher ranks by 
achieving relatively lower values of the indices than that of GAs. 
Table 2: Comparison of the performance on basis of best runs of both algorithms for each 
variant of ESM models 
Solver ESM σ2 
Accuracy  Complexity  
ε δ MAE NSE TIC Time Gens FC 
DE 
I 
0 8.86E-20 3.05E-13 2.43E-10 0.00E+00 4.92E-13 7.81 192 34751 
10-3 3.34E-12 6.83E-13 1.16E-09 0.00E+00 1.72E-12 7.64 217 39276 
10-2 3.34E-08 5.67E-13 2.40E-06 0.00E+00 2.05E-09 7.47 208 37647 
10-1 1.83E-04 1.66E-12 1.87E-03 7.33E-11 1.75E-06 7.79 215 38914 
II 
0 4.56E-18 1.64E-12 1.20E-10 0.00E+00 2.05E-10 10.69 191 40300 
10-3 9.61E-14 7.19E-13 4.63E-08 3.79E-14 1.41E-08 9.69 176 37135 
10-2 9.60E-10 1.79E-12 4.83E-06 4.15E-10 1.47E-06 9.77 181 38190 
10-1 9.60E-06 2.01E-12 1.87E-03 4.15E-06 1.47E-04 9.64 179 37768 
III 
0 1.26E-16 6.23E-13 2.14E-09 2.22E-16 2.93E-09 19.12 236 63955 
10-3 3.14E-14 7.97E-13 1.94E-08 2.69E-14 2.82E-08 17.00 220 59619 
10-2 3.12E-10 1.15E-12 2.12E-06 3.73E-10 3.32E-06 16.78 220 59619 
10-1 3.12E-06 3.59E-13 1.87E-03 3.69E-06 3.29E-04 24.96 230 62329 
GAs 
I 
0 9.87E-16 3.22E-11 2.36E-08 0.00E+00 1.48E-11 10.37 300 60200 
10-3 7.57E-12 3.21E-11 4.48E-09 0.00E+00 4.48E-12 11.16 300 60200 
10-2 7.56E-08 3.04E-11 4.19E-06 2.22E-16 3.42E-09 9.72 300 60200 
10-1 4.01E-04 2.66E-11 3.04E-03 2.87E-10 3.46E-06 10.64 300 60200 
II 
0 8.90E-07 2.92E-11 1.18E-04 1.42E-07 2.00E-05 24.68 700 140200 
10-4 1.24E-05 3.19E-11 2.41E-03 6.09E-05 5.63E-04 25.24 700 140200 
10-2 1.90E-06 2.77E-11 1.90E-04 8.03E-08 2.05E-05 24.88 700 140200 
10-1 1.30E-05 2.88E-11 3.04E-03 9.75E-07 7.13E-05 23.96 700 140200 
III 
0 1.18E-09 3.13E-11 2.05E-05 2.13E-08 2.50E-05 20.64 500 100200 
10-4 1.22E-09 2.61E-11 1.67E-05 2.82E-09 9.11E-06 21.33 500 100200 
10-2 1.74E-08 3.21E-11 8.02E-05 2.13E-09 7.92E-06 19.99 500 100200 
10-1 2.47E-06 3.23E-11 3.04E-03 1.36E-06 2.00E-04 21.01 500 100200 
The reliability of the proposed scheme is examined through 100 independent runs in each noise 
scenario for all three examples of ESM models. The results in term fitness are presented in Fig. 7, 
while comparative analysis on the basis of performance indicators, i.e., MAEϑ , NSEϑ  and TICϑ , are 
shown graphically in Figs. 8-9 for ESM-I, II and III, respectively. The TICϑ  graphs for ESM-I for 
noise scenario 2σ  = 0.0012 and 2σ = 0.012 are illustrated graphically in Fig. 10, in the form of 
empirical cumulative distribution function plots for both DE and GAs. Additionally, the MAE for 
ESM-I and II are presented using semi-logarithmic scale in order to interpret small variation and 
are given in subfigures 11 (a-b) for DE and subfigures 11 (c-d) for GAs. These results show that 
the magnitudes of MAE for ESM-I are in the range of 10-04 to 10-20, and 10-04 to 10-16 in case of 
DE and GAs, respectively. While for ESM-II values lie are in the range of 10-06 to 10-18, and 10-05 
to 10-07 for DE and GAs, respectively. Further accuracy evaluation of the proposed strategies is 
conducted through the plots of histogram and results on the basis of NSEs for ESM-I and II are 
presented in subfigures 11 (e-h) and subfigures. 11 (i-l) respectively. Furthermore, analysis on the 
basis of TIC for the two problems are presnted as stack bar plots in subfigures 11 (m-n) for DE 
and GAs, respectively. Moreover, ESM-III illustrations are provided in Fig. 12. All these graphs 
validate the consistency of both the schemes designed for the parameter estimation problem of 
ESM systems for all four noise scenarios; Additional graph of comparison of both the studies is 
also provided in the form of bar plots and results are provided in Fig. 12 these results verify that 
DE outperforms GAs. 
The detailed evaluation of the accuracy of the algorithm is carried out by statistical performance 
measures of mean, best, and worst magnitudes of fitness for 2σ  = 0.0012, 0.012, and 0.12 as given 
in Table 3 for ESM-I along with the desired parameters. Similarly, the results for ESM-II and 
ESM-III are provided in Tables 4 and 5, respectively. It is observed that with the increase in noise 
level 2σ  = 0.0012 to 0.12 degradation in the performance is noticed in case of both DE and GAs, 
however, both the algorithms are significantly applicable for finding the optimal ESM parameters 
with reasonable accuracy. 
 
Table 3: Results of statistical operators for variants of ESM-I system 
Solver σ2 Model 
Approximate Parameter Vector 
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 
DE 
02 
Best -1.998 0.998 0.002 6.899 0.041 2389.700 
Mean -1.998 0.998 0.002 6.899 0.041 2389.700 
Worst -1.998 0.999 0.002 6.899 0.041 2389.700 
10-4 
Best -1.998 0.998 0.002 6.899 0.041 2389.700 
Mean -1.999 0.998 0.002 6.899 0.041 2389.700 
Worst -1.998 0.999 0.002 6.899 0.041 2389.700 
10-2 
Best -1.999 0.998 0.002 6.899 0.041 2389.700 
Mean -1.999 0.998 0.002 6.899 0.041 2389.700 
Worst -1.999 0.998 0.002 6.899 0.041 2389.700 
10-1 
Best -2.006 0.995 0.002 6.899 0.041 2389.700 
Mean -2.006 0.995 0.002 6.899 0.041 2389.700 
Worst -2.006 0.995 0.002 6.899 0.041 2389.700 
GAs 
 02 
Best -1.998 0.999 0.002 6.899 0.041 2389.700 
Mean -1.998 0.999 0.002 6.899 0.041 2389.700 
Worst -1.998 0.998 0.002 6.899 0.041 2389.700 
10-4 
Best -1.998 0.999 0.002 6.899 0.041 2389.700 
Mean -1.998 0.999 0.002 6.899 0.041 2389.700 
Worst -1.998 0.998 0.002 6.899 0.041 2389.700 
10-2 
Best -1.999 0.998 0.002 6.899 0.041 2389.700 
Mean -1.999 0.998 0.002 6.899 0.041 2389.700 
Worst -1.999 0.998 0.002 6.899 0.041 2389.700 
10-1 
Best -2.000 0.982 0.002 6.899 0.041 2389.700 
Mean -2.000 0.982 0.002 6.899 0.041 2389.700 
Worst -2.000 0.982 0.002 6.899 0.041 2389.700 
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Fig. 7 Fitness plots for ESM-1 system with different noise levels using DE 
Table 4: Results of statistical operators for variants of ESM-II system 
Solver Noise Model Approximate Parameter Vector 
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 
DE 
 0.0002 Best -1.000 0.800 1.000 2.800 -4.800 5.700 0.600 
 Mean -1.001 0.847 1.007 2.529 -4.434 5.364 0.432 
 Worst -1.016 1.511 2.276 -2.633 1.745 2.101 -3.618 
 0.0012 Best -1.000 0.800 1.000 2.800 -4.800 5.700 0.600 
 Mean -0.996 0.858 0.857 2.561 -4.422 5.176 0.518 
 Worst -0.994 0.802 -3.561 -0.824 1.318 -1.543 -2.164 
 0.0102 Best -1.000 0.800 1.000 2.800 -4.800 5.700 0.600 
 Mean -1.001 0.855 0.883 2.366 -4.185 5.110 0.307 
 Worst -0.994 0.802 -3.561 -0.824 1.318 -1.543 -2.164 
 0.1002 Best -1.000 0.800 1.000 2.802 -4.800 5.699 0.600 
 Mean -1.000 0.819 0.956 2.749 -4.695 5.507 0.601 
 Worst -1.000 0.800 1.000 2.802 -4.800 5.699 0.00 
GAs 
 0.0002 Best -1.000 0.800 1.000 2.800 -4.800 5.700 0.600 
 Mean -1.000 0.800 0.999 2.802 -4.803 5.703 0.600 
 Worst -1.000 0.800 1.000 2.800 -4.800 5.700 0.600 
  0.0012 Best -1.000 0.800 0.999 2.803 -4.805 5.707 0.599 
 Mean -1.000 0.800 0.999 2.802 -4.803 5.703 0.600 
 Worst -1.000 0.800 1.000 2.800 -4.800 5.700 0.600 
0.0102 Best -1.000 0.800 1.000 2.800 -4.799 5.700 0.600 
 Mean -1.000 0.800 0.999 2.802 -4.804 5.705 0.600 
 Worst -1.000 0.800 1.000 2.800 -4.800 5.700 0.600 
 0.1002 Best -1.000 0.800 1.000 2.799 -4.799 5.700 0.600 
 Mean -1.000 0.800 0.999 2.802 -4.803 5.705 0.600 
 Worst -1.000 0.800 1.000 2.799 -4.799 5.700 0.600 
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(j) ESM-III 2 20.1σ =  
Fig. 8 Fitness plots for variants of ESM systems using GAs 
 
Accuracy and convergence of both DE and GAs are analyzed through global evaluation metrics 
given in equations (30) - (33), with eI = 100 and results are presented in Table 6 for all three ESM 
systems for all four noise variances. Generally, the magnitude of accuracy for global metrics based 
on mean fitness lie close to 10-04 to 10-18 in case of ESM-I, 10-05 to 10-17 for ESM-II, and 10-06 to 
10-16 in case of ESM-III, for both DE and GAs, while similar trends for performance indices based 
on GMAEϑ , GNSEϑ , and GTICϑ  is observed for all the designed schemes. Very small magnitudes 
of the global operators are generally acquired for all variants which verify the worth of the designed 
schemes for providing accurate, consistent, and convergent solutions for parameter estimation 
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(j) ESM-III with 2 20.1σ =  








 (a) Results of DE for ESM-I 
with 2 20.00σ =  
 (b) Results of DE for ESM-I 
with  2 20.001σ =    
 (c) Results of GAs for ESM-I 
with, 2 20.01σ =  
 (d) Results of GAs for ESM-I 
with, 2 20.1σ =  
Fig. 10 Plots of TIC indices for variants of ESM-1 system 
Table 5: Results of statistical operators for variants of ESM-III system 
Solver Noise Model Approximate Parameter Vector 
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8 i = 9 
DE 
0.0002 Best -1.094 0.109 1.000 -0.249 -2.78E-02 1.90E-03 -7.83E-06 1.95E-08 2.36E-08 
 Mean -1.094 0.109 1.000 -0.249 -2.78E-02 1.90E-03 -7.83E-06 1.81E-08 2.36E-08 
 Worst -1.094 0.109 1.000 -0.249 -2.78E-02 1.90E-03 -7.83E-06 2.83E-08 2.36E-08 
0.0012 Best -1.094 0.109 1.000 -0.249 -2.78E-02 1.90E-03 -7.77E-06 2.29E-08 2.36E-08 
 Mean -1.094 0.109 1.000 -0.249 -2.78E-02 1.90E-03 -7.76E-06 2.91E-08 2.36E-08 
 Worst -1.094 0.109 1.000 -0.249 -2.78E-02 1.90E-03 -7.76E-06 3.49E-08 2.36E-08 
0.0102 Best -1.094 0.109 1.000 -0.249 -2.78E-02 1.90E-03 -1.24E-06 1.18E-06 2.36E-08 
 Mean -1.094 0.109 1.000 -0.249 -2.78E-02 1.90E-03 -1.24E-06 1.19E-06 2.36E-08 
 Worst -1.094 0.109 1.000 -0.249 -2.78E-02 1.90E-03 -1.25E-06 1.19E-06 2.36E-08 
0.1002 Best -1.095 0.109 1.000 -0.249 -2.78E-02 1.81E-03 6.51E-04 1.19E-04 2.33E-08 
 Mean -1.095 0.109 1.000 -0.249 -2.78E-02 1.81E-03 6.51E-04 1.19E-04 2.33E-08 
 Worst -1.095 0.109 1.000 -0.249 -2.78E-02 1.81E-03 6.51E-04 1.19E-04 2.33E-08 
GAs 
0.0002 Best -1.094 0.109 1.000 -0.249 -2.79E-02 1.93E-03 -1.29E-05 -1.22E-05 2.36E-08 
 Mean -1.094 0.109 1.000 -0.249 -2.78E-02 1.89E-03 -3.43E-06 4.60E-06 2.36E-08 
 Worst -1.094 0.109 1.000 -0.249 -2.73E-02 1.88E-03 2.43E-05 7.49E-06 2.34E-08 
0.0012 Best -1.094 0.109 1.000 -0.249 -2.77E-02 1.90E-03 -6.73E-07 1.19E-06 2.36E-08 
 Mean -1.094 0.109 0.990 -0.247 -2.78E-02 1.89E-03 -6.48E-06 1.86E-06 2.97E-05 
 Worst -1.094 0.109 1.000 -0.249 -2.78E-02 1.90E-03 1.03E-06 2.70E-06 2.36E-08 
0.0102 Best -1.094 0.109 1.000 -0.249 -2.76E-02 2.00E-03 2.52E-06 -2.85E-05 2.35E-08 
 Mean -1.094 0.109 1.000 -0.249 -2.79E-02 1.90E-03 -8.70E-06 1.64E-06 2.36E-08 
 Worst -1.094 0.109 1.000 -0.249 -2.78E-02 1.93E-03 -7.98E-06 -1.06E-05 2.36E-08 
0.1002 Best -1.094 0.109 1.000 -0.249 -2.78E-02 2.05E-03 1.90E-04 2.71E-05 2.33E-08 
 Mean -1.094 0.109 1.000 -0.249 -2.78E-02 2.04E-03 1.89E-04 3.21E-05 2.33E-08 
 Worst -1.000 0.800 1.000 2.799 -4.799 5.700 0.600 2.11E-05 2.78E-08 
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 (m). Results for DE for EMS-I  (n). Results for GAs for EMS-I 
 
 
Fig. 11. Results based on MAE, NSE and TIC indices through bar, histogram and stack-bar 
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 (n). Results of DE for ESM-III  (i). Results of GAs for ESM-III 
 
 
Fig. 12 Results based on MAE, NSE and TIC indices through bar, histogram, and stack-bar 
graphics for ESM-III. 
 
 
Table 6: Statistical analysis on global operators for each case of all ESM models  
Solver ESM Noise  
σ2 
Global Operators 
Fitness ε MWD δ NSE TIC 
Mean STD Mean STD Mean STD Mean STD 
DE 
I 
02 1.13E-18 1.14E-18 8.19E-10 3.50E-10 0.00E+00 0.00E+00 4.99E-13 2.17E-13 
10-4 3.34E-12 8.64E-19 1.81E-09 3.28E-10 0.00E+00 0.00E+00 1.47E-12 2.17E-13 
10-2 3.34E-08 1.39E-18 2.40E-06 4.57E-10 0.00E+00 0.00E+00 2.05E-09 2.51E-13 
10-1 1.83E-04 1.17E-18 1.87E-03 3.52E-10 7.33E-11 9.79E-17 1.75E-06 7.92E-14 
II 
02 5.62E+00 2.06E+01 2.00E-01 7.40E-01 4.93E+00 1.82E+01 4.89E-02 1.79E-01 
10-4 7.22E+00 2.49E+01 2.40E-01 7.82E-01 5.88E+00 1.94E+01 6.18E-02 1.99E-01 
10-2 7.00E+00 2.20E+01 3.35E-01 9.69E-01 8.54E+00 2.48E+01 8.25E-02 2.38E-01 
10-1 2.37E+00 1.36E+01 1.87E-03 3.52E-10 1.89E+00 1.09E+01 2.00E-02 1.14E-01 
III 
02 1.59E-16 1.04E-16 6.68E-09 2.44E-09 3.12E-15 2.52E-15 8.97E-09 3.41E-09 
10-4 3.13E-14 8.34E-17 2.46E-08 2.13E-09 4.07E-14 5.09E-15 3.45E-08 2.18E-09 
10-2 3.12E-10 1.15E-16 2.13E-06 2.76E-09 3.75E-10 5.46E-13 3.32E-06 2.42E-09 
10-1 3.12E-06 1.30E-16 1.87E-03 3.52E-10 3.69E-06 6.44E-11 3.29E-04 2.88E-09 
GAs 
I 
02 8.42E-16 1.72E-16 2.35E-08 3.63E-09 0.00E+00 0.00E+00 1.48E-11 1.78E-12 
10-4 7.57E-12 4.04E-17 6.00E-09 1.97E-09 0.00E+00 0.00E+00 5.02E-12 9.17E-13 
10-2 7.56E-08 2.62E-17 4.19E-06 1.41E-09 2.22E-16 0.00E+00 3.42E-09 6.92E-13 
10-1 4.01E-04 1.56E-10 3.04E-03 3.09E-06 2.87E-10 8.75E-14 3.46E-06 5.28E-10 
II 
02 3.20E-05 9.38E-05 1.38E-03 3.23E-03 1.25E-04 4.26E-04 3.20E-04 7.44E-04 
10-4 4.02E-05 1.47E-04 1.52E-03 3.82E-03 1.71E-04 7.02E-04 3.50E-04 8.78E-04 
10-2 6.02E-05 2.17E-04 2.03E-03 4.76E-03 2.72E-04 9.96E-04 4.68E-04 1.10E-03 
10-1 5.75E-05 1.25E-04 3.04E-03 3.09E-06 2.04E-04 5.96E-04 4.80E-04 9.14E-04 
III 
02 7.68E-09 1.88E-08 3.20E-05 3.23E-05 1.97E-07 5.07E-07 5.24E-05 5.56E-05 
10-4 1.18E-03 1.18E-02 1.42E-03 1.39E-02 3.97E-02 3.97E-01 4.01E-03 3.95E-02 
10-2 1.57E-07 1.48E-06 5.21E-05 1.95E-04 4.38E-06 4.16E-05 8.77E-05 3.50E-04 
10-1 2.49E-06 4.45E-08 3.04E-03 3.09E-06 1.72E-06 1.08E-06 2.20E-04 4.68E-05 
 
Complexity of the designed schemes is determined in terms of time consumed for execution by 
each solver, cycles completed, function evaluated. Results based on these measures are obtained 
for 100 trials of each solver and are provided in Table 7 for mean and standard deviation measures. 
The values of mean execution time, generations and functions evaluations are close to 7.389 ± 
0.45, 207.55 ± 1.45 and 37563.740± 7.45 for ESM-I, 9.839± 0.640, 182.6 ± 11.161 and 38527.6± 
9.8 for ESM-II and 18.50 ± 0.8, 233.750 ± 6.28 and 63345.250 ± 18.438 for ESM-III in case of 
DE while the for GAs the respective magnitudes are around 11.161± 0.57, 300 and 60200 for 
ESM-I, 24.876± 0.3, 700 and 140200 for ESM-II and 21.334± 0.8, 500 and 100200 for ESM-III. 
It is seen that DE outperforms GAs in terms of each complexity operator based on execution time, 
generations consumed and functions evaluated. All numerical experimentations for ESM models 
are conducted on Dell notebook 35212, Intel Core(TM) i3, CPU @ 1.90 GHz processor and 6.00 




Table 7: Results of complexity measures for all three ESM models 
Solver ESM Noise 
σ2 
Complexity Operators 
Time Generations Function Counts 
Mean STD Mean STD Mean STD 
DE 
I 
02 7.362 0.595 208.540 14.082 37744.740 7.362 
10-4 7.389 0.496 207.540 13.693 37563.740 7.389 
10-2 7.524 0.531 209.260 14.385 37875.060 7.524 
10-1 7.489 0.471 211.820 12.481 38338.420 7.489 
II 
02 10.572 0.754 183.040 6.399 38620.440 10.572 
10-4 9.839 0.640 182.600 11.161 38527.600 9.839 
10-2 9.920 0.398 183.710 7.458 38761.810 9.920 
10-1 10.058 0.697 182.170 6.495 38436.870 10.058 
III 
02 21.638 17.654 234.720 6.529 63011.950 21.638 
10-4 18.043 0.514 233.750 6.288 63345.250 18.043 
10-2 17.899 0.762 233.790 5.661 63356.090 17.899 
10-1 20.209 18.238 234.430 6.557 63529.530 20.209 
GAs 
I 
02 10.369 0.000 214.010 26.558 60200.000 10.369 
10-4 11.161 0.599 300.000 0.000 60200.000 11.161 
10-2 9.723 0.282 300.000 0.000 60200.000 9.723 
10-1 10.642 0.556 300.000 0.000 60200.000 10.642 
1I 
02 24.679 0.971 700.000 0.000 140200.000 24.679 
10-4 25.239 0.272 700.000 0.000 140200.000 25.239 
10-2 24.876 0.284 700.000 0.000 140200.000 24.876 
10-1 23.956 0.207 700.000 0.000 140200.000 23.956 
III 
02 20.638 0.269 500.000 0.000 100200.000 20.638 
10-4 21.334 0.134 500.000 0.000 100200.000 21.334 
10-2 19.987 0.154 500.000 0.000 100200.000 19.987 
10-1 21.012 0.184 500.000 0.000 100200.000 21.012 
 
In order to compare the performance of the proposed DE with other state-of-the-art heuristics the 
results of DE are also compared with particle swarm optimization (PSO), simulated annealing (SA) 
and pattern search (PS) techniques. The results of PSO, SA and PS in terms of accuracy and 
complexity measures are listed in Table 8. It can be observed that the fitness values lie in the range 
of 10-04 to 10-10, 10-03 to 10-04, and 10-06 to 10-14 for ESM-I, ESM-II, and ESM-III, respectively, in 
case of PSO, while for PS respective values lie close to 10-04 to 10-9, 10+01 to 10-04, and 10-01 to 10-
08, whereas in case of SA respective magnitudes ranges between 10-01 to 10-02, 10+01 to 10-01, and 
10+03 to 10-01. Generally, good results in terms of accuracy are obtained by PSO while performance 
degraded considerably for PS and SA algorithms. However, PSO consumed more time and 
function counts than other two algorithms, hence PSO is considered more complex. Comparison 
of the results of PSO with DE and GAs, show that PSO achieve the similar accuracy as that of 
GAs but considerably `degraded performance of accuracy than that of DE. Moreover, the 
complexity of DE algorithm for optimization of decision variable is much better than that of GAs 




Table 8: Comparison of the performance on basis of best runs of all three algorithms for each 
variant of ESM models 
Solver ESM σ2 
Accuracy Complexity 
ε δ MAE NSE TIC Time FC 
PSO 
I 
0 4.08E-09 6.55E-08 5.43E-05 2.58E-14 3.27E-08 250.8 1600200 
10-3 6.58E-10 6.55E-08 2.02E-05 4.00E-15 1.29E-08 212.1 1600200 
10-2 2.04E-07 7.87E-08 3.65E-05 1.47E-14 2.48E-08 212.5 1600200 
10-1 8.12E-04 7.87E-08 2.43E-03 1.77E-10 2.72E-06 214.1 1600200 
II 
0 1.73E-04 6.55E-08 8.93E-03 8.59E-04 2.12E-03 571.5 4066493 
10-3 2.45E-04 6.29E-07 1.06E-02 1.21E-03 2.52E-03 631.1 4000040 
10-2 5.76E-04 6.28E-07 8.63E-03 7.96E-04 2.04E-03 639.4 4000040 
10-1 1.30E-03 4.05E-07 2.43E-03 3.45E-04 1.34E-03 630.8 4000040 
III 
0 0.00E+00 6.55E-08 0.00E+00 0.00E+00 0.00E+00 1926.5 10000100 
10-3 1.90E-14 6.28E-07 4.12E-08 1.27E-13 6.12E-08 1885.3 10000100 
10-2 1.90E-10 4.05E-07 4.12E-06 1.27E-09 6.12E-06 1900.9 10000100 
10-1 1.90E-06 6.28E-07 2.43E-03 1.27E-05 6.12E-04 1932.2 10000100 
PS 
I 
0 1.05E-09 3.33E-08 1.34E-05 6.66E-15 1.66E-08 7.20 2444 
10-3 1.36E-11 4.60E-06 1.60E-06 0.00E+00 1.30E-09 8.19 2396 
10-2 7.31E-08 1.39E-04 6.78E-06 4.44E-16 4.78E-09 8.19 2393 
10-1 3.02E-04 7.12E-05 2.62E-03 2.09E-10 2.95E-06 8.28 3643 
II 
0 3.69E-04 1.12E-06 7.46E-03 5.53E-04 1.70E-03 11.63 4165 
10-4 2.81E-03 2.24E-06 2.40E-02 5.68E-03 5.47E-03 11.60 4263 
10-2 1.05E-03 1.38E-05 1.37E-02 1.84E-03 3.10E-03 11.56 4489 
10-1 1.88E+01 7.12E-05 2.62E-03 9.47E+01 8.80E-01 11.43 5032 
III 
0 8.33E-08 4.45E-06 1.30E-04 1.97E-06 2.41E-04 11.90 5502 
10-4 8.22E-08 7.33E-06 1.40E-04 2.07E-06 2.47E-04 12.73 5712 
10-2 1.53E-07 3.31E-06 1.84E-04 3.82E-06 3.35E-04 12.93 6286 
10-1 2.46E-01 7.12E-05 2.62E-03 6.91E+00 4.94E-01 13.14 6365 
SA 
I 
0 1.63E-02 1.31E-04 8.62E-02 1.02E-07 6.54E-05 2.99 18001 
10-3 1.67E-01 1.31E-04 3.26E-01 1.05E-06 2.09E-04 2.78 16860 
10-2 6.03E-02 6.59E-04 2.21E-01 3.79E-07 1.26E-04 4.17 16650 
10-1 4.95E-02 6.59E-04 1.62E-01 8.28E-07 1.86E-04 3.41 18001 
II 
0 1.26E+01 1.31E-04 1.79E+00 3.00E+01 4.92E-01 3.56 19110 
10-3 2.93E+01 4.60E-04 1.89E+00 3.41E+01 5.08E-01 3.87 19576 
10-2 1.31E+01 2.59E-04 1.95E+00 3.53E+01 5.19E-01 4.01 20878 
10-1 2.28E+00 1.55E-04 1.62E-01 3.15E+01 5.07E-01 4.80 21000 
III 
0 1.77E+01 1.31E-04 1.17E+00 6.74E+01 8.10E-01 4.92 21060 
10-3 1.03E+03 2.59E-04 3.00E+00 4.68E+02 8.48E-01 5.10 22534 
10-2 6.66E+01 1.55E-04 1.32E+00 2.30E+02 8.61E-01 5.56 24378 
10-1 1.09E+01 2.59E-04 1.62E-01 7.48E+01 7.33E-01 5.94 24989 
 
The analysis of accuracy level of PSO, PS and SA is further conducted on the basis of 100 
independent executions of each algorithm for optimization of decision variable of EMS models. 
Results of statistics in terms of best, mean and worst indices are given in Table 9 for ESM-I along 
with the desired parameters, while, the results for ESM-II and ESM-III are provided in Tables 10 
and 11 respectively, for each scenarios. It is observed that with the increase in noise level 2σ  = 
0.0012 to 0.12 degradation in the performance is noticed in case of both PSO and PS, however, 
both the algorithms are significantly applicable for finding the optimal ESM parameters with 
reasonable accuracy, while the results of SA are relatively poor. Comparing the performance with 
proposed DE algorithm, it can be evidently seen that performance of PSO is almost similar to GAs, 
but relative better that PS and SA algorithms, however inferior than that of DE based method.  
Table 9: Comparison through results of statistics for variants of ESM-I system 
 
Solver σ2 Model 
Approximate Parameter Vector 
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 
PSO 
02 
Best -1.998 0.998 0.002 6.899 0.041 2389.7 
Mean -1.999 0.998 0.002 6.899 0.041 2389.7 
Worst -1.998 0.998 0.003 6.900 0.041 2389.7 
10-4 
Best -1.998 0.999 0.002 6.899 0.041 2389.7 
Mean -1.999 0.999 0.002 6.899 0.041 2389.7 
Worst -2.000 0.998 0.002 6.899 0.041 2389.7 
10-2 
Best -1.999 0.998 0.002 6.899 0.041 2389.7 
Mean -1.999 0.998 0.002 6.899 0.041 2389.7 
Worst -2.000 0.998 0.002 6.899 0.041 2389.7 
10-1 
Best -2.000 0.986 0.002 6.899 0.041 2389.7 
Mean -2.000 0.986 0.002 6.899 0.041 2389.7 
Worst -2.000 0.986 0.002 6.899 0.041 2389.7 
SA 
 02 
Best -1.956 0.936 -0.080 6.869 0.094 2389.7 
Mean -1.718 1.003 0.061 6.681 0.029 2389.7 
Worst -1.332 0.091 0.730 5.867 -0.632 2389.3 
10-4 
Best -1.940 1.139 0.012 6.801 -0.050 2389.7 
Mean -1.717 1.027 0.023 6.736 0.041 2389.6 
Worst -0.929 0.685 0.762 6.391 -0.625 2389.5 
10-2 
Best -1.813 1.003 0.022 6.929 0.070 2389.6 
Mean -1.682 0.995 -0.029 6.674 0.082 2389.7 
Worst -1.033 1.633 0.528 6.494 0.677 2389.6 
10-1 
Best -1.919 1.091 -0.026 6.883 -0.021 2389.8 
Mean -1.670 0.990 0.015 6.665 0.101 2389.7 
Worst -1.640 1.585 0.140 6.103 1.434 2388.8 
PS 
02 
Best -1.998 0.999 0.002 6.899 0.041 2389.7 
Mean -1.968 1.002 0.019 6.900 0.048 2389.7 
Worst -1.999 0.993 0.642 6.898 0.039 2389.7 
10-4 
Best -1.999 0.999 0.002 6.899 0.041 2389.7 
Mean -1.941 1.004 0.015 6.900 0.068 2389.7 
Worst -0.438 0.994 -0.002 6.886 0.036 2389.7 
10-2 
Best -1.999 0.999 0.002 6.899 0.041 2389.7 
Mean -1.952 1.005 0.030 6.900 0.060 2389.7 
Worst -1.999 0.996 -0.002 6.897 1.253 2389.6 
10-1 
Best -2.000 0.984 0.002 6.899 0.041 2389.7 
Mean -1.918 0.988 0.021 6.898 0.063 2389.7 
Worst -0.788 0.995 -0.017 6.873 0.030 2389.7 




Table 10: Comparison through results of statistics for variants of ESM-II system 
Solver Noise Model Approximate Parameter Vector 
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 
PSO 
 0.0002 
Best -1.000 0.800 1.004 2.790 -4.779 5.675 0.603 
Mean -1.000 0.800 1.044 2.701 -4.600 5.456 0.627 
Worst -1.000 0.800 1.108 2.563 -4.326 5.125 0.666 
 0.0012 
Best -1.000 0.800 1.005 2.788 -4.775 5.670 0.603 
Mean -1.000 0.800 1.081 2.639 -4.457 5.284 0.650 
Worst -1.000 0.800 1.219 2.371 -3.923 4.635 0.736 
 0.0102 
Best -1.000 0.800 1.004 2.790 -4.782 5.674 0.602 
Mean -1.000 0.800 1.027 2.740 -4.675 5.546 0.617 
Worst -1.000 0.800 1.081 2.624 -4.440 5.259 0.649 
 0.1002 
Best -1.000 0.800 1.012 2.777 -4.743 5.630 0.607 
Mean -1.000 0.800 1.026 2.745 -4.681 5.554 0.616 
Worst -1.000 0.800 1.101 2.585 -4.356 5.158 0.662 
SA 
 0.0002 
Best -1.040 0.808 4.029 1.379 -1.413 1.361 0.905 
Mean -0.989 0.799 1.830 1.158 -1.380 1.679 1.293 
Worst -1.067 0.836 1.515 -3.593 -3.352 5.871 1.299 
  0.0012 
Best -1.073 0.809 4.511 1.950 -1.345 1.036 -0.067 
Mean -0.986 0.796 1.409 1.002 -1.326 1.657 1.001 
Worst -0.955 0.783 3.171 2.179 -1.228 1.099 2.020 
0.0102 
Best -1.019 0.799 4.487 1.571 -1.200 1.025 1.229 
Mean -0.982 0.794 1.464 1.250 -1.418 1.687 0.917 
Worst -0.918 0.779 -3.361 -1.170 0.849 -1.036 -4.169 
 0.1002 
Best -0.985 0.795 1.734 2.008 -2.573 2.994 1.137 
Mean -0.979 0.792 1.586 1.242 -1.146 1.269 1.126 
Worst -0.959 0.788 2.605 0.589 -1.482 1.997 2.822 
PS 
 0.0002 
Best -0.999 0.799 1.004 2.794 -4.781 5.682 0.604 
Mean -1.020 0.826 -0.782 1.293 -2.050 2.549 -0.475 
Worst -1.007 0.809 -3.577 -0.771 1.338 -1.536 -2.109 
 0.0012 
Best -0.999 0.799 1.013 2.777 -4.740 5.641 0.610 
Mean -1.032 0.840 -0.639 1.322 -2.047 2.544 -0.451 
Worst -1.548 1.459 0.443 -4.944 -0.606 -4.997 0.491 
 0.0102 
Best -0.999 0.799 1.008 2.787 -4.765 5.667 0.606 
Mean -1.009 0.811 -0.587 1.421 -2.477 2.943 -0.289 
Worst -1.007 0.809 -3.577 -0.771 1.338 -1.536 -2.109 
 0.1002 
Best -1.007 0.809 -3.577 -0.771 1.338 -1.536 -2.108 
Mean -1.030 0.836 -1.030 1.218 -1.692 2.251 -0.582 
Worst -1.007 0.809 -3.577 -0.771 1.338 -1.536 -2.108 







Table 11: Comparison through results of statistics for variants of ESM-III system 
 
Solver Noise Model Approximate Parameter Vector 
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8 i = 9 
DE 
0.0002 Best -1.094 0.109 1.000 -0.249 -0.028 0.002 -7.83E-06 1.78E-08 2.36E-08 
 Mean -1.094 0.109 1.000 -0.249 -0.028 0.002 -7.83E-06 1.78E-08 2.36E-08 
 Worst -1.094 0.109 1.000 -0.249 -0.028 0.002 -7.83E-06 1.78E-08 2.36E-08 
0.0012 Best -1.094 0.109 1.000 -0.249 -0.028 0.002 -7.84E-06 -6.94E-08 2.36E-08 
 Mean -1.094 0.109 1.000 -0.249 -0.028 0.002 -7.84E-06 -6.94E-08 2.36E-08 
 Worst -1.094 0.109 1.000 -0.249 -0.028 0.002 -7.84E-06 -6.94E-08 2.36E-08 
0.0102 Best -1.094 0.109 1.000 -0.249 -0.028 0.002 -9.12E-06 -8.70E-06 2.36E-08 
 Mean -1.094 0.109 1.000 -0.249 -0.028 0.002 -9.12E-06 -8.70E-06 2.36E-08 
 Worst -1.094 0.109 1.000 -0.249 -0.028 0.002 -9.12E-06 -8.70E-06 2.36E-08 
0.1002 Best -1.095 0.108 1.000 -0.249 -0.028 0.003 -1.37E-04 -8.73E-04 2.36E-08 
 Mean -1.095 0.108 1.000 -0.249 -0.028 0.003 -1.37E-04 -8.73E-04 2.36E-08 
 Worst -1.095 0.108 1.000 -0.249 -0.028 0.003 -1.37E-04 -8.73E-04 2.36E-08 
GAs 
0.0002 Best 0.851 -0.361 0.694 2.380 1.413 1.160 1.68E+00 -8.88E-01 -8.65E-07 
 Mean 0.422 0.800 0.286 -0.210 0.316 0.637 4.78E-01 7.50E-01 2.39E-01 
 Worst 0.851 -0.361 0.694 2.380 1.413 1.160 1.68E+00 -8.88E-01 -8.65E-07 
0.0012 Best 5.909 -1.676 5.945 2.561 0.814 -4.149 4.69E+00 8.09E-01 -1.58E-06 
 Mean 0.473 0.101 0.186 -0.015 0.784 0.296 5.76E-01 1.61E+00 5.24E-02 
 Worst -2.805 -0.157 -4.276 -3.841 -2.976 2.560 5.43E+00 1.69E+00 -4.82E-07 
0.0102 Best 1.649 1.025 1.419 -1.454 1.329 1.251 -1.57E+00 2.42E+00 3.22E-05 
 Mean 0.256 0.530 0.008 0.123 0.686 0.268 6.12E-01 -4.37E-01 -1.55E-02 
 Worst 0.470 0.790 -0.217 1.213 1.374 1.432 6.25E-01 7.92E-01 -1.84E-07 
0.1002 Best 3.247 -0.798 2.903 -2.901 -1.623 -1.754 9.44E-01 3.55E-01 -1.95E-05 
 Mean 0.308 0.662 -0.024 0.105 0.389 0.333 1.27E-01 1.64E+00 5.92E-03 
 Worst 0.691 4.288 0.546 -0.553 4.499 2.280 -3.39E+00 2.87E+00 5.49E-05 
DE 
0.0002 Best -1.094 0.109 1.000 -0.249 -0.027 0.002 1.02E-04 -8.83E-06 2.33E-08 
 Mean -1.093 0.110 0.097 -0.037 -0.028 -0.214 -9.10E-03 -1.41E-01 -8.49E-06 
 Worst -0.906 0.267 -0.681 0.681 -0.028 -5.115 -1.37E-01 -1.61E+00 -1.27E-04 
0.0012 Best -1.094 0.109 1.000 -0.249 -0.027 0.002 1.01E-04 -8.84E-06 2.33E-08 
 Mean -1.095 0.108 0.152 -0.085 -0.028 -0.254 -1.34E-02 -1.72E-01 -1.11E-05 
 Worst -0.965 0.216 -0.663 0.663 -0.028 -3.408 -9.60E-02 -1.12E+00 -8.63E-05 
0.0102 Best -1.094 0.109 1.000 -0.249 -0.027 0.002 9.67E-05 -9.73E-06 2.32E-08 
 Mean -1.090 0.112 0.056 -0.019 -0.028 -0.365 -1.39E-02 -2.10E-01 -1.19E-05 
 Worst -0.955 0.224 -0.559 0.559 -0.028 -3.498 -1.28E-01 -1.49E+00 -1.01E-04 
0.1002 Best -1.092 0.109 -0.173 0.173 -0.028 -0.337 -2.13E-02 -4.24E-01 -2.87E-05 
 Mean -1.087 0.114 0.066 -0.021 -0.029 -0.285 -8.76E-03 -1.83E-01 -1.26E-05 
 Worst -1.017 0.170 -0.409 0.409 -0.028 -1.699 -8.96E-02 -1.10E+00 -6.33E-05 
True Values -1.094 0.109 1.000 -0.249 -0.028 0.002 -7.83E-06 1.78E-08 2.36E-08 
 
The performance of the DE approach for ESM models is also investigated through single objective 
based merit function given in (18) and results in terms of the learning curves are given in Fig. 13. 
While, the detailed evaluation of the accuracy of the algorithm using single objective based merit 
function given in (18) is carried out by statistical performance measures of mean, best, and worst 
magnitudes of the estimated parameters and results are presented in Tables 12, 13 and 14 for ESM-
I, ESM-II and ESM-III respectively. It is seen from the convergence plots presented in Fig. 13 that 
minimum error in the responses of the ESM models I, II and III can be achieved by using objective 
function (18) but convergence to the desired parameters is not guaranteed as can be seen from 

















 (a) DE learning curves for ESM-I 
with single objective (18) 
 (b) DE learning curves for ESM-II 
with single objective (18) 
 (c) DE learning curves for ESM-III 
with single objective (18) 
 
Fig. 13. Results for iterative adaptation using single objective based merit function of ESM-I, II 
and III 
 
Table 12: Comparison through statistical results for variants of ESM-I system using single 
objective based merit function 
Solver σ2 Model 
Approximate Parameter Vector 
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 
DE 
02 
Best -1.493 0.383 -0.001 0.237 -0.012 6.774 
Mean -0.869 0.586 -0.015 0.028 0.000 3.395 
Worst 1.529 1.349 -0.008 0.028 0.000 1.837 
10-4 
Best -1.743 0.679 0.017 -0.006 -0.047 9.804 
Mean -0.855 0.615 -0.002 -0.004 -0.080 2.253 
Worst 1.521 1.099 -0.035 0.000 -0.859 -0.950 
10-2 
Best -2.288 1.342 0.155 0.399 0.024 79.459 
Mean -1.314 0.698 -0.046 0.049 -0.158 9.897 
Worst -0.237 -1.056 -0.018 0.001 -0.197 -0.970 
10-1 
Best -1.958 0.940 -0.013 0.224 -0.911 1.423 
Mean -1.750 1.161 0.001 0.138 3.063 1.228 
Worst -0.130 -1.214 -0.044 0.038 10.191 -3.005 







Table 13: Comparison through statistical results for variants of ESM-II system using single 
objective based merit function 
Solver Noise Model Approximate Parameter Vector 
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 
DE 
 0.0002 Best 0.000 0.383 -0.001 0.237 -0.012 6.774 0.774 
 Mean -0.869 0.586 -0.015 0.028 0.000 3.395 1.321 
 Worst 1.529 1.349 -0.008 0.028 0.000 1.837 -1.363 
 0.0012 Best -1.743 0.679 0.017 -0.006 -0.047 9.804 0.880 
 Mean -0.855 0.615 -0.002 -0.004 -0.080 2.253 1.450 
 Worst 1.521 1.099 -0.035 0.000 -0.859 -0.950 2.372 
 0.0102 Best -2.288 1.342 0.155 0.399 0.024 79.459 1.068 
 Mean -1.314 0.698 -0.046 0.049 -0.158 9.897 1.868 
 Worst -0.237 -1.056 -0.018 0.001 -0.197 -0.970 2.787 
 0.1002 Best -1.958 0.940 -0.013 0.224 -0.911 1.423 1.106 
 Mean -1.750 1.161 0.001 0.138 3.063 1.228 1.442 
 Worst -0.130 -1.214 -0.044 0.038 10.191 -3.005 2.122 
True Values -1.000 0.800 1.000 2.800 -4.800 5.700 0.600 
 
Table 14: Comparison through statistical results for variants of ESM-III system using single 
objective based merit function 
Solver Noise Model Approximate Parameter Vector 
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8 i = 9 
DE 
0.0002 Best -1.094 0.109 -0.004 0.001 4.621 -0.454 1.73E-03 -5.09E-06 -5.51E-06 
 Mean -1.094 0.110 -0.170 0.170 -5730.349 114.328 -7.63E-01 1.69E-03 1.69E-03 
 Worst -1.098 0.113 -1.695 1.697 -57575.591 1151.848 -7.68E+00 1.70E-02 1.71E-02 
0.0012 Best -1.094 0.109 0.002 -0.001 3.090 0.501 -1.28E-03 2.05E-05 5.52E-06 
 Mean -1.094 0.110 -0.221 0.221 -85680.575 1713.603 -1.14E+01 2.54E-02 2.54E-02 
 Worst -1.098 0.113 -2.204 2.207 -857185.653 17144.022 -1.14E+02 2.54E-01 2.54E-01 
0.0102 Best -1.094 0.109 0.001 0.000 2.768 1.279 3.86E-03 3.52E-03 1.47E-05 
 Mean -1.094 0.110 -0.131 0.131 0.016 -323.224 2.16E+00 -3.34E-03 -4.79E-03 
 Worst -1.098 0.113 -1.308 1.309 0.016 -3236.617 2.16E+01 -4.80E-02 -4.79E-02 
0.1002 Best -1.086 0.106 0.002 0.002 -0.094 18.973 -8.10E-02 -2.64E-01 2.82E-04 
 Mean -1.086 0.106 0.000 0.000 -0.014 3.070 3.31E-02 -3.11E-01 4.64E-05 
 Worst -1.086 0.106 0.001 0.001 -0.098 2.283 7.20E-02 -5.06E-01 3.53E-05 
True Values -1.094 0.109 1.000 -0.249 -0.028 0.002 -7.83E-06 1.78E-08 2.36E-08 
6. Conclusions 
Evolutionary computing paradigm based on DE is exploited as an accurate, reliable, robust and 
efficient tool for parameter estimation of Hammerstein systems in ESM model representing the 
scenarios of rehabilitation of the stroke patients. Hammerstein control autoregressive structure of 
ESM systems based on nonlinear characteristics of polynomial, sigmoid and spline kernels. 
Optimization strength of DE is employed for three ESM case studies for noiseless and noisy 
scenarios having variance 2σ  = 0.0012, 0.012, and 0.12. Comparative study of the proposed method 
from GAs, PSO, PS and SA based on performance metrics of MAEϑ , ENSEϑ  and TICϑ  
demonstrated the efficacy of DE in each scenarios of ESM models, while, the accuracy of 
estimation of both algorithm degraded for higher noise variances, but still the DE outperformed its 
counterpart GA, PSO, PS and SA in terms of accuracy and complexity measures. Statistica l 
observations further verify and validate the worth of DE over its counterparts for each scenario of 
ESM model.  
One may explore in meta-heuristics of backtracking search optimization, weighted different ia l 
evolutions, fireworks, firefly, grey wolf optimizer, covariance matrix adaptation evolution strategy 
and improved environmental adaptation method for better identification of ESM models. 
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