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The  Fourier‐transform  scanning  tunneling  spectroscopy  (FTSTS)  contains  rich  signals 
related to the quasiparticle scattering interference and/or the density‐wave‐like orders which are 
crucial  in  interpretation  of  the  ground  states  and  the  phase  transitions  in  quasi‐2D  strongly 









raw  FTSTS data  can  be handled by  a  simple  cross‐sectional  analysis with  an  isotropic Gaussian 
averaging and modeling  the  set‐point effect by an energy‐independent and position‐dependent 
factor to the density of states function.  The result shows that in the cross‐sectional presentation 
an  enhanced  correlation  exists  between  the  FTSTS  data  and  the  theoretical  simulation  even 
without the accurate model for the tunneling and the scattering matrix elements and without the 
assumption  for particle‐hole symmetry, suggesting that  it can be a new starting point of a more 




Recently  FTSTS  has  become  an  important  tool  in  investigating  the  momentum  space 
quasiparticle properties of quasi‐two‐dimensional strongly correlated electron systems such as high‐
Tc  cuprate  superconductors.    [1,2,3,4,5]    The  discovery  of  the  dispersing  octet  peaks  in  LDOS 
modulation  [1,2]  and  its  theoretical  models  [6,7]  have  widened  our  understanding  of  the 
quasiparticles,  the  superconducting  gap  and  the  underlying  normal  state  band  structure  under 
various  circumstances.    When  the  superconductivity  is  strong  as  in  nearly  optimally  doped 
superconductors  at  low  temperature,  all  the  octet  peaks  are  very  well  defined  with  weak 




the  symmetry  of  cuprate  lattice,  and  the  p‐h  quasi‐symmetrization  (Z)  based  on  the  p‐h 
anticorrelation of  the Bogoliubov quasiparticles with  additional  important  advantage of  removing 
the  setpoint  factor  [3].   But  in extreme conditions  such as  in pseudogap  state of  the underdoped 
cuprate  superconductor where  the existence of Bogoliubov quasiparticles  is  strongly debated,  the 
efficiency of even the combination of these techniques seems marginal in providing enough S/N and 
momentum resolution.   Here we introduce a different approach that can improve the S/N and the 
momentum  resolution  of  FTSTS  signal  drastically  and  reveal  extremely  weak  non‐octet  signals 
contained in FTSTS whose strength becomes comparable to octet signals even in conditions of very 
weak superconductivity.   
The  energy‐independent  noise‐like  patterns  in  q‐space  is  originating  from  the  random 
distribution of scattering centers and its suppression by block averaging is demonstrated in [6]. Here 
we propose to use isotropic gaussian averaging (IGA) which has the following additional advantages 
over block averaging:  (1)  it has an exponentially  fast momentum space cut‐off  instead of the slow 
Sinc  function wise  roll off of block  averaging.  (2) We don’t  lose  any pixel  resolution unlike block 
reduction  averaging.  (3)  Center  of  weight  of  an  arbitrary  shaped  peak  does  not  shift  after  the 
averaging. (4) Compared to the traditional transverse (1D) averaging (averaged over ~2r pixels where 
r  is  the half width) often used  in FTSTS  line cuts,  isotropic  (2D) gaussian averaging averages more 
pixels (averaged over ~πr2 pixels) in the same effective radius r, as is shown in FIG 1.  The choice of 
the  radius  r  can be made by monitoring  the  S/N  in  FTSTS  line  cuts but usually  the  finest  feature 
radius in the original FTSTS can be chosen as r to achieve enough S/N and minimal signal broadening 
as demonstrated  in  FIG  2.    In our  typical 220X220 pixel  FTSTS  images  covering  a q‐space  square 
formed  by  q=(±2.2π,0)  and  q=(0,±2.2π)  corners, we  chose  radius  of  4  pixels which will  be  used 
throughout this paper.  Mathematically, isotropic gaussian averaging with radius r (denoted IGAr) is 
achieved by Fourier‐transform‐based convolution:  
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where  f(qx,qy)  is  the q‐space FTSTS  image at each energy and Kr(qx,qy) is a 220x220 pixel  image of 
normalized gaussian with radius r (whose pixel values sum up to 1) used as a convolution kernel.   
Since the absolute value of the noise signal is averaged in IGA, its background level contains 
offset  proportional  to  the  noise  level.    To  enhance  the  contrast  of  IGA  further  by  removing  the 
background, we can optionally subtract a heavily IGA broadened image (IGA15) from the IGA4 image 
with a multiplication factor c between 0 and 1.   The multiplication factor c  is chosen such that the 
resulting  image shows maximum contrast.   For experimental FTSTS data we chose c~0.75 and  the 
net process (denoted IGA4‐0.75X15) is equivalent to applying a single convolution kernel: 






Fourier  space  is  depicted  in  FIG  3  (a)  and  (b).    In  case we  only  need  to  trace  the  top  negative 
curvature  part  (head)  of  each  peak,  we  can  alternatively  take  a minus  Laplacian  (‐∇2)  of  IGAa’ 
(denoted NL‐IGAa’)  and  set  the  negative  value  region  as  zero  (or  black  color  in  this  paper).  The 
convolution kernel NL‐IGA7  in q‐space and  its Fourier space  is depicted  in FIG 3  (c) and  (d).   Note 
that weak peaks near a  strong peak become  invisible  in case of NL‐IGAa’  (FIG 3  (i)) and  IGAa‐cXb 
with  c~1  (FIG  3  (h)).    These  two  kinds  of  background  removal  process  are  only  for  contrast 
enhancement  and  should  be  used  with  care  to  analyze  qualitative  trends  (the  existence  and 





Application of  this  technique  to underdoped Bi2212  reveals plenty of  fine  structures  and 
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where V0 is the set‐point voltage, I0 is the set‐point current, N(r,E) is the sample LDOS accessible at 
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  In general qi and qt correspond  to every pixel  in FTSTS  image.   But we can assume,  to  the 
lowest order, that qt contains only the peaks for modulations that survive the LDOS integration over 
the wide setpoint bias voltage  range, which are mostly  the Bragg peaks and  the supermodulation 
peaks, and that qi covers all the positions for the 32 octet peaks as well as the atomic peaks and the 
supermodulation peaks that show up in experimental Z map defined in the section 2 below. 
  Therefore  from  the  trigonometric  rule,  ( ))cos()cos(coscos 21 BABABA −++=  ,  it  is 
straightforward  to  show  that  g(r,E)  and  D(r,E)  contain  the  following  wave  vectors  with 
corresponding amplitudes: 
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FIG.5  (a)  and  (b).    Therefore  if we  take  the  high‐symmetry‐axis  projections  of  q4  as we  take  the 
curvilinear  line cut along  the curve on which q4  is dispersing, we should be able  to  reproduce  the 
dispersions of the q1, q5 and q7 peaks.  This is demonstrated in FIG.5 (c)‐(g) where the dispersions of 
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Once  the modulation part of  the density of  states  is calculated,  the  simulated FTSTS data 
corresponding to Z map or D map can be produced just by the D map process  
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since the theoretical density of states is free from the setpoint artifact. 
As we go through each FTSTS simulation, we adjusted the five parameters Δ0, t0, δ, Vs and Vm 











Green  function  simulation  in  terms of  the  existence  and  dispersion of  the  fine  features  for both 
magnetic  and  non‐magnetic  scattering  matrices,  even  though  the  intensity  distributions  are 
noticeably  different  possibly  due  to  the  unknown  exact  functional  form  of  the  scattering  and 
tunneling matrix element.  Apparently this lack of similarity in intensity distribution is what made the 
direct  comparison of  the experimental data and  the  theoretical  simulation data  so difficult  in  the 
ordinary 2D q‐space representation as demonstrated in FIG 6,7.   
We can apply this method to cuprates with different doping and temperature, and possibly 
other physical parameter  such  as  applied magnetic  field  and  various number of  coupled  copper‐
oxide  layers within a unit cell and so on.   The method  is demonstrated  in FIG 9 and 10 on a data 
published  in  [4]  taken  on  UD37  Bi2212  sample  as  we  vary  the  temperature  from  4K  to  55K.  
Apparently we can explain the 4K data fairly well with the scheme following the reference [6] which 
assumed perfect d‐wave superconductivity only.    If we  look at the trend of the dispersion of q1 of 
g(q,E)  in  FIG  9  as  T  varies,  it  is  obvious  that  the  particle‐hole  symmetry  is  weakened  and  the 
dispersion  slowly  approaches  that of  a normal  state dispersion of  cuprate  (i.e. dispersions  in  the 
positive and negative energies approaching a single straight line) as T increases through Tc. 
In  summary we  have  shown  that,  due  to  the  enhanced  S/N  of  the  cross‐sectional  FTSTS 
analysis with  IGA  that  can  resolve  fine physical  features and possible artifacts,  the FTSTS  line  cut 
comparison  in  high  symmetry  directions  can  be  a  powerful  analysis method  in  testing  new  fully 
phased Green’s function based theories of an unknown state of a new quasi‐2D strongly correlated 
electron material with plenty of information to fit theoretical parameters to, even in situations with 
very  limited available  information on  the scattering and  tunneling matrix elements.   Of course we 
need to maintain sufficient spatial (256 x 256 pixels over 46 nm x 46 nm) and energy (35 layers with 
2mV energy step) resolution, wide temperature range (from 4K up to 2Tc,max) and uniform and ideal 
tip  quality  for  such  a  comparison  to  be  meaningful.    When  a  phase‐diagram‐wide  FTSTS 
measurement  technique with  the  above  criteria  is  developed  and when  a  fully‐phased  nonzero‐
temperature  Green’s  function  analysis  with  a  proper  T‐dependent  gap  function,  properly 
determined by  a  self‐consistent quantum  field  theory  that  can handle  the BCS‐like divergence,  is 
developed, the analysis technique shown here will have a potential to uniquely determine the exact 
physics  of  all  part  of  the  phase  diagram  of  the  cuprate  and  other  quasi‐2D  strongly  correlated 
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 FIG. 2. Effects of  IGA radius on FTSTS  line cuts.  In the  last row a background subtraction  is applied 
after IGA4. The data was taken on UD40 Bi2212 at 4K.  
 FIG. 3. (Color online) Effects of noise & background removal by isotropic bandpass filters on FTSTS q‐
space  images and  line‐cuts.   The data  is taken on UD20 Bi2212 at 4K.   Convolution kernel of  IGA4‐
0.75X15 (kernel=Gaussian(r=4(pixels))‐0.75xGaussian(r=15))  in (a) q‐space and (b)  its Fourier space.  
Convolution kernel of NL‐IGA7  (kernel=‐Laplacian(Gaussian(r=7)))  in  (c) q‐space and  (d)  its Fourier 
space.  In (a) and (c), blue color represents region with negative value. (e) Original FTSTS g(q,18 meV) 
image of UD20 Bi2212 taken at 4K.   (f) IGA4.   (g) IGA4‐0.75X15. (h) IGA4‐1.0X15.   (i) NL‐IGA7. Note 
the similarity of  (h) and  (i) due  to similar cutoff  frequencies and complete DC removal.  (j)‐(l) Line‐
cuts of FTSTS g(q,E) of UD20 Bi2212  taken at 4K  in  (0,0)‐(0,2π) direction.    (j) Transverse averaged 
with  9‐pixel width.    (k)  IGA4‐0.75X15.    (l) NL‐IGA7.    (m)‐(o)  Line‐cuts  in  (0,0)‐(π,π)  direction.  (m) 
Transverse averaged with 9‐pixel width.  (n) IGA4‐0.75X15.  (o) NL‐IGA7. For (e)‐(i), the FTSTS image 
size  is  220x220  pixels  and  the  four  crosses  at  corners  indicate  (±2π,0)  and  (0,±2π).  In  every 
experimental FTSTS plot used in this article, the central peak at (0,0) is suppressed by multiplying (1‐






due  to  the atomic peaks  (squares) and  the supermodulation peaks  (crosses). The data  is  taken on 
UD20 Bi2212 at 4K. The strong q1 and q5 aligned in the atomic peak direction can in principle cause 
cross‐contamination problem (red circles).  Note that q7 and q3 have little such problem because q’4 
is weak  and mostly off‐axis  (orange  circle).    (d)‐(o) g, D  and  Z  line  cuts  along  (d,h,l)  (0,0)?(π,π), 
(e,i,m)  (0,0)?(0,2π),  (f,j,n)  (0,‐2π)?(π,‐π)  and  (g,k,o)  (0,‐2π)?(0,0).    Comparison  of  individual 
features  in D and Z can be used  in  identifying the set‐point artifacts  in D (blue dashed arrows) and 
ignoring them in the subsequent analyses.  Comparisons between (0,0)?(0,2π) (green solid arrows 


















eV, Vs=0.1 V  and Vm=0 V)  are  the  same  as  those  for  FIG. 8(e)‐(h).  (c)  Experimental  IGA4‐0.75X15 
D(q,E),  (d) Simulated  IGA4 D(q,E).   The energy (meV)  is  indicated  in the upper‐right corner of each 
panel.  Color scale is linear and arbitrary for each panel.  
   
 FIG.  7.  Comparison  between  experimental  and  simulated  (magnetic  scattering)  q‐space  constant 
energy  layers  using  HP‐FTSTS.    (a)  Experimental  IGA4‐0.75X15  g(q,E)  on UD74  Bi2212  at  4K,  (b) 
Simulated IGA4 g(q,E) based on reference [6]. The simulation parameters (Δ0=0.055 eV, t0=0.0715 eV, 




 FIG.  8.  Comparison  between  experimental  and  theoretical  FTSTS  line  cuts  with  IGA.    (a)‐(d) 
Experimental IGA4‐0.75X15 g(q,E) and D(q,E) line cuts  for UD74 Bi2212 at 4K in (0,0)‐(π,π) and (0,0)‐
(0,2π)  directions.  In  this  lightly  underdoped  sample,  the  q1‐q5  cross‐contamination  is  hardly 
noticeable  even  in  g  and D.  (e)‐(l)  Simulated  IGA4  g(q,E)  and D(q,E)  based on  reference  [6].  The 
simulation  parameters  (Δ0=0.055  eV,  t0=0.0715  eV,  δ=0.006  eV)  are  adjusted  to  reproduce  the 
dispersions for q7 and q3 in g and D. (e)‐(h) Results for non‐magnetic impurity scattering (Vs=0.1 eV, 





increasing asymmetry  in q1 dispersion as temperature  increases.   Fine structures  in 4.5K (0,0)‐(π,π) 





(top  5  rows)  shown  are  cross‐sections  of  g(r,E)  of  experimental  data  from  reference  [4].    Fine 





 FIG. S1. Original Z  line cuts and projected  (per FIG.5) q4 Z  line  cuts. The data was  taken on UD37 
Bi2212 at 4K. 
 
 FIG. S2. Alias(by Bragg peaks and supermodulation peaks)‐compensated Z line cuts and projected q4 
Z line cuts.  By the comparison with FIG S1, the removal of the artifact q5 component with q5~2π‐q1 is 
demonstrated. The data was taken on UD37 Bi2212 at 4K. 
