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1. Introduction
In this paper we study the strong Lefschetz properties of the coinvariant ring SW associated to
a ﬁnite reﬂection group W . A commutative ﬁnite-dimensional graded ring of the form R =⊕ri=0 Ri
with R0 = R is called an N-graded ArtinianR-algebra and R is said to have the strong Lefschetz property
if there exists an element l ∈ R1 such that the multiplication maps lr−2i : Ri → Rr−i are isomorphisms
for 0  i   r2 . The element l is called a Lefschetz element and the pair (R, l) is called a Lefschetz
algebra.
We prove the following result:
Theorem 1. If W is a ﬁnite reﬂection group then SW has the strong Lefschetz property.
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that SW is isomorphic to the cohomology ring of an associated ﬂag variety G/B . In this case The-
orem 1 follows from the hard Lefschetz theorem in algebraic geometry. It should be added that
the hard Lefschetz theorem is highly non-trivial: Hodge proved it over C using his theory of har-
monic integrals (now called Hodge theory) and later Deligne proved it in characteristic p using a
version of the Riemann hypothesis for varieties over ﬁnite ﬁelds; see [15] for more details. For non-
crystallographic W , Theorem 1 has been veriﬁed by direct computation in types I2(m) and H3 by
Maeno, Numata and Wachi [14] and in type H4 by Numata and Wachi [16]. Here also it should be
added that the computations for type H in [14] and [16] are very large and are carried out using the
computer algebra package Macaulay2.
In this paper we give a new proof of Theorem 1 that is both conceptual, in that it does not involve
heavy computations, and elementary, in that it uses only algebra, combinatorics of ﬁnite reﬂection
groups and some basic Schubert calculus.
One of the key ideas in this paper stems from algebraic topology. Let G be a semi-simple linear
algebraic group and B ⊆ G a Borel subgroup. If P ⊇ B is a parabolic subgroup of G there is a ﬁber
bundle of topological spaces
P/B
ι
G/B
π
G/P .
The Leray–Hirsch theorem from algebraic topology (see [10, p. 432]) implies that the cohomology ring
of G/B is a free module over the cohomology ring of G/P with basis in one-to-one correspondence
with an R-basis for the cohomology ring of P/B . More precisely the induced map
π∗ : H(G/P ) → H(G/B)
gives H(G/B) the structure of a free H(G/P )-module, and the induced map
ι∗ : H(G/B) → H(P/B)
is surjective with ker(ι∗) = (H(G/P ))+ · H(G/B). Equivalently, for any graded vector space section
s : H(P/B) → H(G/B) of ι∗ , the map
H(G/P ) ⊗R H(P/B)
∼=
H(G/B)
b ⊗ f π∗(b) · s( f )
is an H(G/P )-module isomorphism.
The cohomology ring of G/P is isomorphic (via a degree halving map) to the ring of “relative”
coinvariants SW
′
W , where W
′ ⊂ W is the parabolic subgroup corresponding to P . The cohomology ring
of P/B is isomorphic to the coinvariant ring of W ′ . Hence in terms of coinvariant rings, the Leray–
Hirsch theorem implies that we have an isomorphism of SW
′
W -modules:
SW
′
W ⊗R SW ′ ∼= SW . (1.1)
It turns out that (1.1) holds for all pairs of ﬁnite reﬂection groups and parabolic subgroups, crystallo-
graphic or not. We show that if the factors SW
′
W and SW ′ have the strong Lefschetz property, then SW
also has the strong Lefschetz property. In fact we prove the following more general result phrased in
terms of Lefschetz algebras:
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equipped with R-algebra homomorphisms
π : B → E and ι : E → F .
Suppose that
(i) E is a free B-module via π ,
(ii) ι is surjective with ker{ι} = B+ · E.
Then for any x ∈ ι−1(τ ) the pair (E,π(λ) + tx) is a Lefschetz algebra for some t ∈ R.
The proof of Theorem 1 is by induction on the rank of W . For each type of ﬁnite reﬂection
group W we give a (maximal) parabolic subgroup W ′ ⊂ W and write SW ∼= SW ′W ⊗R SW ′ as in (1.1).
The Lefschetz computation for SW
′
W is then reduced to a simple counting argument using Schubert
calculus together with some other combinatorial tidbits, while the induction hypothesis implies that
SW ′ has the strong Lefschetz property. Theorem 2 then implies that SW also has the strong Lefschetz
property.
This paper is organized as follows. In Section 2 we deﬁne Lefschetz algebras, describe some of
their basic properties, and proceed to prove Theorem 2. In Section 3 we give some basic notions and
results on ﬁnite reﬂection groups, coinvariant rings and their Schubert calculi. We also establish a
Leray–Hirsch type result as in (1.1). In Section 4 we investigate the Lefschetz properties of relative
coinvariant rings using the classiﬁcation of ﬁnite reﬂection groups to carry out a type-by-type anal-
ysis. In Section 5 we combine the results obtained in the preceding sections to prove Theorem 1. In
Section 6 we give some concluding remarks.
2. Lefschetz algebras and the proof of Theorem 2
Throughout this paper all homomorphisms are graded of degree zero unless otherwise indicated.
We use the notation R[i] to denote the graded object R shifted up by i (i.e. (R[i]) j = R j+i ).
An N-graded Artinian R-algebra is a commutative graded ﬁnite-dimensional ring of the form R =⊕r
i=0 Ri such that R0 = R. A Lefschetz element is an element l ∈ R1 such that the multiplication maps
lr−2i : Ri → Rr−i are isomorphisms for 0 i   r2 .
Deﬁnition 2.1. A Lefschetz algebra is a pair (R, l) consisting of an N-graded Artinian R-algebra R to-
gether with a ﬁxed Lefschetz element l ∈ R1 for R .
It will be convenient to think of the R-algebra R as a module over the polynomial ring in one
variable R[X] (with the usual grading), where X acts on R by multiplication by l. In fact any degree
one endomorphism A : R → R[1] deﬁnes a graded R[X]-module structure on R by deﬁning
Xi · f := Ai( f ).
The simplest non-trivial example of a Lefschetz algebra is the polynomial ring in one variable
divided by a monomial:
P (n) := R[X]
n+1 . (2.1)〈X 〉
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where R =⊕ri=0 Ri , deﬁne the homogeneous subspace P =⊕ri=0 P i ⊂ R by
P i :=
{
ker{lr−2i+1 : Ri → Rr−i+1} if 0 i   r2,
P i = 0 if i > r2 .
The subspace P is called the primitive subspace of (R, l).
Primitive Decomposition Theorem. There is an isomorphism of vector spaces
R =
 r2 ⊕
i=0
(
r−2i⊕
j=0
l j · P i
)
.
Proof. The proof is easy and we leave it as an exercise for the reader. 
The following lemma plays an important role in the proof of Theorem 2.
Lemma 2.2. Let (U ,μ) and (V , ν) be two Lefschetz algebras. Deﬁne the N-graded Artinian R-algebra
W := U ⊗R V .
Let ω := μ ⊗ 1+ 1⊗ ν ∈ W 1 . Then (W ,ω) is a Lefschetz algebra.
Proof. We only sketch the proof here and leave the details to the reader. One can show, using the
Primitive Decomposition Theorem, that it suﬃces to prove Lemma 2.2 for the case where U = P (n)
and V = P (m), for nm. Taking X , Y to be the Lefschetz elements for U , V respectively, our candi-
date Lefschetz element for W is ω := X +Y ∈ W = R[X, Y ]/〈Xn, Ym〉. It is straightforward to compute
that the matrix for the Lefschetz map
ω :W i → Wd−i
in the natural monomial basis (ordered by powers of X ) is given by (Cijk) where
Cijk =
⎧⎨
⎩
( d−2i
n−i+ j−k
)
, 0 j,k i if 0 i  nm d,(d−2i
j−k
)
, 0 j,k n if 0 n i m d.
(2.2)
By [1, Chapter 23], the determinant of the matrix with binomial entries (2.2) is non-zero, and the
proof is complete. For alternative proofs see [2, Proposition 5.7] or [9, Proposition 3.4] and the refer-
ences contained therein. 
The remainder of this section will be devoted to the proof of Theorem 2. With notations as in
the statement of Theorem 2, let B =⊕bi=0 Bi and F =⊕ fi=0 F i and ﬁx an element x ∈ ι−1(τ ) ∈ E1.
Consider E as a B-module via π and let End1B(E) denote the graded B-module endomorphisms of
degree 1. Any choice of A ∈ End1B(E) endows E with a B[X]-module structure by the prescription(
bXi
) · e := π(b) · (Ai(e))
for all b ∈ B and e ∈ E , where the dot on the RHS denotes multiplication in E .
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s : F → E
of the surjective ring homomorphism ι : E → F yields a B-module isomorphism
B ⊗R F π⊗s E
b ⊗ f π(b) · s( f )
by conditions (i) and (ii) in the statement of Theorem 2.
We ﬁx a section s as follows. First choose and ﬁx any graded vector space section
s˜ : F → E
and deﬁne the homogeneous subspace
P˜ := s˜(P ) ⊂ E
where P ⊂ F is the primitive subspace of the Lefschetz algebra (F , τ ).
Deﬁne the homogeneous subspace
F˜ :=
 f2 ⊕
i=0
( f−2i⊕
j=0
x j · P˜ i
)
⊂ E.
Deﬁne a new vector space section with image F˜ ⊂ E by
F
s
E
τ j · p x j · s˜(p)
where p ∈ P i and τ j (resp. x j) denotes the element τ (resp. x) raised to the jth power for 0 j 
f − 2i. Thus we have ﬁxed a B-module isomorphism
B ⊗R F π⊗s E
b ⊗ f π(b) · s( f ).
The tensor product comes with a “preferred” B[X]-module structure coming from the natural ring
structure on B ⊗R F ; that is(
b′Xi
) · (b ⊗ f ) := (b′ ⊗ τ i) · (b ⊗ f ) = (b′ · b)⊗ (τ i · f ).
Recall that Lemma 2.2 implies that the pair
(B ⊗R F , λ ⊗ 1+ 1⊗ τ )
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that the B-module homomorphism π ⊗ s is almost a B[X]-module homomorphism, in the following
sense: For 0 i   f2 , p ∈ P i , and b ∈ B we have
X · π ⊗ s(b ⊗ τ j · p)= π ⊗ s(X · (b ⊗ τ j · p))
for j < f − 2i, and for j = f − 2i we have
X · π ⊗ s(b ⊗ τ f−2i · p)= π(b) · (x f−2i+1 · s(p))
= π(b) ·
(∑
,m
cmx
 · s(p′m)
)
(2.3)
for some cm ∈ π(B+).
The idea is to deﬁne a one-parameter family At ∈ End1B(E) that will “continuously deform” the
B[X]-module structure on E from its given structure (where multiplication by X is multiplication by
x ∈ E1) into one for which π ⊗ s is a B[X]-module isomorphism. Essentially this amounts to deforming
the “Chern classes”, {cm}, in (2.3) to zero.
For the remainder of this section, unless otherwise indicated we let p ∈ P i , be an arbitrary element
for some 0 i   f2  and let τ j (resp. x j) denote the element τ (resp. x) raised to the jth power in F
(resp. E) for 0 j  f − 2i. We will use the letter v to denote s(p), and the letters b and e to denote
arbitrary elements of B and E respectively.
For each t ∈ R deﬁne the ring homomorphism
B
φˆt
B
b tdeg(b) · b.
Note that φˆt is a ring isomorphism for t = 0 and
(φˆt)
−1 = φˆ 1
t
.
For each t ∈ R, φˆt extends to a B-module homomorphism
E
φt
E
that is “twisted” in the sense that φt(π(b) · e) = π(φˆt(b)) · φt(e) for all b ∈ B and e ∈ E .
Deﬁne the vector space maps
Aˆt,i :
f−2i⊕
j=0
x j · P˜ i → E[1]
by the formula
Aˆt,i
(
x j · v)= φt(x j+1 · v).
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Aˆt :=
 f2 ⊕
i=0
Aˆt,i : F˜ → E[1].
Since an R-basis for F˜ is a B-module basis for E , these maps Aˆt extend B-linearly to E to deﬁne a
one-parameter family
At : E → E[1]
of B-module endomorphisms as desired.
Next deﬁne for each t ∈ R, R-vector space maps
F˜
χˆt
F˜
x j · v t j+i x j · v.
These maps extend uniquely to B-module endomorphisms
E
χt
E
π(b) · (x j · v) π(b) · (t j+i x j · v).
The morphisms χt and φt are related by the following composition law
χt ◦ φt(e) = tdeg(e)e ∀t ∈ R, e ∈ E. (2.4)
We have the following important observation.
Lemma 2.3. The following diagram commutes:
E
tx
E
χt
At
E[1] E[1]
χt
(2.5)
where the left vertical map is multiplication by the element tx ∈ E1 .
Proof. We need to show that χt ◦ At = (tx) · χt and it suﬃces to check this on (homogeneous) el-
ements of E of the form π(b) · (x j · v) := b · (x j · v) (we omit the π in this proof for notational
convenience). For t = 0 we compute
χ0 ◦ A0
(
b · (x j · v))= b · χ0 ◦ φ0(x j+1 · v)
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B-module isomorphisms with
(
χt
)−1 = χ 1
t
.
Hence we compute
χt ◦ At ◦ χ 1
t
(
b · (x j · v))= χt ◦ At
(
1
t j+i
b · (x j · v))
= χt
(
t− j−ib · φt
(
x j+1 · v))
= t− j−ib · χt ◦ φt
(
x j+1 · v)
= tb · (x j+1 · v)
= tx · (b · (x j · v));
the second to last equality follows from (2.4). Hence
χt ◦ At ◦ χ 1
t
= tx (2.6)
and the diagram commutes for every t ∈ R. 
Eq. (2.6) can be interpreted as a B-module change-of-base formula for the linear transformation At ,
t = 0.
The following lemma relates the B[X]-module structure on E given by At at t = 0 with the pre-
ferred B[X]-module structure on the tensor product B ⊗R F .
Lemma 2.4. The following diagram commutes:
(B ⊗R F ) π⊗s
1⊗τ
E
A0
(B ⊗ F )[1]
π⊗s E[1].
(2.7)
Proof. As before, it suﬃces to check this for simple tensors of the form b ⊗ τ j · p. We compute
A0 ◦ (π ⊗ s)
(
b ⊗ τ j · p)= {π(b) · x j+1 · s(p) if j < f − 2i,
π(b) · φ0(x f−2i+1 · s(p)) if j = f − 2i.
(2.8)
Recall that ι(x f−2i+1 · s(p)) = τ f−2i+1 · p = 0, hence by assumption (ii), x f−2i+1s(p) ∈ B+ · E . On the
other hand we have that φ0(B+ · E) = 0. Applying this observation to (2.8) we get
A0 ◦ (π ⊗ s)
(
b ⊗ (τ j · p))= {π(b) · x j+1 · s(p) if j < f − 2i,0 if j = f − 2i.
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(π ⊗ s) ◦ (1⊗ τ )(b ⊗ (τ j · p))= {π(b) · x j+1s(p) if j < f − 2i,
0 if j = f − 2i.
Hence the diagram commutes and this completes the proof of Lemma 2.4. 
We are now in a position to prove Theorem 2.
Proof of Theorem 2. Consider the R-vector space map
Λ + At ∈ End1R(E)
where
Λ : E → E[1]
is the map “multiplication by π(λ)”. Note that
χt ◦ Λ = Λ ◦ χt (2.9)
for all t ∈ R. Fix t ∈ R and for each 0 k  e2 , consider the map
(Λ + At)e−2k : Ek → Ee−k. (2.10)
By the commutativity of (2.5) together with (2.9), the following diagram also commutes:
E
π(λ)+tx
E
χt
Λ+At
E[1] E[1].
χt
Moreover, for t = 0 the map χt is an isomorphism. Hence in order to show that the pair (E,π(λ)+ tx)
is a Lefschetz algebra it suﬃces to show that for some t = 0 the map (2.10) is an isomorphism for
each 0 k  e2 .
By the commutativity of (2.7), the following diagram also commutes:
(B ⊗R F ) π⊗s
λ⊗1+1⊗τ
E
Λ+A0
(B ⊗ F )[1]
π⊗s E[1].
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(
(B ⊗R F ), λ ⊗ 1+ 1⊗ τ
)
is a Lefschetz algebra (by Lemma 2.2), we deduce that for each 0  k   e2  the map (2.10) is an
isomorphism for t = 0.
Consider for each 0 k  e2 , the function of the real variable t ,
Dk(t) := det
(
(Λ + At)e−2k
)
.
It is straightforward to see that Dk(t) is a polynomial function of t . Furthermore, since Dk(0) = 0,
the polynomial Dk(t) is not identically zero for all 0  k   e2 . Hence there must be some value
0 = t0 ∈ R such that Dk(t0) = 0 for all 0  k   e2 . Therefore (E,π(λ) + t0x) is a Lefschetz algebra,
and this completes the proof of Theorem 2. 
3. Finite reﬂection groups and coinvariant rings
In this section we give some basic results on ﬁnite reﬂection groups and their coinvariant rings,
following [3,4,11–13] for the most part.
3.1. Finite reﬂection groups
Fix an inner product 〈 , 〉 on Rn and a (reduced) root system Φ ⊂ Rn . For each γ ∈ Φ let γˇ ∈ (Rn)∗
denote the corresponding co-root, deﬁned in terms of the inner product 〈 , 〉 by
γˇ (x) = 2 〈x, γ 〉〈γ ,γ 〉 . (3.1)
The reﬂection corresponding to γ ∈ Φ is the orthogonal transformation sγ :Rn → Rn deﬁned by
sγ (x) = x− γˇ (x) ·γ . Let W be the ﬁnite reﬂection group generated by the reﬂections {sγ | γ ∈ Φ}. Fix
a simple system  ⊂ Φ and let Φ+ ⊂ Φ be the corresponding positive system. We let (w) denote
the length of an element w ∈ W , and let w0 ∈ W denote the longest element in W , with (w0) = d.
A useful fact is that simple reﬂections permute a large subset of the positive roots:
sα
(
Φ+ \ {α})= Φ+ \ {α} (3.2)
for all α ∈ ; see [13, Proposition 1.4] for a proof of this fact.
For each α ∈ Φ+ and each w ∈ W , either (sα · w) > (w) or (sα · w) < (w). As in [13, Proposi-
tion 5.7], we have
(sα · w) > (w) ⇔ w−1(α) ∈ Φ+. (3.3)
For elements w ′,w ∈ W we will write w ′ α−→ w to mean that α ∈ Φ+ , sα ·w ′ = w and (sα ·w ′) =
(w ′)+ 1. There is a natural partial order on the set W called the Bruhat ordering, deﬁned as follows:
Set w  w ′ if and only if there exist group elements w1, . . . ,wN and positive roots β0, . . . , βN such
that
w
β0−−→ w1 β1−−→ · · ·wN βN−−→ w ′.
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reﬂection group.
3.2. Coinvariant rings
Let S = Sym(Rn) be the polynomial ring on (Rn)∗ . Let SW ⊆ S denote the (graded) sub-ring of
invariant polynomials under W and let (SW )+ ⊆ SW denote the ideal generated by the invariants of
positive degree. Let I := (SW )+ · S ⊆ S denote the corresponding ideal in S . Let SW := S/I be the
coinvariant ring. In [3], Bernstein, Gelfand, and Gelfand introduced a set of operators on S that are
useful in studying the SW -module structure on S .
Deﬁnition 3.1. For γ ∈ Φ+ , deﬁne the operator Aγ : S → S[−1] by the formula
Aγ ( f ) = f − sγ ( f )
γ
.
Since for x ∈ S1 = Rn we have sγ (x) = x − γˇ (x)γ , the quotient x−sγ (x)γ is the real number γˇ (x).
Since S is generated in degree one, it follows that Aγ is well deﬁned. The operator Aγ enjoys a
Leibniz-type rule which the reader can readily verify:
Aγ ( f · g) = f · Aγ (g) + sγ (g) · Aγ ( f ) (3.4)
for all f , g ∈ S . In particular, Aγ ( f ) = 0 for all f ∈ SW , hence Aγ (I) ⊆ I for all γ ∈ Φ+ .
Label the simple roots  = {γ1, . . . , γk} and let sk ∈ W denote the reﬂection corresponding to the
simple root γk . Given an expression w = si1 · · · sir (not necessarily reduced) deﬁne the operator
A(i1,...,ir) := Aγi1 ◦ · · · ◦ Aγir : S → S[−r]. (3.5)
The following result of Bernstein, Gelfand and Gelfand [3] is fundamental to Schubert calculus.
Proposition 3.2.
(i) If (w) < r (i.e. the expression w = si1 · · · sir is not reduced) then the operator A(i1,...,ir) is zero.
(ii) If (w) = r (i.e. the expression w = si1 · · · sir is reduced) then the operator A(i1,...,ir) depends only on the
element w; it is independent of the reduced expression for w.
Proof. See [3, Theorem 3.4] or [12, Proposition 2.6]. 
Deﬁne the BGG-operator for w , Aw : S → S[−r], to be the operator in (3.5) with respect to any
reduced expression; this is well deﬁned by Proposition 3.2.
An immediate consequence of Proposition 3.2 is the following composition rule for BGG-operators:
Au ◦ Av =
{
Au·v if (u · v) = (u) + (v),
0 otherwise
(3.6)
for all u, v ∈ W .
An element χ ∈ S1 deﬁnes an operator of degree 1, χ : S → S[1], given by multiplication by χ
in S . An element w ∈ W also deﬁnes an operator of degree 0, w : S → S , given by the linear action
of W on S . Bernstein, Gelfand and Gelfand [3] derive the following useful formula for the commutator
of the operators w−1 ◦ Aw and χ that is crucial to the main results of this paper.
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[
w−1 ◦ Aw ,χ
]= ∑
w ′
α−→w
αˇ
(
w ′(χ)
) · w−1 ◦ Aw ′ (3.7)
where the sum is taken over all w ′ ∈ W and α ∈ Φ+ such that w ′ α−→ w.
Proof. See [3, Lemma 3.5] or [12, Theorem 4.1]. 
Eq. (3.7) is tailor-made for dealing with the Lefschetz problem as it allows us to compute “inte-
grals” of powers of degree 1 elements in terms of weighted chains in the Bruhat order.
Corollary 3.4. Fix w ∈ W of length t. Let χ1, . . . ,χs ∈ S1 for some s t and let σ ∈ St−s . Then
Aw(χ1 · · ·χs · σ) =
∑
u1
β1−→u2···us βs−→w
βˇ1
(
u1(χ1)
) · · · βˇs(us(χs)) · Au1(σ ). (3.8)
Proof. The proof is by induction on s 0, the base case being trivial. Assume the result holds for any
product of s − 1 linear forms. Then write
Aw(χ1 · · ·χs · σ) = Aw ◦ χs(χ1 · · ·χs−1 · σ)
= (w−1 ◦ Aw) ◦χs(χ1 · · ·χs−1 · σ)
= χs ◦
(
w−1 ◦ Aw
)
(χ1 · · ·χs−1 · σ) +
[
w−1 ◦ Aw ,χs
]
(χ1 · · ·χs−1 · σ)
= [w−1 ◦ Aw ,χs](χ1 · · ·χs−1 · σ)
=
∑
us
βs−→w
βˇs
(
us(χs)
) · w−1 ◦ Aus (χ1 · · ·χs−1 · σ)
=
∑
us
βs−→w
βˇs
(
us(χs)
) · Aus (χ1 · · ·χs−1 · σ)
where the second to last equality follows from Proposition 3.3 and the last (as well as the second)
equality follows from the fact that everything in degree 0 is W -invariant. Hence by induction, the
assertion of Corollary 3.4 holds. 
Viewing SW =⊕di=0(SW )i as a graded R-vector space, deﬁne the graded vector space T =⊕di=0 T i
by
T i := HomR
(
(SW )
i,R
)
.
By (3.4) the operator Aw : S → S[−(w)] passes to an operator on the quotient
A¯w : (SW ) → (SW )
[−(w)]. (3.9)
In particular, if (w) = i the restriction of (3.9) to (SW )i is an element of T i , which by abuse
of notation we call by the same name. A basic fact from Schubert calculus is that these ele-
ments
⊔d
i=0{ A¯w | (w) = i} then form a homogeneous vector space basis for T . The dual basis⊔d
i=0{Xw | (w) = i} ⊂ SW is called a Schubert basis for the coinvariant ring SW .
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Fix a subset Θ ⊂  of simple roots and let ΦΘ ⊂ Φ denote the corresponding root system, with
positive system Φ+Θ . Let WΘ ⊂ W denote the parabolic subgroup corresponding to Θ . WΘ also acts
on Rn and thus on S by restricting the action of W . Let SWΘ denote the invariant ring of WΘ . Note
that SW is naturally a sub-ring of SWΘ . Let IΘ ⊂ S denote the ideal generated by the positive degree
invariants of WΘ and let SWΘ = S/IΘ denote the coinvariant ring of WΘ . Since I ⊆ IΘ , there is a
natural surjection of rings
ι : SW → SWΘ
induced by the identity map on S .
The action of W on S induces an action on the quotient, SW . Let S
WΘ
W denote the sub-ring (of SW )
of WΘ -invariants called the ring of relative coinvariants (with respect to WΘ ⊂ W ). Let
π : SWΘW → SW
denote the natural inclusion map.
Lemma 3.5. The diagram
SWΘ
incl
p|
S
p
q
SWΘW incl
SW
ι
SWΘ
commutes. Moreover the left-most vertical map p| is surjective and induces an isomorphism SWΘW ∼=
SWΘ
(SW )+ SWΘ
∼= SWΘ ⊗SW R.
Proof. That the square in the diagram commutes follows from the observation that the quotient map
p : S → SW is W -equivariant. The triangle commutes by the deﬁnition of ι. Thus the whole diagram
must commute.
To see that p| is surjective, take any f ∈ SWΘW ⊂ SW and let F ∈ S be any lift. Let F  ∈ SWΘ be the
average of F over WΘ . Then p|(F ) = f  = f . Note that ker(p|) = (SW )+ · S∩ SWΘ ⊇ (SW )+ · SWΘ . The
claim is that this containment is actually equality. Indeed let f ∈ ker(p|); write f = s1g1 + · · · + sr gr
for some s j ∈ (SW )+ and g j ∈ S . Averaging over WΘ we get f  = f = s1g1 +· · ·+ sr gr ∈ (SW )+ · SWΘ
which completes the proof. 
Proposition 3.6.With π : SWΘW → SW and ι : SW → SWΘ as above,
(i) π makes SW a free S
WΘ
W -module of rank |WΘ | = dimR(SWΘ ),
(ii) ι is surjective with kernel (SWΘW )
+ · SW .
Proof. To see (i), recall that S is a free SWΘ -module of rank |WΘ | := t . Therefore SW = S ⊗SW R is
a free SWΘ ⊗SW R-module of rank t . By Lemma 3.5, SWΘW ∼= SWΘ ⊗SW R. The assertion of (ii) follows
immediately from the commutativity of the diagram in Lemma 3.5. 
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sentatives of the quotient W /WΘ . Moreover every element w ∈ W can be expressed uniquely as a
product
w = w¯ · wˆ (3.10)
where w¯ ∈ WΘ and wˆ ∈ WΘ and (w) = (w¯) + (wˆ); see [4, Proposition 2.4.4, Corollary 2.4.5]
or [12, Theorem 5.1, Corollary 5.2].
Lemma 3.7.We have dimR((S
WΘ
W )
i) = #{w¯ ∈ WΘ | (w¯) = i}.
Proof. The proof is by induction on i  0, the base case being trivial. By Proposition 3.6, we conclude
that there is an isomorphism of graded R-vector spaces
SW ∼= SWΘW ⊗R SWΘ . (3.11)
Using (3.11) in conjunction with the induction hypothesis yields
dim
((
SWΘW
)i)= dim((SW )i)− i−1∑
j=0
(
dim
((
SWΘW
) j)) · (dim((SWΘ )i− j))
= #{w ∣∣ (w) = i}− i−1∑
j=0
(
#
{
w¯
∣∣ (w¯) = j}) · (#{wˆ ∣∣ (wˆ) = i − j})
= #{w ∣∣ (w) = i}− #{w = w¯ · wˆ ∣∣ (w) = i, 0 (w¯) (i − 1)}
= #{w = w¯ · wˆ ∣∣ (w) = (w¯) = i}
= #{w¯ ∈ WΘ ∣∣ (w¯) = i}
as desired. 
Proposition 3.8. The elements {Xw¯ | w¯ ∈ WΘ } lie in SWΘW .
Proof. See [11, Corollary 4.2]. 
Let r := (w¯0). Proposition 3.8 together with Lemma 3.7 implies that the elements ⊔ri=0{Xw¯ |
w¯ ∈ WΘ, (w¯) = i} are a vector space basis for the relative coinvariant ring SWΘW , called a relative
Schubert basis for SWΘW .
4. Lefschetz properties
In this section we use tools from Section 3 to study the Lefschetz properties of the relative coin-
variant ring.
Deﬁne the vector ρ := 12
∑
γ∈Φ+ γ . Note that for α a simple root, αˇ(ρ) = 1. Indeed we can write
sα(ρ) = sα
(
ρ − 1
2
α
)
+ 1
2
sα(α).
Since sα(ρ − 12α) = ρ − 12α (using (3.2)) we see that sα(ρ) = ρ − α. On the other hand sα(ρ) :=
ρ − αˇ(ρ)α, hence αˇ(ρ) = 1 as desired. Consequently αˇ(ρ) must be positive for every positive root α.
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∑
γ∈Φ+Θ γ and ρ¯ =
1
2
∑
γ∈Φ+\Φ+Θ γ ; we have ρ = ρΘ + ρ¯ . Note that ρ¯ ∈ S
WΘ . In-
deed for α ∈ Θ ⊆ , (3.2) implies that
sα
(
Φ+ \ Φ+Θ
)⊆ Φ+ \ Φ+Θ.
Since WΘ is generated by sα (α ∈ Θ), we see that WΘ just permutes the roots in Φ+ \ Φ+Θ , hence
preserves ρ¯ . We have the following useful relationship between ρ¯ and the roots in Φ+ \ Φ+Θ .
Lemma 4.1. αˇ(ρ¯) > 0 for all α ∈ Φ+ \ Φ+Θ .
Proof. First assume that α ∈  \ Θ . Then αˇ(ρΘ) < 0 since 〈α,α′〉 < 0 for all α′ ∈  \ {α}. On the
other hand we have already seen that αˇ(ρ) > 0. Hence we conclude that αˇ(ρ¯) > 0 as well.
Now let α ∈ Φ+ \ Φ+Θ be arbitrary. There is a unique αΘ ∈ spanR{Θ} such that
α =
∑
γ∈\Θ
cγ · γ + αΘ
for some cγ  0. Since ρ¯ is WΘ -invariant, we must have 〈αΘ, ρ¯〉 = 0. Thus we have
〈α, ρ¯〉 =
∑
γ∈\Θ
cγ · 〈γ , ρ¯〉 > 0. (4.1)
Using formula (3.1), we conclude that αˇ(ρ¯) > 0 for all α ∈ Φ+ \ Φ+Θ , as desired. 
By abuse of notation we will use the symbol ρ¯ to denote the equivalence class [ρ¯] in SWΘW . The
element ρ¯ ∈ (SWΘW )1 is our “candidate” Lefschetz element in the relative coinvariant ring. We want to
show that the map
ρ¯r−2i :
(
SWΘW
)i → (SWΘW )r−i (4.2)
is an isomorphism for 0  i   r2 . The idea is to use our relative Schubert basis to compute the
matrix for (4.2).
Fix 0 i   r2  and let u¯ ∈ WΘ be an element of length i. Then we have
ρ¯r−2i · Xu¯ =
∑
(v¯)=r−i
civ¯u¯ · Xv¯ . (4.3)
Note that the coeﬃcient civ¯u¯ is just Av¯(ρ¯
r−2i · Xu¯) for each (v¯) = (r− i) and (u¯) = i. We can compute
these coeﬃcients using Corollary 3.4.
We write w¯ ′ β−→ w¯ to mean that β ∈ Φ+ , w¯ ′, w¯ ∈ WΘ , sβ · w¯ ′ = w¯ and (sβ · w¯ ′) = (w¯ ′) + 1.
Proposition 4.2. For each u¯, v¯ ∈ WΘ , with (u¯) = i and (v¯) = r − i we have
Av¯
(
ρ¯r−2i · Xu¯
)= ∑
u¯=u¯1
β1−→u¯2···u¯s βs−→v¯
βˇ1
(
u¯1(ρ¯)
) · · · βˇs(u¯s(ρ¯)) (4.4)
where s = r − 2i.
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Av¯
(
ρ¯r−2i · Xu¯
)= ∑
u¯=u1
β1−→u2···us βs−→v¯
βˇ1
(
u1(ρ¯)
) · · · βˇs(us(ρ¯)). (4.5)
It remains to show that each non-zero term in (4.5) comes from a “path” in WΘ . Note that if u
β−→ v
with u ∈ WΘ and v /∈ WΘ then βˇ(u(ρ)) = 0. Indeed if v /∈ WΘ then there is a reduced expression
v = s1 · · · sr with αr ∈ Θ . On the other hand u β−→ v implies that v · su−1(β) = u and u ∈ WΘ implies
u = s1 · · · sr−1. Hence u−1(β) = αr ∈ Φ+Θ which forces βˇ(u(ρ)) = 0. We conclude that the only non-
zero summands in (4.5) come from chains in WΘ , as desired. 
Remark. A result of Deodhar (see [5, Corollary 3.8]) states that given two elements w¯1, w¯2 ∈ WΘ
with w¯1  w¯2 (where  denotes the Bruhat ordering on W ), there exist elements u¯1, . . . , u¯r ∈ WΘ
such that
w¯1 = u¯0
β0
u¯1 · · · u¯r
βr
u¯r+1 = w¯2.
In particular this guarantees that the sum in (4.4) is never vacuous, as long as u¯  v¯ .
We can express the matrix for (4.2) as⎛
⎜⎜⎜⎝
...
· · · civ¯u¯ · · ·
...
⎞
⎟⎟⎟⎠
(v¯)=r−i
(u¯)=i
(4.6)
where entry civ¯u¯ is given by (4.4). Proposition 4.2 then gives a nice combinatorial interpretation to
the matrix (4.6) as a weighted path matrix with respect to an appropriately weighted directed (acyclic)
graph. This interpretation lends itself to combinatorial tools effective in studying the determinant
of (4.6).
The classiﬁcation of ﬁnite reﬂection groups says that a ﬁnite reﬂection group is either irreducible
or is a direct product of irreducible ones (see [13, Chapter 2]). Thus by Lemma 2.2, it suﬃces to prove
Theorem 1 for W irreducible. Any given irreducible ﬁnite reﬂection group is of one of the ten types
shown in Table 1. For the remainder of this section we will use this list to exhibit, in each type of W ,
a parabolic subgroup WΘ ⊂ W for which the relative coinvariant ring SWΘW has the strong Lefschetz
property.
Let G be the graph with vertex set WΘ where two elements w¯ ′ and w¯ are joined by an edge if
and only if w¯ ′ β−→ w¯ for some β ∈ Φ+ . The graph G is the Hasse diagram of the Bruhat order on W
restricted to WΘ (by [5, Corollary 3.8]), hence it is naturally directed and acyclic. To each (directed)
edge of G , e = w¯ ′ β−→ w¯ , we assign the weight
ω(e) := βˇ(w¯ ′(ρ¯))> 0. (4.7)
Note that the weights in (4.7) are positive. Indeed u¯
β−→ v¯ implies u¯−1(β) ∈ Φ+ \ Φ+Θ by Proposi-
tion 3.3. Now apply Lemma 4.1.
To each directed path P in this graph, we deﬁne its weight by
ω(P ) :=
∏
ω(e).
e∈P
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Classiﬁcation of ﬁnite reﬂection groups.
An (n 1)
◦ ◦ · · · ◦ ◦
Bn (n 2)
◦ ◦ · · · ◦ ◦
Dn (n 4)
◦
◦ ◦ · · · ◦ ◦
◦
E6
◦
◦ ◦ ◦ ◦ ◦
E7
◦
◦ ◦ ◦ ◦ ◦ ◦
E8
◦
◦ ◦ ◦ ◦ ◦ ◦ ◦
F4
◦ ◦ ◦ ◦
H3
◦ ◦ ◦
H4
◦ ◦ ◦ ◦
I2(m)
◦ m ◦
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{v¯1, . . . , v¯N }. Then the ( j,k)th entry cijk := civ¯ j u¯k in (4.6) is given by
cijk =
∑
P : u¯k→v¯ j
ω(P ),
where the sum is over all directed paths P from u¯k to v¯ j .
A path system P from V i to V r−i is a permutation σ ∈ SN together with a collection of paths
Pa : u¯a → v¯σ(a) for 1 a N . The sign of a path system is the sign of the corresponding permutation:
sgn(P) := sgn(σ ). We deﬁne the weight of a path system to be the product of the weights of the
corresponding paths: ω(P) :=∏Na=1 ω(Pa). It is an easy exercise to verify the identity
det
((
cijk
))=∑
P
sgn(P) · ω(P), (4.8)
where the sum is taken over all path systems from V i to V r−i .
It will be useful to reference the following easy lemma.
Lemma 4.3. IfO is a collection of path systems from V i to V r−i such that the sign function sgn :O→ {+,−}
is constant, then
∑
P∈O
sgn(P) · ω(P) = ±
∑
P∈O
ω(P)
is non-zero.
Proof. This follows from the positivity of (4.7). 
Using Lemma 4.3 we can show that SWΘW has the strong Lefschetz property (for an appropriate
choice of WΘ ) for most types of W .
Proposition 4.4. Let W be a ﬁnite reﬂection group of type A, B, D, I2(m) or H3 . Then there is a parabolic
subgroup WΘ ⊂ W such that SWΘW has the strong Lefschetz property.
Proof. For W of type An , Bn , or Dn , choose a parabolic subgroup WΘ ⊂ W of type An−1, Bn−1,
or Dn−1, respectively. For type I2(m) any non-trivial parabolic subgroup will work. In type H3 choose
a parabolic subgroup WΘ ⊂ W of type I2(5). In all these cases a straightforward computation of the
(relative) Poincaré polynomial, using [11, Corollary 4.5] and [13, Table 1], reveals that
dimR
(
SWΘW
)i = 1, for all 0 i  ⌊ r − 1
2
⌋
.
By Lemma 4.3 (taking O to be the set of all path systems from V i to V r−i) we deduce that (4.8) is
non-zero, and thus that SWΘW has the strong Lefschetz property. 
To show that SWΘW has the strong Lefschetz property for the remaining types takes a little more
work. Our main tool is the following result of Gessel and Viennot [6]; we state it here without proof.
For an excellent treatment and further references on this result, see [1, Chapter 23].
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paths Pa and Pb in P share a common vertex. Then
det
((
cijk
))= ∑
P∈Oivd
sgn(P) · ω(P). (4.9)
Proposition 4.5 makes short work of our task in a few more types.
Proposition 4.6. If W is a ﬁnite reﬂection group of type F4 , E6 or E7 , then there is a parabolic subgroup WΘ
such that SWΘW has the strong Lefschetz property.
Proof. The proof is a type-by-type inspection.
In type F4, choose a parabolic subgroup WΘ ⊂ W of type B3. The graph for the quotient F4/B3 is
shown in Table 2. For 0 i  3, the path systems in Oivd clearly have the same sign, hence Lemma 4.3
implies that (4.9) is non-zero. For 4  i  7, there are exactly two path systems in Oivd which have
distinct weights, as indicated in Table 2, hence (4.9) must be non-zero for these i as well.
In type E6, choose a parabolic subgroup WΘ ⊂ W of type D5. The graph for the quotient E6/D5
is shown in Table 2 (this graph was borrowed from [4, p. 44]). A bit of thought reveals that the path
systems in Oivd have the same sign for all 0  i  8. Thus Lemma 4.3 implies that (4.9) is non-zero
for all 0 i  8.
In type E7, choose a parabolic subgroup WΘ ⊂ W of type E6. The graph for the quotient E7/E6 is
shown in Table 2 (this graph was borrowed from [17]). For 0 i  4 and 9 i  13, the path systems
in Oivd have the same sign, hence Lemma 4.3 implies (4.9) is non-zero for these i. For 5 i  8 we
can reduce the computations to a simple count. We observe that all of the edge weights of G are
equal. Indeed using the computations of the root system Φ of type E7 described in [13, p. 43], we
compute that
ρ¯ = 9 · (e8 − e7 + 2e6)
where {e1, . . . , e8} are the standard basis vectors in R8. Then it is straightforward to check that
αˇ(ρ¯) = 18
for all α ∈ Φ+ \ Φ+Θ . Hence we need only show that the sign function does not split Oivd in half for
5  i  8. We observe here that the sign of a path system P ∈Oivd is determined by the sign of its
middle leg i.e., the restriction of P to the vertex set V 12 unionsq V 13 unionsq V 14 unionsq V 15.
By inspection of Table 2, there are a total of nine possible middle legs for P four of which are
shown in Table 3. Note that the middle legs in the same column of Table 3 must have the same
sign, and those in distinct columns must have distinct signs. Also note that any path system P ∈Oivd
with middle leg in column “−” corresponds to a unique path system P ′ ∈ Oivd with middle leg in
column “+”.
Therefore we can write (4.9) as
∑
P∈O
sgn(P)ω(P)
where O is the subset of path systems in Oivd whose middle legs do not appear in Table 3. It is
straightforward to check that the path systems in O all have the same sign. Therefore Lemma 4.3
implies that (4.9) is non-zero for 5 i  8. This completes the proof of Proposition 4.6. 
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Hasse diagrams of the quotients W /WΘ .
•
•
•
•
• •
• •
• •
•
22
11
•
11
11
• •
• •
• •
• •
•
•
•
•
27
26
25
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0
•
•
•
•
• •
• •
• •
• •
• • •
• •
• •
• •
• •
•
•
•
•
27
26
25
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0
•
•
•
•
•
• •
• •
• •
• •
• • •
• • •
• • •
• • •
• • •
• • •
• • •
• • •
• • •
• • •
• •
• •
• •
• •
•
•
•
•
•
F4/B3 i E6/D5 i E7/E8
To deal with the remaining types, we appeal to the symmetry of G . There is an antiautomorphism
of the graph G deﬁned by
α : x → w0 · x · w0(Θ) (4.10)
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Middle legs of a path system.
− +
• • ◦
• • ◦
• • ◦
• • ◦
• • ◦
• ◦ •
• • ◦
• • ◦
◦ • •
◦ • •
◦ • •
◦ • •
◦ • •
• ◦ •
◦ • •
◦ • •
where w0 is the longest word in W and w0(Θ) is the longest word in WΘ ; see [4, Proposition 2.5.4].
The map α induces a linear identiﬁcation (which we denote by the same name)
(
SWΘW
)i α ((
SWΘW
)r−i)∗
Xu A¯α(u) (4.11)
where A¯α(u) denotes the BGG-operator restricted to (S
WΘ
W )
r−i .
Let χ ∈ SWΘW be any homogeneous element of degree 1, regarded as an operator of degree 1
on SWΘW given by multiplication by χ . Let χ
∗ denote the adjoint operator of degree (−1).
Proposition 4.7. For each 0 i  r the diagram
(SWΘW )
i
χ
α
(SWΘW )
i+1
α
((SWΘW )
r−i)∗
χ∗
((SWΘW )
r−i−1)∗
(4.12)
commutes.
Proof. To see that (4.12) commutes it suﬃces to show for each (u) = i and (v) = i + 1 that
Av(χ · Xu) = Aα(u)(χ · Xα(v)). (4.13)
The LHS of (4.13) is given by
Av(χ · Xu) = βˇ
(
u(χ)
)
where u
β−→ v , and the RHS is given by
Aα(u)(χ · Xα(v)) = γˇ
(
α(v)(χ)
)
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γ−→ α(u). It is straightforward to verify that γ = −w0(β) and hence that γˇ (α(v)(χ)) =
βˇ(u(χ)) as desired. 
Remark. It turns out that the pairing of (SWΘW )
i with (SWΘW )
r−i given by α agrees with the “intersec-
tion pairing” on SW given by multiplication. In other words,
(
SWΘW
)i × (SWΘW )r−i R
(A, B) α(B)(A) = A · B.
See [11, Theorem 2.9, p. 147].
Proposition 4.7 implies that the Lefschetz matrix (4.6) is symmetric, using α to identify (SWΘW )
r−i
with ((SWΘW )
i)∗ ∼= (SWΘW )i . In fact we see that the matrix (4.6) has the form At · B · A as follows: let A
be the matrix for the “ﬁrst leg” of the Lefschetz map
ρ¯
r
2 −i :
(
SWΘW
)i → (SWΘW ) r2 
and let B be the matrix for the “second leg”
{
ρ¯ : (SWΘW )
 r2  → (SWΘW )
r
2  if r is odd,
α : (SWΘW )
r
2 → (SWΘW )
r
2 if r is even.
Then Proposition 4.7 implies that the matrix for the “third leg” of the Lefschetz map
ρ¯
r
2 −i :
(
SWΘW
) r2  → (SWΘW )r−i
can be identiﬁed with At , the transpose of the “ﬁrst leg”, using α to identify (SWΘW )
r−i with ((SWΘW )i)∗
for each 0 i   r2 .
Now suppose the matrix B above is positive deﬁnite, and that SWΘW has the following weak Lef-
schetz property: the multiplication map ρ¯ : (SWΘW )
i → (SWΘW )i+1 is injective for 0  i <  r2 . Then
clearly the matrix At · B · A must also be positive deﬁnite. This positivity phenomenon occurs in
types H4 and E8.
Lemma 4.8. Given W of type E8 or H4 , there is a choice of parabolic subgroup WΘ ⊂ W such that the
Lefschetz map (SWΘW )
 r2  → (SWΘW )
r
2  is positive deﬁnite.
Proof. For W in type E8 (resp. H4) choose WΘ ⊂ W a parabolic subgroup of type E7 (resp. H3). Ta-
ble 4 shows the weighted Hasse diagram of the Bruhat order on WΘ in middle degrees (i.e. 28 → 29
(on top) in type E8 and 22→ 23 (on top) in type H4); the unlabeled edges have weight 1. A straight-
forward computation shows that these matrices are positive deﬁnite. 
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H4 and E8 in middle degrees.
H4
•
2
•
2
•
2
2b
•
2b
2
• • • •
⎛
⎜⎝
2 1 0 0
1 2 1 0
0 1 2 2b
0 0 2b 2
⎞
⎟⎠
[b = −1+
√
5
4 ]
E8
•
2
•
2
•
2
•
2
•
2
•
2
•
2
•
2
• • • • • • • •
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 0 0 0 0 0 0 1
0 2 1 0 1 0 0 0
0 1 2 0 0 0 0 1
0 0 0 2 1 0 0 0
0 1 0 1 2 1 0 0
0 0 0 0 1 2 1 0
0 0 0 0 0 1 2 0
1 0 1 0 0 0 0 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Remark. Note that the matrix in Table 4 for type E8 resembles the Cartan matrix for the root system
of type E8. In fact one can show that it is similar to the Cartan matrix; the change of basis just
changes the sign of every other simple root i.e.,
−
◦
◦ ◦ ◦ ◦ ◦ ◦ ◦
+ − + − + − + .
In particular this shows that the matrix in Table 4 for type E8 is positive deﬁnite. We thank Tom
Braden for pointing out this neat proof.
Proposition 4.9. For W of type H4 or E8 , there exists a parabolic subgroup WΘ ⊂ W such that SWΘW has the
strong Lefschetz property.
Proof. By Proposition 4.5 and Lemma 4.8 we need only check that the weighted path matrices in G
from V i to V i+1 have full rank for 0 i   r2 . Given below are tables showing the non-trivial bipar-
tite graphs in each of the types H4 and E8. The second and ﬁfth columns show the bipartite graphs
between V i−1 and V i (on top), where i is listed in the adjacent column (to the left): the empty circles
with dashed lines indicate that we are ignoring that corresponding row in our weighted path matrix
to exhibit a maximal non-singular submatrix. The numbers in the third and sixth columns enumerate
the path systems in the bipartite graph to the left of the entry: the symbol “(\◦)” indicates that we
are not including the empty circle and dashed lines in our count, and the symbol “(same ±)” indicates
that all of the enumerated path systems have the same sign.
Table 5 shows the directed bipartite graphs in type H4 giving the matrices for the Lefschetz maps
ρ¯ : (SWΘW )
i → (SWΘW )i+1 for 7  i  22. Note that the matrices with corresponding entries 1, 1 (\◦),
or 2 (same ±) must have full rank and the computation of their edge weights is not required. Those
entries decorated with a ∗ can be veriﬁed by direct computation: The weights for these bipartite
graphs have been computed using the root system given in [13, p. 47], where a = 1+
√
5
4 and b =
−1+√5
4 (as before, the unlabeled edges (in the starred cases) are assumed to have weight 1).
Table 6 shows the directed bipartite graphs in type E8 giving the matrices for the Lefschetz maps
ρ¯ : (SWΘW )
i → (SWΘW )i+1 for 7 i  28. Again, the matrices with corresponding entries 1, 1 (\◦), or 2
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Weak Lefschetz property for H4/H3.
22 • • •
2a
2b
•
2a
2b
• • • •
2 ∗ 14 • • •
• • •
1
21 • • • •
• • • •
2 (same ±) 13 • • •
• • •
1
20 •
2a
2b
•
2a
2b
•
2a
•
2a2b
• • • •
3 ∗ 12 •
2a
2b
•
2a
•
2a
2b
• • •
3 ∗
19 • • • •
• • • •
1 11 • • •
• • •
1
18 • • • •
• • • •
2 (same ±) 10 ◦ • •
• •
1 (\◦)
17 • • • •
• • • •
2 (same ±) 9 • •
• •
1
16 ◦ • • •
• • •
1 8 • •
• •
1
15 • • •
• • •
1 7 • •
• •
1
(same ±) must have full rank. It turns out that all of the edges appearing in Table 6 have weight 1,
as we show presently. This implies that the matrices corresponding to odd entries also have full
rank.
Using the root system (and simple system) of type E8 described in [13, p. 43], we compute ρ¯ to
be a multiple of the longest root θ . Hence after a rescaling we can take our Lefschetz element to be θ .
It is straightforward to verify that
γˇ (θ) =
{
2 if γ = θ,
1 otherwise
for all γ ∈ Φ+ \ Φ+Θ . Hence the only weights appearing on the directed edges of G are 1 and 2.
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Weak Lefschetz property for E8/E7.
28 ◦ • • • • • • •
• • • • • • •
1 (\◦) 17 • • • • •
• • • • •
1
27 • • • • • • •
• • • • • • •
2 (same ±) 16 • • ◦ • •
• • • •
1 (\◦)
26 • • • • • • •
• • • • • • •
3 15 • • • •
• • • •
2 (same ±)
25 • • • • • • •
• • • • • • •
2 (same ±) 14 • • • •
• • • •
1
24 • • • • • • •
• • • • • • •
5 13 • • • •
• • • •
1
23 • • • • • • •
• • • • • • •
1 12 ◦ • • •
• • •
1 (\◦)
22 • • • • ◦ • •
• • • • • •
1 (\◦) 11 • • •
• • •
1
21 • • • • • •
• • • • • •
2 (same ±) 10 ◦ • •
• •
1 (\◦)
20 • • • • • •
• • • • • •
3 9 • •
• •
1
19 • • • • • •
• • • • • •
1 8 • •
• •
1
18 • • • • ◦ •
• • • • •
1 (\◦) 7 • •
• •
1
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To verify the claim, we deﬁne the height of a root
h(β) :=
∑
γ∈
cγ
where β =∑γ∈ cγ · γ . Now suppose that w¯ α−→ w¯ ′ for some w¯ , w¯ ′ ∈ WΘ and some α ∈ Φ+ such
that w¯−1(α) = θ . Then α = w¯(θ) ∈ Φ+ and a standard argument reveals that 0< h(α) < h(θ)− (w¯).
Since h(θ) = 29 we conclude that (w¯) < 29. By the symmetry of the Bruhat order on WΘ given
by (4.10), we conclude that (w¯) = 28 which establishes the claim.
This completes the proof of Proposition 4.9. 
5. Proof of Theorem 1
We are now ready to put it all together. Given any parabolic subgroup WΘ ⊆ W , there is a natural
inclusion
π : SWΘW → SW
with respect to which SW is a free S
WΘ
W -module by Proposition 3.6. There is a natural surjective ring
homomorphism
ι : SW → SWΘ
whose kernel is the ideal (SWΘW )
+ · SW by Proposition 3.6. Thus if SWΘ and SWΘW both have the strong
Lefschetz property, then Theorem 2 implies that SW also has the Lefschetz property.
Proof of Theorem 1. We ﬁrst show it for the inﬁnite families (i.e. classical and dihedral types). As-
sume W is of type A, B , D or I2(m). We argue by induction on the rank of W (i.e. dimR(span{Φ})).
The base case is trivial (i.e. W = {e} and Φ = ∅). Assume the assertion holds for ﬁnite reﬂection
groups of rank < n and let W be a ﬁnite reﬂection group of rank n and of one of the above
types. Then by Proposition 4.4, there exists a parabolic subgroup WΘ ⊂ W such that SWΘW has the
strong Lefschetz property. By the induction hypothesis, SWΘ also has the strong Lefschetz property.
Therefore by Theorem 2, SW must have the strong Lefschetz property and we are done by induc-
tion.
We can now inductively build on this result for the inﬁnite families to get the result for the
remaining types.
If W is of type H3 (resp. F4, E6) then by Proposition 4.4 (resp. Proposition 4.6), there is a parabolic
subgroup WΘ ⊂ W of type I2(5) (resp. B3, D5) such that SWΘW has the strong Lefschetz property.
By the preceding argument, SWΘ also has the strong Lefschetz property. Therefore by Theorem 2,
SW must also have the strong Lefschetz property.
If W is of type E7 then by Proposition 4.6 there is a parabolic subgroup WΘ ⊂ W of type E6
such that SWΘW has the strong Lefschetz property. By the preceding argument SWΘ also has the strong
Lefschetz property. Therefore by Theorem 2, SW must also have the strong Lefschetz property.
If W is of type E8 (resp. H4) then by Proposition 4.9 there is a parabolic subgroup WΘ ⊂ W of
type E7 (resp. H3) such that S
WΘ
W has the strong Lefschetz property. By the preceding arguments the
coinvariant ring SWΘ also has the strong Lefschetz property. Therefore by Theorem 2, SW must also
have the strong Lefschetz property. This completes the proof of Theorem 1. 
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During the preparation of this manuscript, I discovered that Proctor [18] has already given a
proof of the strong Lefschetz property for SWΘW (with respect to certain maximal parabolic subgroups
WΘ ⊂ W ) in type An using weighted path sums and Proposition 4.5. It also came to my attention
that Theorem 2 has already been proved by Harima and Watanabe, ﬁrst for rings with the standard
grading [7,8], and later for rings with non-standard grading [9]. Moreover in [7], Harima and Watan-
abe use their version of Theorem 2 to show that coinvariant rings of the complex reﬂection groups
G(r,1,n) have the strong Lefschetz property.
A corollary to Theorem 1 is that for each ﬁnite Coxeter group W there is some parabolic subgroup
WΘ ⊂ W such that SWΘW has the strong Lefschetz property. It would be nice to know if this statement
holds for any parabolic subgroup. It would also be interesting to see to what extent Theorem 1 holds
for coinvariant rings of ﬁnite complex reﬂection groups.
In proving Proposition 4.9, we have actually proved that the relative coinvariant rings for the
quotients E8/E7 and H4/H3 not only have the strong Lefschetz property, but satisfy the stronger
Hodge–Riemann bilinear relations. In the crystallographic cases this is expected since the (relative)
coinvariant rings are cohomology rings of smooth projective varieties. In the H4/H3 case, this re-
sult seems to be new. It would be interesting to know if the Hodge–Riemann bilinear relations hold
for all coinvariant rings.
The anonymous referee has keenly pointed out that a remark similar to the one following
Lemma 4.8 holds. In particular the matrix for H4 shown in Table 4 is similar (via alternating sign
changes and a Galois transformation) to the “Cartan” matrix for the type H4 root system given
in [13, p. 47]. Is there a good reason for one to expect the middle Lefschetz maps of certain relative
coinvariant rings to be Cartan matrices for their respective root systems, or is this just a coincidence?
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