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Precisely characterizing and controlling realistic open quantum systems is one of the most chal-
lenging and exciting frontiers in quantum sciences and technologies. In this Letter, we present
methods of approximately computing reachable sets for coherently controlled dissipative systems,
which is very useful for assessing control performances. We apply this to a two-qubit nuclear mag-
netic resonance spin system and implement some tasks of quantum control in open systems at a
near optimal performance in view of purity: e.g., increasing polarization and preparing pseudo-pure
states. Our work shows interesting and promising applications of environment-assisted quantum
dynamics.
PACS numbers: 03.67.Lx,76.60.-k,03.65.Yz
Recent years have seen immense advances in active and
precise manipulation of a broad variety of quantum sys-
tems. The subject of quantum system control has been
developed into a rapidly growing area [1] attracting sub-
stantial interests from the community of quantum infor-
mation physicists. One of the fundamental tasks is to
design reliable control techniques for systems that are
exposed to a dissipative environment [2]. As dissipation
tends to irreversibly affect the system dynamics, it is rec-
ognized as one dominant source for information loss and
hence must be suppressed. Only recently was it realized
that open system engineering may exhibit surprising ad-
vantages in some important aspects [3, 3, 5]. For exam-
ple, it was shown that the purification efficiency of heat-
bath algorithmic cooling protocol can surpass the closed
system limit [3]. In other researches [5], there emerged
great interests in environment-assisted entangled state
engineering. Dissipative production of entangled steady
states has already been realized in various experimental
setups like trapped ions [6], superconducting circuit [7]
and double quantum dot [8].
Although some ideas borrowed from classical control
theory (e.g., time optimal control) have been success-
fully extended to construct methods for steering closed
quantum systems [9], it turns out to be more challenging
for open quantum systems. The major reason comes from
the fact proved in [1] that for a finite dimensional Marko-
vian quantum system, coherent means of control cannot
fully compensate the irreversibility of the dynamics. In
fact, to what extent can the system evolving tendency be
changed depends upon not only the external operations
but also the structure of the relaxation mechanisms. This
certainly forms an obstacle in devising of general control
methodology. Previous research results have been able
to characterize the reachable set on the states of a sin-
gle qubit both qualitatively [1] and quantitatively [6, 12].
However, to generalize these results to higher dimensional
systems is not easy [13].
Realising the lack of exact theory for the reachabil-
ity problem, we propose to use approximation tech-
niques. Basically the idea is to approximate the reach-
able set, usually in terms of simple geometric objects
(e.g., convex polytopes [14], ellipsoids [15]), from both
externally (over-approximation) and internally (under-
approximation) [16]. Although various strategies have
been put forward, computing reachable set in general
remains a challenging task [14]. This is true especially
for nonlinear systems, and quantum control models are
indeed recognized as nonlinear [17]. In this Letter, we
derive reasonable approximations of reachable set in co-
herently controlled Markovian quantum systems. To
this end, we first study the upper bound of system pu-
rity function, thus giving an over-approximation that
the system can not surpass; and then analyze the small
time local controllability, which results in an under-
approximation. Moreover, our ideas are implemented
experimentally using techniques of nuclear magnetic res-
onance (NMR).
Problem setting—Consider a controlled n-qubit open
system governed by the Lindblad equation [18, 19]
ρ˙ = −i[HS +HC(t), ρ] +Rρ, (1)
where HS is the system Hamiltonian, HC(t) is the time-
dependent external control Hamiltonian, and R is the re-
laxation superoperator of Lindblad type. For simplicity
we make two assumptions: (i) relaxation rates are com-
paratively slow so that arbitrary unitary operation can be
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2implemented before relaxation effects become important;
(ii) system’s free relaxation process leads to a strictly con-
tractive channel E0, namely the trace distance of any pair
of different states is time decreasing. The latter assump-
tion implies that, there is a unique relaxation-free state
ρeq satisfying: Rρeq = 0 [5]. Our assumptions are valid
in many practical physical systems that are weakly inter-
acted with a heat bath [19], e.g., atoms in a quantized
radiation field and spin-lattice systems.
Now introduce the vector of coherence representation
[2, 3]. Let B = {Bk}4
n−1
k=0 = {I,X, Y, Z}⊗n, where I is
the identity, and X, Y , Z are Pauli operators. It con-
stitutes an orthonormal basis of the state space in that
the orthonormal relation holds: Tr (BkBj) /2
n = δkj for
k, j = 0, ..., 4n − 1. Consequently ρ can be expressed as:
ρ = I⊗n/2n +
∑4n−1
k=1 rkBk (rk = Tr (ρBk) /2
n). The
Lindblad Eq. (1) is then turned into a real 4n−1 dimen-
sional nonhomogeneous vector differential equation
r˙ = Hr −R(r − req), (2)
in which H, R and req are 4
n − 1 dimen-
sional with their entries determined by Hkj =
Tr (−iBk [HS +HC , Bj ]) /2n, Rkj = Tr (−BkRBj) /2n
and req,k =
∑
jR
−1
kj Tr (BjRI⊗n) /4n respectively. It
can be verified that H is antisymmetric and R (relax-
ation matrix) is symmetric positive definite [22].
To further simplify the problem, we use the diagonal-
ization procedure to project the system dynamics into
the diagonal subspace spanned by {I, Z}⊗n [6, 12]. Note
that the vector of eigenvalues is essentially 2n−1 dimen-
sional. Let ρ = UΛU†, where Λ is diagonal and U is a
unitary operation in SU(2n). In the vector of coherence
representation the diagonalization procedure can be writ-
ten as r = Ux, where x and U are the representations
of Λ and U with respect to basis B respectively. Con-
sequently, any evolution of the system can be projected
into a continuous trajectory in the diagonal subspace.
Substituting the diagonalization procedure into Eq. (2),
we obtain a 2n − 1 dimensional dynamical equation [6]
x˙ = − [UTRU]
d
x +
[
UTRreq
]
d
, (3)
in which the notation [·]d denotes the diagonal subspace
part of its argument. Provided that any unitary oper-
ation can be performed sufficiently fast compared with
the relaxation timescale, we have that: (i) if a diagonal
state can be reached, then any state on its unitary orbit
can also be generated; (ii) according to Eq. (18), the
system evolving direction at state x can be adjusted to
any element of the set {x˙U |U ∈ SU(2n)}. Thus it suf-
fices to study the projected dynamics, and we can view
SU(2n) as the admissible control set in place of HC(t).
Let ReachSU(2n)(ρeq, T ) (T ≥ 0) denote the reachable
diagonal states from the equilibrium state ρeq under the
control set SU(2n) during time [0, T ], the global reach-
able set is defined to be
⋃
T≥0 ReachSU(2n)(ρeq, T ).
Our goal is thus to construct both over-approximation
and under-approximation of the reachable region of diag-
onal states. Clearly the problem here extends the concept
of universal bound on spin dynamics [23], i.e., bounds on
the regions of operators in Liouville space being intercon-
vertible by unitary transformations, to the open system
control regime. More precisely, let ρ and σ be two diag-
onal states, define the projection with respect to σ
κU = Tr(UρU
† · σ)/Tr(σ2), (4)
where U ∈ SU(2n), and
κE = Tr(Eρ · σ)/Tr(σ2), (5)
where E is the non-unitary channel given by Eq. (1) and
satisfies Eρ = κEσ. Note that here in the latter case
we don’t allow the existence of unwanted components.
When σ is the target operator, we can interpret κU and
κE as the polarization transfer efficiency from ρ to σ. The
universal bound gives an analytic expression bounding
κU , which bears nice geometric meaning: the unitarily
convertible region is bounded by a convex polytope whose
vertexes are composed of all of the diagonal permutations
of ρ. To move forward a step, we here study the extended
problem of determining achievable regions for κE .
Over-approximation— In over-approximating the
reachable set, one identifies regions that the system can
never reach. Our approach is to explore the dynamical
behaviours of system purity function. Purity, quantifying
the incoherent impacts from the environment, is particu-
larly suited for studying how relaxation imposes restric-
tions on system evolution. For example, one basic result
for unital systems, where ρeq is the maximally mixed
state, states that the purity function must be monotoni-
cally decreasing with time regardless of the controls [24].
For the case of non-unital dynamics the situation is more
complicated since purification can occur [1]. However, in
practical situations, purification can not proceed unlim-
itedly, hence it is natural to seek for an upper bound.
Recall that purity is defined as p = Trρ2 = 1/2n +
2nrTr, thus its first time derivative is given by
p˙ = −2n+1rTR(r − req). (6)
The set of states satisfying p˙ = 0 determines an ellipsoid
in R4n−1, which depends only upon R and the equilib-
rium state. From positive definiteness of R we know
that for any state r outside of the ellipsoid there must be
p˙(r) < 0. Let S denote the smallest sphere enclosing the
ellipsoid, it is obvious that: (i) the state req is located
inside S and (ii) the evolution direction of any state on S
is towards the inner side of S. Thus starting at req, the
system can not be driven outside S by coherent means.
One can then envisage a simple method to get an upper
bound of p by solving the following optimization problem{
max p(r) = 1/2n + 2nrTr,
s.t. p˙(r) = −2n+1rTR(r − req) = 0.
3This problem can be seen as an instance of quadratic
programming over an ellipsoid constraint, which is easy in
the sense of computational complexity and can be solved
with well-developed algorithms [25].
Under-approximation—Under-approximation involves
some simplifications of the problem, which we state as
such: (i) we restrict our considerations to the discrete
set of controls Q ⊂ SU(2n), where Q is the collection
of 2n! permutation operations on diagonal elements of
the density matrix; (ii) we will find the small-time local
controllable (STLC) set of states rather than analyzing
global controllability. The system is said to be small-time
local controllable at point x if x belongs to the interior
of the reachable set ReachSU(2n)(x, T ) for all T > 0. In
other words, for STLC at a point we need to be able to
generate small motions in any direction of the full space
R2n−1 at that point. We now use ΩQ to denote the STLC
set under the discrete control set Q.
The problem of analytically constructing ΩQ was stud-
ied in full length in Ref. [13], with the conclusion that
ΩQ is open, compact and connected, and its boundary is
composed of a number of hypersurfaces. Knowing about
the connectedness of ΩQ, along with the definition of
STLC, we can take ΩQ as an under-approximation
ΩQ ⊂
⋃
T≥0 ReachSU(2
n)(ρeq, T ). (7)
An algorithmic procedure of calculating ΩQ is presented
in Supplemental Material [22].
Applications on two-qubit system.— We use the 13C-
labeled chloroform dissolved in d6-acetone as a two-qubit
system to test the applicability of our reachability anal-
ysis. Our experiments were carried out on a Bruker
Avance III 400 MHz (B0 = 9.4 T) spectrometer at
room temperature. The natural Hamiltonian at the ba-
sis B2 = {I,X, Y, Z}⊗2 reads: HS = pi(−γCB0ZI −
γHB0IZ + J/2ZZ), where γC and γH are the gyro-
magnetic ratios of nucleus 13C and 1H respectively, and
J = 214.5Hz is the scalar coupling constant. The equi-
librium state is of the form: ρeq ≈ II/4 + CZI + HIZ
with C ≈ H/4 ≡  ∼ 10−5. In the double rotating
frame, we measured all the effective relaxation rates and
thus obtain the system relaxation matrix R [22].
In order to visualize the system evolution, we
project the 15-dimensional relaxation dynamics into a 3-
dimensional differential equation according to Eq. (18).
For simplicity, we focus on the region 0 ≤ x3 ≤ x1 ≤ x2
in which our control experiments are performed. In the
region, we derived the sphere S representing the upper
bound of system purity and the surface E representing
the boundary for the system STLC set under the discrete
control set Q based on the measured relaxation matrix
(see Fig. 1(a)). The boundary for the exact reachable
set should thus be in between S and E. We also plot-
ted the faces of the polygon, denoted by P , represent-
ing the universal bound on spin dynamics under unitary
control. It can be seen that, in this system, the exact
reachable set exceeds the unitary universal bound in al-
most every direction, clearly demonstrating the possibil-
ity of larger reachable region of states when relaxation is
present. Now we will study how the obtained results help
us gain insights into the open system control methods.
Our first concern is the intersection between S and the
x2 axis: (0, 4.27, 0). We can use the nuclear Overhauser
effect (NOE) to approach this state. It is well-known
that [34], for a heteronuclear two-spin system, applying
a field at the resonance frequency of one spin for a suf-
ficiently long time, will saturate its polarization and at
the meantime affect or even enhance the magnetization
of the other spin. In the experiment, an irradiation with
1000Hz of magnitude and 10s of duration is applied to
the carbon channel, which drives the system into a steady
state measured as xss ≈ (0, 4.25, 0). The 1H polariza-
tion is enhanced and is fairly close to the upper bound
(point A2 in Fig. 1(a)), in contrast to the unitary bound.
Our purity bound analysis thus leads to a new view
of the NOE experiment. The polarization transfer ef-
ficiency in NOE experiment is nearly optimal, which
shows the advantages of environment-assisted quantum
control. Moreover, it extends the results of algorithmic
cooling schemes. According to the purification limits de-
rived in [3], it is impossible to cool the proton in our
system through the “compression and refresh” iterative
procedure. This is due to the different underlying relax-
ation model assumed. In heat-bath algorithmic cooling
scheme, it is considered that each qubit is undergoing
their respective T1 and T2 processes. But in NOE, cross-
relaxation mechanisms are essential for the 1H purifica-
tion [34]. Thus NOE provides clear evidence of approach-
ing even larger purification efficiency if more general re-
laxation mechanisms are taken into account.
Next we turn to the application of open system coher-
ent control to state engineering in NMR quantum com-
putation. We consider creating pseudopure state (PPS)
[27–29] from the equilibrium state, which is an often used
initialization step for subsequent computation. The task
can not be done merely with unitary operations. Previ-
ous methods of PPS preparation involve different ways
of realizing non-unitary operations [30] such as exertion
of gradient fields. Here, we put forward a new approach:
to let the inherent system relaxation effects take the role
of non-unitary resources and design a periodic sequence
so that PPS is the fixed point of the dynamics. Although
the current experiment is performed on two-qubit system
as an example, the idea can apply to general cases.
For chloroform, PPS takes the form: ρpps = II/4 +
η/4(ZI + IZ + ZZ), in which η is the effective purity.
The feature that its three coefficients are equal to each
other specifies the PPS direction, namely x1 = x2 = x3.
Therefore, it is straightforward to conceive a simple
“coefficient-averaging process”. The averaging process is
governed by [τ −V]m, where m is the iteration number,
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FIG. 1: (a) Illustrations of the results (in the region 0 ≤ x3 ≤ x1 ≤ x2) on our chloroform system, including: (i) sphere (green)
S : xTx = 18.062; (ii) surface (blue) E: boundary for STLC region under control set Q; (iii) faces (orange) P representing
the unitary universal bound; (iv) projected trajectories (simulation) for PPS preparation and NOE experiments. (b)-(c) The
resulting PPS ρpps, and (d)-(e) pseudo-Bell state ρBell under periodic controls, along with numerical simulations with the
Lindblad equation Eq. (2). Here θρ,ρpps and θρ,ρBell denotes the angle between the direction of ρ and that of the desired states.
As long as the excitation is on, the system will be preserved periodically at the desired state direction.
τ represents a period of free relaxation, and V is a cyclic
permutation of the coordinates of x. Let Eτ and EV de-
note the dynamic map associated with the τ relaxation
evolution and V operation respectively. Provided that τ
is small enough, namely Eτ is close to the identity, then
the fixed point of EV ◦ Eτ is close to that of EV. In the
experiments, we chose V : (x1,x2,x3)
T → (x2,x3,x1)T ,
which is implemented through a simple sequence shown
in Fig. 1(b). It was found that for a wide range of τ (less
than ∼ 2s) the system was able to be driven to some
states close to the PPS direction. Within tolerable range
of error, we set τ = 1.5s, giving the maximal effective pu-
rity (η ≈ 7.48, point A3 in Fig. 1(a)) of PPS obtained
on trials. This can be compared to conventional spa-
tial averaging method where η ≈ 6.12 (point A5 in Fig.
1(a)) [31] and line-selective pulse approach where unitary
bound can be achieved η ≈ 6.67 (point A4 in Fig. 1(a))
[32]. Fig. 1(a) also reveals a gap between the point of
maximally reachable η (in between over-approximation
and under-approximation) and the obtained PPS. The
gap can be attributed to several reasons: (i) the impre-
cision in the experimental estimation of the relaxation
matrix R; (ii) the assumption of ignoring relaxation ef-
fects during the operation V is not perfectly satisfied in
practice; (iii) the over-approximation may be not suffi-
ciently tight and there is also the possibility that better
preparation method exists.
Our periodic control method applies to any state that
is unitarily equivalent to a PPS, e.g., a pseudo-Bell state
ρBell = (1−η)/4II+η/2 (|00〉+ |11〉)⊗(〈00|+ 〈11|). The
trick is that, we just modify the PPS preparation peri-
odic sequence to be
[
W − τ −V −WT ]
m
(Fig. 1(d)), so
that ρBell now becomes the fixed point of the sequence.
Here W transforms ρpps to ρBell and can be implemented
through a Hadamard gate and a CNOT gate. The exper-
imental results shown in Fig. 1(e) demonstrates that the
proposed control method can be implemented and gives
results in excellent agreement with predictions.
The theory presented here helps assessing open system
control schemes where purity is an important metric. In
addition, our approximation can guide the development
of numerical pulse searching algorithms. Our work can
be improved by increasing the efficiency of computing
the approximation, with the aid of advanced algorithmic
techniques from computational geometry. We further
studied in detail the NOE effect and state engineering
experiments in the open system framework, and showed
that relaxation effects are useful for implementing some
nontrivial non-unitary control tasks. The lack of full con-
trollability in certain important control regimes [33, 34]
usually calls for a bound analysis for system reachable
states. Our present study can thus be regarded as a part
of explorations in this direction. Future work will con-
centrate on incorporating our work here with other open
system control models [1], such as reservoir engineering
in which incoherent resources are introduced to enhance
the capability of controlling quantum systems.
ACKNOWLEDGMENTS
This work is supported by the National Key Basic Re-
search Program of China (Grant No. 2013CB921800 and
No. 2014CB848700), the National Science Fund for Dis-
tinguished Young Scholars Grant No. 11425523, National
Natural Science Foundation of China under Grant Nos.
511375167, 11227901, 91021005, the Chinese Academy of
Sciences, the Strategic Priority Research Program (B) of
the CAS (Grant No. XDB01030400), and Research Fund
for the Doctoral Program of Higher Education of China
under Grant No. 20113402110044.
∗ Electronic address: xhpeng@ustc.edu.cn
† Electronic address: djf@ustc.edu.cn
[1] D. Dong and I. R. Petersen, IET Control Theory Appl.
4, 2651 (2010).
[2] N. Khaneja et al., J. Magn. Reson. 162, 311 (2003); N.
Khaneja et al., J. Magn. Reson. 172, 296 (2005); M.
Lapert, Y. Zhang, M. Braun, S. J. Glaser, and D. Sugny,
Phys. Rev. Lett. 104, 083001 (2010).
[3] L. J. Schulman, Tal Mor, and Y. Weinstein, Phys. Rev.
Lett. 94, 120501 (2005); C. A. Ryan, O. Moussa, J.
Baugh, and R. Laflamme, Phys. Rev. Lett. 100, 140501
(2008).
[4] S. G. Schirmer and X. Wang, Phys. Rev. A 81, 062306
(2010).
[5] S. Diehl et al, Nature Phys. 4, 878 (2008); F. Verstraete,
M. M. Wolf and J. I. Cirac, Nature Phys. 5, 633 (2009);
A. Pechen, Phys. Rev. A 84, 042106 (2011); F. Ticozzi
and L. Viola, Quantum Inform. Compu. 14, 0265 (2014).
[6] Y. Lin et al., Nature (London) 504, 415 (2013).
[7] F. Reiter, L. Tornberg, G. Johansson, and A. S. Sørensen,
Phys. Rev. A 88, 032317 (2013).
[8] M. J. A. Schuetz, E. M. Kessler, L. M. K. Vandersypen,
J. I. Cirac, and G. Giedke, Phys. Rev. Lett. 111, 246802
(2013).
[9] D. D’Alessandro, Introduction to Quantum Control and
Dynamics (Chapman & Hall, London, 2008).
[10] C. Altafini, J. Math. Phys. 44, 2357 (2003); C. Altafini,
Phys. Rev. A 70, 062321 (2004).
[11] H. Yuan, IEEE Trans. Autom. Control 55, 955 (2010);
H. Yuan, Syst. Control Lett. 61, 1085 (2012).
[12] P. Rooney, A. Bloch and C. Rangan, arXiv:1201.0399v1,
(2012).
[13] P. Rooney, Ph.D. thesis, University of Michigan, 2012.
[14] O. Maler, EPTCS 140 48 (2014).
[15] A. Kurzhanski and I. Va´lyi, Ellipsoidal Calculus for Es-
timation and Control (Birkha¨user Basel, 1997).
[16] E. Asarin, O. Bournez, T. Dang and O. Maler, in Hybrid
Systems: Computation and Control 2000, edited by N.
Lynch, B. H. Krogh (Springer, 2000), vol. 1790 of Lecture
Notes in Computer Science, pp. 20-31.
[17] P. M. Pardalos and V. Yatsenko, Optimization and Con-
trol of Bilinear Systems: Theory, Algorithms, and Appli-
cations, (Springer, New York, 2008).
[18] G. Lindblad, Commun. Math. Phys. 48, 119 (1976).
[19] H.-P. Breuer and F. Petruccione, The Theory of Open
Quantum Systems (Oxford University Press, Oxford,
2002).
[20] M. A. Nielsen and I. L. Chuang, Quantum Computation
and Quantum Information (Cambridge University Press,
Cambridge, England, 2010).
[21] I. Kurniawan, Ph.D. thesis, Universita¨t Wu¨rzburg, 2009.
[22] See Supplemental Material for more information.
[23] O. W. Sprensen, J. Magn. Reson. 86, 435 (1990); J.
Stoustrup et al, Phys. Rev. Lett. 74, 2921 (1995).
[24] D. A. Lidar, A. Shabani, and R. Alicki, Chem. Phys. 82
322 (2006).
[25] C. A. Floudas and P. M. Pardalos (Eds.), Encyclopedia
of Optimization (Springer, New York, p3166, 2009).
[26] M. H. Levitt, Spin Dynamics: Basics of Nuclear Mag-
netic Resonance (John Wiley & Sons Ltd, England,
2008).
[27] D. G. Cory, M. D. Price, and T. F. Havel, Physica D
120, 82 (1998).
[28] N. A. Gershenfeld and I. L. Chuang, Science 275, 350
(1997).
[29] E. Knill, I. Chuang, and R. Laflamme, Phys. Rev. A 57,
3348 (1998).
[30] E. Knill, R. Laflamme, R. Martinez and C.-H. Tseng, Na-
ture (London) 404, 368 (2000); U. Sakaguchi, H. Ozawa
and T. Fukumi, Phys. Rev. A 61, 042313 (2000); J.
A. Jones, Prog. Nucl. Magn. Reson. Spectrosc. 38, 325
(2001).
[31] M. Pravia et al., Concept. Magn. Reson. 11, 225 (1999).
[32] X. Peng et al., Chem. Phys. Lett. 340, 509 (2001).
[33] F. Xue, S. X. Yu and C. P. Sun, Phy. Rev. A 73, 013403
(2006).
[34] S. Lloyd, Nature (London) 406, 1047 (2000).
6Lindblad Equation in Vector of Coherence Representation
Here we rewrite Lindblad equation in the vector of coherence representation, basically following the discussions in
[1–3]. Introducing the orthonormal basis B = {Bk}4
n−1
k=0 = {I,X, Y, Z}⊗n, then there is
ρ = I⊗n/2n +
4n−1∑
k=1
rkBk, rk = Tr (ρBk) /2
n. (8)
Substituting the above expression into the Lindblad Eq. (1) yields
r˙k = Tr (Bk (−i [H, ρ] +Rρ)) /2n
= Tr
−iBk
H, 4n−1∑
j=1
rjBj
 /2n + Tr
BkR
I⊗n
2n
+
4n−1∑
j=1
rjBj
 /2n
=
4n−1∑
j=1
Tr (−iBk [H,Bj ]) /2nrj +
4n−1∑
j=1
Tr (BkRBj) /2nrj + Tr
(
BkR
(
I⊗n
2n
))
/2n. (9)
Define
H : Hkj = Tr (−iBk [H,Bj ]) /2n, (10)
R : Rkj = Tr (−BkRBj) /2n, (11)
v : vk = Tr
(
BkRI⊗n
)
/4n. (12)
Then we get
r˙ = Hr −Rr + v. (13)
Proposition 1. R is real, symmetric. If the pure relaxation process of the system is strictly contractive, then R is
positive definite.
Proof. In general R is self-adjoint, the proof of which can be found in [2, 4]. Provided that ρ is decomposed with
respect to the generalized Pauli basis {Bk}4
n−1
k=0 , then as RBj is self-adjoint, Tr (−BkRBj) should be real for all
k, j = 1, ..., 4n − 1. So R is real and hence symmetric.
If the pure relaxation process leads to a strictly contractive channel, then there exists a unique fixed point, which
we denote by r0 ([5], page 408). It is the unique solution to the equation (HS −R)r0 + v = 0. Thus HS −R should
be of full rank such that r0 = (−HS +R)−1v. The pure relaxation dynamics is then described by
r˙ = (HS −R)(r − r0).
Furthermore, the property of strictly contractiveness implies that, for any state r(t) other than r0, the time derivative
of the trace distance of which to r0 should satisfy
D˙(r(t), r0) =
1
2
d |r − r0|
dt
= − (r − r0)
TR(r − r0)
4 |r − r0| < 0.
This condition can be fulfilled only if R is symmetric positive definite.
Since we have assumed at the beginning that our considered system under pure relaxation process is strictly
contractive, R should be of full rank by the above proposition, thus if we define
req = R
−1v, (14)
then accordingly we will have
r˙ = Hr −R(r − req). (15)
7Derivation of Eq. (4)
The derivation of the projected dynamic equation can actually be found in [6], which we copy as follows.
At each instant of time, we can diagonalize the density matrix ρ(t) = U(t)Λ(t)U†(t) by a unitary matrix U(t).
Substitute it into the Lindblad Eq. (1), we get
Λ˙(t) = U˙†(t)ρ(t)U(t) + U†(t)ρ˙(t)U(t) + U†(t)ρ(t)U˙(t)
= iU†(t)H ′(t)ρ(t)U(t) + U†(t) {−i [H(t), ρ(t)] +Rρ(t)}U(t)− U†(t)ρ(t)iH ′(t)U(t)
= −iU†(t) [H(t)−H ′(t), ρ(t)]U(t) + U†(t)R (ρ(t))U(t),
= −iU†(t) [H(t)−H ′(t), U(t)Λ(t)U†(t)]U(t) + U†(t)R (U(t)Λ(t)U†(t))U(t),
where we have defined U˙(t) = −iH ′(t)U(t), and H ′(t) must be Hermitian by the fact that d(U(t)U†(t))/dt = 0.
Note that the left side of the above equation is a diagonal matrix, so for the right side we only need to keep the
diagonal part. Moreover, the first term on the right side is a commutation of two Hermitian matrices, and since Λ(t)
is diagonal, so the diagonal part of this commutation must be zero. Therefore, the above equation reduces to
Λ˙(t) = diag
(
U†(t)R (U(t)Λ(t)U†(t))U(t)) . (16)
Now we go to the vector representation.
ρ Λ
r x
U(t)
U(t)
Substitute r = U(t)x into Eq. (15), there is
x˙ = UTHUx−UTRUx +UTRreq
=
[
UTHUx−UTRUx +UTRreq
]
d
.
As has been just demonstrated, the first term of the above equation should vanish, thus
x˙ = − [UTRU]
d
x +
[
UTRreq
]
d
, (17)
Under-approximation of the Reachable Set
The projected dynamics in the diagonal subspace goes
x˙ = − [UTRU]
d
x +
[
UTRreq
]
d
, (18)
in which U runs over all elements of the group SU(2n). For each U ∈ SU(2n), there corresponds to an evolving
direction. Since we assume that any unitary operation can be performed very fast compared with the relaxation
timescale, the system evolving direction at state x can be adjusted to any element of the set{
x˙U = −
[
UTRU
]
d
x +
[
UTRreq
]
d
|U ∈ SU(2n)} . (19)
Now we want to under-approximate the system reachable set. To this end, we study the simplified reachability
problem: (i) instead of considering the whole control set SU(2n), we restrict our attention to the discrete set of
controls Q; (ii) we will find the small-time local controllable set of states rather than analyzing global controllability.
For system (18) under the discrete control set Q, we denote the set of admissible evolving directions at an arbitrary
state x as {
x˙Qk = −
[
QTRQ
]
d
x +
[
QTRreq
]
d
|Qk ∈ Q
}
. (20)
8Let cone({x˙Qk}) be the convex cone generated by the vector fields {x˙Qk} through conical combination:
cone({x˙Qk}) =
{
2n!∑
k=1
ckx˙Qk |ck ≥ 0,Qk ∈ Q
}
. (21)
Then ([7], page 56),
Proposition 2. Given the discrete set of admissible vector fields {x˙Qk}, one can and only can generate motions in
the convex cone cone({x˙Qk}).
v4
v3
v2
v1
v′2
v′1
x0
xt
x′t
FIG. 2: Illustration of STLC property. It can be seen that the cone generated by the velocity vectors at xt is the full space,
while this is not true for x′t.
Let ReachQ(x, T ) (T > 0) denote the reachable set from state x under control Q during time [0, T ]. We say system
(18) is small-time local controllable (STLC) at point x if x belongs to the interior of the reachable set ReachQ(x, T )
for all T > 0. In other words, for STLC at a point we need to be able to generate small motions in any direction of
the full space R2n−1 at that point. So one has that, system (18) is STLC at point x iff cone({x˙Qk}) = R2
n−1. We
denote the system STLC set under the discrete control set Q by ΩQ.
Constructing the STLC Set
P. Rooney analytically constructed the STLC set under the control set Q in Ref. [7]. It turns out that ΩQ is open,
compact and connected, and its boundary is composed of a number of surfaces. We here just copy the core result
obtained by P. Rooney:
Theorem ([7], page 94). For every subset σ ⊂ {1, 2, ..., 2n!} with 2n − 1 elements, construct the hypersurface xσ =(∑
k∈σ µk
[
QTkRQk
]
d
)−1 (∑
k∈σ µk
[
QTkRreq
]
d
)
, where µk ≥ 0 and
∑
k∈σ µk = 1. Denote
⋃
σ xσ as the union of all
such hypersurfaces, which is a closed hypersurface. Then ΩQ is an open set whose closure is equal to the closure of⋃
σ xσ.
Algorithm for Testing STLC
In practice, it is extremely difficult to compute ΩQ. Just take two-qubit system as an example, the number of
surfaces to be computed is C424 = 10626, and an extra effort of making the union of these surfaces has to be made.
Here in order to compute the boundary of ΩQ in the case of a two-qubit system, we choose an alternative approach
that can reduce practical computing efforts to a large extent. Basically, we sample the state space with a discrete set
of points, and choose those STLC points among them through a STLC testing algorithm.
To determine whether a vector is in a convex cone, belongs to the class of point-in-polygon problems, and there exist
a number of algorithms to solve them in the realm of computational geometry. Here we present a testing algorithm
based on the so called fundamental theorem of linear inequalities (this classic theorem is due to Farkas, Minkowski,
Carathe´odory, Weyl, etc.) [8].
9Theorem (Fundamental Theorem of Linear Inequalities). Let {vk} and u be vectors in Rm, and suppose span({vk}) =
Rm. Then exactly one of the two statements is true: (i) u ∈ cone({vk}); (ii) there exists a hyeperplane {x|n · x = 0},
containing m − 1 linearly independent vectors from {vk}, such that n · u > 0 and n · vk ≤ 0 for all k, which means
that there is a hyperplane spanned by m− 1 vectors from {vk} (with n being its normal vector) separating cone({vk})
and u.
The theorem provides a criterion to test whether a given set of vector fields is STLC.
Corollary 1. Let {vk} be vectors in Rm, and span({vk}) = Rm. Then cone({vk}) = Rm, iff for any hyeper-
plane spanned by m − 1 linearly independent vectors from {vk}, its normal vector n satisfies that {n · vk} is not all
nonpositive and not all nonnegative.
Proof. Positive direction. It is evident from the “fundamental theorem of linear inequalities”.
Inverse direction. If there exists a nonzero vector n such that {n · vk} is all nonpositive or all nonnegative, then
surely either n or −n can not be written as a conical combination of {vk}, which means span({vk}) can not be the
full space.
One has consequently Algorithm 1 to test the STLC property of the vector fields {x˙Qk} at a given state x.
Algorithm 1 Algorithm for STLC Testing
Input: State x.
Output: True if x is STLC; False if x is not STLC.
1: Calculate all the vectors x˙Qk , k = 1, ..., 24;
2: for i = 1, ..., 23 do
3: for j = i+ 1, ..., 24 do
4: for k = 1, ..., 24 ∧ k 6= i, j do
5: ck = x˙Qi × x˙Qj · x˙Qk ;
6: end for
7: if (c1, ..., c24 ≥ 0) ∨ (c1, ..., c24 ≤ 0)
8: dij = False;
9: else
10: dij = True;
11: end if
12: end for
13: end for
14: Return
∧24
i,j=1 dij .
Relaxation Matrix Tomography on Chloroform
The basic liquid NMR relaxation theory can be found in [10]. In the rotating frame, it is routine to make a secular
approximation by which the relaxation matrix would take a kite-like appearance. The underlying principle is that,
the system energy level differences are much larger than the relaxation rates, so in the interaction picture, the cross
relaxation parameters between the population subspace and the coherence subspace are added with fast oscillating
phases. This effectively decoupled the population subspace relaxation from the coherence subspace relaxation. Secular
approximation dramatically simplified the task of experimentally estimating the relaxation rates.
To be concrete, the relaxation dynamics can be decomposed as a direct sum of subspace dynamics (featured by the
order of coherences)
• population subspace:
d
dt

1/4
〈ZI〉
〈IZ〉
〈ZZ〉
 =

0 0 0 0
−(4r1 + 16r4)ε r1 r4 r5
−(4r4 + 16r2)ε r4 r2 r6
−(4r5 + 16r6)ε r5 r6 r3


1/4
〈ZI〉
〈IZ〉
〈ZZ〉
 , (22)
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• 13C one-quantum coherence subspace:
d
dt

〈XI〉
〈Y I〉
〈XZ〉
〈Y Z〉
 =

r7 0 r9 −piJ
0 r7 piJ r9
r9 −piJ r8 0
piJ r9 0 r8


〈XI〉
〈Y I〉
〈XZ〉
〈Y Z〉
 , (23)
• H one-quantum coherence subspace:
d
dt

〈IX〉
〈IY 〉
〈ZX〉
〈ZY 〉
 =

r10 0 r12 −piJ
0 r10 piJ r12
r12 −piJ r11 0
piJ r12 0 r11


〈IX〉
〈IY 〉
〈ZX〉
〈ZY 〉
 , (24)
• Subspace of zero- and double- quantum coherences:
d
dt

〈XY 〉
〈Y X〉
〈XX〉
〈Y Y 〉
 =

r13 −r14 0 0
−r14 r13 0 0
0 0 r13 r14
0 0 r14 r13


〈XY 〉
〈Y X〉
〈XX〉
〈Y Y 〉
 , (25)
where {rk}k=1,...,14 are relaxation rates including auto-relaxation rates and cross-relaxation rates. To estimate the
relaxation rates, we first sample the system evolution trajectory (starting from a known initial state ρ(0)), then find
values of the relaxation rates so that the simulated dynamics can match the observed trajectory. The fitting results
are listed below (we have set  = 1)
• {r1, r2, r3, r4, r5, r6} ≈ {0.0532, 0.0918, 0.0798, 0.0212, 0.0000, 0.0022}
11
• {r7, r8, r9} ≈ {3.495, 6.536, 0.0100}
• {r10, r11, r12} ≈ {2.955, 6.118, 0.030}
• {r13, r14} ≈ {9.523, 0.008}
12
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Robustness of Periodic Control Method for PPS Preparation
Figure 2 shows the relative error of the prepared PPS due to imperfections of control fields present in the 13C channel
(δC =
∣∣BCreal −BCideal∣∣ / ∣∣BCideal∣∣) and 1H channel (δH = ∣∣BHreal −BHideal∣∣ / ∣∣BHideal∣∣). The relative error is characterized
by
δ = ‖ρreal − ρpps‖ / ‖ρpps‖ . (26)
It can be easily seen that the periodic control method is quite robust to the control imperfections.
FIG. 3: Simulation result: relative error of the pre-
pared PPS due to imperfections of control fields
present in the 13C channel and 1H channel.
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