This paper introduces a five-parameter lifetime model with increasing, decreasing, upside -down bathtub and bathtub shaped failure rate called as the McDonald Gompertz (McG) distribution. This new distribution extend the Gompertz, generalized Gompertz, generalized exponential, beta Gompertz and Kumaraswamy Gompertz distributions, among several other models. We obtain several properties of the McG distribution including moments, entropies, quantile and generating functions. We provide the density function of the order statistics and their moments. The parameter estimation is based on the usual maximum likelihood approach. We also provide the observed information matrix and discuss inferences issues. In the end, the flexibility and usefulness of the new distribution is illustrated by means of application to two real data sets.
The McG model
The generalized beta distribution of the first kind (or beta type I) or McDonald distribution was introduced by McDonald (1984) . The cdf of the McDonald distribution is given by iii. If a < 1, then lim y→0 + f (y; a, b, c, θ, γ) = ∞.
iv. lim y→+∞ f (y; a, b, c, θ, γ) = 0.
Proof. The parts (i)-(iii) are obviously proved. For part (iv), we have
It can be easily shown that
and the proof is completed. From equations (2.1) and (2.2), it is easy to verify that the hazard rate function (hrf) of the McG distribution is given by h(y; a, b, c, θ, γ) = cθe γy exp(− 
General properties
In this section, some properties of McG distribution are considered.
A useful expansion
We derive some expansions for the cdf, kth moment and moment generating function of the McG distribution. The binomial series expansion is defined by
where |z| < 1 and m is a positive real non-integer.
The following proposition reveals that the McG distribution can be expressed as a mixture of distribution function of GG distribution, whereas Proposition 3.2 provides a useful expansion for the pdf in (2.2).
Proposition 3.1. The cdf in (2.1) is a mixture of distribution function of GG distribution on the form
where
a+jc is the distribution function of a random variable which has a GG distribution with parameters θ, γ and a + jc.
Proposition 3.2. The pdf of McG can be expressed as an infinite mixture of GG densities with parameters θ, γ and (a + jc) given by
where g j (y) = (a + jc)g(y)[G(y)] a+jc−1 . We can write the pdf of McG as
where c r = ∞ j=0
Moments and generating function
In this section, we deal with the basic statistical properties of McG distribution such as the k-th moment and generating function in the following propositions.
Proposition 3.3. The k-th moment of McG distribution can be expressed as a infinite mixture of the k-th moment of GG distributions as follows:
and u jk = θ(a + jc)Γ(k + 1).
Proposition 3.4. An explicit expression for the moment generating function of McG distribution follows from Proposition 3.2,
Order statistics
Order statistics make their appearance in many areas of statistical theory and practice. Let the random variable Y i:n be the ith order statistic (Y 1:n ≤ Y 2:n ≤ · · · ≤ Y n:n ) in a sample of size n from the McG distribution. The pdf and cdf of Y i:n for i = 1, 2, . . . , n are given by
and 
An explicit expression for the sth moments of Y i:n can be obtained as
Quantile measures
In this section, we consider the effect of each shape parameters a, b and c on the skewness and kurtosis of the McG distribution. To illustrate this effect, we use measures based on quantiles.
The quantile function of the M cG(a, b, c, γ, θ) distribution say Q(t) can be obtained as
where Q a/c,b (t) = I −1 t (a/c, b) denotes the tth quantile of beta distribution with parameters a/c and b. The Bowley skewness (see Kenney and Keeping (1962) ) based on quantiles can be calculated by
, and the Moors kurtosis (see Moors (1988) ) is defined as 
Entropy
The entropy of random variable is defined in terms of its probability distribution and can be shown to be a good measure of randomness or uncertainty. The Shannon's entropy of a continuous random variable Y with pdf f (y) is defined by Shannon (1948) as
Hence, the Shannon entropy for McG distribution can be expressed in the form
where ζ(r, s) = ψ(r+s)−ψ(r) and ψ(.) represents the digamma function. The last two terms in (3.7) follows immediately from the first two conditions in Lemma 1 of Zografos and Balakrishnan (2009) . The Rényi entropy is defined by
where ρ > 0 and ρ = 1. The Shannon entropy is derived from lim ρ→1 H ρ (f ). An explicit expression of Rényi entropy for McG distribution is obtained as
where U has a beta distribution with parameters aρ − ρ + cj − 1 and ρ.
Estimation
Let Y 1 , . . . , Y n be a random sample of size n from the M cG(a, b, c, θ, γ) distribution and Θ = (a, b, c, θ, γ) be the unknown parameter vector. The log-likelihood function is given by
(e γy i − 1)
where t i = exp(− θ γ (e γy i − 1)). The maximum likelihood estimation (MLE) of Θ is obtained by solving the nonlinear equations,
(e γy i − γy i e γy i − 1)
Under conditions that are fulfilled for parameters in the interior of the parameter space but not on the boundary, asymptotically
where I(Θ) is the expected information matrix. This asymptotic behavior is valid if I(Θ)
replaced by J n (Θ) , i.e., the observed information matrix evaluated atΘ Cox and Hinkley (1979) .
Application of McG to two real data sets
In this section, two real data sets are considered to illustrate that the McG model can be a good lifetime distribution comparing with main three submodels; BG, KumG and McE distributions.
In both examples, we obtain the MLE and their corresponding standard errors (in parentheses)
of the model parameters. The model selection is carried out using minus of log-likelihood function (− log(L)), Kolmogorov-Smirnov (K-S) statistic with its p-value, Akaike information criterion (AIC), Akaike information criterion corrected (AICC), Bayesian information criterion (BIC) and likelihood ratio test (LRT) with its p-value. Furthermore, we plot the histogram for each data set and the estimated pdf of the four models. Moreover, the plots of empirical cdf of the data sets and estimated cdf of four models are displayed.
Example 5.1. The data set have been obtained from Aarset (1987) and represents the lifetimes of 50 devices. Also, it is analyzed by El-Gohary et al. (2013) and Jafari et al. (2014) . The results which are given in Table 1 
