Abstract. For a class of dissipative Schrödinger operators H = −∆ + V (x) with a complex-valued potential V = V 1 −iV 2 with V 2 ≥ 0 and |V (x)| = O(|x| −2 ) as |x| tends to infinity, we prove that the complex eigenvalues of H can not accumulate to zero. In the perturbation regime where V 2 is sufficiently small, we show under some conditions that N (V ) = N (V 1 ) + k, where k is the multiplicity of the zero resonance of −∆ + V 1 and N (V ) (resp., N (V 1 ) ) is the number of eigenvalues of −∆ + V (resp., −∆ + V 1 ).
Introduction
Consider the dissipative Schrödinger operator H = −∆ + V (x) with a complexvalued potential V (x) = V 1 (x) − iV 2 (x) on L 2 (R n ), n ≥ 2, where V 1 and V 2 are real measurable functions with V 2 (x) ≥ 0 and V 2 (x) > 0 on some non trivial open set. Assume that V is a −∆-compact perturbation. H is then closed with domain D(H) = D(−∆). Let σ(H) (resp., σ ess (H), σ pp (H)) denote the spectrum (resp., essential spectrum, eigenvalues) of H. Then σ ess (H) = [0, ∞[ and σ pp (H) ⊂ C − = {z ∈ C; ℑz < 0}. A priori, the complex eigenvalues of H may accumulate to any real number E ≥ 0.
For complex-valued potentials without the sign restriction on the imaginary part, it is proved in [1] that if the potential V satisfies V (x)e γ|x| 1 < ∞ for some γ > 0 sufficiently large, the number of the eigenvalues of H is finite and all the eigenvalues (including real ones) satisfy the estimate |λ| ≤ 9 4 V 2 1 . In [3, 7] , Lieb-Thierring type estimates for Schrödinger operators are proved for eigenvalues lying outside the sector {z; |ℑz| < tℜz}, t > 0, with a t-dependent constant. In [13] , A. Laptev and O. Safronov obtained several estimates on some sums of the imaginary parts of eigenvalues. In particular, their results give some rate of convergence of the imaginary parts of eigenvalues and imply that if n = 3 and V 2 ≥ 0 is integrable, the eigenvalues of −∆ − iV 2 can not accumulate to zero. A related but different topic is the eigenfrequency estimates for damped wave equations on compact manifolds ( [14, 17] ). In this work, we will prove that under some general conditions, the eigenvalues of a dissipative Schrödinger operator can not accumulate to zero and the zero eigenvalue and the zero resonance (in the sense of [8] ) of the selfadjoint operator H 1 = −∆ + V 1 is turned into an eigenvalue of −∆ + V 1 − iV 2 , once a small dissipative part of potential, −iV 2 , is turned on.
The minimal assumptions used in this work are the following. V 1 and V 2 satisfy the estimates V j is −∆-compact and |V j (x)| ≤ C x −ρ j for |x| > R, (1.1) for some R > 0 and ρ j > 0, j = 1, 2, and (x · ∇)V 1 is −∆-bounded with relative bound 0 and (1.2) (−∆ + 1) −1 (x · ∇) 2 V 1 (−∆ + 1) −1 defines a bounded operator on L 2 (R n ).
For the reason of convenience, we assume also that V 1 ∈ L p loc (R n ) with p = n 2 if n ≥ 3 and p > 1 if n = 2. This allows us to apply the known results on unique continuation theorem [10] to −∆ + V 1 . The final results will be proved under stronger conditions on V with a real part, V 1 , satisfying
for some R > 0 and ρ ′ 1 > 2, where r = |x|, x = rθ is spherical coordinates on R n and q(θ) is a real continuous function on S n−1 such that the lowest eigenvalue, µ 1 , of −∆ S n−1 + q(θ) on S n−1 verifies
Note that if n ≥ 3 and V 1 satisfies (1.1) for some ρ 1 > 2, (1.3) and (1.4) are satisfied with q = 0 and ρ ′ 1 = ρ 1 . For n = 2, the condition (1.4) requires q > 0 when q is contant on the unit circle. Even in the case V 2 = 0, if V 1 is of critical decay at the infinity, but the condition (1.4) is not satisfied, H 1 = −∆ + V 1 may have an infinite number of negative eigenvalues accumulating to zero.
Denote H(λ) = H 1 − iλV 2 where λ > 0 is a small parameter. Let N(λ) (resp. N 1 ) be the total number of the complex eigenvalues of H(λ) (resp., H 1 ), counted according to their algebraic multiplicity. The argument used in the proof of Theorem 1.1 allows to show that under the same conditions, if 0 is a regular point of H 1 (i.e., it is neither an eigenvalue nor a resonance of H 1 ), then one has
for 0 < λ ≤ λ 0 . See Section 3. Note that if N 1 = 0 and zero is a regular point of H 1 , Kato's smooth perturbation argument [12] can be used to show that H(λ) is similar to H 1 for λ > 0 small enough, which implies N(λ) = 0. A more interesting question is the case when zero happens to be an eigenvalue and a resonance of H 1 . For critical potentials of the form (1.3), zero resonance may appear in any space dimension n with arbitrary multiplicity depending on the small eigenvalues of −∆ S n−1 + q ( [20] ). The threshold spectral analysis is very complicated, due to the interactions between resonant states. In this work, we will only study the particular case when n ≥ 3 and 6) where
. If
zero is never a resonance of H 1 . Let ϕ 0 be a normalized eigenfunction of −∆ S n−1 +q associated with µ 1 , which can be taken to be positive. Set Note that W 1 η 0 , φ = 0 if φ is a resonant state ( [20] ) and the condition (1.7) is independent of the choice of a particular resonant state φ. (1.6) is always satisfied if q is an appropriate constant. In particular, if n = 3 and the conditions (1.1) and (1.2) are satisfied with ρ j > 2, j = 1, 2 (which implies q = 0), one has ν 1 = 1 2 , W 1 = V 1 and η 0 = 1. So the condition (1.7) is simplified as In fact, if zero is a resonance, one has
An example for which zero is not an eigenvalue, but a resonance of H 1 = −∆+V 1 can be constructed as follows. Let n = 3 and v 1 be a real-valued function satisfying (1.1) and (1.2) with ρ 1 > 3 and v 1 ≤ 0, v 1 = 0. Let H 1 (β) = −∆ + βv 1 . Then one can show that there exists a critical constant β 0 > 0 such that H 1 (β 0 ) ≥ 0 and H 1 (β) has at least one negative eigenvalue for any β > β 0 . Then zero is a resonance but not an eigenvalue of H 1 (β 0 ). Take V 1 = β 0 v 1 . A resonant state of H 1 = −∆ + β 0 v 1 can be constructed as some weak limit of the fundamental state of H 1 (β) as β → β 0+ and it does not change sign. The condition (1.7) is then satisfied for any V 2 ∈ C ∞ 0 (R 3 ) with V 2 ≥ 0 and V 2 = 0. In this example, the number of eigenvalues of H 1 is zero, while that of H 1 − iλV 2 is one for λ > 0 small enough.
The proof of Theorem 1.1 given in Section 2 is based on the remark that for the class of dissipative potentials under consideration, zero is always a regular point of H. Theorem 1.1 is then deduced by studying the injectivity of H − z for z near 0. (1.5) is proved in Section 3. The perturbation of the zero eigenvalue and the zero resonance of H 1 is studied in Section 4 and Theorem 1.2 is deduced.
Notation. H
r,s , r, s ∈ R, denotes the weighted Sobolev space of order r defined by
} equipped with an appropriate norm noted as · r,s . The dual product between H r,s and H −r,−s is identified with
Absence of complex eigenvalues near zero
The condition (1.1) implies that V j is compact as operators from H 1,s to H −1,s+ρ j . It will be convenient to regard H as a bounded operator from H 1,s to H −1,s for any s ∈ R. (1.1) and (1.2) for V 1 guarantees, among others, that positive eigenvalues of H 1 is absent and the boundary values of the resolvent
exist in L(−1, s; 1, −s) for any s > 1/2 and is continuous in λ.
It is clear that H does not have real eigenvalues when V 2 = 0. We want to show that 0 can not be a resonance for H. Lemma 2.1. Assume (1.1) and (1.2) . Let z 0 ∈ C and u ∈ H 1,−s for some s > 0 such that Hu = z 0 u.
(a). If z 0 = 0 and s < min{1, ρ 1 /2, ρ 2 /2} or if z 0 = a > 0, 1/2 < s < ρ 2 /2 and u is outgoing in the sense that
If a = 0, we want to say that H 1 u, u is a real number. Since u is not in the domain of the selfadjoint operator H 1 , let us give some details to justify this point. The Fourier transform F is a bounded map from L 2,r to H r for any r ∈ R and for any f ∈ L 2,r , g ∈ L 2,−r one has the Plancherel's formula:
wheref is the Fourier transform of f . Since the Fourier transform of −∆u is |ξ| 2û , u ∈ H −s and (|ξ| 2 − a)û ∈ H s , it follows that
We check that |ξ| 2û ,û is a real number. Using the characterization of H s -norm for 0 < s < 1, one can show that
Remark that if n ≥ 3, this estimate still holds for s = 1 by the Hardy's inequality. A complex interpolation using the function
,û = |ξ|û 2 ≥ 0 is a real number. This verifies that −∆u, u , and therefore H 1 u, u , is a real number. It follows from (2.2) with a = 0 that H 1 u, u = 0 and V 2 u, u = 0. Since V 2 ≥ 0 and V 2 = 0, V 2 u = 0 and u = 0 in a non trivial open set Ω. Now u verifies the equation H 1 u = 0 and u = 0 on Ω. We can apply the unique continuation theorem to H 1 to conclude u = 0 on R n ( [10] ).
3)
The last equality implies that ℑ u, (H 1 − a)u = 0 and u, V 2 u = 0. The same argument as used above shows again that u = 0.
an iteration of this argument shows that u ∈ H 1,r for any r ≥ 0.
,−s for any s > 1/2 and u is incoming in the sense that
the proof of Lemma 2.1 shows that
Proof of Theorem 1.1. Denote D − (z 0 , r) = {z ∈ C; |z − z 0 | < r, ℑz < 0} for z 0 ∈ C and r > 0. Assume first (1.1)-(1.4) with ρ 2 > 2. Let χ 1 (x) 2 + χ 2 (x) 2 = 1 be a partition of unity on R n with χ 1 ∈ C ∞ 0 a radial function (depending only on |x|) such that χ 1 (x) = 1 for |x| ≤ R. Set
Then one can show that 0 is a regular point of H 0 and the limit
exists in L(−1, s; 1, −s) for any s > 1. This is proved in [20] for potentials of the form
|x| 2 + W (x) with W (x) satisfying (1.1) with ρ 1 > 2 and in [11] for potentials with critical decay at infinity, but without the critical singularity 1 |x| 2 at the origine. The use of the cut-offs is to avoid to decompose a potential V with only mild local singularities into the sum of two terms with critical singularity at the origine which is not −∆-bounded when n = 2. Write H as H = H 0 + U, where 20] . Since |V (x)| = O( x −2 ) for |x| large, Lemma 2.1 shows that u = 0. Therefore −1 is not an eigenvalue of F 0 U on H 1,−s . Since F 0 U is compact, (1+F 0 U) −1 exists and is continuous on
. So, there exists some δ > 0 such that
In particular, 1 + F (z) is injective on H 1,−s for any z ∈ D − (0, δ). If H has an eigenvalue z 0 ∈ D − (0, δ), one has Hu = z 0 u for some u = 0 and u ∈ H 1,r for any r > 0.Then v = R 0 (z)u = 0 and verifies (1 + F (z 0 ))v = (H − z 0 )u = 0. This is in contradiction with the injectivity of (1 + F (z 0 ). This proves
(2.7) Theorem 1.1 is proved.
If n = 2 and q(θ) = 0) (which is the limiting case of (1.4), the equation Hu = 0 may have a solution verifying u(x) = c 1 + r 1 (x) with c 1 = 0 and r 1 ∈ L 2 (R 2 ), which is in H 1,−s for any s > 1, but is not in H 1,−1 . Lemma 2.1 can not be applied to exclude the existence of such solution. In this case, although the null space of H in H 1,−s is at most one-dimensional, the dimension of the characteristic space of H may still be arbitrary, since H is not selfadjoint.
Remark that when the potential V (x) is dilation-analytic or decays: ∃ǫ 0 such that |V (x)| ≤ Ce −ǫ 0 |x| , the resolvent R(z) = (H − z) −1 defined on the upper half complex plane can be meromorphically extended into a zone below the positive real axis. Since the eigenvalues there of H are among poles of this meromorphic extension of R(z), this shows that the eigenvalues of can not accumulate to any positive real number λ > 0. Theorem 1.1 then implies the finiteness of the eigenvalues of H.
Number of eigenvalues under weak dissipative perturbation
Let V = V 1 − iV 2 satisfy the conditions (1.1)-(1.4) with ρ 2 > 2.
has only a finite number of eigenvalues:
The resolvent R 1 (z) of H 1 verifies for any δ > 0, s > 1/2,
for all z ∈ C − with |z| > δ and |z − ν j | > δ. If zero is a regular point of H 1 , then ν k < 0 and one has for any s > 1,
for all z ∈ C − with |z| ≤ δ for some δ > 0 small enough. Here and in the following, · denotes the norm or the operator norm on L 2 with no possible confusion. Since V 2 is −∆-compact and is bounded by C x −ρ 2 outside some compact and ρ 2 > 2, we have V
for all z ∈ C − with |z − ν j | > δ, j = 1, · · · , k (if zero is a regular point of H 1 ). 
Proof. For each negative eigenvalue ν j < 0 of H 1 with multiplicity m j , a standard perturbation argument can be used to show that ∃δ 0 > 0 such that H(λ) has m j eigenvalues, counted according to their algebraic multiplicity, in
for all z ∈ Ω. Then, H(λ) has no eigenvalues in Ω if 0 < λ < λ 0 , because if u is an eigenfunction of H(λ) associated with the eigenvalue z 0 ∈ Ω, H(λ)u = z 0 u,
2 u = 0 and verifies the equation
This is impossible, because λV
This proves that the total number of complex eigenvalues of H(λ) is equal to the number of negative eigenvalues of H 1 .
Perturbation of the threshold eigenvalue and resonance
Assume now that zero is an eigenvalue of H 1 with multiplicity k 0 and resonance of multiplicity k. k 0 or k may be eventually equal to 0. We want to show H(λ) = H 1 − iλV 2 has m = k 0 + k complex eigenvalues near 0, counted according to their algebraic multiplicity. Threshold eigenvalues are unstable under perturbation and most of the known results are proved under some implicit assumption. See [9, 21] for two-channel type operators. In [21] , it is shown that the threshold eigenvalue for non perturbed operator may produce both eigenvalues or quantum resonances (if the potentials are dilation-analytic) and the threshold resonance is very unstable. Therefore, it may be interesting to see why the zero eigenvalue of H 1 will always be turned into the eigenvalues of the dissipative Schrödinger operator as soon as a small imaginary part of potential appears. 
Proof. Set
The low-energy asymptotic expansion of R 0 (z) can be explicitly calculated ( [20] ). One has
where G j is continuous from H −1,s to H 1,−s with s > j. In particular, G 1 is a rank one operator given by
with η 0 defined in Introduction and
with the branch of ln z chosen such that it is holomorphic on the slit complex plane C \ R + and lim ǫ→0+ ln(λ + iǫ) = ln λ if λ > 0. Although W 1 is not −∆-form compact, it is still −∆-form bounded for n ≥ 3. By the comparaison with the decomposition
Using the positivity of H 0 , one can show that the Hermitian form
is positive definite and there exists a basis
The assumption (1.6) implies that the multiplicity of the zero resonance is at most one. If zero is a resonance, we may assume that φ 1 is a resonant state and the others are eigenfunctions of H 1 . Let Q : [8, 11, 20] .
One has the resolvent equations
By Lemma 2.1, the eigenvalues of H(λ) in D − (0, δ) are the same as the set of z such that Hu = zu has a solution u in H 1,−s for some s > 0. Since R 0 (z) is holomorphic in C − , a point z 0 ∈ C − is an eigenvalue of H(λ) if and only if it is a pole of
and their multiplicity is the same. Let
For λ > 0 small enough, a perturbation argument shows that
is uniformly bounded for z ∈ D − (0, δ) and λ. This allows us to show that the Grushin problem
where s > 1, T and S are given by
The inverse of W(z, λ) is given by
where
Here to simplify typesetting, the indication of dependance on λ is omitted. It follows that the inverse of W (z) is given by
Since E(z), E ± (z) and E +− (z) are holomorphic and uniformly bounded as operators on
and their multiplicities are the same ( [5, 18] ). As seen before, by Lemma 2.1, the poles of z → W (z) −1 in C − as operator on H 1,−s are the eigenvalues of H.
We are now led to prove that for 0 < λ ≤ λ 0 small enough, F (z, λ) has m zeros in D − (0, δ). Since φ j ∈ L 2,−s for any s > 1, under the condition ρ ′ 1 > 3 and ρ 2 > 3 and that zero is a resonance or an eigenvalue of H 1 , one can calculate the asymptotics of the matrix 9) up to an error O(|z| 1+ǫ ). This computation is known in the case λ = 0 (see Proposition 4.4, [20] ). In the case λ = 0, the calculation is similar. We give only the result and omit the details.
Here δ 1j = 1 or 0 according to j = 1 or not. In the case 0 is not a resonance, c 1 = 0. Remark also that if φ j and φ k are both eigenfunctions of H 1 ,
and if φ j is an eigenfunction of H 1 ,
The matrice (v jk ) is positive definite. In fact, it is clearly positive since V 2 ≥ 0. If 0 is an eigenvalue of this matrix, we can take an associated
One has V 2 ψ = 0, which implies ψ = 0 on a non trivial open set. Since H 1 ψ = 0, the unique continuation theorem implies ψ = 0 on R 3 . This leads to a contradiction with the fact that φ 1 , · · · , φ m are linearly independent.
Consider first the case zero is an eigenvalue but not a resonance of H 1 . One has a jk = 0 and
Since the matrices (λv jk ) and ( φ j , φ k ) are positive definite, F 0 (z, λ) = det(i(λv jk )+ z( φ j , φ k )) has m zeros of the form z = −iλσ j , σ j > 0. Let −iλσ be one of the zeros of F 0 (z, λ) with order k. For some appropriate c > 0 such that the distance from zeros of z → F 0 (z, λ) to the circle ∂D(−iλσ, cλ) is at least c ′ λ for some c ′ > 0, one has
for |z + iλσ| = cλ. For λ > 0 small, we can apply Rouché's theorem to F (z, λ) to conclude that F (z, λ) has also k zeros in the disk D(−iλσ, cλ). Therefore, the total number of zeros of F (z, λ) in D − (0, δ) are at least m. Interchanging the roles of F (z, λ) and F 0 (z, λ) allows to conclude that F (z, λ) has in all m zeros in D − (0, δ) for δ sufficiently small.
Assume now that zero is a resonance, but not an eigenvalue of H 1 . E +− (z) is a scalar function, holomorphic in z ∈ D − (0, δ) and
Assume (1.7). The root of the equation
can be explicitly calculated. Since c 1 c
(4.20) can be rewritten as
where If ν 1 = 1, z ν 1 = z ln z, it is not clear what is the reasonable condition to ensure that E +− (z) has a zero in D − (0, δ). The case that zero is both an eigenvalue and a resonance can in principle be discussed in a similar way, using the asymptotic expansion of E +− (z, λ) given above (under stronger decay assumption: ρ ′ 1 > 4 and ρ 2 > 4). But the factorization and the evaluation of the zeros of the determinant raise some difficulties when m is arbitrary. We do not go further here. Without the assumption (1.6), the zero resonance of H 1 may appear of arbitrary multiplicity and the analysis is more complicated.
Some remarks
There are many interesting questions related to dissipative Schrödinger operators which remain open. Here we just mention two of them.
(1). When the potential is dilation analytic, it is clear that the eigenvalues of dissipative Schrödinger operators can not accumulate to any strictly positive real nimber E > 0. One may ask if this is true for general potentials satisfying (1.1) and (1.2) for some ρ j > 0. (2) . Let N(V ) denote the total number of eigenvalues of −∆ + V , counted according to their algebraic multiplicity. For the selfadjoint operator H 1 = −∆ + V 1 , one has the well-known Cwikel-Lieb-Rozenblum inequality: ∃ some universal constant C n such that
where (V 1 ) − (x) = min{V 1 (x), 0}. See [16] for a recent survey on this topic. For dissipative Schrödinger operator H = H 1 − iV 2 , (1.5) shows that
if 0 is a regular point of H 1 and sup x | x 2+ǫ 0 V 2 (x)| is sufficiently small. It is then natural to ask whether under the assumption that 0 is a regular point of H 1 , there exists a universal constant γ n such that
and whether one can take γ n to be the best known constant C n for selfadjoint Schrödinger operators. Theorem 1.2 shows that this kind of universal bound for dissipative Schrödinger operators, if it does exist, may need to be modified if 0 is an eigenvalue and/or a resonance of H 1 .
