The objective of this study is to develop hybrid models by combining data-driven models, including support vector machines (SVM) and generalized regression neural networks (GRNN), and wavelet decomposition for aggregation and disaggregation of rainfall. The wavelet-based support vector machines (WSVM) and wavelet-based generalized regression neural networks (WGRNN) models are obtained using mother wavelets, including db8, db10, sym8, sym10, coif6, and coif12. The developed models are evaluated in the Bocheong-stream catchment, an International Hydrological Program representative catchment, Republic of Korea. WSVM and WGRNN models with mother wavelet db10 yield the best performance as compared with other mother wavelets for estimating areal and disaggregated rainfalls, respectively. Among 12 rainfall stations, SVM, GRNN, WSVM (db10 and sym10), and WGRNN (db10 and sym10) models provide the best accuracies for estimating the disaggregated rainfalls at Samga (No. 7), and the worst accuracies for estimating the disaggregated rainfalls at Yiweon (No. 11) stations, respectively. Results obtained from this study indicate that the combination of data-driven models and wavelet decomposition can be a useful tool for estimating areal and disaggregated rainfalls satisfactorily, and can yield better efficiency than data-driven models.
INTRODUCTION
Rainfall modeling is a complex task. The use of conventional approaches in modeling rainfall time series is far from trivial, since hydrometeorologic processes are complex and involve various factors, such as landscape and climatic factors, which are still not well understood (Wu et al. ) .
Areal rainfall is the average rainfall over a region and is estimated by one of the popular methods, such as arithmetic mean, Thiessen polygon, isohyetal, spline, kriging, and copula among others (Chow et al. ; Goovaerts ; AghaKouchak et al. ) . The arithmetic mean method is the simplest one for determining areal rainfall. The Thiessen polygon method assumes a linear variation in rainfall between two neighboring stations, and polygons are constructed which are essentially areal weights. This method is considered more accurate than the arithmetic mean method. The isohyetal method involves construction of isohyets using observed depths at rainfall stations and assumes a linear variation between two adjacent isohyets (Chow et al. ; Singh ) . The spline method is an interpolation method that divides interpolation intervals into small subintervals, and each of these subintervals is interpolated by using the third-degree polynomial (Apaydin et al. ) . The copula method can be employed to describe the dependencies among n random variables on an n dimensional unit cube (uniform) . Description of the spatial dependence structure independent of the marginal distribution is one of the most attractive features of copulas (Genest et al. ; Zhang & Singh ) . In this study, rainfall aggregation means the estimation of areal rainfall using the conventional approaches such as arithmetic mean, Thiessen polygon, isohyetal, spline, kriging, and copula methods.
Rainfall disaggregation can be both temporal and spatial. Temporal rainfall disaggregation entails disaggregating hourly, daily or longer duration rainfall into shorter time rainfall, and many techniques for temporal rainfall disaggre- Data-driven models, including artificial neural networks (ANNs), neuro-fuzzy, and genetic programming, are computational methods that have been primarily used for pattern recognition, classification, and prediction (Haykin ) .
During the past decades, various data-driven models have been developed and applied for temporal rainfall disaggregation (Burian et 
where j and k ¼the integers that control the wavelet dilation and translation, respectively. s 0 > 1 is a fixed dilation step, and τ 0 ¼ the location parameter. The most common and simplest choice for parameters are s 0 ¼ 2 and τ 0 ¼ 1 (Nourani et al. ). Using the wavelet discretization, the time scale can be sampled at discrete levels.
A fast DWT algorithm, developed by Mallat (), is based on four filters, including decomposition low-pass and high-pass, reconstruction low-pass and high-pass filters. In order for data-driven models to be able to make generalizations about rainfall, sufficient rainfall data should be available (Kim & Kim a) .
Rainfall events must be recorded over 24 hours, including non-rainfall hours. Twelve rainfall events (events 1-12), including six floods and six typhoon events, were chosen from the mid-1980s to the mid-1990s to meet this condition.
Since the kriging method includes considerable variables to estimate the areal rainfall compared with the Thiessen polygon and spline methods, the areal rainfall estimated using the kriging method was considered as observed areal rainfall.
For the data-driven model, data were split into training, cross-validation, and testing data. The training data were used for optimizing the connection weights and bias of the data-driven model, the cross-validation data were used to select the model variant that provides the best level of generalization, and the testing data were used to evaluate the chosen model against unseen data ( The training data consist of the rainfall events resulting in river floods, and the cross-validation and testing data consist of rainfall events when typhoons pass and affect the Republic of Korea. In all of these applications, 47% of data (events 1, 4, indicated that it is imperative to select good training data from the available data series. They indicated that the best way to achieve a good training performance is to include most of the extreme events, such as very high and very low values, in the training data. Table 3 shows mathematical expressions of performance evaluation criteria used in this study.
RESULTS AND DISCUSSION
Rainfall aggregation using data-driven models
The development of an optimal model is a major problem in data-driven modeling (Kisi ; Kim & Kim b) . Since the number of input-output nodes is problem dependent,
there is no precise way of choosing the optimal number of hidden nodes. The model structure, therefore, is generally determined using a trial and error method (Coulibaly et al.
; Makarynskyy et al. ).
Conventional data-driven models adopt one hidden layer for model construction, since it is well known that one hidden layer is enough to represent the nonlinear complex relationship (Kumar et al.
; Makarynskyy et al. ).
The number of hidden nodes of data-driven models for rainfall aggregation was determined using a trial and error approach. 
× 100 decomposition level was determined using the following on the modeling strategies, one SVM, one GRNN, six WSVM, and six WGRNN models were developed for the rainfall aggregation. Table 4 that all the models generally perform well. Disaggregation of areal rainfall using data-driven models
In this section, the WSVM and WGRNN models, which yielded the best performance for estimating areal rainfall, including SVM and GRNN, were used for disaggregating the areal rainfall. Therefore, the WSVM and WGRNN models with mother wavelets db10 and sym10 were used in this study. Only two performance evaluation criteria (CC and RMSE) were applied for disaggregating the areal rainfall.
The number of hidden nodes of data-driven models for disaggregating the areal rainfall was also determined using a trial and error approach. respectively. The WSVM and WGRNN models with mother wavelet db10 are found to be optimal models for disaggregating the areal rainfall in this study.
