Abstract If empirical software engineering is to grow as a valid scientific endeavor, the ability to acquire, use, share, and compare data collected from a variety of sources must be encouraged. This is necessary to validate the formal models being developed within computer science. However, within the empirical software engineering community this has not been easily accomplished. This paper analyses experiences from a number of projects, and defines the issues, which include the following: (1) How should data, testbeds, and artifacts be shared? (2) What limits should be placed on who can use them and how? How does one limit potential misuse? (3) What is the appropriate way to credit the organization and individual that spent the effort collecting the data, developing the testbed, and building the artifact? (4) Once shared, who owns the evolved asset? As a solution to these issues, the paper proposes a framework for an empirical software engineering artifact agreement. Such an agreement is intended to address the needs for both creator and user of such artifacts and should foster a market in making available and using such artifacts. If this framework for Empir Software Eng
Introduction
Empirical study involves the generation of artifacts (i.e., data, metadata and schema for the data, as well as source code and other development objects) and the use of experimental testbeds of various kinds. These involve effort and cost on the part of the group who developed them. The developers of these items would like to share them with the community for a number of reasons (e.g., to contribute to the replication of experiments, to allow meta-analysis, to get more people involved in the empirical research). On the other hand, they would like an acknowledgement of their original effort as well as some control of the use of these artifacts in order to know how they are being used, to prevent misuse, and to ensure that the results of any work using these items is available. It is also worth noting that there is a cost to maintain these items, to interact with users who may have questions about these items and to track their evolution. How such items could be shared in a way that is equitable to all parties is the focus of this paper.
One extreme is to allow anyone who wants to use the items to be able to use them at their own risk. This may incur a cost on the part of the artifact owner, if the artifact owner wishes to cooperate. The other end of the spectrum is to limit access to only those groups that are working directly with the original developer of these items.
Artifacts are characterized by the set of explicit characteristics of the environment in which they are created. Over time, users of an artifact may change it or add features (e.g., new data analysis, new documents related to the artifact). Therefore, artifacts evolve and different versions may not have the same meaning or relevance in new contexts. If different groups separately alter artifacts derived from the same source, the resultant properties of each artifact may differ. How does one provide for the provenance of the artifacts so that such alterations can be tracked and understood?
Background

Software Engineering Experience
Within the empirical software engineering research community, the authors have experience with several examples of testbeds, experimental data and other artifacts that have been used by several research groups. This experience has now reached the point where it is appropriate to apply principles of empirical software engineering to it, in order to analyse the issues that arise from how these research groups shared data and what problems they had. The following descriptions do not explain these projects in depth, but just address typical data sharing and ownership issues. The analysis of these examples was then used to develop a plan to allow for the effective sharing of information across the entire empirical software engineering research domain. The significant issues that arose were: (1) What were the goals of the project? (2) What kinds of data were collected or artifacts developed? (3) How many users were there, if known? And, most important for this analysis, (4) What were the primary problems associated with the data ownership and how were they dealt with?
(1) NASA Goddard Space Flight Center Software Engineering Laboratory (SEL): The NASA SEL from 1976 to 2002 studied software development in the Flight Dynamics Division at NASA/GSFC. The SEL collected data on the resources expended, changes and defects, product characteristics, and processes applied as well the conformance to those processes on several hundred projects. Various project characteristics were also collected, e.g., context variables. Models of cost, schedule, and quality were built using this data. The artifacts developed were operational NASA systems including source code as well as the various requirements, design, and testing documents (Basili et al. 2002) .
For years the data was given away freely and artifacts were shared with whoever asked for them. But: (1) the data was often misused or misinterpreted, (2) the results of the analysis were often not known or shown to the original data owners, (3) the SEL had to maintain this repository and had to spend time in organizing and making the data available to requesters, and (4) the opportunities for feedback and meta-analysis were often lost. With the closure of the SEL in 2002, item (3) in the list meant that much of the valuable data has been lost.
(2) University of Maryland software analysis projects. In the mid-1980s, multiple organizations ran an experiment to evaluate the effectiveness of reading as a defect detection technology. Major foci included the development of techniques for reading requirements documents and object oriented designs. To run these studies several artifacts (e.g., fault seeded code documents or requirements documents, data collected on the defects detected) were generated. These were given to several researchers for their own replication.
Although experiments were replicated, the experience of the experimenters was that it was difficult to replicate the original work without a certain amount of implicit knowledge from the original researchers. This involves either effort in sharing results or if this information is not shared, there will be badly replicated projects or non-combinable results. A good counter example has been the Reader's Project (Shull et al. 2002b ), a collaboration between the University of Maryland and several Brazilian universities (Federal University of Rio de Janeiro, University of Sao Paulo, UNIFACS, UFSCar), where experiments were replicated, meta-analysis performed, and recognition of any problems identified. Joint funding was received to support this work, but such funding is limited and has since been terminated.
(3) CeBASE-Center for Empirically Based Software Engineering: University of Maryland, Fraunhofer Center, Maryland and University of Southern California. CeBASE was an NSF sponsored project to create a repository of "experience" associated with the application of various software development methods and techniques in order to create hypotheses, qualitative and quantitative models, and other forms of aggregated experiences (Shull et al. 2002a ).
The original experience base maintenance was supported by the NSF grant, but once the grant ended, maintenance has become the responsibility of one of the CeBASE participants with the need to keep the repository alive. Similar to the NASA/GSFC SEL example, permanence of such data is a continuing issue. Activities to date have focused on running experiments in parallel programming classes at seven universities in the USA in order to collect data on how graduate students develop such programs. The principal partners in the program have had to collect a core set of projects to give to students as well as develop data collection software and manual forms for students to fill out. But once the experimenters deal with student programs they have the legal issues of submitting applications to the various university Institutional Review Boards (IRB) for academic research on human subjects. Issues here, aside from the obvious ones of how do they maintain the data repository and allow for others to access it, are the additional constraints imposed by the IRB process-privacy issues of making sure no personal data about any participant is revealed and issues of student ownership of the actual programs they are developing (Hochstein et al. 2005 ). (6) Hackystat-University of Hawaii. The Hackystat project explores automated collection and analysis of software engineering metrics. Sensors are attached to individual development tools, which unobtrusively collect data about product and process and send them to a central server where analyses of these data can be performed (Johnson et al. 2004) . In addition to the 200 active users of the public Hackystat server, several groups have installed their own Hackystat server and are collecting their own data.
Hackystat-type data provides two immediate challenges: (1) Privacy: As in the HPCS project, what kind of data scrubbing process should be performed on the data in order to allow its publication without revealing identifying details? (2) Context: In direct contrast to the first challenge, without the addition of some demographic information about the developers, the product under development, and the context (process), it is unclear how the larger community could obtain value from this data. In summary, it appears that researchers must simultaneously add and subtract information from the Hackystat database to make it useful outside the projects in which the data was originally generated.
(7) Sheffield Software Engineering Observatory-University of Sheffield. The Observatory provides an environment in which student teams carry out various software development projects for real clients (i.e. external to the university) under conditions that are as industrially realistic as is possible within a university context. Often several teams will work in competition, developing systems for the same client and requirements but using different development processes, which allows direct experimental comparison of these processes (Holcombe et al. 2003) .
As with Hackystat, the two key issues surrounding the release of raw data are those of client and developer privacy. Some clients have required the researchers to sign nondisclosure agreements for the information about their businesses, and so the researchers in turn require all the students to sign such agreements. Thus, any release of raw data would be on the basis of the researchers to whom it was released signing a similar agreement, and this would have to require that it applied transitively to any situation in which they in turn were going to release some of the data. As far as the observational data is concerned this is dealt with partly by anonymizing it before it goes into the database, but in the project artifacts (such as plans and meeting records) and the quantitative data (such as timesheets) the individuals are often identified by name, and it would require considerable effort to anonymize them before release.
Why is Software Engineering Different?
One obvious question arises: Does empirical software engineering require different practices from other academic areas? The normal practice in many sciences is that in general experimental data and results are disseminated freely by publication, and once published are in the public domain (although still subject to the usual rules of copyright). Hence, the notion of ownership of data does not often arise; academic credit is gained from publication, possibly subject to conventions as to how credit is allocated between multiple authors. Other experimenters are in general free to do what they like with the data, although again this may be subject to conventions on how the originator of the data should be credited. But two assumptions made in most disciplines do not seem to apply to the software engineering domain:
(1) The context in which the data is obtained is sufficiently well understood so that all relevant parameters will form part of the published data or results to allow other experimenters to have all the information needed to use it. In the current state of empirical software engineering, though, it would be unrealistic to claim that the context of any study is sufficiently well understood to allow for the identification of the relevant parameters. Consequently, they certainly will not all be included in any publication of results. Thus it is inevitable that, as indicated above, other experimenters will need to interact with those who originated the data in order to be able to use it meaningfully. This increases the workload on sharing software engineering data from other disciplines.
The size of the data sets also affects this process. Software engineering projects are typically large, so the sample size under study is often small, with individual differences affecting the overall results. With medical or psychological studies, subject populations can be in the hundreds or greater, thus individual differences in subject behavior are minimized if these subjects are chosen randomly among the available population (e.g., the doubleblind study).
(2) Scientific data is often impersonal and describes aspects of the natural world. This is not true of most software engineering projects; they are undertaken by people, for people, and hence (with the obvious exception of open source projects) they will nearly always have issues of personal or commercial confidentiality associated with them.
In other disciplines what is described as "experimental apparatus" covers a wide range of practice, as the possibilities vary from standardized pieces of commercially available equipment, such as measuring devices, to highly specialized or even unique machines, such as satellites, radio telescopes or particle accelerators. Across this range, though, there is a basic expectation that the design principles and parameters of such apparatus should normally be available publicly. Thus, in principle, experimenters should have a choice of buying some or all of this apparatus commercially, or of building their own, or collaborating with others who already have such apparatus, and in practice this choice will be an economic one rather than a scientific one.
Although this also applies to testbeds or artifacts in empirical software engineering, this assumption that the design principles and parameters that apply to any such apparatus is sufficiently well understood that other experimenters can build their own version and obtain the same results is not valid. Hence, the need to be able to achieve repeatability of experimental results in a much greater pressure towards collaboration in the sharing of such testbeds and artifacts than is the case in many other disciplines.
Furthermore, unlike studies in the social sciences, where individual people are subjects and represented as single data points within a large experimental set, for a software engineering project the specific characteristics of that one project may set the entire context for a whole study, meaning anonymity will be nearly impossible to achieve. Hence, empirical studies of real projects will usually need to be governed by some form of limited disclosure agreement, and any sharing of the data must make provision for these limitations on disclosure to be propagated.
Properties of Shared Data
Based upon the above experiences, the authors have identified the following properties related to the sharing of artifacts. As a minimum, the requester of the use of an artifact or data should (1) officially request permission to use the items (e.g., write a white paper on what they plan to do, ask permission), (2) credit the original developer with the work involved, and (3) provide feedback on the results of use as well as problems with using the artifact or data. (4) There are also issues concerning the protection of the data and artifacts like confidentiality and safety that need to be considered. For example, the data was most likely collected from people who were assured anonymity-how should this be handled? (5) The owner of the artifacts may be interested in the opportunity for collaboration. (6) Who handles maintenance of these artifacts?
The following explores the questions and some potential answers that each of these properties raise in more detail. A set of attributes are identified that may cross several properties, and an outline is presented of a classification system that can be used to define the rules relevant to sharing artifacts or data using these attributes.
1. Permission: Does one have to request permission to use the material? Is it simply publicly available? What should be the rules? If publicly available, how (or should) one provide some form of controlled access to the artifacts? Who owns the data? Is it the authors (who created the data) or the organization the authors work for? There might be a request to use the artifact with a commitment to provide feedback after or during use (method, results, other data) and reference the items in all work using them. A mechanism that could effectively restrict access would be to require that the requestor write a short proposal to the data owner. Then the item can be used:
-Freely, in the public domain -With a data sharing agreement or license -With a service fee for use (by industry) to help maintain the data
The attributes of lifetime (time period artifact can be used), area (projects artifact can be used with), transfer to a third party and derivative (ownership of any derived artifact) are all related to the permissions property. Table 1 defines the set of proposed attributes.
2. Credit: How should the original group gathering the data or developing the artifact be given credit? What would be the rewards for the artifact or data owner? The type of credit is related to the amount of interaction. If there is an interaction, depending on the level, co-authorship may be of value. If it is used without the support of the data owner, some credit should still be given, e.g., acknowledge and reference the data owner. Thus, if the requestor uses it but the owner is not interested in working on the project, the minimal expectation is a reference and an acknowledgement. (There are various possibilities for how that reference should be made, e.g., the paper that first used the artifact, a citation provided by the artifact or data developer, or some independent item where the artifact itself exists as a reference.) It is also possible that some form of "associated" co-authorship might be appropriate. The attribute of publication addresses the credit property and the appropriate form of references to the artifact.
A side issue, independent of external interactions, is internal interactions. Experiments require a team of people. How is authorship of such work decided? Does everyone who contributes become an author? What should be the order of authors? Is there some form of guideline that should be provided here? For example, the University of Maryland has been criticized for having too many authors on a paper. This is common practice in experimental physics (everyone from the builder of the instrument to the original experimenter can be an author of a paper and author lists can extend into the hundreds), but it is not an accepted practice in computer science. For example, the author rating system used by one journal (Journal of Systems and Software) penalizes multiply-authored papers since the "value" of that publication is divided among all the authors.
Collaboration:
In general it has been suggested that the requestor keep the option open of collaboration on the work. The Reader's project has been an excellent example of collaboration but required funding on both sides. Funding agencies are often looking for "new" ideas and so it is often difficult to be funded for a continuing operation. What options are there for funding collaborations? If collaboration is not desired by the owner of the artifacts, what are the rights and obligations of the requestor? The attribute of Help addresses collaboration issues. 4. Feedback: By requesting permission, there is a sense that the originators of the material know that someone is using their materials. However, feedback can act as a form of payment (e.g., updated versions of artifacts or data to allow its use in some form of meta-analysis, some indication of the effectiveness of technology in the experimental environment). A related issue is assuring that the quality of the data, analysis, and new knowledge being returned to the originator is acceptable and Signer of agreement can pass on artifact after a period of time (e.g., restricted for 3 years, then available to anyone) Publication Credit, Feedback None Signer of agreement is free to use artifact in any way. Results only Owner of data only wants results of using data or artifact. Prior results Signer of agreement has to send results of using artifact to owner of artifact prior to writing a paper on the topic. Acknowledge Signer of agreement has to acknowledge creator of artifact in publication. Agreement will state how this acknowledgement will occur. In some cases this may mean not to acknowledge creator of artifact. Review Artifact owner has rights to review paper based on artifact prior to publication submission. Timedrelease Publication delayed for a specified time period (e.g., artifact has commercial value for a specified time). Help Collaboration Data only Signer of agreement obtains the data (and its metadata) or artifact "as is." No help is provided from artifact owner. Limited Artifact owner is willing to provide limited help to signer of agreement to use artifact. Extensive Artifact owner is willing to provide significant collaboration. Coauthor Artifact owner and signer of agreement agree to coauthor publication. Costs Maintenance None Artifact is free to signer of agreement, with perhaps a minimal cost for a tape or CD of data Payment A set amount (as money or "in-kind" contribution) is specified to obtain artifact. This may help provide funding for maintenance of artifact repository.
consistent within the context of the original experiment. The previously mentioned attributes of publication and derivatives also affect feedback. 5. Protection: There are a large number of issues here. How does one limit potential misuse? How does one support potential aggregation and assure it is a valid aggregation. How does one deal with proprietary data? What about confidentiality?
The data as well as the derivatives attribute affects the protection property.
What is required of the originators? Should they be allowed to review results before a paper is submitted for external publication? Do the artifact owners have any rights to stop publication of a paper with invalid results based upon the original artifacts or is the "marketplace of ideas" open to badly written papers? Should there be some form of permission required by reviewers? Who has the rights to analyse and synthesize and create new knowledge based upon the combined results of multiple studies? Again here, how is credit given or authorship determined? How does one limit potential misuse?
On the other hand, how do we protect scientific integrity? Readers of peer-reviewed papers should have a right to analyse the data in the paper to see if it is correct. How? If users of data find gross negligence on the part of those who created it, what are their obligations to reveal those issues (e.g., the South Korean scandal over stem cell research 1 )? Can data sharing requirements be an impediment imposed by the guilty to hide their actions? 6. Maintenance: A large physical device (e.g., particle accelerator) generally is built and supported over the long term. But the same has not been true of computer software, which has an ethereal quality of simple residing hidden in a computer file system. Who pays for the cost of maintaining the experience base? There are only three possibilities here toward maintenance: (1) Owner of the data, (2) Users via a usage fee, (3) Everyone via an open source arrangement. "Owner of the data" generally won't work since few have such resources, "Usage fee" may work, but costs will limit use; researchers won't generally pay for something they view as a "free resource." "Open source" is a possibility. The costs as well as the derivatives attribute affect the maintenance property. The open source community has figured out an economic model that seems to work. Systems such as the Apache web server, Linux kernel, the Eclipse environment are all open source and freely available to anyone for download. However, companies have made valuable additions to these systems by adding proprietary additions to the basic system or by providing maintenance of them, and thus generate a revenue stream to keep the open source movement viable. The same model, to date, does not seem to work with data. Researchers, the primary users of such data, do not have the resources to create the economic demand for this data.
Attributes of a Data Sharing Agreement
The previous section has developed a proposed set of attributes that can form the basis of a data sharing agreement for empirical software engineering artifacts. Table 1 collects and defines the attributes with their options and indicates which of the above properties they address. From these attributes, a software agreement, using one or more options for each attribute, can be written for any artifact, which defines the protocols required by both developer and user of that artifact. In the Appendix a sample agreement is given for the NASA SEL project, described previously, to show how this taxonomy can be used.
If we can establish a website for collecting and publishing details about organizations who sign such artifact sharing agreements, we can create a culture where only data whose provenance is traceable through this website will be readily accepted by the community. This will foster additional adherence to these guidelines and encourage others to participate.
We also have to point out two important issues that were not part of this study: (1) We do not provide for the quality of the various artifacts. We believe that is outside of the realm of a sharing agreement and a user of someone else's data needs to be sure the data is of the quality desired. (2) Providing a set of artifacts has intellectual property issues (including the value of that intellectual property) since the creator of the artifact has invested knowledge in creating the artifacts and data sets. This needs to be considered when the artifact creator and user of the artifact define a sharing agreement.
Conclusion
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