We have applied time-dependent density functional theory (TDDFT) to study the valence π-π* excited states of the tryptophan chromophore in the environment of the proteins barnase and human serum albumin. The chromophore is represented by indole. Due to the approximate nature of TDDFT, in the gas phase the calculated vertical transition energies to the 1 L valence states are reordered with respect to experiment. The 1 L a state responds more than the 1 L b state to the local environment, described fully at the TDDFT level, and to bulk environment, described by a set of point charges. Nevertheless, the vertical transitions are readily identified. For human serum albumin, our calculations predict distinct spectral characteristics between structures with different tryptophan side chain torsion angles. The computational tractability of TDDFT relative to more accurate ab initio methods allows a large part of the surrounding protein environment (up to 100 atoms) to be explicitly included in the TDDFT calculations.
Introduction
Aromatic chromophores typically have four singlet valence π-π* electronic excited states, the low-lying 1 L b and 1 L a states and the higher-lying and more intense 1 B b and 1 B a states, as labeled by Platt. 1 These are observed for indole in the gas phase and in bulk solvent and are responsible for the majority of the spectroscopic bands due to the side chain of the tryptophan (Trp) residue in proteins. We focus on the two 1 L states, as these are more important in a biological context, where they are used as structural probes. Trp is a fairly ubiquitous component of protein structure, offering an indole ring system as part of the mechanism of controlling local environments within a protein and/ or providing molecular functionality (e.g., involvement in an essential electron-transfer step 2 ). Often there are many such Trp residues within proteins, and over the years they have been exploited as a spectroscopic tool to monitor changes in proteins and to yield information about local structure and dynamics. Complementary theoretical calculations would be of great benefit to these spectroscopic techniques.
Albumin is an important protein that acts as a carrier for many types of molecules (e.g., fatty acids) throughout the mammalian circulatory system. Despite its presence at nearly millimolar concentrations within blood, it has only relatively recently been crystallized for X-ray diffraction structural studies. 3 In earlier studies, we reported that the sole Trp residue ( 214 Trp) of human serum albumin (HSA) could be used to demonstrate the liganded state of the protein. 4 We showed that the Trp environment was altered by the remote binding of ligands such as fatty acids as well as a number of drug molecules. These ligand-dependent environmental changes led to differences in the Stokes-Einstein radius and shape of the protein. Several fluorescence properties were altered upon ligand binding to sites remote from the Trp pocket. These include shifts in the emission spectra and the Stern-Volmer quenching constants, indicating changes in the solvent accessibility of the Trp pocket and the Trp dynamics. With respect to the latter, by application of time-correlated single photon counting methods to measure lifetime and polarization anisotropy, both the amplitude and the oscillatory frequency of the Trp moving in a cone were found to change.
Thus, there is great value in studying the spectro-physics of Trp residues in proteins. Unfortunately, this is not typically as easy an enterprise as with the case of albumin in which the spectrum is relatively simple, originating from a single amino acid. There are usually many Trp residues in a protein and often in quite different environments, and although many ingeneous methods have evolved to deconvolve the resultant spectra, it must be conceded it is a complicated problem. In the present paper, we outline some novel methods that may aid in this important area of study, by calculating spectra of Trp from first principles and identifying the effects of different atomistic environments on the various electronic transitions.
Polar solvents have a significant influence on the different electronic states. For instance, the transition energies of the 1 L b and 1 L a states in water are red-shifted with respect to the gasphase values, 5 and their relative ordering may be reversed after geometry relaxation in the upper state, leading to a large fluorescence Stokes shift. 6 This is due to the stabilizing effect a polar solvent has on the permanent electric dipole moments of the excited states. In addition to experiments in bulk solvent, high-resolution spectroscopic studies have probed gas-phase clusters of indole complexed with one and two water molecules. 7, 8 Indole has two primary sites for interacting with the solvent, either via π hydrogen bonding with its aromatic rings or hydrogen bonding at the NH group. These conformers manifest themselves as distinct origins in the electronic spectrum. 9 In the 1:2 complex the water molecules may form a dimer bridge from the NH donor group to the π cloud acceptor. 8 Previous theoretical studies on indole have utilized a variety of computational techniques to mimic bulk solvent and to describe gas-phase indole-(solvent) n clusters. The two lowest excited states of indole have been investigated using a Kirk-wood-based continuum method, which described bulk methylcyclohexane and water, 5 and by mixed classical/quantum methods that mimicked the solvation of the two excited states in water. 10, 11 A continuum model with first-order configuration interaction has been used to study the 1 L a state of indole in water. 12 Calculations have also considered supermolecules, 1:1 through 1:3, of indole complexed with water. 13, 14 More recently, an implicit solvent approach, the polarizable continuum model, was employed to represent bulk cyclohexane and water to calculate solvatochromic shifts for the four singlet valence π-π* states. 15 The two lowest π-π* states for the 1:1 and 1:2 complexes of indole and 3-methylindole with water have also been studied. 16 Dedonder-Lardeux et al. 17 studied the effect of an external electric field on the two lowest π-π* states and on a singlet π-σ* Rydberg state of the indole chromophore. In addition, they employed molecular dynamics (MD) simulations to estimate the magnitude of the electric field experienced by indole in bulk water and by the lone Trp residue in the R-cobratoxin protein.
In a more complex and biological environment, Somers et al. have studied the absorption spectrum of three double point mutants of barnase. 18 Wild-type barnase has three Trp residues. The three Trp double point mutants will each leave a different single Trp in the protein, thereby allowing the spectrum of the remaining Trp to be studied. The effect of conformational flexibility on the calculated absorption spectra for transitions to the two lowest π-π* valence excited states was studied using MD. The complete active space self-consistent field (CASSCF) 19 with multiconfigurational second-order perturbation (CASPT2) theory, 20 with an atomic natural orbital basis set, ANO-S (contracted to 3s2p1d/2s1p), and augmented with a set of Rydberg-type functions (3s3p3d), was employed to describe the chromophore, represented by indole and 3-methylindole, with point charges, obtained from the three MD force fields used to describe the protein and solvent environment. The better sequential MD/CASPT2 approaches were found to be with AMBER 21 or CHARMM 22 force fields for the MD, with longrange electrostatic interactions included and the corresponding point charges in the quantum-chemical calculations. AMBER snapshot geometries in the absence of long-range interactions combined with AMBER point charges were a good (and time saving) approximation. These methods were selected based on the bathochromic shifts of the two lowest transitions of indole and on the relative energy difference of the states in the environment of the Trp 35 Phe/Trp 94 Phe mutant.
In other studies, Vivian and Callis have modeled Trp fluorescent shifts for a set of 16 proteins using a hybrid semiempirical/MD method. 23 Their work extended previous findings, 24 where fluorescent shifts were reasonably predicted using only electrostatic interactions between the chromophore and the protein. In both cases the chromophore was modeled by 3-methylindole. More recently there have been computational studies on the influence of the lowest-energy charge-transfer transition, from the indole ring to a proximal backbone amide, which may quench the Trp fluorescence. 25, 26 There are two main aspects to the problem of studying the absorption spectrum of Trp within a protein environment, modeling the dynamics of the protein and computing the excited states of the chromophore. The protein's dynamics can be modeled using MD simulations. The most rigorous approach would be ab initio Car-Parrinello simulations (CPMD). 27 Such an approach is not practical for very large systems such as proteins. Traditionally, protein dynamics are studied through classical MD simulations, and classical force fields such as CHARMM 22 and AMBER 21 are used extensively to study the structure and dynamics of proteins. Hybrid quantum mechanics/ molecular mechanics (QM/MM) methods, such as ONIOM, 28 provide a compromise between fully quantum and classical approaches, resulting in improved structural predictions. The main thrust of this paper is to address the problem of computing the excited states of the chromophore within the environment of the protein. We adopt a sequential approach, whereby excitedstate calculations are performed on structures drawn from classical molecular dynamics simulations. However, this procedure could be applied to structures drawn from CPMD, classical MD, or ONIOM simulations.
In general, the CASSCF/CASPT2 methodology is accurate and reliable but can only be applied to relatively small systems due to its computational cost. In previous work, this led to only the chromophore itself being included explicitly within the excited-state quantum-chemical calculation, with the extended environment modeled using point charges. 18 This close proximity of a large number of point charges in the CASSCF/CASPT2 calculations may be partially responsible for the large variations observed between the different force fields. In calculations of electronic spectra in solution there are many instances of solvatochromic shifts that are not described by electrostatics only. For example, shifts arising from changes in the strength of hydrogen bonds between the ground and the excited states. In these cases, it is necessary to include neighboring solvent molecules explicitly within the quantum-chemical excited-state calculation. For the excited states of a chromophore within a protein it is likely that similar interactions will also be important.
TDDFT is less computationally demanding than CASSCF/ CASPT2 and opens up the possibility of including large parts of the neighboring protein environment explicitly within the excited-state calculation. The efficiency of TDDFT can be enhanced further by exploiting a recent modification 29 that allows only excitations localized with a particular region of interest (the chromophore). Recently, this approach allied with MD simulations was used to study the influence of solvent on the UV spectroscopy of amides. 30 In this work we apply the same TDDFT approach, which exploits the Tamm-Dancoff approximation (TDA), 31 to the study of the Trp chromophore in proteins. The method incorporates explicitly, at the TDDFT level, local neighboring residues and describes the extended environment with a set of point charges. We predict the near-UV absorption spectra for the proteins barnase and HSA.
Methods
For the selected proteins, TDDFT/TDA with the B3LYP exchange-correlation functional 32 was employed to study the vertical transition energies and oscillator strengths for the singlet excited states of the aromatic side chain of Trp, the indole chromophore. For gas-phase indole, we used the 6-31++G(d) basis set. [33] [34] [35] For the calculations on larger systems, Trp is converted to glycine and indole, and a mixed basis set is used, 6-31++G(d) for indole and 6-31G 33 for neighboring residues. Cartesian d-functions were used throughout. For the calculations involving explicit residues, the excited states are obtained from TDDFT calculations involving a truncated subspace of single excitations associated with the chromophore. 29 This approach, implemented in the Q-Chem program, 36 yields significant computational savings and introduces only small errors, permitting the study of the excited states of molecules embedded within larger systems. The new TDDFT approach requires orbitals associated with the chromophore to be determined. Occupied orbitals were chosen based on their Mulliken populations. 37 If {λ h} is the subset of basis functions centered on the chromophore atoms, a parameter κ i occ is defined such that where M λi is the contribution to the Mulliken population of orbital i from basis function λ. κ i occ therefore provides a measure of the atoms on which orbital i is localized. For this study, an occupied orbital i was included if κ i occ g 0.4 au. In a similiar fashion, a parameter κ a vir , based on molecular orbital coefficients c, is defined for the virtual orbitals A virtual orbital a was included if κ a vir g 0.5. To describe the remaining protein and solvent environment not incorporated explicitly in the TDDFT calculations, point charges from the CHARMM22 all hydrogen parameter set 38 are placed at the appropriate atomic centers. Histidine, tyrosine, and cysteine residues were assumed to be unprotonated (neutral), with glutamic and aspartic acids in anionic form and arginine and lysine residues in cationic form. For both proteins, -NH 3 (NTER) and -CO 2 (CTER) were used as N-and C-terminal groups, respectively.
The CHARMM program 22 was employed to perform a stochastic boundary molecular dynamics (SBMD) simulation 39, 40, 41 on HSA to obtain structures with different Trp side chain rotamers, as distinguished by their 1 torsion angles. In SBMD a localized region of interest of a protein is surrounded by a sphere of water with a spherical boundary potential to maintain the shape of the sphere. The sphere is partitioned into two regions, an inner or reaction region described by conventional Newtonian dynamics and an outer or buffer region treated with Langevin dynamics. Crystallographic atomic coordinates were obtained from the Protein Data Bank 42 (PDB code 1BJ5), with the CHARMM22 parameters used to build the remaining atoms, excluding the myristic acid, absent from the crystal structure. A sphere of radius 15 Å of TIP3P water 43 was used with a buffer region of 5 Å, giving a reaction region of radius 10 Å. The sphere has its origin at the C γ of the Trp. Solvent molecules within 2.8 Å of a protein atom were deleted. All valence bonds involving hydrogen were constrained using SHAKE. 44 A time step of 2 fs was chosen, with a friction coefficient of 62 ps -1 used for the oxygen atoms of water in the buffer region. With the protein atoms fixed, the solvent was minimized for 100 steps and heated for 20 ps before the water sphere was randomly rotated four times to allow the water to occupy void space within the protein, resulting in the inclusion of 72 explicit water molecules. A final constrained minimization for 100 steps was performed before allowing the protein to relax during the dynamics. The system was heated for 12 ps and equilibrated for 20 ps before production dynamics for 400 ps. Structural snapshots were saved every 2 ps. The average temperature from the production dynamics was 555 K with a 13 K standard deviation. A temperature greater than 300 K was required to yield all three conformers of Trp: trans (120°e 1 e -120°), gauche -(0°e 1 e 120°), and gauche + (-120°e 1 e 0°), where 1 is the dihedral angle defined by N-C R -C -C γ . For Trp, 2 is the dihedral angle defined by C R -C -C γ -C D1 . For the structures selected from the dynamics, planarity was reintroduced in the Trp aromatic side chain by steepest descent minimization with protein atoms including the Trp C γ fixed; i.e., 14 atoms in the aromatic ring were unconstrained during energy minimization. These constraints preserve the 1 angles from the dynamics. The ring is made planar to assess the influence of the environment on the electronic transitions, as distinct from any structural effects, such as the influence of ring puckering.
The explicit residues in the TDDFT calculations were chosen based on their distance from the midpoint of the indole C D2 -C E2 bond; i.e., a residue was included if any of its atoms are within a sphere of radius R from the origin (bond midpoint). An increment of 0.5 Å was chosen for R, with an upper limit of 5.0 Å. Calculations with R g 4.5 Å for the Trp 35 Phe/Trp 94 -Phe and Trp 71 Tyr/Trp 94 Phe mutants of barnase and with R ) 5.0 Å for the gauche -conformer of HSA were beyond available computational resources due to the number of atoms that would have been treated explicitly. Therefore, to include more residues for the Trp 35 Phe/Trp 94 Phe mutant of barnase, calculations with R ) 4.25 Å were performed. For the 1E78 crystal structure of HSA, R ) 4.5 and 5.0 Å have identical atoms treated explicitly. The largest calculation is for R ) 5.0 Å for the gauche + conformer of Trp in HSA, comprising 104 explicit atoms (depicted in Figure 1 ). For the calculations involving point charges, the protein is placed in a cube with counter charges at the corners to neutralize the total charge. Cube dimensions of 25 and 50 Å were used for barnase and HSA, respectively.
For barnase, we use a single geometry from the PDB (PDB code 1BNR) and ignore the influence of dynamics and solvent. Mutations were performed via CHARMM using the CHARMM22 parameters, where each Trp residue was explicitly substituted. The 1BNR PDB structures for barnase were determined using NMR data and will therefore reflect the presence of solvent. We neglect the influence of solvent on the electronic spectroscopy of Trp (a probe of protein structure), as Somers et al. 18 did in their initial calculations, since we are concerned with the effects of the protein and not the solvent. In principle, a calculation could be performed including the charges of all solvent atoms. Three crystal stuctures were selected from the PDB for HSA, 1E78, 1BJ5 and 1H9Z, which have, respectively, coordinates for HSA, HSA with myristic acid, and HSA complexed with myristic acid and the R-2(+) enantiomer of warfarin. Figure 1 . The largest system treated explicitly using TDDFT, the gauche + conformer of Trp in human serum albumin.
Results and Discussion
Gas Phase. First we consider indole in the gas phase. The geometry of indole was optimized at the B3LYP/6-31++G(d) level of theory. A TDDFT calculation employing the same exchange-correlation functional and basis set gave two relatively intense transition energies below 5.0 eV. These are the 1 L states with calculated transition energies of 4.72 and 4.86 eV; the corresponding transition dipole moments and oscillator strengths are, respectively, 2.11 and 1.37 D and 0.080 and 0.035. With indole in the xy-plane and its nitrogen in the fourth quadrant, the orientations of the transition dipoles are -48°and 12°, respectively. We assign these states as 1 L a and 1 L b , respectively, based on the magnitudes of their oscillator strengths and on the observations discussed below. Inspection of the Kohn-Sham orbitals (shown in Figure 2 ) and comparing them with natural orbitals from a state-averaged gas-phase CASSCF calculation 15 shows that the highest occupied molecular orbital (HOMO) and HOMO -1 from the TDDFT calculation have the same character as the corresponding CASSCF orbitals. The lowest unoccupied molecular orbital (LUMO) + 1 CASSCF orbital possesses the same character as the LUMO TDDFT orbital. For the CASSCF calculations, the 1 L b state arises from a transition from the HOMO -1 to the LUMO + 1; the 1 L a state arises from a transition from the HOMO to the LUMO + 1.
In comparison with the experimentally determined vertical transition energies of 4.37 and 4.77 eV for the 1 (Electronic transitions to) Rydberg orbitals play an important role in the excited states of aromatic chromophores, such as indole, 5 where they may mix with (transitions to the) valence orbitals giving excited states of mixed valence-Rydberg character. In the gas phase we find that our basis set is flexible enough to capture the singlet π-σ* Rydberg state described by Dedonder-Lardeux et al., 17 who predict, using TDDFT, a vertical transition energy of 4.72 eV. We find vertical transitions from the HOMO and HOMO -1 π orbitals to a diffuse NH σ* orbital at energies of 4.61 and 5.08 eV, respectively, where both transitions each have an oscillator strength of 0.003. Upon truncation of the single excitation subspace, the Rydberg orbitals associated with the chromophore are retained within the virtual orbital subspace.
The TDDFT methodology 29 used for the explicit residue calculations invokes the Tamm-Dancoff approximation. 31 A gas-phase TDDFT/TDA calculation, including all orbitals, rather than just our selected subset, employing the same geometry, exchange-correlation functional, and basis set as above, B3LYP/6-31++G(d), predicts the 1 L a and 1 L b states to have transition energies of 4.87 and 4.92 eV, respectively, which differ from the experimental transition energies by 0.10 and 0.55 eV. In this study, we are primarily concerned with the shifts in the transition energies induced by the environment of the protein.
Due to a cancellation of errors, these shifts should be predicted more accurately than the transition energies.
For the majority of the explicit residue calculations discussed below, application of the orbital truncation scheme results in the incorporation of almost all of the occupied orbitals associated with the chromophore and all of the virtual orbital set associated with the chromophore and the neighboring residues. For example, for the Trp 71 Tyr/Trp 94 Phe mutant of barnase for R ) 3.0 Å (Table 1) , 31 (out of 62) occupied orbitals and all 223 virtual orbitals are included in the truncated subspace; for R ) 4.0 Å, 27 (out of 176) occupied orbitals and all 438 virtual orbitals are included in the truncated subspace.
Barnase. We now focus on the near-UV spectroscopy of the Trp side chain in a protein environment. To assess its accuracy, we applied the TDDFT approach to calculate absorption spectra for the three barnase double point mutants solvatochromic shifts with respect to isolated indole (i.e., stripped of all explicit residues and extended environment). Also displayed in Table 3 are estimates of the electric potential V, evaluated at the midpoint of the indole C D2 -C E2 bond, due to the Mulliken charges of the explicit residues (excluding indole's) and the point charges that describe the extended environment. The calculated gas-phase (isolated) indole transition energies are nearly identical for each of the three mutants. Upon addition of just the extended environment represented by point charges (R ) 0.0 Å), the 1 18 whose best results (using an AMBER force field and charges with snapshot geometries) are 4.32 and 4.73 eV for transitions to 1 L b and 1 L a , respectively. These correspond to red shifts of 0.04 and 0.07 eV with respect to vertical transition energies calculated in the gas phase. 46 Somers and co-workers' results for the 1 L a state using a CHARMM force field and CHARMM point charges vary significantly depending on whether long-range interactions were included in the dynamics; small red shifts are observed with long-range electrostatics, whereas large blue shifts are observed with long-range electrostatics excluded. For this mutant and upon addition of explicit residues we observe that the TDDFT-calculated transitions red-shift, with the 1 L a state undergoing the largest shifts. Incorporation of point charges shifts both transitions further to the red for R ) 4.0 Å and to the blue, with respect to the explicit residue results, for R ) 4.25 Å.
For Trp 35 Phe/Trp 71 Tyr, inclusion of the explicit residues gives small shifts, with the largest shift, to the red, calculated for the 1 L a transition energy in the calculation where most residues are treated explicitly by TDDFT (R ) 5.0 Å). Addition of the extended environment via point charges red-shifts all the transitions, with the 1 L a transition energy for R ) 5.0 Å having the greatest red shift. Larger shifts, to the red, are observed for L a transition energies for the two rotamers is 0.13 eV, which is close to the experimental difference of 0.17 eV between the two fluorescence maxima of this mutant. 47 We now consider the explicit residue calculations that gave the greatest shifts with the extended environment excluded. 15 Gln that straddles the short axis of indole but at a distance of more than 3.5 Å.
The experimentally determined transition energies to 1 48, 18 The wave function approach of Somers et al. predicts the vertical transition energies well, and the results, with 3-methylindole representing the chromophore, are in good agreement with experiment, particularly for the first 1 L excited state. In contrast, our Kohn-Sham methodology overestimates the transition energies for each mutant. However, in addition to point charges, we include neighboring residues explicitly, which are required to observe shifts in the transition energies that are predicted to be different for each of the mutants at the TDDFT level of theory. For the Trp 35 Phe/Trp 94 Phe mutant with the extended point charge environment, transitions to the two excited states of interest proved difficult to assign, due to a large degree of configurational mixing. A generic disadvantage of TDDFT is that for a particular excited state no permanent expectation values, such as dipole moments and wave function spatial extents, may be obtained, which would otherwise aid in the assignment of the excited state.
Human Serum Albumin. Wild-type HSA was studied in an analogous fashion to barnase. HSA is an R-helical protein and comprises 585 amino acids. Only protein coordinates were used, with the exception of the structures obtained from the SBMD, which feature TIP3P water molecules. An elevated temperature was required in the dynamics simulation to yield gauche -and gauche + 1 rotamers. Two structures both with trans conformers of Trp were chosen from the dynamics, but with differing 2 angles. Tables 4 and 5 display our results for the three PDB structures and the dynamics. Table 6 gives the solvatochromic shifts with respect to isolated indole stripped of all explicit residues and point charges and, additionally, estimates of the electric potential V, evaluated at the midpoint of the indole C D2 -C E2 bond, due to the Mulliken charges of the explicit residues (excluding indole's) and the point charges that describe the extended environment. Experimentally, transitions to the 1 L b and 1 L a states occur at energies of 4.18 and 4.43 eV, respectively. 4 First we consider the fat-free and liganded crystal structures (1E78 and 1BJ5). The gas-phase transition energies are essentially the same for the three crystal structures. The addition of point charges red-shifts the energies by around 0.30 eV for the 1 L a state. For the 1 L b state, the 1BJ5 transition energies are red-shifted by 0.04 eV, with the unliganded form's transition energy undergoing a red shift of 0.12 eV. When explicit residues are included in the calculations, the results are more varied. For 1E78, inclusion of the largest explicit environment (R ) 4.5 Å) shifts the 1 L a and 1 L b state transition energies to the red. Inclusion of the point charges red-shifts the transitions to 1 L a with respect to the gas phase. Transitions to the 1 L b state are blue-shifted. For R ) 4.5 Å, the 1 L a state undergoes a red shift of 0.42 eV, identical to the shift without the charges. This may be due to the presence of the Lys residue, which has a single positive charge. For 1BJ5, the transition energy to 1 L a is blueshifted when Val or Gly and Val are included. When charged residues, Arg and Lys, are added, the transition energy is redshifted. This is most notable for the largest calculation where a shift of 0.66 eV is observed. As above, this may be due to the Lys residue. Addition of point charges red-shifts all the transition energies, with the exception of the transition to 1 L b for R ) 4.5 Å, which is unchanged. The 1 L a states undergo the greatest shifts.
When complexed with myristic acid and warfarin (structure 1H9Z) the transitions to 1 L a are relatively unshifted upon inclusion of explicit residues; the 1 L b states are shifted to the blue. When point charges are incorporated, the 1 L a states undergo large shifts to the red, with the 1 L b states experiencing small shifts to the blue and to the red for R ) 4.5 and 5.0 Å, respectively.
When the extended protein environment is neglected, the greatest shifts for the 1 L a state are observed on explicit treatment of a charged residue, particularly Lys. For the 1E78 structure at R ) 4.5 Å, the 199 Lys and 215 Arg residues are located on different sides of indole's benzene-like ring. In the 1BJ5 structure, the same two residues are similarly located, but the NH 3 group of the 199 Lys side chain is pointed more toward the benzene-like ring.
For each of the rotamers, transitions to the 1 L a and 1 L b states are identical for gas-phase indole (Table 5 ). Addition of the point charges red-shifts both transitions, except for the gaucherotamer, where the transition to 1 L b is shifted to the blue (Table  6 ). The calculations that involve the same explicit residues for the two trans rotamers (R e 4. are observed for the gauche + rotamer when explicit residues are included in the calculations, where the greatest shifts are for R ) 4.5 Å. However, for the 1 L a state of the gauche + rotamer, larger red shifts are apparent upon addition of the point charges.
When the influence of the extended environment described by the set of point charges is excluded, the greatest red shift to the 1 L a state is for the gauche + rotamer for R ) 4.5 Å, and the largest blue shifts to the 1 L b state are for the gauche -and gauche + rotamers for R ) 3.5 and 4.5 Å, respectively. The blue shift in the gauche -rotamer (R ) 3.5 Å) may be due to the 46 Tip3 water molecule, whose oxygen is located 3.4 Å from indole's C γ or the 211 Phe residue that is close to indole's NH group, at a distance of around 4.0 Å. For the gauche + rotamer (R ) 4.5 Å) one methyl group of the aliphatic side chain of 343 Val sits above the pyrrole-like ring and may be responsible for the red and blue shifts to the 1 L a and 1 L b states. Inclusion of additional residues (R ) 5.0 Å) dampens the blue shift and cancels out the red shift.
For the mutants of barnase and the different structures of HSA, transitions to the 1 L a and 1 L b states undergo red shifts and blue shifts and remain unshifted as the electric potential V, at the midpoint of the indole C D2 -C E2 bond, increases with increasing R (Tables 3 and 6 ). For some instances where the environment of the protein is described by point charges (R ) 0.0 Å), the point charges are able to induce spectral shifts of similiar magnitude to shifts experienced by the chromophore when only explicit residues are present (R > 0.0 Å), for example, the Trp 71 Tyr/Trp 94 Phe mutant of barnase for R ) 0.0 and 3.5 Å (Table 3) (Table 2 ). This is in contrast to the explicit residue calculations for R ) 4.0 Å, for example, where each of the mutants have differentiable transition energies to the 1 L a state in the extended environment of the protein. Similiar comparisons may be made for the different rotamers of HSA (Table 5) .
Conclusions
TDDFT inverts the ordering of the vertical transitions to the first two 1 L excited states of indole in the gas phase: 1 L a is found to be energetically lower-lying than 1 L b . This assignment is based on a comparison of the orbitals involved in the electronic transitions with those from a gas-phase CASSCF calculation and on the sensitivity of the 1 L a state to the environment and, in addition, is in accord with the TDDFT results of others. 17 18 This is in accordance with our TDDFT calculations for transitions to the 1 L a state for the mutants of barnase and for different structures of HSA. The TDDFT results for barnase and for the different Trp rotamers of HSA show significant differences in the transition energies to the two lowest π-π* states, when both point charges and residues in proximity to the chromophore are included in the calculations. The present work describes computational techniques for determining the effects of environmental parameters on the electronic transitions at sites of interest within proteins. The work may be of general interest to groups studying solvatochromic effects of chromophores within complex media, for it is clear from our studies that even small changes of the atomistic environment may lead to significant changes of the transition energies of the indole excited states. This sheds some light on the challenges of atomistic modeling. Although we have concerned ourselves with the effects of the atomistic environment on what are essentially the electronic transitions of indole, our approach also underlines that perhaps greater care should be taken in interpreting submolecular behavior from mean-field approaches. The electronic changes exhibited by indole in response to rather subtle changes of the environment are significant enough to suggest that mean-field approaches can only be taken as approximations. The TDDFT approach that we have developed in the present paper may well find much use in protein modeling, and we are endeavoring to augment it and apply it with greater sophistication to both model indole systems as well as within more complex anisotropic environments within proteins.
