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Abstract
This paper studies ways to represent an ordered topological vector space as a space
of continuous functions, extending the classical representation theorems of Kadison and
Schaefer. Particular emphasis is put on the class of semisimple spaces, consisting of those
ordered topological vector spaces that admit an injective positive representation to a space
of continuous functions. We show that this class forms a natural topological analogue of the
regularly ordered spaces defined by Schaefer in the 1950s, and is characterized by a large
number of equivalent geometric, algebraic, and topological properties.
1 Introduction
1.1 Outline
A common technique in functional analysis and other branches of mathematics is to study an
abstract space E by studying its representations, special types of maps from E to concrete spaces
of continuous functions or operators. For instance, a commutative Banach algebra admits a
norm-decreasing homomorphism to a space of continuous functions (the Gelfand representation),
and a C∗-algebra admits an injective ∗-homomorphism to an algebra of operators on a Hilbert
space (the GNS representation). For ordered vector spaces, the most famous result in this direction
is Kadison’s representation theorem:
Theorem K (Kadison [Kad51, Lemma 2.5]). Let E be a (real) ordered vector space whose positive
cone E+ is Archimedean and contains an order unit e. If E is equipped with the corresponding
order unit norm ‖ · ‖e, then E is isometrically order isomorphic to a subspace of C(Ω), for some
compact Hausdorff space Ω.
This representation is given by a concrete construction, and Kadison [Kad51] showed that his
construction contains various known representation theorems as special cases, including results
for real Banach spaces, real Banach algebras, and Archimedean Riesz spaces with an order unit.
The continuing relevance of Kadison’s representation theorem can be seen, for instance, in the
theory of operator systems ([PT09], [PTT11]).
A more general result is Schaefer’s representation theorem, which gives necessary and sufficient
conditions for an ordered locally convex space E to be topologically order isomorphic to a subspace
of Ck(Ω) for some locally compact Hausdorff space Ω, where Ck(Ω) denotes the space C(Ω)
equipped with the topology of compact convergence (i.e. uniform convergence on compact subsets).
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Theorem S 1 (Schaefer [Sch58, Theorem 5.1]; see also [Sch99, Theorem V.4.4]). Let E be a
(real) ordered locally convex space with positive cone E+. Then there exists a locally compact
Hausdorff space Ω such that E is topologically order isomorphic to a subspace of Ck(Ω) if and
only if the positive cone E+ is closed and normal.
Kadison’s and Schaefer’s representation theorems both result in a topological order isomorphism
of E with a subspace of a space of continuous functions. These results are very strong, but at
the same time rather restrictive. By comparison, the Gelfand representation of a commutative
Banach algebra is not always a topological embedding (or even injective), so there appears to be
room for a more general representation theory of ordered topological vector spaces.
In this paper, we will study more general representations of ordered topological vector spaces
by relaxing the requirements on the representing operator E → Ck(Ω); instead of requiring a
topological order embedding, we look for representations that are continuous and positive.
Our main result, Theorem B below, is a characterization of the class of semisimple ordered
topological vector spaces, consisting of those spaces E that admit an injective representation
E → Ck(Ω) of the aforementioned kind (continuous and positive). We will show that semisimplicity
is characterized by many equivalent geometric, algebraic, and topological conditions. Furthermore,
we will give similar equivalent criteria for the existence of a continuous and bipositive representation
E → Ck(Ω), so that the positive cone of E coincides with the pullback cone inherited from Ck(Ω).
Although Kadison’s and Schaefer’s representation theorems give the impression that order units
and/or normality are somehow essential to the process, our results show that these requirements
are only needed in order to obtain a topological embedding. To obtain an injective positive
(resp. bipositive) representation E → Ck(Ω), all that is needed is that E+ is contained in (resp. is
itself) a weakly closed proper cone.
Semisimple ordered topological vector spaces (as defined in this paper) are closely related to
Schaefer’s regularly ordered spaces, which are given by the following equivalent conditions.
Theorem S 2 (Schaefer [Sch58, Proposition 1.7]; see also [Per67, Proposition II.1.29]). For a
convex cone E+ in a real vector space E, the following are equivalent:
(i) The algebraic dual cone E∗+ separates points on E;
(ii) The closure of E+ in the finest locally convex topology on E is a proper cone;
(iii) There is a locally convex topology on E for which E+ is a proper cone;
(iv) There is a locally convex topology on E for which E+ is normal.
(For Riesz spaces, see also [KN63, Theorem 23.15].) If E+ satisfies any one (and therefore all)
of the properties from Theorem S 2, then E+ is called regular. Semisimplicity is the topological
analogue of regularity, and the equivalent characterizations of semisimple cones lead to new
equivalent conditions for regularity, in addition to the criteria from Theorem S 2.
An application of semisimplicity will be given in the follow-up paper [Dob20+], where we will
show that a normed ordered vector space E admits an Archimedean order unitization if and only
if E+ is semisimple.
1.2 Main results
Throughout this paper, all topological vector spaces will be over the real numbers. The topological
dual of a topological vector space E is denoted E′, and the weak-∗ topology on E′ is denoted w∗.
For additional notation, see §2.
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A general theory of representations
Let Ω be a topological space, and let C(Ω) denote the space of all continuous functions Ω→ R.
Furthermore, let Cp(Ω) and Ck(Ω) denote the space C(Ω) equipped with the locally convex
topologies of pointwise and compact convergence, respectively. If Ω is compact, then Ck(Ω) carries
the usual norm topology.
A representation of the topological vector space E is a continuous linear map E → F , where
F is a locally convex space of functions. In this paper, F will always be Cp(Ω) or Ck(Ω) for some
topological space Ω. When studying positive representations, we will understand these function
spaces to be equipped with the cone of everywhere non-negative functions.
In §3, we set up a general theory of representations E → Cp(Ω). The following lemma, which
we believe to be of independent interest, sums up the main results of §3.
Lemma A. Let E be a real topological vector space, and let Ω be a topological space.
(a) There is a bijective correspondence T 7→ T t between representations T : E → Cp(Ω) and
continuous functions T t : Ω→ E′w∗, such that T (x)(ω) = T t(ω)(x).
Under the correspondence from (a), the following properties of a representation T : E → Cp(Ω)
depend only on the image of T t in E′w∗:
(b) A representation T : E → Cp(Ω) is injective if and only if T t[Ω] separates points on E;
(c) A representation T : E → Cp(Ω) is continuous as a map E → Ck(Ω) if and only if T t[K]
is equicontinuous for every compact subset K ⊆ Ω. This is automatically the case if E is a
barrelled locally convex space (in particular, if E is a Fre´chet space).
Furthermore, if E is a preordered topological vector space with positive cone E+, then:
(d) A representation T : E → Cp(Ω) is positive if and only if T t[Ω] ⊆ E′+;
(e) A representation T : E → Cp(Ω) is bipositive if and only if E+ is weakly closed and E′+ is
the weak-∗ closed convex cone generated by T t[Ω].
Proofs of the statements in Lemma A will be given in §3.1.
The correspondence between representations E → Cp(Ω) and continuous functions Ω→ E′w∗
greatly simplifies the task of choosing an appropriate representation of E. Common choices of
representations E → Cp(Ω) or E → Ck(Ω) will be discussed in §3.2.
Equivalent definitions of semisimplicity
The main goal of this paper is to classify all (pre)ordered topological vector spaces that admit
an injective positive representation to a space of functions. Using Lemma A and a few standard
results on ordered topological vector spaces, we obtain a wealth of equivalent geometric, algebraic,
and topological characterizations.
Theorem B (Criteria for semisimplicity). For a convex cone E+ in a real topological vector
space E, the following are equivalent:
(i) The topological dual cone E′+ separates points on E;
(ii) The topological dual space E′ separates points and the weak closure E+
w is a proper cone;
(iii) The intersection of all closed supporting hyperplanes of E+ is {0};
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(iv) There is a weaker (i.e. coarser) locally convex topology on E for which E+ is normal;
(v) There is a topological space Ω and an injective positive representation E → Cp(Ω);
(vi) There is a locally compact Hausdorff space Ω and an injective positive representation
E → Ck(Ω).
Furthermore, if E is a normed space, then the topology in (iv) can be taken normable, and the
space Ω in (vi) can be taken compact.
A cone satisfying any one (and therefore all) of the properties of Theorem B will be called
(topologically) semisimple, in analogy with semisimple (commutative) Banach algebras. Note that
the semisimplicity of E+ depends only on E+ and on the dual pair 〈E,E′〉, not on the topology
of E (use property (i) or (ii)).
Theorem B can also be applied in a purely algebraic setting (i.e. if E is a vector space with
no topology). Clearly E+ is regular if and only if E+ is semisimple for the σ(E,E∗)-topology, or
any other topology compatible with the dual pair 〈E,E∗〉. This shows that semisimplicity is the
topological analogue of regularity.1 Furthermore, Theorem B provides the following additional
characterizations of regularity.
Corollary C. For a convex cone E+ in a real vector space E, the following are equivalent:
(i) E+ is regular (in the sense of Theorem S 2);
(ii) The intersection of all supporting hyperplanes of E+ is {0};
(iii) There is a topological space Ω and an injective positive linear map E → C(Ω);
(iv) There is a locally compact Hausdorff space Ω and an injective positive linear map E → C(Ω).
Theorem B and Corollary C will be proved in §4.
Bipositive representations
The preceding results show exactly which spaces admit an injective positive representation
E → Cp(Ω) or E → Ck(Ω). However, sometimes it is desirable to have something stronger,
namely a bipositive representation, so that the positive cone of E coincides with the cone
inherited from the function space.
In §5, we will show that bipositive versions of Theorem B and Corollary C can be obtained by
adding the requirement that E+ is weakly closed. These results can be seen as a relaxation of
Schaefer’s representation theorem (Theorem S 1 above): we no longer require that E+ is normal,
but we only get a representation that is continuous (not a topological embedding).
Hereditary properties and examples of semisimplicity
In §6, we will show that semisimplicity is preserved by subspaces, products, and direct sums, but
not by (proper) quotients or completions. For semisimplicity in tensor products, see [Dob20a].
In §7, we give various examples and counterexamples related to semisimplicity and regularity.
1The use of these terms is somewhat arbitrary. What is traditionally called regular could just as well be called
(algebraically) semisimple. We justify our terminology by drawing parallels with semisimple commutative Banach
algebras, but there are similar parallels between regularly ordered spaces and Jacobson semisimple rings. (See
Remark 4.6 below.)
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2 Notation
Throughout this article, all vector spaces are over the real numbers, and all topological vector
spaces are Hausdorff. Algebraic duals will be denoted as E∗ and topological duals as E′. The
weak-∗ topology on E′ will be denoted as E′w∗. Similarly, if E′ separates points on E, then the
weak topology on E will be denoted as Ew.
Convex cones and preordered vector spaces
Let E be a real vector space. A (convex) cone2 is a non-empty subset K ⊆ E satisfying K+K ⊆ K
and λK ⊆ K for all λ ∈ R≥0. If K is a convex cone, then lin(K) := K∩−K is a linear subspace of
E, called the lineality space of K. We say that K is proper if lin(K) = {0}.
If M ⊆ E is a subset, then we denote by cone(M) the convex cone generated by M ; that is:
cone(M) :=
{
k∑
i=1
λixi
∣∣∣∣∣ k ∈ N0, λ1, . . . , λk ∈ R≥0, x1, . . . , xk ∈M
}
.
Convex cones in E are in bijective correspondence with linear preorders on E. Under this
correspondence, a convex cone is proper if and only if the associated preorder is a partial order.
In what follows, whenever we study a vector space E and a convex cone E+ ⊆ E, we will
understand E to be the preordered vector space with positive cone E+.
Positive and bipositive linear maps
If E, F are vector spaces and E+ ⊆ E, F+ ⊆ F are convex cones, then a linear map T : E → F
is called positive if T [E+] ⊆ F+, and bipositive if E+ = T−1[F+].
If E+ is a proper cone, then a bipositive map T : E → F is automatically injective, because
ker(T ) = T−1[{0}] ⊆ T−1[F+] = E+ is a subspace contained in E+, which must therefore be {0}.
Note however that this is not true in general: if E/ lin(E+) is equipped with the quotient cone,
then the canonical map E → E/ lin(E+) is bipositive, but not injective unless E+ is a proper
cone.
Dual cones
If E+ ⊆ E is a convex cone, then its algebraic dual cone E∗+ ⊆ E∗ is the set of all positive
linear functionals, and its topological dual cone E′+ ⊆ E′ is the set of all continuous positive
linear functionals. If we equip E′ with the weak-∗ topology, then the dual cone of the dual cone
E′+ ⊆ E′w∗ is the bipolar cone
E′′+ :=
{
x ∈ E : 〈x, ϕ〉 ≥ 0 for all ϕ ∈ E′+
}
.
Using the (one-sided) bipolar theorem, one easily shows that E′′+ = E+
w. Furthermore, if E is
locally convex, then the weak closure and original closure of a convex set coincide, so we have
E′′+ = E+
w = E+ (E locally convex, E+ ⊆ E a convex cone).
2Some authors call this a wedge, and reserve the term cone for what we call a proper cone.
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3 Representations of topological vector spaces
Before proving our main theorem, we study the general structure of representations. Recall that
we defined a representation to be any continuous linear operator E → Cp(Ω) or E → Ck(Ω). In
this section, we will establish a bijective correspondence between representations E → Cp(Ω)
and continuous maps Ω → E′w∗. Under this correspondence, the important properties of the
representation (e.g. injectivity, positivity) only depend on the image of Ω in E′ (Lemma 3.4).
Throughout this section, we assume that E is a real3 topological vector space. We do not
assume that the topological dual E′ separates points on E. Nevertheless, we denote the natural
bilinear map E × E′ → R by 〈 · , · 〉, and we denote the weak-∗ topology on E′ by E′w∗. (Note
that E automatically separates points on E′, so E′w∗ is Hausdorff.)
Let Ω be a topological space. For ω ∈ Ω, let piω : Cp(Ω) → R denote the point evaluation
f 7→ f(ω). Note that we have Cp(Ω) ⊆ RΩ, and that the topology of Cp(Ω) coincides with
the subspace topology inherited from the product topology of RΩ. In particular, a function
φ : Y → Cp(Ω) is continuous if and only if piω ◦ φ is continuous for all ω ∈ Ω.
3.1 The transpose of a representation
Given sets A and B and a function f : A×B → R, we denote by f t : B ×A→ R the transpose
f t(b)(a) = f(a)(b). As a particular case, if T : E → Cp(Ω) is a representation, then T defines
a function E × Ω → R, which has a transpose T t : Ω × E → R. Similarly, if f : Ω → E′w∗ is a
continuous function, then f defines a function Ω×E → R, which has a transpose f t : E×Ω→ R.
Our goal is to show that transposition on E×Ω restricts to a bijection between the representations
E → Cp(Ω) and the continuous functions Ω→ E′w∗.
If T : E → Cp(Ω) is a representation, then we interpret T t as the map Ω→ E′, ω 7→ piω ◦ T ,
which is easily seen to be well-defined (piω ◦ T is a continuous linear functional on E). Similarly,
if f : Ω→ E′w∗ is a continuous function, then we interpret f t as the map E → Cp(Ω), x 7→ (ω 7→
〈x, f(ω)〉). To see that f t is well-defined, note that every x ∈ E defines a weak-∗ continuous linear
functional xˆ := 〈x, · 〉 on E′, so f t(x) = xˆ ◦ f is a continuous map Ω→ R.
Proposition 3.1. Let E be a real topological vector space and let Ω be a topological space.
(a) If T : E → Cp(Ω) is a representation, then T t : Ω→ E′w∗ is continuous, and (T t)t = T .
(b) If f : Ω→ E′w∗ is continuous, then f t : E → Cp(Ω) is a representation, and (f t)t = f .
Proof.
(a) Since E′w∗ carries the initial topology for the family {xˆ : x ∈ E}, in order to prove that
T t : Ω→ E′w∗ is continuous, it suffices to show that xˆ ◦ T t is continuous for every x ∈ E.
But xˆ ◦ T t is given by ω 7→ 〈x, piω ◦ T 〉 = (piω ◦ T )(x) = T (x)(ω), which is continuous since
T (x) ∈ Cp(Ω). This also shows that (T t)t(x) = xˆ ◦ T t = T (x), hence (T t)t = T .
(b) It is easy to see that f t is linear. To prove continuity, it suffices to show that piω ◦ f t
is continuous for every ω ∈ Ω, since Cp(Ω) carries the initial topology for the family
{piω : ω ∈ Ω}. But piω ◦ f t is given by x 7→ 〈x, f(ω)〉, so that piω ◦ f t = f(ω) is a continuous
linear functional on E. This also shows that (f t)t(ω) = piω ◦ f t = f(ω), hence (f t)t = f . 
Corollary 3.2. Let E be a real topological vector space, and let Ω be a topological space. Then
the operations T 7→ T t and f 7→ f t define a bijective correspondence between the representations
E → Cp(Ω) and the continuous functions Ω→ E′w∗.
3The results from this section are also true over the complex field, but we have no use for this. For notational
simplicity, we will stick to the assumption (made throughout this article) that the base field is R.
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Remark 3.3. Going back to our initial interpretation of the transpose, one easily shows that a
function f : E × Ω → R is given by a representation E → Cp(Ω) (or by a continuous function
Ω→ E′w∗) if and only if f is separately continuous (in both coordinates) and linear in E. This is
an asymmetric analogue of the fact that the separately continuous bilinear forms E × F → R
correspond to the continuous linear operators E → F ′w∗ or F → E′w∗ (e.g. [Ko¨t79, §40.1.(2’)]).
The following lemma shows that the most important qualitative properties of a representation
T : E → Cp(Ω) depend only on the image of T t in E′.
Lemma 3.4. Let E be a real topological vector space, Ω a topological space, and T : E → Cp(Ω)
a representation. Then:
(a) T is injective if and only if T t[Ω] separates points on E;
(b) T is continuous as a map E → Ck(Ω) if and only if T t[K] is equicontinuous for every
compact subset K ⊆ Ω.
If, additionally, E is preordered with positive cone E+, then:
(c) T is positive if and only if T t[Ω] ⊆ E′+;
(d) T is bipositive if and only if E+ is weakly closed and E′+ is the weak-∗ closed convex cone
generated by T t[Ω].
Proof.
(a) This follows from the identity
ker(T ) =
{
x ∈ E : T (x)(ω) = 0 for all ω ∈ Ω} = ⋂
ω∈Ω
ker(piω ◦ T ) =
⋂
ω∈Ω
ker(T t(ω)).
(b) The topology of Ck(Ω) is given by the family of seminorms {‖ · ‖K : K ⊆ Ω compact},
where ‖g‖K := maxk∈K |g(k)|. Thus, T is continuous as a map E → Ck(Ω) if and only if
for every compact subset K ⊆ Ω and every real number ε > 0 there is a 0-neighbourhood
UK,ε ⊆ E such that
‖T (u)‖K < ε, for all u ∈ UK,ε. (3.5)
Since K is compact, the maximum maxk∈K |T (u)(k)| is attained, so (3.5) is equivalent to
〈u, T t(k)〉 = T (u)(k) ∈ (−ε, ε), for all u ∈ UK,ε and all k ∈ K. (3.5’)
The result follows, since T t[K] is equicontinuous if and only if for every real number ε > 0
there is a 0-neighbourhood UK,ε ⊆ E such that (3.5’) is met.
(c) Since the ordering of Cp(Ω) is pointwise, T is positive if and only if piω ◦ T is positive for
every ω ∈ Ω. Since T t(ω) = piω ◦ T (by definition), the claim follows.
(d) We have
T−1[Cp(Ω)+] =
{
x ∈ E : T (x)(ω) ≥ 0 for all ω ∈ Ω}
=
{
x ∈ E : 〈x, T t(ω)〉 ≥ 0 for all ω ∈ Ω}
=
{
x ∈ E : 〈x, ϕ〉 ≥ 0 for all ϕ ∈ cone(T t[Ω])},
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for if x ∈ E is non-negative on T t[Ω] then it is automatically non-negative on cone(T t[Ω]).
It follows that T−1[Cp(Ω)+] ⊆ E is the dual cone of cone(T t[Ω]) ⊆ E′w∗. Consequently, by
the bipolar theorem, we have E+ = T−1[Cp(Ω)+] if and only if E+ is weakly closed and
E′+ = cone(T t[Ω])
w∗
. 
Remark 3.6. In Lemma 3.4(b), note that T t[Ω] is automatically weak-∗ compact if K ⊆ Ω is
compact. Equicontinuity is only slightly stronger than weak-∗ compactness. In fact, for every
subset of E′ one has
equicontinuous =⇒ weak-∗ relatively compact =⇒ weak-∗ bounded.
The first implication follows from the Alaoglu–Bourbaki theorem (see [Sch99, Corollary III.4.3]),
and the second follows since every (subset of a) compact set in a topological vector space is
bounded (cf. [Rud91, Theorem 1.15(b)]).
A locally convex space E is called barrelled if every weak-∗ bounded subset of E′ is equi-
continuous, so that all three of the aforementioned classes coincide. The class of barrelled spaces
includes all Fre´chet spaces (in particular, all Banach spaces), but not all normed spaces.
If E is barrelled, then every T t[K] (K ⊆ Ω compact) is weak-∗ compact and therefore
equicontinuous, so here Lemma 3.4(b) has the following immediate consequence:
Corollary 3.7. If E is (locally convex and) barrelled, then every representation T : E → Cp(Ω)
is automatically continuous E → Ck(Ω).
This is essentially a special case of the generalized Banach–Steinhaus theorem for barrelled
spaces (e.g. [Sch99, Theorem III.4.2] or [Osb14, Theorem 4.16]).
3.2 Explicit constructions of representations
Assume now that only a topological vector space E is given. We discuss some of the common
choices of a space Ω and a representation E → Cp(Ω) or E → Ck(Ω).
Pointwise convergence on a subset Ω ⊆ E′ with the relative weak-∗ topology
Lemma 3.4 shows that the properties of the representation only depend on the image of Ω in E′.
So if only a representation E → Cp(Ω) is desired, then one might simply take Ω to be a subset of
E′ with the relative weak-∗ topology.
Compact convergence on a subset Ωd ⊆ E′ with the discrete topology
A simple way to obtain representations E → Ck(Ω) with Ω locally compact is the following:
take some subset Ω ⊆ E′, and let Ωd denote Ω equipped with the discrete topology. Then Ωd is
locally compact, and the compact subsets of Ωd are precisely the finite sets, so E → Ck(Ωd) is
continuous by Lemma 3.4(b). However, Ck(Ωd) is simply RΩ with the product topology, so this
representation is not particularly useful. In fact, it factors as E → Cp(Ωw∗)→ Ck(Ωd) ∼= RΩ.
Compact convergence on a disjoint union of weak-∗ closed equicontinuous sets
To obtain representations E → Ck(Ω) with a coarser (non-discrete) topology on Ω and a finer
(non-pointwise) topology on Ck(Ω), it is more common to use the following method.
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Lemma 3.8. Let {Nα}α∈A be a collection of weak-∗ closed equicontinuous subsets of E′. Then
the disjoint union Ω :=
⊔
α∈ANα is locally compact, every compact subset K ⊆ Ω is contained in
the disjoint union of finitely many Nα, and the natural map E → Ck(Ω) is continuous.
Proof. It follows from the Alaoglu–Bourbaki theorem that equicontinuous subsets in E′ are
relatively weak-∗ compact (e.g. [Sch99, Corollary III.4.3]), so every Nα is weak-∗ compact.
For every α ∈ A, let Ωα ⊆ Ω denote the image of the canonical embedding Nα → Ω. Then
Ωα is a compact neighbourhood of every point ω ∈ Ωα, so Ω is locally compact. Furthermore,
Ω =
⋃
α∈A Ωα is an open cover of Ω, so every compact subset K ⊆ Ω is contained in the union of
finitely many Ωα.
The corresponding representation is f t, where f : Ω → E′w∗ is the natural map identifying
every Ωα ⊆ Ω with Nα ⊆ E′. If K ⊆ Ω is compact, then f [K] is contained in the union of finitely
many Nα, hence equicontinuous. It follows from Lemma 3.4(b) that E → Ck(Ω) is continuous. 
If the only objective is to obtain a locally compact space Ω and a representation E → Ck(Ω),
then the simpler construction E → Ck(Ωd) ∼= RΩ outlined above can be used. The real benefit of
the more advanced construction from Lemma 3.8 is this:
Proposition 3.9. Let {Nα}α∈A be as in Lemma 3.8. If the topology of E coincides with the
(locally convex) topology of uniform convergence on the sets {Nα}α∈A, then the corresponding
representation E → Ck(Ω) is a topological embedding.
In other words, in this case E can be thought of as a subspace of Ck(Ω) equipped with
the subspace topology. Various classical representation theorems start by choosing a collection
{Nα}α∈A with this property (see e.g. [Sch99, Theorem V.4.4] and [Ko¨t83, §20.10.(3)]). We will
not use this, so the proof of Proposition 3.9 is omitted.
Classical representations of normed spaces (including Kadison’s representation and the Gelfand
representation) take {Nα}α∈A to be a one-element collection {N}, where N ⊆ BE′ is a weak-∗
closed subset of the closed unit ball BE′ ⊆ E′. Exactly which subset N ⊆ BE′ is chosen depends
on the context.
4 Semisimple cones and positive representations
In this section, we prove the main theorem. For this we use the following proposition.
Proposition 4.1. In a preordered vector space E, the supporting hyperplanes of E+ are precisely
the kernels of the non-zero positive linear functionals E → R.
Proof. If ϕ is a non-zero positive linear functional, then E+ is contained in {x ∈ E : ϕ(x) ≥ 0},
and one has 0 ∈ ker(ϕ) ∩ E+, so ker(ϕ) is a supporting hyperplane of E+.
Conversely, let H ⊆ E be an (affine) supporting hyperplane of E+. Choose ϕ ∈ E∗ \ {0}
and α ∈ R such that H = {x ∈ E : ϕ(x) = α} and E+ ⊆ {x ∈ E : ϕ(x) ≥ α}, and choose
x0 ∈ E+ ∩ H. For all n ∈ N0 we have nx0 ∈ E+, and therefore nα = nϕ(x0) = ϕ(nx0) ≥ α.
Plugging in n = 0 yields α ≤ 0, while plugging in n = 2 yields α ≥ 0, so we must have α = 0. It
follows that H = ker(ϕ) and that ϕ is a non-zero positive linear functional. 
Corollary 4.2. In a preordered topological vector space E, the closed supporting hyperplanes of
E+ are precisely the kernels of the non-zero, positive, continuous linear functionals E → R.
Proof. This follows from Proposition 4.1 and the fact that a non-zero linear functional E → R is
continuous if and only if ker(E) is closed (see [Rud91, Theorem 1.18]). 
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We now have all the ingredients for the classification of semisimple ordered topological vector
spaces.
Theorem 4.3 (Criteria for semisimplicity). For a convex cone E+ in a real topological vector
space E, the following are equivalent:
(i) The topological dual cone E′+ separates points on E;
(ii) The topological dual space E′ separates points and the weak closure E+
w is a proper cone;
(iii) The intersection of all closed supporting hyperplanes of E+ is {0};
(iv) There is a weaker (i.e. coarser) locally convex topology on E for which E+ is normal;
(v) There is a topological space Ω and an injective positive representation E → Cp(Ω);
(vi) There is a locally compact Hausdorff space Ω and an injective positive representation
E → Ck(Ω).
Furthermore, if E is a normed space, then the topology in (iv) can be taken normable, and the
space Ω in (vi) can be taken compact.
Proof. (i)⇐⇒ (iii). By Corollary 4.2, we have⋂
H⊆E closed
supporting hyplerplane
H =
⋂
ϕ∈E′+\{0}
ker(ϕ) =
⋂
ϕ∈E′+
ker(ϕ),
so the intersection of all closed supporting hyperplanes of E+ is equal to {0} if and only if E′+
separates points on E.
(i) =⇒ (vi). Let Ω := E′+ and let f : Ω → E′ denote the inclusion. If Ωd denotes Ω with
the discrete topology, then f is continuous as a map Ωd → E′w∗, so we obtain a representation
f t : E → Cp(Ωd) via the methods of §3.1. The compact subsets of Ωd are precisely the finite sets,
so it follows from Lemma 3.4(b) that f t is continuous as a map E → Ck(Ωd). Likewise, it follows
from Lemma 3.4 that f t is positive (since Ωd ⊆ E′+) and injective (since f [Ωd] separates points
on E).
(vi) =⇒ (v). Choose a locally compact Hausdorff space Ω and an injective positive represen-
tation T : E → Ck(Ω). The topology of pointwise convergence is weaker (i.e. coarser) than the
topology of compact convergence, so T is also continuous as a map E → Cp(Ω).
(v) =⇒ (iv). Choose a topological space Ω and an injective positive representation T : E →
Cp(Ω). Since T is injective, E is linearly isomorphic to a subspace of Cp(Ω). Let T denote the
subspace topology that E inherits this way. Since T : E → Cp(Ω) is continuous, T is weaker than
the original topology of E. Note that T is the locally convex topology given by the family of
seminorms {ρω}ω∈Ω, where ρω(x) := |T (x)(ω)|. Since T is positive, each of these seminorms is
monotone, so it follows that E+ is T-normal.
(iv) =⇒ (ii). Let T be a weaker locally convex topology for which E+ is normal. Then
(ET)′ ⊆ E′, since every continuous functional ET → R is certainly continuous E → R. But (ET)′
separates points on E (since T is locally convex), so it follows that E′ separates points on E as
well.
Since E+ is T-normal, the T-closure E+
T is a proper cone. Seeing as E+ is convex and T is
locally convex, the T-closure of E+ coincides with the respective weak closure; that is:
E+
T = E+
σ(E,(ET)′)
.
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Since (ET)′ ⊆ E′, the weak topology σ(E,E′) is finer than the weak topology σ(E, (ET)′). It
follows that
E+
w := E+
σ(E,E′) ⊆ E+ σ(E,(ET)
′) = E+
T
,
and we conclude that E+
w is a proper cone.
(ii) =⇒ (i). Let E′′+ ⊆ E denote the dual cone of E′+ ⊆ E′ under the dual pair 〈E′, E〉. Then
(E′+)⊥ = E′′+ ∩ −E′′+, and by the bipolar theorem one has E′′+ = E+
w. Therefore E′+ separates
points on E (that is, (E′+)⊥ = {0}) if and only if E+
w is a proper cone.
Normed case, (i) =⇒ (vi). Let Ω := E′+ ∩ BE′ with the relative weak-∗ topology, and let
f : Ω→ E′ be the inclusion. Then Ω is a compact Hausdorff space and f [Ω] is equicontinuous
(since f [Ω] ⊆ BE′), so the corresponding representation f t : E → Cp(Ω) is continuous as a map
E → Ck(Ω), by Lemma 3.4(b). Likewise, it follows from Lemma 3.4 that f t is positive (because
f [Ω] ⊆ E′+) and injective (since E′+ ∩BE′ separates points on E).
Normed case, (vi) =⇒ (iv). Let Ω be a compact Hausdorff space and let T : E → Ck(Ω) be
an injective positive representation. Note that Ck(Ω) is simply the standard normed space C(Ω)
(with the supremum norm). Since T is injective and positive, the function ‖x‖Ω := ‖T (x)‖∞
defines a monotone norm on E. Then E+ is normal with respect to ‖ · ‖Ω (because ‖ · ‖Ω is
monotone), and the topology induced by ‖ · ‖Ω is weaker than the original topology (because
E → Ck(Ω) is continuous). 
Corollary 4.4. For a convex cone E+ in a real vector space E, the following are equivalent:
(i) E+ is regular (in the sense of Theorem S 2);
(ii) The intersection of all supporting hyperplanes of E+ is {0};
(iii) There is a topological space Ω and an injective positive linear map E → C(Ω);
(iv) There is a locally compact Hausdorff space Ω and an injective positive linear map E → C(Ω).
Proof. Equip E with the finest locally convex topology, so that E′ = E∗, all subspaces are closed,
and all linear maps E → F (with F locally convex) are continuous. Then the result follows
immediately from Theorem 4.3.4 
Remark 4.5. In the proof of Theorem 4.3, the normed case was handled via the implications
(i) =⇒ (vi) =⇒ (iv). A direct proof of the implication (ii) =⇒ (iv) in the normed case will be
given in [Dob20+]. There it will be shown that if ‖ · ‖1 is a norm on E for which E+ is a proper
cone, then
‖x‖2 := max
(
d1(x,E+), d1(−x,E+)
)
defines a smaller norm on E for which E+ is normal. (Here d1(x,E+) = infy∈E+‖x− y‖1 denotes
the ‖ · ‖1-distance between x and E+.) Furthermore, this procedure corresponds with taking the
full hull of the open unit ball; see [Dob20+].
Remark 4.6. We give another algebraic interpretation of semisimplicity and regularity, in terms
of order ideals, as defined by Kadison in the 1950s ([Kad51]; see also [Bon54]).
If E is an ordered vector space, then a subspace I ⊆ E is an order ideal if I ∩ E+ is a face of
E+, or equivalently, if the pushforward of E+ along the quotient E → E/I is a proper cone. (For
a proof of equivalence, and for additional equivalent definitions, see [Dob20a, Proposition A.2].)
An order ideal I ⊆ E is proper if I 6= E, and maximal if it is proper and not contained in
another proper order ideal. It follows from [Bon54, Theorem 2] that an order ideal I ⊆ E is
4Recall that C(Ω) = Cp(Ω) = Ck(Ω) as vector spaces; the subscript merely indicates the choice of topology.
11
maximal if and only if E/I is one-dimensional, so the maximal order ideals are precisely the
supporting hyperplanes of E+ (cf. Proposition 4.1).
In analogy with the Jacobson radical from abstract algebra, we define the order radical
orad(E+) of E+ as the intersection of all maximal order ideals, and the topological order radical
torad(E+) of E+ as the intersection of all closed maximal order ideals. By Corollary 4.4(ii), E+
is regular if and only if orad(E+) = {0}, and by Theorem 4.3(iii), E+ is semisimple if and only if
torad(E+) = {0}. This shows that regularity and semisimplicity are closely related to Jacobson
semisimplicity in abstract algebra.
We note that these order radicals have a more natural geometric definition. It follows from
the proof of Theorem 4.3, (i)⇐⇒ (iii) and (ii) =⇒ (i) that
torad(E+) =
⋂
ϕ∈E′+
ker(ϕ) = (E′+)⊥ = lin(E+
w).
Analogously, the order radical orad(E+) is equal to the lineality space of the closure of E+ in the
finest locally convex topology. We believe that this geometric interpretation is more natural, and
we have not found any real benefit from the algebraic interpretation presented here.
5 Weakly closed cones and bipositive representations
The representations E → Cp(Ω) and E → Ck(Ω) obtained in Theorem 4.3 are injective and
positive, but not necessarily bipositive. We proceed to state similar criteria for the existence of
bipositive injective representations E → Cp(Ω) and E → Ck(Ω), so that the positive cone E+
can be written as the pullback of a cone of nonnegative continuous functions.
Schaefer [Sch58, Theorem 5.1] proved that a preordered locally convex space E is topologically
order isomorphic with a subspace of some Ck(Ω) (Ω locally compact and Hausdorff) if and only if
E+ is closed and normal (this is Theorem S 1 in the introduction). If we remove normality, we
obtain the following equivalent criteria for the existence of an injective bipositive representation
E → Cp(Ω) or E → Ck(Ω).
Theorem 5.1. For a convex cone E+ in a real topological vector space E, the following are
equivalent:
(i) E+ is weakly closed and semisimple;
(ii) E+ is a weakly closed proper cone;
(iii) There is a weaker locally convex topology on E for which E+ is closed and normal;
(iv) There is a topological space Ω and an injective bipositive representation E → Cp(Ω);
(v) There is a locally compact Hausdorff space Ω and an injective bipositive representation
E → Ck(Ω).
Furthermore, if E is a normed space, then the topology in (iii) can be taken normable, and the
space Ω in (v) can be taken compact.
Proof. The proof is the same as for Theorem 4.3, with the following modifications:
(ii) =⇒ (v). To show that the constructed representation E → Ck(Ω) is bipositive, use
Lemma 3.4(d).
(iv) =⇒ (iii). If T : E → Cp(Ω) is bipositive and continuous, then it is also weakly continuous,
and E+ = T−1[Cp(Ω)+]. Since Cp(Ω)+ is weakly closed, it follows that E+ is weakly closed. 
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In the normed case, a direct proof of (ii) =⇒ (iii) follows from [Dob20+], using the formula
from Remark 4.5.
Analogously, we get the following bipositive/weakly closed version of Corollary 4.4.
Corollary 5.2. For a convex cone E+ in a real vector space E, the following are equivalent:
(i) E+ is a closed proper cone with respect to the finest locally convex topology on E;
(ii) There is a locally convex topology on E for which E+ is closed and regular;
(iii) There is a locally convex topology on E for which E+ is a closed proper cone;
(iv) There is a locally convex topology on E for which E+ is closed and normal;
(v) There is a topological space Ω and an injective bipositive linear map E → C(Ω);
(vi) There is a locally compact Hausdorff space Ω and an injective bipositive linear map E →
C(Ω).
6 Hereditary properties of semisimplicity
We proceed to show that semisimplicity is preserved by subspaces, products, and direct sums,
but not by (proper) quotients or completions.
In addition to the results from this section, we will prove in [Dob20a] that semisimplicity is
preserved by (algebraic) tensor products. Since it is not preserved by completions, we do not
know whether semisimplicity is also preserved by completed locally convex tensor products; see
[Dob20a, Question 5.16].
6.1 Subspaces
It is easy to see that semisimplicity is preserved by passing to a subspace, a smaller cone, and a
finer topology. This follows from the following general principle.
Proposition 6.1. Let E and F be preordered topological vector spaces and let T : E → F be
continuous, positive, and injective. If F is semisimple, then so is E.
Proof. If S : F → Cp(Ω) is an injective positive representation of F , then the composition
S ◦ T : E → F → Cp(Ω) is an injective positive representation of E. 
6.2 Products and direct sums
We prove that semisimplicity is preserved by topological products, linear topological direct sums,
and locally convex direct sums.
Let {Eα}α∈A be a family of topological vector spaces. Following Jarchow [Jar81, §4.3], we
define the (linear) topological direct sum
⊕lin
α Eα as the vector space
⊕
αEα equipped with the
finest linear topology for which the canonical injections ιβ : Eβ →
⊕
αEα are continuous.
If all of the Eα are locally convex, then the locally convex direct sum
⊕lc
α Eα is the same
vector space
⊕
αEα, but this time equipped with the finest locally convex topology for which
the injections ιβ : Eβ →
⊕
αEα are continuous. If A is countable, then these two topologies on⊕
αEα coincide (cf. [Jar81, Proposition 6.6.9]), but in general they can be different (cf. [Jar81,
Example 6.10.L]).
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The topological product
∏
αEα is simply the direct product equipped with the product
topology, which is once again a topological vector space. The relative product topology on
⊕
αEα
is coarser than the (topological or locally convex) direct sum topology, so the natural map⊕
αEα →
∏
αEα is continuous for either topology on
⊕
αEα.
If each Eα is preordered by a convex cone E+α , then we understand
∏
αEα (resp.
⊕
αEα) to
be preordered by the pointwise cone
∏
αE
+
α (resp.
⊕
αE
+
α ).
Proposition 6.2. Let {Eα}α∈A be a family of preordered topological vector spaces. Then the
following are equivalent:
(i) the positive cone of the linear topological direct sum
⊕lin
α Eα is semisimple;
(ii) the positive cone of the topological product
∏
αEα is semisimple;
(iii) for every α ∈ A, the positive cone of Eα is semisimple.
If each Eα is locally convex, then the preceding conditions are also equivalent to:
(iv) the positive cone of the locally convex direct sum
⊕lc
α Eα is semisimple.
Proof. (i) =⇒ (iii). This follows from Proposition 6.1, since for every β ∈ A the natural map
ιβ : Eβ →
⊕lin
α Eα is injective, continuous, and positive.
(iii) =⇒ (ii). We show that the continuous positive linear functionals separate points on∏
αEα. Suppose that (xα)α ∈
∏
αEα is non-zero. Choose some β ∈ A such that xβ 6= 0. Since
Eβ is semisimple, there is a continuous positive linear functional ϕ : Eβ → R such that ϕ(xβ) 6= 0.
The projection piβ :
∏
αEα → Eβ is continuous, linear, and positive, so it follows that ϕ ◦ piβ is a
continuous positive linear functional on
∏
αEα with (ϕ ◦ piβ)((xα)α) 6= 0.
(ii) =⇒ (i). This follows from Proposition 6.1, since the inclusion ⊕linα Eα → ∏αEα is
continuous and positive.
Locally convex case, (ii) =⇒ (iv) =⇒ (i). This follows from Proposition 6.1, since the locally
convex direct sum topology
⊕lc
α Eα is coarser than the topological direct sum topology
⊕lin
α Eα
and finer than the relative product topology on the subspace
⊕
αEα ⊆
∏
αEα. 
6.3 Quotients
Semisimplicity is not preserved by proper quotients.
Evidently the pushforward of a semisimple cone along a quotient E → E/I is not necessarily
a proper cone. (Example: if I ⊆ E is a non-supporting linear hyperplane, then E/I ∼= R and the
pushforward of E+ is all of R.) But even if the quotient is proper (i.e. if I is an ideal in the sense
of [Kad51] and [Bon54]; see also [Dob20a, Appendix A.1]), it might still fail to be semisimple, as
the following example shows.
Example 6.3. Let E = R3 with the second-order cone E+ = {(x1, x2, x3) :
√
x21 + x22 ≤ x3}.
Then E+ is a closed proper cone, and is therefore semisimple. However, if x ∈ E+ \ {0} defines an
extremal ray of E+, then we claim that the pushforward of E+ along the quotient E → E/ span(x)
is the union of an open half-plane and {0}. Indeed, since E+ is the convex cone generated by the
unit disc in the x3 = 1 plane, the quotient of E+ by an extremal ray is generated by a disc in
the plane with the origin on its boundary. Such a quotient is proper, but not semisimple (i.e. its
closure is not a proper cone). 4
If E is locally convex and if I ⊆ E is a closed subspace, then it follows from [Dob20b,
Proposition 2a] and Theorem 4.3(i) that the pushforward of E+ along the quotient E → E/I is
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semisimple if and only if span((I⊥)+) is weak-∗ dense in I⊥, where (I⊥)+ := I⊥ ∩ E′+ denotes
the positive part of I⊥. In particular, if E is finite-dimensional, then the pushforward of E+
along the quotient E/I is semisimple if and only if the positive cone of I⊥ is generating. In the
preceding example, I⊥ is a supporting hyperplane of E∗+ ∼= E+, but the positive part of I⊥ is
only one-dimensional, so not generating.
6.4 Completions
Semisimplicity is not preserved by completions.
Example 6.4. Let E = C1[0, 1] with the norm ‖f‖E = ‖f‖∞ + |f ′(0)| and the standard cone
E+ = {f ∈ C1[0, 1] : f(x) ≥ 0 for all x ∈ [0, 1]}. Since E+ is closed with respect to the smaller
(i.e. topologically weaker/coarser) norm ‖ · ‖∞, it is also closed with respect to ‖ · ‖E , so E+ is
semisimple in E.
We show that E+ is not semisimple in E˜. Let g : R → R be a continuously differentiable
function with 0 ≤ g(x) ≤ 1 for all x ∈ R and with g′(0) 6= 0. Define {gn}∞n=1 by gn(x) = g(nx)n .
Then gn is continuously differentiable with g′n(x) = g′(nx), so we have
‖gn − gm‖E = sup
x∈[0,1]
|gn(x)− gm(x)|+ |g′(0)− g′(0)| ≤ 1
n
+ 1
m
.
It follows that {gn}∞n=1 is Cauchy in E. Let g˜ denote the limit of {gn}∞n=1 in E˜. Since gn ∈ E+
for all n ∈ N1, it follows that g˜ ∈ E˜+ (the closure of E+ in E˜).
If 1 ∈ E denotes the constant function x 7→ 1, then limn→∞ 1n1 = 0, so limn→∞ gn − 1n1 = g˜.
Since gn − 1n1 ∈ −E+, it follows that g˜ ∈ −E˜+. But g˜ 6= 0, because ‖gn‖E ≥ |g′n(0)| = |g′(0)| 6= 0
for all n ∈ N1 (the sequence is bounded away from 0), so E˜+ is not a proper cone. 4
Note: since the strong (= norm) bidual of a normed space E isometrically contains the
completion E˜, the preceding example also shows that the strong bidual of a semisimple ordered
topological vector space is not necessarily semisimple.
7 Some examples and counterexamples
We present a few examples of semisimple cones, as well as examples of cones which are regular
but not semisimple.
Finite-dimensional cones
By Theorem 4.3 and Theorem S 2, in a finite-dimensional space the classes of normal, regular,
and semisimple cones all coincide, and this is just the class of convex cones whose closure is a
proper cone. Notable cones outside this class include the lexicographic cones.
Classical function and sequence spaces
In most classical function spaces, the natural cone of non-negative functions is closed and proper.
If the topology of such a space is locally convex, then the positive cone is also weakly closed
(because it is convex), and therefore semisimple. Examples of this type include classical Banach
spaces such as Cb(Ω) and Lp(Ω,Σ, µ) (1 ≤ p ≤ ∞), and traditional Fre´chet spaces such as C∞(Rn)
and the Schwartz space S(Rn). Likewise, the positive cone of most classical sequence spaces is
semisimple.
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That these ordered topological vector spaces are semisimple is not so surprising, seeing as one
of the equivalent definitions of semisimplicity is allowing a representation to a space of continuous
functions. If E is a space of functions Ω→ R, and if Ωd denotes Ω equipped with the discrete
topology, then the natural representation E → Cp(Ωd) is continuous if all the point evaluations
are. (For Lp spaces one has to do a bit more work, since an Lp space is actually not a space
of functions, but rather a quotient of a space of functions. In particular, the point evaluation
functionals might not be well-defined.)
Things can go wrong for function spaces that are not locally convex. A notable counterexample
is the space Lp[0, 1] for p ∈ (0, 1). Although the positive cone is still closed and proper, there are
no (non-zero) continuous linear functionals, so the positive cone fails to be semisimple in a rather
dramatic way. (In fact, it is well known that this cone is not even regular, since there are no
positive linear functionals on this space; this follows for instance from [AT07, Corollary 2.34].)
C∗-algebras
The positive cone of a C∗-algebra is closed and proper, and therefore also weakly closed (since it
is a convex set in a locally convex space). It follows that the self-adjoint part of a C∗-algebra is a
(real) semisimple ordered topological vector space. (It is well-known that C∗-algebras are also
semisimple in the algebraic sense.)
An example of a regular cone which is not semisimple
The following example shows that semisimplicity is slightly stronger than regularity.
Example 7.1. Let E := R[X] be the algebra of real-valued polynomials in one variable, let
a, b ∈ R be real numbers satisfying 1 ≤ a < b, and let E+ ⊆ E be the cone of polynomials that
are non-negative on [a, b] (i.e. the cone inherited from the inclusion R[X] ↪→ C[a, b]). Then E+ is
Archimedean and regular.
We equip E with the coefficient-wise supremum norm ‖ · ‖00 (i.e. the norm obtained from the
natural linear isomorphism R[X] ∼= c00 ⊆ c0). We show that E+ is not semisimple. In fact, we
prove something stronger: E+ is dense in E. Note that it follows from this that E does not admit
(non-zero) continuous positive linear functionals.
To prove our claim, let g ∈ E be any polynomial, and let ε > 0 be given. Since we assumed
a ≥ 1, the series ∑∞n=0 an diverges, so we may choose N ∈ N such that ∑Nn=0 an > ‖g‖[a,b]ε
(where ‖g‖[a,b] denote the maximum of |g| on the interval [a, b]). Then, by monotonicity, we
have
∑N
n=0 x
n >
‖g‖[a,b]
ε for all x ∈ [a, b], so it follows that the polynomial g + ε
∑N
n=0 x
n is
non-negative on [a, b], and therefore belongs to E+. This shows that d(g,E+) ≤ ε, where the
distance is taken with respect to the ‖ · ‖00-norm on E. As this holds for every ε > 0, it follows
that g ∈ E+. We conclude that E+ is dense in E, which proves our claim. 4
Spaces of unbounded functions
We present another class of convex cones which are regular but not semisimple. For an arbitrary
set Ω, we let RΩ denote the vector space of all functions Ω→ R, equipped with the cone RΩ+ of
everywhere non-negative functions. If Ωd denotes Ω with the discrete topology, then RΩ = C(Ωd),
so it follows from Corollary 4.4 that every subspace of RΩ is regularly ordered.
Let E ⊆ RΩ be a subspace, ordered by the induced cone E+ := RΩ+ ∩ E. If E+ is semisimple
with respect to some norm ‖ · ‖1 on E, then it follows from Theorem 4.3(iv) that E admits a
smaller norm ‖ · ‖2 for which E+ is normal, so that ‖ · ‖2 is equivalent to a monotone norm ‖ · ‖3
(cf. [AT07, Theorem 2.38]). Conversely, if ‖ · ‖4 is a monotone norm on E, then E+ is automatically
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semisimple with respect to ‖ · ‖4, by Theorem 4.3(iv). Therefore we find that E admits a norm
for which E+ is semisimple if and only if E admits a monotone norm.
In what follows, we present a class of function spaces which do not admit a monotone norm.
By the preceding considerations, the positive cone of such a space cannot be semisimple with
respect to any norm, despite being regular. Since every vector space E admits a norm5, this
furnishes a class of regularly ordered normed spaces that are not semisimple.
A subset S ⊆ R is locally finite if for every x ∈ R there is a neighbourhood Ux of x such that
S ∩ Ux is finite, or equivalently, if S ∩ C is finite for every compact subset C ⊆ R.6 Furthermore,
a function g : R → R is piecewise linear if g is continuous and there is a locally finite subset
S ⊆ R such that g is affine on each connected component of R \ S.
Theorem 7.2. Let E ⊆ RΩ be a subspace with the following property:
If g : R→ R is piecewise linear and if f ∈ E is arbitrary, then g ◦ f ∈ E. (∗)
Then E admits a monotone norm if and only if every function in E is bounded.
Proof. If every function in E is bounded, then E can be normed with the supremum norm ‖ · ‖∞,
which is monotone. For the converse, assume that ‖ · ‖ : E → R≥0 is a monotone norm. Suppose,
for the sake of contradiction, that there exists an unbounded function f ∈ E. By (∗), we also
have |f | ∈ E, so let us assume without loss of generality that f is positive and unbounded. Define
piecewise linear functions gn : R→ R by
gn(x) := ((x− n+ 1) ∨ 0) ∧ 1 =

0, if x < n− 1;
x− n+ 1, if n− 1 ≤ x ≤ n;
1, if x > n.
By (∗), we have gn ◦ f ∈ E for all n ∈ N1. Furthermore, we have gn ◦ f ≥ 0, and gn ◦ f 6= 0 since
f is unbounded. Define {αn}∞n=1 in R>0 by
αn :=
n
‖gn ◦ f‖ .
For every fixed x ∈ R, at most finitely many gn take a non-zero value at x, so we may define
g∞ : R→ R by
g∞(x) := max
n∈N1
αngn(x).
The situation is illustrated in Figure 1 below.
This function g∞ is again piecewise linear, so by (∗) we have g∞ ◦ f ∈ E. But for all n ∈ N1
we have 0 ≤ αngn ◦ f ≤ g∞ ◦ f , and therefore
‖g∞ ◦ f‖ ≥ ‖αngn ◦ f‖ = n.
This is a contradiction, so we conclude that every f ∈ E must be bounded. 
Corollary 7.3. Let E ⊆ RΩ be a space of functions which satisfies property (∗) from Theorem 7.2
and which contains unbounded functions. Then E+ is not semisimple with respect to any norm on
E, despite being regular.
5Proof: choose a basis B of E. Then E is linearly isomorphic to the space R⊕B of all functions B → R of finite
support, which can be equipped with an `p-norm (1 ≤ p ≤ ∞).
6Since R is locally compact, the second property clearly implies the first. For the converse, choose for every
x ∈ R an open neighbourhood Ux of x such that S ∩ Ux is finite. If C ⊆ R is compact, then C ⊆
⋃
x∈R Ux, so
there is a finite set F ⊆ R such that C ⊆
⋃
x∈F Ux. Therefore |S ∩ C| ≤
∑
x∈F |S ∩ Ux| < +∞.
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α1g1
α2g2
α3g3
α4g4
α5g5
g∞
Figure 1: g∞ is the upper envelope of the sequence {αngn}∞n=1.
We discuss a few concrete cases. First of all, recall that a topological space Ω is called
pseudocompact if every continuous function Ω→ R is bounded. Clearly every compact topological
space is pseudocompact, but there are non-compact spaces which are nevertheless pseudocompact.
(Well-known examples include the least uncountable ordinal ω1 equipped with the order topology,
or R equipped with the left order topology.) Using this terminology, we have the following
immediate consequence of Theorem 7.2.
Corollary 7.4. Let Ω be a topological space. Then C(Ω) admits a monotone norm if and only if
Ω is pseudocompact.
For a second example, note first that Theorem 7.2 does not apply to L p spaces for 1 ≤ p <∞.
Although the composition g◦f is again measurable, there is no guarantee that it remains integrable.
Indeed, there exist L p spaces which admit a monotone norm and contain unbounded functions.
For instance, consider the measure space (N1,P(N1), µ), where µ is the weighted counting measure
given by µ({n}) := 14n . Now there are no non-empty null sets, so we have L p(µ) = Lp(µ), and
the L p seminorm ‖ · ‖p is in fact a (monotone) norm. Nevertheless, this function space contains
unbounded functions, such as f(n) = 2n/p.
Although the theorem does not apply to L p spaces in general, it does apply to all L∞ spaces,
for if f is measurable and almost everywhere bounded, then so is g ◦ f for every piecewise linear
function g : R→ R. As a consequence, we find that L∞[0, 1] does not admit a monotone norm,
since it contains unbounded functions. (Of course, it does admit a monotone seminorm: the
essential supremum seminorm.)
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