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This paper is concerned with equations of the type 
Lu + f(u) = h(x) x E R. 
u=o on 80. 
(1.1) 
The region Q is a bounded region in IRm such that the boundary LM2 is of 
class Cz.a (a > 0). The operator L is a uniformly elliptic, formally self- 
adjoint linear operator 
L = ;‘- La,,& 
;,T, Bx, r I 
with coeffkients aij satisfying aij(,uj = aji(x), where aij satisfy a Holder 
condition with exponent a on f2. The nonlinearity f, in a sense to be made 
precise later. will pass through the fist eigenvalue. 
The first results on this type of equation were obtained by Ambrosetti and 
Prodi [ 11, where they considered 
Au + f(u) = h(x) 
u=o 
under the conditions 
0 <f’(-oo) <A,, f”(s) > 0. 
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in R, 
on 3R 
and 1, <f'(fco) <I,. 
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Here they showed the existence of a manifold splitting the range space, such 
that for h on one side of the manifold, the equation admits two solutions, for 
h on the manifold the equation admits exactly one solution, and for h on the 
other side of the manifold, the equation admits no solution. See also [5]. 
The next important result was by Kazdan and Warner [7], where they 
showed. using super and subsolutions, that with much more general f there 
exists r,, such that if 0 is the first eigenvector of the Laplacian with Dirichlet 
boundary conditions, then if A(X) = t&J + h,(x), where 1 h, 0 d.u = 0, then 
there exists f, such that if t > t, the equation admits at least one solution, 
and if t < t,, the equation admits no solutions. 
Under the assumptionf’(-co) < A, < f’(+co) < co, Dancer [4] shows tht 
if t > t,, Eq. (1.1) admits at least two solutions. and if t < t,, the equation 
admits no solutions. (Dancer actually considers generalized solutions 
requiring less regularity on h, and Q.) To achieve this, Dancer combines the 
results of [7] with some clever arguments from degree theory. 
In this paper, we consider equations of the type (1.1). In Section 2 we 
derive additional new properties of the solution set under the assumption that 
f’(s) < I&. and in Section 4. we show that if A2 < J”(+co) < A>. then there 
exists f,(h,) such that Eq. (1.1) admits at least three solutions if 1 > t,(k,). In 
Section 5, we make some additional remarks and point out some open 
questions. Section 3 contains preliminary material needed for the proofs in 
Section 4. 
2. BOUNDARY VALUE PROBLEMS WITH AT MOST Two SOLUTIONS 
Here we study the equation 
Lu+f(x,u)=h(x) in R, 
u=o 
(2.1) 
on %R, 
under the foregoing assumptions on L. R and h. We shall assume thatf(.u, u) 
and (ZJ/&)(x, u) are continuous on D x (-co, +co) and that f(x. u) and 
(af/au)(x, u) are Holder continuous in .Y with exponent a, where the Holder 
constants are uniform for u in bounded intervals. Finally, we assume that 
(Zf/?u)(.u, u) satisfies a Lipschitz condition in u, independent of x, for u in 
any bounded interval of (-co, +co). The question of existence of solutions 
of (1.1) will be treated in Section 4. In this section our purpose is to prove 
THEOREM 1. Let {&}F, 0 < & <II,+ ,..., denote the eigentlalues, each 
appearing as often in the sequence as its multiplicity, of 
Lu +Au=O in R, 
u=o on X?. 
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ff (af/au)(x, u) < A, for all (x, u) E R x (-co, +a~) and if either 
(a) For each x E R, (~Yf/&)(x, u) is strict@ increasing in u, or 
(b) for each x E 0, (Jf/&)(x, u) is strictlqf decreasing in a, then (2. I) 
has at most two solutions. 
Remark. It suffices to prove Theorem 1 under assumptions (a). In fact 
we see that u = u is a solution of (1.1) if and only if u = --L’ is a solution of 
Lu + f(x, u) = -h in R, 
u=o on X?, 
(1.1’) 
where &K, U) = -f(x, -u), and since ($,7’lau)(x, U) = (Z~/&)(X, -u) < ,I1 it 
follows thatf will satisfy condition (b) if and only ifysatisfies condition (a). 
Proof of Theorem 1 
We first recall certain facts concerning the eigenvalue problem 
Lu + p(x) u t yu = 0 in Q, 
(2.2) 
u=o on XI. 
where 7 is a real parameter and p is Holder continuous. 
If H = L’(O), then since L is uniformly elliptic, the self-adjoint operator 
A: Y’(A) + H with Au = -(Lu t P(X) U) and with Y(A) = H’(R) n HA(O). 
has an orthonormal sequence of eigenfunctions which are a basis for H, and 
with corresponding eigenvalues r, < 1~~ < .. . < y, < a.. -+ co. Moreover. by 
our smoothness assumptions, these eigenfunctions are in C”“(f2). 
It follows by an application of the Krein-Rutman theorem and the 
maximum principle that y, is a simple eigenvalue of A and the eigenfunction 
corresponding to y, never vanishes in R (although y, may be < 0). Consider 
a second eigenvalue problem 
Lu t F(x) u t p = 0 in R, 
(2.3) 
u=o on %!f2. 
where b satisfies the same smoothness assumption as p. As an application of 
the variational characterization of the eigenvalues. we have 
If F(X) < p(x) in R and ( Fk,F denotes the sequence of 
eigenvalues of (2.3), then yk ,< Fk for all k > 1. (2.4) 
Preliminary to proving Theorem 1 we prove 
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LEMMA 2.1. The condition c7fl& < 1, on R x (-03. +a) implies that 
for any ttco distinct solutions u and w of (2. l), v(x) - W(X) # 0 for all x E R. 
Proof. If L’ and 1%’ are two solutions of (1.1) with L’ # w and we set 
z = L’ - III, then 
Lz + q(x) z = 0 in R, 
z=o on %R, 
(2.5) 
where 
P 
q(z) = (.’ df (x, w(x) + s(tl(x) - w(x))) ds. 
.(J au 
By our assumption on 2f/au, there exists a constant c such that 
on B. 
Therefore according to hypothesis (a) of the theorem. if {Tk5;rF and (yk}r 
denote the eigenvalues of the two problems 
Lu + q(x) u + 724 = 0 in f2, 
u=o on ~32 
and 
Lu+czt+yu=O in R, 
u=o on %f2, 
(2.6) 
(2.6’) 
respectively, then yk < yk. But yk = 1, - c for any c. Therefore 0 < A, - c = 
yz < yz < jJkk, k > 2. Since z # 0 is a solution of (2.5) when Fk = 0, we see that 
Fk = 0 for some k. Thus by the previous inequalities, k = 1. 
As z is an eigenfunction corresponding to y,, it follows from assumption 
(a) that z(x) = v(x) - W(X) # 0 for all x E R. This proves the lemma. 
Turning now to the proof of Theorem 1, let us suppose that condition (a) 
holds. Assume that there exist three distinct solutions of (1.1). By Lemma 1, 
we may assume that for all x E R. 
u,(s) < U?(X) < u&x). 
If y(x) = U&Y) - u,(x) and z(x) = uz(x) -u,(x), then 
Ly + Q(x) y = 0 in a, u/an = 0, 
Lz + q(x) z = 0 in Q, u/an = 0, 
(2.7) 
(2.8) 
786 
where 
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.’ 2f 
Q(x) = lo z (x. u, + sy(x)) ds. 
q(x) = j: & u,(x) + sz(x)) ds. 
Since J(X) < z(x) in R, and since (Zf/&)(x, .) is strictly increasing, it follows 
that q(x) < Q(X) in R. Hence by the positivity of J and z in f2, we see that 
1’ (yLz - zLx) d.y = 1. (Q - q) J’Z dx > 0. (2.9) 
-0 -0 
But the boundary conditions jlI?R = z / %R = 0 and the self-adjointness of 
the operator L imply that the left hand side of (2.8) is zero. This contradicts 
(2.8) and thus Eq. (1.1) can have at most two solutions. See [ 121 for another 
proof that (2.7) cannot hold. 
We now make an elementary application of Theorem 1. 
THEOREM 1’. Let f satishl 
(i) f(0) = 0, f’(0) = 0. 
(ii) f’(u) is strict[v increasing for u E [O. 03) andf(u) is odd, 
(iii) f’(co) > A, arzd let L sari& the hypotheses of Section 1. Then if‘ 
A, < A < AZ the equation 
Lu +Au-f(u)=0 in R. 
u=o on %R 
has exactly three solutions. 
Proof (sketch). Since u = 0 is a solution. then any other solution must be 
either strictly positive or strictly negative by Lemma 1.1. By Theorem 1, 
there are at most two solutions satisfying u > 0. Thus we have at most three 
solutions. To show there are at least three, we observe that the degree of 
u-L-‘[f(u)-A ] u on a big ball is +l. The solution u = 0 is a solution with 
index -1, and thus there is at least one non-zero solution. However, if u is a 
solution, then so is --u. Therefore the equation has at least three solutions. In 
conclusions, the equation has exactly three solutions. 
3. THE PRELIMINARY LEMMAS 
In this section, for simplicity of exposition we assume that the nonlinearity 
in (2.1) is independent of X. Moreover we will assume that f: IF + P is a C’ 
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function satisfying 
where c > 0, b > 0 and 1, is, as usual, the fist eigenvalue of L, as before. If 
8 is the associated eigenvector, then e(x) > 0 in R, and if h, E P(Q) with 
(h,, @> = 0, then we have, by Corollary 3.12 of [4] 
LEMMA 3.1. If f satisfies (3.1) then there exists a number t,, = t,(h,) 
such that 
Lu+f(u)=h,+tB in R, 
u=o on iIf2 
(3.2) 
is solvable if t > t,, and is not solvable ift < t,. Moreover, ift = t, , and if u, 
is a solution of (3.2). then if tz > t, there e.Gsts a solution ul of (3.2) when 
t = tz satisxping u?(x) < u,(x). 
The last statement follows from the fact that for t = t,, u, is a super- 
solution of (3.2) and by the argument of Lemma 2.7 of [7], a subsolution 
can be found. (See. for example, Chap. 2 of [ 131.) 
LEMMA 3.2. If (3.1) holds and if f’ is bounded on [0, m), then given 
M > 0, there exists f2(M) such that ifh E C=(n) and 1 h I0 = maxIT 1 h(x)1 < M, 
then any solution of Lu + f (u) = h satisfies 11 u/I < R(M). (11 11 denotes the 
norm in C’ + “(4)). 
Proof. We use an idea similar to one used by Hess [6]. We first show 
there exists Q,,(M) such that if /hi,, < M, then ]uIO <R,(M). Assume the 
contrary. Then there exists a sequence {h,}? in C?(n) with I h,l, < M and a 
corresponding sequence I u,] satisfying Lu, + f(u,) = h, in R, u = 0 on 80 
and ]uql,, + +co as q + 03. By (3.1), if 0 < 1, - y < c, then (3.1) implies the 
existence of C* such that for all q > 1, Lu, t yu, = h, + (y-n,) uq - 
u-(&J - 4 4J < C” on 0. If Lrv + yw = C*, ~~]a0 = 0, then (L + y) 
(uy - II*) < 0 on R, (u4 - w) ]BR’= 0. Since y < A,, a result concerning the 
sign of Green’s Function (see [ 10, p. 2251 or [ 11, p. 361) implies uq - u’ > 0 
on R. Hence uJx> > r = min, w for x E R. From this, and the assumptions 
off’. it follows that if wq = u~/]u~]~, then for some k > 0, I(Lwq)(x)I < k for 
all q > 1 and all x E R. If p is so large that 2 - (dim Q)/p > 1 + a, then 
since (Lw,}~ is bounded in the Lp norm and w,/aR = 0, it follows that ]] we]1 
is bounded independently of q. Thus, since the injection i: C’+a(fi) -+ C(Q) 
is compact, we assume u”q converge uniformly on 6. Let wq + w. Then 
maxTi I w(x)] = lim maxn I w,(x)] = 1 and since w,(x) = u&x)/l uplo > r/l uqJ,,. 
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it follows that r++(x) > 0 for all x. On the other hand, by the positivity of 8, 
and (3.1) we have 
Therefore 
( wqr 0) = (l/l u, lo) 1’ u,(x) e(x) d-x 
-0 
<(l/cIu,I,) (h,,B?+b 1. @)dx n 
[ -0 I 
Letting q -+ UJ we see (IV, t!?j < 0, which is a contradiction. Hence luqjO is 
bounded independently of q. and a repetition of the above argument then 
shows boundedness in C’+Q(fi). This proves the lemma. 
LEMMA 3.3. The hypotheses of Lemma 3.2 itnplv the existence of a 
solution u0 of Eq. (3.2) when t = to. 
Proof (outline). Let t, 1 t, and let U, be the corresponding solutions. 
Since (u,] is bounded in C’+O(fi) and u,, =L-‘[h, + t,O-f(u,)], we may 
use compactness to show that u,, -+ u in C’+n, and then u satisfies 
Lu + f(u) = h,(x) + t,B (see also [7]). 
The next lemma has been used by Hess. We include a sketch of a different 
proof for completeness. 
The only assumptions we make in this lemma are that F(x, U) and (BF/iiu) 
(x, U) are continuous and satisfy a Holder condition in x with exponent a. 
for u in bounded intervals. 
LEMMA 3.4. Let z’ and w satisjj (i) Lu > F(x, c), (ii) Lw < F(x, rr’). 
(iii) v < w in 0, and ~1 (al2 = WI 3.0 = 0. Then t’ < w and in the Banach 
space E = {u E C’ ‘“(a) I u 1 al2 = 0 t, there exists r > 0 such that the Leray- 
Schauder degree 
where 
d,,(u - L ‘(F(x, a), Int K, 0) = 1. 
K = {u E Elo(x) < u(x) < w(x) and IIu(I <r). 
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Proof. Define P: R x R + R by 
F(x, u) = F-(x, w(x)) if u > w(x) 
= F(x, u) if C(X) < 24 < W(X) 
= F-(x, u(x)) if f4 < c(x). 
If u = L-l@, u) then the maximum principle shows that u(x) < u(x) < W(X) 
so Lu = F(x, u), u ]af2 = 0 (cf. [ 13, p. 1711 where a similar argument is 
given.) If m > 0 is choosen so that -(afl&)(x, 0 < m for x E fi and U(X) < 
< < W(X) then (L - m)(n - u) < 0 and (L - m)(u - v) > 0 for x E fi. Since 
(w - u) 1 aR = (u - t’) 1 a.0 = 0 the strong maximum principle implies v(x) < 
u(x) < w(x) for x E Q and (&~/an)(x) < (au/&)(x) < (&/&z)(x) for x E X?. 
where n is the outer normal. If r is chosen so that ]] L -‘p(x, u)li < r for 
u E E, then u = L ‘F(x, u) implies u E Int K. Boundedness and compactness 
of the map u + Lp’(F(x. u)) imply that &(u - L-‘p(x, u). B, 0) = 1 if B is 
a ball of suffkiently large radius centered at the origin. But if the interior of 
B contains K then c$~(u - L-‘i’(x, u), B - K. 0) = 0, by excision, so, 
dLs(u -L -‘F(x, u)* Int K, 0) = 1 
which proves the lemma. 
LEMMA 3.5. rf t, < t < tl and iffor i = 1, 2; ui(x) is a solution of (3.2) 
when t = ti such that u’(x) < u,,(x) then there exists a number r such that 
d,,(u-L-‘(h, +t8-f(u),IntK,O)= 1, (3.3) 
where 
Proof. This follows immediately from Lemma 3.4. 
LetB,=(uEE]]]u]]<Rt. 
LEMMA 3.6. Gitlen any t, there exists R, = R,(t) > 0 such that 
dLS(u-L-‘(h, +t0-f(u)),B,,O)=O 
for R > R,. 
Proof. This follows from Lemma 3.2 and an argument of Dancer [4]. In 
fact let i < t, and let R, be such that 
Lu +f(u) = h, + [t + (s(i- I))] 8, u/m = 0, o<s< 1, 
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imply IJu (1 < R,. As there is no solution for s = 1, it follows by the a priori 
bound and homotopy invariance that 
d(u-L-‘[h, +te-f(u)],B,,O)=O, R >R,. 
LEMMA 3.7. Suppose that lims++= f’(s) = a, ivhere & < a < lj. Let z = 
O/(u -i,). Given 6 > 0, there exists T(S) so that if t > T(6), (3.2) has a 
solution w such that 11 z - (l/f) \tlll < 6, and 
d,,(u-L-‘[h, + t&f(u)j,B(t),O)= 1. 
bvhere B(t) = {U E E 111 u - tz 11 < tr), for some fixed r E (0, S]. Moreocer. r 
can be chosen so that B(t) n K = 0, lvhere K is us in Lemma 3.5. 
Proof. Since z(x) > 0 for all x E S and (az/an)(x) < 0 if x E 30. there 
exists 6, such that if u E E, then 
II 0 - zll < 6, implies t(x) > 0 for xE R. (3.4) 
We choose x,, E f2 and set 
r = min(6,6,, z(x,)/2). (3.5 
The mapping M: E + E, defined by M(U) = L-‘(8 - au) is continuous and 
compact. Since z is the unique solution of u = M(u). it follows that there 
exists V> 0 such that 
IIu - zI/ = r implies /Iu - M(u)11 > q. (3.6) 
To calculate dJu - M(u), V, 0), where V = (U E E ( II u - zll < r 1, we note 
that M’(u) t’ = -aL-‘c for all U, 1’ E E. Since L’ = -uL-‘o implies 
Ltl + au = 0 in f2 and U/XI = 0, and since AZ < CL < 1,. it follows that 
I + uL- ’ is non-singular. Since (-a) L -’ has precisely two eigenvalues 
larger than I it follows that 
d& -L-‘(B-au), V,O) = 1. (3.7) 
Now let p be so large that 
2 > 1 + a + (dim D)/p. (3.X) 
By standard elliptic estimates and imbedding theorems, there exists C, 
such that for any k E P(a), Lu = k and u I iiR = 0 implies that 
1141 <C, Ilkll~w. (3.9) 
If g(s) =f(s) -as, then according to the hypotheses of the lemma, 
g(s)/s + 0 as s + +a~. 
NONLINEAR DIRICHLET PROBLEM 291 
We consider the boundary value problem 
Lu + au + g(tu)/t = I9 + h,/t in G!, 
u=o on i?R. 
(3.10) 
Clearly u is a solution of (3.10) if and only if tu is a solution of (3.2). 
Equation 3.10) is of course equivalent to u = Lp ‘[e - au - g(tu)/l + h,/t]. 
By (3.10) we have for t > 0 
/I L-p? - au + (I/t)(h, - g(tu))] -L-ye - cm]ll 
G c2 II@1 - dfu)Y4LPcn,- (3.11) 
We now show there exists T so that if t > T and ]] u - z]] < r, then 
c2 II@, - g(~~))lGJ,n, < vu (3.12) 
This, together with (3.6) and (3.7) will imply that 
d,,(u-Lm’[H-au + (I/t)@,-g(tu))], V,O)=d(u-Lm’(B-au), V,O)= 1 
and thus there will exist a L’ such that (I L’ - z /] < r and u = L -’ [8 - au + (I/t) 
(h, - g(k))]. Then tt’ will be a solution of (3.2). 
To establish (3.12) for all u E E satisfying /] u - z I] < r and f > T we first 
note that since r < 6,) (I u - z]] < r implies that for all x E a. 
0 < u(x) < C, = (m;x ]z(x)i + r). (3.13) 
Let S, be so large that s > S, implies that 
Ids)/sI < r1/(3CzC, IW”) (3.14) 
and let C, = max( (g(s)] 1 s E [0, S,] }. 
We claim that ]] u - z]] < r and t > 3C, C, ] R ]“‘p/r7 = C, imply that 
for all x E R. (3.15) 
Consider two cases. First, assume ru(x) > S,. In this case, it follows from 
(3.13) and (3.14) that 
I m(x))l~/ = I m(xw(x)l~(x) 
G (v/(3GC, M”“N 0) 
< v/(3C* I fi I”p). 
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Second, assume TV < S, and t > C,. Then ( g(ru(x))l < C, so 
I g(~u(x)/~)l G G/C, = V/(3C* IQ I’;“) 
which proves the assertion. Therefore, if 
f~T=max(C,,(3CzIRI”PmaxIh,J)/rl) 
and if II u - zll < r, it follows that 
c, ll(h, - d~~))/~llL”,,, 
< C, max Ih, 1 IfiI”“)/t + C, max(g(ru) IJ21’ip/t) < 2~/3. 
This establishes (3.12), and thus by our earlier remarks, the first part of 
the lemma. Referring to (3.6) we see that IIu - fzlI( = fr implies that 
Ill4 -L~‘(ftkIfZ)ll >fV. 
Therefore, since (3.11) and (3.12) imply that 
IIL-‘(fe + h, -f(u)] -L-‘[fB-au]ll,< cz llh, - g(u)11 < ff/ 
whenever II u - fzlj < fr, we see from (3.1) that 
d,,(u - L-‘(tB + h -f(u)), B(f), 0) 
= d,,(u - L-‘(fB - au), B(f), 0) = 1. 
If u E B(t), then 
yg 1) u(x) - fz(x)/l < II u - fz I/ < fr 
and since the definition of r implies that r < z&)/2, where x0 E R, it follows 
that 
u E B(f) =S u(x,) > fZ(X,)/2. (3.16) 
Since z(x,,) > 0 and since u E K(t) implies u(xO) ,< uO(xo), it follows from 
(3.16) that 
B(f) n K(f) = 0 for large f. 
4. THE MAIN THEOREM 
THEOREM 4.1. If(3.1) holds and iflim,_+,f’(s) = GI, where AZ < a < A,. 
and AZ has mulfipliciry one, then there exists f, = f,(h,) such that if f > t,. 
Eq. (3.2) has at least three solutions. 
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Proof. For any 6 > 0, let r(S) be as in Lemma 2.7. Choose t, so large 
that f > t, implies B(t) n K(t) = 0. By Lemma 3.6 we can find a ball I/ 
centered at the origin in E which contains B(r) U K(t) in its interior such 
that 
d,,(u-L-‘[h, +t-f(u)], V,O)=O. 
But 
d&4 - L-‘[h, + te -f(u)]. v, 0) 
= d,,(u - L-‘[h, + tf? -f(u), B(t) U int K(t), 0] 
+d,,(u -L-‘[II, + fe-j-(u)], v- (B(f)UK(f)),O). 
By Lemmas 3.5 and 3.6 we know that the first term on the right hand side is 
2. and the term on the left hand side is zero. Thus 
d(u - L-‘(h, + to-f(u), V\B(f)UK(f)),O)#O. 
Hence the three disjoint sets B(f), Int K(t) and Pj(B(f) U K(t)) much each 
contain a solution. Thus the theorem is proved. 
We might remark that without assuming AZ < f’(+co) < L3, but just 
L, < f’(+co) < co similar argument shows that the equation admits at least 
two solutions if f > f,. This result occurs in [4]. Also;the conclusion of 
Theorem 4.1 holds if &,, < a < ,I?,+, . 
5. CONCLUDING REMARKS AND QUESTIONS 
The most obvious question to ask at this stage is what happens if )L3 < 
f’(+co) < 1,. These methods show the existence of at least two solutions. 
However, it is entirely possible that for large t, the number of solutions 
would increase by two as each eigenvalues of multiplicity one is crossed. 
One can also ask what happens if the linear operator L does not have an 
associated maximum principle, but the lowest eigenvalue is still of one sign. 
Is it indeed true that there exist at least two solutions, and if f < I,,, then 
there are no solutions? One can use the alternative method [2], to establish 
this result with weak solutions iff’(.r) > -,12, [S], but the answer in general 
is not known. 
Finally, we remark that in Sections 3 and 4, the nonlinearity f could be 
allowed to depend on x as well as U, but the statements and proofs of the 
lemmas would become somewhat more complicated. 
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Note added in proof: The authors have learned that the results of Section 2 have been 
discovered independently by Professor Heni Derestycki. An article containing these results 
will appear in Journal of Functional Analysis. 
REFERENCES 
1. A. AMBROSETTI AND G. PRODI. On the inversion of some differentiable mappings with 
singularities between Banach spaces, Ann. Mat. Pure Appl. 93 (1972). 213-246. 
2. L. CESARI, Functional analysis, nonlinear differential equations and the alternative 
method, in “Nonlinear Functional Analysis and Differential Equations” (Cesari. Kannan. 
and Schuur. Eds.). pp. I-197, Dekker. New York. 1976. 
3. R. COURANT AND D. HILBERT. “Methods of Mathematical Physics,” Interscience. Neu 
York 1953. 
4. E. N. DANCER. On the ranges of certain weakly nonlinear partial differential equations. J. 
Math. Pures Appl. 57 (1978). 351-366. 
5. S. Fucre. “Ranges of Nonlinear Operators.” Lecture Notes of Charles University. 
Prague. 
6. P. HESS. A remark on a theorem by Kazdan and Warner. preprint. 
7. J. KAZDAN AND F. WARNER. Remarks on some quesilinex elliptic equations. Cornm. 
Pure Appl. Math. 28 (1975). 567-597. 
8. P. J. MCKENNA. On a superlinear elliptic boundary value problem at resonance. Proc. 
Amer. Math. Sot. 74 (1979), 259-265. 
9. P. J. MCKENNA AND J. RAUCH, Strongly nonnegative perturbations of nonnegative 
boundary value problems with kernel. J. DijSerential Equations 28 (1978). 253-265. 
10. H. B. KELLER, Some positone problems suggested by nonlinear heat generation. in 
“Bifurcation and Nonlinear Eigenvalue Problems” (J. B. Keller and S. Antman, Eds.). 
Benjamin, New York, 1969. 
II. K. KRETTH. “Oscillation Theory.” Lecture Notes in Mathematics. p. 324, Springer- 
Verlag. Berlin/Heidelberg/New York. 1973. 
12. H. FUJITA. On the nonlinears du + eU = 0 and ?c/?r = dr + e’. Bull. .4mer. Math. Sot. 75 
(1969). 132-135. 
13. D. H. SATTINGER, “Topics in Stability and Bifurcation Theory,” Lecture Notes in 
Mathematics No. 309, Springer-Verlag, Berlin/Heidelberg/New York. 1973. 
