Introduction
We propose a metaheuristic algorithm for the multi-resource generalized assignment problem (MRGAP) [5] . MRGAP is a further generalization of the generalized assignment problem (GAP) [8, 10, 11] , which is one of the representative combinatorial optimization problems known to be NP-hard. To our knowledge, not much has been done for MRGAP after the work of Gavish and Pirkul [5] in spite of its practical importance, while many metaheuristic algorithms have been proposed for GAP [3, 4, 7, 10, 11] .
Our algorithm is based on tabu search, and features a very large-scale neighborhood search, which is a mechanism of conducting the search with complex and powerful moves, where the resulting neighborhood is efficiently searched via the improvement graph [1, 2] . We also incorporate an automatic mechanism for adjusting search parameters, to maintain a balance between visits to feasible and infeasible regions.
We conducted computational experiment on benchmark instances called types C, D and E, and compared the proposed method with other existing algorithms. The results show that our algorithm is effective, especially for types D and E instances, which are known to be quite difficult.
??-2 MIC2003: The Fifth Metaheuristics International Conference k ∈ K, whereas the total amount of the resource k available at agent i is b ik . An assignment is a mapping σ: J → I, where σ(j) = i means that job j is assigned to agent i. Then the multi-resource generalized assignment problem (MRGAP) is formulated as follows:
MRGAP is known to be NP-hard, and the (supposedly) simpler problem of finding a feasible solution for GAP (i.e., MRGAP with s = 1) is also NP-hard, since the partition problem can be reduced to MRGAP with m = 2 and s = 1.
Algorithm
Our algorithm, called TS-CS (tabu search with chained shift neighborhood), is an extension of local search. Local search starts from an initial solution σ and repeatedly replaces σ with a better solution in its neighborhood N (σ) until no better solution is found in N (σ). The resulting solution σ is locally optimal in the sense that no better solution exists in its neighborhood. Shift and swap neighborhoods N shift and N swap are usually used in local search methods for GAP, where N shift (σ) = {σ ′ | σ ′ is obtained from σ by changing the assignment of one job}, and N swap (σ) = {σ ′ | σ ′ is obtained from σ by exchanging the assignments of two jobs}. In addition to these standard neighborhoods, our algorithm uses a chained shift neighborhood, which consists of solutions obtainable by certain sequences of shift moves. The chained shift neighborhood N chain (σ) is the set of solutions σ ′ obtainable from σ by shifting l (l = 2, 3, . . ., n) jobs j 1 , j 2 , . . . , j l simultaneously, in such a way that satisfies
In other words, for r = 2, 3, . . ., l, job j r is shifted from agent σ(j r ) to agent σ(j r−1 ) after ejecting job j r−1 . This is based on the idea of ejection chains by Glover [6] . Since the size of such a neighborhood can become exponential, we carefully limit its size by utilizing improvement graphs [1, 2] . Since |N shift | ≤ |N swap | ≤ |N chain | holds, N swap is searched only if N shift does not contain an improving solution, and N chain is searched only if N shift ∪ N swap does not contain an improving solution unless otherwise stated.
When the search visits the infeasible region, we evaluate the solutions by an objective function penalized by infeasibility:
where p ik (σ) = max 0, j∈J, σ(j)=i a ijk − b ik . The parameters α ik (> 0) are adaptively controlled during the search by using an algorithm similar to the method in [10] .
Whenever the local search stops at a locally optimal solution σ lopt , it resumes from an initial solution generated by the following rule. We keep a solution σ seed , which is initially generated randomly, and is replaced with σ lopt if pcost(σ lopt ) ≤ pcost(σ seed ) holds (the most recent values for α ik are used in pcost). Then we choose as the initial solution the solution in N shift (σ seed ) \ T with the smallest pcost, where T is the set of solutions already generated with shift moves from the current σ seed . Then the local search starts from the search in N swap , i.e., the search in N shift is forbidden until an improved solution is found. This strategy is confirmed to be effective to avoid cycling of short period [10] .
Computational Results
We compared the proposed algorithm TS-CS with the following three algorithms: (1) tabu search without chained shift neighborhood (denoted TS-noCS), (2) a general problem solver for the weighted constraint satisfaction problem proposed in [9] (denoted TS-WCSP), and (3) a commercial exact solver CPLEX 6.5 (denoted CPLEX). Note that TS-noCS is the same as TS-CS except that it does not use the chained shift neighborhood. All the algorithms were coded in C and run on a workstation Sun Ultra 2 Model 2300 (two UltraSPARC II 300MHz processors with 1 GB memory), where the computation was executed on a single processor.
Test instances were generated randomly by using benchmark instances for GAP. (We use GAP instances for s = 1.) There are five types of benchmark instances of GAP called types A, B, C, D and E [3, 7] . Out of these, we use three types C, D and E, since the other two are too easy to see differences among the tested algorithms. Types D and E are somewhat harder than type C, since c ij and a ij1 are inversely correlated. We tested 18 instances of types C, D and E with n up to 200. Among them, types C and D instances were taken from OR-Library, 1 and type E instances were generated by ourselves, and are available at our web site. 2 For each of these GAP instances, we generated MRGAP instances by setting a ijk = 3a ij1 /4 + γa ij1 /2 for each k = 2, 3, . . ., s as in [5] , where γ is a random number from [0, 1]. The generated MRGAP instances are available at our web site. Tables 1, 2 and 3 show the results of TS-CS, TS-noCS, TS-WCSP and CPLEX, where the time limit is set to 300 (resp., 600) seconds for each instance with n = 100 (resp., 200). Columns "best" show the objective values of the best solutions obtained by the algorithms within the time limit, and columns "TTB" (time to best) show the CPU seconds when the best solutions were found for the first time. Columns "LB" show the lower bounds on the optimal values, where the mark " †" means the value is optimal. (Most of these lower bounds were obtained by CPLEX, where the time limit was set to 3600 seconds. Some optimal values for GAP (i.e., s = 1) were found by Nauss [8] , and some LBs for GAP were reported in [10] , which were found by solving a Lagrangian relaxation problem. If s ≥ 2, then optimal values and LBs were found by CPLEX.) In the tables, each " * " mark represents that the best cost is attained, and "-" means that no feasible solution was found.
From the tables, we can observe the following. • The performance of algorithm TS-CS is better than TS-noCS especially for types D and E instances. This indicates that incorporating the chained shift neighborhood is effective for hard instances.
• The performance of TS-CS is better than TS-WCSP and CPLEX. CPLEX is very effective for type C instances; however, TS-CS is much better for types D and E instances.
Conclusion
In this paper, we considered the multi-resource generalized assignment problem and proposed a tabu search algorithm in which a sophisticated neighborhood called the chained shift neighborhood is used. It was confirmed through computational comparisons on benchmark instances that the method is effective, especially for type D and E instances, which are known to be very difficult. 
