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ENTROPY AND THE UNIFORM MEAN ERGODIC THEOREM FOR A
FAMILY OF SETS
TERRENCE M. ADAMS AND ANDREW B. NOBEL
Abstract. We define a notion of entropy for an infinite family C of measurable sets in a
probability space. We show that the mean ergodic theorem holds uniformly for C under
every ergodic transformation if and only if C has zero entropy. When the entropy of C is
positive, we establish a strong converse showing that the uniform mean ergodic theorem
fails generically in every isomorphism class, including the isomorphism classes of Bernoulli
transformations. As a corollary of these results, we establish that every strong mixing
transformation is uniformly strong mixing on C if and only if the entropy of C is zero, and
obtain a corresponding result for weak mixing transformations.
1. Introduction
Let T be an ergodic measure preserving transformation of a Lebesgue probability space
(X ,S, µ). For any fixed measurable set C, the ergodic theorem guarantees the pointwise
and mean convergence of the relative frequency n−1
∑n−1
i=0 IC(T
ix) to µ(C). In many cases
of theoretical and practical interest, it is useful (or sometimes essential) to know that the
ergodic theorem holds uniformly over an infinite family C of measurable sets. A uniform
pointwise ergodic theorem holds for a family C if
(1) sup
C∈C
∣∣∣ 1
n
n−1∑
i=0
IC(T
ix)− µ(C)
∣∣∣ → 0 with probability one as n tends to infinity.
In probability and statistics, the trajectory {T ix : i ≥ 0} in (1) is replaced by a stationary
sequence {Xi : i ≥ 0} of random variables; trajectories constitute the special case in which
Xi = T
iX0 where X0 has distribution µ. Uniform pointwise ergodic theorems, also known
as Glivenko-Cantelli theorems, have been widely studied in the machine learning and empir-
ical process literature, most often in the case of independent identically distributed (i.i.d.)
sequences of random variables; results and further references can be found in [12, 6, 14].
There is also a companion literature concerning uniform pointwise ergodic theorems for
dependent sequences of random variables, including the case of trajectories. Adams and
Nobel [2] established that (1) holds for every ergodic measure preserving transformation T
of a probability space (X ,S, µ) provided that the family C has finite Vapnik-Chervonenkis
(VC) dimension. (The definition of VC dimension is given in Section 1.1 below.) Extensions
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2 ADAMS AND NOBEL
and related results can be found in von Handel [13]; see [2, 1, 13] and the references therein
for more details.
The focus of this paper is uniform mean ergodic theorems. A uniform mean ergodic
theorem holds for a family of measurable sets C if
(2) sup
C∈C
∫ ∣∣∣ 1
n
n−1∑
i=0
IC(T
ix)− µ(C)
∣∣∣ dµ → 0 as n tends to infinity.
Note that (1) clearly implies (2) but not vice versa. For any i.i.d. sequence of random vari-
ables, elementary arguments show that the uniform mean ergodic theorem holds for any
family C of measurable sets, and the same holds true under the type mixing conditions typ-
ically imposed in statistical problems. Thus uniform mean ergodic theorems are primarily
of interest for trajectories and related strongly dependent processes.
We establish an equivalence between uniform mean ergodic theorems for measure pre-
serving transformations of (X ,S, µ) and the complexity of the family C. The complexity of
C is quantified in terms of an entropy measure that we now define. Given measurable sets
C1, . . . , Cn ∈ S, let ∨ni=1Ci denote their join, or equivalently, the partition Π of X having
cells of the form C˜1 ∩ · · · ∩ C˜n where each C˜i ∈ {Ci, Cci }. The join Π0 ∨Π1 of two partitions
is defined to be the join of their constituent cells; thus Π0 ∨ Π1 refines Π0 and Π1. Recall
that the entropy of finite measurable partition Π of X is defined by
Hµ(Π) = −
∑
A∈Π
µ(A) logµ(A).
Here and in what follows we assume, without loss of generality, that all logarithms are
base 2, and that each cell of a partition has positive measure. Let C ⊆ S be a family of
measurable subsets of X . For every ordered sequence S = (C1, C2, . . .) with Ci ∈ C let
(3) Hµ(S) = lim inf
n→∞
1
n
Hµ(∨ni=1Ci).
The entropy of the family C is defined by
Hµ(C) = supHµ(S),
where the supremum is over all ordered sequences S of sets in C. Our principal result is the
following theorem.
Theorem 1. Let (X ,S, µ) be a Lebesgue probability space, and let C ⊆ S be a family of
measurable subsets of X . Then Hµ(C) = 0 if and only if (2) holds for every ergodic measure
preserving transformation T of (X ,S, µ).
The only-if part of Theorem 1 follows from elementary approximation properties of zero
entropy families, and is valid for any probability space. The converse part of the theorem
requires us to exhibit a µ-preserving ergodic tranformation T for which (2) fails when Hµ(C)
is positive. A stronger, generic, version of the converse is described below.
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Remark: Theorem 1 may also be expressed in the terminology of stochastic processes. Let
(X ,S, µ) be a Lebesgue probability space and let C ⊆ S be a family of measurable subsets
of X . It follows from Theorem 1 that Hµ(C) = 0 if and only if
sup
C∈C
∣∣∣ 1
n
n−1∑
i=0
IC(Ui)− µ(C)
∣∣∣ → 0 with probability one as n→∞
for every stationary ergodic process U0, U1, . . . taking values in (X ,S) and such that Ui has
distribution µ.
1.1. Examples of Zero Entropy Families.
Finite dimensional families. The (dual) Vapnik-Chervonenkis (VC) dimension of a
family C is the largest k ≥ 1 for which there exists sets C1, . . . , Ck ∈ C whose join ∨ki=1Ci
has cardinality 2k, the largest possible value for k sets. If C contains arbitrary large finite
collections with maximal joins, then its dimension is infinite. It is known (cf. [12]) that if C
has finite VC-dimension then for C1, . . . , Cn ∈ C the cardinality of ∨ni=1Ci is bounded by a
polynomial in n that depends only on the dimension. It then follows from the elementary
bound Hµ(Π) ≤ log |Π| that any family C with finite VC-dimension has entropy zero for all
measures µ. Although it is considerably more indirect, one may reach the same conclusion
by combining Theorem 1 with the principal result of [2]. For general X , the family of sets
{x : g(x) ≥ 0} where g ranges over a finite dimensional vector space of real valued functions
on X has finite VC dimension. For X = Rd, families with finite VC dimension include
convex polytopes with at most k faces and the family of open balls (with arbitrary center
and radius). See [12] and [6] for more details. Note that zero entropy families may have
infinite dimension: it is easy to construct C = {C1, C2, . . .} with infinite VC dimension such
that µ(Ci)→ 0.
Bracketing families. A family C is said to be bracketing with respect to a measure µ
if for every δ > 0 there exists a finite family D such that for each C ∈ C there exist sets
U, V ∈ D such that U ⊆ C ⊆ V and µ(V \ U) < δ. If C is bracketing with respect to µ
one may readily show using the characterization of zero-entropy families in Lemma 3 below
that Hµ(C) = 0. Alternatively, if C is bracketing with respect to µ then it is easy to show
that the uniform pointwise ergodic theorem (1) holds for every µ-preserving transformation
of (X ,S) and therefore Hµ(C) = 0 by Theorem 1. If X = Rd and µ is absolutely continuous
with respect to Lebesgue measure then the family of convex subsets of X is bracketing with
respect to µ.
Clustered families. It is easy to see that a family C has entropy Hµ(C) = 0 if there is
a fixed measurable set C0 such that for each δ > 0 at most finitely many sets in C satisfy
µ(C4C0) > δ.
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Stability Properties. Zero entropy families are closed under natural set theoretic op-
erations. A finite union of zero entropy families has zero entropy. If families C1 and C2
have zero entropy, then so too do the families of complements {Cc : C ∈ C1}, unions
{C1 ∪ C2 : C1 ∈ C1, C2 ∈ C2}, and intersections {C1 ∩ C2 : C1 ∈ C1, C2 ∈ C2}.
Remark: Recall that the entropy of a fixed measure preserving transformation T is defined
by
(4) Hµ(T ) := sup
Π
lim
n→∞ n
−1H(∨n−1i=0 T−iΠ),
where the supremum is taken over all finite measurable partitions Π of X . We note that
the definitions of Hµ(C) and Hµ(T ) do not coincide: in (3) we scale by the number of sets,
equivalently two-way partitions, that give rise to the join, while in (4) one scales according
to the number of iterates of T−1, without regard to the cardinality of the partition pi.
1.2. Strong Converse and Corollaries. Let Φ be the space of invertible measure pre-
serving transformations of (X ,S, µ) endowed with the weak topology, namely φr → φ if, for
all measurable sets A ∈ S,
lim
r→∞µ(φrA4φA) = 0.
Each φ ∈ Φ represents an equivalence class [φ] = {ψ ∈ Φ : µ(φ = ψ) = 1} of transfor-
mations; for convenience of notation we identify [φ] with φ. Let φψ = φ ◦ ψ denote the
composition of transformations φ, ψ ∈ Φ. For a measure preserving transformation T and
φ ∈ Φ, let Tφ denote the conjugate transformation φ−1 ◦ T ◦ φ.
Theorem 2. Let T be an invertible ergodic measure preserving transformation of a Lebesgue
probability space (X ,S, µ). If C is a class of measurable sets in X such that H(C) > 0, then
there exists a dense Gδ set G ⊂ Φ such that for each φ ∈ G,
lim sup
n→∞
sup
C∈C
∫ ∣∣∣ 1
n
n−1∑
i=0
IC(T
i
φx)− µ(C)
∣∣∣ dµ > 0.
Recall that a measure preserving transformation T of (X ,S, µ) is strong mixing (and
therefore ergodic) if for all measurable sets A,B ∈ S,
lim
n→∞ |µ(A ∩ T
−nB)− µ(A)µ(B)| = 0.
As a corollary of Theorems 1 and 2 we obtain an entropy based characterization of uniform
strong mixing. An analogous result for weak mixing transformations is given in Corollary
2 of Section 4.1.
Corollary 1. Let T be a strong mixing transformation of (X ,S, µ) and let C ⊆ S.
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(i) If H(C) = 0 then T is uniform strong mixing on C, in the sense that
lim
n→∞ supA,B∈C
∣∣µ(A ∩ T−nB)− µ(A)µ(B)∣∣ = 0.
(ii) Suppose that T is invertible. If H(C) > 0, then there exists a dense Gδ set G ⊂ Φ
such that for each φ ∈ G,
lim sup
n→∞
sup
C∈C
∣∣∣µ(C ∩ T−nφ C)− µ(C)2∣∣∣ > 0.
Note that if T ∈ Φ is strong mixing then Tφ is strong mixing as well. As a counterpoint
to part (ii) of Corollary 1, we show that for positive entropy families uniform mixing need
not fail for every strong mixing transformation. Suppose S and T are invertible commuting
transformations on (X ,S, µ) that form a strong mixing Z2-action in the sense that
µ(TnSmA ∩B)→ µ(A)µ(B)
for all A,B ∈ S as |m|+ |n| → ∞. (See [4, 7, 10] for explicit constructions of strong mixing
Z2-actions.) Let C ∈ S be such that µ(C) = 12 . Define Ci = SiC and let C = {Ci : i ∈ N}.
Since S is strong mixing, H(C) = log 2 > 0. On the other hand,
µ(TnCi ∩ Cj) = µ(TnSiC ∩ SjC) = µ(TnSi−jC ∩ C) → µ(C)2
as |n|+ |i− j| → ∞. Thus
lim
n→∞ supi,j
|µ(TnCi ∩ Cj)− µ(Ci)µ(Cj)| = 0
so that T is uniformly mixing over the collection C.
1.3. Overview of the Paper. The next section is devoted to several elementary approx-
imation properties of entropy. Section 3 contains the proofs of Theorems 1 and 2. The
proof of Corollary 1 and the statement of an analogous result for weak mixing are given in
Section 4.
2. Basic Properties of Entropy
Let (X ,S, µ) be a probability space. (The Lebesgue assumption is not necessary for the
results of this section.) If Π0, Π1 are finite measurable partitions of X , the conditional
entropy of Π1 given Π0 is defined by
Hµ(Π1 |Π0) = −
∑
A∈Π0
µ(A)
∑
B∈Π1
µ(B ∩A)
µ(A)
log
µ(B ∩A)
µ(A)
.
For C ∈ S define Hµ(C |Π) = Hµ({C,Cc} |Π). If D is a collection of measurable sets,
define ∪D = ∪A∈D A. In the remainder of this section the measure µ is fixed: in order to
reduce notation we will drop the subscript from the entropy.
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The importance of entropy in our analysis derives from its connection with the approx-
imation of sets by finite partitions. We present two elementary approximation results,
and an alternative characterization of zero entropy families, whose proofs are provided for
completeness.
Lemma 1. For every  > 0, there exists δ > 0 such that for every finite measurable partition
Π and every measurable set C the relation H(C |Π) >  implies
µ (∪{A ∈ Π : δµ(A) ≤ µ(A ∩ C) ≤ (1− δ)µ(A)} ) > δ.
Proof: Fix  > 0 and let 0 < δ < /2 be such that −x log x < /4 when 0 < x < δ or
1 − δ < x < 1. Let Π be a finite measurable partition and let C be a measurable set such
that H(C |Π) > . Define the collections
Π1 = {A ∈ Π : µ(A ∩ C) < δµ(A)} and Π2 = {A ∈ Π : µ(A ∩ C) > (1− δ)µ(A)}.
Let Π3 = Π \ (Π1 ∪ Π2). The definition of δ and the fact that H({B,Bc}) ≤ 1 for any
measure µ together imply that
H(C |Π) = −
∑
A∈Π3
µ(A)
[
µ(A ∩ C)
µ(A)
log
µ(A ∩ C)
µ(A)
+
µ(A ∩ Cc)
µ(A)
log
µ(A ∩ Cc)
µ(A)
]
−
∑
A∈Πc3
µ(A)
[
µ(A ∩ C)
µ(A)
log
µ(A ∩ C)
µ(A)
+
µ(A ∩ Cc)
µ(A)
log
µ(A ∩ Cc)
µ(A)
]
< µ(∪Π3) + 
2
µ(∪Πc3) ≤ µ(∪Π3) +

2
.
As H(C |Π) > , it follows that µ(∪Π3) > /2 > δ. 2
Lemma 2. For every  > 0, there exists δ > 0 such that for every finite measurable
partition Π and every measurable set C satisfying H(C |Π) < δ there is a subcollection
Π0 ⊂ Π depending on C such that µ((∪Π0)4C) < .
Proof: Fix  > 0 and let α = −(/4) log(/4)−(1−/4) log (1− /4). Choose 0 < δ < α/4,
and let Π and C be such that H(C |Π) < δ. Define the collections
Π0 = {A ∈ Π : µ(A ∩ C) > (1− )µ(A)/4} and Π1 = {A ∈ Π : µ(A ∩ C) < µ(A)/4}.
Let Π2 = Π \ (Π0 ∪Π1) and define Bi = ∪Πi. Note that
H(C |Π) ≥
∑
A∈Π2
µ(A)α = αµ(B2),
and therefore µ(B2) < δ/α < /4. The definition of Π1 ensures that µ(C ∩ B1) < /4, so
that
µ(C \B0) = µ(C ∩B1) + µ(C ∩B2) < 
4
+

4
=

2
.
Finally, the definition of Π0 ensures that µ(B0 \ C) < /4, and the result follows. 2
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Lemma 3. Let C ⊆ S be a family of measurable subsets of X. The entropy H(C) = 0 if and
only if for each δ > 0 there exists a finite measurable partition Π such that H(C |Π) ≤ δ
for all C ∈ C.
Proof: The proof follows from standard facts about entropy. Suppose that the approxima-
tion condition in the statement of the lemma holds. Let δ > 0 and let S = (C1, C2, . . .) be
an ordered sequence of sets in C. For each n ≥ 1 define Πn = ∨ni=1Ci. By standard results,
H(Πn|Π) ≤
n∑
i=1
H(Ci |Π) and H(Πn |Π) = H(Πn ∨Π)−H(Π).
Let Π be a finite partition such that H(C |Π) < δ for all C ∈ C. Then
1
n
H(∨ni=1Ci) =
1
n
H(Πn) ≤ 1
n
H(Πn ∨Π) = 1
n
[H(Πn |Π) +H(Π)]
≤ 1
n
n∑
i=1
H(Ci |Π) + H(Π)
n
≤ δ + H(Π)
n
< 2δ
when n is sufficiently large. Since δ and S were arbitrarily, H(C) = 0.
Now suppose that the approximation condition fails to hold. Then there exists δ > 0
such that for any finite partition Π there is a set C ∈ C such that H(C |Π) ≥ δ. Let C1 be
any set in C. For each i ≥ 2 choose Ci ∈ C such that H(Ci, |Πi−1) ≥ δ, where Πr = ∨rj=1Cj .
By the chain rule for entropy,
H(Πn) =
n∑
i=2
H(Ci |Πi−1) +H(Π1) ≥ (n− 1)δ.
Thus H(S) ≥ δ where S = (C1, C2, . . .), and it follows that H(C) ≥ δ. 2
Definition: Fix k ≥ 1 and let Sk be k-fold Cartesian product of the sigma field S. A
sequence of functions fn : Sk → R, n ≥ 1, is uniformly continuous with respect to µ if for
each  > 0 there exists a δ > 0 such that A1, . . . , Ak, B1, . . . , Bk ∈ S and µ(Ai4Bi) < δ for
i = 1, 2, . . . , k imply |fn(A1, . . . , Ak)− fn(B1, . . . , Bk)| <  for all n ≥ 1.
Proposition 1. Let the functions fn : Sk → R, n ≥ 1, be a uniformly continuous with
respect to µ and such that limn→∞ fn(A1, . . . , Ak) = 0 for all A1, . . . , Ak ∈ S. If C ⊆ S is
a class of measurable sets such that Hµ(C) = 0, then
lim
n→∞ supC1,...,Ck∈C
fn(C1, . . . , Ck) = 0.
Proof: Suppose that H(C) = 0. Fix  > 0 and let δ > 0 be as in the definition of uniform
continuity above. Combining Lemma 3 and Lemma 2, we see that there exists a finite
measurable partition Π such that for every C ∈ C there is an approximating set Cˆ ∈ S(Π)
such that µ(C4 Cˆ) < δ. Here S(Π) is the (finite) family of all finite unions of cells of Π. Let
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N ≥ 1 be so large that |fn(B1, . . . , Bk)| ≤  for every n ≥ N and every B1, . . . , Bk ∈ S(Π).
Then for each n ≥ N , and each sequence of sets C1, C2, . . . , Ck ∈ C,
|fn(C1, . . . , Ck)| ≤ |fn(C1, . . . , Ck)− fn(Cˆ1, . . . , Cˆk)| + |fn(Cˆ1, . . . , Cˆk)| ≤ 2.
As  > 0 and the sets C1, . . . , Ck were arbitrary, the proof is complete. 2
3. Proof of Theorems 1 and 2
3.1. Sufficiency of Zero Entropy.
Proposition 2. Let (X ,S, µ) be a probability space, and let C ⊆ S. If Hµ(C) = 0 then for
every ergodic measure preserving transformation T of (X,S, µ),
sup
C∈C
∫ ∣∣∣∣∣ 1n
n−1∑
i=0
IC(T
ix)− µ(C)
∣∣∣∣∣ dµ → 0
as n tends to infinity.
Proof: For each n ≥ 1 define the set function fn : S → R by
fn(A) =
∫ ∣∣∣∣∣ 1n
n−1∑
i=0
IA(T
ix)− µ(A)
∣∣∣∣∣ dµ.
The mean ergodic theorem ensures that fn(A)→ 0 for each A ∈ S. Let A,B be measurable
sets. By standard arguments,
fn(A)− fn(B) =
∫ (∣∣∣ 1
n
n−1∑
i=0
IA(T
ix)− µ(A)
∣∣∣− ∣∣∣ 1
n
n−1∑
i=0
IB(T
ix)− µ(B)
∣∣∣) dµ
≤
∫ ∣∣∣∣∣
(
1
n
n−1∑
i=0
IA(T
ix)− 1
n
n−1∑
i=0
IB(T
ix)
)
+ µ(B)− µ(A)
∣∣∣∣∣ dµ
≤ 1
n
n−1∑
i=0
∫
X
|IA(T ix)− IB(T ix)| dµ + |µ(B)− µ(A)|
≤ 2µ(A∆B).
Thus {fn} is uniformly continuous with respect to µ, and the conclusion of the proposition
follows from Proposition 1. 2
3.2. Strong Necessity of Zero Entropy. Consider for the moment the special case in
which X = [0, 1) is the unit interval equipped with its Borel subsets B, and µ is Lebesgue
measure. As above, let Φ be the set of invertible measure preserving transformations of
([0, 1),B, µ) endowed with the weak topology. Let E1, E2, . . . be a countable sequence of
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measurable sets generating B. Define the distance between transformations φ, ψ ∈ Φ by
d(φ, ψ) =
∞∑
i=1
1
2i
[
µ(φEi4ψEi) + µ(φ−1Ei4ψ−1Ei)
]
.
It follows from standard results [9] that (Φ, d) is a complete metric space, and that the
topology generated by d(., .) coincides with the weak topology on Φ.
Proposition 3. Let T be an invertible ergodic measure preserving transformation of the
space ([0, 1),B, µ) and let C ⊆ B be a family of Borel sets. If H(C) > 0, then there exists
δ > 0 such that
GN (T, δ) =
{
φ ∈ Φ : sup
n≥N
sup
C∈C
∫ ∣∣∣ 1
n
n−1∑
i=0
IC(Tφ(x))− µ(C)
∣∣∣ dµ(x) > δ} .
is dense in Φ for every N ≥ 1.
Proof: By Lemma 3, there exists δ0 > 0 such that, for every finite measurable partition
Π of [0, 1) there is some set C ∈ C such that H(C |pi) > δ0. It then follows from Lemma 1
that for every finite measurable partition Π
µ
( ∪ {A ∈ Π : δ1 µ(A) ≤ µ(A ∩ C) ≤ (1− δ1)µ(A)} ) > δ1
for some constant δ1 > 0 depending only on δ0. Define δ = δ
3
1/64. Fix N ≥ 1 and let  > 0
and φ ∈ Φ be given. We will construct invertible measure preserving transformations S, ψ
and τ such that the following three conditions hold
Sψ = Tφτ−1ψ, d(φ, φτ
−1ψ) < , and sup
n≥N
sup
C∈C
∫ ∣∣∣∣∣ 12n
2n−1∑
i=0
IC(S
i
ψx)− µ(C)
∣∣∣∣∣ dµ > δ.
To this end, choose integers n ≥ N and m ≥ 1 such that
(5)
16
n
<  and
∞∑
i=m
1
2i
=
1
2m−1
<

2
.
Let D0, D1, . . . , D2n−1 ⊆ [0, 1) be a Rohklin tower of height 2n for Tφ: in other words,
the sets Di are disjoint and satisfy the relations
(6) Di = T
i
φD0 0 ≤ i ≤ 2n− 1 and µ(
2n−1⋃
i=0
T iφD0) > 1−
1
2n
.
Let E1, E2, . . . be the sequence of generating sets used to define the metric d(., .) on Φ. With
m ≥ 1 as in (5) define finite partitions Γ0 = [
∨m
i=1Ei]∨ [
∨m
i=1 φ
−1Ei] and Γ1 =
∨2n−1
i=0 T
−i
φ Γ0
of [0, 1). Let
Π0 = {A ∩D0 : A ∈ Γ1} = {A0, . . . , AK}
be the partition of D0 induced by Γ1, and let
Π1 = {T iφ(Ak) : Ak ∈ Π0, 0 ≤ i < 2n}
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be a partition of the levels of the Rohklin tower obtained from the partition of the base D0
using the map Tφ. Note that Π˜1 = Π1 ∪ {(∪iDi)c} is a partition of [0, 1). Our choice of Γ1
ensures that for each A ∈ Π1 and each 1 ≤ j ≤ m either A ⊂ Ej or A ⊂ Ecj , and either
A ⊂ φ−1Ej or A ⊂ φ−1Ecj . Define sets
(7) Fj = ∪{A ∈ Π1 : A ⊂ Ej} and F ′j = ∪{A ∈ Π1 : A ⊂ φ−1(Ej)}.
It follows from (6) that µ(Fj4Ej) < 12n and µ(F ′j4φ−1Ej) < 12n for each 1 ≤ j ≤ m.
Choose C ∈ C such that H(C | Π˜1) > δ. Let β0 = 0 and define βk =
∑k−1
l=0 µ(Al) for
1 ≤ k ≤ K. Note that for each 0 ≤ k ≤ K the set Ak is isomorphic to the interval [βk, βk+1).
For each k define an invertible measure preserving map ψk : Ak → [βk, βk+1) such that
ψk(C ∩Ak) = [βk, βk + µ(C ∩Ak))
Let α0 = 0 and define αi =
∑i−1
l=0 µ(Di) = i µ(D0) for 1 ≤ i ≤ 2n−1. Define ψ : D0 → [0, α1)
such that ψ(x) = ψk(x) for x ∈ Ak. Extend ψ to an invertible measure preserving map on
[0, 1) as follows:
ψ : Di → [αi, αi+1)
ψ : T iφ(Ak) → [αi + βk, αi + βk+1))
ψ : C ∩ T iφ(Ak) → [αi + βk, αi + βk + µ(C ∩ T iφAk))
ψ : (∪iDi)c → [α2n−1, 1).
Thus ψ maps each set T iφ(Ak) ∈ Π1 to the interval [αi + βk, αi + βk+1), and maps the
intersection of C and T iφ(Ak) to the left side of the interval. Define S : [0, 1) → [0, 1) such
that
S(x) =

x+ µ(D0) if x ∈ [0, α2n−2)
ψ ◦ Tφ ◦ ψ−1(x) if Tφ(ψ−1x) ∈ (
⋃2n−1
i=0 Di)
c
S−2n+1 ◦ ψ ◦ T 2nφ ◦ ψ−1(x) if Tφ(ψ−1x) ∈ D0
One may readily verify that S is invertible and measure preserving. Define τ : [0, 1)→ [0, 1)
such that
τ(x) =
{
ψ(x) if x ∈ (⋃2n−2i=0 Di)c
(S−i ◦ ψ ◦ T iφ)(x) if x ∈ D2n−i−1, 1 ≤ i < 2n
It is easy to show by induction that τ is well defined on [0, 1).
The transformation ψ is defined to map small pieces of the set C to the left side of the
subcolumns determined by the βk’s. This constructs a new tower, consisting primarily of
intervals, such that the transformation S has a poor average on ψ(C), as it maps points
up the tower. The map S is defined on the top portion of the tower to be isomorphic to
Tφ. Thus, the map Sψ has a poor average on C, and is isomorphic to Tφ. Also, ψ has been
defined such that Sψ approximates Tφ in the weak topology. The map τ is the isomorphism
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used to map S to Tφ. In particular, Sψ = Tφτ−1ψ, and φτ
−1ψ is close to φ in our metric.
We give a precise proof of these facts below.
Claim 1: Sτ = Tφ.
Proof of Claim 1: We show inductively that τ−1 ◦ S ◦ τ = Tφ on D2n−i−1 for 1 ≤ i < 2n.
Let i = 1. Then for x ∈ D2n−2,
(τ−1 ◦ S ◦ τ)(x) = (τ−1 ◦ S ◦ S−1 ◦ τ)(Tφ x) = Tφ x.
Suppose now that τ−1 ◦ S ◦ τ = Tφ for x ∈ D2n−i−1, and consider x ∈ D2n−i−2. The
definition of τ and the inductive hypothesis ensure that
(τ−1 ◦ S ◦ τ)(x) = (τ−1 ◦ S ◦ S−i−1 ◦ τ)(T i+1φ x)
= (τ−1 ◦ S−i ◦ τ)(T i+1φ x)
= (T−iφ ◦ T i+1φ )(x)
= Tφ x.
Suppose x ∈ (⋃2n−2i=0 Di)c. Either Tφ(x) ∈ (⋃2n−1i=0 Di)c or Tφ(x) ∈ D0. If Tφ(x) ∈
(
⋃2n−1
i=0 Di)
c, then
(τ−1 ◦ S ◦ τ)(x) = (τ−1 ◦ S)(ψx)
= τ−1 ◦ ψ ◦ Tφ ◦ ψ−1(ψx)
= τ−1(ψ(Tφx)) = Tφx.
If Tφ(x) ∈ D0, then
(τ−1 ◦ S ◦ τ)(x) = (τ−1 ◦ S)(ψx)
= τ−1 ◦ S−2n+1 ◦ ψ ◦ T 2nφ ◦ ψ−1(ψx)
= τ−1 ◦ S−2n+1 ◦ ψ ◦ T 2nφ (x)
= (T−2n+1φ ◦ ψ−1 ◦ S2n−1)(S−2n+1 ◦ ψ ◦ T 2nφ )(x)
= Tφ(x).2
The transformation isomorphic to Tφ with the required ”bad” average is Sψ. The previous
claim implies Sψ = (Tφ)τ−1ψ = Tφτ−1ψ. Hence, we wish to show that φ ◦ τ−1 ◦ ψ is a small
perturbation of φ in our metric space.
Claim 2: d(φ, φ ◦ τ−1 ◦ ψ) < .
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Proof of Claim 2: For x ∈ ⋃2n−1i=0 Di and 0 ≤ k ≤ K the definitions of τ and S lead to
the following chain of equivalences:
x ∈ T iφ(Ak) ⇔ ψ(x) ∈ [αi + βk, αi + βk+1)
⇔ S2n−i−1(ψ(x)) ∈ [α2n−1 + βk, α2n−1 + βk+1)
⇔ ψ−1(S2n−i−1(ψ(x))) ∈ T 2n−1φ (Ak)
⇔ T−2n+i+1φ (ψ−1(S2n−i−1(ψ(x)))) ∈ T iφ(Ak)
Therefore
(8) τ−1 ◦ ψ(T iφAk) = T iφAk for 0 ≤ i ≤ 2n− 1.
This implies that
(9) ψ−1 ◦ τ(T iφAk) = T iφAk for 0 ≤ i ≤ 2n− 1.
Let Fj = ∪{A ∈ Π1 : A ⊂ Ej} be the Π1-approximation of Ej defined above. By the
triangle inequality, for 1 ≤ j ≤ m,
µ(φ(Ej)4φ ◦ τ−1 ◦ ψ(Ej))
≤ 2µ(Ej4Fj) + µ(Fj4 τ−1 ◦ ψ(Fj)).(10)
It was shown above that µ(Ej4Fj) < (2n)−1. Moreover, (8) implies that
µ(Fj4 τ−1 ◦ ψ(Fj)) = 0
and hence µ(φ(Ej)4φ ◦ τ−1 ◦ ψ(Ej)) < 4/n for 1 ≤ j ≤ m. A similar argument using
F ′j in place of Fj , and applying (9) shows that µ(φ
−1(Ej)4ψ−1 ◦ τ ◦ φ−1(Ej)) < 4/n for
1 ≤ j ≤ m, and therefore
m∑
j=1
2−j [µ(φ(Ej)4φ ◦ τ−1 ◦ ψ(Ej)) + µ(φ−1(Ej)4ψ−1 ◦ τ ◦ φ−1(Ej)) ] < 8
n
.
It follows from the choice of m that d(φ, φ ◦ τ−1 ◦ ψ) < , as desired.
Claim 3: φ ◦ τ−1 ◦ ψ ∈ Gn(T, δ).
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Proof of Claim 3: Note that Tφτ−1ψ = Sψ. Define ∆ = ∪{A ∈ Π˜1 : δ1µ(A) ≤ µ(A∩C) ≤
(1− δ1)µ(A)}, and let B =
⋃2n−1
i=0 S
−i
ψ D2n−1. Our choice of C ensures that
δ1 <
∫
[0,1)
I∆(x) dµ =
∫
B
I∆(x) dµ+
∫
Bc
I∆(x) dµ(11)
≤
2n−1∑
i=0
∫
S−iψ D2n−1
I∆(x)dµ+
1
2n
(12)
=
∫
D0
2n−1∑
i=0
I∆(S
i
ψx) dµ+
1
2n
.(13)
The inequality above follows from the fact that µ(Bc) ≤ (2n)−1; the final expression follows
from a standard change of variables. Define sets
∆1 =
K⋃
k=1
ψ−1([βk, βk + δ1µ(Ak))) ⊂ D0
and
∆2 =
K⋃
k=0
ψ−1([βk + (1− δ1)µ(Ak), βk+1)) ⊂ D0.
Thus a point x is contained in ∆1 if (and only if) it is contained in a cell Ak ∈ Π0 and is
mapped by ψ to the left δ1 fraction of the interval [βk, βk+1) associated with Ak. The set
∆2 has a similar interpretation. Note that µ(∆1) = µ(∆2) = δ1µ(D0) ≤ δ1/2n.
Recall that ψ maps the intersection of C and the set T iφAk into the left part of the interval
[αi + βk, αi + βk+1). Thus if S
i(ψ(x)) ∈ ψ(C) for some x ∈ Ak ∩∆2, then Si(ψ(y)) ∈ ψ(C)
for every y ∈ Ak ∩∆1. It follows that∫
Ak∩∆1
IC(S
i
ψx) dµ ≥
∫
Ak∩∆2
IC(S
i
ψx) dµ.
for 1 ≤ k ≤ K, and therefore
(14)
∫
∆1
IC(S
i
ψx) I∆c(S
i
ψx) dµ ≥
∫
∆2
IC(S
i
ψx) I∆c(S
i
ψx) dµ.
Note that if x ∈ ∆2 and Siψ(x) ∈ ∆, then Siψ(x) /∈ C. Thus
(15)
∫
∆2
IC(S
i
ψx) I∆(S
i
ψx) dµ = 0.
Similarly, if x ∈ ∆1 and Siψ(x) ∈ ∆1, then Siψ(x) ∈ C, and therefore
(16)
∫
∆2
IC(S
i
ψx) I∆(S
i
ψx) dµ = 0.
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Together, the last three displays imply that for each 0 ≤ i ≤ 2n− 1,∫
∆1
IC(S
i
ψx) dµ −
∫
∆2
IC(S
i
ψx) dµ
≥
∫
∆1
IC(S
i
ψx) I∆(S
i
ψx) dµ −
∫
∆2
IC(S
i
ψx) I∆(S
i
ψx) dµ
=
∫
∆1
IC(S
i
ψx)I∆(S
i
ψx) dµ
=
∫
∆1
I∆(S
i
ψx) dµ(17)
Finally, note that if x ∈ ∆1 ∩Ak and Siψx ∈ ∆ then Sψy ∈ ∆ for every y ∈ Ak. Therefore,
(18)
∫
∆1
I∆(S
i
ψx) dµ ≥
µ(∆1)
µ(D0)
∫
D0
I∆(S
i
ψx) dµ > δ1(δ1 −
1
2n
)/2n.
Averaging over i = 0, . . . , 2n− 1, the inequalities (17) and (18) imply that either
(19)
∫
∆1
∣∣∣ 1
2n
2n−1∑
i=0
IC(S
i
ψx)− µ(C)
∣∣∣dµ > δ1 (δ1 − 12n)
4n
or
(20)
∫
∆2
∣∣∣ 1
2n
2n−1∑
i=0
IC(S
i
ψx)− µ(C)
∣∣dµ > δ1 (δ1 − 12n)
4n
.
Assume that inequality (19) holds. One may reason from (20) in a similar fashion. By
the triangle inequality and an elementary change of variables,∫
∆1
∣∣∣ 1
2n
2n−1∑
i=0
IC(S
i
ψx)− µ(C)
∣∣∣dµ
≤
∫
∆1
∣∣∣ 1
2n
2n−2∑
i=−1
IC(S
i
ψx)− µ(C)
∣∣∣dµ + 1
2n
∫
∆1
∣∣∣IC(S2n−1ψ x)− IC(S−1ψ x)∣∣∣dµ
=
∫
Sψ(∆1)
∣∣∣ 1
2n
2n−1∑
i=0
IC(S
i
ψx)− µ(C)
∣∣∣dµ+ 1
2n
∫
∆1
∣∣∣IC(S2n−1ψ x)− IC(S−1ψ x)∣∣∣dµ
<
∫
Sψ(∆1)
∣∣∣ 1
2n
2n−1∑
i=0
IC(S
i
ψx)− µ(C)
∣∣∣dµ + δ1
2n2
where in the last step we have used the fact that µ(∆1) ≤ δ1µ(D0) ≤ δ1/n. Combining the
last display with (19) yields the inequality∫
Sψ(∆1)
∣∣∣ 1
2n
2n−1∑
i=0
IC(S
i
ψx)− µ(C)
∣∣∣dµ > δ1
4n
(δ1 − 1
2n
)− δ1
2n2
>
δ1
4n
(δ1 − 3
n
).
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By a similar argument, for 1 ≤ i ≤ 2n− 1, we have∫
Sjψ(∆1)
∣∣∣ 1
2n
2n−1∑
i=0
IC(S
i
ψx)− µ(C)
∣∣∣dµ > δ1
4n
(δ1 − 2j + 1
n
).
Now choose r such that δ1/8 < r/n < δ1/4. Then∫
X
∣∣∣ 1
2n
2n−1∑
i=0
IC(S
i
ψx)− µ(C)
∣∣∣dµ
≥
∫
⋃r−1
j=0 S
j
ψ(∆1)
∣∣∣ 1
2n
2n−1∑
i=0
IC(S
i
ψx)− µ(C)
∣∣∣dµ
=
r−1∑
j=0
∫
Sjψ(∆1)
∣∣∣ 1
2n
2n−1∑
i=0
IC(S
i
ψx)− µ(C)
∣∣∣dµ
>
r−1∑
j=0
δ1
4n
(δ1 − 2j + 1
n
)
> r(
δ21
8n
) >
δ31
64
.2
It follows that Sψ ∈ Gn(Tφ, δ). This establishes Claim 3, and completes the proof of the
proposition.
Proposition 4. For each positive integer N and δ > 0, GN (T, δ) is open in Φ.
Proof: Let φ ∈ GN (T, δ). Then there exists n ≥ N and C ∈ C such that
δ′ :=
∣∣∣n−1 n−1∑
i=0
IC(Tφx)− µ(C)
∣∣∣ > δ.
Let  > 0 be so small that for each ψ ∈ Φ with d(ψ, φ) <  one has
µ(ψ(C)4φ(C)) < (δ
′ − δ)
2
and µ(ψ−1 ◦ T−i ◦ φ(C)4φ−1 ◦ T−i ◦ φ(C)) < (δ
′ − δ)
2
for 0 ≤ i ≤ n − 1. For each such ψ we claim that µ(T−iψ (C)4T−iφ (C)) < δ′ − δ for
1 ≤ i ≤ n− 1. To see this, note that by the triangle inequality,
µ(T−iψ (C)4T−iφ (C)) = µ(ψ−1 ◦ T−i ◦ ψ(C) 4 φ−1 ◦ T−i ◦ φ(C))
≤ µ(ψ−1 ◦ T−i ◦ ψ(C) 4 ψ−1 ◦ T−i ◦ φ(C))
+ µ(ψ−1 ◦ T−i ◦ φ(C) 4 φ−1 ◦ T−i ◦ φ(C))
≤ µ(ψ(C) 4 φ(C)) + (δ
′ − δ)
2
< δ′ − δ.
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As a consequence, we have
∫ ∣∣∣ 1
n
n−1∑
i=0
IC(T
i
ψx)− µ(C)
∣∣∣ dµ
≥
∫ ∣∣∣ 1
n
n−1∑
i=0
IC(T
i
φx)− µ(C)
∣∣∣ dµ− ∫ ∣∣∣ 1
n
n−1∑
i=0
IC(T
i
ψx)−
1
n
n−1∑
i=0
IC(T
i
φx)
∣∣∣ dµ
≥ δ′ − 1
n
n−1∑
i=0
µ(T−iψ (C)4T−iφ (C))
> δ′ − 1
n
n(δ′ − δ) = δ.
It follows that GN (T, δ) contains the ball {ψ : d(φ, ψ) < }. This completes the proof. 2
3.3. Proof of Theorem 2. By applying a measure space isomorphism, it is enough to
prove the theorem for the case where X = [0, 1), S = B, C ⊆ B, and µ is Lebesgue
measure. By Proposition 3 there exists δ > 0, such that GN (T, δ) is dense for all N ≥ 1; by
Proposition 2 each set GN (T, δ) is open in Φ. Define G =
⋂∞
N=1GN (T, δ). As (Φ, d(., .)) is
complete, it follows from the Baire category theorem that G is dense in Φ. If φ ∈ G, then
the definition of GN (T, δ) ensures that for each N ≥ 1, there exists n ≥ N and Cn ∈ C such
that
∫ ∣∣∣ 1
n
n−1∑
i=0
ICn(T
i
φx)− µ(Cn)
∣∣∣ dµ > δ
It follows that the uniform mean ergodic theorem for C fails to hold for each transformation
Tφ with φ ∈ G.
3.4. Proof of Theorem 1. Theorem 1 follows immediately from Proposition 2 and The-
orem 2.
4. Uniform Strong and Weak Mixing for Zero-Entropy Families
Proof of Corollary 1: For each n ≥ 1 define the set function fn : S2 → R by fn(A,B) =
µ(A ∩ T−nB) − µ(A)µ(B). Let A1, A2, B1, B2 ∈ S be measurable sets. Then by standard
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arguments,
fn(A1, B1)− fn(A2, B2) ≤ |µ(A1 ∩ T−nB1)− µ(A2 ∩ T−nB2)|
+ |µ(A1)µ(B1)− µ(A2)µ(B2)|
≤ µ(A14A2) + µ(T−nB14T−nB2)
+ |µ(A1)µ(B1)− µ(A1)µ(B2)| + |µ(A1)µ(B2)− µ(A2)µ(B2)|
≤ µ(A14A2) + µ(T−n(B14B2))
+ µ(A1)µ(B14B2) + µ(B2)µ(A14A2)
≤ 2µ(A14A2) + 2µ(B14B2).
Thus the sequence {fn} is uniformly continuous. Part (i) of the corollary now follows from
Proposition 1.
Part (ii) of the corollary follows from Theorem 2 and classic results of Blum-Hansen
[5]. Let T be any strongly mixing invertible transformation on (X ,S, µ). Suppose that
H(C) > 0 and that φ ∈ Φ. For C ∈ C,∫ ∣∣∣ 1
n
n−1∑
i=0
IC(T
i
φx)− µ(C)
∣∣∣2 dµ
=
1
n2
n−1∑
i,j=0
∫
(IC(T
i
φx)− µ(C)) (IC(T jφx)− µ(C)) dµ
=
1
n2
n−1∑
i,j=0
∫
[IC(T
i
φx)IC(T
j
φx)− µ(C)2] dµ
=
1
n2
n−1∑
i,j=0
[µ(C ∩ T j−iφ C)− µ(C)2].
By Theorem 2 and the Cauchy-Schwartz inequality, there exists a dense Gδ subset G ⊂ Φ
such that the first integral does not converge to zero uniformly over C ∈ C, and therefore the
final sum does not converge to zero uniformly over C ∈ C. From this, a routine argument
shows that
lim sup
n→∞
sup
C∈C
∣∣∣µ(C ∩ T−nφ C)− µ(C)2∣∣∣ > 0
as desired. 2
4.1. Uniform Weak Mixing. Recall that a measure preserving transformation T on
(X ,S, µ) is weak mixing (and hence ergodic) if for each pair of measurable sets A,B ∈ S,
lim
n→∞
1
n
n−1∑
i=0
∣∣µ(A ∩ T−iB)− µ(A)µ(B)∣∣ = 0.
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The following corollary characterizes uniform weak mixing in terms of entropy. We omit its
proof, which is substantially similar to that of Corollary 1.
Corollary 2. Let T be a weak mixing transformation of (X ,S, µ) and let C ⊆ S.
(i) If H(C) = 0, then T is uniformly weak mixing on C, in the sense that
lim
n→∞ supA,B∈C
1
n
n−1∑
i=0
∣∣µ(A ∩ T−iB)− µ(A)µ(B)∣∣ = 0.
(ii) Suppose that T is invertible and that (X ,S, µ) is Lebesgue. If H(C) > 0, then there
exists a dense Gδ set G ⊂ Φ such that for each φ ∈ G,
lim sup
n→∞
sup
C∈C
1
n
n−1∑
i=0
∣∣∣µ(C ∩ T−iφ C)− µ(C)2∣∣∣ > 0.
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