Abstract. We present an elliptic Macdonald-Morris constant term conjecture in the form of an evaluation formula for a Selberg-type multiple beta integral composed of elliptic gamma functions. By multivariate residue calculus, a summation formula recently conjectured by Warnaar for a multiple modular (or elliptic) hypergeometric series is recovered. When the imaginary part of the modular parameter tends to +∞, our elliptic Macdonald-Morris conjecture follows from a Selberg-type multivariate Nassrallah-Rahman integral due to Gustafson. As a consequence we arrive at a proof for the basic hypergeometric degeneration of Warnaar's sum, which amounts to a multidimensional generalization of Jackson's very-well-poised balanced terminating 8 Φ 7 summation formula. By exploiting its modular properties, the validity of Warnaar's sum at the elliptic level is moreover verified independently for low orders in log(q) (viz. up to order 10).
Introduction
In [FT] Frenkel and Turaev introduced the concept of elliptic or modular hypergeometric series. When the imaginary part of the elliptic modulus tends to +∞, these series degenerate to Heine's basic hypergeometric series [GR] . One of the key results of [FT] consists of a modular generalization of a classical summation formula due to Jackson for the terminating very-well-poised balanced 8 Φ 7 series [GR] . Recently, Warnaar conjectured a multidimensional generalization of the Frenkel-Turaev sum [Wa] . This conjecture fits in rich line of research on multiple basic hypergeometric series, see e.g. [M1, M2, ML, A, I, Ma1, D, Sc, BF] and references therein.
In this paper we present a conjectural evaluation formula for an elliptic Selberg-type beta integral whose integrand is built of products of Ruijsenaars' elliptic gamma functions [Ru] . The integral in question may be seen as an elliptic version of a Macdonald-Morris constant term identity connected with the classical root systems [Ma2, K] . In the one-variable case this integral was previously introduced by one of us in [S] , together with a proof valid for discrete parameter sequences. At this one-variable level the integral may be seen as an elliptic extension of a generalized Askey-Wilson integral [AW, GR] due to Nassrallah and Rahman [NR] . We show, by multivariate residue calculus in the spirit of [St, HO, BS] , that Warnaar's multiple modular hypergeometric Frenkel-Turaev sum follows from our elliptic Macdonald-Morris conjecture.
When the imaginary part of the elliptic modulus tends to +∞, the elliptic Selberg integral degenerates to a Selberg-type multivariate Nassrallah-Rahman integral evaluated by Gustafson [G2] . Hence, this provides us with a complete proof of the basic hypergeometric degeneration of the multiple Frenkel-Turaev sum, which amounts to a multidimensional generalization of Jackson's terminating very-well-poised balanced 8 Φ 7 sum. This multiple basic hypergeometric sum constitutes the generalization to the 8 Φ 7 level of a multidimensional very-wellpoised terminating 6 Φ 5 summation formula related to summation identities of Aomoto, Ito and Macdonald [A, I, Ma1] that was presented in [D] . It is different from the multiple 8 Φ 7 summation formulas that can be found in the works of Milne [M1, M2, ML] and Schlosser [Sc] . By invoking results from the theory of modular forms, we are moreover able to verify the validity of the multiple Frenkel-Turaev sum at the elliptic level for low orders in log(q) (up to order 10).
It is well-known that the Jackson's 8 Φ 7 sum has important applications in the settling of normalization questions for basic hypergeometric biorthogonal rational functions [W1, W2, R1, R2] . Recently it was demonstrated that the FrenkelTuraev sum admits a similar application in the study of new types of modular hypergeometric biorthogonal rational functions on elliptic grids [SZ] . An important incentive for the present work is the search for multivariate biorthogonal rational functions that incorporate both the classical one-variable biorthogonal functions and the celebrated Macdonald polynomials [Ma2] .
The plan of the paper is as follows. In Section 2 some properties of the elliptic gamma functions are recalled. The elliptic Selberg integration formula encoding our Macdonald-Morris conjecture is formulated in Section 3. In Section 4 a residue formula for the elliptic Selberg integral is presented. With the aid of the residue formula we recover the multiple modular hypergeometric Frenkel-Turaev summation formula in Section 5. We conclude with Section 6, where the modular properties and low-order behavior in log(q) of the multiple sum in question are studied.
The elliptic gamma function
In this section some elementary properties of Ruijsenaars' elliptic gamma function are recapitulated. For further information we refer to [Ru] and [FV] .
Let
with Im(τ ), Im(σ) > 0 (such that 0 < |p|, |q| < 1). We introduce the double product
For p = 0 this double product reduces to the usual q-shifted factorial (a; q) ∞ ≡ ∞ k=0 (1 − aq k ) [GR] . The elliptic gamma function is now defined as
It satisfies the first-order difference equations Γ(qz; p, q) = θ(z; p) Γ(z; p, q) , Γ(pz; p, q) = θ(z; q)Γ(z; p, q) (2.4a) and the reflection equation
where the θ-function is defined as
. This theta function satisfies the functional relations
and is related to the Jacobi θ 1 -function [WW] via the Jacobi triple product identity
Quotients of elliptic gamma functions give rise to elliptic Pochhammer symbols defined by
For p = 0 the elliptic gamma function and elliptic Pochhammer symbol reduce to the q-shifted factorials Γ(z; 0, q) = 1/(z;
(1 − zq j ), respectively. Following the standard short-hand conventions of basic hypergeometric analysis for the products of qshifted factorials (a 1 , . . . , a l ; q) m = l r=1 (a r ; q) m , we will often make use of the compact notations:
3. An elliptic Macdonald-Morris conjecture
We conjecture that the following elliptic Selberg-type integration formula for the function ∆ n (z; p, q) holds true.
Conjecture (Elliptic Macdonald-Morris Identity). Let |p|, |q|, |t| and |t r | (where r = 0, . . . , 4) be smaller than 1 with |pq| < |t
where T denotes the unit circle with positive orientation.
For p = 0 the integrand ∆ n (z; p, q) (3.1) degenerates to
The integration formula of the conjecture then reduces to a Selberg-type multivariate Nassrallah-Rahman integral due to Gustafson [G2] (3.4)
with |q|, |t| and |t r | < 1 for r = 0, . . . , 4. The integration conjecture claims that the constant term of the Laurent expansion of ∆ n (z; p, q) (3.1) in the variable z has the value given by the r.h.s. of (3.2). For p = 0 the corresponding expression for the constant term of ∆ n (z; q) (3.3), given by the r.h.s. of Gustafson's integral (3.4) , reduces for special values of the parameters t r to certain (BC-type) constant term identities that were originally conjectured by Macdonald and Morris [Ma2, K] . This explains the name elliptic Macdonald-Morris conjecture for the above conjectural Selbergtype integration formula.
Remark 1. For n = 1 the integration formula of the elliptic Macdonald-Morris conjecture simplifies as
This formula was previously introduced in [S] with a proof for discrete parameter sequences. The p = 0 degeneration of the n = 1 integration formula amounts to a generalization of the Askey-Wilson integral [AW, GR] due to Nassrallah and Rahman [NR] (3.6)
A residue formula
For the parameter regime indicated in the elliptic Macdonald-Morris conjecture, the integrand ∆ n (z; p, q) (3.1) has poles in z j inside the unit circle at
reflection-invariance of the integrand, the poles located outside the unit circle are related to these by inversion. We will now dilate the parameter t 0 from the regime |t 0 | < 1 to the regime |t 0 | > 1. In the process (a finite number of) poles will move from the interior to the exterior of the unit circle and vice versa. Specifically, if q −N < |t 0 | < q −N −1 for some integer N ∈ N and 0 < q < 1. Then, for p sufficiently small (viz. p < 1/|t 0 |), we see that the poles in z j at t 0 p l q m relocate to the exterior of the unit circle iff l = 0 and m = 0, . . . , N. Correspondingly, the poles related to these by inversion have moved from the exterior to the interior of the unit circle. The following theorem provides a residue formula that keeps track of such pole movements across the integration contour. Analogous residue formulas for Selberg-type multivariate integration measures can be found in the works [St, HO, BS] .
Theorem 1 (Residue Formula). Let ∆ n (z; p, q) be given by (3.1) with 0 < q, t < 1 and t 0 , . . . , t 4 generic such that #{arg(t r ), arg(t 
s=0 |t s |). Then we have that [St] . For the precise details we refer to the appendix below.
Here T represents the positively oriented unit circle and the integration contour C ⊂ C is a (smooth) positively oriented Jordan curve around zero such that (i ) every half-line parting from zero intersects
Theorem 1 describes how one picks up residues in the elliptic Selberg integral when the cycle is deformed from C to T . The genericity conditions on the parameters serve to ensure that the poles at issue are simple. The combinatorial factor 2 m m! n m appearing in the residue formula is a consequence of the S n Z n 2
Weyl-group symmetry of the integrand. (Here the group S n acts on the variables z 1 , . . . , z n by permutation and the Z 2 action corresponds to the inversion z j → z −1 j .) This combinatorial factor decomposes as n m (the number of ways to select m out of n cycles contributing to the residue factor), m! (the number of ways to order the m integration variables of the cycles from which residues are picked up) and 2 m (originating from the z j → z −1 j reflection-invariance, which implies that each time a residue is picked up the cycle actually moves over a pair of poles with opposite residue: one entering and one leaving the interior of the contour).
Remark 2. It is straightforward to extend the elliptic Macdonald-Morris conjecture of the previous section to parameter domains and integration cycles of the type in Theorem 1 by analyticity. Indeed, assuming the genericity condition on the arguments of the parameters t ±1 r and 0 < q, t < 1 with p sufficiently small, we may dilate the t r radially from the interior of the unit circle to the exterior while at the same time deforming the integration contour C starting from the unit circle such that the conditions (i)-(iii) of the theorem remain fulfilled (so as to avoid crossing over poles). By analyticity in the parameters, the evaluation formula for our elliptic Selberg-type integral will then hold for the modified integration contours and parameter values provided it holds for the unit circle and the parameter domains specified in the conjecture of Section 3.
Remark 3. For n = 1 the residue formula of Theorem 1 simplifies to (4.3b) and q −1 5 r=0 t r = 1. This is the elliptic generalization of known residue formulas for the Askey-Wilson and Nassrallah-Rahman integrals [AW, R2] .
Multiple modular hypergeometric sums
By combining the elliptic Macdonald-Morris conjecture of Section 3 with the residue formula of Section 4, we arrive at the following multidimensional modular hypergeometric Frenkel-Turaev sum.
Corollary 2 (Multiple Frenkel-Turaev Sum). Let N ∈ N. For parameters subject to
one has that
(as a meromorphic identity in the parameters subject to the relation (5.1)), where ν n (λ; p; q) is as stated in Theorem 1 and
Here we have employed the dual quantitiest 0 = (
Proof. Let us choose the parameters in compliance with the conditions in Theorem 1 such that t 1−n q −N < |t 0 | < t 1−n q −N −1 for some N ∈ N. Division of the residue formula (4.1) by 2 n n!κ n , and letting t 4 tend to t −1 0 t 1−n q −N , then entails the stated summation formula. To see this, one first notes that the constant κ m may be rewritten as
0 , t 2n+j−3 t 2 0 4 r=1 t r , t 2n−j−1 4 r=1 t r ; p, q) (by cancelling common terms in the numerator and denominator). It is clear from this representation that the quotient κ m /κ n with m < n converges to zero as t 4 goes to t
(This is because we have a pole in κ n at t 4 = t −1 0 t 1−n q −N -stemming from the factor Γ(t n−1 t 0 t 4 ; p; q)-that is missing in κ m when m < n.) Hence, since the integral
and the factor ν m (λ; p; q) remain bounded as t 4 → t −1 0 t 1−n q −N , we conclude that the terms originating from the r.h.s. of the residue formula tend to zero in the limit when m < n. The terms with m = n on the other hand give rise to the sum 0≤λ 1 ≤···≤λ n ≤N ν n (λ; p; q), which is precisely the series on the l.h.s. of our corollary.
To compute the corresponding limit of the l.h.s. of the residue formula, we employ the elliptic Macdonald-Morris conjecture to evaluate the integral under consideration (cf. Remark 2 above). Division by 2 n n!κ n then yields
which converges to the r.h.s. of the summation formula stated by the corollary in the limit t 4 → t
In summary, this proves that the elliptic Macdonald-Morris conjecture implies the stated summation formula for parameter values with restrictions stemming from the conditions in Theorem 1. By analyticity, the result is then extended to a meromorphic identity in the complex parameters q, t and t r , r = 0, . . . , 5 subject only to the balancing and truncation conditions in (5.1).
The multiple Frenkel-Turaev sum was first conjectured by Warnaar in [Wa] . Since for p = 0 our elliptic Macdonald-Morris conjecture reduces to Gustafson's multiple Nassrallah-Rahman integral (3.4), the above considerations provide us-via the p = 0 version of the residue formula of Theorem 1-with a complete proof of Warnaar's conjecture in the basic hypergeometric limit p → 0:
Theorem 3 (Multiple 8 Φ 7 Jackson Sum). Let N ∈ N. For parameters subject to the balancing and truncation conditions in (5.1), one has that
(and with the dual parameterst r , r = 1, . . . , 3 and τ j ,τ j , j = 1, . . . , n being as stated in Corollary 2).
The identity in Theorem 3 holds as a rational identity in the parameters q, t, t r (r = 0, . . . , 5) subject to the relations in (5.1). After elimination of t 4 , t 5 by means of the relations (5.1), and performing the limit t 3 → ∞, the summation formula in Theorem 3 reduces to the terminating multiple 6 Φ 5 sum of [D, Theorem 3] (which, in turn, is related to certain multidimensional summation formulas associated to root systems due to Aomoto, Ito, and Macdonald [A, I, Ma1] ). Recently, it was shown by Stokman [St] that the terminating multiple 6 Φ 5 sum of [D] can be obtained via residue calculus from Gustafson's multivariate K] by means of a method similar to the one followed in the present paper. From this perspective, our proof of Theorem 3 may be seen as a generalization of the method of [St] to the multiple 8 Φ 7 level.
Other multidimensional generalizations of the Jackson 8 Φ 7 sum that are different from the one in Theorem 3 can be found in the works of Milne and Schlosser [M1, M2, ML, Sc] . 
where the parameters are assumed to satisfy the balancing condition q −1 5 r=0 t r = 1 and the truncation condition q N t 0 t 4 = 1. The sum in (5.8a) amounts to the modular hypergeometric summation formula of Frenkel and Turaev [FT] and the sum in (5.8b) boils down to the classical very-well-poised balanced terminating 8 Φ 7 sum due to Jackson [GR] .
Modularity
To simplify the comparison with the results of [FT, SZ] , we rewrite the multiple Frenkel-Turaev summation of Corollary 2 in terms of elliptic numbers, which are defined as
In the following we often suppress the dependence on σ, τ by employing the abbreviated notation [x] ≡ [x; σ, τ ]. The corresponding elliptic analogue of the Pochhammer symbol can then be introduced as follows
We now define a multiple modular analogue of the very-well-poised balanced terminating basic hypergeometric l+1 Φ l series as
. . , n and parameters g, g r subject to the constraints
(6.5) (Instead of g l−3 one may actually use any of the parameters g 1 , . . . , g l−3 in the truncation condition.) For n = 1 this is the modular hypergeometric series of Frenkel and Turaev [FT] :
The summation conjecture of Corollary 2 can now be reformulated as
, and where the connection between the current parameters and those of Section 5 is given by p = exp(2πiτ ), q = exp(2πiσ), and t = q g , t r = q g r (r = 0, . . . , 5).
l (σ, τ ), so as to emphasize the dependence on the modular parameters. It is clear that l+1 E (n) l (σ, τ ) is meromorphic in σ, τ for σ ∈ C and τ in the upper half plane. The following theorem states (formally) that as function of these modular parameters the series l+1 E (n) l (σ, τ ) transforms as if it were a Jacobi function (i.e. a Jacobi form on SL 2 (Z) of weight and index zero [EZ] ). For n = 1 this result is due to Frenkel and Turaev [FT] .
Theorem 4 (Modularity). (i).
For generic values of the parameters g 0 , . . . , g l−2 and g subject to the balancing and truncation conditions in (6.5), the multiple modular hypergeometric series l+1 E (n) l (6.3) enjoys the following invariance with respect to the natural action of the group SL 2 (Z) on the modular parameters (σ, τ ):
where a, b, c, d ∈ Z such that ad − bc = 1.
(ii). If, in addition to the conditions under (i), the parameters g 0 , . . . , g r−2 and g are also integer-valued, then 
Proof. The Jacobi θ 1 -function satisfies the following modular and quasiperiodicity relations [WW] θ 1 (x|τ + 1) = e πi/4 θ 1 (x|τ ),
These relations induce corresponding modular symmetries for the elliptic numbers [x; σ, τ ]: (6.9a) and (6.9b) where in the second pair of identities it is assumed that x is an integer. Since the action of SL 2 (Z) on the modular parameters is generated by the operations (σ, τ ) → (σ, τ + 1) and (σ, τ ) → (σ/τ, −1/τ ), it is clear from (6.9a) that for proving part (i) of the theorem it suffices to demonstrate that the sums of the squares of the arguments of the elliptic numbers in the numerator and denominator of the term l+1 ν (n) l (λ; σ, τ ) (6.4) are equal. A straightforward computation entails for the difference of these two sums of squares:
which is equal to zero in view of the balancing condition in (6.5). Similarly, it follows from (6.9b) that to prove part (ii) we just need to show that in addition the difference between the sums of the arguments of the elliptic numbers in numerator and denominator is even when the parameters are integer-valued.
We get for this difference
which is equal to − n j=1 2λ j = 0 mod 2 by the balancing condition in (6.5). This proves the stated properties (i) and (ii) for the terms of l+1 E (n) l (σ, τ ) (6.3) (and hence for the series itself).
At this point the summation of Corollary 2, and thus that of (6.7), hinges (for n > 1) on the elliptic Macdonald-Morris conjecture of Section 3. We will now combine the fact that we have a complete proof of the sum for p = 0 (cf. Theorem 3) with Theorem 4 and results from the theory of modular forms, to deduce that the multiple modular hypergeometric summation formula (6.7) holds at least up to order σ 10 .
Theorem 5 (Asymptotics for σ → 0). Proof. Let us temporarily assume that the parameters g 0 , . . . , g 5 and g (subject to the balancing and truncation conditions) are real and generic in the sense that none of the arguments of the elliptic numbers arising in the summation formula (6.7) are equal to zero. Since the zeros of the elliptic numbers [x; σ, τ ] are located at x = 0 mod 1 σ Z + τ σ Z, this implies that for σ real and sufficiently small both sides of the summation formula are holomorphic in τ in the upper half plane Im(τ ) > 0. Now, according to Theorem 4, the l.h.s. of (6.7) is invariant under the transformations (σ, τ ) → (σ, τ + 1) and (σ, τ ) → (σ/τ, −1/τ ). Just as in the proof of that theorem, it is not difficult to check-employing again the symmetries (6.9a) for the elliptic numbers-that the r.h.s. is invariant with respect to these transformations too. (Indeed, the difference between the sums of the squares of the arguments of the elliptic numbers in the numerator and denominator is given by 2N (N + 1 ∈ Z with ad − bc = 1). Furthermore, since in the limit Im(τ ) → +∞ both sides of (6.7) are equal in view of Theorem 3, we conclude that lim τ →+i∞ c m (τ ) = 0. In other words, c m (τ ) is a cusp form. Since the first nontrivial cusp form is a modular form of weight 12 [Se] , it follows that the first nonzero term in the above Taylor expansion cannot appear before degree 12. The extension to generic complex parameters g 0 , . . . , g 5 and g subject to the balancing and truncation conditions follows by analyticity.
It is clear from the symmetry property (6.9b) of the elliptic numbers that for integer-valued parameters g, g r (subject to the balancing and truncation conditions in (6.5)) the r.h.s. of the summation formula (6.7) is elliptic in σ too. Indeed, the difference between the sums of the arguments of the elliptic numbers in numerator and denominator equals 2N n j=1 (n + 1 − 2j)g = 0. In other words, the summation conjecture may be regarded as a conjecture for an identity between elliptic functions of σ.
Theorems 3 and 5 (together with Frenkel-Turaev's proof for n = 1 [FT] and computer experiments for n > 1 mentioned in [Wa] ) provide additional evidence that Warnaar's multidimensional modular hypergeometric summation conjecture (6.7) indeed holds true. Furthermore, since we obtained this summation conjecture as a consequence of our elliptic Macdonald-Morris conjecture, it also provides further indication for the correctness of the latter conjecture.
Remark 5. In view of the proof of Theorem 5, we can also conclude that the terms of order σ 14 on both sides of (6.7) coincide. This is because there are no nontrivial cusp forms of weight 14 [Se] . It thus follows from our considerations that between the first 16 terms of the Tayor expansion in σ, ranging from degree 0 up to 15, a difference between the l.h.s and r.h.s. of (6.7) may appear at most in the terms of degree 12.
Remark 6. For σ → 0 we have that [x; σ, τ ] → x. Hence, the equality of the constant terms of the Taylor series in σ on both sides of (6.7) (following from Theorem 5) amounts to a multiple hypergeometric summation formula with all elliptic factorials replaced by ordinary shifted factorials [x] m = x(x + 1) · · · (x + m − 1). This formula is a multidimensional generalization of the classical 2-balanced very-well-poised terminating 7 F 6 sum due to Dougall [GR] . It is a generalization to the 7 F 6 level of the multiple terminating 5 F 4 Dougall sum of [D, Theorem 3] .
Appendix A. Proof of the residue formula
In this appendix we prove the residue formula of Theorem 1. The proof hinges on a residue formula for multivariate Askey-Wilson-type integrals due to Stokman [St] . Let (A.5) (using also the permutation-invariance).
