We show that the factorization problem θ(z) = θ 2 (z)θ 1 (z) is solvable in the class of Hilbert space operator-valued functions holomorphic on some neighbourhood of z = 0 in C N and having a zero at z = 0 (here θ(z) has a multiple zero at z = 0). Such a factorization problem becomes more complicated if we demand for θ(z), θ 1 (z) and θ 2 (z) to be Agler-Schur-class functions on the polydisk D N and for the factorization identity to hold in D N . In this case we reduce it to the problem on the existence of a cascade decomposition for certain multiparametric linear system α-a conservative realization of θ(z), and give the criterion for its solvability in terms of common invariant subspaces for the N -tuple of main operators of α.
Preliminaries
In this section we recall the necessary information on multiparametric linear systems, the Agler-Schur class of operator-valued functions on the open unit polydisk D N , and related realization theorems for holomorphic operator-valued functions of several complex variables.
In [7] we have introduced multiparametric discrete time-invariant linear dynamical systems of the form α :
x(t) = N k=1 (A k x(t − e k ) + B k u(t − e k )), y(t) = N k=1 (C k x(t − e k ) + D k u(t − e k )), (t ∈ Z N , |t| > 0) (1.1) where |t| := N k=1 t k , e k := (0, . . . , 0, 1, 0, . . . , 0) ∈ Z N (here 1 is on the k-th place and zeros are otherwise); for all t ∈ Z N such that |t| ≥ 0 x(t) (∈ X ), u(t) (∈ U), and for all t ∈ Z N such that |t| > 0 y(t) (∈ Y) are respectively states, input data and output data of α, and X , U, Y are separable Hilbert spaces; for all k ∈ {1, . . (here I X is the identity operator on X ) holomorphic on some neighbourhood of z = 0 in C N is called the transfer function of a system α of the form (1.1). We have the following result [6] : an arbitrary function θ(z) which is holomorphic on some neighbourhood Γ of z = 0 in C N and vanishing at z = 0, whose values are from [U, Y] (we use the notation [U, Y] for the Banach space of all bounded linear operators mapping a separable Hilbert space U into a separable Hilbert space Y) can be realized as the transfer function of some system α = (N; A, B, C, D; X , U, Y), i.e. θ(z) = θ α (z) in some neighbourhood (possibly, smaller than Γ) of z = 0. We call α = (N; A, B, C, D; X , U, Y) a dissipative (resp., conservative) scattering system if for any ζ ∈ T N (the N-fold unit torus)
is a contractive (resp., unitary) operator. Recall that the Agler-Schur class S N (U, Y) (see [1] ) consists of all holomorphic functions θ(z) 
(here " ν L ν " denotes the closure of the linear span of subsets L ν in X , p runs over the set of all monomials in 2N non-commuting variables, k and j run over the set {1, . . . , N}). Notice that the close connectedness of a conservative scattering system α = (N; A, B, C, D; X , U, Y) is equivalent to the condition that the linear pencil ζA (ζ ∈ T N ) of contractive operators is completely non-unitary, i.e. there is no proper subspace in X reducing ζA to a unitary operator for each ζ ∈ T N .
2 Certain factorization problems in several complex variables
In this section we study factorizations of operator-valued functions which are holomorphic on a neighbourhood of some point z = z 0 in C N and have a zero at z = z 0 . Without loss of generality, one can consider z 0 = 0. For this case we say that such a function θ(z), which is not vanishing identically on a neighbourhood of z = 0, has a zero of multiplicity m = m(θ) at z = 0 if m is the least number of a non-zero term in the expansion of θ(z) in homogeneous polynomials (e.g., see [8] ). This problem is solvable; in fact, the following more strong statement is true. 
, and a function φ(z) which is holomorphic on some neighbourhood of z = 0, takes values from [U, Y (m) ], and
holds in some neighbourhood (possibly, smaller than Γ) of z = 0.
Proof. As it was said in Section 1, we have θ(z) = θ α (z) in some neighbourhood of z = 0 where
, we get from (1.2) the equality θ(z) = zL 
j zB = 0 identically for j < m − 2 (the case m = 2 is obvious). It is clear that m( θ) = m−1. By the supposition of the induction there exist separable Hilbert spaces
, and a holomorphic function φ(z) with values from [U, .1) is true, and the proof is complete.
Corollary 2.3 If θ(z) is a homogeneous polynomial of degree m then in the statement of Theorem 2.2 one can choose
Proof. The case m = 1 is trivial. For m > 1 we obtain (2.3) from (1.2) by virtue of the uniqueness of Maclaurin's expansion for θ(z).
Similarly, one can obtain the right-hand analogue of Theorem 2.2. 
, and a function ψ(z) which is holomorphic on some neighbourhood of z = 0, takes values from [U (m) , Y], and
Let us remark that Theorems 2.2 and 2.4 are multivariate generalizations of the theorem on a multiple zero for functions of one complex variable which are different, even for the scalar-valued case, from the celebrated Weierstrass Preparation Theorem (WPT). We have in (2.1) and (2.4) the products of linear factors (i.e., the homogeneous polynomials) instead of the Weierstrass polynomial in WPT which is, in fact, a polynomial in one distinguished variable and not necessarily a polynomial in other variables (see, e.g., [8] 
For the special case of a homogeneous polynomial Problem 2.5 is solvable.
Proof. As it was said in Section 1 there exists a conservative scattering system 
(for a finite sum in (1.4) one can pass to the limit in (1.3) as r ↑ 1). Then
(here P X is the orthoprojector onto X in X ⊕ Y), and by virtue of an arbitrariness of H and T we get zB ∈ S 0 N (U, X ). Analogously, zA ∈ S 0 N (X , X ), zC ∈ S 0 N (X , Y), and by Corollary 2.3 the statement of Theorem 2.6 is valid for m > 1 also.
For the general case Problem 2.5 is still open. However we shall show how to reformulate this as the problem on the existence of a cascade decomposition for a conservative realization of θ(z) and give the criterion for its solvability in terms of common invariant subspaces for the N-tuple A = (A 1 , . . . , A N ) of main operators of such a realization.
Cascade connections of multiparametric linear systems and factorizations of their transfer functions
In [4] we have introduced the notion of cascade connection of systems of the form (1.1) and established some their properties. Recall that for systems α
Note that systems (1.1) have a unit delay, thus in contrast to the notion of cascade connection of systems without delay (see, e.g., [2] for the case N = 1) the state space X of α contains an additional component-the intermediate space V (see [4] for details). If both α (1) and α (2) are dissipative (resp., conservative) scattering systems then α = α (2) α (1) is also a dissipative (resp., conservative) scattering system. If θ α (1) (z) and θ α (2) (z) are holomorphic on some neighbourhood Γ of z = 0 then such is θ α (z) and
is a closely connected system then both α (1) and α (2) are also closely connected.
Proof. It follows from (1.5) that X cc is the minimal subspace in X containing B k U, C * k Y and reducing A k for all k ∈ {1, . . . , N}. By the assumption,
cc ( = X ) contains B k U, C * k Y and reduces A k for all k ∈ {1, . . . , N}, that contradicts to the assumption. Hence, α (1) is closely connected. Analogously, α (2) is closely connected.
Note that the same is true for systems without delay for N = 1 (see [2] ). The converse statement is false even for N = 1. 
.).
Obviously, U is unitary. Define the systems α
(1)
In particular,
It is clear that both α (1) and α (2) are conservative scattering systems. Moreover, they are closely connected since A (1) and A (2) are respectively the backward shift and the forward shift operators on l 2 + which are completely non-unitary. Let α = α (2) α (1) . Then by (3.1) the main operator of α is
. Then A is acting on elements of X K as follows:
It is clear now that X K is invariant subspace for A, and A|X K is unitary, thus operator A has a unitary part. Therefore the conservative scattering system α is not closely connected.
Note that the analogous (however, more complicated) example was constructed in [3] for the case of one-parametric conservative scattering systems without delay (in the language of unitary colligations). 3) i.e., 
and ζG α (1) = ζG α |X (1) ⊕ U is an isometry, thus ζG α (1) is unitary. Hence, α (1) is a conservative scattering system. It is easy to see now that for any ζ ∈ T N ζG α has a form (3.1), i.e. α = α (2) α (1) . The second assertion of this theorem follows directly from the definition of cascade connection.
Note that Theorem 3.3 is an analogue of the well-known result for one-parametric systems without delay (Theorem 2.6 in [3] ; see also Theorem 6.1 in [2] ). Proof. The part "if" is clear since in this case by Theorem 3.3 there are conservative scattering systems α (1) and α (2) such that α cc = α (2) α (1) , and by (3.2) we have
with functions θ α (1) (z) and θ α (2) (z) belonging to the corresponding classes S 0 N (·, ·). For the proof of the part "only if" let us assume that (2.5) holds with
, V, Y) be some conservative realizations, respectively (which exist by [7] ), i.e. θ k (z) = θ α (k) (z), k = 1, 2. Then the conservative scattering system α = (N; A, B, C, D; X , U, Y) := α (2) α (1) has the transfer function θ α (z) = θ α (2) (z)θ α (1) (z), and the subspace X (2) in X satisfy conditions (i) and (ii) of Theorem 3.3. Define the subspace X cc in X by (1.5), and operators (A cc
Then, by Theorem 3.3 of [7] , X cc is a reducing subspace in X for all A k , k = 1, . . . , N, and α cc = (N; A cc , B cc , C cc , D cc ; X cc , U, Y) is a closely connected conservative realization of θ(z) = θ α (z). Define X (2) cc := P Xcc X (2) . Then X (2) cc is an invariant subspace in X for all A k , k = 1, . . . , N. Since (A cc ) k = A k |X cc we obtain that X (2) cc is an invariant subspace in X cc for all (A cc ) k , k = 1, . . . , N, i.e. condition (i) in Theorem 3.3 is satisfied for X (2) cc . For all ζ ∈ T N we have the spaces
= (ζG α ) * P Xcc⊕Y (X (2) ⊕ Y) ⊖ P Xcc X (2) = P (ζGα) * (Xcc⊕Y) (ζG α ) * (X (2) ⊕ Y) ⊖ P Xcc X (2) = P Xcc⊕U (X (2) ⊕ V) ⊖ P Xcc X (2) = P Xcc (X (2) ⊕ V) ⊖ P Xcc X (2) (=: V cc ) coinciding, and condition (ii) in Theorem 3.3 is also satisfied for X (2) cc . The proof is complete.
Let us give some remarks. 1. The subspace X (2) cc in Theorem 3.4 corresponds to the factorization of θ(z) which, in general, not necessarily coincides with the original factorization (2.5). 2. The case when X (2) cc = {0} is also non-trivial (!) since for that V cc = P Xcc V = (ζG αcc ) * Y = (ζG α ) * Y = {0}, and the factor from the left in the corresponding factorization of θ(z) is a linear homogeneous operator-valued function. 3. It is easy to show that one can define X (2) cc in another way, say, X (2) cc := X cc ∩ X (2) , and this subspace also satisfies conditions (i) and (ii) in Theorem 3.3.
