The cluster robust variance estimator (CRVE) relies on the number of clusters being large. The precise meaning of`large' is ambiguous, but a shorthand`rule of 42' has emerged in the literature. We show that this rule depends crucially on the assumption of equal-sized clusters. Monte Carlo evidence suggests that rejection frequencies can be much higher when a dataset has 50 clusters proportional to the populations of the US states than when it has 50 equal-sized clusters. In contrast, using a cluster wild bootstrap procedure generally works well in both cases. We also show that, when the test regressor is a dummy variable, as in a dierence-in-dierences framework, both conventional and bootstrap tests perform badly when the proportion of clusters treated is very small or very large. However, bootstrap tests perform very well when that is not the case. A third set of simulations studies placebo laws and nds that bootstrap tests usually perform very much better than conventional ones.
at the state level are a prime example. A dataset with observations in clusters proportional to current state populations will have 12% of the sample from California. Eleven states will each contain less than 0.5% of the total sample, and the largest cluster will be roughly sixty times the size of the smallest one. This is a severe violation of the assumption of equal-sized clusters.
The remainder of the paper is organized as follows. Section 2 presents Monte Carlo evidence using simulated datasets with equal cluster sizes and with ones proportional to state populations. We show that the CRVE can perform poorly in the latter case, but that the cluster wild bootstrap procedure generally yields reliable inferences. Section 3 presents Monte Carlo evidence that dierence-in-dierences estimates do not work well when either a small or large proportion of states are treated. Section 4 extends the`placebo laws' Monte Carlo experiments of Bertrand, Duo and Mullainathan (2004) , and Section 5 concludes.
Simulation Design Continuous Regressors
In this section, we use Monte Carlo simulations to explore the implications of assumptions A1 and A3 for clustered data when the regressors are continuous. We do not study assumption A2; see Carter, Schnepel and Steigerwald (2013) for a discussion of the implications of this assumption.
The simulations are grouped into four sets, two with 50 clusters and two with 100 clusters. For the 50-cluster simulations, one set has clusters of equal size, while the other set has clusters with sizes proportional to the US states without the District of Columbia.
The 100-cluster simulations are constructed in a similar fashion, with the rst set containing 100 equal-size clusters and the second containing two sets of clusters proportional to US state populations. In a sense, the latter dataset contains two Californias, two Ohios, and so on.
These four sets of simulations allow us to test the implications of violating assumption A3, that cluster sizes are equal. Since 50 clusters satises the`rule of 42,' we would expect to see reliable inference in all cases if the rule actually held.
The model is y ig = β 1 + β 2 X ig + ig , i = 1, . . . , N g , g = 1, . . . , G,
where there are G clusters, and the g th cluster has N g observations. Both the X ig and the ig are standard normal and uncorrelated across clusters. The within-cluster correlation is ρ x for the X ig and ρ for the ig . We do not allow ρ to equal 1, but we do allow ρ x = 1. In that case, the regressor is constant within each cluster, a situation that is commonly encountered in practice. Within each set of simulations, we construct simulated data in which ρ x and ρ are varied. All of the simulated datasets have 2000 observations, and each experiment involves 100,000 replications. For the cluster wild bootstrap, which is described in detail in the Appendix, we use 399 bootstrap samples.
Each simulation proceeds as follows:
1. Specify ρ x ∈ {0, 0.2, . . . , 0.8, 1} and ρ ∈ {0, 0.1, . . . , 0.8, 0.9}. 2. For each simulated sample, generate X ig and ig and use equation (1) to compute y ig , with β 2 = 0.
3. Estimate equation (1) by OLS.
4. Test the hypothesis that β 2 = 0, using either a t test based on the CRVE or a wild bootstrap test, as discussed in the Appendix.
5. Repeat steps (2), (3), and (4) 10 5 times, and estimate the rejection frequency of each test at the .05 level.
The CRVE t test is performed under the assumption that the t statistic for β 2 = 0 follows the Student's t distribution with G − 1 degrees of freedom, as suggested by Donald and Lang (2007) and Bester, Conley and Hansen (2011) . An obvious alternative is to use the t(N − 2) distribution, where N = G g=1 N g , which would be appropriate in the absence of clustering. Since the latter test always overrejects more severely than using t(G − 1), we do not report results for it. Two other approaches to inference in (1), not studied here, have been proposed by Ibragimov and Müller (2010) and Imbens and Kolesar (2012) . The former requires that β 2 be separately identiable from the data for each cluster, while the latter makes the degrees of freedom parameter a particular function of the data. Table 2 presents results from Monte Carlo simulations with samples of 2000 observations spread equally across 50 clusters, so that assumption A3 holds. The reliability of inference based on the CRVE depends on the values of both ρ and ρ x . When ρ x is close to 0, rejection rates are close to the desired .05 level. As ρ x gets closer to 1, however, they increase. When ρ x = 1, rejection rates often exceed 0.065. In general, increasing ρ increases rejection rates slightly, although to a lesser degree than increasing ρ x . The impact is most severe when ρ x is large but less than 1. Results for samples of 1000 observations (20 per cluster instead of 40), not reported, were almost identical to the results in Table 2 .
Even better results can be obtained by using the wild bootstrap, which for all practical purposes performs perfectly. The smallest rejection frequency out of the 60 reported in the table is 0.0483, and the largest is 0.0517. These numbers are close enough to .05 to be explained by chance. The standard error when the true rejection frequency is .05 is 0.000689, so the largest implied t statistics for the hypothesis that the rejection frequency is 0.05 are approximately equal to 2.5.
Since assumption A3 holds, it is perhaps not surprising that the`rule of 42' holds pretty well in these simulations. Table 3 presents results from a second set of experiments in which that assumption is severely violated. Cluster sizes are now roughly proportional to US state populations; the smallest clusters have just 4 observations, and the largest has 242. Even when ρ and ρ x are 0, the rejection rate is often close to 0.06. At the other extreme, when ρ = 0.9 and ρ x = 1, the rejection rate is 0.1077. Increasing ρ x leads to an increase in rejection rates. So does increasing ρ , although this eect is more pronounced when ρ x is larger. Thus, with even modest amounts of intra-cluster correlation, the`rule of 42' fails to hold in these experiments.
The wild bootstrap works very much better than the CRVE, but not quite as well as it did with equal-sized clusters. Rejection frequencies range from 0.0489 to 0.0543. Thus there is a very modest tendency to overreject in some cases. In general, the bootstrap rejection frequencies are increasing in ρ and ρ x .
In order to investigate assumption A1, we repeated both sets of experiments using 100 clusters instead of 50, holding the sample size constant at 2000. Table 4 shows results for 100 clusters of size 20. The CRVE works substantially better than it did with only 50 clusters.
Rejection rates are always less than 0.060, and for ρ x ≤ 0.6 they are always less than 0.055. Nearly all of the largest observed rejection frequencies occur when ρ x = 1. Once again, the wild bootstrap works extremely well, with rejection frequencies ranging from 0.0487 to 0.0511. However, since the CRVE results are quite reliable, it might not be worth the eort to use the wild bootstrap. Table 5 shows what happens when there are 100 clusters that are roughly proportional to US state populations, with each state appearing twice. The smallest clusters have just 2 observations, and the largest has 121. The CRVE rejection frequencies are always closer to .05 than they were with only 50 clusters, and they exhibit patterns similar to those in Table 3 . When ρ x = 0, the rejection rates are always below 0.0555. The most extreme rejection rates, of about 0.085, occur when ρ x = 1. Thus increasing the number of clusters has reduced over-rejection noticeably, but the CRVE can still be quite unreliable when clusters are of wildly dierent sizes. The wild bootstrap now works extremely well, with rejection rates in the range of 0.0479 to 0.524. Tables 2 to 5 demonstrate that inference based on the CRVE may not be reliable when cluster sizes dier substantially. However, they only deal with four cases, two in which assumption A3 is satised and two in which it is grossly violated. One possible measure of how seriously this assumption is violated is the Moulton factor suggested by Moulton (1986) , which expresses the ratio by which the OLS standard error would need to be rescaled in order to obtain the true standard error. For unbalanced clusters, the Moulton factor is the square root of:
The results in
whereN g is the mean of the N g . When ρ x and ρ have the same sign, this expression is monotonically increasing in var(N g ). Thus it seems plausible to conjecture that the reliability of inference based on the CRVE may decline as the square root of expression (2) increases.
To investigate this conjecture, we performed two sets of experiments, which are summarized in Figures 1 and 2 . In one set, ρ x = 1 and ρ = 0.5, and in the other ρ x = 1 and ρ = 0.1. Each set involved 16 cluster designs with 2000 observations. In addition to the equal-sized and state-sized designs already studied, there were seven designs that were obtained by taking weighted averages of the two initial ones, with weights [1/8, 7/8], [1/4, 3/4], and so on. A further seven designs involving one large cluster, or a very small number of large clusters, together with a great many small ones, were chosen so that the Moulton factors became progressively larger than for the state-sized case. The most extreme design involved one large cluster with 1020 observations and 49 clusters with 20 observations each. Details are given in the on-line appendix. Figure 1 shows rejection frequencies for tests based on the t(G − 1) distribution. These increase monotonically as the designs move from equal-sized to state-sized clusters, and they generally continue to increase as the Moulton factors become even more extreme. Thus it seems that greater variation in cluster sizes is associated with more severe overrejection. Figure 2 shows rejection frequencies for wild bootstrap tests. These remain very close to 0.05 as the designs move from equal-sized to state-sized clusters, but they start to increase substantially once the Moulton factors become larger than about twice their initial values for equal-sized clusters. The wild bootstrap does not seem to cope well when about half the sample is concentrated in one, two, or three large clusters. Tables 3 and 5 are not anomalous or particularly extreme.
Simulation Design Dierence in Dierences
Many applications to clustered data involve treatment eects, either at the cluster level or by time period within some clusters. In order to investigate this type of application, we conducted two additional sets of experiments. In the rst set, the test regressor is an indicator variable that equals 1 for some proportion P of the clusters. Thus, for each cluster, either all observations are treated or all are not treated. In these experiments, there is no role for ρ x , and ρ seems to have little eect on rejection frequencies. What matters is P . In Figures 3 and 4 , we report results for 50 clusters with 2000 observations, ρ = 0.50, and P that varies between 0.02 and 0.98 at intervals of 0.02. The state-sized clusters are ordered both from smallest to largest and from largest to smallest. The simulations used 10 6 replications. Figure 3 shows results for tests based on t(G − 1) using CRVE standard errors. There is very severe overrejection when P , the proportion of clusters treated, is close to 0 or 1.
This result is consistent with Monte Carlo results in Conley and Taber (2011) . That paper develops procedures for inference when there are just a few treated groups. A synthetic control procedure for inference when there is only one treated group has been developed by Abadie, Diamond and Hainmueller (2010) .
In Figure 3 , overrejection is quite modest when P is far from 0 and 1. With equal-sized clusters, rejection frequencies are very close to 0.05 for P between 0.35 and 0.65. With state-sized clusters, they are somewhat higher, never falling below 0.063. The graph for equal-sized clusters is symmetric around P = 0.50, while the one for state-sized clusters is somewhat asymmetric. In the latter case, overrejection is a bit more severe when P is very small (so that only a few small groups are treated) than when it is very large (so that only a few large groups are not treated). For clarity, the gure does not show results for state-sized clusters with the largest states treated rst, which would be the mirror image of the ones with the smallest states treated rst. Figure 4 shows results for wild bootstrap tests based on simulations with 10 5 replications and 399 bootstraps. In all cases, there is severe underrejection when P is very close to either 0 or 1. In the most extreme cases, there are no rejections at all. For equal-sized clusters, there is modest overrejection when the proportion of treated or untreated clusters is between 0.08 and 0.12, but the wild bootstrap tests work extremely well for P between about 0.14 and 0.86.
For state-sized clusters, the pattern is a bit more complicated. When the states are ordered from smallest to largest, the tests always underreject severely when P is very close to 0 or 1, and they overreject severely when P is between 0.88 and 0.96. When the states are ordered from largest to smallest, the opposite problem occurs, with severe overrejection when P is between 0.04 and 0.12, and underrejection when P is very close to 0 or 1.
In many empirical studies, only some observations in some clusters are treated. If i indexes individuals, g indexes jurisdictions, such as states, and t indexes time periods, then a classic dierence in dierences (or DiD) regression can be written as
for i = 1, . . . , N g , g = 1, . . . , G, and t = 1, . . . , T . Here GT igt is a group treated dummy that equals 1 if group g is treated in any time period, and PT igt is a period treated dummy that equals 1 if any group is treated in time period t. The coecient of most interest is β 4 , which shows the eect on treated groups in periods when there is treatment. 1 Thus PT igt = 1 for half the observations in each cluster, while GT igt = 1 for P % of the clusters, with P once again varying between 0.02 and 0.98 at intervals of 0.02. The results for equal-sized clusters are quite similar, but the ones for state-sized clusters are very dierent. For small values of P , there is very severe overrejection when the smallest clusters are treated rst. For large values of P , there is still serious overrejection, but it is considerably less severe.
The results when the largest clusters are treated rst are the mirror image of the results when the smallest clusters are treated rst. This must be the case, because the absolute value of the t statistic for β 4 = 0 in regression (3) is the same when the fraction of observations treated is P as it is when that fraction is 1 − P . We may conclude from the gure that overrejection tends to be most severe when min(P, 1 − P ) is small and the observations that are in the minority are from the smallest clusters. It is common to allow for cluster xed eects in models like equation (3) by dropping the constant term and the GT ig variable and adding G dummy variables, one for each cluster. For any given value of P , the CRVE t test overrejects less severely as G increases. However, the severity of the overrejection associated with the extreme case in which just one cluster is treated actually increases as G increases. Perhaps most interestingly, the range of values of P for which the wild bootstrap yields accurate inferences becomes wider as G increases.
The results in Figure 7 suggest that, for equal-sized clusters, the wild bootstrap can probably be used safely when the proportion of treated clusters is between roughly 6/G and (G − 6)/G. With clusters of severely unequal size, the range seems to be bit wider, but it is no longer symmetric around one-half. More work is needed to understand the strange behavior of the wild bootstrap for extreme values of P .
Placebo Laws
An alternative way to study the reliability of inference using clustered data is to use realworld data and simulate the eect of`placebo laws.' This ingenious approach was developed 1 In exploratory experiments with fewer simulations, very similar results were obtained when either one quarter or three quarters of the observations were treated.
in Bertrand, Duo and Mullainathan (2004) , which used data from the US Current Population Survey. The dependent variable was the log of weekly earnings for women aged 25-50 from 1979 to 1999. The objective of the simulations was to show how often random dierence-in-dierences coecients are found to be signicant if we ignore the intra-cluster correlation in the data. The authors note that there is an issue with the modest number of clusters, but they do not mention the potential issues with clusters of varying sizes. In fact, they report only the mean cluster size.
The regression for the log of women's wages is ln(wage) = β 1 + β treat TREAT + YEARS β years + STATES β states + controls + , (4) where YEARS and STATES are full sets of xed eects, and the controls are a quadratic in age and a set of education dummy variables. The treatment variable is analogous to the interaction term in a standard DiD equation, where it would be set to 1 for observations in the treatment states during the treatment periods and to 0 otherwise. In regression (4), the treatment variable is instead set to 1 randomly, so that β treat should be insignicantly dierent from zero. This is repeated for many replications with dierent random values of the treatment variable. If the tests were working properly, we would expect β treat to be signicantly dierent from zero 5% of the time when testing at the 5% level.
The experiment in Bertrand, Duo and Mullainathan (2004) is designed so that the treatment variable is randomly assigned to dierent states in each replication. For each replication, half the states are chosen at random to be treatment states, and half to be controls. Also, a year between 1985 and 1995 is chosen at random to be the beginning of the treatment period. If this year is called year * , then the treatment variable is TREAT = I(state = treated) I(year ≥ year * ),
where I(·) is the indicator function. Since these treatment variables are assigned at random, they should on average have no estimated impact on wages.
Our simulations are similar to, but more extensive than, the ones in Bertrand, Duo and Mullainathan (2004) . In that paper, states are always sorted into equal proportions of treatment and control states. Instead, we perform 51 sets of simulations, according to the number of states treated. There are 51 states because we include the District of Columbia.
We omit observations for which wage < $20, which may be erroneous and are likely to have large residuals because of the log transformation, leaving us with a sample of size 547,518.
Our simulations are also dierent in that we use the micro data throughout, whereas the majority of the BDM simulations use data that are aggregated at the state-year level.
We estimate equation (4) for each replication and compute three dierent tests of the hypothesis that β treat = 0. The rst employs a t statistic based on the classic heteroskedasticity robust standard error and the N (0, 1) distribution. The second employs a t statistic based on cluster robust standard errors and the t(G − 1) distribution, as we did in the previous two sections. The third uses the same t statistic with a P value computed by the cluster wild bootstrap technique described in the Appendix. Only 10,000 Monte Carlo simulations are performed because of computational cost. Figure 8 and those in Figure 5 . Overrejection is more severe in the middle of the gure, but it increases much less rapidly as the proportion of states treated becomes large. This is in stark contrast with the aggregate results in
Bertrand, Duo and Mullainathan (2004) , which suggest that cluster robust inference is quite reliable when G = 50; see Table 1 , which reproduces the rejection frequency of 0.063 that appears in their Table VIII . This is considerably lower than the micro-data rejection frequency of 0.120 in Figure 8 that corresponds to the N/A in our The paper also shows that, with some exceptions, the cluster wild bootstrap generally yields reliable inferences. In many cases, this procedure is much more reliable than using t tests based on cluster robust standard errors. However, it can underreject very severely when only a few clusters are treated or untreated.
Appendix
A linear regression model with clustered errors may be written as
where the matrix X and the vectors y and have N = G g=1 N g rows, X has k columns, and the parameter vector β has k rows. OLS estimation of equation (5) yields estimateŝ β and residualsˆ . There are several cluster robust variance estimators. The most popular CRVE, which we investigate, appears to be
The rst factor here is asymptotically negligible, but it always makes the CRVE larger when G and N are nite.
We wish to test the hypothesis that a single coecient is zero. Without loss of generality, we let this be β k , the last coecient of β. The procedure for using the cluster wild bootstrap of Cameron, Gelbach and Miller (2008) to test the hypothesis that β k = 0 is as follows:
1. Estimate equation (5) by OLS.
2. Calculatet k , the t statistic for β k = 0, using the square root of the k th diagonal element of (6) as a cluster robust standard error.
3. Re-estimate the model (5) subject to the restriction that β k = 0, so as to obtain the restricted residuals˜ and the restricted estimatesβ.
4. For each of B bootstrap replications, generate a new set of bootstrap dependent variables y * ig using the DGP
ig is an element of the vector y * of observations on the bootstrap dependent variable, X ig is the corresponding row of X, and so on. Here v * g is a random variable that takes the values 1 and −1 with equal probability. Thus v * g follows the Rademacher distribution; see Davidson and Flachaire (2008) . Note that we would not want to use the Rademacher distribution if G were smaller than about 15; see Webb (2013), which proposes an alternative for such cases.
5. For each bootstrap replication, indexed by j, estimate regression (5) using y * as the regressand, and calculatet * kj , the bootstrap t statistic for β k = 0, using the square root of the k th diagonal element of (6), with bootstrap residuals replacing the OLS residuals, as the standard error.
6. Calculate the bootstrap P value either aŝ
Equation (7) yields a symmetric bootstrap P value, and equation (8) yields an equaltailed bootstrap P value; see MacKinnon (2006) . For the experiments of this paper, the two P values were always extremely close, and we report rejection frequencies based onp * s . However, for two-tailed test statistics that do not have mean zero, it would be better to usep * et . • • 
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