ABSTRACT. In this paper a number of generalizations of the classical Heisenberg-Weyl uncertainty inequality are given. We prove the n-dimensional Hirschman entropy inequality (Theorem 2.1) from the optimal form of the Hausdorff-Young theorem and deduce a higher dimensional uncertainty inequality (Theorem 2.2). From a general weighted f.orm of the Hausdorff-Young theorem, a one-dimensional weighted entropy inequality is proved and some weighted forms of the Heisenberg-Weyl inequalities are given.
INTRODUCTION.
Let be the Fourier transform of f defined by (x) f e-2ixyf(y)dy, In the sequel, we assume without loss of generality that the mean m O. If g is a probability frequency function, then the entropy of g is defined by E [g] / g(x)log g(x)dx.
With f as above, Hirschman [i] flf(x) 12dx (flx f(x) IPdx)I/P(flf(x)/xlP'dx)I/P 0 0 0
Applying this estimate also to f(-x), then 
2n/2e-n/2" [5] , [6] , [7] and [8] . We We note ([5] , [6] , [8] l(y) 12dy, dp(x) If(x) 12dx. Then (3.4) has the form (f lu(y)(y)l-r'dp) I/(2-r') 4 Note that the case p also holds, provided the second integral in the F P,q , condition is interpreted as the essential supremum of (I/v) over (0, I/s).
The same result holds also if we take (i/u, v) g Fp,q.
Observe also that the case u v E and q p', < p < 2 reduces to (1.4), but with a different constant.
Weighted inequalities of the form (3.6) were also obtained by Cowling and Price [3] but by quite different methods.
