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В последние несколько лет применение сверточных нейронных сетей становится всё более широким. В
данной работе приведены основные задачи и методы классификации текста с использованием сверточных
нейронных сетей. Рассмотрена структура сверточных нейронных сетей и их принцип работы.
Введение
Отнесение документов к определённой ка-
тегории на основание его содержимого называ-
ется классификацией документа. Данная задача
является одной из задач информационного по-
иска. Процесс классификации может осуществ-
ляться как полностью в ручную так и с помо-
щью применения методов машинного обучения
в частности сверточных нейронных сетей. Также
следует отличать классификацию от кластериза-
ции, где в последнем случае тексты тоже группи-
руется по категориям, которые заранее опреде-
лены. Задача классификации текстов становится
все более востребованной в связи с постоянным
ростом информации в интернете и необходимо-
стью в ней ориентироваться. Например, задача
классификации текстов применима к решению
следующих задач:
1. Персонификация рекламы;
2. Разделение сайтов по тематическим ката-
логам;
3. Борьба со массовой рассылкой корреспон-
денции рекламного характера;
4. Распознавание тональности текстов.
В тоже время задача интеллектуального анализа
текстовой информации, которая способна опре-
делять автора и пол автора текста, возраст, уро-
вень образования, эмоциональное состояние ав-
тора в момент написания текста также являет-
ся актуальной задачей. Под тональностью бу-
дем понимать эмоционально окрашенную лекси-
ку и эмоциональную оценку, выраженную авто-
ром относительно чего-либо. Анализ тонально-
сти имеет важное практическое применение:
1. Оценка качества товаров и услуг на ос-
новании отзывов пользователей интернет-
ресурсов;
2. Противодействие экстремизму и террориз-
му;
3. Анализ ситуации на фондовых рынках и
прогнозирование волатильности финансо-
вых активов;
4. Составление текстов с заранее заданными
эмоциональными характеристиками.
I. Постановка задачи
Задача классификации текстовой информа-
ции определяется следующим образом. Пусть су-
ществует конечное множество категорий C = {c1,
c2..., cm}, конечное множество документов D =
{d1, d2..., dm} и неизвестная целевая функция
Ф, определяющая соответствие для каждой па-
ры <документ, категория> Ф : D x C -> {0,1}.
Задача состоит в нахождении функции Ф’, ко-
торая является максимально близкой к целевой
функции Ф. Эта функция называется классифи-
катором.
Cуществует различные виды классифика-
ции текстов:
1. Субъективность/объективность
2. Классификация по многополосной шкале;
3. Классификация по бинарной шкале;
4. Классификация по многополосной шкале.
Основной задачей анализа тональности яв-
ляется выявление мнений в тексте и определить
их свойств. Мнения делятся на два типа:
1. сравнение;
2. непосредственное мнение.
Непосредственное мнение содержит выска-
зывания автора об одном объекте. Более фор-
мальное определение мнения выглядит как кор-
теж из пяти элементов ( op, e, f, t, h ), где:
1. orientation или polarity — тональная оцен-
ка;
2. (entity, feature) — объект тональности e или
его свойства f;
3. момент времени time, когда было оставлено
мнение;





Нейтральная оценка подразумевает отсут-
ствие какого-либо эмоционального окраса. Так-
же могут существовать и другие оценки.
Чаще всего в современных системах автома-
тизированного определения тональности текста
применяется одномерное эмотивное простран-
ство: позитив или негатив (хорошо или плохо).
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II. Нейронные сети
Нейронная сеть представляет собой систему
соединённых и взаимодействующих между собой
простых процессоров. На рисунке 1 изображена
схема нейронной сети, где голубым — скрытые
нейроны, зелёным цветом обозначены входные
нейроны, жёлтым — выходной нейрон.
Рис. 1 – Схема простой нейросети.
По характеру обучения нейронные сети бы-
вают:
1. использующие обучение без учителя;
2. использующие обучение с учителем.
Многослойная нейронная сети состоят из
слоев:
1. Входной - определение входные признаки;
2. Скрытые - расчет промежуточных резуль-
татов;
3. Выходной - вывод окончательное значение,
вычисленного по гипотезе.
III. Сверточные нейронные сети
Применение нейронных сетей становится
всё более широким. Особую популярность полу-
чили сверточные нейронные сети. Типовая архи-
тектура сверточной нейронной сети изображена
на рисунке 2.
Рис. 2 – Типовая архитектура свёрточной
нейронной сети
Сверточные нейронные сети - специальная
архитектура искусственных нейронных сетей.
Название сеть получила из-за наличия опе-
рации свёртки, которая изображена на рисунке
3.
Рис. 3 – Операция свертки и получение значений
сверточной карты
Особое внимание свёрточные нейронные се-
ти получили после конкурса ImageNet, просве-
щённый распознаванию объектов на фотографи-
ях. Победитель данного конкурса Алекс Кри-
жевский, используя сверточную нейронную сеть,
значительно превзошёл остальных участников.
После успеха применения свёрточных нейрон-
ных сетей к классификации изображений при-
вело к попыткам использования данного метода
и к другим задачам. В последнее время их стали
активно использоваться для задачи классифика-
ции текстов.
IV. Заключение
На сегодняшний день применение сверточ-
ных нейронных сетей не ограничивается ана-
лизом изображений. Их применяют для реше-
ния различных типов задач: анализа тонально-
сти, классификации текста, распознавания речи
и многое другое. Благодаря применению свер-
точных нейронных сетей можно значительно со-
кратить количество обучаемых параметров и по-
лучать высокое качество классификации.
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