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The coastal wetlands of Louisiana constitute ~40% of the wetlands in the United States. 
However, it suffers from 80% of the wetland losses in the whole country. In shallow coastal and 
estuarine environments, bed shear stresses related to wind waves contributes substantially to the 
edge erosion in the northern Gulf of Mexico (NGoM). Therefore, wave simulations in shallow 
estuarine areas are of great importance. 
There are several challenges in simulating waves nearshore, especially over the shallow 
and nearly horizontal sea beds typical of the NGoM continental shelf and adjacent complex 
geometry estuaries: determination of the appropriate wind forcing dataset to drive the wave 
model; underestimation of wave heights due to the application of default depth-induced breaking 
formulae under finite-depth wave growth condition and neglecting wave-current interaction in 
areas with a strong tidal current that causes the model simulation deviate from real conditions. 
This study aims to evaluate wave dynamics over the shallow inlet/estuarine environment 
of the NGoM using a numerical modelling approach. The third-generation SWAN wave model 
employing an unstructured mesh is constructed to simulate wind-wave generation, decay, and 
transformation over the inner continental shelf and the Barataria Bay. A detailed sensitivity 
analysis is conducted in which various options for input wind sources, wave generation and 
dissipation, depth induced wave breaking, and bed friction are tested. The objective is to find the 
best parameter combination to improve predictions in integrated wave parameters, such as 
significant wave height and peak wave period. Verifying against available field measurements in 
the NGoM, the model results are found to be in fair agreement with the observations.    
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CHAPTER 1. INTRODUCTION AND BACKGROUND INFORMATION 
1.1. Introduction 
It is widely recognized that wetlands, salt marshes and shallow nearshore areas can play 
an important role in protecting coastal zone during extreme events, such as hurricanes, as they 
exert strong influence through resisting against the flood flow and erosion. In recent decades, 
coastal wetlands have experienced serious morphological mitigation due to reduction of water 
discharge and sediment budget, water pollution, sea level rise, and extreme events. During 
hurricane attacks, the morphodynamic changes of the wetland topography is inevitable, and 
consequently, the wetlands loss their capacity to dissipate waves and strong currents towards the 
mainland and their capability to minimize storm events’ damages will diminish. On the other 
hand, in shallow areas, bed shear stresses related to locally generated wind waves are believed to 
contribute in bed erosion in the Northern Gulf of Mexico (NGoM) (Booth et al., 2000). Hence, 
wave simulations in shallow estuarine areas of the NGoM are of high importance.  
The estuarine wetlands of Louisiana constitute 40% of the wetlands in the United States, 
however, it suffers from 80% of the wetland losses in the whole country (USGS, 2018). Land 
loss is caused by combined influence of sea level rise, subsidence, dredging operations, lack of 
riverine sediment input and wave actions by extreme (i.e., hurricanes) and frequent events (i.e., 
cold front passages). Wave action is considered as one of the most important parameters for 
erosion along the edges of the wetlands/estuaries. Penland (2000) estimated that 26% of the 
wetland loss in Mississippi River delta is caused by the wave-induced erosion. In particular, 
wind seas, that is waves generated by local wind (contrary to swells), in the shallow estuarine 
areas contribute greatly to bottom sediment resuspension (Hoffmann et al., 2011) and 
distribution variations of benthic organisms and fish communities (Stoll et al., 2010).  
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Barataria Bay (BB), as an important water body in the NGoM, suffers from highest rate 
of land loss in the Grande Cheniere and Bay Regions (LaCoast, 2002). Proper understanding of 
wave dynamics within the BB and around its tidal inlets would be imperative to gain insight to 
the land loss problem in this estuarine system. As aforementioned, in BB, locally generated 
waves by winds even as low as 4 m/s are found to be able to re-suspend approximately 50% of 
bottom sediments (Booth et al., 2000). Land losses will expose BB to larger waves because 1) 
erosion of barrier islands will allow stronger waves from the Gulf of Mexico to enter the BB, and 
2) land loss inside BB results in larger fetch and thus larger wind-waves. 
Various researchers have studied the hydrodynamics of the NGoM and BB. Justic et al. 
(2007) provided a state-of-the-art results achieved from hydrodynamic and ocean process studies 
in the NGoM including the BB. BB hydrodynamics was studied using a simple prism model 
(Das et al., 2010) and a vertically averaged 2D model (Das et al., 2012). Three-dimensional 
modeling attempts are conducted by Chen et al. (1997), Li et al. (2011), Xu et al. (2011), and 
Chaichitehrani (2018). However, little attention has been paid to investigae the wave 
environment and relevant modeling attempts in the Louisiana coastal bays. Liu (2016) performed 
a coupled hydrodynamic and wave modeling to study wave dynamics and sediment transport in 
Terrebonne Bay as well as BB during Hurricane Gustav. Everett (2016) employed numerical 
model to address wind waves in Terrebonne Bay. Sorourian (2019) have studied the contribution 
of wind waves in BB to bottom sediment resuspension. 
Accurate atmospheric surface wind field is an essential component in accurate simulation 
of coastal and estuarine processes. Mariotti et al. (2018) showed that wind observations at the 
land-sea interfaces cannot represent winds over estuarine/coastal areas, as the measurements at 
the interfaces underestimate the wind speeds blowing from land due to larger land bed 
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roughness. The authors suggested that offshore measured winds are more appropriate to be 
applied for wave and current simulations in the NGoM rather than wind data recorded at the 
land-sea interfaces. The use of underestimated winds may result in coastal ocean model results 
that are underestimated as well. Mayer et al. (2017) showed that winds observed on or near the 
land-water interfaces underestimate observational data. Moreover, the NCEP-UCAR North 
American Regional Reanalysis (NARR) assimilated mostly land observational data that likely 
underestimate surface wind fields at offshore locations, at least within a nearshore band. They 
suggest that adopting offshore wind observations will improve coastal ocean wind fields and 
consequently, any related coastal property field will be improved. 
This study aims to evaluate wave dynamics in the Barataria Pass, the major conduit 
between the BB and NGoM continental shelf, through a numerical modeling approach. For this, 
the Simulating WAve Nearshore (SWAN) wave model is adopted to simulate wave generation, 
dissipation, and transformation over the NGoM. SWAN is an open-source third-generation wave 
model, developed at Delft University of Technology for computing random, short-crested wind-
generated waves in offshore and coastal regions as well as inland waters. A detailed SWAN 
sensitivity analysis is to be carried out to determine the best model configuration. Existing wind 
and wave field measurements, both nearshore and offshore, were collected and properly 
processed in order to gather reliable field truth for comparison with numerical simulation results. 
Initially model verification was executed against the collected field data to evaluate the 
sufficiency of input wind data from various sources, as well as wave model performance. Then, 
possible improvement to the wind field was implemented to enhance the wind forcing. 
Subsequent wave simulation indicated that the generated waves adopting the modified wind data 
present better accuracy in shallow water areas near the Barataria Pass. 
13 
 
1.2. Background and Literature Review 
BB is a deltaic-estuarine system located on the west side of the Mississippi Birdfoot 
Delta with a multiple-inlet-barrier arrangement at the very southern part, connecting the bay to 
the NGoM. The main barrier islands are: West Grand Terre, East Grand Terre, Grand Pierre, and 
Cheniere Ronquille. This system, which is the largest body of water among the lakes and bays 
formed on the western side of the Mississippi Delta, was most probably formed by lobe-
switching of the Mississippi River over the past two thousand years (Rejmanek et al., 1987). The 
average depth of the bay area is about 2.5 m and a considerable portion of the bay is covered 
with flooding and drying regions that make the tidal elevations important for wave generation. 
Tidal range at the Barataria Pass is in the order of 1 foot, according the data published by NOAA 
Tides – Currents website at Grand Isle, LA Station (ID: 8761724) 
(https://tidesandcurrents.noaa.gov/stationhome.html?id=8761724). The bathymetric features 
inside the bay is complex and the inlets are somehow narrow, moreover, the basin opens to mild 
continental shelf formed by the Mississippi River Delta. Hence, the interior area of the bay is 
frequently flooded (Xu et al., 2011). The multiple narrow inlets make swell penetration into the 
bay constricted and the wave generation and transformation over the shallow and complex 
bathymetry inside the bay increases the complexity of wave environment in the Barataria Pass. 
Nearshore wave simulations, especially over shallow and nearly horizontal sea beds with 
complex horizontal basin geometry, may face the following challenges, which are to be paid 
close attention in this study: 
1. Wind data adopted from atmospheric reanalysis products are biased in 
comparison with real field measurements (Mariotti et al., 2018). The bias may be 
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attributed to the land-sea interface effects in nearshore area and lack of sufficient 
over sea measurements in offshore areas, 
2. Wave heights are underestimated due to the application of default depth-induced 
breaking simulations under finite-depth wave growth condition (van der 
Westhuysen et al., 2012), 
3. Lower-frequency wind-wave energy is underestimated, penetrating from deep 
ocean through tidal inlets into the sheltered shallow water areas (van der 
Westhuysen et al., 2012), 
4. Common dissipation models for depth-induced breaking are usually unable to 
sufficiently reproduce wave dissipation over complex bathymetry field cases 
(Salmon and Holthuijsen, 2015). 
These challenges are almost the same for all available wave models and have been 
reported by different researchers in their modeling results. A few researchers have studied these 
issues the adopting SWAN model. A short literature review of researches done on these issues is 
presented hereafter. 
 
1.2.1. Inaccuracies in wind data 
Wind field data, continuous over time and space domains, is essential for simulating 
wave generation, as the input to the wave model. A reliable wind field will result in accurate 
wave simulations. The data is usually adopted from global or regional atmospheric analysis or 
reanalysis products, such as NCEP-UCAR, ECMWF, etc. These datasets are normally produced 
based on the reanalysis of synoptic data collected mostly from inland stations and occasional 
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from satellites and over water buoys measurements. Thus, over water wind field from reanalysis 
products are not as accurate as those for land areas.  
Mariotti et al. (2018) showed that measurements at land-water interfaces underestimate 
wind speed than near the center of the water body (i.e., the BB), as even small strips of land may 
significantly affect wind speed in the surrounding area. Moreover, wind speeds from stations on 
land should be corrected for bed roughness in order to use the wind data for hydrodynamic 
model applications. They suggest that local variability in the boundary layer properties 
contributes to the large spatial variability of the measured estuarine wind fields. Hence, 
corrections based on bed roughness are needed for measurements made at the land-water 
interface; otherwise, offshore measured winds are more appropriate to be adopted for wave and 
current simulations in the shallow marine environments, such as the NGoM, rather than wind 
data recorded at the land-water interface. An effective application of real wind measurements 
would likely increase the accuracy of shallow water numerical models. Mayer et al. (2017) 
compared NCEP-UCAR NARR reanalysis data and real observations and found out that NARR 
winds, derived from assimilating mostly land-based observations, underestimate winds observed 
offshore. 
For the above researches, it is believed that creating an appropriate procedure to use over 
water wind measurements will likely increase the accuracy of shallow water numerical 
simulations.  
 
1.2.2. Wave height underestimation 
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Over near-horizontal tidal flats, wave heights are underestimated by the application of 
default depth-induced breaking simulations (Battjes and Janssen, 1978) under finite-depth wave 
growth condition. To address this problem a new breaker formulation is implemented by van der 
Westhuysen et al. (2012). The model equations used are adopted from van der Westhuysen 
(2009) and the parameters Br (biphase at which all waves are broken), ʋ (fitting parameter for the 
relationship between the fraction of breakers and Br, weakly dependent on the wave steepness) 
and Sloc (average steepness) have been calibrated on the basis of breaker fraction observations of 
Boers (1996). Subsequently the proportionality coefficient B was calibrated (van der 
Westhuysen, 2009). The default model shows less wave growth compared to the measured 
spectra, yielding smaller total variance and a higher peak frequency (van der Westhuysen et al., 
2012). They showed that the underestimation is due to a balance in the model between local 
wind wave growth and depth-induced breaking modeled using Battjes and Janssen (1978) with 
the default value of the breaking parameter; something that was improved by adopting the new 
breaker index. 
 
1.2.3. Wave-current interaction 
Wave-current interaction in an ambient current affects the simulated wave parameters 
through the following mechanisms: 1) wave age effect, and 2) enhanced dissipation due to wave 
steepening in negative current gradients. Omitting current speed changes the real wave age value 
which is important in wind stress over wind seas. Considering the ambient current, this can be 
modified through the application of the following expression (Haus, 2007) 
 
?⃗? +𝐶𝑝⃗⃗ ⃗⃗  
𝑢∗⃗⃗ ⃗⃗  
           (1.1) 
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in which ?⃗?  is the current velocity vector, 𝐶𝑝⃗⃗⃗⃗  is relative (intrinsic) wave phase velocity vector and  
𝑢∗⃗⃗⃗⃗  is the wind friction velocity vector. The other mechanism is the enhanced dissipation due to 
wave steepening in negative current gradients. Negative current gradients occur both for 
accelerating opposing currents and decelerating following currents, both of which result in 
steepening of the waves. Defaults SWAN setting underestimated the wave conditions, even 
though the wave directions are accurate. Part of the reason is the default convergence criteria is 
used, which were rather lenient, resulting in only 15 iterations before run termination. Applying 
80 iterations is more computationally intensive, but the results are now converged (van der 
Westhuysen et al., 2012). 
In a number of cases with strong gradients in opposing, partially blocking current, wave 
heights are significantly over-estimated due to insufficient steepness dissipation of waves on an 
opposing current gradient. The proposed expression by van der Westhuysen (2012) isolates the 
steepening effect of the current gradient on the waves, so that inherently steep young wind sea is 
not overly dissipated. The default model overestimates the observed variance density for the 
opposing current case, even while the modeled and observed wave directions are in agreement 
for the frequency range with significant variance, suggesting that the inaccuracy is not due to 
directional effects. For the following current case the default model overestimates the total 
variance in a case and underestimates it at the low-frequency peak for another case/station. The 
modeled and observed wave directions are again in agreement for the frequency range with 
significant variance, except for one case/station. In almost all the cases the proposed model by 
van der Westhuysen et al. (2012) shows better agreement in general in the Dutch Eastern 
Wadden Sea tidal inlets.  
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1.2.4. Penetration of lower-frequency wind waves 
The energy of lower-frequency wind waves penetrating from deep ocean through tidal 
inlets into the sheltered shallow water areas is usually underestimated. A deltaic environment 
may function as an efficient wave dissipater, and waves which do penetrate through the inlet 
gorge are quickly refracted out of the channels and dissipated over the flats. This issue was 
improved by reducing the bottom friction dissipation relative to that of the default model value in 
the research done by van der Westhuysen et al. (2012). In their study area – Dutch Wadden Sea, 
the default model-data agreement is reasonable over the low frequency range at the outer buoy; it 
is at all inner buoys, the default model strongly under-predicts the variance over this frequency 
range. This occurs while the wind sea range is adequately reproduced, with the exception of just 
one station. The results of the proposed model modification with respect to wave penetration 
show that reducing bottom friction results in an increase in the variance of the low-frequency of 
the spectra comparing with the default model; however, the proposed model results still fall short 
of the measurement values.  
Consequently, another important factor that impacts the lower frequency periods – an 
alternative whitecapping expressions, is investigated to correct the tendency towards under-
estimation of low frequency period in the default SWAN model. It is demonstrated that this 
alternative source term combined with reduced bottom friction yields improved agreement with 
fetch- and depth-limited growth curves, which are both available in estuarine/shallow areas (van 
der Westhuysen et al., 2007). They showed that, in comparison with field observations, the 
improved model corrects the erroneous overestimation of wind-sea energy displayed by the 
default model under combined swell-seas conditions. Peak seas frequency and spectral density 
shows better agreement as well after adopting the new whitecapping solution. 
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As mentioned before, shallow water wave growth and low-frequency wave decay are to 
be paid more attention. Waves propagating in shallow water dissipate energy in a thin, turbulent 
boundary layer near the bottoms (Zijlema et al., 2012). This friction can be estimated with a 
simple quadratic friction law, scaled with an empirical coefficient. Two values of this coefficient 
have been recommended by previous studies (for sandy bottoms); a higher value for waves in a 
storm and a lower value for swell. Using this lower value also improves the estimates of wave 
growth in shallow water and of low-frequency wave decay in a tidal inlet, independent of the 
wind drag (Zijlema, et al., 2012). 
 
1.2.5. Depth-induced wave breaking over complex bathymetries 
Salmon and Holthuijsen (2015) showed that alternative parameterizations (so-called 
BKD parameter in SWAN model version 41.10 and later) for depth-induced wave breaking in 
third-generation spectral wave models perform similarly or better than the default model. In this 
method the breaker index scales with both the bottom slope (β) and the dimensionless depth 
(kd). For simple beach cases, the default model performs reasonably, but for locally or non-
locally generated waves breaking over horizontal or nearly horizontal sea beds, adopting the 




For improving wave estimations in shallow coastal environment and near tidal inlets, the 
following two categories of modifications can be taken into consideration: 1) improving the 
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input wind forcing data, adopting enhancement to the atmospheric reanalysis products based on 
comparisons with field wind measurements, and 2) adopting different physics packages with 
various values for the SWAN model in order to obtain a more realistic estimation of wave 
conditions in comparison with wave measurements in the study area. Adopting these 
enhancements, researchers evaluated SWAN model results with default and modified 
configurations, in accordance with real observations in Dutch Wadden Sea. The default SWAN 
model seems to perform well; however, a negative relative bias was seen for significant wave 
height and peak wave period. Specifically, the data points trend away from the unity line for 
larger values of wave height and period in the scatter diagram comparison of observed and 
modeled data. Both aspects are of concern, since this means that SWAN in its default form 
would already underestimate nearshore wave conditions for the considered large storm events 
(van der Westhuysen et al., 2012).   
For wind enhancement, many researchers have paid considerable attention for evaluating 
wind measurements onshore and offshore. They have also tried to apply real field observations 
for improving model wind field in some cases (Cox et al., 1995; Swail and Cox, 1998; Anderson, 
2001; Hamill, 2004; Wood et al., 2012; Mayer et al., 2017; Clarke and Van Gorder, 2018; 
Mariotti et al., 2018). Their methods vary from simple bias corrections to complicated 
assimilation methods such as objective kinematic analysis. 
In this study, adopting similar approach for modifying wind input data and optimizing 
model configurations may contribute to the improvement of wave modeling at the Barataria Pass. 
Hence, the focus of this study is on examining different wind sources and modifying the input 




The main objective of this research is to simulate wave dynamics in the Barataria Pass. In 
order to evaluate the model performance, the access to field observations is essential. Hence, a 
data collection process was accomplished in the beginning to collect the necessary data both in 
offshore NGoM area and the Barataria Pass for winds and waves in the same time spans. Then 
the model was set up and primary model runs were performed for periods of data availability. 
Primary model results were validated against both deep and shallow water data in order to 
achieve a better understanding of the shortcomings of the obtained model results. At the same 
time, a comprehensive evaluation was performed for atmospheric reanalysis data against field 
observations. Adopting various wind sources, modifying the input wind data, and adopting 
optimum model parameters and configuration, we try to improve model estimations at shallow 
water stations near the Barataria Pass. 
 
1.4. Approach 
The following five steps are designed and completed in this study: 
Step 1 – Data Collection, 
Step 2 – Model Setup, 
Step 3 – Sensitivity Analysis 
Step 4 – Primary Model Calibration/Validation 
Step 5 – Wind Data Evaluation and Modification 
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Step 6 – Improved Model Verification 
A summary of each step is presented hereafter. 
 
Step 1 – Data Collection 
The following data are collected: 
 Atmospheric reanalysis products for input winds from three sources: 1) NCEP-
UCAR – NARR Data Set, 2) ECMWF – Era-Interim Data Set, and 3) ECMWF – 
Era5 Data Set, 
 Open boundary wave data from NOAA – WWIII model, 
 Wind Observational data from NDBC database (mostly for offshore and 
nearshore stations), 
 Wind Observational data from USGS database (mostly for inland, estuarine and 
land-water interface stations), 
 Wave Observational data from NDBC database, 
 Wave Observational data from field survey missions accomplished at LSU (Dr. 
Mariotti’s measurements), 
 
Step 2 – Model Setup 
Model setup was done through the following steps: 
 Applying an available simulation grid and bathymetry (Cui, 2018) 
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 Adopting wind data from ECMWF – Era-Interim / Era5 and NCEP-UCAR – 
NARR databases, 
 Wave data on boundaries from NOAA – WWIII model, 
 SWAN model using all default setting 
 Running the model for the period of interest in which observational data are 
available at Barataria Pass (B-Pass) Station; i.e., from December 1st, 2016 to 
February 28th, 2017 (it is worth noting that the sensitivity analysis, Step3, was 
carried out in another period of time in which observations are only available at 
offshore station, i.e. from April 1st to June 30th, 2010). 
 Conducting model verification against observations taken from NDBC and 
USGS,  
 
Step 3 – Sensitivity Analysis 
The following steps for sensitivity analysis (SA) are taken: 
SA1: Wave generation and whitecapping, 
SA2: Wave breaking parameters, 
SA3: Bottom friction, 
 
Step 4 – Primary Model Calibration and Validation 
In this step, the model was run for the default parameters as well as those parameters that 
showed acceptable performance during the sensitivity analysis phase. The period of simulations 
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is considered December 2016 to February 2017, in which field measurements data are collected 
for the B-Pass Station. The results are compared with observational data and necessary 
modification are applied in the model parameters based on the mentioned comparisons carried 
out. 
 
Step 5 – Wind Data Evaluation and Modification 
In this step, two tasks were completed: 
 Three sources of input wind data over the modeling domain were adopted and 
compared with available observations in the period of December 2016 to 
February 2017. They are NCEP-UCAR – NARR data, ECMWF – Era-Interim 
data, and ECMWF – Era5 data. Statistical parameters (including correlation 
coefficient, root mean square error, mean absolute error, index of agreement, 
relative bias, and scatter index) are presented and investigated in offshore and 
nearshore areas. 
 The three wind data sets are enhanced, adopting the collected real observations. 
Again, statistical parameters are provided and investigated.  
 
Step 6 – Improved Model Validation 
Once the wind evaluation and enhancement processes were completed, the following 
steps were taken: 
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 Wave generation was studied at different offshore and nearshore stations, with a 
focus B-Pass Station for the three original input wind sources, 
 Wave generation was studied at different offshore and nearshore stations, with a 
focus on B-Pass Station, adopting the enhanced wind input data sources, 
 Selected model configurations were adopted to improve enhanced wind induced 
wind generation at B-Pass Station,  
Different versions of the modified model were validated against the whole period of data 
availability in the validation phase. 
 
1.5. Organization of Thesis 
This thesis contains the following described four chapters: 
Chapter 1 includes an introduction and motivations for this research, a literature review, 
the objectives of this study, and the applied approach. 
Chapter 2 addresses the wave modeling system, describing the study area and input data 
sources and introducing the model setup and configuration. 
Chapter 3 discusses the implementation of wave model using SWAN including model 
sensitivity analysis, primary verifications, investigating different wind sources, input data 
modification, and modified model results comparison with observations 
Chapter 4 summarizes all results presented in the previous chapters and presents 
suggestions for future studies. 
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CHAPTER 2. THE WAVE MODELING SYSTEM 
This chapter presents different aspects of the wave modeling system, including study 
area, input data sources, and methods. 
 
2.1. Study Area 
The wave model domain covers most of the Alabama-Mississippi-Louisiana-Texas 
Continental Shelf, which stretches from Mobile Bay in the east to Galveston Bay in the west 
(Figure 2.1). It extends southward to about 27ºN in the deep NGoM and to shallow waters of BB 
in the north. The BB estuarine systems are resolved in the numerical grid using very high spatial 
resolutions (finest horizontal resolution approximately ~7 m inside the BB). 
For this research, our focused study area is the shallow environment of Louisiana Bight 
and the Barataria Pass. This system was formed about 2000 years ago as a result of Mississippi 
River deltaic lobe switching (Rejmanek et al., 1987). The BB is connected to the NGoM through 
a multiple inlet system; from which, the four major inlets are Caminada Pass, Barataria Pass, 
Pass Abel and Quatre Bayou Pass. Among them, Barataria Pass (Figure 2.2) is the main entrance 
to the BB with a maximum depth of ~40 m. Marmer (1948) estimated that ~ 66% of water 
exchange between the BB and Louisiana Bight went through the Barataria Pass. The rest of the 
tidal inlets are shallower with the maximum depth of ~1.5 m. In addition, recent field 






Figure 2. 1. Computational grid and bathymetry for wave modeling of Alabama – Mississippi – 
Louisiana – Texas Continental Shelf, with a focus on Barataria Bay and the Barataria Pass 
 





The water depth in the model domain varies from -2.41 meters (which means 2.41 m 
above the MSL) in wetlands to more than 2700 meters deep offshore. In the estuaries, the areas 
with elevation above mean sea level is included in the numerical mesh that is subject to periodic 
inundation due to water level oscillations. If change in tidal water level is activated in SWAN 
model, it is possible to include these wetlands in simulations during high tide conditions. 
In addition, the following characteristics of the study area are taken into account: 
 The study area encompasses a number of island-like land strips; and the locations 
of interest in water will be affected by surrounding land areas; hence, atmospheric 
reanalysis wind data may not be accurate for a detailed wave generation modeling 
in the study area,  
 BB is a multiple-inlet barrier system; hence, low frequency wave penetration from 
NGoM continental shelf needs more attention, 
 Existence of vast shallow areas in both sides of the Barataria Pass may result in 
underestimation of wave heights due to limited depth wave growth conditions, 
 As nearly-horizontal sea beds exist in the study area, default assumptions for 
wave breaking may provide inaccurate estimations,   
 Existence of currents makes it necessary to include wave-current interaction 
simulations in the whole model simulations, 
 The bathymetry of the bay and the pass is complex, 
The most dominant and important atmospheric phenomena affecting the study area are 
the cold front passage events which normally occur during winter and early spring seasons, and 
the hurricanes in the summer and early fall. The annual wave regime at the Barataria Pass is 
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characterized by relatively small wave action; however, wave parameters increase in the extreme 
events, including hurricanes and cold front passages (Dingler et al., 1993). These two types of 
events contribute to mobilization of large amount of sediments in the study area and this is why 
it is so important to have a realistic estimation of wave environments in the study area. In this 
thesis, we will only focus on cold front passage events. 
 
2.2. Input Data Sources 
In this section, input wind data, input wave data for open boundary conditions, and 
observational wind and wave data are described. 
2.2.1.  Input Wind Data 
Wind stress is a critical driving force for oceanographic processes. It is well known that 
reliable wave estimation relies on accurate wind data. In the absence of direct over-water wind 
measurements, data assimilative meteorological reanalysis product is a reasonable alternative to 
be employed as the input to wave generation models. In order to prepare wind data for the 
simulations, three data sources are adopted to evaluate the most appropriate products in wave 
modeling over the Barataria Pass. They are from NOAA NCEP North American Regional 
Reanalysis (NARR) and European Centre for Medium-Range Weather Forecasts (ECMWF) 
reanalysis. For ECMWF products there are two releases that have been adopted in this study: 1) 
ERA-Interim, and 2) ERA5. 
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 NARR: the spatial resolution of this data set is 32 km (approximately 0.3 deg.) 
and the temporal resolution is 3 hours. Data downloaded from 
https://rda.ucar.edu/. 
 ECMWF ERA-Interim: the spatial resolution of this data set is 0.75 deg. 
(approximately 75 km) and the temporal resolution is 6 hours. Data downloaded 
from https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era-interim. 
 ECMWF ERA5: the spatial resolution of this hourly data set is 0.25 deg. 
(approximately 25 km). Data downloaded form 
https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5. 
During the computation SWAN obtains input wind data by tri-linear interpolation from the given 
input grid and time window to model grid and simulation time step (∆t = 1 min). For converting 
10-m wind velocity to wind stress SWAN follows HWANG wind drag formulation according to 
Hwang (2011).  
2.2.2. Input Wave Data for Open Boundary Conditions 
The waves generated in the southern part of the GoM together with the waves coming 
into the GoM from the Caribbeans and the Atlantic Ocean significantly contribute to the wave 
environment over the NGoM. Hence, the real spectral wave conditions at our numerical model 
open boundaries are constructed from outputs of the global operational wave model using the 
integral wave characteristics (including wave height, wave period and mean wave direction). 
This is a function built-in in the SWAN code. Here, the mentioned parameters along the three 
open boundaries (over the southern, eastern and western boundaries of the model, Figure 2.1) are 
adopted from WAVEWATCH III (WWIII) data set (http://polar.ncep.noaa.gov/waves/). The 
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open boundary condition data are assigned at 13, 10, and 8 locations for the southern, eastern and 
western boundaries, respectively. The temporal resolution of the data is 3 hours. All the adjacent 
two points are checked not to include any sharp gradient in the introduced wave parameters for 
all the time steps of the simulation period. The SWAN model interpolates the data linearly to 
every grid point in the open boundary (Figure 2.1) and over the time domain for 1 min 
simulation time steps. 
2.2.3. Observational Wind and Wave Data 
Wind and wave observations from 16 deep water buoys are obtained from the National 
Data Buoy Center (NDBC) website. The data are employed to investigate the accuracy of the 
reanalysis wind field and to validate the simulated wave parameters, extracted from SWAN 
model results. Additional data were obtained from USGS database for 6 inland and estuarine 
stations, as well as one station from WAVCIS (Wave Current Surge Information System, 
www.wavcis.lsu.edu – operated by the Coastal Studies Institute at Louisiana State University) 
for CSI09 Station (this station is also a NDBC station). The station locations are shown in Figure 





Figure 2.3. Wind and wave observational stations adopted in this study. Green dots represent 
NDBC stations and red ones stand for USGS stations. The pink line shows the computational 





Table 2.1. Details of Stations in which wind and wave observational data are available for the 




Full Station Name / Location Source 
Adopted Data 
Type (Anemometer 






LLNR 1465 - Mid Gulf - 180 nm South 
of Southwest Pass, LA 
NDBC 
Wind (3.6 m) 
-89.650 25.961 
2 42002 
LLNR 1470 - West Gulf - 207 NM East 
of Brownsville, TX 
NDBC 
Wind (3.8 m) 
-93.758 26.091 
3 42003 
LLNR 1460 - East Gulf - 208 NM West 
of Naples, FL 
NDBC 
Wind (3.8 m) 
-85.615 25.925 
4 42012 
LLNR 138 – Orange Beach - 44 NM SE 
of Mobile, AL 
NDBC 
Wind (3.8 m) 
-87.551 30.064 
5 42035 
Galveston,TX - 22 NM East of 
Galveston, TX 
NDBC 
Wind (3.8 m) / 
Wave (16.2 m) 
-94.413 29.232 
6 42040 
Luke Offshore Test Platform – 63 NM 
South of Dauphin Island, AL 
NDBC 
Wind (3.8 m) / 
Wave (183 m) 
-88.226 29.208 
7 42369 Mad Dog Spar - Green Canyon 782 NDBC 
Wind (60.4 m) / 
Wave (1371.9 m) 
-90.283 27.207 
8 42887 
Thunder Horse Semisub - Mississippi 
Canyon 778 
NDBC 
Wind (48.2 m) / 
Wave (1843.4 m) 
-88.496 28.191 
9 BURL1 Southwest Pass, LA NDBC Wind (38 m) -89.428 28.905 
10 GISL1 8761724 - Grand Isle, LA NDBC Wind (6.6 m) -89.957 29.263 
11 LOPL1 Louisiana Offshore Oil Port, LA NDBC Wind (57.9 m) -90.025 28.885 
12 42361 Auger - Garden Banks 426 NDBC Wind (122 m) -92.49 27.55 
13 GTOT2 8771450 - Galveston Pier 21, TX NDBC Wind () -94.792 29.311 
14 42047 GERG Flower Gardens Buoy V NDBC Wind (4 m) -93.597 27.897 
15 42362 Brutus TLP - Green Canyon 158 NDBC Wind (122 m) -90.648 27.795 
16 CSI09 GRBL1 - Grand Isle Blocks, LA / CSI09 
NDBC 
/WAVCIS 
Wind (10 m) / 






Data collected by Dr. G. Mariotti of LSU LSU 
 
Wave (2.38 m**) -89.946675 29.272846 
18 NBayG 












07381349 Caillou Lake (Sister Lake) SW 






















*: Depth adopted from model bathymetry data – **: Depth adopted from model mean observational level. 
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The data from the listed stations are processed for detecting missing data, adjusting 
measured wind height and interpolating the data on the whole hours. For the missing data, if the 
gap is in the order of one to three time steps, the data is linearly interpolated from available data 
on both sides; otherwise, the missed period was excluded from the evaluation process. Both wind 
and wave data are interpolated in time to the whole hours for comparisons. Moreover, the wind 
data are adjusted for the height of wind sensor, as will be described in Section 3.2.1. 
 
2.3. Methods 
2.3.1. SWAN Wave Model 
The third-generation spectral wave model SWAN was employed in the present study to 
simulate wave generation and propagation over the physical model domain. SWAN which stands 
for Simulating WAves Nearshore is an open-source model to simulate nearshore water wave 
generation and transformation, developed by Delft University of Technology. SWAN wave 
model employs third order implicit schemes to solve the Eulerian form of Wave Action Equation 
(Equation 2.1) in (σ, θ) spectral domain for non-stationary simulations. For flux approximations, 







        Eq. 2.1 
Starting from Version 40.72, SWAN mode provides the opportunity to solve the wave 
action equation on an unstructured triangular simulation grid. The version 41.10 of SWAN wave 
model is employed throughout this study. This model has several options for considering wave 
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generation and whitecapping, wave breaking formulations, bottom friction, numerical solution 
schemes. This makes an appropriate platform to compare the performance of the model using 
different formulations/configurations.  
 
2.3.2. Wave Model Set-up 
Simulation Grid and Bathymetry Data 
An unstructured triangular grid was developed for the whole study area using SMS 
ver10.0. The resolution of the computational grid is designed in a manner that the complex 
bathymetry of shallow water areas over the Louisiana Bight and BB can be captured in details. 
The original simulation grid was developed by Cui (2018) and was reproduced and slightly 
modified in this study to make it appropriate for SWAN model simulations. The modifications 
were mostly related to changing the angles of few cells to make them close to the SWAN grid 
limitations and merging few very small elements in areas far from the area of interest. The final 
adopted grid for the NGoM is depicted in Figure 2.1. This grid consists of 146,266 nodes and 
283,721 cells with minimum and maximum grid sizes of 0.00007 deg. (~7 m) and 0.07468 deg. 
(~7.5 km), respectively. The finest grid resolution is related to shallow estuarine regions inside 
the channels, and it gradually enlarges to largest grid resolution near the open boundary over the 
continental shelf. 
Data and Simulation Period 
In order to prepare wind data for calculating waves in the simulation domain, 
atmospheric reanalysis wind data are adopted from NARR and ECMWF databases. The 
simulation period for sensitivity analysis (Chapter 1, Section 1.4) is from April 8th to May 8th, 
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2010. However, the main modeling period is between December 1st, 2016 and February 28th, 
2017. The input wind is introduced to the model on structured grids of original data spatial 
resolution and linearly interpolated to triangular grid using SWAN internal interpolation 
subroutines. 
Open Boundary Condition 
The model open boundaries consist of three straight lines, one offshore boundary in the 
south and two lateral boundaries to the west and east of the model domain. Open boundary 
conditions for these boundaries were obtained from NOAA – WaveWatch III Model 
(http://polar.ncep.noaa.gov/waves/). 3-hourly data for significant wave height, peak wave period, 
mean wave direction and directional spreading were prescribed at the model open boundaries 
through the standard SWAN TPAR files at 31 boundary grids along the mentioned three lines 
(13, 10, and 8 points for the southern, eastern and western boundaries, respectively). 
 
2.3.3. Sensitivity analysis 
The effects of changes in model parameters in wave simulation results are to be 
considered in this section. A realistic understanding of the sensitivity result will help with 
defining the optimum model configuration. The following items are considered for sensitivity 
analysis (SA): wave generation and whitecapping, wave breaking parameters, and bottom 
friction. Considering the time consuming process of model runs, the simulation period is 
considered to be in the period of April 8th to May 8th, 2010 (31 days). This period of time 
covers most of the period with high waves in the pre-selected three-month period. The detailsof 
SA cases are as follows: 
37 
 
• SA1: Wave Generation and whitecapping: 
• GEN3 JANSSEN [cds1]: With two different values for the rate of white-
capping dissipation, 
Default value: cds1=4.5   Alternative value: cds1=2.6 
• GEN3 KOMEN [cds2]: With two different values for the rate of white-
capping dissipation, 
Default value: cds2=2.36E-5 Alternative value: cds2=4.1E-5 
• GEN3 WESTHUYSEN: Adopting nonlinear saturation-based white-
capping (van der Westhuysen et al., 2012), 
Default values: B=0.96, Br= -1.396, ʋ= 500, Sloc= 0.038 
 
• SA2: Wave breaking parameters: 
• BREAKING CON [alpha] [gamma]: With six different combinations of 
two values for rate of dissipation ([alpha]) and three values for breaker 
index (H/d – [gamma]), 
Default values: alpha=1.0, gamma=0.73 
Alternative Values: alpha=0.8, gamma=0.42 and 0.79 
BREAKING BKD [alpha] [gamma0]: (breaker index scales with both the 
bottom slope and the dimensionless depth) With the combination of default 
values for rate of dissipation ([alpha]) and breaker index (H/d – [gamma0]), 
Default values: alpha=1.0, gamma=0.54 
 
• SA3: Bottom Friction: 
• FRICTION JONSWAP CON [cfjon]: With two different values for the 
relevant friction coefficient,  
The default option is JONSWAP with a constant friction coefficient of 0.038 
m2s-3 for typical sandy bottoms. For smoother seafloors, like the Gulf of 
Mexico, a lower value of 0.019 m2s-3 is advised (SWAN manual P.63).  
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• FRICTION COLLINS [cfw]: With two different values for the relevant 
friction coefficient,  
Default Value: cfw=0.015  Alternative value: cfw=0.013 
• FRICTION MADSEN [kn]: With two different values for the relevant 
friction coefficient,  
Default Value: kn=0.05  Alternative value: kn=0.03 
 
A total number of 16 different configurations, as listed in Table 2.2, were used to 
evaluate the sensitivity of BB SWAN model to different model parameters. The parameters for 
which the model sensitivity has been assessed are related to wave generation and whitecapping, 
bed friction, and wave breaking phenomena. The model was run for 31 days for each case from 
April 8th to May 8th, 2010. First, the model performance is evaluated against observational wave 
data at three offshore stations in which observational data is available; i.e. Stations #42035, 
#42040, and #42887. The statistical parameters are presented in Table 2.3. Time series of wave 
simulations at the three mentioned stations are presented in Appendix A. As it is observed from 
the data presented in Table 2.3, the model performance at all the three investigated stations is 
reasonable, as for all the cases CC parameter is around 0.8 or more, RMSE is less than 0.5 m and 
SI is in the order of 0.2 and 0.3.  
Getting assured regarding the general model performance in the offshore area, the ratio of 
maximum difference between significant wave height of each run to the relevant significant 
wave height in the default run was calculated (default run or Run Case #1853-03, is a run case in 
which default values are adopted for all the model configuration elements), as well as the 
temporal average ratio of significant wave height for each case to the relevant value for the 
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default run, as encapsulated in Table 2.4. These parameters are called Rmax and Rave, 
respectively. The cells are colored in blue for R>1 and in green for R<1.  
These comparisons are carried out for B-Pass Station. From these results, one may find 
out the impact of any changes in model configuration on the significant wave height variations at 
B-Pass Station, as will be paid more attention in Section 3.1.. 
Table 2. 2. Sensitivity analysis run specifications (simulations from April 8th to May 8th, 2010). 
 
 
Case # Wind Author Parameter Value Method alpha Gamma Author Parameter Value
1853-01 NARR JANSSEN cds1 4.5 CON 1.0 0.73 JONSWAP cfjon 0.038
1853-02 NARR JANSSEN cds1 2.6 CON 1.0 0.73 JONSWAP cfjon 0.038
1853-03 NARR KOMEN cds2 2.36E-05 CON 1.0 0.73 JONSWAP cfjon 0.038
1853-04 NARR KOMEN cds2 4.10E-05 CON 1.0 0.73 JONSWAP cfjon 0.038
1853-05 NARR WESTH Default Default CON 1.0 0.73 JONSWAP cfjon 0.038
1853-06 NARR JANSSEN cds1 4.5 CON 1.0 0.42 JONSWAP cfjon 0.038
1853-07 NARR JANSSEN cds1 4.5 CON 1.0 0.79 JONSWAP cfjon 0.038
1853-08 NARR JANSSEN cds1 4.5 CON 0.8 0.73 JONSWAP cfjon 0.038
1853-09 NARR JANSSEN cds1 4.5 CON 0.8 0.42 JONSWAP cfjon 0.038
1853-10 NARR JANSSEN cds1 4.5 CON 0.8 0.79 JONSWAP cfjon 0.038
1853-11 NARR JANSSEN cds1 4.5 BKD 1.0 0.54 JONSWAP cfjon 0.038
1853-12 NARR JANSSEN cds1 4.5 CON 1.0 0.73 JONSWAP cfjon 0.019
1853-13 NARR JANSSEN cds1 4.5 CON 1.0 0.73 COLLINS cfw 0.015
1853-14 NARR JANSSEN cds1 4.5 CON 1.0 0.73 COLLINS cfw 0.013
1853-15 NARR JANSSEN cds1 4.5 CON 1.0 0.73 MADSEN kn 0.05




Table 2. 3. Statistical parameters for the model results related to the 16 sensitivity analysis run 
cases at Stations #42035, #42040, and #42887 (simulations from April 8th to May 8th, 2010). 
 
 




Case # CC RMSE IA MAE RBias SI CC RMSE IA MAE RBias SI CC RMSE IA MAE RBias SI
1853-01 0.881 0.230 0.895 0.172 -0.150 0.202 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.852 0.340 -0.191 0.315
1853-02 0.894 0.183 0.938 0.129 -0.063 0.190 0.816 0.377 0.897 0.282 -0.036 0.346 0.806 0.425 0.883 0.316 -0.119 0.315
1853-03 0.884 0.239 0.882 0.182 -0.166 0.202 0.812 0.391 0.881 0.290 -0.101 0.345 0.809 0.451 0.860 0.337 -0.192 0.301
1853-04 0.867 0.301 0.810 0.240 -0.241 0.224 0.801 0.420 0.857 0.310 -0.153 0.355 0.795 0.503 0.822 0.382 -0.251 0.309
1853-05 0.853 0.301 0.812 0.243 -0.239 0.228 0.800 0.413 0.866 0.303 -0.136 0.355 0.792 0.497 0.832 0.375 -0.239 0.312
1853-06 0.881 0.230 0.895 0.172 -0.150 0.202 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.852 0.340 -0.191 0.315
1853-07 0.881 0.230 0.895 0.172 -0.150 0.202 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.852 0.340 -0.191 0.315
1853-08 0.881 0.230 0.895 0.172 -0.150 0.202 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.852 0.340 -0.191 0.315
1853-09 0.881 0.230 0.895 0.172 -0.150 0.202 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.853 0.340 -0.191 0.315
1853-10 0.881 0.230 0.895 0.172 -0.150 0.202 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.852 0.340 -0.191 0.315
1853-11 0.881 0.230 0.895 0.172 -0.150 0.202 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.852 0.340 -0.191 0.315
1853-12 0.860 0.213 0.913 0.159 -0.087 0.217 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.853 0.340 -0.190 0.315
1853-13 0.854 0.210 0.913 0.158 -0.066 0.221 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.853 0.340 -0.190 0.315
1853-14 0.851 0.211 0.913 0.160 -0.059 0.224 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.853 0.340 -0.190 0.315
1853-15 0.874 0.309 0.802 0.247 -0.255 0.222 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.852 0.340 -0.191 0.315
1853-16 0.885 0.271 0.848 0.212 -0.212 0.208 0.809 0.393 0.881 0.290 -0.100 0.348 0.792 0.465 0.852 0.340 -0.191 0.315
Station #42035 Station #42040 Station #42887
Case # Rmax Rave Rmax Rave Rmax Rave Rmax Rave
1853-01 0.8115 1.0193 1.0480 0.9998 1.1117 1.0178 1.0693 1.0126
1853-02 1.1859 1.1244 1.1467 1.0698 1.2000 1.1164 1.1744 1.1143
1853-03 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1853-04 0.8908 0.9101 0.9099 0.9424 0.8936 0.9201 0.9030 0.9168
1853-05 0.9032 0.9132 0.8632 0.9612 0.7814 0.9364 0.8497 0.9164
1853-06 0.8103 1.0192 1.0478 0.9998 0.7762 0.9404 1.0685 1.0118
1853-07 0.8095 1.0193 1.0478 0.9998 1.1301 1.0227 1.0692 1.0127
1853-08 0.8095 1.0193 1.0477 0.9998 1.1119 1.0189 1.0694 1.0126
1853-09 0.8099 1.0192 1.0480 0.9997 0.7916 0.9442 1.0684 1.0119
1853-10 0.8096 1.0193 1.0479 0.9998 1.1359 1.0235 1.0693 1.0127
1853-11 0.8098 1.0193 1.0479 0.9998 1.0966 0.9958 1.0689 1.0124
1853-12 1.1960 1.0952 1.0479 0.9998 1.1732 1.1026 1.0824 1.0250
1853-13 1.1590 1.1205 1.0479 0.9999 1.1386 1.0882 1.0840 1.0280
1853-14 1.1708 1.1288 1.0478 0.9999 1.1207 1.1017 1.0849 1.0293
1853-15 0.6340 0.8935 1.0478 0.9998 0.4745 0.8075 0.8325 0.9817
1853-16 0.7688 0.9455 1.0479 0.9998 0.6245 0.8666 1.0710 0.9964
Station CSI09Station #42035 Station #42040 Station B-Pass
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CHAPTER 3. MODEL RESULTS AND DISCUSSION  
Details of the SWAN wave model setup were described in the previous chapter. 
Contributing parameters in wave generation and transformation in the study area will be studied 
in this chapter. It is well known that the accuracy of the wind forcing determines the accuracy of 
the wave simulation. Thus, wind quality is assessed first and possible ways to improve wind 
input data to the SWAN model are proposed. The focus of model result validation is over the 
relatively shallow shelf in front of the Baratarian Pass, while the model performance in the 
offshore NGoM area are investigated as well. The investigations in this chapter can be classified 
in two major categories: 
1) Wind data evaluation and improvement: 
a. Evaluation of the three wind reanalysis products against the available real 
field observations, 
b. Improving the input wind data based on combination of reanalysis wind field 
and observational data, 
2) Wave model performance evaluation: 
a. Wave model validation, 
b. Evaluations of wave simulation using the three original reanalysis wind 
sources, 
c. Evaluations of wave simulation using the three wind data sources that 
combines reanalysis wind and observational data, 
d. Optimizing model parameters and configuration, 
e. Adopting modified input wind data to improve the wave model accuracy in 
wave condition estimations. 
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Wind related investigations are presented in Sections 3.2 and 3.3, and wave model 
validations are discussed in Sections 3.1, and 3.4. 
 
3.1. Primary Comparison between Model Simulations and Observations 
 
3.1.1. Model configurations 
For the default model run case (#1854-03), the following model configurations are 
adopted.  
 Time period of interest: 12/01/2016 to 02/28/2017 
 Start up: Cold start 
 Warmup time:  NA 
 Simulation time 12/01/2016 to 02/28/2017 
 Forcing Surface wind forcing from NARR/ECMWF database 
 Boundary type: Open (NOAA-WWIII) 
 Simulation grid type and resolution: Irregular Un-structured mesh –  ~ 7E-5 to 
7E-2 deg. (~ 7 m to 7.5 km) 
 SWAN generation mode: 3rd Generation – exponential growth, KOMEN, 
cds2 = 2.36E-05 
 Bed Friction: JONSWAP CON, cfjon = 0.038 
 Considered Phenomena: Triad wave-wave interactions, Quad,  
 Breaking (SWAN Default – CON, Alpha=1.0, Gamma=0.73) 
 Numerical Scheme BSBT 
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 Model time step: 1 min 
 Output time step: 60 min 
The above mentioned configuration and parameters are adopted for all the run cases 
described in this study, unless something else stated explicitly. 
 
3.1.2. Model calibration 
The SWAN model was run for different model configurations, including the model 
default run case (#1854-03), described in Section 3.1.1. The list of run cases are presented in 
Table 3.1. Sample model results for the default run case are presented in Figures 3.1 and 3.2. The 
figures compare model results against real field observations at the observational stations shown 
in Figure 2.3 and listed in Table 2.1. 
 
Table 3.1. Run case details for the primary model validation step.  
 
 
The whitecapping parameter values for wave generation methods (i.e. KOMEN and 
JANSSEN) are selected according to the maximum and minimum values suggested by various 
researchers (SWAN, 2017) for Run Cases #1854-01 – 1854-04. For Westhuysen method, all 
Case # Wind Method Parameter Value Method alpha Gamma Method Parameter Value
1854-01 ECMWF JANSSEN cds1 4.5 CON 1.0 0.73 JONSWAP cfjon 0.038
1854-02 ECMWF JANSSEN cds1 2.6 CON 1.0 0.73 JONSWAP cfjon 0.038
1854-03 ECMWF KOMEN cds2 2.36E-05 CON 1.0 0.73 JONSWAP cfjon 0.038
1854-04 ECMWF KOMEN cds2 4.10E-05 CON 1.0 0.73 JONSWAP cfjon 0.038
1854-05 ECMWF WESTH Default Default CON 1.0 0.73 JONSWAP cfjon 0.038
1854-06 ECMWF KOMEN cds2 2.36E-05 CON 1.0 0.42 JONSWAP cfjon 0.038
1854-11 ECMWF KOMEN cds2 2.36E-05 BKD 1.0 0.54 JONSWAP cfjon 0.038
1854-12 ECMWF KOMEN cds2 2.36E-05 CON 1.0 0.73 JONSWAP cfjon 0.019




default parameters are adopted (#1854-05). Regarding breaking 𝛾 parameter, the default value is 
about the maximum value suggested in the manual; hence a minimum value is adopted here for 
Run Case #1854-06, while BKD method with default values are adopted in Run Case # 1854-11. 
For friction parameter, a minimum value of 0.019, suggested for GoM (SWAN, 2017) is adopted 
in Run Case #12 and MADSEN method for applying bed friction is adopted for Run Case #15. 
Coefficient kn is adopted from the sensitivity run case (see Chapter 2) that has provided larger 
waves at B-Pass Station.  
 
 
Figure 3.1. #1854-03 Model results for default configuration, comparing with field observations 




Figure 3.2. #1854-03 Model results for default configuration, comparing with field observations 
at Station B-Pass – It is worth nothing that the observations shown in the figure is the range that 
adopted for statistical evaluations. 
 
The obtained results for the default run case (#1854-03) are reasonable, but two 
shortcoming can be observed at B-Pass Station, which is representative for wave simulation in 
shallow environments: 
1) Overestimations during calm conditions (e.g., from 12/19 to 12/30 or from 
01/05 to 01/08), and  
2) Underestimations during storm events (e.g., 12/31, 01/22, 02/15, and 02/20). 
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The focus of this chapter from now on will be on mitigating these two shortcomings and 
increasing the wave estimation accuracies at nearshore stations, mainly B-Pass and CSI09 to 
some extent. The model performance is evaluated by using the following statistical parameters: 
 Correlation Coefficient – CC (varies between -1.0 and 1.0 and higher values are 
favorable): 
         𝐶𝐶 =
∑ (𝑋𝑚𝑖−𝑋𝑚𝑖̅̅ ̅̅ ̅̅ )
𝑁
𝑖=1 (𝑋𝑜𝑖−𝑋𝑜𝑖̅̅ ̅̅ ̅)
√∑ (𝑋𝑚𝑖−𝑋𝑚𝑖̅̅ ̅̅ ̅̅ )
2𝑁
𝑖=1 ∑ (𝑋𝑜𝑖−𝑋𝑜𝑖̅̅ ̅̅ ̅)
2𝑁
𝑖=1
      Eq. 3.1 
 Root Mean Square Error – RMSE (lower values are favorable): 
      𝑅𝑀𝑆𝐸 = √
1
𝑁
∑ (𝑋𝑚𝑖 − 𝑋𝑜𝑖)2
𝑁
𝑖=1       Eq. 3.2 
 Index of Agreement – IA (Willmott (1981), varies between 0 and 1 and higher 
values are favorable): 




∑ (|𝑋𝑚𝑖−𝑋𝑜𝑖̅̅ ̅̅ ̅|+|𝑋𝑜𝑖−𝑋𝑜𝑖̅̅ ̅̅ ̅|)
2𝑁
𝑖=1
      Eq. 3.3 
 Mean Absolute Error – MAE (lower values are favorable): 
      𝑀𝐴𝐸 = 𝑛−1 ∑ |𝑋𝑚𝑖 − 𝑋𝑜𝑖|
𝑁
𝑖=1        Eq. 3.4 
 Relative Bias – RBias (lower values are favorable): 







       Eq. 3.5 
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 Scatter Index – SI: There are two formulations for Scatter Index; the first one is 
RMSE over averaged observation, while the second one is standard deviation over 
averaged observation. The second expression (Eq. 3.6) is used in this research. 
Lower values are favorable. 






∑ (𝑋𝑚𝑖 − 𝑋𝑜𝑖 − (𝑋𝑚̅̅ ̅̅ − 𝑋𝑜̅̅ ̅))
2𝑁
𝑖=1  𝑋𝑜̅̅ ̅⁄   Eq. 3.6 
 Vector Correlation Coefficient – VCC: There are two methods used here for 
calculating vector correlation coefficient: 1) Crosby method (Crosby et al. (1993), 
varies between 0.0 and 2.0, higher values are favorable), and 2) Kundu method 
(Kundu (1975), varies between 0.0 and 1.0, higher values are favorable). 
The runs described in Table 3.1 are designed to find the optimum model parameter 
values. These runs are selected based on sensitivity analysis performed in Chapter 2. The 
selected ones are expected to improve at least one of the shortcomings mentioned above. The 
model results at the stations with observational data availability are presented in Appendix B. 






Table 3.2. Model results statistical parameters for run case tabulated in Table 3.1 at Station 
#42035, for the period of December 14th, 2016 to February 28th, 2017. 
 
Table 3.3. Model results statistical parameters for run case tabulated in Table 3.1 at Station 
#42040, for the period of December 14th, 2016 to February 28th, 2017. 
 
 
Table 3.4. Model results statistical parameters for run case tabulated in Table 3.1 at Station 
#42887, for the period of December 14th, 2016 to February 28th, 2017. 
.   
Run ID CC RMSE IA MAE RBias SI
1854-01 0.808 0.286 0.835 0.210 -0.161 0.247
1854-02 0.815 0.248 0.880 0.180 -0.085 0.241
1854-03 0.827 0.276 0.849 0.203 -0.161 0.236
1854-04 0.888 0.272 0.856 0.211 -0.193 0.203
1854-05 0.819 0.333 0.791 0.256 -0.244 0.243
1854-06 0.893 0.209 0.917 0.159 -0.104 0.190
1854-11 0.894 0.209 0.918 0.159 -0.103 0.189
1854-12 0.900 0.186 0.936 0.143 -0.059 0.183
1854-15 0.858 0.278 0.844 0.209 -0.182 0.223
Station: #42035
Run ID CC RMSE IA MAE RBias SI
1854-01 0.820 0.414 0.833 0.301 -0.170 0.287
1854-02 0.838 0.368 0.874 0.268 -0.123 0.269
1854-03 0.828 0.399 0.851 0.289 -0.161 0.278
1854-04 0.858 0.396 0.851 0.298 -0.179 0.263
1854-05 0.817 0.433 0.826 0.319 -0.199 0.286
1854-06 0.875 0.331 0.901 0.249 -0.112 0.241
1854-11 0.875 0.330 0.901 0.249 -0.112 0.241
1854-12 0.875 0.330 0.902 0.249 -0.112 0.241
1854-15 0.875 0.331 0.901 0.249 -0.112 0.241
Station: #42040
Run ID CC RMSE IA MAE RBias SI
1854-01 0.912 0.565 0.845 0.396 -0.238 0.282
1854-02 0.921 0.478 0.895 0.332 -0.185 0.252
1854-03 0.916 0.549 0.859 0.397 -0.237 0.269
1854-04 0.924 0.590 0.834 0.436 -0.270 0.275
1854-05 0.900 0.623 0.818 0.458 -0.283 0.292
1854-06 0.935 0.477 0.896 0.347 -0.201 0.238
1854-11 0.935 0.476 0.897 0.347 -0.201 0.238
1854-12 0.935 0.476 0.897 0.346 -0.201 0.237




Table 3.5. Model results statistical parameters for run case tabulated in Table 3.1 at Station 
#42369, for the period of December 14th, 2016 to February 28th, 2017. 
 
Table 3.6. Model results statistical parameters for run case tabulated in Table 3.1 at B-Pass 
Station, for the period of December 14th, 2016 to February 28th, 2017. 
 
 
Table 3.7. Model results statistical parameters for run case tabulated in Table 3.1 at CSI09 
Station, for the period of December 14th, 2016 to February 28th, 2017. 
 
 
Run ID CC RMSE IA MAE RBias SI
1854-01 0.930 0.534 0.876 0.394 -0.228 0.237
1854-02 0.928 0.449 0.918 0.329 -0.173 0.215
1854-03 0.929 0.525 0.883 0.398 -0.226 0.231
1854-04 0.931 0.611 0.836 0.468 -0.279 0.253
1854-05 0.924 0.602 0.843 0.461 -0.272 0.252
1854-06 0.936 0.498 0.895 0.373 -0.212 0.221
1854-11 0.936 0.498 0.895 0.373 -0.212 0.221
1854-12 0.936 0.497 0.896 0.373 -0.212 0.221
1854-15 0.937 0.499 0.895 0.374 -0.213 0.222
Station: #42369
Run ID CC RMSE IA MAE RBias SI
1854-01 0.655 0.126 0.713 0.100 0.509 0.555
1854-02 0.659 0.135 0.698 0.109 0.581 0.564
1854-03 0.649 0.115 0.720 0.093 0.443 0.529
1854-04 0.688 0.091 0.774 0.072 0.242 0.488
1854-05 0.631 0.111 0.734 0.087 0.372 0.551
1854-06 0.663 0.098 0.738 0.080 0.306 0.503
1854-11 0.680 0.102 0.749 0.083 0.359 0.497
1854-12 0.698 0.114 0.734 0.094 0.472 0.490
1854-15 0.640 0.090 0.747 0.070 0.149 0.516
Station: #BPass
Run ID CC RMSE IA MAE RBias SI
1854-01 0.765 0.350 0.707 0.294 0.478 0.342
1854-02 0.779 0.416 0.661 0.358 0.593 0.370
1854-03 0.761 0.376 0.687 0.316 0.519 0.361
1854-04 0.793 0.290 0.761 0.242 0.386 0.299
1854-05 0.737 0.319 0.730 0.256 0.401 0.356
1854-06 0.806 0.370 0.699 0.320 0.529 0.326
1854-11 0.807 0.371 0.699 0.321 0.531 0.327
1854-12 0.814 0.381 0.694 0.331 0.549 0.330




The following conclusions can be derived from the results: 
 Adopting JANSSEN wave generation mode improves the high wave estimations 
(see Figures B.33 – B.34); however, the waves during the low wave conditions 
are more overestimated. Janssen wave generation method is reported to present 
appropriate results in areas which are mostly dominated with wind-generated 
waves (e.g. Allahdadi et al., 2019 – Case Study of the East Coast). As our study 
area is dominated by wind waves, Janssen generation mode for whitecapping has 
presented better results for estimation of high wave conditions.  
 Smaller friction coefficient and adopting BKD breaking scheme seems not 
effective for improving wave height underestimation (see Figures B.37 and B.39), 
 Adopting MADSEN friction parameter seems to be efficient for improving the 
wave overestimations during periods of low wave condition (see Figure B.40). 
 It seems that no scheme can improve both high wave and low wave conditions 
simultaneously. 
 
3.2. Investigating Different Wind Sources 
3.2.1. Evaluation of wind data sources 
Another possible reason for overestimations during calm conditions and underestimations 
during storm events is due to inaccuracy in wind forcing. The primary runs in Section 3.1 were 
performed using ECMWF ERA-Interim data as the input wind field to force the SWAN model. 
However, there are other wind data sources that may improve resultant wave simulations. Three 
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wind reanalysis data sources were employed in this study: 1) NARR dataset, 2) ECMWF ERA-
Interim dataset, and 3) ECMWF ERA5 dataset. First, the quality of wind input data from these 
sources was evaluated against available observations at more than a dozen stations. The list of 
stations adapted for the evaluation procedure are presented in Table 2.1. The observational data 
were pre-processed before conducting the comparisons with the reanalysis wind products. For 
example, adjustment are made to all observational wind data to a nominal height of 10 meters 
above ocean surface or land surface, all times are shifted to the Coordinated Universal Time 
(UTC), and the data was linearly interpolated on the whole hours for ease of comparison. The 
method used by NDBC to adjust wind speeds to a standard reference level is described by Liu et 
al. (1979) and a simpler method is described by Hsu et al. (1994). Similar method was adopted 
here to adjust wind speed to the standard reference level, i.e. 10 m above the sea level: 
 𝑢2 = 𝑢1(𝑍2 𝑍1⁄ )
𝑃   ,   P=0.11       Eq. 3.7 
where u1 and u2 are the wind velocity at Z1 and Z2 elevations. For USGS stations, the wind sensor 
height is not listed on their website and we assumed they were at 10 m above the mean sea level. 
Comparative results for one offshore and one nearshore station are presented in Figures 3.3 and 










Figure 3.4. Comparative results for wind data evaluation at NDBC Station BURL1 
 
The statistical parameters for the wind evaluations of the three wind sources are 
encapsulated in Tables 3.8 to 3.10. General assessment of the statistical parameters shows that 
ECMWF ERA5 dataset has the best agreement with the real wind conditions at all the stations. 
Moreover, the statistical parameters are generally improved once the stations move offshore. 
Figures 3.5 to 3.12 shows the variations of each statistical parameter with respect to the distance 
from the coastline. Negative values of distance are related to the estuarine stations that are 
actually located in inland water bodies.  
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Table 3.8. Statistical parameters comparing NARR reanalysis data with observations. 
 
 




No. Station Name VCC (Crosby) VCC (Kundu) CC RMSE IA MAE RBias SI
1 42035 1.70 0.85 0.78 2.13 0.86 1.59 -0.09 0.31
2 42040 1.67 0.86 0.81 2.38 0.87 1.81 -0.16 0.30
3 42369 0.70 2.63 0.79 2.07 0.24 0.38
4 42887
5 BURL1 1.66 0.83 0.78 1.92 0.88 1.46 -0.08 0.29
6 GISL1 1.59 0.79 0.69 1.92 0.81 1.51 0.04 0.44
7 LOPL1 1.63 0.81 0.77 1.77 0.87 1.36 0.05 0.31
8 42361 1.63 0.82 0.75 2.25 0.86 1.71 -0.05 0.30
9 GTOT2
10 42047 1.60 0.80 0.71 2.72 0.79 2.09 -0.18 0.28
11 42362 1.52 0.78 0.75 2.21 0.86 1.74 0.06 0.35
12 CSI09 1.67 0.83 0.79 2.37 0.84 1.82 -0.17 0.30
13 NBayG 1.60 0.79 0.76 3.01 0.70 2.39 -0.35 0.34
14 HNCnl 1.21 0.61 0.51 2.81 0.62 2.23 0.57 0.64
15 CLake 1.60 0.80 0.74 1.99 0.79 1.53 -0.17 0.28
16 VBayC 1.51 0.76 0.67 3.32 0.64 2.69 -0.38 0.34
17 CBayC 1.43 0.69 0.59 2.86 0.74 2.23 0.12 0.55
18 NBBay 1.55 0.78 0.68 2.58 0.71 1.98 -0.28 0.39
NARR
No. Station Name VCC (Crosby) VCC (Kundu) CC RMSE IA MAE RBias SI
1 42035 1.65 0.83 0.71 2.37 0.80 1.92 -0.07 0.35
2 42040 1.64 0.83 0.85 1.97 0.90 1.46 -0.07 0.27
3 42369 0.84 2.06 0.87 1.60 0.23 0.27
4 42887
5 BURL1 1.69 0.85 0.84 1.58 0.91 1.17 -0.02 0.24
6 GISL1 1.61 0.80 0.75 2.74 0.77 2.27 0.47 0.43
7 LOPL1 1.65 0.83 0.78 1.95 0.86 1.48 0.15 0.32
8 42361 1.78 0.89 0.88 1.57 0.93 1.15 0.04 0.21
9 GTOT2
10 42047 1.75 0.88 0.85 1.74 0.91 1.33 -0.08 0.20
11 42362 1.63 0.84 0.89 1.55 0.93 1.20 0.10 0.23
12 CSI09 1.70 0.85 0.84 1.93 0.89 1.46 -0.08 0.27
13 NBayG 1.57 0.78 0.73 2.20 0.83 1.70 -0.08 0.34
14 HNCnl 1.19 0.60 0.47 3.51 0.55 2.91 0.81 0.71
15 CLake 1.56 0.79 0.68 1.91 0.82 1.47 -0.04 0.31
16 VBayC 1.53 0.78 0.73 2.59 0.74 2.03 -0.25 0.32
17 CBayC 1.42 0.69 0.58 3.04 0.74 2.36 0.21 0.55








Figure 3.5. Variations of vector correlation coefficient (VCC – Crosby method) with respect to 
the distance from the coast (The dashed line represents the general trend line for all the data). 
 
No. Station Name VCC (Crosby) VCC (Kundu) CC RMSE IA MAE RBias SI
1 42035 1.76 0.88 0.79 2.00 0.87 1.63 0.00 0.30
2 42040 1.72 0.88 0.88 1.69 0.93 1.23 -0.03 0.24
3 42369 0.85 2.18 0.86 1.70 0.26 0.27
4 42887
5 BURL1 1.75 0.88 0.87 1.46 0.93 1.07 -0.01 0.22
6 GISL1 1.68 0.84 2.29 0.82 1.87 0.36 0.38 0.54
7 LOPL1 1.73 0.86 0.81 1.89 0.88 1.42 0.16 0.30
8 42361 1.85 0.93 0.93 1.22 0.96 0.88 0.05 0.16
9 GTOT2
10 42047 1.81 0.91 0.91 1.40 0.95 1.01 -0.05 0.17
11 42362 1.75 0.89 0.90 1.56 0.94 1.19 0.12 0.22
12 CSI09 1.77 0.89 0.88 1.77 0.91 1.35 -0.10 0.24
13 NBayG 1.69 0.84 0.81 1.86 0.88 1.42 -0.06 0.29
14 HNCnl 1.36 0.68 0.61 2.24 0.70 1.78 0.43 0.53
15 CLake 1.72 0.86 0.81 1.61 0.87 1.25 -0.11 0.24
16 VBayC 1.67 0.84 0.78 2.49 0.76 1.94 -0.25 0.29
17 CBayC 1.52 0.75 0.63 2.81 0.76 2.14 0.16 0.53





Figure 3.6. Variations of vector correlation coefficient (VCC – Kundu method) with respect to 
the distance from the coast (The dashed line represents the general trend line for all the data). 
 
 
Figure 3.7. Variations of correlation coefficient (CC) with respect to the distance from the coast 





Figure 3.8. Variations of root mean square error (RMSE) with respect to the distance from the 
coast (The dashed line represents the general trend line for all the data). 
 
 
Figure 3.9. Variations of index of agreement (IA) with respect to the distance from the coast (The 





Figure 3.10. Variations of mean absolute error (MAE) with respect to the distance from the coast 
(The dashed line represents the general trend line for all the data). 
 
 
Figure 3.11. Variations of relative bias (RBias) with respect to the distance from the coast (The 





Figure 3.12. Variations of scatter index (SI) with respect to the distance from the coast (The 
dashed line represents the general trend line for all the data). 
 
The following items can be concluded from the comparative results: 
 ECMWF ERA5 has the best performance for simulating wind field with a 
VCC(Kundu) value of 0.85; while, for ERA-Interim and NARR the values for can 
VCC(Kundu) are 0.8 and 0.79, respectively.  
 The agreement between model data and observations gets weak at inland stations 
and on the land-water interface, as reported by other researchers (e.g. Mayer et al., 
2017; Mariotti et al., 2018). Wind model data taken from offshore points are 
better representing over estuary winds rather than the global model data over the 
estuarine bodies of water on land, as similarly shown by Mariotti et al. (2018). 
Hence, adopting over estuarine open water measurements and over water offshore 
measurements are expected to improve wind data accuracy for simulating waves 
and hydrodynamics nearshore.   
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 Considering the trend of statistical parameters’ variations in the cross-shore 
direction, ECMWF products follow the trend line more or less; however, NARR 
related parameters are more scattered comparing with ECMWF one, specifically 
near the shoreline (the trend line is simply added by linear regression of all the 
data shown on the figure), 
 Near the coast, NARR shows the least RMSE values, hence, for local winds 
nearshore, NARR might be a better option; however ERA5 dataset still has the 
best performance based on other statistical parameters 
 
3.2.2.  Tracking cold front passage events by the three reanalysis products 
Cold front passage events are the most important and dominant atmospheric phenomena 
in the study area. Hence two cold front passage events were analyzed during January 2017 and 
the performance of ECMWF products and NARR were compared during the two events. Each 
event consists of two sequential parts over the continental shelf of the NGoM, a frontal passage 
lasting almost one day followed by another day of almost persistent wind flowing toward south 
or southeast. Time period of the detected events are: Event A, phase 1 from 20170106 1200 to 
20170107 1200 and phase 2 from 20170107 1200 to 20170108 1200; Event B, phase 1 from 
20170122 0000 to 20170123 0000 and phase 2 from 20170123 0000 to 20170124 0000. 
The cold front passage event of January 22nd are demonstrated in Figures 3.13, 3.14 and 
3.15 for ERA5 and ERA-Interim products as well as NARR dataset, respectively. As can be 
easily observed, ERA5 has captured the movement of the cold passage much better than ERA-
Interim and NARR datasets, which can be attributed to the finer temporal and spatial resolutions 
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of ERA5 product. Comparing with field observations, Table 3.11 encapsulated statistical 




   
   
Figure 3.13. ECMWF ERA5 wind speed distribution over the GoM during the cold front passage 
of January 22nd, 2017 
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Figure 3.14. ECMWF ERA5 wind speed distribution over the GoM during the cold front passage 




    
    
   
Figure 3.15. ECMWF ERA-Interim wind speed distribution over the GoM during the cold front 
passage of January 22nd, 2017 
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Figure 3.16. ECMWF ERA-Interim wind speed distribution over the GoM during the cold front 
passage of January 22nd, 2017 – Continued 
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Figure 3.17. NARR wind speed distribution over the GoM during the cold front passage of 





   
   
Figure 3.18. NARR wind speed distribution over the GoM during the cold front passage of 
January 22nd, 2017 – Continued  
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Table 3.11. Statistical parameters comparing ERA-Interim, ERA5, and NARR products during 
the cold front passage events of January 6th-7th and January 22nd-23rd, 2017. 
 
 
The ECMWF / NARR products data are also compared with WPC surface analysis maps 
(downloaded from 
https://www.wpc.ncep.noaa.gov/archives/web_pages/sfc/sfc_archive_maps.php?arcdate=01/22/2
017&selmap=2017012221&maptype=all) in Figure 3.19 to Figure 3.22.  
Based on Table 3.11, it can be concluded that ERA5 product can better capture cold front 
passage events over the NGoM, comparing with Era-Interim; while, NARR performance is 
similar to ERA5 and even better during the persistent wind condition. However, during the 
persistent wind condition after the passage, all the products show better performance rather than 
during the first part of the passage event. As observed in Figure 3.19 to Figure 3.22, in 
comparison with WPC surface analysis maps, ERA5 product better captures cold front passage 
events over the NGoM with respect to the cold front moving pattern and the large scale eddies. 
The average CC values for ERA5, NARR and Era-Interim during the cold front passage events 
Interim Era5 NARR Interim Era5 NARR Interim Era5 NARR Interim Era5 NARR
CC 0.829 0.861 0.945 0.841 0.867 0.961 0.959 0.975 0.982 0.989 0.989 0.993
RMSE 1.888 1.381 0.608 1.105 0.882 0.284 1.890 1.283 0.931 1.070 1.026 0.473
SI 0.069 0.060 0.040 0.052 0.048 0.028 0.128 0.110 0.085 0.068 0.075 0.045
CC 0.617 0.778 0.814 0.900 0.941 0.956 0.943 0.980 0.982 0.981 0.990 0.993
RMSE 1.030 0.588 1.312 1.051 0.771 0.516 2.298 1.156 1.018 0.967 0.770 0.527
SI 0.064 0.044 0.058 0.055 0.047 0.032 0.125 0.070 0.068 0.075 0.046 0.037
CC 0.925 0.921 0.948 0.924 0.947 0.962 0.898 0.948 0.948 0.957 0.989 0.993
RMSE 1.729 2.013 2.040 1.242 0.930 0.812 1.820 0.930 1.073 1.660 0.781 0.597
SI 0.110 0.135 0.103 0.095 0.075 0.064 0.175 0.089 0.104 0.126 0.054 0.044
CC 0.974 0.929 0.945 0.930 0.933 0.924
RMSE 1.888 1.234 2.295 0.326 0.323 0.277
SI 0.140 0.123 0.135 0.024 0.025 0.026
CC 0.871 0.968 0.774 0.941 0.980 0.962 0.662 0.875 0.861 0.929 0.974 0.959
RMSE 2.145 1.049 3.907 0.916 0.509 0.913 3.564 2.310 .2.402 1.143 0.816 1.256
SI 0.183 0.094 0.247 0.081 0.045 0.075 0.366 0.242 0.253 0.079 0.048 0.061
Cold front passage period







Jan 6th - 7th Jan 7th - 8th Jan 22nd Jan 23rd
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are 0.918, 0.914, and 0.854, respectively, while for the persistent wind period on the day after the 
cold front passage events they are 0.959, 0.969, and 0.936.  
 
 
Figure 3.19. Comparison between ECMWF ERA-Interim (top-right), ERA5 (top-left), and 
NARR (bottom-left) wind speed distribution over the GoM and WPC surface analysis (bottom-





Figure 3.20. Comparison between ECMWF ERA-Interim (top-right), ERA5 (top-left), and 
NARR (bottom-left) wind speed distribution over the GoM and WPC surface analysis (bottom-





Figure 3.21. Comparison between ECMWF ERA-Interim (top-right), ERA5 (top-left), and 
NARR (bottom-left) wind speed distribution over the GoM and WPC surface analysis (bottom-





Figure 3.22. Comparison between ECMWF ERA-Interim (top-right), ERA5 (top-left), and 
NARR (bottom-left) wind speed distribution over the GoM and WPC surface analysis (bottom-
right) during the cold front passage of the afternoon of January 22nd, 2017 – Continued 
 
3.3. Input data modification 
In this section, a simple method is employed to improve the input wind data from 
different sources using the available real observations. The idea for wind enhancement is to 
adopt Inverse Distance Weighting (IDW) Interpolation method for distributing differences 




• Model data are interpolated at the observational stations (Figure 3.23 – top). As the 
observational stations do not coincide with the reanalysis model grids, it is intended to 
interpolate the model data to the observational locations, 
• Time series of Δui and Δvi are calculate for the differences between observational and 
modeled data (i stands for the index of observational stations) (Figure 3.23 – middle), 
• The values for u and v at rectangular grid are calculated as u=umodel+ ΔuIDW       and 
v=vmodel+ ΔvIDW , where ΔuIDW and ΔvIDW are interpolated values by IDW method and 
based on all stations (Table 2.1) over the whole domain area (Figure 3.23 – bottom). For 
this, a circle with a radius of 15 degrees around each station is used for application of the 
IDW method.  
The wind enhancement were applied to all the three reanalysis wind sources. Comparative results 
for one offshore and one nearshore station are presented in Figures 3.24 and 3.25 and the results 
for all stations in the study area are presented in Appendix C. The statistical comparisons for the 
enhanced wind fields with observations are presented together with relevant values for the 





































No. Station Name Source Distance to Shoreline VCC (Crosby) VCC (Kundu) CC RMSE IA MAE RBias SI
1 42035 NDBC 31 1.70 0.85 0.78 2.13 0.86 1.59 -0.09 0.31
1.93 0.97 0.99 0.41 1.00 0.29 -0.02 0.06
2 42040 NDBC 75 1.67 0.86 0.81 2.38 0.87 1.81 -0.16 0.30
1.94 0.97 0.97 1.03 0.98 0.74 -0.07 0.13
3 42369 NDBC 208 0.70 2.63 0.79 2.07 0.24 0.38
0.90 1.24 0.95 0.84 0.02 0.21
4 42887 NDBC
5 BURL1 NDBC 3 1.66 0.83 0.78 1.92 0.88 1.46 -0.08 0.29
1.92 0.96 0.94 1.05 0.97 0.77 -0.05 0.15
6 GISL1 NDBC 0 1.59 0.79 0.69 1.92 0.81 1.51 0.04 0.44
1.91 0.95 0.94 1.01 0.96 0.80 0.09 0.21
7 LOPL1 NDBC 29 1.63 0.81 0.77 1.77 0.87 1.36 0.05 0.31
1.88 0.93 0.93 1.01 0.96 0.64 -0.01 0.18
8 42361 NDBC 220 1.63 0.82 0.75 2.25 0.86 1.71 -0.05 0.30
1.88 0.94 0.97 0.90 0.98 0.63 -0.06 0.11
9 GTOT2 NDBC
10 42047 NDBC 195 1.60 0.80 0.71 2.72 0.79 2.09 -0.18 0.28
1.96 0.98 0.97 1.06 0.97 0.80 -0.08 0.10
11 42362 NDBC 139 1.52 0.78 0.75 2.21 0.86 1.74 0.06 0.35
1.87 0.94 0.93 1.20 0.96 0.82 -0.06 0.18
12 CSI09 NDBC 12 1.67 0.83 0.79 2.37 0.84 1.82 -0.17 0.30
1.93 0.97 0.95 1.45 0.95 1.12 -0.14 0.16
13 NBayG USGS -36 1.60 0.79 0.76 3.01 0.70 2.39 -0.35 0.34
1.90 0.95 0.94 1.69 0.91 1.35 -0.20 0.19
14 HNCnl USGS -34 1.21 0.61 0.51 2.81 0.62 2.23 0.57 0.64
1.50 0.76 0.66 2.08 0.75 1.63 0.37 0.52
15 CLake USGS -9 1.60 0.80 0.74 1.99 0.79 1.53 -0.17 0.28
1.90 0.95 0.90 1.49 0.90 1.21 -0.17 0.18
16 VBayC USGS -18 1.51 0.76 0.67 3.32 0.64 2.69 -0.38 0.34
1.87 0.93 0.91 1.97 0.82 1.87 -0.29 0.23
17 CBayC USGS -2 1.43 0.69 0.59 2.86 0.74 2.23 0.12 0.55
1.79 0.89 0.89 1.64 0.92 1.26 0.00 0.32
18 NBBay USGS -14 1.55 0.78 0.68 2.58 0.71 1.98 -0.28 0.39






















Table 3.13. Statistical parameters comparing IDW-enhanced ECMWF ERA-Interim reanalysis 





No. Station Name Source Distance to Shoreline VCC (Crosby) VCC (Kundu) CC RMSE IA MAE RBias SI
1 42035 NDBC 31 1.65 0.83 0.71 2.37 0.80 1.92 -0.07 0.35
1.92 0.96 0.97 1.05 0.97 0.80 -0.08 0.13
2 42040 NDBC 75 1.64 0.83 0.85 1.97 0.90 1.46 -0.07 0.27
1.85 0.93 0.92 1.69 0.93 1.23 -0.13 0.20
3 42369 NDBC 208 0.84 2.06 0.87 1.60 0.23 0.27
0.87 1.42 0.93 1.04 0.07 0.23
4 42887 NDBC
5 BURL1 NDBC 3 1.69 0.85 0.84 1.58 0.91 1.17 -0.02 0.24
1.82 0.91 0.88 1.67 0.91 1.28 -0.15 0.21
6 GISL1 NDBC 0 1.61 0.80 0.75 2.74 0.77 2.27 0.47 0.43
1.93 0.97 0.96 1.03 0.96 0.84 0.16 0.18
7 LOPL1 NDBC 29 1.65 0.83 0.78 1.95 0.86 1.48 0.15 0.32
1.78 0.88 0.84 1.52 0.91 1.16 -0.07 0.26
8 42361 NDBC 220 1.78 0.89 0.88 1.57 0.93 1.15 0.04 0.21
1.85 0.93 0.91 1.51 0.94 1.08 -0.09 0.18
9 GTOT2 NDBC
10 42047 NDBC 195 1.75 0.88 0.85 1.74 0.91 1.33 -0.08 0.20
1.89 0.94 0.92 1.64 0.92 1.29 -0.14 0.15
11 42362 NDBC 139 1.63 0.84 0.89 1.55 0.93 1.20 0.10 0.23
1.85 0.93 0.92 1.31 0.95 0.83 -0.08 0.20
12 CSI09 NDBC 12 1.70 0.85 0.84 1.93 0.89 1.46 -0.08 0.27
1.90 0.95 0.93 2.19 0.87 1.86 -0.25 0.19
13 NBayG USGS -36 1.57 0.78 0.73 2.20 0.83 1.70 -0.08 0.34
1.79 0.89 0.87 2.07 0.86 1.63 -0.22 0.25
14 HNCnl USGS -34 1.19 0.60 0.47 3.51 0.55 2.91 0.81 0.71
1.48 0.75 0.61 2.16 0.72 1.66 0.37 0.55
15 CLake USGS -9 1.56 0.79 0.68 1.91 0.82 1.47 -0.04 0.31
1.84 0.92 0.84 1.90 0.84 1.54 -0.22 0.22
16 VBayC USGS -18 1.53 0.78 0.73 2.59 0.74 2.03 -0.25 0.32
1.69 0.85 0.81 2.88 0.73 2.38 -0.35 0.28
17 CBayC USGS -2 1.42 0.69 0.58 3.04 0.74 2.36 0.21 0.55
1.66 0.82 0.75 2.29 0.82 1.78 -0.05 0.44
18 NBBay USGS -14 1.58 0.79 0.76 1.97 0.86 1.53 0.10 0.35


























The statistical parameters for different stations show that the IDW enhanced wind data 
are improved significantly and IDW-enhanced ECMWF-Era5 data has still the best performance 
No. Station Name Source Distance to Shoreline VCC (Crosby) VCC (Kundu) CC RMSE IA MAE RBias SI
1 42035 NDBC 31 1.76 0.88 0.79 2.00 0.87 1.63 0.00 0.30
1.93 0.97 0.98 0.85 0.98 0.63 -0.04 0.12
2 42040 NDBC 75 1.72 0.88 0.88 1.69 0.93 1.23 -0.03 0.24
1.94 0.97 0.97 0.92 0.98 0.64 -0.06 0.12
3 42369 NDBC 208 0.85 2.18 0.86 1.70 0.26 0.27
0.96 0.79 0.98 0.58 0.05 0.13
4 42887 NDBC
5 BURL1 NDBC 3 1.75 0.88 0.87 1.46 0.93 1.07 -0.01 0.22
1.90 0.95 0.93 1.16 0.96 0.88 -0.09 0.16
6 GISL1 NDBC 0 1.68 0.84 2.29 0.82 1.87 0.36 0.38 0.54
1.93 0.96 0.95 1.04 0.96 0.85 0.16 0.18
7 LOPL1 NDBC 29 1.73 0.86 0.81 1.89 0.88 1.42 0.16 0.30
1.85 0.92 0.89 1.27 0.94 0.92 0.02 0.23
8 42361 NDBC 220 1.85 0.93 0.93 1.22 0.96 0.88 0.05 0.16
1.91 0.95 0.97 0.90 0.98 0.56 -0.05 0.11
9 GTOT2 NDBC
10 42047 NDBC 195 1.81 0.91 0.91 1.40 0.95 1.01 -0.05 0.17
1.94 0.97 0.96 1.11 0.97 0.85 -0.09 0.11
11 42362 NDBC 139 1.75 0.89 0.90 1.56 0.94 1.19 0.12 0.22
1.89 0.95 0.94 1.13 0.96 0.71 -0.05 0.17
12 CSI09 NDBC 12 1.77 0.89 0.88 1.77 0.91 1.35 -0.10 0.24
1.92 0.96 0.94 1.87 0.91 1.53 -0.20 0.18
13 NBayG USGS -36 1.69 0.84 0.81 1.86 0.88 1.42 -0.06 0.29
1.87 0.93 0.92 1.46 0.93 1.11 -0.12 0.20
14 HNCnl USGS -34 1.36 0.68 0.61 2.24 0.70 1.78 0.43 0.53
1.54 0.78 0.68 1.66 0.80 1.25 0.20 0.47
15 CLake USGS -9 1.72 0.86 0.81 1.61 0.87 1.25 -0.11 0.24
1.89 0.95 0.89 1.62 0.88 1.33 -0.19 0.19
16 VBayC USGS -18 1.67 0.84 0.78 2.49 0.76 1.94 -0.25 0.29
1.88 0.94 0.92 1.85 0.88 1.50 -0.21 0.19
17 CBayC USGS -2 1.52 0.75 0.63 2.81 0.76 2.14 0.16 0.53
1.74 0.87 0.85 1.88 0.89 1.47 -0.01 0.37
18 NBBay USGS -14 1.67 0.84 0.82 1.64 0.89 1.25 0.00 0.30






















for simulating the real field observations. The next step is to check the consequence of adopting 
the enhanced input wind data in wave generation results. 
 
3.4. Comparing Model Results and Observations 
The model was run forced by the three original reanalysis wind sources, as well as three 
sets of IDW-enhanced wind data, respectively. The details of the six run cases are summarized in 
Table 3.15. The model results for B-Pass Station are presented in Figures 3.26 to 3.28. The 
whole set of model results for different run cases and stations are presented in Appendix D.  
 
Table 3.15. Run case details for the secondary model validation step. 
 
 
Statistical parameters related to the comparison of model results and observations for the 
six conducted runs are presented in Tables 3.16 to 3.21.  
Case # Wind Author Parameter Value Method alpha Gamma Author Parameter Value
1854-03 Era Interim KOMEN cds2 2.36E-05 CON 1.0 0.73 JONSWAP cfjon 0.038
1854-03-NARR NARR KOMEN cds2 2.36E-05 CON 1.0 0.73 JONSWAP cfjon 0.038
1854-03-Era5 Era5 KOMEN cds2 2.36E-05 CON 1.0 0.73 JONSWAP cfjon 0.038
1854-25-1 IDW -NARR KOMEN cds2 2.36E-05 CON 1.0 0.73 JONSWAP cfjon 0.038
1854-25-2 IDW -Era_Interim KOMEN cds2 2.36E-05 CON 1.0 0.73 JONSWAP cfjon 0.038











Figure 3.27. Wave model results for Era – Interim and IDW-Modified Era – Interim input wind 





Figure 3.28. Wave model results for ERA5 and IDW-Modified ERA5 input wind data at Station 
B-Pass 
 




CC RMSE IA2 MAE RBias SI (Rstd)
NARR 0.773 0.335 0.789 0.245 -0.222 0.265
Era-Interim 0.827 0.276 0.849 0.203 -0.161 0.236
Era5 0.894 0.209 0.918 0.159 -0.103 0.189
Modified NARR 0.781 0.305 0.830 0.223 -0.177 0.260
Modified Era-Interim 0.822 0.290 0.840 0.213 -0.182 0.238











Table 3.18. Model results statistical parameters for run cases tabulated in Table 3.15 at NDBC 










CC RMSE IA2 MAE RBias SI (Rstd)
NARR 0.842 0.401 0.854 0.295 -0.181 0.268
Era-Interim 0.828 0.399 0.851 0.289 -0.161 0.278
Era5 0.875 0.330 0.901 0.249 -0.112 0.241
Modified NARR 0.894 0.323 0.908 0.243 -0.128 0.226
Modified Era-Interim 0.870 0.389 0.853 0.288 -0.174 0.260





CC RMSE IA2 MAE RBias SI (Rstd)
NARR 0.901 0.541 0.877 0.406 -0.220 0.250
Era-Interim 0.929 0.525 0.883 0.397 -0.226 0.231
Era5 0.936 0.498 0.895 0.373 -0.212 0.221
Modified NARR 0.912 0.630 0.827 0.475 -0.282 0.265
Modified Era-Interim 0.907 0.704 0.771 0.531 -0.317 0.297





CC RMSE IA2 MAE RBias SI (Rstd)
NARR 0.909 0.559 0.861 0.412 -0.250 0.266
Era-Interim 0.916 0.549 0.859 0.397 -0.237 0.269
Era5 0.935 0.476 0.897 0.347 -0.201 0.238
Modified NARR 0.927 0.532 0.873 0.401 -0.241 0.250
Modified Era-Interim 0.907 0.648 0.792 0.476 -0.291 0.308















As the water depth at B-Pass Station is about 2.5 m and is assumed to be shallow, some 
of the periods with low wave conditions are over-estimated (Figure 3.2), something that cannot 
be realistic in this study. Hence, it is tried to find a threshold to separate the high and low wave 
conditions. Figure 3.29 shows the line of average value for significant wave height on the Hs 
time series for the B-Pass Station, and it can be concluded from this figure that Hmean can be a 
good threshold for separating low and high wave conditions. This value has been checked for 
other stations and worked fine.  
 
CC RMSE IA2 MAE RBias SI (Rstd)
NARR 0.596 0.093 0.721 0.073 0.138 0.568
Era-Interim 0.624 0.122 0.697 0.099 0.513 0.574
Era5 0.661 0.111 0.728 0.090 0.442 0.539
Modified NARR 0.670 0.087 0.767 0.066 0.153 0.525
Modified Era-Interim 0.606 0.094 0.733 0.072 0.188 0.565





CC RMSE IA2 MAE RBias SI (Rstd)
NARR 0.748 0.311 0.736 0.252 0.400 0.337
Era-Interim 0.761 0.376 0.687 0.316 0.519 0.361
Era5 0.808 0.371 0.699 0.321 0.531 0.327
Modified NARR 0.803 0.310 0.751 0.264 0.422 0.306
Modified Era-Interim 0.763 0.267 0.769 0.228 0.332 0.301








Figure 3. 29. The line of Hmean well separates high and low wave conditions at B-Pass Station 
(High Wave Conditions: Hs > Hmean – Low Wave Conditions: Hs < Hmean) 
 
Therefore, the statistical parameters are recalculated for high and low wave conditions 
separately and presented in Tables 3.22. Note that this approach is mostly applied for obtaining a 
better understanding of model performance at nearshore shallow stations, i.e. B-Pass Station and 
CSI09 Station.  
 
Table 3.22. Model results statistical parameters for run cases tabulated in Table 3.15 at Station 
B-Pass, separated for high and low wave conditions and highlighted for the best results. 
 
 
CC RMSE IA2 MAE Rbias SI (Rstd) CC RMSE IA2 MAE Rbias SI (Rstd)
NARR 0.314 0.088 0.444 0.071 0.716 0.661 0.530 0.100 0.660 0.076 -0.169 0.335
Era-Interim 0.305 0.136 0.349 0.113 1.240 0.858 0.557 0.097 0.726 0.077 0.127 0.341
Era5 0.289 0.123 0.370 0.102 1.110 0.784 0.592 0.089 0.747 0.070 0.087 0.321
Modified NARR 0.283 0.088 0.439 0.069 0.706 0.667 0.671 0.086 0.757 0.063 -0.141 0.289
Modified Era-Interim 0.224 0.098 0.399 0.076 0.785 0.748 0.619 0.089 0.739 0.067 -0.129 0.308
Modified Era5 0.235 0.101 0.397 0.079 0.824 0.752 0.651 0.083 0.767 0.062 -0.098 0.297
Station: #BPass 
Run ID Low Wave Conditions High Wave Conditions
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Table 3.22. Model results statistical parameters for run cases tabulated in Table 3.15 at Station 
CSI09, separated for high and low wave conditions. 
 
 
According to the statistical parameters, adopting the IDW enhanced wind data has 
improved wave estimations during the high wave conditions (which is the main objective of this 
study, specifically in shallow water areas) almost everywhere; however, the improvement at 
shallow water stations are more significant. IDW-enhanced NARR data has the best performance 
nearshore and IDW-enhanced ERA5 is ranked the second (Table 3.22).  
The simulated wave spectra have been studied at thirteen time instances (Figure 3.30). 
These thirteen selected time windows cover all ranges of sea state (intensity, direction, period, 
etc.) in the study area. Changing in input wind source from Era-Interim to NARR or ERA5 has 
improved the spectral results in some circumstances. The IDW-enhancement has also improved 
the results in some cases. Of course in other cases, the changes in input data source and IDW 
enhancement have not changed the results significantly. Some examples from the time windows 
in which the changes in input wind source and IDW enhancement have improved the spectral 
results are presented in Figures 3.31 to 3.34 and the complete set of simulated spectra related to 
Figure 3.30 is presented in Appendix D.  
CC RMSE IA2 MAE Rbias SI (Rstd) CC RMSE IA2 MAE Rbias SI (Rstd)
NARR 0.508 0.326 0.373 0.278 0.672 0.444 0.688 0.296 0.704 0.226 0.262 0.274
Era-Interim 0.505 0.380 0.323 0.324 0.797 0.500 0.710 0.372 0.643 0.308 0.379 0.289
Era5 0.573 0.355 0.358 0.312 0.767 0.426 0.730 0.386 0.631 0.330 0.412 0.274
Modified NARR 0.638 0.311 0.399 0.279 0.689 0.338 0.745 0.309 0.719 0.249 0.287 0.274
Modified Era-Interim 0.616 0.286 0.418 0.256 0.631 0.322 0.694 0.246 0.765 0.200 0.182 0.258
Modified Era5 0.636 0.309 0.401 0.278 0.686 0.335 0.731 0.290 0.728 0.238 0.266 0.260
Station: #CSI09




Figure 3.30. Thirteen time instances in which simulated wave spectra are compared with 
observational data at B-Pass Station 
 
 
Figure 3.31. Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 




Figure 3.32. Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 
compared with observations – Time Step #7 
 
Figure 3.33. Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 




Figure 3.34. Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 
compared with observations – Time Step #11 
 
Considering the spectral data, it seems that IDW-NARR is still providing the best 







CHAPTER 4. SUMMARY AND FUTURE RESEARCH 
4.1. Summary 
A calibration procedure was adopted to find out which model parameters can provide 
better agreement between wave simulations and observational data. The studied parameters 
include: wave generation and whitecapping terms, breaking term and relevant parameters, and 
friction term. Regarding whitecapping parameter, it seems that model default mode, KOMEN, 
performs well for wave generation in the study area; however, adopting JANSSEN mode with 
minimal values for whitecapping term (e.g. Cds1=2.7) has better performance during high wave 
conditions which is mostly related to cold front passage in the study area. The relatively newly 
added mode, WESTHUYSEN, performs almost the same as model default settings at B-Pass 
station. 
The alternative formulations of BKD to consider breaking conditions shows limited 
improvement in estimating intermediate wave heights at B-Pass station, while the major 
deficiencies of the model still exist. This mode of breaking consideration shows slightly better 
results for estimating high wave conditions at offshore stations with relatively smaller water 
depths (i.e. Stations #42035 and #42040). Moreover, decreasing in breaking 𝛾 parameter 
demonstrates the same changes in results as BKD option.  
Regarding friction term, adopting smaller values of friction parameter () as suggested for 
the GoM in the manual, shows almost no changes at B-Pass Station estimations; however, it lead 
to slightly better results in high wave estimations at offshore stations with relatively smaller 
water depths (i.e. Stations #42035 and #42040). It is worth noting that for CSI09 stations with 
relatively shallow depth (~17 m) the results get worse in certain circumstances. Inspired from 
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sensitivity analysis results, it was expected that MADSEN friction formula may result in some 
improvement at B-Pass Station. Evaluating this idea, it is concluded that adopting this 
formulation will result in improvements during high wave conditions, although it may cause 
more overestimations during the low wave conditions. At Offshore stations, MADSEN 
formulation does not seem to contribute in any changes of wave model results.  
Three wind data sources, including NARR, and ERA-Interim and ERA5, were evaluated 
against available real field observations. Based on statistical parameters, it was concluded that 
ECMWF ERA5 has the best performance for simulating wind field. ERA-Interim and NARR can 
both be ranked second. The agreement between model data and observations gets weak at inland 
stations and on the land-water interface. NARR and ERA-Interim datasets have the best vector 
correlation coefficients in the 50 km proximity of the shoreline and their agreement with 
observational data gets poor in far offshore areas. Moving cross-shore, ERA5 has almost the 
same accuracy for simulating real wind measurements.  
On the other hand, ERA5 product can better capture cold front passage events over the 
GoM, comparing with ERA-Interim while NARR performance is similar to ERA5 and even 
better during the persistent wind conditions. However, during the persistent wind condition after 
the frontal passage, all the products show better performance than during the first part of the 
passage event. Comparing with WPC surface analysis maps, ERA5 product better captures cold 
front passage events over the GoM with respect to the cold front moving pattern and large scale 
eddies.  
Modifying the wind data based on the field observations, the statistical parameters for 
different stations show that the IDW modified wind data are improved significantly and IDW-
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enhanced ECMWF-Era5 data has still the best performance for simulating the real wind 
observations.  
The next step is to check the performance of each input wind data source and the 
consequence of adopting the modified input wind data in wave generation results. Based on the 
model results, NARR data seems to be slightly better than ERA5 and ERA-Interim with respect 
to RMSE; however, ECMWF ERA5 presents the best vector correlation coefficients - VCC. 
Enhancement does not improve wave simulation offshore too much. However, enhanced NARR, 
ERA5 and enhanced ERA5 seems to provide the best results over nearshore shallow areas, i.e. B-
Pass Station. According to the statistical parameters, employing the IDW enhanced wind data 
has improved wave estimations during the high wave conditions (which is the main objective of 
this study, specifically in shallow water areas) almost everywhere; however, the improvement at 
shallow water stations are more significant. IDW-enhanced NARR data has the best performance 
nearshore and IDW-enhanced ERA5 is ranked the second. 
 
4.2. Directions for Future Research 
In Chapter 3, it was shown that the combination of using an accurate wind forcing and 
adopting optimum model parameters is the most successful strategy in improving wave hindcast 
in the shallow NGoM area. This combination also outperforms all other model runs in this study. 
However, other approaches might be taken into considerations for improving model results at the 
Barataria Pass tidal inlet. Some of them are: 
 Indications are evident that the wave-current interaction and water level 
fluctuations (including tides, surges, etc.) also plays an important role in the 
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performance of wave models at B-Pass, especially when enough attention is paid 
to the fact that during the highest captured wave event at B-Pass Station low tide 
condition and opposing currents are dominated in the study area. Hence, the 
underestimation of model results during this event may be attributed to the 
contribution of wave-current interactions, 
 More advanced data assimilation methods , such as Objective Kinematic Analysis 
(Cox et al., 1995) can be adopted for further improvements in the wind input data, 
 More field data of over estuarine and over ocean wind measurements are needed 
for better understanding of the wind conditions in the study area and improving 
the atmospheric reanalysis products. Moreover, more accurate model calibration 
and validation will be obtained once new and long-term wave measurement are 




APPENDIX A. SENSITIVITY ANALYSIS RESULTS  
Figures A.1 to A.64 presents the comparative graphs for the sensitivity analysis results of 
different run cases at the selected stations with data availability between April 8th, 2010 and May 
8th, 2010.  
 
 
Figure A. 1. Wave generation results at NDBC Station #42035 for Run Case #1853-01 





Figure A. 2. Wave generation results at NDBC Station #42035 for Run Case #1853-02 




Figure A. 3. Wave generation results at NDBC Station #42035 for Run Case #1853-03 




Figure A. 4. Wave generation results at NDBC Station #42035 for Run Case #1853-04 




Figure A.5 Wave generation results at NDBC Station #42035 for Run Case #1853-05 comparing 




Figure A.6 Wave generation results at NDBC Station #42035 for Run Case #1853-06 comparing 




Figure A.7 Wave generation results at NDBC Station #42035 for Run Case #1853-07 comparing 




Figure A.8 Wave generation results at NDBC Station #42035 for Run Case #1853-08 comparing 




Figure A.9 Wave generation results at NDBC Station #42035 for Run Case #1853-09 comparing 




Figure A.10 Wave generation results at NDBC Station #42035 for Run Case #1853-10 




Figure A.11 Wave generation results at NDBC Station #42035 for Run Case #1853-11 




Figure A.12 Wave generation results at NDBC Station #42035 for Run Case #1853-12 




Figure A.13 Wave generation results at NDBC Station #42035 for Run Case #1853-13 




Figure A.14 Wave generation results at NDBC Station #42035 for Run Case #1853-14 




Figure A.15 Wave generation results at NDBC Station #42035 for Run Case #1853-15 





Figure A.16 Wave generation results at NDBC Station #42040 for Run Case #1853-16 





Figure A.17 Wave generation results at NDBC Station #42040 for Run Case #1853-01 





Figure A.18 Wave generation results at NDBC Station #42040 for Run Case #1853-02 





Figure A.19 Wave generation results at NDBC Station #42040 for Run Case #1853-03 





Figure A.20 Wave generation results at NDBC Station #42040 for Run Case #1853-04 





Figure A.21 Wave generation results at NDBC Station #42040 for Run Case #1853-05 





Figure A.22 Wave generation results at NDBC Station #42040 for Run Case #1853-06 





Figure A.23 Wave generation results at NDBC Station #42040 for Run Case #1853-07 





Figure A.24 Wave generation results at NDBC Station #42040 for Run Case #1853-08 





Figure A.25 Wave generation results at NDBC Station #42040 for Run Case #1853-09 





Figure A.26 Wave generation results at NDBC Station #42040 for Run Case #1853-10 





Figure A.27 Wave generation results at NDBC Station #42040 for Run Case #1853-11 





Figure A.28 Wave generation results at NDBC Station #42040 for Run Case #1853-12 





Figure A.29 Wave generation results at NDBC Station #42040 for Run Case #1853-13 





Figure A.30 Wave generation results at NDBC Station #42040 for Run Case #1853-14 





Figure A.31 Wave generation results at NDBC Station #42040 for Run Case #1853-15 





Figure A.32 Wave generation results at NDBC Station #42040 for Run Case #1853-16 





Figure A.33 Wave generation results at NDBC Station #42887 for Run Case #1853-01 





Figure A.34 Wave generation results at NDBC Station #42887 for Run Case #1853-02 





Figure A.35 Wave generation results at NDBC Station #42887 for Run Case #1853-03 





Figure A.36 Wave generation results at NDBC Station #42887 for Run Case #1853-04 





Figure A.37 Wave generation results at NDBC Station #42887 for Run Case #1853-05 





Figure A.38 Wave generation results at NDBC Station #42887 for Run Case #1853-06 





Figure A.39 Wave generation results at NDBC Station #42887 for Run Case #1853-07 





Figure A.40 Wave generation results at NDBC Station #42887 for Run Case #1853-08 





Figure A.41 Wave generation results at NDBC Station #42887 for Run Case #1853-09 





Figure A.42 Wave generation results at NDBC Station #42887 for Run Case #1853-10 





Figure A.43 Wave generation results at NDBC Station #42887 for Run Case #1853-11 





Figure A.44 Wave generation results at NDBC Station #42887 for Run Case #1853-12 





Figure A.45 Wave generation results at NDBC Station #42887 for Run Case #1853-13 





Figure A.46 Wave generation results at NDBC Station #42887 for Run Case #1853-14 





Figure A.47 Wave generation results at NDBC Station #42887 for Run Case #1853-15 





Figure A.48 Wave generation results at NDBC Station #42887 for Run Case #1853-16 





Figure A.49 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-01 





Figure A.50 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-02 





Figure A.51 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-03 





Figure A.52 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-04 





Figure A.53 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-05 





Figure A.54 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-06 





Figure A.55 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-07 





Figure A.56 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-08 





Figure A.57 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-09 





Figure A.58 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-10 





Figure A.59 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-11 





Figure A.60 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-12 





Figure A.61 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-13 





Figure A.62 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-14 





Figure A.63 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-15 





Figure A.64 Wave generation results at NDBC B-Pass Station #42887 for Run Case #1853-16 







APPENDIX B. PRIMARY EVALUATION OF WAVE GENERATION  
Figures B.1 to B.48 presents the comparative graphs for wave model results of different 
run cases at the selected stations with data availability between December 1st, 2016 and February 
28th, 2017.  
 
 
Figure B.1 Wave generation results at NDBC Station #42035 for Run Case #1854-01 comparing 





Figure B.2 Wave generation results at NDBC Station #42035 for Run Case #1854-02 comparing 





Figure B.3 Wave generation results at NDBC Station #42035 for Run Case #1854-04 comparing 





Figure B.4 Wave generation results at NDBC Station #42035 for Run Case #1854-05 comparing 





Figure B.5 Wave generation results at NDBC Station #42035 for Run Case #1854-06 comparing 





Figure B.6 Wave generation results at NDBC Station #42035 for Run Case #1854-11 comparing 





Figure B.7 Wave generation results at NDBC Station #42035 for Run Case #1854-12 comparing 





Figure B.8 Wave generation results at NDBC Station #42035 for Run Case #1854-15 comparing 







Figure B.9 Wave generation results at NDBC Station #42040 for Run Case #1854-01 comparing 





Figure B.10 Wave generation results at NDBC Station #42040 for Run Case #1854-02 





Figure B.11 Wave generation results at NDBC Station #42040 for Run Case #1854-04 





Figure B.12 Wave generation results at NDBC Station #42040 for Run Case #1854-05 





Figure B.13 Wave generation results at NDBC Station #42040 for Run Case #1854-06 





Figure B.14 Wave generation results at NDBC Station #42040 for Run Case #1854-11 





Figure B.15 Wave generation results at NDBC Station #42040 for Run Case #1854-12 





Figure B.16 Wave generation results at NDBC Station #42040 for Run Case #1854-15 







Figure B.17 Wave generation results at NDBC Station #42369 for Run Case #1854-01 





Figure B.18 Wave generation results at NDBC Station #42369 for Run Case #1854-02 





Figure B.19 Wave generation results at NDBC Station #42369 for Run Case #1854-04 





Figure B.20 Wave generation results at NDBC Station #42369 for Run Case #1854-05 





Figure B.21 Wave generation results at NDBC Station #42369 for Run Case #1854-06 





Figure B.22 Wave generation results at NDBC Station #42369 for Run Case #1854-11 





Figure B.23 Wave generation results at NDBC Station #42369 for Run Case #1854-12 





Figure B.24 Wave generation results at NDBC Station #42369 for Run Case #1854-15 







Figure B.25 Wave generation results at NDBC Station #42887 for Run Case #1854-01 





Figure B.26 Wave generation results at NDBC Station #42887 for Run Case #1854-02 





Figure B.27 Wave generation results at NDBC Station #42887 for Run Case #1854-04 





Figure B.28 Wave generation results at NDBC Station #42887 for Run Case #1854-05 





Figure B.29 Wave generation results at NDBC Station #42887 for Run Case #1854-06 





Figure B.30 Wave generation results at NDBC Station #42887 for Run Case #1854-11 





Figure B.31 Wave generation results at NDBC Station #42887 for Run Case #1854-12 





Figure B.32 Wave generation results at NDBC Station #42887 for Run Case #1854-15 







Figure B.33 Wave generation results at B-Pass Station for Run Case #1854-01 comparing with 





Figure B.34 Wave generation results at B-Pass Station for Run Case #1854-02 comparing with 





Figure B.35 Wave generation results at B-Pass Station for Run Case #1854-04 comparing with 





Figure B.36 Wave generation results at B-Pass Station for Run Case #1854-05 comparing with 





Figure B.37 Wave generation results at B-Pass Station for Run Case #1854-06 comparing with 





Figure B.38 Wave generation results at B-Pass Station for Run Case #1854-11 comparing with 





Figure B.39 Wave generation results at B-Pass Station for Run Case #1854-12 comparing with 





Figure B.40 Wave generation results at B-Pass Station for Run Case #1854-15 comparing with 







Figure B.41 Wave generation results at CSI09 Station for Run Case #1854-01 comparing with 





Figure B.42 Wave generation results at CSI09 Station for Run Case #1854-02 comparing with 





Figure B.43 Wave generation results at CSI09 Station for Run Case #1854-04 comparing with 





Figure B.44 Wave generation results at CSI09 Station for Run Case #1854-05 comparing with 





Figure B.45 Wave generation results at CSI09 Station for Run Case #1854-06 comparing with 





Figure B.46 Wave generation results at CSI09 Station for Run Case #1854-11 comparing with 





Figure B.47 Wave generation results at CSI09 Station for Run Case #1854-12 comparing with 





Figure B.48 Wave generation results at CSI09 Station for Run Case #1854-15 comparing with 







APPENDIX C. COMPARATIVE RESULTS FOR WIND DATA 
EVALUATION 
Figures C.1 to C.16 presents the comparative results for wind data evaluation at the 
selected stations with data availability between December 1st, 2016 and February 28th, 2017. 
Figures C.17 to C.32 presents similar results for IDW-Modified wind data. 
 
 










Figure C.3 Comparative results for wind data evaluation at NDBC Station #42069 (direction data 




















































































Figure C.19 Comparative results for IDW-Modified wind data evaluation at NDBC Station 





















































































APPENDIX D. SECONDARY EVALUATION OF WAVE GENERATION  
Figures D.1 to D.30 presents the comparative graphs of wave model results for original 
and IDW-Modified input wind datasets at the selected stations with data availability between 
December 1st, 2016 and February 28th, 2017. Figures D.31 to D.43 present the spectral results. 
 
 
Figure D.1 Wave model results for Era Interim (#1854-03) and NARR (#1854-03-NARR) input 





























Figure D.6 Wave model results for Era Interim (#1854-03) and NARR (#1854-03-NARR) input 





























Figure D.11 Wave model results for Era Interim (#1854-03) and NARR (#1854-03-NARR) input 





























Figure D.16 Wave model results for Era Interim (#1854-03) and NARR (#1854-03-NARR) input 





























Figure D.21 Wave model results for Era Interim (#1854-03) and NARR (#1854-03-NARR) input 


























Figure D.26 Wave model results for Era Interim (#1854-03) and NARR (#1854-03-NARR) input 


























Figure D.31 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.32 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.33 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.34 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.35 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.36 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.37 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.38 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.39 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.40 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.41 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.42 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.43 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 





Figure D.43 Spectral results for run cases tabulated in Table 3.15 at Station B-Pass, being 
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