Abstract-Most Machine Learning systems target into inducing classifiers with optimal coverage and precision measures. Although this constitutes a good approach for prediction, it might not provide good results when the user is more interested in description. In this case, the induced models should present other properties such as novelty, interestingness and so forth. In this paper we present a research work based in Multi-Objective Evolutionary Computing to construct individual knowledge rules targeting arbitrary user-defined criteria via objective quality measures such as precision, support, novelty etc.
I. INTRODUCTION
Most machine learning systems target into inducing classifiers with optimal coverage and precision measures, meaning the algorithm tends to induce classifiers that aim to cover a large number of examples and correctly predict their classes. This approach is quite efficient when the interest lies in prediction, but it might not provide good results when the user is more interested in description, since this approach quite often disregards other interesting properties, such as dependence between the body and the head of the rules, exception and small disjunct discovery etc.
Therefore, researching techniques to discover knowledge by other criteria allows the user to obtain knowledge models which are more useful or interesting to themselves. In [1] it was proposed the Evolutionary Computing Learning Environment, an approach to construct knowledge rules based in different user-defined criteria. Such criteria, named specific properties, may be described by means of any rule quality metric, such as coverage, precision, novelty, lift etc. The task of constructing rules with specific properties was tackled by means of an evolutionary algorithm -EA -based in ranking composition methods. This constitutes a manner of employing single-objective optimization techniques into solving multi-objective optimization problems.
The main goal of this paper is the investigation of intrinsic multi-objective optimization -MOO -techniques, based on the concept of Pareto efficiency, to constructing knowledge rules with specific properties. We also propose an adaptation of ranking composition-based methods so they can be used in an MOO context. Finally, we provide a comparison of the efficiency of ranking composition methods against the intrinsic MOO methods. We show that the MOO methods outperform the ranking composition methods both in terms of solution dominance and diversity of solutions in the Pareto front.
The rest of this paper is organized as follows. Section II reviews some notions related to single-objective and multiobjective optimization. Section III presents the EA implemented in ECLE. Section IV describes our proposed extensions to ECLE. Section V describes how the methods were evaluated and the obtained results. Finally, Section VI traces our final conclusions.
II. OPTIMIZATION
Given a set of objectives and restrictions, an optimization process is one which attempts to find one or more solutions that maximize (or minimize) the objectives with respect to the restrictions. Typically, the optimization problem is modeled as a set of decision variables and one or more objective functions. The decision variables are parameters related to the problem. The objective function is a function that maps the decision variables to a numeric value. A solution is a set of values on the decision variables that describes a possible strategy to solve the problem, and an optimal solution is one which yields the maximum (or minimum) value of the objective function. A solution is said to be feasible if its decision variables are in accordance with the restrictions.
A single-objective optimization problem -SOOP -is one which contains one objective function or several correlated objective functions. Problems which involve more than one objective function and at least two conflicting functionsi.e., such that optimizing one function leads to a degeneration of the other -are called multi-objective optimization problems -MOOP [2] . For instance, constructing knowledge rules with maximum coverage and precision measures is an MOOP, since more generic rules tend to be less precise and more precise rules tend to be more specific.
Given a set of solutions of an MOOP, one may find non-optimal solutions by means of dominance evaluation. A solution s i is said to be dominated by a solution s j iff s i is no better than s j according to all objectives and s j is better than s i according to at least one objective. For instance, consider the problem of constructing rules with maximum support and precision. A rule R 1 such that Sup(R 1 ) = 0.6 and P re(R 1 ) = 0.5 is dominated by a rule R 2 such that Sup(R 2 ) = 0.6 and P re(R 2 ) = 0.6, but it is not dominated by a rule R 3 such that Sup(R 3 ) = 0.5 and P re(R 3 ) = 0.6.
By finding dominated solutions, one may separate the set of solutions between dominated and non-dominated solutions. The set of non-dominated solutions is called Pareto front. Figure 1 indicates two Pareto fronts in a given objective space. Both in Figure 1 The resolution of an MOOP typically consists in progressively finding solutions and disregarding those which are dominated. Ideally, at some point the set of solutions will be such that every solution belongs to the Pareto-optimal front. However, when it comes to MOO, it is not possible to chose one solution out of a set of non-dominated solutions without considering new criteria, which means an algorithm may not be able to give an ideal solution to an MOOP without the aid of a human. However, since there are many different solutions the user might prefer to choose, only presenting a set of optimal solutions might not be enough; there should also be diversity of the solutions, which means the user will be given more possibilities to choose from. Therefore, a set of non-optimal solutions, albeit diverse and "reasonably" close to the Pareto-optimal front - Figure 1 (a) -could be frequently preferable to a set of optimal, albeit very similar, solutions - Figure 1 (b) .
III. THE EVOLUTIONARY COMPUTING LEARNING ENVIRONMENT -ECLE
ECLE [1] , [3] is a computational environment for the construction of knowledge rules. ECLE deals with the problem of constructing knowledge rules with specific properties as an MOOP. However, ECLE employs a single objective EA [4] , [5] , [2] to solve the optimization problem, converting the MOOP into an SOOP through the use of ranking composition. In the next sections, we describe how the 
specific properties are calculated in ECLE using contingency matrices and the Lavrač framework; we also describe how ECLE employs ranking composition methods to search for rules with arbitrary user-defined specific properties.
A. Specific Properties
A knowledge rule is a model of knowledge that describes the association of a class c to a given example E i if the example matches the restrictions specified by the rule to the attributes. Knowledge rules are usually written in the general form B → H, where B -or body -is a string of conjunctions of conditions related to the attributes of the data set, and H -or head -is a class.
Given a rule R : B → H and an example E i = (x i , y i ), one may test R "against" E i verifying if the conditions of B are true when instantiated with the values of x i . If positive, it is said that the body covers the example and predicts the class contained in H. If the class of the example is indeed H, then one may say that the head of the rule covers the example. We may face the test of a rule against an example as the analysis of two distinct events, H and B, which indicate coverage of the head and of the body, respectively. There are only two possible outcomes for the event H: it is either H = 1 when the head covers the example or H = 0 when it does not. Similar logic applies to B. There are thus four distinct scenarios for the test of a knowledge rule against a given example.
H and B may be thought of as two binary random variables. If the data set is a representative sample of the entire population, then the probability distributions of H and B can be estimated for any given knowledge rule. A contingency matrix of a rule is a 2×2 table that summarizes the occurrences of H and B for any given rule when it is tested against a data set. Table I shows the overlook of a contingency matrix when it is described in terms of relative frequency. In the table, f hb represents the relative frequency of the occurrences of event HB, f hb relative frequency of the occurrences of event HB and so forth.
The contingency matrix is the basis of the Lavrač framework [6] . With the contingency matrix one may describe several quality measures that estimate the usefulness of a knowledge rule regarding different goals. For instance, the coverage measure, defined as P (B), may be described in the Lavrač framework as Cov(R) = P (B) = f b . Rule quality measures, such as interestingness [7] , Kappa index [8] and several others [9] can be easily defined using the Lavrač framework. These measures are used by ECLE to represent specific properties.
B. Ranking Composition
One way to solve an MOOP is to convert it into an SOOP. This may be accomplished, for instance, by means of ranking composition techniques. A ranking is a partial order over a set of elements. The position of each element in a ranking is called rank . When a set of elements is classified into several rankings, one may build a composed ranking by assigning each element a rank value that reflects their relative position to the other elements when all of the rankings are considered simultaneously.
The general procedure to employ ranking composition in solving MOOPs is as follows. Given an MOOP with M distinct objectives, one initially establishes M distinct rankings R 1 , R 2 , . . . , R M , each of them related to a different objective function f i . Next, for each solution I i , i ∈ [1, N ], with ranks r 1i , r 2i , . . . , r M i in each individual ranking, a composed ranking value r i is found, which reflects the usefulness of the solution relative to the others considering all objectives simultaneously. An example of this procedure is given in Table II . Initially, all solutions are ranked according to two objectives, modeled by functions (max) f 1 (x) and (max) f 2 (x). The values of the functions to each solution is used to construct the rankings R 1 and R 2 . Then, for each solution a composed rank value is obtained from the mean value of the initial ranks. The composed rank value is then used to build the final ranking R f .
It is important to remark, though, that while being useful in solving MOOPs, ranking composition does not replace dominance-based analysis. For instance, in Table II , despite the lack of a dominance relationship between solutions S 1 and S 2 , a mean ranking composition between these two solutions yields a superior composed value for S 1 .
In ECLE, ranking composition is employed to power an evaluation function which considers all objective-functions when assigning fitness values to individuals. The smaller the composed rank of an individual, the higher its fitness value. Five different ranking composition ranking methods are currently present in ECLE, namely arithmetic mean, harmonic mean, median of ranks, Condorcet ranking and reciprocal ranking.
IV. PROPOSED APPROACH
In this paper we investigate the use of intrinsic MOO techniques, based on the concept of Pareto efficiency, to construct knowledge rules with specific properties. In order to accomplish this goal we employ two well-known multi-objective evolutionary algorithms -MOEA -, namely VEGA and NSGA-II, briefly described in the next sections.
A. VEGA VEGA [10] works as follows: if the number of functions is M , at each iteration VEGA randomly partitions the current population P (t) into M disjunct subpopulations P 1 (t), P 2 (t), . . . , P M (t)
, then each individual of P 1 -hereafter the parameter (t) is omited -is evaluated by f 1 (x), each individual of P 2 is evaluated by f 2 (x) and so forth.
After the evaluation stage, a selection operator is applied to each partition, selecting individuals to compose the intermediate population P . It is important to ensure the selection operator is applied individually in each partition, for, since each partition is evaluated by different objective functions, individuals in different partitions are not necessarily comparable by their fitness values. Once the intermediate population P has been defined, VEGA applies crossover and mutation operators in the entire intermediate population, as in the typical evolutionary algorithm, producing the next population P (t + 1) and initiating a new iteration. This cycle continues until convergence is reached or another stop criterion is satisfied.
Note that VEGA has no inherent diversity maintenance mechanism. Later in this paper we propose a simple modification to VEGA to incorporate diversity.
B. NSGA-II
Given any set of solutions in the objective space, one may determine the non-dominated solutions which compose the Pareto front. If the solutions contained in the Pareto front are temporarily removed from the original set, one may find a "second Pareto front'. If this process is executed repeatedly until no solutions are left, one finds a non-dominated sorting of the original solutions.
The non-dominated sorting is the core of the Elitist Nondominated Sorting Genetic Algorithm -NSGA-II [11] . In essence, NSGA-II attempts to extract as many "external Pareto fronts" as possible. Given the current population P with size N , the first step of the NSGA-II consists in selecting an intermediate population P from P and then applying crossover and mutation operators in the individuals of P , creating a second intermediate population Q. Next, populations P and Q are merged, producing a third intermediate population R with 2 × N individuals, which is then non-dominated sorted. Each individual is assigned a rank r i which reflects how "externally" they are placed in the non-dominated sorting. Then, for each "more external Pareto front", if |Z| plus the size of that "Pareto front" doest not exceed N , all individuals from that "Pareto front" are copied to Z and deleted from R. When another "Pareto front" cannot be entirely copied to Z, a crowding function is applied to each front of R. The crowding function gives each individual a crowd value c i which reflects how "isolated" the individual lies in the objective space. Then, a crowding tournament selection operator is applied in R. The crowding tournament operator is much like the regular tournament selection operator, but, instead of fitness, it consider the values of r i -the lower, the better -and, as tie breaking, c ithe higher, the better. Each time the crowding tournament operator is applied, one individual of R is selected to Z. When |Z| = N , this intermediate population is submitted to selection, crossover and mutation operators much like the typical EA.
C. VEGA and Ranking Composition with Diversity Maintenance
NSGA-II has inherent diversity mechanisms. However, that is not the case of VEGA, nor of the single-objective EA based in ranking composition used in ECLE.
To overcome this deficiency, we employ a simple method for maintaining diversity in VEGA and in ranking composition-based EA. Since those methods tackle MOOP, we incorporated an extra objective function which measures the degree of "uniqueness" of a single individual. Ideally, maximizing the "uniqueness" of each individual maximizes the diversity of the entire population. This objective function is described later in Section V-B.
V. EXPERIMENTAL EVALUATION
In this section we present an experimental evaluation comparing intrinsic MOEA with ranking composition-based methods previously used in ECLE. We first discuss how we measure the quality of the solutions provided by the compared approaches and later present our results.
Considering the goal of an MOEA is to find a diverse set of efficient solutions, two criteria should be taken into consideration:
1) The most important criterion is dominance. Given two sets of solutions C 1 and C 2 such that the solutions in C 1 dominate a large number of solutions in C 2 and the reciprocal is false, then C 1 is to be considered better;
2) The distribution of the solutions within the Pareto front should be taken into consideration as a secondary criterion. A set with an extense Pareto front, containing a large number of solutions is preferreable to one with a short front or with just a few solutions scattered along an extense front. In the next sections we introduce the measures employed in this study to assess solution set efficiency and diversity.
A. Pareto Efficiency Measure
The C metric is a modified version of C metric [12] that allows one to estimate, given a set of sets of solutions, which set contains the most efficient solutions in a multi-objective space. The C rank metric is the metric obtained when each set of solutions is ranked by an iterative process similar to the non-dominated sorting process. This process is applied in three stages.
Given a set of N sets of arbitrary solutions in a multiobjective space, P 1 , P 2 , . . . , P N , in the first stage each set P i , i = 1 . . . N is preprocessed. Each dominated solution in each set P i is disregarded, and for each group of overlapping solutions in the objective space, all but one solution are disregarded. This means all solutions in each set P i are non-dominated solutions in distinct points of the objective space. In the second stage, the C metric is employed and the C value is assessed for each set of solutions P i . To calculate C (P i ) one must first find the complementary set of P i , which is composed by all solutions from all of the preprocessed sets but those from C i :
Next one may find C :
The C metric, however, is only useful in determining which set is superior to the others in terms of Paretoefficiency, which means the values of C are not comparable and do not let one say, for instance, which is the second-best set of solutions in terms of Pareto-efficiency. In order to be possible to make that assertion, one must analyze the sets of solutions iteratively, selecting, in each iteration, the superior set -or sets -of solutions, removing this or these sets from the original set of sets and then calculating the C measure for the remaining sets. This procedure results in a ranking of the sets which in turn allows one to compare all sets in terms of Pareto-efficiency.
B. Diversity Measure
In this work we use the total mean Euclidian distance to estimate the diversity of a set of solutions P = {s 1 , s 2 , . . . , s L }. Consider each solution is a point in an M -dimensional space, described by the objective functions f 1 (x), f 2 (x), . . . , f M (x). The Euclidean distance in the Mdimensional space is employed to assess the distance between two given solutions s x and s y . For clarity, the function d(s x , s y ) will be used to represent that distance:
The assesment of this metric is performed in two stages. The first stage is equal to that of the C rank metric: the set of solutions is preprocessed, so each resulting solution P = {s 1 , s 2 , . . . , s L } is a unique non-dominated solution. In the second stage, for each solution s i , one must calculate the sum of the Euclidean distances from s i to the remaining L − 1 solutions of the set. The mean of these sums is the mean total Euclidean distance metric:
The value of D(P ) is then used as an estimator of diversity of P .
C. Experiments
In order to assess the efficiency of the five ranking composition methods present in ECLE and the MOEAs VEGA and NSGA-II, several experiments were conducted in 13 data sets. All sets were retrieved from the UCI Machine Learning Repository [13] 1 . Seven MOEAs were compared: five ranking compositionbased methods (arithmetic mean, harmonic mean, median, Condorcet and reciprocal), NSGA-II and VEGA. The algorithms were compared by efficiency and diversity of the produced sets of solutions. Since the ranking compositionbased methods have no inherent diversity maintenance operator, the total Euclidean distance was used as an extra optimization goal. VEGA was run twice: once with no diversity operator and once with the same operator used with ranking composition-based methods -labelled vegadiv.
Besides using 13 datasets, we have also experimented each method in five different scenarios. In each scenario, a different set of rule quality measures was employed, as follows (please refer to [14] for equations): 1) Precision and support; 2) Novelty 2 , support and Laplace; 3) Piatetsky Shapiro's, support and precision; 4) Piatetsky Shapiro's, support and Laplace; 5) Φ-Coefficient, support and precision.
We have ran our experiments using 5 × 2-Cross-Fold Validation partitioning. Also, every time the MOEA was executed with any given pair of training/test sets, the MOEA was executed ten times, in order to reduce the chance of the stochastic nature of the EA tampering with the results. Table III shows mean values and average values for each measure considering all data sets and all scenarios. In each cell, "dom" refers to mean dominance measure and standard deviation for dominance measure and "div" refers to mean diversity measure and standard deviation for diversity measure. One may see the NSGA-II is superior to the remaining methods both in terms of efficiency and diversity, obtaining a mean rank of 2.54 -the lower the better -in dominance criterion and mean diversity 0.97 -the higher the better. VEGA with diversity operator also performs reasonably well, with mean rank 3.99, while arithmetic mean rank composition-based MOEA is assigned the second best diversity value, 0.71.
We ran Friedman statistical test 3 with the null-hypothesis that all MOEAs are equally efficient in terms of dominance. The Friedman test rejected the null hypothesis with 95% and we ran a Nemenyi test to verify which methods present statistically-significant difference. The same procedure was applied to the data regarding diversity. Figure 2 presents a summary of the Nemenyi test for dominance. The diagram should de read as follows. Each method has a label associated with a rank value (omited). For instance, NSGA-II was ranked by Nemenyi 1.00, so Figure 2 contains a connector between the label of NSGA-II and the coordinate 1.00 in the axis. The critical distance -CD -, according to Nemenyi hypothesis test, was 3.03 -both in terms of dominance and diversity. So any two given methods with rank difference smaller than 3.03 show no statistically significant difference. All pairs of methods which do not present statistically significant difference from one to another are connected in the graph by a thick line. For instance, there is no statistically significant difference from NSGA-II to mean and vegadiv -even though NSGA-II was ranked better. On the other hand, there is statistically significant difference from NSGA-II to vega and condorcet.
Based in the hypothesis test, we verify NSGA-II method performed better then nearly all of the remaining methods, except for VEGA with diversity operator and arithmetic mean ranking composition method -though NSGA-II is better ranked, the difference is not statistically significant at 95% confidence level. The reciprocal ranking presented the worst performance, being inferior to four methods. The same analysis was employed to compare the diversity of rules produced by the different methods. A summary of the Nemenyi hypothesis test is shown in Figure 3 . NSGA-II presents statistically significant superiority to four methods and statistically significant superiority to nearly all ranking composition-based methods. The arithmetic mean ranking composition method showed no statistically significant difference to the NSGA-II in terms of diversity. Again, reciprocal ranking and harmonic mean ranking composition methods presented statistically significant inferiority to four of the other methods each.
VI. CONCLUSION This paper presents a study of an application of MultiObjective Evolutionary Algorithms to construct knowledge rules with user-defined arbitrary criteria. VEGA and NSGA-II were implemented and compared to five previously existing Multi-Objective Evolutionary Algorithms based in ranking composition. We verified the NSGA-II presents better performance than ranking composition-based.
Interestingly, however, we have not observed statisticallysignificant difference between the diversity levels of VEGA and VEGA with diversity operator. We expected the diversity operator to allow VEGA to find much more diverse sets of solutions. We do not dismiss the possibility of finding more diverse solutions with the employment of a different diversity operator. Future work shall be conceived to verify that possibility.
