Let B n be the unit ball in R n and Y a smooth Riemannian manifold of dimension M ≥ 1, isometrically embedded in R N for some N ≥ 2. We shall assume that Y is compact, connected, without boundary. In this paper we shall be concerned with manifold constrained energy relaxation problems, and we consider variational functionals F :
Let B
n be the unit ball in R n and Y a smooth Riemannian manifold of dimension M ≥ 1, isometrically embedded in R N for some N ≥ 2. We shall assume that Y is compact, connected, without boundary. In this paper we shall be concerned with manifold constrained energy relaxation problems, and we consider variational functionals for a suitable class of integrands f , where, for X = C 1 , L 1 , BV , W 1,1 , we denote
We shall study the lower semicontinuous envelope with respect to the L 1 -topology of the variational functional (0.1), i.e., the relaxed functional 
Motivations for the analysis of non-convex manifold constrained energy relaxation problems are originated by questions of equilibria for liquid crystals, where n = 3 and Y = S 2 , the unit sphere in R 3 . The study of minimizers of the energy of non-linear elastic complex bodies has recently been studied in [17] , where the morphology of their substructures is represented by elements of some general differentiable manifold Y.
Among the wide literature about relaxation problems for unconstrained mappings, for future use, we only cite Fonseca and Müller [9] , who studied the analogous problem for functionals with linear growth but defined for standard Sobolev mappings u ∈ W 1,1 (B n , R N ). As to manifold constrained mappings, Dacorogna, Fonseca, Malý and Trivisa [6] studied the relaxation problem in topologies stronger than the L 1 -topology, namely, with respect to the weak W 1,p -topology, for p ≥ 1. Dealing with the L 1 -topology, Alicandro, Corbo Esposito and Leone [3] takled the problem in the case of the target manifold Y equal to S N −1 , the unit (N − 1)-sphere in R
N . An essentially different manifold constrained relaxation problem is the one when the variational functional (0.1) is supposed to be finite only on smooth W 1,1 -maps in C 1 (B n , Y) rather than on the whole class of Sobolev maps W 1,1 (B n , Y). In this setting, as to functional with linear growth, the case Y = S 1 was studied by Demengel and Hadiji [7] in the case of dimension n = 2, and by Giaquinta, Modica and Souček [12] in the case of higher dimension n ≥ 2. Dealing with more general target manifolds Y, Giaquinta and Mucci [14] studied the relaxation problem in the case of the total variation integrand f = |Du|, and more recently [16] in the case of integrands satisfying a suitable isotropy condition of the type f = f (x, u, |Du 1 |, . . . , |Du N |). In this paper we shall extend to the case of general target manifolds Y the integral representation in BV (B n , Y) of the relaxed functional (0.2) obtained in [3] for the case Y = S N −1 . More precisely, we shall assume that f satisfies the same assumptions as in [3] , see (H1)-(H5) in Sec. 1 below. In addition, we shall assume that the recession function f ∞ satisfies the isotropy condition considered by Fonseca and Ribka [10] , see property (H6) below.
Notation and statements
In this section we collect a few known facts that are relevant for the sequel. We then state our representation result of the relaxed functional (0.2), see Theorem 1.4.
Vector valued BV -functions. Let Ω ⊂ R
n be an open set and u : Ω → R N be a function in BV (Ω, R N ), i.e., u = (u 1 , . . . u N ) with all components u j ∈ BV (Ω). The Jump set of u is the countably H n−1 -rectifiable set J u in Ω given by the union of the complements of the Lebesgue sets of the u j 's. Let ν u = ν u (x) be a unit vector in R n orthogonal to J u at H n−1 -a.e. point x ∈ J u . Let u ± (x) denote the one-sided approximate limits of u on J u , so that for H n−1 -a.e. point x ∈ J u
where B ± ρ (x) := {y ∈ B ρ (x) : ±(y − x) · ν u (x) ≥ 0}. Note that a change of sign of ν u induces a permutation of u + and u − and that only for scalar functions there is a canonical choice of the sign of ν u which ensures that u + (x) > u − (x). The distributional derivative of u is the sum of a "gradient" measure, which is absolutely continuous with respect to the Lebesgue measure, of a "jump" measure, concentrated on a set that is σ-finite with respect to the H n−1 -measure, and of a "Cantor-type" measure. More precisely,
where
. . , ∇ n u) being the approximate gradient of u, compare e.g. [1] or [13, Vol. I] . We also recall that {u k } is said to converge to u weakly in the BV -sense,
Du weakly in the sense of (vector-valued) measures.
Tangential quasi-convexity. Let M (N, n) be the class of real (N × n)-matrices. We shall
Dealing with manifold constrained mappings, the following definition was introduced in [6] , see also [2] .
Moreover, g is said to be tangentially quasi-convex if for every u ∈ Y and
In [6] it was proved that for every u ∈ Y and
where Qg is the standard quasi-convex envelope of g, i.e.,
This yields that g is quasi-convex if g is tangentially quasi-convex. Moreover, we may and do identify a tangentially quasi-convex function g with the restriction of a quasi-convex function g to the subset
Hypotheses on f . We shall consider integrands f :
is tangentially quasi-convex, Definition 1.1; (H3) there exist two absolute constants c i > 0 such that
for every x ∈ B n and (u, ξ) ∈ T (Y);
(H4) for every compact set K ⊂ B n , there exists a non-negative continuous real function ω, with
(H5) there exists two absolute constants C > 0 and 0 ≤ m < 1 such that
for every x ∈ B n and (u, ξ) ∈ T (Y); (H6) the recession function f ∞ satisfies the isotropy condition, i.e., for every (
The hypotheses (H2), (H3), and (H5) deal with the restriction of f to B n × T (Y), compare (1.2), and go back to [3] . The isotropy condition (H6) was studied by Fonseca and Rybka [10] . It is clearly satisfied if f (x, u, ξ) = h(x, u, |ξ|) for some function h.
The recession function. We recall that the recession function f
If f satisfies (H2), (H3), and (H4), it turns out that:
(H4') for every compact set K ⊂ B n , there exists a non-negative continuous real function ω, with ω(0) = 0, such that |f
The surface energy density. Following [10] [9] [3] , for every ν ∈ S n−1 we denote
For every a − , a + ∈ Y we let
Arguing as in [10] , it readily follows that if f ∞ satisfies the isotropy condition (H6), then
In the case of the total variation integrand, i.e., f (x, u, ξ) = |ξ|, we have f ∞ (x, u, ξ) = |ξ| and hence
Main result. In this paper we will prove the following representation result of the relaxed functional.
where the surface density term K is given by (1.3) and
u being a good representative of u.
We recall that Theorem 1.4 was proved in [3] in the case Y = S N −1 , without assuming the isotropy condition (H6), and by [9] in the unconstrained case, Y = R N .
It remains an open problem to prove Theorem 1.4 without assuming the isotropy condition (H6).
The rest of the paper is dedicated to the proof of Theorem 1.4. By Remark 1.3, the growth condition (H3), in conjunction with the smoothness and compactness of Y, yield that F(u) is finite if and only if u ∈ BV (B n , Y). We now define for every Borel set B ⊂ B n and u ∈ BV (B n , Y)
and we let
In Sec. 2, using the same argument as in [3] , that goes back to [9] , we will show that
A density result. In order to obtain the equality in ( 
To this purpose, in Sec. 3 we will first prove 
In Sec. 4 we will then prove
There exists a sequence of Sobolev maps
By a diagonal argument we then clearly obtain our density result, and hence the equality in (1.6), that concludes the proof of Theorem 1.4.
Estimate from below
In this section we prove the inequality (1.6). To this purpose, for every u ∈ BV (B n , Y) and every sequence
Following [9] , possibly passing to a subsequence, we may and do assume that
weakly in the sense of the measures to some non-negative and finite Radon measure µ on B n , that decomposes into the sum of four mutually singular measures
Therefore, (2.1) holds true if we show that
for |D C u|-a.e. x 0 ∈ B n , and
Remark 2.1 For future use, we denote by
the ε-neighborhood of Y and we observe that, since Y is smooth and compact, there exists ε 0 > 0 such that
Proof of (2.2) and (2.
and ϕ ≡ 0 on [ε 0 , +∞), and consider the function f :
is given by (1.1). It turns out that f is an extension of the restriction of f to B n × T (Y), whereas the hypotheses (H1)-(H5) yield that the function
satisfies the hypotheses (F1)-(F5) of Theorem 2.8 in [3] , i.e., of Theorem 2.16 in [9] . The only non-trivial hypothesis to be checked is the following one:
To prove (F4), we observe that if y, y ∈ Y ε , setting u := Π ε0 (y) and u 0 := Π ε0 (y 0 ), we have
Property (F4) then follows from (H4).
In conclusion, arguing as in Sec. 5.1 of [3] , we infer that (2.2) and (2.3) hold true.
Proof of (2.4): We follow the lines of the proof in Sec. 5.2 of [3] . More precisely, using the blow-up argument from [9] , for H n−1 -a.e. x 0 ∈ J u we find a sequence
Now, using the isotropy condition (H6), we prove the following
Lemma 2.2 Under the previous hypotheses, there exists a sequence {w
On account of (1.3), Lemma 2.2 yields (2.4).
Proof of Lemma 2.2: Arguing as in [10, Prop. 2.6], by Fubini's theorem and (H6), for every ε > 0 and every k we find a Sobolev function
By the growth condition (H3) and by (2.5), we infer that
for some absolute constant C > 0. Let m ∈ N + to be fixed below, and let
By (2.6) we infer that for every k we can find two indices i
Now, by a straightforward adaptation of the argument from [9, Lemma 3.1], we may and do define for every k two cut-off functions
, and such that, setting
we have
and, by the growth condition (H3),
for some absolute constant C > 0
We now show that if m ∈ N is chosen sufficiently large, for k large enough
we may and do find a number t
Therefore, choosing m large so that C/m < ε 0 /2 in (2.7), by (2.11) we obtain (2.10).
We finally define
where Π ε 0 is the projection given by Remark 2.1.
, using (2.8), (2.9), and the growth condition (H3), it turns out that
) and the energy estimate
where C > 0 is an absolute constant. On account of (2.5) we then obtain
and finally the assertion, by letting ε 0.
3 The density result, part I
In this section we prove Theorem 1.5. We shall first consider the case of the total variation integrand, f (x, u, ξ) = |ξ|. Using a continuity theorem by Reshetnyak, Theorem 3.4, we shall then prove Theorem 1.5 for more general integrands f as in Theorem 1.4.
The case f (x, u, ξ) = |ξ|. By Remark 1.3, if we consider the total variation integrand f (x, u, ξ) = |ξ|, we infer that G(u, B) agrees with the total variation energy
compare [14, Sec. 6] . In the proof of Theorem 1.5 we use arguments from [14, Sec. 4] . For the reader's convenience we give a complete proof, that will be divided in four steps. In the case of dimension n = 1, the proof is a straightforward adaptation of results from [14, Sec. 1].
Proof of Theorem 1.5: We make use of an inductive argument on the dimension n ≥ 2. More precisely, we will assume that Theorems 1.5 and 1.6, and hence the strong density of
For every point x 0 ∈ B n and for a.e. radius r ∈ (0, r 0 ), where
sense. In this case we say that r is a good radius for u at x 0 , and we set
2)
D τ and ∇ τ being the distributional derivative and the approximate gradient w.r.t. an orthonormal frame τ tangential to ∂B r (x 0 ), respectively.
Step 1: Definition of the fine cover F m . We define for every m ∈ N a suitable fine cover F m of B n \ J u consisting of closed balls of radius smaller than 1/m. To this aim, let µ d and µ J be the mutually singular Radon measures on B n given for every Borel set B ⊂ B n by
so that by (3.1) we have the decomposition into the "diffuse" and "jump" part
By the decomposition of the derivative Du, compare [1, Prop. 3 .92], we infer that for any point
J m being closed, for every x 0 ∈ Ω there exists a positive radius r = r(x 0 , m), smaller than the distance of x 0 to the boundary ∂B n , such that for every 0 < R < r(x 0 , m)
Finally, by (3.2), if x 0 ∈ Ω, for every 0 < R < r(x 0 , m) we find a good radius r ∈ (R/2, R) such that
We then denote by F m the union of all the closed balls centered at points x 0 ∈ Ω and with good radii 0 < r < min{r(x 0 , m)/2, 1/m} such that
and, according to (3.4), 1
The above construction yields that F m is a fine cover of Ω such that
Step 
where L n is the Lebesgue measure and µ d , µ J are given by (3.3). In the sequel, for any closed ball B we will denote by B the closed ball centered as B and with radius twice the radius of B, i.e., 
where C = C(n) > 0 is an absolute constant, only depending on the dimension n.
By Theorem 3.1 we obtain for every m a suitable denumerable disjoint family F m of closed balls contained in B n \ J m and with radii smaller than 1/m. We finally label
,
and notice that
Step 3: Projecting the boundary data. Let n ≥ 3. For any ρ > 0, we set Q 
We recall that Y ⊂ R N , and for y ∈ Y and 0 < ε < ε 0 we denote by
where Π ε : Y ε → Y is the projection map given by Remark 2.1. Moreover, we let Ψ (y,ε) : R N → B Y (y, ε) be the retraction map given by Ψ (y,ε) (z) := Π ε • ξ (y,ε) , where 
where C > 0 is an absolute constant, not depending on u j . By (3.5) and (3.6) we infer that on one hand
and on the other hand 1
where C > 0 is an absolute constant. , where h = 1, . . . , 2n, we may and do define a partition of S h into (q + 1)
n−1 small (n − 1)-dimensional "cubes" C l,h in such a way that the following facts hold:
ii) If n = 3, we have 12) where K > 0 is an absolute constant.
iii) If n ≥ 4, and [S h ] i denotes the i-dimensional skeleton of S h , for every i = 1, . . . , n − 2 we have
where K > 0 is an absolute constant.
iv) All the C l,h 's are bilipschitz homeomorphic to the (n − 1)
Remark 3.3 By (3.11) and (3.12), or (3.13), we infer that
where C > 0 is an absolute constant. Moreover, the image u j (Σ 1 r ) is contained in B Y (y j , ε m /2). Therefore, in the sequel we will take q := integer part of ((2 C)
Arguing as in Remark 3.2, we infer that for every l and h To this purpose we first define a BV -function u 
By (3.15) and (3.16) we infer that u (2) j
is well-defined in the 2-skeleton of N (r,δ) .
The case n = 3. We then define u j on Q 3 r \ Q 3 δ by means of a radial extension on each cube Q l,h , i.e., by setting for every l and h
so that u j actually belongs to BV (Q
Moreover, it is readily checked that u j satisfies the energy estimate
whereas by the definition of u
we obtain
Therefore, by (3.12), and by summing on l and h, we estimate
In conclusion, for m large, and n = 3, by (3.14) and (3.10) we obtain the energy estimate
where, we recall,
The case n ≥ 4. We define a BV -function u j|∂F similar to the one in (3.17), so that
Setting then u j = u (n) j , by the construction, and for (3.13), we readily infer that
so that by (3.14) and (3.10) we obtain again (3.18), for m large. The above properties (a)-(d) follow from the construction, as required.
In conclusion, for any n ≥ 3, setting
on account of (3.9) we infer that w j belongs to BV (B r (x 0 ) \ B δ (x 0 ), Y), and by (3.18) it satisfies the energy estimate
Finally, by the properties (c) (d) we infer that the trace of w j on ∂B r (x 0 ) is equal to u (r,x 0 ) and the trace of w j on ∂B δ (x 0 ) is equal to v j , where
and the energy estimate
In the case of dimension n = 2 we simply take δ = r and v j := u (r,x 0 ) . In this case, in fact, the energy bounds (3.5) and (3.6) yield that (3.20) holds true, see Remark 3.2.
Step 4: Approximation on the balls of F m . We set B j := B δ (x 0 ), and we now apply the above mentioned inductive hypothesis to the BV -map v j ∈ BV (∂ B j , Y) defined in Step 3. Therefore, we find a sequence of Sobolev maps {v
for every h. Now, since v j satisfies the property (3.20) , by the proof of Theorem 1.5 and of Theorem 1.6 below we infer that we may and do assume that the approximating sequence satisfies
Taking k sufficiently large, and using the argument by Gagliardo [11] , we then define a map W 
for m large enough, hence we may and do define w
, where Π ε0 is the Lipschitz projection on Y given by Remark 2.1, so that w
We now extend w
to the whole ball B j by the map w
k is contained in the geodesic ball B Y (y j , ε m ), by means of a convolution argument we can approximate w
k|B ρ (x 0 ) and with total variation converging to the total variation |D w
weakly in the BV -sense, whereas
Therefore, the energy of w 
Moreover, by suitably defining the convolution kernel, we may and do assume that the traces are equal, so that w
where ε k 0 along a sequence and ρ k δ sufficiently rapidly so that
Step 5: Approximating maps on the whole domain. For any n ≥ 2 we now define u
By
Step 4 we know that u
As to the energy estimates of u
whereas by Theorem 3.1, on account of (3.3), we obtain
On the other hand, by (3.24) and (3.25) we estimate
Therefore, by a diagonal argument, setting u m := u
that clearly holds even in the case n = 2. Since moreover u m = u on B n \ Ω m , by (3.7) we then infer that
To prove the L 1 -convergence of u m to u as m → ∞, and hence weakly in the BV -sense, we recall that the radii of the balls B j in F m are smaller than 1/m, whereas u (m) k = u on ∂B j and outside Ω m . Therefore, since by the above energy estimates we may assume that |Du m |(B j ) ≤ 2|Du|(B j ) for every j, if m is sufficiently large, the Poincaré inequality yields
n ), see (2.1), in conjunction with (3.28), yields the convergence
. Finally, we observe that the Cantor part of Du m is non-zero only possibly in the annuli B r (x 0 ) \ B δ (x 0 ). However, due to the energy estimates (3.18) (3.27), by summing on j, we may and do assume that for m large enough
Therefore, using an iteration argument on the approximating sequences {u m }, similar e.g. to the one giving Theorem 1.6 from Proposition 4.1 in Sec. 4 below, we find the approximating sequence {u k } such that
The case of general integrands f . To prove Theorem 1.5 for general integrands f , arguing as in [16] , we shall make use of a continuity property from [13, Vol. II] . This property relies on the following continuity theorem due to Reshetnyak [18] , compare Thm. 1 in Sec. 1.3.4 of [13, Vol. II]. We first notice that the sequence {u m } obtained in the proof of Theorem 1.5, in the case f (x, u, ξ) = |ξ|, actually satisfies lim
Moreover, denoting by Du := ∇u L n + D C u the "diffuse" part of Du, we also have
and the growth condition (H3) we obtain
that clearly yields both (3.29) and (3.30). We now let
. Using (3.29), (3.30) and Theorem 3.4 below we will prove that lim
Now, the first two terms in G(u), corresponding to the "diffuse" part Du, agree with F f (u), see (1.5). Moreover, since Ω m ⊂ B n \ J m , by property (H3), and by the compactness and smoothness of Y, we obtain
By (3.31) and (3.32), and since
In order to prove (3.32), for any R m -valued Radon measure µ defined on an open set U ⊂ R n+N , we will denote by − → µ its Radon Nikodym derivative with respect to the total variation |µ|, and by µ k µ the weak convergence in the sense of the measures. iii) G(z, ·) is essentially convex for every z, i.e.,
where the equality holds if and only if q = λp for some λ ≥ 0.
Let F (z, p) be a non-negative continuous function that is homogeneous of degree one in p for every z and that satisfies
We now take U = B n × R N , z = (x, u), m = 1 + nN , and we identify v ∈ BV (B n , Y) with the vector
v ), where
and µ 
where G and F f are the parametric polyconvex l.s.c. envelope of the total variation integrand and of f , respectively. Moreover, we have: 
possibly passing to a subsequence (µ um ) weakly converges to some vector-valued measure µ with finite total variation. Writing µ = ( µ (0) , µ (1) ) as above, the L 1 -convergence u m → u and the Lebesgue theorem clearly yield that the first component
As to the second component µ 
the first one being the corresponding component of µ (1) u , so that
. By lower semicontinuity, using (3.30) we obtain
which yields ( µ) j i = 0 for every i and j and hence µ = µ u . The assertion readily follows, as the limit µ does not depend on the chosen subsequence.
The density result, part II
In this section we prove Theorem 1.6 in any dimension n ≥ 2, the case n = 1 being an immediate adaptation of results from [14] . In the sequel, for every map v ∈ BV (B n , Y) we will denote by µ a,v and µ J,v the Radon measures on B n given for every Borel set B ⊂ B n respectively by
The proof of Theorem 1.6 is based on the following
In fact, for any ε ∈ (0, 1/2) we apply iteratively Proposition 4.1 as follows. Letting u 
and
Proof of Proposition 4.1: We set u = u, for simplicity, and divide the proof in five steps, where we will use arguments from [14] .
Step 1: Blow-up argument. We apply an argument by Federer [8, 4.2.19 ] to the rectifiable measure
the density L u (x) being a non-negative H 
n is covered by G. Moreover, since µ J,u (B n ) < ∞, we can find a positive number θ > 0 so that the subset
satisfies the following properties:
Moreover, by the smoothness and compactness of Y, and by the growth condition (H3), we infer that the function x → L u (x) is uniformly bounded on J, i.e.,
Let 0 < σ < 1 to be fixed. By [8, 2.10.19 ] and by the Vitali-Besicovitch theorem, Theorem 3.1, we can find a number t σ ∈ (1/2, 1), a countable disjoint family of closed balls B j , contained in B n and centered at points in J, and a bilipschitz homeomorphism ψ σ from B n onto itself satisfying the properties listed below, where c > 0 is an absolute constant, possibly varying from line to line, which is independent of σ and of the radii r j of the balls B j .
ii) If B j := B(p j , r j ), for every j there is a manifold M j of G such that p j ∈ M j , and the radius r j ∈ (0, σ).
v) The one-sided approximate limits u ± (p j ) of u at p j are well-defined.
vi) The "blow-up" map u j :
vii) By a slicing argument, we may and will assume that for some R ∈ (r j , 2r j ) the sliced map
Moreover, by the construction we may assume that both properties (4.6) and
hold true for any 0 < ρ < 2r j . Therefore, taking σ > 0 small so that √ σ ≤ 1/C( J), by (4.4) and the growth condition (H3) we obtain that
viii) The ball B(p j , tr j ) is divided by M j into two open connected "half" balls, denoted by Ω ± j , and by a slicing argument we have
ix) By the hypothesis (H4) on f , for every x ∈ B j we have
Moreover, ψ σ maps bijectively B j onto B j , with ψ σ|∂B j = Id |∂B j and ψ σ (p j ) = p j for all j, and ψ σ is equal to the identity outside the union of the balls B j . p j ) ) for every j, where Tan(M j , p j ) is the (n − 1)-dimensional tangent space to M j at p j and ρ j ∈ (r j /2, r j ).
As a consequence, we define u
, and observe that
Step 2: Projecting the boundary data. Set
Without loss of generality we may and will assume that p j = 0, ν u (p j ) = ν u σ j (0) = e n , and
where B n ρ := B n (0, ρ), so that d = r j and R = ρ j , and
By (4.8) and (4.9) we readily infer (4.14)
Step 3: Approximation on the balls B j . Using property (b) in Step 3, we now define u We now apply for every j a "dipole construction" to approximate almost all the Jump part of the energy of u Let now u σ ∈ W 1,1 (B n , Y) be given by
By (4.29) and (4.5) we obtain
so that if σ = σ(ε, k, J, µ J,u ) > 0 is small, we have
Moreover, by (4.3) and (4.6), taking σ small, the above construction yields that
Finally, by (4.30) and (4.5), the balls B j being pairwise disjoint, we have
if σ = σ(ε, k, J, µ J,u ) > 0 is small. Since Du σ has no Cantor part, the proof is complete.
