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BAB III 
ANALISA DAN PERANCANGAN SISTEM 
Pada bab ini akan menguraikan tentang analisa sistem yang dilakukan dalam 
klasifikasi kelahiran prematur dan mengenai data yang akan digunakan pada proses 
klasifikasi dan seleksi fitur. Proses klasifikasi data menggunakan algoritma C4.5 dan 
seleksi fitur menggunakan Information gain dan Correlation – based Feature 
Selection. 
3.1 Deskripsi Umum 
Sistem ini untuk menentukan fitur – fitur yang paling berpengaruh dalam 
menentukkan kelahiran prematur yang akan dibuat dengan menggunakan algoritma 
C4.5 dan menerapkan seleksi fitur dalam proses penyeleksian fitur – fiturnya. Dalam 
aplikasi yang akan dibuat ini akan menggunakan Information Gain dan Correlation – 
based Feature Selection sebagai seleksi fiturnya.  
Pemilihan fitur – fitur terhadap proses kelahiran prematur ini akan digunakan 
oleh ibu – ibu yang akan melahirkan, dan dapat mencegah terjadinya kelahiran 
prematur pada bayi yang akan dilahirkan. Namun akan bermanfaat juga bagi wanita 
yang belum hamil untuk menghindari dirinya dari melahirkan secara prematur sebagai 
acuannya. 
3.2 Analisa Permasalahan 
Kelahiran bayi prematur di Indonesia masih menjadi salah satu kasus yang 
sangat tinggi. Data dari beberapa rumah sakit menunjukkan presentasi antara 14-20% 
dari seluruh bayi yang dirawat. Keadaan ini terutama disebabkan masalah sosial-
ekonomi yang dialami sebagian besar masyarakat Indonesia. Ada beberapa faktor dan 
masalah kesehatan yang dapat memicu persalinan prematur yaitu ibu yang tidak sehat, 
merokok, riwayat kehamilan,kondisi janin, kondisi psikologis. 
Resiko diatas dapat dicegah dengan selalu menjauhkan terhadap hal – hal yang 
akan menyebabkan kelahiran prematur terjadi. Untuk menghindari kelahiran prematur 
maka bagi wanita khususnya harus mengetahui apa penyebab yang paling 
berpengaruh untuk terjadinya kelahira prematur. 
Masalahnya yaitu begitu banyaknya faktor yang dapat menyebabkan kelahiran 
secara prematur terjadi, sehingga menyebabkan para ibu sulit menentukan faktor yang 
paling penting untuk dihindari atau untuk mencegah terjadinya kelahiran prematur. 
Menentukan faktor – faktor kelahiran prematur tidak semerta – merta dengan hanya 
menebaknya. Maka untuk mengetahui faktor – faktor yang paling berpengaruh dalam 
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menghindarkan terjadinya kelahiran prematur, kita semua dan khususnya ibu hamil 
harus memiliki cara atau metode untuk menentukan hal yang paling penting untuk 
dihindari. 
 3.3 Usulan Pemecahan Masalah 
Permasalahan yang dipaparkan diatas oleh penulis berkaitan dengan penelitian 
yang akan dilakukan. Berdasarkan hal tersebut dikemukakan sebuah solusi untuk 
mengetahui apa saja hal yang terpenting untuk menghindari terjadinya kelahiran 
secara prematur. Untuk mengetahui hal tersebut kita dapat menggunakan metode C4.5 
sebagai cara untuk memprediksi hasil kelahiran prematur dengan menggunakan 
beberapa atribut yang dapat menyebabkan terjadinya kelahiran prematur. 
Dalam klasifikasi atau prediksi ini juga menerapkan Information Gain dan 
Correlation – based Feature Selection sebagai untuk mengoptimasi kinerja dari 
Algoritma C4.5 untuk mendapatkan presentase klasifikasi ataupun prediksi yang lebih 
baik dengan menggunakan atribut – atribut hasil seleksi Inforation Gain dan 
Correlation – based Feature Selection. 
3.4 Analisa Sistem  
3.4.1 Persiapan Data 
Data yang akan digunakan dalam penelitian ini adalah data pasien 
gynekologi yang diperoleh dari penelitian sebelumnya yang bersumber dari 
salah satu rumah sakit yang ada dijakarta. Data yang akan digunakan 
berjumlah 500 data dari proses pengumpulan data. Data tersebut berupa data 
pasien gynekologi yang disalin ke dalam sebuah file berupa excel. Data yang 
digunakan terdiri dari 10 variabel atau atribut. Variabel tersebut adayang 
tergolong variable predictor ataupemrediksi yaitu variable yang dijadikan 
sebagaipenentu kelahiran prematur, dan variabel tujuanyaitu variabel yang 
dijadikan sebagai hasilkelahiran . Adapun variabel predictor yaitu usia, sistol, 
diastol, riwayat darah tinggi, riwayat keguguran, riwayat prematur, stress 
(trauma), konsumsi rokok, kehamilan ganda dan keputihan. 
Penjelasan mengenai fitur – fitur atau variabel data yang akan 
digunakan dalam proses klasifikasi sebagai berikut : 
a. Usia  
Usia seseorang wanita dapat mempengaruhi proses melahirkan, karena 
ada masa seorang wanita sudah siap untuk melahirkan dan ada masa ketika 
wanita belum siap untuk melahirkan sehingga bisa melahirkan secara 
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normal dan bisa melahirkan anak prematur. Dalam proses klasifikasi nanti 
usia dibagi menjadi 2 nilai yaitu 0 dan 1, untuk nilai 0 diartikan tidak 
rawan prematur dan nilai 1 diartikan sebagagai rawan prematur. 
b. Tekanan Darah Sistolic (Sistol) 
Darah yang muncul dibagian atas, yang dihitung setiap detak jantung. 
Tekanan darah sistolic yang normal adalah 120 mmHg dan kebawah. 
Apabila angka tekanan darah sistolic mencapai angka 140 keatas 
mengakibatkan tekanan darah tinggi, sehingga dapat menyebabkan 
terjadinya kelahiran prematur apabila terjadi pada ibu hamil. Dalam proses 
klasifikasi nanti tekanan darah sistolic dibagi menjadi 3 nilai yaitu 0, 1 dan 
2. Disetiap nilai dapat diartikan masing – masing untuk proses klasifikasi, 
untuk 0 diartikan rendah, 1 diartikan normal dan untuk 2 diartikan tinggi. 
c. Tekanan Darah Distolic (Distol) 
Tekanan darah dalam arteri. Tekanan darah distolic yang normal 
adalah 80 kebawah. Apabila tekanan darah distolic mencapai 90 keatas 
menyebabkan hipertensi dan dapat menyebabkan kelahiran prematur bagi 
ibu yang sedang hamil apabila tekanan darah distolicnya 90 keatas. Sama 
halnya dengan tekanan darah sistolic dalam proses klasifikasi nanti dibagi 
menjadi 3 nilai yaitu 0, 1 dan 2. Disetiap nilai dapat diartikan masing – 
masing untuk proses klasifikasi, untuk 0 diartikan rendah, 1 diartikan 
normal dan untuk 2 diartikan tinggi. 
d. Riwayat Darah Tinggi 
Apabila seseorang wanita yang hamil mengalami darah tinggi saat 
mendekati melahirkan akan dapat menyebabkan terjadinya kelahiran yang 
tidak normal pada anaknya sesuai dengan yang dijelaskan pada tekanan 
darah sistolic dan distolic sebelumnya. Tekanan darah tinggi pada ibu 
hamil adalah mencapai angka 150 keatas. Dalam proses klasifikasi nanti 
riwayat darah tinggi dibagi menjadi 2 nilai yaitu 0 dan 1, untuk 0 bernilai 
tidak dan untuk 1 bernilai ya. 
e. Riwayat Keguguran 
Seseorang wanita atau ibu hamil yang sebelumnya pernah mengalami 
keguguran sebelumnya akan berpengaruh pada kelahiran selanjutnya pada 
bayinya. Keguguran sebelumnya pada seorang ibu dapat mempengaruhi 
psikologis dari wanita tersebut baik secara fisik maupun secara mental. 
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Apabila seorang ibu mengalami gangguan pada fisik dan mental saat 
melahirkan akan berpengaruh terhadap janin dan anak yang akan 
dilahirkan. Dalam klasifikasi nanti riwayat keguguran dibagi menjadi 2 
nilai yaitu 0 dan 1 untuk 0 bernilai tidak dan untuk 1 bernilai ya. 
f. Riwayat Prematur 
Risiko kelahiran bayi prematur meningkat pada wanita yang memiliki 
riwayat melahirkan prematur sebelumnya. Bahkan, studi menunjukkan 
wanita yang melahirkan prematur berada pada tingkat peluang 30-50 
persen lebih tinggi untuk mengalami kelahiran bayi prematur di kehamilan 
berikutnya. Dalam klasifikasi nanti riwayat prematur dibagi menjadi 2 
nilai yaitu 0 dan 1 untuk 0 bernilai tidak dan untuk 1 bernilai ya. 
g. Trauma (Strees) 
Trauma itu disebabkan oleh kekerasan saat ibu sedang hamil, adanya 
pukulan benda keras di perut ibu hamil. Larangan ibu hamil terjatuh dan 
terbentur ini, karena menimbulkan pendarahan bisa membuat ibu hamil 
tersebut melahirkan secara prematur. Dalam klasifikasi nanti trauma dibagi 
menjadi 2 nilai yaitu 0 dan 1 untuk 0 bernilai tidak dan untuk 1 bernilai ya. 
h. Konsumsi Rokok 
Wanita yang memiliki kebiasaan buruk berupa merokok memiliki 
peluang untuk melahirkan secara prematur. Merokok adalah kebiasaan 
buruk ibu hamil yang salah dan harus dihindari. Jika sebelum hamil ibu 
sudah biasa merokok, saat hamil pun wanita tersebut tidak bisa 
menghentikan kebiasaan buruknya tersebut. Dalam klasifikasi nanti 
konsumsi rokok dibagi menjadi 2 nilai yaitu 0 dan 1 untuk 0 bernilai tidak 
dan untuk 1 bernilai ya. 
i. Kehamilan Ganda 
Diperkirakan 50 persen dari kehamilan kembar dua berakhir dalam 
kelahiran prematur dan hampir semua kejadian kembar kelipatan yang 
lebih tinggi (90 persen) dilahirkan prematur. Sebanyak 36 persen dari 
kembar tiga dilahirkan sebelum 32 minggu kehamilan, menurut sebuah 
penelitian yang dilakukan oleh Ifeoma Offiah dan tim peneliti dari Rumah 
Sakit Bersalin Universitas Cork, Irlandia. Dalam klasifikasi nanti 
kehamilan ganda dibagi menjadi 2 nilai yaitu 0 dan 1 untuk 0 bernilai tidak 
dan untuk 1 bernilai ya. 
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j. Keputihan  
Keputihan yang ditandai dengan munculnya cairan yang lebih kental, 
berbau amis dan rasa gatal yang memicu iritasi pada vulva. Keputihan 
pada ibu hamil jenis ini akan mengakibatkan nyeri saat bersenggama. 
Dalam klasifikasi nanti keputihan dibagi menjadi 2 nilai yaitu 0 dan 1 
untuk 0 bernilai tidak dan untuk 1 bernilai ya. 
  3.4.2 Proses Sistem 
Masukkan sistem akan diproses menggunakan algoritma C4.5 dalam 
teori penambangan data dan menerapkan seleksi fitur Information Gain dan 
Correlation – based Feature Selection untuk pemilihan fitur atau atribut 
terlebih dahulu sebelum proses klasifikasi. Alur sistem dan tahapan penelitian 
dapat dilihat pada gambar 3.1 berikut :   
                    
    Gambar 3.1 Alur Sistem dan tahap penelitian  
a. Dataset yang akan digunakan untuk proses klasifikasi penyakit 
gynekologi. 
b. Dari dataset penyakit gynekologi akan dibagikan menjadi data 
training dan data testing. Data training 70%  dan data testing 30%. 
c. Sebelum data digunakan untuk proses klasifikasi dilakukan Seleksi 
Fitur terlebih dahulu untuk mengurangi  fitur – fitur yang kurang 
relevan dari 10 fitur yang ada. 
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d. Setelah didapatkan hasil dari seleksi fitur, kemudian selanjutnya 
akan dilakukan klasifikasi dengan menggunakan algoritma C4.5 
untuk mendapatkan hasil klasifikasi terhadap penyakit gynekologi. 
  3.4.3 Sampel Data 
`  Berikut adalah contoh isi dari sample data untuk pasien gynekologi 
yang disajikan pada tabel 3.1 sebagai berikut : 
   Tabel 3.1  Sampel Data Gynokologi 





Trauma  Kehamilan 
Ganda  
Hasil  
1 0 2 2 1 1 0 0 Prematur  
2 0 0 0 0 0 1 0 T_Premat
ur 
3 0 2 2 1 1 0 0 Prematur 
4 1 0 1 0 0 1 0 Prematur 
5 0 2 2 1 1 1 0 Prematur 
6 0 0 1 0 0 0 0 T_Premat
ur 
7 0 1 1 1 1 1 0 Prematur 
8 0 2 2 1 1 0 0 Prematur 
9 0 1 2 0 0 1 0 T_Premat
ur 
10 0 1 1 1 1 1 0 Prematur 
11 0 1 1 1 1 1 0 Prematur 
12 0 0 1 0 0 1 0 Prematur 
13 1 2 2 1 1 1 0 Prematur 
14 0 2 2 1 0 1 0 T_Premat
ur 
15 0 0 0 0 0 1 0 T_Premat
ur 




  Fitur – fitur yang akan digunakan dalam penelitian nantinya berjumlah 
10 fitur dengan 1 kelas targetnya. Untuk fitur atau atribut penelitian dapat 
dilihan pada tabel 3.2 dibawah berikut ini : 
   Tabel 3.2 Atribut – Atribut untuk Klasifikasi 
No Atribut Nilai 
1 Usia  0 = Tidak Rawan; 1 = Rawan 
2 Sistol  0 = Rendah; 1 = Normal; 2 = Tinggi 
3 Distol  0 = Rendah; 1 = Normal; 2 = Tinggi  
4 Riwayat Darah Tinggi 0 = Tidak; 1 = Ya 
5 Riwayat Keguguran 0 = Tidak; 1 = Ya 
6 Trauma  0 = Tidak; 1 = Ya 
7 Konsumsi Rokok 0 = Tidak; 1 = Ya 
8 Riwayat Prematur 0 = Tidak; 1 = Ya 
9 Kehamilan Ganda 0 = Tidak; 1 = Ya 
10 Keputihan  0 = Tidak; 1 = Ya 
11 Hasil  Prematur dan Tidak Prematur 
 
       3.4.4 Penanganan Data 
a. Transformasi Data 
Proses transformasi data adalah proses merubah data kedalam bentuk yang 
sesuai dan mudah dipahami untuk digunakan dalam prose klasifikasi, 
misalnya merubah keterangan data kedalam bentuk numerik, contoh pada 
data yang saya gunakan adalah 0 = Tidak dan 1 = Ya. Namun setelah 
diteliti kembali data yang digunakan oleh peneliti sudah dalam bentuk 
numerik dan tidak perlu dilakukan transformasi data lagi. Data yang 
digunakan sudah diolah pada penelitian sebelumnya dan disini peneliti 
menambah penyeleksian atribut – atribut atau variabel yang akan 
digunakan dalam klasifikasi nantinya. 
b. Missing Value  
Missing value dapat diartikan sebagai data atau informasi yang hilang atau 
tidak tersedia dalam subjek penelitian pada variabel tertentu akibat faktor 
non sampling error. Kemunculan missing value dalam data set dapat 
memberikan pengaruh terhadap hasil data mining. Oleh karena itu, 
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sebelum data set digunakan perlu ada cleansing untuk pengaruh missing 
value tersebut dapat diminimalisasi. Ada beberapa cara yang dapat 
digunakan untuk mengatasi missing value dianaranya adalah dengan 
menghapus instance yang mempunya missing value, men – substitusi 
missing value berdasarkan distribusi nilai, men – substitusikan missing 
value bberdasarkan korelasi antar atribut dan men – substitusikan 
berdasarkan kemiripan antar instance. Akan tetapi pada data yang saya 
gunakan untuk penelitian sudah lengkap tanpa missing value karena sudah 
diolah pada penelitian sebelumnya sehingga dapat dengan langsung 
diterapkan pada proses seleksi fitur dan klasifikasi menggunakan algoritma 
C4.5. 
3.5  Seleksi Fitur dan Algoritma C4.5  
3.5.1 Seleksi Fitur 
Dari beberapa fitur yang akan digunakan dalam klasifikasi nantinya 
ingin diseleksi terlebih dahulu untuk mengetahui nilai – nilai fitur yang akan 
digunakan dalam proses klasifikasi nantinya. Maka dari itu menggunakan 
Seleksi Fitur untuk mengetahui pengaruh dari Seleksi Fitur yang digunakan 
terhadap hasil klasifikasinya. Teknik Seleksi fitur yang digunakan akan 
dibandingkan dengan memakai metode pembobotan atribut ataupu metode 
scoring untuk nominal ataribut. 
Tabel 3.3 Metode Seleksi Fitur Yang Digunakan 
 
Seleksi Fitur 
Correlation – based 
Feature Selection ( CFS ) 
Informtion Gain ( IG ) 
 
 





  3.5.2 Algoritma C4.5 
Setelah dilakukan seleksi fitur pada bagian sebelumnya, maka 
selanjutnya hasil yang didapat dari dua proses Seleksi fitur diatas akan 
diklasifikasi kembali dengan menggunakan algoritma C4.5. Dari penelitian 
yang sebelumnya, algoritma C4.5 menunjukkan akurasi yang lebih baik dalam 
melakukan klasifikasi. Algoritma C4.5 menghasilkan nilai >90% pada 
prediksi kelahiran prematur berbasis PSO. Sehingga dapat digunakan untuk 
melihat accuracy pada klasifikasi kelahiran bayi prematur dengan menerapkan 
seleksi fitur terlebih dahulu untuk mendapatkan fitur – fitur yang paling 
berpengaruh dalam penentuan kelas dari proses klasifikasi. Dataset yang sudah 
dibagi menjadi 3 kategori sebelumnya yaitu data hasil IG, CFS, dan data yang 
tanpa seleksi fitur terlebih dahulu ( data original ). Masing – masing data akan 
dibagi mennjadi 2 bagian 70% untuk Data Latih atau data train dan 30% untuk 
data Uji atau data testing. Setelah semua data dikategori dan dibagi maka 
selanjutnya akan dilakukan proses klasifikasi pada masing – masing data yang 
telah dikategorikan. Proses Klasifikasi dapat dilihat di Gambar 3.4 : 
 
 
Gambar 3.4 Proses Klasifikasi Algoritma C4.5 
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Data hasil dari Seleksi Fitur akan dilakukan pembagian data, 
untuk data Latih 70% dan untuk data Uji 30%. Setelah data Latih dan 
data Uji sudah dibagi maka selanjutnya akan dilakukan pemodelan 
klasifikasi menggunkan Algoritma C4.5. Pemodelan klasifikasi akan 
membentuk suatu data yang baru yang akan dibandingkan dengan data 
yang sebenarnya, untuk memprediksi kelas dari data tersebut. Dari 
hasil pediksi klasifikasi nantinya akan dibandingkan dengan kelas yang 
sebenarnya. Setelah itu hasil dari setiap prediksi itu akan kita analisa 
kembali untuk mengetahui lebih jauh apakah kita bisa menggunakan 
untuk proses klasifikasi pada kelahiran prematur dan akan mencari 
hasil prediksi Seleksi Fitur mana yang mendapatkan hasil yang lebih 
baik diantara kedua metode Seleksi Fitur Tersebut pada dataset 
kelahiran prematur. 
3.6 Pengujian Akurasi 
Pengujian akurasi dalam klasifikasi dilakukan untuk melihat 
keakuratan dari algoritma yang digunakan dalam klasifikasi. Akurasi 
merupakan presentase data yang diklasifikasi dengan benar. Untuk 
mengetahui akurasi dalam klasifikasi kita bisa menghitung dengan 
menjumlahkan data yang diklasifikasi dengan benar dan dibagi dengan total 
keseluruhan data yang diklasifikasi kemudian dikali 100%. 
Pengklasifikasian di bagi menjadi dua cara untuk melihat perbedaan 
akurasi yaitu: 
1. Menghitung akurasi berdasarkan data Fmeasure, Recall dan 
Precesion  tanpa melakukan metode Seleksi Fitur. 
2. Menghitung akurasi berdasarkan data Fmeasure, Recall dan 
Precesion  dengan melakukan ketiga metode Seleksi Fitur yang 
sudah di tentukan. 
Selanjutnya dari hasil prediksi akurasi akan dilakukan analisis terhadap 
hasil performansi tersebut serta menarik kesimpulan dari hasil penelitian. 
Akurasi = 
𝑗𝑢𝑚𝑙𝑎ℎ 𝑦𝑎𝑛𝑔 𝑑𝑖 𝑘𝑙𝑎𝑠𝑖𝑓𝑖𝑘𝑎𝑠𝑖 𝑠𝑒𝑐𝑎𝑟𝑎 𝑏𝑒𝑛𝑎𝑟
𝑡𝑜𝑡𝑎𝑙 𝑡𝑒𝑠𝑡𝑖𝑛𝑔 𝑠𝑎𝑚𝑝𝑒𝑙 𝑦𝑎𝑛𝑔 𝑑𝑖 𝑢𝑗𝑖
 𝑋 100%       
3.7  Rancangan Antar Muka 
Untuk mempermudah dalam melakukan klasifikasi pada penelitian ini dibuat 
user interface. User interface dibuat untuk membantu dalam melakukan pengujian 
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data sehingga dapat menampilkan hasil klasifikasi berupa nilai akurasi serta dapat 
melakukan klasifikasi data. 
 Tampilan menu utama dapat dilihat pada gambar 3.5 berikut : 
      
Gambar 3.5 Halaman Utama 
 Menu proses klasifikasi data digunakan untuk melakukan 
pengklasifikasian terhadap suatu data. Setelah data train dan data testing  
dimasukkan akan diklasifikasikan oleh menu klasifikasi sehingga keluaran 
berupa kelas hasil dari klasifikasi dari data train yang berjumlah 70% dan data 
testing yang berjumlah 30%. Untuk menu Klasifikasi data dapat dilihat di 




      Gambar 3.6 Menu Klasifikasi Data 
Untuk Menu Pengujian data menggunakan Cross Validation untuk 
mengetahui tingkat kebenaran dan kesalahan dalam proses klasifikasi. Selain 
itu juga kita dapat mengetahui Fmeasure, Recall dan Precision dari proses 
pengujian data. Menu pengujian data dapat dilihat di Gambar 3.7 : 
                                       
Gambar 3.7 Menu Pengujian Data 
