We study impartial take away games on 2 unordered piles of finite nonnegative numbers of tokens (x, y). Two players alternate in removing at least one and at most all tokens from the respective piles, according to certain rules, and the game terminates when a player in turn is unable to move. We follow the normal play convention, which means that a player who cannot move loses. In the game of Wythoff Nim, a player is allowed to remove either any number of tokens from precisely one of the piles or the same number of tokens from both.
Introduction
We study generalizations of the 2-player impartial take-away games of 2-pile Nim [Bou1902] and Wythoff Nim, [Wyt1907, HeLa2006, Lar2009, Lar] . A background on impartial (take-away) games can be found in for example [BCG1982, Con1976] . We use some standard terminology for such games without ties. A position is a previous-player win, a P-position, if none of its options are P-positions; otherwise it is a next-player win, an N-position. We follow the conventions of normal play, that is, a player who is not able to move loses and the other player wins. Thus, given an impartial game, we get a recursive characterization of the set of all P-positions beginning with the terminal position(s).
We let N denote the positive integers and N 0 the nonnegative integers. The game of 2-pile Nim is played on two piles of a finite number of tokens. Thus, its positions are represented by ordered pairs of the form (x, y) ∈ N 0 × N 0 . A legal move is of the form, remove a number of tokens from precisely one of the piles, at least one token and at most the whole pile. That is the set of options from any position (x, y) is Nim(x, y) = {(x − t, y) | x − t ≥ 0} ∪ {(x, y − t) | y − t ≥ 0}.
It is easy to see that the P-positions of this game are those where the pile heights are equal, that is the positions (x, x), for x ∈ N 0 , [Bou1902] . We regard these positions as an infinite P-beam of slope 1, with its source at the origin. See Figures 1 and 2 .
In the game of Wythoff Nim a player may move as in Nim and also remove the same number of tokens from each pile, at most a whole pile, thus the set of options from any position (x, y) is
Let φ = √ 5 + 1 2 denote the Golden ratio. It is known [Wyt1907] that a position of this game is P if and only if it belongs to the set
See also Table 1 . Thus, in the transformation from 2-pile Nim to Wythoff Nim, the single Nim-beam of P-positions has split into two distinct beams, with sources at the origin, of slopes 1/φ and φ respectively. The intuitive meaning of the term split is that there is an infinite sector, between two infinite regions of P-positions, which contains only N-positions. More formally, a sequence of pairs of natural numbers (x i , y i ) splits (or (α, ǫ)-splits) if there are positive real numbers α and ǫ such that
is empty for n sufficiently large, but both
In the game of Generalized Diagonal Wythoff Nim, GDWN= (p, q)-GDWN [Lar2012] , in addition to the moves of Wythoff Nim, it is allowed to remove simultaneously pt tokens from either of the piles and qt from the other, t ∈ N, restricted only by the number of tokens in the respective pile. That is the set of options from any position (x, y) is
See Figure 1 for the rules of (1, 2)-GDWN and its first few P-positions. In Figure 2 we view the initial behavior of their respective P-beams.
Our main theorem considers the splitting of Wythoff Nim's upper Pbeam for the case (1, 2)-GDWN. In the last section we show that an analogous result holds for (2, 3)-GDWN. Before we prove these result we demonstrate a general lemma for extensions of Wythoff Nim. We show roughly that the density φ −1 obtained by projecting the upper P-positions of Wythoff Nim on the x-axis suffices as a lower bound for the lower asymptotic density of similar projections for any extension of Wythoff Nim. It is known that the sets defining Wythoff Nim's P-positions A = {⌊φn⌋ | n ∈ N} and B = {⌊φ 2 n⌋ | n ∈ N} are complementary, see also Figure 1 . We code the upper P-positions of a given Wythoff Nim extension G by (a n , b n ) where 0 < a n < b n for all n > 0, and where the a-sequence is strictly increasing. By symmetry, G's complete set of P-positions will be {(
Proposition 1. Any Wythoff Nim extension satisfies the following Property W: a n−1 < a n , a n < b n for all n > 0, the sets a = {a i | i ∈ N} and b = {b i | i ∈ N} are complementary and, for all i = j, δ i = δ j . Proof. There will be no two P-positions on the same x-coordinate (or ycoordinate) since Nim-type moves are legal. It follows that it suffices that the a-sequence is increasing. There will be no two P-positions on any diagonal of slope 1 since the Wythoff Nim-type diagonal moves are legal. It follows that it suffices that b i > a i for all i > 0. Further, for each given x ∈ N, since there are only finitely many moves available for each m 1 -coordinate, there has to be a least y such that (x, y) is a P-position. Namely, by the Nim-type condition, there is at most one P-position for each given x-coordinate less than x. Hence the total number of options are less than (
, where C i denotes the finite number of moves for the m 1 -coordinate i. Also, the P-positions are symmetric since the moves are symmetric.
For the other direction, it is not immediately clear that any pair of sequences satisfying Property W constitute the P-positions of some Wythoff Nim extension, but we suspect this to hold.
In Tables 2 and 3 Table 3 : These sequences cannot be the initial P-positions of Wythoff Nim extension. Note that there is a partial sum of the lower sequence which is greater than the corresponding partial sum for Wythoff Nim and that this forces two differences of coordinates to coincide, since we require that the lower sequence be increasing.
sion respectively. How do the x-coordinates of upper P-positions distribute asymptoticly? The following Lemma addresses this issue and conveys that the density φ −1 obtained from Wythoff Nim suffices as the lower asymptotic density for any extension of Wythoff Nim.
Lemma 2. Suppose that the sequences (x i ) and (y i ) satisfy Property W as defined in Proposition 1. Then, for all n ∈ N,
This implies
and lim sup
In particular the result holds for {(x i , y i )} representing the upper P-positions of any Wythoff Nim extension.
Proof. Denote s(n) = n i=0 s i , for any sequence (s i ) and s t (n) = n i=0 s t i , for any sequences (t i ) and (s t i ). For a contradiction, fix an x-sequence and suppose that n is the least number such that
Then, by the first part of property W, A n = x i for some i < n or A n = y i for some i < n. Let N = x n − 1. Then, by minimality of n,
and N = n+ξ+r. The N least numbers in {x 1 , . . . , x n−1 }∪ {y 1 , . . . , y n−1 } are S 1 := {x 1 , . . . , x n−1 } ∪ {y t 1 , . . . , y t ξ+r+1 } = {1, . . . , N }, for some sequence (t i ). This follows by definition of r, since x is increasing, x and y are complementary and since x i < y i (for all i ≥ n). That is r counts the number of numbers in S 1 greater than A n . On the other hand, the N least numbers in {A 1 , . . . , A n−1 } ∪ {B 1 , . . . , B n−1 } are
where, by known properties of Wythoff's sequences, B ξ+r+1 ≥ N + r + 1. Observe that, by (4) and definition of r,
Further, by property W, we require δ t (ξ + r + 1) = y t (ξ + r + 1) − x t (ξ + r + 1) ≥ ∆(ξ + r + 1) = B(ξ + r + 1) − A(ξ + r + 1) = (ξ + r + 1)(ξ + r + 2)/2.
Hence (6) implies
x(ξ + r + 1) ≤ x t (ξ + r + 1) < A(ξ + r + 1) − r.
Thus, combining (5) and (7), we get
We make the following partitioning of the set S 1 , Figures 3 and 4 . In other words s∈Y s = y t (ξ +r +1) and, as we have seen in (6), this sum is small as compared to the corresponding sum on the B-sequence. But the inequality in (6) is obtained via (5) and by comparing the sets S 1 and S 2 . In particular, there is a bias towards smaller numbers in X − (≤ A ξ+r+1 ) in comparison with the numbers in the A-sequence ≤ A ξ+r+1 . Therefore, again by (4), there are relatively many large numbers in X + in comparison with the A-sequence. Again, by complementarity of our sequences, we conclude that there is a bias towards smaller numbers in Y + than what was conveyed by (6). Hence, since we are only considering integer entries, (8) implies that we can strengthen (6) to y t (ξ + r + 1) < B(ξ + r + 1) − r − 1.
But then we can repeat all arguments until (8) which this time rather becomes
which implies
and so on. Since the left hand side cannot be arbitrarily small, but rather y t (ξ + r + 1) ≥ (ξ + r + 1)(ξ + r + 2)/2, our argument gives a contradiction.
y ξ+r+1
x n−1 A n Figure 3 : The region X − contains the ξ + r + 1 least numbers in the xsequence, whereas Y contains the ξ + r + 1 least numbers in y. In this figure they coincide with the first entries, but this is usually not the case, since the y-sequence is not necessarily increasing. The region X + contains the entries x ξ+r+2 , . . . , x n−1 . We have that
This fact, which is exploited in the proof, makes it too crowded in some region.
Hence (1) holds and by complementarity (2). Note also that, by (1), for all n,
A ξ+r+1 which implies
,
The splitting of (1, 2)-GDWN
In this section we analyze the game (1, 2)-GDWN from [Lar2012] and prove that its upper P-positions (2, 0.05)-split. The following Lemma shows that it suffices to establish a positive lower asymptotic density of x-coordinates of P-positions above the line y = 2x.
Lemma 3. If there is a positive lower asymptotic density of x-coordinates of P-positions above the line y = 2x, then the upper P-positions {(a n , b n ) | n ∈ N 0 } of (1, 2)-GDWN split.
Proof. Let (k i ) denote the unique increasing sequence of indices such that, for all 0
Already in [Lar2012] we proved that there are infinitely many such i and that the b-sequence satisfies, for all i,
The assumption is that there is an ǫ > 0 such that, for all sufficiently large N ,
It suffices to show that, for all sufficiently large N , the set { (N, 2N ), (N, 2N + 1) , . . . , (N, (2 + ǫ)N } will contain only N-positions (assuming that ǫN is an integer). Suppose that there is a move from (N, 2N + x) to (a k i , b k i ). Then there is a t such that 2N + x − b k i = 2t and N − a k i = t. By (12) it suffices to show that there is a move from (N, 2N + x + 1) to (a k i+1 , b k i+1 ), because there is a move from (N, 2N ) to (0, 0). By eliminating t, we get 2N + x + 1 − b k i = 2(N − a k i ) + 1 which, by (11) becomes 2N + x + 1 − b k i+1 = 2(N − a k i+1 ) and we are done with this part. By [Lar2012] we know that there are infinitely many P-positions (a n , b n ) satisfying 1 ≤ bn an ≤ 2. Hence, given the assumptions, each requirement for a split is satisfied.
Theorem 4. The upper P-positions {(a n , b n ) | n ∈ N 0 } of (1, 2)-GDWN split.
Proof. If there is a positive lower density of P-positions above the line y = 2x then, by Lemma 3 the result holds.
Assume for a contradiction that there are at most o(N ) P-positions above the line y = 2x with x-coordinate less than N . Then almost all upper Ppositions lie in the sector defined by the lines y = x and y = 2x. By Lemma 2 the number of upper P-positions with x-coordinate less than N is at least
We get
for all sufficiently large N . By this lemma, the number of N-beams of slope 1, which intersect the red dotted line in Figure 5 between y = N and y = , where the last item is by complementarity of the a and b sequences. Hence, the number of N-beams of slope 1, from regions I and II, is at least
The number of N-beams of slope 2, from regions I, III and IV, is at least
From these expressions we see that the constant c does not affect the total number of N-beams. Hence we omit it and, by τ ≥ φ −1 , get that the total number of N-beams is at least N 7φ −1 +2 6 > 1.05N , which contradicts the definition of N and P, namely it implies that either there are two P-positions on the same line of slope 2 or there are two P-positions on the same line of slope 1. 
The game (2, 3)-GDWN
By an analogous method one can also prove that the upper P-positions of (2, 3)-GDWN split. Some extra care is needed for the treatment of the Ppositions above the line of slope 3/2, but one can see that the packing of the N-beams originating from P-positions above this line will be dense also for this game, within an O(N ) distance to the y-coordinate 3N/2 (with N even), although they will not be strictly "greedy" as for (1, 2)-GDWN. Another slight complication is that one needs to regard two columns, N, N +1 for this game, rather than the single N -column in (1, 2)-GDWN. However this still implies that the number of positions to check for its N-status between this line and the one of slope 1, is N . Further, the contribution from analogues of regions I,II and III in Figure 5 give the same estimate as for (1, 2)-GDWN. By Lemma 2 and, by inspection, for this case the contribution from region IV gives an additional number of P-positions below x-coordinate 3N/10, at least 3(1 − τ )N/10 of them. Hence the total number is at least ( Theorem 5. The upper P-positions {(a n , b n ) | n ∈ N 0 } of (2, 3)-GDWN split.
For other variations of GDWN the analysis seems more technical and new ideas may be needed.
Questions
Property W as defined in Proposition 1 is in fact a property of a given set of positive integers as follows. Let {s i } = S ⊂ N (with the s i 's distinct). Then we have demonstrated that, if there is an ordering of the numbers in {t i } = N \ S such that t i − s i = t j − s j implies i = j, then the lower asymptotic density of S must be greater than or equal to φ −1 . Does the converse hold? That is, if there is no such ordering of the entries in the complement of S, is the lower density necessarily strictly less than φ −1 ? For a counterexample find a set S without this property which has lower density greater than or equal to φ −1 .
A sequence (x i , y i ) density-splits if it (α, ǫ)-splits and each of the sets {x i | α ≥ } has a positive lower asymptotic density. Do our results hold if we exchange split for density-split everywhere? We conjecture a positive answer, but some details are still missing for the upper P-positions' lower P-beam, see [Lar2012] .
