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Chapitre 1
Introduction
Les domaines de l'informatique et des télécommunications sont en constante évolu-
tion et ont connu des avancées technologiques majeures ces quinze dernières années. Le
matériel informatique et les données numériques ont évolué parallèlement, faisant appa-
raître de nouveaux besoins et de nouvelles applications. Les données tridimensionnelles
(3D) constituent actuellement un contenu multimédia émergeant. La représentation tri-
dimensionnelle d'objet est utilisée dans des applications de plus en plus nombreuses,
notamment la médecine, la cartographie, la conception assistée par ordinateur, la simu-
lation, les jeux vidéo, le cinéma, etc.
Nous traitons dans cette thèse de la segmentation de maillages polygonaux. Il existe
diﬀérents types de modélisation tridimensionnelle ; les maillages polygonaux font partie
de la modélisation surfacique. Ce type de représentation est un des plus répandus et
intervient dans des applications comme la représentation d'une scène visuelle, la mo-
délisation d'environnements réels ou virtuels, l'animation et la navigation temps réel,
etc. La segmentation de maillages polygonaux est un outil nécessaire à de nombreuses
applications. Ces dernières années, un nombre important de méthodes a été proposé,
oﬀrant des approches et des critères de segmentation diﬀérents. Certains travaux ont
permis d'établir une classiﬁcation parmi les méthodes de segmentations développées.
Deux principaux types de segmentations de maillages polygonaux apparaissent dans la
littérature : la segmentation en carreaux surfaciques et la segmentation en parties signi-
ﬁcatives. La première approche correspond à la segmentation du maillage suivant des
contraintes géométriques telles que la courbure, la planéité, etc. La deuxième approche
a pour but d'identiﬁer les parties signiﬁcatives du maillage et de réaliser la décompo-
sition en tenant compte d'informations d'ordre sémantique. Nous étudions au chapitre
suivant les méthodes et critères proposés ces dernières années pour ces deux types de
segmentation. L'état de l'art que nous proposons se veut plutôt exhaustif par rapport
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aux méthodes apparues récemment. Pour situer notre travail, nous avons suivi la lo-
gique d'étude et de comparaison des méthodes de segmentation de [Shamir, 2004], de
[Agathos et al., 2007] et de [Attene et al., 2006b].
Il existe une large variété de méthodes de segmentation adaptées à des problématiques
assez diﬀérentes. Nos travaux s'appuient sur la ligne de partage des eaux (LPE). [Man-
gan et Whitaker, 1999] ont montré le potentiel de la LPE pour segmenter les maillages
polygonaux et ont ouvert la voie à de nombreux travaux. La LPE nécessite une fonc-
tion de hauteur ainsi qu'un traitement supplémentaire pour corriger la sur-segmentation
qu'elle génère. Nous proposons à la suite de l'état de l'art, des chapitres consacrés à
la LPE, à la fonction de hauteur ainsi qu'aux procédés que nous avons utilisés pour
éviter la sur-segmentation. Nos recherches ont permis l'élaboration de deux nouvelles
fonctions de hauteur et de deux approches basées sur la segmentation hiérarchiques et
la création de marqueurs générés automatiquement pour éviter la sur-segmentation.
La LPE utilise une structure d'éléments connectés. Il peut s'agir de maillages, d'images
2D ou 3D composés respectivement de vertex, de pixels ou de voxels connectés. La
structure est interprétée comme un relief où la hauteur est déﬁnie à partir d'une in-
tensité associée à chaque élément. Cette intensité correspond à la fonction de hauteur
nécessaire à la LPE. Dans le cas des images 2D, elle est souvent associée aux niveaux de
gris ou au gradient. La plupart des méthodes de segmentation de maillages polygonaux
utilisent la courbure comme fonction de hauteur. Cette fonction est l'élément clé du
procédé de segmentation et de nombreuses pistes restent encore à explorer. Nous avons
élaboré une fonction basée sur la courbure d'une face pour un procédé de LPE évo-
luant sur une structure de faces connectées. Cette approche permet de caractériser la
courbure à un niveau moins local que dans le cas d'un vertex et oﬀre de bons résultats
de segmentation. Nous avons également proposé une fonction basée sur la distance aux
lignes caractéristiques du maillage. Ces lignes apparaissent comme les contours poten-
tiels des diﬀérentes régions du modèle. La fonction que nous avons développée permet
à la LPE de fermer naturellement ces lignes.
La LPE utilisée seule ne permet pas une segmentation cohérente ; elle nécessite des
stratégies complémentaires pour supprimer la sur-segmentation. Nous avons orienté nos
travaux selon deux approches : la segmentation hiérarchique et la LPE avec marqueurs.
Ces deux stratégies n'ont été que très peu étudiées dans le cadre de la segmentation de
maillages polygonaux. De nombreuses méthodes ont été développées pour les images 2D,
nous nous sommes intéressés aux possibilités d'adapter des méthodes qui ont fait leur
preuve sur les images à la problématique des maillages polygonaux. Nous avons retenu
le procédé des cascades de [Beucher, 1994] et mis au point une méthode qui permet la
création de plusieurs niveaux de segmentation en oﬀrant la possibilité à l'utilisateur de
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les visionner rapidement pour choisir le niveau adapté à son application. Nous avons éga-
lement proposé une méthode basée sur la génération automatique de marqueurs à partir
de la squelettisation de l'objet. Les objets 3D de type animal, humanoïde ou tubulaire
disposent d'un squelette qui contient des informations topologiques importantes pour
la segmentation en parties signiﬁcatives. Nous avons développé une méthode d'amin-
cissement topologique pour extraire le squelette et déﬁnir des marqueurs à partir des
diﬀérentes parties du squelette. Les marqueurs sont ainsi positionnés sur des parties
signiﬁcatives de la surface et vont permettre à la LPE de ﬁnaliser la segmentation. La
LPE ainsi qu'une fonction de hauteur relative à la courbure sont utilisées pour éta-
blir les frontières aux zones de fortes courbures qui correspondent généralement à des
jonctions de parties.
Nous présentons au prochain chapitre un état de l'art sur la segmentation de maillages
polygonaux. Nous discutons de la LPE mais également de nombreux autres types de
méthodes et de critères utilisés dans le cadre de la segmentation de maillages poly-
gonaux. Nous discutons au chapitre 3 de la LPE et de son adaptation aux maillages
polygonaux. Au chapitre 4, nous abordons plusieurs fonctions de hauteur pour la LPE
basées notamment sur la courbure et la distance aux lignes de crête. Nous présentons
au chapitre 5 plusieurs stratégies pour éviter la sur-segmentation générée par la LPE.
Les résultats de nos expérimentations sont proposés au chapitre 6. La conclusion ainsi
que les nombreuses perspectives de nos travaux apparaissent au chapitre 7.

Chapitre 2
État de l'art de la segmentation de
maillages polygonaux
La segmentation de maillages polygonaux est un thème de recherche assez récent. Les
applications sont nombreuses et font intervenir deux principales approches de segmen-
tations [Shamir, 2004] ; il s'agit de la segmentation en carreaux surfaciques (patchs
surfaciques) et de la segmentation en parties signiﬁcatives.
La segmentation en carreaux surfaciques se distingue par la création de petites régions
(carreaux) qui peuvent obéir à certaines propriétés géométriques telles que la taille, la
planéité, la convexité ou bien qui sont délimitées par des frontières de courbure plus ou
moins fortes. Les carreaux déterminés pourront alors intervenir dans la simpliﬁcation
ou la compression d'un objet par exemple.
La segmentation en parties signiﬁcatives s'appuie sur la notion de sémantique. Les
parties identiﬁées peuvent se révéler pertinentes pour des applications telles que l'in-
dexation, la reconnaissance de formes, l'animation, etc.
Ce chapitre traite des diﬀérentes méthodes de segmentation de maillages polygonaux
et des principaux outils utilisés dans nos travaux. Les notions fondamentales sur les
maillages polygonaux sont présentées puis la problématique de segmentation est expo-
sée. Nous discutons ensuite des deux types de segmentation et détaillons pour chacune
d'elles les diﬀérentes méthodes et applications aﬀérentes. Nous concluons cette partie
avec un résumé des principaux points abordés et présentons les solutions que nous avons
développées.
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2.1 Notions fondamentales sur les maillages polygo-
naux
Les applications en rapport avec les maillages polygonaux ont pris une place de plus en
plus importante ces dernières années. Les maillages, dans le cas général, tiennent une
position prédominante parmi les diﬀérents modes de représentation informatique d'ob-
jets géométriques. Un modèle géométrique est la représentation numérique d'un objet
spatial. Il existe plusieurs approches de modélisation tridimensionnelle : la modélisation
ﬁlaire, la modélisation surfacique et la modélisation volumique.
La modélisation ﬁlaire est le premier type de représentation à avoir été mis en oeuvre
[Ballard et Brown, 1982]. Elle fait intervenir un graphe dont les sommets correspondent
aux points 3D caractéristiques de la surface de l'objet et dont les arcs représentent les
arêtes physiques de l'objet. Aucune information de surface n'est disponible.
La modélisation surfacique fait intervenir une surface plus ou moins complexe ou un
ensemble de petites surfaces pour représenter un objet. Ce type de modélisation s'avère
particulièrement adapté à la conception de forme. Chaque surface est décrite indé-
pendamment des autres. Les cohérences d'intégrité et de volume ne peuvent pas être
directement vériﬁées.
La modélisation volumique représente un objet comme un volume. Une discussion au-
tour des diﬀérentes déclinaisons de familles de modélisation géométrique est proposée
dans [Moron, 1996].
2.1.1 Applications
Les domaines d'application sont assez vastes. Les maillages polygonaux interviennent
dans la simulation numérique, la conception assistée par ordinateur et la visualisation.
La simulation numérique utilise les maillages surfaciques ou volumiques pour vériﬁer
ou prédire des résultats. Les disciplines concernées sont la mécanique des structures, les
sciences de la terre pour le traitement visuel des reliefs et de leur texture, la mécanique
des ﬂuides, la médecine, etc. Les maillages polygonaux sont un excellent support pour
la visualisation des données acquises à l'aide de scanner (surfacique ou volumique),
la reconstruction des objets 3D, la simulation des déformations et la résolution des
équations de la physique.
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Dans le domaine de la conception assistée par ordinateur, les maillages polygonaux sont
utilisés pour la modélisation de prototypes. Ils oﬀrent une précision importante pour
la représentation mathématique de la surface et peuvent être facilement adaptés aux
contraintes de fabrication. Ils représentent un support adaptés aux modèles physiques
(résistance des matériaux, aérodynamique, etc.).
Les maillages polygonaux sont utilisés pour visualiser une scène tridimensionnelle. Ils
permettent la modélisation d'environnements réels ou imaginaires et oﬀrent un certain
confort pour l'animation et la navigation  temps réel . La qualité visuelle peut se
quantiﬁer par rapport à la continuité des normales et la continuité des courbures. La
qualité d'un maillage pourra également faire intervenir le nombre de mailles minimum
nécessaires pour une précision de résolution donnée.
2.1.2 Les types de maillages polygonaux
Un maillage polygonal correspond à la représentation de la surface d'un objet. Il est
composé de faces, c'est-à-dire d'un ensemble d'éléments polygonaux qui peuvent être des
triangles, des quadrilatères (quadrangles), des polygones quelconques, etc. (ﬁgure 2.1).
La notion de maillages simplexes est introduite dans [Delingette, 1999]. Ces maillages
sont irréguliers et leur topologie est duale de la triangulation ; tous les sommets de
ce maillage possèdent 3 sommets voisins, à l'exception des sommets situés aux bords.
Dans le cadre de nos travaux, nous nous sommes focalisés sur les maillages triangulaires,
qui sont une solution de choix dans l'industrie, de par leur simplicité, leur ﬂexibilité
et leur omniprésence. Un maillage triangulaire est composé d'un ensemble de faces
triangulaires reliées entre elles. On trouve dans la littérature certaines dénominations
pour ces sommets comme les n÷uds, les vertex ou les vertices. Les sommets sont reliés
Fig. 2.1  Le modèle David représenté à l'aide de triangles, des quadrangles et des
polygones (image extraite de [Alliez et al., 2003b]).
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entre eux par des arêtes (aussi appelées arcs). Les sommets donnent une information
géométrique du maillage ; les arêtes apportent une information topologique. La valence
d'un sommet correspond au nombre d'arêtes incidentes. Le degré d'une face représente
le nombre d'arêtes la composant.
Multi-résolution
Les maillages peuvent contenir plusieurs niveaux d'information, on parlera alors de
maillage multi-résolutions. Dans le cas d'un maillage mono-résolution, l'objet 3D dis-
pose uniquement d'informations sur un seul niveau. Tous les polygones ont la même
importance et l'aﬃchage de l'objet nécessite la lecture intégrale des données associées.
Les maillages multi-résolutions (aussi appelés maillages hiérarchiques) font intervenir
plusieurs niveaux de détails, l'objet 3D peut ainsi être modélisé de manière grossière
ou très détaillée. Les avantages d'une telle représentation sont particulièrement inté-
ressants : il est possible d'adapter la résolution de l'objet en fonction du support, de
permettre la progressivité de l'aﬃchage, la compression, la décompression et la trans-
mission des données [Hoppe, 1996], etc.
Régularité
Un maillage est régulier lorsque chaque sommet le composant (sauf ceux des bords)
possède un nombre de voisins constant. A l'inverse, un maillage irrégulier disposera de
sommets dont le nombre de voisins est variable (Figure 2.2).
(a) Maillage irrégulier. (b) Maillage régulier de valence 5.
Fig. 2.2  Régularité du maillage.
Un maillage semi-régulier correspond à un maillage irrégulier où chacun des triangles
le constituant possède un maillage régulier (Figure 2.3). Ce type de maillage est très
utilisé dans le cadre de la multi-résolution [Lee et al., 1998]. Il permet de stocker les
informations topologiques minimum à chaque niveau de résolution. Une technique de
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subdivision quaternaire permet de rendre implicite les informations topologiques néces-
saires pour passer d'une résolution à l'autre. La ﬁgure 2.3 fait apparaître ce principe
avec la subdivision des triangles du maillage de gauche en quatre sous-triangles.
Fig. 2.3  Maillage irrégulier et maillage semi-régulier (en noir les sommets irréguliers,
en gris, les sommets réguliers).
Conformité
Un maillage est dit conforme si tous les éléments géométriques le constituant sont
d'aires non nulles et si l'intersection de deux éléments géométriques de ce maillage est
soit vide, soit réduite à un sommet ou soit correspond à l'intégralité d'une arête. Un
maillage non-conforme pourra faire apparaître par exemple la connexion du sommet
d'un élément avec le milieu d'une arête comme sur la ﬁgure 2.4.
(a) (b)
(c) (d)
Fig. 2.4  (a) Maillage conforme et (b) maillage non-conforme. (c) et (d) correspondent
respectivement à la représentation des éléments géométriques du maillage conforme et
du maillage non-conforme.
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Critère de Delaunay
Certains maillages triangulaires respectent le critère de Delaunay qui veut que l'en-
semble des cercles circonscrits aux triangles formant le maillage ne contiennent aucun
sommet (Figure 2.5). La méthode de triangulation de Delaunay permet de répondre à
des problèmes tels que la triangulation d'un domaine quelconque par exemple.
Fig. 2.5  Triangle Delaunay (à gauche), triangle non-Delaunay (à droite).
Le diagramme de Voronoï apparaît comme le dual de la triangulation de Delaunay ; il est
une décomposition particulière d'un espace métrique déterminée par les distances à un
ensemble discret d'objets (généralement des points) de l'espace. La ﬁgure 2.6 illustre les
diﬀérentes étapes de la création d'un maillage à partir d'un nuage de points en utilisant
le diagramme de Voronoï et la triangulation de Delaunay.
(a) (b) (c) (d)
Fig. 2.6  Création d'un maillage à partir de la triangulation de Delaunay. : (a) Nuage
de points, (b) diagramme de Voronoï, (c) triangulation de Delaunay et (d) maillage
triangulaire.
Variétés
Un maillage rentre dans le cadre des variétés (aussi appelé manifolds). Les maillages
polygonaux sont généralement 2-Manifold, c'est-à-dire qu'ils disposent de faces simples
et qu'ils respectent les propriétés suivantes :
 Propriété du disque local : en chaque point du maillage, il existe une sphère
de rayon supérieur à 0 telle que l'intersection entre la sphère et le maillage est
homéomorphe à un disque (variété sans bord) ou à un demi-disque (variété avec
bord).
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 Propriété d'ordonnancement des arêtes : pour chaque point du maillage, les voisins
doivent pouvoir être ordonnés circulairement.
 Propriété de voisinage de face : chaque arête du maillage doit avoir exactement
deux faces adjacentes si c'est une arête intérieure au maillage et une seule si c'est
une bordure du maillage.
Un maillage non-manifold pourra être caractérisé par le fait qu'il n'est pas possible de
distinguer l'intérieur et l'extérieur sans ambiguïté. Un maillage sera considéré comme
fermé s'il n'a pas de bord.
Orientation d'un maillage
On dira qu'un maillage est orientable lorsque la notion d'intérieur et d'extérieur existe.
L'information d'orientation est généralement disponible dans les modèles 3D existants
par rapport aux normales. Dans la plupart des cas, les normales sont identiﬁées par
rapport à l'ordre dans lesquels sont lus les sommets des faces. L'anneau de Möbius et
la bouteille de Klein sont de célèbres surfaces non-orientables (Figure 2.7).
(a) L'anneau de Möbius (b) La bouteille de Klein
Fig. 2.7  Célèbres surfaces non-orientables.
Décomposition cellulaire :
Une variété est associée à la caractéristique d'Euler-Poincaré qui se calcule à partir de
la formule suivante :
χ = s− a+ f (2.1)
avec s, le nombre de sommets, a, le nombre d'arêtes et f le nombre de faces. Cette
caractéristique fait état du potentiel de subdivision de la surface. La caractéristique
d'Euler-Poincaré est liée au genre (le nombre maximum de courbes fermées simples
sans point commun que l'on peut tracer à l'intérieur de la surface sans la déconnecter).
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Dans certains cas, on peut associer le genre au nombre de trous de la surface fermée.
Une surface bornée sans bord orientable vériﬁe l'équation :
χ = 2c− 2g + t (2.2)
avec c le nombre de composantes connexes, g le nombre de trous à travers l'objet ou
genre et t le nombre de bords de la surface.
Dualisation
Il est possible d'exprimer un maillage dual par rapport au maillage d'origine (primal) ;
le dual pourra par exemple être utilisé dans le cadre de partition du maillage. Chaque
entité du maillage primal de dimension k peut être remplacée par une entité de dimen-
sion (k−2) dans le maillage dual. Une face (dimension 2) pourra être remplacée par un
point (dimension 0), les arêtes garderont leur dimension et les points seront remplacés
par des faces. La ﬁgure 2.8 représente les diﬀérentes étapes de la création du maillage
dual : un point est placé au barycentre de chaque face et une connexion peut être éta-
blie par une arête entre deux nouveaux points si les faces associées sont adjacentes dans
le maillage primal. Le graphe dual du diagramme de Voronoï est appelé le graphe de
Delaunay.
(a) (b) (c)
Fig. 2.8  Du maillage primal au maillage dual.
2.2 Problématique de segmentation
Un maillage est une paire (P ,K) telle que P représente un ensemble de n points
pi = (xi, yi, zi) ∈ R3 avec i ∈ {1, . . . , n} et K un complexe simplicial portant les
informations topologiques. K peut se déﬁnir à partir d'un triplet {V,E, F} où les ver-
tex correspondent à V = {pi|pi ∈ R3, 1 < i < n}, les arêtes à E = {(pi, pj)|pi, pj ∈ V }
et les faces à F = {(pi, pj, pk)|pi, pj, pk ∈ V } dans le cas de maillages triangulaires.
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Déﬁnition 1. Deux sommets i ∈ K et j ∈ K sont voisins si l'arête {i, j} ∈ K.
Déﬁnition 2. Un ensemble de sommets est dit indépendant si aucun de ses éléments
n'a de voisin dans ce même ensemble.
Déﬁnition 3. Un ensemble de sommets est dit indépendant maximal si aucun ensemble
indépendant ne le contient.
Déﬁnition 4. Le 1-voisinage d'un sommet i ∈ K est l'ensemble V1(i) = {j| {i, j} ∈ K}.
Déﬁnition 5. Le degré d'un sommet i ∈ K correspond à la cardinalité de son 1-
voisinage : d1(i) = card(V1(i)).
Déﬁnition 6. Une arête voisine à un sommet est une arête qui contient ce sommet.
L'arête {i, j} est voisine à i et à j.
Déﬁnition 7. Une face voisine à un sommet est une face qui contient ce sommet.
L'arête {i, j, k} est voisine à i, j et à k.
Soit M un maillage polygonal et S un élément du maillage qui correspond à V , E ou
F . La segmentation Σ de M est un ensemble de sous-maillages Σ = {M0, . . . ,Mk−1}
induite par la partition de S en k sous-ensembles disjoints.
En utilisant un sous-ensemble S ′ ⊂ S, un sous-maillageM ′ ⊂M peut être créé en choi-
sissant tous les sommets V ′ qui sont inclus dans S ′ et en déﬁnissant M ′ = {V ′, E ′, F ′}
où E ′ = {(pi, pj)|pi, pj ∈ V ′} rassemble toutes les arêtes ayant leurs deux sommets dans
V ′ et où F ′ rassemble toutes les faces ayant leurs sommets dans V ′. L'ensemble S peut
intégrer des sommets, des arêtes ou des faces du maillage et le partitionnement de S
induit une segmentation du maillage M . La plupart des algorithmes de segmentation
de maillages réalisent le partitionnement par rapport aux faces du maillage (S = F ),
quelques-uns par rapport aux sommets (S = V ) et peu par rapport aux arêtes (S = E).
Le problème revient alors à décider de quelle manière réaliser le partitionnement de S,
ce qui dépend fortement de l'application.
L'association de la segmentation et du partitionnement de graphe se rencontrent dans
de nombreux domaines de recherche, notamment en segmentation d'images 2D et 3D
[Leonardis et al., 1997][Gotsman, 2003][Marcotegui et Beucher, 2005], en segmentation
de maillages [Karypis et Kumar, 1998][Hettiaratchi et Cheung, 2003][Koro²ec et al.,
2004] et en partitionnement de nuages de points [Roberts, 1997][Chaine et Bouakaz,
2000][Chevalier et al., 2001][Comaniciu et Meer, 2002][Haralick et Harpaz, 2007]. Bien
que ces champs de recherches soient assez diﬀérents, ils font appel à des techniques qui
sont assez similaires. Il est courant de voir des techniques de segmentation d'images
2D adaptées à des images 3D ou à des maillages. Dans le cas des maillages, certaines
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méthodes de segmentation [Gotsman, 2003] font appel au graphe dual du maillage. En
considérant S comme l'ensemble à partitionner dans le maillage M , on peut construire
le graphe dual G de M en représentant chaque élément de S par un n÷ud dans G et
en déﬁnissant les arcs dans G par la relation d'adjacence dans M entre les éléments
de S. Si S = F alors chaque n÷ud de G représentera une face dans M et chaque arc
connectera des faces adjacentes (Figure 2.8).
A partir d'une telle représentation, le problème de la segmentation de maillages peut être
considéré comme le partitionnement d'un graphe (sous contrainte). Par cette analogie,
on peut conclure que le problème de segmentation de maillages est au moins NP-complet
et souvent NP-diﬃcile. En outre, si |Σ| = k et |S| = n, alors l'énumération complète de
toutes les solutions possibles est irréalisable du fait que l'espace de recherche est d'ordre
kn. Il est donc primordial d'approximer la solution pour rester dans des temps de calcul
raisonnables. Dans [Shamir, 2004][Shamir, 2006][Agathos et al., 2007], les diﬀérentes
solutions de segmentation font intervenir des méthodes basées sur :
 la croissance de région,
 le partitionnement hiérarchique,
 le partitionnement itératif,
 le partitionnement spectral,
 les modèles déformables,
 la coupe de graphe,
 la squelettisation.
2.2.1 Contraintes et critères de partitionnement
Les algorithmes de segmentation de maillages font appel à des critères pour le parti-
tionnement et des contraintes à imposer au procédé. Ces critères et contraintes sont
fortement liés à l'application. Shamir a toutefois proposé un ensemble de contraintes et
de critères en faisant abstraction de l'objectif des diﬀérentes segmentations :
 la cardinalité de l'ensemble des éléments de la partition permet d'éliminer les
régions trop petites ou trop larges. Une borne au niveau du nombre d'éléments
maximum et minimum peut être imposée. Un ratio entre le nombre maximum et
minimum d'éléments peut également être considéré pour disposer de partitions
plus équilibrées,
 la géométrie des sous-maillages issus du partitionnement peut subir des contraintes
au niveau de la surface, de la convexité, du rayon, du périmètre, du ratio du
périmètre ou du rayon par rapport à l'aire du sous-maillage,
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 la forme du maillage peut également être restreinte à partir de contraintes topo-
logiques.
Les attributs des éléments sont utilisés comme critères pour le procédé d'optimisation
de la partition. Il en existe diﬀérents types :
La courbure, la rugosité, la direction des normales, l'angle dièdre, les lignes de
crêtes et autres caractéristiques de la surface [Lai et al., 2007] apparaissent comme
les meilleurs indicateurs pour segmenter le modèle par rapport à sa surface.
La distance Euclidienne permet de générer des carreaux surfaciques en fonction de
l'approximation à une primitive (plan, sphère, cylindre, etc.) [Attene et al., 2006a].
La distance géodésique déﬁnit une distance entre des éléments par rapport à la
surface du modèle 3D. La centricité peut intervenir comme un attribut des éléments
[Shamir et al., 2006]. Elle correspond à la moyenne de la distance géodésique de chaque
vertex à tous les autres. Elle permet de mettre en avant les protubérances du maillage.
Le squelette de la forme oﬀre des informations pertinentes sur les diﬀérentes parties
du modèle 3D où les arcs et les intersections du graphe représentant le squelette sont
de bons indicateurs des parties et des frontières de la forme.
La fonction de diamètre de volume [Shamir et al., 2005][Shapira et al., 2007] permet
de faire la distinction entre les parties ﬁnes et larges d'un modèle et d'établir une bonne
description du volume sans contrainte particulière de la pose ( posture ) du modèle
3D.
La symétrie est utilisée dans [Podolak et al., 2006] pour réaliser le partitionnement
du maillage. Pour chaque face et les m plans de symétrie les plus signiﬁcatifs trouvés,
est mesurée la contribution à la symétrie par rapport à ce plan. Tous les points ont un
vecteur de caractéristiques de dimension m. Le partitionnement des faces est réalisé par
rapport à leur proximité dans l'espace de caractéristiques de dimension m.
[Gelfand et Guibas, 2004] ont proposé récemment un critère relatif à l'analyse du
glissement local (local slippage analysis). L'objectif est de rassembler des éléments qui
possèdent un ou plusieurs mouvements de glissement. Les  formes de glissement  ont
la propriété d'être symétriques selon certaines translations et rotations comme c'est le
cas pour la sphère, le cylindre ou le plan. Gelfand et Guibas présentent ce critère comme
particulièrement adapté aux modèles 3D de C.A.O et ont montré comment déterminer le
glissement d'une forme donnée en calculant les valeurs propres d'une matrice symétrique
issue des points et des normales de la forme.
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L'information demouvement peut guider la décomposition. A partir d'une estimation
des mouvements possibles du modèle 3D, la décomposition est utilisée pour réaliser le
rendu par ray-tracing d'une scène animée en temps réel [Günther et al., 2006], pour la
compression géométrique relative à l'animation [Sattler et al., 2005][Lee et al., 2005a],
etc.
Le procédé de création des carreaux peut être contraint par la distorsion dans le cadre
d'applications relatives à la paramétrisation [Sorkine et al., 2002].
Il existe diﬀérentes normes pour déﬁnir les critères [Shamir, 2004]. Dans le cas de la pla-
néité, on rencontre souvent l'association d'un cluster représenté par le plan d'équation
ax+ by + cz + d = 0 à l'une des distances suivantes :
La distance L∞ permet à un sommet v = (vx, vy, vz) d'être accepté ou rejeté dans ce
cluster en fonction de la distance maximale à ce plan suivant l'inéquation :
|(vx, vy, vz, 1) · (a, b, c, d)| ≤ 
La distance L2 correspond à la distance moyenne d'un ensemble de sommet vi au plan
suivant l'inéquation : 1
k
∑k
i=1 ((vx, vy, vz, 1)i · (a, b, c, d))2 ≤ 
L'orientation L∞ déﬁnit une mesure entre le plan et une face ou un sommet de normale
n = (nx, ny, nz). La distance correspond à la diﬀérence maximale des normales suivant :
(1− (nx, ny, nz) · (a, b, c)) ≤ 
L'orientation L2 établit une mesure entre le plan et un ensemble de faces ou de som-
mets de normale ni. La distance correspond à la moyenne des diﬀérences des normales
suivant : 1
k
∑k
i=1(1− (nx, ny, nz)i · (a, b, c))2 ≤ 
Pour des surfaces qui ne sont pas forcément planaires, il est possible de déﬁnir des clus-
ters par rapport à la distance géodésique sur le maillage, aux diﬀérences des normales,
aux angles dièdres entre les faces ou des courbures.
2.2.2 Évaluation de la segmentation
La segmentation de maillages polygonaux est un problème vaste. Elle concerne une
multitude d'applications et fait intervenir de nombreuses méthodes avec des critères
de segmentation variés. [Attene et al., 2006b] soulignent la diﬃculté d'évaluation de la
segmentation compte tenu des diﬀérents contextes d'utilisation.
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Le problème de l'évaluation est important car il est nécessaire aux chercheurs pour com-
parer un nouvel algorithme à ceux existants et aux utilisateurs pour choisir une méthode
et régler les paramètres en fonction du problème à résoudre. L'étude de [Philipp-Foliguet
et Guigues, 2006] concerne l'évaluation de la segmentation en régions sur les images.
De nombreux outils d'évaluation sont décrits dont la plupart sont diﬃcilement trans-
posables dans le domaine des maillages polygonaux.
Les critères d'évaluation quantitative peuvent se regrouper en deux classes selon qu'on
dispose ou non d'une  vérité terrain  qui constitue une segmentation de référence.
Dans le cas des images, la vérité terrain est souvent  dessinée  par un expert du
domaine. Il n'existe généralement pas de solution unique à la division d'une image
en régions  pertinentes . Cependant, plusieurs segmentations d'images réalisées à la
main tendent à être cohérentes car elles sont des raﬃnements mutuels les unes des
autres [Cardoso et Corte-Real, 2005] et la principale diﬀérence correspond au niveau de
détails.
[Yu et Shi, 2004] ont récemment proposé une classiﬁcation des méthodes de segmenta-
tion d'image en deux principales familles : d'une part une approche  discriminative 
qui envisage la segmentation comme un problème de regroupement des pixels en classes
compactes et séparées et d'autre part une approche  générative  qui aborde la segmen-
tation comme un problème de recherche d'un modèle générateur de données (generative
model).
Lorsqu'une vérité terrain est disponible, l'évaluation des segmentations est réalisée à
l'aide de critères comparant chaque segmentation avec l'image de référence. Il existe de
nombreuses mesures pour la comparaison comme la mesure de [Vinet, 1991] qui s'appuie
sur l'appariement biunivoque entre les régions des deux segmentations à comparer par
rapport à un ensemble maximal commun de pixels, la mesure de [Martin, 2003] qui
déﬁnie la cohérence entre segmentations, la mesure de [Yasnoﬀ et al., 1977] basée sur la
position des pixels mal segmentés, la distance de [Baddeley, 1992] qui prend en compte
la position et l'intensité d'un pixel dans l'image, etc.
En l'absence de vérité terrain, des critères quantitatifs absolus ou des calculs de co-
hérence entre les diﬀérents résultats de segmentation peuvent être utilisés. D'après la
classiﬁcation des méthodes de segmentation proposée dans [Yu et Shi, 2004] ces critères
se rangent dans deux principales catégories : les critères de contraste et les critères
d'adéquation à un modèle. Les premiers sont liés à une variabilité inter-région, alors
que les seconds concernent l'uniformité en intensité ou en couleur à l'intérieur des ré-
gions. [Chabrier, 2005] a proposé récemment une étude des diﬀérentes mesures utilisées
en segmentation d'image. Les méthodes développées dans le cadre de l'évaluation non
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supervisée sont basées sur l'adaptation du critère d'évaluation en fonction de l'image
et sur la fusion de plusieurs critères par combinaison linéaire dont le poids et le choix
des critères à fusionner sont déterminés par un algorithme génétique. Un état de l'art
de la segmentation non supervisée d'image est disponible dans [Zhang et al., 2008].
La qualité de la segmentation peut être évaluée à partir de méthodes employées en
classiﬁcation avec des critères géométriques tels que l'aire, le périmètre, des facteurs de
formes comme la circularité, etc. La segmentation peut aussi être évaluée à partir de la
qualité de la classiﬁcation des objets extraits. Les classiﬁeurs ﬂous sont ainsi de bons
indicateurs pour la qualité de la segmentation à partir du degré d'appartenance aux
classes [Huet et Philipp-Foliguet, 1998].
La segmentation sur les maillages polygonaux présente de nombreuses diﬀérences par
rapport à celle sur les images. Le maillage est un objet à décomposer en sous-maillages.
Les sous-maillages souhaités peuvent être très diﬀérents selon l'application (paramé-
trisation, reconnaissance de forme, etc.). Dans le cas de la segmentation en carreaux
surfaciques, l'évaluation de la segmentation rentre dans le processus global d'évaluation
des résultats de l'application (paramétrisation, métamorphose, etc.) ; dans le cas de la
segmentation en parties signiﬁcatives, il n'existe pas de base d'expérimentation pour
comparer les sous-objets obtenus par segmentation. De nombreuses bases sont en re-
vanche disponibles pour les images, notamment celle de Berkeley [Martin et al., 2001]
qui met à disposition des images de références ainsi que les résultats de segmentation
obtenus par un expert et par plusieurs algorithmes.
Les méthodes de segmentation sont généralement évaluées à partir de maillages issus
de la base de données d'objets 3D AIM@SHAPE1, la base de formes de l'université
de Princeton [Shilane et al., 2004] ou encore la base d'objets scannés de l'université
de Stanford2. Pour la segmentation au sens du mouvement de maillages dynamiques
[Mamou et al., 2007b], la base de test MPEG-4 AFX [Mamou et al., 2006a] peut être
utilisée. [Attene et al., 2006b] ont proposé récemment une étude comparative des mé-
thodes de segmentation de maillages où plusieurs critères d'évaluation de segmentation
sont mis en avant.
a) Le type de segmentation : il s'agit de déﬁnir à quelle catégorie appartient la seg-
mentation désirée (segmentation en carreaux surfaciques ou en parties signiﬁcatives).
L'application guidera fortement le type de segmentation à utiliser.
b) La création de régions correctes : il est diﬃcile de juger si une segmentation
oﬀre des régions correctes car cela dépend de l'application, des connaissances de l'en-
1http ://www.aimatshape.net
2http ://www.graphics.stanford.edu/data/3Dscanrep/
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vironnement et de la perspective de l'observateur. L'÷il humain reste pour l'instant
le meilleur indicateur pour décider si la segmentation de maillages est correct.
c) La création de frontières correctes : décider si une frontière est correcte ou non
relève de la même diﬃculté que l'évaluation des régions. Il est cependant possible de
nuancer la qualité en étudiant les propriétés géométriques au niveau de leur linéarité
[Lee et al., 2005b], leur longueur ou leur position le long des concavités.
d) La segmentation hiérarchique / multi-échelle : il est intéressant de pouvoir
disposer de plusieurs niveaux de segmentation pour décider lequel correspond le plus
aux besoins de l'application. Les niveaux peuvent être construits par rapport à des
segmentations de l'objet à des résolutions diﬀérentes ou bien en considérant le même
objet et en utilisant un procédé de segmentation hiérarchique.
e) La sensibilité à la pose : de nombreuses applications (métamorphose, reconnais-
sance de forme, etc.) nécessitent qu'un même objet puisse être segmenté de la même
manière, peu importe la pose.
f) La complexité : certaines contraintes (temps réel, place mémoire, etc.) peuvent
faire intervenir des exigences qui ne sont pas compatibles avec certaines méthodes
de segmentation. Les temps de calcul des algorithmes sont souvent utilisés pour dé-
ﬁnir l'eﬃcacité des méthodes ; ils nécessitent d'être accompagnés des informations
concernant l'implémentation et la plateforme sur laquelle les programmes sont exé-
cutés. La complexité d'un algorithme apparaît comme une information intéressante
qui oﬀre des indications sur le comportement de l'algorithme selon les situations (le
pire des cas par exemple).
g) Les paramètres de contrôle : les possibilités de réglages sont un critère indirect
du procédé de segmentation. Ainsi, si le nombre de paramètres à régler est trop
important, l'outil de segmentation est considéré comme compliqué à utiliser.
Les sections suivantes abordent les diﬀérentes méthodes de segmentation. Elles concer-
nent les problématiques de segmentation en carreaux surfaciques et en partie signiﬁ-
catives. Les principaux objectifs des techniques de segmentation sont exposés et les
principes de chaque méthode sont discutés.
2.3 La segmentation en carreaux surfaciques
De nombreuses applications font appel à la segmentation de maillages en carreaux
surfaciques. Ces applications nécessitent le découpage de l'objet suivant des critères
relatifs à la courbure, la convexité, l'approximation à une primitive, etc. Dans ce qui
suit, les principaux concepts et applications sont déﬁnis. Un tableau récapitulatif des
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caractéristiques et des critères utilisés par les méthodes est proposé à la ﬁn de chaque
section.
La compression de maillage est devenue une nécessité dans certaines applications
impliquant le transfert et le stockage des données du maillage. Un état de l'art sur
la compression de maillage a été proposé récemment par [Alliez et Gotsman, 2005].
Parmi les diﬀérentes méthodes de compression, certaines appliquent la décomposition
spectrale : l'approche de [Karni et Gotsman, 2000] correspond à la projection de la géo-
métrie du maillage sur un ensemble de vecteurs propres provenant de la diagonalisation
de l'opérateur Laplacien discret. Pour limiter le coût de calcul des vecteurs propres,
le maillage est partitionné et les opérations s'eﬀectuent sur les sous-maillages. [Lavoué
et al., 2005a] ont proposé une approche basée sur une approximation par surface de
subdivision pour la compression et le codage des maillages polygonaux. Leur méthode
fait intervenir une segmentation en carreaux surfaciques dans un premier temps puis
une approximation des frontières. Ils réalisent ensuite la subdivision de chaque carreau,
les assemblent et encodent les informations du maillage. Le procédé de décompression
autorise une subdivision du polyèdre à la résolution voulue. [Qin et al., 2006] ont abordé
la problématique du rendu photo-réaliste à l'aide d'une architecture parallèle et pro-
posent un schéma de compression du maillage appelé PRMC (Parallel Rendering based
Mesh Compression). La segmentation permet d'obtenir des sous-maillages qui sont en-
suite compressés et envoyés à plusieurs serveurs de rendu pour le calcul des diﬀérentes
parties de la scène.
Le remaillage concerne les méthodes de modiﬁcation de l'échantillonnage des vertex
et d'amélioration de la régularité du maillage et de la qualité des faces. Un état de
l'art est proposé dans [Alliez et al., 2005]. Parmi les diﬀérentes catégories de remaillage
étudiées, le remaillage guidé par l'erreur d'approximation permet d'adapter le maillage
à une résolution donnée et à la complexité locale des formes du maillage. Ce type d'ap-
proche peut faire intervenir la segmentation du maillage, comme dans les travaux de
[Cohen-Steiner et al., 2004], qui réalisent la simpliﬁcation du maillage en le découpant
en carreaux. Les diﬀérents carreaux générés doivent minimiser une erreur d'approxima-
tion à la forme globale. La simpliﬁcation de maillage intervient comme une approche
de remaillage spéciﬁque où la réduction de la taille du maillage est privilégiée dans
le but, par exemple, d'accélérer le rendu photo-réaliste d'une scène. La méthode de
partitionnement hiérarchique utilisée dans [Garland et al., 2001] peut être associée à
de nombreuses applications, notamment la simpliﬁcation du maillage où les diﬀérents
carreaux peuvent être triangulés à la manière de [Kalvin et Taylor, 1996]. [Zuckerberger
et al., 2002] réalisent la segmentation du maillage et proposent une simpliﬁcation des
carreaux en ne maintenant que les vertex résidant sur les courbes caractéristiques du
maillage et en utilisant un critère pour maintenir la forme globale de chaque carreau.
Chapitre 2. État de l'art de la segmentation de maillages polygonaux 21
Une méthode générique de simpliﬁcation est proposée dans [Sheﬀer, 2001]. Le parti-
tionnement est dans un premier temps opéré selon des contraintes géométriques puis
la fusion des régions est réalisée à partir de l'opérateur d'eﬀondrement [Sheﬀer et al.,
1997] qui apporte une dispersion symétrique des faces entre les faces voisines.
La paramétrisation intervient dans diverses applications pour, par exemple, plaquer
la surface texturée d'un maillage sur une image 2D, optimiser les maillages ou encore
convertir des surfaces triangulées en surfaces polynomiales. Des études sur la paramé-
trisation de maillages ont été menées dans [Lévy et Mallet, 2000][Floater et Hormann,
2005][Sheﬀer et al., 2007]. La méthode de génération d'atlas de texture proposée dans
[Lévy et al., 2002] fait intervenir trois principaux procédés : la segmentation du maillage
en carreaux, la paramétrisation des diﬀérents carreaux où chacun d'eux est mis en cor-
respondance avec un sous ensemble dans R2 et le rangement des carreaux aplatis sous
une contrainte de minimisation d'occupation d'espace (problématique de bin-packing).
[Sander et al., 2003] utilisent le procédé de génération d'atlas pour appliquer une texture
sur des carreaux de formes arbitraires. Ces carreaux sont alors rangés dans une image
de géométrie [Gu et al., 2002] puis les discontinuités aux frontières sont supprimées pour
obtenir une image composée de carreaux connectés. [Zhou et al., 2004] utilisent l'analyse
spectrale de la surface pour obtenir une paramétrisation initiale. Après optimisation de
la paramétrisation, si le résultat n'est toujours pas satisfaisant, le maillage subit un
partitionnement spectral et une optimisation des frontières à partir de techniques de
coupes de graphe. [Julius et al., 2005] ont présenté une méthode de segmentation basée
sur une métrique de développabilité de surface de maillage. Leur méthode permet une
génération d'atlas de texture selon un procédé de segmentation qui utilise directement
l'information de distorsion de l'atlas. La conception d'objets en papier (papercraft) à
partir de modèles 3D fait partie des applications.
Le plaquage de texture(aussi connu sous le nom de mappage de texture) est un outil
adapté à la création, la coloration et le rendu d'objets 3D à haut niveau de détails,
associé à un faible coût géométrique. La représentation de la forme et l'apparence de
la surface sont dissociées. [Sander et al., 2001] ont proposé un mappage de texture
sur les maillages progressifs. A partir d'un maillage arbitraire, un maillage progressif
est construit pour que tous les maillages de la séquence de construction des maillages
progressifs partagent une paramétrisation de texture commune. Le maillage est dans
un premier temps partitionné, une paramétrisation est ensuite opérée pour obtenir
une représentation des carreaux dans l'espace R2 puis le maillage est simpliﬁé sous la
contrainte de minimisation de variation de texture. L'optimisation de la paramétrisation
réduit ensuite les variations et les déformations des maillages progressifs de la séquence.
L'atlas de texture est rangé et les échantillons de textures présentés proviennent du
maillage initial. [Sorkine et al., 2002] ont réalisé simultanément la segmentation et la
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paramétrisation pour limiter les distorsions aux frontières des carreaux. Leur méthode
est particulièrement adaptée au mappage de texture et à la peinture 3D (l'utilisateur
peut peindre directement sur la surface du modèle 3D). [Carr et al., 2006] ont proposé
une segmentation du maillage en carreaux rectangulaires en préservant une correspon-
dance entre les éléments de texture le long des frontières de carreaux. On pourra se
référer aux travaux de [Lefebvre et Dachsbacher, 2007] où apparaissent les plus récentes
avancées en matière de mappage de texture.
La métamorphose correspond au procédé de transformation d'un objet en un autre.
Des états de l'art sur les diﬀérentes méthodes de métamorphose 3D ont été proposés
dans [Lazarus et Verroust, 1998][Alexa, 2002]. Une des principales approches pour éta-
blir une correspondance entre deux maillages est le découpage en plusieurs carreaux.
Chaque carreau correspond à un disque topologique et peut être plaqué sur un plan en
utilisant une technique de paramétrisation. Les formes doivent être découpées pour que
les graphes représentant les coupes des maillages aient la même topologie. Parmi les
travaux portant sur la segmentation avec application à la métamorphose, on pourra ci-
ter [Gregory et al., 1999][Zöckler et al., 2000][Zuckerberger et al., 2002][Shlafman et al.,
2002].
La détection de collisions 3D est une thématique très présente en synthèse d'image
et en robotique [Lin et Gottschalk, 1998] [Jiménez et al., 2001] [Dequidt et al., 2002].
Les algorithmes de détection exacte se basent généralement sur des polyèdres rigides
convexes. La détection d'intersection de deux polyèdres convexes est de complexité
linéaire dans le pire des cas. La détection de collisions entre objets concaves peut être
ramenée à une détection de collisions entre objets convexes par une décomposition de
l'objet en parties convexes. Pour réduire les temps de calcul, il est possible de restreindre
les tests de collisions à certaines zones des objets. Mettre en place une hiérarchie de
volumes englobants fait partie des diﬀérentes stratégies pour trouver les portions les plus
signiﬁcatives de l'objet. La construction de ces boites englobantes peut être réalisée à
partir des méthodes de segmentation proposées dans [Li et al., 2001][Garland et al.,
2001].
La rétro-ingénierie (reverse engineering) se déﬁnit comme l'étude d'un objet pour en
déterminer le fonctionnement et les procédés qui ont servi à sa création. Dans le do-
maine de la modélisation géométrique, certaines applications nécessitent la création de
modèles géométriques d'objets existants pour lesquels aucun modèle n'est disponible.
[Várady et al., 1997] ont proposé une introduction à la rétro-ingénierie sur les modèles
géométriques. Le procédé de rétro-ingénierie dans le domaine de la modélisation géo-
métrique fait intervenir l'acquisition des données, la caractérisation globale de la forme,
la segmentation et l'ajustement de la surface et enﬁn la création du modèle. Les tra-
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vaux de [Meyer et Marin, 2004][Benk® et Várady, 2004][Vieira et Shimada, 2005][Lavoué
et al., 2005b][Attene et al., 2006a] oﬀrent diﬀérentes solutions à la problématique de
segmentation.
Les interfaces pour éditer et modiﬁer les images s'orientent de plus en plus vers une
interaction intelligente. Des outils comme la sélection d'objets [Tan et Ahuja, 2001], la
suppression d'objets dans une image [Nielsen et Nock, 2005] ou la segmentation d'image
par coupe de graphe [Li et al., 2004] oﬀrent une certaine ﬂexibilité entre l'ordinateur et
l'utilisateur. Les travaux de recherche en matière d'édition et de manipulation de modèle
3D sont nombreux, on peut citer le procédé d'édition du maillage sous contrainte de
préservation de détail [Nealen et al., 2005], la conception de modèles 3D à partir du
dessin et de la modiﬁcation de courbes [Nealen et al., 2007], etc. Certains procédés
de segmentation sont utilisés dans des applications telles que la coupe interactive du
maillage [Lee et al., 2004][Lee et al., 2005b] et le mélange de modèles [Ji et al., 2006].
La reconnaissance de forme d'un modèle 3D fait généralement intervenir un procédé
de recherche de modèles 3D de formes similaires dans une base de données. Une approche
classique est d'associer à chaque objet une signature qui correspond à un ensemble de
caractéristiques. Les travaux de [Zuckerberger et al., 2002][Tal et Zuckerberger, 2006]
font intervenir la décomposition de l'objet 3D en carreaux convexes et la comparaison
de chaque carreau à une primitive simple. Un graphe représentant la décomposition est
ensuite construit pour établir la signature de l'objet.
La radiosité correspond à une technique d'éclairage d'une scène 3D. Une des diﬃcultés
majeures est la gestion de la mémoire qui est au moins proportionnelle au nombre de
polygones de la scène. Un nombre trop important de polygones dégradera fortement
le calcul de la radiosité. La gestion de scène complexe implique des méthodes qui uti-
lisent la mémoire et qui s'exécutent de manière sous-linéaire par rapport au nombre
de polygones de la scène. Certaines techniques [Willmott et al., 1999][Garland et al.,
2001][Gobbetti et al., 2003] regroupent les faces en carreaux surfaciques et réalisent le
calcul de radiosité sur les carreaux et non plus sur l'ensemble des faces.
Le tatouage numérique peut intervenir dans la protection des droits d'auteurs des
modèles 3D. Par exemple, un message permettant d'identiﬁer le propriétaire de l'objet
peut être dissimulé en modiﬁant légèrement la position de certains sommets du maillage.
L'étude de [Rondão Alface, 2006] traite des tatouages numériques sur les formes 3D et
aborde les diﬀérentes méthodes pour résister aux attaques (manipulations habituelles
ou malicieuses de la structure représentant le modèle 3D). L'attaque qui consiste à
découper le maillage (pour s'en approprier une partie par exemple) pose des diﬃcultés
aux méthodes de tatouage utilisant les informations reparties sur l'ensemble du maillage.
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[Rondão Alface et al., 2007] ont proposé de segmenter le maillage et de déposer des
tatouages sur les diﬀérents sous-maillages. Les protrusions (sommets les plus éloignés
localement du centre de la surface) sont utilisées pour déﬁnir les diﬀérents carreaux
surfaciques. La méthode de [Ohbuchi et al., 2002] génère de façon semi-automatique
des sous-maillages à partir de la déﬁnition manuelle de deux germes puis du calcul du
chemin géodésique entre ces deux points. Ce chemin correspond à l'approximation d'une
arête d'un triangle régulier appliqué sur le maillage. Ce triangle est utilisé comme modèle
pour générer un pavage de triangles réguliers sur l'intégralité du maillage. Ils permettent
le calcul des diﬀérents carreaux surfaciques sur lesquels sera tatoué un message. [Lee et
Kwon, 2007] déﬁnissent le nombre de carreaux surfaciques par rapport à la robustesse
recherchée du tatouage numérique. Le maillage est partitionné de manière itérative à
partir de sommets sélectionnés au hasard.
Les méthodes de segmentation utilisées dans les applications citées réalisent générale-
ment un découpage par rapport à la surface de l'objet en construisant des carreaux
surfaciques selon des critères de planéité, de courbure constante, etc. Nous discutons
dans les sections suivantes des diﬀérentes méthodes de segmentation et mettons en
valeur les travaux les plus pertinents.
2.3.1 La croissance de régions
La croissance de régions représente une des méthodes les plus intuitives pour segmenter
un maillage. L'algorithme 1 de croissance de régions est initialisé à partir d'un élément
germe et la croissance est réalisée en ajoutant successivement les éléments compatibles
(qui répondent à un critère) de la façon suivante :
Algorithme 1 : Croissance de régions
début
Initialiser une ﬁle d'attente Q
Choisir un germe et l'insérer dans Q
Déﬁnir une région R à partir du germe
tant que Q 6= ∅ faire
Retirer le prochain élément s de Q
si s est compatible avec la région R alors
Ajouter s à la région R
Insérer les voisins de s dans R
ﬁn
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L'algorithme superface [Kalvin et Taylor, 1996] utilise un procédé de croissance de
régions avec des régions (clusters) de forme ellipsoïdale rassemblant des sommets par
rapport à un plan. Les critères de partitionnement utilisés sont la distance L∞ des
sommets par rapport au plan et l'orientation des faces par rapport au plan. Les germes
sont choisis au hasard. Les frontières sont ajustées lors de l'étape de ﬁnalisation.
La décomposition du maillage en parties convexes peut utiliser la croissance de régions.
[Chazelle et al., 1997] déﬁnissent deux approches de croissance sur le maillage dual : la
première collecte les faces adjacentes tant que la région reste dans les limites de convexité
imposées ; la seconde (croissance contrôlée) fait intervenir des règles supplémentaires
(taille de la région, etc.) pour arrêter la croissance. Chazelle et al. soulignent que la
convexité peut être vériﬁée au niveau local ou global mais que dans le second cas, le
problème devient diﬃcile.
Dans le cadre de la subdivision de maillages triangulaires avec des contraintes de
connexité dans les sous-maillages, une croissance de régions à sources multiples est
utilisée dans [Eck et al., 1995]. Le maillage dual est dans un premier temps partitionné
à partir du diagramme de Voronoï en un ensemble de cellules de Voronoï. La construc-
tion du diagramme de Voronoï correspond à un problème de plus court chemin à sources
multiples. L'algorithme réalise ensuite la croissance des cellules de Voronoï à partir de
germes spéciﬁques. Trois contraintes sont imposées pour la création des carreaux : un
carreau doit être homéomorphe à un disque, deux carreaux ne peuvent se partager plus
d'une frontière consécutive et un sommet pourra être le point de rencontre de trois
carreaux au maximum. Le premier germe est initialisé au hasard et les autres sont
successivement ajoutés dès lors qu'une contrainte n'est pas respectée.
[Papaioannou et al., 2000] mettent en ÷uvre une méthode qui identiﬁe les régions
compactes du maillage et qui extrait les caractéristiques invariantes par rapport aux
attributs géométriques. La technique de segmentation correspond à une croissance de
régions qui rassemble les faces qui ont sensiblement les mêmes orientations. Les petites
régions dont l'aire représente une trop faible proportion par rapport à la surface du
maillage sont fusionnées avec leur région voisine la plus similaire.
Une méthode qui segmente le maillage et en déﬁnit simultanément la paramétrisation
est proposée dans [Sorkine et al., 2002]. Les germes sont choisis au hasard et la croissance
de régions est réalisée en fonction de l'optimisation de diﬀérents critères. Lorsqu'une
face est rencontrée, la distorsion par rapport à sa transformation en 2D est mesurée
pour décider si elle sera ajoutée à la région.
La méthode de génération d'atlas de texture proposée dans [Lévy et al., 2002] utilise
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un procédé de croissance de régions pour saisir l'intégralité des éléments composant les
carreaux. En eﬀet, l'algorithme s'attache à extraire dans un premier temps des contours
caractéristiques puis à réaliser une série de croissances de régions dans chacun des
carreaux potentiels. L'algorithme de segmentation fait intervenir plusieurs contraintes :
 les frontières des carreaux doivent être positionnées de telle sorte que les discon-
tinuités entre les carreaux soient localisées dans des zones où ils ne causeront pas
d'artéfact de texture,
 les carreaux doivent être homéomorphes à des disques et la paramétrisation ne
doit pas présenter trop de déformation.
La méthode de décomposition de maillage polygonal proposée par [Zhang et al., 2002]
est basée sur la détection des frontières à partir de l'information de courbure et sur
la croissance de régions. Un seuillage au niveau de tous les vertex est réalisé pour les
associer à un label frontière ou à un label  germe . Le seuil dépend de l'objet et de
sa résolution. La croissance de région est ensuite initialisée à partir d'un vertex germe
et ne s'arrête que lorsque le voisinage correspond à des vertex de frontières. Le procédé
se répétera plusieurs fois avec un germe non labélisé.
Dans le cadre d'une application de reverse-engineering, [Meyer et Marin, 2004] ont
proposé un algorithme de partitionnement du maillage le long des arêtes de la surface.
Les contours des surfaces sont identiﬁés à partir des courbures fortes du maillage et du
remplissage de surfaces spéciales appelées  absoïdes . Deux modèles d'absoïde sont
utilisés pour gérer les arêtes vives et les arêtes douces. La croissance de régions crée
ensuite les diﬀérents carreaux à partir des contours.
[Zhang et al., 2004] utilisent la décomposition de maillage par la croissance de régions
pour approximer un modèle à partir de superquadriques (modèle de surface proposé par
[Barr, 1981]). Les régions issues de la segmentation sont analysées pour déterminer les
équations des superquadriques qui leur correspondent. Le procédé de segmentation fait
intervenir la labellisation des vertex en type  frontière  ou  germe . La croissance de
régions est exécutée successivement sur les diﬀérents germes puis la fusion des petites
régions ne conserve que les plus signiﬁcatives.
[Mitani et Suzuki, 2004] proposent une méthode de segmentation de modèles 3D sous la
contrainte que chaque région doit être  dépliable  (aplatie sans déformation). L'appli-
cation correspond à la réalisation des schémas de découpe pour la conception d'objets
en papier (papercraft). Leur algorithme est basé sur celui de [Lévy et al., 2002] mais
en considérant la génération de petites régions qui sont fusionnées à partir des étapes
suivantes :
 sélection de la région ayant le plus petit nombre de triangles,
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 calcul du nombre d'arêtes partagées par les régions adjacentes,
 fusion de la paire de régions ayant le nombre maximum d'arêtes en commun.
Ces trois étapes sont répétées tant qu'il existe une région ayant un nombre de faces
inférieur à un seuil. Contrairement à l'approche de [Lévy et al., 2002], il est possible
d'obtenir des carreaux non-homéomorphes à un disque, ce qui est compatible avec
leur application. Chaque région est ensuite décomposée en régions représentatives des
carreaux en papier et les lignes de coupe sont aﬃnées.
Un graphe de Reeb est une représentation graphique de la connectivité d'une surface
entre ses points critiques. [Zhang et al., 2005] ont porté les informations topologiques
du graphe sur le maillage polygonal dans le but de localiser des zones caractéristiques.
Leur méthode de segmentation se décompose en trois étapes : la réduction du genre,
l'identiﬁcation des caractéristiques et la création des carreaux. La croissance de région
est utilisée pour chacune des étapes.
[Lavoué et al., 2005b] ont proposé une méthode de segmentation basée sur la classi-
ﬁcation de sommets par rapport à leur courbure, sur la croissance de régions et la
rectiﬁcation des frontières suivant les directions des tenseurs de courbure (voir section
4.2). La classiﬁcation des courbures regroupe dans des clusters les sommets de courbures
semblables même si leur position dans l'espace est très diﬀérente. Une face triangulaire
pourra être considérée comme germe si ses trois sommets appartiennent au même cluster
ou si deux de ses sommets appartiennent au même cluster et que le troisième forme un
angle aigu ou enﬁn si un sommet appartient au cluster et que ses deux autres sommets
sont aigus. La croissance de régions va traiter le premier triangle germe (il n'est pas
encore labellisé) et lui associer une région. Dès lors que la croissance aura été stabilisée
pour cette région, le processus se répète avec un nouveau triangle germe. [Roudet et al.,
2007] proposent une segmentation multi-résolution à partir de la rugosité de la surface
et de l'analyse en ondelettes. Le schéma de segmentation est basé sur la méthode de
[Lavoué et al., 2005b] mais l'information de courbure est remplacée par la mesure de
rugosité.
Les travaux de [Min et Jung, 2006] portent sur la caractérisation de carreaux par rapport
aux courbures principales. Des carreaux de forme convexes, concaves ou hyperboliques
sont générés puis associés à une amplitude indiquant leur courbure.
Les travaux de [Carr et al., 2006] concernent la paramétrisation de maillages. Ils font
intervenir un partitionnement du maillage en carreaux rectangulaires en prenant garde
de préserver la correspondance entre les texels (éléments de texture) le long des fron-
tières des carreaux. La méthode est inspirée des travaux de [Sorkine et al., 2002] et des
approches itératives de [Sander et al., 2003][Shlafman et al., 2002][Cohen-Steiner et al.,
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2004][Julius et al., 2005]. Le procédé de partitionnement correspond à la déﬁnition de
faces de type  germe  puis à la croissance de régions durant laquelle est vériﬁée la
distorsion des carreaux générés et sont corrigés la régularité des frontières ainsi que les
trous dans les carreaux. Une métrique spéciﬁque est utilisée pour encourager la for-
mation de carreaux rectangulaires. Tant qu'un écart trop important est constaté entre
les faces non attribuées, les carreaux sont réorientés puis la croissance de régions est
réitérée à partir des germes au terme de laquelle une nouvelle face  germe  est ajoutée.
Les faces restantes sont ajoutées au carreau le plus proche.
[Mizoguchi et al., 2006] ont récemment proposé une méthode de segmentation de mailla-
ges polygonaux scannés en surfaces analytiques à partir de l'estimation robuste de la
courbure et de la croissance de régions. Ils mettent en ÷uvre une estimation de la cour-
bure pour la détection d'arêtes vives et une croissance de régions non itérative pour
déterminer les carreaux surfaciques. Ce procédé permet d'associer aux surfaces analy-
tiques extraites des informations de haut niveau telles que le processus d'assemblage,
l'extrusion linéaire de surface, les surfaces de révolution. La croissance de régions est
initialisée à partir de germes issus d'une classiﬁcation des courbures principales. Chaque
vertex est associé à un label  plan ,  cylindre ,  sphère ,  cône  ou  tore . A
chaque type de surface est aﬀecté un seuil qui correspond au nombre maximum de vertex
que pourra accepter la région germe. Une région germe est ensuite créée en considérant
un ensemble de vertex connectés avec le même label et un seuil qui dépend du type de
la surface.
La méthode de [Vieira et Shimada, 2005] repose sur un principe assez proche. A partir
des courbures moyennes et gaussiennes ﬁltrées, un label est attribué à chaque vertex
en fonction des huit types fondamentaux de surface (voir ﬁgure 2.9). La proximité de
(a) Sommet. (b) Trou. (c) Crête. (d) Vallée.
(e) Selle-crête. (f) Selle-vallée. (g) Plan. (h) Minimale.
Fig. 2.9  Les huit types fondamentaux de surface.
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vertex de même label engendre des zones caractéristiques que l'algorithme va contracter
pour déterminer des germes de la croissance de régions.
Le tableau 2.1 fait apparaître un résumé des caractéristiques et critères des méthodes
de croissance de régions. Les caractéristiques communément utilisées correspondent à
la courbure, à une primitive que la croissance de régions essaie d'approximer, à une dis-
tance aux contours. Les critères sont assez variés et interviennent dans des applications
comme la paramétrisation, la segmentation d'objet de type C.A.O, la décomposition en
parties signiﬁcatives, etc.
Auteurs Caractéristiques Critères
[Kalvin et Taylor, 1996] Plan Distance de planéité et
d'orientation L∞
[Papaioannou et al., 2000] Plan Orientation, aire, angle
entre les plans
[Sorkine et al., 2002] Plan Distorsion
[Carr et al., 2006] Forme rectangulaire Correspondance entre
texels, distorsion
[Mizoguchi et al., 2006] Primitive Erreur d'approximation à
une primitive
[Chazelle et al., 1997] Courbure Convexité, taille de la ré-
gion
[Zhang et al., 2002] Courbure gaussienne Seuil au niveau de la cour-
bure
[Meyer et Marin, 2004] Courbure, absoïde Taux de convergence, erreur
de positionnement
[Zhang et al., 2004] Courbure gaussienne Seuil au niveau de la cour-
bure, marquage des vertex
comme  région  ou  fron-
tière 
[Vieira et Shimada, 2005] Courbure gaussienne et
moyennes, primitive
Nombre de vertex dans une
région
[Min et Jung, 2006] Courbure principale Convexité, concavité, hy-
perbolicité
[Lavoué et al., 2005b] Courbure principale Une face est ajoutée à une
région en fonction du par-
titionnement des courbures
principales
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Auteurs Caractéristiques Critères
[Roudet et al., 2007] Rugosité Une face est ajoutée à une
région en fonction du parti-
tionnement des rugosités
[Eck et al., 1995] Cellule de Voronoï Homéomorphisme, un som-
met peut être le point de
rencontre de trois carreaux
au maximum, deux car-
reaux se partagent au maxi-
mum une frontière
[Lévy et al., 2002] Contour, Distance aux
contours
Position des discontinui-
tés, homéomorphisme, dis-
torsion
[Mitani et Suzuki, 2004] Contour, Distance aux
contours
Distorsion, nombre de tri-
angles et d'arêtes, position
des discontinuités
[Zhang et al., 2005] Iso-contour Distorsion
Tab. 2.1  Caractéristiques et critères des méthodes de croissance de régions.
2.3.2 La ligne de partage des eaux
La ligne de partage des eaux (LPE) est une méthode de segmentation largement utilisée
sur les images 2D. La structure d'éléments connectés (vertex dans le cas de maillages
polygonaux) est considérée comme un relief et chaque élément est positionné à une cer-
taine hauteur. Ce relief est plongé progressivement dans de  l'eau  et des inondations
sont simulées à partir des minima (vertex ou plateau n'ayant pas de voisin de niveau
inférieur, voir ﬁgure 2.10). Des bassins d'eau se forment et lorsque deux bassins se ren-
contrent, une LPE est créée. Il existe une variante de cette méthode qui considère des
Minimum
Plateau
Plateau minimum
Fig. 2.10  Minimum et plateaux.
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marqueurs spéciﬁques comme source de l'inondation et non plus les minima. Le chapitre
3 détaille plus amplement le principe de la LPE et met en avant les récentes avancées.
Nous discutons ici des principales méthodes de segmentation de maillages polygonaux
utilisant la LPE.
L'algorithme simpliﬁé 2 fait apparaître les étapes du processus de segmentation par
ligne de partage des eaux avec l'utilisation des minima. Cet algorithme utilise des ﬁles
d'attente hiérarchiques (FAH) pour gérer rapidement la simulation de la montée des
eaux. A chaque ﬁle est associé un niveau de courbure. La priorité de traitement des ﬁles
correspond au niveau de courbure le plus faible.
Algorithme 2 : Ligne de partage des eaux
début
Calculer la courbure (ou une autre fonction de hauteur) pour chaque vertex
Déterminer les plateaux  minimum  et les plateaux  non minimum 
Trouver les minima locaux et attribuer à chacun un label diﬀérent
Insérer tous les vertex minima dans les ﬁles qui correspondent à leur niveau
de courbure
tant que la FAH n'est pas vide faire
Extraire un vertex x de la FAH
Déterminer ses vertex voisins non étiquetés
pour chaque voisin non étiquetés faire
Attribuer au voisin le même label que le vertex x
Insérer le voisin dans la FAH dans la ﬁle qui correspond à son niveau
de courbure
ﬁn
La contribution de [Mangan et Whitaker, 1999] sur la segmentation de maillages po-
lygonaux par LPE est incontournable. Ils ont généralisé le principe de la LPE aux
maillages polygonaux et ont proposé deux stratégies pour réaliser la LPE (Figure 2.11),
l'approche  ascendante , qui consiste à inonder les minima jusqu'à ce que les bassins
voisins se rencontrent, et l'approche  descendante , qui correspond au ruissellement
d'une goutte d'eau le long de la pente la plus forte pour atteindre un minimum et ainsi
labelliser le chemin qu'à parcouru la goutte. La courbure calculée par la norme de la
matrice de covariance (cette méthode est abordée à la section 4.2) est utilisée comme
fonction de hauteur de la LPE. Le résultat de la segmentation est souvent caractérisé
par un nombre trop important de régions. Les marqueurs, le seuillage des régions ou en-
core la segmentation hiérarchique sont des solutions à ce problème de sur-segmentation.
Mangan et Whitaker proposent d'utiliser un seuil au niveau de la profondeur de la LPE.
Pour déﬁnir la hauteur d'une frontière, c'est-à-dire le potentiel de rassembler deux ré-
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(a) L'approche  ascendante  (b) L'approche  descendante 
Fig. 2.11  Deux approches de la ligne de partage des eaux.
gions ou de maintenir une séparation forte entre elles, la courbure du point le plus bas
de la frontière (point selle ou point de crête) est généralement utilisée. Il apparaît ce-
pendant que cette information est beaucoup trop locale. La profondeur de la LPE fait
intervenir une information supplémentaire qui correspond à la profondeur des bassins
adjacents. Elle correspond à la diﬀérence entre la courbure du point selle et la pro-
fondeur minimum entre ses deux bassins adjacents. La ﬁgure 2.12 représente un relief
composé de sommets reliés par des arêtes. La hauteur des sommets est déﬁnie par la
courbure. Les points A et B sont les minima des bassins et S est le point selle de la
frontière séparant les deux bassins. hA et hB correspondent respectivement à la pro-
fondeur des bassins de gauche et de droite. La profondeur de la LPE correspond ici à
hA.
S
A
B
hA hB
Fig. 2.12  La profondeur de la LPE.
La méthode de [Pulla et al., 2001] utilise la LPE avec une estimation améliorée de la
courbure. Les améliorations ne portent pas sur la LPE en elle-même mais concernent
l'estimation de la courbure. D'après les diﬀérentes expérimentations menées, la courbure
absolue se révèle la plus eﬃcace pour la segmentation.
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[Sun et al., 2002] ont proposé un algorithme de détection de contours et discutent de ses
applications pour la segmentation et le lissage de surface. Ils font intervenir la distance
géodésique pour caractériser le voisinage des vertex et calculer le niveau d'un contour.
L'approche  descendante  de la LPE est ensuite utilisée pour réaliser la segmentation.
Leur procédé détermine dans un premier temps les minima et attribue à chacun un label.
Tous les vertex non labélisés opèrent une descente pour trouver une région labélisée. La
fusion des régions dont la profondeur de LPE est inférieure à un seuil est ensuite réalisée.
La détection des minima s'eﬀectue suivant l'algorithme d'inondation de [Roerdink et
Meijster, 2001] basé sur les ﬁles d'attentes  FIFO . Le procédé de descente est inspiré
de l'algorithme de progression rapide (fast marching) [Sethian, 1999]. L'algorithme 11
de progression rapide est disponible page 125.
[Zuckerberger et al., 2002] mettent en ÷uvre un algorithme de LPE (processus descen-
dant) utilisant une fonction de hauteur par rapport aux arêtes du maillage. La LPE
évolue non plus sur les vertex mais sur les arêtes. La fonction de hauteur h est déﬁnie
par :
h = 1− cosα (2.3)
où α est l'angle dièdre de l'arête (l'angle entre les deux faces adjacentes). La labellisation
des faces associe à une face le label de son arête de hauteur la plus faible.
[Rettmann et al., 2002] proposent une méthode de séparation des régions  sulcales 
de la surface corticale à l'aide de la LPE et d'une fonction de hauteur relative à la
distance aux régions  gyrales . L'algorithme de [Kimmel et Sethian, 1998] est utilisé
pour réaliser le calcul des distances géodésiques aux régions  gyrales . Les points les
plus éloignés de ces régions correspondent aux minima de la fonction de hauteur.
Une méthode hybride est présentée par [Razdan et Bae, 2003] : elle utilise la LPE et
l'information de courbure au niveau de l'angle dièdre des arêtes. Les travaux proposés
interviennent comme un complément de la méthode de Mangan et Whitaker en amélio-
rant les frontières des régions. Dans un premier temps, les arêtes dont l'angle dièdre est
supérieur à un seuil sont déterminées. Tous les vertex appartenant à des arêtes de ce
type sont labellisés. Les triangles dont les vertex sont tous labellisés vont être subdivisés
selon certains critères. La LPE est alors réalisée sur le nouveau maillage en aﬀectant
aux vertex labellisés une courbure maximale. Les arêtes qui contiennent ces vertex de
courbure maximale garderont ainsi l'étiquette de contour de régions.
[Page et al., 2003b] proposent une méthode de segmentation qui fait intervenir un al-
gorithme de LPE par  ascension de colline  [Roerdink et Meijster, 2001], une carte
directionnelle des hauteurs adaptée à la loi des minima et un ensemble d'opérations
morphologiques pour améliorer les marqueurs de la LPE. Cette méthode de segmenta-
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tion suit la loi des minima (voir 2.4.1), c'est-à-dire que le découpage des objets s'inspire
de la décomposition des objets en parties réalisée par la perception humaine. La mé-
thode est basée sur les approches de progressions rapides de [Kimmel et Sethian, 1998]
pour déﬁnir les plus courts chemins géodésiques sur un maillage. L'inondation opérée
par la LPE s'eﬀectue ainsi de manière plus contrôlée. La LPE est initialisée avec des
marqueurs déﬁnis à partir du ﬁltrage des courbures principales positives et d'opérations
morphologiques pour nettoyer les trous et les ouvertures.
[Atkar et al., 2005] appliquent l'algorithme de LPE de Mangan et Whitaker en utilisant
la courbure RMS [Pulla et al., 2001] comme fonction de hauteur pour décomposer un
maillage. L'application correspond à la peinture de zones spéciﬁques délimitées par de
fortes courbures. Les contraintes de segmentation sont liées au procédé de peinture dont
le coût est fonction de la forme de la surface.
Récemment, [Chen et Georganas, 2006] ont proposé une méthode de segmentation par
LPE en utilisant des méthodes de progressions rapides. La spéciﬁcité de leur méthode
est de pouvoir segmenter des modèles de haute résolution en utilisant un voisinage
étendu de multi-anneaux qui est basé sur l'extraction de caractéristiques. Dans le cas
d'un maillage basse résolution, le 1-voisinage est considéré. Pour les maillages haute
résolution, le degré du voisinage peut être étendu jusqu'à 5. Le maillage est simpliﬁé en
reliant des vertex directement avec d'autres du dernier anneau du voisinage. L'approche
 ascendante  de la LPE ainsi que la courbure gaussienne sont utilisées. Le schéma de
segmentation correspond à l'érosion progressive des séparations entre les bassins. Pour
éliminer les régions non signiﬁcatives, deux critères sont considérés : la taille des régions
et la longueur des frontières.
Les méthodes citées dans cette section utilisent diﬀérentes structures d'éléments connec-
tés (vertex ou arêtes), des méthodes de LPE variées (ascension de colline, approche
descendante, etc.), diﬀérentes fonctions de hauteur (courbure, loi des minima, etc.) et
également des stratégies pour réduire la sur-segmentation. Comme nous pourrons le voir
au travers des chapitres de ce manuscrit, il existe de nombreux outils issus du monde de
la 2D qui peuvent s'adapter à celui des maillages polygonaux, notamment la fonction
de distance et la segmentation hiérarchique basée sur les cascades et les dynamiques
de contour. Nos travaux portent principalement sur la fonction de hauteur ainsi que
la segmentation hiérarchique de maillages polygonaux en utilisant des méthodes basées
sur la LPE. Notre première contribution [Betser et al., 2005] concerne la segmentation
hiérarchique en utilisant la LPE sans biais de [Beucher, 2004], le graphe de points selles
et la méthode des cascades [Beucher, 1994]. L'algorithme de LPE de Beucher basé sur
les ﬁles d'attentes hiérarchiques représente un outil très eﬃcace pour réaliser la simu-
lation de la montée des eaux et la segmentation en prenant en compte l'approche par
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minima ou par marqueurs. Pour contrôler la sur-segmentation, nous proposons d'uti-
liser les points selles issus de la segmentation par LPE et de générer un graphe en les
connectant. L'algorithme des cascades est utilisé pour les diﬀérents niveaux de la seg-
mentation hiérarchique à partir des régions et du graphe des points selles. Une version
étendue de ces travaux a été proposée dans [Betser et al., 2006].
Nous avons proposé dans [Delest et al., 2006a] une méthode qui réalise la segmentation
par LPE à partir du graphe dual du maillage. Une structure de faces connectées est
considérée ; le calcul de la courbure au niveau de la face est réalisé à partir de la norme
de la matrice de covariance en considérant l'ensemble des faces et pas seulement celles
connectées par les arêtes de la face. Nous avons allégé le procédé de fusion en considérant
un arbre dont les n÷uds sont les profondeurs de la LPE. Le procédé de recherche du
meilleur niveau de segmentation est devenu beaucoup plus rapide.
Pour limiter la recherche du meilleur niveau de fusion, nous avons proposé un nouvel
algorithme de segmentation hiérarchique [Delest et al., 2006b]. A partir des informa-
tions de profondeur de la LPE, les bassins qui peuvent s'inonder mutuellement sont
déﬁnis comme des régions-germes labellisées. La fusion s'opère ensuite en considérant
les bassins adjacents non fusionnés qui peuvent se déverser dans les régions déjà for-
mées. Lorsque la fusion a fait se rencontrer deux régions labellisées, un verrou est posé
sur ces deux régions qui ne pourront plus fusionner à cette étape. Le procédé est alors
réitéré en considérant de nouveaux germes à partir des régions qui peuvent s'inonder
mutuellement. Cette méthode permet de faire apparaître les niveaux les plus signiﬁcatifs
et de proposer, même dans le cas de maillage de haute résolution, un nombre relative-
ment faible de niveaux à parcourir pour sélectionner la segmentation la mieux adaptée
à l'application. Les dynamiques de contour font apparaître des frontières pertinentes.
Nous avons utilisé ce critère à la place de la profondeur de la LPE dans [Delest et al.,
2007b] pour déﬁnir de nouvelles hauteurs de frontière.
Nos travaux concernent également la recherche de marqueurs pour la LPE [Delest et al.,
2006c][Delest et al., 2007a]. Ces méthodes sont abordées un peu plus loin dans le cadre
de la segmentation en parties signiﬁcatives.
Le tableau 2.2 fait apparaître les diﬀérentes caractéristiques et critères utilisés pour les
méthodes de LPE. La courbure de vertex est majoritairement utilisée comme fonction
de hauteur. Pour supprimer la sur-segmentation, des procédé de seuillage ou de fusion
sont généralement appliqués. Ces méthodes sont utilisées pour segmenter des objets de
type C.A.O, des formes naturelles ou bien spéciﬁques [Rettmann et al., 2002].
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Auteurs Caractéristiques Critères
[Mangan et Whitaker, 1999] Courbure (norme) Fonction de hauteur,
seuillage des profondeurs de
la LPE
[Pulla et al., 2001] Courbure absolue, gaus-
sienne, RMS et norme
Fonction de hauteur
[Sun et al., 2002] Énergie de contour Fonction de hauteur,
seuillage des profondeurs de
la LPE
[Zuckerberger et al., 2002] Angle dièdre Fonction de hauteur
[Rettmann et al., 2002] Distances aux régions  gy-
rales 
Fonction de hauteur,
seuillage des profondeurs de
la LPE
[Razdan et Bae, 2003] Angle dièdre, courbure ab-
solue
Fonction de hauteur relative
à la courbure
[Page et al., 2003b] Courbure minimum, cour-
bure normale
Fonction de hauteur, mar-
queurs
[Atkar et al., 2005] Courbure RMS Fonction de hauteur,
seuillage de la hauteur
des points selles, carreaux
topologiquement simples
[Chen et Georganas, 2006] Courbure gaussienne Fonction de hauteur, taille
des régions, longueur des
frontières
[Delest et al., 2006a] Courbure (norme face) Fonction de hauteur
[Delest et al., 2006b] Courbure (norme vertex) Fonction de hauteur, cas-
cades
[Delest et al., 2007b] Courbure (norme vertex),
dynamiques de contour
Fonction de hauteur, cas-
cades
Tab. 2.2  Caractéristiques et critères des méthodes de LPE.
2.3.3 Partitionnement hiérarchique
La recherche d'un optimum local peut conduire à un résultat global insatisfaisant. Le
nombre de régions est fortement dépendant du nombre de germes pour la croissance de
régions ou bien des minima (ou marqueurs) pour la LPE. La segmentation qu'oﬀrent
ces méthodes ou bien le maillage initial peuvent être utilisés comme le premier niveau
d'une hiérarchie de segmentation. Les diﬀérentes régions sont fusionnées suivant certains
critères jusqu'à la fusion de toutes les régions. L'algorithme 3 décrit le schéma général
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du partitionnement hiérarchique.
Algorithme 3 : Partitionnement hiérarchique
début
Initialiser une ﬁle d'attente Q
Insérer toutes les paires de régions adjacentes
tant que Q 6= ∅ faire
Retirer la première paire {u, v} de Q
si la paire de régions {u, v} peut être fusionnée alors
Fusionner {u, v} dans w
Mettre à jour les couples liés à w dans Q
sinon
Insérer {u, v} dans Q
ﬁn
A partir des diﬀérentes régions créées par une méthode de segmentation, les paires
de régions adjacentes disposent d'un coût qui représente leur potentiel de fusion. Les
régions sont alors fusionnées dans un ordre relatif au coût le plus faible.
[Garland et al., 2001] utilisent la distance L2 et la norme de l'orientation par rapport à
des plans représentatifs. Les auteurs font intervenir la mesure de la planéité, la métrique
d'erreur quadratique et mettent en relief diﬀérents biais. Le fait de regrouper des vertex
qui semblent appartenir au même plan n'assure pas que toutes les normales des faces
du cluster seront orientées de façon cohérente (voir ﬁgure 2.13). Certaines applications
comme la simpliﬁcation nécessitent des clusters de formes simples et compactes. Pour
garantir une certaine compacité, Garland et al . ont utilisé un critère d'irrégularité déﬁni
par :
γ =
ρ2
4piw
(2.4)
où ρ correspond au périmètre et w à l'aire. Pour décider si deux clusters C1 et C2 peuvent
fusionner par rapport à la contrainte de forme, une pénalité de la forme suivante est
utilisée :
Eforme =
γ −max (γ1, γ2)
γ
(2.5)
avec γ, l'irrégularité du nouveau cluster formé par les deux clusters qui peuvent fusion-
ner et γ1, γ2, l'irrégularité des clusters 1 et 2. L'erreur d'ajustement par rapport au plan
est ensuite combinée à l'erreur d'orientation et l'erreur de forme pour déﬁnir le coût de
fusion de deux clusters :
E = Eplan + Eorientation + Eforme (2.6)
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Fig. 2.13  Le biais d'orientation.
[Sander et al., 2001] utilisent un schéma de segmentation similaire à celui présenté
précédemment. Un cluster est attribué à chaque face du maillage. Les paires de régions
candidates sont rangées dans une ﬁle d'attente en fonction de leur coût. La fusion n'est
pas autorisée s'il en résulte un cluster de moins de 3 coins ou si le cluster n'est pas
homéomorphe à un disque, c'est-à-dire s'il n'existe pas au moins un vertex isolé entouré
d'un chemin d'arêtes frontières. Une fois tous les clusters identiﬁés, la rectiﬁcation des
frontières est réalisée à l'aide d'un algorithme de recherche du plus court chemin.
Contraction
Fig. 2.14  Contraction d'une arête du graphe dual du maillage.
[Inoue et al., 2001] réalisent le partitionnement hiérarchique du maillage en considérant
le graphe dual du maillage, c'est-à-dire un ensemble de faces avec des liens d'adjacence.
Les arcs qui lient une paire de faces sont étiquetés comme  interne  ou  frontière .
Chaque paire de faces non marquée est candidate pour la fusion. Comme caractéris-
tiques signiﬁcatives d'une région, l'aire, la régularité des frontières et la planéité sont
privilégiées. L'algorithme de fusion traite prioritairement les paires de régions qui ont
le meilleur score de fusion. La fusion est réalisée en contractant l'arête d'adjacence qui
relie deux régions (voir ﬁgure 2.14). Le procédé du choix de la meilleure paire de régions
en fonction de son score de fusion et le procédé de contraction sont répétés tant qu'il
existe des régions qui peuvent potentiellement fusionner.
L'algorithme de partitionnement proposé par [Sheﬀer, 2001] repose sur le principe
de contraction du graphe d'adjacence. L'application correspond à la simpliﬁcation de
maillages polygonaux sur des modèles de CAO. La contraction est réalisée à partir d'une
mesure d'attraction directionnelle de cluster basée sur les informations suivantes :
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 Arête non contractable : les maillages non manifold autorisent le partage d'arêtes
par plus de deux faces. Ces arêtes sont considérées comme non contractables.
 Préservation des frontières : les frontières de deux régions qui s'apprêtent à fu-
sionner ne doivent pas être trop importantes. Les angles dièdres des arêtes de la
frontière ne doivent pas être inférieurs à un certain seuil.
 Taille des régions : l'attirance d'une petite région par une grande région est pri-
vilégiée. La cohérence de cette fusion est contrôlée par le rapport de l'aire de la
petite région sur la longueur de la frontière séparant les deux régions.
 Forme des frontières : cet indice favorise la création de régions simples, c'est-à-dire
le regroupement de deux régions qui se partagent une longue frontière et qui ont
un angle de contact obtu.
 Planéité : les normales de chacune des faces d'un cluster sont analysées pour
caractériser la planéité du cluster.
[Gelfand et Guibas, 2004] utilisent l'analyse du glissement local pour déterminer les
diﬀérents mouvements de glissement qui pourront être associés à plusieurs types de
surface (la sphère, le plan, le cylindre, une extrusion linéaire, une surface de révolution et
une hélice). Chaque élément du maillage est associé à un type de surface. L'initialisation
du procédé de segmentation correspond au calcul du score de similarité entre chaque
paire adjacente de carreaux. Les paires sont rangées dans une liste où celles ayant le
meilleur score sont les plus prioritaires. Les paires sont successivement retirées de la
liste pour être fusionnées. Les carreaux résultant de la fusion subissent une nouvelle
analyse du glissement local et sont confrontés aux carreaux adjacents pour déﬁnir de
nouvelles paires. Ces dernières seront rangées dans la liste en fonction de leur score de
similarité. Un seuil du score de similarité peut être utilisé pour stopper le procédé de
fusion.
[Kima et al., 2006] réalisent la segmentation en trois principales étapes. L'algorithme
commence par calculer, pour chaque paire de triangles adjacents, un coût représenté par
la diﬀérence entre les normales de chaque triangle. Les paires de triangles sont ensuite
rangées dans une liste en fonction du coût le plus faible. Les triangles des paires dont
le coût est inférieur à un seuil sont fusionnés. Le procédé est réitéré en considérant
cette fois-ci des paires de régions ainsi qu'un coût relatif à la diﬀérence des normales
moyennes des régions. Les frontières sont ensuite lissées.
La méthode proposée par [Attene et al., 2006a] est une variante de celle de [Garland
et al., 2001]. L'ajustement des carreaux n'est plus obligatoirement réalisé par rapport à
un plan mais par rapport à plusieurs primitives que sont le plan, la sphère et le cylindre.
Le coût pour fusionner un ensemble de triangles dans un cluster représentatif correspond
à l'erreur minimale d'ajustement par rapport aux diﬀérentes primitives. La structure
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de l'algorithme est semblable à celle proposée par Garland et al . Chaque arc dual est
retiré de la ﬁle d'attente puis est contracté ; la ﬁle d'attente est ensuite mise à jour.
La modiﬁcation intervient au niveau du coût de chaque arc dual qui est inﬂuencé par
l'erreur d'ajustement à la primitive la plus proche. Pour déterminer le plan représentatif
d'un ensemble de triangles, la méthode classique d'analyse en composantes principales
[Garland et al., 2001][Cohen-Steiner et al., 2004] est utilisée. L'erreur d'ajustement L2
(pondérée) est :
L2 =
k∑
i=1
a(vi) (n (vi − v¯))2 (2.7)
avec a(v) l'aire de Voronoï restreinte [Meyer et al., 2003] autour du vertex vi et v¯
le centre de gravité de l'ensemble des vertex du cluster. La normale n correspond au
vecteur propre lié à la valeur propre minimum de la matrice de covariance des vertex du
cluster. L'ajustement par rapport à la sphère est réalisé en déterminant les paramètres
du centre et du rayon par la méthode des moindres carrés. Soit P , un ensemble de
points (xi, yi, zi) et (x− cx)2 + (y − cy)2 + (z − cz)2 − r2 = 0, l'équation implicite de la
sphère S de rayon r et centrée en c = (cx, cy, cz). La distance euclidienne d'un point pi
à la sphère correspond à :
d(pi, S) =
√
(xi − cx)2 + (yi − cy)2 + (zi − cz)2 − r (2.8)
Au sens des moindres carrés, l'ajustement à la sphère d'un ensemble de points P revient
à déterminer le centre (cx, cy, cz) et le rayon r qui minimisent la somme de toutes les
distances au carré :
min
(
k∑
i=1
d2(pi, S)
)
(2.9)
A partir des paramètres c et r de la sphère, l'erreur d'ajustement L2 peut s'exprimer
sous la forme :
L2 =
k∑
i=1
a(vi) (‖vi − c‖2 − r)2 (2.10)
L'ajustement par rapport à un cylindre est réalisé à partir du rayon r, du vecteur uni-
taire n parallèle à l'axe et du centre c du cylindre. L'erreur d'ajustement L2 correspond
dans ce cas à :
L2 =
k∑
i=1
a(vi) (‖(vi − c) · n‖2 − r)2 (2.11)
La segmentation au sens du mouvement de maillages dynamiques est abordée dans
[Mamou et al., 2007b] pour gérer des animations à la fois articulées et élastiques. Cette
segmentation est exploitée dans l'étape de compensation de mouvement (modélisation
ﬁdèle du champ de mouvement avec un nombre réduit de carreaux) par le codeur
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d'animation 3D FAMC [Mamou et al., 2007a]. Le partitionnement hiérarchique est
réalisé sous la contrainte d'erreur quadratique moyenne de compensation de mouvement.
Leur article fait suite à [Mamou et al., 2006b] où le partitionnement est itératif et dont
le principal inconvénient provient du nombre de régions à préciser par l'utilisateur.
Une stratégie de décimation privilégiant la simpliﬁcation de sommets ayant le même
mouvement aﬃne est utilisée.
Le tableau 2.3 fait apparaître les diﬀérentes caractéristiques et les critères utilisés pour
les méthodes de partitionnement hiérarchique. Le procédé de contraction d'arête du
graphe dual est généralement utilisé pour réaliser la fusion à partir du critère spéciﬁé.
Les caractéristiques sont associées à une primitive dans la plupart des cas. Le procédé
de fusion traite toujours en premier le couple de face dont le coût de fusion est le plus
faible. Les critères de fusion utilisent souvent l'erreur d'approximation à une primitive.
Les applications concernées par ce type de méthode sont la simpliﬁcation, la segmen-
tation d'objet de type C.A.O, le plaquage de texture, etc.
Auteurs Caractéristiques Critères
[Garland et al., 2001] Plan, normale Planéité, orientation, com-
pacité, irrégularité
[Sander et al., 2001] Plan Déformation de la texture,
planéité, compacité
[Inoue et al., 2001] Plan, aire et périmètre des
régions, normale
Taille de l'aire, niveau de lis-
sage des frontières, planéité
[Sheﬀer, 2001] Plan Planéité, longueur des
arêtes, angle entre les ré-
gions, taille des régions,
angle dièdre
[Gelfand et Guibas, 2004] Mouvement de glissement Similarité du type de sur-
face
[Kima et al., 2006] Normale, angle Diﬀérence d'angle entre
les faces, diﬀérence d'angle
entre les régions, taille des
régions
[Attene et al., 2006a] Plan, sphère, cylindre Similarité à une primitive
[Mamou et al., 2007a] Mouvement Nombre de carreaux, er-
reur quadratique moyenne
de compensation de mouve-
ment
Tab. 2.3  Caractéristiques et critères des méthodes de partitionnement hiérarchique.
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2.3.4 Partitionnement itératif
La recherche d'une segmentation optimale peut être approchée par la recherche itérative
du meilleur partitionnement à partir d'un nombre ﬁxé de clusters. Le support d'une
telle approche correspond à l'algorithme des k-means (souvent associé à l'algorithme de
quantiﬁcation de [Lloyd, 1982]). Le procédé itératif commence avec k classes, chacune
disposant d'un centroïde représentatif. Les éléments du maillage sont successivement
associés aux classes qui leur correspondent le mieux. Un ajout d'élément dans une
classe implique la mise à jour du centroïde de la classe lorsque tous les éléments ont été
assignés. Le partitionnement est terminé lorsque les classes sont stabilisées.
Algorithme 4 : Partitionnement itératif
début
Initialiser k classes
tant que la stabilité des classes n'est pas atteinte faire
pour chaque élément s du maillage faire
Trouver la classe i la plus adaptée à s
Assigner s à cette classe
pour chaque classe i faire
Mettre à jour le centroïde de la classe
ﬁn
[Shlafman et al., 2002] ont proposé une méthode de partitionnement de faces basée sur
l'algorithme des k-means, destinée à une application de métamorphose. L'idée est de
créer des segmentations compatibles pour les deux objets à transformer. Pour décider
si deux faces adjacentes peuvent appartenir au même carreau, ils utilisent une approxi-
mation de la distance géodésique et la distance angulaire. La distance entre la face F1
et la face F2 est ainsi mesurée :
distance(F1, F2) = (1− δ)(1− cos2(α)) + δ ·Dp(F1, F2) (2.12)
avec α, l'angle dièdre entre les faces, δ, un coeﬃcient qui favorise l'une des deux dis-
tances et Dp, une approximation de la distance géodésique qui correspond à la somme
des distances entre les centres de gravité des deux faces et le point-milieu de l'arête
commune. Cette déﬁnition de distance est étendue à des faces non-adjacentes :
distance(F1, F2) = min
F3 6=F1,F2
(distance(F3, F1) + distance(F3, F2)) (2.13)
où F1 et F2 sont deux faces non adjacentes et F3, une face adjacente ou non à F1 et F2
qui peut entraîner le calcul récursif de la distance par rapport aux équations 2.12 et 2.13.
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L'algorithme réalise itérativement l'amélioration de la décomposition en transférant les
faces d'un carreau à un autre par rapport à cette distance. Après que les représentants
des classes aient été choisis, chaque face est attribuée au cluster ayant le représentant
le plus proche. Les nouveaux représentants correspondent aux faces qui minimisent la
somme des distances à toutes les autres faces dans le cluster.
[Sander et al., 2003] utilisent une décomposition par carreaux pour des applications
de paramétrisation. Partant du constat de la limitation de la méthode de Shlafman et
al . pour le traitement des frontières fortes pour un petit nombre de carreaux, ils ont
développé une approche alternative basée sur la croissance simultanée des carreaux en
utilisant l'algorithme de Djikstra sur le graphe dual du maillage. Un coût relatif à la
planéité du carreau et à la compacité des frontières est attribué à chaque arc du graphe
dual. Le coût d'un arc qui relie la face F du cluster C à une face F ′ adjacente à F est
déﬁni par la mesure de la distance géodésique entre les deux faces et par la diﬀérence
entre la normale de F ′ et la normale représentative de C :
coût(F, F ′) = (λ− (NC ·NF ′)) · (|PF ′ − PF |) (2.14)
où PF ′ et PF correspondent aux centres de gravité respectifs de F ′ et de F , NC à la
normale du cluster C (la moyenne de toutes les normales des faces contenues dans C)
et NF ′ à la normale de F ′. Le paramètre λ régule le poids du coût de la distance entre
les normales par rapport au coût de la distance géodésique. La face située le plus au
centre d'un cluster en est le meilleur représentant. La recherche de cette face est réalisée
à partir de l'algorithme de Djikstra en prenant comme point de départ toutes les faces
adjacentes aux frontières du cluster. Les diﬀérentes recherches évoluent en parallèle et la
dernière face visitée correspondra à celle la plus au centre. Le coût des arcs correspond
à une approximation de la distance géodésique :
coût(F, F ′) = |PF ′ − PF | (2.15)
Le procédé démarre avec un seul cluster qui est initialisé avec un germe choisi au hasard.
La croissance est réalisée sur l'intégralité du maillage et la dernière face visitée servira
de germe pour la croissance du second cluster, ce qui assure un éloignement maximal
entre les clusters. Le procédé est réitéré tant que le nombre désiré de clusters n'est pas
atteint.
[Katz et Tal, 2003] ont proposé un algorithme hybride qui utilise le partitionnement
itératif et la coupe de graphe. La première décomposition est réalisée à partir du par-
titionnement itératif en considérant les carreaux les plus signiﬁcatifs. Ils ne déﬁnissent
pas encore de frontières exactes et laissent une zone de ﬂoue autour des frontières. Ce
procédé peut s'apparenter à l'attribution à chaque face d'une probabilité d'appartenir
à chaque carreau. Une décomposition ﬂoue est ensuite appliquée en ajustant les pro-
babilités avec un schéma de partitionnement itératif. La décomposition ﬂoue est alors
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transformée en segmentation ﬁnale où des frontières exactes sont déﬁnies entre les com-
posants. Le schéma de décomposition se présente sous deux formes : la décomposition
binaire, où le maillage peut être successivement subdivisé en deux sous-maillages et
la décomposition  k-way , qui correspond à une généralisation de la décomposition
binaire.
[Cohen-Steiner et al., 2004] ont mis en ÷uvre une méthode de segmentation sur un
maillage triangulaire découpée en deux phases. A partir du partitionnement géomé-
trique obtenu par une croissance de régions contrôlée par la minimisation de l'erreur,
un représentant local optimal est calculé pour chaque région. Ces représentants, qui
minimisent l'erreur de distorsion pour une partition donnée, sont une extension des
centroïdes de l'algorithme original de Lloyd. Le procédé d'initialisation proposé corres-
pond au choix aléatoire de k triangles. Les plans représentatifs des triangles sont déﬁnis
à partir du barycentre du triangle et de sa normale. A partir des triangles germes, la
croissance de régions est lancée. Pour chaque triangle germe Ti, les triangles Tj ad-
jacents par les arêtes sont insérés dans une ﬁle d'attente globale dont la priorité est
relative à l'erreur de distorsion par rapport au plan représentatif i. Les triangles insérés
sont étiquetés temporairement avec le label du plan i. La ﬁle d'attente peut contenir
plusieurs fois le même triangle mais avec un label diﬀérent. Le triangle ayant la plus
faible erreur de distorsion sera le premier retiré de la ﬁle d'attente. Si un triangle est
retiré de la ﬁle d'attente et qu'il a déjà un label déﬁnitif, il n'est pas traité ; si le label
n'est que temporaire, le triangle est associé au plan représentatif dont il partage le label
et ses faces directement adjacentes sont insérées avec le même label. Une fois que l'at-
tribution de tous les triangles a été réalisée, les plans représentatifs Pi = (Xi, Ni) sont
mis à jour par rapport à leur région associée. Les auteurs comparent les deux métriques
L2 et L2,1 et mettent en évidence les avantages de L2,1 qui permet une meilleure capture
de l'anisotropie de la surface et une recherche plus rapide et plus eﬃcace qu'avec L2.
Pour éviter que l'algorithme de recherche de la plus faible distorsion soit bloqué dans
un minimum local, un procédé de  téléportation  de régions est utilisé : une région
est supprimée puis une nouvelle est ajoutée à l'endroit qui en a le plus besoin.
La segmentation d'un maillage en utilisant la tesselation centroïdale géodésique est
proposé dans [Peyré et Cohen, 2004]. Cette méthode, qui fait intervenir la segmentation
de Voronoï centroïdale, peut prendre en compte l'information de courbure et de texture.
Les régions du maillage sont découpées par rapport aux propriétés saillantes de la
surface et à la compacité des régions. Un compromis est réalisé pour intégrer ces deux
contraintes en approchant itérativement la solution avec l'algorithme de Lloyd.
[Wu et Kobbelt, 2005] proposent une extension de [Cohen-Steiner et al., 2004] en inté-
grant des approximations à de nouvelles primitives telles que la sphère, le cylindre et
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des carreaux courbés contrôlés par des boules de commandes (rolling-balls). Un carreau
courbé est déﬁnie avec Bi = (ci(t), ri) où ci(t) correspond au centre de la trajectoire
et ri au rayon de la boule de commande liée au carreau. L'approximation de la surface
du carreau est réalisée à l'aide de courbes B-splines. Le schéma itératif est proche de
la méthode de [Cohen-Steiner et al., 2004] ; tous les carreaux sont associés à un plan,
la création de carreaux de forme sphérique ou cylindrique est ensuite autorisée puis
l'approximation par rapport à un carreau courbé est ﬁnalement réalisée.
L'approche de [Simari et Singh, 2005] correspond à des ajustements successifs par rap-
port à des ellipsoïdes. Les étapes de classiﬁcation et d'ajustement sont successivement
appliquées. Pour l'ajustement, chaque primitive ellipsoïde Pi est mise à jour avec celle
qui minimise la fonction d'erreur E(Ri, Pi) par rapport à la surface Ri. Durant l'étape
de classiﬁcation, les régions Ri sont recalculées et chaque face fj est attribuée à la
région qui minimise l'erreur E(fj, Pi) sous la contrainte que les régions doivent rester
connectées.
[Yamauchi et al., 2005b] utilisent l'estimation non paramétrique par noyau (mean shift)
pour partitionner les normales du maillage. La segmentation s'opère dans l'espace des
caractéristiques et consiste à réaliser une croissance de régions itérative basée sur le
calcul des plus courts chemins à partir des germes et sur l'optimisation des germes par
l'algorithme de Lloyd.
[Yamauchi et al., 2005a] proposent une segmentation guidée par la courbure gaussienne.
Ils utilisent l'aire gaussienne calculée pour un vertex, une arête ou un triangle. Leur
méthode est basée sur l'algorithme de croissance itérative de Lloyd et favorise une
aire gaussienne équivalente dans les carreaux. Deux ﬁles d'attente sont utilisées pour
déterminer le prochain carreau qui va croître en fonction de l'aire gaussienne ainsi que
le prochain triangle à ajouter au carreau. Les carreaux sont régulés parallèlement aﬁn
d'éviter une croissance trop rapide.
[Marinov et Kobbelt, 2006] se sont basés sur la méthode de [Cohen-Steiner et al., 2004]
en apportant des modiﬁcations sur leur algorithme. Ils estiment dans un premier temps
la qualité globale de la segmentation. Chaque téléportation de régions est évaluée et
acceptée si l'amélioration est eﬀective. Si la téléportation est rejetée, quelques itérations
de relaxation sont réalisées jusqu'à ce qu'un nouveau minimum local soit trouvé.
[Choe et al., 2006] oﬀre une méthode de segmentation de modèles de haute résolution
suivant le schéma des k-means. Les germes de la croissance de régions sont déﬁnis
par subdivision spatiale. Les germes centroïdes des carreaux sont mis à jour à chaque
itération des k-means. Pour intégrer les contraintes d'occupation mémoire qui peuvent
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interdire de traiter le maillage dans sa globalité, la croissance de régions est réalisée à
un niveau local. La convergence étant plus diﬃcile à atteindre que dans le cas global,
un ratio de  mise à jour  est utilisé. Il sert à limiter le nombre d'itérations et inﬂuence
l'ordre de traitement des carreaux.
[Lai et al., 2006] orientent leur segmentation par rapport à l'information de texture
(pas au sens d'images qui peuvent être plaquées sur le modèle mais au sens de motifs de
forme). Un pré-traitement est d'abord appliqué : chaque point x de la surface est associé
à un point correspondant xf = (x,w ·n) dans R6, où n(x) est le vecteur normal unitaire
correspondant à x et w une constante déﬁnie par l'utilisateur qui règle la sensibilité des
caractéristiques [Lai et al., 2007]. Il en résulte une surface Φ ⊂ R3 qui correspond au
maillage 2-manifold Φf ⊂ R6. Des invariants intégraux [Manay et al., 2004] sont utilisés
localement pour estimer les propriétés locales de la surface qui apparaissent plus robuste
que l'angle dièdre entre deux faces adjacentes ou la courbure discrète. L'estimation des
normales est réalisée par rapport au 1-voisinage mais dans le cas de surfaces bruitées, la
normale du plan ou bien de la surface quadratique estimée à partir d'un certain voisinage
[Lai et al., 2007] sont utilisées. Le schéma de segmentation se résume à déterminer la
hiérarchie des caractéristiques du maillage puis à appliquer l'algorithme des k-means
sur le maillage avec une certaine métrique puis à lisser les frontières. Le coût associé
à chaque paire de triangles adjacents est lié à une métrique qui combine la distance
géodésique, la courbure et l'information de texture. Les germes peuvent être déﬁnis en
choisissant un premier germe au hasard puis en ajoutant successivement des germes
en fonction de l'éloignement maximum aux germes déjà existant, jusqu'à atteindre le
nombre de clusters désiré. Un triangle sera aﬀecté à son plus proche cluster en fonction
de son coût. La mise à jour du représentant du cluster est réalisée en considérant la
face la plus à l'intérieur du cluster. Le procédé d'aﬀectation et de mise à jour se réitère
jusqu'à la stabilité du système.
[Kraevoy et al., 2006] réalisent la décomposition du maillage en carreaux convexes et
compactes. Leur métrique de convexité utilise la distance entre un carreau P et sa forme
convexe correspondante C(P ). La distance est déﬁnie par l'aire pondérée moyenne des
distances des triangles t du carreau à la forme convexe :
dist(P,C(P )) =
∑
t∈P dist(t, C(P )) · a(t)∑
t∈P a(t)
(2.16)
où a(t) représente l'aire du triangle t et dist(t, C(P )) la distance du triangle t à la forme
convexe C(P ) par rapport à la direction de la normale du triangle. La compacité est
relative à l'aire a(C) et au volume v(C) de la forme convexe. Elle est déﬁnie par :
comp(C) =
a(C)
v(C)
2
3
(2.17)
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La fonction de coût est alors représentée par :
coût(P ) = (1 + dist(P,C(P ))) · (1 + comp(C(P )))α (2.18)
où α est un paramètre qui privilégie l'une des deux métriques. La création des carreaux
est réalisée à partir d'une variante du schéma itératif de Lloyd. Le nombre de carreaux
n'est pas ﬁxé manuellement mais déterminé automatiquement à partir d'un seuil au
niveau de la forme convexe. La première étape de la segmentation consiste à calculer
la coque convexe de l'objet. Le triangle le plus proche de la coque convexe correspond
au premier germe de la croissance de régions et devient l'unique composant du premier
carreau. Les vertex adjacents au carreau sont successivement ajoutés tant que l'erreur
de convexité est inférieure à un seuil. Chaque modiﬁcation du carreau entraîne la mise
à jour de la coque convexe. Lorsque le carreau est stabilisé, de nouveaux germes sont
calculés sur le carreau existant et les carreaux potentiels. Le procédé de croissance de
régions est de nouveau exécuté. La recherche de nouveaux germes et la croissance de
régions se répètent jusqu'à ce qu'au moins 95% des triangles contenus dans les carreaux
soient identiques à ceux de l'itération précédente en terme d'appartenance aux classes.
Une méthode variationnelle pour l'extraction de surfaces quadriques à partir d'un
maillage polygonal est proposé dans [Yan et al., 2006]. Leurs travaux se positionnent
comme une extension aux précédentes méthodes variationnelles qui sont limitées à la
mise en correspondance avec un plan [Cohen-Steiner et al., 2004] ou bien à des types
particuliers de surfaces quadriques telles que la sphère, le cylindre, etc. [Wu et Kobbelt,
2005]. La méthode généralise le procédé de mise en correspondance pour intégrer une
plus grande variété de quadriques. Yan et al. mettent en avant la distance Euclidienne
d'une face triangulaire à une quadrique pour réaliser la mise en correspondance. Pour
lisser les frontières irrégulières, un procédé de minimisation d'énergie basé sur la coupe
minimale (graph cut) est utilisé.
[Bergou et al., 2007] ont proposé un procédé appelé tracking qui prend en entrée une
animation ou une simulation pour en améliorer la visualisation par l'ajout d'eﬀets na-
turels simulés à partir de lois physiques. Le procédé fait intervenir une méthode de
segmentation prenant en compte le temps, basée sur [Cohen-Steiner et al., 2004], qui
découpe le maillage en carreaux selon une mesure de distorsion entre un triangle Tj et
un plan représentatif Pk déﬁnie par :
E(Tj, Pk) = sup
t∈t0,t1
Aj(t)
(
µ
A(t)
‖xj(t)− xk(t)‖2 + (1− µ) ‖nj(t)− nk(t)‖2
)
(2.19)
où xj(t) et xk(t) sont respectivement les centroïdes de Tj et de Pk, nj(t) et nk(t) sont
respectivement les normales unitaires de Tj et de Pk, Aj(t) et A(t) sont respectivement
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les aires de Tj et de la surface totale du maillage. L'utilisateur règle le coeﬃcient µ ∈
[0, 1] selon qu'il souhaite privilégier la compacité ou la planéité.
Le tableau 2.4 fait apparaître les diﬀérentes caractéristiques et les critères utilisés pour
les méthodes de partitionnement itératif. Les critères des méthodes sont associés à une
erreur d'approximation à une primitive ou une fonction de distance relative à diﬀé-
rents paramètres spéciﬁques à une application. Les caractéristiques sont assez variées
et correspondent à la distance géodésique, l'angle dièdre, la normale, certaines primi-
tives (plan, sphère , cylindre, ellipsoïde, coque convexe, quadrique, etc.), la courbure,
la texture, le diagramme de Voronoï, la distorsion, etc.
Ces méthodes sont généralement bien adaptées pour des applications comme la simpli-
ﬁcation, la compression, la paramétrisation, la segmentation en parties signiﬁcatives,
etc.
Auteurs Caractéristiques Critères
[Shlafman et al., 2002] Distance géodésique, angle
dièdre
Fonction de distance déﬁnie
à partir de la distance géo-
désique et de l'angle dièdre
[Sander et al., 2003] Normale, distance géodé-
sique
Fonction de distance déﬁnie
à partir de la distance géo-
désique et de la diﬀérence
entre la normale d'une face
et la normale d'un cluster
[Katz et Tal, 2003] Distance géodésique, angle
dièdre
Fonction de distance déﬁnie
à partir de la distance géo-
désique, de l'angle dièdre et
de la probabilité d'apparte-
nance à un carreau,
[Cohen-Steiner et al., 2004] Plan Planéité, distance L2,1,
[Marinov et Kobbelt, 2006] compacité
[Bergou et al., 2007]
[Peyré et Cohen, 2004] Courbure, texture, dia-
gramme de Voronoï
Planéité, rapport aire / pé-
rimètre des régions
[Wu et Kobbelt, 2005] Plan, sphère, cylindre,
boule de commande
Distance L2
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Auteurs Caractéristiques Critères
[Simari et Singh, 2005] Ellipsoïde Erreur d'approximation à
l'ellipsoïde à partir de la dis-
tance euclidienne, la cour-
bure, l'angle formé par la
normale du vertex et celle
déﬁnie à partir du projeté
sur l'ellipsoïde, le volume de
l'ellipsoïde
[Yamauchi et al., 2005b] Normale, angle dièdre amé-
lioré à partir du mean shift
Connexité, fonction de dis-
tance relative à l'angle di-
èdre, nombre de carreaux,
taille du noyau du mean
shift
[Yamauchi et al., 2005a] Aire gaussienne des vertex,
des arêtes et des faces
Taille des régions, fonction
de distance relative à l'aire
gaussienne
[Choe et al., 2006] Plan, distance géodésique Ratio de mise à jour,
nombre d'itérations, pla-
néité, distance L2, 1
[Lai et al., 2006] Vertex déﬁni dans R6 à par-
tir de sa coordonnée et de
sa normale, distorsion prin-
cipale
Distance géométrique, cour-
bure, texture, nombre de
clusters
[Kraevoy et al., 2006] Coque convexe, aire Seuillage de la convexité,
fonction de distance déﬁnie
à partir de la compacité de
la coque convexe et de l'aire
pondérée moyenne des dis-
tances des triangles du car-
reau à la coque convexe
[Yan et al., 2006] Quadrique Distance euclidienne d'une
face à une quadrique
Tab. 2.4  Caractéristiques et critères des méthodes de partitionnement itératif.
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2.3.5 Analyse spectrale
La problématique de segmentation de maillages est proche de celle du partitionnement
de graphes planaires. De nombreux outils de partitionnement de graphe sont proposés
dans le logiciel METIS [Karypis et Kumar, 1998] et leur application à des maillages
polygonaux oﬀrent des résultats intéressants.
Le grapheG du maillage peut être représenté par une matrice d'adjacence. Cette matrice
binaire A(G) confronte tous les sommets du graphe et fournie Aij = 1 s'il existe une
arête reliant les sommets i et j. Le Laplacien L du graphe est une matrice associée qui
correspond à L = D−A où D est la matrice diagonale qui oﬀre Dii = di, la valence du
i-ème vertex. La théorie spectrale de graphes [Chung, 1997] établit une relation entre les
caractéristiques combinatoires et les propriétés algébriques de ce Laplacien [Gotsman,
2003]. Il y a par exemple une relation directe entre le spectre du Laplacien et le nombre
isopérimétrique hg (constante de Cheeger) du graphe qui permet de quantiﬁer l'existence
de coupes dans le graphe. Soit {λ0 = 0, λ1, λ2, . . . , λn−1}, les valeurs propres de L dans
l'ordre croissant. La relation entre la valeur propre λ1 et le nombre isopérimétrique du
graphe correspond à :
hg
2
< λ1 ≤ 2hg (2.20)
La seconde valeur propre du Laplacien L(G) contient des informations sur les petites
 coupures  du graphe G. Les vecteurs propres de L(G) vont avoir un rôle important
dans le partitionnement du graphe [Alpert et Yao, 1995]. Soit {ξ0, ξ1, ξ2, . . . , ξn−1}, les
vecteurs propres de L associés aux valeurs propres {λ0, λ1, λ2, . . . , λn−1}. Le graphe G
peut être plongé dans un espace Rd en utilisant les d premiers vecteurs propres. Un ver-
tex vi de G sera positionné à un point de coordonnées {ξ1(i), ξ2(i), . . . , ξd(i)} ∈ Rd. Ce
changement d'espace permet d'évoluer d'une problématique de partitionnement com-
binatoire de graphe à une problématique de partitionnement d'espace géométrique. La
ﬁgure 2.15 montre la projection spectrale du graphe dans un espace à deux dimensions
(d = 2). La partition a été réalisée dans cet exemple en considérant la direction s du
plus large écart entre les vertex dans R2 et la droite normale à s qui partitionne R2 en
deux demi-espaces qui contiennent chacun une quantité équivalente de vertex.
La matrice du Laplacien a été utilisée dans [Karni et Gotsman, 2000] pour réaliser le
partitionnement de graphe pour une application de compression de maillage. En raison
d'une complexité importante, le maillage a été divisé en petits sous-maillages qui ont
été traités indépendamment. Les sous-maillages considérés doivent être équilibrés par
rapport au nombre de vertex et aux arêtes partagées par plusieurs sous-maillages.
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Fig. 2.15  Un graphe et sa représentation spectrale en utilisant les deux premières va-
leurs propres de la matrice du Laplacien comme vecteur de coordonnées. Image inspirée
de [Gotsman, 2003].
[Liu et Zhang, 2004] mettent en ÷uvre une segmentation de maillages polygonaux à
partir du partitionnement de l'espace spectral. La matrice d'aﬃnité et ses k plus grand
vecteurs propres permettent le regroupement des faces du maillage. Le partitionnement
est réalisé à l'aide de l'algorithme des k-means par rapport aux nouvelles coordonnées
des vertex dans l'espace spectral.
[Zhou et al., 2004] mettent en avant l'eﬃcacité de l'analyse spectrale de la matrice des
distances géodésiques entre deux points de la surface pour résoudre les problèmes de
partitionnement en carreaux et de paramétrisation. Leur algorithme de partitionnement
de surface détermine dans un premier temps des représentants de carreaux par rapport
aux valeurs propres et aux vecteurs propres de la matrice des distances géodésiques au
carré entre les vertex de la surface. Une croissance de régions simultanée est ensuite
appliquée autour des carreaux en utilisant la distance géodésique calculée à partir de
l'analyse spectrale de la surface.
Les méthodes de segmentation de [Zhang et Liu, 2005][Liu et al., 2006a][Liu et Zhang,
2007] sont basées sur le découpage récursif spectral et la méthode de Nyström [Fowlkes
et al., 2004]. Cette dernière permet d'éviter de calculer toutes les paires de distances
entre les faces en approximant les vecteurs propres d'une matrice par sous-échantillonnage
des petits sous-ensemble de ses lignes. Les contraintes de segmentation sont ici relatives
à la théorie des minima et à la mesure de la saillance des carreaux. La coupe est réalisée
à partir de la projection spectrale 1-dimension, calculée à partir des distances entre un
ensemble de faces et deux échantillons de faces. Le schéma d'échantillonnage est basé
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sur le contexte de la forme et la recherche linéaire à partir de la projection 1-D pour
localiser les frontières les plus fortes.
Auteurs Caractéristiques Critères
[Karni et Gotsman, 2000] Vecteurs propres de la ma-
trice d'aﬃnité
Partitionnement équitable à
partir de nombre de vertex
et du nombre d'arêtes par-
tagées par plusieurs sous-
maillages
[Liu et Zhang, 2004]
[Liu et al., 2006a]
Vecteurs propres de la ma-
trice d'aﬃnité
Partitionnement itératif à
partir des coordonnées asso-
ciées aux vecteurs propres
[Zhou et al., 2004] Vecteurs propres de la ma-
trice des distances géodé-
siques au carré
Croissance de régions réali-
sée à partir de la distance
géodésique déﬁnie par l'ana-
lyse spectrale de la surface
[Zhang et Liu, 2005]
[Liu et Zhang, 2007]
Vecteurs propres de la
matrice d'aﬃnité, distance
dans l'espace spectral
Loi des minima, mesure de
la saillance
Tab. 2.5  Caractéristiques et critères des méthodes de partitionnement à partir de
l'analyse spectrale.
Le tableau 2.5 fait apparaître les diﬀérentes caractéristiques et les critères utilisés pour
les méthodes de partitionnement à partir de l'analyse spectrale. La projection des vertex
dans un espace spectral en fonction la distance géodésique est généralement utilisée. Les
méthodes de croissance de régions ou bien de partitionnement itératif sont employées
pour réaliser la segmentation. Les applications sont souvent liées à la segmentation en
parties signiﬁcatives, à la compression, etc.
2.3.6 Les modèles déformables
Certaines applications nécessitent une approche par modèles déformables. Ils permettent
de faire évoluer un contour et de le positionner aux endroits minimisant une énergie. Un
tel contour est qualiﬁé de  contour actif . Ce type de contour est utilisé dans [Jung
et Kim, 2004] pour trouver des caractéristiques liées à la courbure gaussienne ou à des
surfaces de type  crêtes  et  vallées . La méthode explicite de [Milroy et al., 1997]
est utilisée pour déplacer le contour actif directement sur le maillage polygonal. Les
changements de topologie du contour sont autorisés et permettent d'obtenir plusieurs
contours fermés à partir d'un seul contour grossièrement initialisé.
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[Lee et al., 2004] proposent un découpage intelligent de l'objet en utilisant les contours
actifs 3D. La méthode utilise la loi des minima et l'extraction de caractéristiques pour
trouver les contours candidats. Les contours peuvent être déﬁnis automatiquement ou
bien manuellement (l'utilisateur peut dessiner une ligne sur la projection de l'objet
qui sera interprétée comme un contour ouvert sur la surface). Le procédé choisit le
meilleur contour pour séparer l'objet en deux. La fermeture du contour ouvert déterminé
manuellement ou automatiquement est alors réalisée. Un contour actif 3D évolue ensuite
pour ajuster le contour en fonction des caractéristiques de courbure et de centricité. Les
sous-parties du maillage peuvent subir des divisions.
[Lee et al., 2005b] ont abordé le découpage d'un maillage polygonal à partir de la loi des
minima et de la saillance des parties. Cette méthode est basée sur la loi des minima et
consiste en l'extraction de caractéristiques pour déterminer les contours candidats. Ces
contours ouverts sont triés de sorte à faire apparaître le plus saillant. Celui-ci est alors
complété pour former une boucle qui servira à l'initialisation d'un contour actif. Si le
contour fermé oﬀre des conditions suﬃsantes de saillance, il est autorisé à se déplacer
jusqu'à la position de coupe la plus appropriée. Les objets découpés peuvent à leur tour
subir successivement une décomposition.
Une solution de segmentation du relief d'un maillage à l'aide de contours actifs est
proposée dans [Liu et al., 2006b]. La méthode utilise un terme d'énergie de caractéris-
tique adapté à la segmentation de relief de maillage, une force de dégonﬂement dont
l'intensité est calculée pour rendre le contour insensible au choix du contour initial, une
phase d'ajustement du contour actif pour permettre l'exploration de cavités, un terme
d'atténuation de bruit dans l'énergie de dégonﬂement et enﬁn un ﬁltrage bilatéral des
caractéristiques pour permettre au contour de traverser des zones bruitées.
[Ji et al., 2006] ont proposé un outil de découpage de maillage très intuitif et facile à
utiliser. Leur travaux sont inspirés de la méthode de segmentation interactive sur les
images de [Li et al., 2004]. L'utilisateur a la possibilité de spéciﬁer les représentants
de la zone  avant-plan  et  arrière-plan  du maillage sous la forme de courbes
dessinées à main levée. Les courbes  avant-plan  et  arrière-plan  correspondent
aux deux marqueurs du processus de segmentation. Ces courbes sont alors projetées
sur le maillage pour labéliser les vertex interceptés. Une croissance de régions basée
sur [Wu et Levine, 1997][Page et al., 2003b] est ensuite réalisée à partir des vertex
marqués. La métrique isophotique [Pottmann et al., 2004] est utilisée pour mesurer
la distance entre deux vertex adjacents. Les frontières sont optimisées à partir d'une
version améliorée de la méthode de [Bischoﬀ et Kobbelt, 2004].
Le tableau 2.6 fait apparaître les diﬀérentes caractéristiques et les critères utilisés pour
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Auteurs Caractéristiques Critères
[Jung et Kim, 2004] Courbure gaussienne, type
de surface
Énergie calculée à partir de
distances relatives aux ca-
ractéristiques
[Lee et al., 2004]
[Lee et al., 2005b]
Courbure minimum Centricité du contour,
saillance
[Liu et al., 2006b] Courbure, angle Taille et courbure du
contour, énergies de dégon-
ﬂement et de caractéristique
[Ji et al., 2006] Distance isophotique, cour-
bure
Frontières déterminées à
partir de la croissance de ré-
gions et des contours actifs
Tab. 2.6  Caractéristiques et critères des méthodes basées sur les modèles déformables.
les méthodes basées sur les modèles déformables. Les énergies du contour sont variées et
font généralement intervenir la caractéristique de courbure. Les contours actifs 3D sont
souvent utilisés pour réaliser une segmentation interactive de maillage. Par exemple,
l'utilisateur déﬁnit grossièrement la position initial des contours actifs et ces derniers
évoluent jusqu'aux frontières des régions. Il existe d'autres stratégies pour réaliser une
segmentation interactive comme la LPE initialisée à partir de marqueurs déﬁnis ma-
nuellement ou certaines méthodes abordées à la section suivante.
2.3.7 Autres approches
La segmentation de maillages fait généralement intervenir des méthodes issues des fa-
milles précédentes. Nous présentons dans cette section des méthodes dont le concept
est particulier (image de géométrie), spéciﬁque (mean shift), ou encore axé sur la seg-
mentation manuelle ou semi-manuelle.
[Boier-Martin, 2003] transforme le maillage polygonal en une image géométrique 2D [Gu
et al., 2002]. La segmentation est réalisée sur la carte des normales associée à l'image
géométrique à l'aide de l'algorithme des k-means. Les centroïdes sont initialisés à partir
d'un échantillonnage des normales suivant certaines directions.
Les méthodes de partitionnement non supervisé, comme le mean shift [Comaniciu et
Meer, 2002], peuvent être appliquées à la segmentation de maillages. L'analyse par mean
shift a été étendue aux maillages polygonaux en utilisant des paramétrisations locales
dans [Shamir et al., 2004] [Shamir et al., 2006]. La méthode de [Yamauchi et al., 2005b]
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est basée sur les travaux de [Sander et al., 2003] pour réaliser le partitionnement par
mean shift des normales de la surfaces.
Certaines méthodes sont axées sur une segmentation manuelle ou semi-manuelle. [Gre-
gory et al., 1999] mettent en correspondance des carreaux de plusieurs modèles pour une
application de métamorphose. Contrairement à [Zöckler et al., 2000] où les carreaux sont
déﬁnis à la main, la création des carreaux est ici réalisée à partir des spéciﬁcations de
correspondance et de la décomposition semi-manuelle du maillage. L'utilisateur désigne
manuellement des ensembles de vertex. L'algorithme réalise ensuite la décomposition
à partir du réseau de vertex sur chacun des objets sous la contrainte que les carreaux
doivent être homéomorphes à un disque fermé.
[Funkhouser et al., 2004] proposent une application qui permet à l'utilisateur de recher-
cher un maillage dans une grande base de données pour trouver des parties de modèles
spéciﬁques et les combiner pour former de nouveaux objets. Un découpage intelligent
du maillage est réalisé pour permettre la sélection d'une partie de l'objet. Une requête à
partir de la sélection pourra alors être exécutée pour retrouver une partie similaire dans
la base de données. La sélection pourra également subir des opérations géométriques.
Le découpage est guidé par l'utilisateur qui dessine les contours sur la projection du
maillage. Le contour est alors interprété sur la surface du maillage et complété à par-
tir d'un algorithme du plus court chemin. Certaine portions peuvent être aﬃnées par
l'utilisateur : celui-ci redessine une portion puis l'algorithme du plus court chemin est
utilisé pour ajuster au mieux la portion de contour à remplacer.
L'approche de segmentation de [Liyan et al., 2004] est orientée pour la paramétrisation
et le rééchantillonnage du maillage. Elle se décompose en 3 étapes : la création d'un
nouveau maillage pour représenter la topologie de la segmentation initiale, la création
d'un réseau de carreaux triangulaires par rapport au maillage original puis la modiﬁ-
cation interactive de la segmentation initiale pour créer le maillage segmenté ﬁnal. Le
maillage est dans un premier temps simpliﬁé à partir de [Garland et Heckbert, 1997]
puis les arêtes du maillage simpliﬁé sont projetées sur le maillage original. L'utilisateur
peut alors modiﬁer les carreaux par l'intermédiaire d'un outil permettant la fusion ou
la subdivision de carreaux, la modiﬁcation de coin et la modiﬁcation des frontières.
Pour réaliser une copie de haute qualité d'un objet réel de type C.A.O., [Várady et al.,
2007] ont proposé une méthode de segmentation qui combine la théorie de Morse avec
des algorithmes particuliers de modélisation géométrique adaptés à la rétro-ingénierie.
La théorie de Morse aborde des problématiques telles que l'échantillonnage d'une fonc-
tion lisse sur les sommets de la structure discrète. Le complexe de Morse permet la seg-
mentation d'une variété en plusieurs régions par un réseau de courbes qui se connectent
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à des points critiques non dégénérés (minima, maxima ou points selles) d'une fonction
donnée. La courbure estimée en chaque vertex est utilisée pour créer une fonction li-
néaire par morceaux et ainsi distinguer les carreaux surfaciques fortement courbés qui
séparent les carreaux principaux.
Auteurs Caractéristiques Critères
[Boier-Martin, 2003] Normale, courbure Partitionnement itératif de
l'image issue de la paramé-
trisation
[Funkhouser et al., 2004] Normale, angle dièdre,
contour spéciﬁé par l'utili-
sateur
Création d'un contour
fermé à partir d'une fonc-
tion de coût relative aux
caractéristiques
[Liyan et al., 2004] Plan Planéité, suppression ma-
nuelle de frontières
[Várady et al., 2007] Points critiques, courbure,
squelette
Connexion de points cri-
tiques, planéité, similarité
Tab. 2.7  Caractéristiques et critères des autres méthodes.
Les caractéristiques et critères utilisés pour ces diﬀérentes méthodes sont résumés au ta-
bleau 2.7. Il existe d'autres approches, moins appliquées, qui font intervenir des procédés
de segmentation particuliers, comme le partitionnement de maillage avec une colonie
de fourmis [Koro²ec et al., 2004] et la coupe de graphe en simples disques topologiques
[Erickson et Har-Peled, 2002][Colin de Verdière et Lazarus, 2002].
La segmentation en carreaux surfaciques permet de découper un maillage polygonal
à partir d'informations géométriques. Certaines applications nécessitent la découpe de
l'objet en parties signiﬁcatives. Les  parties  sont segmentées à partir d'informations
sémantiques ou globales de la forme de l'objet 3D. La section suivante concerne la
segmentation en parties signiﬁcatives. Les diﬀérentes applications et méthodes de ce
type de segmentation sont détaillées.
2.4 La segmentation en parties signiﬁcatives
La segmentation en parties signiﬁcatives concerne des applications où la sémantique
des objets a une importance. La segmentation essaie généralement de suivre le décou-
page qui pourrait être réalisé par la vision humaine. De nombreux travaux relatifs à
la vision humaine indiquent que la reconnaissance et la compréhension des formes sont
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basées sur la décomposition structurelle de la forme en petites parties. Il existe deux
principales familles de segmentation en parties signiﬁcatives : les méthodes orientées
 primitives  et les méthodes orientées  frontières . Des états de l'art des diﬀérentes
méthodes de segmentation en parties signiﬁcatives ont été proposés récemment dans
[Shamir, 2006][Agathos et al., 2007]. Une étude comparative de certaines de ces mé-
thodes a été proposée dans [Attene et al., 2006b] où les auteurs soulignent la diﬃculté
d'évaluation des diﬀérentes approches. Dans ce qui suit, nous listons les applications
qui utilisent le concept de segmentation en parties signiﬁcatives et nous détaillons les
diﬀérentes méthodes.
La reconnaissance de forme et l'indexation ont été abordées à la section 2.3,
concernant la segmentation en carreaux surfaciques. Une approche classique consiste
en l'association pour chaque objet d'une signature représentant un ensemble de ca-
ractéristiques. Le graphe des carreaux surfaciques convexes est utilisé pour créer des
signatures dans les travaux de [Zuckerberger et al., 2002][Tal et Zuckerberger, 2006]. On
pourra trouver une bonne description de la problématique de l'indexation 3D dans les
études [Tangelder et Veltkamp, 2004][Tung, 2005] et le projet SEMANTIC-3D [Baskurt
et al., 2004]. Il existe de nombreux descripteurs de formes [Zaharia et Prêteux, 2004] ;
nous ne traiterons cependant que des approches structurales [Spagnuolo et al., 2006]
qui font intervenir la segmentation de maillages polygonaux.
L'animation et la déformation de modèles 3D nécessitent généralement de disposer
d'un modèle segmenté ainsi que d'un squelette associé aux diﬀérentes parties de l'objet
[Lien et al., 2006][Aujay et al., 2006]. L'animation fait généralement intervenir une
représentation hiérarchique des articulations principales appelées squelette animation.
Les articulations du squelette peuvent être déplacées de manière individuelle, ce qui
impliquera une déformation du squelette par cinématique directe ou inverse. L'enveloppe
externe est simultanément déformée autour du squelette.
La conception d'objets réels à partir de modèles 3D peut faire intervenir la segmen-
tation de maillages polygonaux comme nous avons pu le voir à la section 2.3 avec la
conception d'objets en papier (papercraft). La méthode de [Raab et al., 2004] utilise
la segmentation en parties signiﬁcatives pour réaliser des objets en bois. Le squelette
est dans un premier temps calculé puis il est associé à des primitives simples (cylindre,
demi-sphère, etc.). Chaque primitive peut subir plusieurs décompositions de sorte à
ressembler plus précisément au modèle 3D d'origine.
La vision humaine fait intervenir une multitude de récepteurs sensoriels ainsi qu'un
très grand nombre de neurones dans le cerveau. Distinguer un objet par rapport à un
arrière plan, reconnaître un objet parmi d'autres sont des tâches faciles pour un être
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humain, mais correspondent à des problèmes très compliqués en vision par ordinateur.
[Hoﬀman et Richards, 1987] ont émis l'hypothèse que notre système de vision décompose
une forme en plusieurs parties, ce qui souligne alors l'existence de lois pour déﬁnir les
frontières de ces parties. Leurs travaux ont aboutis à la loi des minima qui correspond
à la décomposition de la surface en parties le long des contours à tendances concaves.
2.4.1 La loi des minima
L'étude de [Hoﬀman et Richards, 1987] traite du concept de la décomposition d'un
objet par la vision humaine. L'exemple de la ﬁgure 2.16 propose deux interprétations
diﬀérentes selon le sens d'observation. Les auteurs montrent l'importance de considérer
les discontinuités concaves et convexes. Un autre exemple est illustré à la ﬁgure 2.17 où
plusieurs segmentations diﬀérentes peuvent avoir une interprétation correcte.
Fig. 2.16  L'escalier de Schroder, proposé par H. Schroder en 1858, montre que la
signiﬁcation d'une frontière change lorsque la ﬁgure est retournée. Les deux points qui
appartiennent à une même marche sur cette ﬁgure sont associés à des marches adjacentes
lorsque la ﬁgure est retournée.
Fig. 2.17  Forme en coude montrant plusieurs segmentations possibles.
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Trois principaux outils pour la segmentation de surface sont abordés : la normale de
surface, la courbure principale et les lignes de courbure. Le sens de la normale est
important et, dans le cas d'une surface fermée, est caractérisé comme normale interne ou
normale externe. Le mathématicien suisse Leonhard Euler a découvert qu'en n'importe
quel point de la surface, il existe toujours une direction pour laquelle la courbure de
la surface est la plus faible et une deuxième direction, orthogonale à la première, pour
laquelle la courbure est la plus forte (la sphère et le plan sont des cas particuliers car
ils n'ont pas de variation de courbure). Ces deux directions en un point sont appelées
directions principales en ce point et les courbures de surfaces correspondantes sont
appelées courbures principales (Figure 2.18).
Fig. 2.18  Lignes des plus fortes cour-
bures à gauche, lignes des plus faibles à
droite.
Fig. 2.19  Cas où la courbure gaus-
sienne sera nulle sur toute la surface.
Une discontinuité de type concave peut devenir un contour où, localement, la surface a
la plus grande courbure négative. Hoﬀman et Richards ont proposé la loi des minima,
qui consiste à diviser une surface en parties en tenant compte des minima négatifs
de chaque courbure principale le long de ses lignes de courbures associées. Ils traitent
ensuite de la courbure gaussienne, qui est le produit des deux principales courbures,
et donne l'exemple de la ﬁgure 2.19 où la courbure gaussienne sera ineﬃcace pour
caractériser les diﬀérentes parties d'une surface. Les formes peuvent avoir deux types
de régions : des  régions positives  qui sont entourées par des extrema négatifs de la
courbure principale et des  régions négatives  (les trous) qui sont entourées par des
extrema positifs de la courbure principale.
Il existe plusieurs manières de segmenter un objet. On parlera de polyvalence pour déﬁ-
nir la compatibilité d'un schéma de segmentation par rapport à plusieurs types d'objets.
Cette contrainte de polyvalence peut nous aider à choisir entre deux principales classes
de schéma de segmentation : la segmentation basée sur les frontières et la segmentation
basée sur les primitives. La première approche déﬁnit des régions à partir des contours
plus ou moins marqués de la surface de l'objet, la deuxième déﬁnit des régions par
rapport à la forme de l'objet. L'approche basée sur les frontières oﬀre une bonne po-
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lyvalence car elle est compatible avec tout type d'objet et décompose généralement la
surface en de petits éléments de surface. La deuxième approche n'oﬀre pas une grande
polyvalence car elle se prête bien au partitionnement de modèles de type  humanoïde 
ou  animal  par exemple mais est inappropriée pour segmenter un objet dont les ca-
ractéristiques principales sont localisées sur la surface, une voiture ou un visage en étant
une bonne illustration. L'avantage de la segmentation basée frontière est qu'elle ne né-
cessite pas d'information a priori sur le type de la forme. Il est à souligner qu'il n'existe
pas une segmentation unique d'un modèle mais plusieurs, chacune pouvant intervenir à
un niveau de détail diﬀérent. On pourra par exemple simplement souhaiter dissocier le
visage des cheveux sur une tête ou aller plus loin en repérant les détails du visage ; les
échelles, ici, ne sont pas les mêmes. Hoﬀman et Richards proposent que la segmentation
devrait être possible uniquement avec les informations perçues par la rétine.
[Singh et al., 1999] ont proposé une nouvelle loi qui autorise un contraste entre les
diﬀérentes parties en faisant intervenir l'information de la forme globale. La loi de
la  coupe courte  (short-cut rule) spéciﬁe que le système de vision humain préfère
connecter les points de segmentation qui sont proches pour former une partie comme
le montrent les ﬁgures 2.20 et 2.21.
En deux dimensions, la ligne qui sépare deux régions doit respecter les conditions sui-
vantes :
 être droite,
 traverser un axe de symétrie locale,
 connecter deux points du contour de telle sorte qu'au moins un point ait une
courbure minimale négative (ﬁgure 2.21).
La longueur d'une coupe inﬂuence la  saillance  d'une partie. La saillance d'une partie
peut s'interpréter comme le degré avec lequel la partie se sépare de l'objet. Plus une
partie est saillante, plus elle sera facile à reconnaître. [Hoﬀman et Singh, 1997] ont
ajouté trois informations importantes pour caractériser la saillance des parties : l'aire
de la partie par rapport à la surface de l'objet, la force d'une frontière et le degré
de  protrusion  de la partie (voir section 2.4.3). [De Winter et Wagemans, 2006]
ont proposé des explications plus détaillé sur le sujet à partir d'une étude à grande
échelle sur la manière dont la vision humaine réalise la segmentation d'objets en parties
signiﬁcatives. [Page, 2003] a réalisée une étude précise de la décomposition en parties des
surfaces 3D à partir de concepts relatifs à la vision humaine. De nombreuses méthodes
de segmentation en parties signiﬁcatives tiennent compte de la loi des minima. Une des
approches les plus populaires est la décomposition en carreaux convexes.
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(a) (b)
(c) (d)
Fig. 2.20  Limitation de la loi des minima. Les deux croix en (a) et en (b) ont le même
nombre de minima négatifs et approximativement la même position. Leur partitionne-
ment le plus naturel est cependant diﬀérent comme le montre (c) et (d).
Fig. 2.21  Une autre limitation de la loi des minima. Certains points de frontière n'ont
pas de courbure négative.
2.4.2 Décomposition en parties convexes
La décomposition convexe d'un maillage polygonal correspond à la décomposition d'un
objet non convexe en petits objets convexes (ﬁgure 2.22). Certaines méthodes réalisent
une décomposition approximative convexe en coupant le modèle 3D aux endroits les plus
concaves. Dans [Wu et Levine, 1997], les propriétés physiques des charges électriques de
la surface d'un conducteur sont utilisées pour identiﬁer les zones convexes et concaves.
Ces charges ont tendances à s'accumuler aux angles de forte convexité et à disparaître
aux endroits concaves. [Falcidieno et Spagnuolo, 1992] ont proposé de segmenter un
maillage en régions ayant des types similaires de courbure (concave, convexe, planaire,
carreaux en forme de selle). Dans [Chazelle et al., 1997], la décomposition en carreaux
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convexes est abordée comme un problème d'optimisation NP-complet. Plusieurs classes
d'heuristiques basées sur la décomposition convexe à partir de méthodes gloutonnes
linéaires sont proposées. Un algorithme de croissance de régions est utilisé sur le graphe
dual du maillage. Le procédé de croissance démarre à partir d'un n÷ud germe du graphe
dual et collecte les n÷uds voisins tant que le carreau est convexe. Lorsque le carreau
est stabilisé, le procédé de croissance recommence avec un nouveau germe.
Fig. 2.22  Décomposition d'un modèle en carreaux surfaciques convexes et non
convexes.
Dans [Zuckerberger et al., 2002], l'algorithme de la LPE est utilisé sur un graphe d'arêtes
pour réaliser la décomposition en carreaux convexes. La fonction de hauteur est déﬁnie
par : h(arete) = 1 − cos (θ) où θ correspond à l'angle dièdre d'une arête partagée par
deux triangles. La sur-segmentation est corrigée en fusionnant les régions dans l'ordre
croissant de leur aire sous la limite d'un seuil. Dans le cadre d'une application de
reconnaissance des formes, les petites régions peuvent être ignorée d'après l'observation
de [Biederman, 1995] : la reconnaissance peut être rapide et précise même si seulement
deux ou trois structures volumiques élémentaires 3D (geons ou geometric ions) d'un
objet complexe sont visibles. Cette méthode, qui fait intervenir la LPE avec une fonction
de hauteur conduisant à la formation de carreaux convexes, est déjà citée à la section
2.3.2. Parmi les techniques utilisant la décomposition en carreaux convexes ou coupes au
niveau des zones concaves précédemment citées, on peut distinguer les méthodes basées
sur la croissance de régions et la LPE [Zhang et al., 2002] [Page et al., 2003b] [Page
et al., 2003a], le partitionnement itératif [Katz et Tal, 2003], l'analyse spectrale [Liu et
Zhang, 2004] [Zhang et Liu, 2005] [Liu et al., 2006a] [Liu et Zhang, 2007] ainsi qu'une
technique de positionnement de contours actifs aux endroits concaves du maillage [Lee
et al., 2004][Lee et al., 2005b].
Une méthode de décomposition convexe approximative est proposée dans [Lien et
Amato, 2004][Lien et Amato, 2006]. Les méthodes exactes sont très coûteuses en temps
de calcul et le résultat correspond généralement à une sur-segmentation. La méthode
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correspond ici à l'estimation de la convexité d'un composant à partir de l'information de
concavité. Une forme pourra être estimée convexe si la mesure de concavité est inférieure
à un seuil. Les auteurs abordent la problématique de la mesure des caractéristiques de
concavité sur les polyèdres et apportent des solutions en déﬁnissant certaines positions
de coupe puis en regroupant les caractéristiques.
[Lien et al., 2006] réalisent simultanément la décomposition hiérarchique d'une forme
3D et la création de son squelette. Le schéma de décomposition suit le même principe
que dans [Lien et Amato, 2006]. La  qualité  du squelette est utilisée pour guider la
recherche itérative de la meilleure décomposition. [Kraevoy et al., 2006] ont développé
une métrique de convexité (abordée à la section 2.3.4) qui permet la segmentation d'un
maillage polygonal en parties signiﬁcatives à partir d'un unique paramètre de seuil.
Auteurs Caractéristiques Critères
[Wu et Levine, 1997] Distribution de la densité
des charges électriques
Contours déﬁnis par les mi-
nima de la distribution de
la densité des charges élec-
triques
[Falcidieno et Spagnuolo,
1992]
Type de surface Concavité, convexité, pla-
néité, carreau en forme de
selle
[Chazelle et al., 1997] Courbure Convexité, taille de la ré-
gion
[Zuckerberger et al.,
2002]
Angle dièdre Fonction de hauteur
[Zhang et al., 2002] Courbure gaussienne Seuil au niveau de la cour-
bure
[Katz et Tal, 2003] Distance géodésique, angle
dièdre
Fonction de distance déﬁnie
à partir de la distance géo-
désique, de l'angle dièdre et
de la probabilité d'apparte-
nance à un carreau,
[Liu et Zhang, 2004]
[Liu et al., 2006a]
Vecteurs propres de la ma-
trice d'aﬃnité
Partitionnement itératif à
partir des coordonnées asso-
ciées aux vecteurs propres
[Zhou et al., 2004] Vecteurs propres de la ma-
trice des carrés des dis-
tances géodésiques
Croissance de régions réali-
sée à partir de la distance
géodésique déﬁnie par l'ana-
lyse spectrale de la surface
Chapitre 2. État de l'art de la segmentation de maillages polygonaux 64
Auteurs Caractéristiques Critères
[Zhang et Liu, 2005]
[Liu et Zhang, 2007]
Vecteurs propres de la
matrice d'aﬃnité, distance
dans l'espace spectral
Loi des minima, mesure de
la saillance
[Lee et al., 2004]
[Lee et al., 2005b]
Courbure minimum Centricité du contour,
saillance
[Lien et Amato, 2004]
[Lien et Amato, 2006]
Position des vertex, coque
convexe
Distance des vertex à la
coque convexe
[Lien et Amato, 2004] Position des vertex, coque
convexe, squelette
Distance des vertex à la
coque convexe, centricité
[Kraevoy et al., 2006] Coque convexe, aire Seuillage de la convexité,
fonction de distance déﬁ-
nie à partir de la compacité
de la coque convexe et de
l'aire des distances des tri-
angles du carreau à la coque
convexe
Tab. 2.8  Caractéristiques et critères des méthodes de décomposition en parties
convexes.
Les caractéristiques et critères utilisés pour la décomposition en parties convexe sont
résumés dans le tableau 2.8. Les carreaux convexes sont obtenus par la localisation
de frontières concaves ou par la décomposition successive de la coque convexe. Les
caractéristiques correspondent généralement à la courbure, l'angle dièdre, des vecteurs
propres de la matrice d'aﬃnité, la position des vertex et la coque convexe. La loi de
minima, la saillance ou encore la distance à la coque convexe font partie des critères les
plus pertinents.
2.4.3 Points critiques et protrusions
Les points critiques sont des caractéristiques de saillance du maillage polygonal qui
peuvent être utilisées pour distinguer les diﬀérentes protrusions du maillage. [Zhou
et Huang, 2004] ont mis en place une méthode de détection de points critiques pour
réaliser la décomposition du maillage. Le maillage est d'abord rééchantillonné pour
permettre une décomposition plus précise. Le rééchantillonage peut correspondre à la
création de nouveaux vertex au milieu de certaines arêtes et à leur connexion aﬁn de
créer de nouvelles faces. Un seuil sur la taille maximum des arêtes peut être utilisé pour
stopper le processus de rééchantillonage. Le procédé de détection des points critiques
Chapitre 2. État de l'art de la segmentation de maillages polygonaux 65
est initialisé à partir d'un vertex racine. La carte des distances et le graphe orienté
appelé  arbre géodésique  sont ensuite construits. La labellisation des vertex est alors
opérée pour déterminer :
 les extrema locaux : le vertex v est un extremum local si tous les voisins de v sont
plus proches du vertex racine,
 les vertex réguliers : les vertex réguliers possèdent des voisins dont la distance est
plus proche et d'autres dont la distance est plus éloignée de la racine. La séquence
des voisins correspond cependant à une seule alternance de voisins plus proches
et de voisins plus éloignés comme le montre la ﬁgure 2.23,
 les vertex selles : si la séquence des voisins correspond à plus d'une alternance de
voisins plus proches et plus éloignés, alors le vertex est un point selle.
(a) Extremum local. (b) Vertex régulier. (c) Vertex selle.
Fig. 2.23  Classiﬁcation des vertex par rapport à la distance géodésique. Les voisins
positifs et négatifs sont respectivement plus éloignés et plus proches du vertex racine.
La segmentation est alors réalisée en utilisant une croissance de régions à partir de
l'extremum local le plus éloigné. Cet extremum local donnera son label à tous les vertex
parcourus par la croissance de régions qui sera stoppée dès lors qu'un vertex selle ou
un vertex déjà labellisé sera rencontré. Ce procédé de labellisation se renouvellera avec
chacun des extrema locaux.
[Li et al., 2001] déﬁnissent un point critique comme un point de frontière entre deux
composants qui correspond à un changement de géométrie et / ou de topologie. La
méthode fait intervenir une fonction géométrique et une fonction topologique. La sé-
paration de deux parties peut être calculée par le passage par zéro d'une dérivée de la
fonction géométrique. Les deux fonctions sont nécessaires à la déﬁnition d'un point cri-
tique qui ne peut appartenir à un composant. Les points critiques interviennent dans la
construction du squelette du modèle 3D. Les diﬀérentes branches du squelette pourront
alors être utilisées pour la labellisation des faces du maillage.
[Hilaga et al., 2001] ont abordé le calcul des protrusions à partir de l'intégrale de la
distance géodésique. Comme dans [Li et al., 2001], le maillage peut être rééchantillonné
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pour améliorer la mesure de distance. La fonction de protrusion d'un vertex v du
maillage S correspond à la somme des distances géodésiques de ce vertex à tous les
autres :
µ(v) =
∫
p∈S
g(v, p)dS (2.21)
Cette fonction permet de caractériser la centricité d'un vertex. Une faible valeur corres-
pondra à une distance relativement petite de v à tous les autres vertex et indiquera que
ce vertex est plutôt situé au centre de l'objet. Une version normalisée de cette équation
correspond à :
µn(v) =
µ(v)−minp∈S µ(p)
maxp∈S µ(p)
(2.22)
Cette fonction permet une relative invariance à la pose du modèle 3D. L'équation 2.21
peut être approximée de manière discrète à partir de :
µ(v) =
∑
i
g(v, bi) · aire(bi) (2.23)
où les {bi} = {b0, b1, . . .} correspondent aux vertex de la surface. aire(bi) correspond
à l'aire de la portion de maillage occupée par bi ; son calcul est détaillé dans [Hilaga
et al., 2001].
De nombreuses méthodes utilisent la fonction de centricité. [Valette et al., 2005] ont
mis en place un algorithme de  conquête de protrusions  pour identiﬁer les parties
d'un modèle 3D. Le procédé de conquête consiste en l'analyse des composants C de la
fonction suivante lorsque x diminue :
C = {p ∈ S|µ(p) ≥ x} (2.24)
où p est un vertex du maillage S et µ(p), l'intégrale des distances géodésiques de ce
vertex. Ce procédé permet ainsi de faire successivement apparaître les protrusions ainsi
que leur composants associés et de les connecter. Les régions trop petites sont ajoutées
aux principales parties. Le réajustement des régions est ensuite réalisé pour limiter les
parties aux principales intersections.
[Dey et al., 2003] segmentent un modèle, dans R2 ou R3, en variétés stables qui corres-
pondent à un ensemble de complexes de Delaunay de points échantillonnés le long des
frontières. Les n÷uds maxima de Voronoï permettent la création de ces variétés stables
qui, après une étape de fusion, correspondent aux diﬀérentes parties du modèle.
[Katz et al., 2005] ont proposé une méthode de segmentation basée sur les points ca-
ractéristiques et l'extraction de noyau. Pour déterminer les parties signiﬁcatives, ils
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mettent en ÷uvre plusieurs traitements comme la simpliﬁcation du maillage pour accé-
lérer les calculs et réduire le bruit ou comme une invariance à la pose en transformant
le maillage en une nouvelle représentation où les distances euclidiennes entre les points
sont les mêmes que les distances géodésiques. La détection des points caractéristiques
est réalisée à partir de la proéminence des points sur la nouvelle représentation. Une
transformation  miroir sphérique  est utilisée pour générer une forme  miroir . Les
diﬀérentes parties du modèle pourront être identiﬁées en considérant la coque convexe
de cette forme.
[Yamazaki et al., 2006] déterminent les points critiques de type maximum et les connectent
pour déﬁnir un graphe. Un algorithme de coupe de graphe est utilisé pour séparer le
maillage en deux. La bisection est réalisée à partir de l'analyse spectrale du graphe
dont le poids des arcs correspond à l'indice de similarité entre les points critiques extré-
mités. L'ajustement de la segmentation est ensuite réalisé pour que toutes les régions
contiennent au moins une caractéristique signiﬁcative.
[Lin et al., 2007] utilisent la caractérisation par saillance de parties à partir des critères
de [Hoﬀman et Singh, 1997], à savoir la protrusion d'une partie, la taille de la partie
par rapport à la surface de l'objet et la force d'une frontière. Le critère utilisé pour
sélectionner les caractéristiques de saillance correspond aux maxima locaux des protru-
sions. A partir de ces informations, la position potentielle des frontières est calculée. La
résolution du problème de ﬂot maximum (coupe minimum) sur la zone potentielle de
frontière est utilisée pour déﬁnir une frontière franche.
Le tableau 2.9 fait apparaître un résumé des caractéristiques et critères des méthodes
basées sur les points critiques et les protrusions. Les points critiques sont de bons indi-
cateurs pour repérer les parties, notamment les maxima qui en déﬁnissent les extrémités
et les points selle qui caractérisent l'intersection de plusieurs parties.
Auteurs Caractéristiques Critères
[Li et al., 2001] Squelette déﬁni à partir des
points critiques
Coupes déﬁnies à partir des
plans perpendiculaires aux
directions des branches du
squelette
[Dey et al., 2003] Variété stable fermée Maxima des vertex de Vo-
ronoï, fusion des régions su-
perﬁcielles
[Zhou et Huang, 2004] Points critiques Croissance de régions stop-
pée par la rencontre avec un
vertex selle
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Auteurs Caractéristiques Critères
[Valette et al., 2005] Intégrale des distances géo-
désiques
Taille et centre des régions,
nombre de composants en
fonction de l'intégrale des
distances géodésiques
[Katz et al., 2005] Point critique, angle dièdre Centricité, coque convexe
de la forme miroir
[Yamazaki et al., 2006] Points critiques de type
maximum
Succession de coupes de
graphe
[Lin et al., 2007] Saillance Maxima locaux des protru-
sions, taille de la partie par
rapport à la surface de l'ob-
jet, force d'une frontière
Tab. 2.9  Caractéristiques et critères des méthodes basées sur les points critiques et
protrusion.
2.4.4 Descripteurs de forme multi-échelles
Les descripteurs multi-échelles peuvent être utilisés pour décrire un maillage et extraire
ses composants. [Mortara et al., 2004a] réalisent la segmentation d'un maillage à par-
tir des descripteurs de formes à plusieurs échelles. En chaque point, un ensemble de
sphère de rayon Ri est utilisé et l'intersection de la sphère avec le maillage est mesu-
rée. Le nombre d'intersections caractérise la forme du voisinage 3D autour du point
à diﬀérentes échelles. Selon le nombre d'intersections, ils peuvent attribuer aux vertex
une caractéristique équivalente à un pic, un trou, une montagne, une intersection, une
jointure, etc. Une fois que les caractéristiques de tous les vertex ont été identiﬁées, une
croissance de régions permet de regrouper les vertex par label par rapport à une échelle
particulière.
La méthode  Plumber  [Mortara et al., 2004b][Mortara et al., 2006] correspond à une
spécialisation de l'approche [Mortara et al., 2004a].  Plumber  s'applique en particulier
aux modèles de type humanoïde, animal ou tubulaire. Les centres des sphères ne sont
plus placés au niveau des vertex, comme cela était le cas dans la méthode précédente,
mais au niveau de l'axe médian du modèle 3D. Le procédé correspond à la détection
multi-échelle de tubes et commence par traiter les plus petits en premier. La méthode
[Mortara et al., 2004a] est utilisée pour détecter les vertex liés à des zones de type
 tube  et ainsi identiﬁer les tubes candidats. Un procédé de génération de  boucle
médiane  (medial loop) est ensuite utilisé pour placer une boucle fermée au milieu
de chaque tube. Cette boucle correspond au générateur de caractéristiques qui, par
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itérations, permet l'abstraction et l'extraction de caractéristiques tubulaires comme le
squelette du tube ou un ensemble de contours. La segmentation est réalisée à l'aide
de la classiﬁcation des parties ayant des caractéristiques tubulaires (parties coniques
ou cylindriques) et des caractéristiques  corps  (les régions qui connectent les parties
tubulaires).
 Plumber  ainsi que les méthodes de [Biasotti, 2004] et de [Attene et al., 2006a] ont été
utilisées dans [Attene et al., 2007b] et [Attene et al., 2007a] pour réaliser la segmentation
et l'annotation sémantique de modèles 3D.
Auteurs Caractéristiques Critères
[Mortara et al., 2004a] Sphère, caractéristiques de
forme déﬁnies à partir du
nombre d'intersection de la
sphère avec le maillage
Croissance de régions pour
rassembler les vertex de
même type
[Mortara et al., 2004b]
[Mortara et al., 2006]
Sphère, tube (partie co-
niques ou cylindrique),
corps
Classiﬁcation des vertex en
fonction de leurs caractéris-
tiques
Tab. 2.10  Caractéristiques et critères des méthodes basées sur les descripteurs de
forme multi-échelles.
Le tableau 2.10 propose un résumé des caractéristiques et critères des méthodes basées
sur les descripteurs de forme multi-échelles. Les méthodes classent les vertex selon un
type de surface ou de partie à partir d'une sphère. Les vertex spatialement proches et
de même label sont ensuite regroupés pour former des régions.
2.4.5 Extraction du squelette
Certaines méthodes de segmentation font intervenir le squelette d'une forme pour en
déduire les diﬀérentes parties. L'axe médian (Medial Axis), le diagramme de Voronoï,
les graphes de chocs (shock graphs) et les graphes de Reeb sont souvent utilisés pour
représenter le squelette d'une forme. La méthode par axe médian oﬀre une description
très précise de la forme mais devient très coûteuse en temps de calcul pour des espaces
de dimension supérieure à 2 [Culver et al., 2004]. Certaines méthodes utilisent une ap-
proximation de l'axe médian. Le diagramme de Voronoï peut être utilisé pour approcher
successivement l'axe médian à partir d'un ensemble de points échantillonnant la fron-
tière de la forme. Les graphes de chocs [Siddiqi et al., 1999][Sebastian et al., 2004] sont
des graphes orientés étiquetés ; ils permettent d'approximer l'axe médian par évolution
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de courbes. Les graphes de Reeb font intervenir des n÷uds correspondants aux points
critiques d'une fonction déﬁnie sur une surface étudiée.
Certaines méthodes déterminent le squelette à partir du résultat de la décomposition
[Lien et Amato, 2006][Katz et Tal, 2003]. Un squelette peut également être obtenu à
partir de la simpliﬁcation du maillage [Li et al., 2001]. Les méthodes de squelettisation
oﬀrent des propriétés diﬀérentes en termes de reconnaissance, de reconstruction, de
transformation, d'appariement et d'animation [Biasotti et al., 2003].
Les méthodes de squelettisation basées sur l'amincissement topologique font générale-
ment intervenir un espace discret où les points de contour de la forme sont successi-
vement retirés tout en préservant la topologie de la forme. De nombreux algorithmes
d'amincissement topologique sont décrits dans [Lohou, 2001]. L'auteur discute des mé-
thodes itératives et parallèles ainsi que des points simples et P -simples qui sont des
points dont la suppression de modiﬁe pas la topologie de l'objet.
La méthode de [Brunner et Brunnett, 2004] correspond à la voxelisation et la sque-
lettisation d'un objet 3D pour extraire le squelette et déduire les parties signiﬁcatives
sur le maillage. Le squelette calculé par amincissement est transformé en graphe où les
jonctions, extrémités et points isolés apparaissent comme des n÷uds et les  segments ,
comme des arcs. Chaque arc possède un label diﬀérent. Pour réaliser la segmentation
sur le maillage, les faces du maillage sont associées aux labels des voxels du squelette
les plus proches. Les mêmes auteurs proposent dans [Brunner et Brunnett, 2005] une
amélioration de la structure de données et une extension du concept de voisinage pour
distinguer les voisins locaux et globaux.
[Brunner et Brunnett, 2006] ont souligné les limites de leur précédente méthode qui
autorisaient dans certains cas une mauvaise association des faces du maillage au sque-
lette. Ils se sont orientés, comme nous l'avons fait indépendamment dans [Delest et al.,
2006c], vers la mémorisation d'un chemin entre les voxels de surface et les voxels du
squelette. Pour résoudre le problème des faces ambigües (faces liées par leur vertex à
des voxels de diﬀérents labels ou de type jonction), une succession de comparaisons est
réalisée pour labelliser les faces par rapport aux faces voisines les plus ressemblantes.
Les méthodes que nous avons proposées dans [Delest et al., 2006c] [Delest et al., 2007a]
sont relativement proches de celle citée précédemment. Elles utilisent cependant un
concept diﬀérent en considérant les faces labélisées à partir du squelette comme des
marqueurs pour la LPE. Les faces non marquées sont labélisées à partir de la LPE.
La méthode correspond ainsi à une décomposition de la surface en parties le long de
contours représentés par de fortes courbures.
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[Raab et al., 2004] utilisent le squelette de la forme 3D pour guider l'assemblage de
diﬀérentes primitives. La squelettisation prend en compte la symétrie du modèle ainsi
que la courbure des vertex. La création des primitives fait intervenir des contraintes
comme le rayon, la longueur, la largeur, l'intersection, la symétrie, etc.
[Mademlis et al., 2007] proposent de segmenter un modèle en parties signiﬁcatives en se
basant sur l'axe médian et sur l'extraction des caractéristiques géométriques de chaque
partie. Ces caractéristiques sont combinées et leur matrice de covariance est assimilée à
un descripteur de chaque partie. Un appariement partiel est réalisé à partir des parties
signiﬁcatives selon l'invariance à la rotation, à la translation et au changement d'échelle.
La squelettisation est utilisée pour extraire les principaux segments correspondant aux
parties signiﬁcatives. Les voxels de surface sont associés aux segments les plus proches
selon la distance euclidienne. Les carreaux de surface sont ensuite corrigés pour être
uniformément distribués autour de l'axe médian.
[Reniers et Telea, 2007] segmentent hiérarchiquement un maillage polygonal à partir
du squelette. Le squelette est déﬁni par rapport à la distance géodésique à la surface
[Reniers et Telea, 2008]. Les points critiques sont identiﬁés à partir de l'analyse du
squelette ou bien manuellement. Les points critiques sont ensuite ordonnés dans un
arbre où chaque n÷ud est associé à des contours formés par l'ensemble des chemins
connectés les plus proches du n÷ud.
Un squelette est construit parallèlement au procédé de croissance d'un modèle défor-
mable dans [Sharf et al., 2007]. Les centres des fronts de propagation du modèle défor-
mable déﬁnissent les éléments qui composent le squelette. Le squelette grandit ainsi au
fur et à mesure que les fronts de propagation avancent. Ce squelette est ensuite ﬁltré
puis simpliﬁé à partir d'un paramètre de tension. Les diﬀérentes branches du squelette
sont utilisées pour segmenter la surface de l'objet.
Le tableau 2.11 propose un résumé des caractéristiques et critères des méthodes utili-
sant le squelette de la forme. Les diﬀérents segments du squelette sont généralement
utilisés pour déduire les principales parties de la forme. L'association des segments d'un
squelette de voxel aux faces du maillage est établie par le calcul d'une distance eucli-
dienne ou mieux, à partir d'un chemin créé lors de la squelettisation. La méthode basée
sur les modèles déformables associe directement les faces du maillage aux centres des
fronts de propagation qui constituent le squelette de l'objet lorsque la croissance est
stabilisée.
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Auteurs Caractéristiques Critères
[Brunner et Brunnett, 2004]
[Brunner et Brunnett, 2005]
[Mademlis et al., 2007]
Segments du squelette de
voxel
Association des faces aux
voxels du squelette les plus
proches
[Brunner et Brunnett, 2006] Segments du squelette de
voxel
Création d'un chemin
reliant les vertex aux
voxels du squelette les plus
proches, labellisation des
vertex restants par analyse
de la similarité
[Delest et al., 2006c]
[Delest et al., 2007a]
Segments du squelette de
voxel, courbure
Création d'un chemin
reliant les vertex aux
voxels du squelette les plus
proches, labellisation des
vertex restants par la LPE
avec marqueurs
[Raab et al., 2004] Symétrie du modèle, cour-
bure des vertex
Rayon, longueur, largeur,
intersection, limite de symé-
trie
[Sharf et al., 2007] Centres des fronts de pro-
pagation du modèle défor-
mable
Tension, association des
faces aux diﬀérents seg-
ments du squelette
Tab. 2.11  Caractéristiques et critères des méthodes utilisant le squelette de la forme.
2.4.6 Les graphes de Reeb
Un graphe de Reeb est une structure topologique qui se déﬁnit à partir de f : M ⊆
R3 → R où M est une surface tridimensionnelle. Le graphe de Reeb de la surface M est
l'espace quotient de f dansM×R par la relation d'équivalence (p1, f(p1)) ∼ (p2, f(p2)),
vériﬁée si et seulement si :{
f(p1) = f(p2)
p1 et p2 appartiennent à la même composante connexe de f−1(f(p1))
(2.25)
Un graphe de Reeb est composé de n÷uds représentant les points critiques de f , c'est-
à-dire les points de la surfaceM où les dérivées partielles de f s'annulent. La ﬁgure 2.24
représente un tore associé à une fonction de hauteur ainsi que son graphe de Reeb. Les
points critiques de cette fonction sont marqués en rouge pour les minima, en vert pour
les maxima et en noir pour les points selles. Plusieurs fonctions peuvent être utilisées :
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f(x, y, z) = z
p1
p2
p3
Fig. 2.24  Un tore associé à la fonction de hauteur f(x, y, z) = z et son graphe de
Reeb. Les deux points p1 et p2 appartiennent au même composant connecté, ce qui
n'est pas le cas de p3. (p1, f(p1)) et (p2, f(p2)) sont équivalents. Les points critiques
apparaissent en couleur.
la distance à un point source [Lazarus et Verroust, 1999], l'intégrale des distances à des
points sources [Hilaga et al., 2001], une fonction de paramétrisation à partir de points
caractéristiques [Tierny et al., 2006] ou encore une solution de l'équation de Laplace
[Ni et al., 2004][Aujay et al., 2006].
Une fonction de protrusion pour réaliser la segmentation est utilisée dans [Antini et al.,
2005] [Berretti et al., 2006]. L'objectif est d'identiﬁer les parties les plus saillantes en
déterminant les principales protrusions. [Werghi, 2006] utilisent les graphes de Reeb
sur un nuage de points pour obtenir un objet 3D segmenté. [Tierny et al., 2007] font
intervenir une méthode de graphe de Reeb avec une fonction de paramétrisation à partir
de points caractéristiques. A partir du squelette obtenu avec le graphe de Reeb, le corps
de l'objet est délimité et les jonctions sont identiﬁées. La segmentation est ensuite aﬃnée
et plusieurs schémas de segmentation relatifs au niveau de détails sont déﬁnis.
[Symonova et De Amicis, 2007] réalisent une segmentation hiérarchique du maillage en
déterminant les contours circulaires [Attene et al., 2003] par rapport aux graphes de
Reeb. La segmentation hiérarchique peut être résumée par un arbre dont les n÷uds
sont associés aux parties. Les parties de genre non nul sont systématiquement divisées
pour se réduire à des formes simples. Les graphes de Reeb sont déterminés suivant une
fonction spéciﬁque au contexte : la fonction de distance est privilégiée pour les modèles
de type C.A.O, la distance au barycentre permet une segmentation robuste à la rotation
et l'intégrale des distances géodésiques, une segmentation indépendante de la posture
du modèle.
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Auteurs Caractéristiques Critères
[Antini et al., 2005]
[Berretti et al., 2006]
Courbure moyenne, protru-
sion
Connexion des n÷uds du
graphe de Reeb
[Werghi, 2006] Point critique, distance géo-
désique
Connexion des n÷uds du
graphe de Reeb
[Tierny et al., 2007] Point critique, distance géo-
désique, corps
Connexion des n÷uds du
graphe de Reeb, décomposi-
tion hiérarchique jusqu'à la
considération d'un corps et
de ses parties adjacentes
[Symonova et De Amicis,
2007]
Point critique, distance géo-
désique, fonction de hau-
teur, distance au barycentre
Connexion des n÷uds du
graphe de Reeb
Tab. 2.12  Caractéristiques et critères des méthodes utilisant les graphes de Reeb.
Le tableau 2.12 propose un résumé des caractéristiques et critères des méthodes utili-
sant les graphes de Reeb. Pour la segmentation de maillages polygonaux, les distances
géodésiques interviennent généralement dans la fonction d'application nécessaire à la
construction du graphe de Reeb. Les arcs du graphe permettent d'identiﬁer les diﬀé-
rentes parties du maillage polygonal.
2.4.7 Autres méthodes
Dans le cadre d'une application de reconnaissance des formes et d'indexation de modèle
3D de C.A.O., [Rea et al., 2004] ont mis en ÷uvre un spectre de partitionnement de
surface (SPS). Cette méthode permet de caractériser la géométrie et la topologie dans un
simple histogramme 2D. Le schéma de partitionnement est fonction de l'angle dièdre
entre les faces. L'histogramme fait apparaître le nombre de carreaux surfaciques en
fonction de l'intervalle de l'angle dièdre utilisé pour la fusion. La segmentation est
réalisée un grand nombre de fois pour chaque intervalle d'angle dièdre. Pour chaque
segmentation issue de la fusion, le nombre de carreaux générés est compté et placé dans
l'histogramme.
Pour garantir une invariance à la pose mais aussi aux changements de connectivité des
parties d'un objet 3D, [Shamir et al., 2005] proposent une segmentation de maillages
polygonaux en parties signiﬁcatives basée sur une fonction de volume. Cette fonction
fait intervenir le diamètre du volume associé au voisinage de chaque vertex. Le diamètre
est calculé à partir d'un procédé de lancé de rayon. Le cône de projection dispose d'un
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angle de 120° et le nombre de rayons est d'environ 50. Pour réduire les eﬀets d'une
mauvaise approximation de la fonction volume dans certains cas, un lissage est réalisé
à partir des vertex voisins. Les iso-contours minima indiquent la présence de frontières
entre des parties du modèle. La segmentation ﬁnale est réalisée à partir d'un algorithme
de coupe minimum au niveau des zones de frontière.
La méthode proposée par [Cutzu, 2000] correspond à la recherche d'une décomposition
en partie d'un objet 3D par l'observation de similarité parmi plusieurs vues de l'objet.
L'algorithme réalise la décomposition à partir de la position des caméras pour obtenir
les diﬀérentes vues et des similarités perceptuelles à rechercher dans chaque vues.
[Simari et al., 2006] ont orienté leur méthode de segmentation hiérarchique par rapport
à la symétrie planaire. Il existe de nombreuses redondances en termes de symétrie dans
les objets 3D. Leur méthode détecte un plan de symétrie dans l'objet et construit
l'arbre associé. Les demi-objets de chaque côté du plan de symétrie peuvent à leur
tour être divisés à partir de nouveaux plans de symétrie. La création de nouveaux
plans de symétrie implique la création de nouveaux n÷ux dans l'arbre. Les niveaux
de l'arbre permettent de réaliser diﬀérentes segmentations en fonction du niveau de
détail recherché. Les auteurs soulignent l'importance de la symétrie, notamment dans
la segmentation mais aussi dans la compression de maillage.
L'information de mouvement est utilisé dans [Sattler et al., 2005], [Lee et al., 2005a]
et [Günther et al., 2006] pour segmenter un maillage polygonal. Les chemins qu'em-
pruntent les vertex lors d'une animation d'une certaine durée sont analysés pour déduire
les frontières et les régions. [Lee et al., 2006] examinent la déformation d'un maillage
lors d'une animation et partitionnent un objet en composants quasi-rigides en consi-
dérant les fortes déformations comme indicateurs de frontières. [James et Twigg, 2005]
utilisent le partitionnement par mean shift pour regrouper les faces qui ont une séquence
de rotation similaire dans une animation.
Certaines méthodes réalisent la segmentation en approximant des parties par rapport
à des ellipsoïdes [Simari et Singh, 2005] ou des superquadriques [Leonardis et al., 1997]
[Chevalier et al., 2003]. [Hetroy, 2003] détectent les  étranglements  d'un maillage
fermé à partir de sa simpliﬁcation. La surface est décomposée en sous-parties connectées
par des zones étroites.
Les caractéristiques et critères de ces méthodes sont résumés dans le tableau 2.13.
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Auteurs Caractéristiques Critères
[Rea et al., 2004] Angle dièdre Intervalle de l'angle dièdre
associé à un nombre de car-
reaux dans un histogramme
[Shamir et al., 2005] Diamètre du volume associé
au voisinage de chaque ver-
tex, angle et rayon du cône
de projection
Iso-contours minima
[Cutzu, 2000] Position des caméras Similarités perceptuelles
[Simari et al., 2006] Plan de symétrie Coupe selon le plan de sy-
métrie
[Simari et Singh, 2005] Ellipsoïdes Approximation à des primi-
tives
[Leonardis et al., 1997]
[Chevalier et al., 2003]
Superquadriques Approximation à des primi-
tives
[Hetroy, 2003] Étranglement Décomposition en sous-
parties connectées par des
zones étroites
[Sattler et al., 2005]
[Lee et al., 2005a]
[Günther et al., 2006]
Mouvement Chemins qu'empruntent les
vertex lors d'une animation
[Lee et al., 2006] Déformation Force de la déformation
[James et Twigg, 2005] Séquence de rotation Similarité
Tab. 2.13  Caractéristiques et critères des autres méthodes de segmentation en parties
signiﬁcatives.
2.5 Bilan et approche proposée
La segmentation de maillages polygonaux est un domaine de recherche assez vaste. Nous
avons mené dans ce chapitre une étude, se voulant plutôt exhaustive, des approches de
segmentation en carreaux surfaciques et de segmentation en parties signiﬁcatives. Une
multitude d'applications de segmentation de maillages polygonaux existent, c'est pour-
quoi il est diﬃcile d'établir une comparaison générale des méthodes comme le soulignent
[Attene et al., 2006b]. La forme de carreaux est guidée par des contraintes de paramé-
trisation, de planéité, de courbure, etc. Les carreaux peuvent aussi intervenir comme
des parties d'un objet qui a été décomposé en suivant des lois de la perception humaine.
Nous avons proposé pour chaque famille de méthode un résumé des caractéristiques et
critères utilisés dans les diﬀérentes travaux.
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Applications Méthodes Caractéristiques
Compression Croissance de régions, ana-
lyse spectrale
Nombre de sommets et
d'arêtes partagés par plu-
sieurs carreaux, courbure,
ellipsoïde
Remaillage et simpliﬁcation Partitionnement itératif,
partitionnement hiérar-
chique, LPE, décomposition
en parties convexes
Planéité, ellipsoïde,
convexité
Paramétrisation Croissance de régions, ana-
lyse spectrale
Distorsion, discontinuité
entre les carreaux
Application de texture Partitionnement hiérar-
chique, croissance de
régions
Distorsion, discontinuité
entre les carreaux, déforma-
tion, texture, distance aux
contours
Métamorphose Partitionnement itératif,
LPE
Courbure, angle dièdre,
points critiques et protru-
sions
Détection de collision Partitionnement hiérar-
chique
Convexité, points critiques
Rétro-ingénierie Croissance de régions, LPE,
partitionnement itératif
Courbure, absoïde, super-
quadrique, convexité, pri-
mitive géométrique, mouve-
ment de glissement
Interfaces de dessins Croissance de régions, mo-
dèles déformables
Loi de minima, saillance des
parties, coque convexe
Reconnaissance de formes LPE, analyse spectrale,
squelettisation, graphes de
Reeb
Courbure, loi de minima,
saillance des parties,
points critiques et pro-
trusions, sphères pour
les descriptions de forme
multi-échelles, squelette
Radiosité Partitionnement hiérar-
chique
Planéité, volume englobant,
aire
Tatouage numérique Croissance de régions, par-
titionnement itératif
Protrusion, distance géodé-
sique
Tab. 2.14  Méthodes et caractéristiques généralement utilisées pour les applications.
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Le tableau 2.14 résume les principales méthodes et caractéristiques intervenant dans
les diﬀérentes applications utilisant la segmentation de maillages polygonaux. Ces ap-
plications nécessitent des approches de segmentation particulières. La LPE intervient
par exemple pour les applications de reconnaissance de formes, de rétro-ingénierie ou
de métamorphose.
Pour une application donnée, la segmentation de maillages polygonaux intervient dans
une chaine de traitement plus ou moins complexe. Par exemple, la méthode de [Zucker-
berger et al., 2002] permet la décomposition du maillage à partir de la LPE ; le résultat
de la segmentation est ensuite utilisé dans une application de reconnaissance de formes
où les carreaux sont évalués et leurs relations sont déterminées. Chaque décomposi-
tion est représentée sous la forme d'un graphe d'attributs qui s'interprète comme une
signature pour reconnaitre un objet à partir d'une base de données.
Nos travaux portent sur la segmentation de maillages polygonaux à partir de la ligne
de partage des eaux. Nous avons vu au travers de cet état de l'art qu'il existe un petit
nombre de méthodes réalisant la segmentation de maillages polygonaux à partir de la
LPE. La LPE est un procédé de segmentation simple mais eﬃcace pour laquelle de
nombreuses pistes restent à explorer sur la fonction de hauteur, la segmentation hiérar-
chique ou encore les marqueurs. Nous avons mené des recherches sur ces thématiques
et abouti à des méthodes originales de segmentation.
Dans les chapitres suivants, nous traitons de la méthode de ligne de partage des eaux,
de la fonction de hauteur, des procédés pour limiter la sur-segmentation que nous avons
mis en ÷uvre ainsi que des résultats.
Chapitre 3
Segmentation par ligne de partage des
eaux
La ligne de partage des eaux (LPE) est une méthode de segmentation très utilisé pour
les images 2D. Son principe repose sur le concept physique d'inondation. La LPE dé-
signe une limite géographique qui divise une région en plusieurs bassins versants. En
morphologie mathématique, la LPE est un algorithme de segmentation dont l'objectif
est la décomposition d'une image ou d'un objet en régions homogènes.
Certaines méthodes de segmentation de maillages polygonaux utilisent la LPE pour
réaliser la séparation des régions. Même si, appliquée au maillage polygonal, la LPE
devient moins intuitive, elle reste cependant une méthode simple, ﬂexible et eﬃcace. La
section suivante présente le principe de la LPE appliquée aux images 2D. La section 3.2
concerne l'étude des diﬀérentes approches de la LPE. La section 3.3 traite des solutions
pour limiter la sur-segmentation de la LPE et la section 3.4 présente la méthode de
segmentation par LPE utilisée dans nos travaux.
3.1 Principe de la ligne de partage des eaux
La LPE utilise la description des images ou objets en termes géographiques. La notion
de LPE n'est pas purement issue de la morphologie mathématique ; son origine provient
de la topographie et de l'hydrogéologie. La thèse de [Beucher, 1990] représente une étude
incontournable de la LPE où les fondements mathématiques sont introduits. Nos travaux
concernent l'implémentation d'un algorithme performant de LPE 3D, la recherche d'une
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fonction de hauteur adaptée et l'étude de stratégies pour éviter la sur-segmentation.
Fig. 3.1  Image de Lena à gauche et le relief généré à partir des niveaux de gris à
droite.
L'exemple typique du procédé de LPE correspond à l'association d'une image à un relief,
où les niveaux de gris de l'image représentent l'altitude (voir ﬁgure 3.1). La LPE corres-
pond à la crête formant la limite entre les deux bassins. L'exemple monodimensionnel
de la ﬁgure 3.2 représente une ligne d'une image, composée de pixels (points) et dont
l'intensité des niveaux de gris correspond à la hauteur de points. Les minima sont les
pixels ou les plateaux de pixels n'ayant pas de voisin de hauteur plus petite. Ils peuvent
être utilisés pour initialiser le processus de LPE. Les bassins versants correspondent
aux zones de pixels, appartenant potentiellement à un bassin, et qui vont être inondées.
La LPE par inondation peut être interprétée comme l'immersion progressive d'un relief
dans de l'eau. Le relief est percé au niveau des minima ou bien des marqueurs s'ils ont
été déﬁnis. L'eau s'écoule à partir des minima ou des marqueurs et remplit les bassins.
Pour empêcher la réunion de deux bassins, une digue de séparation est construite en
chaque point de contact. La LPE correspond à l'union de toutes les digues.
Minimum
Creˆte
Bassin versant Minima
Fig. 3.2  Exemple monodimensionnel d'un relief composé de bassins versants, de crêtes
et de minima. Le relief est percé au niveau des minima sur la ﬁgure de droite.
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La déﬁnition de la ligne de partage des eaux en terme d'inondation (approche ascen-
dante) permet l'interprétation directe de l'algorithme. Le principe repose sur la recons-
truction des seuils successifs d'une fonction f à l'aide du squelette par zone d'inﬂuence
géodésique (SKIZ) [Prêteux, 1992][Prêteux, 1993].
Soit f une fonction et Zi(f), l'ensemble des points x d'altitude f(x) inférieure ou égale
à i.
Zi(f) = {x : f(x) ≤ i} (3.1)
Soit i0 la plus petite altitude correspondant à un seuil Zi(f) non vide. Zi0(f) peut avoir
plusieurs composantes connexes, chacune d'elles étant alors par déﬁnition un minimum
local de f . Pour Zi0+1(f), le seuil immédiatement supérieur, nous avons :
Zi0(f) ⊂ Zi0+1(f) (3.2)
Z Zi0(f)
(a)
Z Zi0(f)
(b)
ZZi0(f)
(c)
Fig. 3.3  Les trois relations d'inclusion possibles entre Z et Zi0(f).
Soit Z une composante connexe de Zi0+1(f). Il existe trois relations possibles entre Z
et Zi0(f) :
 Z ∩ Zi0(f) = ∅ : Z est un minimum régional de f à l'altitude i0 (ﬁgure 3.3(a)).
 Z ∩Zi0(f) est non vide et connexe : Z représente le niveau (i0 + 1) du lac produit
par l'inondation du minimum régional de Zi0(f) ∩ Z (ﬁgure 3.3(b)).
 Zi0(f) ∩ Z est non vide et formé de plusieurs composantes connexes : Z corres-
pond à la réunion des eaux provenant des diﬀérents minima régionaux composant
Zi0(f) ∩ Z. Cette jonction n'étant pas autorisée, une LPE est construite pour
séparer les diﬀérents lacs (ﬁgure 3.3(c)).
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Pe
Pg
A
Fig. 3.4  La distance géodésique Pg entre x et y à l'intérieur de A correspond au
chemin (compris dans A) le plus court entre ces deux points. la distance Pe correspond
à la distance euclidienne.
A
IZA(B1)
B1
B2
B3
Fig. 3.5  Zones d'inﬂuence géodésiques. IZA(B1) correspond à la zone d'inﬂuence
géodésique de l'élément B1 dans l'ensemble A.
La création de LPE fait intervenir la construction de zones d'inﬂuences géodésiques de
Zi0(f)∩Z dans Z. La distance géodésique dA(x, y) entre deux points x et y correspond
au chemin le plus court, inclus dans A, reliant x et y (voir ﬁgure 3.4).
Soit A, un ensemble contenant un ensemble B composé des éléments B1, B2, . . . , Bk. La
ﬁgure 3.5 illustre la zone d'inﬂuence géodésique de l'élément Bi de B dans A. Cette zone
d'inﬂuence géodésique se déﬁnit comme une collection de points dans A qui partagent
la propriété d'avoir une distance géodésique à Bi plus petite que la distance géodésique
à n'importe quel autre élément de B :
IZA(Bi) = {p ∈ A, ∀j ∈ [1, k]/{i}, dA(p,Bi) < dA(p,Bj)} (3.3)
Certains points ne peuvent pas être associés à une zone d'inﬂuence géodésique car ils
sont à une distance égale des deux éléments de B. Ils constituent le squelette par zone
d'inﬂuence (SKIZ) de B dans A, noté SKIZA(B) :
SKIZA(B) = A/IZA(B) avec IZA(B) =
k⋃
i=1
IZA(Bi) (3.4)
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(a) (b) (c)
(d) (e) (f)
Fig. 3.6  Exemple de LPE par inondation. (a) Image initiale, (b) minima 1 et niveau
suivant 2, (c) SKIZ géodésique de 1 dans 2, (d) niveau 2 diminué du 1er SKIZ et niveau
3, (e) 2e SKIZ, (f) LPE ﬁnale. (Image inspirée de [Serra, 2000])
Il est à remarquer que le SKIZ géodésique de B dans A ne sépare pas toujours les
diﬀérentes zones d'inﬂuence géodésiques de façon hermétique. Le cas de deux points
voisins ayant pu être associés à des zones d'inﬂuence géodésiques diﬀérentes en est un
exemple. Chaque zone d'inﬂuence constitue un bassin versant associé à chaque minimum
régional de Zi0(f) ∩ Z. La ﬁgure 3.6 propose un exemple des diﬀérentes étapes de la
construction de la LPE. A partir des minima de niveau 1, le SKIZ géodésique de 1
dans le niveau 2 est calculé. Le SKIZ est ensuite soustrait du niveau 2 qui compte alors
quatre minima. Le SKIZ géodésique du niveau 2 dans 3 apparaît à l'étape (e) sur la
ﬁgure 3.6. La dernière ﬁgure représente la ligne de partage des eaux. Ces diﬀérentes
étapes sont formalisées dans l'algorithme 5 avec les considérations suivantes :
 m0(f) désigne les minima de f à l'altitude 0 et W0, la section des bassins versants
de f au même niveau.
 mi(f) représente les minima de f à l'altitude i. Il s'agit de la diﬀérence entre le
seuil i et la reconstruction géodésique RZi(f) du seuil i− 1.
 [SKIZZi(f)(Wi−1)] représente le squelette par zone d'inﬂuence géodésique deWi−1,
section des bassins versants de f au niveau i− 1 dans le seuil de f au niveau i.
 WN représente les bassins versant de f .
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Algorithme 5 : Construction de la LPE ([Beucher, 1990])
début
W0 = m0(f)
pour i← 1 à N faire
mi(f) = Zi(f)/RZi(f)(Zi−1(f))
Wi = [SKIZZi(f)(Wi−1)] ∪mi(f)
LPE(f) = W cN
ﬁn
3.2 Les diﬀérentes mises en ÷uvre
La LPE est apparue dans les travaux de [Digabel et Lantuéjoul, 1978] et de [Beucher
et Lantuéjoul, 1979]. Cet outil est très populaire en segmentation d'images 2D. Les
caractéristiques utilisées sont les niveaux de gris, le gradient, la texture, etc. La LPE
est classée parmi les méthodes de segmentation basées  régions . [Roerdink et Meijster,
2001] ont proposé une étude des diﬀérentes approches de segmentation d'images 2D par
LPE. Les principales familles de méthodes sont abordées dans cette section.
3.2.1 La LPE par immersion
Un algorithme de LPE par simulation d'immersion a été proposé dans [Vincent et
Soille, 1991]. Soit f : D → N, une image digitale en niveau de gris, avec hmin et hmax
les valeurs minimum et maximum de f . Les minima de f sont associés à des bassins qui
vont successivement grandir durant le procédé d'immersion. Soit l'ensemble Xh l'union
des bassins calculés au niveau h. Un élément connecté au seuil Zh+1 au niveau h + 1
peut être soit un minimum, soit une extension d'un bassin du niveau Xh. Le dernier
cas entraîne le calcul de la zone d'inﬂuence géodésique de Xh à l'intérieur de Zh+1. Il
en résulte la mise à jour Xh+1. Soit l'ensemble MINh l'union de tous les minima à
l'altitude h. Le même bloc d'instruction pour un niveau h variant de hmin à hmax :{
Xhmin = {p ∈ D|f(p) = hmin} = Zhmin
Xh+1 = MINh+1 ∪ (IZZh+1(Xh)\Zh), h ∈ [hmin, hmax−1]
(3.5)
La ligne de partage des eaux de f correspond au complément de Xhmax dans D :
LPE(f) = D\Xhmax
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(a) (b) h=0 (c) h=1 (d) h=2 (e) h=3
Fig. 3.7  LPE par immersion sur une grille d'éléments 4-connectés. (a) : Image d'ori-
gine, (b-e) : Étapes de labellisation suivant l'algorithme 3.5 où A et B sont des labels
de régions et W , le label de la LPE (Exemple tiré de [Roerdink et Meijster, 1997])
La ﬁgure 3.7 propose un exemple de labellisation d'une image. L'illustration 3.7(a)
correspond à l'image initiale dont les minima apparaissent en gras. Les autres ﬁgures
déﬁnissent les niveaux d'inondation de h = 0 à h = 3. Le terme  \Zh  de l'équation 3.5
assure qu'au niveau h+1, seuls les pixels dont l'intensité correspond à h+1 sont ajoutés
aux bassins existants. Cet algorithme ne garantit pas un SKIZ entièrement connecté
comme le montre la ﬁgure 3.7(e) où les pixels d'intensité 3 ont pu être associés aux
bassins les plus proches.
L'implémentation correspond, dans un premier temps, au tri des pixels par ordre crois-
sant d'intensité et, dans un deuxième temps, à l'inondation niveau par niveau à partir
des minima. Le procédé fait intervenir une ﬁle d'attente FIFO. L'algorithme traite les
pixels niveau par niveau, de hmin à hmax. Les pixels de la ﬁle d'attente sont analysés
par rapport aux labels de leurs voisins. Lorsqu'un pixel de même niveau d'intensité non
labellisé est rencontré, il est considéré comme appartenant à un plateau et est inséré
dans la ﬁle derrière le pixel ﬁctif qui signale une distance géodésique supérieure (voir
ﬁgure 3.8).
Voisin de degre´ 2
Voisin de degre´ 1
Fig. 3.8  File d'attente FIFO pour le traitement des pixels de niveau h. Les diﬀérents
fronts de propagation sont séparés par un pixel ﬁctif (hachuré dans l'exemple).
Pour éviter les diﬃcultés liées aux éléments connectés de même niveau (plateaux),
[Meijster et Roerdink, 1995] ont proposé de transformer l'image en graphe. L'algorithme
correspond à une version simpliﬁée de [Vincent et Soille, 1991] où l'utilisation de ﬁles
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d'attente FIFO n'est plus nécessaire en raison de la disparition des plateaux remplacés
par des représentants. L'image peut être considérée comme un graphe (V,E, f) où V
correspond à l'ensemble des sommets du graphes, E à l'ensemble des arêtes et f(p)
à la fonction de hauteur utilisant l'intensité des pixels. Chaque pixel est associé à un
sommet de V et est relié à un pixel voisin par une arête de E. Un nouveau graphe
(V ∗, E∗, f ∗) est créé en considérant que tous les pixels connectés d'un ensemble Ch au
niveau h sont représentés par un simple sommet v ∈ V ∗. Ce sommet est déﬁni par
v = {p ∈ V |p ∈ Ch} avec f ∗(v) = h. Une paire (v, w) est un élément de E∗ si et
seulement si ∃(p ∈ v, q ∈ w|(p, q) ∈ E ∧ f(p) < f(q)). La LPE peut être calculée
directement à partir du graphe. Le résultat correspond à une image binaire où certains
pixels sont labélisés LPE et d'autres non.
(a) (b)
(c) (d)
Fig. 3.9  Création du graphe des ensembles. (a) Image initiale, (b) relief correspondant,
(c) ensembles de niveaux étiquetés et (d) graphe des ensembles.
Les ﬁgures 3.9 et 3.10 illustrent les diﬀérentes étapes de création du SKIZ géodésique
à partir d'une image en niveaux de gris. Un graphe orienté des ensembles de niveaux
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(a) (b) (c)
Fig. 3.10  Création de la LPE à partir du graphe des ensembles. (a) le graphe labellisé
par la LPE, (b) l'image binaire où les plateaux LPE apparaissent en blanc et (c) le
SKIZ calculé à partir de l'image binaire.
est construit. Les n÷uds associés aux arcs exclusivement sortants correspondent aux
minima. Le procédé de LPE est utilisé sur ce graphe et lorsqu'un n÷ud peut être atteint
par diﬀérents bassins, ce n÷ud est marqué comme LPE. Si un n÷ud est atteint par des
bassins de même label, ce n÷ud adoptera le label de ces bassins et appartiendra à
l'ensemble des éléments non LPE. Il en résulte une image binaire, avec des éléments
LPE ou non, à partir de laquelle le SKIZ géodésique pourra être calculé.
3.2.2 La LPE par distance topographique
Il existe plusieurs méthodes de calcul de LPE basées sur l'algorithme du plus court
chemin. Les n÷uds pour lesquels la plus courte distance topographique est connue
peuvent être ordonnés selon leur distance. Les deux principales familles de méthodes
sont :
 L'intégration de la pente la plus faible d'une image, par propagation des dis-
tances à partir des minima. Les distances sont liées à la plus faible pente de l'image
par rapport à la fonction de coût.
 L'ascension de colline : les distances géodésiques entre les points d'un bassin
et le minimum associé sont les chemins de plus forte pente. Le processus de LPE
utilise les étapes suivantes : l'attribution d'un label diﬀérent à tous les minima
puis la labellisation de tous les pixels q voisins de p dont la pente est la plus forte
par le label de p à partir des pixels adjacents aux minima. Si le pixel q a déjà un
label et que celui-ci est diﬀérent de p, alors q est marqué comme LPE.
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L'implémentation correspondant à l'intégration peut faire intervenir une structure
de données composée de ﬁles d'attentes hiérarchiques (FAH) ordonnées par priorité
d'intensité [Meyer, 1991]. Ainsi la première ﬁle permettra le stockage des éléments dont
l'intensité est la plus faible ; la dernière contiendra ceux d'intensité la plus forte. La
ﬁgure 3.11 présente le principe de fonctionnement de la LPE par FAH. A l'initialisation,
les minima (ou marqueurs) sont empilés en fonction de leur intensité. Il s'ensuit une
succession d'extraction d'éléments de la ﬁle de plus forte priorité, de la labellisation
de ses voisins à partir de son label, puis de l'empilement de ses voisins dans les ﬁles
correspondant à leur intensité. [Beucher, 2004] a proposé récemment un algorithme de
ligne de partage des eaux sans biais basé sur les ﬁles d'attente hiérarchique pour corriger
le biais lié à l'ordre de traitement des pixels. La méthode utilise des ﬁles d'attente
intermédiaires pour gérer correctement la propagation des labels sur les zones plates et
ne valide un label qu'une fois les voisins visités.
Empilement des
Empilement des voisins
Extraction
Extraction
minima / marqueurs
des voisins
des e´le´ments
Fig. 3.11  Fonctionnement d'une ﬁle d'attente hiérarchique. L'extraction ne peut se
faire qu'à partir de la ﬁle la plus prioritaire.
Comparé à l'algorithme précédent,  l'ascension de colline  est plus simple du fait
qu'il n'y a pas de distance à calculer. Les labels sont simplement propagés à partir des
voisins ayant la plus forte pente. Si une image ne contient pas de plateau non minima,
l'algorithme par ascension de colline est adapté. Dans le cas contraire, l'approche par
intégration est souhaitable. La pente de descente se déﬁnit par :
pente(p, q) =
(
f(p)− f(q)
dist(p, q)
)
,∀q ∈ N(p) (3.6)
où p et q sont des pixels voisins dans l'image et N(p) correspond au voisinage de p. La
pente de descente maximale (lower slope) de la fonction f au point p est déﬁnie en tout
point non minimum par :
LS(p) = max
f(q)≤f(p)
(pente(p, q)) (3.7)
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L'ensemble des voisins inférieurs de p pour lesquels la pente est maximale est noté Γ(p) :
Γ(p) = {q ∈ N(p)|pente(p, q) = LS(p)} (3.8)
Un plateau correspond à un ensemble d'éléments connexes de même altitude. Un pla-
teau est  minimum  s'il est constitué d'éléments minima régionaux. Soit δ−P la frontière
inférieure d'un plateau non-minimum P comprenant des éléments frontières ayant au
moins un voisin d'altitude inférieure. Pour les éléments à l'intérieur d'un plateau, l'ex-
tension de la déﬁnition du voisin de plus grande pente peut être utilisée avec la distance
géodésique remplacée par le temps de transit minimum de l'étiquette d'un élément q
de δ−P à un élément intérieur de P . Ceci permet de déterminer la direction d'inonda-
tion sur les plateaux non-minima. La ligne de plus grande pente correspond au chemin
pi = (p0 = p, p1, . . . , pl = q) reliant p et q tel que pour tout élément non intérieur pi+1
du chemin, Γ(pi+1) = pi.
Il existe de nombreux algorithmes de LPE. Certains sont spéciﬁques au type d'implé-
mentation, séquentiel ou parallèle. On pourra se référer à [Roerdink et Meijster, 2001]
pour une étude plus large des algorithmes de LPE sur les images 2D. Pour améliorer
la qualité de la LPE, certaines méthodes font intervenir les contours actifs [Nguyen
et al., 2003] [Beare, 2006]. La LPE produit généralement trop de régions. Nous pré-
sentons dans la section suivante les diﬀérentes stratégies pour éviter ou corriger cette
sur-segmentation.
3.3 La sur-segmentation
La sur-segmentation provient des nombreux minima dans une structure (image, maillage,
etc.). Chacun d'eux donne naissance à une région. Le ﬁltrage permet de réduire le
nombre de minima et évite ainsi le calcul d'un trop grand nombre de régions. Cette
solution est loin de convenir à tous les cas. D'autres outils particulièrement puissants,
adaptés à diﬀérentes problématiques, existent.
La LPE peut ainsi être contrainte par des marqueurs, c'est-à-dire par des zones spé-
ciﬁques dont on connaît l'appartenance à une région. Les marqueurs vont permettre
d'imposer la présence de certains bassins versants pour contraindre la topologie de la
LPE. La déﬁnition de ces marqueurs peut être manuelle ou bien automatique comme
nous le verrons à la section 5.2 où le squelette de la forme permet de repérer des mar-
queurs.
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Les méthodes de seuillage au niveau des bassins ou bien des contours sont généralement
utilisées si certaines zones ne peuvent être connues à l'avance. La morphologie mathé-
matique fait intervenir l'opérateur h-minima qui permet d'eﬀectuer un ﬁltrage à partir
d'un critère basé sur la  profondeur  des minima régionaux. Un minimum ayant une
profondeur inférieure à un seuil h sera éliminé. Ainsi, les minima les plus signiﬁcatifs
pourront être considérés comme des marqueurs pour la LPE. Le seuillage peut égale-
ment être eﬀectué sur le résultat de la segmentation : les LPE entre régions peuvent être
caractérisées à partir d'une profondeur ou d'une dynamique. Cette méthode revient à
fusionner les régions séparées par une LPE dont le critère est inférieur à un seuil.
Serge Beucher a introduit les cascades dans [Beucher, 1994]. Cette approche est basée
sur une segmentation hiérarchique dont l'objectif est de fusionner les régions adjacentes
créées par la LPE, appartenant à des zones presque homogènes.
Les sections suivantes détaillent les diﬀérentes stratégies pour éviter la sur-segmentation.
Certaines de ces stratégies ont été adaptées aux maillages polygonaux. La section 5
traite de ces diﬀérentes solutions.
3.3.1 La LPE contrainte par les marqueurs
Les marqueurs représentent une solution très eﬃcace s'il existe une connaissance a priori
sur les zones à segmenter. Ils remplacent les minima et deviennent les nouvelles sources
d'inondation. La ﬁgure 3.12 décrit les diﬀérentes étapes du procédé de segmentation de
la LPE par inondation à partir des marqueurs ou des minima. Le nombre de régions
correspond au nombre de sources d'inondation diﬀérentes ; dans le cas des marqueurs,
il est courant que des marqueurs éloignés soient associés aux mêmes eaux (labels).
La ﬁgure 3.13 montre les diﬀérentes étapes de la segmentation d'une image avec la
LPE contrainte par les marqueurs. Dans cet exemple, les marqueurs ont été déﬁnis
manuellement et représentent diﬀérentes régions. Chaque marqueur correspond à une
ensemble de pixels connectés. L'image subit une transformation de type gradient puis
la LPE contrainte réalise la segmentation à partir du gradient de l'image.
La ﬁgure 3.14 représente un procédé de segmentation à partir de marqueurs issus de la
fonction de distance au fond de l'image. Les bassins versants sont situés sur un relief
correspondant à l'opposé de la fonction de distance ; les minima sont associés aux points
les plus éloignés.
La LPE avec marqueurs est un outil puissant utilisé dans de nombreuses applications
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plutôt spéciﬁques. Elle peut être employée dans le cadre de la segmentation interactive
pour extraire un objet du fond ou partitionner l'image en plusieurs régions (ﬁgure
3.13). La segmentation de  grains de café  à partir de marqueurs issus de la fonction
de distance (ﬁgure 3.14) est un des nombreux exemples de segmentation par LPE avec
marqueurs proposés dans [Beucher, 1990].
(a) LPE par minima. (b) LPE par marqueurs.
Fig. 3.12  Exemples monodimensionnels de la LPE par minima et par marqueurs.
Fig. 3.13  LPE contrainte par les marqueurs. De gauche à droite : l'image de Lena,
le gradient de l'image, les marqueurs déﬁnis manuellement et le résultat de la LPE
contrainte par les marqueurs.
La problématique d'extraction de marqueurs automatique a été abordée dans [Hill et al.,
2003] pour la segmentation d'images texturées, dans [Neves et al., 2003] pour les images
infrarouges, dans [Gatica-Perez et al., 2001] pour les images couleur, etc.
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(a) Image de grains de
café.
Bassins  versants
(b) Fonction de distance. (c) Image segmentée.
Fig. 3.14  Segmentation de  grains de café  à partir de marqueurs issus de la fonction
de distance. Les points les plus éloignés du bord de l'objet sont considérés comme
marqueurs.
3.3.2 Segmentation hiérarchique et cascades
Les images mosaïques
La sur-segmentation peut être évitée en opérant une segmentation hiérarchique. Serge
Beucher a proposé de réaliser plusieurs itérations de la LPE sur des images mosaïques.
Il s'agit d'images simpliﬁées générées à partir de la LPE où chaque région obtient le
niveau de gris du minima de la fonction gradient associée.
Fig. 3.15  Principe de construction d'une image mosaïque.
L'image mosaïque peut se construire à partir de la LPE du gradient g de la fonction
image f . A chaque bassin versant BVi est associé un minimum mi du gradient. A ce
minimum correspond une valeur de niveau de gris constante fi sur la fonction initiale :
∀x ∈ mi, f(x) = fi (3.9)
Une nouvelle fonction f ′ peut se déﬁnir en aﬀectant à chaque BVi la valeur fi obtenue
précédemment. La fonction f ′ correspond à  l'image mosaïque  également appelée
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 image partition  [Beucher, 1990]. Cette simpliﬁcation transforme l'image initiale en
une fonction étagée, un relief en terrasses. Cette nouvelle image présente un meilleur
contraste que l'image initiale car chaque contour apparaît alors comme une marche
d'escalier. Cette transformation permet d'utiliser sur les images en niveaux de gris des
opérations morphologiques déﬁnies sur les graphes [Vincent, 1989].
La ﬁgure 3.16 montre une exemple de construction d'une image mosaïque. Le LPE du
gradient est dans un premier temps calculée puis le pixel correspondant au minimum
du gradient de chaque région est localisé. Ce pixel donne alors son niveau de gris à sa
région entière.
Le graphe dual de la partition peut se formaliser à partir de sommets Zi reliés par des
arêtes Dij. Les sommets représentent les bassins BVi et ont une valuation fi. L'utilisa-
tion de graphe peut conduire à la segmentation hiérarchique de l'image en contractant
certaines arêtes ; cependant Beucher propose d'utiliser un autre graphe généré à par-
tir d'une nouvelle transformation sur f ′ :  le gradient mosaïque  (ﬁgure 3.17). En
considérant deux bassins versants BVi et BVj, valués respectivement fi et fj, on peut
aﬀecter à chaque élément d'arc Cij une valeur égale à h(Cij) = |fi − fj|. La fonction
h déﬁnie sur tout élément d'arc LPE est le gradient de l'image mosaïque. A partir de
l'image mosaïque f ′ et de son gradient h, une procédure de hiérarchisation élimine la
sur-segmentation de l'image.
Le gradient de l'image est formé de minces parois verticales dont la hauteur correspond
à la valeur du gradient mosaïque. On eﬀectue la LPE sur le graphe non planaire et
valué de la ﬁgure 3.17(d). Cela revient à considérer que tout mur plus bas que ceux qui
l'entourent peut être supprimé. Le graphe non planaire est composé de sommets (les
représentants des arcs - murs Cij de la LPE) et d'arêtes (les couples d'arcs (Cij, Cik)
et (Cji, Cjk)). En itérant la LPE sur les images mosaïques successives, une pyramide
hiérarchique est constituée.
Une des stratégies pour réduire la sur-segmentation consiste à seuiller la hauteur de la
LPE. Cette solution n'est cependant pas idéale car d'une part elle nécessite la recherche
d'un seuil adapté et d'autre part il n'est pas certain que celui-ci existe. C'est la raison
pour laquelle le critère qui autorise la fusion n'est pas un seuil mais simplement la
condition que les valeurs de gradient des arcs intérieurs soient plus faibles que les arcs
les entourant.
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(a) (b)
(c) (d)
Fig. 3.16  Exemple de construction d'une image mosaïque : (a) Image initiale, (b)
LPE du gradient, (c) valuation des bassins versants et (d) image mosaïque (Images
tirées de [Beucher, 1990]).
Les cascades
Le concept de segmentation hiérarchique des cascades a été introduit par [Beucher,
1994]. Soit la fonction f de la ﬁgure 3.18(a) ; parmi ses diﬀérents minima, trois d'entre
eux, m1, m2 et m3, apparaissent intéressants du fait qu'ils marquent les régions les plus
signiﬁcatives de l'image. La notion de  cascades  apporte une solution à la carac-
térisation de ce type de minima ainsi qu'à la détermination automatique des bassins
versants sans a priori. La ﬁgure 3.18(b) montre les directions vers lesquelles se déverse
chaque bassin. Il est possible de considérer un marqueur signiﬁcatif comme la frontière
séparant deux bassins qui s'inondent symétriquement.
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(a) (b)
Minimum
(c) (d)
Fig. 3.17  Exemple de graphe associé à une image mosaïque : (a) les bassins versants
et leur minimum, (b) le graphe associé à l'image mosaïque, (c) la représentation 3D
d'un gradient mosaïque et (d) le graphe associé aux arcs de la LPE primaire.
(a) Fonction f de l'image et minima signiﬁca-
tifs.
(b) Marqueurs déﬁnis à partir des bassins
s'inondant symétriquement.
Fig. 3.18  Caractérisation de marqueurs signiﬁcatifs.
Beucher a proposé un algorithme eﬃcace de segmentation hiérarchique par les cascades
basé sur la reconstruction de l'image. Soit deux fonctions f et g avec f ≥ g. La recons-
truction [Beucher, 1990] par l'érosion géodésique R∗(f, g) de f par g est déﬁnie par :
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R∗(f, g) = E∞f (g) = lim
n→∞
(Ef ◦ . . . ◦ Ef )(g) (3.10)
où Ef (g) = sup(g	B, f). Soit f la fonction positive et bornée (0 ≤ f ≤ m) de l'image et
W (f) la fonction LPE correspondant à l'ensemble des LPE de f . Une nouvelle fonction
g se déﬁnit à partir de W (f) :
g(x) =
{
f(x) ssi x ∈ W (f)
m ssi x ∈ W c(f) (3.11)
(a) LPE de la fonction f . (b) Nouvelle fonction issue de la reconstruction
géodésique.
Fig. 3.19  Reconstruction géodésique pour la détection de marqueurs.
La fonction g est supérieure à f , il est donc possible de reconstruire f à partir de g en
eﬀectuant une reconstruction géodésique de g sur f par érosion. Cette reconstruction a
pour eﬀet de supprimer tous les minima non signiﬁcatifs de f qui sont à l'origine de la
sur-segmentation. Les minima de la nouvelle fonction sont devenus des marqueurs si-
gniﬁcatifs de la fonction d'origine f . Les ﬁgures 3.18(a) et 3.19(a) montrent un exemple
de fonction f ; la ﬁgure 3.19(b) correspond à la nouvelle fonction obtenue par recons-
truction géodésique. En appliquant la LPE sur cette nouvelle image, seules les crêtes
les plus signiﬁcatives sont détectées. Les deux fonctions des ﬁgures 3.19(a) et 3.19(b)
font apparaître des marqueurs pour la LPE de la prochaine itération.
Les cascades basées sur les graphes
[Marcotegui et Beucher, 2005] ont proposé une implémentation des cascades basée sur
les graphes. La méthode, qui utilise l'arbre de poids minimum, permet un accès rapide
aux diﬀérents niveaux de la hiérarchie. Le résultat de la LPE est considéré comme la
partition d'entrée (ﬁgure 3.20(a)). Un procédé d'inondation est utilisé pour fusionner
successivement les régions et construire parallèlement l'arbre de poids minimum (ﬁgure
3.20(b)). Ce graphe est initialisé avec un n÷ud correspondant à chaque minimum et sans
aucun arc. Un bassin est associé à un minimum ainsi qu'à un n÷ud. Durant l'inondation,
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chaque fois que deux régions de bassins diﬀérents se rencontrent, un arc est ajouté au
graphe pour relier ces deux régions qui fusionnent. La valeur de l'arc correspond à la
hauteur à laquelle ces régions se sont rencontrées. A la ﬁn de l'inondation, le graphe
est devenu l'arbre de poids minimum car un arc est ajouté seulement si deux régions
diﬀérentes se rencontrent et l'inondation suit le chemin de hauteur minimum.
(a) (b)
(c) (d)
Fig. 3.20  Segmentation hiérarchique à partir des cascades basées sur les graphes :
(a) Partition avec les LPE valuées à partir de la hauteur des points selles (b) arbre de
poids minimum créé lors de l'inondation de la partition, (c) labellisation des régions à
partir du label de arcs minima et (d) propagation des labels.
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Un arc minimum local de l'arbre de poids minimum peut se déﬁnir comme un arc ayant
des arcs voisins de valuation supérieure. Chaque arc minimum obtient un label diﬀérent.
Les régions associées à un arc labellisé obtiennent automatiquement le label de cet arc
(ﬁgure 3.20(c)). La partition ﬁnale s'obtient en propageant les labels à partir des arcs
de l'arbre de poids minimum dans l'ordre croissant de leur valuation (ﬁgure 3.20(d)).
Il est possible de réaliser plusieurs itérations des cascades en considérant les nouvelles
partitions obtenues après chaque itération.
La segmentation d'images complexes à partir des cascades et de gradients améliorés a
été abordée dans [Hanbury et Marcotegui, 2006]. Deux types de fonctions de distance
sont utilisés, la fonction de distance classique (ﬁgure 3.14) et la fonction de distance
pour les images numériques récemment introduite par [Beucher, 2007]. Cette méthode
oﬀre des résultats comparables à la coupe normalisée [Shi et Malik, 2000] qui tend à
gagner la même notoriété que la LPE comme outil de segmentation.
3.3.3 La LPE contrainte par les dynamiques des minima
La LPE contrainte par les dynamiques des minima a été proposée par [Grimaud, 1992].
Le principe correspond à la suppression des minima régionaux selon un critère de
contraste appelé dynamique. La dynamique d'un bassin généré par la LPE est la hau-
teur qu'il est nécessaire de monter pour atteindre un bassin dont le minimum est plus
faible que le bassin de départ. La dynamique d'un chemin P (x, y) reliant deux points x
et y correspond à la diﬀérence entre les altitudes minimum et maximum par lesquelles
il est nécessaire de passer pour atteindre les deux points. La ﬁgure 3.21 représente la
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Dyn(M) = Dyn(P1) = min(Dyn(P1), Dyn(P2))
Fig. 3.21  Dynamique du minimum M (image inspirée de [Grimaud, 1992]).
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détermination de la dynamique du minimum M . Il existe deux chemins P1 et P2 pour
atteindre respectivement les bassins associés aux minima M1 et M2 dont l'altitude est
inférieure àM . La dynamique du minimumM correspond à la dynamique la plus faible
des deux chemins.
La ﬁgure 3.22 illustre la construction des dynamiques des minima à partir de l'inon-
dation des bassins. Lorsque deux bassins se rencontrent, le bassin associé au minimum
d'altitude la plus élevée obtient la dynamique correspondant à la diﬀérence entre la
hauteur du point selle et la valeur de son minimum. Ce bassin est ensuite fusionné avec
le bassin associé au minimum d'altitude la plus faible. Les bassins 1 et 2 sont les pre-
miers à se rencontrer. Le bassin 1 ayant un minimum plus élevé que le bassin 2 obtient
la dynamique d1. Le bassin 1 est ensuite fusionné avec 2. L'eau continue ensuite de
monter jusqu'à ce que de nouveaux bassins se rencontrent. L'étape présentée à la ﬁgure
3.22(b) permet le calcul des dynamiques des minima 4 et 6, ainsi que la fusion du bassin
4 avec 5 et la fusion du bassin 6 avec 7. La dernière étape (ﬁgure 3.22(f)) correspond à
la création de la dynamique du bassin 2. Le minimum 8 possède une dynamique inﬁnie
car il a la plus faible altitude.
Le seuillage peut être eﬀectué en considérant les bassins dont la dynamique est supé-
rieure à un seuil comme marqueurs et en réalisant une nouvelle itération de la LPE.
Diﬀérentes stratégies de suppression des bassins en fonction de leur dynamique sont
abordées dans [Fjørtoft, 1999].
Le seuillage simple de la LPE consiste à ne pas établir de frontière entre deux régions
si l'altitude absolue du point selle est inférieure à un seuil. Le seuillage des dynamiques
de bassin utilise des informations beaucoup moins locales que la hauteur du point selle ;
les régions créées sont plus signiﬁcatives.
Les dynamiques de contour
Le concept de dynamique de contour, introduit par [Najman et Schmitt, 1996], permet
de créer une représentation hiérarchique et compacte des segmentations obtenues en
appliquant diﬀérents seuils aux dynamiques de bassin. La dynamique d'un arc peut se
déﬁnir comme la valeur maximale du seuil pour lequel cet arc subsiste lorsque tous
les bassins ayant une dynamique inférieure au seuil sont fusionnés. Pour calculer les
dynamiques de contour, [Najman et Schmitt, 1996] ont proposé d'utiliser la liste de
remplissage qui est construite lors de l'évaluation des dynamiques de bassin avec l'algo-
rithme de [Grimaud, 1992]. [Lemaréchal et al., 1998] ont démontré que l'algorithme de
[Najman et Schmitt, 1996] n'oﬀre pas toujours des résultats corrects. [Schmitt, 1998] a
par la suite apporté une correction au problème.
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(a) Dyn(1).
(b) Dyn(4) ; Dyn(6).
(c) Dyn(3) ; Dyn(7).
(d) Dyn(9).
(e) Dyn(5).
(f) Dyn(2) ; Dyn(8) =∞.
Fig. 3.22  Calcul de la dynamique des minima.
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Minimum du bassin B1
Hauteur du
point selleB1
B2
B3 B4
1
3
7
3
5
9
9 8
7
(a) Minima des bassins et hauteur des
points selles.
Dyn =∞
Dyn = 2
(b) Dyn(B1) =∞ ; Dyn(B2) = 5− 3 = 2.
Dyn =∞
Dyn = 2 Dyn = 4
(c) Dyn(B4) = 7− 3 = 4.
Dyn =∞
Dyn = 2 Dyn = 4
Dyn = 1
(d) Dyn(B3) = 8− 7 = 1.
Fig. 3.23  Calcul des dynamiques des minima à partir du procédé d'inondation
(Exemple tiré de [Lemaréchal et al., 1998]).
Pour calculer les dynamiques de contour, [Lemaréchal et al., 1998] proposent de calculer
les dynamiques des minima puis d'évaluer les contours qui sont intervenus dans ces
calculs. La ﬁgure 3.23 retranscrit un exemple de calcul de la dynamique des minima. La
frontière séparant B3 et B4 résiste jusqu'à un seuil de 1 ; celle séparant B1 et B2 résiste
jusqu'à un seuil de 2. Un seuil supérieur à 4 entraine la fusion de tous les bassins. Les
étapes de création des dynamiques de contour apparaissent à la ﬁgure 3.24. Lemaréchal
et al. ont proposé une méthode pour calculer les dynamiques de contours à partir du
procédé d'inondation de [Grimaud, 1992] :
1. La construction d'un graphe où chaque bassin obtient un n÷ud dont la valeur
correspond à son minimum. Un arc reliant deux n÷uds correspond à la frontière
de deux bassins adjacents ; sa valeur correspond à la dynamique de contour.
2. L'évaluation des dynamiques de contour en utilisant le procédé d'inondation de
Grimaud : à chaque fois qu'une dynamique de bassin est calculée, le point selle
impliqué dans le calcul de cette dynamique obtient la valeur de la dynamique
(ﬁgure 3.24(b)).
3. La fusion des bassins connectés par une dynamique i dans l'ordre croissant des
dynamiques.
4. L'évaluation des arcs non évalués. Ces arcs appartiennent à un groupe fusionné
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et obtiennent la dynamique de l'arc qui est à l'origine de la création du groupe
(ﬁgure 3.24(e)).
La dynamique de contour est un outil puissant qui autorise des traitements comme
la suppression des contours dont la dynamique est inférieure à un seuil. Il oﬀre une
caractérisation des frontières moins locale que la hauteur des points selles des LPE et
permet une segmentation plus signiﬁcative.
De récentes études ont été menées sur les dynamiques, notamment [Lotufo et da Silva,
2002], [Najman et Couprie, 2003], [Brun et al., 2005] et [Bertrand, 2007].
La LPE ainsi que certaines stratégies pour éviter la sur-segmentation ont été adaptées
aux maillages polygonaux. La section suivante aborde la segmentation de maillages
polygonaux à partir de la LPE et nous verrons à la section 5 les outils que nous avons
utilisés pour approcher une segmentation convenable.
(a) (b)
(c) (d) (e)
Fig. 3.24  Calcul des dynamiques de contour. (a) Dynamiques de contour théoriques.
(b-e) Les étapes de création des dynamiques de contour.
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3.4 La LPE sur les maillages polygonaux
La LPE peut être utilisée pour réaliser la segmentation de diﬀérents types de structures,
notamment les images 2D pour lesquelles de nombreuses approches [Roerdink et Meijs-
ter, 2001] ont été développées. La LPE est également présente en segmentation d'image
3D [Grau et al., 2004] [Cates et al., 2005], d'images de profondeur [Gee et Abidi, 1995],
de vidéos [Gatica-Perez et al., 2001] et de maillages polygonaux.
L'approche  descendante  de la LPE
Les travaux de [Mangan et Whitaker, 1999] furent les premiers à oﬀrir une réelle straté-
gie de segmentation de maillages polygonaux à partir de la LPE. La LPE peut être uti-
lisée sur une structure d'éléments connectés (ﬁgure 3.25) avec une fonction de hauteur.
Dans le cas des maillages polygonaux, la structure correspond à des vertex connectés
entre eux ; la courbure des vertex est généralement utilisée comme fonction de hauteur.
L'algorithme 6 fait apparaître les principales étapes du procédé de segmentation par
LPE. La méthode utilisée correspond à l'approche  descendante  de la LPE. Cette
méthode, qui a l'avantage d'être simple, ne permet pas de gérer correctement les pla-
teaux et se contente de les associer à la première région trouvée. L'algorithme nécessite
également le stockage des vertex du chemin pour, une fois un label trouvé, labelliser
ces vertex avec le label. Nous allons voir par la suite qu'il existe des algorithmes plus
performants et précis. Pour corriger la sur-segmentation, les auteurs ont utilisé la fusion
selon le critère de  profondeur de la LPE . Nous abordons à la section 5.1 diﬀérentes
stratégies pour fusionner les régions.
(a) Image 2D. (b) Image 3D. (c) Maillage polygonal.
Fig. 3.25  Exemple de relations de voisinage sur diﬀérentes types de structures.
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Algorithme 6 : LPE de [Mangan et Whitaker, 1999]
début
Calculer la courbure (ou une autre fonction de hauteur) pour chaque vertex
Déterminer tous les plateaux et les classer comme plateau minimum (avec un
label) ou plateau non minimum
Trouver les minima locaux et leur attribuer à chacun un label diﬀérent
pour chaque plateau faire
Déterminer le chemin qui descend jusqu'à une région labellisée
Labelliser le plateau et les vertex du chemin avec le label trouvé
pour chaque vertex v non labellisé faire
Déterminer le chemin qui descend jusqu'à une région labellisée
Labelliser le vertex v et les vertex du chemin avec le label trouvé
Fusionner les régions dont le critère  profondeur de la LPE  est inférieur à
un seuil
ﬁn
La fonction de hauteur correspond ici à la courbure calculée par la norme de la matrice
de covariance. Les détails relatifs à son implémentation sont proposés au chapitre sui-
vant. La profondeur de la LPE correspond à la diﬀérence entre la hauteur du point selle
de la LPE et le minimum du bassin adjacent. Par rapport à la hauteur des points selles,
ce critère oﬀre une meilleure caractérisation de la hauteur d'une frontière en tenant
compte des bassins adjacents.
La profondeur de la LPE peut se déﬁnir par :
PLPE = h−max(min(A),min(B)) (3.12)
avec h la courbure minimum des vertex composant la LPE, et A et B, les régions
adjacentes à la LPE (voir ﬁgure 2.12).
L'algorithme 7 propose une implémentation rapide de la fusion des régions à partir d'un
seuil donné. Si le nombre de régions n'est pas trop élevé, il est possible de stocker tous
les niveaux de fusion et ainsi de les parcourir pour trouver rapidement le niveau le plus
adapté à l'application. L'idéal est de stocker les informations dans un arbre à partir
duquel un processus rapide de labellisation peut être exécuté une fois le niveau choisi.
Le nombre de régions demeure cependant assez important et la recherche du meilleur
niveau de segmentation est largement perfectible. Nous verrons à la section 5.1 une
méthode de fusion beaucoup plus eﬃcace basée sur les cascades.
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Algorithme 7 : Fusion des régions à partir de la profondeur de la LPE
début
Initialiser une liste triée L selon la profondeur de la LPE contenant les LPE
séparant deux régions
Déterminer la courbure minimum h de chaque LPE
Initialiser la profondeur PLPE de chaque LPE à ∞
Initialiser une liste R contenant les régions
Trouver les courbures minimum minr de chaque région r
pour chaque r ∈ R faire
pour chaque LPE adjacente à r faire
si PLPE > h−min(r) alors
PLPE ← h−min(r)
Mettre la LPE à sa place dans L en fonction de PLPE
/* Les LPE ont été triées en fonction de PLPE et L 6= ∅ */
Extraire la première LPE de L
tant que L 6= ∅ et PLPE < seuil faire
Extraire les régions A et B adjacentes à la LPE, A étant la région dont la
courbure minimum est la plus forte
Supprimer les LPE internes aux deux régions
Fusionner A avec B
Mettre à jour la nouvelle région ainsi que la profondeur des LPE voisines
Extraire la prochaine LPE de L
ﬁn
La LPE par ascension de colline
Une segmentation de maillages polygonaux à partir de l'algorithme de LPE par as-
cension de colline a été proposée par [Page et al., 2003b]. La méthode est inspirée de
l'algorithme de progression rapide [Kimmel et Sethian, 1998] qui calcule sur un maillage
le plus court chemin géodésique d'un vertex à un autre. Le principe repose sur l'uti-
lisation d'une liste triée pour contrôler la progression géodésique sur le maillage. Un
principe similaire est utilisé dans [Page et al., 2003b] pour contrôler l'inondation sur le
maillage. La liste ne fait cependant pas intervenir le cumul des distances géodésiques
mais utilise un critère de hauteur basé sur les courbures et la loi des minima. La méthode
de segmentation de Page et al. nécessite l'estimation puis le seuillage des courbures aﬁn
d'obtenir une structure qui se prête mieux aux opérations morphologiques d'ouverture
et de fermeture. Ces deux opérateurs permettent l'obtention de marqueurs pour la LPE.
L'algorithme 8 résume les principales étapes du procédé d'inondation de la LPE.
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Algorithme 8 : LPE par  ascension de colline 
début
Initialiser une liste triée L contenant les vertex minima ou marqueurs rangés
selon leur hauteur
tant que L 6= ∅ faire
Extraire le premier vertex v de L
pour chaque vertex voisin q de v faire
si q n'est pas labellisé alors
Labelliser q à partir du label de v
Insérer q dans L à la place correspondant à sa hauteur
Créer les LPE entre les régions connexes (si besoin)
ﬁn
Pour traiter des cas plus généraux que ceux proposés par Page et al., nous avons im-
plémenté l'algorithme 8 en utilisant une fonction de hauteur basée sur la courbure
uniquement et non plus la loi des minima, plutôt spéciﬁque à la segmentation en par-
ties signiﬁcatives. Les modèles de la ﬁgure 3.26 ont été segmentés suivant l'algorithme
8 à partir des minima, avec une fonction de hauteur relative à la courbure des vertex
et sans procédé de fusion. Il apparait une sévère sur-segmentation. Nous proposons
dans les chapitres suivants des solutions pour corriger ce problème. Nous abordons trois
principaux facteurs sur lesquels il est possible d'intervenir : la fonction de hauteur, la
détermination de marqueurs et la fusion des régions.
Fig. 3.26  Modèles 3D segmentés à partir de la LPE. La première ligne représente
les modèles d'origine. La seconde ligne fait apparaitre la segmentation par LPE selon
l'algorithme 8 avec une fonction de hauteur relative à la courbure des vertex.
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La LPE par ﬁles d'attentes hiérarchiques (FAH)
La LPE par FAH représente une solution adaptée pour gérer une structure composée
de régions séparées explicitement par des LPE. En eﬀet, les méthodes précédentes ne
localisent pas directement les LPE, et ce n'est qu'une fois le procédé de segmentation
terminé que les LPE sont positionnées. Les méthodes basées sur la fusion de régions
nécessitent une localisation précise des LPE, c'est la raison pour laquelle la LPE par
FAH sera privilégiée dans ce cas.
L'algorithme 9 fait intervenir plusieurs ﬁles d'attentes ; chacune d'elles est associée à un
niveau de hauteur. Dans le cas des images en niveaux de gris, une ﬁle d'attente peut
être associée à un niveau de gris ; dans le cas des maillages, une ﬁle d'attente peut être
associée à une hauteur de courbure de vertex.
Algorithme 9 : La LPE 3D par FAH
début
n← le nombre de hauteurs (courbures) diﬀérentes
Initialiser une liste triée L contenant n hauteurs et donner à chacune d'elles
un numéro selon leur rang
Ces numéros deviennent les nouvelles hauteurs h des vertex
/* La hauteur est maintenant associée à un numéro de file
d'attente */
Initialiser une liste Q contenant n ﬁles d'attentes
Déterminer les minima / marqueurs et leur associer un label diﬀérent
Ranger les minima / marqueurs dans les ﬁles d'attentes correspondant à leur
hauteur
pour i← 0 à n faire
file_courante← Q[i]
tant que file_courante 6= ∅ faire
Extraire le vertex v de la ﬁle d'attente
pour chaque vertex voisin q de v faire
si q n'est pas étiqueté alors
Étiqueter q à partir du label de v
si h(q) < i alors h(q)← i
Insérer q dans la ﬁle d'attente correspondant à sa hauteur h(q)
sinon si label de q 6= label de v alors
Déﬁnir q comme LPE
ﬁn
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La ﬁgure 3.27 propose plusieurs itérations de la LPE par FAH. A l'étape (a), les mar-
queurs b, d et i sont ajoutés dans la ﬁle d'attente correspondant à leur hauteur. Ils sont
tous associés à un label diﬀérent. A l'étape (b), le vertex b est retiré et donne son label
à ses voisins a et c qui sont ajoutés dans les ﬁles d'attentes. A l'étape (c), le vertex
a est retiré puis la ﬁle 1 disparaît car elle ne possède plus d'élément. Toujours à cette
étape, le vertex i est ensuite retiré et son voisin h est ajouté dans une ﬁle d'attente. Il
est à remarquer que sa hauteur vaut 1 et qu'elle est plus faible que l'indice de la ﬁle
de plus forte priorité, à savoir la ﬁle 2. Ce phénomène arrive dans le cas de la LPE
avec marqueurs, comme on peut le voir à la ﬁgure 3.12. Il suﬃt tout simplement de
considérer la hauteur de h comme équivalente à l'indice de la ﬁle d'attente courante.
L'algorithme génère en fait une modiﬁcation du relief en même temps que le procédé
d'inondation. A l'étape (d), le vertex h est retiré et son voisin g est ajouté. A l'étape
(e), le vertex d est retiré puis son voisin e est ajouté. Son autre voisin c, déjà étiqueté,
devient LPE. A l'étape (f), le vertex e est retiré puis son voisin f est ajouté. Il est
ensuite retiré et son voisin g, déjà étiqueté, devient LPE.
La LPE réalisée à l'aide de cet algorithme est biaisée. Serge Beucher y consacre une
étude dans [Beucher, 2004]. Le biais est lié à l'ordre de traitement des éléments dans
les ﬁles d'attentes hiérarchiques. La conséquence du biais correspond à un placement
inexact des LPE. Pour corriger le problème, il est indispensable de séparer les diﬀérentes
générations d'inondation. La solution retenue utilise une ﬁle d'attente intermédiaire
et un label spéciﬁque indiquant la génération. Bien que le phénomène du biais soit
beaucoup moins ﬂagrant sur les maillages polygonaux, notamment en raison d'un très
faible nombre de plateaux, nous avons utilisé l'algorithme 9 de la LPE par FAH et
intégré les modiﬁcations proposées par Beucher pour obtenir une LPE sans biais.
Nous avons pu voir au travers de ce chapitre les principaux concepts de la LPE ainsi
que les diﬀérentes méthodes pour la calculer et les outils permettant de réduire la
sur-segmentation. Bien que nos travaux concernent la segmentation de maillages poly-
gonaux, la segmentation par LPE, au sens plus général, a été abordée. C'est pourquoi
de nombreuses références aux travaux eﬀectués sur les images 2D prennent place. La
dernière méthode qui a été présentée correspond à la LPE par FAH sans biais et repré-
sente une base à partir de laquelle nous avons eﬀectué nos recherches. Dans le prochain
chapitre, nous abordons le choix de la fonction de hauteur de la LPE. Nous verrons dans
les chapitres suivants les solutions que nous avons proposées pour éviter ou corriger la
sur-segmentation.
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(a) Les vertex b, d et i sont des marqueurs
ayant des labels diﬀérents.
(b) Extraction du vertex b et ajout de ses
voisins a et c dans les ﬁles d'attentes.
(c) Extraction de a puis extraction de i
dont le voisin h est ajouté.
(d) Extraction de h puis ajout de g.
(e) Extraction de d puis ajout de e. Le ver-
tex c devient LPE.
(f) Le fait que f ait un voisin g de label
diﬀérent implique que g devient LPE.
Fig. 3.27  Illustration de la construction de la LPE par FAH avec marqueurs. Les
vertex a, b, . . . , i ont ici une courbure comprise entre 0 et 5.

Chapitre 4
La fonction de hauteur
Le choix de la fonction de hauteur est essentiel pour le procédé de LPE. Il correspond
au relief sur lequel est réalisée l'inondation. La courbure correspond à la fonction de
hauteur la plus utilisée sur les maillages. La norme de la matrice de covariance est une
méthode de calcul de la courbure des vertex largement répandue. Nous avons proposé
une nouvelle fonction de hauteur qui caractérise la courbure d'une face à partir de la
norme de la matrice de covariance. La LPE utilisant cette fonction de hauteur n'évolue
plus sur une structure de vertex connectés, mais sur une structure de faces connectées.
Ce type de courbure permet une meilleur segmentation comme nous pourrons le voir
au chapitre 6. Notre avons également déﬁni une nouvelle fonction de hauteur relative
à la distance aux lignes de crêtes. Ces lignes soulignent l'existence de zones continues
de type concave ou convexe sur le maillage. Cette fonction de distance utilisée avec la
LPE permet de fermer les contours représentés par les lignes de crêtes. Ce chapitre oﬀre
un aperçu des principales fonctions de hauteur utilisées en segmentation par LPE. La
section suivante correspond à l'étude des fonctions de hauteur spéciﬁques aux images
2D, les autres sections abordent les fonctions de hauteur liées aux maillages polygonaux.
4.1 La notion de  hauteur  sur les image 2D
Les fonctions de hauteur généralement utilisées pour les images 2D correspondent aux
niveaux de gris et au gradient de l'image. Dans la plupart des cas, cette dernière fonction
apparaît plus pertinente, comme on peut le voir à la ﬁgure 4.1. En eﬀet, le gradient per-
mettra la création de LPE aux endroits où de fortes variations de couleur apparaissent,
caractérisant la présence de contours et de frontières. La distance au fond de l'image ou
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aux contours est une autre fonction de hauteur assez répandue. Elle fait généralement
intervenir une image binaire où chaque pixel supposé à l'intérieur de l'objet est associé
à sa distance au bord de l'objet le plus proche. Nous avons pu voir une application de
cette fonction sur la ﬁgure 3.14 où le but était de séparer des grains de café. Dans le
cadre d'une segmentation orientée partitionnement, il est possible de généraliser cette
fonction à tous les pixels de l'image et non plus à ceux situés à l'intérieur de l'objet
potentiel. Nous avons utilisé ce concept à la section 4.3 sur les maillages polygonaux en
considérant l'inverse de la distance aux contours comme fonction de hauteur.
(a) Image en niveaux de gris. (b) Gradient de l'image.
(c) Segmentation par LPE à partir de l'image
en niveaux de gris.
(d) Segmentation par LPE à partir du gradient
de l'image.
Fig. 4.1  Comparaison des fonctions de hauteur  Niveaux de Gris  et  Gradient .
Dans [Hanbury et Marcotegui, 2006] est proposée une fonction de hauteur pour la LPE
calculée à partir de la distance à un contour. Les contours, issus de la méthode de
[Martin et al., 2004], ont la particularité de dépendre de la luminosité, de la couleur et
du gradient de texture. Ces informations sont combinées pour calculer une probabilité
de frontière où les poids de chaque gradient sont obtenus par apprentissage supervisé
par rapport à une segmentation réalisée par un expert. Hanbury et Marcotegui ont
déterminé expérimentalement le seuil t = 0.07 pour obtenir une image binaire à partir
de l'image des probabilités de frontières. Pour éviter la recherche d'un seuil, les auteurs
proposent de s'orienter vers l'utilisation des quasi-distances [Beucher, 2007].
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[Lezoray et Cardot, 2003] ont proposé une fonction de hauteur spéciﬁque aux images
couleurs. Elle fait intervenir I(R), le vecteur de couleur moyenne de la région R de
l'image I, I(p), le vecteur donnant la couleur du pixel p et ∇(p), le gradient. La fonction
de hauteur se déﬁnit par :
f(p,R) = (1− α)
∥∥∥I(R)− I(p)∥∥∥+ α ‖∇(p)‖ (4.1)
Cette fonction combine une information locale (le module du gradient) et une informa-
tion plus globale (une comparaison statistique entre la couleur du pixel p et la région
voisine R). α correspond à un poids donnant une priorité plus importante à l'une des
deux informations. Le choix de ce coeﬃcient est étudié dans [Lezoray et Cardot, 2002].
La segmentation d'image par LPE peut faire intervenir des outils de classiﬁcation.
[Géraud et al., 2001] utilisent un histogramme 3D des couleurs à partir duquel certaines
opérations de ﬁltrage sont réalisées pour préparer la LPE de l'histogramme 3D. [Bicego
et al., 2003] ont repris plus tard le concept pour aborder les problèmes généraux de
classiﬁcation à l'aide de la LPE avec une fonction de hauteur liée à la densité d'éléments
du voisinage.
Il existe plusieurs fonctions de hauteur associées à la LPE sur les maillages polygo-
naux. La courbure est l'une des plus populaires. Elle se révèle un bon indicateur pour
positionner les frontières dans des zones de fortes courbures. La distance aux lignes de
crêtes correspond à une fonction de hauteur très intéressante. Elle nécessite un procédé
d'extraction des lignes de crêtes les plus signiﬁcatives. Ces lignes peuvent être considé-
rées comme des contours que la LPE pourra alors fermer pour former des régions. Nous
proposons dans les sections suivantes une étude des diﬀérentes fonctions de hauteur
rencontrées dans le cadre de la segmentation de maillages polygonaux par LPE.
4.2 Les méthodes de calcul de courbure
La qualité des résultats de la segmentation par LPE dépend de la précision et de la
stabilité de la fonction de hauteur utilisée. La courbure reﬂète les propriétés locales
de la surface. Les méthodes de calcul de courbure discrète oﬀrent des résultats précis
mais sont généralement confrontées à des problèmes tels que la distribution irrégulière
des vertex du maillage et le bruit de la surface. Nous discutons, dans ce qui suit, de la
notion de courbure et des diﬀérentes méthodes pour la calculer.
Soit S une surface dans R3. Pour chaque point de la surface S, il est possible d'ap-
proximer localement la surface par son plan tangent P , orthogonal au vecteur normal
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n. La déformation locale de la surface se mesure par la courbure. Pour chaque unité
de direction eθ dans le plan tangent, la courbure normale KN(θ) est déﬁnie comme la
courbure de la courbe qui appartient à la fois à la surface et au plan Pθ formé par n et
eθ. La ﬁgure 4.2 représente deux lignes de courbure créées à partir de l'intersection des
plans P1 et P2 avec la surface S. Ces plans sont formés respectivement par les vecteurs
(n, e1) et (n, e2).
n
e1
e2
eθ
S
x
Fig. 4.2  Illustration des courbures principales.
S possède en chaque point x deux courbures principales : la courbure minimum k1 et
la courbure maximum k2. Les directions e1 et e2, représentées à la ﬁgure 4.2, sont les
directions principales associées aux courbures principales. Elles sont orthogonales sauf
dans le cas du plan et de la sphère où toutes les directions oﬀrent la même courbure.
Le théorème d'Euler permet d'exprimer la courbure normale d'une surface dans chaque
direction eθ, à partir des courbures principales κ1, κ2 et de l'angle θ entre e1 et eθ :
KN(θ) = κ1 · cos2 θ + κ2 · sin2 θ (4.2)
La courbure moyenne kH est déﬁnie comme la moyenne des courbures normales :
κH =
1
2pi
∫ 2pi
0
KN(θ) dθ (4.3)
=
κ1 + κ2
2
(4.4)
La courbure gaussienne correspond au produit des deux courbures principales :
κG = κ1 · κ2 (4.5)
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La courbure gaussienne peut également s'exprimer sous forme d'une limite :
κG = lim
diame`tre(A)→0
AG
A (4.6)
où A correspond à l'aire inﬁnitésimale autour du point P de la surface (voir ﬁgure
4.3(a)) et AG est l'aire de la carte gaussienne de AG associée à A.
n
κ1e1
κ2e2
S
(a)
(b) (c)
Fig. 4.3  Régions locales : (a) un voisinage inﬁnitésimal sur un carreau de surface
continue, (b) cellules de Voronoï, (c) cellules barycentriques.
Les courbures  moyenne  et  gaussienne  sont les plus employées dans la littérature.
Il en existe d'autres comme la courbure absolue et la courbure RMS (Root Mean Square
curvature) :
κabs = |κ1|+ |κ2| (4.7)
κRMS =
√
κ21 + κ
2
2
2
(4.8)
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La courbure gaussienne dispose d'une propriété d'invariance isométrique de la surface
aussi connue comme propriété intrinsèque de la surface. Ces propriétés ne tiennent
pas compte de la manière dont est projetée la surface dans l'espace 3D et ne sont
pas inﬂuencées par la direction du vecteur normal. Le signe de la courbure ne change
pas lorsque l'orientation de la surface est inversée. La ﬁgure 2.19 met en avant les
faiblesses de l'invariance isométrique pour la segmentation. Les courbures moyennes
et absolues possèdent des propriétés extrinsèques qui dépendent de la projection de la
surface dans l'espace 3D. L'orientation de la surface inﬂuence le signe de ces courbures
qui correspondent à de meilleures caractéristiques pour la segmentation de maillages
par LPE.
La courbure discrète
Les déﬁnitions qui viennent d'être données ne peuvent s'appliquer directement aux
maillages. Un maillage est une approximation plus ou moins grossière d'une surface.
Les propriétés de la surface (les quantités géométriques) peuvent se déﬁnir comme des
moyennes spatiales autour d'un vertex du maillage. L'aire moyenne dans laquelle pourra
être caractérisée la courbure est notée AM . Elle est contenue dans le 1-voisinage des
vertex et est délimitée par le milieu des arêtes reliant le vertex milieu à ses voisins.
Une étude détaillée est proposée dans [Meyer et al., 2003]. Dans ce qui suit, nous en
reprenons les principaux concepts pour obtenir les opérateurs de courbure discrète.
Pour caractériser la zone sur laquelle va être calculée la courbure, les cellules de Voronoï
ou les cellules barycentriques sont utilisées (ﬁgure 4.3). La première méthode oﬀre une
très bonne précision ; elle devient cependant limitée dans la cas de triangles obtus où
la deuxième méthode est plus adaptée.
Soit un triangle non-obtus P,Q,R, dont le centre du cercle circonscrit est O (ﬁgure
4.4(b)). La région de Voronoï P peut se calculer à l'aide des propriétés des bissectrices :
a+ b+ c = pi
2
(4.9)
a = pi
2
− R̂ , b = pi
2
− P̂ , c = pi
2
− Q̂ (4.10)
L'aire de Voronoï au point P peut être calculée si le triangle est non-obtus. Elle corres-
pond à :
A(P )V oronoi = 1
8
(
|PR|2 · cotan Q̂+ |PQ|2 · cotan R̂
)
(4.11)
Si le 1-voisinage du vertex milieu contient uniquement des triangles non-obtus, il est
possible de déﬁnir l'aire de Voronoï du vertex xi comme une fonction de ses voisins xj
(ﬁgure 4.4(a)).
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αij
βij
xi
xj
(a) 1-voisinage du vertex xi et les angles op-
posés à une arête.
P
Q R
a
a
bb
c
c
O
(b) Région de Voronoï d'un triangle non-
obtus.
Fig. 4.4  Calcul de l'aire de Voronoï.
En réalisant la somme des aires de Voronoï de l'ensemble des triangles appartenant au
1-voisinage N1(i) du vertex milieu, l'aire de Voronoï du vertex xi peut s'écrire :
AV oronoi = 1
8
∑
j∈N1(i)
(cotanαij + cotan βij) ‖xi − xj‖2 (4.12)
Dans le cas d'un 1-voisinage contenant des triangles obtus, il est possible d'approximer
l'aire inﬁnitésimale à l'aide de l'aire mélangée AM avec l'algorithme suivant :
Algorithme 10 : Calcul de l'aire mélangée dans le cas d'un 1-voisinage contenant
des triangles obtus.
début
AM ← 0
pour chaque triangle T du 1-voisinage de x faire
si T est non-obtu alors
AM = AM +AV oronoi de x dans T
sinon si l'angle de T en x est obtu alors
AM = AM + aire(T )2
sinon
AM = AM + aire(T )4
ﬁn
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L'opérateur de courbure moyenne se caractérise par :
K(xi) =
1
2 · AM
∑
j∈N1(i)
(cotanαij + cotan βij) (xi − xj) (4.13)
L'opérateur de courbure gaussienne discrète se déﬁnit par :
KG(xi) =
1
AM
(
2pi −
n∑
j=1
θj
)
(4.14)
où n correspond au nombre de triangles du 1-voisinage. θj correspond à l'angle du
triangle j en xi. La courbure gaussienne est parfois approximée à partir de l'équation :
KG(xi) =
3
n∑
j=1
aire(Tj)
(
2pi −
n∑
j=1
θj
)
(4.15)
Les courbures principales κ1 et κ2 peuvent être calculées à partir deK(xi) et deKG(xi) :
κ1(xi) = KH(xi) +
√
∆(xi) (4.16)
κ2(xi) = KH(xi)−
√
∆(xi) (4.17)
avec KH(xi) = 12
∥∥K(xi)∥∥ et ∆(xi) = K2H(xi)−KG(xi).
La courbure des vertex peut être calculée à partir de la norme de la matrice de cova-
riance. Elle apparaît dans de nombreux articles dont celui de [Mangan et Whitaker,
1999] qui représente une étude incontournable de la segmentation de maillages poly-
gonaux par LPE. Elle n'a pas une signiﬁcation géométrique directe mais présente les
avantages d'être moins sensible au bruit et d'être facile à implémenter. La matrice de
covariance se calcule à partir de la variance et de la covariance selon les trois directions
cardinales. La variance et la covariance se déﬁnissent par :
σ2aa =
1
N
N∑
t=0
(at − a¯)2 (4.18)
σ2ab =
1
N
N∑
t=0
(at − a¯)
(
bt − b¯
)
(4.19)
a ∈ {x, y, z} b ∈ {x, y, z} (4.20)
où N représente le nombre de triangles appartenant au 1-voisinage du vertex milieu et
[xt yt zt], les composantes de la normale du triangle t. La courbure D correspond à la
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norme euclidienne de la matrice de covariance C :
D = ‖C‖ C =
 σxx σxy σxzσyx σyy σyz
σzx σzy σzz
 (4.21)
La LPE sur les maillages peut être appliquée sur une structure d'éléments connectés
comme les vertex, les arêtes et les faces. [Zuckerberger et al., 2002] ont proposé d'utiliser
une structure d'arêtes connectées avec la fonction de hauteur h = 1−α où α correspond
à l'angle dièdre d'une arête. Ce choix constitue une alternative à la norme de la matrice
de covariance et a été justiﬁé par une meilleure signiﬁcation géométrique. Les auteurs
n'ont cependant pas comparé cette approche avec les autres types de courbures.
Caractérisation de la courbure d'une face
Pour analyser la courbure à un niveau moins local que le 1-voisinage d'un vertex, nous
avons proposé dans [Delest et al., 2006a] d'utiliser la norme de la matrice de covariance
par rapport à une face et son voisinage de faces. La LPE est réalisée sur une structure
de faces connectées. La complexité est plus importante que sur une structure de vertex
connectés en raison d'un plus grand nombre de faces. Cette complexité est compensée
par une meilleure qualité de segmentation. Les équations (4.18) à (4.21) peuvent être
réutilisées en considérant le 1-voisinage d'une face milieu et en déﬁnissant a¯ et b¯ comme
des composantes de la normale de cette face milieu. La ﬁgure 4.5 représente les normales
des triangles qui sont utilisées pour calculer la norme de la matrice de covariance dans
le cas d'une structure de vertex connectés et d'une structure de faces connectées.
(a) Méthode de la norme (vertex). (b) Méthode de la norme (faces).
Fig. 4.5  Calcul de la courbure à partir des normales des faces.
La ﬁgure 4.6 fait apparaître un objet 3D de type  selle  sur lequel est plaquée une
texture correspondant à un type de courbure. La couleur noir / bleu indique une cour-
bure faible tandis qu'une couleur rouge révèle une forte courbure. Dans cet exemple,
les courbures issues de la norme de la matrice de covariance sur les vertex et sur les
faces tendent vers le même résultat. [Pulla et al., 2001] font remarquer que la courbure
gaussienne n'est pas un bon indicateur des frontières d'un maillage et est plus sensible
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au bruit que la courbure moyenne. Les auteurs présentent la courbure absolue comme la
meilleure mesure de courbure pour la segmentation par LPE. Cette aﬃrmation ne peut
cependant pas être généralisée à tous les objets (formes naturelles, objets de C.A.O
ayant de nombreux angles vifs, etc.) et types de segmentation.
(a) Méthode de la
norme (vertex).
(b) Méthode de la
norme (faces).
(c) Minimum. (d) Maximum.
(e) Moyenne. (f) Gaussienne. (g) Absolue. (h) RMS.
Fig. 4.6  Illustration de diﬀérentes courbures sur une forme de type selle.
Le tenseur de courbure
Il existe d'autres déﬁnitions de la courbure, notamment celles de [Taubin, 1995] et de
[Cohen-Steiner et Morvan, 2003]. Ces études abordent la détermination d'un tenseur de
courbure pour le calcul des courbures et directions principales. Cohen-Steiner et Morvan
ont fait remarquer qu'un tenseur de courbure peut être déﬁni en chaque point le long
d'une arête, ce qui permet d'intégrer cette ligne de densité de tenseur par rapport à une
région arbitraire B.
Soit un vertex v ainsi qu'une petite portion B du maillage T entourant v. A chaque arête
e de B est associé un angle dièdre βe correspondant à l'angle formé par les normales
des deux faces incidentes à cette arête. Cet angle est négatif s'il est concave et positif
s'il est convexe. On déﬁnit également ~e, le vecteur unité parallèle à l'arête e, ainsi que
~e t, son vecteur transposé.
Le tenseur de courbure HB(v) du vertex v peut s'exprimer sous la forme :
HB(v) =
1
|B|
∑
e∈B
βe |e ∩B| · ~e ~e t (4.22)
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où v est un vertex arbitraire du maillage, |B|, l'aire de la portion B entourant v et
|e ∩B|, la longueur de l'arête e ∩B (toujours comprise entre 0 et |e|).
Le tenseur de courbure est utilisé dans [Alliez et al., 2003a] pour extraire des direc-
tions des courbures principales et déduire des lignes de courbures aﬁn de réaliser un
remaillage anisotropique. Un tenseur de courbure est évalué en chaque vertex v, pour
un voisinage B approximant un disque géodésique autour de v. Ce disque peut corres-
pondre à l'intersection d'une sphère et du maillage. Un rayon équivalent à 1/100 de la
diagonale de la boite englobante de l'objet permet une bonne approximation du ten-
seur de courbure. La normale en chaque vertex est déﬁnie à partir du vecteur propre de
HB(v) associé à la valeur propre la plus petite. Les deux valeurs propres restantes k1 et
k2 sont des estimations des courbures principales de v. Remarquons que les directions
associées à ces courbures sont permutées : le vecteur propre associé à la seconde plus
petite valeur propre correspond à la direction de la courbure principale la plus forte et
la troisième valeur propre est associée à la courbure principale la plus faible.
Ce tenseur de courbure est utilisé dans [Lavoué et al., 2005b] pour réaliser la classi-
ﬁcation des vertex à partir des courbures principales (indépendante de la disposition
spatiale) puis le partitionnement du maillage polygonal.
Nous présentons au chapitre 6 une comparaison des segmentations de maillages polygo-
naux par LPE obtenues à partir des diﬀérentes courbures et de la distance inverse aux
lignes de crêtes. Ce comparatif met en avant la norme de la matrice de covariance pour
une structure de faces connectées ainsi que la fonction de distance. La courbure absolue
est proposée comme la fonction de hauteur la plus adaptée pour la segmentation par
LPE dans [Pulla et al., 2001] ; nos expérimentations ont montré que d'autres fonctions
lui sont supérieures.
Les directions principales issues du tenseur de courbure sont des informations très im-
portantes. Nous verrons à la section suivante qu'elles sont utilisées pour calculer une
fonction de hauteur relative à la distance aux lignes de crêtes d'un maillage.
La courbure directionnelle
[Page et al., 2003b] ont proposé une méthode de LPE utilisant la loi des minima (voir
section 2.4.1). Une carte des hauteurs est déﬁnie sur tout le maillage de telle sorte
que l'arête reliant les vertex vj et vi dispose d'une hauteur hji relative à la courbure
locale entre ces deux vertex. La formule d'Euler de la courbure de la surface établit une
courbure normale le long d'une direction particulière. Pour la hauteur de la courbure
locale, cette direction correspond à −−→vjvi. Le vecteur unité tangent Tji en vj associé à
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cette direction est déﬁni par :
Tji =
Tj(vi − vj)
vi − vj (4.23)
Tj est une matrice 3 × 3 qui projette le vecteur de direction (vi − vj) dans le plan
tangent à vj. Cette matrice est déﬁnie par :
Tj = I−NjN tj (4.24)
I correspond à la matrice identité et le vecteur Nj à la normale de la surface en vj. La
courbure normale kji peut alors être calculée à partir de la formule d'Euler :
kji = hji = k1 · cos2(θi) + k2 · sin2(θi) (4.25)
k1 et k2 représentent respectivement les courbures principales maximum et minimum en
vj. L'angle θi correspond à l'angle entre Tji et la direction T1 de la courbure maximum
du vertex vj :
cos(θi) = T
t
ji · T1 (4.26)
kji correspond à la hauteur directionnelle de vj à vi. Cette déﬁnition de la hauteur
permet au procédé de LPE d'inonder les vertex de courbures similaires. La progression
est ralentie lors d'une rencontre avec des courbures négatives qui caractérisent une pente
plus importante.
Nous avons vu à cette section les types de courbures généralement utilisés en segmen-
tation de maillages polygonaux. La récente étude de [Bac et al., 2005] propose une
analyse détaillée de la courbure discrète suivant des approches basées sur la diﬀérence
d'angle ou bien l'approximation locale. Une perspective liée à notre travail consiste à
expérimenter un plus grand nombre de fonctions de hauteur basées sur les courbures
décrites dans cette étude.
4.3 La distance aux lignes de crêtes
Les lignes de crêtes correspondent aux caractéristiques saillantes de la surface et font
partie des lignes extrémales déﬁnies à partir des premier et second ordres des dérivées des
courbures. Les lignes extrémales sont représentées par des courbes telles qu'en chacun
de leur point, la courbure principale a un extremum le long de sa ligne de courbure.
Ces lignes codent des informations importantes pour les applications de segmentation,
de recalage, de comparaison et d'analyse de surface.
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Les lignes de crêtes représentent de très bons indicateurs des frontières pour la segmen-
tation de maillages. Par exemple, [Page et al., 2006] proposent de déterminer les lignes
de crêtes à partir de la loi des minima et de ne retenir que les lignes les plus impor-
tantes en terme de perception visuelle. Les lignes sont ensuite fermées et connectées
à partir de champs potentiels artiﬁciels pour former les frontières des régions pour la
segmentation. [Yoshizawa et al., 2005] ont utilisé la caractérisation des lignes de crêtes
dans plusieurs applications dont la segmentation de maillages. Yoshizawa et al. font in-
tervenir ces lignes dans la phase d'extraction des caractéristiques de [Lévy et al., 2002].
Plutôt que d'utiliser la méthode de croissance de régions proposée par Lévy et al. aﬁn
de réaliser la segmentation, nous avons directement utilisé la distance inverse aux lignes
de crêtes comme fonction de hauteur pour la LPE.
Les lignes de crêtes
Considérons une surface orientée et lisse S. Ses courbures principales sont notées κ1 et
κ2 et ses directions principales associées, t1 et t2. Soit e1 et e2, les dérivées des courbures
principales selon les directions principales :
e1 =
∂κ1
∂t1
(4.27)
e2 =
∂κ2
∂t2
(4.28)
e1 et e2 correspondent aux coeﬃcients d'extrémalité [Thirion, 1996]. Ces coeﬃcients ne
sont pas déﬁnis sur les points ombiliques (κ1 = κ2) du fait que les directions principales
ne peuvent être établies dans ce cas particulier. Les lignes de crêtes correspondent à
des lignes extrémales saillantes convexes ou concaves. Les lignes de crêtes convexes sont
déﬁnies par :
e2 = 0,
∂e2
∂t2
< 0, κ2 > |κ1| (4.29)
et les lignes de crêtes concaves par :
e1 = 0,
∂e1
∂t1
> 0, κ1 < − |κ2| (4.30)
Pour réaliser la connexion des points appartenant aux lignes de crêtes, on pourra se ré-
férer à [Yoshizawa et al., 2005] et [Ohtake et al., 2004]. Parmi les récentes études sur les
lignes de crêtes, on pourra remarquer les travaux de [Hildebrandt et al., 2005], [Yoshi-
zawa et al., 2007] ainsi que [Cazals et Pouget, 2005] dont la méthode a été implémentée
dans CGAL1.
1CGAL, Computational Geometry Algorithms Library, http ://www.cgal.org
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La distance aux lignes de crêtes
Un des moyens de calculer la distance aux lignes de crêtes est la méthode de progres-
sion rapide (Fast Marching) développée à l'origine dans [Sethian, 1996] et étendue aux
maillages dans [Kimmel et Sethian, 1998]. Les distances s'évaluent et se mettent à jour
selon un front de propagation initialisé sur chaque ligne de crêtes. Les points apparte-
nant aux lignes de crêtes ont une distance nulle. La distance géodésique entre les lignes
de crêtes et les vertex du maillage se calculent en résolvant l'équation Eikonal de T :
|∇T (x)| = 1 ∈ Ω (4.31)
T (x) = 0 ∈ Γ (4.32)
où Ω est l'ensemble des vertex non parcourus et Γ, l'ensemble des vertex parcourus. La
fonction T (x) correspond au temps que prend le voyage de Γ à x. La vitesse de propa-
gation devant être la même en tout point, T est équivalent aux distances géodésiques.
Cette équation se résout en utilisant la méthode décrite par l'algorithme 11.
Les vertex peuvent recevoir les labels Non parcouru, De´finitif ou Bande e´troite
selon qu'ils appartiennent aux ensembles Ω, Γ ou au front de propagation déﬁni comme
Bande e´troite (narrowband). Cet algorithme fait intervenir une liste toujours triée ; il
revient donc au concepteur d'implémenter les opérations d'addition et de mise à jour
en sachant que pour le dernier cas, un vertex sera toujours déplacé vers les premiers
éléments de la liste. Seul le premier élément de la liste peut être retiré. Il est à remarquer
que tous les vertex étiquetés Bande e´troite sont ajoutés et traités indépendamment
de leur proximité à une ligne de crête particulière. Il y a donc plusieurs fronts de
propagations qui évoluent en même temps. Les derniers vertex atteints par le front
vont représenter les minima de la fonction de hauteur pour la LPE.
Les vertex les plus éloignés localement des lignes de crêtes vont représenter les mi-
nima locaux de la fonction inverse de la distance aux lignes de crêtes. Ils deviennent
naturellement les nouvelles sources d'inondation de la LPE.
La ﬁgure 4.7 représente la carte des distances aux lignes de crêtes de plusieurs modèles
3D. Les zones rouges indiquent une proximité forte aux lignes de crêtes tandis que
les bleu foncé révèlent un fort éloignement. Les lignes vertes et bleues correspondent
respectivement à des lignes convexes et concaves.
Pour améliorer la précision des distances géodésiques sur un maillage, certaines mé-
thodes ont recours à un dépliage local de ce maillage pour créer de nouvelles arêtes.
[Hilaga et al., 2001] proposent par exemple de calculer la distance euclidienne entre
certains sommets appartenant au voisinage d'une face de la portion de maillage déplié.
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La ﬁgure 4.8 illustre l'algorithme de calcul de ces nouvelles arêtes. Les triangles t1, t2
et t3 qui sont voisins du triangle tc sont dépliés selon le plan de tc (ﬁgure 4.8(b)). Les
nouvelles arêtes sont générées entre chaque paire de vertex seulement si l'arête se situe
à l'intérieur du polygone déplié composé des sommets {u1, v1, u2, v2, u3, v3}. Une seule
arête n'a pu être générée à la ﬁgure 4.8(c) ; il s'agit de l'arête (v2, v3) qui se trouve
à l'extérieur du polygone. La ﬁgure 4.8(d) représente les distances géodésiques sur la
portion de maillage non dépliée.
Algorithme 11 : Calcul de la distances aux lignes de crêtes
début
/* Initialisation */
ListeTrie´e← ∅
pour chaque vertex v ∈ Ω faire
Tv ←∞
Lv ← Non parcouru
pour chaque vertex v ∈ Γ faire
Tv ← 0
Lv ← De´finitif
pour chaque voisin q de v faire
si Lq = Bande e´troite alors
Tq ← Distance(v, q) /* Mise à jour de la distance */
Déplacer q à la place qui correspond à sa distance dans ListeTrie´e
sinon si Lq = Non parcouru alors
Tq ← Distance(v, q)
Lq ← Bande e´troite
Insérer q dans ListeTrie´e à la place qui correspond à sa distance
/* Propagation */
tant que ListeTrie´e 6= ∅ faire
Extraire le premier vertex v
Lv ← De´finitif /* v appartient maintenant à Γ */
pour chaque voisin q de v faire
si Lq = Bande e´troite alors
Tq ← Distance(v, q) /* Mise à jour de la distance */
Déplacer q à la place qui correspond à sa distance dans ListeTrie´e
sinon si Lq = Non parcouru alors
Tq ← Distance(v, q)
Lq ← Bande e´troite
Insérer q dans ListeTrie´e à la place qui correspond à sa distance
ﬁn
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(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 4.7  Carte des distances aux lignes de crêtes.
u1
u2
u3
v1
v2
v3
t1
t2
t3
tc
(a) Une face et ses faces voisines.
u1
u2
u3
v1
v2
v3
t1
t2
t3tc
(b) Maillage déplié localement
(c) Création de nouvelles arêtes. (d) Distances géodésiques entre
chaque sommet.
Fig. 4.8  Dépliage local du maillage.
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[Rettmann et al., 2002] ont utilisé une approche similaire dans le cadre d'une application
médicale pour séparer les régions  sulcales  (ensemble Ω) de la surface corticale à l'aide
de la LPE et d'une fonction de hauteur relative à la distance aux régions  gyrales 
(ensemble Γ). Concernant les images 2D, [Ikonen, 2007] ont récemment proposé une
méthode de calcul des distances géodésiques à partir d'une ﬁle prioritaire de pixels en
utilisant les spéciﬁcités du voisinage d'un pixel d'une image.
Nous venons de voir les principales fonctions de hauteurs utilisées avec la LPE sur
les maillages polygonaux. Elles font intervenir des caractéristiques géométriques de la
surface. [Lai et al., 2007] ont réalisé une étude des caractéristiques dans le cadre du
remaillage et de la segmentation. Ils proposent une classiﬁcation automatique des ca-
ractéristiques selon les crêtes, les vallées et les extrémités. [Roudet et al., 2007] ont
abordé la problématique de la segmentation à partir de la multirésolution. Les coeﬃ-
cients d'ondelette peuvent servir de mesure de rugosité à partir de laquelle l'algorithme
de [Lavoué et al., 2004], basé sur la classiﬁcation et la croissance de régions, réalisera
la segmentation. La caractérisation de la surface est une étape essentielle pour la seg-
mentation, notamment pour la LPE où la fonction de hauteur est directement liée aux
caractéristiques. Une des perspectives de notre travail est l'étude de nouvelles fonctions
de hauteur intégrant ces diﬀérentes caractéristiques.
(a) (b) (c) (d)
Fig. 4.9  Sur-segmentation de la LPE sur le modèle Moaï. Représentation de la cour-
bure (a), de la distance aux lignes de crête (b), de la segmentation par LPE à partir de
la courbure (c) et de la distance inverse aux lignes de crête (d).
Il est rare que le procédé de LPE utilisé seul conduise directement à une bonne seg-
mentation. Les ﬁgures 4.9(a) et 4.9(b) représentent les fonctions de hauteur relatives à
la courbure et aux lignes de crêtes. Des exemples de segmentation par LPE en utilisant
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ces fonctions de hauteur sont illustrés sur les ﬁgures 4.9(c) et 4.9(d). La méthode de
segmentation correspond à la LPE par FAH (décrite à la section 3.1). Les courbures gé-
nèrent un relief comportant trop de minima, il en résulte une sur-segmentation qui rend
inexploitable le résultat. Les distances aux lignes de crêtes oﬀrent beaucoup moins de
sources d'inondation mais le résultat demeure sur-segmenté. Nous verrons au chapitre
suivant des stratégies de fusion basées sur les cascades et les dynamiques. La segmenta-
tion hiérarchique qui résulte de ces traitements oﬀre plusieurs niveaux de segmentation
qu'il est possible de visionner rapidement pour déterminer le plus adapté à l'application.
Chapitre 5
Les stratégies pour éviter la
sur-segmentation
La LPE est un outil de segmentation très eﬃcace mais elle demande une fonction
de hauteur adaptée ainsi qu'un positionnement précis des sources d'inondation. Dans
certains cas, il est possible de déﬁnir ces sources de façon manuelle ou automatique ;
dans les autres cas, des stratégies comme la segmentation hiérarchique doivent être
mises en place.
Certaines méthodes de segmentation interactive font intervenir le placement manuel de
quelques points de frontières ou représentants de régions. [Ji et al., 2006] utilisent une
interface de dessin à partir de laquelle l'utilisateur peut déﬁnir des marqueurs sur le
modèle 3D. Une croissance de régions est ensuite réalisée pour établir les frontières. La
détermination automatique de marqueurs est un problème complexe et ne peut généra-
lement pas s'appliquer à tous les types de modèle et d'application. Nous proposons une
méthode de génération automatique de marqueurs pour la LPE 3D à la section 5.2 ; la
segmentation correspond au repérage des segments du squelette de la forme 3D, au mar-
quage des faces du maillage liées aux segments puis à la labellisation de tout le maillage
à partir de la LPE. Cette segmentation est adaptée aux modèles de type  humain ,
 animal , ou  tubulaire  mais n'oﬀrira pas de bons résultats sur des modèles ayant
un maillage ouvert ou sur des modèles de type  visage ,  pièces mécaniques , etc. Ce
type de segmentation correspond au découpage de l'objet en parties signiﬁcatives ; les
informations géométriques de la surface sont utilisées uniquement pour déterminer les
frontières entre deux régions marquées. La segmentation hiérarchique est une alterna-
tive lorsqu'aucun a priori ne peut être utilisé pour la segmentation. Nous proposons à
la section suivante une approche de segmentation hiérarchique en carreaux surfaciques.
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5.1 La segmentation hiérarchique de maillages à l'aide
de la LPE
Nous avons pu voir à la section 3.3 diﬀérents types de segmentation hiérarchique d'image
2D utilisant la LPE. La littérature concernant ces mêmes approches appliquées aux
maillages polygonaux est relativement pauvre : il y a peu de travaux portant sur la
segmentation de maillages à partir de la LPE et la plupart des méthodes sont focalisées
sur la recherche de la meilleure fonction de hauteur. Pour corriger la sur-segmentation,
la méthode généralement utilisée repose sur le seuillage de la profondeur de la LPE. Le
seuil, s'il en existe un pertinent, n'est pas facile à ﬁxer. Le stockage de l'arbre contenant
les diﬀérents niveaux de segmentation est envisageable mais le nombre de niveaux à
parcourir peut être relativement important pour trouver celui qui convient le mieux.
Nous rappelons dans ce qui suit la chaine globale de traitement, l'approche de [Mangan
et Whitaker, 1999] basée sur la profondeur de la LPE et présentons les améliorations
que nous avons apportées, basées sur les cascades et les dynamiques de contour.
La ﬁgure 5.1 illustre la chaine de traitement qui comprend le calcul de la fonction de
hauteur, la segmentation par LPE avec les ﬁles d'attentes hiérarchiques et la segmen-
tation ﬁnale obtenue par la fusion des régions.
Fonction de
 hauteur LPE Fusion
Fig. 5.1  Les diﬀérentes étapes de la segmentation hiérarchique.
Le procédé complet de segmentation est généralisable à plusieurs fonctions de hauteur.
Nous mettons en avant dans ce chapitre les fonctions de hauteur relatives à la courbure
ou bien à la distance aux lignes de crêtes mais d'autres fonctions, comme la distance aux
points selles abordée en perspectives au chapitre 7, peuvent être employées. La méthode
de LPE par FAH décrite par l'algorithme 9 oﬀre une première partition sur-segmentée.
Les frontières des régions issues de la LPE sont ensuite caractérisées pour établir une
hiérarchie de régions à fusionner.
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5.1.1 La profondeur de la LPE
Pour déﬁnir une hiérarchie entre les régions et décider de celles qui doivent fusionner en
premier, [Mangan et Whitaker, 1999] ont proposé un critère basé sur la profondeur de
la LPE. Ce critère est associé à la frontière de deux régions et en déﬁnit la hauteur. La
profondeur de la LPE représente la diﬀérence entre la hauteur du point selle et la valeur
maximale des minima des bassins adjacents. La méthode de Mangan et Whitaker ainsi
que l'algorithme de fusion ont été présentés à la section 3.4. Nous proposons en annexe
A les diﬀérentes étapes de fusions appliquées à la partition de la ﬁgure 5.2(d).
(a) Maillage polygonal.
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(f) Régions des diﬀérentes partitions.
Fig. 5.2  Création de l'arbre de fusion à partir de la profondeur de la LPE.
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Le résultat de cette segmentation hiérarchique correspond à la création de six nouvelles
régions issues de la fusion ainsi que de sept niveaux hiérarchiques, le niveau 0 étant le
résultat de la LPE et le niveau 6, une partition composée d'une seule région (ﬁgures
5.2(e) et 5.2(f)). La segmentation s'obtient ainsi soit en déﬁnissant un seuil par rapport
à la profondeur de la LPE, soit en stockant tous les niveaux de segmentation et en
laissant le choix du niveau à l'utilisateur. La diﬃculté réside dans le choix du seuil ou
bien du niveau. Le nombre de niveaux, qui est lié au nombre de régions créées, peut
être très important. Dans le cas du modèle  Mushroom  présenté à la ﬁgure 5.3, ce
nombre s'élève à 24 pour la fonction de hauteur relative à la courbure et à 5 si la distance
géodésique relative aux lignes de crêtes est utilisée. Ce modèle n'est pas d'une résolution
très élevée (226 vertex, 448 faces). Dans le cas de modèles plus complexes, il n'est pas
envisageable d'utiliser ce type de fusion tant le nombre de niveaux est important (1106
niveaux sur le modèle  Moaï  de 10000 vertex par exemple).
C
ou
rb
ur
e
(a) Niveau 2/24. (b) Niveau 12/24. (c) Niveau 23/24.
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(d) Niveau 1/5. (e) Niveau 3/5. (f) Niveau 4/5.
Fig. 5.3  Diﬀérents seuils de la profondeur de la LPE. Les ﬁgures (a) à (c) représentent
les segmentations obtenues à partir de la courbure et les ﬁgures (d) à (f), celles obtenues
à partir de la fonction de distance relative aux lignes de crêtes.
Le tableau 5.1 fait apparaître les niveaux qui ont été retenus en visionnant l'intégra-
lité des niveaux de l'arbre de fusion. Les segmentations relatives à ces niveaux sont
disponibles à la ﬁgure 5.3.
Fonction Meilleur Nombre de
de hauteur Niveau niveaux
Courbure 23 24
Distance 3 5
Tab. 5.1  Nombre de niveaux selon la fonction de hauteur utilisée
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La profondeur de la LPE est un critère potentiellement applicable sur des modèles de
faible résolution mais est inadaptée pour la plupart des modèles 3D de référence ainsi que
pour les modèles un tant soit peu complexes. Pour réaliser la segmentation hiérarchique
des maillages polygonaux, nous avons préféré nous orienter vers des stratégies qui ont
fait leur preuve en segmentation d'image et qui n'avaient pas été adaptées aux maillages
polygonaux.
5.1.2 Les cascades
Nous avons appliqué le concept des cascades 2D (voir section 3.3.2) aux maillages
polygonaux dans [Betser et al., 2005][Betser et al., 2006] puis optimisé leur structure
sous forme de graphe dans [Delest et al., 2006b]. Le procédé des cascades est utilisé
sur la partition générée par la LPE. L'arbre de poids minimum permet de déﬁnir le
chemin emprunté par l'inondation à partir des minima. Il a été utilisé dans [Marcotegui
et Beucher, 2005] pour construire le schéma de fusion des cascades. Les arcs considérés
comme minima locaux représentent les points de départ d'une inondation qui évolue sur
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(b) Arbre de poids minimum. Les arcs mi-
nima sont colorés.
R8
R9
(c) Partition obtenue à la ﬁn de
la 1re itération des cascades.
R10
R9 R8
R1 R2 R3 R4 R5 R6 R70
1
2
(d) Arbre de fusion des régions.
Fig. 5.4  Segmentation à partir des cascades.
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les arcs de l'arbre de poids minimum. Des exemples de construction de l'arbre de poids
minimum sont proposés en annexe A.2 et A.3. La ﬁgure 5.4(b) représente l'arbre de poids
minimum généré à partir du résultat de la LPE. Les arcs minima locaux apparaissent en
couleur et correspondent aux sources d'inondation des cascades. Les diﬀérents arcs de
l'arbre sont successivement inondés et associés à une région. L'inondation aboutit à une
partition composée à la première itération des cascades de deux régions. Cette partition
est la plus intéressante car celle du niveau suivant correspond à la fusion de toutes les
régions (ﬁgure 5.4). Les diﬀérents niveaux de segmentation peuvent être stockés dans
un arbre de fusion (ﬁgure 5.4(d)). Dans l'exemple, le niveau 0 correspond au résultat
de la LPE et comprend les régions {R1, R2, R3, R4, R5, R6, R7}, le niveau 1 les régions
{R8, R9} et le niveau 2 la région {R10}. La sélection d'un niveau implique que chaque
région de ce niveau ait ses régions ﬁlles fusionnées.
La ﬁgure 5.5 montre plusieurs segmentations à partir des cascades réalisées sur les
modèles  Moaï ,  Mannequin  et  Stanford Bunny . La fonction de hauteur uti-
lisée ici correspond à la distance aux lignes de crêtes. Quatre niveaux de segmentation
sont proposés pour chaque modèle. Les caractéristiques des diﬀérentes segmentations
apparaissent dans le tableau 5.2. Le paramètre  longueur des lignes  correspond au
pourcentage de la longueur de la plus grand ligne de crête. Ce pourcentage permet de
ﬁltrer les lignes de crêtes en fonction de leur longueur pour ne conserver que les plus
signiﬁcatives pour la segmentation. Les niveaux de segmentation visuellement les plus
pertinents correspondent aux cases grises du tableau. Un ﬁltre sur les lignes de crêtes a
été appliqué pour ne garder que les plus signiﬁcatives. L'évaluation de la segmentation
de maillages polygonaux est diﬃcile [Attene et al., 2006b] et, dans la plupart des cas,
celle-ci est réalisée de façon visuelle. Les modèles ont été choisis par rapport aux carac-
téristiques sémantiques qu'ils font ressortir comme les diﬀérentes régions du visage ou
bien certaines parties du corps.
Modèles
Longueur
des lignes (%)
Nombre de régions par niveau
Mannequin 50 156 61 26 11 9 1 -
Moaï 20 162 75 36 20 4 1 -
Stanford Bunny 70 267 118 47 22 11 2 1
Niveau 0 1 2 3 4 5 6
Tab. 5.2  Segmentations de plusieurs modèles réalisées à partir des cascades et de la
fonction de hauteur relative à la distance aux lignes de crêtes.
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Fig. 5.5  Segmentation à partir des cascades et de la profondeur de la LPE.
5.1.3 Les dynamiques de contour
Pour obtenir une caractérisation des frontières de manière moins locale que celle fournie
par la profondeur de la LPE, nous avons orienté nos recherches vers les dynamiques de
contour. Le principe général a été abordé à la section 3.3.3 ; il repose sur la recherche
de la hauteur qu'il est nécessaire de grimper, en partant d'un minimum de bassin, pour
atteindre une minimum plus faible. La dynamique d'un arc peut se déﬁnir comme la
valeur maximale du seuil pour lequel cet arc subsiste lorsque tous les bassins ayant
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une dynamique inférieure au seuil sont fusionnés. L'annexe A.4 propose un exemple de
construction des dynamiques de contour ainsi que le seuillage eﬀectué à chaque niveau de
ces dynamiques. La ﬁgure 5.7 montre diﬀérents modèles segmentés à partir des cascades
et des dynamiques de contour. La fonction de hauteur correspond à la distance aux
lignes de crêtes. Son paramétrage diﬀère des cascades, c'est la raison pour laquelle les
partitions obtenues avec la LPE seule (niveau 0) ne comptent pas le même nombre de
régions. Les dynamiques de contour mettent en valeurs les contours les plus signiﬁcatifs,
il en résulte en moyenne un nombre moins important de niveaux de segmentation. Par
exemple, pour les cascades seules, les modèles  Moaï  et  Mannequin  disposaient
de 5 niveaux de segmentation. Dans le cas des dynamiques de contour, il n'en existe
plus que 4 (voir tableau 5.3). Un comparatif des niveaux de segmentation obtenus à
partir des diﬀérentes méthodes de fusion est proposé à la ﬁgure 5.2(c). La partition
d'origine est présentée à la ﬁgure 5.6 et les seules caractéristiques utilisées pour la
fusion sont la courbure minimum des bassins ainsi que la courbure des points selles. Les
deux premières ﬁgures montrent les diﬀérents seuillages des critères ; la dernière ﬁgure
correspond à la fusion réalisée par les cascades.
La segmentation concernant le modèle  Moaï  (ﬁgure 5.7(c)) n'est pas aussi eﬃcace
que dans le cas des cascades seules (ﬁgure 5.5(c)). Le corps est séparé en deux au ni-
veau de segmentation 2/4. Au niveau suivant, trop de régions ont fusionné. Les modèles
 Mannequin  et  Stanford Bunny  sont en revanche mieux segmentés avec les dy-
namiques de contour. Les principaux composants du visage du modèle  Mannequin 
ont été repérés et la segmentation eﬀectuée sur le modèle  Stanford Bunny  oﬀre plus
de régions signiﬁcatives.
Modèles
Longueur
des lignes (%)
Nombre de régions par niveau
Mannequin 90 204 80 30 21 1 - -
Moaï 30 168 70 26 8 1 - -
Stanford Bunny 80 357 155 58 19 6 2 1
Niveau 0 1 2 3 4 5 6
Tab. 5.3  Segmentations de plusieurs modèles réalisées à partir des cascades, des
dynamiques de contour et de la fonction de hauteur relative à la distance aux lignes de
crêtes.
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(a) Profondeur de la LPE. (b) Dynamiques de contour. (c) Cascades (hauteur des
points selles).
Fig. 5.6  Niveaux de segmentation générés à partir des méthodes de fusion.
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Fig. 5.7  Segmentation à partir des cascades et des dynamiques de contour.
5.1.4 Les paramètres
Les méthodes de segmentation hiérarchique que nous proposons disposent d'un faible
nombre de paramètres à régler. Le principal paramètre correspond au numéro du niveau
de la segmentation. Tous les niveaux de segmentation sont stockés dans un arbre à partir
duquel il est facile de composer une partition une fois le niveau choisi. La ﬁgure 5.8
représente l'interface de sélection du niveau de segmentation.
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Fig. 5.8  Sélection du niveau de segmentation.
Les lignes de crêtes calculées à partir de la méthode de [Yoshizawa et al., 2005] ne sont
pas toutes signiﬁcatives. Il peut être intéressant de laisser à l'utilisateur le choix du
nombre de lignes à garder, ou bien d'appliquer un ﬁltre à partir de la longueur des
lignes de crêtes. Dans notre application, nous avons retenu le ﬁltre relatif à la longueur
des lignes.
Dans le cas de la fonction de hauteur correspondant à la distance aux lignes de crêtes,
les vertex déﬁnis comme sources d'inondation correspondent aux derniers vertex at-
teints localement par la propagation des distances. Par rapport à l'algorithme 11 (page
125), un vertex Bande e´troite ayant tous ses voisins labellisés comme De´finitif sera
considéré comme source d'inondation. Il peut arriver que plusieurs de ces points soient
relativement proches, ce qui amène à des problèmes de régions non signiﬁcatives et de
sur-segmentation. Nous avons déﬁni une condition supplémentaire à la création d'une
source d'inondation : un vertex pourra être déﬁni comme source d'inondation (mar-
queur) s'il n'existe pas d'autre source dans un certain voisinage. Nous avons déterminé
expérimentalement la valeur 3 comme degré de voisinage suﬃsant pour la plupart des
modèles.
5.2 La génération automatique de marqueurs pour la
LPE 3D
Lorsque certaines parties du modèle 3D sont partiellement localisées, l'utilisation des
marqueurs est à privilégier. Ils représentent les nouvelles sources d'inondation pour
la LPE. Nous avons proposé dans [Delest et al., 2006c] et [Delest et al., 2007a] une
méthode de génération automatique de marqueurs pour la LPE sur les maillages poly-
gonaux. Cette méthode correspond à la segmentation en parties signiﬁcatives du modèle
à partir de la topologie de son squelette. Le domaine d'application de cette segmenta-
tion est limité aux modèles disposant d'un squelette signiﬁcatif comme les objets 3D
de type  humain ,  animal  ou  tubulaire . Notre méthode procède à la création
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segments
Marquage des facesLPE
Fig. 5.9  La génération automatique de marqueurs pour la LPE 3D.
des marqueurs à partir des étapes illustrées à la ﬁgure 5.9 : la voxelisation du maillage
polygonal pour obtenir un volume 3D, le calcul du squelette par amincissement topo-
logique, l'identiﬁcation des principaux segments du squelette et enﬁn le marquage des
faces à partir des diﬀérents segments du squelette. La LPE par FAH est ensuite utilisée
avec les marqueurs générés automatiquement pour ﬁnaliser la segmentation.
5.2.1 La voxelisation
Notre méthode de calcul du squelette du maillage polygonal utilise la voxelisation puis
l'amincissement topologique. La voxelisation permet la transformation d'un maillage
polygonal en image 3D d'une certaine résolution où un élément de volume (voxel)
prendra une valeur de 1 s'il appartient à l'objet et 0 sinon. Nous nous sommes orientés
vers les travaux de [Karabassi et al., 1999] pour calculer rapidement la voxelisation d'un
objet 3D. L'algorithme permet d'obtenir directement le volume d'un objet 3D à partir
de Z-buﬀers placés suivants les six principales directions. Les avantages de la méthode
sont la simplicité de mise en ÷uvre ainsi que la possibilité d'utiliser les informations
du Z-buﬀer calculées par la carte graphique de l'ordinateur. Les six plans présentés à
Chapitre 5. Les stratégies pour éviter la sur-segmentation 141
la ﬁgure 5.10 capturent les  pixels  les plus proches calculés par le Z-buﬀer. Les six
représentations de ces plans (ﬁgure 5.11) permettent de savoir si un voxel est à l'intérieur
ou à l'extérieur d'un objet. Parce qu'un lien doit être établi entre une face et un voxel
de surface pour le procédé de marquage (voir section 5.2.3), nous avons procédé à une
simulation du Z-buﬀer et n'avons pas utilisé directement les informations de la carte
graphique. L'utilisation de la méthode de [Karabassi et al., 1999] est ici motivée par
la création directe des trois matrices de stockage (voir ﬁgure 5.12) nécessaires à notre
procédé de squelettisation. Les six Z-buﬀers, même simulés, sont obtenus rapidement
et permettent, pour chacune des trois principales directions, de calculer simplement la
composition de la matrice de stockage associée et d'oﬀrir une voxelisation correcte pour
les modèles 3D de test généralement utilisés (voir annexe C). Pour générer un volume
qui prend en compte les parties cachées, la méthode de [Passalis et al., 2004] peut être
utilisée.
Fig. 5.10  Les six Z-buﬀers.
Pour déﬁnir l'image 3D, l'utilisateur choisit la résolution (le nombre de voxels) de la plus
grande dimension de la boite englobante du maillage. Les autres dimensions sont pro-
portionnellement ajustées. Les profondeurs minimum et maximum de chaque  pixel 
des Z-buﬀers correspondent respectivement au premier et au dernier contacts avec l'ob-
jet. Ces profondeurs se déﬁnissent par Zmin(X, Y ), Zmax(X, Y ), Ymin(X,Z), Ymax(X,Z),
Xmin(Z, Y ) et Xmax(Z, Y ). Un voxel i appartient à l'objet s'il réunit les conditions sui-
vantes :
Zmin(X, Y ) ≤ zi ≤ Zmax(X, Y ) (5.1)
Ymin(X,Z) ≤ yi ≤ Ymax(X,Z) (5.2)
Xmin(Z, Y ) ≤ xi ≤ Xmax(Z, Y ) (5.3)
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(a) Plan XY min (b) Plan XZ min (c) Plan ZY min
(d) Plan XY max (e) Plan XZ max (f) Plan ZY max
Fig. 5.11  Image de profondeur des six plans.
Le stockage des voxels est réalisé à partir d'une matrice (ﬁgure 5.12) contenant pour
chaque emplacement une liste de couples d'entrée / sortie {ei, si} indiquant la profon-
deur à laquelle un  rayon  entre dans l'objet et celle où il en sort. Ce type de stockage
permet de réduire considérablement la taille de la mémoire pour représenter un volume
en 3D et oﬀre un accès direct aux voxels appartenant à la surface de l'objet.
e0
e0
e0
s0
s0
s0
e1
e1
s1
s1
Fig. 5.12  Matrice contenant les couples d'entrée / sortie {ei, si} dans l'objet.
Chapitre 5. Les stratégies pour éviter la sur-segmentation 143
Nous avons laissé le soin à l'utilisateur de choisir la  résolution  de l'image 3D dans la-
quelle sera présenté l'objet discrétisé. La ﬁgure 5.13 donne le résultat de la voxelisation
d'un modèle 3D à partir de diﬀérentes résolutions R. Nous avons pu déterminer expé-
rimentalement qu'une résolution comprise entre 60 et 130 était suﬃsante pour obtenir
le squelette de l'objet.
(a) Maillage polygonal. (b) Voxelisation (R = 64). (c) Voxelisation (R = 256).
Fig. 5.13  Voxelisation d'un objet 3D.
L'algorithme de [Karabassi et al., 1999] est très rapide mais présente l'inconvénient de
ne pas traiter les faces cachées. La ﬁgure 5.14 indique les limites de cette méthode : une
partie intérieure de la sphère est inaccessible à partir des six plans et est ainsi considérée
comme partie pleine de l'objet. [Passalis et al., 2004] ont repris la méthode de Karabassi
et al. utilisant l'accélération matérielle graphique de l'ordinateur pour réaliser la voxeli-
sation et ont proposé une amélioration de l'algorithme en faisant intervenir un Z-buﬀer
supplémentaire par direction ainsi qu'un stencil buﬀer par paire de directions opposées.
Multiplier le nombre de Z-buﬀer permet de valider plus eﬃcacement l'appartenance
d'un voxel à l'objet.
(a) Maillage polygonal. (b) Voxelisation (R = 128).
Fig. 5.14  Limites de la méthode de [Karabassi et al., 1999].
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5.2.2 La squelettisation
La deuxième étape du procédé de création des marqueurs correspond à l'extraction
du squelette de l'objet 3D. Les méthodes qui permettent de déterminer le squelette
ont été abordées aux sections 2.4.5 et 2.4.6. L'approche par amincissement topologique
de l'objet a été retenue car l'étape de squelettisation permet d'établir un lien entre
les voxels de la surface et ceux du squelette. Ces liens sont nécessaires au procédé de
marquage que nous verrons à la section suivante. Pour réaliser la squelettisation, nous
avons utilisé la méthode de [Palágyi et al., 2001] basée sur la suppression successive
des  points simples  de l'objet. Cet algorithme enlève successivement les voxels dans
l'image 3D selon certaines contraintes géométriques. Pour réaliser un amincissement
symétrique, six érosions sont successivement appliquées sur les voxels de surface dans
les directions Haut, Bas, Nord, Sud, Est et Ouest.
Déﬁnitions
Soit p un point (voxel) de l'espace discret Z3. Nj(p) (pour j = 6, 18, 26) est déﬁni comme
l'ensemble des points j-adjacents au point p. La ﬁgure 5.15(a) représente les diﬀérents
groupes inclus dans l'ensemble N26(p) composé du point p et de ses 26 voisins. Le groupe
N6(p) contient le point central p et les six points marquésH, B, N , S, E et O. Le groupe
N18(p) contient le groupe N6(p) et les 12 points noirs. Le groupe N26(p) contient le
groupe N18(p) et les 8 points gris. La séquence des points distincts 〈x0, x1, . . . , xn〉 est
un j-chemin de longueur n ≥ 0 du point x0 au point xn dans un ensemble non vide X
de points si chaque point de la séquence est dans X et que xi est j-adjacent à xi−1 pour
1 ≤ i ≤ n. Deux points sont j-adjacents dans l'ensemble X s'il existe un j-chemin dans
X entre eux. Un ensemble X de points est j-connecté dans l'ensemble de points Y ⊇ X
si au moins deux points dans X sont j-connectés dans Y . (m,n) est déﬁni comme la
connexité choisie pour l'image ; le cas (26, 6) sera uniquement traité car il est suﬃsant
pour la méthode de squelettisation.
L'image 3D binaire (m,n) est un quadruplet P = (Z3,m, n,B). Chaque élément de
Z3 est appelé un point de P . Chaque point dans B ⊆ Z3 est appelé un point noir
(voxel appartenant à l'objet) et une valeur de 1 lui est attribuée. Les points de Z3\B
sont appelés des points blancs (voxels en dehors de l'objet) et une valeur de 0 leur
est attribuée. m désigne une continuité de points noirs et n une continuité de points
blancs. Un ensemble noir (un objet) correspond ainsi à un ensemble maximal de points
m-connectés dans B et un ensemble blanc à un ensemble maximal de points n-connectés
dans Z3\B.
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(b) Indices assignés aux points dans
le groupe N26(p)\{p}.
Fig. 5.15  Ensembles et numéro des points dans N26(p)\{p}.
Point simple
Un point noir dans (26, 6) est appelé point de bord s'il est au moins 6− adjacent à un
point blanc. Une extrémité correspond à un point noir ayant exactement un voisin noir
parmi ses 26 voisins. Un point p de l'objet est appelé point simple si sa suppression ne
modiﬁe pas la topologie de l'objet, c'est-à-dire si le nombre de composantes connexes
et le nombre de trous de l'objet et de son complémentaire, dans le voisinage N26(p),
restent inchangés après la suppression de p. Le point p est simple s'il réunit les conditions
suivantes :
1. Le point p ne doit pas être un point isolé ou extremité : N26(p)\{p} ∩ (B\{p})
contient au moins 2 points.
2. Les voisins noirs dans le groupe N26(p)\{p} sont 26-connectés à ce même groupe.
Le nombre de composantes connexes doit rester le même.
3. Le point noir p est 6-adjacent à un point blanc. C'est un point de bord : (Z3\B)∩
N6(p) 6= ∅.
4. Les voisins blancs dans le groupe N6(p)\{p} sont 6-connectés au groupe de points
blancs N18(p)\{p}.
L'algorithme de [Palágyi et al., 2001] réalise, de façon séquentielle, la suppression des
points simples pour chacune des six directions. A chaque érosion, seuls les voxels di-
rectement visibles à partir de la direction donnée sont testés ; si ceux-ci peuvent être
enlevés sans que leur suppression ne modiﬁe la topologie de l'objet, alors ils sont rangés
dans une liste sans être encore retirés et sont considérés comme points simples poten-
tiels. Lorsque tous les voxels de la direction donnée ont été testés, les points simples
de la liste sont supprimés si leur simplicité n'a pas été aﬀectée pas la suppression des
autres points simples.
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Fonction COND_2_SATISFAITE(Np)
début
label← 0
lst← nouvelle liste vide
pour i← 0 à 25 faire L[i]← 0
si Np[0] = 1 alors
label← 1
L[0]← label
pour i← 1 à 25 faire
si Np[i] = 1 alors
label← label + 1
L[i]← label
pour chaque j ∈ S26[i] faire
si L[j] > 0 alors
pour k ← 0 à i− 1 faire
si L[k] = L[j] alors Insert(lst,k)
tant que lst 6= ∅ faire
l← Retire(lst)
L[l]← label
pour i← 0 à 25 faire
si Np[i] = 1 et L[i] 6= label alors
retourner [FAUX]
retourner [VRAI]
ﬁn
L'algorithme de squelettisation fait intervenir une fonction qui réalise la suppression
successive des points simples suivant l'ordre Haut, Bas, Nord, Sud, Est et Ouest
jusqu'à l'obtention du squelette. A chaque itération, seuls les voxels de surface par
rapport à la direction donnée sont traités, ce qui valide la condition 3 ; ces voxels
ne doivent pas être isolés ou extrémités pour valider la condition 1. Les conditions
2 et 4 peuvent alors être testées suivant les algorithmes COND_2_SATISFAITE et
COND_4_SATISFAITE. Ces algorithmes sont extraits de [Palágyi et al., 2001] et nous
les avons corrigés dans [Delest et al., 2006c] car la phase de labellisation n'était pas
complète.
La fonction COND_2_SATISFAITE utilise deux structures de données auxiliaires :
la première correspond au tableau d'entiers L, où L[i] stocke les labels assignés aux
éléments représentés par Np[i] (i = 0, . . . , 25). La seconde est la clé du processus de
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labellisation : S26 est un tableau d'indice, où S26[i] = {j|j ∈ N26[i] et 0 ≤ j < i}(i =
0, . . . , 25). On aura ainsi S26[0] = ∅, S26[1] = {0}, . . . S26[25] = {13, 15, 16, 21, 22, 24}
(voir ﬁg. 5.15(b)). Tous les groupes S26[0], . . . , S26[25] peuvent être stockés dans un
tableau prédéﬁni (voir annexe B). Les voisins noirs du point p sont 26-connectés si le
même label est attribué à chacun des voisins noirs de p.
La fonction COND_4_SATISFAITE utilise les mêmes principes mais cette fois-ci,
ce sont les connexions entre points blancs qui sont analysées et ces points, dans le
groupe N6(p), doivent être 6-connectés au groupe de points blancs N18(p). Les voisins
6-adjcacents ont les numéros 4, 10, 12, 13, 15 et 21 dans la ﬁgure 5.15(b). La clé de la-
bellisation est déﬁnie en annexe au tableau B.2. La liste N18 des points blancs de N18(p)
apparaît en annexe au tableau B.3. Il est à remarquer que pour avoir une connexion
cohérente, les points ne peuvent pas rester dans l'ordre croissant.
Fonction COND_4_SATISFAITE(Np)
début
label← 0
lst← nouvelle liste vide
pour i← 0 à 25 faire L[i]← 0
pour i← 0 à 17 faire
indice← N18[i]
si Np[indice] = 0 alors
label← label + 1
L[indice]← label
pour chaque j ∈ N18[i] faire
si L[j] > 0 alors
pour k ← 0 à i faire
si L[N18[k]] = L[j] alors Insert(lst,N18[k])
tant que lst 6= ∅ faire
l← Retire(lst)
L[l]← label
pour i← 0 à 5 faire
indice← N6[i]
si Np[indice] = 0 et L[indice] 6= label alors retourner [FAUX]
retourner [VRAI]
ﬁn
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La squelettisation
Nous apportons une variante à l'algorithme de [Palágyi et al., 2001] en considérant trois
sous-itérations et non plus six. Les modiﬁcations sont en rapport avec l'utilisation du
procédé de voxelisation et la matrice de stockage des couples de points d'entrée/sortie
dans l'objet (ﬁgure 5.12). Pour accéder de manière très rapide aux voxels de bord
selon une direction donnée, nous utilisons trois matrices liées aux principales directions.
Nous déﬁnissons lstCouplesHB, la liste des couples d'entrée/sortie pour la direction
Haut−Bas, lstCouplesNS, la liste pour la direction NORD−SUD et lstCouplesEO,
la liste pour la direction EST−OUEST . La matrice Y correspond à l'image 3D binaire.
Il est possible de s'en passer mais elle a été conservée pour accéder directement aux 26
voisins d'un voxel. Elle n'est pas utilisée pour la recherche de voxels de bord comme
c'est le cas dans l'algorithme de Palágyi et al.
Procédure Amincissement(Y )
début
modifie´← 1
tant que modifie´ > 0 faire
modifie´← 0
modifie´← modifie´+ SOUSITER(Y , lstCouplesHB)
modifie´← modifie´+ SOUSITER(Y , lstCouplesNS)
modifie´← modifie´+ SOUSITER(Y , lstCouplesEO)
ﬁn
La procédure Amincissement réalise plusieurs itérations de l'amincissement suivant les
trois principales directions. Ce procédé de squelettisation est stoppé lorsque plus aucun
voxel ne peut être enlevé. La fonction SOUSITER supprime les voxels de bord orientés
suivant la direction donnée. La méthode est qualiﬁée de séquentielle car la simplicité
n'est pas testée simultanément pour tous les points de bord et un biais peut exister par
rapport à un voxel qui été considéré comme simple alors que cela n'était pas le cas. La
ﬁgure 5.16 illustre les diﬀérentes itérations de l'amincissement sur le modèle  Bird .
La méthode de squelettisation utilisée apporte de bons résultats mais peut être amé-
liorée à partir de techniques oﬀrant une suppression parallèle de points simples. Des
études sur le sujet sont disponibles dans [Lohou, 2001][Manzanera et al., 2002][Lohou
et Bertrand, 2007].
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Fonction SOUSITER(Y , lstCouples)
début
modifie´← 0
lstPointsMin← ∅
lstPointsMax← ∅
pour chaque couple {ei, si} ∈ lstCouples faire
Np ← COLLECTE_26_VOISINS(Y ,ei)
si EST_EXTREMITÉ(Np) = FAUX et EST_SIMPLE(Np) alors
Insert(lstPointsMin, ei)
si ei 6= si alors
Np ← COLLECTE_26_VOISINS(Y ,si)
si EST_EXTREMITÉ(Np) = FAUX et EST_SIMPLE(Np) alors
Insert(lstPointsMax, si)
tant que lstPointsMin 6= ∅ faire
p← Retire(lstPointsMin)
Np ← COLLECTE_26_VOISINS(Y ,p)
si EST_EXTREMITÉ(Np) = FAUX et EST_SIMPLE(Np) alors
Insert(lstPointsMin, p)
tant que lstPointsMax 6= ∅ faire
p← Retire(lstPointsMax)
Np ← COLLECTE_26_VOISINS(Y ,p)
si EST_EXTREMITÉ(Np) = FAUX et EST_SIMPLE(Np) alors
modifie´← modifie´+ 1
MISE_A_VIDE(Y ,p)
MISE_A_VIDE(lstCouplesHB,p)
MISE_A_VIDE(lstCouplesNS,p)
MISE_A_VIDE(lstCouplesEO,p)
retourner modifie´
ﬁn
Fonction EST_SIMPLE(Np)
début
si COND_2_SATISFAITE(Np) alors
si COND_4_SATISFAITE(Np) alors
retourner [VRAI]
retourner [FAUX]
ﬁn
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(a) Modèle  Bird  voxelisé. (b) 1re itération. (c) 2e itération.
(d) 3e itération. (e) 4e itération. (f) 5e itération : obtention
du squelette.
Fig. 5.16  Diﬀérentes itérations du procédé de squelettisation.
5.2.3 Le marquage
En considérant le squelette du modèle comme un graphe, il apparaît deux principaux
types d'éléments : les arcs et les sommets. Les arcs contiennent tous les voxels connec-
tés à un ou deux autres voxels et les sommets correspondent aux voxels de jonction
connectés à au moins trois autres voxels. La ﬁgure 5.17 résume les principales étapes
de la segmentation à partir de la LPE et des marqueurs générés automatiquement. Dès
lors que le squelette est obtenu, des labels diﬀérents sont attribués à chaque arc. Ces
labels sont transmis à certaines faces du maillage qui deviennent  marqueurs  pour
la LPE.
Pour réaliser la transmission des labels des voxels du squelette aux faces du maillage,
une connexion est établie dès la voxelisation pour lier les faces aux voxels de surface
puis lors de la squelettisation pour transmettre le lien aux voxels de couche inférieure
jusqu'au squelette. La ﬁgure 5.18 illustre la transmission de ces liens. Plusieurs faces
peuvent être liées au même voxel de surface. Chaque voxel de l'objet contient une liste de
faces qu'il transmet aux voxels de couche inférieure. Les voxels du squelette contiennent
ainsi plusieurs listes de faces auxquelles ils donnent leur label. Lorsqu'une face reçoit
plusieurs labels diﬀérents, elle n'est pas étiquetée. Le procédé de segmentation par LPE
utilise les faces marquées comme source d'inondation.
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(a) Extraction du squelette. (b) Marquage des segments.
(c) Marquage des faces. (d) Résultat de la LPE.
Fig. 5.17  Résumé des étapes de la segmentation par LPE avec des marqueurs générés
automatiquement à partir du squelette de l'objet.
Notre méthode de segmentation est relativement proche de celle proposées dans [Brun-
ner et Brunnett, 2006]. Les deux méthodes, publiées à peu près à la même période,
présentent des diﬀérences au niveau de la création de connexion entre la surface du
maillage et les voxels de squelette. La méthode de Brunner et Brunnett lie ces voxels
aux vertex du maillage et non plus aux faces. Un vertex n'est ainsi lié qu'à un voxel de
surface, ce qui économise de la place mémoire. Une face peut être directement étiquetée
si ses trois vertex disposent du même label. Pour réaliser la segmentation du maillage,
les faces qui ont des vertex étiquetés diﬀéremment sont comparées à leurs faces voisines
et obtiennent le label de celle qui leur ressemble le plus. Notre méthode utilise la LPE
ainsi qu'une fonction de hauteur relative à la courbure pour positionner les frontières
aux zones de fortes courbures. Ce type d'approche est à privilégier car il tient compte
de la géométrie du maillage pour réaliser la segmentation ﬁnale. Notre segmentation
par LPE utilise la courbure et nécessite donc une surface relativement propre. Le bruit
sur la surface ne perturbe pas la construction du squelette mais aﬀecte la création des
contours. Lorsque la surface est bruitée, des méthodes de lissage [Botsch et al., 2007]
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peuvent être utilisées en pré-traitement. La coupe de graphe est une alternative à notre
procédé de labellisation par LPE. Nos marqueurs déﬁnis automatiquement pourraient
être considérés comme des couples (arrière-plan, avant-plan) pour les méthodes de [Zhao
et al., 2006] et [Ji et al., 2006].
Voxels du squelette
Voxels intermédiaires
Voxels de surface
Faces du maillage
Fig. 5.18  Création de liens entre les faces et les voxels du squelette.
5.2.4 Les paramètres
Le principal paramètre de la méthode correspond au choix de la résolution de la voxe-
lisation. Nos études expérimentales ont montré qu'une valeur de 100 conduisait gé-
néralement à de bons résultats. Une valeur trop faible ne permet pas d'obtenir une
représentation satisfaisante de l'objet tandis qu'une valeur trop importante génère des
segments non signiﬁcatifs du squelette.
Pour supprimer les segments non signiﬁcatifs, nous ﬁxons la longueur minimale d'un
segment à 5.
Les stratégies pour éviter la sur-segmentation abordées dans ce chapitre utilisent des
méthodes de segmentation hiérarchique ainsi que des marqueurs déﬁnis à partir du
squelette de la forme. La segmentation hiérarchique est basée sur le seuillage de la hau-
teur des frontières ou sur la fusion de régions à partir des cascades. Les caractéristiques
de bases sont la hauteur des points selles et la courbure minimum des bassins. Elles
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permettent de déterminer la hauteur des frontières qui correspondent à la courbure des
points selles ou à la profondeur de la LPE ou encore à la dynamique de contour.
Les marqueurs repérés à partir du squelette déﬁnissent les principales régions du maillage
et permettent au procédé de LPE, avec une fonction de hauteur relative à la courbure,
de terminer la segmentation à partir d'informations géométriques de la surface.
Nous traitons dans le chapitre suivant des résultats de la segmentation issus des diﬀé-
rentes fonctions de hauteur de la LPE 3D, de la segmentation hiérarchique ainsi que
des marqueurs obtenus à partir du squelette de la forme. Les méthodes sont testées sur
des modèles de formes très diﬀérentes comme des pièces mécaniques ou des objets de
forme naturelle.

Chapitre 6
Résultats expérimentaux
Ce chapitre présente les résultats expérimentaux des nouvelles méthodes de segmenta-
tion proposées. La stratégie d'évaluation de la segmentation de maillages polygonaux
a été abordée à la section 2.2.2. Nous utilisons les critères d'évaluation proposés dans
[Attene et al., 2006b] qui correspondent au type de segmentation, à la justesse des ré-
gions et frontières obtenues, aux niveaux de segmentation disponibles, à la sensibilité à
la pose de l'objet, à la complexité de l'algorithme ainsi qu'au nombre de paramètres de
contrôle.
6.1 Évaluation des fonctions de hauteur de la LPE 3D
La fonction de hauteur est évaluée à partir du résultat global de la segmentation. Chaque
expérimentation fait apparaître les trois principales étapes du procédé de segmentation
qui sont le calcul de la fonction de hauteur, la segmentation par LPE puis la fusion
de régions à partir de l'algorithme des cascades. Les fonctions de hauteur les plus
signiﬁcatives sont appliquées ; il s'agit de la norme de la matrice de covariance pour les
vertex puis pour les faces, de la distance inverse aux lignes de crêtes puis de courbure
absolue.
La ﬁgure 6.1 fait apparaître plusieurs segmentations du modèle  Fandisk  qui cor-
respond à une pièce mécanique avec de nombreux angles vifs. Parmi les diﬀérentes
fonctions de hauteur utilisées, la norme de la matrice de covariance pour les faces oﬀre
ici les résultats les plus signiﬁcatifs. Le choix de la meilleure partition est réalisée selon
un critère purement visuel. Le tableau 6.1 fait apparaître les diﬀérentes caractéristiques
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Méthodes
Fonction
LPE
Segmentation
de hauteur hiérarchique
Norme (vertex)
Norme (faces)
Distance
Courbure absolue
Fig. 6.1  Comparaison des fonctions de hauteur et des segmentations sur le modèle
 Fandisk .
des segmentations hiérarchiques retenues. Les cascades ont été utilisées pour créer plu-
sieurs niveaux de segmentation avec les diﬀérentes fonctions de hauteur. La norme de
la matrice de covariance ainsi que les cascades oﬀrent six niveaux de segmentation et
un nombre maximum de 237 régions. Le niveau 3 a été retenu ; il correspond à une
segmentation en 17 régions.
Le temps de calcul de la segmentation dépend du calcul de la fonction de hauteur,
de celui de la LPE et de la fusion réalisée par les cascades. La fonction de distance
représente un temps de calcul important ; elle fait appel au procédé de caractérisation
des lignes de crêtes proposé par [Yoshizawa et al., 2005]. La courbure absolue ainsi que
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Fonction Cascades Temps de calcul (s)
de hauteur Niveau Régions Fct. H LPE + Fusion Total
Norme (vertex) 2 / 5 60 / 367 0.3 1.1 1.4
Norme (Faces) 3 / 6 17 / 237 0.4 3.1 3.5
Distance 1 / 4 45 / 108 8.9 1.4 10.3
Courbure
4 / 6 43 / 821 0.9 1.9 2.8
absolue
Tab. 6.1  Caractéristiques des segmentations hiérarchiques retenues sur le modèle
 Fandisk . Les lignes de crêtes au moins égales à 45% de la longueur maximale des
lignes ont été utilisées pour la fonction de distance. Le modèle dispose de 6475 vertex
et de 12946 faces.
la norme de la matrice de covariance pour les vertex sont calculées pour chaque vertex
à partir d'un voisinage de vertex. La norme de la matrice de covariance pour les faces
est calculée pour chaque face avec un voisinage de face. Le nombre de faces est environ
deux fois supérieur au nombre de vertex et le voisinage de face est généralement plus
important que celui de vertex ; il en résulte une complexité plus importante.
Les fonctions de hauteur de la ﬁgure 6.1 font apparaître des zones de courbures homo-
gènes sur le maillage. Ce type de modèle est adapté aux procédés qui font intervenir
la classiﬁcation des courbures pour la segmentation [Lavoué et al., 2004]. Notre ap-
proche diﬀère : les éléments ne sont pas regroupés par similarité de courbure mais par
un procédé de croissance de régions simultanée (la LPE) à partir des vertex minima.
Comme on peut le voir sur les ﬁgures représentant les partitions générées par la LPE,
de nombreuses régions sont créées car il y a de multiples minima locaux sur la surface.
Les cascades permettent de proposer rapidement plusieurs partitions à l'utilisateur.
Les lignes de crêtes sont ici bien identiﬁées mais leur positionnement contribue à la
création de plusieurs minima à l'intérieur d'un carreau potentiel. La cause principale
provient de l'alignement quasi parallèle de certaines frontières. Le front de propagation,
qui démarre à partir des frontières alignées, se rencontre en de multiples endroits et
génère plusieurs minima.
La fonction de distance inverse aux lignes de crêtes se révèle beaucoup plus eﬃcace sur
les modèles Moaï et Mannequin qui présentent plus de formes arrondies.
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Fonction Cascades Temps de calcul (s)
de hauteur Niveau Régions Fct. H LPE + Fusion Total
Norme (vertex) 7 / 12 107 / 1109 0.5 3.5 3.5
Norme (Faces) 6 / 11 100 / 901 0.8 8.1 8.9
Distance 2 / 6 41 / 173 13.2 4.1 17.3
Courbure
6 / 11 100 / 901 1.0 2.9 3.8
absolue
Tab. 6.2  Caractéristiques des segmentations hiérarchiques retenues sur le modèle
 Moaï . Les lignes de crêtes au moins égales à 80% de la longueur maximale des lignes
ont été utilisées pour la fonction de distance. Le modèle dispose de 10002 vertex et de
20000 faces.
Fonction Cascades Temps de calcul (s)
de hauteur Niveau Régions Fct. H LPE + Fusion Total
Norme (vertex) 3 / 10 60 / 325 0.4 1.1 1.5
Norme (Faces) 5 / 10 28 / 259 0.3 3.7 4.0
Distance 1 / 5 61 / 156 7.7 1.5 9.2
Courbure
4 / 9 58 / 335 0.7 1.1 1.8
absolue
Tab. 6.3  Caractéristiques des segmentations hiérarchiques retenues sur le modèle
 Mannequin . Les lignes de crêtes au moins égales à 50% de la longueur maximale des
lignes ont été utilisées pour la fonction de distance. Le modèle dispose de 6743 vertex
et de 13424 faces.
Les tableaux 6.2 et 6.3 proposent les caractéristiques des segmentations hiérarchiques
retenues sur les modèles Moaï et Mannequin. Ces deux modèles ont un nombre plus
élevé de vertex que le modèle Fandisk, il en résulte un nombre de minima potentiels
plus important qui peut entraîner une hiérarchie de segmentations plus complexe. Pour
ces deux modèles, la distance inverse aux lignes de crêtes représente la fonction de
hauteur la plus eﬃcace. Les diﬀérents carreaux obtenus à partir des cascades mettent
en évidence les principales parties de ces modèles (ﬁgures 6.2 et 6.3).
Chapitre 6. Résultats expérimentaux 159
Méthodes
Fonction
LPE
Segmentation
de hauteur hiérarchique
Norme (vertex)
Norme (faces)
Distance
Courbure absolue
Fig. 6.2  Comparaison des fonctions de hauteur et des segmentations sur le modèle
 Moaï .
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Méthodes
Fonction
LPE
Segmentation
de hauteur hiérarchique
Norme (vertex)
Norme (faces)
Distance
Courbure absolue
Fig. 6.3  Comparaison des fonctions de hauteur et des segmentations sur le modèle
 Mannequin .
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6.2 Évaluation de la segmentation hiérarchique
Les méthodes de segmentation hiérarchique sont évaluées à partir de diﬀérents types
de modèles ainsi que des fonctions de hauteur qui caractérisent le mieux les frontières
de ces modèles.
Les modèles de type visage proposés à la ﬁgure 6.4 sont segmentés en parties signiﬁca-
tives. Les carreaux peuvent être associés grossièrement à diﬀérentes parties du visage
comme le front, les yeux, le nez, etc. Les temps de calcul sont directement dépendant du
nombre de vertex ou de faces ainsi que de la fonction de hauteur utilisée. Le processus
de fusion est plus rapide car il est lié au nombre de régions. Les lignes de crêtes dont
la longueur dépasse 10% de la taille maximale de la plus grande ligne ont été utilisée
pour la fonction de distance.
(a) Mannequin. (b) A head. (c) Face-YO.
Fig. 6.4  Segmentation hiérarchique sur des modèles de type  visage .
Modèle
Fonction Cascades Temps de calcul (s)
de hauteur Niveau Régions LPE Fusion Fct. H Total
A head
norme (face) 2 / 4 16 / 130 0.34 0.16 0.28 0.78
(4640 faces)
Mannequin
distance (10%) 1 / 5 61 / 156 1.4 0.13 7.7 9.2
(6743 vertex)
Face-YO
distance (10%) 2 / 5 18 / 129 7 0.02 21.3 28.3
(13746 vertex)
Tab. 6.4  Caractéristiques des segmentations hiérarchiques retenues sur les modèles
de type  visage .
Chapitre 6. Résultats expérimentaux 162
(a) Fandisk. (b) Rocker-arm.
(c) Carter. (d) Pulley.
Fig. 6.5  Segmentation hiérarchique sur des modèles de type  pièce mécanique .
Modèle
Fonction Cascades Temps de calcul (s)
de hauteur Niveau Régions LPE Fusion Fct. H Total
Fandisk
norme (face) 3 / 6 17 / 237 3.1 0.13 0.42 3.6
(12946 faces)
Rocker-arm
distance (10%) 3 / 5 15 / 265 3.8 0.05 13.6 17.5
(10044 vertex)
Carter
norme (face) 4 / 6 17 / 992 16.2 0.5 0.8 17.5
(29171 faces)
Pulley
distance (0%) 4 / 6 22 / 1195 23.6 0.5 44.1 68.2
(25482 vertex)
Tab. 6.5  Caractéristiques des segmentations hiérarchiques retenues sur les modèles
de type  pièce mécanique .
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(a) Bird. (b) Stanford Bunny.
(c) Dinopet. (d) Cow.
Fig. 6.6  Segmentation hiérarchique sur des modèles de type  animal .
Modèle
Fonction Cascades Temps de calcul (s)
de hauteur Niveau Régions LPE Fusion Fct. H Total
Bird
norme (face) 2 / 3 18 / 83 0.04 0.01 0.03 0.08
(2246 faces)
Cow
norme (face) 2 / 4 36 / 193 0.33 0.02 0.1 0.45
(5804 faces)
Dinopet
norme (face) 2 / 4 38 / 206 0.41 0.02 0.15 0.6
(6564 faces)
Stanford Bunny
Distance (20%) 3 / 6 19 / 357 51 0.12 52.2 103.3
(34834 vertex)
Tab. 6.6  Caractéristiques des segmentations hiérarchiques retenues sur les modèles
de type  animal .
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Les modèles de type pièce mécanique présentés à la ﬁgure 6.5 ont été segmentés à partir
des fonctions de hauteur relatives à la norme de la matrice de covariance pour les faces
et à la distance inverse aux lignes de crêtes. Les surfaces ne sont pas parfaitement
lisses et le bruit sur la surface est à l'origine de nombreux minima non signiﬁcatifs.
Les régions issues de ces minima sont fusionnées à partir des cascades mais il n'est pas
facile, comme le montre la segmentation sur le modèle Carter, d'atteindre une précision
idéale de segmentation. Le niveau de segmentation précédent du modèle comporte trop
de régions, tandis que le suivant n'en propose pas assez, trop de régions ayant fusionné.
Les segmentations sur les modèles de type animal font intervenir les mêmes fonctions
de hauteur que pour les modèles précédents. Certaines parties des modèles sont mises
en évidence par les carreaux de surfaces. Les temps de calculs deviennent importants
lorsque le modèle comporte un nombre de vertex élevé. Le modèle Stanford Bunny, qui
compte 34834 vertex, nécessite plus de 50 secondes pour calculer la hauteur de chaque
vertex à partir de la fonction de distance et à peu près autant pour réaliser la LPE.
Les méthodes de segmentation hiérarchique proposées sont basées sur l'analyse de la
surface pour déterminer les frontières. La fonction de hauteur est déﬁnie par rapport
à des caractéristiques de surface comme la courbure et les lignes de crêtes. C'est en ce
sens une approche de segmentation en carreaux surfaciques. Lorsque les informations
géométriques de la surface de l'objet comportent une certaine sémantique comme c'est
le cas pour les visages, l'approche de segmentation hiérarchique est un outil adapté.
Les segmentations obtenues sur les modèles de type pièce mécanique sont mitigées
car les surfaces sont plutôt bruitées et les critères utilisés ne sont pas suﬃsants pour
distinguer des surfaces relativement uniformes contenant de nombreux minima. Les
critères de fusion utilisent le minimum des bassins ainsi que la courbure des points
selles. L'approche itérative d'approximation à une primitive [Attene et al., 2006a] est
plus adaptée lorsque les modèles sont composés de primitives simples comme le plan,
la sphère et le cylindre. Les lignes de crête sont bien caractérisées sur les modèles de
type pièce mécanique. La distance inverse aux lignes de crêtes est eﬃcace lorsque les
lignes ne sont pas parallèles car les fronts de propagation convergent vers un minimum
local. Lorsque deux lignes sont parallèles (voir tableau 6.1), les fronts de propagation
des deux lignes se rencontrent en plusieurs endroits et génèrent de multiples minima
locaux.
Les contours des régions correspondent aux frontières générées par la rencontre des eaux
de deux bassins. La forme de la LPE n'est pas contrainte si ce n'est que chaque élément
la composant doit être connecté. La ﬁgure 6.4(b) montre des frontières assez bruitées.
Le lissage des frontières peut être réalisé à partir de la méthode [Clements et Zhang,
2006] qui calcule un nouveau contour à partir d'un ratio minimum entre l'énergie du
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nouveau contour et la longueur du contour.
Les méthodes proposées dans cette section réalisent la segmentation hiérarchique du
maillage. Plusieurs niveaux de segmentation sont proposés. L'utilisateur a la possibilité
de parcourir visuellement les diﬀérents niveaux et de choisir celui qui correspond le
mieux à ses besoins. La recherche du meilleur niveau est relativement facile car peu de
niveaux de segmentation sont construits et l'accès visuel à un niveau est généralement
instantané. Le critère utilisé pour les cascades correspond à la profondeur de la LPE.
Les diﬀérences entre la segmentation par cascades à partir du critère de profondeur de la
LPE ou à partir des dynamiques de contour ne sont pas réellement signiﬁcatives comme
le montrent les ﬁgures 5.5 et 5.7. La profondeur de la LPE ainsi que les dynamiques
de contour sont des critères eﬃcaces. Les dynamiques de contour permettent de mieux
caractériser une région, au niveau global, que la profondeur de la LPE. Pour proﬁter
pleinement de l'eﬃcacité des dynamiques de contour, la combinaison des anciens critères
(profondeur de la LPE ou dynamiques de contour) avec de nouvelles informations telles
que la normale, la taille de la région et le périmètre des régions serait envisageable.
La segmentation hiérarchique proposée s'eﬀectue à partir des informations de courbure
de la surface ou des lignes de crête qui sont sensibles à la pose de l'objets 3D. Les lignes
de crête et la courbure des vertex ou des faces ne sont pas les mêmes si l'objet est
déformé. La segmentation hiérarchique est altérée en fonction de la pose de l'objet.
La complexité de l'algorithme de la LPE est de O(N) mais l'occupation mémoire est
importante car chaque valeur diﬀérente de la fonction de hauteur nécessite la création
d'une ﬁle d'attente. La fonction de hauteur relative à la courbure ainsi que l'algorithme
de fusion ont une complexité en O(N). La complexité des lignes de crête est aussi
linéaire mais fait intervenir de nombreux procédés (ajustement, calcul du tenseur de
courbure ainsi que de ses dérivées) qui représentent un temps de calcul assez conséquent.
Les temps de calcul sont relativement importants si le modèle dispose d'un nombre de
vertex élevé (103 secondes pour le modèle Stanford Bunny qui compte 34834 vertex)
mais restent raisonnables pour des modèles de résolution moyenne (0.581 seconde pour
le modèle Dinopet qui compte 6564 faces).
Le principal paramètre de la segmentation hiérarchique est le niveau de fusion, que
l'utilisateur peut choisir et visualiser directement. Dans le cas de la fonction de hauteur
relative à la distance aux lignes de crête, seules les lignes dont la longueur dépasse un
certain seuil sont prises en compte pour le calcul de la fonction de distances.
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6.3 Évaluation de la segmentation réalisée à l'aide de
marqueurs générés par squelettisation
La segmentation par LPE à partir de marqueurs est une alternative à la segmentation
hiérarchique. La déﬁnition automatique de marqueurs est un problème complexe et ne
se pose pas de la même manière pour les diﬀérents types de modèles. Les modèles de
forme animale, humaine ou tubulaire disposent généralement d'un squelette qui permet
de repérer les diﬀérentes parties. Nous avons détaillé au chapitre précédent la méthode
de squelettisation ainsi que le marquage de certaines faces du maillage à partir du
squelette. Lors de la phase de squelettisation (amincissement topologique), un chemin
est créé entre les faces et les voxels du squelette. Le squelette correspond à un graphe
où les sommets sont associés aux voxels de jonctions et les arcs, à un ensemble de voxels
ayant au maximum deux voxels voisins. Chaque arc obtient un label diﬀérent. Les faces
du maillage qui ne sont liées qu'à un seul arc appartiennent à une partie signiﬁcative et
sont marquées avec le label de l'arc. Les faces proches des jonctions n'ont aucun label
et sont labellisées à partir de la LPE.
La ﬁgure 6.7 présentent diﬀérents modèles segmentés à partir de la LPE et des mar-
queurs générés par squelettisation. La première colonne représente le squelette des mo-
dèles ainsi que ses arcs labellisés de couleurs diﬀérentes. La deuxième colonne correspond
au marquage des faces. Les faces de couleur noire n'ont pu être labellisées en raison de
leur proximité à une jonction. La dernière colonne correspond à la segmentation ﬁnale
avec la LPE et les marqueurs. D'autres modèles segmentés sont proposés à la ﬁgure 6.8.
Notre méthode permet la segmentation d'un modèle 3D en parties signiﬁcatives. Le
squelette déﬁnit les diﬀérentes parties et la LPE est utilisée pour séparer les régions
aux jonctions (représentées par des zones de fortes courbures). Il n'existe pas à ce jour
de vérité terrain pour valider la cohérence des parties. Les parties sont directement
déterminées à partir du graphe du squelette. La précision du squelette dépend de la
résolution de la voxelisation. Plusieurs interprétations du squelette sont possibles : la
première consiste à repérer le corps et à considérer les diﬀérents ensembles d'arcs qui
lui sont liés jusqu'aux sommets feuilles comme des parties entières. Une autre inter-
prétation peut correspondre à la création systématique de nouveaux marqueurs pour
chaque nouveau segment créé.
Les frontières sont déterminées à partir de la LPE avec une fonction de hauteur relative
à la courbure. La forme de la frontière n'est pas contrainte et il peut arriver que celle-ci
soit en dents de scie. Pour éviter ce phénomène, la récente approche de [Clements et
Zhang, 2006] peut être utilisée pour lisser les contours.
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Fig. 6.7  Segmentations à partir de la LPE et des marqueurs générés par squelettisa-
tion.
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Fig. 6.8  Segmentation à partir de la LPE et des marqueurs générés par squelettisation.
Le tableau 6.7 propose pour chaque modèle son nombre de vertex, le nombre de voxels
obtenus avec la résolution donnée, le temps de calcul du processus de marquage ainsi
que celui de la LPE. Le nombre de vertex inﬂuence directement le temps de calcul de
la LPE ; le temps de calcul du marquage est dépendant du volume de l'objet déﬁni par
le nombre de voxels. Le nombre de voxel n'a aucun rapport avec le nombre de vertex,
comme le montre le modèle Cow, qui dispose d'un nombre relativement faible de vertex
et du volume le plus important. Le procédé de squelettisation prend le plus de temps car
à chaque itération, tous les vertex de surfaces sont retirés. Le parcours systématique de
tous les voxels de l'image 3D est évité grâce aux trois matrices de stockage permettant
un accès direct aux voxels de surface suivant une direction donnée. Une image 3D est
cependant utilisée pour tester rapidement le voisinage des voxels appartenant à l'objet.
Modèle
Nombre Volume
Résolution
Temps de calcul (s)
de vertex en voxels Marquage LPE
Octopus 4242 35810 128 10.9 0.15
Cow 2903 110984 128 63.4 0.06
Bird 1129 87977 128 81.2 0.02
Dinopet 3324 91909 100 18.3 0.2
Homer 5103 87160 128 9.9 0.3
Santa 18946 51931 100 11.7 8.9
Dinosaur 56194 21568 100 5.6 96.6
Tab. 6.7  Caractéristiques des segmentations obtenues à partir de la LPE et des
marqueurs générés par squelettisation.
La segmentation hiérarchique du modèle est déﬁnie à partir du squelette de l'objet. Le
niveau de segmentation peut être contrôlé à partir d'un seuil sur le nombre de voxels
de chaque arc ou bien à partir de la séparation de l'arc ou de la jonction corps des
autres arcs. Dans le dernier cas, les ensembles formés d'arcs qui restent connectés sont
associés à des parties diﬀérentes. La ﬁgure 6.9 montre deux segmentations réalisées à
des niveaux de détails diﬀérents.
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(a) (b)
Fig. 6.9  Segmentation hiérarchique du modèle Dinopet. (a) Seul le corps et les princi-
pales parties sont déﬁnies. (b) Tous les arcs du squelette sont utilisés comme marqueurs
pour la LPE.
Notre méthode oﬀre une relative insensibilité à la pose. La ﬁgure 6.11 montre le modèle
Armadillo avec diﬀérentes poses et avec les mêmes résolutions de voxelisation. Les défor-
mations réalisées sur le modèle engendrent des squelettes pratiquement identiques mais
il peut arriver que de nouveaux arcs soient créés ou bien que d'autres disparaissent. Il
s'agit généralement d'arcs non signiﬁcatifs comme cela apparaît sur le premier squelette
au niveau des oreilles. Ces arcs ont disparu sur le deuxième squelette. Pour corriger ce
problème, nous avons comme perspective de valider les arcs du graphe du squelette à
partir des maxima locaux des intégrales des distances géodésiques. La ﬁgure 7.1(b) re-
présente l'intégrale des distances géodésiques du modèle Octopus. En ne considérant que
les arcs associés à un maximum local, seuls les arcs les plus signiﬁcatifs sont conservés.
Les paramètres de la méthode correspondent principalement à la résolution de la voxe-
lisation ainsi qu'au nombre minimum de voxels pour générer un arc associé à une par-
(a) R = 64 (b) R = 128 (c) R = 200
Fig. 6.10  Squelettes générés à partir de diﬀérentes résolutions R de voxelisation.
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tie signiﬁcative. Une résolution élevée permet une bonne précision mais engendre un
squelette plus complexe, avec de nouveaux segments. La ﬁgure 6.10 propose plusieurs
squelettes du modèle Dinopet voxelisé aux résolutions 64, 128 et 200. La résolution la
plus grande met en évidence de nouveaux segments non signiﬁcatifs.
Fig. 6.11  Sensibilité à la pose.
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6.4 Comparaison des méthodes de segmentation
L'étude de [Attene et al., 2006b] propose une comparaison visuelle de plusieurs modèles
3D segmentés à partir des méthodes de [Katz et Tal, 2003], [Katz et al., 2005], [Mortara
et al., 2004a], [Mortara et al., 2004b] et [Attene et al., 2006a] qui ont été abordées dans
l'état de l'art de la segmentation de maillages polygonaux au chapitre 2. Ces méthodes
ont des approches de segmentation diﬀérentes : [Katz et Tal, 2003] réalisent des décom-
positions successives du maillages en utilisant un degré d'appartenance ﬂou calculé à
partir des distances géodésiques et de l'angle dièdre, [Katz et al., 2005] projettent l'ob-
jet dans un espace multi-dimentionnel où les distances euclidiennes deviennent égales
aux distances géodésiques un miroir sphérique est utilisé pour faire apparaître le corps
de l'objet ainsi que les diﬀérentes parties qui y sont reliées, [Mortara et al., 2004a] et
[Mortara et al., 2004b] utilisent des sphères pour caractériser les vertex de la surface ou
bien pour détecter les zones tubulaires de l'objet et [Attene et al., 2006a] réalisent la
segmentation en approximant des carreaux de surface à des primitives de type sphère,
plan ou cylindre. La méthode [Delest et al., 2007a] que nous avons présentée dans ce
chapitre utilise le squelette de l'objet pour déterminer les principales parties du modèle
3D ainsi que la LPE pour terminer la segmentation.
Les ﬁgures suivantes permettent un comparatif visuel des segmentations obtenues sur
diﬀérents modèles avec les méthodes citées. Les méthodes de [Katz et Tal, 2003], de
[Katz et al., 2005] et de [Attene et al., 2006a] oﬀrent généralement de bons résultats pour
chacun des modèles. Notre méthode propose des résultats de segmentation similaires
sur les modèles Octopus et Dinosaur. Notre méthode interprète chaque arc du graphe
du squelette de l'objet comme une partie signiﬁcative, c'est la raison pour laquelle
certaines diﬀérences apparaissent : le nez et la bouche du modèle Homer génèrent des
arcs lors de la squelettisation ; il en est de même avec les pattes du modèle Bird. La
tête du modèle Bird n'apparaît pas comme une branche signiﬁcative du squelette et est
associée à son corps. Le modèle Santa possède un squelette assez complexe, qui est à
l'origine de parties au niveau du corps et de la main gauche.
Les évaluations des cinq méthodes de segmentation citées sont proposées dans l'étude
comparative de [Attene et al., 2006b]. L'évaluation est réalisée à partir des mêmes
critères utilisés dans ce chapitre pour nos méthodes, à savoir : le type de segmentation,
l'extraction de régions et de frontières correctes, la segmentation hiérarchique ou multi-
échelle, la sensibilité à la pose, la complexité et les paramètres.
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(a) [Katz et Tal, 2003] (b) [Katz et al., 2005] (c) [Mortara et al., 2004a]
(d) [Mortara et al., 2004b] (e) [Attene et al., 2006a] (f) Notre méthode
Fig. 6.12  Comparaison des méthodes de segmentation sur le modèle Octopus.
(a) [Katz et Tal, 2003] (b) [Katz et al., 2005] (c) [Mortara et al., 2004a]
(d) [Mortara et al., 2004b] (e) [Attene et al., 2006a] (f) Notre méthode
Fig. 6.13  Comparaison des méthodes de segmentation sur le modèle Dinosaur.
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(a) [Katz et Tal, 2003] (b) [Katz et al., 2005] (c) [Mortara et al., 2004a]
(d) [Mortara et al., 2004b] (e) [Attene et al., 2006a] (f) Notre méthode
Fig. 6.14  Comparaison des méthodes de segmentation sur le modèle Bird.
(a) [Katz et Tal, 2003] (b) [Katz et al., 2005] (c) [Mortara et al., 2004a]
(d) [Mortara et al., 2004b] (e) [Attene et al., 2006a] (f) Notre méthode
Fig. 6.15  Comparaison des méthodes de segmentation sur le modèle Homer.
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(a) [Katz et Tal, 2003] (b) [Katz et al., 2005] (c) [Mortara et al., 2004a]
(d) [Mortara et al., 2004b] (e) [Attene et al., 2006a] (f) Notre méthode
Fig. 6.16  Comparaison des méthodes de segmentation sur le modèle Santa.
6.5 Bilan sur les méthodes de segmentation proposées
Nous avons présenté dans ce chapitre les résultats issus des diﬀérentes méthodes de
segmentation que nous avons développées. Notre recherche est basée sur quatre axes
principaux : la LPE, la fonction de hauteur, la segmentation hiérarchique et la segmen-
tation par LPE à partir de marqueurs générés par squelettisation.
La LPE est un outil de segmentation eﬃcace. Elle nécessite la déﬁnition d'une fonction
de hauteur adaptée à la problématique de segmentation. Nous avons évalué plusieurs
fonctions de hauteur, notamment celles basées sur la courbure et celle basée sur la
distance inverse aux lignes de crêtes. Nous avons caractérisé la courbure d'une face à
partir de la norme de la matrice de covariance qui tient compte des normales des faces
adjacentes ainsi que la normale de la face analysée. Par rapport aux autres types de
courbure que nous avons testés, celle-ci semble la mieux adaptée à la problématique
de segmentation de maillages polygonaux par LPE. Nous avons mis en place une autre
fonction de hauteur basée sur la distance inverse aux lignes de crêtes. Ces dernières
sont calculées à partir de la méthodes de [Yoshizawa et al., 2005]. Pour réaliser le calcul
de distances, nous nous sommes inspirés de l'algorithme fast marching proposé par
[Kimmel et Sethian, 1998]. Les points les plus éloignés localement des lignes de crêtes
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représentent les nouvelles sources d'inondation de la LPE. Cette méthode correspond
à une fonction de hauteur eﬃcace pour la LPE car elle considère les lignes de crêtes
comme des contours potentiels que la LPE va fermer.
Pour corriger le phénomène naturel de sur-segmentation de la LPE, nous nous sommes
tournés vers des méthodes ayant fait leur preuve sur les images 2D mais qui n'existaient
pas dans le domaine de la segmentation de maillages polygonaux. Nous avons publié
diﬀérents travaux sur des méthodes de fusion de régions basées sur les cascades combi-
nées à la profondeur de la LPE ou aux dynamiques de contour. La courbure minimum
d'un bassin et la courbure du point selle d'une frontière sont les principales caractéris-
tiques que nous utilisons pour déﬁnir les critères de fusion et réaliser la segmentation
hiérarchique. Nos méthodes de segmentation hiérarchique permettent la construction de
plusieurs partitions et donnent la possibilité à l'utilisateur de les visionner rapidement
pour sélectionner la plus adaptée à son application. Nous avons également proposé une
méthode de segmentation basée sur la LPE avec marqueurs générés automatiquement.
Le squelette de l'objet est utilisé pour repérer les principales parties et pour marquer
les faces qui peuvent leur être associées. La LPE est ensuite employée pour ﬁnaliser
la segmentation et créer des frontières aux zones de fortes courbures. Nous avons éva-
lué nos méthodes à partir des critères proposés dans [Attene et al., 2006b] et comparé
leur eﬃcacité sur les modèle 3D de références (voir annexe C). Il est actuellement diﬃ-
cile d'établir une comparaison précise des méthodes de segmentation car les approches
sont généralement étudiées pour un type d'application particulier (voir tableau 2.14).
Il n'existe pas de vérité terrain pour mesurer l'eﬃcacité des méthodes de segmentation ;
l'évaluation est réalisée de façon visuelle, comme nous l'avons fait à ce chapitre. Le
chapitre suivant présente la conclusion ainsi que les perspectives. Nous discutons des
travaux réalisés dans le cadre de la thèse et aussi des améliorations possibles.

Chapitre 7
Conclusion
Bilan du travail réalisé
Les applications concernant les modèles 3D sont de plus en plus nombreuses et variées.
La segmentation de maillages polygonaux est une étape nécessaire pour la plupart
d'entre elles, notamment pour des besoins de paramétrisation, de compression, de re-
connaissance de forme, etc. Les travaux de [Shamir, 2004] sont incontournables dans ce
domaine ; il a établi les deux principales catégories de segmentation : la segmentation en
carreaux surfaciques et la segmentation en parties signiﬁcatives. Il a également discuté
des principaux types de méthodes et critères utilisés dans le cadre de la segmentation.
Nous avons prolongés ses travaux en étudiant un plus large éventail de méthodes et de
critères.
Parmi les diﬀérentes méthodes de segmentation de maillages, il en existe un petit nombre
utilisant la LPE. Ce type de méthode nécessite une fonction de hauteur relative aux
caractéristiques de la surface du maillage. La courbure est généralement utilisée par les
méthodes de segmentation basées sur la LPE. Elle permet une croissance de régions à
partir de zones de faibles courbures et fait se rencontrer les régions aux zones de fortes
courbures. Nous avons introduit deux nouvelles fonctions de hauteur pour la LPE : la
distance inverse aux lignes de crêtes et la courbure d'une face calculée par la norme de
la matrice de covariance, qui tient compte des normales des faces adjacentes ainsi que
de la normale de la face analysée.
Nous avons travaillé sur deux approches qui faisaient défaut aux précédentes méthodes
de LPE. Pour limiter les problèmes de sur-segmentation, nous avons proposé la segmen-
tation hiérarchique et la segmentation à partir de marqueurs générés par squelettisation.
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La segmentation hiérarchique permet de créer rapidement plusieurs niveaux de segmen-
tation et donne la possibilité à l'utilisateur de les visionner rapidement pour choisir le
plus adapté à son application. Lorsque le modèle possède une forme de type tubulaire,
humanoïde ou animale, nous utilisons une nouvelle méthode basée sur le squelette de la
forme pour repérer les parties signiﬁcatives et les marquer pour ﬁnaliser la segmentation
avec la LPE.
L'évaluation des méthodes de segmentation n'est pas évidente comme cela est souligné
dans l'étude comparative de [Attene et al., 2006b] qui propose plusieurs critères d'éva-
luation ainsi que des modèles segmentés pour une comparaison visuelle. Nous avons
utilisé ces critères et les modèles 3D disponibles pour positionner notre travail. En ce
qui concerne la segmentation de maillages à partir des marqueurs générés par sque-
lettisation, nos résultats apparaissent similaires aux meilleures méthodes sur certains
modèles mais oﬀrent, sur d'autres, une sur-segmentation à cause des branches non si-
gniﬁcatives du squelette. En ce qui concerne la segmentation hiérarchique, les résultats
sont encourageants sur les modèles de type visage ou pièce mécanique et nous projetons
de faire intervenir de nouvelles caractéristiques pour améliorer la segmentation. Les
méthodes que nous avons développé oﬀre de larges perspectives. Nous avons commencé
à réﬂéchir à plusieurs idées et à tester certaines approches que nous décrivons dans ce
qui suit.
Perspectives
Les méthodes de segmentation par ligne de partage des eaux présentent l'avantage de
reposer sur un concept physique simple et eﬃcace. Il existe de nombreux algorithmes
de LPE 3D qui donnent satisfaction ; la fonction de hauteur nécessite par contre une
plus grande investigation. La courbure correspond à la fonction de hauteur la plus
populaire. Nous avons présenté une autre fonction basée sur la distance aux lignes
de crêtes qui est beaucoup plus pertinente. Les perspectives directes qui en découlent
sont une caractérisation plus ﬁne des lignes de crêtes les plus signiﬁcatives. Dans le
cadre de la segmentation en parties signiﬁcatives, une autre fonction de hauteur semble
intéressante, il s'agit de la distance aux points critiques de type  selle .
La fonction de hauteur relative à la distance aux points selles
Les points critiques et les protrusions ont été abordés à la section 2.4.3. La méthode
de [Zhou et Huang, 2004] correspond à une croissance de régions à partir des points
extrema jusqu'aux points selles. La méthode que nous proposons n'en est qu'à un stade
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(a) Modèle 3D. (b) Intégrale des distances géodésiques.
(c) Inverse de la distances aux points selles. (d) LPE avec la fonction distance.
Fig. 7.1  Segmentation par LPE avec une fonction de distance relative aux points
critiques de type selle.
préliminaire ; elle correspond à l'utilisation d'une fonction de hauteur relative à la dis-
tance aux points selles qui symbolisent potentiellement une intersection entre plusieurs
parties. La ﬁgure 7.1 représente les deux étapes de la construction de la fonction de
hauteur et le résultat de la LPE. L'intégrale des distances géodésiques [Hilaga et al.,
2001] permet de caractériser la centricité à partir de la somme des distances d'un point
à tous les autres. Un vertex selle a la particularité d'avoir, sur son anneau de degré
1 de vertex voisins, plus d'une alternance de vertex ayant une intégrale des distances
géodésiques plus forte et plus faible que lui. Le calcul des distances aux points critiques
de type selle est réalisé de la même manière que le calcul de la distance aux lignes de
crêtes. Le résultat de la LPE (ﬁgure 7.1(d)) est satisfaisant et montre que la méthode
est prometteuse.
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Les critères de fusion pour la segmentation hiérarchique
Les cascades et les dynamiques de contour sont des outils puissants de segmentation.
A partir du graphe dual de la partition générée par la LPE et des coûts associés aux
sommets (les régions) et aux arcs (les frontières entre des régions), ces procédés hiérar-
chiques permettent d'établir plusieurs niveaux de segmentation parmi lesquels l'utili-
sateur pourra sélectionner le meilleur. Le choix automatique du meilleur niveau ainsi
que les caractéristiques des régions pourrait faire l'objet d'une étude. Nous avons utilisé
dans nos travaux les minima des bassins et les minima des frontières ; certains critères
comme la taille des régions, le ratio entre le périmètre et l'aire, la texture, etc. pourraient
être utilisés pour caractériser d'une meilleure façon chaque région et chaque frontière.
Pour obtenir des frontières plus précises, une étude sur la combinaison des contours
actifs et de la LPE serait à réaliser pour adapter cette problématique 2D (watersnakes
[Nguyen et al., 2003]) aux maillages polygonaux.
La génération automatique de marqueurs pour la LPE
La création des marqueurs à partir du squelette du modèle 3D peut faire l'objet de
nombreuses améliorations. D'une part la voxelisation peut être améliorée à partir de
méthodes telles que [Passalis et al., 2004], la squelettisation peut être aﬃnée grâce des
algorithmes d'amincissement parallèle, la création de liens entre la surface du maillage
et le squelette peut suivre le schéma de [Brunner et Brunnett, 2006] et d'autre part
l'utilisation d'une fonction de hauteur relative à la loi des minima (section 2.4.1 page
58) serait plus adaptée à la segmentation en parties signiﬁcatives. Il serait également
intéressant de tester nos marqueurs avec les méthodes de [Zhao et al., 2006] et [Ji
et al., 2006] basées sur la coupe de graphe. Les frontières peuvent aussi faire l'objet
d'améliorations à partir de la méthode de [Clements et Zhang, 2006] qui positionne le
meilleur contour à partir du ratio minimum entre un terme d'énergie de contour et la
longueur du contour.
La suppression des segments non signiﬁcatifs du squelette serait une amélioration non
négligeable de la méthode. Les méthodes de squelettisation par amincissement font par-
fois apparaître des extrémités non signiﬁcatives en raison d'une géométrie particulière
de la surface de voxels. Ces segments sont gênants pour notre méthode car ils génèrent
des régions non désirées. Les recherches que nous souhaiterions mener par la suite cor-
respondent à la validation de ces segments à partir des protrusions. Si l'extrémité d'un
segment peut être associée à un vertex extremum (couleur rouge / blanc sur la ﬁgure
7.2(c)) alors ce segment est validé.
Les modèles complexes nécessitent généralement un pas de voxelisation plus élevé que
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les modèles simples pour conserver l'ensemble des informations topologiques. Toutefois,
pour conserver à la fois les avantages d'une voxelisation de faible résolution (élimination
des segments non signiﬁcatifs, temps de calcul faible) et la topologie des objets, la
méthode de [Brunner et Brunnett, 2005] qui caractérise les voxels voisins locaux et
globaux peut être utilisée. Un même voxel est alors attribué à deux parties séparées.
Ce voxel est dupliqué et chaque instance est associée à un voisinage diﬀérent.
(a) Modèle 3D. (b) Squelette comportant des
segments non désirés.
(c) Intégrale des distances géo-
désiques.
Fig. 7.2  Suppression des segments non signiﬁcatifs du squelette à partir des extrema.
Chaque segment signiﬁcatif du squelette génère une région. Le squelette pourrait faire
l'objet d'une analyse pour déterminer les diﬀérents niveaux de segmentation d'un mo-
dèle 3D. Les études pourraient se tourner vers la comparaison du graphe du squelette
avec des graphes sémantiques contenus dans une base de données. Ces graphes sé-
mantiques présenteraient certains niveaux prédéﬁnis de décomposition d'un objet 3D
particulier. Ainsi, si le squelette permet d'identiﬁer un modèle humain, le squelette sé-
mantique de la base de données disposerait de plusieurs schémas de décomposition qui
permettent d'obtenir une segmentation très précise (séparation des doigts de la main,
des oreilles, du nez, etc.) ou bien plus grossière (segmentation au niveau des principaux
membres). La possibilité de choisir les groupes des sous-objets pourrait également être
mise à disposition de l'utilisateur. La ﬁgure 7.3 montre un graphe de squelette et un
exemple de graphe sémantique qui lui a été associé.
Mise en place d'une vérité terrain pour la segmentation de maillages poly-
gonaux
A l'heure actuelle, il n'existe pas de vérité terrain pour la segmentation de maillages
polygonaux. De nombreuses bases ont été développées pour les images, comme nous
l'avons vu à la section 2.2.2, mais aucune n'a encore été proposée pour les objets 3D.
Il est certes plus long de réaliser une vérité terrain sur un objet 3D car il faut déﬁnir
manuellement les vertex de frontières. Les méthodes interactives de segmentation abor-
dées à la section 2.3.7 peuvent être utilisées pour réaliser les segmentations et réajuster
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(a) Modèle 3D et son
squelette.
(b) Graphe du squelette
idéal.
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(c) Graphe sémantique.
Fig. 7.3  Recherche du graphe sémantique équivalent au squelette de l'objet 3D.
les contours si besoin. Au moins deux niveaux de détails pourraient être proposés pour
chaque modèle ainsi que plusieurs poses pour tester la sensibilité à la pose des mé-
thodes. Le format de ﬁchier Wavefront est adapté à cette problématique car il est d'une
part très répandu et d'autre part, il permet de facilement établir des groupes d'objets à
l'intérieur d'un même ﬁchier. Enﬁn, il sera nécessaire d'établir une mesure de distance
par rapport à la vérité terrain. Concernant la reconnaissance de formes 3D, la compé-
tition SHREC 1 est organisée chaque année aﬁn de confronter plusieurs méthodes et
d'évaluer les résultats sur des formes diﬀérentes. Il serait très intéressant d'aborder la
comparaison de méthodes et l'évaluation de la segmentation de maillages polygonaux
de la même manière que celle proposée lors de cet évènement.
1SHREC : Shape Retrieval Contest, http ://www.aimatshape.net/event/SHREC
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Annexe A
Construction hiérarchique des
partitions
A.1 Fusion à partir de la profondeur de la LPE
La fusion des régions issues de la LPE 3D a été proposée par [Mangan et Whitaker,
1999]. L'exemple suivant (ﬁgures A.2 et A.3) décrit toutes les étapes de fusion selon
la profondeur de la LPE pour aboutir à une seule partition. La ﬁgure A.1 correspond
à l'arbre de fusion à partir duquel un niveau de segmentation peut être calculé. Ces
niveaux se déterminent à partir du numéro de région (compris dans l'exemple entre R7
et R13). Le choix de la région implique la fusion des toutes les régions ﬁlles associées
à une région parente de numéro immédiatement inférieur (ou égal) au numéro de la
région choisie. La région R7 est associée à un niveau pour signiﬁer qu'il n'y a pas de
fusion ; elle correspond au niveau 0.
(a) Arbre de fusion.
Pa
rt
it
io
n
s
(b) Régions des diﬀérentes partitions.
Fig. A.1  Arbre de fusion pour la profondeur de la LPE.
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Fig. A.2  Partitions à chaque itération de la fusion. Les partitions ainsi que les minima
des bassins et les hauteurs des points selles apparaissent à gauche, les graphes duaux
avec les profondeurs de la LPE sont à droite.
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Fig. A.3  Suite du processus de fusion à partir de la profondeur de la LPE.
Les profondeurs de LPE qui apparaissent en rouge correspondent aux nouvelles valeurs
issues de la mise à jour du minimum du bassin de la région. Les arcs marqués en bleus
vont être supprimés à la prochaine itération. La ﬁgure A.2(d) montre par exemple la
nouvelle profondeur de la LPE calculée à partir de la diﬀérence entre la valeur 7 du
point selle et la valeur maximum des minima des bassins adjacents (max(1, 2) = 2). A
l'itération précédente, cette valeur était de 3 pour la région R3 ; en raison de la fusion
des régions R3 et R4, le minimum est devenu 2. Il ne peut être conservé qu'un seul point
selle par frontière. S'il y a un choix à faire, le point selle le plus faible est conservé.
A.2 Fusion à partir des cascades
Les cascades font intervenir la hauteur des points selles comme critère de fusion, contrai-
rement à la méthode précédente qui utilise la profondeur de la LPE. La méthode des
cascades à partir des graphes utilise l'arbre de poids minimum et réalise la LPE sur ce
nouveau graphe. Les arcs du graphe dual de la partition sont parcourus dans l'ordre
croissant et la création des arcs du nouveau graphe ne peut s'eﬀectuer que si les régions
à ajouter ne l'ont pas déjà été. La ﬁgure A.4 représente un exemple de construction de
l'arbre de poids minimum.
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5 6
8
7
9 12
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9
11
1
4
2
3
6
9
5
(a) Partition issue de la LPE, minima
des bassins et points selles.
R4
R3
4
(b) Création du premier arc de l'arbre
de poids minimum.
5
R1
R2
R4
R3
4
(c)
5
4
6
R1
R2
R4
R3
(d)
5
4
9
9
6
R1
R2
R4
R3
R7
R5
(e)
5
9
9
11
6
R1
R2
R4
R3
R7
R6
R5
4
(f)
Fig. A.4  Création de l'arbre de poids minimum.
Une fois que cet arbre est construit, la LPE peut être utilisée pour labelliser les arcs et
par conséquent les régions associées aux arcs. Les sources d'inondation correspondent
aux arcs qui n'ont pas d'arc voisin de plus faible valeur. Dès lors que les minima locaux
ont été déﬁnis, la croissance peut s'opérer sur l'arbre de poids minimum. Le procédé
revient à tester et labelliser les arcs dans l'ordre croissant de leur valeur. Si un arc
relie deux régions nouvellement créées, il conserve son statut de frontière. A la ﬁn de
la première itération des cascades (ﬁgure A.5(e)), la partition donnée en exemple ne
compte plus que deux régions. Comme dans la méthode précédente, le procédé de fusion
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peut correspondre au seuillage de la profondeur de la LPE ou bien au stockage de tous
les niveaux de segmentation dans un arbre. La deuxième solution est à privilégier car le
nombre de niveaux reste raisonnable, même dans le cas de modèle possédant un nombre
élevé de vertex.
(a)
5
9
9
11
6
R1
R2
R4
R3
R7
R6
R5
4
(b)
(c)
5
9
9
11
6
R1
R2
R4
R3
R7
R6
R5
4
(d)
R8
R9
(e) Partition obtenue à la ﬁn de la 1re
itération des cascades.
R10
R9 R8
R1 R2 R3 R4 R5 R6 R70
1
2
(f) Arbre de fusion des régions.
Fig. A.5  Segmentation hiérarchique à partir des cascades.
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A.3 Combinaison des cascades et de la profondeur de
la LPE
Les cascades peuvent être utilisées en considérant la profondeur de la LPE comme
hauteur de frontière et non pas la hauteur des points selles. La création de l'arbre de
poids minimum est diﬀérente de celle proposée à la section précédente car la fusion des
régions entraîne une modiﬁcation de hauteur des frontières. La construction de l'arbre
fait intervenir le procédé d'inondation des ﬁgures A.3 et A.4.
5 6
8
7
9 12
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11
1
4
2
3
6
9
5
(a) Partition issue de la LPE, minima
des bassins et points selles.
1
R1
R2
R4
R3
1
(b) Création des premiers arcs de
l'arbre de poids minimum.
1
2
R1
R2
R4
R3 R6
R5
1
(c) .
1
3
2
R1
R2
R4
R3
R7
R6
R5
1
(d) .
1
3
4
2
R1
R2
R4
R3
R7
R6
R5
1
(e) .
1
3
4
2
4
R1
R2
R4
R3
R7
R6
R5
1
(f) .
Fig. A.6  Création de l'arbre de poids minimum.
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L'arbre de poids minimum fait apparaître trois minima et non pas deux comme à la
section précédente. L'algorithme privilégie la fusion lorsque la diﬀérence entre la hauteur
d'un point selle et le maximum des minima des bassins voisins est faible plutôt que la
hauteur absolue des points selles. La région R10 est créée par la fusion des régions R5
et R6. La frontière qui séparent ces deux régions a une profondeur de LPE équivalente
à 2 qui est un minimum local sur l'arbre de poids minimum.
(a)
1
3
4
2
4
R1
R2
R4
R3
R7
R6
R5
1
(b)
R8
R9
R10
(c) Partition obtenue à la ﬁn de la 1re
itération des cascades.
R11
R9 R8 R10
R1 R2 R3 R4 R7 R5 R60
1
2
(d) Arbre de fusion des régions.
Fig. A.7  Segmentation hiérarchique à partir des cascades avec le critère de profondeur
de LPE.
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A.4 Fusion à partir des dynamiques de contour
Les dynamiques de contour ont été abordées à la section 3.3.3. La ﬁgure A.8 illustre
l'intégralité du schéma de calcul des dynamiques de contour sur la partition donnée
dans les exemples précédents. La méthode de [Lemaréchal et al., 1998] a été utilisée
pour calculer les dynamiques de contour. A partir de la partition générée par la LPE,
les minima des bassins ainsi que les points selles et leur hauteur sont déterminés. Les
points selles sont rangés par ordre croissant dans une liste de sorte à ce que chaque
point selle retiré corresponde au plus petit dans la liste. En considérant le graphe de
la partition avec des arcs valués à partir de la hauteur des points selles, l'arc reliant
les régions R3 et R4 est sélectionné le premier. Sa dynamique est calculée directement
à partir de la profondeur de la LPE ; elle correspond donc ici à 4 − max(3, 2) = 1.
Ce procédé de sélection par ordre croissant peut être vu comme une inondation reliant
deux bassins lorsque le niveau d'eau atteint le point selle. Cette inondation a atteint ici
le niveau 4 et entraîne la création d'une nouvelle région R8 à partir de la fusion de R3
et R4.
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5
(a) Partition issue de la LPE
R8
R1
R2
R4
R3
R7
R6
R5
1
(b) Début de l'inondation : sélection
du point selle le plus faible et calcul
de la première dynamique de contour.
5 6
7
9 12
13
9
11
1
4
2
6
9
5
(c) L'eau a atteint la hauteur de 4, les
bassins R3 et R4 sont fusionnés.
R8
R9
1
R1
R2
R4
R3
R7
R6
R5
1
(d) Au niveau 5, la dynamique du
contour {R1, R2} est créée.
Fig. A.8  Création des dynamiques de contour.
Annexe A. Construction hiérarchique des partitions 215
6
9 12
13
9
11
1
2
6
9
5
(e) Fusion des régions au niveau 5.
1
4
4
4
R1
R2
R4
R3
R7
R6
R5
1
R10
(f) Au niveau 6, R10 est formée et
tous les arcs qui relient ses régions
ﬁlles R8 et R9 obtiennent une dyna-
mique de 4.
9 12
13
9
11
1
6
9
5
(g) Fusion des régions au niveau 6.
1
4
4
3
4
4
R1
R2
R4
R3
R7
R6
R5
1
R11
(h) Inondation au niveau 9.
11
1
9
(i) Fusion des régions au niveau 9.
1
4
4
3 2
4
2
2
4
R1
R2
R4
R3
R7
R6
R5
1
R12
(j) Inondation au niveau 11.
Fig. A.8  Création des dynamiques de contour.
Les diﬀérents seuillages appliqués aux dynamiques de contour génèrent les partitions des
ﬁgures A.9(c) et A.9(e). Il est possible de réaliser une segmentation hiérarchique à partir
des cascades en utilisant les dynamiques de contour à la place de la  hauteur  des
points selles. Dans l'exemple actuel, l'approche des cascades combinée aux dynamiques
de contour conduit au même résultat que la ﬁgure A.5.
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(a) Partition issue de la LPE
1
4
4
3 2
4
2
2
4
R1
R2
R4
R3
R7
R6
R5
1
(b) Dynamiques de contour
R9
R8
R7
R6
R5
(c) seuil = 1
4
3
2
4
2
2
R9
R8
R7
R6
R5
(d)
R9
R10
(e) seuil = 2
4
R9
R10
(f)
(g) Arbre de fusion.
Fig. A.9  Seuillage des dynamiques de contour.
Annexe B
La squelettisation
Nous avons pu voir à la section 5.2.2 (page 144) un algorithme de squelettisation basé
sur la suppression successive des points simples. Pour déterminer si les voisins noirs
d'un point p sont 26-connectés, il est possible d'utiliser des tableaux contenant, pour
chaque voisin, la liste des précédents points qui lui sont connectés.
Les listes S26[i] des points i 26-connectés sont faciles à établir et peuvent être pro-
grammées simplement. L'ordre de parcours des points est important pour les algo-
rithmes COND_2_SATISFAITE et COND_4_SATISFAITE. Dans la cas du premier
algorithme, le parcours des points peut suivre l'ordre croissant de 0 à 25 ; dans le cas
du deuxième, il est important de modiﬁer cet ordre car, le seul précédent direct de 3
est 4 et le précédent direct de 9 est 10. Les ordres ainsi que les listes comprenant les
prédécesseurs de chaque point sont données dans les tableaux B.1, B.2 et B.3.
Les listes S18[indice] des points j 6-connectés de Np(18) est moins évidente à établir.
indice correspond ici à un indice de la liste S18 compris entre 0 et 17. i et j corres-
pondent à un numéro de point compris entre 0 et 25. Chaque point est lié à un ou
plusieurs points 6-connectés de numéro inférieur à l'exception des points 3 et 9.
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0 1 2
3 4 5
6 7 8
9
p
10 11
12 13
14 15 16
17 18 19
20 21 22
23 24 25
Point Listes S26 des prédécesseurs 26-connectés
0
1 0
2 1
3 0 1
4 0 1 2 3
5 1 2 4
6 3 4
7 3 4 5 6
8 4 5 7
9 0 1 3 4
10 0 1 2 3 4 5 9
11 1 2 4 5 10
12 0 1 3 4 6 7 9 10
13 1 2 4 5 7 8 10 11
14 3 4 6 7 12
15 3 4 5 6 7 8 12 13 14
16 4 5 7 8 13 15
17 9 10 12
18 9 10 11 12 13 17
19 10 11 13 18
20 9 10 12 14 15 17 18
21 9 10 11 12 13 14 15 16 17 18 19 20
22 10 11 13 15 16 18 19 21
23 12 14 15 20 21
24 12 13 14 15 16 20 21 22 23
25 13 15 16 21 22 24
Tab. B.1  Listes S26 des prédécesseurs 26-connectés.
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0 1 2
3 4 5
6 7 8
9
p
10 11
12 13
14 15 16
17 18 19
20 21 22
23 24 25
Point Liste S18
1
4 1
3 4
5 4
7 4
10 1
9 10
11 10
12 3 9
13 5 11
14 12
15 7 14
16 13 15
18 10
20 12
21 18 20
22 13 21
24 15 21
Tab. B.2  Liste S18 des prédécesseurs 6-connectés. L'ordre de parcours des points doit
être respecté (les points 4 et 10 ont obtenu une nouvelle position).
Indice 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Numéro
1 4 3 5 7 10 9 11 12 13 14 15 16 18 20 21 22 24
de point
Tab. B.3  Liste N18 contenant l'ordre de parcours des points.

Annexe C
Modèles 3D utilisés
Les modèles 3D utilisés dans cette thèse proviennent de diﬀérentes sources. Nous re-
mercions les créateurs de ces modèles ainsi que AIM@SHAPE pour les avoir mis à
disposition. Les modèles 3D ainsi que le nom de leur créateur (s'ils sont disponibles)
apparaissent ci-dessous.
(a) (b) (c) (d) (e) (f) (g)
(h) (i) (j) (k) (l) (m) (n)
(o) (p) (q) (r) (s) (t)
Fig. C.1  Modèles 3D utilisés dans cette thèse.
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Figure Modèle Figure Modèle
(a) Cow (b) Fandisk
(c) Bird (d) Rocker arm
(e) Octopus (f) Moaï (MPII)
(g)
Stanford Bunny
(h) Carter (INRIA and ISTI)
(Stanford University)
(i) Pulley (INRIA and ISTI) (j) A head (3D CAFE)
(k) Dinopet(3D CAFE) (l) Mushroom (3D CAFE)
(m) Mannequin (n) Face-YO
(o) Dinosaur (Cyberware) (p) Homer
(q) Santa (Cyberware) (r)
Armadillo 0 (ID :773)
(Stanford University)
modiﬁé par Shin Yoshizawa
(s)
Armadillo 1 (ID :657)
(t)
Armadillo 8 (ID :664)
(Stanford University) (Stanford University)
modiﬁé par Shin Yoshizawa modiﬁé Shin Yoshizawa
Tab. C.1  Nom des modèles 3D et leur créateur (s'ils sont disponibles)
Index
Arête, 8
voisinage, 13
Arc, 8
Atlas de texture, 21
Bande étroite, 124
Caractéristique d'Euler-Poincaré, 11
Cluster, 16
Complexe de Morse, 55
Complexité, 19
Compression de maillage, 20
Contour actif, 52
Coupe minimale, 47
Courbure, 113
absolue, 32, 115
directionnelle, 121
gaussienne, 114
moyenne, 114
norme de la matrice de covariance,
118
principale, 114
RMS, 115
tenseur de courbure, 120
théorème d'Euler, 114
Critère de Delaunay, 10
Croissance de régions, 24
germe, 24
Décomposition convexe, 61
Détection de collisions, 22
Diagramme de Voronoï, 10
Dynamique de bassin, 98
Face, 7
degré, 8
voisinage, 13
Geons, 62
Graph cut, 47
Graphe dual, 62
Indexation, 57
Interfaces de dessin, 23
Ligne de partage des eaux, 30, 62, 79
Bassin versant, 79
LPE, 30, 79
Marqueurs, 31
Minima, 30
Lignes de crêtes, 122
Loi des minima, 58, 105
Métamorphose, 22
Maillage polygonal, 7
2-manifold, 10
conforme, 9
dual, 12, 14
irrégulier, 8
multi-résolutions, 8
non-manifold, 11
orientable, 11
primal, 12
régulier, 8
semi-régulier, 8
simplexe, 7
Manifold, 10
Mappage de texture, 21
Mean shift, 54
Modélisation tridimensionnelle, 6
Index 224
ﬁlaire, 6
surfacique, 6
volumique, 6
Narrowband, 124
N÷ud, 7
Papercraft, 21
Paramétrisation, 21
Paramètre de contrôle, 19
Partition de graphe, 13
Patchs surfaciques, 5
Plaquage de texture, 21
Plateau minimum, 89
Point P -simple, 70
Point simple, 70, 144, 217
Profondeur de la LPE, 32, 103
Protrusion, 60, 64
Rétro-ingénierie, 22
Radiosité, 23
Reconnaissance de forme, 23, 57
Remaillage, 20
Reverse engineering, 22
Saillance, 60
Segmentation, 13
carreau surfacique, 18, 19
contrainte, 14
critère, 14
hiérarchique / multi-échelle, 19
partie signiﬁcative, 18
Sensibilité à la pose, 19
Simpliﬁcation, 20
SKIZ, 82
Sommet, 7
1-voisinage, 13
degré, 13
indépendant, 13
indépendant maximal, 13
valence, 8
Tatouage numérique, 23
Théorie de Morse, 55
Variétés, 10
Vertex, 7
Vertice, 7
Zones d'inﬂuences géodésiques, 82
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Résumé
La segmentation de maillages polygonaux est un outil nécessaire à de nombreuses ap-
plications. Elle correspond au découpage du maillage en régions à partir d'informations
portant sur la surface ou la forme globale de l'objet. Ces dernières années, de nombreux
algorithmes ont été proposés dans cette thématique en large expansion. Les applica-
tions sont très variées ; citons la reconnaissance de forme, l'indexation, la compression,
la métamorphose, la détection de collision, le plaquage de texture, la simpliﬁcation, etc.
Nous proposons dans un premier temps une étude assez large des méthodes de segmen-
tation de maillages polygonaux. Nous abordons les algorithmes pour les deux principales
familles de méthodes que sont la segmentation en carreaux surfaciques et la segmenta-
tion en parties signiﬁcatives. Nous avons concentré nos travaux sur la ligne de partage
des eaux (LPE) et formulé des propositions originales pour la fonction de hauteur de
la LPE et des stratégies pour limiter la sur-segmentation que produit naturellement la
LPE.
Mots clés : Maillage, Segmentation, LPE, Marqueurs, Carreaux surfaciques, Parties
signiﬁcatives
Abstract
Mesh segmentation is a necessary tool for many applications. The mesh is decomposed
into several regions from surface or shape information. In the last several years, many
algorithms have been proposed in this growing area, with applications in many dif-
ferent areas as 3D shape matching and retrieval, compression, metamorphosis, collision
detection, texture mapping, simpliﬁcation, etc.
First, we propose a review of mesh segmentation methods. We discuss about the algo-
rithms relative to the two main types of methods : the patch-type segmentation and the
part-type segmentation. We focused on the watershed transformation and proposed new
approches relativing to the height function and strategies to avoid over segmentation
produced by the watershed.
Keywords : Mesh, Segmentation, Watershed, Markers, Patch-type segmentation, Part-
type segmentation
