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La metrica di Wasserstein è una distanza nell'insieme delle misure di
probabilità, sviluppata all'interno della teoria del trasporto ottimale. Questa
teoria si fonda sul problema di trovare il modo ottimale di trasportare masse,
sorto per esigenze economiche pochi anni prima della rivoluzione francese.
Pertanto, con ottimale si intendeva un trasporto che minimizzasse le spese,
ma con il passare degli anni lo stesso problema fu riscontrato in altri ambiti,
ad esempio la meccanica dei uidi, o più recentemente la meteorologia con
Figalli. Pertanto il signicato della parola ottimale dipende dal contesto
in cui sorge il problema, corrispondendo comunque all'esigenza di trovare il
punto di minimo del costo del trasporto.
Una prima formulazione adeguata del problema si deve al matematico
russo Leonid Kantorovich, poi perfezionata in questo modello: preso X , l'in-
sieme dei luoghi di partenza della massa, preso Y , l'insieme dei luoghi d'arri-
vo, si stima una funzione c : X ×Y → (−∞,+∞]. Qui c(x, y) indica il costo
di trasporto di un'unità di massa dal punto x al punto y, perciò c è chiamata
funzione costo (l'unità è qualcosa ssata a priori, ad esempio il chilogrammo,
o il metro cubo). Siccome in generale ci sono diversi luoghi di partenza e di-
versi luoghi di arrivo, si distribuisce la massa con due misure di probabilità,
µ su X e ν su Y . Inne si considerano le misure di probabilità su X ×Y che
hanno µ, ν come marginali, chiamate piani di trasporto. Si cerca il piano di





che è appunto il costo del trasporto per il piano π.
i
ii INTRODUZIONE
L'obiettivo di questa tesi è partire da questo modello nel caso in cui la
massa sia trasportata all'interno di uno spazio polacco (Y = X e X è polacco)
prendendo come funzione costo la sua distanza elevata ad un p ≥ 1, per
denire la metrica di Wasserstein e studiarne alcune proprietà topologiche.
Nel capitolo 1 daremo la denizione della metrica di Wasserstein, la prova
che eettivamente soddis gli assiomi di una distanza, e deniremo lo spazio
di Wasserstein, un sottoinsieme di misure di probabilità sul quale la metrica
è sicuramente nita. Inne, dalla interpretazione economica del problema,
daremo un'idea intuitiva di come il problema di minimizzazione delle spese
si possa trasformare nel problema duale di massimizzazione dei protti, dal
quale ricaveremo la formula duale di Kantorovich.
Nel capitolo 2 raorzeremo il concetto di convergenza debole tra distribu-
zioni all'interno dello spazio di Wasserstein, richiedendo delle ulteriori pro-
prietà che dimostreremo essere equivalenti. L'obiettivo principale è quello
di provare che questo nuovo concetto è equivalente alla convergenza per la
metrica di Wasserstein, e per farlo utilizzeremo la denizione di tightness di
un insieme di misure: proveremo che una successione di Cauchy nello spazio
di Wasserstein è tight.
Inne, nel capitolo 3 dimostreremo che lo spazio di Wasserstein eredita
la struttura di spazio polacco, provando che ogni misura al suo interno può
essere approssimata da una combinazione nita di delta di Dirac. Per questo
ne, richiameremo il concetto di variazione assoluta di una misura con segno,
e proveremo che esiste una relazione tra questa e la metrica di Wasserstein.
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La metrica di Wasserstein e il suo
ambiente ideale
Prima di iniziare con la trattazione, ssiamo alcuni concetti. Useremo
sempre uno spazio polacco (X , d), ossia uno spazio metrico completo e se-
parabile. Lo spazio sarà sempre dotato della sigma-algebra di Borel, cioè
quella generata dagli aperti metrici. Date due misure di probabilità µ e ν
su X , chiamiamo Π(µ, ν) l'insieme delle misure di probabilità nel prodotto
X ×X , dotato della sigma-algebra prodotto, che hanno µ e ν come margina-
li. L'insieme di tutte le misure di probabilità su X verrà indicato con P (X ).
Dato Y = (Y1, ..., Ym), un vettore aleatorio a valori in Xm, denoteremo con
µ(Y ) = µ(Y1, ..., Ym) la legge di Y.
Denizione 1. Dato (X , d) uno spazio polacco, dato p ∈ [1,+∞), e date
µ, ν ∈ P (X ), si denisce la metrica di Wasserstein di ordine p come:







Questo è equivalente a:
Wp(µ, ν) = inf
Y,Z
{
E[d(Y, Z)p]1/p : µ(Y ) = µ , µ(Z) = ν
}
.
Un teorema che ci garantisce l'esistenza di un piano di trasporto ottimale è
il seguente.
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Teorema 1. Siano (X , µ), (Y , ν) spazi polacchi di probabilità, e sia c =
c(x, y) non negativa e misurabile. Allora esiste sempre un piano di trasporto
tra µ e ν che minimizza la funzione :




Quindi l'estremo inferiore nella formula (1.1) in realtà è un minimo. Per
la dimostrazione di questo teorema rimandiamo al capitolo 4 di [1].
Osservazione 1. Wp può assumere il valore +∞, pertanto saranno selezio-
nate le misure di probabilità su X in modo da garantire valori niti (si veda
la Denizione 2).
Nell'ipotesi che Wp assuma valori niti, vediamo ora che soddisfa gli as-
siomi di una distanza. Prima di tutto si ha bisogno del seguente lemma, la
cui dimostrazione è triviale:
Lemma 1 (di incollamento). Siano (Y1, Y2) e (Z1, Z2) vettori aleatori a valori
in X×X , tali che µ(Y2) = µ(Z1). Allora esiste una terna di variabili aleatorie
(X1, X2, X3) t.c. µ(X1, X2) = µ(Y1, Y2) e µ(X2, X3) = µ(Z1, Z2).
Abbiamo quindi:
 Banalmente Wp ≥ 0 e simmetrica.
 Date µ1, µ2, µ3, siano (Y1, Y2) ottimale con marginali µ1, µ2 e (Z1, Z2)
ottimale con marginali µ2, µ3. Allora esistono X1, X2, X3 come nel
lemma di incollamento, e si ha:
Wp(µ1, µ3) ≤ E[d(X1, X3)p]1/p ≤ E[(d(X1, X2) + d(X2, X3))p]1/p
≤ E[d(X1, X2)p]1/p + E[d(X2, X3)p]1/p = Wp(µ1, µ2) +Wp(µ2, µ3)
per ottimalità e per la disuguaglianza Minkowski.
 Se Wp(µ, ν) = 0, allora il piano di trasporto ottimale π è concentrato
sulla diagonale. Pertanto, per ogni boreliano H:
µ(H) = π(H2) = ν(H) e dunque µ = ν.
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Denizione 2. Dato (X , d), il rispettivo spazio di Wasserstein di ordine p
è, dato un x0 ∈ X arbitrario, il seguente spazio:
Pp(X ) :=
{







Osservazione 2. Si può dimostrare che lo spazio non dipende dalla scelta
di x0.
Vediamo che su questo spazio Wp è nita. Sia π ∈ Π(µ, ν) con µ, ν ∈
Pp(X ). Siccome
d(x, y)p ≤ 2p−1[d(x, x0)p + d(x0, y)p] (1.2)
anchè d(x, y)p sia π−integrabile è suciente che lo sia [d(x, x0)p+d(x0, y)p].
Per linearità del valore atteso, è suciente che d(x, x0)p sia µ−integrabile e
d(y, x0)
p sia ν−integrabile, e questo è garantito perché µ, ν ∈ Pp(X ).
Vediamo qualche proprietà basilare.
 Applicando la disuguaglianza di Hölder si ha che:
1 ≤ p ≤ q ⇒ Wp ≤ Wq.
In particolare W1 è la più piccola di tutte.





1.1 La formula duale di Kantorovich
Nel caso p = 1, W1 è anche chiamata metrica di Kantorovich-Rubinstein,
e ha un'interessante formula duale:






ϕdµ : ||ϕ||Lip ≤ 1
}
.
Per arrivare a questa formulazione diW1 è necessario trasformare il problema
di minimizzazione del costo in un problema di massimizzazione dei protti.
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Questo nuovo problema, equivalente al problema iniziale sotto opportune
ipotesi, è chiamato problema duale di Kantorovich. Le incognite di questo
problema sono delle "funzioni prezzo": date µ e ν, non cerchiamo un piano di
trasporto, ma una funzione che massimizzi, sotto alcuni vincoli, una quantità
il cui calcolo non ha bisogno di considerare lo spazio prodotto.
Per denire il problema duale è utile dare un'idea intuitiva attraverso una
situazione tipica in cui può essere usato. Potremmo pensare di essere un'a-
zienda che si occupa di gestire trasporti di beni alimentari a Bologna. Siamo
ingaggiati da fornai e bar per trasportare cornetti per la colazione. Indi-
chiamo con X l'insieme dei fornai, con Y l'insieme dei bar, con la coppia
ordinata (x, y) il consorzio tra il fornaio x e il bar y. Siccome i fornai hanno
produzioni diverse, e i bar hanno richieste diverse, i nostri esperti modellano
le produzioni con una misura di probabilità µ su X , e le richieste con ν su
Y . Inne stimiamo una funzione costo c: c(x, y) sarà il costo stimato per
trasportare un'unità di cornetti per il consorzio (x, y).
Dato questo modello, supponiamo di fare società con una compagnia ester-
na, che si ore di occuparsi solo del trasporto dei cornetti in quanto sono in
grado di trasportare con un minor costo. La compagnia dovrà comprare i
cornetti dai fornai per poi rivenderli ai bar, semplicando anche il metodo
di pagamento di queste attività. Sia ψ(x) il prezzo al quale compra un'uni-
tà di cornetti dal fornaio x, e sia φ(y) il prezzo al quale vende un'unità al
bar y. Ciò che il consorzio (x, y) pagherà ora per il trasporto di un'unità
è φ(y) − ψ(x), e questo sarà anche parte del protto della nostra società.
Per essere più competitivi nel mercato, è necessario che ogni consorzio paghi
meno di quanto facesse prima: la nostra società dovrà imporre i prezzi in
modo tale che:
φ(y)− ψ(x) ≤ c(x, y), ∀(x, y) ∈ X × Y .
A questo punto possiamo focalizzarci sul massimizzare i protti: cerchiamo







ψ(x)dµ(x) : φ(y)− ψ(x) ≤ c(x, y)
}
,
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chiamato problema duale di Kantorovich, imponendo inoltre φ ∈ L1(Y) e


















Se riuscissimo a trovare una terna φ, ψ, π per cui ci sia l'uguaglianza, avrem-
mo una coppia di prezzi ottimale ed un piano di trasporto ottimale. Tornan-
do all'esempio, è nell'interesse della nostra società avere il maggior prezzo di
vendita e il minor prezzo di acquisto possibili, senza perdere competitività.




ψ(x) + c(x, y)
)






In questo modo, è impossibile migliorare i prezzi senza perdere competitività,
e si può dimostrare che una volta presi due prezzi competitivi, questi possono
essere migliorati con dei prezzi come in (1.3).
Dunque possiamo costruire φ partendo da ψ, che rimane l'unica incognita
del problema duale di Kantorovich. Ma non possiamo prendere una funzione
qualunque. Infatti, avendo ψ, e calcolando φ come in (1.3), non è garantita la
seconda uguaglianza in (1.3). Sembra logico allora dare le seguenti denizioni.
Denizione 3. Siano X e Y due insiemi, e c : X × Y → (−∞,+∞]. Data





ψ(x) + c(x, y)
)
,
e il suo c - subdierenziale è l'insieme dato da:
∂cψ :=
{
(x, y) ∈ X × Y : ψc(y)− ψ(x) = c(x, y)
}
.
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Denizione 4. Siano X e Y due insiemi, e c : X × Y → (−∞,+∞]. Una
funzione ψ : X → R ∪ {+∞} è detta c - convessa se, non è identicamente







D'altra parte, una φ : Y → R ∪ {−∞} è detta c - concava se, non è
identicamente −∞, ed esiste ψ : X → R ∪ {+∞} per cui φ = ψc.
Osservazione 3. Si può dimostrare che una funzione ψ : X → R∪{+∞} è
c - convessa se e solo se (ψc)c = ψ.
Per una prova si veda la Proposizione 5.8 di [1]. Adesso abbiamo tutti gli
strumenti per enunciare il seguente teorema, dal quale ricaveremo la formula
duale di Kantorovich come caso particolare. Per la prova rimandiamo al
Teorema 5.10 di [1].
Teorema 2. Siano (X , µ) e (Y , ν) due spazi polacchi di probabilità e sia
c : X ×Y → R∪ {+∞} una funzione costo inferiormente semicontinua t.c.:
c(x, y) ≥ a(x) + b(y),
per qualche a ∈ L1(µ) e b ∈ L1(ν) a valori reali superiormente semicontinue


























Se inoltre c e il costo ottimale sono niti, e vale la disuguaglianza:∫
X×Y
c(x, y)dµ(x)dν(y) < +∞ (1.5)
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allora, sia il problema iniziale sia quello duale hanno soluzione: nella formu-
la (1.4) il sup in realtà è un max.
Ricaviamo ora la formula duale di Kantorovich.
Corollario 1. Sia (X , d) uno spazio polacco, siano µ, ν ∈ P1(X ). Allora:






ϕdµ : ||ϕ||Lip ≤ 1
}
.
DIM. Dato che d è non negativa e continua, le ipotesi del teorema sono
soddisfatte e c'è dunque dualità. Vediamo che una funzione ϕ è d - convessa
se e solo se è Lipschitziana di costante minore o uguale di 1.
Ricordiamo prima due disuguaglianze utili.
 ∀x1, x2, x3, |d(x1, x2) − d(x1, x3)| ≤ d(x2, x3), si ricava con la disugua-
glianza triangolare.
 dal fatto che ∀g, h, sup(g + h) ≤ sup(g) + sup(h) si può ricavare che
∀g, h, t, | sup(g − t)− sup(h− t)| ≤ sup |g − h| = ||g − h||∞,
dalla quale, per t identicamente nulla, si ha:
∀g, h, | sup(g)− sup(h)| ≤ ||g − h||∞.







Siano x1, x2 ∈ X ,











≤ ||f(y)− d(x1, y)− f(y) + d(x2, y)||∞ = sup
y∈X
|d(x2, y)− d(x1, y)|
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≤ sup
y∈X
d(x1, x2) = d(x1, x2).





ϕ(y) + d(x, y)
)
,
cioè ϕ(x) = ϕd(x). Adesso, ϕ = ϕd, ϕd = (ϕd)d, dunque ϕ = (ϕd)d e quindi
ϕ è d - convessa (si veda l'Osservazione 3). Abbiamo anche dimostrato che,
in tal caso, la funzione coincide con la sua trasformata. La dualità diventa:


















ϕdµ : ||ϕ||Lip ≤ 1
}
,
che è appunto la formula duale di Kantorovich per W1.
Inoltre, avendo µ, ν ∈ P1(X ), abbiamo dimostrato precedentemente che vale
la disuguaglianza in (1.5), e quindi l'estremo superiore nella formula duale è
un massimo.
Capitolo 2
La convergenza debole secondo
Wasserstein
Richiamiamo innanzitutto che una successione (µk)k∈N in P (X ) converge





In tal caso scriveremo µk
d→ µ.
Osservazione 4. Questo tipo di convergenza risulta più debole rispetto alla
distanza Wp. Per essere più espliciti, Wp è solo inferiormente semicontinua




Wp(µ, ν) ≤ lim inf
k→+∞
Wp(µk, νk).
Per una prova si veda il capitolo 4 di [1]. Inoltre, come vedremo nel Teore-
ma 3, la convergenza per Wp implica quella debole. Pertanto, in Pp(X ), raf-
forziamo il concetto della convergenza debole con una condizione aggiuntiva,
con l'obiettivo di rendere equivalenti le due nozioni.
Denizione 5. Diremo che una successione (µk)k∈N in Pp(X ) converge ad
una µ ∈ Pp(X ) (e scriveremo µk → µ) se è soddisfatta una delle seguenti
condizioni equivalenti per un x0 ∈ X (e poi per tutti):
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1. µk






























Proviamo che queste richieste sono equivalenti. 1 ⇒ 2, e 4 ⇒ 1 sono
banali.
2 ⇒ 3: per ogni R esiste una funzione fR a supporto nel disco di centro x0
e raggio R, continua, identicamente pari a 1 sul disco di raggio R
2
, che poi








































































e dunque si ha la tesi.
3 ⇒ 4: notiamo innanzitutto che è suciente dimostrarlo per ϕ ≥ 0. Sia

























































che, per R → +∞, tende a zero (per µk(Dc), si noti che per R > 1 è
























































Il primo addendo è uguale a zero per la convergenza debole. Dunque c'è da
considerare come si comporta il secondo per R che va all'innito. Questo è





















che, per R→ +∞, tende a 0.
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Come speravamo, la tipologia di convergenza appena denita è equiva-
lente alla convergenza per Wp.
Teorema 3. Siano date una successione (µk)k∈N in Pp(X ) e µ ∈ Pp(X ).
µk → µ se e solo se Wp(µk, µ)→ 0.
Prima di procedere con la dimostrazione, notiamo subito due importanti
conseguenze e facciamo delle considerazioni.
 Wp è continua su Pp(X ):
se µk → µ e νk → ν, allora Wp(µk, νk)→ Wp(µ, ν).
 Se la distanza d è limitata, allora la convergenza secondo Wasserstein
è equivalente all'usuale convergenza debole.
In più la convergenza debole può essere metrizzata in vari modi, ad
esempio con la "bounded Lipschitz distance":




ϕdν, ||ϕ||∞ + ||ϕ||Lip ≤ 1
}
.
E allora cosa rende conveniente l'utilizzo di Wp?
 Essendo un minimo è facilmente maggiorabile. Infatti, date due misure
µ, ν, la costruzione di un qualsiasi piano di trasporto pone un limite
dall'alto per W1(µ, ν).
 Per sua natura è molto utile nei problemi di trasporto ottimo.
 La formula duale di Kantorovich per W1 è uno strumento molto utile:
passare dalla formula originale a quella duale è spesso conveniente a
livello tecnico.
 Incorpora molto della geometria dello spazio. Per esempio, come visto
nel Capitolo 1, la mappa x 7→ δx è un'immersione isometrica di X in
Pp(X ), ma ci sono legami più profondi. Quest'esempio spiega a grandi
linee il motivo per cui (Pp(X ),Wp) si adatta bene a problemi dove
geometria e convergenza debole sono coinvolti.
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Per dimostrare il teorema abbiamo bisogno di alcuni strumenti.
Denizione 6. Un insieme di misure di probabilità M su X si dice tight se:
∀ε > 0∃Kε ⊂ X compatto : ∀µ ∈Msi abbia che µ(X\Kε) < ε.
Se una successione (µk)k∈N è tight, per il teorema di Helly esistono (µnk)k∈N
e µ ∈ P (X ) t.c. µnk
d→ µ. Per una dimostrazione si veda [2], dove è fatta
per le distribuzioni, ma facilmente estendibile agli spazi polacchi.
Lemma 2. Siano X e Y spazi polacchi, e siano P e Q due insiemi di misure
di probabilità tight rispettivamente di X e Y. Allora, l'insieme di tutti i piani
di trasporto le cui marginali sono in P e in Q è tight nel prodotto.
Per una prova si veda il lemma 4.4 di [1].
Teorema 4. Siano X e Y spazi polacchi e sia c = c(x, y) una funzione costo
continua e limitata inferiormente. Date µ ∈ P (X ) e ν ∈ P (Y), siano (ck)k∈N
una successione di funzioni costo, (µk)k∈N, (νk)k∈N successioni rispettivamen-
te in P (X ) e P (Y), e (πk)k∈N piani di trasporto ottimali rispetto a ck tra µk
e νk. Se:
ck → c uniformemente,
µk
d→ µ ∈ P (X ),
νk
d→ ν ∈ P (Y),
e
∫
ck(x, y)dπk(x, y) < +∞, ∀k ∈ N,
allora ∃(πnk)k∈N t.c. πnk






Per una prova si veda il Teorema 5.20 di [1].
Teorema 5 (di Prokhorov). Se X è uno spazio polacco, allora un insieme di
misure di probabilità M è tight se e solo se M è precompatto nella topologia
della convergenza debole. In particolare ogni insieme nito è tight.
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Lemma 3. Sia (an)n∈N una successione in uno spazio topologico T . Se
ogni sottosuccessione (ank)k∈N ammette una sottosuccessione (ankj )j∈N che
converge al medesimo a ∈ T , allora anche (an)n∈N converge ad a.
DIM. Per assurdo, esiste un intorno U di a t.c. (an)n∈N non è denitivamen-
te in U . Dunque si può creare una sottosuccessione (ank)k∈N di elementi di
U c, e nessuna sottosuccessione (ankj )j∈N può convergere ad a, contraddicendo
l'ipotesi.
Lemma 4. Se (µk)k∈N è una successione di Cauchy in (Pp(X ),Wp) allora è
tight.
DIM. Sia (µk)k∈N di Cauchy in (Pp(X ),Wp). Siccome Wp ≥ W1, (µk)k∈N
è di Cauchy anche per W1. Sia ε > 0 e sia N tale che per k ≥ N si abbia
W1(µN , µk) < ε
2. Allora per ogni k esiste j ∈ {1, ..., N} t.c. W1(µj, µk) < ε2
(per k < N si prenda j = k). Siccome l'insieme {µ1, · · · , µN} è tight, esiste
un compatto K per cui µj(X\K) < ε ∀j ∈ {1, ..., N}. K può essere coperto
da un numero nito di palle B(x1, ε), ..., B(xm, ε). Sia U l'unione delle palle,
e siano:








Notiamo che 1U ≤ φ ≤ 1Uε e φ é Lipschitziana di costante 1/ε. Usando
















Dato che µj(U) ≥ µj(K) ≥ 1− ε e esiste j per cui W1(µj, µk) < ε2, si ha:
µk(Uε) ≥ 1− ε− ε = 1− 2ε.
In sostanza abbiamo dimostrato che per ogni ε > 0 esistono niti xi, con
1 ≤ i ≤ m tale che ogni µk assegni a Z =
⋃
B(xi, 2ε) probabilità almeno
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1 − 2ε. Il problema è che Z potrebbe non essere compatto. Un rimedio
potrebbe essere rimpiazzare ε con 2−(`+1)ε con ` ∈ N, quindi ci saranno xi ,













si ha µk(X\S) < ε. Inoltre S è compatto perchè chiuso e totalmente limitato
per costruzione.
Dimostrazione del Teorema 3. Sia (µn)n∈N una successione convergente
a µ per Wp. Allora è di Cauchy per Wp, e per il Lemma 4, la successione
è tight. Dunque ammette una sottosuccessione (µnk)k∈N convergente debol-
mente ad una µ̃ ∈ P (X ). Dato che Wp è inferiormente semicontinua rispetto
alla convergenza debole (si veda l'Osservazione 4):
Wp(µ̃, µ) ≤ lim inf
k→+∞
Wp(µnk , µ) = 0,
allora µ̃ = µ, e per il Lemma 3 è necessario che µn
d→ µ. Vediamo se è
soddisfatta una delle condizioni aggiuntive.
Prima di tutto ricordiamo una disuguaglianza sempre valida per una coppia
(a, b) di numeri reali positivi: per ogni ε > 0 esiste una costante Cε t.c.
(a+ b)p ≤ (1 + ε)ap + Cεbp.
Combinandola con la disuguaglianza triangolare, si ha che per ogni x0, x, y ∈
X vale:
d(x0, x)
p ≤ (1 + ε)d(x0, y)p + Cεd(x, y)p.
Per ogni n, sia πn un piano di trasporto ottimale tra µn e µ, e integriamo
per πn la disuguaglianza ottenuta. Usando la proprietà delle marginali:∫
d(x0, x)
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Ma ∫




















Che è una delle condizioni aggiuntive per la convergenza in Pp(X ).
Viceversa, sia (µn)n∈N convergente a µ in Pp(X ), e introduciamo (πn)n∈N
piani di trasporto ottimali tra µn e µ. Dal teorema di Prokhorov, (µn)n∈N
è tight, anche {µ} è tight: per il Lemma 2 anche (πn) è tight, e a meno di
prendere una sottosuccessione, si ha πn
d→ π, dove π ∈ Π(µ, µ). Il Teorema
4 ci assicura che π è ottimale per µ e µ (si prendano cn = dp per ogni n, il
resto segue per ottimalità di πn), e dunque è concentrato sulla diagonale e
determinato solo da µ. Pertanto, il Lemma 3 e il fatto che ogni sottosucces-
sione sia tight implicano che πn
d→ π.
Siano ora x0 ∈ X eR > 0. Notiamo che:
1d(x,y)≥R ≤ 1[d(x,x0)≥R/2 e d(x,x0)≥d(x,y)/2] + 1[d(x0,y)≥R/2 e d(x0,y)≥d(x,y)/2].
Risulta:
[d(x, y)p −Rp]+ ≤ d(x, y)p1[d(x,x0)≥R/2 e d(x,x0)≥d(x,y)/2]+


































































È uguale a zero perchè µn → µ (la condizione numero 3).
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Capitolo 3
Proprietà topologiche dello spazio
di Wasserstein
Per dimostrare che lo spazio di Wasserstein è uno spazio polacco, è con-
veniente utilizzare il concetto di variazione assoluta di una misura con segno,
che ha un ruolo molto importante nella teoria della misura. Qui porremo
l'attenzione sul fatto che è un modo di confrontare le misure di probabilità, e
troveremo una relazione con la metrica di Wasserstein che risulterà di grande
aiuto nel provare la separabilità di Pp(X ).
Una misura con segno è una funzione d'insiemi con le stesse proprietà
delle misure, ma cade la proprietà della non negatività. Per il Teorema di
decomposizione di Hahn (per una prova si veda il Teorema 6.14 di [3]), per
ogni misura con segno µ su uno spazio misurabile X esistono due insiemi
misurabili P ed N tali che:
 P ∪N = X e P ∩N = ∅.
 µ(E) > 0 ∀E ⊂ P , E misurabile.
 µ(E) ≤ 0 ∀E ⊂ N , E misurabile.
P verrà chiamato insieme positivo, mentre N insieme negativo. Denendo
µ+(E) := µ(P∩E) e µ−(E) := −µ(N∩E), con E misurabile, queste risultano
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essere delle misure non negative, e fanno in modo che µ = µ+ − µ−, mentre
la misura |µ| := µ+ + µ− é chiamata variazione assoluta di µ, e il suo valore
massimo ||µ|| := |µ|(X) é detta variazione totale di µ. Date invece due misure
µ e ν, queste si possono confrontare con la variazione totale: µ − ν è una
misura con segno, e dunque ||µ− ν|| è ben denita, ed è anche una distanza
nello spazio delle misure. Solo la disuguaglianza triangolare non è banale: se
a e b sono misure, Pa, Na sono gli insiemi positivi e negativi per a, P ed N
quelli per a+ b, per ogni boreliano H:
|a+ b|(H) = (a+ b)(H ∩ P )− (a+ b)(H ∩N) =
(a(H ∩ P )− a(H ∩N)) + (b(H ∩ P )− b(H ∩N)),
ma inuiscono le parti positive e negative di a. Su H ∩ P , :
a(H ∩ P ) = a(H ∩ P ∩ Pa) + a(H ∩ P ∩Na) ≤ a(H ∩ P ∩ Pa) ≤ a(H ∩ Pa),
mentre su H ∩N :
a(H ∩N) = a(H ∩N ∩Pa) + a(H ∩N ∩Na) ≥ a(H ∩N ∩Na) ≥ a(H ∩Na).
Dunque a(H ∩ P )− a(H ∩N) ≤ |a|(H), lo stesso vale per b. Allora,
|a+ b|(H) ≤ |a|(H) + |b|(H),
e questo implica la disuguaglianza triangolare per la variazione totale. Dun-
que, comunque si prenda una terna µ, ν, τ di misure:
|µ− ν| ≤ |µ− τ |+ |τ − ν|. (3.1)
Quindi la metrica di Wasserstein e la variazione sono due modi diversi di
confrontare le misure di probabilità, ed essendoWp denita come un minimo,
ci si potrebbe aspettare un limite dall'alto. Infatti Wp può essere controllata
dalla variazione assoluta pesata, nel senso specicato dal seguente teorema.
Teorema 6. Dato (X , d) uno spazio polacco, date µ, ν ∈ P (X ), dati un
x0 ∈ X e p, q > 1 t.c. 1p +
1
q
= 1, vale la disuguaglianza:









e la quantità a destra è anch'essa una distanza, in particolare la disugua-
glianza triangolare segue da (3.1)




e se il diametro di X è limitato da D ∈ R, allora:
W1(µ, ν) ≤ D||µ− ν||.
DIM. Sia a = (µ − ν)+(X ) = (µ − ν)−(X ), e sia π la misura su X × X
denita come:
π := γ +
1
a
(µ− ν)+ ⊗ (µ− ν)−,
dove γ è la misura che ha come marginali (µ− (µ− ν)+, µ− (µ− ν)+) ed è
concentrata sulla diagonale. Notiamo che π è un piano di trasporto tra µ e
ν:
π(X × X ) = γ(X × X ) + 1
a
a2 = µ(X )− (µ− ν)+(X ) + a = 1.
Sia H ⊂ X un boreliano:
π(H ×X ) = µ(H)− (µ− ν)+(H) +
1
a
(µ− ν)+(H)a = µ(H).
π(X ×H) = µ(H)−(µ−ν)+(H)+(µ−ν)−(H) = µ(H)−(µ−ν)(H) = ν(H),
quindi π ha µ e ν come marginali. Ora, usando la denizione di Wp, quella
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Adesso abbiamo tutti gli strumenti per dimostrare che lo spazio di Wasser-
stein eredita la struttura di spazio polacco. Il fatto che sia uno spazio metrico
è già stato mostrato, quindi rimane da provare la completezza e la separa-
bilità. In particolare vedremo che il suo sottoinsieme denso e numerabile è
formato da combinazioni nite di delta di Dirac a coecienti razionali.
Teorema 7. Siano (X , d) uno spazio polacco e p ∈ [1,+∞), allora lo spazio
(Pp(X ),Wp) è anch'esso uno spazio polacco, ed ogni misura di probabilità può
essere approssimata da una successione di misure di probabilità a supporto
nito.
DIM. Proviamo prima la separabilità. Sia D un sottoinsieme denso nume-
rabile di X e sia Q l'insieme delle misure di probabilità del tipo:∑
ajδxj ,
dove gli aj sono razionali e gli xj sono elementi di D in numero nito. Mo-
striamo che Q è denso in Pp(X ).














è una misura di probabilità, e per il Teorema di Prokhorov {γ} è tight.









Se ` = 0 segue lo stesso risultato. Ora, ricopriamo K con una famiglia nita
di palle metriche: B(xk, ε/2), con 1 ≤ k ≤ N, xk ∈ D. Deniamo:





Questi sono insiemi disgiunti che ricoprono K. Deniamo f su X t.c.
f(Tk ∩K) := {xk} f(X\K) := {x0}.
Allora, per ogni x ∈ K, d(x, f(x)) ≤ ε, e dunque:∫








Se chiamiamo µf la legge di f , allora abbiamo dimostrato che Wp(µ, µf ) ≤
2εp, e ovviamente µf può essere scritta come
∑
ajδxj , 0 ≤ j ≤ N. Quindi µ
può essere approssimata da una combinazione di delta di Dirac, e vediamo
che i coecienti possono essere sempre rimpiazzati da coecienti razionali















e questo errore può essere ridotto il più possibile con una buona scelta dei
coecienti razionali bj.
Proviamo ora la completezza. Sia (µn)n∈N di Cauchy in (Pp(X ),Wp). Per
il Lemma 4, la successione è tight, e ammette dunque una sottosuccessione
(µnk)k∈N che converge debolmente ad una µ ∈ P (X ). Ma, siccome Wp è





pdµ ≤ lim inf
k→+∞
Wp(δx0 , µnk)





quindi µ ∈ Pp(X ). Data (µj)j∈N un'altra sottosuccessione,
Wp(µ, µj) ≤ lim inf
k→+∞




Wp(µ, µj) ≤ lim sup
k,j→+∞
Wp(µnk , µj) = 0.
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Questo implica Wp(µ, µj) → 0. Dato che (µn)n∈N è di Cauchy e ha una
sottosuccessione convergente (µj)j∈N, l'intera successione deve convergere a
µ.
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