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Sign tests are among the most successful procedures in multivariate nonparametric statistics. In
this paper, we consider several testing problems in multivariate analysis, directional statistics
and multivariate time series analysis, and we show that, under appropriate symmetry assump-
tions, the fixed-p multivariate sign tests remain valid in the high-dimensional case. Remarkably,
our asymptotic results are universal, in the sense that, unlike in most previous works in high-
dimensional statistics, p may go to infinity in an arbitrary way as n does. We conduct simulations
that (i) confirm our asymptotic results, (ii) reveal that, even for relatively large p, chi-square crit-
ical values are to be favoured over the (asymptotically equivalent) Gaussian ones and (iii) show
that, for testing i.i.d.-ness against serial dependence in the high-dimensional case, Portmanteau
sign tests outperform their competitors in terms of validity-robustness.
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1. Introduction
Sign procedures that discard the magnitude of the observations to rather focus on their
direction from a given location are among the most popular nonparametric techniques.
Multivariate sign tests, in particular, have been extensively studied in the last decades.
Multivariate location was considered in Randles [33, 34], Mo¨tto¨nen and Oja [26] and
Hallin and Paindaveine [15], whereas problems on (normalized) covariance or scatter
matrices were considered in Tyler [41], Du¨mbgen [10], Hallin and Paindaveine [16] and
Hallin, Paindaveine and Verdebout [17]. Multivariate sign tests were also developed, for
example, for the problem of testing i.i.d.-ness against serial dependence (see Paindaveine
[30]), or for testing for multivariate independence (see Taskinen, Kankainen and Oja [39]
and Taskinen, Oja and Randles [40]). Most references above actually focus on so-called
spatial sign tests, that is, on tests that are based on (a possibly standardized version of)
the signs Ui =Xi/‖Xi‖, i = 1, . . . , n, obtained by projecting the p-variate observations
Xi, i= 1, . . . , n on the unit sphere of R
p. In the sequel, sign tests will refer to spatial sign
tests.
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Multivariate sign tests enjoy many desirable properties. First, they are robust, since
they do not require stringent parametric assumptions, nor any moment conditions. The
above projection on the unit sphere also guarantees that robustness holds with respect
to possible outliers (observations with large magnitudes). Second, for fixed p, sign tests
further enjoy uniformly high asymptotic efficiency unless p is small: for p-dimensional
location and serial problems, the lower bound of the asymptotic relative efficiencies of
sign tests with respect to their classical Gaussian competitors is ((p − 1)/p)2, while
for p-dimensional problems involving normalized scatter matrices (testing for sphericity,
PCA, etc.), this lower bound is (p/(p+ 2))2. This shows that, for moderate-to-large p,
using sign tests instead of classical Gaussian tests may barely have any cost in terms
of asymptotic efficiency. Even better, in all problems above, there are no finite upper
bounds, so that the asymptotic efficiency gain of using sign tests may be arbitrarily large.
These remarkable asymptotic efficiency properties of sign tests that may be puzzling at
first sight are actually in line with the fact that, as p→∞, the signs Ui, i = 1, . . . , n
asymptotically contain all relevant information since data points concentrate more and
more on a common sphere (see, e.g., Hall, Marron and Neeman [14]).
The asymptotic results in the previous paragraph, however, relate to the fixed-p large-n
setup, hence are not directly interpretable in an (n, p)-asymptotics framework. In this pa-
per, we therefore study the asymptotic null behaviour of several multivariate sign tests in
the high-dimensional setup. Actually we show that the classical sign tests, based on their
usual fixed-p asymptotic chi-square critical values, remain valid in the high-dimensional
case. In this sense, sign tests are robust to high-dimensionality (see Section 2). Beyond
validating for the first time the use of several sign tests in the high-dimensional setup, our
results put the emphasis on an interesting robustness property of sign tests, namely the
fact that they allow for universal (n, p)-asymptotics, in the sense that the respective null
asymptotic distributions hold whenever min(n, p)→∞. In contrast, (n, p)-asymptotic
results in the literature usually restrict in a stringent way how p may go to infinity as
a function of n – typically, it is imposed that p/n→ c for some c belonging to a given
convex set C ⊂ [0,∞) (most often, C = [0,1) or C = (1,+∞)). Some asymptotic inves-
tigations cover all (n, p)-“regimes”, but different regimes provide different asymptotic
distributions, or lead to different test statistics, which jeopardizes practical implementa-
tion. To the best of our knowledge, thus, sign tests are the only tests that can be applied
without making (i) strong restrictions on (n, p) and (ii) severe distributional or moment
assumptions.
A huge amount of research has been dedicated in the last decade to high-dimensional
hypothesis testing. Location problems have been investigated in, for example, Srivastava
and Fujikoshi [37], and Srivastava and Kubokawa [38] (see also the references therein),
while numerous papers have considered problems related to covariance or scatter matri-
ces; see, among many others, Ledoit and Wolf [20], Onatski, Moreira and Hallin [29] and
Jiang and Yang [18]. In this paper, we study the (n, p)-asymptotic null distribution of
sign tests for various problems.
First, we tackle problems related with high-dimensional directional data, which are
more and more common, for example, in magnetic resonance (Dryden [8]) or gene-
expression (Banerjee et al. [1]). In Section 2.1, we provide the (n, p)-asymptotic null
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distribution of the Rayleigh [35] test statistic that addresses the problem of testing unifor-
mity on the unit sphere. High-dimensional tests for this problem were recently proposed
in Cai and Jiang [5] and Cai, Fan and Jiang [4]. We show that the Rayleigh test, unlike
the latter competitors, is robust to high-dimensionality in a universal way (in the sense
explained above) and can therefore be used for any (n, p)-regime. In the same section,
we treat another important problem that is standard in directional statistics, namely
the spherical location problem in the context of rotationally symmetric distributions (see
Mardia and Jupp [25] and Ley et al. [21]), and show that the Paindaveine and Verdebout
[31] sign test is also robust to high-dimensionality.
Then in Section 2.2, we consider the problem of testing for i.i.d.-ness against serial
dependence in the general multivariate case, which is arguably the most fundamental
goodness-of-fit testing problem in multivariate time series analysis. To the best of our
knowledge, we provide here the first high-dimensional result for this problem by deriving,
under appropriate symmetry assumptions, the universal (n, p)-asymptotic null distribu-
tion of the Paindaveine [30] Portmanteau-type sign test. Finally, in Section 2.3, we tackle
the problem of testing for multivariate independence and the problem of testing for
sphericity about a specified center.
In Section 3, we conduct different simulations. In Section 3.1, a Monte-Carlo study
confirms that, when properly standardized, sign test statistics are (n, p)-asymptotically
normal under the null. Yet, as we also show through simulations in Section 3.2, the tra-
ditional chi-square critical values better approximate the exact ones than their (actually,
liberal) Gaussian counterparts, even for relatively large p, hence should be favoured for
practical purposes. Finally, in Section 3.3, we show that, unlike its classical competitors,
the Portmanteau sign test from Paindaveine [30] has null rejection frequencies that are
robust to high-dimensionality and heavy tails. We end the paper with the Appendix that
contains proofs of technical results. For the sake of completeness, the proofs for the inde-
pendence and sphericity problems are provided in the supplemental article Paindaveine
and Verdebout [32] that also reports some additional simulation results.
2. High-dimensional sign tests
Consider some generic testing problem involving the null hypothesis H0 and the alterna-
tive hypothesis H1, to be addressed on the basis of p-variate observationsXi, i= 1, . . . , n.
Let Q
(n)
p be a test statistic for this problem, that, for fixed p, is asymptotically χ2dp un-
der the null, where dp →∞ as p→∞ (all sign test statistics considered in this paper
meet this property). Then the corresponding fixed-p test, φ
(n)
p say, rejects the null at
asymptotic level α whenever
Q(n)p >χ
2
dp,1−α,
where χ2d,1−α stands for the upper α-quantile of the chi-square distribution with d degrees
of freedom. Now, it is well known that, if Zd is chi-square with d degrees of freedom, then
(Zd− d)/
√
2d weakly converges to the standard normal distribution as d→∞. Since we
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assumed that dp→∞ as p→∞, it may then be expected that the test φ(n)N ,p that rejects
the null whenever
Q
(n)
N ,p =
Q
(n)
p − dp√
2dp
>Φ−1(1− α)
(throughout, Φ denotes the c.d.f. of the standard normal distribution) has asymptotic
level α under the null when both n and p converge to infinity. Clearly, the larger p, the
closer the tests φ
(n)
p and φ
(n)
N ,p, which may then be considered equivalent in the (n, p)-
asymptotic framework.
Of course, establishing that the sequence of tests φ
(n)
N ,p – hence also the sequence of
tests φ
(n)
p – is valid in the high-dimensional setup, that is, has asymptotic level α under
the null when both n and p go to infinity, requires a formal proof. All the more so that
the result does not always hold true. Some test statistics indeed need to be appropriately
corrected to obtain valid (n, p)-asymptotic results, while some others do not (see, e.g.,
Ledoit and Wolf [20]). The test statistics that do not need be corrected can be called high-
dimensional (HD-)robust. In the setup above, the test statistic Q
(n)
p is thus HD-robust
if, under the null,
Q
(n)
p − dp√
2dp
converges weakly to a standard Gaussian random variable as n and p go to infinity.
The main goal of this paper is to show that for the problems enumerated in the
Introduction, the traditional sign test statistics are, under appropriate symmetry con-
ditions, universally HD-robust, in the sense that HD-robustness is achieved without
imposing any constraint on the way p goes to infinity as n does.
2.1. Testing uniformity on the unit sphere
Let the random p-vectors U1, . . . ,Un be mutually independent and identically dis-
tributed, with a common distribution that is supported on the unit sphere Sp−1 = {x ∈
R
p: ‖x‖ =√x′x = 1} of Rp. An important problem in directional statistics consists in
testing the null hypothesis H0 that this common distribution is the uniform on Sp−1.
As already mentioned in the Introduction, this problem has been recently considered in
the high-dimensional case in Cai and Jiang [5] and Cai, Fan and Jiang [4]. Arguably, the
most classical test for this problem is the Rayleigh [35] test that rejects the null for large
values of
R(n)p =
p
n
n∑
i,j=1
U′iUj ; (2.1)
see, for example, Mardia and Jupp [25], Section 6.3. Under H0, Ui has mean zero and
covariance matrix 1pIp (see Lemma A.2), where Iℓ denotes the ℓ × ℓ identity matrix,
so that the multivariate CLT readily implies that, for any fixed p, the asymptotic null
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distribution of R
(n)
p is χ2p. Therefore, Rayleigh’s test rejects the null, at asymptotic level
α, whenever R
(n)
p > χ2p,1−α.
Obviously, applying Rayleigh’s test of uniformity is only possible when the sample
size n is large enough, compared to p, to make the CLT approximation reasonable.
We now derive the asymptotic distribution of Rayleigh’s test statistic R
(n)
p in the high-
dimensional case when both p= pn and n go to infinity. As announced in the Introduction,
our approach is universal, in the sense that, unlike in most works on high-dimensional
statistics, pn may go to infinity in a totally arbitrary way (the only restriction being that
both pn and n go to infinity). Note in particular that the asymptotic null distribution of
the tests of uniformity proposed in Cai, Fan and Jiang [4], which are based on statistics
of the form mini,j arccos(U
′
iUj), depends on the (n, p)-regime considered.
Basically, we will show that the (n, p)-asymptotic distribution of (the standardized
version of) R
(n)
p is universally standard normal. To do so, rewrite Rayleigh’s statistic as
R(n)p =
p
n
(
n+
n∑
1≤i6=j≤n
U′iUj
)
= p+
2p
n
∑
1≤i<j≤n
U′iUj , (2.2)
and consider the standardized statistic
R
(n)
N ,p =
R
(n)
p − p√
2p
=
√
2p
n
∑
1≤i<j≤n
U′iUj . (2.3)
As we recalled above, the fixed-p asymptotic null distribution of R
(n)
p is χ2p, hence has
mean p and variance 2p, which makes the standardization in (2.3) most natural. The
main result of this section is the following.
Theorem 2.1. Let pn be an arbitrary sequence of positive integers converging to +∞ as
n→∞. Assume that Uni, i = 1, . . . , n, n = 1,2, . . . , is a triangular array such that for
any n, the random pn-vectors Uni, i= 1, . . . , n are i.i.d. uniform on Spn−1. Then
R
(n)
N ,p =
R
(n)
p − pn√
2pn
=
√
2pn
n
∑
1≤i<j≤n
U′niUnj (2.4)
converges in distribution to the standard normal as n→∞.
See the Appendix for the proof. As we now explain, we are also able to deal with another
famous testing problem in directional statistics, namely the spherical location problem.
The relevant distributional setup for this problem is the class of so-called rotationally
symmetric distributions on Sp−1; see Mardia and Jupp [25] or Ley et al. [21] for details. In
the absolutely continuous case, this corresponds to the semiparametric class of densities
(with respect to the surface area measure on Sp−1) of the form
u 7→ cp,ff(u′θ), u ∈ Sp−1, (2.5)
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where θ ∈ Sp−1 is a location parameter, cp,f (> 0) is a normalization constant and
f : [−1,1]→ R+ is some monotone increasing function. The spherical location problem
consists in testing that θ is equal to some given vector θ0 ∈ Sp−1, on the basis of a random
sample U1, . . . ,Un from (2.5). Signed-rank tests for this problem were recently proposed
in Paindaveine and Verdebout [31] (while Ley et al. [21] developed the corresponding
estimators of θ). In particular, the sign-based version of these tests rejects the null
hypothesis H0: θ = θ0 whenever
R(n)p (θ0) =
p− 1
n
n∑
i,j=1
U′i(θ0)Uj(θ0)> χ
2
p−1,1−α,
where
Ui(θ0) =
(Ip − θ0θ′0)Ui
‖(Ip − θ0θ′0)Ui‖
, i= 1, . . . , n
is the multivariate sign of the projection of Ui onto the tangent space to Sp−1 at θ0
(note that since the Ui’s have an absolutely continuous distribution on the sphere, the
corresponding Ui(θ0)’s are well-defined almost surely).
Irrespective of the underlying infinite-dimensional nuisance f , the Ui(θ0)’s, under the
null, are i.i.d. with a common distribution that is uniform on the hypersphere Sp−2
θ0
=
{u ∈ Sp−1: u′θ0 = 0}. The following result then follows from Theorem 2.1.
Theorem 2.2. Let pn be an arbitrary sequence of positive integers converging to +∞ as
n→∞. Assume that Uni, i= 1, . . . , n, n= 1,2, . . . , is a triangular array such that for any
n, the random pn-vectors Uni, i = 1, . . . , n, are i.i.d. with a common rotationally sym-
metric density over Spn−1. Then, letting Uni(θ0) = (Ip − θ0θ′0)Uni/‖(Ip − θ0θ′0)Uni‖,
we have that
R
(n)
N ,p(θ0) =
R
(n)
p (θ0)− (pn − 1)√
2(pn− 1)
=
√
2(pn − 1)
n
∑
1≤i<j≤n
U′ni(θ0)Unj(θ0)
converges in distribution to the standard normal as n→∞.
Of course, the resulting (universal) test of spherical location rejects the null H0: θ = θ0
at asymptotic level α whenever R
(n)
N ,p(θ0) exceeds the upper α-quantile Φ
−1(1 − α) of
the standard Gaussian distribution. At the same level, the universal test of uniformity
on Sp−1 rejects the null when R(n)N ,p exceeds Φ−1(1− α). As discussed in the beginning
of Section 2, one may alternatively perform the original fixed-p chi-square tests, since
chi-square and Gaussian critical values are asymptotically equivalent as p→∞. The
objective of Section 3.2 is to compare both types of critical values through simulations.
We end this section by stressing that Theorem 2.1 is also relevant in the context of
high-dimensional location testing, in a framework where the p-variate observations Xi,
i= 1, . . . , n have independent spherical directions about θ (∈Rp). Throughout the paper,
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this will mean that (X′1, . . . ,X
′
n)
′ is equal in distribution to (θ′+R1U′1, . . . ,θ
′+RnU′n)
′,
where (i) the Ui’s are i.i.d. uniform over Sp−1 and (ii) the Ri’s are arbitrary random
variables such that P[Ri = 0] = 0 for all i. In particular, the Ri’s may fail to be mutually
independent and/or may be dependent of the Ui’s. Also, parallel to the generalized
spherical distributions from Frahm [11] and Frahm and Jaekel [12, 13], the Ri’s do not
need to be nonnegative. In the sequel, instead of “the p-variate random vectors Xi, i=
1, . . . , n have independent spherical directions about the origin of Rp”, we will simply write
“the p-variate random vectors Xi, i= 1, . . . , n have independent spherical directions”.
Assume then that Xni, i= 1, . . . , n, n= 1,2, . . . is a triangular array such that for any
n, the random pn-vectors Xni, i= 1, . . . , n have independent spherical directions about
θ ∈Rpn , and consider the (location) testing problem associated with the null H0: θ = 0
and the alternative H1: θ 6= 0. It readily follows from Theorem 2.1 that the test rejecting
the null whenever
R
(n)
p (X1/‖X1‖, . . . ,Xn/‖Xn‖)− pn√
2pn
>Φ−1(1− α)
has (n, p)-asymptotic level α, irrespective of the way pn goes to infinity with n. This
settles the high-dimensional null distribution of the so-called spatial sign location test ;
see, for example, Oja [28], Chapter 6.
One might consider that the assumption that the observations have independent spher-
ical directions is restrictive. We point out, however, that it is less stringent than the as-
sumptions that observations are mutually independent with a common spherically sym-
metric distribution, and that testing for sphericity is one of the most treated problems
in high-dimensional hypothesis testing (which would not be the case if sphericity never
holds). If the null of sphericity is not rejected, then practitioners may resort to the loca-
tion tests above (and to the tests we propose in the next sections). Now, if observations
fail to have a spherically symmetric distribution (more generally, if they do not have inde-
pendent spherical directions), performing marginal standardization may bring us closer
to spherical symmetry or independent spherical directions. A thorough investigation of
the impact of such a “whitening” step on the asymptotic null behaviour of the tests we
consider is however beyond the scope of this paper, and we therefore leave this for future
research.
2.2. Testing for i.i.d.-ness against serial dependence
In univariate time series analysis, the daily practice for location models such as ARMA or
ARIMA is deeply rooted in the so-called Box and Jenkins methodology; see, for example,
Brockwell and Davis [3] for details. An important role in this methodology is played by
diagnostic checking procedures, such as Portmanteau tests, that address the null that
the residuals of the model at hand are not serially correlated (one often speaks of the
null hypothesis of randomness). These tests typically reject the null for large values of∑H
h=1(n−h)(r(h))2 , where r(h) denotes the lag-h sample autocorrelation in the residual
series. If autocorrelations are computed in the series of residual signs rather than in the
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series of residuals themselves, one obtains the “generalized runs tests” of Dufour, Hallin
and Mizera [9], that are robust to heteroscedasticity (for H = 1, these tests reduce to the
celebrated runs test of randomness, which justifies the terminology).
Diagnostic checking also belongs to daily practice of multivariate time series analysis,
where Portmanteau tests are based on sums of squared norms of lag-h autocorrelation
matrices; see, for example, Lu¨tkepohl [24]. The corresponding sign tests, that can be
seen as multivariate (generalized) runs tests, were developed in Paindaveine [30]. To the
best of our knowledge, Portmanteau-type tests have not yet been studied in the high-
dimensional case.
Let X1, . . . ,Xn be random p-vectors and consider the problem of testing the null
hypothesis of randomness (white noise) versus the alternative of serial dependence. This
problem can be addressed by considering the sign-based autocorrelation matrices
r(h) =
p
n− h
n∑
t=h+1
UtU
′
t−h, h= 1, . . . ,H,
with Ut =Xt/‖Xt‖, t= 1, . . . , n. More precisely, the resulting (fixed-p) test is the Pain-
daveine [30] test, that rejects the null of randomness at asymptotic level α whenever
T (n)p =
H∑
h=1
(n− h)‖r(h)‖2Fr > χ2Hp2,1−α, (2.6)
where ‖A‖Fr = (Trace(AA′))1/2 is the Frobenius norm of A. This test is a natural sign-
based multivariate extension of the univariate Portmanteau tests described above.
Following the same methodology as in Section 2.1, we will study the universal (n, p)-
asymptotic null behaviour of a standardized version of T
(n)
p , under the assumption that
the observations have independent spherical directions. Since
(n− h)‖r(h)‖2Fr =
p2
n− h
n∑
s,t=h+1
(U′s−hUt−h)(U
′
sUt)
= p2 +
2p2
n− h
∑
h+1≤s<t≤n
(U′s−hUt−h)(U
′
sUt),
we will consider the standardization of T
(n)
p given by
T
(n)
N ,p =
T
(n)
p −Hp2√
2Hp2
=
√
2p2√
H
H∑
h=1
1
n− h
∑
h+1≤s<t≤n
(U′s−hUt−h)(U
′
sUt).
Again, this standardization is in line with the fixed-p/large-n (chi-square) null asymptotic
distribution of T
(n)
p in (2.6).
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Theorem 2.3. Let pn be an arbitrary sequence of positive integers converging to +∞
as n→∞. Assume that Xnt, t = 1, . . . , n, n = 1,2, . . . , is a triangular array such that
for any n, the random pn-vectors Xnt, t= 1, . . . , n have independent spherical directions.
Then, letting Unt =Xnt/‖Xnt‖ for any n, t, we have that
T
(n)
N ,p =
T
(n)
p −Hp2n√
2Hp2n
=
√
2p2n√
H
H∑
h=1
1
n− h
∑
h+1≤s<t≤n
(U′n,s−hUn,t−h)(U
′
nsUnt), (2.7)
converges in distribution to the standard normal as n→∞.
As a direct consequence of Theorem 2.3 above, the Paindaveine [30] test statistic is
universally HD-robust in the sense described in the beginning of Section 2. As we will
show through simulations in Section 3.3, this is not the case for its classical competitors.
2.3. Testing for multivariate independence, testing for sphericity
Consider now the problem of testing that the p-variate marginalX and q-variate marginal
Y of the random vector (X′,Y′)′ are independent, on the basis of a random sam-
ple (X′1,Y
′
1)
′, . . . , (X′n,Y
′
n)
′. A sign test for this problem was introduced in Taskinen,
Kankainen and Oja [39]. The spherical version of this test is based on sign covariance
matrices of the form
Cn =
1
n
n∑
i=1
UiV
′
i,
where Ui :=Xi/‖Xi‖ and Vi :=Yi/‖Yi‖ i= 1, . . . , n, are the multivariate signs associ-
ated with Xi and Yi, respectively. More precisely, for fixed p and q, the resulting test
rejects the null of multivariate independence at asymptotic level α whenever
I(n)p,q = npq‖Cn‖2Fr =
pq
n
n∑
i,j=1
(U′iUj)(V
′
iVj)> χ
2
pq,1−α. (2.8)
Below, we obtain the universal asymptotic distribution of a standardized version of I
(n)
p,q ,
when the Xi’s and the Yi’s have independent spherical directions.
Adopting the same approach as in the previous sections, decompose the test statistic
I
(n)
p,q into
I(n)p,q = pq+
2pq
n
∑
1≤i<j≤n
(U′iUj)(V
′
iVj),
and consider the standardized statistic
I
(n)
N ,p,q =
I
(n)
p,q − pq√
2pq
=
√
2pq
n
∑
1≤i<j≤n
(U′iUj)(V
′
iVj). (2.9)
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We then have the following universal (n, p)-asymptotic normality result.
Theorem 2.4. Let pn and qn be arbitrary sequences of positive integers such that
max(pn, qn) converges to +∞ as n→∞. Assume that (X′ni,Y′ni)′, i = 1, . . . , n, n =
1,2, . . . , is a triangular array such that (i) for any n, the pn-variate random vectors Xni,
i= 1, . . . , n and qn-variate marginals Yni, i= 1, . . . , n have independent spherical direc-
tions, and such that (ii) Uni =Xni/‖Xni‖ and Vni =Yni/‖Yni‖ are independent for
all i, n. Then
I
(n)
N ,p,q =
I
(n)
p,q − pnqn√
2pnqn
=
√
2pnqn
n
∑
1≤i<j≤n
U′niUnjV
′
niVnj (2.10)
converges in distribution to the standard normal as n→∞.
For the sake of completeness, the result is proved in the supplemental article Pain-
daveine and Verdebout [32]. Note that asymptotic normality is obtained even when only
one of the dimensions pn, qn goes to infinity. Testing for multivariate independence is
intimately related to testing block-diagonality of covariance matrices (the sign test in
(2.8) rejects the null when the off-diagonal blocks of an empirical sign-based covariance
matrix is too large, in Frobenius norm).
Finally, another classical problem in multivariate analysis that is linked to covariance
matrices (in this case, the null of interest if that the covariance matrix is proportional
to the identity matrix) is the problem of testing for sphericity. Since the seminal paper
Ledoit and Wolf [20], this problem – that consists in testing that the common distribution
of i.i.d. random p-vectors X1, . . . ,Xn is spherically symmetric – has been treated in
many papers on high-dimensional inference; see, for example, Chen, Zhang and Zhong
[6], Jiang and Yang [18] and Zou et al. [42]. When testing for sphericity about a specified
center (without loss of generality, about the origin of Rp), the natural fixed-p sign test
of sphericity rejects the null at asymptotic level α whenever
S(n)p =
p(p+ 2)
2n
n∑
i,j=1
(
(U′iUj)
2 − 1
p
)
> χ2dp,1−α, (2.11)
with Ui =Xi/‖Xi‖, i= 1, . . . , n, and dp = (p− 1)(p+ 2)/2; see Hallin and Paindaveine
[16] and Sirkia¨ et al. [36]. Using the methodology proposed above, it can be shown that,
under the null, the universal (n, p)-asymptotic distribution of a standardized version of
S
(n)
p is standard normal under extremely mild assumptions. More precisely, we have the
following result (see the supplemental article Paindaveine and Verdebout [32] for a proof).
Theorem 2.5. Let pn be an arbitrary sequence of positive integers converging to +∞
as n→∞. Assume that Xni, i = 1, . . . , n, n = 1,2, . . . , is a triangular array such that
for any n, the random pn-vectors Xni, i= 1, . . . , n have independent spherical directions.
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Then, letting Uni =Xni/‖Xni‖ for any n, i, we have that
S
(n)
N ,p =
S
(n)
p − ℓ(pn)√
2ℓ(pn)
=
pn
√
pn +2
n
√
pn − 1
n∑
1≤i<j≤n
(
(U′niUnj)
2 − 1
pn
)
(2.12)
converges in distribution to the standard normal as n→∞.
Performing the test in (2.11) on centered observations Xi − θˆ, i = 1, . . . , n of course
provides a test of sphericity about an unspecified center θ. Recently, Zou et al. [42]
showed that this test is not robust to high dimensionality, and proposed a robustified
test that allows pn to increase to infinity at most as fast as n
2 (hence, this test does not
allow for universal (n, p)-asymptotics).
3. Simulations
In this section, we first conduct a Monte-Carlo study to check the validity of our uni-
versal asymptotic results in Theorems 2.1 and 2.3. Then we investigate whether or not,
for practical purposes, the resulting Gaussian critical values should be favoured over
the (asymptotically equivalent) chi-square ones. Finally, we show that the classical com-
petitors of the Paindaveine [30] sign test are based on statistics that severely fail to be
HD-robust.
3.1. Checking universal asymptotics
For every (n, p) ∈ {4,30,200,1000}2, we generatedM = 10000 independent random sam-
ples of the form
X
(p)
i , i= 1, . . . , n,
from the p-dimensional standard normal distribution. Then we evaluated the standard-
ized statistics T
(n)
N ,p (see (2.7)) on each of these M samples, and we also computed the
standardized statistic R
(n)
N ,p (see (2.4)) on the corresponding samples of unit vectors
U
(p)
i =
X
(p)
i
‖X(p)i ‖
, i= 1, . . . , n.
Clearly, in each case, samples are generated from the respective null model, so that,
according to our asymptotic results, the resulting empirical distributions of both stan-
dardized test statistics considered should be close to the standard normal for virtually
any combination of “large” n and p values (“virtually any” here translates the univer-
sal asymptotics). To assess this, Figures 2 and 3 in supplemental article Paindaveine
and Verdebout [32] provide, for each (n, p), histograms of the M = 10000 corresponding
values of R
(n)
N ,p and T
(n)
N ,p, respectively. Inspection of these figures reveals the following:
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(i) The empirical distributions of R
(n)
N ,p and T
(n)
N ,p are clearly compatible with Theo-
rems 2.1 and 2.3. For both statistics, the Gaussian approximation is valid for moderate
to large values of n and p, irrespective of the ratio p/n. This confirms our universal
asymptotic results.
(ii) For small n (n = 4), R
(n)
N ,p seems to be asymptotically Gaussian when p→∞,
which illustrates the fixed-n asymptotic results from Chikuse [7]. On the contrary, T
(n)
N ,p
cannot be well approximated by a Gaussian distribution for small n.
(iii) The empirical distributions of R
(n)
N ,p and T
(n)
N ,p are approximately (standardized)
chi-square distributions for small p and moderate-to-large n (i.e., p = 4 and n ≥ 30),
which is consistent with the classical fixed-p n-asymptotic results.
For the sake of completeness, the results of a similar study for the statistic I
(n)
N ,p,q (see
(2.10)) are reported in the supplemental article Paindaveine and Verdebout [32].
3.2. Comparing critical values
For the sake of clarity, we focus here on the problem of testing uniformity on the unit
sphere, that was considered in Section 2.1. Our main result there (Theorem 2.1) justifies
the use, in high dimensions, of two tests:
• The first test, φ(n)N ,p say, is based on Gaussian critical values, and rejects the null at
asymptotic level α whenever R
(n)
N ,p >Φ
−1(1−α).
• The second test, that we will denote as φ(n)p , is the standard fixed-p sign test, based
on chi-square critical values. This test, that rejects the null at asymptotic level α if
R(n)p > χ
2
p,1−α equivalently, if R
(n)
N ,p >
χ2p,1−α − p√
2p
,
is of course (n, p)-asymptotically equivalent to φ
(n)
N ,p.
To investigate what type of critical values should be favoured depending on the (n, p)
configuration at hand, we performed the following numerical exercise. In the exact same
way as in the simulations of Section 3.1, we generated, for each (n, p) ∈ {30,200,1000}×
{50,100,150, . . .,950,1000}, M = 100000 independent random samples
U
(p)
i , i= 1, . . . , n
from the uniform distribution over Sp−1. For each (n, p) considered, the statistic R(n)N ,p was
evaluated on the corresponding M independent samples; for such a large M , the sample
upper α-quantile, qˆn,p,1−α say, of these M independent replications of R
(n)
N ,p of course
provides a very accurate estimate of the exact upper α-quantile of this test statistic.
The appropriateness of Gaussian and chi-square critical values may thus be evaluated
by looking at how much these differ from qˆn,p,1−α. This evaluation is made possible in
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the six upper panels of Figure 1, which plot, for the various n considered, the sample
quantiles qˆn,p,0.95 and qˆn,p,0.99 as a function of p, along with the corresponding Gaussian
and chi-square critical values. Clearly, unless n is small (n= 30), chi-square quantiles are
to be favoured over Gaussian ones that tend to underestimate the exact critical values.
The lower panels of Figure 1 provide empirical rejection frequencies of the Gaussian
tests φ
(n)
N ,p and of the chi-square tests φ
(n)
p . In line with the results above, we conclude
that, when n and p are moderate to large (irrespective of the ratio p/n), chi-square tests
tend to achieve empirical type 1 risks that are much closer to the nominal level than
their Gaussian counterparts that tend to be too liberal.
As a conclusion, while our universal asymptotic results broadly validates the use of
Gaussian – hence, also of chi-square – sign tests, our recommendation is to avoid basing
practical implementation on Gaussian tests; instead, chi-square tests should be used in
practice. Finally, we point out that this conclusion is not only valid for the problem of
testing uniformity on the sphere, but does extend to the other problems considered in
this paper, as we checked by performing similar numerical exercises – with smaller M
values, though, as the computational burden for the other tests is more severe than for
the Rayleigh test (this clearly makes (n, p)-asymptotic critical values crucial for practical
implementation).
3.3. Comparing Portmanteau tests
In this last simulation exercise, we compare the high-dimensional behaviour of the Port-
manteau sign test described in Section 2.2 with those of some classical (fixed-p) competi-
tors, namely the Ljung and Box [23] test (LB) and the Li and McLeod [22] test (LM). To
the best of our knowledge, no tests are currently available in the high-dimensional case
for this problem.
In order to do so, we generated, for every p ∈ {3,30,100}, M = 1000 independent
random samples of the form
X
(p)
jt , j = 1,2,3, t= 1, . . . , n= 150.
The X
(p)
1t ’s are standard Gaussian, whereas the X
(p)
2t ’s (resp., the X
(p)
3t ’s) are (standard)
student with 8 degrees of freedom (resp., with one degree of freedom). For all of these
(null) samples, we performed the three Portmanteau tests mentioned above at nominal
level α= 5%. The resulting rejection frequencies are represented in Figure 2.
Inspection of this figure reveals that the Paindaveine [30] sign test is the only test that
is robust to high-dimensionality (and to heavy tails). In the high-dimensional case, the
LB test is extremely liberal, while the LM test is liberal under the Cauchy but basically
never rejects the null under the Gaussian and the t8. It should be noted that the reason
why we restricted here to cases for which n > p is that the LB and LM tests collapse when
n < p (in the sense that the corresponding test statistics then cannot even be computed).
In contrast, the simulations of Section 3.1 showed that the sign test perfectly can deal
with such cases.
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Figure 1. For α= 1% and α= 5%, the six upper panels correspond to n= 30,200 and 1000 and
report the estimates qˆn,p,1−α of the exact upper α-quantile (solid line) of the statistic R
(n)
N ,p
, for
p= 50,100,150, . . . ,1000; the Gaussian (dotted line) and chi-square (dashed line) approximations
of these exact quantiles are also provided. The six lower panels plot the corresponding empirical
rejection frequencies of the Gaussian sign test φ
(n)
N ,p
(dotted line) and chi-square sign test φ
(n)
p
(dashed line). Results are based on M = 100000 independent replications; see Section 3.2 for
details.
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Figure 2. Empirical rejection frequencies of the chi-square Paindaveine [30] sign test (in black)
and of the LM and LB tests (in light grey). All tests were performed at the nominal level 5%.
Results are based on M = 1000 replications and the sample size is throughout n= 150.
Appendix A: Some preliminary lemmas
Lemma A.1. Let U1, . . . ,Un be i.i.d. uniform on Sp−1, and write ρij =U′iUj . Then,
for any i, j, (i) ρ2ij ∼ Beta(1/2, (p− 1)/2), that is, ρ2ij follows the Beta distribution with
parameters 1/2 and (p − 1)/2; (ii) for any odd positive integer m, E[ρmij ] = 0; (iii) for
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any even positive integer m,
E[ρmij ] =
m/2∏
r=0
(
1 + 2r
p+ 2r
)
,
so that
E[ρ2ij ] =
1
p
, E[ρ4ij ] =
3
p(p+ 2)
, E[ρ6ij ] =
15
p(p+ 2)(p+ 4)
and
E[ρ8ij ] =
105
p(p+ 2)(p+4)(p+ 6)
;
(iv) the ρij ’s, i < j, are pairwise independent (hence uncorrelated); (v) fix h ∈
{1,2, . . . , n− 2}. Then, for any i, j, s, t∈ {h+ 1, . . . , n} with i < j and s < t, ρi−h,j−hρi,j
and ρs−h,t−hρs,t are uncorrelated, unless (i, j) = (s, t), in which case Cov[ρi−h,j−hρi,j ,
ρs−h,t−hρs,t] = 1/p2.
Proof. (i) Rotational invariance of the uniform distribution on Sp−1 readily implies that
ρij is equal in distribution to e
′
p,1Uj , where ep,ℓ denotes the ℓth vector in the canonical
basis of Rp. The result then follows from the fact that (e′1Uj)
2 ∼Beta(1/2, (p−1)/2); see,
for example, Muirhead [27], Theorem 1.5.7(ii). (ii) This is a trivial corollary of the fact
that Ui and −Ui, hence also ρij and −ρij , are equal in distribution. (iii) This directly
follows from (i) and the fact that, if Y ∼Beta(α,β), then
E[Y s] =
s−1∏
r=0
(
α+ r
α+ β + r
)
,
for any positive integer s; see, for example, Johnson, Kotz and Balakrishnan [19], equa-
tion (25.14). (iv) If i, j, r, s∈ {1,2, . . . , n}, are pairwise different, ρij and ρrs are trivially
independent. Let then i, j, s be three different integers in {1,2, . . . , n}. Then the rota-
tional invariance of the uniform distribution on Sp−1 entails that the joint distribution
of (ρij , ρir) coincides with that of (e
′
p,1Uj ,e
′
p,1Ur), which has independent marginals.
The result follows. (v) From parts (iv) and (ii) of the lemma, we obtain
Cov[ρi−h,j−hρi,j , ρs−h,t−hρs,t] = E[ρi−h,j−hρs−h,t−hρi,jρs,t]. (A.1)
If j 6= t, this expectation is equal to zero, since
(U1, . . . ,Umax(j,t)−1,±Umax(j,t),Umax(j,t)+1, . . . ,Un)
are equal in distribution. Similarly, using the fact that
(U1, . . . ,Umin(i−h,s−h)−1,±Umin(i−h,s−h),Umin(i−h,s−h)+1, . . . ,Un)
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are equal in distribution, we obtain that the expectation in (A.1) is equal to zero. Thus,
to obtain a nonzero covariance, we need to have (i, j) = (s, t), which leads to
Cov[ρi−h,j−hρi,j , ρs−h,t−hρs,t] = Var[ρs−h,t−hρs,t] = E[ρ2s−h,t−h]E[ρ
2
s,t] = 1/p
2. 
Let Jp =
∑p
i,j=1(ep,ie
′
p,j)⊗ (ep,ie′p,j) = (vec Ip)(vec Ip)′ and consider the commutation
matrix Kp =
∑p
i,j=1(ep,ie
′
p,j)⊗ (ep,je′p,i). We then have the following result.
Lemma A.2. Let U,V,W be mutually independent and uniformly distributed on
Sp−1, Sq−1, and Sm−1, respectively. Then (i) E[U] = 0, (ii) Var[U] = 1pIp, (iii)
E[vec(UU′)(vec(UU′))′] = 1p(p+2) (Ip2 +Kp+Jp), (iv) E[vec(UV
′)(vec(UV′))′] = 1pq Ipq,
and (v) E[vec(UV′)× (vec(UW′))′] = 0pq×pm, where 0k×ℓ denotes the k× ℓ zero matrix.
Proof. (i)–(ii) These identities follow directly from the orthogonal invariance of U and
the fact that ‖U‖= 1 almost surely. (iii) See Tyler [41], page 244. (iv) The independence
of U= (U1, . . . , Up)
′ and V= (V1, . . . , Vq)′ readily gives
E[vec(UV′)(vec(UV′))′] =
p∑
i,j=1
q∑
r,s=1
E[UiUj ]E[VrVs] vec(ep,ie
′
q,r)(vec(eq,je
′
q,s))
′
,
which yields the result since E[UiUj ] =
1
pδij and E[VrVs] =
1
q δrs (see (ii)). (v) This directly
follows from the fact that ±W are equal in distribution. 
Lemma A.3. For any a > 0,
∑n
ℓ=1 ℓ
a =O(na+1) as n→∞.
Proof. The result follows from the fact that the sequence (cn), defined by cn =
1
n
∑n
ℓ=1(
ℓ
n )
a, is a sequence of Riemann sums for
∫ 1
0
xa dx, hence converges in R. 
Appendix B: Proofs of Theorems 2.1 and 2.3
Proof of Theorem 2.1. To prove this result (and the corresponding results in the next
two sections), we adopt an approach that exploits the martingale difference structure of
some process. In that framework, the key result we will use is Theorem 35.12 from
Billingsley [2]. Since this result plays a crucial role in the paper, we state it here, in a
form that is suitable for our purposes.
Theorem B.1 (Billingsley [2], Theorem 35.12). Let Dnℓ, ℓ= 1, . . . , n, n= 1,2, . . . ,
be a triangular array of random variables such that, for any n, Dn1,Dn2, . . . ,Dnn is a
martingale difference sequence with respect to some filtration Fn1,Fn2, . . . ,Fnn. Assume
that, for any n, ℓ, Dnℓ has a finite variance. Letting σ
2
nℓ =E[D
2
nℓ|Fn,ℓ−1] (with Fn0 being
the trivial σ-algebra {∅,Ω} for all n), further assume that, as n→∞,
n∑
ℓ=1
σ2nℓ
P→ 1 (B.1)
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(where
P→ denotes convergence in probability), and
n∑
ℓ=1
E[D2nℓI[|Dnℓ|> ε]]→ 0. (B.2)
Then
∑n
ℓ=1Dnℓ is asymptotically standard normal.
In order to apply this result, we define Fnℓ as the σ-algebra generated by Un1, . . . ,Unℓ,
and, writing Enℓ for the conditional expectation with respect to Fnℓ, we let
DRnℓ =Enℓ[R
(n)
N ,p]−En,ℓ−1[R(n)N ,p] =
√
2pn
n
ℓ−1∑
i=1
U′niUnℓ,
for any ℓ= 1,2, . . . (throughout, sums over empty set of indices are defined as being equal
to zero). Clearly, we have that
R
(n)
N ,p =
√
2pn
n
∑
1≤i<j≤n
U′niUnj =
n∑
ℓ=1
DRnℓ.
Since |DRnℓ| ≤
√
2pn(ℓ− 1)/n almost surely, every DRnℓ has a finite-variance. Therefore, to
establish Theorem 2.1, it is sufficient to prove the following two lemmas, that show that
(B.1)–(B.2) are fulfilled in the present context.
Lemma B.1. Letting σ2nℓ = En,ℓ−1[(D
R
nℓ)
2],
∑n
ℓ=1 σ
2
nℓ converges to one in quadratic
mean as n→∞.
Lemma B.2. For any ε > 0,
∑n
ℓ=1E[(D
R
nℓ)
2
I[|DRnℓ|> ε]]→ 0 as n→∞.
The proofs of these lemmas make intensive use of the properties of the inner prod-
ucts ρn,ij =U
′
niUnj ; see Lemma A.1 in Appendix A. For notational simplicity, we will
systematically drop the dependence on n in ρn,ij , Uni, Enℓ, En and Varn; here, En and
Varn stand for the unconditional expectation and unconditional variance computed with
respect to the joint distribution of the Uni’s, i= 1, . . . , n.
Proof of Lemma B.1. Using Lemma A.2(i)–(ii), we obtain
σ2nℓ =Eℓ−1[(D
R
nℓ)
2
] =
2pn
n2
ℓ−1∑
i,j=1
U′iE[UℓU
′
ℓ]Uj =
2
n2
ℓ−1∑
i,j=1
ρij ,
which yields (Lemma A.1(ii))
E[σ2nℓ] =
2(ℓ− 1)
n2
(= E[(DRnℓ)
2
]). (B.3)
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Therefore, as n→∞,
E
[
n∑
ℓ=1
σ2nℓ
]
=
2
n2
n∑
ℓ=1
(ℓ− 1) = n− 1
n
→ 1.
Using Lemma A.1(iv), then the fact that Var[ρij ] = 1/pn (which follows from Lemma A.1(ii)–
(iii)), we obtain that
Var
[
n∑
ℓ=1
σ2nℓ
]
=
16
n4
Var
[
n∑
ℓ=3
∑
1≤i<j≤ℓ−1
ρij
]
=
16
n4
Var
[ ∑
1≤i<j≤n
(n− j)ρij
]
=
16
n4pn
∑
1≤i<j≤n
(n− j)2 = 16
n4pn
n∑
j=2
(j − 1)(n− j)2
=
16
n4pn
n−1∑
j=1
j(n− j − 1)2 ≤ 16
n2pn
n−1∑
j=1
j =
8(n− 1)
npn
,
which is o(1) as n→∞. The result follows. 
Proof of Lemma B.2. Applying first the Cauchy–Schwarz inequality, then the Cheby-
shev inequality (note that DRnℓ has zero mean), yields
n∑
ℓ=1
E[(DRnℓ)
2
I[|DRnℓ|> ε]] ≤
n∑
ℓ=1
√
E[(DRnℓ)
4
]
√
P[|DRnℓ|> ε]
≤ 1
ε
n∑
ℓ=1
√
E[(DRnℓ)
4
]
√
Var[DRnℓ].
From (B.3), we readily obtain that Var[DRnℓ]≤ 2(ℓ− 1)/n2, which provides
n∑
ℓ=1
E[(DRnℓ)
2
I[|DRnℓ|> ε]]≤
√
2
εn
n∑
ℓ=1
√
(ℓ− 1)E[(DRnℓ)4]. (B.4)
Now, Lemma A.1(iv) yields
E[(DRnℓ)
4
] =
4p2n
n4
E
[(
ℓ−1∑
i=1
ρiℓ
)4]
=
4p2n
n4
ℓ−1∑
i,j,r,s=1
E[ρiℓρjℓρrℓρsℓ]
=
4p2n
n4
{(ℓ− 1)E[ρ4iℓ] + 3(ℓ− 1)(ℓ− 2)E[ρ21ℓ]E[ρ22ℓ]},
so that, using Lemma A.1(iii), we obtain
E[(DRnℓ)
4
] =
4p2n
n4
{
3(ℓ− 1)
pn(pn + 2)
+
3(ℓ− 1)(ℓ− 2)
p2n
}
≤ 24(ℓ− 1)
2
n4
. (B.5)
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Plugging (B.5) into (B.4), we conclude that
n∑
ℓ=1
E[(DRnℓ)
2
I[|DRnℓ|> ε]] ≤
√
2
εn
n∑
ℓ=1
√
24(ℓ− 1)3
n4
≤
√
48
εn3
n∑
ℓ=1
(ℓ− 1)3/2,
which is O(n−1/2) (see Lemma A.3). The result follows. 
Proof of Theorem 2.3. We define Fnℓ as the σ-algebra generated by Xn1, . . . ,Xnℓ,
and we let
DTnℓ =Enℓ[T
(n)
N ,p]−En,ℓ−1[T (n)N ,p] =
√
2p2n√
H
H∑
h=1
1
n− h
ℓ−1∑
s=h+1
ρn,s−h,ℓ−hρn,sℓ
(recall that sums over empty sets of indices are defined as zero), where we wrote ρn,sℓ =
U′nsUnt and where Enℓ still denotes conditional expectation with respect to Fnℓ. This
provides T
(n)
N ,p =
∑n
ℓ=1D
T
nℓ, where D
T
nℓ is almost surely bounded, hence has a finite-
variance. As in the previous section, asymptotic normality is then proved by applying
Theorem B.1, which is based on both following lemmas. 
Lemma B.3. Letting σ2nℓ =Eℓ−1[(D
T
nℓ)
2],
∑n
ℓ=1 σ
2
nℓ converges to one in quadratic mean
as n→∞.
Lemma B.4. For any ε > 0,
∑n
ℓ=1E[(D
T
nℓ)
2
I[|DTnℓ|> ε]]→ 0 as n→∞.
In the proofs, we use the same notational shortcuts as in the proofs of Lemmas B.1–
B.2, that is, we write ρst, Ut, Eℓ, E, and Var, instead of ρn,st, Unt, Enℓ, En and Varn,
respectively. For any r × s matrix A, we denote as usual by vecA the (rs)-vector ob-
tained by stacking the columns of A on top of each other. Recall that we then have
(vecA)′(vecB) = Trace[A′B].
Proof of Lemma B.3. First note that, for any s, t ∈ {1, . . . , ℓ − 1} and any h, g ∈
{1, . . . ,H}, the Eℓ−1 expectation of
ρs−h,ℓ−hρs,ℓρt−g,ℓ−gρt,ℓ
= (vec(UsU
′
s−h))
′
vec(UℓU
′
ℓ−h)(vec(UℓU
′
ℓ−g))
′
vec(UtU
′
t−g)
is given by (see Lemma A.2(iv)–(v))
(vec(UsU
′
s−h))
′
E[vec(UℓU
′
ℓ−h)(vec(UℓU
′
ℓ−g))
′
] vec(UtU
′
t−g)
= (vec(UsU
′
s−h))
′
E[vec(UℓU
′
ℓ−h)(vec(UℓU
′
ℓ−g))
′
] vec(UtU
′
t−g)
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=
1
p2n
(vec(UsU
′
s−h))
′
vec(UtU
′
t−g)δh,g,
where δh,g is equal to one if h= g and to zero otherwise. Therefore, we have that
σ2nℓ =
2p2n
H
H∑
h,g=1
1
(n− h)(n− g)
ℓ−1∑
s=h+1
ℓ−1∑
t=g+1
Eℓ−1[ρs−h,ℓ−hρs,ℓρt−g,ℓ−gρt,ℓ]
=
2
H
H∑
h=1
1
(n− h)2
ℓ−1∑
s,t=h+1
(vec(UsU
′
s−h))
′
vec(UtU
′
t−h) (B.6)
=
2
H
H∑
h=1
1
(n− h)2
ℓ−1∑
s,t=h+1
ρs−h,t−hρs,t.
From Lemma A.1(iv), we then obtain
E[σ2nℓ] =
2
H
H∑
h=1
(ℓ− h− 1)+
(n− h)2 (= E[(D
T
nℓ)
2
]), (B.7)
where we let m+ =max(m,0). This implies that
E
[
n∑
ℓ=1
σ2nℓ
]
=
2
H
H∑
h=1
1
(n− h)2
n∑
ℓ=h+2
(ℓ− h− 1) = 1
H
H∑
h=1
n− h− 1
n− h → 1,
as n→∞. Using the identity Var[∑Hh=1Zh]≤H∑Hh=1Var[Zh], (B.6) directly yields
Var
[
n∑
ℓ=1
σ2nℓ
]
≤ 4
H2
×H ×
H∑
h=1
1
(n− h)4 Var
[
n∑
ℓ=1
ℓ−1∑
s,t=h+1
ρs−h,t−hρs,t
]
(B.8)
≤ 16
H(n−H)4
H∑
h=1
Var
[
n∑
ℓ=1
∑
h+1≤s<t≤ℓ−1
ρs−h,t−hρs,t
]
.
From Lemma A.1(v), we obtain
Var
[
n∑
ℓ=1
∑
h+1≤s<t≤ℓ−1
ρs−h,t−hρs,t
]
≤Var
[ ∑
h+1≤s<t≤n
(n− t)ρs−h,t−hρst
]
=
1
p2n
∑
h+1≤s<t≤n
(n− t)2 = 1
p2n
n∑
t=h+2
(t− h− 1)(n− t)2
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≤ 1
p2n
n−h−1∑
t=1
t(n− h− 1)2
=
1
p2n
n−h−1∑
t=1
t(n− t− h− 1)2 ≤ n
2
p2n
n−h−1∑
t=1
t=
n2(n− h− 1)(n− h)
2p2n
.
By plugging this into (B.8), we obtain
Var
[
n∑
ℓ=1
σ2nℓ
]
≤ 16
H(n−H)4
H∑
h=1
n2(n− h− 1)(n− h)
2p2n
≤ 8n
4
(n−H)4p2n
,
which is o(1) as n→∞. The result follows. 
Proof of Lemma B.4. Proceeding as in the proof of Lemma B.2, we obtain
n∑
ℓ=1
E[(DTnℓ)
2
I[|DTnℓ|> ε]] ≤
1
ε
n∑
ℓ=1
√
E[(DTnℓ)
4
]
√
Var[DTnℓ]
≤
√
2
ε
√
H
H∑
h=1
1
n− h
n∑
ℓ=h+2
√
(ℓ− h− 1)E[(DTnℓ)4] (B.9)
≤
√
2
ε(n−H)
√
H
H∑
h=1
n∑
ℓ=h+2
√
(ℓ− h− 1)E[(DTnℓ)4],
where we have used the fact that (see (B.7))
Var[DTnℓ]≤ E[(DTnℓ)2] =
2
H
H∑
h=1
(ℓ− h− 1)+
(n− h)2 .
Note that
E
[(
ℓ−1∑
s=h+1
ρs−h,ℓ−hρsℓ
)4]
=
ℓ−1∑
s,t,i,j=h+1
E[ρs−h,ℓ−hρt−h,ℓ−hρi−h,ℓ−hρj−h,ℓ−hρsℓρtℓρiℓρjℓ]
= (ℓ− h− 1)+E[ρ41,ℓ−h]E[ρ4h+1,ℓ]
+ 3(ℓ− h− 1)+(ℓ− h− 2)+E[ρ21,ℓ−h]E[ρ22,ℓ−h]E[ρ2h+1,ℓ]E[ρ2h+2,ℓ]
=
3(ℓ− h− 1)+
p2n(pn + 2)
2
+
3(ℓ− h− 1)+(ℓ− h− 2)+
p4n
≤ 6(ℓ− h− 1)
2
+
p4n
,
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which yields
E[(DTnℓ)
4
] ≤ 4p
4
n
H2
×H3 ×
H∑
h=1
1
(n− h)4E
[(
ℓ−1∑
s=h+1
ρs−h,ℓ−hρsℓ
)4]
≤ 24H
(n−H)4
H∑
h=1
(ℓ− h− 1)2+.
Plugging into (B.9), we conclude that
n∑
ℓ=1
E[(DTnℓ)
2
I[|DTnℓ|> ε]] ≤
√
48
ε(n−H)3
H∑
h,g=1
n∑
ℓ=h+2
√
(ℓ− h− 1)(ℓ− g − 1)2+
≤
√
48H2
ε(n−H)3
n∑
ℓ=3
(ℓ− 2)3/2.
In view of Lemma A.3, this is O(n−1/2), which establishes the result. 
As an alternative to the tests in (2.6), one may consider (see Paindaveine [30]) the
lower-rank multivariate runs tests rejecting the null at asymptotic level α whenever
T˜ (n)p =
H∑
h=1
(n− h)(r˜(h))2 =
H∑
h=1
p
n− h
n∑
s,t=h+1
(U′s−hUs)(U
′
t−hUt)> χ
2
H,1−α,
where r˜(h) =
√
p
n−h
∑n
t=h+1U
′
tUt−h. Using similar arguments as above, one may then show
that, under the same assumptions as in Theorem 2.3, the universal (n, p)-asymptotic
distribution of T˜
(n)
N ,p = (T˜n −H)/
√
2H is standard normal.
Supplementary Material
Supplement to “High-dimensional sign tests” (DOI: 10.3150/15-BEJ710SUPP;
.pdf). The supplement article contains the proofs of Theorems 2.4 and 2.5 together with
simulation results related to the sign test for independence. It also provides histograms
from the simulations of Section 3.1.
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