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Trapping processes constitute a primary problem of random walks, which characterize various
other dynamical processes taking place on networks. Most previous works focused on the case of
binary networks, while there is much less related research about weighted networks. In this paper,
we propose a general framework for the trapping problem on a weighted network with a perfect trap
fixed at an arbitrary node. By utilizing the spectral graph theory, we provide an exact formula for
mean first-passage time (MFPT) from one node to another, based on which we deduce an explicit
expression for average trapping time (ATT) in terms of the eigenvalues and eigenvectors of the
Laplacian matrix associated with the weighted graph, where ATT is the average of MFPTs to the
trap over all source nodes. We then further derive a sharp lower bound for the ATT in terms of
only the local information of the trap node, which can be obtained in some graphs. Moreover, we
deduce the ATT when the trap is distributed uniformly in the whole network. Our results show
that network weights play a significant role in the trapping process. To apply our framework, we
use the obtained formulas to study random walks on two specific networks: trapping in weighted
uncorrelated networks with a deep trap, the weights of which are characterized by a parameter,
and Le´vy random walks in a connected binary network with a trap distributed uniformly, which
can be looked on as random walks on a weighted network. For weighted uncorrelated networks
we show that the ATT to any target node depends on the weight parameter, that is, the ATT to
any node can change drastically by modifying the parameter, a phenomenon that is in contrast to
that for trapping in binary networks. For Le´vy random walks in any connected network, by using
their equivalence to random walks on a weighted complete network, we obtain the optimal exponent
characterizing Le´vy random walks, which have the minimal average of ATTs taken over all target
nodes.
PACS numbers: 05.40.Fb, 89.75.Hc, 05.60.Cd
I. INTRODUCTION
Trapping is a paradigmatic dynamical process, defined
as a kind of random walk with a perfect trap fixed at
a given position, absorbing all particles (walkers) that
visit it [1]. As an integral major theme of random walks,
the trapping process is relevant to a variety of contexts,
including target search [2, 3], lighting harvesting in an-
tenna systems [4–8], energy or exciton transport in poly-
mer systems [9, 10], and characterizing similarities be-
tween the elements of databases [11]. In recent years,
trapping problem has drawn continuously increasing at-
tention [12–15].
The highly desirable quantity of the trapping problem
is trapping time, also referred to as mean first-passage
time (MFPT) [16–19]. The MFPT for a node i to the trap
is the expected time taken by a particle starting from i to
first arrive at the trap. The average trapping time (ATT)
is defined as the average of MFPTs over all source nodes
in the system other than the trap, which is very helpful
and important, since it is often used as a quantitative
indicator measuring the efficiency of trapping process.
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Hitherto, extensive works have been devoted to evalu-
ating ATT on various complex networks, such as regular
lattices with different dimensions [1, 20–23], treelike frac-
tals [24–29], Sierpinski fractals [30–32], Cayley trees and
Vicsek fractals as models of polymer networks [33, 37],
small-world uniform recursive trees [35–37], as well as
many scale-free graphs [38–48]. These studies have un-
covered different impacts of various structural properties
on the behavior of trapping process.
Existing works mainly concentrated on the trapping
process on binary (unweighted) networks. However, ex-
tensive empirical studies [49] have shown that real-life
networks are characterized by not only topologies but
also weights, with the latter reflecting the intensive in-
teractions among different nodes [50, 51]. The hetero-
geneity in the distribution of weights can significantly
affect diverse dynamical processes on networks, such as
epidemic spreading [52–54], zero-range processes [55],
synchronization [56, 57], cascading failures [58, 59],
games [60, 61], diffusive processes [62], bimolecular chem-
ical reactions [63], transportation [64], diffusion annihi-
lation processes [65], voter behavior [66], traffic fluctua-
tion [67], and so on. Thus far, the impact of weights on
trapping in weighted networks has not been well under-
stood, although they are suggested to play a significant
role in the trapping process. For example, for trapping in
dendrimers, weights can be interpreted as energetic fun-
2nel controlling the trapping efficiency [4]. It is, thus, of
utmost importance to perform a comprehensive study of
trapping in weighted networks, unveiling the influences
of weights on the behavior of trapping.
In this paper, we present a theoretical framework for
random walks in a weighted network and perform an in-
depth study of trapping in a general weighted network
with a deep trap located at any node. First, we derive
an analytical expression for MFPT from one node to an-
other in any weighted connected network in terms of the
eigenvalues and eigenvectors of a Laplacian matrix for
the weighted network. Based on this obtained explicit
formula for MFPT, we further derive exact solutions to
ATT for two cases of trapping problems, which are also
expressed in terms of Laplacian spectra and their asso-
ciated eigenvectors. In the first case, the deep trap is
positioned at any given node in the network; while in the
other case, the single trap is distributed uniformly over
the whole network. Moreover, for the first case, we pro-
vide a tight lower bound for the ATT and show that this
bound can be achieved in some graphs.
Our obtained results for random walks depend on net-
work weights, which are general and applicable to all
weighted networks. To illustrate the universality, we em-
ploy our formulas to study two trapping issues in two
different types of weighted networks, that is, trapping in
weighted uncorrelated networks with a trap fixed at an
arbitrary node and trapping in weighted networks with
a trap distributed uniformly. The latter is translated
from the Le´vy random walks in binary networks, which
are dominated by a tunable exponent. The weights of
the weighted uncorrelated networks focused on are con-
trolled by a parameter, by changing which one can guide
the trapping behavior. These results are also verified by
another analytical approach. In addition, for the whole
range of the weight parameter, the dominating scalings
for ATT are equivalent to that of the aforementioned
lower bound for ATT. For Le´vy random walks with a
trap distributed uniformly, we obtain the optimal expo-
nent for which the trapping process is most efficient, since
in this case the average of MFPTs over all node pairs is
the lowest.
II. FORMULATION OF TRAPPING IN
GENERIC WEIGHTED NETWORKS
In this section, we present a systematic study of trap-
ping problem in a general weighted network. We will
derive an analytical expression for MFPT from one node
to another, based on which we obtain a closed-form for-
mula of ATT for trapping with a trap at an arbitrary
target and a tight lower bound for the ATT, as well as
an expression of the ATT for another trapping problem,
in which the trap is distritbuted uniformly among the
whole network.
A. Introduction of random walks in weighted
networks
To begin with, we give a brief introduction to random
walks in a weighted network G with N nodes [68–70].
Mathematically, topological and weighted properties of a
weighted network are reflected in a generalized adjacency
matrix (weight matrix) W with the element wij speci-
fying the weight of the edge connecting nodes i and j.
We focus on undirected networks having symmetric non-
negative weights, namely wij = wji ≥ 0. Particularly,
wij = wji = 0 indicates that nodes i and j are not adja-
cent. In a weighted network G, the strength of a node i is
defined by si =
∑N
j=1 wij [71], which is ith nonzero entry
of the diagonal strength matrix S = diag(s1, s2, . . . , sN ),
and the Laplacian matrix ofG is defined to be L = S−W.
Differing from most existing works about random
walks on binary networks [72], random walks occurring
on weighted networks are biased. In the process of ran-
dom walks on a weighted network [68–70], at each time
step, the walker starting from current node i jumps
to one of its neighboring nodes j with the probability
pij = wij/si, which constitutes the ijth entry of transi-
tion matrix P = S−1W governing the diffusion process.
It is evident that the transition matrix P is a stochastic
matrix. The stationary distribution is [68–70]
pi = (pi1, pi2, · · · , piN )⊤ =
(s1
s
,
s2
s
, · · · , sN
s
)⊤
, (1)
where s is the sum of strengths over all nodes, namely
s =
∑N
i=1 si =
∑N
i=1
∑N
j=1 wij . Thus, after sufficiently
long time, the probability of the walker being at node i
is pii, which depends on the ratio of the strength si of i
to the total strength s.
After introducing random walks on a weighted network
G, in what follows, by using the spectral graph theory,
we will provide a theoretical analytical formula for MFPT
from one node to anther in the weighted network, which
forms the basis for other important results of this work,
including ATT to an arbitrary trap and its lower bound,
as well as the ATT for trapping when the trap is dis-
tributed uniformly.
B. Explicit expression for average trapping time to
an arbitrary trap
Let us consider the trapping problem in the weighted
networkG with a singe trap located at an arbitrary node,
and let Tij denote the MFPT from node i to node j. For
convenience, we label all the N nodes as 1, 2, · · · , N , and
without loss of generality, we assume that the trap is
placed at node N . Then, the ATT to node N , denoted
as TN , is
TN =
1
N − 1
N−1∑
i=1
TiN . (2)
3In order to deduce TN , we should first derive an ex-
pression for TiN . According to the definition of MFPT
for random walks, we have TNN = 0 and for i 6= N ,
TiN =
N−1∑
k=1
pikTkN + 1, (3)
which can be rewritten in matrix form as
T¯ = e¯+ P¯T¯ = e¯+ S¯−1W¯T¯, (4)
where T¯ is an (N − 1)-dimensional vector, whose ith el-
ement is TiN ; e¯ is the (N − 1)-dimensional unit vector
(1, 1, · · · , 1)⊤; P¯, S¯, and W¯ are, respectively, the subma-
trices of P, S, and W by suppressing the Nth row and
Nth column. Premultiplying Eq. (4) by S¯, we obtain
S¯T¯ = W¯T¯+ S¯e¯. Therefore,
(S¯− W¯)T¯ = S¯e¯. (5)
By defining L¯ = S¯ − W¯, which is actually a submatrix
of L by deleting the Nth row and Nth column, Eq. (5)
can be recast as
T¯ = L¯−1S¯e¯, (6)
implying that
TiN =
N−1∑
k=1
l¯−1ik sk, (7)
where l¯−1ik is the ikth element of matrix L¯
−1. Previous
work [11] has reported that l¯−1ik can be represented by
the entries of the pseudoinverse of the Laplacian matrix
L
+ as
l¯−1ik = l
+
ik − l+iN − l+Nk + l+NN , (8)
where the four terms on the right-hand side of equal mark
are four entries of L+.
Equations (7) and (8) show that in order to deter-
mine TiN , one can alternatively evaluate the entries of
the pseudoinverse matrix L+. It is known that the ele-
ments l+ij of L
+ can be expressed in terms of the eigenval-
ues and their normalized eigenvectors of L [73, 74]. Let
λ1, λ2, . . . , λN be the N eigenvalues of L, rearranged as
0 = λ1 < λ2 < · · · < λN , and let µ1, µ2, . . . , µN be the
corresponding mutually orthogonal eigenvectors of unit
length, where µi = (µi1, µi2, · · · , µiN )⊤. According to
the spectral graph theory [75], L has the following spec-
tral form:
L = Udiag [λ1, λ2, · · · , λN ]U⊤, (9)
where U = (µ1, µ2, · · · , µN ) is an orthogonal matrix,
obeying
UU⊤ = U⊤U = I , (10)
where I is the identity matrix. Thus,
µ⊤i µj = δij , (11)
where δij is the Kronecker δ function defined as: δij = 1
if i equals j, and δij = 0 otherwise. Education (9) also
indicates that the entry lij of matrix L has the following
spectral expression:
lij =
N∑
k=1
λkµkiµkj , (12)
which, in the case of i = j, reduces to
lii = si =
N∑
k=1
λkµ
2
ki . (13)
In addition, it is not difficult to find that the entries
of eigenvector µ1 corresponding to λ1 = 0 are all equal
to each other, namely µ1i =
√
N/N holds for 1 ≤ i ≤ N .
Hence, for all 1 < k ≤ N , the relation
N∑
i=1
µki = 0 (14)
holds.
Based on the spectra of L, the entries of pseudoinverse
L
+ of L can be represented as [73, 74]
l+ij =
N∑
k=1
g(λk)µkiµkj , (15)
where
g(λk) =
{
1/λk, λk 6= 0,
0, λk = 0.
(16)
Combining Eq. (7), Eq. (8), and Eq. (15), we can ex-
press TiN in terms of the spectra of L as
TiN =
N−1∑
z=1
sz
N∑
k=2
1
λk
(µkiµkz − µkiµkN − µkNµkz + µ2kN )
=
N∑
z=1
sz
N∑
k=2
1
λk
(µkiµkz − µkiµkN − µkNµkz + µ2kN ),
(17)
since for z = N the term µkiµkz−µkiµkN−µkNµkz+µ2kN
is equal to zero. In the case where i = N , Eq. (17) in-
dicates TNN = 0, as suggested by the definition of trap-
ping time. Equation (17) is very important since it pro-
vides a universal formula for MFPT from one node to
another in any weighted network. Note that in a recent
paper [70], an expression for MFPT was given in terms of
the eigenvalues and their corresponding vectors of tran-
sition matrix associated with the random walk process,
thus Eq. (17) is also helpful to unveil the relationship
4between the spectra of Laplacian matrix and transition
matrix of a weighted network.
Inserting Eq. (17) into Eq. (2) yields
TN =
1
N − 1
N∑
i=1
[
N∑
z=1
sz
N∑
k=2
1
λk
(
µkiµkz − µkiµkN
−µkNµkz + µ2kN
)]
, (18)
where we have used the fact of TNN = 0. Equation (18)
can be simplified as
TN =
1
N − 1
N∑
k=2
1
λk
[
N∑
i=1
N∑
z=1
szµ
2
kN −
N∑
i=1
N∑
z=1
szµkiµkN
−
N∑
i=1
N∑
z=1
szµkNµkz +
N∑
i=1
N∑
z=1
szµkiµkz
]
. (19)
The four terms in the square brackets of Eq. (19) can be
separately simplified as
N∑
i=1
N∑
z=1
szµ
2
kN = N × s× µ2kN , (20)
N∑
i=1
N∑
z=1
szµkiµkN = s× µkN
N∑
i=1
µki = 0, (21)
N∑
i=1
N∑
z=1
szµkNµkz = N × µkN
N∑
z=1
szµkz , (22)
and
N∑
i=1
N∑
z=1
szµkiµkz =
N∑
i=1
µki
N∑
z=1
szµkz = 0, (23)
where Eq. (14) is used. Instituting Eqs. (20)-(23) into
Eq. (19), we obtain an explicit expression for ATT as
TN =
N
N − 1
N∑
k=2
1
λk
(
s× µ2kN − µkN
N∑
z=1
szµkz
)
, (24)
which is general valid for the trapping problem with a
single trap fixed at any node in an arbitrary weighted
network.
C. Lower bound for average trapping time to an
arbitrary node
After obtaining an explicit formula for average trap-
ping time TN to a given target, we will continue to de-
duce a lower bound of it. By Cauchy’s inequality, the
sum term in Eq. (24) satisfies[
N∑
k=2
1
λk
(
s× µ2kN − µkN
N∑
z=1
szµkz
)]
×
[
N∑
k=2
λk
(
s× µ2kN − µkN
N∑
z=1
szµkz
)]
≥
[
N∑
k=2
(
s× µ2kN − µkN
N∑
z=1
szµkz
)]2
. (25)
In Eq. (25), the equality holds if and only if for those
k with s × µ2kN − µkN
∑
z szµkz 6= 0, the correspond-
ing eigenvalues λk are equal to each other. Considering
Eqs. (12), (13) and λ1 = 0, one obtains
N∑
k=2
λk
(
s× µ2kN − µkN
N∑
z=1
szµkz
)
= s
N∑
k=1
λkµ
2
kN −
N∑
z=1
sz
N∑
k=1
λkµkNµkz
= s× sN −
N∑
z=1
szlzN = sN(s− sN ) +
∑
z 6=N
szwNz.
(26)
Moreover,
N∑
k=2
(
s× µ2kN − µkN
N∑
z=1
szµkz
)
=
(
s
N∑
k=1
µ2kN − sµ21N
)
−
(
N∑
z=1
sz
N∑
k=1
µkNµkz − µ1j
N∑
z=1
szµ1z
)
= s− s
N
− sN + s
N
= s− sN , (27)
where Eq. (11) and µ1i =
√
N/N are used. Combining
the above obtained results yields
TN ≥ N
N − 1
(s− sN )2
sN (s− sN ) +
∑
z 6=N szwNz
. (28)
In this way, we have derived a lower bound for ATT,
which is expressed in terms of the fundamental parame-
ters of a weighted network.
The lower bound provided in Eq. (28) is sharp since it
can be reached in some graphs. For instance, for trapping
on those networks where all nodes are connected to the
trap by edges with equal weight, this lower bound can be
achieved, the reason of which can be explained as follows.
By construction, in these networks the weight of any edge
connecting a non-trap node i(1 ≤ i ≤ N − 1) and the
trap node N is wiN = wNi = sN/(N−1). Then, the row
5vector corresponding to the Nth row of the Laplacian
matrix is(
− sN
N − 1 ,−
sN
N − 1 , · · · ,−
sN
N − 1 , sN
)
, (29)
which multiplying µi (1 ≤ i ≤ N − 1) leads to
− sN
N − 1
N−1∑
k=1
µik + sNµiN = λiµiN . (30)
Recalling Eq. (14), we have
∑N−1
k=1 µik = −µiN . Thus,
Eq. (30) can be recast as
N
N − 1sNµiN = λiµiN . (31)
Notice that Eq. (31) holds if and only if one of two con-
ditions are satisfied: (i) µiN = 0; (ii) µiN 6= 0 but
λi = sNN/(N − 1) (1 ≤ i ≤ N − 1). These satisfy
the condition under which the equality of Eq. (25) holds.
Therefore, for this group of networks, when the trap is
located at a node linked to all other nodes by edges with
equal weight, the ATT is exactly the lower bound given
by Eq. (28),
TN =
N
N − 1
(s− sN )2
sN (s− sN ) + sNN−1
∑
z 6=N sz
=
N
N − 1
(s− sN )2
sN (s− sN ) + sNN−1 (s− sN )
=
s− sN
sN
, (32)
which is dependent only on the total strength and the
strength of the trap node. It is obvious that the lower
bound in Eq. (28) can be reached in both the binary com-
plete graph and the star graph, when the trap is placed
at a most connected node.
In general large weighted networks, especially real-life
networks [49], the strength of an individual node is much
smaller compared with the sum of strength of all nodes,
it is the same with the weight of an edge. Thus, the
leading term of Eq. (28) is
TN ≃ (s− sN )
2
sN (s− sN ) ∼
s
sN
, (33)
which is proportional to the total strength and the inverse
strength of the target node.
The obtained lower bound for ATT given in Eq. (28)
provides important information about trapping in a
weighted graph since it establishes a range of ATT in
terms of simple parameters of the graph, including the
number of nodes, total strength of all nodes, strength of
those nodes adjacent to the trap, and weight of edges in-
cident to the trap node. Furthermore, the lower bound
can only be attained in serval particular graphs, but it’s
leading term, given in Eq. (33), can be obtained in un-
correlated weighted graphs, a special class of which can
mimic the edge weights of a wide range of real-world net-
works [50, 51], as will be addressed in Sec. III.
It should be stressed that in a binary network, the ATT
to a target and its bound depend on the structure of the
whole network [44]. However, for weighted networks, the
case differs substantially. In addition to network struc-
ture, weight distribution also plays a significant role in
the ATT. For example, for trapping on the binary com-
plete graph with a trap positioned at an arbitrary node,
the minimal ATT can be attained [76]. But for trap-
ping on weighted complete graphs, the weight distribu-
tion strongly influences the ATT: Different weight distri-
bution could make the ATT close to or deviate from the
lower bound.
D. Average trapping time for trapping with the
trap uniformly distributed
In the above, we have considered the trapping prob-
lem on weighted networks with a single trap placed at
any given position. Here, we address another trapping
problem on a weighted network with a trap uniformly
distributed over the whole network. In this case, the
ATT, denoted by 〈T 〉, is defined as the average of MF-
PTs over all pairs of nodes in the networks. Thus, the
quantity 〈T 〉 involves a double average. The former is
over all the source nodes to a given target node, the lat-
ter is the average of the first one. That is,
〈T 〉 = 1
N(N − 1)
N∑
j=1
N∑
i=1
i6=j
Tij =
1
N
N∑
j=1
Tj . (34)
Plugging Eq. (24) into Eq. (34), we have
〈T 〉 = 1
N − 1
N∑
k=2
1
λk

s N∑
j=1
µ2kj −
N∑
j=1
µkj
N∑
z=1
szµkjµkz

 .
(35)
Considering
∑N
j=1 µ
2
kj = 1 and
∑N
j=1 µkj = 0, the ex-
pression for 〈T 〉 is reduced to
〈T 〉 = s
N − 1
N∑
k=2
1
λk
, (36)
which depends on the number of nodes, sum of strengths
of all nodes, and all nonzero eigenvalues of Laplacian
matrix L.
Hitherto, we have studied two cases of trapping prob-
lems: trapping with a fixed trap and trapping with a trap
uniformly distributed among all nodes, and obtained the
exact formulas for quantities TN and 〈T 〉, both of which
are general and applicable to all weighted connected net-
works.
In the sequel, we will utilize our theoretical results to
analyze the trapping problems on two particulary net-
works. We first consider random walks on weighted un-
6correlated networks with a single trap, focusing on a net-
work family whose weights are controlled by a tunable pa-
rameter θ. After that, we will study Le´vy random walks
in connected binary networks, which can be described by
random walks on weighted networks derived from their
corresponding original binary networks, concentrating on
the case that the trap is uniformly distributed. For both
trapping problems, we will show that the weights have
substantial influence on the trapping efficiency measured
by ATT.
III. TRAPPING IN WEIGHTED
UNCORRELATED NETWORKS WITH AN
IMMOBILE TRAP
In this section, we apply the above-obtained results to
uncorrelated networks having a single trap located at an
arbitrary node. We concentrate on weighted networks
with a specific form of the weights of edges. In these net-
works, the weight wij of an edge connecting nodes i and j
is wij = (didj)
θ, where θ is a controllable parameter and
di and dj are the degrees of i and j, respectively. Such a
weight-assigning form of weighted networks is typical of
diverse real systems, such as the airport networks [50, 51],
scientific collaboration networks [50], and metabolic net-
works [51].
Since the weight exponent θ characterizes the weights
of different networks [77], where the strength si of node i
depends on its degree di satisfying si ∼ dβi with β = θ+1,
our main goal is to unveil the relationship between the
weight exponent θ and the ATT to different nodes, and
to better understand how the weights affect the behavior
of the trapping process. To this end, we utilize Eq. (24)
to perform numerical simulations on the Baraba´si-Albert
(BA) network [78], which is scale-free having a power-
law degree distribution P (d) ∼ d−γ with the exponent
γ = 3. In Fig. 1, we report the exact numerical results
for ATTs to nodes with different degrees. From Fig. 1,
it is found that the weight parameter θ has a strong and
different influence on the ATT to target nodes of dis-
parate degrees. For θ < −1.0, the ATT grows with the
increase of node degree; for θ = −1.0, the ATT for all
nodes is approximately equal to each other; while for
θ > −1.0, the ATT is a decreasing function of trap’s de-
gree: The larger the degree of trap node, the smaller the
ATT. These rich phenomena are in marked contrast to
that observed in the binary BA networks corresponding
to the case of θ = 0 [38].
The observed rich behaviors can be understood based
on the following theoretical analysis that is applicable to
all uncorrelated networks, including those being studied.
For trapping process in a network, binary or weighted,
a basic quantity characterizing this dynamical process is
survival probability, ρ(t), defined as the probability that
a particle survives after t jumping steps [20, 38]. The
ATT Tj then can be represented in terms of ρ(t) as
Tj =
∞∑
t=0
ρ(t). (37)
For random walks in a completely uncorrelated weighted
network, at every time step the expected probability that
a walker jumps from its current location to the target
node j is proportional to the relative strength of the tar-
get node. Thus, the discrete time master equation de-
scribing survival probability is
ρ(t+ 1) = ρ(t)
(
1− sj
s
)
. (38)
Considering ρ(0) = 1, Eq. (38) is easy to solved to yield
ρ(t) =
(
s− sj
s
)t
. (39)
Plugging Eq. (39) into Eq. (37), the ATT to the trap
node j can be estimated as
Tj =
∞∑
t=0
(
s− sj
s
)t
=
s
sj
. (40)
Equation (40) is consistent with Eq. (33), indicating
that for trapping on an uncorrelated weighted network,
the possible minimal scaling for ATT can be achieved
when the trap is placed at any node on the network.
Thus, the trapping process in uncorrelated networks is
very efficient.
For the special class of weighted networks with weight
wij = (didj)
θ for the edge connecting nodes i and j,
many related quantities can be determined explicitly. For
a node i, its strength si can be evaluated as
si =
N∑
j=1
(didj)
θ = (di)
θ
dmax∑
d′=dmin
diP (d
′|di)(d′)θ, (41)
where P (d′|di) is the conditional probability [79] that
a node of degree di is directly to a node with degree
d′; dmin and dmax represent the minimum and maximum
node degrees, respectively.
In uncorrelated networks, the degrees of the two nodes
connecting any edge are completely independent. The
conditional probability P (d′|di) then can be simply es-
timated as P (d′|di) = d′P (d′)/〈d〉, where P (d) is the
degree distribution and 〈d〉 is the average node degree.
Therefore,
si = (di)
θ+1
dmax∑
d′=dmin
(d′)θ+1P (d′)
〈d〉 =
(di)
θ+1〈dθ+1〉
〈d〉 , (42)
where 〈dθ+1〉 is the (θ+1)th-order moment of the degree
distribution. Using Eq. (42), we can further evaluate the
sum of strengths of all nodes as
s =
∑
i
NP (di)si =
N〈dθ+1〉2
〈d〉 . (43)
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FIG. 1: (Color online) The changes of average trapping time with weight parameter θ and the degree of the target nodes in a
BA network with size N = 5000 and 〈d〉 = 40.
Substituting the results of Eqs. (42) and (43) into
Eq. (40) yields
Tj =
N〈dθ+1〉
(dj)θ+1
, (44)
which provides an approximation of ATT to any target
node. This formula shows that for θ < −1 (θ > −1), the
ATT is an increasing (a decreasing) function of degree
of the trap node. While for θ = −1, the ATT becomes
a constant, irrespective of the trap’s degree. Therefore,
the analytical prediction in Eq. (44) provides not only
an interpretation for the phenomena in Fig. 1 but also
an effective method to control the efficiency of trapping
in uncorrelated weighted networks, the latter of which
has become an outstanding issue in the area of complex
systems [80].
IV. TRAPPING OF LE´VY RANDOM WALKS
WITH TRAP DISTRIBUTED UNIFORMLY
The Le´vy random walks [81] are inspired by Le´vy
flights [18] where the random displacements l obey
asymptotically a power-law probability distribution
P (l) ∼ l−α. Le´vy flights exhibit a better performance
in various problems, such as human mobility and behav-
ior [82–87] and foraging by animals [88–90]. It was re-
ported recently that long-range navigation based on the
Le´vy random walk strategy is more efficient than that
using the standard random walk strategy [81]. Here we
are mainly concerned with the behavior of the process
of Le´vy random walks in a binary network with a trap
distributed uniformly in the whole network.
During the process of Le´vy random walks [81], at each
time, a walker located at a current node i can jump to
any other node, say j, with a probability proportional to
r−αij , where rij is the minimum distance between nodes
i and j and α is a nonnegative controllable parameter.
Evidently, the Le´vy random walks in a binary network
are biased, which are identical to standard random walks
in a corresponding weighted complete graph [91], where
the weight of edge connecting two nodes i and j is wij =
r−αij . The equivalence between these two random walks
allows to use the obtained result in Sec. II D to analyze
〈T 〉 of the Le´vy random walks.
For weighted networks with edge weight wij = r
−α
ij ,
the strength of node i is
si =
N∑
j=1
j 6=i
r−αij , (45)
and the total strength is
s =
N∑
i=1
si =
N∑
i
N∑
j=1
j 6=i
r−αij . (46)
For random walks on such weighted networks, the tran-
sition probability from node i to node j is r−αij /si. The
random walks have two limited cases: α → +∞ and
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FIG. 2: (Color online) The effect of parameter α on 〈T 〉 for
Le´vy random walks on a BA network with N = 5000 and
〈d〉 = 40.
α = 0. The former corresponds to the unbiased walks in
the original binary networks, while the latter is exactly
the unbiased walks in unweighted complete graphs with
the same size as the original binary networks.
After reducing the problem of Le´vy random walks in
binary graphs to that of standard random walks in cor-
responding weighted networks, we are in a position to
study the average of MFPTs over all pairs of nodes by
using the general result derived in Sec. II D. According to
Eq. (36), we compute 〈T 〉 for Le´vy random walks in a BA
scale-free network with size N = 5000. The exact numer-
ical results are reported in Fig. 2, which shows that 〈T 〉
increases monotonously with parameter α. When α = 0,
〈T 〉 reaches its minimal value N − 1; when α grows from
zero to ∞, 〈T 〉 increases from N − 1 and tends to a con-
stant for large α. The minimal value occurring at α = 0
implies that uniform distribution of edge weights is the
optimal distribution of weights in the sense that it mini-
mizes 〈T 〉.
The result that α = 0 is the optimal parameter min-
imizing 〈T 〉 can be proved by using the method of La-
grange multipliers. Let’s examine the following function:
f(λ2, · · · , λN ) =
N∑
k=2
s
λk
, (47)
subject to the conditions of λk > 0 (2 ≤ k ≤ N) and
λ2 + λ3 + · · · + λN = s. Applying the method of La-
grange multipliers to Eq. (47), the minimum of the func-
tion f(λ2, · · · , λN ) is attained at λ2 = λ3 = · · · = λN =
s/(N − 1). Thus, the minimum 〈T 〉 among all weighted
networks of size N is
〈T 〉min = s
N − 1
N∑
k=2
1
λk
= N − 1 . (48)
Using the technique in Ref. [92], it is easy to prove that,
the above set of identical eigenvalues λ2 = λ3 = . . . =
λN = s/(N − 1) corresponds to those of the Laplacian
matrix of a family of complete graphs with N nodes,
in which every node is connected to all others by links
with the same weight s/[N(N − 1)]. This graph family
includes the binary complete graph associated with α = 0
as a particular case, where all the N(N − 1)/2 edges
have a unit weight, while the weighted complete graphs
corresponding to other values of α are not subsumed.
Thus, for Le´vy random walks in a connected undirected
network, the case of α = 0 is optimal in the sense that it
has the absolute minimum value for 〈T 〉.
V. CONCLUSIONS
In this paper, we have developed a universal frame-
work for random walks, especially trapping problem, in
a weighted network. We have derived an analytical ex-
pression for MFPT from one node to another in terms of
the eigenvalues and eigenvectors of Laplacian matrix for
the network, and obtained an explicit solution to ATT for
trapping in the network with a deep trap placed at any
node. By employing Cauchy’s inequality, we have pro-
vided a lower bound for ATT that is expressed only by
the local information of the trap node. The lower bound
is sharp and can be attained in those networks, where
the trap is connected to all other nodes by links with
equal weight. We have further deduced an exact formula
for the average of MFPTs in terms of only the eigen-
values, where the average is taken over all node pairs in
the network. All obtained results indicate that the net-
work weights have a significant influence on the trapping
process.
To show the generality of our framework and meth-
ods, we have studied two trapping problems in weighted
networks. The first trapping problem is random walks
in a family of uncorrelated weighted networks with a
single trap located at any node, where the weights are
dominated by a parameter; the other trapping issue is
Le´vy random walks (characterized by an exponent) in
a connected binary network with the trap uniformly dis-
tributed in the whole network, which can be considered as
trapping in a corresponding weighted network. For trap-
ping in uncorrelated weighted networks, we have shown
the ATT to any trap can display various behaviors, de-
termined by the weight parameter. Although the ATT
cannot attain the possible maximal lower bound, its lead-
ing scaling is the same as that of the lower bound. For
Le´vy random walks with a uniform-distribution trap, we
have demonstrated that the trapping process is the most
efficient when the characteristic exponent is zero.
Since various types of biased random walks (e.g.,
maximal-entropy random walks [93–95]) in binary net-
works can be represented as random walks in weighted
networks [91], our theoretical framework proves to be
a powerful tool to attack various random walks in bi-
nary and weighted networks, improving our understand-
ing of random walks and trapping process. Moreover,
9this work provides a novel spectral viewpoint to study
random walks and trapping in binary and weighted net-
works in terms of the graph Laplacian.
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