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Abstract—Graph sampling set selection, where a subset of
nodes are chosen to collect samples to reconstruct a smooth
graph signal, is a fundamental problem in graph signal processing
(GSP). Previous works employ an unbiased least-squares (LS)
signal reconstruction scheme and select samples via expensive
extreme eigenvector computation. Instead, we assume a biased
graph Laplacian regularization (GLR) based scheme that solves
a system of linear equations for reconstruction. We then choose
samples to minimize the condition number of the coefficient
matrix—specifically, maximize the smallest eigenvalue λmin. Cir-
cumventing explicit eigenvalue computation, we maximize instead
the lower bound of λmin, designated by the smallest left-end of
all Gershgorin discs of the matrix. To achieve this efficiently,
we first convert the optimization to a dual problem, where we
minimize the number of samples needed to align all Gershgorin
disc left-ends at a chosen lower-bound target T . Algebraically,
the dual problem amounts to optimizing two disc operations:
i) shifting of disc centers due to sampling, and ii) scaling of
disc radii due to a similarity transformation of the matrix. We
further reinterpret the dual as an intuitive disc coverage problem
bearing strong resemblance to the famous NP-hard set cover (SC)
problem. The reinterpretation enables us to derive a fast approx-
imation scheme from a known SC error-bounded approximation
algorithm. We find an appropriate target T efficiently via binary
search. Extensive simulation experiments show that our disc-
based sampling algorithm runs substantially faster than existing
sampling schemes and outperforms other eigen-decomposition-
free sampling schemes in reconstruction error.
Index Terms—Graph signal processing, graph sampling, Ger-
shgorin circle theorem, combinatorial optimization
I. INTRODUCTION
Sampling of smooth signals—and subsequent signal recon-
struction from collected samples—are fundamental problems
in signal processing. Graph sampling extends the well-known
studies of Nyquist sampling on regular data kernels to irregular
data kernels described by graphs. Graph sampling can be
studied under different contexts: aggregation sampling [1], [2],
local measurement [3] and subset sampling [4]. In this paper,
we focus on graph sampling set selection: a subset of nodes
are chosen to collect samples to reconstruct a graph signal
with a well-defined notion of smoothness.
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For the noiseless case, graph sampling set selection is
well investigated [5]–[7]; in particular, [7] shows that random
selection of K samples on a graph for a target K-bandlimited
signal can enable perfect reconstruction with high probability.
The noisy case where acquired samples are corrupted by
additive noise is more challenging, and there exists many
proposals. Assuming that the target signal is bandlimited, a
class of schemes compute one or more extreme eigenvectors
of a graph Laplacian matrix (or sub-matrix) and examine the
per-node magnitudes to greedily determine a sample set. While
these methods show good sampling performance using a least-
squares (LS) signal reconstruction scheme, their complexity is
high. On the other hand, there are faster sampling methods
based on the notion of local operators [8], [9], but these
methods are ad-hoc in nature, and there are no global notions
of optimality associated with the selected sampling sets.
In practice, real-world graph signals, such as temperature
in sensor network [10], category labels in graph-based clas-
sifier [11] and ratings in recommendation system [12], are
typically not strictly bandlimited with known bandwidths.
Instead, generally “smooth” signals with respect to known
graph structures are relatively more common. Different from
standard least-squares reconstruction only considering spec-
trum energy under a given cutoff frequency, we assume a
different signal smoothness notion defined using graph Lapla-
cian regularization (GLR), and then propose a corresponding
sampling scheme with roughly linear complexity. Further, our
scheme can be proven to minimize the global worst case
mean squared error (MSE); thus our sampling scheme can
gracefully scale to very large graphs and has excellent signal
reconstruction performance. Specifically, we first assume a
biased GLR based scheme that solves a system of linear
equations for reconstruction given collected samples [13]. We
then choose samples to minimize the condition number of
the coefficient matrix; i.e., maximize the smallest eigenvalue
λmin. Circumventing computation of extreme eigenvalues, we
maximize instead the lower bound of λmin, designated by the
smallest left-end of all Gershgorin discs of the matrix [14].
To achieve this efficiently, we first convert the optimiza-
tion to a dual problem, where we minimize the number
of samples needed to align all Gershgorin disc left-ends
at a pre-selected lower-bound target T . Algebraically, the
dual problem amounts to two disc operations: i) shifting of
disc centers due to sampling, and ii) scaling of disc radii
due to a similarity transformation of the matrix. We further
reinterpret the dual as an intuitive disc coverage (DC) problem,
which bears strong resemblance to the famous set cover (SC)
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2problem [15]. Though DC remains NP-hard (we provide a
proof by reduction), the reinterpretation enables us to derive
a fast approximation scheme from a known SC error-bounded
approximation algorithm [15]. An appropriate target T can be
located quickly via simple binary search. Extensive simulation
experiments show that our disc-based sampling algorithm runs
substantially faster than existing eigen-decomposition-based
schemes (hundreds to thousands times faster) for medium-
sized graphs and outperforms other eigen-decomposition-free
schemes in reconstruction error for large-sized graphs.
The outline of the paper is as follows. We first overview
related works in Section II. We introduce notations and a
biased reconstruction method in Section III. In Section IV, we
first propose our sampling formulation to minimize the upper
bound of MSE and then derive its dual problem based on
Gershgorin circle theorem. We develop a fast sampling set
selection algorithm to tackle our sampling formulation with
roughly linear complexity in Section V. Experimental results
are presented in Section VI. We conclude in Section VII.
II. RELATED WORKS
The problem of graph sampling can be defined from
different contexts. From an aggregation sampling context,
the authors in [1], [2] proposed to aggregate the sampled
signal at one node (or a subset) but with the graph signal
shifted successively by a known shift operator. From a local
weighted sampling context, [3] proposed to collect samples via
a weighted sum of signals from different local sets. In contrast,
we focus on graph sampling in the context of set selection in
this paper: how to select a subset of nodes to collect samples
to reconstruct a smooth signal in high fidelity. We next focus
on detailed reviews of related works under the umbrella of set
selection-based graph sampling.
A. Deterministic Graph Sampling Set Selection
Sampling theory for noise-free graph signals was first
studied in [5], where a uniqueness set is defined for perfect
recovery of bandlimited graph signals. Starting from this def-
inition, [16]–[18] proved a sufficient and necessary condition
for a uniqueness set, and proposed a lightweight sampling
set selection strategy based on the notion of graph spectral
proxies.
In the presence of noise, assuming an unbiased least-squares
(LS) signal reconstruction with independent and identically
distributed (i.i.d) noise model, the minimum mean square
error (MMSE) function for sampling is actually the known A-
optimal criterion [19]–[21]. In response, the authors in [22],
[23] proposed to directly optimize the A-optimal function
with greedy scheme. Alternatively, [24] used the E-optimality
criterion for graph sampling, which can be interpreted as
minimizing the worst case of MSE. However, the criteria
in [22]–[24] all required extreme eigen-pair computation of
the graph variation operator to choose samples, which is
not scalable for large graphs. Though [20] avoided eigen-
pair computation by developing a sampling method based on
truncated Neumann series, it must compute many matrix-series
multiplications for good approximation, which is expensive.
To tackle the complexity issue in large scale graphs, very
recently, [8], [9] proposed an eigen-decomposition-free graph
sampling method by successively maximizing the coverage
of the localization operators, which was implemented via
Chebyshev polynomial approximation [25]. Nonetheless, this
sampling idea utilizes local message heuristically and has no
global performance guarantee. Orthogonally, our early work
[26] proposed a fast graph sampling algorithm via Gershgorin
disc alignment without any eigen-pair computation, but its per-
formance was sub-optimal due to the node sampling strategy
simply based on breadth first search (BFS). It is known that
random sampling [27], [28] can lead to very low computational
complexity, but it typically requires more samples for the same
signal reconstruction quality compared to its deterministic
counterparts.
In this paper, we propose a roughly linear-time deterministic
graph sampling method without any eigen-pair computation,
while its reconstruction performance remains superior. Unlike
previous fast sampling works [9], [16], [26], our method can be
proven to optimize the robustness of the linear reconstruction
system resulting from GLR and reduce the upper-bound of
the global reconstruction MSE, while each sampling step is
performed locally for speed.
B. Sampling of GMRF Graph Signals
Besides the bandlimitedness assumption, graph signal (label
information) in classical semi-supervised learning is inter-
preted as a Gaussian Markov random field (GMRF), where the
signal is smooth with respect to the graph Laplacian operator
[29]. With this property, active semi-supervised learning can
be interpreted as graph sampling on a nearest neighbor graph
constructed by node features [11]. An adaptive graph sampling
method was proposed [30] to collect samples based on both
successively modified graph and selected samples. To improve
efficiency, authors in [31] proposed a hybrid adaptive and
non-adaptive sampling method to combine the graph sampling
and active learning methods. Under the GMRF model, [32]
showed that the MSE function for graph sampling is the
trace of the posterior covariance matrix, based on which they
developed a greedy sampling method. However, this method is
very inefficient in large graphs because of the matrix inverse
computation in each greedy step. In this paper, we derive a fast
sampling strategy for GMRF graph signals with smoothness
prior, but it is also applicable for bandlimited graph signals.
III. PRELIMINARY
A. Background and Notations
A graph G is defined by a triplet G(V, E ,W), where
V and E represent sets of N nodes and M edges in the
graph, respectively. Associated with each edge (i, j) ∈ E
is a weight wij , which reflects the correlation or similarity
between two connected nodes i and j. In this paper, we assume
a connected, undirected graph; i.e., wij = wji,∀i, j ∈ V .
W is an adjacency matrix with wij as the (i, j)-th entry
of the matrix. We assume a non-negative weight matrix with
elements wij > 0 if ∀(i, j) ∈ E , and wij = 0 otherwise.
3Given W, the combinatorial graph Laplacian matrix Ł is
computed as [33], [34]:
Ł , D−W (1)
where D = diag(W1) is a diagonal degree matrix. 1 is a
vector of all 1’s and diag(·) is an operator that returns a
diagonal matrix with the elements of an input vector on the
main diagonal. As Ł is real and symmetric, it can be eigen-
decomposed via the Spectral Theorem [35],
Ł = UΛU> (2)
where Λ is a diagonal matrix containing real eigenvalues θk
along its diagonal, and U is an orthonormal matrix composed
of real eigenvectors uk’s as columns. Since wij ≥ 0 for
∀(i, j) ∈ E , x>Łx = ∑i∑j wij(xi − xj)2 ≥ 0 for
∀x ∈ RN . Thus, Ł is a positive semi-definite (PSD) matrix.
The non-negative eigenvalues θk’s are interpreted as graph
frequencies. By sorting θk’s in a non-decreasing order, i.e.,
0 = θ1 ≤ θ2 ≤ . . . ≤ θN , θk’s are ordered from lowest
to highest frequencies. θ1 represents the lowest DC graph fre-
quency and θN represents the highest AC graph frequency. The
corresponding eigenvectors in U are interpreted as Fourier-like
graph frequency basis; together they form the graph spectrum
for a graph G.
Given a graph frequency basis U, a graph signal x can be
transformed to its graph frequency domain representation α
via graph Fourier transform (GFT) [33], [34]:
α = U>x = [u1, ...,uN ]>x (3)
A graph signal x is called ω-bandlimited if αi = 0, for ∀i ∈
{i | θi > ω}.
A graph signal x ∈ RN is defined on the nodes of a graph,
i.e., one scalar value xi is assigned to the i-th node. Given
a graph signal x and subset S ⊂ {1, ..., N} with cardinality
|S| = K < N , we define the sampling process as [5], [7], [9],
[16], [20], [22]–[24], [27], [36]:
y = xS + n = Hx + n (4)
where y ∈ RK is a sampled observation of length K. xS ∈
RK denotes a sub-vector of x consisting of elements indexed
by S and n is an additive noise term. The sampling matrix
H ∈ {0, 1}K×N is defined as [20]:
Hij =
{
1, j = Si;
0, otherwise.
(5)
where Si denotes the i-th element of set S . The complement
set of S on V is denoted by Sc = V \ S. We define L2(S)
as the space of all graph signals that are zero except on the
subset of nodes indexed by S [16]:
L2(S) = {x ∈ RN | xSc = 0} (6)
B. Signal Reconstruction with Graph Laplacian Regularizer
Instead of assuming an unbiased least-squares (LS) signal
reconstruction scheme from sparse samples [20], [22]–[24],
we adopt a popular biased graph signal reconstruction scheme
based on graph Laplacian regularization (GLR) [13], which
has demonstrated its effectiveness in numerous practical appli-
cations, such as image processing [13], [37]–[41] , computer
graphics [42] and semi-supervised learning [43], [44]. Biased
signal reconstruction using GLR leads to an unconstrained
l2-l2-norm minimization, whose solution can be obtained by
solving a system of linear equations, efficiently computed
using state-of-the-art numerical linear algebra algorithms such
as conjugate gradient (CG) [45]. For large noise variance, it
is shown that the biased estimation has smaller reconstructed
errors on average than the unbiased counterpart [20], [46].
Specifically, given a noise-corrupted sampled observation
y ∈ RK on a graph G, one can formulate an optimization for
the target signal xˆ ∈ RN using GLR as follows:
xˆ = argmin
x
‖Hx− y‖22 + µ x>Ł x (7)
where H is a sampling matrix defined in (5). µ > 0 is a
tradeoff parameter to balance GLR against the l2-norm data
fidelity term. The law of selecting an optimal µ with respect
to both noise variance and graph spectrum is studied in [46].
The focus of this paper is on graph sampling rather than graph
signal reconstruction, and interested readers can refer to [46]
for a discussion on the appropriate selection of µ.
Since objective (7) is quadratic, the optimal solution xˆ can
be obtained by solving a system of linear equations:
(H>H + µŁ)xˆ = H>y. (8)
For Ł constructed on a connected graph G, DC graph
frequency u1 = 1/
√
N leads to u>1 Łu1 = 0 and ‖Hu1‖2 > 0
for ∀S with K ≥ 1; for any nonzero graph signal x ∈
RN 6= u1, x>Łx > 0 and ‖Hx‖2 ≥ 0. Therefore, ∀x 6= 0,
x>(H>H+µŁ)x = ‖Hx‖22+µx>Łx > 0. Hence, coefficient
matrix H>H+µŁ must be positive definite (PD), and (8) has
a unique solution xˆ = (H>H + µŁ)−1H>y.
IV. PROBLEM FORMULATION
A. Reconstruction Stability and Sampling Set
Although H>H + µŁ is a PD matrix, (8) can potentially
be poorly conditioned, because the minimum eigenvalue λmin
of H>H + µŁ can be very close to zero. For instance, if H
is chosen such that there exists a low frequency graph signal
x ∈ L2(Sc) and its bandlimit ω is very small, then
λmin ≤ x
>(H>H + µŁ)x
‖x‖22
(1)
= µ
x>Łx
‖x‖22
= µ
α21θ1 + . . .+ α
2
kθk
‖α‖22
≤ µω. (9)
where
(1)
= holds because of the definition in (6). For small µ,
λmin is then upper-bounded by a small number.
This means that condition number ρ = λmax/λmin for
coefficient matrix H>H + µŁ can be very large, resulting in
instability when xˆ is numerically computed in (8), and more
importantly, xˆ is sensitive to the noise in the observation y.
Our goal then is to maximize λmin by appropriately choosing
sampling matrix H, so that ρ is minimized1.
1Largest eigenvalue λmax is upper-bounded by 1 + 2µdmax ∞, where
dmax is the maximum node degree of the graph G. Thus to minimize condition
number ρ = λmax/λmin, it is sufficient to maximize λmin.
4Denote a diagonal matrix by A = H>H = diag(a) =
diag(a1, ..., aN ) ∈ RN×N , where sampling vector a satisfies
ai =
{
1, i ∈ S,
0, otherwise.
(10)
In other words, a is 0-1 bit array encoded sampling set S.
Denote by B = A + µŁ.
Given matrix Ł, parameter µ and a sampling budget K
where 0 < K < N , our objective is to find a sampling set
S with |S| ≤ K (or, equivalently, a sampling vector a with∑N
i=1 ai ≤ K), to maximize λmin of B, i.e.,
max
a
λmin(B) (11)
s.t. B = A + µŁ,
A = diag(a), ai ∈ {0, 1},
N∑
i=1
ai ≤ K.
We next show that maximizing λmin(B) in (11) is equiva-
lent to minimizing the worst case of MMSE.
Proposition 1. Maximizing λmin(B) in (11) minimizes the up-
per bound of MSE between original signal x and reconstructed
signal xˆ.
Proof. Reconstructed signal xˆ from a noisy sampled signal y
using (8) is
xˆ = (H>H + µŁ)−1H>y
= (H>H + µŁ)−1H>(Hx + n) (12)
= (H>H + µŁ)−1H>H(x + n˜)
where n˜ ∈ RN is an N -dimensional additive noise. Denote
by B = A + µŁ = H>H + µŁ. We have
xˆ = B−1(B− µŁ)(x + n˜) = (I− µB−1Ł)(x + n˜) (13)
To minimize MSE between original signal x and recon-
structed signal xˆ is equivalent to minimizing ‖xˆ− x‖2.
‖xˆ− x‖2 = ‖(I− µB−1Ł)(x + n˜)− x‖2
= ‖ − µB−1Ł(x + n˜) + n˜‖2
≤ ‖ − µB−1Ł(x + n˜)‖2 + ‖n˜‖2 (14)
≤ µ‖B−1‖2‖Ł(x + n˜)‖2 + ‖n˜‖2
Since B is a symmetric PD matrix, ‖B−1‖2 = 1λmin(B) .
Thus, maximizing λmin(B) minimizes the upper bound of
MSE, given fixed µ, Ł and x.
B. Maximizing the lower bound of λmin(B)
Solving (11) directly is a challenging combinatorial opti-
mization problem. To begin with, for large graphs, computing
λmin(B) given a using a state-of-the-art numerical linear alge-
bra algorithm like the Lanczos algorithm [47] or the LOBPCG
algorithm [48] is still computation-expensive. Moreover, we
need to compute λmin(B) for exponential number of candidate
sampling vectors a where
∑N
i=1 ai = K.
In order to study λmin(B) without performing expensive
eigen-pair computation, we design an efficient algorithm based
on Gershgorin Circle Theorem (GCT) [35]. We first describe
GCT below:
Theorem 1 (Gershgorin Circle Theorem). Let X be a com-
plex n × n matrix with entries xij . For i ∈ {1, ..., n}, let
Ri =
∑
j 6=i |xij | be the sum of the absolute values of the off-
diagonal entries in the i-th row. Consider the n Gershgorin
discs
Ψi(xii, Ri) = {z ∈ C | |z − xii| ≤ Ri}, i ∈ {1, . . . , n}.
(15)
where xii and Ri are the center and radius of disc i,
respectively. Each eigenvalue of X lies within at least one
Gershgorin disc Ψi(xii, Ri).
For our specific real-valued coefficient matrix B, each
real eigenvalue λ lies within at least one Gershgorin disc
Ψi(bii, Ri) with disc center bii and radius Ri, i.e.,
bii −Ri ≤ λ ≤ bii +Ri, (16)
where Ri =
∑
j 6=i |bij | = µ
∑
j wij = µdi, and di is the
degree of node i. The third equality is true since there are no
self-loops in G. Center of disc i is bii = µdi + ai.
Using GCT, we can compute the lower bound of λmin(B)
by examining left-ends of Gershgorin discs. Specifically, the
lower bound of λmin(B) is computed as the smallest left-end
of all Gershgorin discs, i.e.,
min
i
{bii −Ri} = min
i
ai ≤ λmin(B). (17)
For intuition, we examine the two extreme sampling cases.
One extreme case is when no nodes are sampled, i.e., S = ∅,
and both the lower bound and λmin of B = µŁ are 0. The
other extreme case is when all nodes are sampled, i.e., S = V ,
and both the lower bound and λmin of B = I + µŁ are 1.
Note that in both extreme cases, the smallest Gershgorin disc
left-end (lower bound) is also exactly λmin. The observation
inspires us to maximize the lower bound of λmin(B) instead
of maximizing λmin(B) directly.
In general, the tightness of the Gershgorin lower bound of
λmin does not hold for any sampling sets. In order to tighten
and maximize the lower bound of λmin(B), we introduce two
basic operations to manipulate Gershgorin discs:
Disc Shifting: The first operation is disc shifting via sampling.
In (16), the left-end of the i-th Gershgorin disc Ψi in matrix
B is bii −Ri = ai. When node i is sampled, we have
ai : 0→ 1, i ∈ S (18)
The corresponding left-end of disc Ψi shifts from 0 to 1.
Disc Scaling: The second operation is disc scaling via simi-
larity transformation. For 0 < K < N , there is at least one
ai = 0, i ∈ Sc, and the lower bound of λmin(B) in (17)
is always 0. We introduce disc scaling to pull left-ends of
unsampled discs away from 0, resulting in a tighter lower
bound for λmin(B). Specifically, disc scaling is defined as
C = SBS−1, (19)
where S is a chosen invertible square matrix, named scaling
matrix. Matrix C is the similarity transformation of the square
5Fig. 1. An illustrative example of a 5-node path graph.
matrix B and shares the same eigenvalues with B (but with
different eigenvectors) [14]. Thus, we can examine Gershgorin
disc left-ends of transformed matrix C instead of original B.
To simplify the design of S, we employ a PD diagonal
matrix S = diag(s), si > 0, ∀i ∈ {1, . . . , N}, to scale
Gershgorin discs of B, so that left-ends of Gershgorin discs
of resulting transformed C can be moved right. Specifically,
the i-th diagonal term si of S in (19) and its corresponding
element s−1i in S
−1 are used to scale the radius Ri of Ψi
and the radii of its neighbors’ discs Ψj respectively, where
j ∈ Ni = {j | wij > 0}. For example, if a scalar si > 1
is used to expand Ri, then its neighbors’ discs are shrunk
with s−1i < 1. Since si is always offset by s
−1
i on the main
diagonal, the center bii of disc Ψi is unchanged.
5-node Path Graph Example: To illustrate the two basic opera-
tions (shifting and scaling) on Gershgorin discs, as an example
we consider a 5-node path graph and start by sampling node
3, as shown in Fig. 1. Assuming µ = 1, the graph’s coefficient
matrix B with (3, 3)-th entry updated is shown in Fig. 2a. The
left-end of disc Ψ3 is shifted from 0 to 1, as shown in Fig. 2d.
After disc Ψ3 is shifted, we apply a scalar s3 > 1 on the third
row of B to expand radius and center of disc Ψ3 in Fig. 2b
and 2e. Afterwords, its neighbors’ discs Ψ2 and Ψ4 are shrunk
when applying s−13 < 1 on the third column of B, as shown
in Fig. 2c and 2f. Note that s3 is offset by s−13 on the main
diagonal of disc Ψ3, so its center b33 = 1 + d3 is unchanged.
With the above two operations, we can select a sampling
set and shift left-ends of the corresponding Gershgorin discs
from 0 to 1. At the same time, we scale radii of all Gershgorin
discs to align their left-ends, resulting in a tighter lower bound
of λmin(B). Given a graph G and a sampling budget K,
maximizing the lower bound using the two disc operations
(encoded in vectors a and s) can be formulated as:
max
a,s
min
i∈{1,...,N}
cii −
∑
j 6=i
|cij | (20)
s.t. C = S (A + µŁ) S−1
A = diag(a), ai ∈ {0, 1},
N∑
i=1
ai ≤ K,
S = diag(s), si > 0.
where the objective is to maximize the smallest left-end
mini∈{1,...,N} cii −
∑
j 6=i |cij | of all Gershgorin discs of
similarity-transformed matrix C of original A + µŁ. We call
this formulated optimization (20) the primal problem.
C. Formulating the Dual Problem
The primal problem (20) is difficult to solve because of
the combinatorial nature of ai’s and the max-min objective.
(a) (b) (c)
(d) (e) (f)
Fig. 2. An illustration of disc operations. (a) & (d) Shifting disc Ψ3. (b) & (e)
Shifting and expanding disc Ψ3 with s3 > 1. (c) & (f) Shifting and expanding
disc Ψ3 with s3 > 1 and s−13 < 1. The center of Ψ3 is unchanged. The
radii of disc Ψ2 and Ψ4 are shrunk because s−13 < 1. In (a), (b) and (c), we
show disc operations on coefficient matrices B. In (d), (e) and (f), red dots
and blue arrows represent disc centers and radii respectively.
Instead, we formulate a dual problem2 (21) that is essentially
a rewriting of (20) with the objective and the constraint on∑N
i=1 ai swapping roles. Specifically, given a graph G and a
lower bound target T , (21) minimizes the number of sampled
nodes subject to a constraint to lower-bound all left-ends:
min
a,s
N∑
i=1
ai (21)
s.t. C = S (A + µŁ) S−1, cii −
∑
j 6=i
|cij | ≥ T, ∀i
A = diag(a), ai ∈ {0, 1},
S = diag(s), si > 0.
Instead of a max-min criterion, the objective in (21) is now
linear in ai’s.
Optimal solutions to the primal problem (20) and the dual
problem (21) are related via the following proposition:
Proposition 2. If T is chosen such that there exists at least
one optimal solution (aˆ, sˆ) to the dual problem (21) satisfying∑
i aˆi = K, then there exists one optimal solution to the dual
problem (21) at lower bound target T that is also an optimal
solution to the primal problem (20).
Proof. For feasible solutions (a, s) to the dual problem (21)
with
∑
i ai > K, they are not feasible to the primal problem
(20), and thus can be ignored. For each solution (a, s) to the
dual problem (21) with
∑
i ai < K satisfying all constraints
except mini cii −
∑
j 6=i |cij | ≥ T , they must have mini cii −∑
j 6=i |ci,j | < T , otherwise (aˆ, sˆ) would not be the optimal
solution with
∑
i aˆi = K. Thus this solution (a, s), while
2Though the dual problem is not exactly the same definition as classical
optimization setups in linear programming [49] and convex programming [50],
the essence of exchanging the roles of objective function and constraints to
obtain a related optimization problem is identical.
6feasible in the primal, has a worse objective than (aˆ, sˆ) in the
primal problem. So the optimal solution to the primal problem
(20) must be a solution to the dual problem (21) with
∑
i ai =
K (though not necessarily the one (aˆ, sˆ) if multiple optimal
solutions exist).
Denote by (aˆ, sˆ) an optimal solution to the dual problem
(21) given lower bound target T , and KˆT the corresponding
objective function value. We can further prove that KˆT is non-
decreasing with respect to T .
Proposition 3. Let KˆT be the optimal objective function value
to (21) given lower bound T . Then, we have KˆT1 ≥ KˆT2 ,
∀T1 ≥ T2.
Proof. Since T1 ≥ T2, KˆT1 is a feasible objective function
value to (21) given lower bound T2. Hence, KˆT1 ≥ KˆT2 must
be satisfied, since KˆT2 is the optimal (minimum) objective
function value to (21) given T2.
Proposition 2 and Proposition 3 provide us with an impor-
tant insight:
Instead of solving the primal problem (20) directly,
we can solve the dual problem (21) iteratively for
different T ∈ (0, 1), where we employ a binary
search to seek the largest Tˆ such that the objective
value of (21) is K exactly.
When this largest Tˆ is found, we achieve an optimal solution
(aˆ, sˆ) to (20), and Tˆ is the corresponding optimal objective
value. When solving the dual problem (21), we select the
smallest sampling set and scale radii of all Gershgorin discs,
so that the discs’ left-ends (the lower bound of λmin(B)) is
no smaller than target T . Hence, we refer to the dual problem
(21) also as a disc alignment problem.
When left-ends of all discs are aligned to T as closely as
possible, not only is the smallest left-end of Gershgorin discs
a lower bound for λmin(B), as stated in GCT, but we can also
prove that the largest left-end gives an upper bound:
Proposition 4. Let Γi be the Gershgorin disc from the i-th row
of matrix C = SBS−1, where S is a non-singular diagonal
matrix satisfying S = diag(s) where s > 0. Denote by `i the
left-end of Γi, we have
min
i
`i ≤ λmin(B) ≤ max
i
`i (22)
In words, while the smallest left-end `i gives a lower bound
for λmin(B), the largest left-end `i gives an upper bound.
The proof of Proposition 4 is in the Appendix A. Note that
λmin(B) can be exactly the lower bound T , if the left-ends
of all Gershgorin discs are aligned at T satisfying mini `i =
maxi `i.
V. SAMPLING SET SELECTION ALGORITHM
DEVELOPMENT
Although, unlike the primal (20), the dual (21) has a linear
objective, it is nonetheless difficult to solve optimally. Instead
of manipulating all discs simultaneously, we first define a
coverage subset Ωi for each node i—the maximum subset
of discs whose left-ends can be aligned at or beyond T by
Fig. 3. The workflow of the complete sampling algorithm (Algorithm 3).
Algorithm 1 and 2 solve the dual (21). Binary search seeks the largest Tˆ
such that the objective of the dual (21) is K exactly.
sampling only node i. We introduce an approximation algo-
rithm to pre-compute each coverage subset Ωi (Algorithm 1)
in Section V-A.
Pre-computed coverage subsets lead to a coarse but intuitive
reinterpretation of the dual (21) as the disc coverage problem,
which we prove to be NP-hard via reduction from the famous
set cover (SC) problem in Section V-B. The reinterpretation
enables us to derive a fast algorithm for the dual (21) based
on a known SC approximation algorithm (Algorithm 2) in the
combinatorial optimization literature in Section V-C.
We further employ a binary search to seek the largest
Tˆ such that the objective of the dual (21) is K exactly.
The complete sampling algorithm (Algorithm 3) is proposed
in Section V-D, which is summarized in Fig. 3. Finally,
we discuss the computational complexities of different graph
sampling approaches in Section V-E.
A. Coverage Subset of Each Sampled Node
Before we approximately solve (21)—align all Gershgorin
discs’ left-ends at or beyond target T ∈ (0, 1) using as few
sampled nodes as possible—we first define a coverage subset
Ωi for each node i.
Definition 1 (Coverage subset). A coverage subset Ωi for each
node i is the optimal subset X satisfying
max
s
|X | (23)
s.t. C = S (A + µŁ) S−1
A = diag(a), ai = 1, aj 6=i = 0
S = diag(s), sj > 0
X = {j| cjj −
∑
k 6=j
|cjk| ≥ T}, ∀j, k ∈ {1, . . . , N}
In words, a coverage subset Ωi is the maximum subset of discs
whose left-ends can be aligned at or beyond T by sampling
only node i.
We propose an approximation algorithm to estimate each
coverage subset Ωi. As described in Section IV-B, disc scaling
7Fig. 4. Coverage subset estimation. Starting from each sampled node i
(marked by vertical arrows), we progressively employ disc scaling operations
to align left-ends of discs at T with increasing hops from node i. The
algorithm stops when farther nodes cannot be aligned.
operation can balance left-ends of discs in the local neighbour-
hood of a sampled node. Starting from the sampled node i,
we progressively employ disc scaling operations to align left-
ends of discs at T with increasing hops from the node i, as
illustrated in Fig. 4. The algorithm stops when farther nodes
cannot be aligned.
Specifically, we first sample node i (thus moving the corre-
sponding disc Ψi’s center bii from µdi to 1 + µdi, and Ψi’s
left-end ai from 0 to 1). We next apply scalar si to expand
Ψi’s radius Ri and align its left-end at exactly T . Scalar si
must hence satisfy
ai + µ
di − si · ∑
j∈Ni
wij
sj
 = T, (24)
where initially sj = 1,∀j. Ni denotes the neighbors of node
i satisfying wij > 0. Solving for si in (24), we obtain
si =
ai + µdi − T
µ
∑
j∈Ni
wij
sj
. (25)
Computing si for sample node i using (25) implies that si >
1 (i.e., expansion of Ψi’s radius), which means that node i’s
neighbors’ discs Ψj’s radii will shrink due to s−1i . Specifically,
disc left-end bjj−Rj of an unsampled neighbor j’s disc (thus
aj = 0) is now:
bjj −Rj = aj + µ
dj − sj · ∑
k∈Nj\{i}
wjk
sk
− sj · wji
si
 .
(26)
If a neighboring disc Ψj’s left-end remains smaller than
T , then nothing further needs to be done. However, if Ψj’s
left-end is larger than T , then j belongs to Ωi. We then
subsequently expand its radius to align its left-end at T using
(25). This shrinks the disc radii of node j’s neighbors and so
on; The sequence of nodes explored starting from sample i is
determined using Breadth First Search (BFS) [15]. Expansion
factor sj decreases with hops away from node i. Since we
always expand a current disc (sj ≥ 1) leading to shrinking
of neighboring discs (sj−1 ≤ 1) in each step, the left-end of
each already scaled node remains larger than or equal to T .
Note that 1 ≤ |Ωi| ≤ N for any value of T ∈ (0, 1).
When T → 0, |Ωi| → N , and we need to visit all N nodes
(a) (b) (c)
(d) (e) (f)
Fig. 5. An illustration of estimating Ω3 on a 5-node path graph. (a) & (d)
aligning left-end of disc Ψ3 to T . (b) & (e) aligning left-end of disc Ψ2 to
T . (c) & (f) aligning left-end of disc Ψ4 to T . In (a), (b) and (c), we show
disc operations on coefficient matrices B. In (d), (e) and (f), red dots and
blue arrows represent disc centers and radii respectively.
using BFS. The worst-case time complexity for computing a
single Ωi is O(N +M), where M = |E|. Typically, sampling
budget K is much larger than 1, and it is not necessary to
compute Ωi corresponding to a very small T . To enable faster
computation, we set a parameter p to estimate Ωi only within
a p-hop neighborhood from node i. Thus, the time complexity
of estimating Ωi within p hops is O(P + Q), where P is
the number of nodes within p hops from node i, and Q is
the number of edges within p hops from node i. Assuming a
maximum degree per node dmax, we have P ≤ Q ≤ dpmax.
dpmax is achieved only if graph G is a tree. Since p is typically
set much smaller than the number of hops required to traverse
the entire graph with BFS, P  N and Q  M . The
procedure of estimating coverage subset Ωi is sketched in
Algorithm 1.
Illustrative Example on 5-node Path Graph: We use an exam-
ple to illustrate the operations of the above algorithm, shown
in Fig. 5. We assume the same 5-node path graph in Fig. 1
and choose to sample node 3. Assuming µ = 1, the graph’s
coefficient matrix B with entry (3, 3) updated is shown in
Fig. 2a. The left-end of node 3’s Gershgorin disc shifts from
0 to 1, as shown in Fig. 2d.
We next perform disc scaling to align the left-end of disc
Ψ3 to T . As shown in Fig. 5a, scalar s3 is applied to the
third row of B, and thus the radius of disc Ψ3 is expanded
by s3, where s3 > 1. Simultaneously, scalar s−13 is applied
to the third column, and thus the radii of discs Ψ2 and Ψ4
are shrunk due to the scaling of w23 and w43 respectively
by s−13 . Note that entry (3, 3) of B (and Ψ3’s disc center) is
unchanged, since scalar s3 is offset by s−13 . We see that due
to the expansion of disc Ψ3 radius, the disc left-ends of its
neighboring nodes (nodes 2 and 4) move beyond threshold T ,
as shown in Fig. 5d.
We next apply scalar s2 to disc Ψ2 to expand its radius by
8Algorithm 1 Estimating Coverage Subset Ωi
Input: Graph G, lower bound T , node i, hop constraint p and µ.
1: Initialize =.W1, s = 1 and a = [0, . . . , 0, ai = 1, 0, . . . , 0].
2: Initialize h = 0 for hop number.
3: Initialize Ωi = ∅.
4: Initialize Q = ∅ for enqueued nodes.
5: Initialize an empty queue.
6: Enqueue(queue, i) and Q ← Q∪ {i}.
7: while queue is not empty do
8: k ←Dequeue(queue).
9: Update sk using (25).
10: if sk ≥ 1 and hk ≤ p do
11: Ωi ← Ωi ∪ {k}.
12: for t in k’s neighbours Nk do
13: if t /∈ Q do
14: Enqueue(queue, t) and Q ← Q∪ {t}.
15: ht ← hk + 1.
16: endif
17: endfor
18: endif
19: endwhile
Output: Subset Ωi.
s2, where s3 > s2 > 1, and the radii of discs Ψ1 and Ψ3 are
shrunk due to the scaling of w12 and w32 by s−12 , as shown
in Fig. 5b. s2 must be smaller than s3 for the left-end of Ψ2
not to move past 0. The discs are shown in Fig. 5e. Scaling
Ψ2 does not move the left-end of disc Ψ1 beyond threshold
T . Thus, we stop aligning the further-away disc Ψ1.
Subsequently, similar disc operations can be performed on
Ψ4 as shown in Fig. 5c and 5f. Scaling Ψ4 does not move
the left-end of disc Ψ5 beyond T . Thus, we stop aligning the
further-away disc Ψ5. Finally, the left-ends of discs Ψ2, Ψ3
and Ψ4 are moved beyond threshold T , i.e., Ω3 = {2, 3, 4}.
Analogy of Throwing Pebbles in a Pond: To impart intuition,
we consider the following real-world analogy of computing
subset Ωi for sample i. Suppose a planar graph G models the
water surface of a pond, where nodes denote water surface
locations. Sampling a node i is analogous to throwing a pebble
at a water surface location i in the pond. The thrown pebble
causes a ripple to adjacent locations j ∈ Ni, where the
magnitude of the ripple at location j is smaller than at i.
Analogously, when aligning left-ends of Gershgorin discs at T ,
scalar sj of neighbor j ∈ Ni is necessarily smaller than si. The
ripple in the pond dissipates away from the thrown location i.
Analogously, scalars sj becomes smaller further away in hop
count from sample i. The ripple stops increasing in size when
the dissipating fringes become unnoticeable. Analogously,
subset Ωi stops growing when left-ends of neighboring discs
fail to move beyond target T .
B. NP-Hardness of Disc Coverage Problem
After pre-computing coverage subsets, we can reinterpret
the dual (21) more coarsely but in a more intuitive manner:
given pre-computed coverage subsets Ωi,∀i ∈ {1, . . . , N},
how to select minimum-cost sampling vector a so that every
node j belongs to at least one sample’s coverage subset Ωi,
i.e.,
min
a
N∑
i=1
ai (27)
s.t. j ∈
⋃
i | ai=1
Ωi, ∀j ∈ {1, . . . , N}
ai ∈ {0, 1}
We term this the disc coverage (DC) problem. DC (27) is
related to the dual (21) in the sense that: i) they have the
same optimization objective, and ii) every feasible solution a
to (27) is also a feasible solution to (21), where the scalars
s corresponding to a are the ones calculated when coverage
subsets Ωi’s are pre-computed. Thus solving DC provides an
approximate feasible solution to the dual.
Unfortunately, even this DC problem (27) is NP-hard. A
simple NP-hardness proof via a reduction from the famous NP-
hard set cover (SC) problem [15] is provided in Appendix B.
However, the resemblance of the DC problem to SC enables
us to derive an efficient approximation algorithm to the dual
(21), which we describe next.
C. Disc Alignment via Greedy Set Cover
Given nodes U = {1, 2, . . . , N} and a collection of pre-
computed N coverage subsets Ω = {Ω1, . . . ,ΩN}, we derive
a fast algorithm to DC (27) based on an error-bounded
approximation algorithm to SC. We first describe SC formally.
Definition 2 (Set cover problem). An instance (X ,F) of the
set cover problem consists of a finite element set X and a
family F of subsets of X , such that every element x ∈ X
belongs to at least one subset S ∈ F:
x ∈
⋃
S∈F
S, ∀x ∈ X (28)
We say that a subset S ∈ F covers its elements. The problem
is to find a minimum-size subset collection C ⊆ F whose
members cover all of X :
x ∈
⋃
S∈C
S, ∀x ∈ X (29)
Given the resemblance between DC and SC, we borrow
a known greedy approximation algorithm for SC with error-
bounded performance [15]: at each iteration, we select a
yet-to-be-chosen subset S that covers the largest number of
uncovered elements in X . Similarly, for our algorithm for DC,
we select sample i and coverage subset Ωi with the largest
uncovered nodes at each iteration. When a sampling vector a
satisfying the condition that each node belongs to at least one
sample coverage subset Ωi is computed, the greedy algorithm
can achieve a H(maxi |Ωi|)-approximate solution to DC [15],
i.e.,
|a| ≤ H(max
i
|Ωi|) · |aˆ|, (30)
where H(n) =
∑n
i=1 1/i is the harmonic series and aˆ is the
optimal solution to DC. |a| denotes ∑i ai.
9Since we are given a sampling budget K, we terminate the
algorithm when the number of selected samples reaches K for
practical implementation. The resulting sampling vector a is
valid only if |a| ≤ K and each node belongs to at least one
sample coverage subset Ωi. The procedure of disc alignment
via greedy set-covering is outlined in Algorithm 2.
Algorithm 2 Disc Alignment via Greedy Set Cover
Input: Graph G, lower bound T , sampling budget K and µ.
1: Initialize U = {1, . . . , N}.
2: Initialize Ω = ∅ and S = ∅.
3: Initialize validity flag V F = true and n = 1.
4: for i = 1→ N do
5: Estimate Ωi using Algorithm 1.
6: Ω← Ω ∪ {Ωi}.
7: endfor
8: while |U| 6= ∅ and n ≤ K do
9: Select Ωi ∈ Ω that maximizes |Ωi ∩ U|.
10: U ← U \ {Ωi ∩ U}.
11: S ← S ∪ {i}.
12: n← n+ 1.
13: endwhile
14: if |U| 6= ∅ do
15: V F ← false.
16: endif
Output: validity flag V F , sampling set S.
The time complexity of N subsets preparation within p
hops is O(PN + QN). We represent uncovered elements in
U using 0-1 bit array. The uncovered elements in Ωi to U can
be computed through at most O(P ) times fast bit operations,
since the number of “1” in the bit array of Ωi is at most
P . We compute uncovered elements of N subsets at each
subset selection stage. We employ no more than K times
subset selections, thus the time complexity of the greedy subset
selection algorithm is O(NKP ). The total time complexity
of Algorithm 2 comprises O (PN +QN) node search plus
O (NKP ) bit operations.
D. Binary Searching the Maximum Lower Bound
According to Proposition 3, the number of sampled nodes
K is non-decreasing with respect to lower bound T in the
dual problem (21). Hence, we can perform binary search to
find the maximum lower bound Tˆ ∈ (0, 1) corresponding to
K sampled nodes. We name the proposed algorithm Binary
Search with Gershgorin Disc Alignment (BS-GDA), as out-
lined in Algorithm 3.
At each iteration, we estimate validity flag V F and sam-
pling set S given a certain lower bound T using Algorithm 2.
If V F = false, then the lower bound T is set too large, and
we update right to reduce T . Otherwise, V F = true, then T
may be still too small, leading to |S| < K or not the maximum
T corresponding to |S| = K. We update left to increase T .
When right− left ≤ , BS-GDA converges and we find the
maximum lower bound Tˆ with numerical error lower than .
In order to achieve numerical precision  in BS-GDA, we
need to employ O(log2 1 ) times binary search. For instance,
to achieve numerical precision  = 10−3, we employ 10
times binary search. The total time complexity of Algo-
rithm 3 comprises O (N(P +Q) log2 1 ) node search plusO (NKP log2 1 ) bit operations.
Algorithm 3 Binary Search with Gershgorin Disc Alignment
Input: Graph G, sampling budget K, numerical precision  and µ.
1: Initialize left = 0, right = 1.
2: Initialize valid sampling set Sv = ∅.
3: while right− left >  do
4: T ← (left+ right)/2.
5: Estimate V F,S given T using Algorithm 2.
6: if V F is false do
7: right← T
8: else
9: left← T
10: Sv ← S
11: endif
12: endwhile
13: Tˆ ← left.
Output: Sampling set Sv , maximum lower bound Tˆ .
E. Complexity Analysis
We here summarize the theoretical computational com-
plexities of different graph sampling approaches, and list
them in Table I, assuming that the signal bandwidth ω is
the K-th eigenvalue θK of Ł and the graph is sparse. We
separate the complexity into two parts: preparation (for eigen-
decomposition or computing initial preparation information)
and sampling (during greedy sampling step). The competing
algorithms are referred to as E-optimal [24], Spectral prox-
ies (SP) [16], MFN [22], MIA [20] and Eigendecomposition-
free (Ed-free) [9], respectively. Complexities of methods
E-optimal, SP, MFN and MIA are directly borrowed from
paper [20], with modified notations. For E-optimal and
MFN, T1 is the convergence steps for computing the first K
eigen-pairs of Laplacian Ł and R is a constant for combining
complexities. In strategy SP, k is the degree of spectral proxies
and T2 is the convergence steps for obtaining the first eigen-
pair of Ł via LOBPCG [16]. The parameters q and F in
MIA are the degree of Chebyshev polynomials for a low-
pass filter approximation and the truncated parameter of a
Neuamnn series, respectively. As for Ed-free method, paper
[9] claimed that its complexity was dominated by the non-zero
entries in matrix Łq¯ , i.e, J in paper [9], where q¯ is degree
of Chebyshev polynomial approximation. Similarly, the non-
zero entries in Łq¯ is at most Ndq¯max in a degree-bounded
graph, so we use Q¯ to denote the largest number of edges
in q¯-hop neighborhood, which implies J = O(NQ¯). From
Table I, we can see that the complexities of Ed-free and our
proposed BS-GDA method are both roughly linear in terms of
graph size N , which is substantially lower than other eigen-
decomposition-based sampling methods and implies those two
methods are applicable in fairly large graphs. The explicit
execution time comparison will be demonstrated in the coming
experimental section.
VI. EXPERIMENTS
A. Experimental Setup
We demonstrate the efficacy of our proposed fast graph sub-
set sampling algorithm (BS-GDA) via extensive simulations.
Our experimental platform is Windows 10 desktop computer
with Intel i5-4670K CPU and 24GB memory. All algorithms
are performed on MATLAB R2016b.
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TABLE I
THEORETICAL COMPLEXITY COMPARISON OF DIFFERENT GRAPH SAMPLING STRATEGIES.
E-optimal SP MFN MIA Ed-free proposed BS-GDA
Preparation O ((MK +RK3)T1) O (kMKT2) O ((MK +RK3)T1) O(qNM) O(Mq¯ +NQ¯) O (N(P +Q) log2 1 )
Sampling O (NK4) O (NK) O (NK4) O (NFK3.373) O(NKQ¯) O (NKP log2 1 )
We use four types of graphs in GSPBOX [51] for testing:
1) Random sensor graph with N nodes.
2) Community graph with N nodes and b√N/2c random
communities.
3) Baraba´si-Albert graph with N nodes. Each graph is
constructed by adding new nodes, each with m = 1
edge, that are preferentially attached to existing nodes
with high degrees.
4) Minnesota road graph with fixed N = 2642 nodes.
Random sensor graphs are weighted sparse graphs generated
by GSPBOX, where each node connects to its six nearest
neighbours. Edge weights are computed using:
wij = exp
{
−‖xi − xj‖
2
2
σ2x
}
(31)
where xi is the 2D coordinate of node i, and σx is set
automatically by the toolbox. Community graphs, Baraba´si-
Albert graphs and Minnesota road graph are unweighted sparse
graphs generated by GSPBOX, where we manually compute
weight for each edge. For community graphs and Minnesota
road graph, we compute edge weights using (31). We set
parameter σx = 1 for community graphs and set parameter
σx = 0.1 for Minnesota road graphs. Since Baraba´si-Albert
graphs are scale-free graphs without 2D coordinates, we
randomly generate edge weights using a uniform probability
distribution with interval (0, 1). Illustrations of four types of
graphs are shown in Fig. 6.
For each graph type, we consider two types of graph signals
described as follows:
1) GS1: The true signals are exactly ω-bandlimited, where
ω = θbN/10c is the bN/10c-th eigenvalue of Ł. For
example, ω = θ50 for N = 500. The non-zero GFT
coefficients are randomly generated from N (0, 10). We
then add i.i.d. Gaussian noise generated from N (0, 0.12)
such that the SNR equals to 20 dB.
2) GS2: The true signals are generated from multivariate
Gaussian distribution N (0, (Ł + δI)−1), where δ =
10−5. Because the power of the generated graph sig-
nals is inconsistent, we normalize the signals using
x′ = x−mean(x)std(x) , where mean(x) =
∑
i xi/N and
std(x) =
√∑
i(xi−mean(x))2
N , respectively. We then add
i.i.d. Gaussian noise generated from N (0, 0.12) such
that the SNR equals to 20 dB.
We compare the performance of our proposed algorithm
with six recent graph sampling set selection methods, of which
implementations are available:
1) Random graph sampling with non-uniform probability
distribution (referred to as Random) [27].
(a) (b)
(c) (d)
Fig. 6. Illustrations of four types of graphs. (a) Random sensor graph. (b)
Community graph. (c) Baraba´si-Albert graph. (d) Minnesota road graph.
2) Deterministic sampling set selection methods, including
E-optimal [24], Spectral proxies (SP) [16], MFN [22],
MIA [20] and Eigendecomposition-free (Ed-free) [9],
respectively.
Our proposed algorithm BS-GDA avoids expensive eigen-
decomposition and matrix computations, thus we build MEX
functions for the iterative BFS and the greedy set covering,
leading to a MATLAB+MEX implementation. For all exper-
iments, we set the target numerical precision  = 10−5 for
binary search and µ = 0.01. We empirically set hop constraint
p = 12 to consider no more than 12 hops for each subset Ωi
estimation. It is analogus to the neighborhood considered by
Chebyshev polynomial approximation with order 12 in [9].
B. Running Time Comparisons
We compare the running time of our proposed BS-GDA
with other competing algorithms on random sensor graphs
and community graphs with increasing graph size N . We
select sampling budget K = N/10 nodes for both graphs.
Fig. 7 shows the curves of running time versus graph size N .
Specifically, for N = 3000, we further compute the speedup
factor (SF) [9] of our algorithm with respect to the competing
algorithms using
SF =
Running time of competing method
Running time of our method
, (32)
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Fig. 7. Running time comparisons on two different graphs. (a) Random sensor graph. (b) Community graph. Both axes are represented on logarithmic scales.
TABLE II
SPEEDUP FACTORS OF OUR ALGORITHM WITH RESPECT TO OTHER
SAMPLING ALGORITHMS FOR N = 3000
Sampling Algorithms Sensor Community
Random [27] 0.22 0.21
E-optimal [24] 2812.77 1360.76
SP [16] 174.09 466.18
MFN [22] 2532.91 1184.23
MIA [20] 1896.19 964.65
Ed-free [9] 1.82 8.11
as summarized in Table. II.
We observe that BS-GDA is the fastest deterministic sam-
pling set selection algorithm for both graphs. As mentioned,
E-optimal, SP and MFN all require computation of extreme
eigen-pairs of the graph Laplacian matrix (or submatrix),
which is computationally demanding. Though there is no
explicit computation of eigen-pairs in MIA, the large matrix
series computation also results in large computation cost.
Thus, BS-GDA is hundreds to thousands times faster than
E-optimal, SP, MFN and MIA.
The recent eigen-decomposition-free method, Ed-free
[9], utilizes the localized operator to design an intuitive
sampling strategy, whose complexity is O(NKQ¯) in Table I.
Our BS-GDA is faster than Ed-free for both graphs, in
particular on the community graph. The reason is that edges
within each community are relatively dense, and thus Q¯ for
community graph is much larger than Q¯ for random sensor
graph, leading to a slower speed for Ed-free. In contrast, the
computation efficiency of BS-GDA is similar on both graphs.
Random [27] is faster than our proposed BS-GDA, but
its reconstruction error performance is noticeably worse than
BS-GDA, as shown in the following section.
C. Reconstruction Error Comparisons
We also compare the resulting reconstruction MSEs between
our proposed algorithm and the competing ones. We choose
N = 500 for random sensor graphs, community graphs and
Baraba´si-Albert graphs. Minnesota road graph is of fixed size
N = 2642. All the graph sampling set selection algorithms
are compared on these four graphs with increasing sampling
budgets.
For each graph, we consider two types of graph signals,
as described in Sec. VI-A. We randomly generate 50 graph
signals for each type, and for each signal we add 50 different
i.i.d. Gaussian noise, resulting in 2500 noisy signals for
each experiment. For signal type GS2, because the generated
signals are not strictly bandlimited, we approximately set the
bandwidth to ω = θbN/10c for sampling algorithms that require
this parameter.
We use our proposed BS-GDA and the competing algo-
rithms to sample the noisy signals. All the competing algo-
rithms are run with the default or the recommended settings
in the referred publications. We then reconstruct original
graph signals by solving GLR-based reconstruction (8) with
µ = 0.01.
The average MSEs in terms of sampling budgets are il-
lustrated in Fig. 8. As shown, our proposed BS-GDA achieves
comparable or smaller MSE values to the competing determin-
istic schemes on all the four graphs and achieves much better
performance than the random sampling scheme Random.
For eigen-decomposition based algorithms, the perfor-
mances of E-optimal, MFN and SP are unsatisfactory when
the sampling budget is much smaller than the bandwidth. Fur-
ther, these eigen-decomposition based algorithms are computa-
tionally too expensive for large graphs, such as the Minnesota
road graph. For eigen-decomposition-free algorithms, MIA
and Ed-free work well on the random sensor graphs, the
community graphs and the Baraba´si-Albert graphs, but their
performance is poor on the large Minnesota road graph. To
avoid explicit eigen-decomposition, symmetrically normalized
Łn is designated for MIA and Ed-free, whose eigenval-
ues are theoretically bounded in [0, 2], to utilize Chebyshev
polynomials of Łn to approximate the low-pass graph filter
operator. These two schemes are not robust enough on the
graph signals generated on the Minnesota road graph. It has
been observed that, in general, the performance of Random
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Fig. 8. Reconstruction MSEs for different graphs and sampling algorithms using GLR-based reconstruction. (a) Random sensor graph of size N = 500
and signal type GS1 with bandwidth ω = θ50. (b) Community graph of size N = 500 and 11 random communities and signal type GS1 with bandwidth
ω = θ50. (c) Baraba´si-Albert graph of size N = 500 and signal type GS1 with bandwidth ω = θ50. (d) Minnesota road graph of size N = 2642 and signal
type GS1 with bandwidth ω = θ264. (e) Random sensor graph of size N = 500 and signal type GS2. (f) Community graph of size N = 500 and 11 random
communities and signal type GS2. (g) Baraba´si-Albert graph of size N = 500 and signal type GS2. (h) Minnesota road graph of size N = 2642 and signal
type GS2.
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Fig. 9. Reconstruction MSEs for different sampling algorithms using least-
squares reconstruction on random sensor graph. (a) Random sensor graph of
size N = 500 and signal type GS1 with bandwidth ω = θ50. (b) Random
sensor graph of size N = 500 and signal type GS2 assuming bandwidth
ω = θ50.
is not comparable to deterministic graph sampling algorithms.
Since the previous deterministic graph sampling algorithms
such as E-optimal and MFN are designed assuming a
standard least-squares reconstruction, we further test all the
sampling algorithms with least-squares reconstruction on ran-
dom sensor graphs, as shown in Fig. 9. We set the sampling
budget to be no smaller than the bandwidth for GS1 or GS2.
As observed in Fig. 9, E-optimal, MFN and SP achieve
robust performance. For MIA, Ed-free and the proposed
BS-GDA, their reconstruction MSEs are somewhat larger when
the sampling budget is close to the bandwidth. As the sampling
budget increases, all deterministic sampling algorithms have
similar reconstruction MSEs. In contrast, the performance of
Random is noticeably worse than the deterministic sampling
algorithms.
The proposed BS-GDA solves the dual (21) via greedy set-
covering and performs a binary search to find the optimal
lower bound of the primal (20), which reduces the global
upper bound of the MSE value. Hence, BS-GDA guarantees
robust performance for different graphs in the experiments.
We further show an illustrative example of sampling K = 11
nodes on the community graph of size N = 500 with 11
communities in Fig. 10. This illustration clearly shows that
BS-GDA captures the graph structure very well and evenly
samples one node in each community. This matches our
sampling analogy to the set cover (SC) problem, where each
sampled node covers many uncovered nodes.
VII. CONCLUSION
To address the “graph sampling with noise” problem, in
this paper, we first assume a biased graph Laplacian reg-
ularization (GLR) based signal reconstruction scheme from
samples, and then propose a fast graph sampling set selection
algorithm to maximize the stability of the resulting linear
system. In particular, our proposed BS-GDA maximizes the
lower-bound of λmin of the coefficient matrix via Gershgorin
disc alignment, which is proven to mean also minimizing the
upper-bound of reconstruction MSE. Unlike most previous
graph sampling schemes, our proposed BS-GDA does not
require computation of any eigen-pairs. Extensive simulation
experiments show that our disc-based sampling algorithm runs
substantially faster than existing eigen-decomposition-based
schemes (hundreds to thousands times faster) for medium-
sized graphs and outperforms other eigen-decomposition-free
schemes in reconstruction error for large-sized graphs.
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Fig. 10. Visualization of selected nodes on the community graph (N = 500,K = 11). Black circles denote sampled nodes. (a) Original graph. (b) Random
[27]. (c) E-optimal [24]. (d) SP [16]. (e) MFN [22]. (f) MIA [20]. (g) Ed-free [9]. (h) The proposed BS-GDA.
APPENDIX A
PROOF OF PROPOSITION 4
Proof. Since matrix C is similar to B, we have λmin(B) =
λmin(C). Hence (22) is equivalent to
min
i
`i ≤ λmin(C) ≤ max
i
`i (33)
From GCT, we see that λmin(C) is bounded from below by
the smallest left-end `i, i.e.
λmin(C) ≥ min
i
`i = min
i
cii −∑
j 6=i
|cij |
 . (34)
We next prove that the largest left-end `i is the upper bound
of λmin(C), i.e.,
λmin(C) ≤ max
i
`i = max
i
cii −∑
j 6=i
|cij |
 . (35)
Because B = A + µŁ and S = diag(s), s > 0, the diagonal
elements of C are non-negative cii ≥ 0 and the off-diagonal
elements of C are non-positive cij ≤ 0 for i 6= j. We consider
the matrix C˜ := −C + tI, where t is chosen large enough
so that the diagonal elements of C˜ are all non-negative, and
hence the whole matrix C˜ is non-negative. Then by the Perron-
Frobenius Theorem [35], C˜ has a positive eigenvalue φmax
(with a non-negative eigenvector), which is also the eigenvalue
of largest absolute value. Since the eigenvalues λ’s of C and
those φ’s of C˜ are related simply by φ = −λ + t, it follows
that
λmin(C) = −φmax + t (36)
is the minimum eigenvalue of C.
Let v = [1, 1, . . . , 1]> and consider the vector (recalling
that c˜ij = −cij = |cij | for i 6= j)
C˜v =

c˜11 +
∑
j 6=1 c˜1j
c˜22 +
∑
j 6=2 c˜2j
...
c˜nn +
∑
j 6=n c˜nj
 =

−c11 + t+
∑
j 6=1 |c1j |
−c22 + t+
∑
j 6=2 |c2j |
...
−cnn + t+
∑
j 6=n |cnj |
 .
(37)
Now by Collatz-Wielandt’ bound [35], we have
φmax ≥ min
i
(C˜v)i = min
i
−cii + t+∑
j 6=i
|cij |
 . (38)
Together with (36), we have
t− λmin(C) ≥ min
i
(C˜v)i = min
i
−cii + t+∑
j 6=i
|cij |
 .
(39)
Thus, we conclude that
λmin(C) ≤ t−min
i
−cii + t+∑
j 6=i
|cij |

= max
i
cii −∑
j 6=i
|cij |
 = max
i
`i, (40)
as required.
APPENDIX B
PROOF OF NP-COMPLETENESS
We prove that the decision version of the disc coverage (DC)
problem (27) is NP-complete by transforming the decision
version of the set cover (SC) problem [15] to a special case
of DC. The SC decision problem asks the following binary
decision question: given a family of subsets F of a finite
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Fig. 11. Example of a mapped dual graph sampling problem from a SC
problem.
element set X and positive integer K ≤ |F|, does there exist
a cover C of size K or less, i.e., C ⊆ F and |C| ≤ K, where
each element x ∈ X is in at least one member of C?
For each instance of SC, we perform the following transfor-
mation. First, for each element j in set, xj ∈ X , we construct
one element node j in a graph G. Next, for each subset in
collection ci ∈ F , we construct one subset node |X | + i and
connect it to element nodes j that correspond to elements
xj ∈ ci. We construct one super node |X | + |F| + 1 and
connect it to |F| subset nodes. Finally, we construct K + 1
extra nodes and connect them to the super node. Coverage
subset Ωi for each node i is set to be all 1-hop neighbors of
node i in the constructed graph.
As an example, consider the following SC instance:
X = {1, 2, 3, 4, 5}, F = {c1, c2, c3, c4}
c1 = {1, 2, 4}, c2 = {1, 4, 5}
c3 = {3, 5}, c4 = {3, 4} (41)
Fig. 11 illustrates the corresponding constructed graph. The
corresponding DC decision problem is: does there exist a
sampling vector a with objective of (27) K + 1 or less, while
having each graph node i included in at least one sample i’s
coverage subset Ωi?
We prove that the SC decision problem is true iff the
corresponding DC decision problem is true. Suppose first that
there exists a cover C of size |C| ≤ K. We observe that a
corresponding sample selection of super node |X |+|F|+1 and
subset nodes representing members ci ∈ C will mean that each
graph node is included in at least one sample coverage subset
Ωi, i.e., all nodes are within one hop of selected samples.
Now suppose that there exists a sample selection of size
K + 1 such that all nodes are within one hop of selected
samples. We first observe that the super node must be selected.
Otherwise, just covering the K + 1 extra nodes would require
K + 1 node selections, leaving no leftover budget to select
and cover element and subset nodes.
Given that the super node is selected, there remain K
sample budget to cover |X | element nodes. We can identify
a cover of K ′ subsets in SC, K ′ ≤ K, from the chosen K
node samples as follows. Suppose there are K1, K2 and K3
selected element, subset and extra nodes respectively, where
K1 +K2 +K3 = K. For each one of K2 chosen subset node,
we select the corresponding subset in SC. For each one of K1
chosen element node, we randomly select one of its connected
subset node and choose the corresponding subset in SC (if
not already chosen in previous step). We ignore all K3 chosen
extra nodes. We see that the number of chosen subsets in SC is
no larger than K1 +K2 ≤ K, but covers all elements in set X .
Thus a feasible sample set for the DC decision problem maps
to a feasible cover C for the SC decision problem. We have
thus proven that an instance of the SC problem maps to our
construction of the DC problem. Therefore, we can conclude
that the DC problem is at least as hard as the SC problem.
Since the SC decision problem is known to be NP-complete,
the DC decision problem is also NP-complete.
Given the DC decision problem is NP-complete, the corre-
sponding DC optimization problem in (27) is NP-hard. 
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