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A disrete form of the theorem that eah eld
endomorphism of R (Qp) is the identity
Apoloniusz Tyszka
Summary. Let K be a eld and F denote the prime eld in K . Let K˜ denote
the set of all r ∈ K for whih there exists a nite set A(r) with {r} ⊆ A(r) ⊆ K
suh that eah mapping f : A(r) → K that satises: if 1 ∈ A(r) then f(1) = 1,
if a, b ∈ A(r) and a + b ∈ A(r) then f(a + b) = f(a) + f(b), if a, b ∈ A(r) and
a · b ∈ A(r) then f(a · b) = f(a) · f(b), satises also f(r) = r. Obviously, eah eld
endomorphism of K is the identity on K˜ . We prove: K˜ is a ountable subeld of K ,
if char(K ) 6= 0 then K˜ = F , C˜ = Q, if eah element of K is algebrai over F = Q
then K˜ = {x ∈ K : x is fixed for all automorphisms of K}, R˜ is equal to the eld of
real algebrai numbers, Q˜p is equal to the eld {x ∈ Qp : x is algebraic over Q}.
Let K be a eld and F denote the prime eld in K . Let K˜ denote the set of all
r ∈ K for whih there exists a nite set A(r) with {r} ⊆ A(r) ⊆ K suh that eah
mapping f : A(r)→ K that satises:
(1) if 1 ∈ A(r) then f(1) = 1,
(2) if a, b ∈ A(r) and a+ b ∈ A(r) then f(a+ b) = f(a) + f(b),
(3) if a, b ∈ A(r) and a · b ∈ A(r) then f(a · b) = f(a) · f(b),
satises also f(r) = r. In this situation we say that A(r) is adequate for r. Obviously,
if f : A(r) → K satises ondition (2) and 0 ∈ A(r), then f(0) = 0. If A(r) is
adequate for r and A(r) ⊆ B ⊆ K , then B is adequate for r. We have:
(4) K˜ ⊆ K̂ := ⋂
σ ∈ End(K )
{x ∈ K : σ(x) = x} ⊆ K ,
K̂ is a eld. Let K˜ n (n = 1, 2, 3, ...) denote the set of all r ∈ K for whih there
exists A(r) with {r} ⊆ A(r) ⊆ K suh that card(A(r)) ≤ n and A(r) is adequate
for r. Obviously,
K˜ 1 ⊆ K˜ 2 ⊆ K˜ 3 ⊆ ... ⊆ K˜ =
∞⋃
n=1
K˜ n.
Theorem 1. K˜ is a subeld of K .
Proof. We set A(0) = {0} and A(1) = {1}, so 0, 1 ∈ K˜ . If r ∈ K˜ then −r ∈ K˜ ,
to see it we set A(−r) = {0,−r} ∪ A(r). If r ∈ K˜ \ {0} then r−1 ∈ K˜ , to see it
we set A(r−1) = {1, r−1} ∪ A(r). If r1, r2 ∈ K˜ then r1 + r2 ∈ K˜ , to see it we set
A(r1 + r2) = {r1 + r2} ∪A(r1)∪A(r2). If r1, r2 ∈ K˜ then r1 · r2 ∈ K˜ , to see it we set
A(r1 · r2) = {r1 · r2} ∪ A(r1) ∪ A(r2).
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Corollary 1. If char(K ) 6= 0 then K˜ = K̂ = F .
Proof. Let char(K ) = p. The Frobenius homomorphism K ∋ x→ xp ∈ K moves all
x ∈ K \ F . It gives K̂ = F , so by (4) and Theorem 1 K˜ = K̂ = F .
Corollary 2. C˜ = Ĉ = Q.
Proof. The author proved ([20℄) that for eah r ∈ C \Q there exists a eld automor-
phism f : C→ C suh that f(r) 6= r. By this and (4) C˜ ⊆ Ĉ ⊆ Q, so by Theorem 1
C˜ = Ĉ = Q.
Theorem 2. For eah n ∈ {1, 2, 3, ...} card(K˜ n) ≤ (n + 1)n2+n+1, K˜ is ountable.
Proof. If card(K ) < n then card(K˜ n) ≤ card(K ) < n < (n+ 1)n2+n+1. In the rest of
the proof we assume that card(K ) ≥ n. Let r ∈ K˜ n and some A(r) = {r = x1, ..., xn}
is adequate for r. Let also xi 6= xj if i 6= j. We hoose all formulae xi = 1 (1 ≤ i ≤ n),
xi + xj = xk, xi · xj = xk (1 ≤ i ≤ j ≤ n, 1 ≤ k ≤ n) that are satised in A(r).
Joining these formulae with onjuntions we get some formula Φ. Let V denote the
set of variables in Φ, x1 ∈ V sine otherwise for any s ∈ K \ {r} the mapping
f = id(A(r) \ {r}) ∪ {(r, s)} satises onditions (1)-(3) and f(r) 6= r. The formula
... ∃xi ...︸ ︷︷ ︸
xi ∈ V, i 6= 1
Φ is satised in K if and only if x1 = r. There are n+ 1 possibilities:
1 = x1, ..., 1 = xn, 1 6∈ {x1, ..., xn}.
For eah (i, j) ∈ {(i, j) : 1 ≤ i ≤ j ≤ n} there are n + 1 possibilities:
xi + xj = x1, ..., xi + xj = xn, xi + xj 6∈ {x1, ..., xn}.
For eah (i, j) ∈ {(i, j) : 1 ≤ i ≤ j ≤ n} there are n + 1 possibilities:
xi · xj = x1, ..., xi · xj = xn, xi · xj 6∈ {x1, ..., xn}.
Sine card({(i, j) : 1 ≤ i ≤ j ≤ n}) = n2+n
2
the number of possible formulaeΦ does not
exeed (n+1)·(n+1)n2+n2 ·(n+1)n2+n2 = (n+1)n2+n+1. Thus card(K˜ n) ≤ (n+1)n2+n+1,
so K˜ =
∞⋃
n=1
K˜ n is ountable.
Remark 1. For any eldK the eld K˜ is equal to the subeld of all x ∈ K for whih
{x} is existentially ∅-denable in K . This gives an alternative proof of Theorems 6
and 7.
Let a eld K extends Q and eah element of K is algebrai over Q. R. M. Robin-
son proved ([17℄): if r ∈ K is xed for all automorphisms of K , then there exist
U(y), V (y) ∈ Q[y] suh that {r} is denable in K by the formula ∃y (U(y) = 0∧ x =
V (y)). Robinson's theorem implies the next theorem.
Theorem 3. If a eld K extends Q and eah element of K is algebrai over Q, then
K˜ = {x ∈ K : x is fixed for all automorphisms of K}.
2
We use below "bar" to denote the algebrai losure of a eld.
Theorem 4 ([21℄). If K is a eld and some subeld of K is algebraially losed, then
K˜ is the prime eld in K .
Theorem 5. If a eld K extends Q and r ∈ K˜ , then {r} is denable in K by
a formula of the form ∃x1...∃xmT (x, x1, ..., xm) = 0, where m ∈ {1, 2, 3, ...} and
T (x, x1, ..., xm) ∈ Q[x, x1, ..., xm].
Proof. From the denition of K˜ it follows that {r} is denable in K by a nite
system (S) of polynomial equations of the form xi + xj − xk = 0, xi · xj − xk = 0,
xi − 1 = 0, f. the proof of Theorem 2. If Q ⊆ K , then by Theorem 4 eah element
of K˜ is denable in K by a single equation x − w = 0, where w ∈ Q. If Q 6⊆ K ,
then there exists a polynomial
anx
n + an−1x
n−1 + ... + a1x+ a0 ∈ Q[x] (n ≥ 2, an 6= 0)
having no root in K . By this, the polynomial
B(x, y) := anx
n + an−1x
n−1y + ...+ a1xy
n−1 + a0y
n
satises
∀u, v ∈ K ((u = 0 ∧ v = 0)⇐⇒ B(u, v) = 0) , (5)
see [5℄. Applying (5) to (S) we obtain that (S) is equivalent to a single polynomial
equation.
1. A disrete form of the theorem that eah eld endomorphism of R is
the identity
Let Ralg denote the eld of real algebrai numbers.
Theorem 6. R˜ = Ralg.
Proof. We prove:
(6) if r ∈ Ralg then r ∈ R˜.
We present three proofs of (6).
(I). Let r ∈ R be an algebrai number of degree n. Thus there exist integers
a0, a1, ..., an satisfying
anr
n + ... + a1r + a0 = 0
and an 6= 0. We hoose α, β ∈ Q suh that α < r < β and the polynomial
anx
n + ... + a1x+ a0
has no roots in [α, β] exept r. Let α = k1
k2
, β = l1
l2
, where k1, l1 ∈ Z and k2, l2 ∈ Z\{0}.
We put a = max{|a0|, |a1|, ..., |an|, |k1|, |k2|, |l1|, |l2|}. Then
A(r) = {
n∑
i=0
bir
i : bi ∈ Z ∩ [−a, a]} ∪ {α, r − α,
√
r − α, β, β − r,
√
β − r}
3
is adequate for r. Indeed, if f : A(r)→ R satises onditions (1)-(3) then
anf(r)
n + ...+ a1f(r) + a0 = f(anr
n + ...+ a1r + a0) = f(0) = 0,
so f(r) is a root of anx
n + ...+ a1x+ a0. Moreover,
f(r)− α = f(r)− f(α) = f(r − α) = f((√r − α)2) = (f(√r − α))2 ≥ 0
and
β − f(r) = f(β)− f(r) = f(β − r) = f((√β − r)2) = (f(√β − r))2 ≥ 0.
Therefore, f(r) = r.
(II) (sketh). Let T (x) ∈ Q[x] \ {0}, T (r) = 0. We hoose α, β ∈ Q suh that
α < r < β and T (x) has no roots in [α, β] exept r. Then the polynomial
(1 + x2)deg(T (x)) · T
(
α +
β − α
1 + x2
)
∈ Q[x]
has exatly two real roots: x0 and −x0. Thus x20 ∈ R˜. By Theorem 1 R˜ is a eld, so
Q ⊆ R˜. Therefore, r = α + β−α
1+x2
0
∈ R˜.
(III). The lassial Bekman-Quarles theorem states that eah unit-distane pre-
serving mapping from Rn to Rn (n ≥ 2) is an isometry ([1℄-[4℄, [8℄, [13℄). Author's
disrete form of this theorem states that for eah X, Y ∈ Rn (n ≥ 2) at algebrai
distane there exists a nite set SXY with {X, Y } ⊆ SXY ⊆ Rn suh that eah
unit-distane preserving mapping g : SXY → Rn satises |X − Y | = |g(X) − g(Y )|
([18℄, [19℄).
Case 1: r ∈ Ralg and r ≥ 0.
The points X = (0, 0) ∈ R2 and Y = (√r, 0) ∈ R2 are at algebrai distane √r. We
onsider the nite set SXY = {(x1, y1), ..., (xn, yn)} that exists by the disrete form of
the Bekman-Quarles theorem. We prove that
A(r) = {0, 1, r, √r} ∪ {xi : 1 ≤ i ≤ n} ∪ {yi : 1 ≤ i ≤ n} ∪
{xi − xj : 1 ≤ i ≤ n, 1 ≤ j ≤ n} ∪ {yi − yj : 1 ≤ i ≤ n, 1 ≤ j ≤ n} ∪
{(xi − xj)2 : 1 ≤ i ≤ n, 1 ≤ j ≤ n} ∪ {(yi − yj)2 : 1 ≤ i ≤ n, 1 ≤ j ≤ n}
is adequate for r. Assume that f : A(r) → R satises onditions (1)-(3). We show
that (f, f) : SXY → R2 preserves unit distane. Assume that |(xi, yi)− (xj , yj)| = 1,
where 1 ≤ i ≤ n, 1 ≤ j ≤ n. Then (xi − xj)2 + (yi − yj)2 = 1 and
1 = f(1) =
f((xi − xj)2 + (yi − yj)2) =
f((xi − xj)2) + f((yi − yj)2) =
(f(xi − xj))2 + (f(yi − yj))2 =
(f(xi)− f(xj))2 + (f(yi)− f(yj))2 = |(f, f)(xi, yi)− (f, f)(xj , yj)|2.
Therefore, |(f, f)(xi, yi) − (f, f)(xj, yj)| = 1. By the property of SXY |X − Y | =
|(f, f)(X)− (f, f)(Y )|. Therefore, (0 − √r)2 + (0 − 0)2 = |X − Y |2 = |(f, f)(X)−
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(f, f)(Y )|2 = (f(0)−f(√r))2+(f(0)−f(0))2. Sine f(0) = 0, we have r = (f(√r))2.
Thus f(
√
r) = ±√r. It implies f(r) = f(√r · √r) = (f(√r))2 = r.
Case 2: r ∈ Ralg and r < 0.
By the proof for ase 1 there exists A(−r) that is adequate for −r. We prove that
A(r) = {0, r} ∪ A(−r) is adequate for r. Assume that f : A(r) → R satises
onditions (1)-(3). Then f|A(−r) : A(−r) → R satises onditions (1)-(3) dened
for A(−r) instead of A(r). Hene f(−r) = −r. Sine 0 = f(0) = f(r + (−r)) =
f(r) + f(−r) = f(r)− r, we onlude that f(r) = r.
We prove:
(7) if r ∈ R˜ then r ∈ Ralg.
Let r ∈ R˜ and some A(r) = {r = x1, ..., xn} is adequate for r. Let also xi 6= xj if i 6= j.
We hoose all formulae xi = 1 (1 ≤ i ≤ n), xi + xj = xk, xi · xj = xk (1 ≤ i ≤ j ≤ n,
1 ≤ k ≤ n) that are satised in A(r). Joining these formulae with onjuntions we
get some formula Φ. Let V denote the set of variables in Φ, x1 ∈ V sine otherwise for
any s ∈ R \ {r} the mapping f = id(A(r) \ {r})∪ {(r, s)} satises onditions (1)-(3)
and f(r) 6= r. Analogously as in the proof of Theorem 2:
(8) the formula ... ∃xi ...︸ ︷︷ ︸
xi ∈ V, i 6= 1
Φ is satised in R if and only if x1 = r.
The theory of real losed elds is model omplete ([7, Theorem 8.6, p. 130℄). The
elds R and Ralg are real losed. Hene Th(R) = Th(Ralg). By this, the sentene
... ∃xi ...︸ ︷︷ ︸
xi ∈ V
Φ whih is true in R, is also true in Ralg. Therefore, for indies i with
xi ∈ V there exist wi ∈ Ralg suh that Ralg |= Φ[xi 7→ wi]. Sine Φ is quantier free,
R |= Φ[xi 7→ wi]. Thus, by (8) w1 = r, so r ∈ Ralg.
Remark 2. Similarly to (7) the disrete form of the Bekman-Quarles theorem does
not hold for any X, Y ∈ Rn (n ≥ 2) at non-algebrai distane ([18℄).
Remark 3. A well-known result:
if f : R→ R is a eld homomorphism, then f = id(R) ([10℄-[12℄)
may be proved geometrially as follows. If f : R → R is a eld homomorphism then
(f, f) : R2 → R2 preserves unit distane; we prove it analogously as in (III). By the
lassial Bekman-Quarles theorem (f, f) is an isometry. Sine the isometry (f, f) has
three non-ollinear xed points: (0, 0), (1, 0), (0, 1), we onlude that (f, f) = id(R2)
and f = id(R).
2. A disrete form of the theorem that eah eld endomorphism of Qp is
the identity
Let Qp be the eld of p-adi numbers, | · |p denote the p-adi norm on Qp,
Zp = {x ∈ Qp : |x|p ≤ 1}. Let vp : Qp → Z ∪ {∞} denote the valuation funtion
written additively: vp(x) = −logp(|x|p) if x 6= 0, vp(0) = ∞. For n ∈ Z, a, b ∈ Qp by
5
a ≡ b (mod pn) we understand |a− b|p ≤ p−n. It is known ([11℄,[16℄,[22℄) that eah
eld automorphism of Qp is the identity.
Lemma 1 (Hensel's lemma, [9℄). Let F (x) = c0 + c1x + ... + cnx
n ∈ Zp[x]. Let
F ′(x) = c1+2c2x+3c3x
2+ ...+ncnx
n−1
be the formal derivative of F (x). Let a0 ∈ Zp
suh that F (a0) ≡ 0 (mod p) and F ′(a0) 6≡ 0 (mod p). Then there exists a unique
a ∈ Zp suh that F (a) = 0 and a ≡ a0 (mod p).
Lemma 2 ([6℄). For eah x ∈ Qp (p 6= 2) |x|p ≤ 1 if and only if there exists y ∈ Qp
suh that 1 + px2 = y2. For eah x ∈ Q2 |x|2 ≤ 1 if and only if there exists y ∈ Q2
suh that 1 + 2x3 = y3.
Proof in ase p 6= 2. If |x|p ≤ 1 then vp(x) ≥ 0 and x ∈ Zp. We apply Lemma 1 for
F (y) = y2 − 1 − px2 and a0 = 1. This a0 satises the assumptions: F (a0) = −px2 ≡
0 (mod p) and F ′(a0) = 2 6≡ 0 (mod p). By Lemma 1 there exists y ∈ Zp suh that
F (y) = 0, so 1+px2 = y2. If |x|p > 1 then vp(x) < 0. By this vp(1+px2) = vp(px2) =
1 + 2vp(x) is not divisible by 2, so 1 + px
2
is not a square.
Proof in ase p = 2. If |x|2 ≤ 1 then v2(x) ≥ 0 and x ∈ Z2. We apply Lemma 1 for
F (y) = y3 − 1 − 2x3 and a0 = 1. This a0 satises the assumptions: F (a0) = −2x3 ≡
0 (mod 2) and F ′(a0) = 3 6≡ 0 (mod 2). By Lemma 1 there exists y ∈ Z2 suh that
F (y) = 0, so 1+2x3 = y3. If |x|2 > 1 then v2(x) < 0. By this v2(1+2x3) = v2(2x3) =
1 + 3v2(x) is not divisible by 3, so 1 + 2x
3
is not a ube.
Lemma 3. If c, d ∈ Qp and c 6= d, then there exist m ∈ Z and u ∈ Q suh that
| c−u
pm+1
|
p
≤ 1 and | d−u
pm+1
|
p
> 1.
Proof. Let c =
∞∑
k=s
ckp
k
and d =
∞∑
k=s
dkp
k
, where s ∈ Z, ck, dk ∈ {0, 1, ..., p− 1}. Then
m = min{k : ck 6= dk} and u =
m∑
k=s
ckp
k
satisfy our onditions.
Let Qalgp = {x ∈ Qp : x is algebraic over Q}.
Theorem 7. Q˜p = Q
alg
p .
Proof. We prove: if r ∈ Qalgp then r ∈ Q˜p.
Let r ∈ Qalgp . Sine r ∈ Qp is algebrai over Q, it is a zero of a polynomial p(x) =
anx
n + ... + a1x+ a0 ∈ Z[x] with an 6= 0. Let R = {r = r1, r2, ..., rk} be the set of all
roots of p(x) in Qp. For eah j ∈ {2, 3, ..., k} we apply Lemma 3 for c = r and d = rj
and hoose mj ∈ Z and uj ∈ Q suh that | r−uj
p
mj+1
|
p
≤ 1 and | rj−uj
p
mj+1
|
p
> 1. Let uj =
sj
tj
,
where sj ∈ Z and tj ∈ Z \ {0}. In ase p 6= 2 by Lemma 2 for eah j ∈ {2, 3, ..., k}
there exists yj ∈ Qp suh that
1 + p
(
r − uj
pmj+1
)2
= y2j .
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In ase p = 2 by Lemma 2 for eah j ∈ {2, 3, ..., k} there exists yj ∈ Q2 suh that
1 + 2
(
r − uj
2mj+1
)3
= y3j .
Let a = max {p, |ai|, |sj|, |tj|, |mj + 1| : 0 ≤ i ≤ n, 2 ≤ j ≤ k}. The set
A(r) = {
n∑
i=0
bir
i : bi ∈ Z ∩ [−a, a]} ∪ {pw : w ∈ Z ∩ [−a, a]} ∪
k⋃
j=2
{uj, r − uj, r−uj
p
mj+1
,
(
r−uj
p
mj+1
)2
, p
(
r−uj
p
mj+1
)2
,
(
r−uj
p
mj+1
)3
, p
(
r−uj
p
mj+1
)3
, yj, y
2
j , y
3
j}
is nite, r ∈ A(r). We prove that A(r) is adequate for r. Assume that f : A(r)→ Qp
satises onditions (1)-(3). Analogously as in (I) we onlude that f(r) = rj for
some j ∈ {1, 2, ..., k}. Therefore, f(r) = r if k = 1. Let k ≥ 2. Suppose, on the
ontrary, that
(∗) f(r) = rj for some j ∈ {2, 3, ..., k}.
In ase p 6= 2 supposition (∗) implies:
1 + p
(
rj − uj
pmj+1
)2
= 1 + p
(
f(r)− uj
pmj+1
)2
= f
(
1 + p
(
r − uj
pmj+1
)2)
= f(y2j ) = f(yj)
2
.
Thus, by Lemma 2 | rj−uj
p
mj+1
|
p
≤ 1, a ontradition. In ase p = 2 supposition (∗)
implies:
1 + 2
(
rj − uj
2mj+1
)3
= 1 + 2
(
f(r)− uj
2mj+1
)3
= f
(
1 + 2
(
r − uj
2mj+1
)3)
= f(y3j ) = f(yj)
3
.
Thus, by Lemma 2 | rj−uj
2mj+1
|
2
≤ 1, a ontradition.
We prove: if r ∈ Q˜p then r ∈ Qalgp .
Let r ∈ Q˜p and some A(r) = {r = x1, ..., xn} is adequate for r. Let also xi 6= xj if
i 6= j. Analogously as in the proof of (7) we onstrut a quantier free formula Φ
suh that
(9) the formula ... ∃xi ...︸ ︷︷ ︸
xi ∈ V, i 6= 1
Φ is satised in Qp if and only if x1 = r;
as previously, V denote the set of variables in Φ and x1 ∈ V . Th(Qp) = Th(Qalgp ), it
follows from the rst sentene on page 134 in [15℄, see also [14, Theorem 10, p. 151℄.
By this, the sentene ... ∃xi ...︸ ︷︷ ︸
xi ∈ V
Φ whih is true in Qp, is also true in Q
alg
p . Therefore,
7
for indies i with xi ∈ V there exist wi ∈ Qalgp suh that Qalgp |= Φ[xi 7→ wi]. Sine Φ
is quantier free, Qp |= Φ[xi 7→ wi]. Thus, by (9) w1 = r, so r ∈ Qalgp .
3. Applying R. M. Robinson's theorem on denability
Let a eld K extends Q and eah element of K is algebrai over Q. R. M. Robin-
son proved ([17℄): if r ∈ K is xed for all automorphisms of K , then there exist
U(y), V (y) ∈ Q[y] suh that {r} is denable in K by the formula ∃y (U(y) = 0∧ x =
V (y)). By Robinson's theorem R˜alg = Ralg and Q˜algp = Qalgp . Sine R
alg
is an elemen-
tary subeld of R ([7℄), R˜ = R˜alg, and nally R˜ = Ralg. Sine Qalgp is an elementary
subeld of Qp ([14℄,[15℄), Q˜p = Q˜
alg
p , and nally Q˜p = Q
alg
p .
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