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The Weak Converse of Zeckendorf’s Theorem
Sungkon Chang
Abstract: By Zeckendorf ’s Theorem, every positive integer is uniquely writ-
ten as a sum of non-adjacent terms of the Fibonacci sequence, and its converse
states that if a sequence in the positive integers has this property, it must be the
Fibonacci sequence. If we instead consider the problem of finding a monotone
sequence with such a property, we call it the weak converse of Zeckendorf ’s the-
orem. In this paper, we first introduce a generalization of Zeckendorf conditions,
and subsequently, Zeckendorf ’s theorems and their weak converses for the gen-
eral Zeckendorf conditions. We also extend the generalization and results to the
real numbers in the interval (0,1), and to p-adic integers.
1 Introduction
Zeckendorf ’s Theorem [19] states that each positive integer is expressed uniquely as a
sum of distinct nonadjacent terms of the Fibonacci sequence (1,2,3,5, . . .) where we reset
(F1,F2)= (1,2). Similar to the binary expansion, each positive integer can be expressed as a
sequence of 0 and 1 indicating whether the Fibonacci term is involved or not. For example,
the natural number 100 corresponds to the Zeckendorf digits (1000010100)Z, meaning that
F10+F5+F3 = 89+8+3= 100. Zeckendorf digits share the simplicity of representation with
the binary expansion, but also they are quite curious in terms of the arithmetic operations,
determining the 0th digits, the partitions in Fibonacci terms, and the minimal summand
property of Zeckendorf expansions; see [4], [12], [15], [9], and [18]. One of the most striking
features of Zeckendorf ’s Theorem is its converse and the questions it opens up.
Theorem 1 (Daykin). If a sequence {Qk}
∞
k=1 of positive integers uniquely expresses each pos-
itive integer as a sum of its distinct nonadjacent terms, then it is the Fibonacci sequence.
This is called the converse of Zeckendorf’s Theorem, and we shall call the problem of find-
ing monotone sequences rather than arbitrary sequences the weak converse of Zeckendorf’s
Theorem. In this paper, we introduce:
1. a general approach to such restrictions on representing numbers as a sum of terms of
a sequence, called Zeckendorf conditions, which generalizes the conditions introduced
in [13] and [16];
2. Zeckendorf ’s theorem for a general Zeckendorf condition, which includes cases of lin-
ear recurrences with negative coefficients;
3. results on their weak converses, not only for sequences in the positive integers, but
also sequences in the real numbers and p-adic integers.
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A general Zeckendorf condition shall be properly introduced in Section 2, and in this
section let us introduce another example to help the reader be familar with Zeckendorf con-
ditions. The Nth order Fibonacci sequence {Hk}
∞
k=1, whose name is coined in [10], is defined
by Hn = Hn−1+ ·· · +Hn−N for all n > N and Hn = 2n−1 for all 1 ≤ n ≤ N, and Zeckendorf ’s
Theorem for the Nth order Fibonacci sequence states that each positive integer is expressed
uniquely as a sum of distinct terms of the Nth order Fibonacci sequence where no N con-
secutive terms are used [3], [16]. We may call the restriction of not allowing N consecutive
terms the Nth order Zeckendorf condition. The weak converse for this Zeckendorf condition
can be stated as follows: The Nth order Fibonacci sequence is the only increasing sequence
that represents N uniquely under the Nth order Zeckendorf condition, and a proof is found
in [3].
Another interesting direction that the converse theorem opens up is investigating the
unique existence of a sequence when a Zeckendorf condition and a set of numbers are given.
We say that a set X of numbers is represented by a sequence {Qk}
∞
k=1 uniquely under a
Zeckendorf condition if each member in X is uniquely expressed as a sum of terms of the
sequence that satisfies the Zeckendorf condition, and each sum of terms of the sequence that
satisfies the Zeckendorf condition is a member of X . For example, we may ask whether the
set of positive odd integers can be represented by an increasing sequence under the second
order Zeckendorf condition, and if so, whether such a sequence uniquely exists, which is
the weak converse for the positive odd integers under the second order Zeckendorf condition.
Let us introduce another representative example of this direction of research. Let X be
the open interval (0,1) of real numbers, and ask ourselves whether the interval can be
represented by a decreasing sequence of positive real numbers uniquely under the second
order Zeckendorf condition, and if so, does the weak converse for the interval under the
second order Zeckendorf condition hold? We shall provide answers to these two questions in
Section 2 along with our main results which are presented in a more general setting.
The remainder of the paper is organized as follows. In Section 2.1, general definitions
of Zeckendorf conditions are introduced along with results on its formulation in terms of
blocks. In Section 2.2, main results are introduced; for the sets of numbers N, the inter-
val (0,1) of real numbers, and p-adic integers Zp, Zeckendorf ’s Theorem and their weak
converse are introduced. Examples are important for properly understanding the general
concepts of Zeckendorf conditions, and they are briefly introduced in Section 2. However,
it is necessary to discuss more examples that are interesting, and they are introduced in
Section 3 and 4. The main results introduced in Section 2.1 and 2.2 are proved in Section 5.
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2 Definitions and results
2.1 Definitions
In this paper, R will denote one of the following sets of numbers: the natural numbers
N, the open interval I := (0,1) of real numbers, and the p-adic integers Zp. A sequence of
numbers in R is identified with a list of numbers in the infinite product
∏∞
j=1R. We usually
denote them by captial letters such asQ, and their terms are denoted by Qk for k= 1,2,3 · · ·.
For example, if Qk = k for k ≥ 1, then Q = (1,2,3, · · ·). Given a function ǫ : N→ N∪ {0} and
a sequence Q, we denote ǫ(k) by ǫk, and define
∑
ǫQ to be the formal sum
∑∞
k=1 ǫkQk. In
this context, ǫ is called a coefficient function. We also use the list notation to present the
values of ǫ, i.e., ǫ = (ǫ1,ǫ2, . . .), and the bar notation a¯ denotes the repeating entries, e.g.,
ǫ = (1,2,3, 0¯) meaning that ǫk = 0 for all k > 3. To denote multiple coefficient functions, we
use the superscript notation ǫm, and it does not mean the mth power. If there is an index
M such that ǫk = 0 for all k >M, ǫ is said to have a finite support, and we say, a coefficient
function ǫ is supported on a subset of indices A if ǫk = 0 for all k 6∈ A. Note here that given a
coefficient function ǫ, such an index subset A is not uniquely determined, and it is a subset
we assign to a coefficient function. Let βi be the coefficient function such that βi
k
= 0 for all
k 6= i and βi
i
= 1, and call it the ith basis coefficient function.
If a subset of indices A consists of consecutive indices {a,a+1, . . .,a+ n}, we call it an
interval of indices. Given an interval J of indices and a coefficient function δ, let both
δ res J and resJ(δ) denote
∑
k∈J δkβk, the restriction of δ on the indices in J. For exam-
ple, res[a,b)(δ) =
∑b−1
k=a δkβ
k. For convenience, let us denote res[1,M]δ by δ res M, and the
relationship resJ δ= resJ µ by δ≡µ res J and also δ≡µ res [1,M] by δ≡µ res M.
Let us consider lexicographical orders on the coefficient functions. Given two coefficient
functions ǫ and ǫ′, we define the descending lexicographical order as follows. If there is a
smallest positive integer k such that ǫk < ǫ′k, then we denote the property by ǫ ⊳d ǫ′. For
the representation of the real numbers in the open interval I, we shall use the descending
lexicographical order on the coefficient functions. For the collection of coefficient functions µ
with finite support, we consider the ascending lexicographical order as follows. If there is a
largest positive integer k such that µk <µ′k, then we denote the property by µ⊳a µ′. For the
representation of the positive integers we shall use the ascending lexicographical order on
the coefficient functions. We usually denote the immediate successor of a coefficient function
δ by δ˜, and the immediate predecessor by δˆ, if they (uniquely) exist.
Let us introduce an order notation that will be instrumental throughout the paper, and it
is intended to reflect the magnitude of a number expressed in terms of coefficient functions.
Let ǫ be a descending coefficient function, which will be used for the real numbers in I, and
the smallest index n such that ǫn 6= 0 is called the order of ǫ, denoted by ord(ǫ). For ascending
function µ with finite support, the largest index n such that µn 6= 0 is called the order of µ,
denoted by ord(µ). When ascending coefficient functions µ are used for p-adic integers, the
smallest index n such that µn 6= 0 is called the order of µ, denoted by ord(µ).
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Given a set of numbers R listed above, a collection E of coefficient functions under a lex-
icographical order described above means a set of coefficient functions ordered by the same
lexicographical order that contains the zero coefficient function and all basis coefficient func-
tions βi, and we call it a collection of ascending/descending coefficient functions depending
on the lexicographical order. A member of E is called an E -coefficient function, and a coef-
ficient function is said to satisfy the E -condition if it is a member of E . For example, if E is
the collection of coefficient functions µ with finite support such that µk is either 0 or 1 for
all k ≥ 1 and the list µ does not have two consecutive entries of 1, then E is the classical
Zeckendorf condition used for writing positive integers as a sum of Fibonacci terms.
Let us further introduce the notion of Zeckendorf collections of coefficient functions. The
following is the definition for the natural numbers N. First notice that since βn−1 ∈ E , the
immediate predecessor βˆn for n≥ 2 has the nonzero value at index n−1, i.e., βˆn
n−1 ≥ 1.
Definition 2. Let E be a collection of ascending coefficient functions with finite support. The
collection is called Zeckendorf for positive integers if it satsifies the following:
1. For each µ ∈ E there are finitely many coefficient functions that are less than µ.
2. Given µ ∈ E , if its immediate successor µ˜ is not µ+β1, then there is an index n≥ 2 such
that µ res [1,n) is the immediate predecessor βˆn and µ˜= (1+µn)βn+res(n,∞)(µ).
Before we introduce examples, let us extend the definition to p-adic integers. The coeffi-
cient function µ is called the limit of the sequence of coefficient functions µk if µ≡ µk res M
for all indices M ≥ 1. A collection of coefficient functions E is called a Zeckendorf collec-
tion for p-adic integers if it has a subcollection E0 for positive integers, and each coefficient
function µ ∈ E is the limit of a sequence of coefficient functions in E0, and E is called the
completion of E0. We also write E¯0 for E .
Example 3. Let E0 be the collection of ascending coefficient functions µ with finite support
such that µk ≤ k and µk+1 = k+1 implies µk = 0 for all k ≥ 1. Then, E0 is Zeckendorf for
positive integers. For example, βˆ7 = (0,2,0,4,0,6, 0¯), and the immediate successor of βˆ7+
3β7+2β8 is 4β7+2β8. If E is the completion of E0, then
∑∞
k=1(1+2k)β1+2k and
∑∞
k=1(3k)β
3k
are examples of coefficient functions in E .
Example 4. Let B = {(a1,a2,a3) ∈ Z3 : 0 ≤ ak ≤ 1 for all k}− {(1,1,0)}, and let E be the col-
lection of ascending coefficient functions ǫ with finite support generated by concatenating
seven blocks in B. Then, E is a Zeckendorf collection of coefficient functions for which
the immediate predecessor is given by βˆn = ∑n−1
k=1β
k = (1,1, . . .,1,1, 0¯) for n 6≡ 0 mod 3, and
βˆ3n =∑3(n−1)
k=1 β
k+β3n−1 = (1¯,0,1, 0¯) for n≥ 1.
Since the values of coefficient functions are non-negative integers, Definition 2, Part 1
implies that each member of a Zeckendorf collection E greater than β1 has an immediate
predecessor, and each member in E has an immediate successor. Definition 2 accomplishes
a concise description of Zeckendorf conditions in terms of properties the collection must
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satisfy, and when it is easy to determine the immediate successor of each member as in
Example 3, it is useful for determining whether a collection is Zeckendorf or not. However,
it turns out that a Zeckendorf collection is completely determined by the subcollection of βˆn
for n ≥ 2, and it is not straightforward to see this fact, i.e., to find the immediate successor
of δ when a coefficient function δ and βˆn for n≥ 2 are given.
Theorem 5 below will make this clear, and the proof will be given in Section 5. Theorem
5 will also show that Definition 2 generalizes the definition introduced in [13] and [16],
and we shall discuss more specific examples later in this section. A coefficient function ζ is
called a proper E -block at index n if there is an index 1 ≤ i ≤ n such that 0 ≤ ζi < βˆn+1i and
ζ ≡ βˆn+1 res (i,n], and the index interval [i,n] := {i, . . . ,n} is called the support of a proper
E -block, which is uniquely associated with all proper E -blocks, and we denote it by supp(ζ).
Note that the zero coefficient function with support interval [n,n] is declared to be a proper
E -block at index n, and we also call βˆn a maximal E -block of order n−1, which has support
interval [1,n). The highest index n of the support of an E -block ζ is called the leading index
of ζ, and denoted by idx(ζ).
Theorem 5. A collection E of ascending coefficient functions with finite support is Zeckendorf
if and only if all of the following are satisfied:
1. For each µ ∈ E , there are unique proper E -blocks ζm for all m ≥ 2 and an unique E -
block ζ1 either proper or maximal such that the supports of ζm are disjoint, idx(ζm) <
idx(ζm+1) for all m≥ 1, and µ=∑∞m=1 ζm. We call the expression the E -Zeckendorf block
decomposition.
2. Given µ ∈ E , if µ=∑∞m=1 ζm is the E -Zeckendorf block decomposition, then µ˜= β1+µ if
ζ1 is not maximal, and µ˜= ζ′+∑Mm=3 ζm if ζ1 = βˆn for some n≥ 2 and ζ′ =βn+ζ2.
For example, the collection E for the classical Zeckendorf condition is a Zeckendorf collec-
tion, e.g., µ = (0,1,0,1,0,0,1, 0¯) is decomposed into nonzero E -blocks (0,1,0,1, 0¯)+β7 where
ζ1 = (0,1,0,1, 0¯) is the maximal E -block of order 4, and µ˜= β5+β7. The coefficient function∑∞
k=1β
n+2k for n≥ 1 are members of the completion E¯ . We shall further discuss Zeckendorf
collections for p-adic integers in Section 2.
Definition 6. Let E be a collection of descending coefficient functions, and given an index
M ≥ 1 let E M denote the collection consisting of ǫ res M for ǫ ∈ E . The collection E is called
Zeckendorf for the real interval I if the following are satisfied:
1. For each index M ≥ 1, E M is a subcollection of E .
2. For each µ∈ E M there are finitely many coefficient functions in E M that are less than µ.
3. Given an index n ≥ 1, there is a unique coefficient function β¯n of order n with infinite
support, not necessarily a member of E , such that β¯n resM is the immediate predecessor
of βn−1 res M in E M for all M ≥ n if n ≥ 2, and it is maximal in E M for all M ≥ n if
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n = 1. The coefficient functions β¯n are called the maximal coefficient function of order
n.
4. Given µ ∈ E M that is less than β¯1 resM, if its immediate successor µ˜ in E M is not µ+βM,
then there is an index 1≤ n<M such that µ res (n,M] is the immediate predecessor of
βn in E M and µ˜= res[1,n)(µ)+ (1+µn)βn.
5. Let ǫ be a descending coefficient function. Then, ǫ ∈ E if and only if there are infinitely
many indices M ≥ 1 such that ǫM := ǫ res M is a member of E M and the immediate
successor of ǫM in E M is given by ǫ+βM res M .
Notice that since βn ∈ E M for allM ≥ n, the property that res[1,M](βn) is less than or equal
to res[1,M](β¯
n) implies that β¯n has order n, i.e., β¯nn > 0. Also notice that β¯n does not satisfy
the existence of infinitely many indices M described in Item 5 of Definition 6, and hence, it is
not a member of the Zeckendorf collection E . This condition is motivated from the situation
where we have two representations in the binary expansions, 1/2 = 1/22+1/23+1/24+ ·· · .
However, coefficient functions such as δ :=β1+β¯3 may or may not be members of E , and it is
not straightforward to understand the membership of δ in E , as in the case of Definition 2.
Theorem 7 below shall help us understand the structure of descending Zeckendorf coefficient
functions.
A descending coefficient function ζ is called a proper E -block at index n if there is an
index i ≥ n such that 0 ≤ ζi < βˆni and ζ ≡ βˆn res [n, i), and the index interval [n, i] is called
the support of a proper E -block. The zero coefficient function with the index support [n,n]
is also declared to be a proper E -block.
Theorem 7. A collection E of descending coefficient functions is Zeckendorf for the real in-
terval I if and only if all of the following are satisfied:
1. Given an index n≥ 1, there is a maximal coefficient function β¯n of order n as defined in
Definition 6. All proper E -blocks defined by the maximal coefficient functions are mem-
bers of E , and all sums
∑∞
m=1 ζ
m where ζm are proper E -blocks with disjoint support are
members of E .
2. For each ǫ ∈ E , there are unique proper E -blocks ζm for all m≥ 1 such that the supports
of ζm are disjoint, idx(ζm+1)< idx(ζm) form≥ 1, and ǫ=∑∞m=1 ζm. We call the expression
the E -Zeckendorf block decomposition.
3. Given the E -Zeckendorf block decomposition ǫ=∑∞m=1 ζm of ǫ ∈ E and an index M ≥ 1,
the immediate successor ǫ′ of ǫ res M in E M is given as follows, if ǫ 6≡ β¯1 res [1,M]. Let
K be the index such that the support interval [A,B] of ζK contains M. If A ≤M < B,
then ǫ′ =∑K−2m=1ζm+ζK−1+βA−1. If M =B, then ǫ′ =∑K−1m=1 ζm+ζK +βB.
As in the case of the Zeckendorf condition for N, Theorem 7 shows that E is completely
determined by the collection of maximal coefficient functions. If E is the collection of de-
scending coefficient functions determined by β¯n =∑∞
k=0β
n+2k = (0¯,1,0,1,0,1,0, . . .), then the
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collection is similar to the one for the classical Zeckendorf condition, but it allows infinitely
many entries of 1.
Let us revisit the earlier example δ := β1+ β¯3. Suppose that β¯3 = ∑∞
k=0β
3+2k and β¯n =∑∞
k=nβ
k for all n ≥ 4. If β¯1 = β1+∑∞
k=3β
k, then δ = (β1+β3+0)+ (β5+0)+ (β7+0)+ ·· · is
an E -Zeckendorf block decomposition, and hence, δ ∈ E by Theorem 7. If β¯n = ∑∞
k=nβ
k for
all n ≥ 1, then δ = β1+∑∞
k=3β
k cannot have an E -Zeckendorf block decomposition since the
first proper E -block in δ is (β1+0), but there is no proper E -block at index 3. Hence, δ is not
a member of E . There are many other possibilities to consider to complete the discussion,
but the above two cases demonstrated that the membership is deteremined completely by
the maximal coefficient functions of order n, and we leave the discussion on the remaining
possibilities to the reader.
Let
Qn = e1Qn−1+·· ·+ eNQn−N (1)
be a linear recurrence for a sequence in R where N is a fixed positive integer and ek
are independent of n. Let us review the standard Zeckendorf conditions on the coeffi-
cient functions associated with this recursion for sequences Q in N in terms of immedi-
ate predecessors. The conditions in full generality are first introduced in [13] and [16],
and introduced below would be a slight generalization toward adapting infinite expan-
sions of numbers in I and Zp. Let L = (e1, . . . , eN ) be a finite list of non-negative inte-
gers where e1eN > 0, and we shall call it a Zeckendorf multiplicity list. Given an index
n≥ 2, let βˆn =∑n−1
k=1 e˜rem(k)β
n−k = (. . . , e2, e1, eˆN , eN−1, . . . , e2, e1) be coefficient functions where
remN (k)= rem(k) denotes the least positive residue of k mod N and e˜k = ek for all 1≤ k<N
and e˜N = eˆN := eN − 1. The collection of ascending coefficient functions with immediate
predecessors βˆn for n ≥ 2 is Zeckendorf, and we denote it by L . For descending coefficient
functions, we consider β¯n =∑∞
k=n e˜rem(k−n+1)β
k = (0¯, e1, e2, . . . , eˆN , e1, e2, . . .), and denote by L
the Zeckendorf collection defined by β¯n for n≥ 1 as the maximal coefficient function of order
n.
Given a set of numbers R and a collection E of lexicographicallly ordered coefficient func-
tions, a sequence Q in R is said to have the unique E -representation property (or the unique
E -Zeckendorf representation property if E is Zeckendorf) if
∑
δQ have distinct values for the
coefficient functions δ ∈ E . Given a sequence Q with unique E -representation property, let
us denote by XE
Q
the subset consisting of values of
∑
δQ for nonzero coefficient functions
δ ∈ E , and we call it an E -subset (or E -Zeckendorf subset if E is Zeckendorf) of R. When the
E -representation condition is understood in the context, we simply denote the subset by XQ .
Recall that if L = (1,1), the ascending L -Zeckendorf condition on coefficient functions
coincides with the classical Zeckendorf condition on the Fibonacci sequence. For example,
consider Qn = 2n−1 for n ≥ 1 under the ascending L -Zeckendorf condition. Then, 165 =
Q8 +Q6 +Q3 +Q1 is a member of XQ while 166 and 167 are not. However, if L˜ = (1,2),
then the binary expansion of a positive integer is L˜ -Zeckendorf, and X L˜
Q
= N while XL
Q
is a proper subset of N. Let us introduce another interesting example. Let L = (1,1), and
7
let Y be the subset consisting of
∑
µF for L -Zeckendorf coefficient functions µ with µ1 = 0
where F = (1,2,3, . . .) is the Fibonacci sequence, i.e., the positive integers whose classical
Zeckendorf decompositions do not involve F1. Then, obviously, Y is represented uniquely
under the L -Zeckendorf condition by the sequence Q given by Qk := Fk+1 for k ≥ 1. More
interestingly, by Theorem 8 below, it turns out that it is the only increasing sequence with
that property.
Given a collection of lexicographically ordered coefficient functions and a subset Y of R,
if there is a sequence Q in R with unique E -representation property such that XQ =Y , then
Y is called an E -subset of R, and Q is called a fundamental sequence for the E -subset Y . If
Y = XQ for an increasing fundamental sequence in N, then Y is also called an increasing
E -subset of N. If the fundamental sequence is a decreasing sequence in R, either I or Zp,
the subset Y is called a decreasing E -subset of R.
2.2 Results
Let us begin with the results on positive integers.
Theorem 8. 1. (Zeckendorf’s Theorem for positive integers) Let Q be an increasing se-
quence in N with Q1 = 1.
(a) Then, given an index n ≥ 2, there are coefficient functions βˆn of order n−1 such
that
Qn =Q1+
∑
βˆnQ. (2)
(b) Suppose that there are coefficient functions βˆn of order n−1 for n ≥ 2 such that
Q satisfies the recursion (2) for all n ≥ 2, and let E be the Zeckendorf collection
determined by the coefficient functions βˆn for n ≥ 2. Then, Q is a fundamental
sequence for the E -Zeckendorf set of numbers N.
2. (The weak converse) Let E be an arbitrary collection of ascending coefficient functions
with finite support.
(a) If E is Zeckendorf, then N is an E -Zeckendorf set of numbers.
(b) Each increasing E -subset Y of N has a unique increasing fundamental sequence
Q. In addition, if E is Zeckendorf, and Y =N, then Q is given by Qn =
∑
βˆnQ+1
for all n≥ 2 and Q1 = 1 where βˆn for n≥ 2 are the immediate predecessors of βn.
Example 9. If we have an L -Zeckendorf collection with Zeckendorf multiplicity list L =
(e1, e2, . . . , eN ), the recursion (2) is reduced to Qn = e1Qn−1+ ·· · eNQn−N for all n > N, and
L -Zeckendorf ’s Theorem is proved in [13] and [16]. In Theorem 8, Part 2 (b), it is asserted
that it is the only increasing fundamental sequence.
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Recall the Zeckendorf collection E in Examples 3, and the increasing fundamental se-
quence Q is given by Qn+2 = (n+1)Qn+1+Qn for all n ≥ 1 and Q = (1,2,5,17, . . .). Below we
list the first few lexicographically small coefficient functions in E0:
(1)⊳a (0,1)⊳a (1,1)⊳a (0,2)⊳a (0,0,1)⊳a (1,0,1)⊳a (0,1,1)⊳a (1,1,1)
⊳a (0,2,1)⊳a (0,0,2)⊳a · · ·⊳a (0,2,2)⊳a (0,0,3)⊳a (1,0,3)⊳a (0,0,0,1)
where the maximal coefficient functions of order 1 ≤ n ≤ 4 are given by (1), (0,2), (1,0,3),
and (0,2,0,4). In terms of the values of
∑
ǫQ, each value is obtained by adding Q1 to
∑
ǫˆQ
where ǫˆ is the immediate predecessor of ǫ. Presenting values of
∑
ǫQ with respect to its
lexicographical order trivially proves that Q is a fundamental sequence.
Example 10. For n ≥ 2, let βˆn =∑n−2
k=1β
k+2βn−1 = (1,1, . . .,1,1,2) be the immediate prede-
cessors. Then, the increasing fundamental sequence is given by Qn = 3Qn−1−Qn−2 for n≥ 3
and Q = (1,3,8,21,55, . . .). Below we list the first few lexicographically small coefficient
functions in E determined by the immediate predecessors:
(1)⊳a (2)⊳a (0,1)⊳a (1,1)⊳a (2,1)⊳a (0,2)⊳a (1,2)⊳a (0,0,1)⊳a (1,0,1)
⊳a (2,0,1)⊳a (0,1,1)⊳a · · ·⊳a (2,0,2)⊳a (0,1,2)⊳a (1,1,2)⊳a (0,0,0,1)
The fundamental sequence in fact satisfies the equation (2), and the common “tail part”∑n−2
k=1Qk of the equation allows us to derive the short recursion above.
By reversing the process of finding a linear recurrence from immediate predecessors
with simple periodic tails, we obtain the following general result, and the proof follows
immediately from Proposition 21 in Section 3.2.
Theorem 11. Let N be a non-negative integer, and let Qn =
∑N+1
k=1 ckQn−k for all n ≥ N +2
where ck are constants in Z such that (ck + ·· ·+ c1) ≥ 1− c1 for all 1 ≤ k ≤ N +1 and c1 ≥ 2.
Then, there is a Zeckendorf collection E and fixed non-negative coefficients e1, . . . , eN and b
for which e1 > 1, βˆn =
∑n−N−1
k=1 bβ
k+∑N
k=1 ekβ
n−k for all n ≥ N +2, and βˆn =∑n−1
k=1 ekβ
n−k for
all 2≤ n ≤N+1, and there are initial values (Q1, . . . ,QN+1) for which the recurrence defines
a fundamental sequence for N under the E -Zeckendorf condition.
For example, let Q be a sequence given by Qn = 8Qn−1 −2Qn−2 −3Qn−3 for n ≥ 4 and
(Q1,Q2,Q3)= (1,8,62). Then, the Zeckendorf collection described in Proposition 21 and The-
orem 11 has βˆn =∑n−3
k=1 2β
k+5βn−2+7βn−1 for n ≥ 3, βˆ3 = 5β1+7β2, and βˆ2 = 7β1. For the
linear recurrences that do not satisfy the coefficient conditions in Theorem 11, there is still
is a Zeckendorf condition under which Q is an increasing fundamental sequence for N, as
asserted in Theorem 8. It will be further explained in Algorithm 12 below, but we do not
expect that its immediate predecessors have periodic tails.
We use a greedy algorithm as described in Algorithm 12 to find βˆn for N asserted in
Theorem 8 Part 1 (a). However, for all increasing sequences in N, such coefficient functions
are not uniquely determined.
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Algorithm 12. Let Q be an increasing sequence in N such that Q1 = 1. Given Qn for n≥ 2,
let ek be a non-negative integer for 1≤ k≤ n−1 such that ekQn−k is the largest multiple that
goes into (Qn−1)−(e1Qn−1+·· ·+ ek−1Qn−k+1). Then, since Q1 = 1, the algorithm terminates
with an equality Qn = 1+
∑n−1
k=1 ekQn−k, and we declare that (en−1, en−2, . . . , e1, 0¯) is the im-
mediate predecessor βˆn where e1, . . . , en−1 depend on n. Let E be the Zeckendorf collection
of coefficient functions determined by the immediate predecessors. Then, the sequence Q is
the only increasing fundamental sequence for the E -Zeckendorf set of numbers N.
For example, let Q be a sequence given by Qk = k! for all k ≥ 1. Then, 1! · 1+ 2! · 2+
·· · + n! · n = (n+ 1)!− 1 implies that βˆn = ∑n−1
k=1 kβ
k = (1,2, . . .,n− 1) for all n ≥ 2, and ǫ =
(1,2,3,4,4,6,7,8, 0¯) is an example of members of the Zeckendorf collection where (1,2,3,4, 0¯)
is the first E -block, which is maximal, and (0¯,4,6,7,8, 0¯) is the second one which is proper.
In fact, the equality on (n+1)!−1 is obtained by applying the greedy algorithm. In general,
any linear combination of preceding terms can be used for finding βˆn.
Let us also introduce the algorithm of finding an E -Zeckendorf expansion for N.
Algorithm 13. Let E be a Zeckendorf collection of ascending coefficient functions, and let
Q be an increasing fundamental sequence Q for the E -Zeckendorf set of numbers N. If
x ∈ N, the unique E -Zeckendorf block decomposition x =∑Mm=1∑ζmQ is given by an greedy
algorithm in terms of E -blocks. That is,
∑
ζM−k+1Q is the largest proper E -block that goes
into x−∑k−1m=1∑ζM−m+1Q for all 1 ≤ k ≤M−1, and the largest E -block, proper or maximal,
for k=M.
To prove Theorem 8, Part 1 (b), we may use Algorithm 13. In fact, we use the algorithm
to establish the existence and uniqueness of E -Zeckendorf expansions for the interval I, and
the proof directly translates to the case of N. In Section 5 we also introduce a different
approach to proving the case of N, for which we don’t a greedy algorithm at all.
At first, we were motivated to prove the weak converse for the L -Zeckendorf subsets of
N, and realized that the weak converse for subsets of N in fact holds even for non-Zeckendorf
collections of coefficient functions, as stated in Theorem 8 Part 2 (b). However, we learned
later that Theorem 8 Part 2 (b) for non-Zeckendorf collections was noticed and proved for N
in [14], and apparently it had been unnoticed in the later literature such as [3] where the
weak converse for the Nth order Zeckendorf set of numbers N is proved using a different
method. Our proof is nearly identical to the one in [14], but we include our version in Section
5 as it is for subsets of N.
Theorem 8, Part 2 concerns proper E -Zeckendorf subsets of N, and let us consider exam-
ples of proper L -Zeckendorf subsets of N. Let L= (1,1,1), and let Y := 7N, i.e., the subset of
positive multiples of 7. Then, Y = XQ where Q is given by Qk = 7Hk where H is the third
order Fibonacci sequence H = (1,2,4,7,13, · · ·). Thus, 7N is an L -Zeckendorf subset of N,
and by Theorem 8, the sequence Q is the only increasing fundamental sequence for 7N. It
turns out that other congruence classes mod 7 are not E -Zeckendorf subsets of N for any
nontrivial Zeckendorf collections E , and neither is the subset of positive odd integers, which
was mentioned in Section 1. We shall further discuss this example and more in Section 4.
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Recall from Example 9 the fundamental sequenceQ for theL -Zeckendorf set of numbers
N. If we instead choose initial values such thatQn >
∑n−1
k=1 ekQn−k for all 2≤ n≤N, then it is
a straightforward exercise to show that the values of
∑
µQ is lexicographicallly ordered by
coefficient functions, i.e., µ⊳a δ implies
∑
µQ <∑δQ. This implies that Q is an increasing
sequence, and has the unique L -Zeckendorf representation property. We may also use the
following general criteria to generate more L -Zeckendorf subsets of N. If the initial values
for the linear recurrence in Example 9 are increasing, then the fundamental sequence is
increasing, and by Theorem 8 Part 2, these increasing L -Zeckendorf subsets satisfy the
weak converse of L -Zeckendorf ’s theorem.
Theorem 14. Let N be a positive integer, and let Q be a sequence in N given by the linear
recurrence (1). Then, the sequence Q has the unique L -Zeckendorf representation property if
and only if the values of
∑
σQ are distinct for all σ ∈L of order ≤ 4N.
Let us demonstrate the theorem with L = (2,3) and Q = (5,3,21, . . .). As mentioned
earlier, the property Q2 > 2Q1 easily guarantees that the sequence has the unique L -
Zeckendorf representation property, but the inequality fails forQ. However, computer calcu-
lations show that there are 6,560 L -Zeckendorf coefficient functions µ of order ≤ 8, and they
generate distinct values of
∑
µQ. Hence, by Theorem 14, it has the unique L -Zeckendorf
representation property. See Section 5.5 for example of a sequence that does not have the
unique L -Zeckendorf representation property. If L is the Nth order Zeckendorf condition,
the search can be shortened to the coefficient functions of order ≤ 2N; see [5].
Recall the Zeckendorf condition described in Example 4. For this condition, the full
converse of Zeckendorf ’s theorem fails.
Example 15. Let E be the Zeckendorf collection of ascending coefficient functions defined
in Example 4, and let Q and Z be sequences in N defined by the recurrence Qn = 7Qn−3
and Zn = 7Zn−3 such that Q = (1,2,3, . . .) and Z = (2,1,3, . . .). Then, both sequences are
fundamental sequences for the E -Zeckendorf set of numbers N, and Z1+3n > Z2+3n for all
n≥ 0.
Let us introduce our results for the unit interval I of real numbers.
Theorem 16. 1. (Zeckendorf’s Theorem for the unit interval) Let Q be a decreasing se-
quence in I, and let Q0 = 1.
(a) IfQn→ 0 as n→∞, then there are descending coefficient functions β¯n with infinite
support for n≥ 1 such that
Qn−1 =
∑
β¯nQ (3)
for all n≥ 1.
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(b) Let E be a Zeckendorf collection of descending coefficient functions, and let β¯n for
n ≥ 1 be its maximal coefficient functions of order n. Then, Q is a decreasing
fundamental sequence for the E -Zeckendorf interval I if and only if Q satisfies (3)
for all n≥ 1 where Q0 = 1.
2. (The weak converse) Let L be the Zeckendorf collection determined by the Zeckendorf
multiplicity list L = (e1, . . . , eN ). Then, I is an L -Zeckendorf set of numbers, and the
interval has one and only one decreasing fundamental sequence Q, which is given by
Qk = ωk for all k ≥ 1 where ω is the (only) positive real zero of the polynomial eNxN +
·· ·+ e1x−1.
Recall from the introduction the question on the weak converse for the L -Zeckendorf
set of numbers I where L = (1,1). Theorem 16, Part 1 (b) provides an affirmative answer to
the question, and it is given by Qk =ωk for all k ≥ 1 where ω is the reciprocal of the golden
ratio. In fact, the weak converse for the L -Zeckendorf set of numbers I is proved in [7] for
the case of L = (1,0,0, . . .,0,1) where e2 = ·· · = eN−1 = 0. Our idea is similar to [7], and our
proof relies on [7, Theorem 1], but also we improve [7, Theorem 1] in Proposition 20 below.
We prove the proposition in Section 5 in a more general setting. For the cases considered
in [7], the L -Zeckendorf conditions are equivalent to having a gap of length at least N−1
between the indices of the terms involved. For example, if L= (1,0,0,1), then gaps of length
at least 3 are required between the indices, e.g., Q5+Q1 is L -Zeckendorf while Q7+Q4 is
not.
As demonstrated in Theorem 11, if β¯n for n ≥ 1 have common “tails”, it admits a short
recursion, and below we introduce two examples. Especially for Example 17 below, the
weak converse fails. Consider maximal coefficient functions β¯n = 2βn+∑∞
k=n+1β
k, which is
an analogy of Example 10 for I. Then, if exists, a decreasing fundamental sequence must
satisfy Qn = 3Qn+1−Qn. Its characteristic polynomial is x2−3x+1, and by Binet’s Formula
and the decreasing property, Qk =ωk for k ≥ 1 where ω= 12 (3−
p
5) must be the case. Since
Q satisfies (3), by Theorem 16, Part 1 (b), it is a decreasing fundamental sequence, and in
particular, it is the only increasing fundamental sequence.
Example 17. Let β¯n = 7βn+12βn+1 +∑∞
k=n+2 9β
k, and let E be the Zeckendorf collection
determined by β¯n for n ≥ 1. If Q is a decreasing sequence that satisfies (3), then by the
method used in Theorem 11, we have Qn = 8Qn+1−5Qn+2−3Qn+3 for all n≥ 1. Its charac-
teristic polynomial is 3x3+5x2−8x+1, and the zeros of the polynomial are approximately
{−2.7,0.13,0.89}. Let ω1 and ω2 be the two real zeros in I. Then, by Theorem 16, Part 1
(b) any linear combination Qk = a1ωk1 + a2ωk2 for k ≥ 1 with a1+ a2 = 1 and a1,a2 ≥ 0 will
make a decreasing fundamental sequence. Thus, not only the weak converse fails for the
E -Zeckendorf interval I, but it has infinitely many fundamental sequences.
For Theorem 16, Part 2 originally we assumed the condition e1 ≤ ·· · ≤ eN for the case
of I to obtain the inequality between two coefficient functions with small supports, which
was key to deriving the equality (3). The increasing condition on ek reminds us of the Parry
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condition; see [4], [11], and [17]. As noted in [4], prior to the work of [13] and [16], the
L -Zeckendorf ’s theorem was only known in the case where the Zeckendorf multiplicity list
satisfies the Parry condition, but using proper E -blocks, we have L -Zeckendorf ’s theorem
for more general Zeckendorf multiplicity lists.
For Theorem 16 Part 1 (a), we use the greedy algorithm that is similar to Algorithm 12 to
find coefficient functions β¯n for n≥ 1, and the greedy algorithm for determining the infinite
sequence of ek for all k ≥ 1 is is given by x :=Qn− (e1Qn+1+ ·· · + ek−1Qn+k−1) for which ek
is defined to be the largest non-negative integer such that ekQn+k < x; the strict inequality
allows us to find an infinite sequence ek.
Example 18. IfQ is a sequence given byQk = 1/(k+1) for all k≥ 1 and if we allow the greedy
algorithm for Qn to terminate, then the algorithm always terminates into a finite expansion
of Qn =Qn+1+Qn(n+1). By unfolding Qn(n+1) with the very recurrence, we find β¯n =
∑∞
k=1β
mk
where m1 = n and mk+1 =m2k−mk+1, e.g., β¯3 =β3+β7+β43+·· · . The expansion of each real
numbers obtained by applying the greedy algorithm with Q makes a unique E -Zeckendorf
expansion. For example,
1
π
≈Q3+Q14+Q608+Q845028+·· ·
where Q3+0Q7 is the first nonzero proper E -block, and this is the only way of expressing
1/π under the E -Zeckendorf condition. The situation is reminiscent of continued fraction
expansions as the process of finding nonzero terms is similar to that of continued fraction
expansions, i.e., y := x− (1
4
+ 1
15
) and 1/y≈ 608.561. In fact, the Zeckendorf collection enjoys
the finite expansions of all rational numbers in I as in the continued fraction expansion.
Let us introduce our results for p-adic integers. A sequence Q in Zp is decreasing if
|Qk|p > |Qk+1|p.
Theorem 19. Let p be a prime number.
1. (Zeckendorf’s Theorem for p-adic integers) Let E be an arbitrary collection of coefficient
functions ǫ such that ǫn < p for all n ≥ 1. If Q is a decreasing sequence in Zp, then
Q has the unique E -representation property. In particular, if Q is a sequence given by
the recurrence Qn =
∑N
k=1 p
kakQn−k for all n ≥ N +1 where ak are p-adic units and
ordp(Qk) = ordp(Q1)+ k−1 for all 1 ≤ k ≤ N, then Q has the unique E -representation
property.
2. (The weak converse) Let E0 be a Zeckendorf collection of ascending coefficient functions
with finite support with immediate predecessors βˆn for n ≥ 2, and let E be the com-
pletion of E0. If ǫn ≤min{pp, (p−1)/2} for all n ≥ 1 and ǫ ∈ E , then each decreasing
L -Zeckendorf subsets of Zp has a unique decreasing fundamental sequence.
Let p = 41. Then, the golden ratio φ is defined in the p-adic integers Zp, and let us
consider the sequence Q in Zp given by Qk = (φk+3φ¯k)pk−1. If we consider the Zeckendorf
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multiplicity list L = (1,1) as for the Fibonacci sequence, by Theorem 19, Q is the only de-
creasing fundamental sequence for the L -Zeckendorf subset XQ , and this can be considered
a p-adic analogue of the Fibonacci sequence in terms of the weak converse. It satisfies the
recurrence Qn+2 = pQn+1+p2Qn for all n≥ 1, and the sequences Z defined by the recurrence
Zn+2 = Zn+1+Zn make some
∑
ǫZ divergent in Zp.
The weak converse fails for the L -Zeckendorf set of numbers Zp if the Zeckendorf mul-
tiplicity list has entries too large. Let Q be the sequence given by Qk = pk−1 for k ≥ 1, and
let L = (p−1, p). The standard p-adic expansion of Zp makes an L -Zeckendorf expansion∑
ǫQ, and it has the unique L -Zeckendorf representation property by Theorem 19, Part
1. However, if Zk =
(
p(p−1)
)k−1
, then ordp(Zk) = k−1 implies that each p-adic integer is
equal to
∑
ǫZ for a unique L -Zeckendorf coefficient function ǫ. Thus, there are two dis-
tinct fundamental sequences for Zp, and hence, the weak converse fails for Zp under that
L -Zeckendorf-condition.
In proving Theorem 16, Part 2, we establish the following result under more general
condition on the coefficients. It seems that it is not clearly stated in the literature, and we
introduce it in this section. If a polynomial f (z) over the complex numbers has a unique
complex root with largest modulus, it is called a dominant polynomial.
Proposition 20. Let f (z)= anzn−an−1zn−1−·· ·−a1z−a0 be a polynomial in R[z] such that
ak ≥ 0 for all 0 ≤ k ≤ n and ana0 > 0. If there are indices m and ℓ such that 0 <m < ℓ < n,
gcd(m,ℓ)= 1, and amaℓ > 0, then f (z) is a dominant polynomial.
By a classical theorem of [2], if an−1 ≥ ·· · ≥ a0, then the unique positive zero of the poly-
nomial f (z) in Proposition 20 is a Pisot number, and hence, it is a dominant polynomial.
As proved in [8], most polynomials are dominant, but proving that certain polynomials are
dominant in general takes some work. Various constructions and tests for dominant poly-
nomials are introduced in [8].
3 Examples of non-standard Zeckendorf conditions
Recall that by Theorem 8, given an increasing sequence in N there is a Zeckendorf condition
under which the sequence is a fundamental sequence for N, and it is constructed using a
greedy algorithm. In this section, we introduce some non-standard examples for which the
Zeckendorf conditions are more concrete than the one abstractly given by a greedy algo-
rithm.
3.1 Fixed blocks
Recall the Zeckendorf condition described in Example 4. The immediate predecessors for
the Zeckendorf collection E are given by βˆn =∑n−1
k=1β
k = (1,1, . . .,1,1, 0¯) for n 6≡ 0 mod 3, and
βˆ3n =∑3(n−1)
k=1 β
k+β3n−1 = (1¯,0,1, 0¯). The unique increasing fundamental sequence Q is given
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byQn :=Qn−1+·· ·+Q2+2Q1 for n 6≡ 0 mod 3 where (Q1,Q2)= (1,2),Q3n =Q3n−1+Q3n−3+·· ·+
Q2+2Q1 for all n ≥ 2, and Q3 = 3. Let us show that these recursions reduce to Qn = 7Qn−3
for n≥ 4 with (Q1,Q2,Q3)= (1,2,3). If n≥ 1, then
Q3n+1 =Q3n+Q3n−1+Q3n−2+
3n−2∑
k=3
Q3n−k+2Q1 =Q3n+Q3n−1+2Q3n−2
Q3n = Q3n−1 +
3n−2∑
k=3
Q3n−k+2Q1 = Q3n−1+Q3n−2
Q3n−1 = Q3n−2+
3n−2∑
k=3
Q3n−k+2Q1 = 2Q3n−2.
Since 3n−2 is the lowest index of a block, it is easy to see that all seven blocks are obtained
by keeping adding Q3n−2, i.e.,
0<Q3n−2 <Q3n−1 <Q3n <Q3n−2+Q3n <Q3n−1+Q3n <Q3n−2+Q3n−1+Q3n <Q3n+1. (4)
Hence, 7Q3n−2 =Q3n+1. Also notice that as we keep adding Q3n−2, we arrive Q3n−1 and Q3n,
and we have Q3n−1 = 2Q3n−2 and Q3n = 3Q3n−2. Thus,
Q3n−1 = 2Q3n−2, n≥ 1⇒Q3n+2 = 2Q3n+1 = 7(2Q3n−2)= 7Q3n−1,
Q3n = 3Q3n−2, n≥ 1⇒Q3n+3 = 3Q3n+1 = 7(2Q3n)= 7Q3n.
Let us introduce a different perspective, from which it is far easier to see the simple
formula of Qn. First notice that (1,2,3) is the only increasing sequence of three positive
integers that represents the first consecutive positive integers {1,2, . . .,M} uniquely under
the coefficient functions in the seven blocks where M turns out to be 6. Given any pos-
itive integers n, let n = ∑∞r=0ar7r be the base-7 expansion where 0 ≤ ar ≤ 6, and write
n=∑∞r=0(µr1+2µr2+3µr3)7r where (µr1,µr2,µr3) is the unique one of the seven blocks. Thus,
they make an E -Zeckendorf expansion.
In general given a positive integer N ≥ 1, we may consider a random list of immediate
predecessors βˆk for 1≤ k≤N+1. They determine an increasing finite sequence (Q1, . . . ,QN)
where Q1 = 1 and Qn =Q1+
∑
βˆnQ for n ≥ 2, and also determine a list B of blocks of length
N that were used in representing each integer ℓ from 1 to
∑
βˆn+1Q. Then, the collection E
generated by concatenating blocks in B is Zeckendorf. Consider the sequence Q given by
Qn = bQn−N where b = QN+1 and the initial values (Q1, . . . ,QN) are the ones determined
earlier. Then, as argued in the earlier example where b = 7 and N = 3, it is easy to see via
the base b-expansions that Q is an increasing fundamental sequence for N. By Theorem 8,
under the E -Zeckendorf condition, N has a unique increasing fundamental sequence, and
hence, the system of equalities Qn+1 = Q1 +
∑
βˆnQ must imply the short recursion Qn =
bQn−N for all n≥N+1. However, we can also use the method of listing all blocks as in (4),
i.e.,
QnN+1 < ·· · <
(n+1)N∑
k=nN+1
βˆ(n+1)N+1
k
Qk <Q(n+1)N+1, (5)
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and as we list each block, we obtain
QnN+k = ckQnN+1 for 1≤ k≤N (6)
where ck is independent of n. This proves that Qn+N = bQn for all n≥ 1 where b=QN+1.
Let us consider Zeckendorf collections constructed with these fixed blocks for the unit
interval I. Let B be the list of descendingly ordered blocks {(a1,a2,a3) ∈ Z3 : 0≤ ak ≤ 1, k =
1,2,3}− {(0,1,1)}, and let E be the Zeckendorf collection determined by the maximal coeffi-
cient functions of order n for n≥ 1 which are generated by concatenating the seven blocks in
B. If exists, by Theorem 16, a decreasing fundamental sequenceQ must satisfy the following
for n≥ 0 since Q3n+3 =
∑∞
k=4Q3n+k:
Q3n =Q3n+1+Q3n+2+2Q3n+3
Q3n+1 = Q3n+2+Q3n+3
Q3n+2 = 2Q3n+3.
(7)
As in the case of positive integers, we chose the index 3n+3 for which all seven blocks are
equal to integer multiples ofQ3n+3, i.e.,Q3n+3 <Q3n+2 <Q3n+1 < ·· · <Q3n+3+Q3n+2+Q3n+1 <
Q3n, and Q3n+2 = 2Q3n+3 and Q3n+1 = 3Q3n+3 for all n≥ 1. Hence, Qn = 7Qn+3 for all n≥ 1.
If we use the same idea of decomposing coefficients of the base 1/7-expansion, it is easy to
see that (Q1,Q2,Q3) = (3/7,2/7,1/7) and Qn = 7Qn+3 for all n ≥ 1 define a decreasing funda-
mental sequence for I under the E -Zeckendorf condition. Let us consider the problem of the
weak converse under the E -Zeckendorf condition, i.e., the problem of determining whether
this is the only decreasing fundamental sequence. Since the characteristic polynomial for
the recursion is 7x3−1, and its zeros have the moduli equal to each other, [7, Theorem 1]
does not allow us to conclude that a decreasing fundamental sequence is given by a/
3
p
7
n
for n ≥ 1. In fact, there are complex numbers αk for k = 1,2,3 such that the terms of the
above fundament sequenceQ are given byQn =α1 13p
7n
+α2 e
2πin/3
3p
7n
+α3 e
2πin/3
3p
7n
for all n≥ 0 where
α1 ≈ .96, α2 ≈ .02+ .07i, and α3 ≈ .02− .07i. It is possible to use Binet’s formula and con-
sider other possibilities for αk to prove that Q is the only decreasing fundamental sequence,
but also we can specialize the system (7) with n = 0 to obtain (Q1,Q2,Q3) = (3/7,2/7,1/7).
This proves that Q is the only decreasing fundamental sequence under the E -Zeckendorf
condition, i.e., the weak converse holds for the E -Zeckendorf interval I.
It is clear that for random immediate predecessors βˆn, we shall have a nonhomogeneous
system of linear equations in Q1, . . . ,QN as in (7) with n = 0 for which the coefficient ma-
trix is a square matrix in row echelon form with no shifts in leading positions, and hence,
nonsigular. Thus, it is clear that, if exists, the first N values of a decreasing fundamental
sequence Q are uniquely determined, and it must be given by Qn = bQn+N according to the
principle introduced in (5) and (6). By Theorem 16, it is indeed a decreasing fundamental
sequence for the E -Zeckendorf interval I, and hence, the weak converse holds.
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3.2 Linear recurrence with negative coefficients
Recall Example 10, and the recurrence was obtained by considering βˆn = ∑n−2
k=2β
k +2βn−1
where
∑n−2
k=2 β
k allows nearby terms of Qn to have a common tail, i.e., Qn = 2Qn−1+
∑n−2
k=1Qk
and Qn−1 = 2Qn−2 +
∑n−3
k=1Qk have a common tail
∑n−3
k=1Qk, and this allows us to derive a
short recursion Qn = 3Qn−1−Qn−2.
Using the same common tail
∑n
k=1 bβ
k, we have the following general result.
Proposition 21. Let N and b be non-negative integers such that b> 0 if N = 0, and let ek be
non-negative integers such that e1 ≥ 1 if N > 0. Let E be a Zeckendorf collection determined
by immediate predecessors βˆn =∑n−N−1
k=1 bβ
k+∑N
k=1 ekβ
n−k for n ≥ 2, and for n≥ N+2, βˆn =∑n−N−1
k=1 bβ
k+∑N
k=1 ekβ
n−k (where coefficients ek independent of n). Let Q be the increasing
fundamental sequence for the E -Zeckendorf set of numbers N. Then, for n≥N+2,
Qn = (e1+1)Qn−1+
N∑
k=2
(ek− ek−1)Qn−k+ (b− eN )Qn−N−1. (8)
Proof. If n≥N+2,
Qn =Q1+
n−N−1∑
k=1
bβkQk+
N∑
k=1
ekQn−k
=Q1+
n−N−1∑
k=1
bβkQk+bQn−N−1+
N∑
k=1
ekQn−k
Qn−1 =Q1+
n−N−1∑
k=1
bβkQk+
N∑
k=1
ekQn−k−1
⇒Qn−Qn−1 = e1Qn−1+
N∑
k=2
(ek− ek−1)Qn−k+ (b− eN)Qn−N−1
⇒Qn = (e1+1)Qn−1+
N∑
k=2
(ek− ek−1)Qn−k+ (b− eN )Qn−N−1.
The structure of the coefficients in (8) immediately implies Theorem 11, and we leave the
proof to the reader.
3.3 Linear recurrence with non-constant coefficients
Let us introduce immediate predecessors βˆn that are written in terms of well-known func-
tions such as polynomial with positive coefficients. In fact, it is based on the same idea of
using a common tail in immediate predecessors as in Section 3.2.
Let τ = ∑∞
k=1 kβ
k be a coefficient function, and let τn denote
∑n
k=1β
k for n ≥ 1. Let E
be a Zeckendorf collection determined by βˆn = τn−2 + nβn−1 = (1,2,3, . . .,n− 2,n, 0¯) for all
n ≥ 2. Let Q be the increasing fundamental sequence for the E -Zeckendorf set of numbers
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N, so that it is given by Qn =Q1+
∑
βˆnQ. Then, using the same idea introduced in Section
3.2, we find Qn = (n+1)Qn−1−Qn−2 for all n ≥ 3. For the same coefficient function τ, if we
consider immediate predecessors βˆn = τn−3+2nβn−2+3nβn−1, then the recursion turns out
to be Qn = (3n+1)Qn−1− (n−3)Qn−2− (n+1)Qn−3 for all n≥ 4.
Recall from Section 2.2 the example of a fundamental sequence Q given by Qn+2 =
(n+1)Qn+1+Qn for all n ≥ 1 and Q = (1,2,5,17, . . .). This recursion is obtained from βˆn =∑⌊(n−1)/2⌋
k=0 β
n−1−2k = (· · · ,0,n−5,0,n−3,0,n−1, 0¯) for all n ≥ 2, and if we use the same idea
demonstrated in this section to the self similarity property that βˆn = (n−1)βn−1+ βˆn−2 for
all n≥ 4, i.e.,
Qn = (n−1)Qn−1+ (n−3)Qn−3+·· ·
Qn−2 = (n−3)Qn−3+ (n−5)Qn−5+·· ·
then we obtain Qn+2 = (n+1)Qn+1+Qn for all n≥ 1. Conversely, if we have
Qn+3 = f1(n+2)Qn+2+ f2(n+1)Qn+1+ f3(n)Qn
for all n≥ 1, for example, where fk(n) are polynomials with non-negative integer coefficients,
we may recursively define immediate predecessors as follows: βˆn = f1(n− 1)βn−1+ f2(n−
2)βn−2+( f3(n−3)−1)βn−3+βˆn−4 for all n≥ 4, βˆ3 = f1(2)β2+ f2(1)β1, and βˆ2 = f1(1)β1, provided
that f3(n)−1≥ 0 for all n≥ 1. For example,
βˆ6 = f1(5)β5+ f2(4)β4+ ( f3(3)−1)β3+ f1(2)β2+ f2(1)β1.
4 Examples of E -Zeckendorf subsets
Recall from Section 2 that aN is an L -Zeckendorf subset of N if L= (1,1,1) and a is a positive
integer. In fact, aN is an E -Zeckendorf subset of N under all E -Zeckendorf conditions since N
is an E -Zeckendorf set of numbers by Theorem 8. It turns out that other congruence classes
are essentially not E -Zeckendorf for any nontrivial Zeckendorf collections.
Proposition 22. Given an integer a > 1 and an integer 0< j < a such that gcd( j,a)= 1, the
subset j+aN is not an E -Zeckendorf subset if E is not trivial.
Proof. Notice that if E is not trivial, then there must be a coefficient function µ such that
µ˜=β1+µ. Then, ∑ µ˜Q =Q1+∑µQ ≡ 2 j mod a. Since 2 j 6≡ j mod a, we prove the lemma.
In fact, if E is trivial, then we define Qk := j+ak, and the only E -Zeckendorf expansions
are Qk since E = {βk : k ≥ 1}∪ {0}. The case of gcd( j,a) > 1 is reduced j+ aN = d( j0+ a0N)
where d = gcd( j,a). If a0 > 1, then the lemma implies that E must be trivial, but if a0 = 1,
then the answer is different.
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Proposition 23. Let j be a positive integer. Then, j+N is an E -Zeckendorf subset of N for
some nontrivial Zeckendorf collection E .
Proof. Let βˆn = βn−1 for 2 ≤ n ≤ j+1, and βˆn = β j +βn−1 for n ≥ j+2. Let E be the Zeck-
endorf collection determined by immediate predecessors βˆn for n≥ 2. LetQ be an increasing
sequence given by Qk = j+ k for 1 ≤ k ≤ j, and Qk = j(k− j) for k ≥ j+1. Then, the first j
terms of Q make a complete residue system mod j, and later terms represent multiples of
j. Hence, combinations of these two kinds will represent all numbers in j+N.
First notice that all immediate successors are obtained by replacing some βˆn. The fol-
lowing are a typical sequence of immediate successors: For n≥ j+1,
βn⊳a β
1+βn⊳a β2+βn⊳a · · ·⊳a β j+βn⊳a βn+1.
Then, clearly
∑
(βm+βn)Q for 1≤m≤ j will cover consecutive positive integers from j+1+
j(n− j) to 2 j+1+ j(n− j). As n varies from j+1, the subset XQ will cover all consecutive
integers ≥ j+1, and hence, XQ = j+N.
We may consider the L -Zeckendorf subset aN in a different perspective. Notice that it is
obtained from the linear transformation T defined by Qk 7→ Zk := aQk where Qk are consid-
ered as formal symbols and that it preserves the E -Zeckendorf condition, i.e., T(
∑
ǫQ)=∑ǫZ
is still E -Zeckendorf. The shifting function ψ introduced in [15] is another example that pre-
serves the E -Zeckendorf condition. Let Z be the sequence given by Zk :=Qk+1 where Q is
a fundamental sequence for the E -Zeckendorf set of numbers N, and let ψQ :N→N be the
function defined by ψ(
∑
ǫQ)=∑ǫZ. For example, if L= (1,1) is a Zeckendorf multiplicity list
and Q is the Fibonacci sequence under the L -Zeckendorf condition, then ψQ(100)=ψ(F10+
F5+F3)= F11+F6+F4 = 162, and in general, ψQ(n)=φn+O(1) where φ is the golden ratio.
Clearly the subset ψQ(N) is an L -Zeckendorf subset, and ψQ(N) = {
∑
ǫQ : ǫ ∈L & ǫ1 = 0},
which has a positive proportion of N in the following sense: 1
x
#{m ∈ψQ(N) :m≤ x}→φ−1 as
x→∞. There is no difficulty in applying the idea of shifting indices to general E -Zeckendorf
expansions written in the terms of a fundamental sequence for N, and they generate a good
deal of E -Zeckendorf subsets of N.
Another interesting way of constructing E -Zeckendorf subsets are as follows. Let E˜ be a
Zeckendorf collection, and suppose that it has a proper subcollection E . If Q is a decreasing
fundamental sequence for the E˜ -Zeckendorf set of numbers R, then we may investigate
the subset XE
Q
. Recall from Section 2 the sequence Q given by Qk := 2k−1 for k ≥ 1, which
is an increasing fundamental sequence under the L˜ -Zeckendorf condition determined by
a Zeckendorf multiplicity list L˜ = (1,2), and the subset XL
Q
where L is the Zeckendorf
collection determined by L= (1,1). The L -Zeckendorf subset XQ = XLQ contains nearly zero
proportion of N since #{m ∈ XQ :m≤ 2n}= Fn+1 which implies #{m ∈ XQ :m< x}=O(xlog2(φ))
where φ≈ 1.6 is the golden ratio.
Let us consider Zeckendorf collections L˜ and L of descending coefficient functions de-
termined by Zeckendorf multiplicity lists L˜ = (1,2) and L = (1,1), respectively. Then, the
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sequence Q given by Qk = 1/2k for k ≥ 1 is a decreasing fundamental sequence for the
L˜ -Zeckendorf interval I. As in the case of N, the subset generated by Q under the L -
Zeckendorf condition seems small.
Proposition 24. Let Q be the sequence given by Qk = 1/2k for all k ≥ 1, and let L = (1,1).
Then, the L -Zeckendorf subset XQ is Lebesgue measurable, and it has Lebesgue measure
zero.
Proof. Let L˜= (1,2), and let L˜ be the Zeckendorf condition associated with L˜. Let S be the
subset of XQ consisting of
∑
ǫQ where ǫ ∈L has finite support. Given γ=∑ǫQ ∈ S, find the
index b such that ǫb = 1 and ǫk = 0 for all k > b, and consider a real number γ0 := γ+1/2b+1
and the interval
Jγ := (γ0,γ0+1/2b+1)= {γ0+
∑
δQ ∈ I : δ ∈ L˜ , ord(δ)> b+1}.
Then, the binary expansions of the real numbers in the intervals Jγ as γ varies in S are
clearly distinguished by the first adjacent terms 1/2b+1/2b+1, and hence, ⋃γ∈S Jγ forms a
disjoint (countable) union of open intervals. For all γ ∈ S, the left end point γ0 is not a
member of XQ , but the right end point may or may not be a member of XQ . Let J
0
γ denote
[γ0,γ0 + 1/2b+1] if the end point is not in XQ , and [γ0,γ0 + 1/2b+1) otherwise. Then since
S is countable, the union
⋃
γ∈S J0γ is Lebesgue measurable, and I− XQ =
⋃
γ∈S J0γ . It is a
straighforward induction exercise to show that given an integer b≥ 1, Fb−1 is the number of
γ ∈ S such that the binary expansion of γ terminates with 1/2b. Let msr denote the Lebesgue
measure. Then, it follows
msr(I−XQ)=msr
( ⋃
γ∈S
J0γ
)
=msr
( ⋃
γ∈S
Jγ
)
=
∞∑
b=1
Fb−1
2b+1
= 1.
Therefore, XQ is Lebesgue measurable, and msr(XQ)= 0.
5 Proofs
We prove the results that are introduced in Section 2.
5.1 Definitions
Let us prove Theorem 5 in this section. We begin with the following lemma.
Lemma 25. Let E be a Zeckendorf collection of ascending coefficient functions with finite
support, and let δ = α+ρ ∈ E where α and ρ are coefficient functions and α 6= 0. If there is
a smallest index s such that r := ord(α)≤ s and ρ ≡ 0 res [1, s), then there is an index t such
that t > s, res[r,t)(ρ) is a proper E -block, and one of the successors of δ in the lexicographical
order is βt+res[t,∞)(ρ).
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Proof. Let δ1 := δ. Note that it could be the case that res[1,t)(δ) is already equal to βˆt for
some t > s, or that ρ = 0. If this is not the case, we keep finding immediate successors δk
of δ for k = 1,2, . . . by adding β1 or replacing a copy of βˆt for some index t, which could be
as small as t = 2, up to the point where t ≤ s, and for these indices t, let δk = αk+ρ where
αk is a coefficient function with ord(αk) ≤ s since the immediate successors never change
the values of δ at indices > s. Also notice that δk ≡ δ res (s,∞) for those indices k ≥ 1, and
let us claim that there is the largest such index K . If δk ≡ δ res (s,∞) for all k ≥ 1, then
δk ⊳a β
n for all k ≥ 1 where n= ord(δ)+1, but this conclusion contradicts the property that
there are only finitely many coefficient functions in E that are less than βn. Thus, there is
an index T > s such that δK ≡ βˆT res [1,T), and δK+1 = βT + res[T,∞)(δK ) = βT + res[T,∞)(δ)
since δK ≡ δ res (s,∞).
Recall r := ord(αK )≤ s, and notice that βˆT ≡ αK +ρ res [1,T)⇒ βˆT ≡ αK +ρ res [r,T). If
ord(αK )= s, then βˆT ≡αKs βs+ρ res [s,T) implies that βˆT ≡αK +ρ ≡ ρ res (s,T), and ρs < βˆTs .
Thus, ρ res [s,T) is a proper E -block with the supporting indices [s,T) since βˆT
T−1 6= 0; see
Section 2.1. If r := ord(αK )< s, then βˆT ≡αKr βr+ρ res [r,T) implies that ρT−1 = βˆTT−1 6= 0 and
ρ res [r,T) is a proper E -block with the supporting indices [r,T) since ρr = 0< βˆTr =αKr βr.
Corollary 26. If ρ is a coefficient function described in Lemma 25, then ρ has a decomposi-
tion into proper E -blocks.
Proof. By Lemma 25, there is an index t1 > s such that ζ1 := res[r,t1)(ρ) is a proper E -block
where r ≤ s. Also since βˆt1+res[t1,∞)(ρ) is a member of E , the lemma again implies that there
is an index t2 > t1 such that ζ2 := res[t1,t2)(ρ) is a proper E -block where βˆt2 + res[t2,∞)(ρ) ∈
E . This process continues and generates an infinite sequence of coefficient functions βˆtk +
res[tk ,∞)(ρ) in E where res[tk−1,tk)(ρ) is a proper E -block for k≥ 2.
Let us prove Theorem 5. If a collection E satisfies the E -block properties described in
Theorem 5, Part 2, then they clearly satisfies the second condition of Definition 2, and let
us show that the first condition is satisfied. The key observation is that there are only
finitely many proper E -blocks of given any order, and hence, finitely many proper E -blocks
of order ≤ n for any index n ≥ 1. If µ ∈ E has order n, then the E -block decomposition of
any coefficient function σ less than µ in E is made out of finitely E -blocks of order ≤ n, and
hence, there are finitely many coefficient functions that are less than µ in E .
Suppose that E is Zeckendorf, and let µ ∈ E be a coefficient function in E . Let us show
that µ has an E -Zeckendorf block decomposition. If µ˜= β1+µ, then by Corollary 26, µ has
a decomposition into proper E -blocks, and also this proves the rule of finding the immediate
successor of µ in Theorem 5, Part 2 since the first block of µ is proper. Suppose that µ˜ 6=β1+µ,
βˆT ≡ µ res [1,T), and µ˜ = βT + res[T,∞)(µ). Then, µ = βˆT + res[T,∞)(µ) ∈ E , and by Corollary
26, res[T,∞)(µ) ∈ E has a block decomposition into proper E -blocks ζm for m ≥ 1 only. Thus,
µ= βˆT +∑∞m=1∑ζm makes an E -Zeckendorf block decomposition. Also µ˜=βT +res[T,∞)(µ)=
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βT +∑∞m=1∑ζm proves the rule of finding the immediate successor of µ in Theorem 5, Part
2.
The proof of Theorem 7 is nearly identical to that of Theorem 5, and we sketch the out-
line without giving a detailed proof. Suppose that E is Zeckendorf. Let ǫ be a descending
coefficient function in E , and let M be the smallest index ≥ 1 for which its immediate suc-
cessor in E M is given by ǫ+βM res M as guaranteed by Definition 6. Then, the subcollection
E
M has finitely many coefficient functions where the smallest element is βM and the largest
element, β1. The immediate predecessor of βn for n ≤ M is β¯n−1 res M, and the rule of
finding immediate successors is the same as in Definition 2 except for the reversed order
of indices. Using the same method introduced in Lemma 25 and Corollary 26, we find a
decomposition res[1,M](ǫ) =
∑K
m=1
∑
ζm where ζm are proper E M-blocks, and hence, proper
E -blocks for 1≤m≤K . Notice that if M is the largest supporting index of the proper block
ζ1, we obtain the immediate successor by adding βM again. Since M was the smallest such
choice, it follows that K = 1. By repeating this process, we find an arbitrarily large index
M′ such that res[1,M′](ǫ) =
∑K
m=1
∑
ξm is a decomposition into proper E -blocks. Since proper
E
M′-blocks in ǫ beginning at the index n = 1 are uniquely determined, the blocks ξm for
1 ≤ m ≤ K −1 must be the same blocks obtained at earlier steps, and this proves the exis-
tence of an E -Zeckendorf block decomposition, which must be unique. The proofs of Part
1 and 3 of Theorem 7 are straightforward, and we leave it to the reader. Also, using the
methods introduced above, it is straightforward to prove the if-part of Theorem 7, and we
leave it to the reader as well.
5.2 The integer case
We prove Theorem 8 in this section. Part 1 (a) follows immediately from Algorithm 12, and
we prove Part 1 (b) here. Given δ ∈ E , denote by δ˜ the immediate successor of δ in the
ascending lexicographical order.
Lemma 27. Let E and Q be as defined in Theorem 8, Part 1 (b). If δ ∈ E , then Q1+
∑
δQ =∑
δ˜Q.
Proof. Let δ=∑∞m=1∑ζm be the E -Zeckendorf block decomposition. If ζ1 is a proper E -block,
then then by Theorem 5, δ˜= (1+δ1, · · · ), and the statement Q1+
∑
δQ =∑ δ˜Q is clearly true.
If ζ1 = βˆn, then δ= (βˆn
1
, . . . , βˆn
n−1,δn, · · · ), and δ˜= (0¯,1+δn, · · · ). Thus,
Q1+
∑
δQ =Q1+
∑
βˆnQ+
∞∑
k=n
δkQk =Qn+
∞∑
k=n
δkQk
where the second equality is obtained by using the recursive definition of Q;
= (1+δn)Qn+
∞∑
k=n+1
δkQk =
∑
δ˜Q.
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Let us prove that the function f : E →N given by f (µ)=∑µQ is bijective. Let (µ1,µ2, · · · )
be the list of coefficient functions in E in increasing order, so that µk is the immediate
predecessor of µk+1. Let us prove f (µk) = k for all k ≥ 1. First, f (µ1) =
∑
µ1Q =
∑
β1Q = 1,
and suppose that there is an index n ≥ 1 such that f (µk) = k for all k ≤ n. Then, f (µn+1) =∑
µn+1Q = Q1 +
∑
µnQ by Lemma 27, and hence, by the induction hypothesis, f (µn+1) =
Q1+n= n+1. This concludes the proof of Part 1 (b).
Part 2 (a) follows immediately from Part 1 (b). Let Q be a sequence defined by (2) with
Q1 = 1 where βˆn are the immediate predecessors in E . Let us prove Part 2 (b). Note that
for the first sentence of the part the collection is not necessarily Zeckendorf. Let Q and Z be
increasing fundamental sequences in N that generate a subset Y under the E -Zeckendorf
condition. Let us use the induction to show that Qn = Zn for each n ≥ 1. Since Q1 and Z1
are the smallest integers in Y , we have Q1 = Z1. Suppose that Qk = Zk for all 1 ≤ k < n
where n ≥ 2. Suppose that Zn <Qn. Then, there is an E -Zeckendorf coefficient function µ
such that Zn =
∑
µQ. If ord(µ)≥ n, then Zn =
∑
µQ ≥Qn, which contradicts Zn <Qn. Thus,
ord(µ)< n. By the induction hypothesis, Zn =
∑
µQ =∑n−1
k=1 µkQk =
∑
µZ. Since Zn and
∑
µZ
are distinct E -Zeckendorf expansions, it contradicts that Z has the unique E -Zeckendorf
representation property. We conclude that Qn ≤ Zn. If Qn < Zn, a similar argument applies,
and we conclude that Qn = Zn.
The second sentence of Part 2 (b) follows immediately from the choice of Q we made for
Part 2 (a), and the uniqueness of increasing sequences we just proved above.
5.3 The real number case
We prove Theorem 16 in this section, and let us first prove the only-if part of Theorem, Part
1 (b). Recall from Section 2 the maximal coefficient function β¯n of order n, and that it is
denoted by β¯n. For convenience of stating results in this section, we define Q0 = 1.
Lemma 28. Let Q be a decreasing fundamental sequence for an E -Zeckendorf interval I. If
n≥ 1, then ∑ β¯nQ ≤Qn−1.
Proof. For n= 1, by definition of being a fundamental sequence of an E -Zeckendorf interval
I, we have
∑M
k=1 β¯
1
k
Qk < 1 for large index M, and hence,
∑
β¯1Q = limM→∞
∑M
k=1 β¯
1
k
Qk ≤ 1.
For some n ≥ 2, and suppose that ∑ β¯nQ > Qn−1, so that there is an index M ≥ n such
that
M−1∑
k=n
β¯nkQ+ (b−1)QM ≤Qn−1 <
M−1∑
k=n
β¯nkQ+bQM (9)
where we can choose 1 ≤ b ≤ β¯n
M
. Then, by the definition of Zeckendorf collections, µ :=∑M−1
k=n β¯
n
k
Q+ (b−1)βM, which is a proper E -block with support interval [n,M], is a member
of E , and hence, by the uniqueness of E -Zeckendorf expansions, we have a strict inequality
α :=∑µQ <Qn−1 < α+QM. Thus, 0<Qn−1−α<QM , and by the existence of E -Zeckendorf
expansions, Qn−1−α=
∑
δQ for δ ∈ E of order >M. However, Qn−1 =α+
∑
δQ =∑M−1
k=n β¯
n
k
Q+
(b−1)QM+
∑
δQ, and by Theorem 7, the last expansion is an E -Zeckendorf expansion. Since
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Qn−1 is an E -Zeckendorf expansion, and this contradicts the uniqueness of E -Zeckendorf
expansions, we proved that
∑
β¯nQ ≤Qn−1.
Proposition 29. For each index m ≥ 1, ∑ β¯mQ =Qm−1, and ∑δQ <∑ β¯mQ for all δ ∈ E of
order m.
Proof. Suppose that Qm−1 >
∑
β¯mQ, and let
∑
β¯mQ =∑∞
k=1
∑
ζkQ be a nonzero E -Zeckendorf
block decomposition. Let mk := ord(ζk) for all k ≥ 1 and ak be the maximum index of the
support of ζk for all k ≥ 1. Then, m ≤ m1 = ord(ζ1), and note here that ζkak = 0 may be the
case if β¯
mk
ak−1 = ζ
k
ak−1, and ak ≤mk+1−1. Then, by Lemma 28∑
ζkQ ≤
∑
β¯mkQ−Qak −
∞∑
j=ak+1
β¯
mk
j
Q <Qmk−1−Qak
where γk :=
∑∞
j=ak+1 β¯
mk
j
Q > 0 since β¯mk has infinite support.
⇒
∞∑
k=1
∑
ζkQ =
∑
ζ1Q+
∞∑
k=2
∑
ζkQ
<Qm1−1−Qa1 −γ1+
∞∑
k=2
(Qmk−1−Qak )
=Qm1−1−Qa1 −γ1+
M∑
k=2
(Qmk−1−Qak )+
∞∑
k=M+1
(Qmk−1−Qak )
≤Qm1−1−Qa1 −γ1+
M∑
k=2
(Qak−1 −Qak )+
∞∑
k=M+1
(Qmk−1−Qak )
=Qm1−1−γ1−QaM +
∞∑
k=M+1
(Qmk−1−Qak )
→Qm1−1−γ1 as M→∞. (10)
Notice that β¯m 6= βm since β¯m 6∈ E . Thus, Qm <
∑
β¯mQ =∑∞
k=1
∑
ζkQ ≤Qm1−1−γ1 <Qm1−1,
and it implies that m1−1<m. However, m1 ≥m, and hence, m=m1. Since ord(ζ1)=m, the
values of ζ1 match those of β¯m except for Qa1 , so∑
β¯mQ =
∑
ζ1Q+
∞∑
k=2
∑
ζkQ
⇒
∑
β¯mQ−
∑
ζ1Q =
∞∑
k=2
∑
ζkQ ⇒Qa1 +
∞∑
k=a1+1
β¯mQ ≤
∞∑
k=2
∑
ζkQ
By using similar arguments as in (10), we find
∑∞
k=2
∑
ζkQ ≤Qm2−1−γ2, and since γ2 > 0,
⇒Qa1 <Qa1 +
∞∑
k=a1+1
β¯mQ ≤
∞∑
k=2
∑
ζkQ ≤Qm2−1−γ2 ≤Qa1 −γ2 <Qa1 .
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Thus,
∑
β¯mQ ≥Qm−1, and by Lemma 28, we prove that it is the equality.
Let us prove the second statement. Let
∑
δQ = ∑∞
k=1
∑
ζkQ be the E -Zeckendorf block
decomposition where ord(ζ1)=m. Then, by (10),
∑
δQ =
∞∑
k=1
∑
ζkQ ≤Qm1−1−γ1 <Qm−1 =
∑
β¯mQ.
This proves the only-if part of Part 1 (b). Let us prove the if-part of Part 1 (b). Recall
from Section 2.1 the notion of proper E -blocks ζ at index n, which has a uniquely determined
the support interval [n, s] where s is the only index such that ζs 6= β¯n and ζs < β¯n.
For the existence of an E -Zeckendorf expansion, we shall use the greedy algorithm in
terms of proper E -blocks. Given a real number x ∈ I, let ζ be the lexicographically largest
proper E -block that goes into x, i.e.,
∑
ζQ ≤ x, and define ζ1 := ζ, x1 := x−
∑
ζ1Q, and x0 := x.
Also recursively define xm := xm−1−
∑
ζmQ form≥ 1 where ζm is the lexicographically largest
proper E -block that “goes into” xm−1. Note here that it may be the case that ζm = 0 for all
large indices m. Then, x=∑Mm=1∑ζmQ+ xM for some xM ∈ [0,1) for all M ≥ 1.
Given m ≥ 1, let us prove that ζm and ζm+1 have disjoint index supports. Let [n, j] be
the support interval of ζm so that with ζm
j
< β¯n
j
and ζm ≡ β¯n res [n, j). Suppose that the
two blocks are not disjoint, so that there is an index k ≤ j such that ζm+1
k
≥ 1. Then, xm+1 =
xm−
∑
ζm+1Q ≤ xm−Q j = xm−1−
∑
ζmQ−Q j. Notice that
∑
ζmQ+Q j =
∑ j
k=m ζ
m
k
Qk+Q j =
∑
ζ′Q
for some proper E -block ζ′ that is lexicographically larger than ζm; if ζm
j
+1< β¯n
j
, then ζm+β j
forms a proper E -block with the same support interval [n, j], and if ζm
j
+1= β¯n
j
, notice that
β¯n has infinite support, and we can find the smallest index ℓ > j such that β¯n
ℓ
> 0. Then,
ζ′ := ζm+β j also forms a proper E -block with the support interval [n,ℓ] where ζ′
ℓ
= 0 < β¯n
ℓ
.
Hence, 0 ≤ xm+1 ≤ xm−1−
∑
ζ′Q where ζm ⊳d ζ′. This contradicts the choice of ζm. Thus, ζk
for k≥ 1 are lexicographically decreasing disjoint proper E -blocks.
Recall x =∑Mm=1∑ζmQ+ xM for all M ≥ 1, and let us prove that xM → 0 as M→∞. If s
is the largest index of the support of ζM , then xM <Qs; otherwise, we would have chosen a
proper E -block ζ′ larger than or equal to ζM +βs. Since Qs → 0 as M →∞, we prove that
xM → 0 as well, and hence, x=
∑∞
m=1
∑
ζmQ.
Thus, we proved that x has an E -Zeckendorf expansion. The uniqueness of such an
expansion follows immediately from the property that if y is a real number in I and y =∑∞
m=1
∑
ξmQ is an E -Zeckendorf block decomposition, then ξ1 is the lexicographically largest
proper E -block that goes into y. Let us prove this property. Let ξm be the proper E -blocks
described above. Write y = ∑∞m=1∑ξmQ = ∑ξ1Q +∑∞m=2∑ξmQ, and let K be the highest
index in the support of ξ1. If
∑∞
m=2
∑
ξmQ is zero, then we are done, and if not, then by
Proposition 29, this infinite sum is <Qk0 for some k0 ≥ K . It follows that y <
∑
ξ1Q+QK ,
and since ξ1+βK is the immediate successor of ξ1 in the lexicographically increasing order
of all proper E -blocks, the inequality implies that ξ1 is the largest proper E -block that goes
into y. Therefore, if x = ∑∞m=1∑ξmQ, then each ξm is the lexicographically largest proper
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E -block that goes into xm−1, and hence, ξm = ζm for all m ≥ 1. This concludes the proof of
Theorem 16, Part 1 (b).
For Part 1 (a), we use the greedy algorithm as explained around Example 18, and we
leave it to the reader. Let us prove Theorem 16, Part 3.
Theorem 30. Suppose that Q is a decreasing fundamental sequence of the interval I under
the L -Zeckendorf condition given by Zeckendorf multiplicity list L = (e1, . . . , eN ). Then, Q is
a sequence defined by the linear recurrence Qn =
∑N
k=1 ekQn+k = e1Qn+1+·· ·+ eNQn+N for all
n≥ 0.
Proof. Given n ≥ 1, let β¯n+1 be the maximal coefficient function of order n+1 for the L -
Zeckendorf condition. Then, by Proposition 29
Qn =
∑
β¯n+1Q =
N−1∑
k=1
ekQn+k+ eˆNQn+N +
∞∑
k=n+N+1
β¯n+1k Qk
Since the last term of the RHS is the maximal coefficient function of order n+N + 1, by
Proposition 29, it follows
Qn =
N−1∑
k=1
ekQn+k+ eˆNQn+N +Qn+N .
We use cite[Theorem 1]daykin3 stated below to prove that the sequence Q in Theorem
30 is given by a geometric series.
Theorem 31 (Daykin). Let Q is a decreasing sequence of positive real numbers given by an
L-linear recurrence. If the polynomial f (z)= enzn+·· ·+ e1z−1 has a complex root ω whose
modulus is smaller than other complex roots, then ω is a real number in I, and there is a
positive real number a such that Qk = aωk for all k≥ 1.
Let us show below that the hypothesis of Theorem 31 is always satisfied for Zeckendorf
multiplicity lists, and we begin with the following lemma.
Lemma 32. Let f (z)= anzn+·· ·+a1z+a0 be a polynomial in R[z], and suppose that ak ≥ 0
for all 1≤ k≤ n such that there are indices m< ℓ with gcd(m,ℓ)= 1 and amaℓ > 0. If f (ω)= 0
for some positive real number ω, then there is no other complex zero of f on the circle centered
at the origin with radius ω.
Proof. Suppose that there is a complex root α = ωeiθ where 0 < θ < 2π, and it implies that
its complex conjugate α¯=ωe−iθ is also a root of the polynomial.
0= f (ωeiθ)= e0+
n∑
k=1
akω
keikθ, 0= f (ωe−iθ)= e0+
n∑
k=1
akω
ke−ikθ
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By adding the RHS to each other, we have
0= 2e0+
n∑
k=1
akω
k(eikθ+ e−ikθ)= 2e0+
n∑
k=1
akω
k ·2cos(kθ)⇒ 0= e0+
n∑
k=1
akω
k cos(kθ)
On the other hand, 0 = f (ω)⇒ 0= e0+
∑n
k=1 akω
k. By subtracting the above equation from
this one, we have
0= e0+
n∑
k=1
akω
k−
(
e0+
n∑
k=1
akω
k cos(kθ)
)
=
n∑
k=1
akω
k(1−cos(kθ)).
Since both am and aℓ are positive and 1− cos(kθ) ≥ 0 for all 1 ≤ k ≤ n, it follows cos(mθ) =
cos(ℓθ)= 1. This implies that θ = 2m′π/m and θ = 2ℓ′π/ℓ for two positive integers m′ and ℓ′
with m′ <m and ℓ′ < ℓ. However, 2m′π/m= θ = 2ℓ′π/ℓ⇒m′ℓ=mℓ′, and this equality on the
natural numbers cannot happen if gcd(ℓ,m)= 1 and m′ <m and ℓ′ < ℓ.
For example, 3zn+ z−1 has a unique positive real zero ω by Descarte’s Rule of Sign, and
it has no other complex roots on the circle passing through ω centered at the origin since
gcd(an,a1)= 1. For the characteristic polynomial eN zN+·· · e1z−1 for the linear recurrence,
we have a unique positive real zeroω, and Rouché’s Theorem on the setting
∣∣eN zN +·· · e1z∣∣<
1 on a circle with radius smaller than ω implies that ω has the smallest modulus. Morever,
by Lemma 32, it is the only one with the smallest modulus.
Thus, [7, Theorem 1], we conclude that if Q is a decreasing fundamental sequence for
the interval I under the L -Zeckendorf condition, then there is a positive real number a
such that Qk = aωk for all k ≥ 1. By Theorem 30, 1=Q0 =
∑N
k=1 ekQk = a
∑N
k=1 ekω
k = 1, and
hence, a= 1.
The proof of Proposition 20 follows immediately from what we have proved so far. The
application of Rouché’s Theorem above relies on the constant term e0 being positive, not
particularly on e0 = 1, so we can say, eN zN + ·· · e1z− e0 has no zeros inside the circle of
radius ω if ω is the only positive zero of this polynomial that has coefficients in R. If we
use Lemma 32 with its conditions imposed on eN , . . . , e1, we prove that ω is a unique zero
with smallest modulus. Since the polynomial in Theorem 20 is the reciprocal version of
eN z
N +·· ·+ e1z− e0, it proves that it is a dominant polynomial.
Let us return to Theorem 16, Par 2, and it remains to show that the sequence Q given by
Qk = ωk for all k ≥ 1 is a fundamental sequence. Notice that the sequence clearly satisfies
the equality (3), which is obtained by undoing the proof of Theorem 30. Then, by Theorem
16, Part 1 (b), it is a decreasing fundamental sequence for the E -Zeckendorf set of numbers
I.
5.4 The p-adic number case
Recall that we define ordp(ǫ) to be the smallest positive index n such that ǫn 6= 0. This
definition of the order is well-suited for the order of the p-adic numbers, ordp(x) for x ∈
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Qp. Let us prove Theorem 19, Part 2, first. Let Q be a decreasing sequence, and let Z
be a fundamental sequence for XQ . Let us show that the list of increasing non-negative
integers ordp(Zk) for k ≥ 1 must coincide with the list of integers ordp(Qk) for k ≥ 1. Given
arbitrary k ≥ 1, we have Qk =
∑
ǫZ for some coefficient function ǫ with values < p implies
ordp(Qk) = ordp(Zm) where m = ordp(ǫ). It is clear that given arbitrary k ≥ 1, we have
ordp(Zk) = ordp(Qm) for some m ≥ 1. Since both are decreasing sequences, it implies that
ordp(Qk)= ordp(Zk) for all k≥ 1.
Let n be a positive integer, and let us show that Zn = Qn. Since m := ordp(Zn) =
ordp(Qn) ≥ n−1, there is an E -Zeckendorf block decomposition of Zn so that Zn =
∑
ζ1Q+∑∞
m=2 ζ
mQ. Let ǫ := ∑∞m=2ζm, which must be a member of E , and note that ζ1n 6= 0 since
ordp(Zn)= ordp(Qn). Let ζ1 be a E -Zeckendorf block at index ℓ that must be ≥ n. Then, ζ1 is
supported on the index interval [n,ℓ], and hence, ǫ is supported on the index interval (ℓ,∞).
Then,
∑
ζ1Q = Zn−
∑
ǫQ, and since ζ1 ∈ E , it follows ∑ζ1Q = Zn−∑ǫQ ∈ XQ . It is clear for p-
adic integers that Zn−
∑
ǫQ =∑σZ for some σ ∈ E of order n since ordp(∑ǫQ)≥ ordp(Qn+1),
and also that σn = 1.
Write σ0 := res(n,∞)(σ), and write
∑
ǫQ = ∑δZ for some δ ∈ E whose order is equal to
ord(ǫ) since the values of coefficient functions in E are < p. Then, Zn+
∑
σ0Z = Zn−
∑
ǫQ =
Zn−
∑
δZ, and hence, 0=∑σ0Z+∑δZ =∑ℓ
k=nσ
0
k
Zk+
∑∞
k=ℓ+1(δk+σ0k)Zk. Since 0≤ δk+σ0k ≤
2 · (p− 1)/2 = p− 1 for all k ≥ ℓ+ 1 and 0 ≤ σ0
k
≤ (p− 1)/2 for all n ≤ k ≤ ℓ, it follows that
δk =σ0k = 0 for all k≥ ℓ+1, and σ0k = 0 for all n≤ k≤ ℓ. Hence,
∑
ζ1Q = Zn−
∑
δZ = Zn.
Let us show that ζ1n = 1. Write Qn =
∑
αZ = αnZn+
∑
α0Z for some E -Zeckendorf coef-
ficient function α of order n and α0 = res(n,∞)(α). If m := ordp(Zn), then Qn =
∑
αZ ≡ αnZn
mod pm+1, and hence,
Zn = ζ1nQn+
∑
res(n,∞)(ζ1)Q⇒ Zn ≡ ζ1nQn mod pm+1
⇒ Zn ≡ ζ1nαnZn mod pm+1⇒ 1≡ ζ1nαn mod p
⇒ ζ1nαn = ps+1 for s≥ 0. (11)
On the other hand, ζ1nαn < (
p
p)2 = p, and the equation (11) implies that s = 0 and ζ1n = 1.
Therefore, we conclude that Zn =Qn for all n≥ 1.
Let us prove Theorem 19, Part 1. Let Q be a decreasing sequence. If
∑
ǫQ = ∑δQ,
then n := ordp(ǫ)= ordp(δ) since ordp(
∑
ǫQ)= ordp(ǫ)−1 and ordp(
∑
δQ)= ordp(δ)−1. Then,
ǫnQn ≡ δnQn mod pm+1 wherem= ordp(Qn)≥ 0, and hence, ǫn(Qn/pm)≡ δn(Qn/pm) mod p.
Since ǫn, δn, Qn/p
m 6≡ 0 mod p, we have ǫn = δn. Let ǫ1 = ǫ res (n,∞) and δ1 = δ res (n,∞).
By repeating the above argument we find m1 := ordp(ǫ1) = ordp(δ1) and ǫ1m1 = δ1m1 . By in-
duction, this proves that ǫ= δ. The sequence defined by the linear recurrence described in
Theorem 19, Part 1 is decreasing, and hence, has the unique representation property. We
leave the proof to the reader.
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5.5 The unique L -Zeckendorf representation property
In this section we prove Theorem 14. Recall that a Zeckendorf multiplicity list L= (e1, . . . , eN)
for N ≥ 2 is an arbitrary list of non-negative integers where e1eN > 0, and L denotes the
Zeckendorf collection determined by L. An ascending coefficient function θ is called an
L-block at index n if there is an index 1 ≤ s ≤ N such that θn−k+1 = ek for 1 ≤ k < s and
θn−s+1 < es, and in addition if s = N and θn−N+1 = eN −1, we call it the maximal L-block at
index n. For example, the zero coefficient function is considered an L-block at any index n,
and θ= (e1−1)βn is an L-block at index n where s= 1. If L= (2,3,2), then θ =β4+3β5+2β6
is the maximal L-block at index 6. The support interval of θ is defined to be the interval of
indices in [s,n]. Notice that for each nonzero coefficient function µ ∈L , there are unique
nonzero L-blocks θm for m ≥ 1 such that µ = ∑Mm=1θm with disjoint support intervals and
θm⊳a θ
m+1, and we call it the L-block decomposition of µ.
Given a Zeckendorf multiplicity list L, we shall call the the recurrence (1) an L-linear
recurrence. Then, we have the following lemma.
Lemma 33. Let Q be a sequence in N given by an L-linear recurrence.
1. Let µ1 be a coefficient function in L with the (nonzero) L-block decomposition µ1 =∑M
m=1θ
m where ord(θ1) ≥ N. Let n := ord(θM), and let [a,ℓ] be the support interval of
θ1.
(a) If all the L-blocks are maximal and there are no gaps between the maximal blocks,
then Qa+
∑
µ1Q =Qn+1.
(b) If there is a smallest index c ≥ a that is not contained in the support intervals of
the L-blocks, then Qa+
∑
µ1Q ≤Qc+
∑
res(c,n](µ
1)Q <Qn+1.
(c) If there is a smallest non-maximal L-block θm with support interval [b, j], and
there are no gaps between the L-blocks, then Qa+
∑
µ1Q =Qb +
∑
res[b,n](µ
1)Q <
Qn+1.
(d) For all cases, Qa+
∑
µ1Q ≤Qn+1.
2. Let µ0 be a coefficient function in L with the L-block decomposition µ0 =∑Mm=1θm. If
n := ord(θM)<N, then ∑µQ <Q2N .
Proof. Part 1 (a) is clear, and we leave it to the reader. Let us prove Part 1 (b), and let
θ1, . . . ,θt be the L-blocks whose support indices are < c, i.e., there are no gaps between
their support intervals. Then, by adding Qa and more terms if necessary, we can have
Qa+
∑
θ1Q ≤∑ θ˜1Q <Qℓ+1 where θ˜1 is maximal if θ1 is not maximal, or Qa+∑θ1Q =Qℓ+1
if θ1 is maximal. For these inequalities, we use ord(θ1)≥N. For both cases, we have
Qa+
t∑
m=1
∑
θmQ ≤Qℓ+1+
t∑
m=2
∑
θmQ.
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By repeating the same process, we have Qa+
∑t
m=1
∑
θmQ ≤Qc, and this proves that Qa+∑
µ1Q ≤Qc+
∑
res(c,n](µ
1). As we continue adding terms, we generate the L-block at index c,
and by repeating the process we obtain the maximal L-block θ˜M at index n, i.e.,Qa+
∑
µ1Q ≤
Qc+
∑
res(c,n](µ
1)<∑ θ˜MQ <Qn+1. This proves Part 1 (b).
For Part 1 (c), let θ1, . . . ,θt be the maximal L-blocks whose support indices are < b with
no gaps between their support intervals. Then, by Part 1 (a), we prove Part 1 (c). For Part
(d), consider Part (b) first. If that’s not the case, consider Part (c). If that’s not the case, it
must be the case of Part (a), and that concludes the proof of Part 1.
Let us prove Part 2. Notice thatQk <Qk+N for all k≥ 1, and hence,
∑
µ0Q =∑N−1
k=1 µ
0
k
Qk <∑N−1
k=1 µ
0
k
Qk+N . So, by Part 1, we have
∑N−1
k=1 µ
0
k
Qk+N <Q2N .
Let Q be a sequence in N such that
∑
µQ =∑σQ where µ and σ are Zeckendorf distinct
coefficient functions, and µ⊳a σ. Let K be the largest index > 3N such that σK >µK . Then,
let us claim that K is the lower bound of the support interval of an L-block of µ, which can
be a zero L-block. Notice that σk = µk for all k >K . Then, for all possibilites of the index K
relative to L-blocks of σ, we have µK < σK ≤ e j for some 1≤ j ≤ N. It proves the claim, and
let µ∗ := res[K ,∞)(µ).
Let µ0 be the sum of nonzero L-blocks in µ whose order is < N. Then, µ = µ∗+µ1+µ0
where µ1 is the sum of remaining L-blocks, and the three coefficient functions have disjoint
supports. Let σ0 be the sum of nonzero L-blocks in σ whose order is <N. Then, σ=σ1+σ0
where σ1 is the sum of remaining L-blocks in σ. By Lemma 33, we have
∣∣∑µ0Q−∑σ0Q∣∣<
Q2N , and hence,∑
σ1Q =
∑
µ∗Q+
∑
µ1Q+
∑
µ0Q−
∑
σ0Q <
∑
µ∗Q+
∑
µ1Q+Q2N . (12)
Let us further decompose µ1 into two parts. Let µ11 be the sum of all L-blocks in µ1 whose
supporting indices are ≥ 2N, and let µ10 be the sum of remaining L-blocks in µ1. Since the
lengths of supporting indices of L-blocks are ≤N, we have ord(µ10)≤ 3N−2; otherwise, the
highest L-block in µ10 ends at an index ≥ 2N. Let a be the smallest index of the support
interval of the smallest L-block in µ11, and let n := ord(µ11); note that µ11a may be zero.
The next step is critical to the proof, and we claim that µ11 is the sum of maximal L-
blocks with no gaps between their support intervals, i.e., µ11 = res[a,K−1](βˆK ) where βˆK is
the immediate predecessor of βK . Suppose that there is a smallest gap at index c> a. Then,
by Lemma 33,∑
σ1Q <
∑
µ∗Q+
∑
µ11Q+
∑
µ10Q+Q2N ≤
∑
µ∗Q+
∑
µ11Q+Qa+
∑
µ10Q
≤
∑
µ∗Q+
∑
res(c,n](µ˜
11)Q+Qc+
∑
µ10Q.
The last expression is an L -Zeckendorf expansion, and by Lemma 33, Part 1 (d), we have∑
σ1Q <∑µ∗Q+Qn+1 ≤∑µ∗Q+QK ≤∑σ1Q. Thus, the L-blocks in µ11 has no gaps between
their support intervals. Note here, though, that even if k is the smallest index of a support
interval, we may have µ11
k
= 0, e.g., θ = 0 ·β3+ e1β4.
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Suppose that µ11 has a smallest L-block θ that is not maximal, and b is the lowest index
of the support interval of θ. Then, by Lemma 33, Part 1 (b),∑
σ1Q <
∑
µ∗Q+
∑
µ11Q+
∑
µ10Q+Q2N ≤
∑
µ∗Q+
∑
µ11Q+Qa+
∑
µ10Q
≤
∑
µ∗Q+
∑
res[b,n](µ
11)Q+Qb+
∑
µ10Q.
The last expression is an L -Zeckendorf expansion, and by Lemma 33, Part 1 (d), we have∑
σ1Q <∑µ∗Q+Qn+1 ≤∑µ∗Q+QK ≤∑σ1Q.
Thus, µ11 is the sum of maximal L-blocks with no gaps between their support intervals;
we shall call it a chain of maximal L-blocks. Let us show that n = K −1. If n < K −1, then∑
σ1Q < ∑µ∗Q +∑µ11Q +∑µ10Q +Q2N ≤ ∑µ∗Q +∑µ11Q +Qa +∑µ10Q = ∑µ∗Q +Qn+1 +∑
µ10Q <∑µ∗Q+Qn+2 ≤∑µ∗Q+QK ≤∑σ1Q. Moreover, if µK+1<σK , then∑σ1Q <∑µ∗Q+∑
µ11Q+Qa +
∑
µ10Q =∑µ∗Q+QK +∑µ10Q <∑µ∗Q+2QK ≤∑σ1Q by Lemma 33. Thus,
we have µK +1 = σK as well. Let us also show that a ≤ 3N. If a ≥ 3N +1, then
∑
σ1Q <∑
µ∗Q+∑µ11Q+Q3N+∑µ10Q, and since ord(µ10)≤ 3N−2, the term Q3N or Q3N+0 ·Q3N−1
makes an L-block depending on whether e1 = 1 or not, and hence, µ∗+µ11Q+Q3N+µ10 ∈L .
By Lemma 33, the previous inequality implies
∑
σ1Q <∑µ∗+QK ≤∑σ1Q.
Let us claim that σk = 0 for all 2N ≤ k < K . Suppose that σr > 0 for some 2N ≤ r < K .
Then, ∑
σ1Q−
∑
µ∗Q−
∑
µ1Q ≥QK +Qr−
∑
µ11Q−
∑
µ10Q =Qr+Qa−
∑
µ10Q
where we use σ1
K
=µ∗
K
+1 for the inequality part, and use QK =
∑
µ11Q+Qa for the equality
part. By Lemma 33,
∑
µ10Q < Qs+1 where s = ord(µ10) < a, and hence,
∑
µ10Q < Qa by
Lemma 33, Part 1 (d). Thus,∑
σ1Q−
∑
µ∗Q−
∑
µ1Q >Qr ≥Q2N .
On the other hand,
∑
σ1Q −∑µ∗Q −∑µ1Q = ∑µ0Q −∑σ0Q < Q2N , which contradicts the
above inequality. Therefore, σk = 0 for all 2N ≤ k<K .
Now, we have∑
µ0Q−
∑
σ0Q =
∑
σ1Q−
∑
µ∗Q−
∑
µ11Q−
∑
µ10Q
=
∑
res[1,2N)(σ
1)Q+Qa−
∑
µ10Q
⇒
∑
µ0Q+
∑
µ10Q =
∑
σ0Q+
∑
res[1,2N)(σ
1)Q+Qa.
Since α := µ0+µ10 and γ :=σ0+ res[1,2N)(σ1) are both L -Zeckendorf, we have the following.
Let θ be the maximal L-blockwith support interval [a,a+N−1]:∑
αQ =
∑
γQ+Qa
⇒
∑
αQ+
∑
θQ =
∑
γQ+Qa+
∑
θQ
⇒
∑
αQ+
∑
θQ =
∑
γQ+Qa+N . (13)
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Since a+N ≤ 4N, the equality (13) involves two distinct L -Zeckendorf coefficient functions
α+ θ and γ+βa+N of order ≤ 4N, as asserted in Theorem 14. If e1 ≥ 2, then γ+βa is an
L -Zeckendorf coefficient function, and
∑
αQ =∑γQ+Qa is an equality of two distinct L -
Zeckendorf expansions involving coefficient functions of order ≤ 3N.
Let us consider the case where there are two distinct L -Zeckendorf coefficient functions
σ and µ such that
∑
σQ = ∑µQ and σk = µk for all k > 3N. If we consider thier L-block
decompositions, then L-blocks of order ≥ 4N have the lowest index ≥ 3N + 1, and hence,
they must occur both in σ and µ. Thus, after cancelling the L-blocks of order ≥ 4N, the
equality reduces to
∑
σ′Q =∑µ′Q where the orders of σ′ and µ′ are ≤ 4N−1. This concludes
the proof of the if-part of Theorem 14, and the only-if-part is trivial.
In fact, we proved a more specific version of the theorem, and it is stated below.
Theorem 34. Let L be a Zeckendorf multiplicity list (e1, . . . , eN), and let Q be a sequence in
N.
1. If
∑
σQ =∑µQ is an equality of two L -Zeckendorf expansions where σk 6= µk for some
k> 3N, then there are L -Zeckendorf coefficient functions α and γ, and an index a such
that ord(α)≤ 3N−2, ord(γ)≤ 2N−1, max{ord(α)+1,2N}≤ a≤ 3N, and
σ= γ+βa+ℓN +ρ
µ=α+ θ¯+ρ
where θ¯ is a chain of maximal L-blocks with support interval [a,a+ℓN−1] for positive
integer ℓ, and ρ is a coefficient function supported on [a+ℓN,∞) such that βa+ℓN +ρ ∈
L , and the equality
∑
σQ =∑µQ must be reduced under the L-linear recurrence to the
equation
∑
αQ =∑γQ+Qa.
2. If
∑
σQ =∑µQ is an equality of two L -Zeckendorf expansions where σk = µk for some
k > 3N, then there are L -Zeckendorf coefficient functions α and γ of order ≤ 4N −1
such that σ = γ+ρ and µ = α+ρ where ρ is an L -Zeckendorf coefficient function for
which the supporting index of the smallest L-block in ρ is >max{ord(γ),ord(α)}.
For example, if L= (11,3) and (Q1,Q2)= (19,3), then 2Q3 = 3Q2+9Q1, and
(11Q4+Q3)+2Q3 = (11Q4+Q3)+3Q2+9Q1
⇒Q5 = 11Q4+Q3+3Q2+9Q1.
Then, the last expression fits into Part 1 of Theorem 34 where γ = 0, a = 5, and α = 9β1+
3β2+β3+11β4.
6 Future Work
Recall Thorem 1, the full converse of Zeckendorf ’s Theorem, and that the full converse fails
for N under the Zeckendorf condition E defined in Example 15. We may ask ourselves
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whether the full converse holds for all E -Zeckendorf subsets of N if it holds for N. For exam-
ple, if L is the Zeckendorf collection defined by the Zeckendorf multiplicity list L= (1,1), do
L -Zeckendorf subsets of N have a unique fundamental sequence? More specifically, if Q is
a seqence given by Qk = 2k−1 for k≥ 1, and Z is a sequence in N with unique L -Zeckendorf
representation property, does XL
Q
= XL
Z
imply that Q = Z?
The weak converses for E -Zeckendorf subsets of N are complete, but the weak converse
for E -Zeckendorf subsets of I remains to be investigated. For example, let E be a Zeckendorf
collection such that the weak converse for I holds under the E -Zeckendorf condition. If Q
is a decreasing sequence with unique E -Zeckendorf representation property, does the weak
converse hold for the E -Zeckendorf subset XE
Q
?
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