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ABSTRACT   
We classify human actions occurring in videos, using the skeletal joint positions extracted from a depth image 
sequence as features. Each action class is represented by a non-parametric Hidden Markov Model (NP-HMM) and the 
model parameters are learnt in a discriminative way. Specifically, we use a Bayesian framework based on Hierarchical 
Dirichlet Process (HDP) to automatically infer the cardinality of hidden states and formulate a discriminative function 
based on distance between Gaussian distributions to improve classification performance. We use elliptical slice sampling 
to efficiently sample parameters from the complex posterior distribution induced by our discriminative likelihood 
function. We illustrate our classification results for action class models trained using this technique.  
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1. INTRODUCTION  
Recognizing actions in videos has applications in diverse areas such as search and navigation of video sequences, 
smart surveillance and natural user interfaces for human-computer interaction. We consider the action classification 
problem in which the joint positions of a human in each video frame are available.  A straight forward mechanism for 
modeling this time-series data is a Hidden Markov Model (HMM) that has a discrete hidden state at each time step and a 
density function for the observations conditional on the hidden state.  
In classical parametric HMMs, the number of hidden states must be fixed in advance. In many applications this 
number is unknown a-priori and different numbers of states are tried during training. This model selection based 
approach treats the model complexity in an ad hoc manner.  Instead, the Hierarchical Dirichlet Process HMM (HDP-
HMM) provides a Bayesian framework for learning the number of states automatically from data, avoiding any prior 
assumptions about the cardinality of the states. It uses a set of Dirichlet Processes, one corresponding to each state, to 
link the Markovian dynamics [1,2]. 
Given observations ܺ and their corresponding class labels ܻ, typically the HMM model parameters ߠ are sampled 
from the data likelihood ݌(ܺ	|	ܻ, ߠ)݌(ܻ|ߠ) i.e. the parameters are selected to best explain the training examples. Instead, 
using the predictive likelihood ݌(ܻ	|	ܺ, ߠ)	during training often result in improved classification accuracy [3,4]. As 
observed in [5], we can decouple the parameters for the predictive distribution and the input data distribution by 
introducing new set of parameters ߠᇱand sample from ݌(ܻ	|	ܺ, ߠ)	݌(ܺ|	ߠᇱ)	݌(ߠ, ߠᇱ). This way of learning the parameters 
usually performs better because it allows compensating differences between the distribution specified by the model and 
the true distribution of the data. This discriminative likelihood can use negative examples from other classes when 
learning the parameters for a specific class and offers the flexibility of using unlabelled training observations. 
Note that it is analytically intractable to sample posterior parameters from ݌(ܻ	|	ܺ, ߠ). Hence we formulate this 
distribution in terms of data likelihood and distances between the observation density functions of the various classes. 
Intuitively, if the parameters of a class are distinct from the parameters of another class, when test examples not 
belonging to a class is evaluated, its pdf value will be lower and would result in overall improved classification accuracy. 
We propose a mechanism to train HDP-HMM models that are optimized for classification.   While learning the HDP-
HMM parameters for a class, we also consider the parameters of other classes and sample parameters that maximize a 
discriminative likelihood function.  Since it is not feasible to sample posterior parameters directly from this distribution, 
we use slice sampling [6] based techniques. Specifically, we place a Gaussian prior on the observation density 
parameters and use elliptical slice sampling [7] to efficiently sample the posterior. We are not aware of a 
discriminatively trained non-parametric HMM used in the literature. 
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2. RELATED WORK 
A survey of research in human activity analysis can be found in [8]. The various techniques used for analyzing 
actions occurring in depth videos are discussed briefly in [9]. In particular, [10] reports good results for classifying 
actions by associating each joint position with a local occupancy feature and characterizing actions using a subset of 
these joint positions called an “actionlet”. The temporal structure is represented by a Fourier temporal pyramid. 
Of late, there has been wider interest in the application of Bayesian non-parametrics for video analysis. In [11], a beta 
process driven HMM is used to obtain a temporal segmentation of each video into coherent behaviors for unsupervised 
activity discovery. In [12], a hierarchical non-parametric Bayesian model is used to segment common actions and cluster 
them into behaviors. A HDP-HMM based method that jointly segments and classifies actions with the ability to discover 
new classes as they occur is discussed in [13]. 
Discriminative training of HMMs is very popular in the automatic speech recognition (ASR) community. [14] 
provides an overview of the various discriminative learning criteria used in ASR and the procedures used to optimize 
these criteria. A thorough discussion of the various discriminative learning criteria such as MMI, MCE etc. and the 
issues associated with the optimization techniques can be found in [4]. 
 
3. DISCRIMINATIVE HDP-HMM 
We assume that we are given the 3D joint positions of humans performing various actions in a video sequence. These 
joint positions are typically noisy functions of time. We model each action class using a HDP-HMM and learn the model 
parameters in a discriminative way by taking into account the parameters of the other action classes.  
a. Model Overview 
 
Figure 1. HDP-HMM model. 
A HMM consists of two levels - an observation sequence {ݔ௧}௧ୀଵ் , ݔ௧ 	 ∈ 	ℝௗ  , a corresponding hidden state sequence 
{ݖ௧}௧ୀଵ் , ݖ௧ 	 ∈ {	1,2…ܭ} that follows a Markov chain ݖ௧ 	⊥ ݖଵ:௧ିଶ	|	ݖ௧ିଵ	 and ݔ௧ 	⊥ ݖଵ:௧ିଵ, ݔଵ:௧ିଵ|	ݖ௧. Transitions between 
the states are parameterized as {ܵ௞,௟}௞ୀ଴,௟ୀଵ௄ , ܵ௞,௟ = 	ܲ(ݖ௧ = ݈|ݖ௧ିଵ = ݇), ܵ଴,௟ = ܲ(ݖଵ = ݈). The observation distribution 
is parameterized as ܲ(ݔ௧|ݖ௧ = ݇)~	ܨ(߰௞)  where ߰௞are the natural parameters of the family ܨ of distributions. Here, the 
observations are generated by Gaussian mixtures, with one Gaussian for each state and ߰௞ = (ߤ௞, Σ௞). Let ܪ be the prior 
corresponding to ߰.  Let the state transitions have a Dirichlet prior with shared parameters ensuring that the transitions 
out of different states are coupled i.e. ߚ	~	ܦ݅ݎ(ఊ௄ …
ఊ
௄)	and ܵ௞~ܦ݅ݎ(ߙߚଵ …ߙߚ௄). Here ߙ and ߛ are hyper parameters. 
For a non-parametric HMM, the number ܭ of states is unbounded and we can use a Hierarchical Dirichlet Process 
(HDP) to describe the priors. Given a base distribution ܩ଴  and a concentration parameter ߙ	 ∈ 	ℝା , draws from a 
Dirichlet Process ܦܲ(ߙ, ܩ଴) will return random distributions containing values drawn from ܩ଴ with ߙ controlling the 
variability around it. HDP is a set of DPs coupled through a base distribution, with the base distribution itself being 
drawn from a DP. In the HMM context, each row in the state transition matrix is a DP that is tied to another top level DP 
i.e. ܵ௞~ܦܲ(ߙ, ߚ) and ߚ	~ܦܲ(ߛ, ܪ). The model is shown in figure 1 and further details can be found in [1,2]. 
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We are given i.i.d training data ܺ = 	 {ݔ௡}௡ୀଵே , ܻ = 	 {ݕ௡}௡ୀଵே , where ݔ௡ = 	ݔଵ௡ … ݔ௡் is an observation sequence and 
ݕ௡ 	∈ {	1…ܥ}  its corresponding action class. An observation ݔ௧ 	∈ 	ℝௗ  at a time-step ݐ  consists of joint positions  
{ ௜ܲ}௜ୀଵଶ଴ 	∈ 	ℝଷ  . The HDP-HMM model parameters for a specific class are ߠ௖ = {ߚ, ܵ, ߰}  and the set of all model 
parameters is ߠ = 	 {ߠ௖}௖ୀଵ஼ . 
b. Discriminative Likelihood Function 
In order to improve classification accuracy, our intention is to draw posterior parameters from the distribution 
݌(ܻ	|	ܺ, ߠ)	݌(ܺ|	ߠᇱ)	݌(ߠ, ߠᇱ) where ߠᇱ is a new set of parameters identical to ߠ. Following [5], this can be written as  
݌(ߠ, ߠᇱ|ܺ, ܻ) ∝ 	 [݌(ܻ|ܺ, ߠ) ݌(ߠ) ߜ(ߠ, ߠᇱ)] ∗ [݌(ܺ|ߠᇱ) ݌(ߠᇱ)] (1)
Applying Gibbs sampling, let us sample ߠᇱ first and then sample ߠ	given ߠᇱ. We can write ݌(ݔ) = ∑ ݌(ݔ, ܿ)௖  through 
inference and it is straight forward to sample posterior ߠᇱ from (2) since it involves only the data likelihood.  
݌(ߠᇱ|ܺ) ∝ 	ෑ෍ ݌൫ݔ௡หܿ, ߠᇱ೎൯
௖
ே
௡ୀଵ
∗ ݌(ܿ) ∗ ݌(ߠᇱ)  (2) 
It is analytically intractable to sample ߠ  directly from the predictive likelihood. Hence we reformulate this 
distribution and sample parameters for each class one at a time, given the parameters of other classes as  
݌൫ߠ௖หܺ, ܻ, ߠ\௖, ߠᇱ൯ ∝ ቎ ෑ ݌(ݔ௡|ܿ, ߠ௖)
௡:௬೙ୀ௖
݌(ߠ௖)቏ ∗ ݌(ߠ௖ |ߠ\௖) ∗ ߜ(ߠ௖, ߠᇱ೎)	 (3) 
The third term on the right hand side of (3) controls the extent to which the predictive likelihood parameters differ 
from the data distribution parameters. We set ߜ(ߠ௖, ߠᇱ೎) = ݁ିక	ቚఏ೎ିఏᇲ
೎ቚ . If ߦ is large, then ߠ௖ and ߠᇱ೎  are likely to be 
similar in value. 
The second term on the right hand side of (3) contributes to the discriminative likelihood. It encourages the 
parameters of a given class to repel away from the parameters of the other classes.  Typically the HMM observation 
density parameters ߤଵ…௄, Σଵ…௄ make the most significant contribution to discrimination. We write  
݌(ߠ௖ |ߠ\௖) 	∝ 	ෑ ෑ ෑܦ൬ࣨ(ߤ௞௖ , Σ௞௖),ࣨ ቀߤ௞ᇲ௖
ᇲ , Σ௞ᇲ௖
ᇲቁ൰
௞ᇲ௖ᇲ∈ \௖௞
 (4) 
Here ܦ(. ) is any measure such as Hellinger or Bhattacharya distance that computes distance between two normal 
distributions. Intuitively, if the total distance between the observation densities of a class and the densities of all other 
classes is large, then the parameters are sufficiently separated and will be discriminative enough. 
4. SAMPLING PROCEDURE 
For faster mixing, we block sample the state sequences using the HMM forward-backward algorithm i.e. given an 
observation sequence ݔଵ:், the state transition probabilities ܵ and the observation density parameters ߰, we sample the 
state sequence ݖଵ:் at one go. In order to use the forward-backward algorithm, we use the weak limit approximation [2] 
to the Dirichlet process. We set the number of states ܭ to a large value and during training fewer than ܭ states are learnt. 
Given the set of state sequences, we must sample the HDP-HMM parameters. We use the standard procedure as 
outlined in [1] to sample the state transition probabilities from the number of transitions and hyper parameters ߙ, ߛ.  We 
now sample from (3), the observation density parameters ߰ଵ:௄ = (ߤଵ:௄, Σଵ:௄)  given the set of observations ଵࣲ:௄ 
belonging to states. We do this one state at a time making use of slice sampling techniques. Specifically, using (3), we 
formulate a likelihood function  
ܮ൫ߤ௞௖ , Σ௞௖ ห ௞ࣲ௖, ߠ\௖, ߠᇱ൯ = ࣨ( ௞ࣲ௖; ߤ௞௖ , Σ௞௖) ∗ ෑ ෑܦ൬ࣨ(ߤ௞௖ , Σ௞௖),ࣨ ቀߤ௞ᇲ௖
ᇲ , Σ௞ᇲ௖
ᇲቁ൰ ∗ ݁ିక	ቚఏ೎ିఏᇲ
೎ቚ
௞ᇲ௖ᇲ∈	\௖
 
 
(5) 
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In slice sampling, an auxiliary variable ݑ~	ॼ[0, ܮ(߶௧)] is drawn from a likelihood function using the current state ߶௧. 
From the current state, a new state is proposed and is accepted if ܮ(߶௧ାଵ) > ݑ. Elliptical slice sampling [7] provides a 
much more efficient way of proposing new states even for high dimensional variables if the variables have Gaussian 
priors. It defines a full ellipse around the current state and provides richer updates by adapting step-sizes effectively. We 
use Elliptical slice sampling to sample observation density parameters using the likelihood function in (5). We set a 
Gaussian prior for the mean ߤ~ܰ(ߤ଴, Σ଴). We assume diagonal co-variance and set independent log-normal priors for 
the standard-deviations i.e. log	(√Σௗ)~ܰ(ߞ, Δ). 
5. EXPERIMENTS 
We illustrate the results of our approach using the MSR-Action3D data set [15]. This dataset has annotated 3D joint 
positions extracted from depth image sequences captured by an infrared light camera. The actions are performed in the 
context of interacting with a games console. Each action contains 21 instances and we use 60% of the instances for 
training and the rest for testing. We apply our algorithm for classifying 13 actions. Figure 2 shows the actions from this 
dataset we use in our experiments. 
 
Figure 2. Example actions annotated with 3D joint positions from the MSR-Action3D [15] dataset. 
From the 20 joint positions, we compute 19 relative joint positions based on a pre-defined skeleton hierarchy. By 
using relative positions as features we ensure invariance to uniform translation of the body. We use the Bhattacharya 
distance to compute the distance ܦ between the normal distributions in (5). We use a gamma prior for the Dirichlet hyper 
parameters ߙ, ߛ and set ߦ used in (5) to a small value allowing ߠ௖	and ߠᇱ೎ to vary freely. For numerical convenience, we 
use log-likelihood.  
We report an overall classification accuracy (proportion of correct classifications to total number of classifications) 
of  89.7%. The confusion matrix is shown in Figure 3. 
 
 
Figure 3. Confusion matrix for the classification results. 
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6. CONCLUSION 
We have proposed here an action classification technique based on non-parametric HMMs with the parameters 
trained in a discriminative way.  Specifically, we have formulated a flexible yet powerful discriminative likelihood 
function and applied elliptical slice sampling to efficiently sample posterior parameters. Our experiments have 
demonstrated the utility of this approach. We intend to introduce different discriminative criterions and apply this 
technique in the future to classify complex activities involving humans and objects. 
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