Abstract The two-dimensional Potts Model with 2 to 10 states is studied using a cluster algorithm to calculate fluctuations in cluster size, distributions of cluster sizes as well as commonly used quantities like equilibrium averages and the histograms for energy and the order parameter. Results provide information about the variation of cluster sizes depending on the temperature and the number of states. They also give evidence for first-order transition when energy and the order parameter related measurables are inconclusive on small size lattices.
Introduction
Identifying the phase structure of a statistical mechanical system has been one of the most challenging problems of contemporary physics. Second-order phase transitions are well understood in the contexts of renormalization group [1] and finite size scaling theories [2] . For the case of first-order phase transitions, (for a recent review, see [3] ) the difficulty arises with the systems possesing finite, but very large correlation length. In such systems the transition can easily be confused with second-order phase transition when the measurements are done on a finite system. In the literature there exist two closely related methods for distinguishing a first-order phase transition from a second-order one. The best known and widely used method is due to Challa et al [4] , which considers distributions of energy or order parameter and compares these distibutions with a single or a double gaussian for second-or first-order phase transition cases, respectively. This method is based on the argument that for a firstorder phase transition the barrier between the metastable states will be widened and hence distinct two gaussians will be appearent with increasing lattice size. The second and the most recent approach considers the minima of the free energy, and similar arguments are also valid for distinguishing first-order phase transition from a second-order one [5, 6] . In both of these methods the main idea is that the system remains in metastable states for a considerable amount of time. Even if there exist 1 metastable states, the size of the system may prevent the observation of the doublepeak behavior of the energy distribution. For the systems with finite but very large correlation length, where a first-order phase transition resembles second-order one, one needs to compare different size lattices in order to reach a conclusion on the order of the transition. The well-known examples of these systems are 5-state Potts model in 2-dimensions [5, 7] and 3-state Potts model in 3-dimensions [6, 8] as well as finite temperature SU(3) lattice gauge theory [9] .
The major element of a phase transition is the formation of clusters in a system. Long correlation length causes to form large clusters and prevent the breaking into small clusters once a large cluster is formed. Hence fluctuations in cluster size for such cases are much smaller than the systems with finite and short correlation length.
Short correlations in a system result in the breaking of large clusters and clusters of all sizes may coexist. This increases fluctuations in the cluster size permitting the existence of all sizes of clusters in the system at about the critical temperature. This argument is the main motivation for this work. Observing the distributions and the fluctuations of the clusters around the critical point is a promising candidate for a complementary method for identifying the order of phase transition.
In the present work, the critical behaviour of the two-dimensional Potts model with 2 to 10 states is studied using cluster algorithm. Fluctuations in cluster size, distri- 
Model and the method
The Hamiltonian of the two-dimensional Potts model [10] is given by
Here K = J/kT ; where k and T are the Boltzmann constant and the temperature respectively, and J is the magnetic interaction between spins σ i and σ j , which can take values 1, 2, ..., q for the q-state Potts model. The order parameter (OP ) can be defined through the relation
where is known to occur for higher number of states [7] . Reader can refer to the review article by Wu [11] for detailed information about the model. After the transition point (for large K), the average cluster size settles to an almost constant value for both first-and second-order transitions, but this settling is very fast when the transition is first-order, due to the sharp change in the cluster size at the transition point. So it is possible that observation of the temperature dependence of the fluctuations can give some information about the order of the transitions in a system.
First-order transitions can be recognized by studying double-peak behaviour of the energy probability distribution function P (E) [4] . When the transition is first-order, P (OP ) and P (CS) (for the cluster size CS) should also exhibit the same behaviour.
If the energy distribution, measured on sufficiently large lattices, is a single gaussian at the critical point, this is a clear indication of a second-order phase transition, and having two gaussian distributions is an indication of a first-order transition as mentioned above. Even if the energy has a single gaussian distribution, the order parameter or the cluster size distribution may mimic a first-order transition. Larger lattices may lead to double gaussian shape of the energy distribution but measurements made on moderate size lattices may be inconclusive. Moreover, a double-peak behaviour in the distribution of the order parameter may be misleading [12] . In this By these considerations, identification of the order of phase transition is reduced to correct identification of the various size clusters which requires an extra computational effort when a usual local updating algorithm is used. Cluster algorithm was first introduced by Swendsen and Wang [13] and later modified by Wolf [14] . The cluster algorithm used in this work is the same as Wolf's algorithm, with the exception that, before calculating the observables, searching the clusters is continued until the total number of sites in all searched clusters is equal to or exceeds the total number of sites in the lattice. Figure 1 shows F CS for q varying from 3 to 7 and the CP U times for the corresponding Monte Carlo runs. As can be seen from these plots, F CS and the CP U time give similar information about the formation of the clusters (1/F CS has a similar variation as the CP U time). When K is small (i.e. the temperature is high), the cluster sizes are small, hence F CS is small, and the algorithm spends a long time to search for the clusters small in size but large in number. As K increases, the cluster sizes are getting larger, so the CP U time decreases, but F CS increases due to the existence of the small-size clusters as well as the large ones.
At the critical point, formation of the largest clusters results in the largest value of F CS, with the corresponding minimum value of the CP U time, since there are only a few clusters to be searched. One can make a similar discussion when the critical point is approached from above (in the region where K > K c ), with the exception that the CP U time is almost constant for large K, as mentioned in section II.
F CS plots also show that the maximum value of F CS increases as q increases.
When q is getting larger, decreasing correlation length (due to increasing first-order character) results in breaking large clusters into smaller ones. Near the critical point, the tendency of forming large clusters together with the disintegration process causes F CS to increase with increasing q. In the second-order phase transitions, long range correlations keep the clusters as they are for a very long time or for large number of iterations (hence F CS is small for small q). The F CS and CP U plots show that the models with q ≥ 4 behave differently at two sides of the critical point. The plots for q = 3 are in the form of curves with a smooth variation, passing through a minimum near K c . Plots for the other cases show different behaviour in two separate regions around the critical point, with a sharp variation near K c value. The CP U data for q = 3 can be fitted to a polynomial function around K c at both sides of the critical point, but no fit seems to be possible for q ≥ 4. The only possibility is the fit of two distinct polynomials to two separate curves, for K < K c and K > K c .
The histograms for energy, order parameter, and the average cluster size as a function of the number of iterations are obtained for q = 2 to 10 near K c . The models with q = 2 and 3 have similar histograms with a single gaussian, and for the cases q ≥ 5, all histograms have distinct double peaks, getting higher and sharper as q increases.
In the histograms for energy, double peaks occur for q ≥ 5 with almost equal maxima near the K c values estimated using the specific heat data, as expected. Figure 2 shows the histograms for energy and the order parameter for q = 3, 4 and 5 on 
Conclusions
The two-dimensional Potts model with 2 to 10-states is studied using cluster algo- Further work is planned to study random-field and random-bond Potts models using the same algorithm. 
