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Bridging equilibrium and nonequilibrium statistical physics attracts sustained interest. Hall-
marks of nonequilibrium systems include a breakdown of detailed balance, and an absence of a
priori potential function corresponding to the Boltzmann-Gibbs distribution, without which classi-
cal equilibrium thermodynamical quantities could not be defined. Here, we construct dynamically
the potential function through decomposing the system into a dissipative part and a conservative
part, and develop a nonequilibrium theory by defining thermodynamical quantities based on the po-
tential function. Concepts for equilibrium can thus be naturally extended to nonequilibrium steady
state. We elucidate this procedure explicitly in a class of time-dependent linear diffusive systems
without mathematical ambiguity. We further obtain the exact work distribution for an arbitrary
control parameter, and work equalities connecting nonequilibrium steady states. Our results provide
a direct generalization on Jarzynski equality and Crooks fluctuation theorem to systems without
detailed balance.
PACS numbers: 05.40.-a, 05.10.Gg, 05.70.Ln
I. INTRODUCTION
Thermodynamics and statistical physics provide a gen-
eral framework for study of systems in equilibrium. On
the contrary, a lack of general principles leads to difficulty
in understanding nonequilibrium processes. Recently, a
series of equalities referred as fluctuation theorems [1–8]
were established in a wide class of nonequilibrium sys-
tems. Remarkably, work equalities such as Jarzynski
equality [2] and Crooks fluctuation theorem [3] connect
work done in nonequilibrium process to free energy dif-
ferences between equilibriums with detailed balance [9].
For systems without detailed balance, a priori potential
function, or Hamiltonian, corresponding to the equilib-
rium Boltzmann-Gibbs distribution is typically absent.
In such cases, thermodynamical quantities based on the
potential function, e.g. free energy, could not be defined.
There have been continuous efforts to bridge equilib-
rium and NESS, such as the Hatano-Sasa’s relation [10]
based on the energetics [8, 11] and the fluctuation the-
orems of entropy production [12–16]. In these relations,
the breakdown of detailed balance is treated as a source
of heat or entropy production, and the potential function
is usually defined by φ
.
= − ln ρ, which requires a prior
knowledge on the steady state. Alternatively, we inves-
tigate in this paper that whether the thermodynamical
theory for equilibrium can be naturally generalized to
NESS, so that we can consistently define thermodynami-
cal quantities even without a prior known potential func-
tion. If this can be done, can work equalities be directly
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extended to systems without detailed balance, and what
is the effect of non-detailed balance on the work distri-
bution?
We consider the Langevin dynamics with explicitly
time-dependent control parameters. The detailed bal-
ance condition can be violated due to a probability cur-
rent at NESS. By decomposing the system to a dis-
sipative part and a conservative part, we dynamically
construct the potential function, which also leads to
the Boltzmann-Gibbs distribution at steady state. We
propose a nonequilibrium theory by defining thermody-
namical quantities based on the potential function con-
structed. Thus, the breakdown of detailed balance does
not prevent us to use consistent concepts from equilib-
rium thermodynamics. We further investigate the pro-
cess of doing work, and obtain the exact work distri-
bution and generalized work equalities. Based on our
decomposition, non-detailed balance corresponds to the
conservative part, and its role on work equalities can be
classified unequivocally.
This paper is organized as follows. In Sec. II, we pro-
vide the background on decomposing the stochastic dy-
namics in general. In Sec. III, we present our decomposi-
tion for the time-dependent Ornstein-Uhlenbeck process,
give the corresponding Fokker-Planck equation, and de-
fine the thermodynamical quantities based on the poten-
tial function constructed. We then calculate out the work
generating functional, and obtain the work distribution
and the generalized work equalities in Sec. IV. In Sec. V,
we give detailed discussions on our results. In Sec. VI, we
summarize our work. In the appendix A, we provide the
procedure to calculate out the work generating functional
from the path integral method.
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2II. BACKGROUND: DECOMPOSITION FOR
STOCHASTIC DYNAMICS
Before demonstrating our method, we briefly review
the decomposition for the nonlinear Langevin dynamics
with multiplicative noise: x˙ = f(x)+N(x)ζ(t), where x is
a n-dimensional state vector with x˙ as its time derivative.
The drift force is f(x), and ζ is a k-dimensional Gaussian
white noise with 〈ζ(t)〉 = 0, 〈ζ(t)ζT (t′)〉 = δ(t − t′)Ik,
where Ik is the identity matrix, δ(t − t′) is the Dirac
delta function, and 〈· · · 〉 represents the noise average.
The symmetric and positive semidefinite diffusion matrix
D(x) is defined by N(x)NT (x) = 2εD(x), where the su-
perscript T denotes the transpose, and ε playing the role
of temperature is set to be unity in this paper. Whether
detailed balance condition holds or not, a decomposed
dynamics equivalent to the above equation was discov-
ered [17, 18]: [S(x) + A(x)]x˙ = −∇xφ(x) + Nˆ(x)ζ(t),
where S(x) defined by Nˆ(x)NˆT (x) = 2εS(x) is a sym-
metric and positive semidefinite matrix, and A(x) is
an antisymmetric matrix. The scalar potential function
φ(x) constructed corresponds to the electrostatic poten-
tial in classical physics [19], and leads to the Boltzmann-
Gibbs distribution ρss(x) ∝ exp[−φ(x)] at NESS [20].
This decomposition scheme has also been successfully
achieved in the discrete Markov process [21].
III. DECOMPOSITION FOR
TIME-DEPENDENT SYSTEM
In the following, we generalize the above decompo-
sition to explicitly time-dependent systems in order to
study nonequilibrium dynamical process driven by the
external control. To elucidate this procedure without
mathematical ambiguity, we take the multi-dimensional
Ornstein-Uhlenbeck process added with control parame-
ters as the model:
x˙ = −Fx+ µ(t) +
√
2Dζ(t), (1)
The n × n force matrix F and diffusion matrix D are
constant matrices, i.e. independent of state x and time t.
The n-dimensional explicitly time-dependent vector µ(t)
denotes the external control parameter. This model is
free of Ito-Stratonovich’s dilemma [22]. Avoiding math-
ematical complication, we restrict our discussion to nat-
ural boundary condition.
As a paradigm, Eq. (1) contains typical characteristics
of a non-equilibrium process: i). it is normally dissipa-
tive, ∇ ·Fx 6= 0; ii). the drift force also has nonzero curl
∇× Fx 6= 0, where the cross product for n-dimensional
vectors is defined as x×y .= (xiyj−yixj)n×n [17]. Thus,
the drift force can not be written directly as the gradient
of a potential function: Fx 6= −D∇xφ(x), correspond-
ing to the breakdown of detailed balance [23]. This sys-
tem covers standard examples studied both theoretically
and experimentally: it can describe a Brownian parti-
cle dragged in a harmonic potential [24–29], a charged
Brownian particle in a uniform magnetic field [30–32], a
driven harmonic oscillator with a thermostat [33], and a
heat engine in contact with heat reservoirs [34].
A. Construction on the Potential Function
We find that Eq. (1) can be decomposed as:
(S +A)x˙ = −∇xφ(x,α(t)) +
√
2Sζ(t), (2)
with the time-dependent potential function:
φ(x,α(t)) =
1
2
xTUx− fT (t)Ux+ g(t), (3)
where g(t) is a smooth function of time t, and α denotes
the set of control parameters including f and g. We have
introduced a new control parameter f
.
= F−1µ, because
f is usually manipulated in experiments of dragging a
Brownian particle [24, 27]. The matrices U , S, A can be
solved as follows. Given matrices F and D in Eq. (1), we
first obtain the anti-symmetric matrix Q by the equation:
FQ+QFT = FD−DFT . The matrix U is given by U =
(D+Q)−1F . Then, S = [(D+Q)−1 +(D−Q)−1]/2, A =
[(D+Q)−1−(D−Q)−1]/2, and A = 0 is equivalent toQ =
0. The construction on the matrix U has been rigorously
proved for arbitrary matrix F in time-independent linear
diffusive system [23, 35].
To better illustrate our decomposition, we consider
the example of a charged Brownian particle in a three-
dimensional electromagnetic field B,E(t): mx¨ = −γx˙+
(q/c)B× x˙− kx+ qE(t) + ζ(t), where γ, m, q, k denote
respectively friction constant, mass, charge, and stiffness
of a harmonic potential. In zero-mass limit m → 0, this
equation of motion directly reduces to the form of Eq. (2),
where B× x˙ serves as Ax˙. The presence of Lorentz force
(q/c)B × x˙ can induce a circular current, which means
that a non-vanishing A indicates a breakdown of detailed
balance. The conservation of the Lorentz force also im-
plies that breakdown detailed balance does not dissipate
based on our decomposition.
According to Eq. (2), Eq. (1) can be rewritten as:
x˙ = −(D+Q)∇xφ+
√
2Dζ(t). Therefore, the drift force
Fx contains two parts: −DUx, which generates a motion
towards the origin if U is positive definite, and −QUx,
which corresponds to a motion along the constant values
of xTUx. When the noise is switched off and the con-
trol parameter is absent, the potential function φ is the
Lyapunov function for the dynamical system [19, 36–38]:
dφ/dt = −x˙T (S + A)x˙ = −x˙TSx˙ ≤ 0. Thus, the energy
dissipates by the presence of the matrix S, and the ma-
trix A does not change the potential energy. As a result,
S and A respectively correspond to the dissipative part
and the conservative part.
3B. Fokker-Planck Equation and the Steady State
The Fokker-Planck equation for Eq. (1) with the con-
trol parameter fixed as α0 is:
∂tρ(x, t) = L(∇,x,α = α0)ρ(x, t), (4)
where L(∇,x,α) = ∇Tx [D + Q][∇xφ(x,α) + ∇x]. The
breakdown of detailed balance is equivalent to Q 6= 0 by
the analysis of probability current at steady state [37],
and U = D−1F when Q = 0 [39]. Whether Q = 0 or not,
the steady state by solving Eq. (4) obeys the Boltzmann-
Gibbs distribution ρ(x, t → ∞) ∝ exp[−φ(x,α = α0)].
This realizes an analogy of the Boltzmann-Gibbs distri-
bution from equilibrium to NESS.
With varying control parameter, the modified Fokker-
Planck equation for Eq. (1) is [5, 20]:
∂tρ(x, t) =
[
L(∇,x,α) + α˙∂ ln ρss(x,α(t))
∂α
]
ρ(x, t),
(5)
where ρss(x,α(t)) is the instaneous steady state distri-
bution of the system at time t under the influence of the
control parameter. From Eq. (4), the instaneous steady
state also obeys the Boltzmann-Gibbs distribution:
ρss(x,α(t))
.
=
1
Z(α(t))
exp[−φ(x,α(t))], (6)
where Z(α(t)) =
∫
dx exp[−φ(x,α(t))] is the partition
function. The system will relax to a NESS with distribu-
tion ρ = ρss after the control parameter stops varying.
C. Thermodynamical Quantities
Within the above framework, we give definitions on
thermodynamical quantities. From the partition func-
tion, the free energy up to a constant is:
F (t)
.
= − lnZ(α(t)) = −1
2
fT (t)U f(t) + g(t). (7)
We consider the process of varying control parameters
from time t0 to time tN . Then, we define work as:
W
.
=
∫ tN
t0
dt α˙
∂φ
∂α
= −
∫ tN
t0
dt f˙
T
Ux+ g(t)
∣∣∣tN
t0
. (8)
This denotes a change of the total potential with re-
spect to the control parameter, which is called the in-
clusive work [40, 41]. It is identical to the work on
dragging a Brownian particle in a harmonic potential
[24, 26], and moving a charged Brownian particle in a
uniform magnetic field [30]. When g(t) is a constant,
W =
∫ tN
t0
dt f˙(∂φ/∂f), which is similar to that in the
Jarzynski equality [2].
We consider an infinitesimal process via the change of
the parameter α. The work performed on the system
is dW = (∂φ/∂α)dα, the heat absorbed from the envi-
ronment is dq
.
= (∂φ/∂x)dx, and the increasing internal
energy corresponds to the change of the potential func-
tion dφ. Then, the first law holds: dφ = dW + dq. For
systems with detailed balance, e.g. the Langevin equa-
tion without the nonconservative force [10], these defini-
tions coincide with the energetics [8, 11]. Our definitions
can be generalized to stochastic dynamics with nonlinear
drift and multiplicative noise [20], which are also consis-
tent with the energetics.
IV. RESULTS
A. Work Generating Functional
Next, we study the nonequilibrium process by an ar-
bitrary continuous variation of the control parameter α.
The system is assumed to be at NESS at time t0, and
relax to another NESS with distribution ρss at time tN
after the control parameter stops varying. We explicitly
calculate the generating functional for the work through
the path integral formulation [42]:
〈e−λW 〉path =
∫ xN
x0
Dx exp{−
∫ tN
t0
dt[(x˙+ Fx− µ)T
×D−1(x˙+ Fx− µ)]/4− λW}, (9)
where λ is an introduced parameter, and the mea-
sure is given by
∫ xN
x0
Dx .= ∫ +∞−∞ dxN · · · ∫ +∞−∞ dx1·∫ +∞
−∞ ρss(x0,α(t0))dx0/|det(4piτD)|N/2 with τ as the
discretized time interval. From the detailed calculation
in the appendix, the result appears to be elegant:
〈e−λW 〉path = exp
{
λ∆F |tNt0 − (λ− λ2)
×
∫ tN
t0
dt
∫ t
t0
dt
′
f˙
T
(t)Ue−(t−t
′
)F f˙(t
′
)
}
. (10)
B. Work Distribution
Applying the Fourier’s transformation to Eq. (10), we
get the main result about the work distribution:
P (W ) =
1√
2piσ2(t)
exp
[
− (W − 〈W 〉|P (W ))
2
2σ2(t)
]
, (11)
where 〈· · · 〉|P (W ) denotes the average over work distribu-
tion and
〈W 〉|P (W ) = ∆F + σ
2(t)
2
, (12)
σ2(t) = 2
∫ tN
t0
dt
∫ t
t0
dt
′
f˙
T
(t)Ue−(t−t
′
)F f˙(t
′
). (13)
The work distribution solved previously for systems in
two or three dimension [26–32] serves as a support of our
4general result. For systems with detailed balance and
a known potential function, Eq. (11) is consistent with
the previous result [43]. For systems without detailed
balance or a prior potential function, Eq. (11) has not
been obtained. To our knowledge, there is not a single
experimental test on Eq. (11) for cases without detailed
balance. In applications, one need to explicitly calculate
out Q, U , the first and the second cumulant to get full
knowledge about the work distribution. Besides, from
Eq. (7) and Eq. (12), we have: 〈W 〉|P (W ) ≥ ∆F .
C. Work Equalities
From Eq. (10), we derive non-equilibrium work equali-
ties in the following. We emphasis that the results below
also depend on the construction of the potential function,
and thus they generalize previous work equalities that are
typically derived with a prior known potential function
[8]. Let λ = 1 in Eq. (10), and we get the generalized
Jarzynski equality connecting two NESSs:
〈e−W 〉path = e−∆F . (14)
The free energy difference is explicitly independent of the
magnetic field denoted by the matrix A, which is con-
sistent with the Bohr-van Leeuwen theorem of charged
particles at equilibrium [30, 44, 45].
By definition, 〈e−λW 〉F .=
∫ +∞
−∞ dWe
−λWPF (W ), and
〈e−(1−λ)W †〉R .=
∫ +∞
−∞ dW
†e−(1−λ)W
†
PR(W
†), where the
subscript F , R denote the forward and the reverse pro-
cess respectively. We consider the time reversed pro-
cess with t → −t, and the work W † corresponds to
the reverse process. From Eq. (10), we get: 〈e−λW 〉F =
〈e−(1−λ)W †〉Re−∆F , where we consider the state variable
with even parity under the time reversal. From these
relations, the detailed fluctuation theorem is obtained:
PF (W )
PR(−W ) = e
W−∆F . (15)
Besides, as 〈W 〉|P (W ) is odd and σ2(t) is even under time
reversal, 〈W †〉|P (W ) ≥ ∆F † holds for the reverse process.
We can also rewrite Eq. (14) as another form:
〈exp{∫ tN
t0
dtα˙[∂ ln ρss(x,α)/∂α]}〉path = 1, which is con-
sistent with the Hatano-Sasa’s relation [10]. They start
from a dynamical equation with a known Hamilto-
nian perturbed by a nonconservative force in the pe-
riodic boundary condition, and their explicit deriva-
tion is for the one dimensional case in which Q = 0.
Here, we consider the Langevin dynamics without a
prior Hamiltonian, and the potential function governing
the dynamics through Eq. (2) is explicitly constructed.
We study the natural boundary condition, and non-
detailed balance is caused by Q 6= 0. Then, the role
of the detailed balance is classified, which can not be
achieved by rewriting the Hatano-Sasa’s relation. Fur-
thermore, through the Jensen inequality [22], we have:
〈∫ tN
t0
dtα˙{∂[− ln ρss(x,α)]/∂α}〉path ≥ 0, serving as the
second law of thermodynamics.
V. DISCUSSION
Four remarks are in order. First, our result encom-
passes cases without detailed balance, i.e. Q 6= 0. The
work equalities are not explicitly dependent of the matrix
Q. Second, the singularity of the diffusion matrix D, i.e.
det(D) = 0, is pseudo, as D alone does not appear in our
result. The appearance of D is in the combination D+Q,
which is assumed to be non-singular [17]. Thus, a natural
regulation procedure exists: we can first put perturbative
parameters into D to make it non-singular, and safely let
these parameters go to zero after the derivation. Third,
there are alternative ways to choose the steady state
distribution, such as ρss(x,α) = exp[−φ(x,α)]/Z(α(0))
[20]. Then, the form of work equalities should be mod-
ified correspondingly. Fourth, the explicit form of our
result depends on the choice of the control parameter,
such as f or µ. Our derivation allows us to choose any
linear transformation of µ by direct variable substitution.
The potential function Eq. (3) is uniquely constructed
up to a reference point [23]. The non-detailed balance
part Q does not lead to more freedom on the construc-
tion of the potential function, as the matrix U is uniquely
solved for given matrices F , D. Besides, there can be
a shift on the energy reference point denoted by g(t),
which is called gauge freedom [20, 40]. The work equal-
ities are free of this gauge problem, and are invariant
once g(t) is specified. This gauge freedom can be de-
termined by the way of measuring work in experiment.
For example, we can choose g(t) = fTU f/2 so that
φ(x,α) = (x − f)TU(x − f)/2 to model the experiment
of moving the minimum position of the harmonic trap
[24, 26]. However, this potential function gives zero free
energy difference, because the gauge chosen makes the
reference point evolve with the system. To figure out
the free energy change by varying f, the reference point
should be fixed, i.e. g(t) be a constant.
Our framework adopts an “inside” view of the system,
and an inside observer has the only knowledge on the
given dynamics. We explicitly construct a potential func-
tion by decomposing such a dynamics. The potential
function gives information on the steady state by leading
to the Boltzmann-Gibbs distribution, and has the dy-
namical meaning through Eq. (2). It also serves as the
Lyapunov function governing the dynamics when noise is
zero [19, 36–38]. Compared with our method, an alter-
native way to define the potential function by φ
.
= − ln ρ
[10, 46] requires a prior knowledge on the steady state.
VI. CONCLUSION
We have developed a thermodynamical theory unifying
equilibrium and NESS. We have also obtained explicitly
5the work distribution and generalized non-equilibrium
work equalities, which demonstrate that the free energy
difference between NESSs is explicitly independent of
non-detailed balance. Our framework can be general-
ized to the Langevin dynamics with nonlinear drift force
and multiplicative noise. The fluctuation relations about
the heat q in our framework need to be investigated. For
the second order Langevin equation, the parity of state
variable under time reversal requires care when apply-
ing our method. Our result also remains to be tested
experimentally in systems without detailed balance.
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APPENDIXES
Appendix A: Detailed Calculation on the Work
Generating Functional
In this appendix, we give the main steps of the explicit
calculation on the work generating functional 〈e−λW 〉.
From the path integral formulation [42], we have:
〈e−λW 〉path
=
∫ +∞
−∞
∫ +∞
−∞
e−λWP (xN tN |x0t0)ρss(x0)dx0dxN
=
∫ xN
x0
Dx exp
{
− 1
4
∫ tN
t0
dt(x˙+ Fx)TD−1(x˙+ Fx)
+
∫ tN
t0
dt
[
JT x˙+ ITx− 1
4
µTD−1µ− λg(t)
]}
, (A1)
where the measure is given by
∫ xN
x0
Dx .=∫ +∞
−∞ dxN . . .
∫ +∞
−∞ ρss(x0)dx0
1
| det(4piτD)|N/2 , and for
convenience of following calculation we have introduced
JT
.
= 12µ
TD−1, IT .= 12 (µ
TD−1F + 2λf˙
T
U).
It should be emphasized that the stochastic interpre-
tation in the path integral of Eq. (A1) is Ito’s, and
thus we use the pre-point discretization in the follow-
ing. The reason for using Ito’s here is that there are a
class of equivalent forms of the path integral formula-
tion for the Ornstein-Uhlenbeck process [42]. Each has
a specific stochastic interpretation and a corresponding
Jacobian term on the exponent. After integration, the
result from any form is the same, and is independent
with the stochastic interpretation. Here, we choose the
form with Jacobian zero, and Ito’s interpretation should
be applied.
Next, we calculate out this path integral in its dis-
cretized form by recursion, i.e. integrating x0, x1, . . . ,
xN in order. As the term
∫ tN
t0
dt[−µTD−1µ/4 − λg(t)]
and the partition function of the initial distribution Z(t0)
do not depend on the spatial coordinates x, we do not
include them when doing the integration on x, and will
add them up later. Integrating x0, we have:∫ +∞
−∞
dx0
|det(4piτD)|1/2 exp
{
− 1
4τ
[x1 − x0 + τFx0]T
×D−1[x1 − x0 + τFx0] + JT0 (x1 − x0) + τIT0 x0
}
× exp
[
− 1
2
xT0 A0x0 + µ
T
0 (D −Q)−1x0
]
=
1
|det(DB0)|1/2 exp
{
− 1
2
xT1 A1x1 + [(τ Iˆ
T
0 − JT0 )B−10
× V TD−1 + JT0 ]x1 + τ(τ Iˆ
T
0 − JT0 )B−10 (τ Iˆ0 − J0)
}
(A2)
where V = 1 − τF , τ IˆT0 .= τIT0 + µT0 (D −
Q)−1, B0 = V TD−1V + 2τA0, and A1 = (D−1 −
D−1V B−10 V
TD−1)/2τ .
We then integrate x1: and get τ I˜1 = D
−1V B−10 (−J0+
τ Iˆ0) + J0 + τI1. We repeat these procedures, and after
integrating xN we have:
〈e−λW 〉path
∝ exp
{
τ
N∑
n=0
(−JTn + τ I˜
T
n )B
−1
n (−Jn + τ I˜n)
}
.
= exp
{τ2
2
[ N∑
i,j=0
JTi ΞijJj
τ2
− 2I
T
i ΠijJj
τ
+ ITi ΓijIj
]}
,
(A3)
with BN = 2τAN , Cn−1 = D−1V B−1n−1 = AnV A
−1
n−1,
Jn =
1
2D
−1µ(tn), τ I˜n = Cn−1(−Jn−1 + τ I˜n−1) +
Jn−1 + τIn, τ Iˆ
T
0 = τI
T
0 + µ
T
0 (D − Q)−1, and In =
1
2 [F
TD−1µ(tn) + 2λ(D +Q)−1µ˙(tn)](n > 0).
Here, we have introduced Ξij , Πij , and Γij for the
convenience of calculation. The recursion relations for
Ξij , Πij , and Γij for i < j are:
Ξii = 2τB
−1
i + Γi+1,i+1 − 2CTi Γi+1,i+1 + CTi Γi+1,i+1Ci,
Γii = 2τB
−1
i + C
T
i Γi+1,i+1Ci,
Πii = 2τB
−1
i − CTi Γi+1,i+1 + CTi Γi+1,i+1Ci,
Ξij = −2(I − CTi ) · · ·CTj−1Πjj ,
Γij = 2C
T
i · · ·CTj−1Γjj ,
Πij = C
T
i · · ·CTj−1Πjj ,
Πji = Γ
T
jjCj−1 · · · (Ci − I). (A4)
Using ΓNN = ΞNN = ΠNN = A
−1
N ,
Bi−1 = Ai−1V −1A−1i D
−1V , Ci = Ai+1V A−1i , and
6Ci−1Ci−2 · · ·Cj = AiV i−jA−1j , we have for i < j:
Γii = A
−1
i ,
Ξii = 2τD + τ
2FA−1i F
T ,
Πii = τA
−1
i F
T ,
Γij = 2A
−1
i (V
j−i)T ,
Ξij = 2τ
2FA−1i (V
j−i)TFT − 4τ2D(V j−i−1)TFT ,
Πij = τA
−1
i (V
j−i)TFT ,
Πji = τV
j−iA−1i F
T − 2τV j−i−1D. (A5)
After adding the term
∫ tN
t0
dt[−µTD−1µ/4−λg(t)] on
the exponent and multiplying inverse of the partition
function for the initial distribution 1/Z0, we get the gen-
erating functional:
〈e−λW 〉path
= exp
{
− 1
2
fT (t0)U f(t0) +
τ2
2
λ2
N∑
i,j=0
[µ˙Ti (D −Q)−1
×A−1i (V j−i)T (D +Q)−1µ˙j ] + τλ
N∑
j=0
µT0 (D −Q)−1
×A−10 (V j)T (D +Q)−1µ˙j +
1
2
µT0 (D −Q)−1A−10
× (D +Q)−1µ0
}
. (A6)
We can write the above formula in the integral form:
〈e−λW 〉path
= exp
{λ2
2
∫ tN
t0
dt
∫ tN
t0
dt
′
µ˙T (t)Ω(t, t
′
)µ˙(t
′
)
+ λ
∫ tN
t0
dt
′
∫ tN
t′
dtµ˙T (t)(D −Q)−1e−(t−t
′
)Fµ(t
′
)
+ λ
∫ tN
t0
dt
′
µT0 (D −Q)−1A−10 e−(t
′−t0)FT (D +Q)−1
× µ˙(t′)− 1
2
fTU f|t0
}
, (A7)
with A−10 = U
−1, and
Ω(t, t
′
) =
 (D −Q)−1U−1e−(t
′−t)FT (D +Q)−1, t < t
′
,
(D −Q)−1e−(t−t
′
)FU−1(D +Q)−1, t > t
′
.
(A8)
After doing integration by parts and replacing µ by f
.
=
F−1µ, we obtain the work generating functional:
〈e−λW 〉path = exp
{
λ∆F |tNt0 − (λ− λ2)
×
∫ tN
t0
dt
∫ t
t0
dt
′
f˙
T
(t)Ue−(t−t
′
)F f˙(t
′
)
}
.
(A9)
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