We investigate the Lebesgue measure, Hausdorff dimension, and Fourier dimension of sets of the form RY + Z, where R ⊆ (0, ∞) and Y, Z ⊆ R d . Most notable, for each α ∈ [0, 1] and for each non-empty set Y ⊆ R, we prove the existence of a compact set
Introduction Notation
We use dim H ( · ), dim F ( · ), and supp( · ) to denote Hausdorff dimension, Fourier dimension, and support (respectively) for sets and measures. Definitions and basic properties are in Section 2. The expression X Y means X ≤ CY for some positive constant C whose precise value is irrelevant in the context. The expression X ≈ Y means X Y and Y X.
Motivation and Results
In this paper, we study the Lebesgue measure, Hausdorff dimension, and Fourier dimension of sets in R d of the form
where R ⊆ (0, ∞) and Y, Z ⊆ R d are non-empty sets. (We assume throughout that the sets R, Y , and Z are compact in order to guarantee that the set RY + Z is measurable).
Intuition suggests that the Hausdorff dimension of RY + Z will be at least the "aggregate" dimension of R, Y , and Z, and (moreover) that RY +Z will have positive Lebesgue measure whenever the "aggregate" dimension of R, Y , and Z exceeds d.
This intuition comes from the well-studied case where Y equals S, the unit sphere in R d , and we begin by discussing this case. (Note that rS + z is the sphere with radius r and center z.) It is well-known that dim H (S) = dim F (S) = d − 1 (see, for example, [11] , [18] ).
Here are two trivial results about RS + Z:
(ii) If Z contains a line segment, then RS + Z has positive Lesbegue measure.
The following deep theorem is due to Wolff ([17] , see Corollary 3) when d = 2 and Oberlin [13] when d ≥ 3. has positive Lebesgue measure.
Mitsis [12] previously obtained the special case of Theorem 1.1 when d ≥ 3 and the set of centers {z : (r, z) ∈ K} is assumed to have dimension greater than 1. We note that an alternative proof of Mitsis' result using the technology of spherical maximal operators in a fractal setting follows as an immediate consequence of the work of Krause, Iosevich, Sawyer, Taylor, and Uriarte-Tuero [9] . Simon and the Taylor [15] studied the critical case of Theorem 1.1 when dim H (K) = 1 and d = 2. In particular, they showed that if Z is a 1-set in the plane, then S + Z has zero measure if and only if Z is irregular (for instance, it follows that S + Z has zero measure when Z is the four-corner Cantor set). In [16] , Simon and Taylor considered the interior of sets of the form S + Z. The application of such results includes the study of pinned distance sets (see the description of the Falconer distance problem in [11] ).
Our first theorem is an analog of Theorem 1.1 where the unit sphere S is replaced by an arbitrary set Y . It conforms with the intuition that RY + Z will have positive Lebesgue measure whenever the "aggregate" dimension of R, Y , and Z exceeds d.
has positive Lebesgue measure.
In case Y = S, Theorem 1. It should be noted that Theorem 1.1 can be generalized to any appropriately curved (d−1)-dimensional surface [7] . However, there is no hope of replacing the sphere in Theorem 1.1 by an arbitrary (d − 1)-dimensional set, as the following example shows. Example 1.3. Let Y be the intersection of ball centered at the origin and a cone through the origin. Then RY is of the same form whenever R contains a non-zero point. Let R be a compact interval, let Z ⊆ R d be a compact set with dim H (Z) ∈ (0, 1), and let
, hence has Lebesgue measure 0.
We turn now from Lebesgue measure to Hausdorff dimension. When Y equals S, the unit sphere in R d , Oberlin [14] proved the following theorem.
When d = 2, Theorem 1.4 covers only the range dim H (K) ∈ [0, 1/2). When d = 3, Theorem 1.4 misses the endpoint dim H (K) = 1. In dimension d = 2, the following theorem (which Oberlin [14] attributes to Wolff [17] ) says the desired conclusion is obtained in the range dim H (K) ∈ [0, 1) under an additional hypothesis.
Our second theorem is the Hausdorff dimension version of Theorem 1.2. It conforms with the intuition that the Hausdorff dimension of RY + Z will be at least the "aggregate" dimension of R, Y , and Z.
In case Y = S and d ≥ 3, Theorem 1.4 implies Theorem 1.6. We do not know if the converse is true, but we suspect not, and we intend to resolve this in future work. . Again, we do not know if the converse is true, but we suspect not, and we intend to resolve this in future work.
As with the positive Lebesgue measure results, the proof of Theorem 1.6 is much simpler than the proofs of Theorems 1.4 and 1.5. Indeed, the proof of Theorem 1.6 is nearly identical to that of Theorem 1.2.
While Theorem 1.2 applies to arbitrary sets Y , it should be noted that Theorem 1.4 and Theorem 1.5 can be generalized to any appropriately curved (d − 1)-dimensional surface [7] . However, it is not possible to replace the sphere in Theorem 1.4or Theorem 1.5 by an arbitrary (d − 1)-dimensional set. An appropriate modification of Example 1.3 illustrates this.
To apply Theorem 1.2 or Theorem 1.6, it is useful to have a convenient lower bound for dim F (RY ). We record two basic lower bounds here.
The proof of Lemma 1.7 is trivial. Lemma 1.8 can be proved by straightforwardly adapting the proof of Theorem 7 of Bourgain [1] .
We now consider stronger lower bounds on dim F (RY ). In general, it is not true that dim
Example 1.9. Let R ⊆ R be a compact set with dim F (R) > 0, and let Y be a compact subset of a (d − 1)-dimensional linear subspace of R d (i.e., of a hyperplane through the origin). Then RY is of the same form as Y , and so dim
However, if Y is the unit sphere S in R d , we have the following theorem.
Note that Theorem 1.10 can readily be extended from the sphere to other smooth hypersurfaces satisfying appropriate curvature conditions.
We wonder if there are other sets in R d like the sphere. More precisely, we wonder if the following conjecture is true.
= β and such that the following property holds: For every non-empty compact set R ⊆ (0, ∞), we have dim
We can also consider the following dual form of Conjecture 1.11.
= α and such that the following property holds: For every compact set Y ⊆ R d which contains a non-zero point, we have dim
We are able to prove the following non-uniform version of this conjecture in one dimension. It is the last (and deepest) of our main results. 
The proof of Theorem 1.13 is inspired by a construction of Salem sets due to Laba and Pramanik [10] . See also [4] , [5] , [6] , [2] where generalizations of the Laba and Pramanik construction where used to show the sharpness of fractal Fourier restriction theorems.
As an immediate Corollary of Theorems 1.2 and 1.13, we have Corollary 1.14. Suppose Y, Z ⊆ R are compact sets such that Y contains a non-zero point and dim 
The proofs of Theorems 1.2, 1.6, 1.10, and 1.13 are given in Sections 3, 4, 5, and 6, respectively.
Hausdorff Measure, Hausdorff Dimension, and Fourier Dimension
In this section, we review the basics of Hausdorff measure, Hausdorff dimension, and Fourier dimension. As general references, see [3] and [11] .
For each s ≥ 0, the s-dimensional Hausdorff measure of a set A ⊆ R d is defined to be
Note that H s is technically not a measure, but it is an outer measure. Note also that H d is a constant multiple of the Lebesgue outer measure.
The support of a Borel measure µ on R d , denoted supp(µ), is defined to be the intersection of all closed sets F with µ(
be the set of all non-zero finite Borel measures on R d with compact support contained in A. For s ≥ 0, the s-energy of a Borel measure µ on R d is defined to be
The Hausdorff dimension of a set A ⊆ R d is defined to be
and, if A is a Borel set, we have the formulas
The Hausdorff dimension of a non-zero finite Borel measure µ on R d is defined to be
and we have the equality
Fourier analysis enters the picture via the following formula: For every µ ∈ M(R d ) and 0 < s < d,
where c(d, s) is a positive constant depending only on d and s. The Fourier dimension of a set A ⊆ R d is defined to be
The Fourier dimension of a non-zero finite Borel measure µ on R d is defined to be
For every Borel set A ⊆ R d and every non-zero finite Borel measure µ on R d , we have
3 Proof of Theorem 1.2
The proof in the opposite case is similar. Assume dim
Then µ * ν is a Borel probability measure with support contained in RY + Z and
Since µ * ν is in L 2 , µ * ν has an L 2 density with respect to Lebesgue measure. So the support of µ * ν has positive Lebesgue measure, hence RY + Z has positive Lebesgue measure.
4 Proof of Theorem 1.6
The proof in the opposite case is similar. Choose any
Since I s (µ * ν) < ∞, the support of µ * ν has infinite s-dimensional Hausdorff measure. Therefore RY + Z has infinite s-dimensional Hausdorff measure, hence dim H (RY + Z) ≥ s. By our choice of s, we conclude that dim
5 Proof of Theorem 1.10
Let σ be the surface measure on the unit sphere S ⊆ R d . The following asymptotic is wellknown. It may be proved by elementary properties of the Fourier transform and known asymptotics of Bessel functions (see, for example, [11] ), or by the stationary phase method (see, for example, [18] ). For all sufficiently large ξ ∈ R d ,
Therefore dim F (µ 0 ·σ) ≥ dim F (µ)+d−1 and (consequently) dim F (RS) ≥ dim F (R)+d−1.
6 Proof of Theorem 1.13 Theorem 1.13 follows immediately from the following theorem in terms of measures.
Theorem 6.1. For every α ∈ [0, 1] and let ν be a non-zero finite Borel measure on R with compact support not containing 0. There is a Borel probability measure µ on R such that
The rest of this section is devoted to proving Theorem 6.1.
Proof of Theorem 6.1: General Construction
Let ν be as in the statement of the theorem. If α = 0, then taking µ to be a point mass gives the desired result. Assume α ∈ (0, 1].
For every n ∈ Z >0 , we use the notation [n] = {0, 1, . . . , n − 1} For sequences (t j ) ∞ j=1 and (n j ) ∞ j=1 of positive integers, we use the notation T j = t 1 · · · t j and N j = n 1 · · · n j . We also use the empty product convention, so that T 0 = N 0 = 1.
Fix an integer n * ≥ 2. Fix sequences (t j ) ∞ j=1 and (n j ) ∞ j=1 of positive integers such that, for all j ∈ Z >0 , we have 2 ≤ n j ≤ n * , t j ≤ n j , and T j ≈ N α j .
We recursively define two families of sets: {A j : j ∈ Z ≥0 } and {B j+1,a : j ∈ Z ≥0 , a ∈ A j }. Define A 0 = {1}. Assuming that A j has been defined for a fixed j ∈ Z ≥0 , for each a ∈ A j choose a set B j+1,a ⊆ N −1 j+1 [n j+1 ] such that |B j+1,a | = t j+1 . Later we make a specific choice for the sets B j+1,a , but for now the sets B j+1,a are arbitrary. Define A j+1 = a∈A j (a + B j+1,a ). Note that this recursive definition implies that A j ⊆ [1, 2) and
What are the sets A j and B j+1,a ? They are sets of endpoints in the following Cantor set construction. Start with the interval [1, 2] . Divide it into n 1 intervals of length 1/N 1 , keep t 1 of these intervals, and discard the rest. For each of the kept intervals, we do the following: Divide it into n 2 intervals of length 1/N 2 , keep t 2 of these intervals, and discard the rest. This gives, in total, T 2 intervals of length 1/N 2 . Continuing in this way, at the j-th stage we have T j intervals of length 1/N j . The set of left endpoints of these intervals is A j . For each of these intervals, we do the following: Divide it into n j+1 intervals of length 1/N j+1 , keep t j+1 of these intervals, and discard the rest. If a is the left endpoint of the interval we started with, the set of left endpoints of the intervals kept is a + B j+1,a . The union of all the sets a + B j+1,a (as a ranges over A j ) is A j+1 . The Cantor set constructed
For each j ∈ Z ≥0 , define µ j to be the probability measure whose density with respect to Lebesgue measure on R is
Note that we have abused notation by using the same symbol for a measure and its density; we will continue to do this. For each j ∈ Z ≥0 ,
For every j, k ∈ Z ≥0 with j ≤ k and for every a ∈ A j , we easily verify that
Lemma 6.2. The sequence (µ j ) ∞ j=0 converges weakly (i.e., in distribution) to a probability measure µ.
Proof. For each j ∈ Z ≥0 , let F j be the cumulative distribution function of µ j , i.e., F j (t) = µ j ((−∞, t]) for all t ∈ R. Let t ∈ R. If t ≤ min A j , then F j (t) = F j+1 (t) = 0. Now assume t ≥ min A j . Let a(t) be the largest element of A j such that a(t) ≤ t. Since F j (a) = F j+1 (a) for each a ∈ A j , we have
where the last equality used (6.2). Since
it follows that (F j ) ∞ j=0 is a uniformly convergent sequence of continuous cumulative distribution functions. Therefore the limit F is a continuous cumulative distribution function of a Borel probability measure µ on R. Hence (µ j ) ∞ j=0 converges weakly to µ.
Proof. The second equality is immediate from (6.1). For the first inequality, we consider ⊆ and ⊇ separately.
⊆:
We prove the contrapositive. Suppose x ∈ R \ supp(µ j 0 ) for some j 0 ∈ Z ≥0 . Since
there is an open ball B(x, r 0 ) contained in R \ supp(µ j 0 ). Since (supp(µ j )) ∞ j=0 is a decreasing sequence of sets, B(x, r 0 ) is contained in R \ supp(µ j ) for every j ≥ j 0 . Thus µ j (B(x, r 0 )) = 0 for every j ≥ j 0 . Choose a continuous function φ : R → R such that 1 B(x,r 0 /2) ≤ φ ≤ 1 B(x,r 0 ) . Then, since µ j → µ weakly, we have µ(B(x, r 0 /2)) ≤ φdµ = lim j→∞ φdµ j ≤ lim j→∞ µ j (B(x, r 0 )) = 0. So µ(B(x, r 0 /2)) = 0. It follows that x ∈ R \ supp(µ). , r) ). So µ(B(x, r)) > 0. Since B(x, r) was arbitrary, it follows that x ∈ supp(µ).
The measure µ is the so-called natural measure on the Cantor set
Proof. For every ǫ > 0 and j ∈ Z ≥0 ,
Letting j → ∞, we see that
To show that dim H (µ) ≥ α, it suffices to show that µ(I) |I| α for every interval I in R, where |I| denotes the diameter of I. Let I be any interval in R.
since µ is a probability measure. Now suppose |I| ≤ 1. Choose j ∈ Z ≥0 such that N 
Proof of Theorem 6.1: Fourier Decay
We now work towards proving that the sets B j+1,a can be chosen so that dim F (µ) = α and dim
The idea is to recognize that, if we choose the sets B j+1,a randomly, the differences µ j+1 (ξ) − µ j (ξ) and µ j+1 · ν(ξ) − µ j · ν(ξ) can be written as sums of finitely many independent random variables. Then we use Hoeffding's large deviation inequality to show there is a choice of the sets B j+1,a which makes these differences small. Finally, we use telescoping sum and geometric series arguments to deduce the desired decay estimates for µ and µ · ν.
Let j ∈ Z ≥0 . We write the densities of µ j and µ j+1 in more convenient forms. By
, we see that
Since A j+1 = a∈A j (a + B j+1,a ), we also have
For each a ∈ A j , b ∈ B j+1,a , and ξ ∈ R, define
It follows that, for all ξ ∈ R,
By direct calculation, we have Lemma 6.5. For each j ∈ Z j≥0 , a ∈ A j , b ∈ B j+1,a , and ξ ∈ R, we have
The following properties of g are straightforward to verify.
Lemma 6.6.
Recall that supp(ν) is compact and does not contain 0. Choose a Schwartz function φ : R → C such that φ(y) = 1/y for all y ∈ supp(ν).
Lemma 6.7. For all x ∈ R,
Proof. Write
Note y : g(|y|) for all y ∈ R (because φ is Schwartz), then use (i) of Lemma 6.6. Lemma 6.8. There is a constant C 0 > 0 such that for each j ∈ Z ≥0 , a ∈ A j , b ∈ B j+1,a , and ξ ∈ R, we have
Proof. Integrating y in (6.4) shows that
, (i) and (ii) of Lemma 6.6 give
On the other hand, integrating x in (6.4) shows that
Multiplying by −2πi(ξ/N j+1 ), using that φ(y) = 1/y for all y ∈ supp(ν), and integrating in y gives
Since |(ξ/N j+1 )(aN j+1 + bN j+1 + x)| ≥ |ξ| for each x ∈ [0, 1], Lemma 6.7 and (i) of Lemma 6.6 give
We need the following fact about averages over random subsets.
Lemma 6.9. Let t ≤ n be positive integers. Let A be a finite set of size n, and let F : A → C. Let B t be the collection of all size t subsets of A, and let B be a set chosen uniformly at random from B t . Then
Proof. There are n t sets in B t . For each x ∈ A, there are n−1 t−1 sets in B t that contain x. Therefore
We need the following version of Hoeffding's inequality for complex-valued random variables.
Lemma 6.10. Suppose Z 1 , . . . , Z t are independent complex-valued random variables satisfying E(Z i ) = 0 and |Z i | ≤ c for i = 1, . . . , t, where c is a positive constant. For all u > 0,
Proof. Apply the standard Hoeffding inequality to the real and imaginary parts of Z 1 , . . . , Z t .
Lemma 6.11. It is possible to choose the sets B j+1,a such that for every j ∈ Z ≥0 and ξ ∈ d 0 Z, we have
14) 15) where C 0 is the constant from Lemma 6.8, and d 0 is defined in (6.13).
Proof. Fix j ∈ Z ≥0 and assume a set A j ⊆ [1, 2) satisfying |A j | = T j is given. To simplify notation in what follows, we write N = N j+1 , n = n j+1 , and t = t j+1 . For each a ∈ A j , suppose we choose B j+1,a independently and uniformly at random from the collection of all size t subsets of N −1 [n]. Now fix ξ ∈ R. Then {X a (j, ξ) : a ∈ A j } is a set of independent complex-valued random variables, and the same is true of {Y a (j, ξ) : a ∈ A j }. Moreover, for each a ∈ A j , we find that E(X a (j, ξ)) = 0 by applying Lemma 6.9 with
. Likewise, we find that E(Y a (j, ξ)) = 0 by applying Lemma 6.9 with F (b) = J(a, b, j, ξ). We also have the bounds on |X a (j, ξ)| and |Y a (j, ξ)| from Lemma 6.5 and Lemma 6.8, respectively. Define
Let E ′ (ξ) be the event that
For each ξ ∈ R, Lemma 6.10 gives
.
In light of (6.7) and (6.8), this implies there is some choice of the sets B j+1,a (a ∈ A j ) such that (6.15) and (6.14) for every ξ ∈ d 0 Z. .
Proof. We prove only (6.18), as the proof of (6.17) is similar and simpler. We begin by making two reductions. |ξ| for all 0 = ξ ∈ R. The same inequality holds when ξ = 0 by direct calculation. Therefore, by the triangle inequality, we just need to prove (6.18) with the left-hand side replaced by | µ · ν(ξ) − µ 0 · ν(ξ)|.
Lemma 6.2 says µ j → µ weakly. Then the dominated convergence theorem shows that µ j · ν → µ · ν weakly. Therefore, for every ξ ∈ R, µ · ν(ξ) = lim j→∞ µ j · ν(ξ), hence
If ξ = 0, each term of the sum above is zero, by direct calculation. Now assume ξ = d 0 k ∈ d 0 Z, ξ = 0. By Lemma 6.11, the sum above is ≤ 2C 0 g( To estimate the last two sums, recall that 2 ≤ n j ≤ n * , N j = n 1 · · · n j , T 0 = N 0 = 1, and T j ≈ N α j for all j ∈ Z >0 . This leads to T j ≈ N α j+1 and N j+i /|ξ| ≥ 2 i−1 N j+1 /|ξ| for all i, j ∈ Z ≥0 . Thus the first sum is And the second sum is Lemma 6.13. With the sets B j+1,a chosen as in Lemma 6.11, dim F (µ) = α and dim F (µ · ν) ≥ min {1, dim F (µ) + dim F (ν)}.
Proof. Lemma 6.12 and Lemma 6.4 imply α ≤ dim F (µ) ≤ dim H (µ) = α. Lemma 6.12 and (iii) of Lemma 6.6 imply dim F (µ · ν) ≥ dim F (µ) + dim F (ν).
