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We shall give two criteria for the uniqueness of limit cycles of systems of LiCnard 
type I = -g(y) - f(y)x, j = h(x). We apply them to some polynomial differential 
equations. 0 1989 Academic Press, Inc. 
1. Two CRITERIA OF UNIQUENESS OF LIMIT CYCLES 
Consider the system 
i = -g(Y) -f(Yk j = h(x) (1) 
and define F(y) = jOy f(u) du. 
Assume that the following conditions hold in the region formed by the 
points (x, y) such that XE (- 00, co) and YE (a, b) with -cc <a < 0 and 
O<bd +co: 
(i) yg(y)>O for y#O, xh(x)>O for x#O; 
(ii) f(y), g(y), and h(x) are continuously differentiable, h(x) is increas- 
ing, h(0) = g(0) = 0, g’(0) > 0, and f(0) < 0. 
We remark that system (1) is the classical Lienard differential equation 
j+f(y)j+g(y)=O when h(x)=x. 
Note that from (i) and (ii) the origin is the unique critical point of 
system (1) and that it is an unstable focus or node. 
A limit cycle y is an isolated periodic orbit. A limit cycle is called stable 
(resp. unstable) if it is the w-limit set (resp. a-limit set) of all points in a 
neighborhood of y. 
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Let X be a vector field in R2 and let y be a periodic orbit of X with 
period T. The number 
c(y) = 1’ div X(y(t)) dt 
0 
is called the characteristic exponent of y. The next proposition is a classical 
result; for a proof see [ 1, 141. 
PROPOSITION 1. Let y be a periodic orbit of a vector field X in R2. Then 
y is a stable limit cycle if c(y) < 0 and unstable if c(y) > 0. 
A limit cycle whose characteristic exponent is not zero is called hyper- 
bolic. 
We assume that z(y) is a function satisfying the following condition: 
(iii) For every periodic orbit y(t) = (x(t), y(t)) of system (1) with 
period T(y) we have 
z(y(t)) dt = -I”‘) f(y(t)) dt. 
0 
Also, we shall use the function Z(y) = Ji z(u) da. 
Remark 2. We can always choose z(y) = -f(y), but other choices may 
yield stronger results. For instance if we consider h(x) =x, then the func- 
tion defined by z(y) = -f(y) + g( y)[A + BF( y)] for any A, BE R satisfies 
(iii). This function has already been considered, first by Chang, with B = 0, 
in [2], and later in [7]. 
Let y(t) = (x(t), y(t)) be a periodic orbit of system (1) with period T. We 
shall define two curves associated with y. The first, r*(t) = (x*(t), y*(t)), 
is given by x*(t) =x(t), y*(t)= --F(y(t)) for t E [0, T). Note that r* is 
also a closed curve. The second, r(t) = (X(t), Y(t)), will be defined by 
X(t) = l/h(x(t)) and Y(r) = Z(y(t)) for t E [0, T), where we consider that a 
point (x, y) of y whose first component is zero produces the straight line 
Y = Z(y) in the curve r. We remark that I’(t) is a unbounded curve with 
two straight lines. We take in r*(t) and r(t) the natural orientation 
induced by t. 
PROPOSITION 3. Let y be a periodic orbit of system (1) satisfying condi- 
tions (i), (ii), and (iii). Then 
(a) jr* x&=0, (b) ]rxd~=c(~). 
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Proof The proposition follows from the equalities 
s xdy= - loT x(t)f(~(t)) 3(t) dt = -J‘ d(y) dy I-* Y 
= -[Int7/Wxdy=~ div X(x, y) dx dy = 0, 
Int)J 
f=rxdy=j,:i&) z(Y(~)) At) dt = j’ z(y(t)) dt 0 
=- Sbfty(f)) dt = JOT div JWt), y(t)) dt = c(y). I 
Note that Proposition 3(b) says that the characteristic exponent of a 
periodic orbit y of system (1) is the signed area surrounded by the oriented 
curve r. 
From Proposition 1 a criterion for the uniqueness of limit cycles of a dif- 
ferential system in the plane is to show that the characteristic exponents of 
all the periodic orbits of the differential system have the same sign. Our 
goal is to give some new criteria for the uniqueness of limit cycles of system 
(1) by showing that the oriented areas surrounded by the curves r 
associated to all the periodic orbits y of system (1) have the same sign. This 
idea was already used in three particular subcases of system (1) by Yeh 
[16] and Chen [3]. 
In the next theorem we give the uniqueness results that we obtain when 
z(y) = --f(y). We shall need the following conditions: 
(iv) The function f(y) has exactly two simple zeros y,, y, in (a, b) such 
that y, < 0 < yZ and f(O) < 0. 
(v) Let (0, y-) and (0, y’) be the intersections of any periodic orbit 
of system (1) with the semiaxes y < 0 and y > 0, respectively. We assume 
that y-<y,<y,<y+. 
(vi) For every periodic orbit y of system (1) there is a unique point 
(x,, yM) (resp. (x,, y,)) of y where the x component has a maximum 
(resp. minimum ). 
THEOREM 4. System (1) satisfying (i), (ii), (iv), (v), and (vi) has at most 
one limit cycle which, if it exists, is hyperbolic and stable. 
Proof: Let y be any periodic orbit of system (1). By studying the vector 
field on the straight lines y = y,, y = y, we can conclude that y, < y, < y, 
and y, <y,< y,. By hypotheses (iv) and (v) we have that the point 
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(0, y’) (resp. (0, y-)) of y is transformed into a local minimum 
(0, -F(Y + 1) (rev. maximum (0, -F(y -))) of the y-component of the 
closed curve r*. If -F(y+)> -F(y-) (resp. F(y+)=F(y-)) then r* is 
a simple closed curve (resp. formed by two simple closed curves that inter- 
sect at a unique common point), but this fact is in contradiction with 
Proposition 3(a). So we know that - F(y + ) < -F( y - ) and hence a 
possible picture for the periodic orbit y(t) = (x(t), y(t)) is given in Fig. 1. 
Note that the subcurves aMb and cmd of y are the subcurves A * M* B* and 
C*m*D* of r*. Hence, from Proposition 3(a), f * must have exactly three 
loops Ti* for i= 1, 2, 3, two of them f: and r,* with positive orientation, 
and another one r,* with negative orientation. 
From Fig. 2 and since h(x) is increasing it is easy to draw the curve r, 
which is shown in Fig. 3. This curve is also formed by three loops Ti for 
i = 1, 2, 3. The orientation of these loops implies that Jr, x dy < 0 for 
i = 1,2,3 (note that in Figs. 2 and 3 it is assumed that F(y-) < F(y,) and 
that F(y,) < F(y + ); any other inequality implies the same result). There- 
fore, from Proposition 3(b) it follows that c(y) = f,-x dy ~0. Hence the 
theorem follows from Proposition 1. I 
Remark 5. (a) By the Bendixson-Dulac criterion we know that 
[y -, y + ] $ [ yr , y2]. Hence, if the solutions of system (1) are symmetric 
with respect to the x-axis the condition (v) always follows. 
(b) To obtain uniqueness of the limit cycles for Litnard differential 
equations condition (vi) is imposed usually in a stronger form. For 
instance, when condition (iv) is satisfied, condition (vi) follows if 
WAf/g) ’ 0. 
Theorem 4 can be interpreted as a generalization of some classical results 
on uniqueness for the Lienard equation. For instance we can apply it to 
prove the uniqueness and hyperbolicity of limit cycles for the van der Pol 
equation. For the standard proofs of the next corollary see [S, 10, 12). 
-- 
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FIG. 1. The limit cycle y 
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FIG. 2. The curve r*. 
COROLLARY 6. The van der Pol equation 
i = -y - x( y2 - /2), I; = x, 
with p # 0 has at most one limit cycle, which, if it exists, is hyperbolic and 
stable. 
ProoJ The proof follows from Theorem 4 and Remark 5 because 
W4N(y2-~2)l~l =(Y~+P~)/Y*>O. I 
In the next theorem we shall give the uniqueness of limit cycles of system 
(1) for any function z(y) satisfying condition (iii). We shall need the 
following conditions: 
(iv’) The function z(y) has exactly two simple zeros y,, y, in (a, 6) 
such that y, < 0 < y, and z(0) > 0. 
(v’) Let (0, y - ) and (0, y + ) be the intersections of any periodic orbit 
of system (1) with the semiaxes y < 0 and y > 0, respectively. Then we 
assume that Z(y+)<Z(yP) and that yP <y, <y,<y+. 
Y 
r3 
-F (y+) 
FIG. 3. The curve r. 
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(vi’) For every periodic orbit y of system (1) there is a unique point 
(x,, yM) (resp. (x,, y,)) of y where the x-component has a maximum 
(resp. minimum), and y, and y, belong to [yi, y2]. 
The hypotheses (iv’) and (v’) on the function z(y) defined in (iii) allow 
us to ensure that its behaviour is similar to the behaviour of the function 
-f(y) of Theorem 4. Then we can obtain in a similar way the following 
result. 
THEOREM 7. System (1) satisfying conditions (i), (ii), (iii), (iv’), (v’), and 
(vi’) has at most one limit cycle which, if it exists, is hyperbolic and stable. 
As an application of this theorem we obtain the next result. 
COROLLARY 8. The polynomial Li&ard’s equation 
f = y - (a3x3 + a2x2 + a, x), j= -x (2) 
has at most one limit cycle which, if it exists, is hyperbolic and stable, when 
Ja,J is sufficiently small. 
Proof. By using the standard change of variables for the Lienard equa- 
tions we can write the system in the form 
f= -y-(3a3y2+2a,y+a,)x, j = x. (3) 
Taking A = 2a, and B =0 in Remark 2 we obtain the function 
z(y) = 3a, y* + a, which satisfies 
I 
7-(Y) T(Y) 
z( y(t)) dt = - 
0 I f(v(t)) dt, o 
for any periodic orbit of system (3). 
Case ala3 > 0. If a, = a3 = 0 then we can integrate system (3) and the 
origin is a center. Otherwise, assume that y is a periodic orbit of system (3); 
T(y) then c(Y)=~, ( 3a, y’(t) +a, y(t)) dt has the same sign as a, + a3, and by 
consequence y is stable (resp. unstable) when the origin is stable (resp. 
unstable). This fact is in contradiction with the Poincart-Bendixson theory 
and hence, y does not exist. 
Case ala3 <O. It is clear that taking z(y) as in the above case (i), (ii), 
(iii), and (iv’) follow. 
In [13] it is proved that any periodic orbit of system (2) must intersect 
the lines x = k( -a,/a,) ‘I2 This fact follows by studying the vector field on .
the level curves of the first integral of the differential equation obtained 
when a, = a3 = 0. From this result and since in (3) the y-coordinate is the 
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x-coordinate in (2) we have y- < -( --a,/~,)“~ < (-a,/~~)“* < y+ and 
then Z( y ’ ) < 0 < Z( y - ). Hence we obtain condition (v’). 
In order to prove (vi’) first suppose a, = 0. In this case by studying the 
vector field on the straight lines y, = -( -u,/~u,)“*, y, = ( -u,/~u,)“* we 
can conclude that y, < y, <y2 and y, < y, <yz. By the continuous 
dependence of the solutions of the differential equations with respect o a,, 
the same inequalities hold for (a,/ sufficiently small. Hence the corollary 
follows. 1 
The result of Corollary 8 was proved by Lins et al. [ 133, for any value 
of u2. However, their proof does not give the hyperbolicity of the limit 
cycle. 
2. UNIQUENESS OF LIMIT CYCLES FOR 
A CLASS OF QUADRATIC SYSTEMS 
We consider the differential system f = dx/dt = P(x, y), j = dy/dt = 
Q(x, y) where P and Q are polynomials of second degree with real constant 
coefficients, and x, y, and t are also real. When the maximum of the 
degrees of P and Q is two we call such systems quadratic systems. 
It is known [S] that inside a periodic orbit of any quadratic system 
there is exactly one critical point which is a focus or a centre. Then, from 
Lemma 1 of [9] or from [4] any quadratic system that is candidate to 
have some periodic orbit can be written in the form 
i=y+ax2+bxy, 
j = --x + dy + (I+ ud)x* + (m + bd) xy + ny*, 
(4) 
with IdI < 2. 
In order to apply the criteria of the uniqueness of limit cycles given in 
Section 1, we must to write the quadratic system (4) in a Lienard system 
(1). 
LEMMA 9. (a) Any periodic orbit of system (4) surrounding the origin is 
contained in the region bx + 1 > 0. 
(b) Any quadratic system (4) in the region bx + I> 0 is equivalent to 
the Litkurd system 
i-= -g(Y)-f(Yk 3 = h(x), (5) 
with 
g(y) = -x,(y) 4*(yNb + 1)V3> 
f(Y) = -fdY) d(YMY + 11p2, 
h(x) =x, 
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g3( y) = (na* + lb* - mab) y3 + (2lb - b* - mu) y* + (1- 2b) y - 1, 
f*(y) = [ab + (m + db)b - 2na] y2 + (2~2 + 2bd+ m) y + d, 
and d(y) satisfies d’(y) = -nb(y)(by + 1))‘. 
Proof If b = 0 statement (a) says nothing. If b # 0 note that the straight 
line bx + 1 = 0 is either invariant by the flow or without contact points. 
Then (a) follows. 
Consider the new coordinates (x, , y, , ti ) defined by 
x1 = [ax*/(bx + 1) + y] .4(x), Yl=Y, dt,/dt = (bx+ l)@(x). 
Statement (b) follows by writing system (4) in the region bx + 1 > 0 in the 
new coordinates. 1 
A result similar to Lemma 9 has been obtained by Liu Jun [ 111. The 
change of variables used in the proof of Lemma 9 is a compact version of 
several particular changes of variables used for some quadratic systems 
with the same aim (see for instance [ 151). 
We denote by B the set { -b-l} u {The real roots of g3(y) = O}; here 
6-l is infinity if b = 0. Let a, be the maximum of the set [ - co, 0) n B, and 
b, be the minimum of the set (0, co] n B. 
LEMMA 10. Any periodic orbit of system (5) surrounding the origin is 
contained in the strip formed by the points (x, y) such that x E ( - 00, co) and 
yE(a,, 6,) with --co <a, ~0 and O<b, 6 +a~. 
Proof. Let b, be a real root of g3( y) = 0. Note that j is positive (resp. 
negative) on the straight line {(x, y): x > 0, y = b,} (resp. < 0). Then, from 
Lemma 9(a) and since inside any periodic orbit of (5) there is exactly one 
critical point; the lemma follows. 1 
THEOREM 11. We denote by D the number 
(2~ + 2bd+ m)‘- 4d[ab + (m + bd)b - 2na]. 
(a) If D < 0, then system (4) has no limit cycles surrounding the origin. 
Assume D > 0. Let y, and y2 be the real roots of f2(y) = 0. 
(b) u y , , y, q! (al, b, ) then system (4) has no periodic orbits surround- 
ing the origin. 
(c) Suppose that d>O, ab+(m+bd)b-2na<O, y,, y,~(a,,b,), 
and by- 1) f2(y) g3(y) + y(by + l)Cfi(~) g,(y) -f,(y) g;(y)1 > 0 for all 
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YE (a,, b,), where fi and g, are the functions defined in Lemma 9(b). Then 
system (3) has at most one limit cycle surrounding the segment 
W9Y):Y,~YdY*L and if the cycle exists, it is hyperbolic and stable. 
Proof: If D 6 0 then f2(y) does not change sign. Since f2( y) is the 
divergence of system (5), by the Bendixson-Dulac criterion (see [6]) and 
Lemma 9, (a) follows. By using the same arguments and Lemma 10, we 
obtain (b). 
Under the hypotheses of (c) we shall prove that system (5) satisfies the 
hypotheses of Theorem 4. Hence, by Lemma 9 statement (c) will follow. 
From Lemma 10 and since d> 0 we have that system (5) satisfies 
hypotheses (i) and (ii). Since drab + (m + bd)b - 2na] < 0, condition (iv) 
holds for system (5). Lastly, from Remark 5 and since 
d f = by- W2(y)g3(y) +A@+ 1 )Cf;(y)s3(y)-f2(y)s;(y)l, o 
&ii 0 dY)(YS3(YN2 3 
condition (v) holds for system (5). 1 
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