ABSTRACT. We consider the Cauchy data problem u(x, 0) = 0, du(x, 0)/dt = /(x), for a strongly hyperbolic second order equation in nth spatial dimension, n > 3, with C°° coefficients. Almost everywhere convergence of the solution of this problem to initial data, in the appropriate sense is proved for / in Lp, 2n/(n+l) < p < 2(n -2)/(n -3). The basic techniques are Lp-estimates for some maximal operators associated to the problem (see [4] ), and the asymptotic expansion of the Riemann function given by D. Ludwig (see [9] ).
Introduction.
In [11] Stein and Wainger study the behavior of the maximal function given by averages over dilates of the unit sphere (n > 3) by using harmonic analysis methods; the a.e. convergence of the wave equations to Lp-initial data, for some range of p's, is a consequence of their maximal theorem: this method is generalized by Greenleaf [4] to "variable coefficient" spheres (n = 3), taking the parameter of dilation in a neighborhood of the origin, and, as a consequence, he obtains a.e. convergence to Lp-initial data for p > 3/2 for the "wave operator" given by the Laplace-Beltrami operator on a 4-dimensional manifold with real analytic Lorentzian metric. He uses a formula by M. Riesz [10] , valid in this particular case.
In the present paper we obtain a.e. convergence to Lp-initial data (2n/(n + 1) < p < 2(n -2)/(n -3)) for the solution of a strongly hyperbolic n-dimensional equation with C°° coefficients by using the Stein-Wainger-Greenleaf method and an asymptotic expansion (generalized Huygen's principle) for the solution given in [9] .
For the sake of completeness we give (Appendix 1) the definition of the analytic extension we are going to use, following [3] , and in Appendix 2 we sketch the proof of the asymptotic expansion in [9] , based on some of the steps in [8 and 9] , in order to point out some properties we need for our purposes. The reader may avoid both appendices.
I wish to thank Professor C. Kenig for his advice, and Professor W. Littman who offered me his knowledge. Also, I thank A. Greenleaf, for pointing out some facts in his paper, and E. Fabes, J. M. Marco and the referee for their helpful suggestions.
Let us consider second order equations in n + 1 variables x = (xq, xx, ..., xn), (0) Lu = V a,ij(x)---+ Y] bk(x)^-+ c(x)u, DEFINITION 1 . L is strongly hyperbolic with respect to the direction £ ^ 0 at a point y iff, for any arbitrary 9 nonparallel to £, the equation in A, Q(A£ + 9) = X>u(y)(-^ + Wfc + %) = o, has two distinct real roots. Such a £ is said to be a timelike direction at y. L is strongly hyperbolic at a point y when there exists a timelike direction at y.
From now on we consider L strongly hyperbolic at every point t/efl. DEFINITION 2. A C°° hypersurface S of Rn+1 is said to be spacelike if the normal rjx to S at any point x 6 S is a timelike direction at x. The problem to be treated here is the initial value
(1') Lu = 0, u\s=0, du/dnx = f(x), where S is spacelike, / G C00(S), and D is an open domain containing 5.
LEMMA 3. If S is a spacelike surface, one can construct, in a neighborhood of S, a smooth real-valued function t(x) such that S is a level surface for t and every level surface oft is spacelike for L. Furthermore, L, expressed in terms of the new coordinates (t,x\,... ,x^), is strongly hyperbolic and the surfaces t =constant are spacelike. By an abuse of language we keep the notation (t,xx,..., xn) = (t, x).
REMARK. Lemma 3 allows us to reduce the initial value problem (1') to (1), where /, ü and L are expressed in the coordinates (t, xx,..., xn):
In what follows, t denotes a variable such that the surface t = constant is spacelike for 0 < t < in. (2) Lu = 0, u(0,x)=0, du(0,x)/dt = 6(x-z).
Leray [7] proved the existence and uniqueness of R(t, x; z) in the C°° coefficients case, Hadamard [5] in the analytic case; also Ludwig [8] proved Hadamard's result through the convergence of the asymptotic wave expansion for R(t,x; z).
THEOREM 5 (LUDWIG: PROGRESSIVE WAVE SOLUTION FOR (2)).
R(t, x; z) = gr ("+1>/2 l p( (n _J+3)/2 + J} ' àj(t, x; z) + RN(t, *, *),
where Rn can be made as smooth as desired by taking N large enough, it is defined for every t G [0, in], and it is supported as a function of x in a ball of Rn of radius 0(t) for t -> 0 (fixed z, 0(t) may depend on z). The same statement holds for the z-variable when x is fixed. 4>(t,x;z) can be written as
where f(t, x,y) is nonzero everywhere, defined for x G Rn and y G fin-i (the unit sphere in Rn) and is C°°; furthermore, the hypersurface {z: <f>(t,x\z) = 0} has nonzero Gaussian curvature everywhere. àj(t,x; z) are C°° functions with respect to x,z E R™ and t G [0,in], 4>°í_/r(a + 1) is the a-analytic family of one real variable distributions defined in [3, p. 56], COROLLARY 6 . The solution u of problem (1) is given by
where ( , ) denotes z-distribution applied to a function, and r,aj and Rn satisfy the same assumption as f,äj and Rn in Theorem 5 (see Appendix 2). PROOF. We are going to prove the case Rea' > 1; the general case follows by analytic continuation.
After changing to polar coordinates s = \y\, y G f2"_i. Let us take the Fourier transform with respect to the radius s (i.e. A*) of the even extension of the above functions: Since
is a function of y G Í2n^i and tr G R given by v/it2^-1^*,x,y)Ja-i/2(o-tr(t,x,y)) (M*'*'y)<T) '
where the J's denote Bessel functions,
By the recurrence integral formula for bessel functions, when Rea' < Rea this equals tW r(txy)f ^ (-X'2'" {rta)a~a'
which is the statement of the lemma.
•LEMMA 8'. Rea' < Rea, in the Schwartz class andn/(a + n-l) < p < -(n -2)/a when -(n -2)/2 < a < 0.
In order to prove this theorem, according to Greenleaf's version [4] of the methods for variable coefficients due to Stein and Wainger, we need Lemmas 11-15. Let us drop the index j to simplify notation. LEMMA 11. There exists a to > 0 such that T" is a Fourier integral operator for any t < to and a > (1 -n)/2. Furthermore, its symbol is a function bfao(x, i£) (smooth in t) in the class 5{ 0 " a(Kx x R£), and its phase can be written as <Mz,2/,0 = (z-y)£ + id(x,t,0l£l, where d is smooth for x G K and t G [0, to] and homogeneous of degree zero in £.
PROOF. Let us prove the statement in the case a = an, i.e. for MtQo. Our attempt is to reduce the expression for M"x to the explicit formula for 8^k\ for a suitable integer k, where 6^ is the fcth derivative of Dirac's 6 function.
For Re an < 0 set m = |Reao|. Recall m > -n/2 when n is even and m > -(n -l)/2 when n is odd. By Lemma 8,
We may ignore the function a without loss of generality, for it is a C°° function. Hence we can write the above expression as
where ß is a multi-index (ßi,ß2,-■-,ßn), and d0 = d^/dyßldy^ ■ ■ ■ dy0", p0 is homogeneous of degree 0. Then -rn «i .
( 
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The terms in the first sum, since the inner integral is a C°° function, can be written as a \I/dO whose symbol is in S^^.
Let us split the integrals in the second sum, multiplying by X2(u) and (1 -X2(u)), where X2 is a cutoff function supported on (0,2) and identically one in [3, §] . Then fwitnuti)^-X(l -X2(U))(\ -U2)**-™-1 du Jo can be expressed with the notation of (1.2) as
The integral is a function of £ in C7°°(Rra -{0}) and C1 at 0 supported on A = {z : \z\ < tr(t,x,z/\z\)}. This is a consequence of the fact that (\-u2)a°~m~l is a C°° bounded function in supp(l -X2(w)) and the family of hypersurfaces {Hx,t,ut}ue According to [4] , since Hxtx/t satisfies the hypothesis there (i.e. nonzero curvature uniformly in t), we have the following asymptotic behavior:
where the convolution is one dimensional with respect to ç and is evaluated at the point |£|d(x,i, £), d is the function in the claim, and gß(x, t,i\,i/) is in Co°(R^), smooth and homogeneous of degree zero in £, and smoothly depending on x and i. Since in (1.3) we have 1 -Xi(*l£l)i our study is reduced to the behavior of (1 .4) when |£| > 1/2Í.
We can write this, for some s G SXq~ , as the sum of
and a similar conjugate expression.
We deal only with (1.6); the conjugate term can be treated in the same way. Since d is homogeneous of degree zero, let us pay attention to
We want to prove that II(x, i, i£) = e,?x f je) is in the class SXo Since gß is homogeneous of degree zero, it suffices to estimate II(x, i, £) and its derivatives:
from the mean value theorem for integrals, where J is some subinterval of [0,1].
Remark.
Í ¿u(\&d-*)u1(^l -U2)ao-m-l du is bounded uniformly (i.e. independently of J) by c/(l + | |£|d -z\a° m) (see [12, p. 158]).
Hence, since g0(x, t, £, (-))A(ri) G S~°°, (1.8) is bounded by Ct,
for any integer p, and then the desired bound c/(l + |£|(" 1//2+ao m) follows.
The last two terms can be bounded by c
as in (a), since ds/dç G SX(\m~ ' ~ and (dg/dt;i)(x, t, f, (■))(?) is homogeneous of degree -1 in 6; and rapidly decreasing in c, and b(x,t, £) is homogeneous of degree zero in £. We can put together the first two terms and write
which can be suitably bounded as was done in (a). Notice that higher derivatives w.r.t. £ and x can be bounded in a similar way for x G K. Thus (1.4) can be written, modulo lower order terms, as with the conditions of Lemma 11, Let us remark that b?ao(x, i£) vanishes for |£| < l/2i due to the properties of Xi-
We will prove that b"ao(x,tt;) can be suitably bounded; the argument for higher derivatives is a straightforward repetition of the case a = ao above. Assume a < ao; then (1.9) is
The first integral can be bounded by
The second, from definition (A.2) (see Appendix 1), is
where tp{v) = Ptu(x,tvt)eitv«*,tv¿M\(i-Xl(tv\t\).
Notice that vn+1+2o">|¥,(-[Q-a0]+i)(t;)| js bounded by
hence the integral is bounded by
which satisfies the appropriate bound. Let us take the wave packet transform Wg, which, according to [1] , is a tranform f(x) -» Wgf(x,cl) defined by an "admissible section" g(x, £), i.e. g is an elliptic matrix-valued symbol of order one such that g(x, £) is in the Siegel upper halfspace H+. Let us restate some properties of Wg given in [1] .
(1) Plancherel theorem: ¡j \Wgf(x, H)\2 dxdü = j \f(x)\2 dx + l \S-1/2gf(x)\2 dx, where Sg is a \I/dO of order -¿. For to small enough, t < to, we can find a matrix gt such that The inner integral is bounded uniformly in x and £, as shown in [4] , by splitting it into -1/4|£| /-to / +/ yo yi/4ici since 6"(x,i£) vanishes when i < 1/2|£|. We have to consider the first integral only for the term in the expression of T"f(x) given by the analytic continuation of the first sum in (1.4). c(t,x,a) above is chosen so that it kills the singularity at the origin of this integral. It is easy to see that c(t, x, a) is an analytic function of . The second integral is bounded for -(n -l)/2 < Rea < 0. Then, since J and p are symbols of order zero, our statement follows from properties (1) and (2).
Lemma 13. where Vx¿,w,u is the region in R" defined by {y: \y\ < utvr(tv,x,y) for some 0 < v < w}.
ipx,t,w,u is smooth w.r.t. x, i, w, u, y and is uniformly bounded in x, eK, t, u and w.
The family of solids {Vx¿,w,u}c<t<t0,o<w<i, o<u<i is regular with respect to cubes (in the sense of the theory of differentiation of integrals) ; hence we can expect to bound the integral (1.13) by the maximal Hardy-Littlewood function f*(x) for x in compact sets. This is straightforward for q = 0 (the only value of q when
Rea0 -e/2 = 0) and (1.12) is bounded for Re -e/2 = 0 by
The statement is proved in this case and can be done very similarly for the integral in (1.12) with <j = 0.
In the case q ^ 0, Re ao -e/2 = m < 0, we use an inductive argument: i /■! ct« I I I *x,t,w,u(y)dqf{xsV)dy Jo Jo Jvx,t,w.u asi
The last integral can be bounded by cf*(x) by induction hypothesis, and the first, by the divergence theorem, is
where r¡ = (r¡j) is the normal to the hypersurface dVx¿,w,uThe inner integral in (1.14) can be reduced to a volume integral similar to (1.13) with dq~x¡dsq~x by once again using the formula in Lemma 8' for (l -w2)~a°+1~2 and changing the order of integration. Let us linearize TQ(x) (stopping time process); then, since all the constants in the above lemmas are at most exponentially increasing w.r.t. a complex interpolation applies between Reai > l/2-(n-l)/2, pi=2, and Rea2 = l + £, 1 < p2 < oo, and we obtain TQ boundedness for n/(an -1) < pa < n/(l -a). Interpolation between Reai > 1/2 -(n -l)/2, px = 2, and Rea2=0, p2 = oo,
shows Tf is bounded for pa = (n -2)/2 -e and 1/2 -(n -l)/2 < a < 0, e > 0.
The same intervals of boundedness hold for M". Let 5 be a spacelike surface for L and consider 7: S x [0, io] -* R"+1 smooth such that for every y G 5, -7(2/, 0) = y and -7(3/, i) is a timelike curve. THEOREM 16. Let f G Lfoc(5), 2n/(n + 1) < p < 2(n -2)/(n -3), and let u(x) be the solution of problem (!'). Then u(q(y,s))/s -> c(y)f(y) a.e. y G S when s -► 0, where c(y) is C°°(S) and independent of f.
PROOF. By Lemma 3 we reduce problem (1') to (1), where S is t = 0; furthermore, we can choose x and t such that 7 switches to (n(x,t),t), where
Since 7 is timelike we may write M"x -f(r](x, t)) in the same form as M"x _/(x) and get Lp-boundedness for the same p's.
Let us apply to u(r](x,t),t)/t the classical argument involving Lp-norms and maximal operators to prove a.e. convergence. The worst maximal operator in the above expression for u is M7
'' , which is bounded in Lp for 2n/(n + 1) < p < 2(n -2)/(n -3). The remainder, sup 0<t< to tn JRn \RN(t,n(x,t),z)f(x)\dz, is bounded by the strong maximal function.
The above argument proves that
for / G Lp(S).
Since the theorem is true for / G C°°, a limiting argument proves our statement. We may write (Re a > 0)
The first integral is convergent for Rea > -m, so we have to extend the second integral, which can be expressed as Some results on hyperbolic PDEs. We summarize some concepts and facts used in the last section; nevertheless, we omit some proofs and merely outline others; this is the case for Theorem 5, in Ludwig's works [8, 9] . We select facts from both papers and point out some properties not explicitly stated in them, but necessary in our work. DEFINITION. If 4>(xo,...,xn) is a solution of (2') the n-manifold tp(t,x)
constant is called "a characteristic surface" for L.
The characteristic surface <f>(t,x) = c, whose intersection with the initial surface i = 0 is an (n -l)-plane, is called a "planelike surface", i.e. 0(0,x) = c represents a plane u ■ x = to ■ xo, where u) G 0"_i.
Let us note some facts about solutions of (2): A path xo(s),xi(s),... ,xn(s),po(s),.. .,pn(s) is called a "ray" or "bicharacteristic strip" when it is a solution of the canonical system of ODEs and denotes derivative with respect to s. DEFINITION. The set of points in a neighborhood of (xq, i?, • ■., x\) which are xspaces projections of all rays through the point (xq,x°) is the "ray conoid" centered at (xq,x°) associated with the operator L.
LEMMA. Any characteristic surface <p is locally generated by rays, i.e. in a neighborhood of a "suitable (n -\)-manifold strip" contained in <j>, <¡> is composed of all rays through the "manifold strip".
LEMMA. The ray conoid centered at (t°,x°) is locally the envelope of the planelike surfaces through (t°,x°).
The envelope of a family of surfaces <p(t, x; A) = 0, where A is a vector-valued parameter, is the surface <f>(t,x;\(t,x)) = 0, where A(i,x) are the values of A satisfying x<j>\(t,x; A) = 0.
LEMMA. Two distinct characteristic surfaces with a common interior point intersect along a ray.
Since, in the constant coefficient case, planelike surfaces are n-dimensional affine submanifolds and rays are straight lines, it makes sense to introduce the "ray surface" and "normal surface".
The ray surface is the intersection of a ray conoid centered at a point (in this case the ray cone) with the plane i = 1; it is a hypersurface in the -dimensional x-space. The normal surface is the intersection of a normal cone with the plane £o = -1, namely G(-l,£i,...,£") = 0. The following two lemmas hold in the constant coefficients case.
LEMMA. Normal and ray surfaces are dual in the following sense: to any point P on the normal surface there corresponds a point P" on the ray surface, obtained by inverting P' with respect to the unit sphere centered at the origin, where P' is the intersection of the tangent plane xp to the normal surface at P and the normal line to TTP through the origin (see figure) .
For strongly hyperbolic equations of second order with constant coefficients, the normal surface is an ellipsoid, and both normal and ray surfaces are composed of Figure   only one sheet. This, and the fact that dual surfaces of quadratic surfaces are also quadratic surfaces, and some other properties of convex hulls of these surfaces, cusp points and conical points, imply the following lemma.
LEMMA. Ray and normal surfaces have nonzero curvature everywhere.
We can extend the lemma to variable C°° coefficients, taking into account that (3) has C°° coefficients and the theorem on continuous and differentiable dependence on parameters for ODE applies here.
LEMMA Al. Let us consider L (under conditions in (0)). Then the intersection of the ray conoid at (0,x°) with the plane t = s has nonzero curvature everywhere for any e sufficiently small. REMARK. In other words the concepts introduced in the case of constant coefficients are also locally meaningful for strongly hyperbolic equations with variable coefficients.
SKETCH OF PROOF OF THEOREM 5. Let us take the plane wave expansion for 6(x -z) (see [2] ), Let us continue with the proof of Theorem 5. At each point w G fi"_i, there exist a neighborhood U^ and a change of coordinates to uJj such that Hessian (n -l)-matrix of <f> (i.e., cf> with respect to the new coordinates),^} (t,x;z,ç(t,x,z)), is diagonal for ç(t,x,z) G Uu (a consequence of Morse's Lemma). Thus if we prove (pui^i (t, x, z, c) > 0, by using a partition of unity, our function <j> satisfies the hypothesis of the above lemma.
According to [9, §6 .D], ^¿^(ijX, z, ç) is the difference between the curvature for t constant at (i, x) of the ray conoid centered at (0, z) and the curvature of the planelike surface tangent to the ray conoid at (t, x) when t is constant, where the curvatures measures along the curve ZJ% -constant.
This means that for i small enough, since planelike surfaces approach planes, we Let us add all the terms hus in (A.6) and fQ A¿v(í,x, 2, w)dw and denote the sum Rn(í,x,z) by R(t,x,z) = uN +RN(t,x,z).
By taking M} and N large enough we can ensure that LuN has derivatives in the strict sense up to a certain order. Then Rn must be the solution of Lv = -L\uN, «(0, y) = dv(0, y)/dt = 0.
Since L is supported in the inside of the ray conoid according to the standard existence and uniqueness theorems (see [6] ), we claim v exists, is uniquely determined, and has as many derivatives as we want by taking N and Mj large enough. v satisfies the condition on the support stated in Theorem 5.
As we pointed out <p = cp(t, x,z, c(t,x,z)) is the regular envelope of the wparametric family 4>(t,x,z,oj). Thus it is the ray conoid with vertex at (0, z). From Lemma Al the ray conoid is a regular surface which can be written X'*K'"r(M,(i-".V|.-*l))=0'
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where bj is a C°° function for x, z G R", and i G (0, io) and bounded uniformly in i for i G (0, io)-This proves the corollary.
