The aim of this paper is to develop a sequence of discrete approximations to a one-dimensional Itô diffusion that almost surely converges to a weak solution of the given stochastic differential equation. Under suitable conditions, the solution of the stochastic differential equation can be reduced to the solution of an ordinary differential equation plus an application of Girsanov's theorem to adjust the drift. The discrete approximation is based on a specific strong approximation of Brownian motion by simple, symmetric random walks (the so-called "twist and shrink" method). A discrete Itô's formula is also used during the discrete approximation.
Introduction
Stochastic differential equations (SDE's) have been widely applied to study systems modeled by differential equations that include random effects. Such systems appear in a wide spectrum of fields, like financial mathematics, biological models, physical systems, etc.
Then it is a natural demand to find numerical approximations of a solution that cannot be determined exactly, just like in the case of non-stochastic differential equations, see e.g. The aim of this paper is to develop a sequence of discrete approximations to a one-dimensional Itô diffusion that almost surely converges to a weak solution of the given SDE. First, the solution of the SDE is reduced to the solution of an ordinary differential equation (ODE), plus an application of Girsanov's theorem to adjust the drift, see [2] . Second, we use a discrete approximation which is based on a specific strong approximation of Brownian motion by simple, symmetric random walks (the so-called "twist and shrink" method) and a discrete Itô's formula, see [9] . The bottle-neck of our proposed method is the application of Girsanov's theorem to adjust the drift: it requires that the corresponding Radon-Nikodym derivative be a martingale.
To specify our aim more exactly, consider a one-dimensional stochastic differential equation (SDE) dX(t) = µ(t, X(t)) dt + σ(t, X(t)) dB(t)
(1)
where B is Brownian motion on a complete probability space (Ω, F, P), B(0) = 0, x 0 ∈ R, and µ, σ : [0, T ] × R → R are the drift and diffusion coefficients, respectively. A solution X is called an Itô diffusion.
We want to find a sequence of simple, symmetric random walks (B m (t)) t≥0 , m = 0, 1, 2, . . . and a deterministic function φ(t, x) -which will be a solution of an ordinary differential equation adjoined to the SDE -such that where X(t) := φ(t, B(t)) is a weak solution of the SDE.
A method of finding a weak solution of an SDE
First let us suppose that the ordinary differential equation (ODE):
φ u (t, u) = σ(t, φ(t, u)), φ(t, 0) = x 0
has a solution over all values of u ∈ R, with each value of the parameter t ∈ [0, T ], and its solution φ(t, u) is a C 1,2 function. (Lemma 1 below gives a sufficient condition.)
Then define the stochastic process X(t) := φ(t, B(t)),
By Itô's formula, dX(t) = ν(t, B(t))dt + σ(t, X(t))dB(t),
where ν(t, B(t)) := φ t (t, B(t)) + 1 2 φ uu (t, B(t)),
and X(0) = x 0 . Thus X is an Itô process with the correct diffusion coefficient and initial value, but its drift coefficient is not the one we wanted.
We now make a change of probability to adjust the drift in (4) to coincide with that in (1) . By Girsanov's theorem, this can be achieved by introducing a new probability measure Q by setting 
where
To apply Girsanov's theorem, we have to assume that the process
is a P-martingale. Then
is a Q-Brownian motion, and the process
is a solution of the SDE
on [0, T ]. It means that X is a weak solution of (1). The next lemma gives a sufficient condition under which our method works and it uniquely leads to a weak solution X(t) = φ(t, B(t)) (0 ≤ t ≤ T ). Lemma 1. Consider the following three conditions:
(ii) µ(t, x) is continuous and σ(t, x) > 0 for any
where ψ is defined by (8) and K is a finite constant.
Then we have the following claims:
(a) Under condition (i), the ODE (2) is uniquely solvable for any (t, u) ∈ [0, T ]× R and the solution φ belongs to
(b) If in addition we assume conditions (ii) and (iii), then ψ ∈ C ([0, T ] × R) and the process Λ(t) given in (9) is a P-martingale for t ∈ [0, T ].
Proof. (a) Because of symmetry, it is enough to consider the case when u ≥ 0. Fix an arbitrary t ∈ [0, T ] and take first the rectangle
in the (u, x) plane, where h 1 = 1/(2K 0 ). By the linear growth assumption in (i), |σ(t, x)| ≤ 2K 0 on R 1 , so by classical theorems, see e.g. [3] , the initial value problem (2) has a unique solution φ(t, u) for u ∈ [0, h 1 ] and its graph belongs to R 1 . Let x 1 := φ(t, h 1 ). Then take the rectangle
, where h 2 = 1/(3K 0 ). Again, by the linear growth in (i), |σ(t, x)| ≤ 3K 0 on R 2 , so the initial value problem (2) with new initial condition φ(t, h 1 ) = x 1 has a unique solution φ(t, u) for u ∈ [h 1 , h 1 + h 2 ] and its graph belongs to R 2 .
Continuing this way, we get a sequence of adjoining rectangles R 1 , R 2 , . . . with total horizontal length ∞ j=2 1/(jK 0 ) = ∞, and so a unique solution of (2) is obtained for all values u ≥ 0.
We supposed that σ(t, x) has continuous partials with respect to the variables t and x over [0, T ] × R. Hence by [3, Ch. 2, Theorem 10] it follows that the solution φ(t, u) has a continuous partial derivative with respect to t over
Differentiating (2) with respect to u, it also follows that
exists and is continuous on [0, T ] × R. This completes the proof of (a). 3 Preliminaries of a discrete approximation 3.1 The "twist and shrink" approximation of Brownian motion A basic tool of the present paper is an elementary construction of Brownian motion. The specific construction used in the sequel, taken from [9] , is based on a nested sequence of simple, symmetric random walks that uniformly converges to Brownian motion (BM = Wiener process) on bounded intervals with probability 1. This will be called "twist and shrink" construction. This method is a modification of the one given by Frank Knight in 1962 [6] . We summarize the major steps of the "twist and shrink" construction here. We start with a sequence of independent simple, symmetric random walks (abbreviated: RW)
based on an infinite matrix of independent and identically distributed random variables X m (k),
defined on the same complete probability space (Ω, F, P). (All stochastic processes in the sequel will be defined on this probability space.) Each random walk is a basis of an approximation of Brownian motion with a dyadic step size ∆t = 2 −2m in time and a corresponding step size ∆x = 2 −m in space. The second step of the construction is twisting. From the independent RW's we want to create dependent ones so that after shrinking temporal and spatial step sizes, each consecutive RW becomes a refinement of the previous one. Since the spatial unit will be halved at each consecutive row, we define stopping times by T m (0) = 0, and for k ≥ 0,
These are the random time instants when a RW visits even integers, different from the previous one. After shrinking the spatial unit by half, a suitable modification of this RW will visit the same integers in the same order as the previous RW. In other words, if S m−1 visits the integers i 0 = 0, i 1 , i 2 , i 3 , . . . , (i j = i j+1 ), then we want that the twisted random walk S m visit the even integers 2i 0 , 2i 1 , 2i 2 , 2i 3 in this order. We operate here on each point ω ∈ Ω of the sample space separately, i.e. we fix a sample path of each RW. We define twisted RW's S m recursively for k = 1, 2, . . . using S m−1 , starting with S 0 (n) = S 0 (n) (n ≥ 0) and S m (0) = 0 for any m ≥ 0. With each fixed m we proceed for k = 0, 1, 2, . . . successively, and for every n in the corresponding bridge, T m (k) < n ≤ T m (k + 1). Each bridge is flipped if its sign differs from the desired:
Then ( S m (n)) n≥0 is still a simple symmetric RW [9, Lemma 1] . The twisted RW's have the desired refinement property:
The third step of the RW construction is shrinking. The sample paths of S m (n) (n ≥ 0) can be extended to continuous functions by linear interpolation, this way one gets S m (t) (t ≥ 0) for real t. The mth "twist and shrink" RW is defined by
Then the refinement property takes the form
Note that a refinement takes the same dyadic values in the same order as the previous shrunken walk, but there is a time lag in general:
Now let us recall some important facts from [9] and [11] about the "twist and shrink" construction that will be used in the sequel. 
With these stopping times the embedded dyadic walks by definition are
This definition of B m can be extended to any real t ≥ 0 by pathwise linear interpolation. If Brownian motion is built by the "twist and shrink" construction described above using a sequence ( B m ) of nested RW's and then one constructs the Skorohod embedded RW's (B m ), it is natural to ask about their relationship. It is important that they are asymptotically equivalent, so Theorem A is valid for (B m ) as well, in any dimension d, cf. [9] and [10] . For all T > 0 fixed, as
In general, ( B m ) is more useful when someone wants to generate stochastic processes from scratch, while (B m ) is more advantageous when someone needs discrete approximations of given processes.
A discrete Itô's formula
The second major tool used in this paper is a discrete Itô's formula. It is interesting that one can give discrete versions of Itô's formulas which are purely algebraic identities, not assigning any probabilities to the terms. Despite this, the usual Itô's formulas follow fairly easily from the discrete counterparts in a proper probability setting. Apparently, the first such formula was given by Kudzma in 1982 [7] . The elementary algebraic approach used in the present paper is different from that; it was introduced by the second author in 1989 [8] .
Fix an initial point a ∈ R and step-size (mesh) h > 0. Consider the grid G(a, h) := a + hZ, and let f : G(a, h) → R be a function on this grid. Take an arbitrary broken line (a discrete path) γ that goes through finitely many (not necessarily distinct) oriented edges between adjoining vertices of the grid. A typical such edge is [x, x + µh], where x ∈ G(a, h) and µ = ±1. (The order of the two vertices is important!) A discrete path γ is a formal sum of such oriented edges (that is, a 1-chain):
By definition, the corresponding discrete path integral or trapezoidal sum of f over γ is defined as
The above definition of a trapezoidal sum shows that the orientation of an edge is defined by the order of its two vertices: it is positive if the edge goes increasingly and negative in the opposite case. If γ = ∅ (or x 0 = x n ), we define T γ f h = 0. It is also clear that, like in the case of a conservative vector field, the sum depends only on the initial and end points, does not otherwise depend on the path.
Versions of the following discrete Itô's formula (which is a simple algebraic identity) already appeared in [8 Lemma A. Take a ∈ R, step h > 0, and a time-dependent function f :
Assume that the steps of (S n ) are performed in time steps h 2 . Then the following equalities hold:
(discrete Stratonovich formula). Alternatively,
(discrete Itô's formula).
Let us apply now the discrete Itô's formula (19) to (the x partial of) a random, time-dependent function g : Ω × R + × R → R, g(ω, t, x), which is measurable in ω for all (t, x), and is C 1,2 in (t, x) for almost all ω. Start with a Brownian motion (B(t)) t≥0 shifted so that B(0) = a. Then take Skorohod embedded random walks (B m (t)) t≥0 , B m (r2 −2m ) = B(s m (r)) in (19). That is, let S r := B m (r2 −2m ) and
is an independent, (±1), symmetric coin tossing sequence. Define stochastic sums by
where f = g x , t r := r2 −2m and n := t2 2m . (Of course, B m , ξ m , and B all depend on ω, but this dependence is not shown here and below, to simplify the notation.)
Now the discrete Itô's formula (19) can be written as
One can show, cf. [9, Theorem 6] and [10, Theorem 1] , that each term in this formula almost surely uniformly converges to the corresponding term of the Itô's formula, on any bounded time interval. In particular, the stochastic sum almost surely uniformly converges to the stochastic integral, on any bounded time interval.
Theorem B.
almost surely as m → ∞, and for any t ≥ 0 we obtain the Itô's formula as an almost sure uniform limit on any bounded interval [0, T ] of the discrete formula (19), term-by-term:
The reader may have noticed in the statement of Theorem B that the usual condition in Itô's formulae that the random function g(ω, t, x) be adapted to the filtration of Brownian motion B in the variable ω, was not needed: the assumed smoothness of g together with the pathwise, integration by parts stochastic integration technique made this assumption unnecessary.
A sequence of discrete approximations of a diffusion
Based on Section 2, we consider the following three assumptions: Assumption 2:
Assumptions 1 and 2 will always be used below, while we will need Assumption 3 as well in several instances. Then X(t) = φ(t, B(t)), (0 ≤ t ≤ T ) is well-defined and is a weak solution of the SDE (1). Lemma 1 above contain a sufficient condition for this.
Our task is now twofold: first we introduce discrete approximations of X(t), then we discuss approximations of the probability measure Q defined by (6) . So first we introduce a sequence of approximations, indexed by m = 0, 1, 2, . . . , by replacing Brownian motion B with its Skorohod embedded random walks B m :
(Though we use continuous time, remember that B m is essentially a discrete random walk. We interpolated it piecewise linearly in time for sake of convenience.) Theorem 1. Under Assumptions 1 and 2 above, let X(t) = φ(t, B(t)), (0 ≤ t ≤ T ) be the weak solution of the SDE (1) as discussed in Section 2 and take the approximations X m (t) defined by (23). Then
Proof. Fix an ω in the probability 1 subset where (17) holds. Since B(ω, t) is continuous on [0, T ], its range is compact. Also, by the uniform convergence in (17), there is a compact set K ω ⊂ R that contains the range of B(ω, t) and that of each
by (17). Now under Assumptions 1,2 and 3 we are going to determine a sequence of discrete approximations of the probability measure Q, defined by (6) . For this, we use the drift term in a discrete Itô's formula. Define
where t r = r2 −2m ∈ [0, T ]. The second equality follows from (17) and from the continuity of φ u , see Assumption 2 above. Note that the error term O(2 −m ) may depend on ω.
Apply the discrete Itô's formula (21) to X * m with f := φ u :
By Theorem B, the terms of this formula a.s. converge, uniformly on [0, T ], to the corresponding terms in the continuous Itô's formula as m → ∞.
In particular, the stochastic sum on the right hand side tends to the stochastic integral, that is, to the diffusion term as m → ∞:
It is important that the last sum on the right hand side tends to the drift term, that is, to the integral of ν(t, B(t)) in (4) as m → ∞:
The next lemma gives a local version of (27). 
where by definition,
a.s., uniformly over t ∈ [0, T ].
Proof. By formula (17), there exists an Ω 1 ⊂ Ω such that P(Ω 1 ) = 1 and for every ω ∈ Ω 1 , sup
when m ≥ m 0 (ω) and the path t → B(ω, t) is continuous. Fix such an ω ∈ Ω 1 in the sequel. Then there exists a compact set K(ω) ⊂ R that contains the range of B(ω, t) and of all B m (ω, t) as m ≥ m 0 (ω) over t ∈ [0, T ]. Define C 2 (ω) := sup{|x| : x ∈ K(ω)}. We need the fact that under the assumptions of this lemma, φ ut exists and is continuous, so φ tu = φ ut exists as well. For, by (2),
Next, by the mean value theorem, with each t r ∈ [t 1 , T ] and u ∈ K(ω) there is a number s r ∈ [t r−1 , t r ] such that
By our assumptions φ tu is continuous, so it is uniformly continuous on [0, T ] × K(ω). Thus for any > 0, there exists m 1 (ω) such that for any m ≥ m 1 (ω) we have
(since |s r − t r | ≤ 2 −2m ) and
and φ t (t r , 0) = 0 by the condition φ(t, 0) = x 0 (t ∈ [0, T ]) in (2), it follows that
Further, by the mean value theorem, with each t r ∈ [t 1 , T ] there is a number s r ∈ [t r−1 , t r ] such that
By the uniform continuity of φ uu on [0, T ] × K(ω), there exists m 2 (ω) such that for each m ≥ m 1 (ω) we have For any m = 0, 1, 2, . . . fixed, we now change the probability P into a probability measure Q m to adjust the drift ν(t r , B m (t r )) in (28) to coincide with µ(t r , X m (t r )), where X m is defined by (23). Similarly to Girsanov's theorem, this can be achieved by introducing a new probability measure Q m setting
andψ is defined by (8) . Formula (33) is based on the following lemma. 
is a discrete time positive P-martingale over t n ∈ [0, T ], with
For comparison with (6), recall that
Proof. Fix m ≥ 0. Under our assumptions,ψ in (8) is a continuous function on [0, T ] × R. Then for any t r ∈ [0, T ] fixed, ψ m (t r ) =ψ(t r , B m (t r )) is a random variable that takes finitely many finite values. The same statement is true for Λ m (t n ) with t n ∈ [0, T ] fixed; thus Λ m (t n ) is a bounded random variable and so E P Λ m (t n ) < ∞. Also, for n ≥ 0,
This proves the lemma.
Theorem 2. In addition to Assumptions 1, 2 and 3, suppose that µ, σ ∈ C 1,1 ([0, T ] × D) and φ tt , φ uut , φ uuu exist and are continuous on [0, T ] × R. Then the total variation distance between the probability measures Q m and Q tends to 0:
Proof. By Scheffé's theorem, see e.g. [1, p. 224] , it is enough to show that the Radon-Nikodym derivatives dQ m /dP = Λ m (T ) converge to dQ/dP = Λ(T ) P-a.s.
Remember that ψ(t) = ψ(t, B(t)) and ψ m (t) =ψ(t, B m (t)). Thus applying Theorem B with f (t, u) = ψ(t, u), it follows that
Let the probability 1 subset Ω 1 ⊂ Ω and the compact set K(ω) ⊂ R denote the same as in the proof of Lemma 2, where ω ∈ Ω 1 is fixed. Thenψ(t, u) is uniformly continuous on the compact set [0, T ] × K(ω), so by the a.s. uniform convergence of B m to B it follows that
Moreover, the functions ψ m (ω, t) are uniformly bounded on [0, T ] for all m large enough. Thus by (36),
This completes the proof of the theorem. Now we add a suitable drift to B m , the resulting nearest neighbor random walk is
where we used that
and that under our assumptions, ψ m is bounded as m → ∞, but its bound may depend on ω.
Lemma 4. Under Assumptions 1 and 2, for any
Proof. As is well-known, to show that
takes finitely many finite values, so its expectation is finite.
Using (35) and (38), we obtain that
By (38), W m (t n ) (0 ≤ t n ≤ T ) is a nearest neighbor random walk. On a time interval [t n , t n+1 ] it can move up or down by the amount
The steps of W m are neither independent, nor identically distributed in general, but W m is a Q m -martingale. Denote the conditional Q m probability of its stepping up or down during the time interval [t n , t n+1 ] given F tn by q + m (t n ) and q − m (t n ), respectively. Then it follows that
For n ≥ 0 it implies that
Based on this, now we can describe the discrete probability distributions Q m (m = 0, 1, 2, . . . ), that is, the probabilities of the paths of the processes W m (t r ), B m (t r ), and most importantly, of X m (t r ) as t r = r2 −2m ∈ [0, T ] (r = 0, 1, 2, . . . ). 
. , n). Then
Proof. By definition, X m (t r ) = φ(t r , B m (t r )), so the paths of X m are determined by the paths of B m , which are, in turn, determined by the paths of W m by (38) and (40). Since W m is a martingale by Lemma 4, we can determine the probability of a path step-by-step, using the conditional Q m probabilities (41) given the past σ-algebra F tr at the step in the time interval [t r , t r+1 ] and then multiplying these conditional probabilities.
By piecewise linear interpolation, one can extend the process W m over the whole interval [0, T ] as processes with a.s. continuous paths. (Since the probability measures P and Q are equivalent, the notion "almost sure" refers to both.) 
approximately satisfies a difference equation that corresponds to the SDE (11):
where |error| < with arbitrary > 0 when m ≥ m 0 (ω), uniformly for t n ∈ [0, T ].
Proof. Combine the discrete Itô's formula (25) with (24), (40), and Lemma 2, using the identity φ u (t r−1 , B m (t r−1 )) = σ (t r−1 , X m (t r−1 )) as well:
where |error| < with arbitrary > 0 when m ≥ m 0 (ω), uniformly for t n ∈ [0, T ]. Then use definitions (34) for ψ m (t r−1 ) to obtain
Cancelling the corresponding terms in the last two sums, only two terms remain:
Here we used that by (17) and the continuity of ν(t, u), for almost every ω, |ν(t n , B m (t n ))| is uniformly bounded when t n ∈ [0, T ] and m > m 0 (ω). This completes the proof of the lemma.
5 An algorithm and examples
An algorithm to approximate a diffusion
Under certain assumptions on the coefficients (see Section 4), we have developed a method of approximation of an Itô diffusion. First we gave a weak solution X(t) = φ(t, B(t)), t ∈ [0, T ], of the SDE (1) w.r.t. a new probability measure Q. Then for any m ≥ 0 we took X m (t r ) = φ(t r , B m (t r )), t r = r2 −2m ∈ [0, T ] which has steps with suitable Q m probabilities approximating the probability measure Q. Theorem 1 showed that X m a.s. uniformly converges to X on [0, T ]. Here we describe the steps of an algorithm realizing this method.
First solve the ODE φ u (t, u) = σ(t, φ(t, u)) with the initial value φ(t, 0) = x 0 . By Assumption 2 in Section 4, φ is a C 1,2 solution over [0, T ] × R. An analytic solution may be substituted by a numerical one, even step-by-step as the algorithm goes as follows. The algorithm needs φ t and φ uu or their approximations as well.
Second, choose a suitable value of m: usually, m = 5 or m = 6 will do. Start with the initial values B m (0) = 0 and X m (0) = x 0 . Proceed with time steps t r = r2 −2m , (r = 0, 1, 2, . . . ) consecutively and determine the Q m probability of the next step of the shrunken random walk B m on time interval [t r , t r+1 ]:
By Theorem 3, the conditional Q m probability of an up-step of B m given F tr is Take X m (t r+1 ) = φ(t r+1 , B m (t r+1 )).
Some examples
In the following examples we consider some simple, time-homogeneous diffusions; that is, their drift µ(x) and diffusion coefficient σ(x) do not depend explicitly on time. 
with some K < ∞.
The case of geometric Brownian motion: µ(x) = cx and σ(x) = ax, where a > 0 and c ∈ R. Then φ(u) = x 0 e au , ν(u) = a 2 x 0 2 e au , ψ m (t r ) = a 2 − c a , and (44) clearly holds, our method is applicable. Figures 1 and 2 show typical sample paths of the approximate and the exact solutions in this case, with m = 5 and m = 6, respectively, while T = 5, a = c = x 0 = 1. and (44) does not hold. In fact, φ(B(t)) = x 0 e aB(t) supplied by our method cannot be a solution of this SDE, because φ(B(t)) is positive for all t, but the true solution X(t) is negative with positive probability, at least when t and P (Z(t) > x 0 /d) > 0, at least when t is large enough. This fact also shows that the process Λ(t) given by (9) is not a P-martingale in this example. Figure 3 shows typical sample paths of the approximate and the exact solutions in this case, with m = 5, T = 5, a = d = x 0 = 1.
(2) Let σ(x) = b > 0. Then our ODE is φ = b, φ(0) = x 0 ∈ R. Its solution is x = φ(u) = bu + x 0 . Thus the condition for the drift in Lemma 1 can be rewritten here as
with some K < ∞. Here (45) does hold and our method is applicable.
