One, of course, could be interested in removing one or more of the previous hypotheses. In particular, to deal with loads depending on several independent parameters, and/or families of systems (not just a special system!) described by the splitting parameters. These aspects call for considering multiparameter systems, for which the concept of 'equilibrium paths' must be generalized to 'equilibrium surfaces'. Moreover, damping and nonconservative forces should be included in the analysis, in order to study dynamic bifurcations. As a consequence, the configuration space must be enlarged to the state space (including velocities), and the tangent (Jacobian) matrix F
0
x considered (accounting for inertial, dissipative, potential and circulatory forces), instead of the stiffness matrix. As a remarkable difference with the conservative case, when the eigenvalues l 0 = 0 (static bifurcation) or l k =io k (dynamic bifurcation) of the nonsymmetric matrix F 0 x coalesce at a critical point, an incomplete set of eigenvectors generally exists. In this richer scenario, new interac tions appear with respect to the purely static interactions, namely, of purely dynamic (e.g. (io h , io k )) or mixed static dynamic type (e.g. (0, io k )). In addition, a new coupling mechanism manifest itself, said of internal resonance, which, for example, occurs when two critical frequencies, o h and o k , are in an integer ratio.
All these aspects are well known in the general Bifurcation Theory, which has been developed in the framework of the Dynamical System Theory (see, e.g., [9, 10] ). Direct applications of the theory to mechanical systems have also been illustrated [11] . In this environment, the analytical tool employed is the Center Manifold Theorem in conjunction with the Normal Form Theory. The method captures the essential dynamics of the system, reducing the dimension to its linear codimension, i.e. to the sum of the algebraic multiplicities of the critical eigenvalues and of the number of the resonance conditions [12] .
With rare exceptions, however, the Buckling Theory seems to have been developed independently of the general Bifurcation Theory, instead of constituting a special case of it. In spite of this, the author and his co workers, in a number of papers written in the last decade, and in accordance with some results already contained in [13] , has shown that the basic ideas of the SPM can also be applied to purely dynamic and static dynamic bifurca tions [12,14 16] . The method applied there is a version of the multiple scale method (MSM), employed in nonlinear dynamics [17] , suitably suited for bifurcation problems of nondefective type (i.e. bifurcations in which a set of complete critical modes exists). Later, a new version of the MSM, valid for defective operators (i.e. with an incomplete set of eigenvectors), has also been imple mented [18 20 ]. More recently, the method has been extended to continuous systems [21 25] . As result of these researches, a general, unified method is available to analyse static and/or dynamic bifurcations from a known path of autonomous systems, both of discrete or continuous type. The method is alternative to the (more extensively employed) center manifold method; moreover, it is more engineering oriented and preserves all the aspects of the SPM.
The fundamental steps of the algorithm are illustrated here with reference to a divergence Hopf Hopf bifurcation (0, io h, io k ), of resonant or nonresonant type. Results concerning some sub cases, already studied in previous works, are resumed here. The reader is referred to an extended review [12] or to the original papers for any additional details.
The multiple scale method for nondefective multiple bifurcations
A general, n dimensional autonomous system is considered, whose equations of motion read:
Here, q is the lagrangian coordinate vector, Q accounts for nonlinear forces of any type, l is the parameter vector and the dot denotes time differentiation. It is assumed that Q (0,0; l)=0, 8l,
i.e. the origin is an equilibrium position for any combination of the parameters (trivial path). Eq. (1) can be put in the state space form:
where x : ¼ ðq; _ qÞ; F : ¼ ð _ q; Q ðq; _ q; lÞÞ and N:=2n.
Spectral properties of the Jacobian
Let the Jacobian F 0 x : ¼ ½@F=@x x 0; l 0 , evaluated at O : ¼ ðx; lÞ ¼ ð0; 0Þ, admit a cluster of (critical) distinct eigenvalues l with zero real part, i.e. let O be a bifurcation point. The remaining eigenvalues are assumed to lie on the left part of the complex plane, well separated from the imaginary axis. As an example, a specific case of divergence Hopf Hopf bifurcation is considered, for which one zero eigenvalue, l 0 = 0, and two distinct purely imaginary eigenvalues, l 1 =io 1 , l 2 =io 2 , together with their complex conjugates, occur at O (Fig. 2 ). If r:=o 2 /o 1 = 2,3,y, the double Hopf bifurcation is termed resonant, otherwise nonresonant.
In order to satisfy the conditions which identify the critical point, namely, Re½l 0 ¼ Re½l 1 ¼ Re½l 2 ¼ 0, plus Im½l 2 ¼ rIm½l 1 , at least M= 3 parameters are necessary in the nonresonant case, and M= 4 parameters in the resonant case. Each of these conditions represents a surface in the parameter space. The intersection of the M surfaces determines the critical manifold. Accordingly, the integer M is called the (linear) codimension of the problem. The (right) eigenvectors u 0 A R and ðu 1 ; u 2 Þ A C, associated with the critical eigenvalues, are solutions of:
while the left eigenvectors v 0 A R andðv 1 ; v 2 Þ A C satisfy the adjoint problem:
Right and left eigenvectors are bi orthogonal, i.e. v 
Perturbation equations
The equations of motion (2), after expansion around O, assume the form:
where the subscript denotes x or l differentiation and the superscript 0 evaluation at the bifurcation point. Moreover, it has been utilized from Eq. (2) , that F and its l derivatives vanish at the equilibrium point. Solutions of (5) are sought in parametric form x ¼ xðt; lðeÞÞ; l ¼ lðeÞ, where 51 is a perturbation para meter. By taking e=0 at O, and expanding in series for small e, it follows:
According to the MSM, several independent time scales t k are introduced; consequently, the time differential operator is expressed by the chain rule:
By substituting Eqs. (6) and (7) in (5), and separately equating to zero terms with the same power of e, the following perturba tion equations in the unknowns x k and l k are finally obtained: 
where the f vectors are bilinear in the first order quantities A's and l 1 :
and where an overbar denotes the complex conjugate. Now, the forcing frequencies (0, o 1 , o 2 ) are certainly resonant, and would cause responses which diverge on the t 0 scale (secular terms). The remaining frequencies, instead, do not cause resonance if the frequency ratio r assumes a generic value; in contrast, if r=2, then 2o 1 =o 2 and o 2 o 1 =o 1 , so that f 20 and f 11 are also resonant.
All these resonant terms must be removed from the right member, by requiring they have zero components along the critical eigenvectors u 0 , u 1 and u 2 , respectively, i.e. they are orthogonal to the left eigenvectors v 0 , v 1 and v 2 . By enforcing these (solvability) conditions, and accounting for bi orthogonality, one gets:
Eq. (12) govern, for given parameters l 1 , the evolution of the amplitudes of the critical modes on the slow time scale t 1 . They are called the (first order) amplitude modulation equations (AME). Since A 0 is real and A 1 , A 2 are complex, Eqs. (12) are equivalent to five real equations. Therefore, the original N dimensional dyna mical system (2), has been reduced to a 5 dimensional system, i.e. to the dimension of the critical subspace U c . If the analysis is truncated at this order (first order approxima tion), then x=ex 1 , according to Eqs. (9) and (6) . Therefore, the motion consists of two harmonic components, of frequencies (o 1 , o 2 ), slowly modulated in amplitude and phases, which occur around a buckled equilibrium state, also modulated in amplitude. The trajectories all belong to the critical subspace, namely xðtÞ A U c 8t. 
Second order solution
If a higher order approximation for the AME is desired, the e 2 order perturbation Eq. (10) must be solved. After using Eqs. (12) to eliminate the amplitude derivatives, the steady state solution reads:
Here, the vectors z hk A C N ; z jl A C N Â C M are solution of the following algebraic equations: 
In this equation, only the (possibly) resonant frequencies have been displayed, while the remaining nonresonant terms (NRT) have been omitted, since they are inessential to the second order approximation. The g vectors in Eqs. (15) are trilinear in the first order quantities A's and l 1 , and/or bilinear in A's and the second order quantity l 2 ; due to their cumbersome expressions they have been omitted here.
Eqs. (15) 
Eq. (16) are second order AME. For given parameters l 1 and l 2 , they govern the evolution of the amplitudes A's on the slow time scale t 2 . They should be solved after having determined the t 1 dependence from Eq. (12) 26] . Thus, by using the chain rule (7) 2 , the following reconstituted AME, corrected up to second order, are obtained:
They are also referred to as bifurcation equations. Since A j =O(e), l=O(e), and f's and g's are homogeneous of degrees 2 and 3, respectively, in the perturbation parameter e, this latter can be reabsorbed, according to the rules eA j -A j ; el 1 þ e 2 l 2 -l; e 2 l 2 1 -l 2 . Finally, when the expressions for f's and g's are substituted in Eqs. (17), these assume the following form: (18), the first row contains the first order terms (quadratic), the second row the second order terms (cubic), the third row contains terms which are only present when the critical frequencies are internally resonant (r=2,3). Note that the frequency associated with each term in the right hand member is equal to the frequency associated with the left hand member (e.g. A 1 A 1 has frequency o 1 o 1 =0 and A 1 A 2 A 2 has frequency o 1 +o 2 o 2 =o 1 ). Moreover, the coefficients of terms with frequency 0 are real, while the others are complex. Therefore, the general structure (18) of the AME can be predicted in advance, before any calculation is performed.
Reduced amplitude modulation equations
To put the AME (18) in the real form, the polar representation is adopted for the complex amplitudes, namely: By summarizing, in both cases, the essential dynamics around the bifurcation is captured by a reduced set of equations (RAME), in a number of three in the nonresonant case (a) and four in the resonant case (b), i.e., in a number equal to the codimension M of the problem. This is found to be a general property, which holds for any kind of coupled instabilities.
Steady state solutions and their stability
The first step in analysing the RAME (22) or (25) consists in finding, may be numerically, their steady solutions ða 0s ðlÞ; a 1s ðlÞ; a 2s ðlÞÞ ¼ const; g s ðlÞ ¼ const (also said the fixed points of the dynamical system), as functions of the parameters. They are obtained by solving a set of M =3,4 nonlinear algebraic equations (steady version of RAME). The steady solutions constitute a set of paths (hyper surfaces) in the amplitude parameter space of dimension 2M; their plot is called the bifurcation diagram.
Since steady amplitudes and phase difference are constant, it follows from Eqs. (23) or (26) , that phases vary linearly in time, y j = n j t +j j (j =1,2), where n j are the frequency corrections and j j the initial phases. No particular relations exists among these quan tities in the nonresonant case. In contrast, in the resonant case, and due to Eq. (24), the frequency corrections and initial phases are linked by n 2 = rn 1 , rj 1 j 2 = g s , i.e. the nonlinear frequencies O j :=o j + n j are in the same ratio r as the linear frequencies o j , and just one initial phase remains arbitrary, in accordance with the fact the system is autonomous (i.e. insensitive to time shifts). The steady motions, from Eqs. (9) and (19), read:
where e has been reabsorbed and higher order terms (h.o.t.)
omitted. In the nonresonant case ðO 2 =O 1 = 2N þ Þ, the motion is quasi periodic (also called bi periodic); in the resonant case it is periodic (O 2 /O 1 =2,3). In both cases they occur around a nontrivial buckled configuration. Eq. (27) , in which amplitudes and non linear frequencies vary with l, describe a family of tori or limit cycles, respectively, in the state space. Stability of steady solutions is investigated by means of the variational equation, obtained by linearizing the RAME around their fixed points, namely:
where a : ¼ ða 0 ; a 1 ; a 2 Þ T ; f : ¼ ðf 0 ; f 1 ; f 2 Þ T , the subscript denotes differentiation with respect the homonymous variable, and the superscript s evaluation at the l depending steady values.
(It should be noted that, if a 1s and/or a 2s vanish, Eqs. (28) 2 cannot be put in the standard form see Eq (25) 4 ; in this case, use must be made of the Cartesian form to express complex quantities [27] ). The eigenvalues of the M Â M Jacobian matrix govern the stability of the steady solutions. If, for example, at some value of l, a zero eigenvalue is encountered, an amplitude divergence occurs, denoting branching of a new harmonic steady motion. If, for example, a purely imaginary eigenvalue is encountered, an amplitude Hopf bifurcation occurs (also called secondary Hopf bifurcation), denoting the branching of a new harmonic, periodi cally modulated motion (quasi periodic motion). The MSM can, of course, be again applied to the RAME, in order to analyse these secondary bifurcations.
Examples: divergence-Hopf and double Hopf bifurcations
Using the results achieved in Section 2, three examples (taken from [14 16 ]) are briefly illustrated, in which some sample structures undergo, (a) divergence Hopf, (b) nonresonant Hopf Hopf and, (c) resonant Hopf Hopf bifurcations, respectively. The structures considered are illustrated in Fig. 3. 
Divergence Hopf bifurcation
The structure shown in Fig. 3a consists of a rigid rod, with symmetric cross section with respect the x 1 axis, spherically hinged, elastically restrained and damped at ground, subjected to a dead load P and a wind flow U. The dead load is responsible, at P=P c , for buckling in the (x 1 , x 3 ) plane, of minor stiffness; the wind flow, at U=U c , triggers a Hopf bifurcation in the (x 2 , x 3 ) plane. A static dynamic instability interaction takes place around the point C:= (U c , P c ) of the parameter plane (codimension M=2). Drag forces, acting in the buckling plane, are neglected, in order the system admits the trivial solution. A more refined analysis, accounting for these latter as imperfections, has been carried out in [15] .
The dynamics around C is governed by the following amplitude equations [15] , which are a particular case of Eqs. (22):
in which a 0 is the buckling amplitude, a 1 the oscillation amplitude, o its linear frequency, x s and x a the structural and aerodynamic damping coefficients, respectively, c 3 o0 a nonlinear aerodynamic coefficient, u c a nondimensional wind velocity, m the increment of nondimensional load and n the increment of the nondimensional wind, measured from their critical values. Analysis of Eqs. (29) leads to the bifurcation chart of Fig. 4 . Here, the parameter plane has been divided in regions in which the system has qualitatively similar behaviours, sketched by phase portraits. In region I the trivial equilibrium is stable; in region II a stable periodic motion around the trivial equilibrium takes place; in regions III and IV the periodic motion occurs around the buckled configuration; in region V only buckling occurs. It should be noticed that, the interaction triggers buckling even in the (otherwise stable) region III.
Nonresonant Hopf Hopf bifurcation
The structure shown in Fig. 3b consists of two planar rigid rods, elastically restrained and damped at the ground, connected at the free ends by a visco elastic extensional device (e.g. an active control device, able to furnish forces of both signs). The system is loaded by a wind flow U blowing orthogonally to the plane of the structure, causing in plane instability of a purely vibrational type. Both rods, considered independently, experience Hopf bifurcation; due to the coupling device, they interact. A symmetric structure is considered here (k t1 =k t2 ) for which oscillations manifest in an antisymmetric mode (rods rotating in phase), of amplitude a 1 , and in a symmetric mode (rods rotating opposite in phase), of amplitude a 2 . For damping c e of the coupling device equal to zero, the two Hopf bifurcations occur simultaneously at a certain wind velocity U c . Interaction then occurs around the point C:=(U c , 0) of the (U, c e ) parameter plane (codimension M=2 bifurcation). Here, dynamics is governed by the following amplitude equations [14] , which are a particular case of Eqs. (22) 
In these, x a , c 3 , u c and o keep the meaning previously assumed, m is the nondimensional incremental wind velocity and n the (positive or negative) nondimensional damping of the coupling device. Analysis of Eqs. (30) leads to the bifurcation map of Fig. 5 .
In region I the trivial solution is stable. In regions II and VI, a stable symmetric or antisymmetric periodic motion (limit cycle) takes place, respectively. These persist also in regions III and V, after the appearance of an unstable mode of opposite type. Finally, in region IV, both monomodal solutions lose stability, and a stable bimodal, quasi periodic motion exists.
Resonant Hopf Hopf bifurcation
The same structure as in Fig. 3b is considered, but asymmetric, with k t1 ak t2 . In order two Hopf bifurcations occur simulta neously, having critical frequencies in an integer ratio, three parameters are necessary, namely l=(m, n, r). These are chosen as the (incremental) nondimensional wind velocity m, the nondi mensional coupling stiffness n and the detuning r:=(k t2 /k t1 ) (k t2 / k t1 ) c between the actual and the critical value of the torsional stiffness ratio. The equations governing the dynamics around the codimension 3 point C:=(m, n, r)=(0, 0, 0) have been obtained Fig. 6 . Bifurcation map for the structure of Fig. 3b , undergoing resonant Hopf-Hopf bifurcation: (a) r = 3, (b) r=2; m wind parameter, n coupling stiffness, and r detuning.
in [16] , and are a particular case of Eqs. (25) where a 1 and a 2 are the amplitudes of the two (nonsymmetric) interacting modes, g is the phase-difference, assuming one of the alternative expressions given in Eq. (24) , and c i are coefficients depending on system parameters, not reported here.
A numerical analysis of Eqs. (31) furnishes the results displayed in Figs. 6a and b , in the r=3, 2 cases, respectively. Only a section of the three-dimensional bifurcation chart is shown, at a fixed value of the detuning parameter r. Moreover, qualitative sketches of the trajectories belonging to the {a 1 , a 2 , g}-space have been projected onto the (a 1 , a 2 )-plane. A very rich scenario is found, organized by H-curves, at which amplitude-divergence bifurcations occur (i.e. Hopf bifurcations for the original system) and by Q-curves, at which amplitude-Hopf bifurcations manifest themselves (i.e. secondary Hopf for the original system, leading to quasiperiodic motions). In the phase-portraits, points E i and cycles denote the fixed points and the periodic orbits of Eq. (31), respectively (i.e. periodic or quasi-periodic motions of the structure). Homoclinic bifurcations also occur on the positive m-half-axis. As an important result, while in the r=3 case just one attractor is found to exist in each region (Fig. 6a) , in the r=2 case two attractors are in competition in some regions, so that the initial conditions decide the regime motion (Fig. 6b ).
Conclusions and remarks
A general perturbation algorithm, based on the multiple scale method, has been illustrated, able to analyse static/dynamic multiple bifurcations of multiparameter autonomous systems. The method develops through the same steps of the static perturbation method, namely: (1) expand by series both state-variables and parameters; (2) obtain the perturbation equations; (3) solve in sequence these equations, and enforce solvability conditions at any step; (4) collect all the solvability conditions and obtain the bifurcation equations. As peculiar aspects of the dynamical problem, however: (a) the amplitudes depend on time; (b) several time scales are introduced; (c) the solvability and bifurcation equations are differential, instead of algebraic, equations. As peculiar aspects of nonconservative systems, two sets, of right and left eigenvectors, must be considered. Moreover, as distinct from the standard analysis carried out in elastic buckling, more parameters (not just the load) are considered simultaneously, in order to exhaustively describe the system behaviour around the critical point.
Only the simplest case of complete set of critical eigenvectors has been discussed here. When, instead, two or more eigenvalues coalesce at the critical point, generic systems do not posses a complete set of proper eigenvectors (they have not-diagonal, Jordan-block Jacobian matrices). In these cases, as known from Algebra, generalized eigenvectors must be introduced. Moreover, the perturbation algorithm must be modified by using fractional (instead of integer) power expansions and time scales [18, 20] .
The multiple scale method also works for coupled bifurcations of continuous systems, both of nondefective or defective type (see e.g. [23, 25] ). In these cases, care must be taken in deriving the adjoint differential operator and boundary conditions, in order to obtain the left eigenvectors. The bilinear (or Green) identity is the tool to enforce solvability at each step of the procedure.
