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In this note, we study the asymptotic of spherical integrals, which are analytical
extension in index of the normalized Schur polynomials for β = 2 , and of Jack symmetric
polynomials otherwise. Such integrals are the multiplicative counterparts of the Harish-
Chandra-Itzykson-Zuber (HCIZ) integrals, whose asymptotic are given by the so-called
R-transform when one of the matrix is of rank one. We argue by a saddle-point analysis
that a similar result holds for all β > 0 in the multiplicative case, where the asymptotic
is governed by the logarithm of the S-transform. As a consequence of this result one can
calculate the asymptotic behavior of complete homogeneous symmetric polynomials.
1 Introduction
1.1 Free probability transforms
Let AN (respectively BN ) be a random orthogonal/unitary/symplectic invariant matrices such
that their empirical spectral distributions µAN (resp. µBN ) converge in the large N limit towards a
deterministic measure µA (resp. µB)
1, then it is well known from free probability that the empirical
distribution of the free sum CN = AN + GBNG
∗, with G taken uniformly distributed in the N -
orthogonal/unitary/symplectic group, and ∗ denotes the conjugation operation, converges towards
the free additive convolution of µA and µB, denoted by µA  µB. The R-transform defined by:
Rµ(z) := G(−1)µ (z)−
1
z
(1)
where Gµ(z) :=
∫
1
z−xµ(dx) is the Stieltjes transform and f
(−1)(.) denotes the functional inverse of
the function f(.), linearizes this convolution:
∗mergny.pierre@gmail.com
1we also assume that the minimum and maximum of the empirical spectral measure converge towards the edge of
the limiting distribution
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RµAµB (z) = RµA(z) +RµB (z) (2)
Similarly, for two positive definite orthogonal/unitary/symplectic invariant matrices AN and BN ,
the limiting spectral distribution of the free product CN =
√
ANGBNG
∗√AN is given by the free
multiplicative convolution µA  µB and we have:
S˜µAµB (z) = S˜µA(z) S˜µB (z) (3)
where S˜(.) is the (modified) S-transform2 defined by:
S˜µ(z) = z
z + 1
T (−1)µ (z) (4)
with Tµ(z) := zGµ(z) − 1. In particular its logarithm plays the role of the R-transform since it
linearizes the free multiplicative convolution.
1.2 Harish-Chandra-Itzykson-Zuber Integrals and free sum
The Harish-Chandra-Itzykson-Zuber (HCIZ in the following) integral [1] [2] [3] is defined in the
RMT setting as:
I(β) (AN ,ZN ) :=
∫
DG eTrANGZNG∗ (for β = 1, 2, 4) (5)
where the integral is over the orthogonal (respectively unitary, symplectic) group for β = 1
(respectively β = 2 , β = 4) and DG is the corresponding Haar measure normalized to unity∫ DG = 1. Such integral has been proven to be of high interest in lattice gauge theory [4] [5] [2],
algebraic geometry [6] and more generally in problems arising in random matrix theory [7] [8] [9] to
cite few recent results. We refer the reader to [10] for other results concerning this integral. One can
consistently extend the definition of the HCIZ integral to all β > 0 via the theory of rational Dunkl
operator associated to generic root system [11], also known as the Bessel hypergeometric function
in such setting. We list in the following interesting properties of the HCIZ integral:
From its definition (5), one may notice that the HCIZ integrals only depends on the eigenvalues
of its entries. In the following, we denote by a = (a1, . . . , aN ) the vector of eigenvalues of the matrix
A, and a = Diag (a1, . . . , aN ) the corresponding diagonal matrix, in particular the identity matrix
is denoted by 1. For a given vector of eigenvalues a, we see the HCIZ integral as a function of
the vector z, and we denote it by I(β)a (z). It is also clear from its definition that the integral is
invariant under the permutation of the vectors a and z and does not depend on the order of the
entries of each vector. It also satisfies:
• For two diagonal matrices a and b and a matrix G, if we denote by c(G) := Eigen (a+ GbG∗),
we have by Haar property:∫
DG I(β)c(G) (z) = I(β)a (z) I(β)b (z) (6)
• The HCIZ integral is normalized so that:
I(β)0 (z) = 1 (7)
2the usual S-transform is defined as 1S˜
2
For β = 2, the HCIZ integral admits a nice determinantal formula due to Ityzkson and Zuber [2]:
I(2)a (z) =
N−1∏
j=1
j!
 det [eajzk ]Nj,k=1
Vand (a) Vand (z)
(8)
where Vand(.) denotes the Vandermonde product.
The link between the HCIZ integral and the R-transform of the previous paragraph is given by the
following property, first derived by Parisi [12] and then proved rigorously by Guionnet and Ma¨ıda
[13] (see [14] for an introduction):
If we denote by I(β)a (z) := I(β)a (z, 0, . . . , 0) the rank-one specialization of the HCIZ integral, and if
the spectral distribution satisfies the conditions of the previous paragraph, then for z small enough,
we have:
lim
N→∞
2
Nβ
d
dz
ln I(β)a
(
Nβ
2
z
)
= RµA(z) (9)
Note that Parisi and Guionnet and Ma¨ıda actually prove that this result can be extended for
finite rank k and arbitrary large z in the following sense: if we denote by HRµA(.) the unique
function satisfying :
d
dz
HRµA(z) =
{
RµA(z) for 0 ≤ z ≤ GµA (amax)
amax − 1z for z ≥ GµA (amax)
(10)
and with HRµA(0) = 0. where amax denotes the right edge of the limiting measure. Then we have:
lim
N→∞
2
Nβ
ln I(β)a
(
Nβ
2
z1, . . . ,
Nβ
2
zk, 0, . . . , 0
)
=
k∑
i=1
HRµA(zi) (11)
The goal of this note is to derive the multiplicative analogue of the theorem (9), which to the
best knowledge of the authors, as not been yet established and is therefore not well known. In
Section 2, we introduce the spherical functions on symmetric cones, which are the multiplicative
counterparts of the HCIZ integral in the case β = 1, 2, 4 and then derived the asymptotic behavior of
such functions by a saddle point analysis in this setting. In Section 3, we extend the derivation to all
β > 0 using recent results concerning Macdonald polynomials and Heckman-Opdam hypergeometric
functions.
2 Group integrals representations for β = 1, 2, 4 and asymptotic
behavior
2.1 The spherical integral over symmetric cones
Unlike the HCIZ integral, its multiplicative counterpart has been far less studied in the random ma-
trix community, exception made of [15] [16] [17] and references therein. We recall in this paragraph
the construction of such function.
In the following the vector a (and b) are assumed to be positive (that is for all i we have ai > 0).
The idea is to replace in (6) and (7) the additive operation and its null element by the multiplicative
operation and its null element. Namely we look a function J (β)a (z) such that
3
• for c(G) = Eigen (aGbG∗) 3
∫
DGJ (β)c(G) (z) = J (β)a (z) J (β)b (z) (12)
• and normalized by:
J (β)1 (z) = 1 (13)
It is well known from group theory, that if we take β = 2 and we specialize the vector z to be a
partition, that is a vector of non-increasing non-negative integer, denoted by λ, then the function
J (2)a (λ) can be chosen to be the classical Schur polynomials [18] sλ (a) normalized by sλ(1, . . . , 1).
Following [18], the normalized Schur polynomials admits the following representation:
sλ (a)
sλ (1, . . . , 1)
=
∫
DU ∆λ(UaU∗) (14)
where for a vector x (which is not necessarily a partition) ∆x(.) is the multivariate power function
given by:
∆x (A) :=
(
det A(1)
)x1−x2 . . . (det A(N−1))xN−1−xN (det A)xN (15)
where A(j) is the j × j (top left) principal corner of the matrix A.
Now for β = 1 (resp. β = 4), with λ a partition, J (β)a (λ) can be chosen to be the normalized
real (resp. quaternionic) zonal polynomial [18] which satisfies (14) when one replaces the integral
over the unitary group by an integral over the orthogonal (resp. symplectic) group. Since the
multivariate power function ∆x(.) can defined for a general complex vector x, this leads us to the
following natural definition for the so-called multiplicative spherical function:
J (β)a (z) :=
∫
DG ∆z(GaG∗) (16)
with ∆x(.) defined in (15).
Remark: Using relationships between determinants of blocks of a matrix and of blocks of its
inverse, one can show that J (β)a (.) has the following symmetry:
J (β)1
a
(z) := J (β)a (−σ(z)) (17)
where 1x := (
1
x1
, . . . , 1xN ) and where σ(.) reverses the order of a vector (that is the permutation
which exchange the ith argument with the (N + 1 − i)th argument). When z is a partition, this
property allows us to define the corresponding symmetric (Laurent) polynomials for a signature,
that is a vector of non-decreasing integers (not necessarily positive).
3the eigenvalues of this product are the same as the ones of the free symmetric product
4
Starting from (16), it is possible to show that J (β)a (z) satisfies (12) by use of the QR-decom-
position and the properties of the multivariate power function [19]. Unlike the HCIZ integral, this
spherical function does not admit a double matrix integral representation. Note also, to have similar
property concerning symmetry and Dunkl/Calogero-Moser Operator, it is customary to look at a
shifted version in z of this function, this is the so-called Heckman-Opdam hypergeometric function
of Section 3.1.
2.2 Asymptotic behavior of the rank one spherical integral for β = 1, 2, 4
As in the additive case, we introduce the rank one specification as Ja (z) := Ja (z, 0, . . . , 0)4, which
is given by
J (β)a (z) =
∫
DG det
[
(GaG∗)(1)
]z
(for β = 1, 2, 4) (18)
By first projecting along the first row x of the group matrix G and then using the usual inverse
Laplace representation of the constraint x∗x = 1, we get:
J (β)a (z) ∝
∫
FN
dx
1
2pii
∫ γ′+i∞
γ′−i∞
dt et(1−x
∗x) (x∗ax)z (19)
where γ′ is a constant such that the complex integral along the vertical line is convergent and may
change from line to line and F = R,C,H for β = 1, 2, 4 respectively. The constant of proportionality
can be deduced using (13) and is equal to
Γ(Nβ2 )
pi
Nβ
2
. Using the inverse Laplace representation of the
power function for a > 0:
az =
Γ(z + 1)
2pii
∫ γ+i∞
γ−i∞
ds s−z−1esa (20)
we arrive at:
J (β)a (z) =
Γ(z + 1)Γ
(
Nβ
2
)
pi
Nβ
2
1
2pii
∫ γ′+i∞
γ′−i∞
dt et
∫
FN
dx e−tx
∗x 1
2pii
∫ γ+i∞
γ−i∞
ds s−z−1es(x
∗ax) (21)
by the change of variable s = e−p and deformation of the Bromwich contour, we get:
J (β)a (z) =
Γ(z + 1)Γ
(
Nβ
2
)
pi
Nβ
2
1
2pii
∫ γ′+i∞
γ′−i∞
dt et
∫
FN
dx e−tx
∗x 1
2pii
∫ γ+i∞
γ−i∞
dp epzee
−p(x∗ax) (22)
J (β)a (z) =
Γ(z + 1)Γ
(
Nβ
2
)
pi
Nβ
2
1
2pii
∫ γ′+i∞
γ′−i∞
dt et
∫ γ+i∞
γ−i∞
dp
(∫
FN
dx e−x
∗(t1−e−pa)x
)
epz (23)
the term in bracket is a Gaussian integral so that after the change of variable p → p − ln t and
factorizing by t−N
4unlike the HCIZ integral, this multiplicative function is not invariant by permutation in its argument z and the
position of the non-trivial component of the rank one case matters. To have a permutation invariant function, one
needs to introduce a shift, giving the function of Section 3.1.
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J (β)a (z) =
Γ (z + 1) Γ
(
Nβ
2
)
2pii
∫ γ′+i∞
γ′−i∞
dt ett−
βN
2
−z 1
2pii
∫ γ+i∞
γ−i∞
dp
N∏
i=1
(1− e−pai)−
β
2 epz (24)
and finally we arrive at:
J (β)a (z) =
Γ(1 + z)Γ
(
Nβ
2
)
Γ(Nβ2 + z)
L−1
[
N∏
i=1
(
1− e−pai
)−β
2
]
(z) (25)
To establish the Guionnet-Ma¨ıda theorem, we make the usual rescaling z → βN2 z and take the
log derivative:
2
Nβ
d
dz
lnJ (β)a
(
Nβ
2
z
)
=
2
β
1
N
d
dz
ln
Γ
(
Nβ
2
)
Γ
(
1 + Nβ2 z
)
Γ
(
Nβ
2 +
Nβ
2 z
)

+
2
Nβ
d
dz
lnL−1
[
N∏
i=1
(
1− aie−p
)−β
2
]
(26)
Taking theN limit and by property of the digamma function ψ(z) := ddz ln Γ(z) at infinity ψ(z) ∼z→∞
ln z, we have for the first term:
lim
N→∞
2
Nβ
d
dz
ln
Γ
(
Nβ
2
)
Γ
(
1 + Nβ2 z
)
Γ
(
Nβ
2 +
Nβ
2 z
)
 = ln z
z + 1
(27)
while the second term is obtained by a saddle point method since:
L−1
[
N∏
i=1
(
1− aie−p
)−β
2
](
Nβ
2
z
)
=
∫
dp e
βN
2
H(z,p) (28)
with:
H(z, p) :=zp−
∫
µa(dx) ln
(
1− xe−p) (29)
from which we deduce that integral is dominated by the critical point p∗ solution of:
z =
∫
µa(dx)
x
ep∗ − x =: TµA(e
p∗) (30)
where the second equality is the definition of the T -transform. We then have:
p∗ = ln T (−1)µA (z) (31)
Since p∗ is an critical point, by total derivative of (29) with respect to z, we conclude using (4):
lim
N→∞
2
Nβ
d
dz
lnJ (β)a
(
Nβ
2
z
)
= ln S˜µA(z) (for β = 1, 2, 4) (32)
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The above argument is only valid for positive z small enough so that the limiting T -transform is
invertible. For larger z, one need to work with the discrete T -transform, in this case we find that
p∗ = ln amax where amax is the largest element of a. If we denote by HSµA(.) the solution of:
d
dz
HSµA(z) =
{
lnSµA(z) for 0 ≤ z ≤ TµA (amax)
ln amax + ln
(
z
z+1
)
for z ≥ TµA (amax)
(33)
with HSµA(0) = 0, then we have:
lim
N→∞
2
Nβ
lnJ (β)a
(
Nβ
2
z, 0, . . . , 0
)
= HSµA(zi) (34)
Note that from (33) and the power series expansion of the S-transform [14], one can compute
explicitly the first coefficients of the power series of HSµA(.) near the origin, in terms of the first
moments of the distribution µA,which we denote by mk. One has:
HSµA(z) = (lnm1) z +
(
m2
m21
− 1
)
z2
2
+
(
2m3m1 − 3m22
m41
+ 1
)
z3
6
+O(z4) (35)
Remark: Using non-rigorous arguments that we expect to be valid in the large N limit, we con-
vinced ourselves that this result should also hold in the finite k rank setting then one should have:
lim
N→∞
2
Nβ
lnJ (β)a
(
Nβ
2
z1, . . . ,
Nβ
2
zk, 0, . . . , 0
)
=
k∑
i=1
HSµA(zi) (36)
Note that the since spherical integral (16) is not permutation invariant on the elements of z, it
matters which elements of z are non-zero in our low-rank limit. As long as the non-zero elements
are all below some finite position n as N goes to infinity, we expect our permutation invariant
conjecture (36) to hold true.
3 Extension to all β > 0: Heckman-Opdam hypergeometric function
3.1 Heckman-Opdam and the spherical integral
The Harish-Chandra integral can be extended to all β > 0, by abstracting out its group integral
representation thanks to the theory of rational Dunkl operators associated to root system of type
AN−1[11] [20]. A similar construction can be performed in the multiplicative case for the so-called
Heckman-Opdam hypergeometric function [21] [22] by use of the trigonometric Dunkl theory [11],
such function is the permutation-invariant symmetric version (in its argument z) of the spherical
integral of the previous section. We first give its group integral representation in the β = 1, 2, 4 and
show how one can naturally extend it to all β > 0, without involving the theory of root systems.
For β = 1, 2, 4 the Heckman-Opdam is a shifted version of the spherical function of Section 2.1,
namely:
F (β)a (z) := J (β)e−a (−z − ρ) (for β = 1, 2, 4) (37)
with ex = (ex1 , . . . , exN ) and ρ given by:
7
ρi :=
β
2
(N − i) for i = 1, . . . , N (38)
This operation is equivalent to put an additional β2 term in the exponent of each determinant in
(15), except for the last one.
Remark: Using the symmetry relation (17) and the permutation invariance of the Heckman-
Opdam hypergeometric, this can also be written as:
F (β)a (z) := J (β)ea (z + σ(ρ)) (for β = 1, 2, 4) (39)
with [σ(ρ)]i =
β
2 (i− 1).
In particular for β = 2, the Heckman-Opdam hypergeometric function admits a multiplicative
counterpart of the Itzykson-Zuber determinantal formula (8), known as the Gelfand-Naimark [23]
formula:
F (2)a (z) =
N−1∏
j=1
j!
 det [eajzk ]Nj,k=1
Vand (e−a) Vand (−z) =
N−1∏
j=1
j!
 det (ea)N−1 det [eajzk ]Nj,k=1
Vand (ea) Vand (z)
(40)
where Vand(.) is the usual Vandermonde determinant.
The HCIZ integral can be obtain as a limit of the Heckman-Opdam hypergeometric function [24]
[25] namely we have:
I(β)a (z) = lim
→0+
F (β)a
(
−1z
)
(41)
3.2 The spherical integral for arbitrary beta
The spherical integral and the Heckman-Opdam function are defined using the Haar measure on
the orthogonal/unitary/simplectic group. We will show here how to generalize their definition to
arbitrary beta. The goal is to write the joint distribution of eigenvalues of all principal minors of
randomly rotated fixed matrix. Consider first the principal minor M of size N − 1 of a rotated
matrix A of size N , its eigenvalues are equivalent to the non-zero eigenvalues of
M = ΠAΠ Π = 1− xx∗ (42)
where 1 is the identity matrix and x is a normalized Gaussian vector whose statistics can easily
be generalized to arbitrary β. The non-zero eigenvalues {λi} of M satisfy the interlacing condition
ai ≥ λi ≥ ai+1 where we have assumed that the eigenvalues of A are in decreasing order. The joint
law of {λi} is given by the Dixon-Anderson integral [26] [27] (see chapter 4 of [28] for a derivation)
P βa ({λi}) =
Γ(Nβ2 )
Γ(β2 )
N
 ∏
1≤i≤j≤N−1
|λi − λj |
 ∏
1≤i≤j≤N
|ai − aj |1−β
N−1∏
i=1
N∏
j=1
|λi − aj |
β
2
−1 (43)
one can then iterate the procedure to obtain the joint law of eigenvalues of all principal minors,
known as the the beta corner process [24]. When applied to (37), where we have reordered each
8
vector a such that it is decreasing, we obtain the following expression for F (β)a (z):
F (β)a (z) = 1
ZN,β,e−a
∫ N∏
j=1
eajzN
N−1∏
k=1
k∏
i=1
(
λ
(k)
i
)−(zk−zk+1) N−1∏
k=1
k∏
i=1
(
λ
(k)
i
)−β
2
×
N−1∏
k=1
 ∏
1≤i<j≤k
|λ(k)i − λ(k)j |2−β
( k∏
u=1
k+1∏
v=1
|λ(k)u − λ(k+1)v |
β
2
−1
)
N−1∏
k=1
k∏
i=1
dλ
(k)
i (44)
where the integral is over the set of {λ(k)i }1≤i≤k≤N satisfying the interlacing constraints λ(k+1)i ≥
λ
(k)
i ≥ λ(k+1)i+1 and λ(N) = e−a, and
ZN,β,e−a := (−1)
N(N+1)
2
N∏
k=1
Γ(β2 )
k
Γ
(
kβ
2
) ∏
1≤i<j≤N
(e−aj − e−ai)β−1 (45)
If we make the change of variable λ
(k)
i = e
−l(k)i , with {l(k)i } satisfying the interlacing constraints
with l(N) = a, this introduces a constant (−1)N(N+1)2 which exactly cancel out with the one in (45).
We have:
F (β)a (z) =
∏N
k=1 Γ(
kβ
2 )
Γ(β2 )
N(N+1)
2
∏
1≤i<j≤N (e−aj − e−ai)β−1
∫
e
∑N
k=1 zk
(∑k
i=1 l
(k)
i −
∑k−1
i=1 l
(k−1)
i
)
×
N−1∏
k=1
 ∏
1≤i<j≤k
|e−l(k)i − e−l(k)j |2−β
( k∏
u=1
k+1∏
v=1
|e−l(k)u − e−l(k+1)v |β2−1
)
k∏
i=1
e(
β
2
−1)l(k)i dl(k)i
(46)
From this formula it is possible to establish a link between the Heckman-Opdam hypergeometric
function and the normalized Macdonald polynomials and we refer the reader to [29] [30] [31] for
a derivation of the result. The Macdonald polynomials Pλ (.|q, t) are q, t-deformation of the Schur
polynomials and we refer to [18] for an introduction on this subject. We have:
F (β)a (z) = lim
→0+
Pba

c
(
ez|e−, e−β2
)
Pba

c
(
1, e−
β
2 , . . . , e−
β
2
(N−1)|e−, e−β2
) (47)
where ex = (ex1 , . . . , exN ) and bxc := (bx1c, . . . , bxNc) with b.c the integer part function. Our
interest for this expression lies in the fact that the normalized Macdonald polynomials admits a
simple integral representation when all its arguments except one are fixed.
3.3 Rank one formula and asymptotic behavior
We recall that we want to extend the asymptotic behavior of the rank one function J (β)a (z, 0, . . . , 0)
of Section 2.1 to all β > 0, which is equivalent to the study of F (β)− lna(−z − (N − 1)β2 , . . . ,−β2 ) by
(37). The negative-value partition, also known as a signature, Macdonald polynomials are defined
by ([24]):
P−λ (x|q, t) = Pλ
(
x−1|q, t) (48)
and by homogeneity of the Macdonald polynomials and (47) we are left with the study of 5 6:
5Note that we have assume the vector a to be non decreasing so that the index of the Macdonald polynomial in (47)
is a well-defined partition
6this is clear also clear using (39)
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J (β)a (z) := lim
→0+
Pb lna

c
(
ez, e−
β
2 , . . . , e−
β
2
(N−1)|e−, e−β2
)
Pb lna

c
(
1, e−
β
2 , . . . , e−
β
2
(N−1)|e−, e−β2
) (for β > 0) (49)
It turns out that the corresponding specification of the normalized Macdonald polynomials ap-
pearing in (49) admits a simple formula in this setting [32]. For a signature λ, q ∈ (0, 1) and a
complex |x| > 1, we have:
Pλ
(
x, 1, q
β
2 , . . . , q
β
2
(N−2)|q, q β2
)
Pλ
(
1, q
β
2 , . . . , q
β
2
(N−1)|q, q β2
) = ln q
q − 1Γq
(
βN
2
) ( qNβ2
x ; q
)
∞( q
x ; q
)
∞
× 1
2pii
∫
C
dp xp
N∏
i=1
Γq
(
p−
(
λi − β2 i+ β2
))
Γq
(
p−
(
λi − β2 i
))
(50)
where Γq (z) := (1 − q)1−z (q;q)∞(qz ;q)∞ is the q-gamma function and (.; q)∞ the q-Pochhammer of q-
calculus [33] and C is a usual complex Bromwich contour which left all the poles to the left of the
integration line. Without loss of generality we fix Rez > 0, the other case can be obtain using the
symmetry relation (17) and the behavior of the S-transform of the inverse of a matrix [14]. By
doing the change of variables p→ p , we have:
J (β)a (z) = lim
→0+
−
1− e−Γq
(
βN
2
) (e−(Nβ2 +z); e−)
∞(
e−(1+z); e−
)
∞
(
1− e−)Nβ2 1

× 1
2pii
∫
C
dp epz
N∏
i=1
(
eb
ln ai

ce−p e−
β
2
i; e−
)
∞(
eb
ln ai

ce−p e−
β
2
(i−1); e−
)
∞
(51)
Next taking the limit → 0+ together with the following limit relation of q-calculus [33]:
1. limq→1− Γq (x) = Γ(x)
2. limq→1−
(qa;q)∞
(qb;q)∞
(1− q)a−b = Γ(b)Γ(a)
3. limq→1−
(u qa;q)∞
(uqb;q)∞
= (1− u)b−a for |u| < 1
and lim→0+ eb
ln ai

c = ai, we have :
J (β)a (z) =
Γ
(
βN
2
)
Γ (1 + z)
Γ
(
Nβ
2 + z
) 1
2pii
∫
C+
dp ezp
N∏
i=1
(
1− aie−p
)−β
2 (52)
which is the generalization to all β > 0 of the previous formula:
J (β)a (z) =
Γ
(
βN
2
)
Γ (1 + z)
Γ
(
Nβ
2 + z
) L−1 [ N∏
i=1
(
1− aie−p
)−β
2
]
(z) (53)
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and since the saddle-point analysis of Section 2.2 still holds for β > 0, we deduce that for z small
enough (with positive real value), we have:
lim
N→∞
2
Nβ
d
dz
lnJ (β)a
(
Nβ
2
z
)
= ln S˜(z) (for β > 0) (54)
4 Asymptotics of symmetric polynomials
Just like the spherical function of Section 2.1 can be seen as an extension in index of the Schur poly-
nomials (β = 2) and zonal polynomials (β = 1, 4), the Heckman-Opdam hypergeometric function
can be seen as an extension of (a ρ-shifted version of) the normalized Jack polynomials j
(
2
β
)
λ (a)
[31] for all β > 0 . For λ a partition, we have:
F (β)a (−λ− ρ) = j
(
2
β
)
λ (e
−a)
j
(
2
β
)
λ (1, . . . , 1)
(55)
For β = 2, the asymptotic behavior of the HCIZ integral can be translated as an asymptotic
behavior over normalized Schur polynomial: if 1N
∑N
i=1 δN−1(λi+N−i) converge toward a deterministic
measure µ, than the corresponding normalized Schur polynomial with index λ and with all its
arguments except one fixed, converges (up to an integration term) exponentially towards the integral
of the R-transform (10) see [13]. Since the multiplicative spherical function J (β)a (z) of this note
is nothing else than the analytical extension of the Jack polynomials j
(
2
β
)
λ (.) we have a similar
interpretation, except that now it is the vector in argument of the Jack polynomial which converges
towards a deterministic measure while the index is the trivial partition λ = (bNβ2 zc, 0, . . . , 0) =:
bNβ2 zc
lim
N→∞
2
Nβ
ln
j
(
2
β
)
bNβ
2
zc (a)
j
(
2
β
)
bNβ
2
zc (1, . . . , 1)
= HSµA(z) (56)
with HSµA(.) defined by (33). In particular, for β = 2, the Jack polynomials become Schur polynomi-
als and Schur polynomials of a trivial partition degenerate into complete homogeneous polynomials
defined by:
hk(a) =
∑
1≤i1≤···≤ik≤N
ai1 . . . aik (57)
so that the LHS of (56) has a simple explicit expression in terms of the ai in this case.
As an illustration of this example, we take µA to be the uniform distribution between 0 and 2,
then after some calculation one has:
HSµA(z) = z
(
ln
2z∣∣z + 1 +W (−(z + 1)e−(z+1))∣∣ − 1
)
− ln
∣∣∣W (−(z + 1)e−(z+1))∣∣∣ (58)
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Figure 1: Value of the logarithm of the normalized complete homogeneous symmetric
polynomials (59) for equidistributed entries between 0 and 2 for different N
and different k = Nz, compared with the limiting behavior (58), represented
by a dashed line. The inset graph represents the convergence at k = N
(z = 1) for more values of N , represented as a function of 1N .
where W (.) is the Lambert W function, which we compare with:
1
N
ln
hk (a)
hk (1, . . . , 1)
=
1
N
ln
[
k!(N − 1)!
(k +N − 1)!hk (a)
]
(59)
for different N and z = k/N , where the ai are the N equidistributed points between 0 and 2.
The results are shown in Fig. 1.
Note that the conjecture (36) implies that Jack polynomials with few non-trivial entries in the
index partition should completely decoupled in this regime. In particular “low-rank” Schur polyno-
mials should converge to a product of complete homogeneous symmetric polynomials.
Conclusion
In this note we have studied the asymptotic behavior of the multiplicative spherical function and its
link with the S-transform, establishing the multiplicative counterpart of the Parisi-Guionnet-Ma¨ıda
theorem. Our result is expected to be true in the large N limit when the fraction of non-zero entries
in the vector z goes to zero. For the HCIZ integral there exists an asymptotic regime where both
matrices are full rank and their eigenvalues converge to well determined measures [34]. It would be
quite interesting to find out if the Heckman-Opdam function (or equivalently the spherical integral)
can be computed asymptotically in the regime where both vectors z and a converge to full measures.
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