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Random dynamics of two-dimensional stochastic second
grade fluids
Shijie Shang1
Abstract
In this paper, we consider a stochastic model of incompressible non-Newtonian flu-
ids of second grade on a bounded domain of R2 with multiplicative noise. We first show
that the solutions to the stochastic equations of second grade fluids generate a con-
tinuous random dynamical system. Second, we investigate the Fre´chet differentiability
of the random dynamical system. Finally, we establish the asymptotic compactness of
the random dynamical system, and the existence of random attractors for the random
dynamical system, we also obtain the upper semi-continuity of the perturbed random
attractors when the noise intensity approaches zero.
Key Words: Second grade fluids; Non-Newtonian fluids; Fre´chet differentiability; Asymp-
totically compact random dynamical system; Random attractor.
1 Introduction
Recently, non-Newtonian fluids have attracted more and more attention. In this article, we
consider a class of non-Newtonian fluids of differential type, namely the second grade fluids,
which is an admissible model of slow flow fluids such as industrial fluids, slurries, polymer
melts, etc. The stochastic model is given as follows:
d(u− α∆u) +
(
− ν∆u + curl(u− α∆u)× u+∇P
)
dt
= F (u) dt+ (u− α∆u) ◦ ǫdW, in O × (0,+∞),
(div u)(t, x) = 0, in O × (0,+∞),
u(t, x) = 0, in ∂O × (0,+∞),
u(0, x) = f(x), in O,
(1.1)
where O is a bounded domain of R2 with boundary ∂O of class C3,1. u = (u1, u2) and
P represent the random velocity and the modified pressure, respectively. α is a positive
constant and ν is the kinematic viscosity. ǫ is a nonzero real-valued parameter. W is a one-
dimensional two-sided Brownian motion which will be specified later. The fluid is driven by
the external force F (u) dt and the noise (u−α∆u) ◦ ǫdW , here ◦ denotes that the stochastic
integral is interpreted in the Stratonovich sense. The initial value f is a deterministic function
on O.
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The model of second grade fluids reduces to Navier-Stokes equations(NSEs) when α = 0,
and it’s also a good approximation of the NSEs as shown in [1, 14]. Furthermore, it has
interesting connections with other fluid models, see [4, 21] and references therein. We refer
readers to [6, 10, 13] for a comprehensive theory of the deterministic case. For the stochastic
case, we refer to [18, 20, 24, 25] and references therein.
The purpose of this paper is to investigate dynamics of the stochastic model for the
second grade fluids. In particular, we show that solutions of (1.1) generate a continuous
random dynamical system/continuous perfect cocycle, and we prove that the cocycle is
Fre´chet differentiable at the points with higher regularity of the phase space. Then we
establish that the random dynamical system is asymptotically compact and possesses a
random attractor, and we also prove the upper semi-continuity of the perturbed random
attractors as the noise intensity ǫ→ 0.
To get our main results, we construct a version u(t, f, ω) of solutions to (1.1) as follows:
u(t, f, ω) = Q(t, ω)v(t, f, ω), (1.2)
where Q(t, ω) := eǫW (t,ω), v(t, f, ω) satisfies a partial differential equation(PDE) with random
coefficients. We can show that this version u generates a random dynamical system. And
it is relatively convenient to use the transform (1.2) to investigate the continuity and the
Fre´chet differentiability of the random dynamical system. However, note that the transform
(1.2) is non-stationary(see [9, 11] for stationary conjugations, which transform a stochastic
partial differential equation(SPDE) into a random PDE and the two corresponding random
dynamical systems are equivalent), and v(t, f, ω) even does not generate a random dynamical
system.
The motivation of investigating Fre´chet derivatives of the solution u(t, f, ω) is mainly
based on the following two considerations. Firstly, in the theory of random invariant mani-
folds, to study dynamics near an equilibrium(or stationary random point) of a cocycle, the
usual method is to analyse the spectrum for the corresponding linearized cocycle, which
demands the cocycle to be sufficiently Fre´chet differentiable, see e.g. [15, 16]. Secondly,
from the anticipating/nonadapted stochastic analysis point of view, if the initial value of
(1.1) is a random variable ξ(not deterministic) and measurable with respect to the σ-algebra
σ(W (t) : 0 ≤ t ≤ T ) for some T > 0, then the substitute process u(t, ξ(ω), ω) will still be a
solution of the anticipating SPDE (1.1) with the anticipating initial value u(0) = ξ, the proof
of such a substitution result depends on the Fre´chet differentiability of the solution u(t, f, ω)
to (1.1), see [19]. Since the curl-term in (1.1) is order of three, the system (1.1) is highly
nonlinear(far from semi-linear). This leads to that the dissipation of (1.1) is much weaker
than that of 2D stochastic NSEs and other SPDEs considered in [15] and [16], which have
the smoothing effect in finite time. To overcome this difficulty, we adopt the energy-equation
approach (see [17] or Lemma 4.2) to prove the continuity of the solution u(t, f, ω). Due to
the weak dissipation, we only establish that the solution u(t, f, ω) is Fre´chet differentiable
at the points with higher regularity of the phase space, but don’t know how to figure out
the Fre´chet differentiability on the whole phase space. As far as we are aware, our results
about the Fre´chet differentiability are new even in the deterministic case.
Random attractors capture the asymptotic behavior of a random dynamical system. The
existence of random attractors has been studied in a lot of literature, see, e.g. [2, 7, 8, 12]
and the references therein. In [8], the transform (1.2) is also used to establish the existence
of random attractors for NSEs on a bounded domain of R2 with linear multiplicative noise.
However, as we have already pointed out, the solution operator of (1.1) is not smoothing
or compact, so it is difficult to directly construct a compact invariant random set absorbing
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every bounded tempered random set. In the deterministic case, Moise, Rosa and Wang [17]
overcame this difficulty by the energy-equation approach, where the authors showed that the
corresponding dynamical system is asymptotically compact and possesses a compact global
attractor under the constant external force. Inspired by this, we establish the existence of
random attractors for the random dynamical system by the following two steps(see [3, 5] or
Lemma 2.2). First, by establishing a supplementary property of the cocycle u(t, f, ω)(see
Lemma 6.1), we show that the random dynamical system admits a closed bounded tempered
random absorbing set, under a smallness assumption on the Lipschitz constant of the exter-
nal force F . Second, we show that the random dynamical system is asymptotically compact
in the stochastic setting. To achieve the asymptotic compactness, we construct a subse-
quence by the diagonal method, and then use the energy-equation for u(t, f, ω) established
through the transform (1.2), to obtain the strong convergence of this subsequence. Lastly,
we establish the upper semi-continuity of the perturbed random attractors of (1.1), i.e. the
perturbed random attractors converge to the corresponding deterministic global attractor
in the sense of Hausdorff semi-metric as the random perturbations approach zero. To show
the precompactness of the union of perturbed random attractors, which is an important
condition to establish the upper semi-continuity(see [23] or Lemma 2.3), we appeal again to
the asymptotic compactness of the random dynamical systems.
The organization of this paper is as follows. Section 2 is to introduce some preliminaries.
In Section 3, we formulate the hypotheses and state our main results. In Section 4, we show
that solutions of (1.1) generate a continuous random dynamical system. Section 5 is devoted
to the Fre´chet differentiability of the solution. In Section 6, we establish the asymptotic
compactness of the random dynamical system, the existence and the upper semi-continuity
of random attractors.
Throughout this paper, C,C(T, ω), ... are positive constants whose value may be different
from line to line and which may depend on some parameters T, ω, ....
2 Preliminaries
In this section, we will introduce some functional spaces and preliminaries needed in the
paper.
For p ≥ 1 and k ∈ N, we denote by Lp(O) and W k,p(O) the usual Lp and Sobolev spaces
over O respectively, and write Hk(O) := W k,2(O). We write X = X×X for any vector space
X . The set of all divergence free and infinitely differentiable functions with compact support
in O is denoted by C. H (resp. V) is the completion of C in L2(O) (resp. H1(O)). We denote
by (·, ·) and | · | the inner product in L2(O)(in H) and the induced norm, respectively. Let
((u, v)) :=
∫
O
∇u · ∇vdx, where ∇ is the gradient operator. Set ‖u‖ := ((u, u)) 12 . We endow
the space V with the norm | · |V generated by the inner product (u, v)V := (u, v) + α((u, v)),
for any u, v ∈ V. Let P > 0 be the Poincare´ constant for the domain O, i.e. P is the optimal
constant in the following Poincare´ inequality
|v| ≤ P|v|V, ∀ v ∈ V. (2.1)
(2.1) implies that
(P2 + α)−1|v|2
V
≤ ‖v‖2 ≤ α−1|v|2
V
, ∀ v ∈ V. (2.2)
We also introduce the space W :=
{
u ∈ V : curl(u−α∆u) ∈ L2(O)}, and endow it with the
semi-norm | · |W generated by the scalar product (u, v)W :=
(
curl(u−α∆u), curl(v−α∆v)).
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In fact, W = H3(O)∩V, and this semi-norm | · |W is equivalent to the usual norm in H3(O),
the proof can be found in [6].
Identifying the Hilbert space V with its dual space V∗, via the Riesz representation, we
consider the system (1.1) in the framework of Gelfand triple: W ⊂ V ⊂W∗. We also denote
by 〈·, ·〉 the dual relation between W∗ and W from now on.
Because the injection of W into V is compact, there exists a sequence {ei}∞i=1 of elements
of W which forms an orthonormal basis in W and an orthogonal basis in V, such that
(u, ei)W = λi(u, ei)V, ∀ u ∈W, (2.3)
where 0 < λi ↑ ∞. Since ∂O is of class C3,1, Lemma 4.1 in [6] implies that ei ∈ H4(O), ∀ i ∈
N.
Define the Stokes operator by Au := −ΠH∆u, ∀ u ∈ D(A) = H2(O) ∩ V, here the map
ΠH : L
2(O)→ H is the usual Helmholtz-Leray projection, that is, for any u ∈ L2(O), there
exist φu ∈ H1(O) and a unique ΠHu ∈ H such that u = ΠHu+∇φu. Hence
curl(ΠHv) = curl(v), ∀ v ∈ H1(O), (2.4)
|u|W = |curl[(I + αA)u]|, ∀ u ∈W. (2.5)
Since the Stokes operator A is self-adjoint and positive on H, the spectrum σ(A) ⊂ [0,∞),
and the resolvent (I + αA)−1 is a linear bounded operator on H. Furthermore, the Lax-
Milgram theorem implies that (I +αA)−1u ∈ V for any u ∈ H(or see Theorem I.2.1 in [22]).
By a straightforward calculation, we have∣∣curl(v)∣∣2 ≤ 2
α
|v|2
V
, ∀ v ∈ V. (2.6)
Therefore, from (2.5) and (2.6), we obtain that the operator (I + αA)−1 also defines an
isomorphism from H1(O) ∩H into W. Moreover,
|(I + αA)−1v|W ≤ C|v|V, ∀ v ∈ V, (2.7)(
(I + αA)−1u, v
)
V
= (u, v), ∀ u, v ∈ V. (2.8)
Since the injection of W into V is compact, from (2.8) we see that (I + αA)−1 is also
a self-adjoint positive compact operator from V to V. What’s more, the operator norm
‖(I + αA)−1‖L(V,V) is given by
‖(I + αA)−1‖L(V,V) = sup
v∈V,v 6=0
((I + αA)−1v, v)V
(v, v)V
= sup
v∈V,v 6=0
|v|2
|v|2 + α‖v‖2 =
P2
P2 + α. (2.9)
Set Â := (I+αA)−1A. Then Â is a continuous linear operator from W to itself, and satisfies
(Âu, v)V = (Au, v) = ((u, v)), ∀ u ∈W, v ∈ V, (2.10)
|Âu|W∗ ≤ C|Âu|V ≤ C|u|V, ∀ u ∈W. (2.11)
Define the bilinear operator B̂(· , ·) : W× V→W∗ by
B̂(u, v) := (I + αA)−1P
(
curl(u− α∆u)× v). (2.12)
For simplicity, we write B̂(u) := B̂(u, u). The following lemma can be found in [18].
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Lemma 2.1.
|B̂(u, v)|W∗ ≤ C|u|W|v|V, ∀ u ∈W, v ∈ V,
|B̂(u, u)|W∗ ≤ C|u|2V, ∀ u ∈W,
〈B̂(u, v), v〉 = 0, ∀ u, v ∈W,
〈B̂(u, v), w〉 = −〈B̂(u, w), v〉, ∀ u, v, w ∈W.
From the above lemma, the following estimate can be easily derived,
|B̂(u, v)|V ≤ C|u|W|v|W, ∀ u, v ∈W. (2.13)
If u ∈W ∩H4(O) and v ∈W, then B̂(u, v) ∈W. By (2.4) and (2.5), we have for w ∈W,(
B̂(u, v), w
)
W
=
(
curl
[
P
(
curl
(
u− α∆u)× v)], curl(w − α∆w))
=
(
curl
[
curl
(
u− α∆u)× v], curl(w − α∆w))
=
((
v · ∇)curl(u− α∆u), curl(w − α∆w)).
(2.14)
In particular, we have the following new identity, which is very useful to estimates ofW-norm.(
B̂(u, v), u
)
W
=
((
v · ∇)curl(u− α∆u), curl(u− α∆u))
=0, ∀ u ∈W ∩H4(O), v ∈W.
(2.15)
Next, we introduce some preliminaries about random dynamical systems, see [2, 7, 8, 12]
for more details. Throughout this paper, we take the complete probability space (Ω,F , P )
as that Ω := {ω ∈ C(R;R)|ω(0) = 0} is equipped with the compact open topology, F is the
completion of the Borel σ-algebra of Ω with respect to the Wiener measure P . We identify
the one-dimensional two-sided Brownian motion W with the canonical Wiener process, i.e.
W (t, ω) = ω(t), t ∈ R, ω ∈ Ω. (2.16)
Let θ : R × Ω → Ω be the Wiener shift on (Ω,F , P ), i.e. θ(t, ω)(s) := ω(t + s) − ω(t),
t, s ∈ R, ω ∈ Ω. Let (X, ‖ · ‖X) be a separable Hilbert space with the Borel σ-algebra B(X).
Definition 2.1. A continuous random dynamical system or continuous perfect cocycle on X
is a B(R+)⊗B(X)⊗F/B(X) measurable map ϕ : R+×X×Ω→ X, (t, x, ω) 7→ ϕ(t, x, ω),
and for all ω ∈ Ω,
(i) ϕ(0, x, ω) = x, ∀ x ∈ X.
(ii) (cocycle property) ϕ(t, ϕ(s, x, ω), θ(s, ω)) = ϕ(t+ s, x, ω), ∀ t, s ≥ 0, x ∈ X.
(iii) The map R+ ×X ∋ (t, x) 7→ ϕ(t, x, ω) ∈ X is continuous.
For nonempty sets A,B ∈ 2X , we set
d(A,B) := sup
x∈A
inf
y∈B
‖x− y‖X , d(x,B) := d({x}, B), d(B) := sup
x∈B
‖x‖X , (2.17)
here d(A,B) is called the Hausdorff semi-metric between A and B.
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Definition 2.2. Let ϕ be a random dynamical system on X.
(1) A set-valued map B : Ω → 2X\∅ is said to be a random set if the map ω 7→ d(x,B(ω))
is measurable for any x ∈ X. If B is a random set, and B(ω) is closed (compact) for a.e.
ω ∈ Ω, then B is called a random closed (compact) set. A random set B is said to be bounded
if there exists a random variable R(ω) ≥ 0 such that for a.e. ω ∈ Ω,
B(ω) ⊂ {x ∈ X : ‖x‖X ≤ R(ω)}.
(2) A random set B is called tempered if for a.e. ω ∈ Ω,
lim
t→+∞
e−βtd(B(θ(−t, ω))) = 0, ∀ β > 0.
(3) Let A,B be random sets. A is said to absorb B if for a.e. ω ∈ Ω, there exists an
absorption time tB(w) such that for any t ≥ tB(ω), ϕ(t, B(θ(−t, ω)), θ(−t, ω)) ⊂ A(ω). A is
said to attract B if a.e. ω ∈ Ω,
d
(
ϕ
(
t, B(θ(−t, ω)), θ(−t, ω)), A(ω))→ 0, as t→∞. (2.18)
(4) A random set G is called a random absorbing set, if it absorbs every bounded tempered
random set of X.
(5) ϕ is said to be asymptotically compact in X if for any bounded tempered random set D, for
a.e. ω ∈ Ω, {ϕ(tn, xn, θ(−tn, ω))}∞n=1 has a convergent subsequence in X whenever tn →∞,
and xn ∈ D(θ(−tn, ω)).
(6) A random compact set A(ω) is said to be the random attractor of ϕ in X if it attracts
every bounded tempered random set of X and ϕ(t, A(ω), ω) = A(θ(t, ω)) for a.e. ω ∈ Ω and
all t ≥ 0.
The following theorem is an important result to obtain the existence of random attractors,
see Proposition 4.1 in [3] or Theorem 7 in [5].
Lemma 2.2. Let ϕ be a continuous random dynamical system of X, if ϕ is asymptotically
compact, and there exists a closed bounded tempered random absorbing set, then ϕ has a
unique random attractor in X.
Finally, we present an abstract result for establishing the upper semi-continuity of a
family of random attractors, see Theorem 3.1 in [23].
Lemma 2.3. Let {ϕǫ}0<|ǫ|<1 be a family of continuous random dynamical system of X with
the random attractors {Aǫ}0<|ǫ|<1 and random absorbing sets {Gǫ}0<|ǫ|<1, ϕ0 is a determin-
istic continuous dynamical system of X with the attractor A0(i.e. compact and invariant
and attract every bounded set of X). Assume that the following conditions are satisfied.
(i) For any t ≥ 0 and a.e. ω ∈ Ω, ϕǫn(t, xn, ω) → ϕ0(t, x) as n → ∞, whenever ǫn → 0
and xn → x in X.
(ii) There exists a deterministic constant C such that lim supǫ→0 d(G
ǫ(ω)) ≤ C for a.e.
ω ∈ Ω .
(iii) There exists ǫ0 > 0 such that for a.e. ω ∈ Ω, the union
⋃
0<|ǫ|<ǫ0
Aǫ(ω) is precompact
in X.
Then for a.e. ω ∈ Ω, d(Aǫ(ω),A0) → 0 as ǫ → 0, here d is the Hausdorff semi-metric. In
this case, we say that the family of random attractors {Aǫ}0<|ǫ|<1 is upper semi-continuous
as ǫ→ 0.
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3 Hypotheses and main results
In this section, we will formulate precise assumptions on the external force F , and state the
main results of this paper.
Let F : V → V be a given measurable map. We introduce the following Lipschitz
condition of F :
(F1) There is a constant CF such that
|F (u1)− F (u2)|V ≤ CF |u1 − u2|V, ∀ u1, u2 ∈ V. (3.1)
Set
F̂ (u) := (I + αA)−1F (u).
Applying (I + αA)−1 to each term of the equation (1.1), we can rewrite it in the following
abstract form:{
du(t) + νÂu(t)dt+ B̂
(
u(t), u(t)
)
dt = F̂
(
u(t)
)
dt+ ǫu(t) ◦ dW (t), t > 0
u(0) = f.
(3.2)
Let {Ft}t≥0 be the augmented natural filtration of the Brownian motion {W (t) : t ≥ 0}.
Definition 3.1. A V-valued continuous and W-valued weakly continuous {Ft}t≥0-adapted
stochastic process u is called a solution of the system (1.1), if the following conditions hold:
(1) u ∈ L2(Ω× [0, T ];W), for any T > 0 .
(2) for any t ≥ 0, the following equation holds in W∗ P -a.s.:
u(t) + ν
∫ t
0
Âu(r)dr +
∫ t
0
B̂
(
u(r), u(r)
)
dr = f +
∫ t
0
F̂
(
u(r)
)
dr + ǫ
∫ t
0
u(r) ◦ dW (r).
With a minor modification of Theorem 3.2 in [20](or see [18]), we have the following
theorem.
Theorem 3.1. Assume (F1) and f ∈W. Then there exists a unique solution to (3.2).
In the deterministic case(i.e. ǫ = 0) of (3.2), the following lemma is immediately deduced
from Theorem 5.6 in [6] and Lemma III.1.4 in [22].
Lemma 3.1. Let ǫ = 0 in (3.2). Assume (F1) and f ∈ W ∩H4(O). Then for any T ≥ 0,
the solution u ∈ L∞([0, T ];H4(O)). Moreover, u(t) ∈ H4(O) for each t ≥ 0, and
sup
t∈[0,T ]
|u(t)|H4(O) ≤ C(T, |f |H4(O)), ∀T > 0. (3.3)
We also introduce the following two conditions used in this paper.
(F2) F is C1, i.e. the Fre´chet derivative DF : V → L(V,V) is continuous, where L(V,V)
denotes the Banach space of all bounded linear operators from V to V, for simplicity we
write L(V) := L(V,V).
(F3) F is Lipschitz continuous, i.e. F satisfies (3.1). Furthermore, the Lipschitz constant
CF <
ν
P2
, here P is the Poincare´ constant taken from (2.1), ν is the kinematic viscosity
taken from (1.1).
Finally, we state our main results of this paper.
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Theorem 3.2. Assume (F1). Then there is a version u : R+×W×Ω→W of solutions to
(3.2) that generates a continuous random dynamical system.
Theorem 3.3. Assume (F1) and (F2). Then for each (t, ω) ∈ R+ × Ω, the solution
u(t, · , ω) : W → V in Theorem 3.2 is continuously Fre´chet differentiable on the subset
W ∩H4(O), where the ‘continuously’ means that if f ∈W ∩H4(O), {fn}∞n=1 ⊂ W ∩H4(O)
and |fn − f |W → 0, then the Fre´chet derivatives ‖Du(t, fn, ω) − Du(t, f, ω)‖L(W,V) → 0 as
n→∞.
Theorem 3.4. Assume (F3). Then the random dynamical system in Theorem 3.2 is asymp-
totically compact and possesses a unique random attractor Aǫ. Moreover, the family of ran-
dom attractors {Aǫ}|ǫ|>0 is upper semi-continuous as the noise intensity ǫ→ 0.
Remark 1. Theorem 3.3 reflects the fact that the solution u(t, f, ω) of (1.1) has no smoothing
effect in finite time. Moreover, if we strengthen the regularity of F , then the map u(t, · , ω) :
W → W will be continuously Fre´chet differentiable on W ∩ H5(O), the proof is similar to
that of Theorem 3.3.
4 Proof of Theorem 3.2
Our approach is to transform (3.2) into an equation (4.4)(see below) with random coefficients.
Let
Q(t, ω) : = eǫW (t,ω), (4.1)
F̂Q(u,Q(t, ω)) : = F̂
(
Q(t, ω)u
)
/Q(t, ω), (4.2)
ÂQ(u,Q(t, ω)) : = −νÂu−Q(t, ω)B̂(u, u) + F̂Q
(
u,Q(t, ω)
)
. (4.3)
For simplicity, we sometimes omit the parameter ω in the following when it is clear from the
context. Consider the following system for each fixed ω ∈ Ω,{
dv(t, f) = ÂQ(v(t, f), Q(t)) dt, t > 0,
v(0, f) = f, in W.
(4.4)
Once the existence and uniqueness of solutions to (4.4) are established, by Itoˆ’s formula it is
easy to see that Q(t)v(t, f) is a version of the solution to (3.2). Furthermore, we can show
that Q(t)v(t, f) generates a random dynamical system.
In the following of this section, we first establish the existence and uniqueness of solutions
to (4.4) by Galerkin approximations. Then we prove the continuity of the solution v(t, f)
with respect to (t, f) ∈ R+ ×W. Finally, we give the proof of Theorem 3.2.
From (2.3), we know that {√λiei}∞i=1 is an orthonormal basis of V. Vn denotes the n-
dimensional subspace spanned by {e1, e2, . . . ..., en} in W. Let Πn : W∗ → Vn be defined
by
Πng :=
n∑
i=1
λi〈g, ei〉ei, ∀ g ∈W∗.
Now for any integer n ≥ 1, we seek a solution vn ∈ Vn to the equation{
dvn(t) = ΠnÂQ(vn(t), Q(t)) dt, t > 0,
vn(0) = Πnf.
(4.5)
8
Lemma 4.1. Assume (F1) and f ∈W. Then there exists a unique global solution to (4.5).
Moreover, for any ω ∈ Ω and T ≥ 0, the following estimate holds:
sup
n∈N
sup
t∈[0,T ]
∣∣vn(t)∣∣2
W
≤ C(T )
(
|f |2
W
+ |F (0)|2
V
∫ T
0
1
Q(s)2
ds
)
. (4.6)
Proof. Actually, vn(t) solves (4.5) if and only if the Fourier coefficients of vn solve a system
of random ordinary differential equations with locally Lipschitz coefficients. Therefore, (4.5)
admits a unique local solution defined on the maximal existence time interval
[
0, T0(ω)
)
.
From (4.5) it follows that
d
∣∣vn(t)∣∣2
V
= 2
〈ÂQ(vn(t), Q(t)), vn(t)〉 dt. (4.7)
By (2.8), (2.10), Lemma 2.1 and (F1), we get∣∣vn(t)∣∣2
V
+ 2ν
∫ t
0
∥∥vn(s)∥∥2 ds ≤ |f |2V + C|F (0)|2V ∫ T0
0
1
Q(s)2
ds+ C
∫ t
0
∣∣vn(s)∣∣2
V
ds.
Hence Gronwall’s inequality implies
sup
0≤t<T0
∣∣vn(t)∣∣2
V
+ 2ν
∫ T0
0
∥∥vn(t)∥∥2 dt ≤ C(T0)(|f |2V + |F (0)|2V ∫ T0
0
1
Q(s)2
ds
)
, (4.8)
which concludes that vn is global in time, i.e. T0 =∞ for every ω ∈ Ω.
Next, we estimate the W-norm of vn. By (4.5), we have
d(vn(t), ei)V = (ÂQ(vn(t), Q(t)), ei)V dt, i = 1, . . . , n. (4.9)
Since ÂQ(vn(t), Q(t)) ∈W, multiplying both sides of (4.9) by λi, we can use (2.3) to obtain
d(vn(t), ei)W = (ÂQ(vn(t), Q(t)), ei)W dt, i = 1, . . . , n. (4.10)
Applying the chain rule to (vn(t), ei)
2
W
and then summing over i from 1 to n yields
d|vn(t)|2W = 2(ÂQ(vn(t), Q(t)), vn(t))W dt. (4.11)
Due to (2.15), (2.5) and (2.4), we derive(ÂQ(vn(t), Q(t)), vn(t))
W
=
(
F̂Q(vn(t), Q(t)), vn(t)
)
W
+ ν
(
curl(∆vn(t)), curl
(
vn(t)− α∆vn(t)
))
=
(
F̂Q(vn(t), Q(t)), vn(t)
)
W
− ν
α
∣∣vn(t)∣∣2
W
+
ν
α
(
curl
(
vn(t)
)
, curl
(
vn(t)− α∆vn(t)
))
.
(4.12)
Substituting (4.12) into (4.11) gives
|vn(t)|2W +
2ν
α
∫ t
0
|vn(s)|2W ds
≤|Πnf |2W +
2ν
α
∫ t
0
∣∣curl(vn(s))∣∣∣∣vn(s)∣∣
W
ds+ 2
∫ t
0
∣∣F̂Q(vn(s), Q(s))∣∣
W
∣∣vn(s)∣∣
W
ds
≤|Πnf |2W +
2ν
α
∫ t
0
∣∣curl(vn(s))∣∣2 ds+ ν
α
∫ t
0
∣∣vn(s)∣∣2
W
ds
+
2α
ν
∫ t
0
∣∣F̂Q(vn(s), Q(s))∣∣2
W
ds.
(4.13)
9
Hence ∣∣vn(t)∣∣2
W
+
ν
α
∫ t
0
∣∣vn(s)∣∣2
W
ds
≤|Πnf |2W +
2ν
α
∫ t
0
∣∣curl(vn(s))∣∣2 ds+ 2α
ν
∫ t
0
∣∣F̂Q(vn(s), Q(s))∣∣2
W
ds.
(4.14)
By (2.6), (2.7), (F1) and Gronwall’s inequality, we deduce
sup
0≤t≤T
∣∣vn(t)∣∣2
W
+
ν
α
∫ T
0
∣∣vn(s)∣∣2
W
ds ≤ C(T )
(
|Πnf |2W + |F (0)|2V
∫ T
0
1
Q(s)2
ds
)
. (4.15)
Obviously, |Πnf |2W ≤ |f |2W for any n ∈ N. Hence (4.6) follows from (4.15).
Proposition 4.1. Assume (F1) and f ∈ W. Then for any ω ∈ Ω and T > 0, there exists
a unique solution v(· , f, ω) ∈ C([0, T ];V)∩ L∞([0, T ];W) to (4.4). Moreover, the following
estimate holds:
sup
t∈[0,T ]
∣∣v(t, f, ω)∣∣2
W
≤ C(T )
(
|f |2
W
+ |F (0)|2
V
∫ T
0
1
Q(s)2
ds
)
. (4.16)
Proof. Fix ω ∈ Ω and T > 0. Obviously, ‖Q‖∞,T := sup0≤t≤T Q(t) < ∞. By (2.11), (2.13),
(2.7), (F1) and (4.6), we have
sup
0≤t≤T
|v′n(t)|V
= sup
0≤t≤T
∣∣ΠnÂQ(vn(t), Q(t))∣∣
V
≤ sup
0≤t≤T
∣∣Âvn(t)∣∣
V
+ sup
0≤t≤T
∣∣Q(t)B̂(vn(t))∣∣
V
+ sup
0≤t≤T
∣∣F̂Q(vn(t), Q(t))∣∣
V
≤C sup
0≤t≤T
∣∣vn(t)∣∣
V
+ C sup
0≤t≤T
|Q(t)| sup
0≤t≤T
∣∣vn(t)∣∣2
W
+ C sup
0≤t≤T
|F (0)|V
Q(s)
≤C(T, |f |W, |F (0)|V, ω), ∀n ∈ N.
(4.17)
(4.17) and (4.6) imply that there exist a subsequence {vnk}∞k=1 and v such that:
vnk ⇀ v weakly star in L
∞
(
[0, T ];W
)
, (4.18)
v′nk ⇀ v
′ weakly star in L∞
(
[0, T ];V
)
. (4.19)
Moreover, v satisfies the estimate (4.16), and v′(· , f, ω) ∈ L∞([0, T ];V). Using Lemma
III.1.2 in [22], we deduce that v(· , f, ω) ∈ C([0, T ];V) for any f ∈ W. Lemma III.1.4 in
[22] implies that v(t, f, ω) ∈W for any t ≥ 0, and v(· , f, ω) is W-valued weakly continuous.
Since the embedding W →֒ V is compact, by Theorem III.2.1 in [22], it follows that
vnk → v strongly in L2
(
[0, T ];V
)
. (4.20)
By (4.18), (4.20), the bilinear property of B̂ and the following estimate
‖B̂(v(·), v(·))‖L1([0,T ];W∗) ≤ C‖v(·)‖L2([0,T ];W)‖v(·)‖L2([0,T ];V), (4.21)
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we obtain that
B̂
(
vnk(s)
)
⇀ B̂
(
v(s)
)
weakly in L1([0, T ];W∗). (4.22)
Therefore, we can pass to the limit in (4.5) to conclude that v is a solution of (4.4).
To prove the uniqueness, we consider the following equation:{
d
(
v(t, f)− v(t, g)) = (ÂQ(v(t, f), Q(t))− ÂQ(v(t, g), Q(t))) dt, t > 0,
v(0, f)− v(0, g) = f − g. (4.23)
where f, g ∈W. By the chain rule and Lemma 2.1, we have∣∣v(t, f)− v(t, g)∣∣2
V
= |f − g|2
V
− 2ν
∫ t
0
〈ÂQ(v(s, f), Q(s))− ÂQ(v(s, g), Q(s)), v(s, f)− v(s, g)〉 ds
= |f − g|2
V
− 2ν
∫ t
0
∥∥v(s, f)− v(s, g)∥∥2 ds+ 2 ∫ t
0
Q(s)
〈
B̂
(
v(s, f)− v(s, g)), v(s, g)〉ds
+ 2
∫ t
0
〈
F̂Q
(
v(s, f), Q(s)
)− F̂Q(v(s, g), Q(s)), v(s, f)− v(s, g)〉ds
≤|f − g|2
V
− 2ν
∫ t
0
∥∥v(s, f)− v(s, g)∥∥2 ds+ C ∫ t
0
Q(s)
∣∣v(s, f)− v(s, g)∣∣2
V
∣∣v(s, g)∣∣
W
ds
+ C
∫ t
0
∣∣v(s, f)− v(s, g)∣∣2
V
ds.
Applying Gronwall’s inequality and using (4.16), we obtain
sup
0≤t≤T
∣∣v(s, f)− v(s, g)∣∣2
V
+ 2ν
∫ T
0
∥∥v(s, f)− v(s, g)∥∥2 ds
≤ |f − g|2
V
exp
(
CT + C
∫ T
0
Q(s)
∣∣v(s, g)∣∣
W
ds
)
≤ |f − g|2
V
exp
(
CT + ‖Q‖∞,TC(|g|W, T, ω)
)
,
(4.24)
which implies the uniqueness.
The following energy equation will be used several times in this paper, so we give it here.
Lemma 4.2. Assume (F1) and f ∈ W. Then the solution v(t, f) of (4.4) satisfies the
following energy equation:
|v(t, f)|2
W
= |f |2
W
e−
2ν
α
t + 2
∫ t
0
K(v(s, f), Q(s))e−
2ν
α
(t−s) ds, ∀ t ≥ 0, (4.25)
where
K(v(s, f), Q(s))
:=
(
ν
α
curl
(
v(s, f)
)
+ curl
(
Q(s)−1F
(
Q(s)v(s, f)
))
, curl
(
v(s, f)− α∆v(s, f)
))
.
(4.26)
11
Proof. We only give the idea of the proof, since the details are similar to the proof of Theorem
4.1.2 in [17]. From (4.11) and (4.12), it follows that vn(t, fn) satisfies this energy equation.
Then let n→∞. Due to the weak convergence of vn(t, fn), we can obtain that the left hand
side of (4.25) is less than or equal to the right hand side of (4.25). The opposite inequality
can be proved using the time reversing technique.
Proposition 4.2. Assume (F1). Then for any ω ∈ Ω, the map R+ × W ∋ (t, f) 7→
v(t, f, ω) ∈W is continuous.
Proof. Fix t ≥ 0 and f ∈W. Let {tn}∞n=1 be any sequence in R+ such that tn → t. So there
exists a constant T > 0 such that supn tn < T . Let {fn}∞n=1 be any sequence in W such that
fn → f strongly in W. So there exists a constant c > 0 such that supn |fn|2W < c. Our aim is
to show that v(tn, fn)→ v(t, f) strongly in W. We prove this with the following three steps.
Step 1. By the same method as the proof of Proposition 4.1, we can extract a subsequence
{v(·, fnj)}∞j=1 such that
v(·, fnj) ⇀ v˜(·) weakly star in L∞
(
[0, T ];W
)
, (4.27)
v′(·, fnj) ⇀ v˜′(·) weakly star in L∞
(
[0, T ];V
)
, (4.28)
v(·, fnj)→ v˜(·) strongly in L2
(
[0, T ];V
)
, (4.29)
for some v˜ ∈ L∞([0, T ];W) with v˜′ ∈ L∞([0, T ];V). (4.27)-(4.29) allow us to pass to the
limit in the equation for v(·, fnj , ω) to find that v˜(·) is also a solution of (4.4) with v˜(0) = f .
Then by the uniqueness of solutions to (4.4), we obtain v˜(·) = v(·, f). Moreover, by a
contradiction argument, the uniqueness of solutions to (4.4) implies that the whole sequence
{v(·, fn)}∞n=1 converges to v(·, f) in the sense of (4.27)-(4.29).
Step 2. Since
v(·, fn)→ v(·, f) strongly in L2
(
[0, T ];V
)
, (4.30)
there exists a subsequence {nk}∞k=1 and a subset Λ ⊂ [0, T ] of Lebesgue measure zero such
that
v(s, fnk)→ v(s, f), for every s ∈ [0, T ]\Λ. (4.31)
Take any sequence {sm}∞m=1 ⊂ [0, T ]\Λ such that sm → t. Similar to (4.17), we have
sup
n∈N
sup
0≤r≤T
|v′(r, fn)|V ≤ C(T, c, |F (0)|V, ω). (4.32)
Hence for any a, b ∈ [0, T ] and a < b,
sup
n∈N
|v(a, fn)− v(b, fn)|V ≤ sup
n∈N
∫ b
a
|v′(r, fn)|Vdr ≤ C(T, c, |F (0)|V, ω)(b− a). (4.33)
Note
v(tnk , fnk)− v(t, f) =v(tnk , fnk)− v(t, fnk) + v(t, fnk)− v(sm, fnk)
+ v(sm, fnk)− v(sm, f) + v(sm, f)− v(t, f).
(4.34)
First let k →∞, and then let m→∞ in (4.34), together with (4.31) and (4.33), we obtain
|v(tnk , fnk)− v(t, f)|V → 0, as k →∞. (4.35)
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Again, by a contradiction argument, the whole sequence {v(tn, fn)}∞n=1 converges to v(t, f)
strongly in V. Since supn |v(tn, fn)|W <∞ by (4.16), and V is dense in W∗, we get
v(tn, fn)⇀ v(t, f) weakly in W as n→∞. (4.36)
Step 3. By Lemma 4.2, we have the following energy equation for v(tn, fn):
|v(tn, fn)|2W = |fn|2We−
2ν
α
tn + 2
∫ tn
0
K(v(s, fn), Q(s))e
− 2ν
α
(tn−s) ds, (4.37)
Letting n→∞ in (4.37), together with (4.27) and (4.29), we obtain
lim
n→∞
|v(tn, fn)|2W = |f |2We−
2ν
α
t + 2
∫ t
0
K(v(s, f), Q(s))e−
2ν
α
(t−s) ds. (4.38)
From the energy equation for v(t, f), we see that
lim
n→∞
|v(tn, fn)|2W = |v(t, f)|2W, (4.39)
which together with (4.36) yields
v(tn, fn)→ v(t, f) strongly in W as n→∞. (4.40)
Remark 2. Assume (F1). Then for any ω ∈ Ω and t ≥ 0, the map W ∋ f 7→ v(t, f, ω) ∈W
is weakly continuous, i.e. if fn converges weakly to f in W, then v(t, fn, ω) converges weakly
to v(t, f, ω) in W as n→∞. This is followed from (4.36).
We are now in the position to give the proof of Theorem 3.2.
Proof of Theorem 3.2. Let v(t, f, ω) be the solution of (4.4). Define the required version
u : R+ ×W× Ω→W by
u(t, f, ω) := Q(t, w)v(t, f, ω). (4.41)
By Itoˆ’s formula, it is easy to see that this process u is a solution of (3.2). Using the similar
arguments as the proof of Theorem 3.2(iii) in [15], we can verify the cocycle property of u.
The continuity of the cocycle follows from (4.41) and Proposition 4.2.
5 Proof of Theorem 3.3
To prove Theorem 3.3, it suffices to show the Fre´chet differentiability of v(t, f, ω) in view of
(4.41). In this section, we fix ω ∈ Ω. We first give the following estimate of the solution
v(t, f) to (4.4).
Proposition 5.1. Assume (F1), f ∈ W ∩ H4(O) and g ∈ W. Then for any ω ∈ Ω and
T ≥ 0,
sup
0≤t≤T
∣∣v(t, f)− v(t, g)|2
W
≤ C(|f |H4(O), T, ω)|f − g|2W. (5.1)
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Proof. Since the subset W∩H4(O) is dense inW, by Proposition 4.2, it suffices to assume g ∈
W∩H4(O) in the following proof. Consider the equation (4.23) and let x(t) := v(t, f)−v(t, g).
According to Lemma 3.1, we see that ÂQ(v(t, f), Q(t)), ÂQ(v(t, g), Q(t)) ∈ W. Using the
similar argument as for (4.11), we have
|x(t)|2
W
= |x(0)|2
W
+ 2
∫ t
0
(ÂQ(v(s, f), Q(s))− ÂQ(v(s, g), Q(s)), x(s))
W
ds. (5.2)
Due to (2.15), (2.5), (2.4) and (2.14), we derive(ÂQ(v(s, f), Q(s))− ÂQ(v(s, g), Q(s)), x(s))
W
=
(
F̂Q(v(s, f), Q(s))− F̂Q(v(s, g), Q(s)), x(s)
)
W
+ ν
(
curl
(
∆x(s)
)
, curl
(
x(s)− α∆x(s)))
−Q(s)(B̂(v(s, f)), x(s))
W
+Q(s)
(
B̂(v(s, g)), x(s)
)
W
=
(
F̂Q(v(s, f), Q(s))− F̂Q(v(s, g), Q(s)), x(s)
)
W
− ν
α
∣∣x(s)∣∣2
W
+
ν
α
(
curl
(
x(s)
)
, curl
(
x(s)− α∆x(s)))
−Q(s)
((
x(s) · ∇)curl(v(s, f)− α∆v(s, f)), curl(x(s)− α∆x(s))). (5.3)
Substituting the above equality into (5.2) gives
|x(t)|2
W
+
2ν
α
∫ t
0
|x(s)|2
W
ds
≤|f − g|2
W
+
2ν
α
∫ t
0
∣∣curl(x(s))∣∣∣∣x(s)∣∣
W
ds
+ 2
∫ t
0
∣∣F̂Q(v(s, f), Q(s))− F̂Q(v(s, g), Q(s))∣∣
W
∣∣x(s)∣∣
W
ds
+ C
∫ t
0
Q(s)
∣∣x(s)∣∣
L∞(O)
∣∣v(s, f)∣∣
H4(O)
∣∣x(s)∣∣
W
ds.
(5.4)
By 2ab ≤ ǫa2 + ǫ−1b2, (2.6), (F1) and |x(s)|L∞(O) ≤ C|x(s)|W, there holds
|x(t)|2
W
+
ν
α
∫ t
0
|x(s)|2
W
ds ≤ |f − g|2
W
+ C
∫ t
0
(
1 +Q(s)
∣∣v(s, f)∣∣
H4(O)
)∣∣x(s)∣∣2
W
ds. (5.5)
According to Lemma 3.1, we see that∣∣v(· , f)∣∣
L∞([0,T ];H4(O))
≤ C(|f |H4(O), T, ω). (5.6)
Therefore, applying Gronwall’s inequality to (5.5), we get
|x(t)|2
W
+
ν
α
∫ t
0
|x(s)|2
W
ds ≤ C(|f |H4(O), T, ω)|f − g|2W. (5.7)
The proof of Proposition 5.1 is complete.
Let f ∈W ∩H4(O) and g ∈W. Consider the following random equation
dz(t, f)(g) = −νÂz(t, f)(g) dt−Q(t)B̂(z(t, f)(g), v(t, f)) dt
−Q(t)B̂(v(t, f), z(t, f)(g)) dt+ DF̂(Q(t)v(t, f))z(t, f)(g) dt, t > 0,
z(0, f)(g) = g,
(5.8)
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where DF̂ is the Fre´chet derivative of the map F̂ : V → V. By the definition of Fre´chet
derivatives, DF̂ (u)v = (I + αA)−1(DF (u)v). We will prove z(t, f, ω) = Dv(t, f, ω), see Step
1 in the proof of Theorem 3.3. Before this, we need the following proposition.
Proposition 5.2. Assume (F1), (F2), f ∈ W ∩ H4(O) and g ∈ W. Then for any ω ∈ Ω,
there exists a unique solution z(· , f, ω)(g) to (5.8), and the following estimates hold
sup
0≤t≤T
∣∣z(t, f, ω)(g)∣∣2
V
≤ C(|f |W, T, ω)|g|2V, ∀T > 0,
sup
0≤t≤T
∣∣z(t, f, ω)(g)∣∣2
W
≤ C(|f |H4(O), T, ω)|g|2W, ∀T > 0.
(5.9)
Proof. We omit the details, since the proof is similar to that of Proposition 4.1 and Propo-
sition 5.1 just with a little adaptation.
Proof of Theorem 3.3. As pointed out at the beginning of this section, by (4.41), we only
need to show that for any ω ∈ Ω and t ≥ 0, v(t, ·, ω) : W ∋ f 7→ v(t, f, ω) ∈ V is continuously
Fre´chet differentiable on W ∩H4(O).
The proof is divided into two steps. In step 1, we prove the Fre´chet differentiability of v
and Dv(t, f, ω) = z(t, f, ω). In step 2, we prove the continuity of the Fre´chet derivatives.
Step 1. Fix T > 0, ω ∈ Ω, and f ∈W ∩H4(O). Let g ∈W and h ∈ R\{0}. Set
X(s, f, g, h) :=
v(s, f + hg)− v(s, f)
h
− z(s, f)(g), s ∈ [0, T ]. (5.10)
It follows from (4.4) and (5.8) that
dX(s, f, g, h) = −νÂX(s, f, g, h) ds−Q(s)Υ(s) ds+ Γ(s) ds, (5.11)
where
Υ(s) :=
−B̂(v(s, f + hg))+ B̂(v(s, f))
h
+ B̂
(
z(s, f)(g), v(s, f)
)
+ B̂
(
v(s, f), z(s, f)(g)
)
,
Γ(s) :=
F̂Q
(
v(s, f + hg), Q(s)
)− F̂Q(v(s, f), Q(s))
h
− DF̂(Q(s)v(s, f))z(s, f)(g).
Applying the chain rule to (5.11) gives∣∣X(t, f, g, h)∣∣2
V
=− 2ν
∫ t
0
∥∥X(s, f, g, h)∥∥2 ds− 2 ∫ t
0
Q(s)
〈
Υ(s), X(s, f, g, h)
〉
ds
+ 2
∫ t
0
〈 F̂Q(v(s, f + hg), Q(s))− F̂Q(v(s, f), Q(s))
h
− DF̂(Q(s)v(s, f))v(s, f + hg)− v(s, f)
h
,X(s, f, g, h)
〉
ds
+ 2
∫ t
0
〈
DF̂
(
Q(s)v(s, f)
)
X(s, f, g, h), X(s, f, g, h)
〉
ds. (5.12)
Due to Lemma 2.1, by a simple calculation, we have〈
Υ(s), X(s, f, g, h)
〉
=− 〈B̂(X(s, f, g, h), v(s, f)), X(s, f, g, h)〉
+ h
〈
B̂
(
z(s, f)(g), X(s, f, g, h)
)
, z(s, f)(g)
〉
+ h
〈
B̂
(
X(s, f, g, h)
)
, z(s, f)(g)
〉
,
(5.13)
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From (5.12), (5.13) and Lemma 2.1, we obtain∣∣X(t, f, g, h)∣∣2
V
+ 2ν
∫ t
0
∥∥X(s, f, g, h)∥∥2 ds
≤ C
∫ t
0
Q(s)
∣∣X(s, f, g, h)∣∣2
V
∣∣v(s, f)∣∣
W
ds+ C
∫ t
0
Q(s)h
∣∣z(s, f)(g)∣∣2
W
∣∣X(s, f, g, h)∣∣
V
ds
+ C
∫ t
0
Q(s)h
∣∣X(s, f, g, h)∣∣2
V
∣∣z(s, f)(g)∣∣
W
ds+ Φ(t) +
∫ t
0
∣∣X(s, f, g, h)∣∣2
V
ds
+ 2
∫ t
0
∥∥DF̂ (Q(s)v(s, f))∥∥
L(V)
∣∣X(s, f, g, h)∣∣2
V
ds, (5.14)
where
Φ(t) :=
∫ t
0
∣∣∣∣ F̂Q
(
v(s, f + hg), Q(s)
)− F̂Q(v(s, f), Q(s))
h
− DF̂(Q(s)v(s, f))v(s, f + hg)− v(s, f)
h
∣∣∣∣2
V
ds. (5.15)
(F1) and (F2) imply that∥∥DF (Q(s)v(s, f))∥∥
L(V)
≤ C, ∀ s ∈ [0, T ]. (5.16)
Note h|z(s, f)(g)|2
W
|X(s, f, g, h)|V ≤ 12h2|z(s, f)(g)|2W+ 12 |z(s, f)(g)|2W|X(s, f, g, h)|2V. Apply-
ing Gronwall’s inequality to (5.14), we get
sup
0≤t≤T
∣∣X(t, f, g, h)∣∣2
V
+ 2ν
∫ T
0
∥∥X(s, f, g, h)∥∥2 ds
≤
(
Ch2
∫ T
0
Q(s)
∣∣z(s, f)(g)∣∣2
W
ds+ Φ(T )
)
× exp
(
C
∫ T
0
Q(s)
∣∣v(s, f)∣∣
W
ds
+ C
∫ T
0
Q(s)
∣∣z(s, f)(g)∣∣2
W
ds+ Ch
∫ T
0
Q(s)|z(s, f)(g)∣∣
W
ds+ CT
)
.
(5.17)
By (4.24), we have
lim
h→0
sup
|g|W≤1
Φ(T ) ≤ lim
h→0
sup
|g|W≤1
{∫ T
0
∫ 1
0
∥∥∥DF̂(Q(s)[v(s, f) + ρ(v(s, f + hg)− v(s, f))])
− DF̂ (Q(s)v(s, f))∥∥∥2
L(V)
∣∣∣∣v(s, f + hg)− v(s, f)h
∣∣∣∣2
V
dρds
}
≤C(|f |W, T, ω) lim
h→0
sup
|g|W≤1
{∫ T
0
∫ 1
0
∥∥∥DF̂(Q(s)[v(s, f)
+ ρ
(
v(s, f + hg)− v(s, f))])− DF̂ (Q(s)v(s, f), s)∥∥∥2
L(V)
dρds
}
=0, (5.18)
where we have used (5.16), (F2) and the dominated convergence theorem in the last step.
Therefore, from (5.17), (4.16), (5.9) and (5.18), we obtain
lim
h→0
sup
|g|W≤1
{
sup
0≤t≤T
|X(t, f, g, h)|2
V
+ 2ν
∫ T
0
‖X(s, f, g, h)‖ ds
}
= 0. (5.19)
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In particular, for any 0 ≤ t ≤ T ,
lim
h→0
sup
|g|W≤1
∣∣∣∣v(t, f + hg)− v(t, f)h − z(t, f)(g)
∣∣∣∣
V
= 0. (5.20)
Therefore, by the arbitrariness of T > 0, we conclude that for any ω ∈ Ω and t ≥ 0, if
f ∈ W ∩ H4(O), then the map W ∋ f 7→ v(t, f, ω) ∈ V is Fre´chet differentiable at f , and
the Fre´chet derivative Dv(t, f, ω) = z(t, f, ω).
Step 2. We show that for any ω ∈ Ω and t ≥ 0, the map W ∋ f → z(t, f) ∈ L(W,V) is
continuous on W ∩H4(O), i.e. for any f ∈ W ∩H4(O), {fn}∞n=1 ⊂W ∩H4(O) and fn → f
strongly in W, we will prove ‖z(t, fn) − z(t, f)‖L(W,V) → 0. Let g ∈ W and |g|W ≤ 1. By
(5.8), we have for any T > 0 and t ∈ [0, T ],
|z(t, fn)(g)− z(t, f)(g)|2V
=− 2ν
∫ t
0
‖z(s, fn)(g)− z(s, f)(g)‖2 ds
− 2
∫ t
0
Q(s)
〈
B̂
(
z(s, fn)(g)− z(s, f)(g), v(s, fn)
)
, z(s, fn)(g)− z(s, f)(g)
〉
ds
− 2
∫ t
0
Q(s)
〈
B̂
(
z(s, f)(g), v(s, fn)− v(s, f)
)
, z(s, fn)(g)− z(s, f)(g)
〉
ds
− 2
∫ t
0
Q(s)
〈
B̂
(
v(s, fn), z(s, fn)(g)− z(s, f)(g)
)
, z(s, fn)(g)− z(s, f)(g)
〉
ds
− 2
∫ t
0
Q(s)
〈
B̂
(
v(s, fn)− v(s, f), z(s, f)(g)
)
, z(s, fn)(g)− z(s, f)(g)
〉
ds
+ 2
∫ t
0
(
DF̂
(
Q(s)v(s, fn)
)(
z(s, fn)(g)− z(s, f)(g)
)
, z(s, fn)(g)− z(s, f)(g)
)
V
ds
+ 2
∫ t
0
([
DF̂
(
Q(s)v(s, fn)
)− DF̂ (Q(s)v(s, f))]z(s, f)(g), z(s, fn)(g)− z(s, f)(g))
V
ds
=− 2ν
∫ t
0
∥∥z(s, fn)(g)− z(s, f)(g)∥∥2 ds+ I1 + I2 + I3 + I4 + I5 + I6. (5.21)
Now we estimate terms I1, I2, I3, I4, I5, I6. It follows from Lemma 2.1 that
|I1| ≤ C
∫ t
0
Q(s)
∣∣z(s, fn)(g)− z(s, f)(g)∣∣2
V
∣∣v(s, fn)∣∣
W
ds, (5.22)
|I2| ≤C
∫ t
0
Q(s)
∣∣z(s, f)(g)∣∣
W
∣∣z(s, fn)(g)− z(s, f)(g)∣∣
V
∣∣v(s, fn)− v(s, f)∣∣
W
ds
≤C
∫ t
0
Q(s)
∣∣z(s, f)(g)∣∣2
W
∣∣z(s, fn)(g)− z(s, f)(g)∣∣2
V
ds
+ C
∫ t
0
Q(s)
∣∣v(s, fn)− v(s, f)∣∣2
W
ds,
(5.23)
I3 = 0, |I4| has the same estimate as |I2|. Obviously,
|I5| ≤ 2
∫ t
0
∥∥∥DF̂(Q(s)v(s, fn))∥∥∥
L(V)
|z(s, fn)(g)− z(s, f)(g)|2V ds, (5.24)
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|I6| ≤2
∫ t
0
∥∥∥DF̂ (Q(s)v(s, fn))− DF̂ (Q(s)v(s, f))∥∥∥
L(V)
× |z(s, f)(g)|
V
|z(s, fn)(g)− z(s, f)(g)|V ds
≤
∫ t
0
∥∥∥DF̂ (Q(s)v(s, fn))− DF̂ (Q(s)v(s, f))∥∥∥2
L(V)
ds
+
∫ t
0
|z(s, f)(g)|2
V
|z(s, fn)(g)− z(s, f)(g)|2V ds.
(5.25)
Substituting the above estimates of I1-I6 into (5.21) gives
|z(t, fn)(g)− z(t, f)(g)|2V + 2ν
∫ t
0
‖z(t, fn)(g)− z(t, f)(g)‖2 ds
≤C
∫ t
0
Q(s)
∣∣v(s, fn)− v(s, f)∣∣2
W
ds+
∫ t
0
∥∥∥DF̂ (Q(s)v(s, fn))− DF̂ (Q(s)v(s, f))∥∥∥2
L(V)
ds
+
∫ t
0
[
CQ(s) |v(s, fn)|W + CQ(s) |z(s, f)(g)|2W + 2
∥∥∥DF̂ (Q(s)v(s, fn))∥∥∥
L(V)
+ |z(s, f)(g)|2
V
]
|z(s, fn)(g)− z(s, f)(g)|2V ds. (5.26)
Applying Gronwall’s inequality, and using (4.16), (5.1), (5.9) and |g|W ≤ 1, we have
sup
0≤t≤T
|z(t, fn)(g)− z(t, f)(g)|2V + 2ν
∫ T
0
‖z(t, fn)(g)− z(t, f)(g)‖2 ds
≤
(
C
∫ T
0
Q(s)
∣∣v(s, fn)− v(s, f)∣∣2
W
ds
+
∫ T
0
∥∥∥DF̂ (Q(s)v(s, fn))− DF̂ (Q(s)v(s, f))∥∥∥2
L(V)
ds
)
× exp
(∫ T
0
[
CQ(s) |v(s, fn)|W + CQ(s) |z(s, f)(g)|2W
+ 2
∥∥∥DF̂(Q(s)v(s, fn))∥∥∥
L(V)
+ |z(s, f)(g)|2
V
]
ds
)
≤
(
C(|f |4
H(O), T, ω)|fn − f |2W +
∫ T
0
∥∥∥DF̂ (Q(s)v(s, fn))− DF̂ (Q(s)v(s, f))∥∥∥2
L(V)
ds
)
× C(|fn|W, |f |H4(O), |f |W, T, ω). (5.27)
Therefore, by the dominated convergence theorem, we obtain
lim
n→∞
sup
0≤t≤T
‖z(t, fn)− z(t, f)‖L(W,V) = 0. (5.28)
Since T > 0 is arbitrary, we conclude that for any ω ∈ Ω and t ≥ 0, the map W ∋ f 7→
z(t, f, ω) ∈ L(W,V) is continuous on the subset W ∩H4(O).
6 Proof of Theorem 3.4
The asymptotic compactness of the random dynamical system in Theorem 3.2 is established
in Lemma 6.3. According to Lemma 2.2, the existence of random attractors is followed im-
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mediately from Lemma 6.2 and Lemma 6.3. The upper semi-continuity of random attractors
is proved in Lemma 6.5.
In the following Lemma 6.1-6.3, we focus on the existence of random attractors, so we
fix ǫ ∈ R\{0}. We first establish a supplementary property of the cocycle u(t, f, ω). Recall
(4.1)-(4.3). Consider the following equation with random coefficients,{
dv(t, s, f) = ÂQ(v(t, s, f), Q(t)) dt, t > s,
v(s, s, f) = f in W.
(6.1)
By the same arguments as for (4.4), it is easy to prove the existence and uniqueness of (6.1)
for every ω ∈ Ω. The solution of (6.1) is denoted by v(t, s, f, ω), which is slightly different
from the solution v(t, f, ω) to (4.4), obviously v(t, 0, f, ω) = v(t, f, ω).
Lemma 6.1. Assume (F1). Let u be the random dynamical system in Theorem 3.2, i.e.
u(t, f, ω) = Q(t, ω)v(t, f, ω) is the version constructed in Section 4, then
u(t, f, θ(s, ω)) = Q(t+ s, ω)v(t+ s, s, Q(s, ω)−1f, ω), ∀ t ≥ 0, s ∈ R. (6.2)
Proof. From (4.1), we see that Q also has the cocycle property
Q(t + s, ω) = Q(t, θ(s, ω))Q(s, ω). (6.3)
So
u(t, f, θ(s, ω)) = Q(t, θ(s, ω))v(t, f, θ(s, ω)) = Q(t + s, ω)Q(s, ω)−1v(t, f, θ(s, ω)). (6.4)
Thus to prove (6.2), it is equivalent to prove the following identity
Q(s, ω)−1v(t, f, θ(s, ω)) = v(t+ s, s, Q(s, ω)−1f, ω), ∀ t ≥ 0, s ∈ R. (6.5)
Now we define the processes
y(t, ω) : = Q(s, ω)−1v(t, f, θ(s, ω)), t ≥ 0, (6.6)
y(t, ω) : = v(t+ s, s, Q(s, ω)−1f, ω), t ≥ 0. (6.7)
Shifting the time-variable t by s in (6.1), we see that y(t, ω) satisfies
y(t, ω) =Q(s, ω)−1f +
∫ t
0
ÂQ
(
y(r, ω), Q(r + s, ω)
)
dr
=Q(s, ω)−1f +
∫ t
0
[
− νÂy(r, ω)−Q(r + s, ω)B̂(y(r, ω))
+
1
Q(r + s, ω)
F̂
(
Q(r + s, ω)y(r, ω)
)]
dr, t ≥ 0.
(6.8)
On the other hand, since v(t, f, ω) satisfies (4.4), we have
v(t, f, θ(s, ω)) =f +
∫ t
0
ÂQ
(
v(r, f, θ(s, ω)), Q(r, θ(s, ω))
)
dr
=f +
∫ t
0
[
− νÂv(r, f, θ(s, ω))−Q(r, θ(s, ω))B̂(v(r, f, θ(s, ω)))
+
1
Q(r, θ(s, ω))
F̂
(
Q(r, θ(s, ω))v(r, f, θ(s, ω))
)]
dr, t ≥ 0.
(6.9)
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Multiplying (6.9) by Q(s, ω)−1, then using (6.3) and the bilinear property of B̂, we obtain
y(t, ω) =Q(s, ω)−1f +
∫ t
0
[
− νÂy(r, ω)−Q(r + s, ω)B̂(y(r, ω))
+
1
Q(r + s, ω)
F̂
(
Q(r + s, ω)y(s, ω)
)]
dr, t ≥ 0.
(6.10)
Hence y(t, ω) and y(t, ω) satisfy the same equation. Using a similar calculation as for (4.24),
we deduce that y(t, ω) = y(t, ω) for every t ≥ 0, ω ∈ Ω. This proves (6.5), so (6.2) holds.
Lemma 6.2. Assume (F3). Then the random dynamical system in Theorem 3.2 admits a
closed bounded tempered random absorbing set in W.
Proof. Take any tempered random set D(ω). Let f ∈ D(θ(−t, ω)) for t > 0. By Lemma 6.1,
we have
u(t, f, θ(−t, ω)) = v(0,−t, Q(−t, ω)−1f, ω). (6.11)
From (6.1), it follows that
d|v(r)|2
V
=2
〈ÂQ(v(r), Q(r, ω)), v(r)〉dr
=− 2ν‖v(r)‖2dr + 2Q(r, ω)−1〈F̂ (Q(r, ω)v(r)), v(r)〉dr, (6.12)
here v(r) = v(r,−t, Q(−t, ω)−1f, ω) for notational simplicity. Using (2.2), (2.9), (F3) and
Young’s inequality, we get
d|v(r)|2
V
+
( 2ν
P2 + α − 2
P2
P2 + αCF − ε1
)|v(r)|2
V
dr ≤ 1
ε1
|F (0)|2
V
Q(r, ω)−2dr, (6.13)
for any ε1 > 0. Set λ = ε1 =
ν
P2+α
− P2
P2+α
CF . According to (F3), λ = ε1 > 0. Now solving
(6.13) with the initial condition yields
|v(s,−t, Q(−t, ω)−1f, ω)|2
V
≤ e−λ(s+t) 1
Q(−t, ω)2 |f |
2
V
+
1
ε1
|F (0)|2
V
∫ s
−t
e−λ(s−r)
1
Q(r, ω)2
dr.
(6.14)
On the other hand, since d
dr
v(r,−t, Q(−t, ω)−1f, ω) and d
dr
v(r, f, ω) satisfy the same equation,
it follows from (4.25) and (4.26) that d
dr
|v(r,−t, Q(−t, ω)−1f, ω)|2
W
also satisfies
d|v(r)|2
W
=− 2ν
α
|v(r)|2
W
dr +
2ν
α
(
curl
(
v(r)
)
, curl
(
v(r)− α∆v(r)))dr
+ 2
(
Q(r, ω)−1F̂
(
Q(r, ω)v(r)
)
, v(r)
)
W
dr.
(6.15)
Using (2.6), (2.7), (F3) and Young’s inequality, we have
d|v(r)|2
W
+
(2ν
α
− ε2 − ε3
)|v(r)|2
W
dr ≤ C(CF )
ε2
|v(r)|2
V
dr +
C
ε3
|F (0)|2
V
Q(r, ω)−2dr, (6.16)
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for any ε2, ε3 > 0. Set ε2 = ε3 =
ν
2α
and γ = ν
α
. Then solving (6.16) with the initial condition
yields
|v(0,−t, Q(−t, ω)f, ω)|2
W
≤e−γt 1
Q(−t, ω)2 |f |
2
W
+
C(CF )
ε2
∫ 0
−t
eγs|v(s,−t, Q(−t, ω)f, ω)|2
V
ds
+
C
ε3
|F (0)|2
V
∫ 0
−t
eγs
1
Q(s, ω)2
ds.
(6.17)
Substituting (6.14) into (6.17), together with γ > λ > 0, we obtain
|v(0,−t, Q(−t, ω)−1f, ω)|2
W
≤e−γt 1
Q(−t, ω)2 |f |
2
W
+ C(CF )
∫ 0
−t
eγs
[
e−λ(s+t)
1
Q(−t, ω)2 |f |
2
V
+ C(CF )|F (0)|2V
∫ s
−t
e−λ(s−r)
1
Q(r, ω)2
dr
]
ds+ C|F (0)|2
V
∫ 0
−t
eγs
1
Q(s, ω)2
ds
≤C(CF )e−λt 1
Q(−t, ω)2 |f |
2
W
+ C(CF )|F (0)|2V
∫ 0
−∞
eλs
1
Q(s, ω)2
ds.
(6.18)
Note λ = ν−P
2CF
P2+α
. Set
r(ω) := 1 + C(CF )|F (0)|2V
∫ 0
−∞
e
ν−P2CF
P2+α
s 1
Q(s, ω)2
ds. (6.19)
Since D(ω) is tempered and f ∈ D(θ(−t, ω)), by the law of the iterated logarithm, we obtain
that for a.e. ω ∈ Ω and any β > 0,
e−βtQ(−t, ω)2d(D(θ(−t, ω)))→ 0, as t→ +∞. (6.20)
Therefore, we conclude from (6.11) and (6.18) that the random ball B(r(ω)) := {x : |x|2
W
≤
r(ω)} absorbs every tempered random set of W, and obviously B(r(ω)) is a closed bounded
tempered random set.
To prove the asymptotic compactness of the random dynamical system, we first give the
following energy equation satisfied by u(t, f, ω), which can be easily derived from the energy
equation for v(t, f, ω) in Lemma 4.2.
|u(t, f, ω)|2
W
= Q(t, ω)2|v(t, f, ω)|2
W
=Q(t, ω)2
[
|f |2
W
e−
2ν
α
t + 2
∫ t
0
e−
2ν
α
(t−s)K
(
v(s, f, ω), Q(s, ω)
)
ds
]
=Q(t, ω)2
[
|f |2
W
e−
2ν
α
t + 2
∫ t
0
e−
2ν
α
(t−s)K˜
(
u(s, f, ω), Q(s, ω)
)
ds
]
.
(6.21)
where K˜
(
u(s, f, ω), Q(s, ω)
)
= K
(
Q(s, ω)−1u(s, f, ω), Q(s, ω)
)
and the function K is given
in (4.26). This will play an important role in the proof of the following lemma.
Lemma 6.3. Assume (F3). Then the random dynamical system in Theorem 3.2 is asymp-
totically compact in W.
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Proof. Take any tempered random set D. We will show that for a.e. ω ∈ Ω, the sequence
{u(tn, fn, θ(−tn, ω))}∞n=1 has a convergent subsequence in W, whenever tn → ∞ and fn ∈
D(θ(−tn, ω)).
In Lemma 6.2, we have proved that the random ball B(r(ω)) absorbs D. So for a.e. ω,
the sequence {u(tn, fn, θ(−tn, ω))}∞n=1 is bounded in W. Therefore, there exist fω ∈ B(r(ω))
and a subsequence denoted by {nk(ω, 0)} of N, which depend on ω, such that
u(tnk(ω,0), fnk(ω,0), θ(−tnk(ω,0), ω))⇀ fω weakly in W as k →∞. (6.22)
Hence to prove Lemma 6.3, it suffices to show that there exists a subsequence of {nk(ω, 0)}
denoted by {nk(ω)}, such that
|u(tnk(ω), fnk(ω), θ(−tnk(ω), ω))|W → |fω|W, as k →∞. (6.23)
We prove this with the following three steps.
Step 1. Let j ∈ N, j ≥ 1. If {nk(ω, j − 1)} and fθ(−(j−1),ω) are already defined, then we
define {nk(ω, j)} and fθ(−j,ω) as follows. Note
u
(
tnk(ω,j−1) − j, fnk(ω,j−1), θ(−tnk(ω,j−1), ω)
)
=u
(
tnk(ω,j−1) − j, fnk(ω,j−1), θ
(
j − tnk(ω,j−1), θ(−j, ω)
))
,
(6.24)
and
fnk(ω,j−1) ∈ D
(
θ(−tnk(ω,j−1), ω)
)
= D
(
θ(j − tnk(ω,j−1), θ(−j, ω))
)
. (6.25)
Since B(r(ω)) absorbs D, the sequence {u(tnk(ω,j−1) − j, fnk(ω,j−1), θ(−tnk(ω,j−1), ω))}∞k=1 is
bounded in W. Hence there exist a subsequence of {nk(ω, j − 1)}, for notational simplicity
we write it as {nk(ω, j)}, and fθ(−j,ω) ∈ B
(
r(θ(−j, ω))) such that
u
(
tnk(ω,j) − j, fnk(ω,j), θ(−tnk(ω,j), ω)
)
⇀ fθ(−j,ω) weakly in W as k →∞. (6.26)
Now using the diagonal method, we construct a sequence as nk(ω) := nk(ω, k).
Step 2. By the cocycle property of the random dynamical system, we have for any ω ∈ Ω,
j ∈ N and tnk(ω) ≥ j,
u
(
j, u
(
tnk(ω) − j, fnk(ω), θ(−tnk(ω), ω)
)
, θ(−j, ω)
)
=u
(
j, u
(
tnk(ω) − j, fnk(ω), θ(−tnk(ω), ω)
)
, θ
(
tnk(ω) − j, θ(−tnk(ω), ω)
))
=u
(
tnk(ω), fnk(ω), θ(−tnk(ω), ω)
)
.
(6.27)
From (4.41) and Remark 2, it follows that for any ω ∈ Ω and t ≥ 0, u(t, f, ω) is weakly
continuous in f ∈ W. Due to (6.26), we deduce that the first line of (6.27) is weakly
convergent to u(j, fθ(−j,ω), θ(−j, ω)) as k → ∞. On the other hand, (6.22) implies that the
last line of (6.27) is weakly convergent to fω as k → ∞. Therefore, we obtain that for a.e.
ω ∈ Ω,
u
(
j, fθ(−j,ω), θ(−j, ω)
)
= fω, ∀ j ∈ N. (6.28)
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Step 3. In view of (6.27) and the energy equation (6.21), we get for any ω ∈ Ω, j ∈ N
and tnk(ω) ≥ j,∣∣∣u(tnk(ω), fnk(ω), θ(−tnk(ω), ω))∣∣∣2
W
=Q
(
j, θ(−j, ω))2[∣∣u(tnk(ω) − j, fnk(ω), θ(−tnk(ω), ω))∣∣2We− 2να j
+ 2
∫ j
0
e−
2ν
α
(j−s)K˜
(
u
(
s, u
(
tnk(ω) − j, fnk(ω), θ(−tnk(ω), ω)
)
, θ(−j, ω)
)
, Q
(
s, θ(−j, ω)))ds].
(6.29)
Since the random ball B(r(ω)) absorbs D, similar to (6.24) and (6.25), we see that
lim sup
k→∞
|u(tnk(ω) − j, fnk(ω), θ(−tnk(ω), ω))∣∣2W ≤ r(θ(−j, ω)). (6.30)
By (6.26), similar to (4.27)-(4.29), we can show that for any ω ∈ Ω, j ∈ N,
u
(
·, u(tnk(ω) − j, fnk(ω), θ(−tnk(ω), ω)), θ(−j, ω))→ u(·, fθ(−j,ω), θ(−j, ω)), (6.31)
weakly in L2([0, T ];W) and strongly in L2([0, T ];V) as k → ∞. Therefore, letting k → ∞
in (6.29), together with (6.30) and (6.31) yields
lim sup
k→∞
∣∣∣u(tnk(ω), fnk(ω), θ(−tnk(ω), ω))∣∣∣2
W
≤Q(j, θ(−j, ω))2[r(θ(−j, ω))e− 2να j
+ 2
∫ j
0
e−
2ν
α
(j−s)K˜
(
u
(
s, fθ(−j,ω), θ(−j, ω)
)
, Q
(
s, θ(−j, ω)))ds].
(6.32)
On the other hand, it follows from (6.28) and (6.21) that for a.e. ω ∈ Ω,∣∣fω∣∣2
W
=
∣∣u(j, fθ(−j,ω), θ(−j, ω))∣∣2
W
=Q
(
j, θ(−j, ω))2[∣∣fθ(−j,ω)∣∣2
W
e−
2ν
α
j
+ 2
∫ j
0
e−
2ν
α
(j−s)K˜
(
u
(
s, fθ(−j,ω), θ(−j, ω)
)
, Q
(
s, θ(−j, ω)))ds], ∀ j ∈ N.
(6.33)
Subtracting (6.33) from (6.32) gives
lim sup
k→∞
∣∣∣u(tnk(ω), fnk(ω), θ(−tnk(ω), ω))∣∣∣2
W
− ∣∣fω∣∣2
W
≤Q(j, θ(−j, ω))2[r(θ(−j, ω))− |fθ(−j,ω)∣∣2
W
]
e−
2ν
α
j, ∀ j ∈ N.
(6.34)
Since fθ(−j,ω) ∈ B
(
r(θ(−j, ω))) andB(r(ω)) is tempered, by the law of the iterated logarithm,
we deduce that the right hand side of (6.34) tends to 0 as j → +∞. Therefore, we obtain
lim sup
k→∞
∣∣∣u(tnk(ω), fnk(ω), θ(−tnk(ω), ω))∣∣∣2
W
≤ ∣∣fω∣∣2
W
. (6.35)
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On the other hand, in view of (6.22), we have∣∣fω∣∣2
W
≤ lim inf
k→∞
∣∣∣u(tnk(ω), fnk(ω), θ(−tnk(ω), ω))∣∣∣2
W
. (6.36)
Hence for a.e. ω ∈ Ω, the subsequence {u(tnk(ω), fnk(ω), θ(−tnk(ω), ω))}∞k=1 is strongly conver-
gent to fω in W. This completes the proof of Lemma 6.3.
Finally, we present the upper semi-continuity of the random attractors as ǫ→ 0. To this
end, we first establish the convergence of the solution of (3.2) as ǫ→ 0.
In the following two lemmas, To indicate the dependence on ǫ, we write the solution u
in Theorem 3.2, the notation Q in (4.1), the solution v of (4.4) as Qǫ, uǫ, vǫ respectively.
We denote by the map u0 : R+ ×W → W the deterministic continuous dynamical system
generated by the solutions u0(t, f) of equation (3.2) with ǫ = 0.
Lemma 6.4. Assume (F1). Let {ǫn}∞n=1 be any positive sequence such that ǫn → ǫ for some
ǫ ∈ R. Take any sequence {fn}∞n=1 ⊂ W and f ∈ W. If fn → f strongly in W as n → ∞,
then for any ω ∈ Ω and t ≥ 0,
uǫn(t, fn, ω)→ uǫ(t, f, ω) strongly in W as n→∞. (6.37)
If fn ⇀ f weakly in W as n→∞, then for any ω ∈ Ω and t ≥ 0,
uǫn(t, fn, ω)⇀ u
ǫ(t, f, ω) weakly in W as n→∞. (6.38)
In (6.37) and (6.38), we set u0(t, f, ω) := u0(t, f) as ǫ = 0.
Proof. Note
uǫ(t, f, ω) = Qǫ(t, ω)vǫ(t, f, ω), t ≥ 0, (6.39)
and Qǫn(t, ω)→ Qǫ(t, ω) as ǫn → ǫ. Hence it suffices to prove
fn → f strongly in W⇒ vǫn(t, fn, ω)→ vǫ(t, f, ω) strongly in W, (6.40)
fn ⇀ f weakly in W⇒ vǫn(t, fn, ω)⇀ vǫ(t, f, ω) weakly in W, (6.41)
where we set v0(t, f, ω) := u0(t, f) as ǫ = 0. Without loss of generality, we may assume
|ǫn| ≤ |ǫ| + 1 for every n ∈ N. Since supn |fn|2W ≤ C < ∞, by the same arguments as for
(4.16), we have
sup
n∈N
sup
t∈[0,T ]
∣∣vǫn(t, fn, ω)∣∣2
W
≤ C(T )
(
C + |F (0)|2
V
∫ T
0
e2(|ǫ|+1)|ω(s)| ds
)
. (6.42)
Using the similar method as for Proposition 4.2 and Remark 2, Lemma 6.4 can be proved.
Let Aǫ be the random attractor for the random dynamical system uǫ in Theorem 3.2. Un-
der the assumption (F3), the existence of the global attractor A0 in W for the deterministic
dynamical system u0 can similarly be achieved by Lemma 6.2 and Lemma 6.3.
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Lemma 6.5. Assume (F3). Then the family of the random attractors {Aǫ}|ǫ|>0 is upper
semi-continuous as ǫ→ 0, i.e. for a.e. ω ∈ Ω,
d(Aǫ(ω),A0)→ 0 as ǫ→ 0, (6.43)
where d is the Hausdorff semi-metric defined in (2.17).
Proof. It suffices to show that the conditions (i)-(iii) in Lemma 2.3 are satisfied. By Lemma
6.4, the condition (i) is satisfied.
In Lemma 6.2, we have proved that for each ǫ ∈ R\{0}, the random dynamical system
uǫ possesses an absorbing random ball B(rǫ(ω)), where
rǫ(ω) :=1 + C(CF )|F (0)|2V
∫ 0
−∞
e
ν−P2CF
P2+α
s 1
Qǫ(s, ω)2
ds
≤1 + C(CF )|F (0)|2V
∫ 0
−∞
e
ν−P2CF
P2+α
s+2|ǫ||ω(s)|
ds.
(6.44)
Hence the dominated convergence theorem yields
lim sup
ǫ→0
rǫ(ω) ≤ 1 + C(CF )|F (0)|2V, (6.45)
which deduce the condition (ii) in Lemma 2.3 immediately.
For the condition (iii), we first claim that for any tempered random set D, there exists a
constant T˜ > 0, such that
sup
0<ǫ<1
|uǫ(t, f, ω)|W ≤ ρ(ω), ∀ t > T˜ , f ∈ D(θ(−t, ω)), (6.46)
where
ρ(ω) := 1 + C(CF )|F (0)|2V
∫ 0
−∞
e
ν−P2CF
P2+α
s+2|ω(s)|
ds > rǫ(ω), ∀ ǫ ∈ (−1, 1). (6.47)
In other words, the tempered random ball B(ρ(ω)) := {x : |x|2
W
≤ ρ(ω)} absorbs every
tempered random set of W uniformly with respect to ǫ ∈ (−1, 1). Claim (6.46) is followed
easily from (6.20), where the convergence is uniform with respect to ǫ ∈ (−1, 1).
Now we come to show the condition (iii) in Lemma 2.3. Let {un}∞n=1 ⊆ ∪0<|ǫ|<1Aǫ(ω).
Then there exists a sequence {ǫn}∞n=1 ⊂ (−1, 1)\{0} such that un ∈ Aǫn(ω) for each n ∈ N.
Hence we can take a subsequence {ǫnk}∞k=1 such that ǫnk → ǫ for some ǫ ∈ [−1, 1] as k →∞,
for notational simplicity we still write this subsequence as {ǫn}∞n=1 in the following. The
invariance of the random attractors implies that
uǫ
(
t,Aǫ(θ(−t, ω)), θ(−t, ω)) = Aǫ(ω), ∀ t ≥ 0. (6.48)
Therefore, there exist sequences {tn}∞n=1 and {fn}∞n=1 such that
tn → +∞, fn ∈ Aǫn(θ(−tn, ω)), un = uǫn(tn, fn, θ(−tn, ω)). (6.49)
Again, by the invariance of random attractors, we have
Aǫ(ω) ⊆ B(rǫ(ω)) ⊆ B(ρ(ω)), ∀ ǫ > 0. (6.50)
25
Hence
fn ∈ B
(
ρ(θ(−tn, ω))
)
, ∀n ∈ N. (6.51)
Due to claim (6.46), the sequence {uǫn(tn, fn, θ(−tn, ω))}∞n=1 is bounded in W. Now using
claim (6.46) and Lemma 6.4, by the same arguments as for Lemma 6.3, we obtain that the
sequence {uǫn(tn, fn, θ(−tn, ω))}∞n=1 has a subsequence which is convergent in W. Hence the
condition (iii) in Lemma 2.3 is satisfied, which completes the proof.
Acknowledgements
The author sincerely thanks Professor Tusheng Zhang and Jianliang Zhai for their instruc-
tions and many invaluable suggestions. This work is partly supported by National Natural
Science Foundation of China (No.11671372, No.11431014, No.11721101).
References
[1] N. Arada. On the convergence of the two-dimensional second grade fluid model to the
Navier-Stokes equation. J. Differential Equations, 260(3):2557–2586, 2016.
[2] L. Arnold. Random dynamical systems. Springer Monographs in Mathematics. Springer-
Verlag, Berlin, 1998.
[3] P. W. Bates, H. Lisei, and K. Lu. Attractors for stochastic lattice dynamical systems.
Stoch. Dyn., 6(1):1–21, 2006.
[4] A. V. Busuioc and T. S. Ratiu. The second grade fluid and averaged Euler equations
with Navier-slip boundary conditions. Nonlinearity, 16(3):1119–1149, 2003.
[5] T. Caraballo, G.  Lukaszewicz, and J. Real. Pullback attractors for asymptotically
compact non-autonomous dynamical systems. Nonlinear Anal., 64(3):484–498, 2006.
[6] D. Cioranescu and V. Girault. Weak and classical solutions of a family of second grade
fluids. Internat. J. Non-Linear Mech., 32(2):317–335, 1997.
[7] H. Crauel, A. Debussche, and F. Flandoli. Random attractors. J. Dynam. Differential
Equations, 9(2):307–341, 1997.
[8] H. Crauel and F. Flandoli. Attractors for random dynamical systems. Probab. Theory
Related Fields, 100(3):365–393, 1994.
[9] J. Duan, K. Lu, and B. Schmalfuß. Invariant manifolds for stochastic partial differential
equations. Ann. Probab., 31(4):2109–2135, 2003.
[10] J. E. Dunn and K. R. Rajagopal. Fluids of differential type: critical review and ther-
modynamic analysis. Internat. J. Engrg. Sci., 33(5):689–729, 1995.
[11] F. Flandoli and H. Lisei. Stationary conjugation of flows for parabolic SPDEs with
multiplicative noise and some applications. Stochastic Anal. Appl., 22(6):1385–1420,
2004.
26
[12] F. Flandoli and B. Schmalfuß. Random attractors for the 3D stochastic Navier-Stokes
equation with multiplicative white noise. Stochastics and Stochastic Reports, 59(1-2):21–
45, 1996.
[13] R. L. Fosdick and K. R. Rajagopal. Anomalous features in the model of “second order
fluids”. Arch. Rational Mech. Anal., 70(2):145–152, 1979.
[14] D. Iftimie. Remarques sur la limite α → 0 pour les fluides de grade 2. C. R. Math.
Acad. Sci. Paris, 334(1):83–86, 2002.
[15] S. Mohammed and T. Zhang. Dynamics of stochastic 2D Navier-Stokes equations. J.
Funct. Anal., 258(10):3543–3591, 2010.
[16] S. Mohammed, T. Zhang, and H. Zhao. The stable manifold theorem for semilinear
stochastic evolution equations and stochastic partial differential equations. Mem. Amer.
Math. Soc., 196(917):vi+105, 2008.
[17] I. Moise, R. Rosa, and X. Wang. Attractors for non-compact semigroups via energy
equations. Nonlinearity, 11(5):1369–1393, 1998.
[18] P. A. Razafimandimby and M. Sango. Strong solution for a stochastic model of two-
dimensional second grade fluids: existence, uniqueness and asymptotic behavior. Non-
linear Anal., 75(11):4251–4270, 2012.
[19] S. Shang. Anticipating stochastic equation of two-dimensional second grade fluids. J.
Math. Anal. Appl., 461(2):1138–1152, 2018.
[20] S. Shang, J. Zhai, and T. Zhang. Strong solutions for a stochastic model of 2-D second
grade fluids driven by Le´vy noise. arXiv:1701.00314.
[21] S. Shkoller. Smooth global Lagrangian flow for the 2D Euler and second-grade fluid
equations. Appl. Math. Lett., 14(5):539–543, 2001.
[22] R. Temam. Navier-Stokes equations. Theory and numerical analysis. North-Holland
Publishing Co., Amsterdam-New York-Oxford, 1977. Studies in Mathematics and its
Applications, Vol. 2.
[23] B. Wang. Upper semicontinuity of random attractors for non-compact random dynam-
ical systems. Electron. J. Differential Equations, 2009(139):1–18, 2009.
[24] R. Wang, J. Zhai, and T. Zhang. Exponential mixing for stochastic model of two-
dimensional second grade fluids. Nonlinear Anal., 132:196–213, 2016.
[25] J. Zhai and T. Zhang. Large deviations for stochastic models of two-dimensional second
grade fluids. Appl. Math. Optim., 75(3):471–498, 2017.
27
