Abstract-Data inconsistencies are present in the data collected over a large wireless sensor network (WSN), usually deployed for any kind of monitoring applications. Before passing this data to some WSN applications for decision making, it is necessary to ensure that the data received are clean and accurate. In this paper, we have used a statistical tool to examine the past data to fit in a highly sophisticated prediction model i.e., ARIMA for a given sensor node and with this, the model corrects the data using forecast value if any data anomaly exists there. Another scheme is also proposed for detecting data anomaly at sink among the aggregated data in the data are received from a particular sensor node. The effectiveness of our methods are validated by data collected over a real WSN application consisting of Crossbow IRIS Motes [1].
I. INTRODUCTION
Wireless Sensor Networks (WSNs) are formed by large number of autonomous units called sensor nodes. Each sensor node has the capability of sampling data, processing it and sending the data through radio transmitters. In this aspect, each sensor node is independent of its sampling and sending mechanisms and its values. This independent working nature of sensor nodes set up notion of independent data transmission to the base station. The aggregated data at sink are independent. The base station is a processing center also called sink node or simple sink.
WSNs are extensively used in natural environment monitoring and inventory management. Lots of specific applications have been developed to monitor very delegate processes that include: nuclear reactor control, habitat monitoring, object tracking, mines monitoring, fire detection, wild life monitoring, etc. Depending on the application and user requirement, sensor nodes report the data to the sink either in synchronous mode or in asynchronous mode. Usually sensor nodes sensed data in a fixed time indexed manner and transmit the data to the sink periodically.
The WSNs based applications that we have mentioned above use aggregated data to perform a certain task and give meaningful outputs to the network or to the user. The aggregated data from the WSN may be affected by anomalies in the WSN. The anomaly detection is possible when the aggregated data at sink do not follow a certain pattern [2] . Anomalous data patterns can be caused due to case 1: unreliability of wireless sensor networks or case 2: due to occurrence of unusual phenomena in the monitored region. For case 1: the unreliability of wireless sensor networks incurs faulty sensors and the faults occur due to hardware malfunction, sampling errors, transmission loss etc. Detecting data anomaly for both of the cases, case 1 and 2 are very important with respect to any type of monitoring applications. One important objective of WSN application is to detect the occurrence of unusual phenomena in the monitored region and to take necessary action for that. Another objective of WSN application is to make appropriate decisions based on aggregated data at sink in spite of the unreliability of the wireless sensor networks. Hence, it becomes crucial for us to correct the data before applying it to the applications. Otherwise, the anomalous data produced due to unreliability of wireless network will have a great impact on making appropriate decisions.
In this paper we make an attempt to exploit behavior of a single node over a considerable time to correct data if there is any anomaly in the data. Specifically, we fit a statistical model to a single node as we know, all nodes transmit data independent of each others and it is quiet clear that we may not know the spatial information before hand. We validate our model with data gathered over a real WSN for considerable period of time based on the IRIS platform [1] .
A. Contributions
In this paper we present an appropriate statistical modeling i.e., ARIM A(p, d, q) using the data of a real WSN application consisting of Crossbow IRIS Motes. We propose an algorithm 1: To find suitable ARIMA model and Forecast, which corrects the anomalous data at sink for each sensor node with ARIMA forecast values at any point of time. The forecast values are also used in the algorithm 2: Anomaly Detection for detecting anomalous data of a sensor node with 95% confidence interval. The algorithms applied for each node are solely dependent upon the data stream transmitted by that particular sensor node. As the algorithms use past data of individual node only, it is imperative that the algorithms do not depend upon state of other nodes in the network. We also do not consider contextual and temporal relationship among the nodes to predict the forecast value. While, if needed, contextual or temporal relationship can be used to further smooth our results as suggested by [3] .
The advantages of the proposed works are following compare to the earlier works. Our anomaly correction algorithm only needs data from the particular node we want to study. The proposed algorithm can be used for the purpose of fault tolerance in the following way. If few nodes fail to sense data due to transient fault at a particular instance of time, still we can produce data by processing its old data. Our method is highly sophistic method, ARIMA, in statistics time series models are known to represent many complex processes than any other models. Once the preliminary condition of stationary is satisfied then we can use them to represent complex series. Finally, all our data processing is to be done at the sink, which is suppose to have sufficient power and enough computational capability for fitting the statistics models, detecting and correcting the anomaly for the data of any sensor node.
B. Related works
Statistical modeling is used in literature for the purpose of data gathering with less number of transmission, anomaly detection in the gathered data at sink etc. When sampling of data is being done on regular time intervals, we get a time series. Time series is a well researched topic in statistical mathematics field. An interesting observation has been done in case of natural environmental data sampling by wireless sensor nodes, the time series is usually stationary in nature. This property is used for the purpose of choosing a suitable statistical modeling, related papers are explained below.
A method is proposed by Liu et al. in [4] to reduce the transmission in the network. The method uses ARIMA model to construct a prediction model for sampled data. Specifically, in this method the model is being run on both sensor node and at the base station. If the difference between value sampled at sensor node and the value forecasted by ARIMA model is smaller than a pre-defined tolerance, the value is not transmitted over network to the base station. In this case base station is also running the same model, and hence use the forecasted value as actual value. This method has shown suppression of data transmission upto 78%. In this method time synchronization is an big issue when the clocks running at node are different from the base station or time delays in reporting. Jain and Chang in their paper [5] used recursive models to reduce transmission rate by setting the transmission rate adaptively. In this paper [5] , the authors uses Kalman-Filter based estimation technique to give new sample rate when required. Adaptively adjusting the sampling rate reduces transmission frequency which result in energy saving. Anomalous behavior is common in WSNs. This fact puts forward a challenge to detect these anomalies with high efficiency. This paper [6] , Rajasegarar et al. have used Intel Berkeley Research Laboratory (IBRL) data to suggest an anomaly detection method using statistical concept of Mahanbolis Distance. The authors construct a hyperellipsoidal boundary using Mahanbolis distance, which provide the boundary for acceptance or rejection of data as good or anomaly. Ali et al. in the paper [3] directly deals with data cleaning for a set of aggregated data. The technique takes into account the contextual association among sensor nodes. The method is named as Time of Arrival Data Cleaning (TOAD). Depending upon belief range the authors proposed a scheme to select proper filter and try to minimize the difference between the actual value in the environment and the data received at the sink. Clustering can be used to club similar data points. In this paper [7] , clustering is done based on the measure of dissimilarity among data. The concept of Euclidean distance between pair is used to make clusters. The method uses Average Inter Cluster Distance (ICD) as the criteria for accepting or rejecting anomaly cluster. Another similar works proposed by Chitradevi et al. in [8] using the concepts of clustering. In this paper a scalable cluster based anomaly detection algorithm is proposed by the authors, where the algorithm locates anomalous clusters within sensor stream and enables the detection of both local and global anomalies.
II. BASIC IDEA
We assume sensor nodes are deployed over a region and formed a wireless sensor network. Each sensor node is sampling data periodically. In our experiment sensor nodes are sensing temperature and light data, and transmit data to the base station (sink) via multi-hop network. We use multi-hop wireless mesh network for our experiment. The aggregated data store in a database at the sink for the further processing. Before processing further we should identify all anomalous data.
In the context of this paper we observe two types of data anomaly. The first type is irregular data which may generate due to occurrence or presence of unusual phenomena in the monitored region and the second type is erroneous data which may generate due to faulty sensor and/or unreliability of wireless communication during data transmission toward the sink. Considering the above two types of data, we define data anomaly which is given below. When data do not follow stationary time series then we consider that there is an anomaly of the data aggregated at the sink otherwise data are regular. Both types of data are important for the evaluation purpose of a WSN application. In case of irregular data there might be a positive signal for occurrence of an unusual phenomena otherwise the data are erroneous. In case of erroneous data we have to replace or correct the data with an appropriate data which should follow stationary time series and remove the anomaly.
The goals of this paper are detecting the anomaly and fixing anomaly within the data to each node by ARIMA forecast [9] .
A. ARIMA Models
The Auto-Regressive Integrated Moving Average (ARIMA) [9] models are a class of models for forecasting a time series. Unless a time series is stationary it is not possible to apply ARIMA models for forecasting. The property of stationary time series is that over time, statistical properties like mean, variance are constant. If the initial time series is non-stationary then by taking the differences between successive values it is possible to make the series stationary. In practice first order difference (X
Where p is the number of auto-regressive (AR) terms and q is the number of moving average (MA) terms. With each AR term, there is an associated lagged dependent data sets,
III. FIXING ANOMALIES WITHIN PARTICULAR NODE
Objective in this section is to fix anomalies data within particular node. The basic idea of time series modeling is to make use of autocorrelation structure in the data sampled by the node in past. Our method works in three phases: namely Data sampling, Applying statistical tests and Forecasting values with suitable model.
Data sampling: In data sampling phase sensor nodes are working normally in supervision or sensed environmental parameters like light and temperature periodically and transmit the sensed data to the sink. Data are time indexed and stored at sink with equal time intervals. During this phase sensor nodes sample sufficient data to build the statistical model ARIM A(p, d, q) with appropriate values of p, d and q. As the amount of past data increases the model become more efficient in forecast. In this phase, there is no need to maintain any extra database at sink excepting the aggregated data.
Applying statistical test: In this phase we start applying our statistical tests to check whether the data sampled in previous phase qualify for time series analysis or not. Examine ACF for stationarity. The ACF for a non-stationary series shows large autocorrelations that diminish only very slowly at large lags. If sampled data are non-stationary then differences and further ACF examination is required until the transformed time series become stationary. We collect the sampled data till the point of first anomaly reported in the data stream and apply stationary time series tests. Simple way to analyze the autocorrelation structure is to plot autocorrelation function (ACF) and partial autocorrelation function (PACF) with respect to different lags.
Forecasting with suitable model: The objective of finding suitable model is to determine the right order of the AR component and the MA component respectively. The traditional criteria for ARIMA model selection are Akaike Information Criterion and Schwarz Criterion [9] . As we are working at sink it is assumed that we have enough computational power to run any criteria for model selection. For our purpose we have selected Akaike Information Criterion (AIC). Applying AIC we can find out AR component order (p) and MA component order (q). The d in ARIMA stands for the number of times the data have been differenced to render to stationary. And hence that will give us our suitable ARIMA model with p, d and q parameters.
Once the model selection is over, we can use the model for forecasting and detecting and correcting anomaly with a forecast value. Usually five values are good to forecast at a single point, as more than five will result in accumulated statistical error. It is also possible that for more than five consecutive anomalies data for a sensor node, result some malicious activity or physical problems, so we restrict the forecasting to maximum five steps. To continue after five steps we update the data and again start the whole process.
The following proposed Algorithm 1 can be used for finding appropriate value of the parameters p, d and q which fit an ARIM A(p, d, q) model, after that the model is used for forecasting future values and fixing anomaly. The following proposed Algorithm 2 is used for detecting anomaly among the sensed data aggregated at sink for a particular sensor node. The same algorithm is applicable for all sensor nodes.
Algorithm 2 Anomaly Detection
1: Forecast future values with ARIMA model generated in Algorithm 1 2: Find the 95% confidence interval as µ ± 1.96σ where µ-forecast value, σ-standard error 3: Test the null hypotheses: Reported value lies in between the above interval. 4: Depending upon result of step 3, reject or accept reported value. 5: The anomaly is detected in case of rejection in step 4.
IV. EXPERIMENTAL RESULTS
Battery powered Crossbow IRIS mote platform is used in experimental setup. A whole new setup of Xmesh network was explored to setup a self sustaining wireless network. Mote View software was used to monitor a network deployed in real environment with 15 motes. The motes were equipped with light sensors, temperature sensors, radio transceiver with ATMU 1281 microprocessor. The motes are deployed in different locations considering the surrounding variation of temperature and light, such as inside of a room with AC and without AC, outside of the room, on a ladder to roof, near AC room compressor etc. Topology of the setup is shown in the figure 1.
The data were collected simultaneously for around 4 hours from all motes, as we started our experiment at 4.27PM while Fig. 1 . Network Topology sunlight was high and temperature was also high. Then we stopped our experiment at 8.20 PM, meanwhile it was dark and temperature also dropped. The motes were set on high power state to aggregate the data at base station. The base station forwards the aggregated data to a Laptop. The high power state makes network rearrangements at every 36 seconds and data sampling at every 2 seconds. We collected data over network of 15 motes based on temporal and spatial variation. We performed our mathematical analysis based on the received data from mote 7 (mote id). The scatter diagram of the first 6200 sampled data of mote 7 is showing in the figure 2. The scatter diagram indicates the presence of anomalous data, which are located isolated among the sampled data of mote 7. The diagram also indicates a rapid drop of the data value at around 1000 sample, which is due to the transition time of day and night. Here we have separated the data set into two groups for analysis purpose. In group 1 we have taken sample from 1 to 1000 and in the group 2 we have taken sample from 1500 to 4000. First we are analyzing the data of Group 1 as follows. Sample data of group 1 is used to plot ACF verses lag and PACF verses lag. The ACF verses lag and PACF verses lag plots give us an idea how well the data fit in ARIMA model. The figure 3 shows that PACF is decreasing fast and the figure 4 shows that ACF is decreasing Another simple way to analyze the autocorrelation structure of the data set is Lag Plot. A lag plot identify non-randomness of a data set or time series. Linear pattern of a lag plot ensures non-random data and further suggests that an autoregressive model might be appropriate [10] . The lag plot of sample data give us an idea how well the data fit in ARIMA model. The output of lag plot for the data of the group 1 is shown in the figure 5 and the straight line behavior ensures that the data are going to fit an ARIMA model. Now our next task is to find a suitable ARIM A(p, d, q) model i.e., the value of the parameters p, d, q for the group 1 and group 2. As the data of the group 1 are stationary then d = 0, now we have to find p and q for respective the groups. The algorithm is implemented on SPLUS software pack. It gives the best model to be an ARIM A(2, 0, 30) with p = 2 and q = 30 often called ARM A (2, 30) for the data of group 1. After doing similar statistical analysis we found that the data of the group 2 are also stationary i.e., d = 0 and SPLUS software pack gives the best model ARIM A(14, 0, 33) which is same as ARM A(14, 33) for the data of group 2 with p = 14 and q = 33.
Above ARIM A(2, 0, 30) model, we have used for forecasting and that forecast value can be used correcting data anomaly. The figure 6 shows a 25 steps forecast of data for group 1. In the figure 6, horizontal axis, i.e., x−axis represents forecast steps and vertical axis, i.e., y−axis sample data. The corresponding error graph is shown in the figure 7 for verifying the notion that statistical error accumulates during forecasting. In this figure 7, x−axis represents the corresponding forecast steps and y−axis represents the standard error. It is clear from the figure 7 that the error increases with the number of forecast steps after the first 10 step of forecast. The figure 7 suggests that we can use forecast values which are less than the 10 step of forecast with insignificant error.
The The same method, which is proposed in Algorithm 1 can be used to set the limits for detecting anomalous data. We consider any data reported outside 95% confidence interval as anomalous data and reject the data according to the proposed Algorithm 2. The figure 8 shows the tighter upper and lower bound for detecting anomaly, where x−axis represents forecast steps and y−axis sample data. But, it is also clear from the same figure that the range of the bounds are increasing after the 5th forecast step. In case of rejection due to data anomaly, a forecast value is generated by the Algorithm 1 for replacement.
From the calculated data shown in the table I it is clear that the maximum error we are tolerating in rejecting correct value is 5%. This 5% is Type I error in our hypothesis testing stated in Algorithm 2. This 5% values gives rise to 95% confidence interval. Depending upon problem we can change the confidence interval to find anomalies data. As we change the confidence level for our experiment, the confidence interval get more narrow or broad. If we want tighter bounds then we decrease the confidence level. As we keep on decreasing the confidence level the size of interval gets smaller. But at the same time we will be loosing some good values as anomaly. We also propose that if some node is showing repeated anomaly then it is necessary to check the node physically for any permanent fault that may have been occurred.
V. CONCLUSION
The ARIMA model has been widely used for data modeling and prediction. It has ability to capture a wide variety of realistic phenomena and is lightweight in terms of memory and computational cost. Its importance has not been till recognized by the research community of wireless sensor networks. The data received by sink is often corrupt, missed, or dirty. In order to clean the data produced by WSN, we developed a generalized framework using ARIMA model that identifies the degree of autocorrelation between past data. To the best of our knowledge, this work is the first to utilize the ARIMA model for finding anomalies within a stream of data for a single node and correct the anomalous data by appropriate forecast values. The method protects the application from the abnormalities in the data by incorporating aspects such as correlation and time of arrival of data. The novelty of this proposed method is that it provides a mechanism that informs the system about the best suited smoothing process to be used for correcting anomaly. We have validated our proposed method by using data from a real WSN application over the IRIS platform and demonstrated its ability to detect and correct the anomalous data with quite a good accuracy. Future research work in this direction includes the extension of our idea to detect node anomaly considering the spatial relationship among the sensor nodes.
