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Abstract
We describe an effective algorithm for computing the automorphism group of a finite-
dimensional solvable Lie algebra over a finite field. We show that a similar approach can be
used to determine a canonical table for such a Lie algebra; that is, a description for the Lie
algebra which is invariant under isomorphisms. Hence we also obtain an effective isomor-
phism test for finite-dimensional solvable Lie algebras over finite fields.
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1. Introduction
The computation of the automorphism group of a Lie algebra is in general a diffi-
cult task. LetL be a Lie algebra of dimension d over a field F. Then its automorphism
group can be defined as
Aut(L) = {g ∈ GL(d, F) | [h, k]g = [hg, kg] for all h, k ∈ L},
where hg = g(h) for h ∈ L and g ∈ GL(d, F). If F is finite, then Aut(L) could
be determined by searching through the elements GL(d, F), but this is practical for
very small d and |F| only.
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The central aim of this paper is to present effective methods for computing Aut(L),
where L is a finite-dimensional solvable Lie algebra defined over a finite field F.
First, we introduce a method which proceeds by induction on an arbitrary Aut(L)-
invariant chain of ideals with abelian factors in L. The induction step is performed
by a sequence of stabilizer computations in this approach.
Then, we refine this first approach by choosing an ideal chain with additional
useful properties as we describe in the second part of the paper. The resulting second
algorithm is in many cases more effective than the first method, and it extends the
range of possible applications of our algorithms in a significant manner.
A variation of the automorphism group computation is the determination of a
canonical table for L; that is, we compute a commutator table for L which describes
L uniquely up to isomorphism. Thus we obtain an effective isomorphism test for
finite-dimensional solvable Lie algebras over finite fields. The constructed canonical
table has the property that it contains comparatively few non-zero entries.
Finite-dimensional solvable Lie algebras defined over a finite field have similari-
ties to finite solvable groups and thus our methods reminiscent algorithms for such
groups. In particular, we note that the basic ideas of our first algorithm (Section 2)
are related to the method for groups proposed by Robinson [2] and Smith [3].
2. The general algorithm
Let L be a finite-dimensional Lie algebra over a finite field Fq with q elements
and suppose that L has an Aut(L)-invariant abelian ideal I . Our central aim in this
section is to describe an effective algorithm for determining Aut(L) from Aut(L/I).
We consider a group as ‘known’ or ‘determined’ if generators for this group and the
order of the group are given.
If L is solvable, then there exists an Aut(L)-invariant series L  L2  · · ·Lk 
Lk+1 = 0 of ideals LiL such that each factor Li/Li+1 is an abelian Lie algebra;
for example, the derived series of L is of this type. The method introduce here can
then be applied to determine Aut(L/Li) for 1  i  k + 1 stepwise by induction,
and thus we can compute Aut(L) = Aut(L/Lk+1) in this case.
2.1. The overall approach
Since the ideal I is Aut(L)-invariant, there exists a homomorphism
φ : Aut(L)→ Aut(L/I)× Aut(I ) : α → (αL/I , αI )
induced by the actions of Aut(L) on the Lie algebras L/I and I . As I is an abelian
Lie algebra of dimension dI , say, we observe that Aut(I ) = GL(dI , q) and hence
the group Aut(L/I)× Aut(I ) and thus the range of φ is known.
Our overall approach for the determination of Aut(L) is to compute Im(φ) and Ker
(φ) and then to combine these two groups to Aut(L). This is described stepwise in
the following sections. A summary of the algorithm is then provided in Section 2.7.
B. Eick / Linear Algebra and its Applications 382 (2004) 195–209 197
2.2. Preliminaries and some notation
We write K = L/I throughout to shorten notation and the corresponding natural
epimorphism is denoted by µ : L→ K : l → l + I . For each element k in K we
fix a preimage under µ and denote this preimage with k¯; hence k¯µ = k holds. Then
we define a Lie bracket for a ∈ I and k ∈ K via [a, k] = [a, k¯]. This Lie bracket is
independent of the chosen preimage, since I is an abelian Lie algebra.
The Lie algebra L can be described as an extension of I by K using two map-
pings: the representation induced by K on I and the cocycle defining L as an exten-
sion of I by K . More precisely, these maps are defined as
representation: ρ : K → Der(I ) : k → κ where κ : I → I : a → [a, k]
cocycle: γ : K ×K → I : (k, h) → [k¯, h¯] − [k, h]
Note that Der(I ) = M(dI , q), the set of all (dI × dI )-matrices, since I is an abelian
Lie algebra of dimension dI , and thus the range of ρ is known.
This representation and its impact on Aut(L) is considered in Section 2.3, and the
cocycle and its impact on Aut(L) is considered in Section 2.4.
2.3. The group of compatible pairs and the image of φ
We determine the image of the homomorphism φ in two steps and the first of
these steps is outlined in this section. We define the set of compatible pairs as
Comp(K, I)= {(α,β) ∈ Aut(K)× Aut(I ) | [aβ,kα] = [a,k]β
for a ∈ I, k ∈ K} .
Then Comp(K, I) is a subgroup of Aut(K)× Aut(I ); in fact, one can consider
Comp(K, I) as those pairs in Aut(K)× Aut(I )which are compatible with the repre-
sentation ρ induced by K on I . The following theorem yields a connection between
Comp(K, I) and Im(φ).
Theorem 1. Im(φ)  Comp(K, I).
Proof. Let σ ∈ Aut(L) with (α, β) = σφ ∈ Im(φ). Let a ∈ I and k ∈ K . Then
kα = k¯σ + I and thus [a, k]β = [a, k¯]β = [a, k¯]σ = [aσ , k¯σ ] = [aβ, kα]. Hence we
obtain that (α, β) ∈ Comp(K, I). 
We determine Comp(K, I) as the first step towards computing Im(φ). For this
purpose we give a description of Comp(K, I) as a stabilizer in Aut(K)× Aut(I ).
We define
Hom(K,Der(I )) = {ι : K → Der(I ) | ι is linear}.
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Then the representation ρ : K → Der(I ) is contained in Hom(K,Der(I )). Further,
the group Aut(K)× Aut(I ) acts on Hom(K,Der(I )) via
ι(α,β) : K → Der(I ) : k → β−1 · ((kα−1)ι) · β = ((kα−1)ι)β .
Using this action, we can consider the stabilizer of ρ in Aut(K)× Aut(I ). This
yields the following.
Theorem 2. Comp(K, I) = StabAut(K)×Aut(I )(ρ).
Proof. We compute
(α, β) ∈ Comp(K, I)⇔(α−1, β−1) ∈ Comp(K, I)
⇔[aβ−1 , kα−1]β = [a, k] for a ∈ I, k ∈ K
⇔β−1 · (kα−1)ρ · β = kρ for k ∈ K
⇔ρ(α,β) = ρ
⇔(α, β) ∈ StabAut(K)×Aut(I )(ρ)
and thus we obtain that Comp(K, I) = StabAut(K)×Aut(I )(ρ) as desired. 
Hence we can compute Comp(K, I) as a stabilizer. The computation of a stabi-
lizer under the action of a finite group is a well-known problem in algorithmic group
theory and there are effective solutions available to this problem.
Remark 3. Hom(K,Der(I )) is a vector space of dimension dKd2I over Fq , where
dK = dim(K) and dI = dim(I ), and the action of Aut(K)× Aut(I ) on Hom
(K,Der(I )) is linear. Thus Comp(K, I) is the stabilizer of an element in FdKd
2
I
q under
the action of a subgroup of GL(dKd2I , q).
Finally, we note that the stabilizer computation to determine Comp(K, I) can be
time-consuming if the orbit of ρ is large. This problem can be reduced by break-
ing one large stabilizer computation into a sequence of smaller computations. For
example:
• Determine Ker(ρ)  K and compute AK = StabAut(K)(Ker(ρ)) using a stabilizer
algorithm.
• Construct AI = StabAut(I )(Im(ρ)) the subgroup in GL(dI , q) stabilizing the sub-
space Im(ρ)  Der(I ).
• Then Comp(K, I)  AK × AI and thus we compute Comp(K, I) = StabAK×AI
(ρ) using a stabilizer algorithm.
2.4. Inducible pairs and the image of φ
In this section we describe the second step towards computing generators for
Im(φ). We define the second cohomology groups of K and I as
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C2(K, I)={ : K ×K → I bilinear and skew-symmetric},
Z2(K, I)={ ∈ C2(K, I) | (k, [h, l]) + (h, [l, k]) + (l, [k, h])
= [(h, l), k] + [(l, k), h] + [(k, h), l]},
B2(K, I)={ ∈ C2(K, I) | (k, h) = [k, h]ν − [kν, h]
+[hν, k] for a linear map ν : K → I }.
Then Z2(K, I) corresponds to the set of extensions of I by K . More precisely, each
element  inZ2(K, I) defines an extensionL = K × I having a Lie bracket defined
by [(k, a), (h, b)] = ([k, h], (k, h) + [a, h] − [b, k]). It is straightforward to check
that L is a Lie algebra.
Further, the set Z2(K, I) is a vector space over Fq and B2(K, I) is a subspace of
Z2(K, I). The elements inB2(K, I) correspond to those extensions of I byK which
are split extensions. We denote H 2(K, I) = Z2(K, I)/B2(K, I). In the following
we introduce some notation.
• The group of compatible pairs Comp(K, I) acts on the vector space Z2(K, I) via
(α,β) : K ×K → I : (k, h) → ((kα−1 , hα−1))β .
• The subspace B2(K, I) is setwise invariant under this action and thus the group
Comp(K, I) also acts on the factor H 2(K, I).
• Let γ ∈ Z2(K, I) such that L = Lγ . We define the group of inducible pairs via
Indu(K, I, γ ) = StabComp(K,I)(γ + B2(K, I)).
The inducible pairs are those elements in Comp(K, I) which induce an automor-
phism of L as the following theorem establishes.
Theorem 4. Im(φ) = Indu(K, I, γ ).
Proof. Let (α, β) ∈ Indu(K, I, γ ). Then γ (α,β) ≡ γ mod B2(K, I). Thus there ex-
ists an element  ∈ B2(K, I) such that γ (α,β) + (α,β) = γ . Hence we obtain that
(kα, hα)γ = ((k, h)γ + (k, h))β . Let ν : K → I such that ν induces . Then we
define σ : L→ L : (k, a) → (kα, aβ + (kν)β). Clearly, σ leaves I invariant and in-
duces α and β onK and I , respectively. It remains to show that σ is a homomorphism
of L:
[(k, a), (h, b)]σ =([k, h], (k, h)γ + [a, h] − [b, k])σ
=([k, h]α, ((k, h)γ + [a, h] − [b, k])β + ([k, h]ν)β)
=([k, h]α, ((k, h)γ )β + [a, h]β − [b, k]β
+((k, h) + [kν, h] − [hν, k])β)
=([kα, hα], ((k, h)γ )β + ((k, h))β + [aβ, hα] − [bβ, kα]
+[(kν)β, hα] − [(hν)β, kα])
=([kα, hα],(kα, hα)γ+[aβ + (kν)β, hα] − [bβ + (hν)β, kα])
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=[(kα, aβ + (kν)β), (hα, bβ + (hν)β)]
=[(k, a)σ , (h, b)σ ].
Let (α, β) ∈ Im(φ). Then there exists an element σ ∈ Aut(L) such that σφ = (α, β).
Let ν : K → I be defined by (0, (kν)β) = (k, 0)σ − (kα, 0). Then ν is a linear map
and thus it induces an element  ∈ B2(K, I). We prove that γ (α,β) + (α,β) = γ in
the following.
([k, h]α, ((k, h)γ )β + ([k, h]ν)β)
= ([k, h], (k, h)γ )σ
= [(k, 0), (h, 0)]σ
= [(k, 0)σ , (h, 0)σ ]
= [(kα, (kν)β), (hα, (hν)β)]
= [kα, hα], (kα, hα)γ + [(kν)β, hα] − [(hν)β, kα]
= [k, h]α, (kα, hα)γ + [kν, h]β − [hν, k]β
= [k,h]α,(kα,hα)γ+([k,h]ν)β−((k, h))β.
Thus we obtain γ (α,β) ≡ γ mod B2(K, I) and hence (α, β) ∈ Indu(K, I, γ ) as de-
sired. 
By Theorem 4, we can compute Im(φ) as a stabilizer of a cocycle γ under the
action of the group Comp(K, I). The proof of Theorem 4 also yields a method to
compute preimages under φ for an element in Indu(K, I, γ ). This is outlined explic-
itly in the following corollary.
Corollary 5. Let (α, β) ∈ Indu(K, I, γ ). Then there exists an element  ∈ B2(K, I)
with γ (α,β) + (α,β) = γ. Suppose that  is induced by the linear map ν : K → I.
Then σ : L→ L : (k, a) → (kα, aβ + kνβ) is a preimage of (α, β) under φ.
Remark 6. H 2(K, I) is a vector space and the action of Comp(K, I) on H 2(K, I)
is linear. Thus Im(φ) is the stabilizer of an element in Fdq under the action of a sub-
group of GL(d, q), where d = dim(H 2(K, I))  d2KdI for dK = dim(K) and dI =
dim(I ).
2.5. Comments on the computation of Z2(K, I ) and B2(K, I )
In this section we observe that bases for Z2(K, I) and B2(K, I) can be computed
using linear algebra techniques. Let k1, . . . , kdK be a basis of K . We define a map
ψ : Z2(K, I)→ M(dK, I) :  → ((ki, kj ))ij ,
where M(dK, I) denotes the set of all dK × dK -matrices with entries in the Lie
algebra I . Then the entries in an image ψ are the tails which are needed to enlarge
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the structure constants table ofK with respect to the given basis to structure constants
table of the extension L . Thus an algorithmically useful description for L can be
read off from ψ .
Lemma 7. H 2(K, I)∼=Z2(K, I)ψ/B2(K, I)ψ .
Proof. Using the structure constants tables, it is straightforward to observe that each
 ∈ Ker(ψ) defines a split extension of I by K . Hence we obtain that Ker(ψ) 
B2(K, I). This implies that H 2(K, I)∼=Z2(K, I)ψ/B2(K, I)ψ . 
The definition of Z2(K, I) yields that Z2(K, I)ψ is the nullspace of a system
of linear homogenous equations in M(dK, I). Thus we can compute a basis for
Z2(K, I)ψ using the Gaussian elimination algorithm. Similarly, the definition of
B2(K, I) yields that B2(K, I)ψ is the image of a linear map and we can determine
a basis of B2(K, I)ψ readily.
2.6. The kernel of φ
The following lemma yields a description of Ker(φ) which can be used to com-
pute generators for this kernel. We define the first cohomology group of K and I
as
Z1(K, I) = {ν : K → I linear | [k, h]ν = [kν, h] − [hν, k]}.
Thus Z1(K, I) is a vector space over Fq .
Lemma 8. Ker(φ)∼=Z1(K, I) as abelian groups.
Proof. Let σ ∈ Ker(φ). Then σ ∈ Aut(L) has the form σ : L→ L : l → l + al for
certain elements al ∈ I . We observe that
a[l,h]=[l, h]σ − [l, h] = [lσ , hσ ] − [l, h]
=[l + al, h+ ah] − [l, h] = [l, h] + [al, h] + [l, ah] − [l, h]
=[al, h] − [ah, l].
Further, al = ah if l ≡ h mod I and thus we can identify al with al+I . This yields a
map ν : K → I : k → ak with ν ∈ Z1(K, I). Hence we can define a map Ker(φ)→
Z1(K, I) : σ → ν. It is easy to observe that this map is a group homomorphism from
the multiplicative group Ker(φ) into the additive group Z1(K, I). Clearly, the map
is bijective and hence an isomorphism. 
Let k1, . . . , kdK be a basis of K . We denote the structure constants of K with Sij
for 1  i, j  dK . With respect to this basis, the space Z1(K, I) embeds into the
space V (dK, I) of all dK -dimensional vectors with entries in I via
ψ : Z1(K, I)→ V (dK, I) : ν → ((kνi ))i .
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Since I∼=FdIq , we can consider the elements of V (dK, I) as matrices of dimension
dI × dK over Fq . For such a matrix m we observe that
m ∈ Z1(K, I)ψ⇔[ki, kj ]m− [kim, kj ] + [kjm, ki] = 0 for 1  i < j  dK
⇔Si,jm−
dK∑
l=1
(milSlh −mjlSlj ) = 0 for 1  i < j  dK.
This yields that Z1(K, I)ψ is the solution space of a system of dK(dK − 1)/2 linear
homogeneous equations over Fq .
2.7. A summary of the general automorphism group algorithm
In this section we summarize the method introduced in the above sections. Let
L be a solvable Lie algebra over the finite field Fq . Let L  L2  · · ·Lk  Lk+1 =
0 be an Aut(L)-invariant chain of ideals LiL such that each factor Li/Li+1 is
abelian. For example, the derived series of L is of this type and can be computed
readily.
AutomorphismGroup(L)
initialize A = GL(d, q) where d = dim(L/L2)
for i in [2 . . . k] do
set K = L/Li and I = Li/Li+1
set D = A×GL(dI , q) where dI = dim(I )
compute as in Theorem 2 and Remark 3:
ρ : K → Der(I ) the representation induced by K on I
C = Comp(K, I) = StabD(ρ)
compute as in Theorem 4 and Remark 6:
γ : K ×K → I the cocycle defining L/Li+1 as an extension of
I by K
B = Indu(K, I, γ ) = StabC(γ )
compute using Corollary 5 and Lemma 8:
U = Ker(φ) and, based on this, P with Pφ = B
reset A = P
end for
return A
In summary, this algorithm needs various applications of the Gaussian elimination
algorithm and two applications of a stabilizer computation of a vector under the
action of a matrix group over Fq . These two stabilizer computations are usually the
time- and space-consuming part of the algorithm. It is also the part of the algorithm
which is limiting its range of applications. Hence all our later improvements of the
algorithm will consider these two stabilizer computations.
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The overall approach of the automorphism group computation as outlined above
could be applied to solvable Lie algebras over infinite fields also. In fact, all the appli-
cations of the Gaussian elimination algorithm can be performed over many infinite
fields as well. The problem is in the stabilizer computations, since it is not generally
possible to determine the stabilizer of a vector under the action of an infinite linear
group.
2.8. A variation to compute canonical tables
A variation of the method in Section 2.7 can be used to determine a canonical table
for a solvable Lie algebra L over a finite field Fq . We compute canonical elements in
orbits instead of stabilizers in this case. For this purpose we use minimal elements in
a set of vectors; for example, the lexicographically smallest vector among all vectors
of minimal weight, where the weight of a vector is the number of its non-zero entries,
can be used.
CanonicalForm(L)
initialize A = GL(d, q) where d = dim(L/L2)
initialize H = L/L2
initialize ι : H → L/L2 the identity map
for i in [2 . . . k] do
set K = L/Li and I = Li/Li+1 such that ι : H → K
set D = A×GL(dI , q) where dI = dim(I )
compute as in Theorem 2 and Remark 3:
ρ : H → Der(I ) the representation induced by H on I via ι
ρ¯ a minimal element in the orbit ρD
C = Comp(H, I) = StabD(ρ¯)
compute as in Theorem 4 and Remark 6:
γ : H ×H → I the cocycle defining L/Li+1 as an extension of
I by H via ρ¯
γ¯ a minimal element in the orbit γ C
B = Indu(H, I, γ¯ ) = StabC(γ¯ )
compute with Corollary 5 and Lemma 8
H the extension of I by H via ρ¯ and γ¯
A such that Aφ = B and A = Aut(H)
ι : H → L/Li+1 the induced isomorphism
end for
return H
3. Improvements to the general algorithm
In this section we introduce a variation for the automorphism group method
of Section 2. Let L be a finite-dimensional Lie algebra over the finite field Fq
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with q elements and let N be the nilradical of L; that is, the largest nilpotent
ideal of L. Suppose that dim(N) /= 0 and note that this is the case if L is
solvable.
Let N = N1 > · · · > Nc > Nc+1 = 0 be the lower central series of N . Then
NiL and this series is an Aut(L)-invariant series with abelian factors. We compute
Aut(L) stepwise along this series. For this purpose distinguish two cases:
(1) Initial step: Compute Aut(L/N2) (Section 3.1).
(2) Iteration steps: Compute Aut(L/Ni+1) from Aut(L/Ni) for i > 1 (Section 3.2).
Before we investigate the two cases (1) and (2), we recall some elementary facts on
nilpotent Lie algebras which will be used throughout. A summary of the improved
algorithm is provided in Section 3.3.
Lemma 9. Let Ii = Ni/Ni+1 for 1  i  c.
(a) The map ϕ : I1 ⊗ Ii → Ii+1 : (k +N2)⊗ (h+Ni+1) → [k, h] +Ni+2 is an
epimorphism for 1  i  c − 1.
(b) Let α ∈ Aut(N). Then α acts on the factors of the lower central series of N and
this action is compatible with ϕ such that (a ⊗ b)α = aα ⊗ bα for a ∈ I1 and
b ∈ Ii .
(c) Let δ ∈ Der(N). Then δ acts on the factors of the lower central series of N and
this action is compatible with ϕ such that (a ⊗ b)δ = (aδ ⊗ b)+ (a ⊗ bδ) for
a ∈ I1 and b ∈ Ii .
(d) N/Ni is the nilradical of L/Ni for 2  i  c + 1.
Proof. (a) Consider the map I1 × Ii → Ii+1 : (k+N2, h+Ni+1) → [k, h] +Ni+2.
First, we note that this map is well defined, since [Ni,Nj ]  Ni+j holds for the
lower central series of N . Also, the map is bilinear, since the Lie bracket is. By the
fundamental mapping property of the tensor product, there is an induced homomor-
phism ϕ : I1 ⊗ Ii → Ii+1 : k +N2 ⊗ h+Ni+1 → [k, h] +Ni+2. Since Ni+1 =
[N,Ni], we obtain that ϕ is an epimorphism.
(b,c) Clearly, the factors of the lower central series of N are invariant under
the actions of α and δ. Let a ∈ I1 and b ∈ Ii . Then (a ⊗ b)α = [a, b]α =
[aα, bα] = aα ⊗ bα and (a ⊗ b)δ = [a, b]δ = [aδ, b] + [a, bδ] = (aδ ⊗ b)+
(a ⊗ bδ).
(d) Clearly, N/Ni is a nilpotent ideal of L/Ni . Suppose that M/Ni is a nilpotent
ideal of L/Ni with M  N . Then there exists an M-central series through N/Ni and
thus the adjoint action of M on I1 and Ii−1 induces two nilpotent representations of
M . Hence the action of M on the tensor I1 ⊗ Ii−1 is unipotent and, by (c), so is the
action of M on Ii . Thus M/Ni+1 is nilpotent. By induction, M is nilpotent and thus
M = N , since N is the nilradical of L. 
B. Eick / Linear Algebra and its Applications 382 (2004) 195–209 205
3.1. The initial step
Let L be a Lie algebra over Fq with an abelian nilradical I . We denote this abelian
nilradical with I and we write K = L/I for its factor. Also, as in Section 2, we
denote the representation of K on I with ρ. The following lemma investigates the
structure of ρ.
Lemma 10. The representation ρ : K → Der(I ) is faithful.
Proof. Let C  L such that C/I = Ker(ρ). Then C annihilates I and thus C is
nilpotent of class 2. By construction, the kernel C is an ideal in L. Thus C = I ,
since I is the largest nilpotent ideal in L. 
Hence we identify K and Im(ρ) in the following. Let dI = dim(I ) and recall
that Aut(I ) = GL(dI , q). We denote NAut(I )(K) = {β ∈ Aut(I ) | kβ ∈ K for k ∈
K} the normalizer of K in Aut(I ) under the natural conjugation action of
Aut(I ). Lemma 10 implies the following theorem on the compatible pairs
Comp(K, I).
Theorem 11. The map Comp(K, I)→ NAut(I )(K) : (α, β) → β is an isomorphism.
Proof. By the definition of Comp(K, I), this map defines an epimorphism. Let
(α, id) be an element of the kernel of this map. Then [a, kα] = [a, k] for all a ∈ I and
k ∈ K . Thus kρ = (kα)ρ for all k ∈ K . Since ρ is injective, this yields that α = id .
Thus the map is injective and hence an isomorphism. 
Thus it is sufficient to determine NAut(I )(K) to obtain Comp(K, I). There are two
essentially different approaches to this problem:
(1) Start with Aut(I ): List generators for the normalizer using a stabilizer compu-
tation for the conjugation action of Aut(I ) on the dK -dimensional subspaces of
the matrix space M(dI , q). Since K is solvable, one can break such a stabilizer
computation in a sequence of smaller ones using a chain of NAut(I )(K)-invariant
ideals through K .
(2) Start with Aut(K): Determine kernel and image of the map NAut(I )(K)→
Aut(K). The kernel of this map is the centralizer CAut(I )(K) and this can be
determined using an iterated stabilizer computation acting with Aut(I ) on each
of the generators of K . The image is the subgroup of Aut(K) of those automor-
phisms which can be realized by matrices in Aut(I ). This can be computed using
a stabilizer computation under the action of Aut(K).
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Which of the two approaches is more efficient depends heavily on the given Lie
algebra K . However, both approaches are significantly more effective than the gen-
eral approach to compute Comp(K, I) as outlined in Section 2.3, since in Section
2.3 we started with Aut(K)× Aut(I ), whereas here we either start with Aut(I ) or
with Aut(K).
3.2. The iteration step
Let L be a Lie algebra over Fq with a non-abelian nilradical N . Let I = Nc be
the last non-trivial ideal in the central series of N and denote K = L/I . We con-
sider the computation of Aut(L) from Aut(K). As in Section 2, we use the natural
homomorphism φ : Aut(L)→ Aut(K)× Aut(I ) and we want to determine Im(φ).
By Lemma 9, we find that I = T/U where T = I1 ⊗ Ic−1 and U is a suitable sub-
space of T . The group Aut(K) acts on I1 and on Ic−1. Thus Aut(K) acts on T via
(a ⊗ b)α = aα ⊗ bα .
Lemma 12. Let S = StabAut(K)(U). Then S acts on T/U = I and thus there
exists a homomorphism S → Aut(I ) : α → α¯. Let D = {(α, α¯) | α ∈ S}. Then
Im(φ)  D.
Proof. Let γ ∈ Aut(L) with (α, β) = γ φ . By Lemma 9, the action of γ on I
is compatible with the representation of I as a factor of the tensor T . Thus
((a ⊗ b)+ U)β = ((a ⊗ b)+ U)γ = (aγ ⊗ bγ )+ U = (aα ⊗ bα)+ U . Hence
(α, β) ∈ D. 
Hence we can improve the computation of Im(φ) using D as defined in Lemma
12: Instead of starting with Aut(K)× Aut(I ) in the stabilizer computations, we start
with the significantly smaller group D.
3.3. A summary of the improved algorithm
In the following we provide a summary of the new algorithm.
AutomorphismGroup(L)
compute the nilradical N of L
compute its central series N = N1 > · · · > Nc > Nc+1 = 0
set K = L/N and I = N/N2
compute S = NAut(I )(K) as used in Theorem 11
read off C = Comp(K, I)∼=S by Theorem 11
compute B = Indu(K, I, γ ) as in Section 2.4
compute A with Aφ = B as in Section 2.6
for i in [2 . . . c] do
set K = L/Ni and I = Ni/Ni+1
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set T = I1 ⊗ Ii−1 and U  T with I = T/U
compute the action of A on T and S = StabA(U)
set D = {(α, α¯) | α ∈ S}
compute as in Theorem 2 and Remark 3:
ρ : K → Der(I ) the representation induced by K on I
C = Comp(K, I) = StabD(ρ)
compute as in Theorem 4 and Remark 6:
γ : K ×K → I the cocycle defining L/Li+1 as an extension of
I by K
B = Indu(K, I, γ ) = StabC(γ )
compute using Corollary 5 and Lemma 8:
U = Ker(φ) and, based on this, P with Pφ = B
reset A = P
end for
return A
The advantage of this method is in the simplified stabilizer computations. A dis-
advantage of the new algorithm is that it requires the precomputation of the nilradical
of the given Lie algebra. Thus this new method is usually more efficient than the first
algorithm if the considered Lie algebra L has large dimension, but it can be less
efficient if L has small dimension.
4. Examples and runtimes
The algorithms presented here have been implemented by the author in GAP [4].
There are a variety of algorithms for Lie Algebras included in GAP; we refer to
DeGraaf’s book [1] for background.
This section contains an outline of various example computations for this GAP
implementation. As the canonical tables algorithm performs very similar to the auto-
morphism group algorithm in Section 2, we provide examples and runtimes for the
automorphism group algorithms only.
For the automorphism group algorithm in Section 2 we first have to choose a
series of ideals throughL: letL = L1 > · · · > Ll > Ll+1 = {0}withLi+1 the small-
est ideal of Li with nilpotent factor Li/Li+1. The nilpotent factors of this series can
be refined by their lower central series. The resulting refined series is called lower
nilpotent series of L and it is used for our induction process. It can be computed
readily by its definition.
For the automorphism group algorithm in Section 2 we first have to compute the
nilradical of L. An algorithm for this purpose is available in GAP; we refer to [1] for
background.
All runtimes outlined in the tables have been obtained in running GAP under
Linux on a PC with processor type P4 and 512 MB ram and they are given in seconds.
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4.1. Upper triangular matrices
In Tables 1 and 2 compare the performance of the algorithms in the Sections 2 and
3 for a few well-known small Lie algebras. Let L = L(n, q) be the Lie algebra of all
upper triangular matrices of dimension n× n over the field Fq with q elements.
4.2. A larger example
Let L = 〈a1, . . . , a15〉 be the 15-dimensional Lie algebra over F2 defined by the
Table 3 of commutators [ai, aj ]. The table contains the commutators for j  i only,
Table 1
Upper triangular Lie algebras over F2
(n, q) dim(L) |Aut(L)| Section 2 Section 3
(2, 2) 3 4 0.05 0.01
(3, 2) 6 64 0.21 0.18
(4, 2) 10 1024 3.60 3.29
(5, 2) 15 32 768 ? 83.55
Table 2
Upper triangular Lie algebras over F3
(n, q) dim(L) |Aut(L)| Section 2 Section 3
(2, 3) 3 36 0.10 0.08
(3, 3) 6 3888 0.90 1.01
(4, 3) 10 629 856 ? 65.30
Table 3
a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15
a1 · · · · · · · · · a13 a8 a4 · a2 a1
a2 · · · · · a2 · · a14 a9 a5 a2 · a2
a3 · · · a7 + a13 · a4 a5 · a12 · · · a3
a4 · · a8 · · a2 a12 a7 · a4 a5 a4
a5 · a9 a5 a2 · · a14 · · · a5
a6 · · · · · · a11 · · a6
a7 · · a9 · · · · a14 ·
a8 · · a11 · a7 a8 a9 ·
a9 · · · a14 · · ·
a10 · · · · · a10
a11 · · a11 · a11
a12 · a12 · ·
a13 · a14 ·
a14 · ·
a15 ·
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as we can determine the remaining commutators by [aj , ai] = −[ai, aj ]. The
entry · denotes 0.
Then the nilradical I of L is abelian and has the basis a2, a5, a9, a14. Using
this ideal, we can compute Aut(L) in 12.9 s and we obtain that |Aut(L)| = 11 520.
This example shows that the improved version of Section 3 is significantly more
powerful on examples of this type, since the more general approach of Section 2 did
not succeed with this automorphism group computation after several minutes.
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