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COHOMOLOGY OF CLUSTER VARIETIES. I.
LOCALLY ACYCLIC CASE
THOMAS LAM AND DAVID SPEYER
Abstract. We initiate a systematic study of the cohomology of cluster varieties. We
introduce the Louise property for cluster algebras that holds for all acyclic cluster algebras,
and for most cluster algebras arising from marked surfaces. For cluster varieties satisfying
the Louise property and of full rank, we show that the cohomology satisfies the curious
Lefschetz property of Hausel and Rodriguez-Villegas, and that the mixed Hodge structure
is split over Q. We give a complete description of the highest weight part of the mixed
Hodge structure of these cluster varieties, and develop the notion of a standard differential
form on a cluster variety. We show that the point counts of these cluster varieties over finite
fields can be expressed in terms of Dirichlet characters. Under an additional integrality
hypothesis, the point counts are shown to be polynomials in the order of the finite field.
Contents
1. Introduction 1
2. Mixed Hodge structures and logarithmic forms 6
3. The curious Lefschetz property 10
4. Cluster algebras 12
5. Automorphisms and quotients of cluster varieties 15
6. Examples 21
7. Isolated cluster varieties 24
8. Mixed Hodge structure and curious Lefschetz for cluster varieties 28
9. Standard forms on cluster varieties 30
10. Point counts for cluster varieties over finite fields 40
References 44
1. Introduction
Cluster algebras are certain commutative algebras introduced by Fomin and Zelevinsky
[FZ] that have found applications in many areas of mathematics. The aim of this article is to
initiate a systematic study of the singular cohomology of a cluster variety A, the spectrum
of a cluster algebra A defined over the complex numbers. By definition, a cluster algebra
A is a subalgebra of a rational function field generated by (possibly infinitely many) cluster
variables. We begin by discussing conditions guaranteeing that A is a smooth complex affine
algebraic variety, and in particular, a complex manifold. The cohomology H∗(A,C) can then
be calculated via (algebraic) deRham cohomology.
T.L. was partially supported by NSF grants DMS-1160726, DMS-1464693, and a Simons Fellowship.
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1.1. Local acyclicity and the Louise property. Let A be a rank n skew-symmetric
cluster algebra of geometric type with m frozen variables, defined over C. We note that
our convention is to invert the frozen variables; see Section 4 for a full introduction to
cluster algebras. Thus A = A(B˜) is determined up to isomorphism by an (n + m) × n
extended exchange matrix B˜, an integer matrix whose top n×n submatrix is skew-symmetric.
Mutation produces new exchange matrices B˜′ from B˜; two mutation-equivalent exchange
matrices define the same cluster algebra.
The quiver of B˜ is the directed graph ~Γ = ~Γ(B˜) with vertex set 1, 2, . . . , n, and an edge
i→ j if B˜ij > 0. Associated to any subset ~Γ
′ ⊂ [n] is a cluster algebra A(B˜~Γ′), obtained by
freezing the cluster variables {xi}i 6∈~Γ′, with extended exchange matrix B˜~Γ′ given by taking
the columns of B˜ indexed by ~Γ′. We say that A(B˜) is acyclic if ~Γ(B˜′) has no directed cycles,
for some mutation B˜′ of B˜.
Following Muller [Mul13], we define i → j to be a separating edge of ~Γ if there is no
bi-infinite path through the edge i→ j.
The Louise property for cluster algebras is defined recursively. We say that a cluster
algebra A = A(B˜) satisfies the Louise property if either
(1) ~Γ(B˜) has no edges, or
(2) for some B˜′ mutation-equivalent to B˜, the quiver ~Γ = ~Γ(B˜′) of B˜′ has a separating
edge i → j, such that the cluster algebras A(B˜′~Γ\{i}), A(B˜
′
~Γ\{j}
), and A(B˜′~Γ\{i,j}) all
satisfy the Louise property.
Any acyclic cluster variety satisfies the Louise property and any cluster variety satisfy-
ing the Louise property is locally acyclic: it can be covered by finitely many acyclic cluster
localizations. Muller [Mul13] showed that locally acyclic cluster algebras enjoy many favor-
able properties; in particular, under a full rank condition locally acyclic cluster varieties are
smooth. In this paper, we establish general properties of cohomology of cluster algebras
satisfying the Louise property or satisfying local acyclicity. In the sequel [LS], we give more
explicit results for acyclic cluster algebras.
1.2. Mixed Hodge structure of cluster varieties. Deligne [Del71] defined a mixed
Hodge structure on the cohomology groups H∗(X,C) for a complex algebraic variety X .
It induces a Deligne splitting Hk(X,C) =
⊕
p,qH
k,(p,q)(X). We say that H∗(X) is of mixed
Tate type (also known as Hodge-Tate type) if Hk,(p,q)(X) = 0 for p 6= q. We say that the
mixed Hodge structure of H∗(X) is split over Q if each summand Hk,(p,q)(X) has a basis
coming from H∗(X,Q).
We say that a cluster algebra A(B˜), or the cluster variety A = Spec(A), is of full rank if
the matrix B˜ has full rank.
Theorem (proved in Section 8.3). Suppose that A satisfies the Louise property and is of full
rank. Then A is a smooth complex affine algebraic variety. The mixed Hodge structure of
H∗(A,C) is of mixed Tate type, and is split over Q.
Let (x1, x2, . . . , xn+m) be a cluster with extended exchange matrix B˜. Define the Gekhtman
– Shapiro–Vainshtein form, or GSV form for short, to be any 2-form
γ =
n+m∑
i,j=1
B̂ij
dxi
xi
∧
dxj
xj
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where B̂ is a (n +m) × (n +m) skew symmetric matrix extending B˜. The importance of
this closed 2-form was first identified by Gekhtman, Shapiro and Vainshtein [GSV], and is
independent of the choice of cluster. It defines a cohomology class [γ] ∈ H2,(2,2)(A,C). We
say that γ has full rank if B̂ has full rank.
Suppose that X is a smooth 2d-dimensional affine variety and [γ] ∈ H2,(2,2)(X,C). We say
that the curious Lefschetz property holds for the pair (X, [γ]), if H∗(X,C) is of mixed Tate
type and if, for all s ≥ 0 and all p ≤ d, the map
[γ]d−p : Hp+s,(p,p)(X,C)→ H2d−p+s,(2d−p,2d−p)(X,C)
is an isomorphism. The curious Lefschetz property was formalized by Hausel and Rodriguez-
Villegas [HR] in their study of the mixed Hodge polynomials of character varieties.
Theorem (proved in Section 8.3). Suppose A is an even-dimensional cluster variety sat-
isfying the Louise property and is of full rank. Then the pair (A, [γ]) satisfies the curious
Lefschetz property for any full rank GSV-form γ.
Even when A is odd dimensional, the numerical consequences of the curious Lefschetz
property hold:
Theorem (proved in Section 8.3). Suppose A is an e-dimensional cluster variety satisfying
the Louise property and is of full rank. Then dimHp+s,(p,p)(A,C) = dimHe−p+s,(e−p,e−p)(A,C).
The reader may like to turn now to Section 6 to see typical tables of dimHk,(p,p)(A,C).
1.3. Standard forms on cluster varieties. Let Tr ≃ (C
∗)r be an r-dimensional complex
torus. A cohomology class [ω] ∈ H∗(Tr,C) can be uniquely represented by a standard form
ω =
∑
I={i1,i2,...,ik}
aI
dxi1
xi1
∧
dxi2
xi2
∧ · · · ∧
dxik
xik
, aI ∈ C.
Each cluster (x1, . . . , xn+m) of a cluster algebra A has an associated cluster torus T ⊂ A. A
regular differential form on a cluster variety A is called standard if it restricts to a standard
form on every cluster torus T ⊂ A. It turns out that the space of standard forms on A has
many descriptions.
Theorem (proved in Sections 9.2 and 9.3). Suppose that A is locally acyclic and of full rank.
Then the following vector spaces are isomorphic, by the natural isomorphisms:
(1) The space of standard differential forms on A.
(2) The space of regular differential forms on A which are standard on some cluster torus.
(3) For any cluster torus T ⊂ A, the space of standard differential forms on T which
extend to regular forms on its neighboring tori.
Define the standard part of the cohomology of A by H∗(A)st :=
⊕
kH
k,(k,k)(A); this is
the highest weight part of cohomology. Like for the cohomology of a torus, the standard
cohomology of a cluster variety is uniquely represented by standard forms.
Theorem (proved in Section 9.2). Suppose that A is locally acyclic and of full rank. The
natural map ω 7→ [ω] ∈ H∗(A) sends the space of standard forms on A isomorphically onto
the standard part H∗(A)st.
Let Γ denote the underlying undirected graph of ~Γ(B˜). Suppose the connected components
of Γa are Γ1, . . . ,Γr. We say that γa is a GSV form for Γa if it is a GSV form for A(B˜Γa).
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Theorem (proved in Sections 9.4–9.6). Suppose that A is locally acyclic and of full rank.
Then H∗(A)st is generated by GSV 2-forms γ1, . . . , γr for the connected components of Γ and
the 1-forms dlog y1, dlog y2, . . . , dlog ym, where yi are the frozen variables. If the connected
components of Γ have cardinalities n1, n2, . . . , nr, then the Poincare´ series of H
∗(A)st is
P (H∗(A)st, t) = (1 + t)
m−r
r∏
i=1
(
1 + t+ · · ·+ tni + tni+1
)
.
1.4. Point counts of cluster varieties. The cluster variety A can be defined over Z. For
a finite field Fq with q elements, we write A(Fq) for the set of Fq-points of A.
The set of all functions f : {prime powers} → C has a ring structure obtained by pointwise
addition and multiplication. Let Λ denote the subring generated over Z by the functions
f(q) = q and the Dirichlet characters χ(q).
Theorem (proved in Section 10). Suppose that A satisfies the Louise property and is of full
rank. Then there is an element g ∈ Λ such that for sufficiently large primes p, we have
g(q) = #A(Fq) for any prime power q = p
a. If, in addition, the rows of B˜ span Zn, then
#A(Fq) is a polynomial in q for all prime powers q.
Furthermore, we show that the eigenvalues of Frobenius acting on the ℓ-adic cohomology
groups H∗(AFp,Qℓ) are of the form χ(p)p
s, where χ is a Dirichlet character and s is an
integer. We remark that Chapoton [Cha] has also studied point counts of varieties closely
related to cluster varieties.
1.5. Applications. Due to the ubiquity of cluster structures, we expect a wide variety of
applications. We indicate a few here.
1.5.1. Open Richardson varieties. Let G be a simple complex algebraic group with Lie alge-
bra g, and let B,B− be opposite Borel subgroups. Let G/B be the flag variety with Schubert
cells X˚w := BwB/B ⊂ G/B and opposite Schubert cells X˚
w := B−wB/B ⊂ G/B, where w
denotes an element of the Weyl group of G.
The open Richardson variety is the intersection Ruv = X˚v ∩ X˚
u. It is a smooth affine
algebraic variety, and is nonempty when u ≤ v in Bruhat order. A folklore conjecture states
that the coordinate ring O(Ruv ) is a cluster algebra. Leclerc [Lec] has defined a candidate
cluster algebra Auv and proved that A
u
v injects into O(R
u
v ). Goodearl and Yakimov [GY] have
studied the closely related conjecture for double Bruhat cells. Muller and Speyer [MS] have
studied the special case of open projected Richardson varieties in the Grassmannian.
We refine the conjecture as follows.
Conjecture 1.1. The open Richardson variety Ruv is a cluster variety satisfying the Louise
property and of full rank.
In [MS], Muller and Speyer show that the Grassmannian is a cluster variety satisfying the
Louise property.
The varieties Ruv were studied by Kazhdan and Lusztig. The point counts #R
u
v (Fq) are
given by their R-polynomials [KL].
The singular cohomology H∗(Ruv ,C) of an open Richardson variety has an interpretation
as a higher extension group of Verma modules. Let O denote the Category O of the simple
Lie algebra g. For w ∈ W , let Mw be the Verma module in the principal block of O indexed
by w. The following folklore result follows from the localization theorem of Beilinson and
Bernstein, see [RSW, Proposition 4.2.1].
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Theorem 1.2. For u, v ∈ W , we have an isomorphism H∗(Ruv ,C)
∼= Ext
ℓ(v)−ℓ(u)−∗
O (Mu,Mv).
The computation of Ext∗O(Mu,Mv) is an open problem.
The isomorphism of Theorem 1.2 is compatible with mixed Hodge structures. Namely, by
a result of Soergel, the principal block O0 is equivalent to the module category Mod(R) of
some associative algebra R. The algebra R is naturally graded, and this induces a second
grading on Ext∗O(Mu,Mv) that matches with the weight filtration of H
∗(Ruv ,C), see [RSW].
Thus Conjecture 1.1 combined with our curious Lefschetz theorem (Theorem 8.3) would
imply that the algebra Ext∗O(Mu,Mv) satisfies the curious Lefschetz property. As far as the
authors are aware, such a structure is not predicted from representation theory.
1.5.2. Character varieties. Let G be a complex reductive algebraic group and let Σ be a
topological surface. By a character variety, we mean the space Hom(π1(Σ), G)/G or a variant
thereof. Cluster structures on character varieties are a fundamental ingredient in the work
of Fock and Goncharov [FG] on higher Teichmu¨ller theory. Fomin, Shapiro, and Thurston
[FST] gave an explicit construction of a cluster algebra for a triangulable marked surface.
On the other hand, Hausel and Rodriguez-Villegas studied the mixed Hodge polynomials of
certain character varieties in [HR], where they discovered the curious Lefschetz property. We
do not know the exact relationship between our cluster varieties and the character varieties
of Hausel and Rodriguez-Villegas, but we do expect a deep relation. As we now explain, our
results apply to the cluster algebras constructed by Fomin, Shapiro, and Thurston.
Let (Σ,M) be a triangulable marked surface. Thus Σ is a topological surface possibly
with boundary, and M is a finite subset of marked points in Σ. The triangulable condition
excludes a number of small exceptional cases; see [FST] or [Mul13, Section 9] for the full
list. Fomin, Shapiro, and Thurston [FST] associate to (Σ,M) a cluster algebra A(Σ,M).
We have the following result, which has an identical proof to Muller’s local acyclicity result
[Mul13, Theorems 10.5 and 10.6].
Theorem 1.3. Suppose that the triangulable surface (Σ,M) is either
(1) a union of triangulable disks, or
(2) M contains at least two points in each component of Σ.
Then A(Σ,M) satisfies the Louise property.
1.6. Outline. In Section 2, we review basic facts concerning mixed Hodge structures, and
formulate results concerning logarithmic forms on smooth complex varieties. In Section 3, we
discuss the curious Lefschetz property. We show that the curious Lefschetz property implies
the splitting of mixed Hodge structures and show that it is compatible with Mayer-Vietoris
sequences. In Section 4, we recall terminology on cluster algebras and some fundamental
results concerning locally acyclic cluster algebras. In Section 5, we discuss automorphisms
and covering maps of cluster varieties. We describe quotients of a cluster variety in terms
of exchange matrices. In Section 6, we give examples of mixed Hodge numbers of cluster
varieties illustrating various results of the paper. In Section 7, we give a complete description
of the mixed Hodge structure of isolated cluster varieties. In Section 8, we prove our main
results on the mixed Hodge structures of cluster varieties satisfying the Louise property. In
Section 9, we give multiple descriptions of standard forms on cluster varieties. We describe
generators for the standard cohomology and prove a formula for the Poincare´ series of stan-
dard cohomology. In Section 10, we study point counts of locally acyclic cluster varieties
over finite fields, and corresponding eigenvalues of Frobenius in ℓ-adic cohomology.
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2. Mixed Hodge structures and logarithmic forms
2.1. Deligne splitting. General references for mixed Hodge structures are [Del71, PS]. Let
X be a d-dimensional complex algebraic variety. For each k, there is an increasing weight
filtration
0 =W−1 ⊆W0 ⊆ · · · ⊆W2k = H
k(X,Q)
and a decreasing Hodge filtration
Hk(X,C) = F 0 ⊇ F 1 ⊇ · · · ⊇ F d ⊇ F d+1 = 0
such that for every 0 ≤ p ≤ j one has
GrWj (H
k(X,C)) = F pGrWj (H
k(X,C))⊕ F j−p+1GrWj (H
k(X,C))
where GrWj (H
k(X,C)) is the associated graded spaces of the weight filtration tensored with
C. In other words, F p and F p induce opposed filtrations on GrWj (H
k(X,C)). The two
filtrations together gives the mixed Hodge structure on Hk(X,C).
Lemma 2.1 ([PS, Lemma-Definition 3.4]). Define the subspace Hk,(p,q) of Hk(X,C) by
Hk,(p,q) := F p ∩Wp+q ∩
(
F q ∩Wp+q +
∑
j≥2
F q−j+1 ∩Wp+q−j
)
.
Then the Hk,(p,q) satisfy
(1) Wℓ(H
k(X,C)) =
⊕
p+q≤ℓH
k,(p,q),
(2) F p(Hk(X,C)) =
⊕
p′≥p, 0≤q≤rH
k,(p′,q),
(3) Hk,(p,q) = Hk,(q,p) mod Wp+q−1.
The decomposition of Hk(X,C) into the subspaces Hk,(p,q) is known as theDeligne split-
ting. The mixed Hodge numbers of Hk(X) are hk,(p,q) := dimHk,(p,q). As Lemma 2.1 shows,
the data of the Deligne splitting is equivalent to that of the weight and Hodge filtrations;
we will generally prefer to work with the Deligne splitting.
Proposition 2.2. The Deligne splitting is functorial, and is respected by the boundary maps
in Mayer-Vietoris sequences.
Theorem 2.3 (see [PS, Theorem 5.39]). If X is compact, then Hk(X,Q) has weights in
{0, 1, . . . , k}; if X is smooth, then Hk(X,Q) has weights in {k, k + 1, . . . , 2k}.
In particular, if X is smooth and projective then Hk(X,Q) is pure of weight k. The
compactly supported cohomology H∗c (X) can also be given a mixed Hodge structure.
COHOMOLOGY OF CLUSTER VARIETIES. I. LOCALLY ACYCLIC CASE 7
Theorem 2.4 (see [PS, Theorem 6.23]). For a d-dimensional smooth complex variety X we
have Poincare´ duality, giving a perfect pairing
Hk(X,Q)×H2d−kc (X,Q)→ Q(−d)
compatible with mixed Hodge structures. Here Q(−d) is the pure mixed Hodge structure on
Q with weight 2d and Hodge filtration F d = Q and F d+1 = 0.
2.2. Mixed Tate type. We say that a mixed Hodge structure (H,W, F ) is of mixed Tate
type if GrWj (H) = 0 for j odd, and Gr
W
2j (H) = F
j GrW2j (H). This condition is equivalent to
the condition Hk,(p,q) = 0 for p 6= q. When H∗(X) is of mixed Tate type, we have
Hk,(p,p)(X) = W2p(H
k(X,C)) ∩ F p(Hk(X)).
Lemma 2.5. Suppose that X is covered by two open sets U and V . If U , V , and U ∩ V
have cohomology of mixed Tate type, then so does X.
Proof. The compatibility of the Deligne splitting with the Mayer-Vietoris sequence shows
that H∗,(p,q) = 0 for p 6= q. 
2.3. Log forms. We introduce an easy way to recognize that a k-form is in Hk,(k,k). Define
the ring of log forms on X to be the sub-C-algebra of Ω∗(X) generated by the forms
d log f := df/f , for f a unit in O(X). Note that log forms are automatically closed.
Lemma 2.6. Let ω be a log form of degree k on a smooth variety X. Then the cohomology
class [ω] represented by ω is in Hk,(k,k)(X).
Proof. Since wedge product respects the Deligne grading, it is enough to check the claim for
k = 1. Since a sum of forms in degree (1, 1) is in degree (1, 1), it is enough to check the
claim for a form of the type d log f . We can consider f as a map from X to C∗. Then d log f
is f ∗θ, where θ is a generator for H1(C∗,Z). The form θ is in Deligne degree (1, 1), so its
pullback is as well. 
We say that a regular differential form η on X is a rational log form if there is a dense
Zariski open set U of X such that η|U is a log form on U . Since U is dense in X , and
dη|U = 0, rational log forms are also closed, and we can discuss their cohomology classes.
Note that a rational log form is required to be defined on all of X .
We give the first example of a rational log form which is of importance to us. Let A =
{(x, x′, y) : xx′ = y + 1, y 6= 0} ⊂ C3. Letting T and T ′ be the open sets x 6= 0 and x′ 6= 0
in A, we note that T ∪ T ′ is all of A except the single point (x, x′, y) = (0, 0,−1). Let γ
be the differential form which is dlog x ∧ dlog y on T and − dlog x′ ∧ dlog y on T ′. Since
A\ (T ∪T ′) is a single point on the smooth surface A, the form γ extends to A. (Explicitly,
γ = (dx ∧ dx′)/y.) On A, we cannot express γ as a log form, since the only units in O(A)
are C∗ · yZ. Nonetheless, we want to use the fact that γ can be written as a log form on the
tori T and T ′, so we introduce the notion of a rational log form.
We prove several lemmas on rational log forms. In particular, note that Proposition 2.13
is strictly stronger than Lemma 2.6.
Lemma 2.7. Let X be a smooth compactification of X, with D := X \X a simple normal
crossings divisor, and let η be a rational log form on X. Then η extends to a section of
H0(X,Ωk(logD)).
8 THOMAS LAM AND DAVID SPEYER
Proof. By assumption, the only poles of η are along the components ofD. Choose a particular
component H of D to focus on, and let z be a local coordinate near D. Write η as a
polynomial in forms of the form dlog fi, for various meromorphic functions fi, and let fi =
zniui, for ui with neither zeroes nor poles on H . Then dlog fi = ni dlog z + dlog ui and η is
easily seen to be of the form dlog z ∧ η1 + η2, where neither η1 nor η2 has a pole along H , as
desired. 
The following result can be thought of as a “Hodge theorem” for log forms; giving a
preferred de Rham representative for any class which can be represented as a log form.
Lemma 2.8. Let X be a smooth complex variety. The ring of rational log forms injects into
H∗(X).
Proof. Let η be a p-form on X , and assume that η is a rational log form. Our goal is to show
that, if η is exact, then it is zero.
Choose a normal crossings compactification X of X and let D = X \X . By Lemma 2.7,
η can be considered as an element of H0(X,Ωp(logD)).
There is a spectral sequence Hq(X,Ωp(logD)) =⇒ Hp+q(X,C) which degenerates at
E1 [Voi, Theorem 8.35]. So H
0(X,Ωp(logD)) injects into Hp(X,C). This map explicitly
consists of considering η as a closed p-form on X and taking the cohomology class. So our
hypothesis that η is exact says that it maps to 0 under this injection. We conclude that
η = 0. 
Lemma 2.8 has a fascinating corollary for the structure of cluster algebras. The second
author learned that this might be true from Paul Hacking, and understands it to have been
developed in collaboration that lead to [GHKK].
Corollary 2.9. Let A be a cluster algebra and let (x1, . . . , xn+m) and (z1, . . . , zn+m) be two
clusters of A. Write f =
∑
cIx
I =
∑
dJy
J . Then c0···0 = d0···0.
Proof. Note that, if (x1, . . . , xn+m) and (x
′
1, . . . , x
′
n+m) are adjacent clusters, then dlog x1 ∧
· · ·∧dlog xn+m = − dlog x
′
1∧ · · ·∧dlog x
′
n+m. So dlog x1 ∧ · · ·∧dlog xn+m = ± dlog z1 ∧ · · ·∧
dlog zn+m; reorder the zi if necessary so that the sign is + and define this (n +m)-form to
be ω. Let T and T ′ be the open tori corresponding to (x1, . . . , xn+m) and (z1, . . . , zn+m).
Then (f − c0···0)ω is exact on T and (f −d0···0)ω is exact on T
′. So both of these forms are
exact on T ∩ T ′, and their difference (c0···0 − d0···0)ω is exact on T ∩ T
′. But (c0···0 − d0···0)ω
is a log form, so this shows (c0···0 − d0···0)ω = 0 and c0···0 = d0···0. 
The following Lemma is merely a stepping stone to Proposition 2.13, which is strictly
stronger than it.
Lemma 2.10. A rational log form of degree k on X represents a cohomology class in
F kHk(X).
Proof. Choose a normal crossings compactification X of X . On X, consider the log de
Rham complex Ω•
X
(logD) := (0 → O(D) → Ω1(logD) → Ω2(logD) → · · · ), and its k-th
truncation Ω≥k
X
(logD) := (0 → 0 → · · · → 0 → Ωk(logD) → Ωk+1(logD) → · · · ). By
[Voi, p. 208], F kHk(X) = Im(Hk(Ω≥k
X
(logD)) → Hk(Ω•
X
(logD))) is the image of the k-th
hypercohomology of the truncated complex in the k-th hypercohomology of the log de Rham
complex.
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Consider the Cech spectral sequence for the two complexes. On the E1 page for the full
log de Rham complex, we have H i(X,Ωj(logD)) and for the truncated complex we have this
in the columns where j ≥ k. The maps on the E1 page are 0 – by [Voi, Theorem 8.35] for the
full log de Rham complex, and by compatibility of the spectral sequences for the truncated
one. So a class in H0(X,Ωk(logD)) represents a class in the k-th hypercohomology of the
truncated complex, and hence a class in F kHk(X). 
Lemma 2.11. Let X be a smooth variety and let X ′ → X be a blow up of X along a smooth
center. Then the pull back map F kHk(X)→ F kHk(X ′) is an isomorphism.
When X is proper, this is the well known fact that the Hodge groups Hk,(k,q)(X) ∼=
Hq(X,Ωk) are birational invariants for proper models X . However, we will be using this
result for X which are not proper.
Proof. Let V be the center of the blow up, and let E be the exceptional divisor. Then we
have an exact sequence [PS, Corollary 5.37]
· · · → Hk(X)→ Hk(X ′)⊕Hk(V )→ Hk(E)→ Hk+1(X)→ · · · ,
respecting the Deligne splitting. Let 0 ≤ q ≤ k. Since Hk−1(E) has no terms in Deligne
degree (k, q), there is an exact sequence
0→ Hk,(k,q)(X)→ Hk,(k,q)(X ′)⊕Hk,(k,q)(V )→ Hk,(k,q)(E)→ · · · .
But E is a projective bundle over V and, using the standard description of cohomology of a
projective bundle, the map Hk,(k,q)(V ) → Hk,(k,q)(E) is an isomorphism. So Hk,(k,q)(X) →
Hk,(k,q)(X ′) is an isomorphism. 
Lemma 2.12. Let X be a smooth variety and let U be a dense Zariski open subset of X.
For every positive integer k, the map F kHk(X)→ F kHk(U) is injective.
Proof. By a sequence of blowups at smooth centers in X \ U , we can find π : X ′ → X such
that π−1(U) → U is an isomorphism and X ′ \ U is a normal crossing divisor, X ′ \ U =
D1 ∪ D2 ∪ · · · ∪ Dr. By Lemma 2.11, F
kHk(X) → F kHk(X ′) is an isomorphism, so it is
enough to show that F kHk(X ′) → F kHk(U) is injective. We can decompose this map as
F kHk(X ′) → F kHk(X ′ \ D1) → F
kHk(X ′ \ (D1 ∪ D2)) → · · · → F
kHk(X ′ \
⋃r
i=1Di) =
F kHk(U). So we need to show that, if Y is a smooth variety and D a smooth hypersurface,
then F kHk(Y )→ F kHk(Y \D) is injective.
We use the Gysin long exact sequence
(1) · · · → Hk−2(D)→ Hk(Y )→ Hk(Y \D)→ Hk−1(D)→ · · · .
This sequence is more commonly stated for compactly supported cohomology (see [PS,
p.138]); in our situation, Y, Y \ D, and D are all smooth so we may apply Poincare´ du-
ality (Theorem 2.4) to obtain (1).
The Deligne splitting on Hk−2(D) lives in weights (p, q) for 0 ≤ p, q ≤ k−2. The boundary
map in the Gysin sequence sends Hk−2,(p,q)(D) to Hk,(p+1,q+1)(Y ). In particular, we have an
exact sequence
0→ Hk,(k,q)(Y )→ Hk,(k,q)(Y \D)→ · · ·
so Hk,(k,q)(Y )→ Hk,(k,q)(Y \D) is injective as required. 
Finally, we can prove:
10 THOMAS LAM AND DAVID SPEYER
Proposition 2.13. Let X be a smooth variety and η a rational log k-form. Then η represents
a cohomology class in Hk,(k,k)(X).
Proof. By Lemma 2.10, η represents a class in F kHk(X) =
⊕k
q=0H
k,(k,q)(X). Let the class
[η] of η be [η] =
∑k
q=0 θq, where θq ∈ H
k,(k,q)(X). Let U be a dense Zariski open set on which
η becomes a log form. Then [η|U ] =
∑k
q=0 θq|U . The restriction θq|U lies in H
k,(k,q)(U). But,
by Lemma 2.6, [η|U ] ∈ H
k,(k,k)(U). So, for 0 ≤ k < q, we have θk|U = 0.
But, by Lemma 2.12,Hk,(k,q)(X) injects intoHk,(k,q)(U). So, for 0 ≤ k < q, the cohomology
class θk is zero. In other words, [η] = θk. We have shown that η represents a class in
Hk,(k,k)(X), as desired. 
3. The curious Lefschetz property
Suppose that X is a smooth 2d-dimensional affine variety and let γ ∈ H2,(2,2)(X,C).
We say that the curious Lefschetz property holds for the pair (X, γ), if H∗(X) is of
mixed Tate type (meaning Hr,(p,q)(X) = 0 for p 6= q) and if, for all s ≥ 0 and all p ≤ d, the
map
γd−p : Hp+s,(p,p)(X,C)→ H2d−p+s,(2d−p,2d−p)(X,C)
is an isomorphism.
3.1. The curious Lefschetz property and splitting of Hodge structure. We begin
with some basic linear algebra observations. Let V 0, V 1, V 2, . . . , V 2d be a sequence of vector
spaces with maps γ : V i → V i+2. Suppose that, for all k ≤ d, the map γd−k : V k → V 2d−k
is an isomorphism. For 0 ≤ i ≤ ℓ ≤ d, let W (ℓ, i) be the subspace of V d−ℓ+2i defined by
W (ℓ, i) := γiV d−ℓ ∩Ker
(
γℓ−i+1 : V d−ℓ+2i → V d+ℓ+2
)
.
We leave the following easy lemma to the reader:
Lemma 3.1. The maps W (ℓ, 0)
γ
−→ W (ℓ, 1)
γ
−→ W (ℓ, 2)
γ
−→ · · ·
γ
−→ W (ℓ, ℓ) are isomor-
phisms, and γW (ℓ, ℓ) = 0. The vector space V k decomposes as the direct sum
V k =
⊕
d−ℓ+2i=k
0≤i≤ℓ≤d
W (ℓ, i).
The reader familiar with the ordinary Lefschetz decomposition of cohomology should rec-
ognize W (ℓ, 0) as the “primitive cohomology”; the reader familiar with the representation
theory of SL2 should recognize W (ℓ, 0) as the analogue of the highest weight vectors.
Suppose (X, γ) has the curious Lefschetz property. Fix a positive integer s. We can apply
this analysis to the vector spaces Hp+s,(p,p)(X), for 0 ≤ p ≤ 2d. (Only the spaces with
s ≤ p ≤ 2d− s can actually be nonzero, due to Theorem 2.3.)
Temporarily write H(s, p) for Hs+p,(p,p)(X). We make the corresponding definition
(2) W (s, ℓ, i) := γiH(s, d− ℓ) ∩Ker
(
γℓ−i+1 : H(s, d− ℓ+ 2i)→ H(s, d+ ℓ+ 2)
)
.
The Deligne summands Hs+p,(p,p)(X) are complex subspaces of the complex vector space
Hs+p(X,C). However, the curious Lefschetz property provides us with far more rigidity.
Lemma 3.2. Suppose that (X, γ) has the curious Lefschetz property. Suppose also that
a nonzero scalar multiple of γ is in H2(X,Q). Then all of the W (s, ℓ, i) have bases in
H∗(X,Q).
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(We ask that a multiple of γ be rational, rather than requiring that γ itself be, because it
is more convenient not to build a factor of (2πi)2 into the definition of the GSV form.)
Proof. It is enough to prove the claim for W (s, ℓ, 0), as W (s, ℓ, i) = γiW (s, ℓ, 0). Note that
W (s, ℓ, 0) ⊆ Hs+d−ℓ(X,C); we abbreviate j := s+ d− ℓ.
Let K be the kernel of γℓ+1 : Hj(X,C) → Hj+2ℓ+2(X,C). Then K = C ⊗ Ker(γℓ+1 :
Hj(X,Q)→ Hj+2ℓ+2(X,Q)), so K has a basis in H∗(X,Q). Computation also shows that
K =
⊕
s′≤s
ℓ−s+s′≤ℓ′≤ℓ+s−s′
ℓ′−ℓ≡s′−s mod 2
W
(
s′, ℓ′, ℓ
′−ℓ+s−s′
2
)
.
So K ∩
⊕
r≥sH
j,(j−r,j−r)(X,C) = W (s, ℓ, 0). But by Lemma 2.1(1),
⊕
r≤sH
j,(j−r,j−r)(X,C)
is one of the pieces of the weight filtration on H i, so it also has a basis in H∗(X,Q), and
thus their intersection has a basis in H∗(X,Q). 
As a corollary, we obtain
Theorem 3.3. Suppose that (X, γ) has the curious Lefschetz property. Suppose also that a
nonzero scalar multiple of γ is in H2(X,Q). Then each Deligne summand Hp+s,(p,p)(X) has
a basis in H∗(X,Q). In other words, the mixed Hodge structure of H∗(X) is split over Q.
Proof. The result follows from Lemma 3.2 and the equality
Hp+s,(p,p)(X) =
⊕
d−ℓ+2i=p
W (s, ℓ, i). 
3.2. The curious Lefschetz property in products. The following lemma has been
proved several times in the context of the more standard hard Lefschetz theorem. Either
of the proofs of [McD, Theorem 2.2] or [HW, Proposition 3.4] applies in our setting, when
combined with the fact that the Kunneth isomorphism respects the Deligne splitting.
Proposition 3.4. Suppose that the curious Lefschetz property holds for (X, γ) and (X ′, γ′).
Then it holds for (X ×X ′, π∗1(γ) + π
∗
2(γ
′)) where π1 : X ×X
′ → X and π2 : X ×X
′ → X ′
denote the two projections.
3.3. The curious Lefschetz property in Mayer-Vietoris sequences. The aim of this
section is to prove the following theorem.
Theorem 3.5. Let X be a smooth 2d-dimensional affine variety and let γ ∈ H2,(2,2)(X,C).
Let U and V be open affine subvarieties of X (so U ∩ V is also affine). Suppose that (U, γ),
(V, γ) and (U ∩ V, γ) all have the curious Lefschetz property. Then (X, γ) has the curious
Lefschetz property.
Our proof will be through the Mayer-Vietoris sequence
0→ H0(X)→ H0(U)⊕H0(V )→ H0(U ∩ V )
δ
−→ H1(X)→ · · ·
The maps preserving cohomological degree are ordinary restriction in cohomology, and
hence preserve the Deligne splitting and commute with cup product. The boundary map δ
also preserves the Deligne splitting (Proposition 2.2), sending Hr,(p,q)(U∩V ) to Hr+1,(p,q)(X).
Our next lemma discusses the relationship of δ to the cup product.
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Lemma 3.6. Let X be a manifold covered with open sets U and V . Let δ denote the boundary
map in the corresponding Mayer-Vietoris sequence. Let α ∈ Hs(X) and β ∈ H t(U ∩ V ).
Then α ∪ δ(β) = (−1)sδ(α ∪ β), as classes in Hs+t+1(X).
In applications of this lemma, s will always be 2, so the (−1)s term will drop out.
Proof. It is easiest to verify this in the deRham model for cohomology. Let σU + σV = 1
be a partition of unity subordinate to the cover (U, V ). Represent β by a closed t-form β˜.
So σU β˜ is an t-form on all of X . Up to sign conventions, δ(β) is represented by the form
d(σU β˜).
Lift α to a closed s-form α˜. Then α ∪ δ(β) is represented by α˜ ∧ d(σU β˜) and δ(α ∪ β) is
represented by d(α˜ ∧ σU β˜). Since α˜ is closed, d(α˜ ∧ σU β˜) = (−1)
sα˜ ∧ d(σU β˜). 
Proof of Theorem 3.5. First, we check that the mixed Hodge structure on X is of mixed Tate
type. Let p 6= q. Since the maps of the Mayer-Vietoris sequence respect the Deligne splitting,
we have an exact sequence Hr−1,(p,q)(U ∩ V )→ Hr,(p,q)(X)→ Hr,(p,q)(U)⊕Hr,(p,q)(V ). The
outside terms are assumed to be 0, so the middle term is as well.
Now, consider the diagram
Hr−1,(p,p)(U)
⊕Hr−1,(p,p)(V )

γd−p⊕γd−p // H
2d−2p+r−1,(2d−p,2d−p)(U)
⊕H2d−2p+r−1,(2d−p,2d−p)(V )

Hr−1,(p,p)(U ∩ V )
δ

γd−p // H2d−2p+r−1,(2d−p,2d−p)(U ∩ V )
δ

Hr,(p,p)(X)

γd−p // H2d−2p+r,(2d−p,2d−p)(X)

Hr,(p,p)(U)
⊕Hr,(p,p)(V )

γd−p⊕γd−p // H
2d−2p+r,(2d−p,2d−p)(U)
⊕H2d−2p+r,(2d−p,2d−p)(V )

Hr,(p,p)(U ∩ V )
γd−p // H2d−2p+r,(2d−p,2d−p)(U ∩ V )
The diagram commutes, using Lemma 3.6 for the squares that include δ and the fact that
restriction of cohomology classes is a map of rings for the others. Our induction hypothesis
is that the first, second, fourth and fifth rows are isomorphisms. So the five lemma shows
that the third row is an isomorphism, as desired. 
4. Cluster algebras
4.1. Seeds. Let F be a rational function field over C. An extended exchange matrix is a
(n+m)× n matrix B˜ = (B˜ij) such that the principal part, the top n× n square submatrix
B, is skew-symmetric. (We anticipate no difficulty in extending our results to the skew-
symmetrizable case, but restrict to the skew-symmetric case for convenience.) A seed t =
(x, B˜) consists of n +m algebraically independent elements x1, x2, . . . , xn+m ∈ F and an
extended exchange matrix B˜. We say that (x, B˜) has rank n.
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Mutation of seeds is defined as follows: given an index k ∈ {1, 2, . . . , n}, one defines a new
extended exchange matrix B˜′ = µk(B˜), the mutation of B˜ in the direction k, by the formula
B˜′ij =
{
−B˜ij if i = k or j = k,
B˜ij + [B˜ik]+[B˜kj ]+ − [B˜ik]−[B˜kj]− otherwise,
where [x]+ = max(x, 0) and [x]− = min(x, 0). One creates a new seed t
′ = (x′, B˜′) = µk(t)
by the formulae
x′k =
∏
i x
[B˜ik ]+
i +
∏
i x
[−B˜ik]+
i
xk
(3)
x′i = xi if i 6= k.(4)
We continue mutating on all possible indices, producing new seeds. The (n + m)-tuples
(x1, . . . , xn+m) produced in this manner are called clusters, and the individual xi are called
cluster variables. The cluster variables x1, x2 . . . , xn are called mutable. The cluster vari-
ables xn+1, xn+2, . . . , xn+m are the same in every cluster and are called frozen; we shall often
denote them by y1 = xn+1, y2 = xn+2, . . . , ym = xn+m as well. The sub-C-algebra of F gen-
erated by all the cluster variables, and the reciprocals of the frozen variables, is the cluster
algebra A(x, B˜), or simply A(B˜) or A. We write A or A(B˜) or A(x, B˜) for the cluster variety
SpecA. We say that A(B˜) has full rank if the matrix B˜ has full rank (that is, rank n). The
rank of the matrix B˜ is mutation-invariant (Corollary 5.4). We say that B˜ has principal
coefficients if B˜ =
(
B
Idn
)
and d-principal coefficients if B˜ =
(
B
d Idn
)
.
Remark 4.1. Cluster algebras are naturally defined over Z. In Section 10, we will work
with ground fields other than C.
For any cluster (x1, . . . , xn, xn+1, . . . , xn+m), we have the Laurent phenomenon [FZ]: the
cluster algebra A is contained in the Laurent polynomial ring C[x±11 , . . . , x
±1
n+m]. The open
subset Spec(C[x±11 , . . . , x
±1
n+m]) ⊂ A is called a cluster torus of A.
The upper cluster algebra U ⊂ F is defined to be the intersection
⋂
C[x±11 , . . . , x
±
n+m] of
Laurent polynomial rings where the intersection is taken over all seeds. Thus the Laurent
phenomenon states that A ⊆ U .
4.2. Separating edges and the Louise algorithm. Let t = (x, B˜) be a seed. Let ~Γ(t) =
~Γ(B˜) be the directed graph with vertices {1, 2, . . . , n} and a directed edge i → j whenever
B˜ij > 0. We also let Γ(t) denote the underlying undirected graph of ~Γ. We say that a seed
(x, B˜) is acyclic if ~Γ(t) has no oriented cycles; see [BFZ]. We say that A is acyclic if some
seed of A is acyclic.
For a subset S ⊂ [n], let B˜S denote the |S| × (n+m) matrix consisting of the columns of
B˜ indexed by S. We say that the cluster algebra A(B˜S) is obtained from A(B˜) by freezing
the cluster variables {xi | i ∈ [n] \ S}. If, in addition, A(B˜S) ∼= A[x
−1
i | i ∈ [n] \ S] then we
call A(B˜S) a cluster localization. The subvariety A(B˜S) ⊂ A(B˜) is called a cluster chart of
A. We say that a cluster algebra A(B˜) is locally acyclic if A can be covered by finitely
many acyclic cluster charts; see [Mul13].
We define an edge e = i → j of ~Γ to be a separating edge if there is no bi-infinite
path through e. Edges belonging to directed cycles cannot be separating, but this is not a
sufficient condition to be a separating edge.
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Proposition 4.2 ([Mul13]). Suppose i → j is a separating edge. Then xi and xj are not
simultaneously zero. In other words, A is covered by the two open subsets SpecA[x−1i ] and
SpecA[x−1j ].
We define the Louise property for cluster algebras recursively. We say that a cluster
algebra A satisfies the Louise property if either
(1) for some seed t of A, the quiver ~Γ(t) has no edges, or
(2) for some seed t = (x, B˜) of A, the quiver ~Γ(t) has a separating edge i → j, such
that the cluster algebras A(B˜~Γ\{i}), A(B˜~Γ\{j}), and A(B˜~Γ\{i,j}) all satisfy the Louise
property.
Suppose that A(B˜) satisfies the Louise property. Then it follows from the definition that
all the cluster algebras encountered in this recursion also satisfy the Louise property. We
remark that in the base case (1) of the recursion, we can instead require the weaker property
that ~Γ(t) is acyclic. Indeed, every acyclic cluster algebra satisfies the Louise property. As
remarked in Theorem 1.3, cluster algebras defined from marked surfaces are usually locally
acyclic.
Example 4.3. Let
B˜ =

0 −1 −1 −1
1 0 1 −1
1 −1 0 1
1 1 −1 0
 ~Γ(B˜) = 1
2
3
4
We will check that B˜ satisfies the Louise property. The edge 2→ 1 is a separating edge. The
exchange matrices B˜[4]\{1}, B˜[4]\{2}, B˜[4]\{1,2} have the following three quivers respectively:
2
3
4 1
3
4
3
4
The right two quivers are acyclic and thus Louise. The left quiver has no separating edge,
but after mutating at 2, we obtain the quiver:
2
3
4
which is acyclic and thus Louise. It follows that the original exchange matrix B˜ is Louise.
If the Louise property holds for A, then A is locally acyclic. This follows from the following
result; see also [MS].
Proposition 4.4 ([Mul13, Proposition 3.1 and Lemma 3.4]). Let A(B˜) be a cluster algebra.
Let S ⊂ [n]. Suppose that the freezing A(B˜S) is locally acyclic. Then A(B˜S) ∼= A[x
−1
i | i ∈
[n] \ S].
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Locally acyclic cluster algebras enjoy a number of favorable properties.
Theorem 4.5 ([Mul13, Theorems 4.1, 4.2, and 7.7]). Suppose that A is locally acyclic. Then
A is finitely generated over C, and is equal to the upper cluster algebra U . If, in addition, A
is of full rank, then A is smooth.
Remark 4.6. Suppose that B˜ is of full rank, and B˜S is the modified exchange matrix where
we delete some of the columns of B˜. Then B˜′ is also of full rank. This will be useful in our
inductive arguments.
5. Automorphisms and quotients of cluster varieties
5.1. Automorphisms of cluster algebras. Let A be a cluster algebra. Define Aut(A) to
be the group of algebra automorphisms φ of A such that, for each cluster variable x, we have
φ(x) = ζ(x)x for some ζ(x) ∈ C∗.
For any k × ℓ integer matrix M , we write mult(M) for the map (C∗)ℓ → (C∗)k given by
mult(M)(ζ1, . . . , ζℓ)i =
∏ℓ
j=1 ζ
Mij
j , so mult(M1M2) = mult(M1) ◦mult(M2).
Proposition 5.1. Let (x, B˜) be any seed of A. An element of Aut(A) is determined by its
action on (x1, . . . , xn+m). Given (ζ1, . . . , ζn+m) ∈ (C
∗)n+m, there is an automorphism φ with
φ(xi) = ζixi if and only if ζ ∈ Ker(mult(B˜
T )). Thus, Aut(A) ∼= Hom(Zn+m/B˜Zn,C∗).
Proof. The formulation ζ ∈ Ker(mult(B˜T )) is essentially [GSV, Lemma 2.3]. Rewriting
Ker(mult(B˜T )) as Hom(Zn+m/B˜Zn,C∗) is elementary. 
Corollary 5.2. The character group Hom(Aut(A),C∗) is naturally isomorphic to Zn+m/B˜Zn.
Proof. We have Hom(Hom(Zn+m/B˜Zn,C∗)) ∼= Zn+m/B˜Zn, since Zn+m/B˜Zn is a finitely
generated abelian group. 
It follows that the isomorphism class of the abelian group Zn+m/B˜Zn is a mutation in-
variant. Corollary 5.2 describes the character group of Aut(A); its torsion part is the group
of characters which are constant on the connected components of Aut(A). We record the
result:
Corollary 5.3. The group of locally constant characters of Aut(A) is naturally isomorphic
to B˜Qn ∩ Zn+m/B˜Zn.
Corollary 5.4. If B˜ has rank n, then so do all mutations of B˜. Similarly, if the rows of B˜
span Zn over Z, then so do all mutations of B˜.
Proof. The former is equivalent to requiring that Q ⊗ Zn+m/B˜Zm ∼= Qn. The latter is
equivalent to requiring that Zn+m/B˜Zm ∼= Zn. 
We will say that B˜ has full rank if B˜ has rank n, and has really full rank if B˜TZn+m =
Zn. By Corollary 5.4, both conditions are mutation invariants, so we also apply the terms
full rank and really full rank to A and A.
5.2. Covering maps of cluster varieties. Let A1 and A2 be cluster varieties with the
same rank and extended exchange matrices of the same size. A cluster morphism from
A2 to A1 is a triple (Ψ,Φ, {Rt}), where
(1) Ψ : A2 → A1 is a morphism of algebraic varieties, induced by a ring homomorphism
Ψ∗ : A1 → A2;
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(2) Φ is a map taking seeds of A1 to seeds of A2, commuting with mutation. More
precisely, for k = 1, 2, . . . , n we have µk(Φ(t)) = Φ(µk(t)) for all seeds t of A1;
(3) {Rt} is a collection of (n×m)× (n×m) integer matrices, with block diagonal form
Rt =
(
Idn 0
P Q
)
, indexed by seeds t = (z, B˜1) of A1, satisfying the following condition:
if Φ(t) = (x, B˜2) then
B˜2 = RtB˜1 and
Ψ∗(zj) =
∏n+m
i=1 x
Rij
i =
{
xj
∏n+m
i=n+1 x
Rij
i if j ∈ {1, 2, . . . , n}∏n+m
i=n+1 x
Rij
i if j ∈ {n+ 1, n+ 2 . . . , n+m}.
In other words, Ψ sends the cluster torus of Φ(t) to the cluster torus of t via mult(RT ).
Our notion of cluster morphism is related to Fraser’s notion of a quasi-homomorphism of
cluster algebras [Fra].
The following statement is immediate from (3) of the definition.
Lemma 5.5. A cluster morphism (Ψ,Φ, {Rt}) : A2 → A1 exists only if there are seeds
(z, B˜1) of A1 and (x, B˜2) of A2 such that the principal parts of B˜1 and B˜2 are the same.
Since frozen variables do not mutate and the map Ψ∗ does not depend on choice of seed,
the formulae zj =
∏n+m
i=1 x
Rij
i depends only on the cluster variable zj and not on the seed t.
Suppose that R is a (n + m) × (n + m) integer matrix with block diagonal form R =(
Idn 0
P Q
)
, and B˜ is an extended exchange matrix. Let C˜ = RB˜. For k = 1, 2, . . . , n, define
R′ = µk(R) = µ
B˜
k (R) by the formulae
(5)
R′ik = −Rik − [C˜ik]+ +
∑n+m
ℓ=1 Riℓ[Bℓk]+ i > n
= −Rik + [C˜ik]− −
∑n+m
ℓ=1 Riℓ[Bℓk]−
R′ij = Rij j 6= k or i ≤ n
.
Note that in block form R′ =
(
Idn 0
P ′ Q
)
, so that only the P block changes.
Lemma 5.6. If B˜′ = µk(B˜) and C˜
′ = µk(C˜) then we have C˜
′ = R′B˜′, where R′ = µB˜k (R).
Proof. Write S := R′B˜′. It is immediate from the definitions that Siℓ = C˜
′
iℓ when i ∈
{1, 2, . . . , n}, so we assume that i > n. Suppose first that ℓ = k. Then
Sik =
∑
j
R′ijB˜
′
jk = −
∑
j
RijB˜jk = −C˜ik = C˜
′
ik
where we have used that B˜kk = 0 in the second equality.
Suppose now that ℓ 6= k. Then
Siℓ =
n+m∑
j=1
R′ijB˜
′
jℓ = R
′
ikB˜
′
kℓ +
∑
j 6=k
RijB˜
′jℓ
=
(
Rik + [C˜ik]+ −
n+m∑
s=1
Ris[B˜sk]+
)
B˜kℓ +
∑
j 6=k
Rij
(
B˜jℓ + sgn(B˜jk)[B˜jkB˜kl]+
)
=
n+m∑
j=1
RijB˜jℓ + [C˜ik]+B˜kℓ +
n+m∑
j=1
Rij
(
sgn(B˜jk)[B˜jkB˜kℓ]+ − [B˜jk]+B˜kℓ
)
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Now observe that(
sgn(B˜jk)[B˜jkB˜kℓ]+ − [B˜jk]+B˜kℓ
)
=
{
0 if B˜kℓ ≥ 0,
−B˜jkB˜kℓ if B˜kℓ ≤ 0.
Thus
Siℓ − C˜iℓ =
{
[C˜ikB˜kℓ]+ if B˜kℓ ≥ 0,
[C˜ik]+B˜kℓ −
(∑n+m
j=1 RijB˜jk
)
B˜kℓ = −[C˜ikBkℓ]+ if B˜kℓ ≤ 0.
In both cases we obtain Siℓ = C˜
′
iℓ. 
Theorem 5.7. A cluster morphism (Ψ,Φ, {Rt}) : A2 → A1 is completely determined by
R = Rt0 for the initial seed t0 = (z, B˜) (or any other seed). If Φ(z, B˜) = (x, C˜) and
µk(t0) = t1 = (z
′, B˜′) then Rt1 = µ
B˜
k (R). Conversely, any integer matrix R with block form(
Idn 0
P Q
)
induces a cluster morphism.
Proof. Suppose we are given a cluster morphism (Ψ,Φ, {Rt}) : A2 → A1. Substituting
zj =
∏n+m
i=1 x
Rij
i into the exchange relation
zkz
′
k =
∏
j
z
[B˜jk ]+
j +
∏
j
z
[−B˜jk ]+
j
gives
xkx
′
k =
n∏
i=1
x
[B˜ik ]+
i
n+m∏
i=n+1
x
−ri+
∑
j Rij [B˜jk ]+
i +
n∏
i=1
x
−[B˜ik ]−
i
n+m∏
i=n+1
x
−ri−
∑
j Rij [B˜jk]−
i
where ri = Rik + R
′
ik. This is the exchange relation for (x, C˜) if and only if R
′
ik is given by
(5). Thus all the matrices Rt can be obtained by iterated mutation of R = Rt0 .
Conversely, given R satisfying C˜ = RB˜, we can define Rt iteratively via mutation. That
we obtain a cluster morphism follows from the above calculation, together with Lemma
5.6. Note that Ψ∗ : A1 → A2, if it exists, uniquely determines all the Rt via the formula
zj =
∏n+m
i=1 x
Rij
i . Thus the exchange relation calculation above implies that the matrices Rt
are well-defined via mutation (and do not depend on the mutation path taken from t0 to
t). 
If an initial seed t0 has been chosen, we may thus denote a cluster morphism by (Ψ,Φ, R),
where R = Rt0 .
We say that a cluster morphism (Ψ,Φ, {Rt}) is a covering map of cluster varieties if
Ψ : A2 → A1 identifies A1 with A2 / H ∼= Spec(A
H
2 ) for a finite subgroup H ⊂ Aut(A2)
which acts freely on A2. We shall only consider covering maps in the case that A2 is a
smooth complex affine algebraic variety, so the geometric invariant theory quotient A2 / H
coincides with the quotient as complex manifolds.
Proposition 5.8. Suppose that A1 and A2 are locally acyclic cluster varieties of full rank.
Suppose that (Ψ,Φ, {Rt}) : A2 → A1 is a covering map. Then Rt has full rank for any
t. Conversely, if (Ψ,Φ, {Rt}) : A2 → A1 is a cluster morphism determined by a full rank
integer matrix R = Rt0 , then it is a covering map of cluster varieties.
The group H and the matrix R are related by
H = Ker(mult(QT )) ∼= Ker(mult(RT )) ⊂ Aut(A2).
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Proof. The map mult(RTt ) sends the cluster torus of the seed Φ(t) of A2 to the cluster torus
of the seed t of A1. This map preserves dimension if and only if R has full rank.
Now, suppose thatR = Rt0 is of full rank. Since B˜
T
2 = B˜
T
1 R
T , we see that Ker(mult(RT )) ⊆
Ker(mult(B˜T2 )) = Aut(A2). Moreover, projection onto the frozen coordinates gives an iso-
morphism Ker(mult(RT )) ∼= Ker(mult(QT )). Since R has full rank, so does Q, and thus
H := Ker(mult(QT )) is a finite abelian subgroup of Aut(A2).
We first check that the action of H on A2 is free. Let h = (ζ1, . . . , ζn+m) be a non-identity
element of Ker(mult(RT )). We must show that h does not fix any point of A2. The block
form RT =
(
Idn PT
0 QT
)
shows that (ζn+1, . . . , ζn+m) 6= (1, 1, 1, . . . , 1). Choose a coordinate i
for which ζn+i 6= 1. Let p be any point of A2. The frozen variables (xn+1, . . . , xn+m) are
defined and nonzero everywhere on A2, and we have xn+i(h(p)) = ζn+ixn+i(p). In particular,
xn+i(h(p)) 6= xn+i(p). So h(p) 6= p.
We now check that Ψ : A2 → A1 is the quotient map by H . It follows from the formula
Ψ∗(zj) =
∏n+m
i=1 x
Rij
i that Ψ
∗(A1) ⊆ A
H
2 , and we have that Ψ
∗ : A1 → A2 is an injection since
Frac(A1) →֒ Frac(A2) is an injection. It remains to show that any element f ∈ A
H
2 is in the
image of Ψ∗.
For a seed t of A2, we may write f as a Laurent polynomial f
′/M in the cluster variables
of t, and we may further assume that both f ′ and M are H-invariant. Thus f = Ψ∗(g),
where g ∈ Frac(A1) is a Laurent polynomial in the cluster variables of the seed Φ(t) of A1.
Such a Laurent polynomial expression for g holds for all seeds of A1, and so g lies in the
upper cluster algebra of A1. By Theorem 4.5 and the assumption that A1 is locally acyclic,
we have g ∈ A1. 
5.3. Constructing covering maps.
Lemma 5.9. Let B˜ be an (n+m)×n extended exchange matrix of full rank, where m ≥ n.
Let d be large enough that dZn ⊆ B˜TZn+m. Then there exists a full rank integer matrix
R =
(
Idn 0
P Q
)
such that RB˜ =
(
B
d Idn
0
)
.
Proof. Write B˜ in Smith normal form: B˜ = UDV where U and V are in SLn+m(Z) and
SLn(Z), and D =
(
diag(d1,d2,...,dn)
0
)
. (It is usual to further require that d1|d2| · · · |dn, but we
will not need this.) Since B˜ has full rank, the di are all nonzero. The condition dZ
n ⊆
V TDTUTZn+m is equivalent to dZn ⊆ DZn+m, since (V T )−1Zn = Zn and UTZn+m = Zn+m.
In other words, all of the di divide d.
Let U ′ =
(
V −1 0
0 Idm
)
diag(d/d1, d/d2, . . . , d/dn, 1, 1, . . . , 1)U
−1, where the diagonal ma-
trix diag(d/d1, d/d2, . . . , d/dn, 1, 1, . . . , 1) has m trailing 1’s. Then U
′ is a full rank matrix.
Define a m× (n+m) matrix (P Q) where P is m× n and Q is m×m by(
P Q
)
=
(
Idn ∗n×m
0 ∗m×m
)
U ′,
where the ∗’s are chosen so that Q has full rank. (To see that this is possible, let v1, . . . , vn+m
be the rows of the last m columns of U ′, and let S = span(vn+1, . . . , vn+m). Note that it is
always possible to pick a basis β1, . . . , βm of span(v1, . . . , vn+m) such that β1 − v1, . . . , βn −
vn, βn+1, . . . , βm ∈ S.)
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We then calculate that(
P Q
)
B˜ =
(
Idn ∗n×m
0 ∗m×m
)(
V −1 0
0 Idm
)
diag(d/d1, d/d2, . . . , d/dn, 1, 1, . . . , 1)DV
=
(
Idn ∗n×m
0 ∗m×m
)(
V −1 0
0 Idm
)(
dIdn
0m×m
)
V
=
(
Idn ∗n×m
0 ∗m×m
)(
dIdn
0m×m
)
=
(
dIdn
0(m−n)×(m−n)
)
Thus R =
(
Idn×n 0
P Q
)
has the required property. 
Proposition 5.10. Suppose A(B˜) is a locally acyclic cluster algebra of full rank, and B˜ is
(n+m)× n where m ≥ n. Then there is a covering map A(B˜′)→ A(B˜) of cluster algebras,
where B˜′ has the form B˜′ =
(
B
d Idn
0
)
.
Proof. Follows immediately from Lemma 5.9 and Proposition 5.8. 
5.4. Isomorphic cluster varieties. In some cases, a covering map of cluster varieties is in
fact an isomorphism.
Proposition 5.11. Let B˜ and B˜′ be (n+m)× n and (n+m′)×n exchange matrices which
have the same top n rows and whose rows have the same integer span. Let A = A(B˜) and
A′ = A(B˜′) be the corresponding cluster varieties. Then A × (C∗)m
′ ∼= A′ × (C∗)m. If
m = m′, then we have natural isomorphisms Hk,(p,q)(A) ∼= Hk,(p,q)(A′).
Proof. Let B˜ = ( BC ) and B˜
′ = ( BC′ ). Let B˜
′′ =
(
B
C
C′
)
with corresponding cluster variety
A′′. Since every row of C ′ is in the span of B˜, we can find R =
(
Idn 0
P Q
)
, where Q is a
lower-triangular unipotent matrix, so that R
(
B
C
0
)
=
(
B
C
C′
)
. We have Ker(mult(QT )) = {1},
so by Proposition 5.8 we have A× (C∗)m
′ ∼= A′′. Similarly, A′ × (C∗)m ∼= A′′.
If m = m′, then we can find R and R′ such that RB˜ = B˜′ and R′B˜′ = B˜. (See also [Fra,
Corollary 4.5].) So there are finite coverings A → A′ and A′ → A. Whenever X is a finite
cover of Y , we obtain an injection H∗(X,Q)→ H∗(Y,Q) so, in this case, we have injections
H∗(A,Q) → H∗(A′,Q) → H∗(A,Q) which must both be isomorphisms. Moreover, these
isomorphisms pass to the mixed Hodge structure. 
Even if B˜ and B˜′ are both (n+m)×n extended exchange matrices satisfying the assumption
of Proposition 5.11, it is not necessarily true that A ∼= A′ as cluster varieties. Consider the
exchange matrices:
B˜ =

0 5
−5 0
1 0
0 1
 and B˜′ =

0 5
−5 0
1 0
0 2
 .
Suppose we had
(
Id 0
P Q
)
B˜ = B˜′. Then Q ≡ ( 1 00 2 ) mod 5 and we deduce that detQ ≡ 2 mod 5.
But, if Q is invertible over the integers, then detQ = ±1, a contradiction.
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We do not know whether or not A ∼= A′ as abstract varieties. (In particular, we do not
know this for the above example.) In general, X×C∗ ∼= Y ×C∗ does not imply X ∼= Y [Dub].
It is possible that examining cluster varieties might build additional examples of failure of
cancellation for products with tori.
5.5. GSV forms. Let B˜ be a n × (n +m) extended exchange matrix, and A = A(B˜) be
the corresponding cluster variety. We denote the cluster variables in the initial seed by x1,
x2, . . . , xn+m. A Gehktman-Shapiro-Vainshtein form, or GSV form for A is a 2-form
(6) γ =
n+m∑
i,j=1
B̂ij
dxi ∧ dxj
xixj
,
where B̂ is a (n +m)× (n+m) skew symmetric matrix whose first n columns are equal to
B˜. We say that a GSV-form γ is full rank if the matrix B̂ is full rank. Note that full rank
GSV-forms only exist if n+m is even.
Suppose that A satisfies the Louise property and is of full rank. Then any GSV form γ
extends to a closed 2-form on all of A (cf. [Mul12] and Corollary 9.7). By Lemma 2.6, the
class [γ] ∈ H∗(A) represented by γ lies in H2,(2,2)(A).
A cluster algebra typically has many GSV forms.
Lemma 5.12. Suppose that n +m is even. Then a full rank GSV form exists.
Proof. We have to show that a full rank, integer (n+m)×n matrix B˜ with skew-symmetric
principal part B can be extended to a full rank, integer (n+m)× (n+m) skew-symmetric
matrix B̂. In other words, we must find a way to choose B̂ij, for n+1 ≤ i, j ≤ n+m, to give
a skew symmetric matrix with nonzero determinant. Since this determinant is a polynomial
in these B̂ij, it is enough to see this polynomial is nonzero and therefore it is enough to show
that we can find such an extension with rational entries.
Suppose R is a non-singular (n +m) × (n +m) matrix. Then the matrix B̂ is full-rank
if and only if the matrix RB̂RT is. Using matrices of the form R =
(
∗ 0
0 Idm
)
, we may reduce
to the case that the principal part of B˜ has the form ( B
′ 0
0 0 ), where B
′ is a skew-symmetric
non-singular rank(B)× rank(B) matrix. Next, by using matrices of the form R =
(
Idn 0
∗ Idm
)
,
we may reduce to the case that
B˜ =

B′ 0
0 0
0 C
0 0
 ,
where the four blocks have heights rank(B), n− rank(B), n− rank(B), m−n+rank(B), and
C ′ is a full-rank square matrix of size n − rank(B). It is clear that a full rank extension is
given by
B̂ =

B′ 0 0 0
0 0 −CT
0 C 0 0
0 0 0 A
 ,
for any full rank skew-symmetric (m− n + rank(B))× (m− n+ rank(B)) matrix A. 
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Proposition 5.13. Suppose that (Ψ,Φ, R) : A(C˜) → A(B˜) is a covering map of cluster
varieties. Let γ be a GSV-form for A(B˜), given by the matrix B̂. Then the pullback form
Ψ∗(γ) is a GSV-form for A(C˜), given by the matrix Ĉ = RB̂RT . If γ has full rank, then so
does Ψ∗(γ).
Proof. Denote the cluster variables of the initial seed ofA(B˜) (resp. A(C˜)) by z1, z2, . . . , zn+m
(resp. x1, x2, . . . , xn+m). Since Ψ
∗(zj) =
∏n+m
i=1 x
Rij
i , we have Ψ
∗(dlog zj) =
∑n+m
i=1 Rij dlog xi.
The formula for the pullback form Ψ∗(γ) follows. Suppose that B̂ has full rank. The matrix
R is full rank (Proposition 5.8) and we have C˜ = RB˜, so the block form of R implies that
Ĉ is a full rank skew-symmetric matrix extending C˜. This gives the last statement. 
6. Examples
In this section, we give mixed Hodge tables for various cluster varieties A(B˜), to exhibit
the phenomena which our later theorems will describe. These were generally computed via
ad hoc Mayer-Vietoris sequences arising from Proposition 4.2, and using Proposition 7.1
and Theorem 9.8. In the sequel [LS], we will give more systematic ways of computing the
cohomology of acyclic cluster varieties.
We first remark on a few ways in which we simplify our presentation. All of our examples
are locally acyclic (in fact, acyclic) and of full rank. So, by Theorem 8.3, all the cohomology
is in degrees (p, p) for the Deligne splitting, which is why we only display the dimensions of
the Hk,(p,p).
If Γ(B˜) is a tree, then any orientation of Γ is mutation equivalent to any other orientation.
So, in examples involving trees, we do not specify how Γ is oriented.
Proposition 5.11 means that we only need to specify B and the integer row span of B˜ to
give an example. Thus, in our examples, it is not necessary to give a specific bottom part
to the B-matrix.
6.1. Type A1. Table 1 lists the mixed Hodge numbers dimH
k,(p,p) for the isolated cluster
variety with B˜ = ( 0b ), which we will compute in Proposition 7.1.
The horizontal coordinate in the table is k and the vertical coordinate in the table is k−p.
Thus the entry b− 1 in the lower right indicates that dimH2,(1,1)(A) = b− 1. Multiplication
by the two-form γ (see Proposition 7.1) moves two steps to the right in the table. The
curious Lefschetz theorem (Theorem 8.3) states that every row of this table is palindromic,
with centers on the diagonal line p = (n +m)/2. We have marked this diagonal line with
boxed text in Table 1.
H0 H1 H2
k − p = 0 1 1 1
1 b− 1
Table 1. The cohomology for B˜ = ( 0b ).
6.2. Type An. Suppose Γ(B˜) is a path with n vertices, and all nonzero entries of B˜ are±1. If
n is even, then this exchange matrix is of really full rank even when m = 0. The cohomology
H∗(A,Q) is computed in Proposition 9.13 to be Q[γ]/γn/2+1. So the Betti numbers are
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(1, 0, 1, 0, . . . , 0, 1, 0, 1), and is entirely standard, meaning that it is concentrated entirely in
Deligne summands Hk,(k,k).
If n is odd, then we must add a frozen row in order to make the matrix full rank. If we
choose this frozen row so that B˜ is really full rank, then all the cohomology is in Deligne
summands Hk,(k,k) again (Proposition 9.13), with Betti numbers (1, 1, . . . , 1).
When n is even, these Betti numbers might suggest that A is homotopy equivalent to
CPn/2. However, this is wrong. Computing with integer coefficients, we find that γn/2 =(
n
2
)
!ω where γ and ω are the integral generators of H2(A,Z) and H2n(A,Z) respectively.
6.3. Type A˜2. We next present the simplest examples of cluster varieties of really full rank
where the cohomology is not entirely in
⊕
kH
k,(k,k), which we will term the standard part
(Section 9).
Suppose ~Γ(B˜) is an acyclically oriented triangle, with all off-diagonal entries of B being
±1. (If we orient the triangle cyclically, it is mutation equivalent to A3, a path.) We must
have m ≥ 1 for B˜ to be full rank; we assume that m = 1 and that B˜ is really full rank. The
resulting cohomology is shown on the left half of Table 2.
Later in this section, we will want to consider the rank 4 cluster variety obtained by adding
another mutable variable to the triangle. We show the result on the right half of Table 2.
The top rows of these tables illustrate Theorem 9.8.
H0 H1 H2 H3 H4
k − p = 0 1 1 1 1 1
1 1
H0 H1 H2 H3 H4
k − p = 0 1 0 1 0 1
1 1
Table 2. The cohomology for B˜ =
(
0 1 1
−1 0 1
−1 −1 0
0 0 −1
)
and B˜ =
(
0 1 1 0
−1 0 1 0
−1 −1 0 1
0 0 −1 0
)
In [LS] we will show that, if B˜ is acyclic and of really full rank, then H2,(1,1)(A) ∼= 0 and
H3,(2,2)(A) ∼= H1(Γ,C). So the nontrivial term in H3,(2,2) of Table 2 reflects that Γ is not a
tree.
6.4. An example with k − p > 1. We give an example where Hk,(p,p) 6= 0 for k − p > 1,
where n = 8 and m = 0.
(7) B˜ =

0 1 1 0 0 0 0 0
−1 0 1 0 0 0 0 0
−1 −1 0 1 0 0 0 0
0 0 −1 0 1 0 0 0
0 0 0 −1 0 1 0 0
0 0 0 0 −1 0 1 1
0 0 0 0 0 −1 0 1
0 0 0 0 0 −1 −1 0

(8) ~Γ = 2 // 3 // 4 // 5 // 6 //
❂
❂❂
❂❂
❂❂
7

1
OO @@✁✁✁✁✁✁✁
8
We use the Mayer-Vietoris sequence derived via Proposition 4.2 from the edge between the
fourth and fifth vertex. All open sets are products of the examples we discussed in Table 2
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(sometimes with different frozen parts, but the same up to row span), so we can reuse those
computations and compute the cohomology table in Table 3.
The term in H6,(4,4) is the cup product of the two terms in H3,(2,2). As mentioned before,
in [LS] we will show that the H3,(2,2) terms come from the cycles in Γ so, roughly, we needed
to make two cycles which were “far enough apart” to have nontrivial cup product.
H0 H1 H2 H3 H4 H5 H6 H7 H8
k − p = 0 1 0 1 0 1 0 1 0 1
1 2 0 2 0 2
2 1
Table 3. The cohomology of A(B˜) with B˜ given in (7).
6.5. Types D4, E6, E7, E8. Even when Γ(B˜) is a tree, the cohomology need not be entirely
standard.
Suppose Γ(B˜) is the D4 Dynkin diagram, that is, a star with three leaves. For B˜ to be
full rank, we must have m ≥ 2. We assume that m = 2 and that B˜ is really full rank. The
mixed Hodge numbers are shown in Table 4.
H0 H1 H2 H3 H4 H5 H6
k − p = 0 1 2 2 2 2 2 1
1 1
Table 4. The cohomology of really full rank D4 with m = 2.
We also exhibit the cohomology of the cluster varieties of types E6, E7 and E8 in Table 5.
The first and last of these is already of really full rank without adding any frozen variables;
for E7 we must add a frozen variable, and we choose to do so in order to make B˜ is really
full rank.
E6 :
H0 H1 H2 H3 H4 H5 H6
k − p = 0 1 0 1 0 1 0 1
1 1
E7 :
H0 H1 H2 H3 H4 H5 H6 H7 H8
k − p = 0 1 1 1 1 1 1 1 1 1
1 1 1 1
E8 :
H0 H1 H2 H3 H4 H5 H6 H7 H8
k − p = 0 1 0 1 0 1 0 1 0 1
1 1 0 1
Table 5. The cohomology of E6 (no frozen variables), E7 (one frozen variable,
really full rank), and E8 (no frozen variables) cluster varieties.
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6.6. Grassmannians. The open positroid variety Π˚(r, d) in the Grassmannian Gr(r, d) of
r-planes in Cd is obtained by removing the n hyperplanes {∆i,i+1,...,i+r−1 = 0} from Gr(r, d)
[KLS], where ∆I denotes a Plu¨cker coordinate. The open positroid variety is a cluster variety
[Sco].
The open positroid variety Π˚(2, d) ⊂ Gr(2, d) turns out to be a cluster variety A(B˜) of
really full rank, where n = d− 3, and m = d− 1, and Γ(B˜) is a path with n− 1 edges. Thus
Proposition 9.13 states that the Poincare´ series of H∗(Π˚(2, d)) is given by
P (H∗(Π˚(2, d)), t) = (1 + t)d−2(1 + t+ · · ·+ td−3 + td−2).
The open positroid cell Π˚(3, 6) ⊂ Gr(3, 6) has type D4 and is of really full rank with
m = 5, so its cohomology is obtained by multiplying the cohomology of Table 4 by that of
(C∗)3. Similarly, Π˚(3, 7) and Π˚(3, 8) are of types E6 and E8, of really full rank with m = 6
and 7, so their cohomologies are the top and bottom tables of Table 5, times that of (C∗)6
and (C∗)7. We have repeatedly applied Proposition 5.11.
Larger Grassmannians are no longer acyclic, although they are locally acyclic [MS]. One
could use the methods of [MS] to recursively compute H∗(Π˚(d, n)), but the computations
quickly become impractical. Vivek Shende has told us he is preparing a manuscript which
gives the Betti numbers of H∗(Π˚(d, n)).
6.7. Vanishing of Deligne summands. The above examples give evidence for the follow-
ing statement.
Theorem 6.1 (to be proved in [LS]). Let ~Γ(B˜) be acyclic and B˜ be of really full rank.
Suppose that Hk,(p,p) 6= 0. Then p ≥ max(2
3
k, 2k −m− n).
This is stronger than the bound 1
2
k ≤ p from Theorem 2.3. We suspect this result remains
true if “acyclic” is weakened to “Louise”.
7. Isolated cluster varieties
A seed t = (x, B˜) is isolated if Γ(t) has no edges. We also use this term for the cluster
algebra A(B˜) and the cluster variety A(B˜).
7.1. Rank 1. Let B˜ = ( 0b ). So A = {(x, x
′, y) | xx′ = yb + 1 and y 6= 0} ⊂ C3. The aim of
this section is to describe the cohomology of A. Let γ be the 2-form dlog x ∧ dlog y. Note
that dlog x + dlog x′ = b yr−1dy/(yb + 1), so dlog x ∧ dlog y = − dlog x′ ∧ dlog y. Thus, γ
extends to a form which is defined whenever x or x′ is nonzero. The locus where both x and
x′ vanish is codimension 2 in the smooth variety A, so γ extends to a regular 2-form on all
of A, which we also denote by γ.
Proposition 7.1. The variety A retracts onto the locus |x| = |x′|, |y| = 1, which is b
two-dimensional spheres glued in a circle. The Betti numbers are (1, 1, b). In H0 and H1,
representative classes are 1 and dlog y, living in (2πi)kHk(A,Q), sitting in the Deligne sum-
mands H0,(0,0) and H1,(1,1) respectively.
A basis for H2(A,C) is given by the set of b two-forms γ, yγ, y2γ, . . . , yb−1γ. The form
γ is in (2πi)2H2(A,Q) and spans the Deligne summand H2,(2,2). The forms yγ, y2γ, . . . ,
yb−1γ are in (2πi)H2(A,Q(exp(πi/b))), the vector space they span has a basis in H2(A,Q),
and their span is the Deligne summand H1,(1,1). The mixed Hodge structure on H2(A) is
split over Q.
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When b = 1, this result specializes to say the following:
Corollary 7.2. Let B˜ = ( 01 ) with cluster variety {(x, x
′, y) | xx′ = y + 1 and y 6= 0} ⊂ C3.
This retracts onto the locus |x| = |x′|, |y| = 1, which is a pinched torus. The Betti numbers
are (1, 1, 1) with representative classes (1, dlog y, dlog x ∧ dlog y). The classes dlog y and
dlog x ∧ dlog y live in (2πi)H1(A,Q) and (2πi)2H2(A,Q), and are in Deligne summands
H1,(1,1) and H2,(2,2) respectively.
Proof of Proposition 7.1. We begin by retracting A onto a necklace of b two-dimensional
spheres.
Let h(t, r) : [0, 1]× R>0 → R>0 be a smooth function such that
• h(1, r) = r and limt→0 h(t, r) = 1 uniformly on compact subsets of R>0
• h(t, 1) = 1 and ∂h
∂r
(t, 1) = 1.
For an explicit example, one may take h(t, r) = exp
(
t
1−t
tanh (1−t) log r
t
)
for 0 < t < 1, with
h(1, r) = r and h(0, r) = 1.
The map A× [0, 1]→ A
(x, x′, reiφ) 7→
(
x,
1 + h(t, r)beibφ
1 + rbeibφ
x′, h(t, r)eiφ
)
is a deformation retract of A onto the locus |y| = 1. (The condition ∂h
∂r
(t, 1) = 1 means that
we can extend the fraction continuously to 1 at r = 1, eibφ = −1.)
Write x = reiθ and x′ = r′eiθ
′
. The map {|y| = 1} × [0, 1]→ {|y| = 1}
(reiθ, r′eiθ
′
, y)× t 7−→
(
r1−t/2(r′)t/2eiθ, rt/2(r′)1−t/2eiθ
′
, y
)
is a further deformation retract onto the locus |x| = |x′|. Thus A deformation retracts to
the locus Y where |x| = |x′| and |y| = 1.
The fiber of Y over some y ∈ S1 is a circle if yb + 1 6= 0, and is a point if yb + 1 = 0.
Thus A is homotopy equivalent to the space Y consisting of b two-dimensional spheres S1,
S2, . . . , Sb glued in a circle. Specifically, we write Sj for the sphere where y = exp(iφ) for
φ ∈ [(2j − 1)π/b, (2j + 1)π/b].
It is easy to check that the Betti numbers of Y , and thus A, are (1, 1, b).
The first homology H1(Y,Z) is spanned by the class of a continuous curve γ : [0, 1] → Y
where γ(t) = (x(t), x′(t), e2πit). It is thus clear that dlog y spans H1(A,C), and the integral∫
γ
dy
y
= 2πi
shows that dlog y lies in (2πi)H1(A,Q). Map A to C∗ by (x, x′, y) 7→ y. We see that
the induced map H1(C∗,C) → H1(A,C) is an isomorphism. Since pullbacks respect the
Deligne splitting, this shows that the one-dimensional space H1(A,C) is equal to the Deligne
summand H1,(1,1)(A).
We next work with H2(A). We will parametrize the sphere Sj with coordinates λ (longi-
tude) and φ (latitude), so that y = eiφ with φ ∈ [(2j − 1)π/b, (2j + 1)π/b] and x = r(φ)eiλ
where r(φ) =
√
|1 + eibφ|. In this parametrization,
γ =
dx
x
∧
dy
y
= (r′(φ)/r(φ)dφ+ idλ) ∧ (idφ) = dφ ∧ dλ.
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Thus, ∫
Sj
γ =
∫ (2j+1)π/b
φ=(2j−1)π/b
∫ 2π
λ=0
dφ dλ =
(2πi)2
b
.
So 1
(2πi)2
γ represents a class in H2(A,Q). We remark that, although this computation was
easy, it forms the base case of our eventual computation that the mixed Hodge structures of
cluster varieties are split over Q.
For c 6= 0, the integral of ycγ over the 2-sphere Sk can be computed as
(9)
∫
Sk
ycγ =
∫ (2j+1)π/b
φ=(2j−1)π/b
∫ 2π
λ=0
eicφdφ dλ =
2πi
c
(exp((2j + 1)cπi/b)− exp((2j − 1)cπi/b)) =
−4π
c
sin(πc/b)ejc2πi/b
Thus we have 1
2πi
ycγ ∈ H2(A,Q(eπi/b)).
In order to check that γ, yγ, y2γ, . . . , yb−1γ is a basis for H2(A,C), we must check that
it pairs perfectly against the b spheres, which are a basis for H2(A,Q). In other words, we
must check that the b × b matrix whose (c, j) entry is
∫
Sj
ycγ is invertible. Rescaling the
c = 0 row by (2πi)2/b and the other rows by −4π
c
sin(πc/b), we obtain the Vandermonde
matrix
(
(e2πi/b)jc
)
, which is clearly invertible.
We abbreviate Span(yγ, y2γ, . . . , yb−1γ) to V . Note that V is the kernel of
∑
j
∫
Sj
( ), so
it is defined over Q as claimed.
We now compute the Deligne splitting on H2(A).
Let U be the open subset of A where x is nonzero, and let U ′ be the open locus where x′ is
nonzero. So U ∪U ′ is all of A except for the m points (0, 0, eπi(2j+1)/b). By an application of
the Mayer-Vietoris sequence, removing finitely many points from a four-dimensional manifold
does not change H2. Thus the restriction map H2(A)→ H2(U ∪U ′) is an isomorphism, and
we may compute the mixed Hodge structure on H2(U ∪ U ′) instead. For this, we have the
Mayer-Vietoris sequence:
H1(U ∩ U ′)→ H2(U ∪ U ′)→ H2(U)⊕H2(U ′).
We claim that V is the kernel of H2(U ∪ U ′,C) → H2(U,C) ⊕ H2(U ′,C). This is easy to
check: On U , we have ycγ = 1
c
d(ycdx/x) and, on U ′, we have ycγ = −1
c
d(ycdx′/x′). So ycγ
becomes exact on U and U ′ and is in the kernel. The image of γ in H2(U) is nonzero by
Lemma 2.8, so V is precisely the kernel.
Projection onto the x and y coordinates shows that U ∩ U ′ ∼= C∗ × (C \ {eπi(2j+1)/b}). It
is easy to check that H1(C∗× (C \ {eπi(2j+1)/b})) is entirely in the Deligne summand H1,(1,1).
So the image of this cohomology in H2(U ∪ U ′) must be in degree H2,(1,1) and we see that
V ⊆ H2,(1,1)(A).
Also, by Lemma 2.13, Span(γ) ⊆ H2,(2,2)(A).
So far, we have shown that V ⊆ H2,(1,1)(A) and Span(γ) ⊆ H2,(2,2)(A). Since H2 =
Span(γ)⊕ V , we have shown that Span(γ) = H2,(2,2) and V = H2,(1,1).
We computed that (2πi)−2γ is in H2(A,Q) and showed that (2πi)−2γ spans the (2, 2)
classes. And we computed that V has a basis in H2(A,Q) and spans the (1, 1) classes. This
shows that the mixed Hodge structure on H2(A) is split over Q and concludes the proof of
Proposition 7.1. 
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The cyclic group {ζ ∈ C∗ : ζb = 1} acts on Y by (x, x′, y) 7→ (x, x′, ζy). We now decompose
H∗(Y,C) into isotypic components for this action.
Corollary 7.3. Let r ∈ Z/bZ and consider the isotypic component of H∗(Y,C) where ζ
acts by ζr for each b-th root of unity ζ. If r = 0, this isotypic component occurs in Deligne
degrees (0, (0, 0)), (1, (1, 1)) and (2, (2, 2)), with dimension 1 each. If r 6= 0, then this isotypic
component is one-dimensional, in degree (2, (1, 1)).
Remark 7.4. The first author and Pylyavskyy have generalized cluster algebras to Laurent
phenomenon algebras [LP]. The Laurent phenomenon algebra which plays the role analogous
to xx′ = yb + 1 (with y 6= 0) is xx′ = f(y) (with y 6= 0) where f is a polynomial of degree b.
Call this variety Z. Let f(y) =
∏b
i=1(y − αi) and let us assume that the αi are distinct.
In this case, it is still true that Z retracts onto a wedge of spheres. One can still define
γ = dlog x ∧ dlog y and show that γ, yγ, . . . , yb−1γ is a basis for H2. It is still true that
Span(yγ, y2γ, . . . , yb−1γ) has a basis in H2(Z,Q). However, integrating γ over a basis for
H2(Z,Q) now produces terms of the form log(αr/αs)/(2πi). So the mixed Hodge structure
is not split over Q in this case. It is interesting to speculate that the cluster algebras are in
some sense the center of the moduli space of Laurent phenomenon algebras and that, at this
center, the mixed Hodge structure is split.
7.2. The general isolated case. Let B˜ be an (n + m) × n extended exchange matrix
of the form ( 0C ). We make the standing assumption that B˜ has full rank. Let A be the
corresponding cluster variety. In this section, we will give a complete description of H∗(A).
Let Cj denote the j-th column of C. The group Aut(A) acts on A, and hence on H
∗(A).
The connected component of the identity must act trivially on H∗(A), so we can decom-
pose H∗(A) into isotypic components for the locally constant characters of Aut(A). In
Corollary 5.3, we saw that the locally constant characters of Aut(A) are given by G :=
(B˜Qn∩Zn+m)/B˜Zn. We note for future reference that, due to the block form of B˜, we could
also write G = (CQn ∩ Zm)/CZn.
For g ∈ G, we can lift g to a representative g˜ =
∑n
j=1 qjCj where the qj are in Q and are
well defined modulo Z. We define J(g) = {j ∈ [n] : qj 6∈ Z}, and denote by H
k(A)g the
g-isotypic component of Hk(A).
Theorem 7.5. The mixed Hodge structure on H∗(A) is of mixed Tate type and split over
Q. Fix g ∈ G. The g-isotypic component of Hk(A) lies completely in the Deligne summand
Hk,(k−|J(g)|,k−|J(g)|)(A), and the dimensions of Hk(A)g are given by∑
k
dimHk(A)gqk = q2|J(g)|(1 + q + q2)n−|J(g)|(1 + q)m−n.
Proof. By Proposition 5.10, A is covered by a cluster variety A¯, with extended exchange
matrix ¯˜B = RB˜ =
(
0
d Idn
0
)
where the integer d is given in Proposition 5.10. Let C¯ =
(
d Idn
0
)
and R =
(
Idn 0
0 Q
)
. Then the covering map A¯ → A has deck group H = Ker(mult(QT )), and
we have C¯ = QC.
So H∗(A,C) is the H-invariant part of H∗(A¯,C). We will describe the g-isotypic compo-
nent of H∗(A,C) as a subspace of H∗(A¯,C). The character g of Aut(A) pulls back to the
character Qg of Aut(A¯); here we are thinking of g as an element of (CQn ∩ Zm)/CZn. So
the g-isotypic component of H∗(A,C) is the Qg isotypic component of H∗(A¯,C).
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Choose a lift g˜ =
∑n
j=1 qjCj of g as above. Since Q maps the columns of C to d times the
first n coordinate vectors, we have Qg˜ = (dq1, dq2, . . . , dqn, 0, 0, . . . , 0). Also, since g ∈ Z
m
and Q has integer entries, note that the dqj are integers. We set rj = dqj.
Thus, our goal is to find the (r1, . . . , rn, 0, 0, . . . , 0) isotypic component of H
∗(A¯,C). Let
Y be the cluster variety {(w,w′, z) : ww′ = zd + 1, z 6= 0}. Then A¯ ∼= Y n × (C∗)m−n so, by
the Kunneth isomorphism,
H∗(A¯,C) ∼= H∗(Y,C)⊗n ⊗H∗(C∗,C)⊗(n−m).
In order to obtain the (r1, . . . , rn, 0, 0, . . . , 0)-isotypic component of H
∗(A¯,C), we tensor
together the rj component of H
∗(Y,C) for each j, and all of H∗(C∗,C). Corollary 7.3 says
that the j-th H∗(Y,C) contributes in degrees (0, (0, 0)), (1, (1, 1)) and (2, (2, 2)) if rj ≡
0 mod d, and in degree (2, (1, 1)) if rj 6≡ 0 mod d. The cohomology of C
∗ is in Deligne
degrees (0, (0, 0)) and (1, (1, 1)), with dimension 1 in each degree.
We note that J(g) = #{j ∈ [n] | rj 6≡ 0 mod d}. Both statements of the theorem now
follow. 
7.3. Union of cluster tori. For later use, we note the following result.
Proposition 7.6. Suppose that A is locally acyclic. Let
⋃
T denote the union of all the
cluster tori T ⊂ A. Then A \
⋃
T has codimension at least two in A.
Proof. We first establish the result in the case that A is isolated. By Proposition 5.10, A
has a finite covering by a cluster variety A¯, with extended exchange matrix ¯˜B =
(
0
d Idn
0
)
.
The inverse image of
⋃
T in A¯ is the union of cluster tori
⋃
T¯ in A¯. The desired statement
for A follows from the statement for A¯. Let x1, x2, . . . , xn be the initial cluster variables,
x′1, . . . , x
′
n the mutated cluster variables, and y1, . . . , ym be the frozen variables of A¯. The
cluster variety A¯ has 2n cluster charts, each given by the non-vanishing of either xi or x
′
i, for
each i ∈ [n]. Let Yi = {xi = x
′
i = 0} ⊂ A. Then A¯ \
⋃
T¯ =
⋃
Yi. But if xi = x
′
i = 0 then the
equation xix
′
i = y
d
i + 1 forces yi to take one of finitely many values. Thus Yi is isomorphic
to finitely many copies of a cluster variety of codimension two. It follows that A¯ \
⋃
T¯ has
codimension two in A¯.
Now suppose A is an arbitrary locally acyclic cluster variety. Let Y = A \
⋃
T . Suppose
Y contains an irreducible component D of codimension one. Since A can be covered by
cluster charts that are isolated, there exists some isolated cluster chart A′ ⊂ A containing
the generic point of D. But each cluster torus T ′ in A′ is also a cluster torus in A. So this
contradicts the claim for isolated cluster varieties, and we conclude that the statement holds
for all locally acyclic cluster varieties. 
8. Mixed Hodge structure and curious Lefschetz for cluster varieties
In this section, we prove the curious Lefschetz theorem for cluster varieties satisfying the
Louise property and of full rank.
8.1. Tori.
Proposition 8.1. Let T = T2r = Spec(C[x
±1
1 , . . . , x
±1
2r ]) be the 2r-dimensional complex torus.
Let B be a 2r× 2r skew-symmetric matrix of full rank. Then the curious Lefschetz property
holds for the pair (T, γ), where γ =
∑2r
i,j=1Bij dlog xi ∧ dlog xj.
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Proof. The forms θj = dlog xj for j = 1, 2, . . . , 2r form a basis of H
1(T2r,Q). In another
Q-basis {θ′1, . . . , θ
′
2r} of H
1(T2r,Q), the 2-form γ can be written as γ =
∑r
i=1 aiθ
′
i ∧ θi+r, for
non-zero rational numbers ai. By Proposition 3.4, it suffices to prove the result for r = 1,
that is, for the two-torus. For the two-torus, the result is immediate. 
8.2. Isolated cluster varieties.
Proposition 8.2. Suppose A is an isolated cluster variety of full rank and even dimension,
that is, n +m is even. Then the pair (A, γ) satisfies the curious Lefschetz property for any
full rank GSV-form γ.
Proof. We suppose that A = A(B˜) where B˜ = ( 0C ), and C is an m × n matrix of rank n,
where n+m is even.
As in the proof of Theorem 7.5, we have a covering map (Ψ,Φ, R) : A¯ → A, with deck
group H . By Proposition 5.13, the form γ pulls back to anH-invariant GSV form γ¯ := Ψ∗(γ)
on A¯. The cohomology H∗(A) (with its Deligne splitting) is identified with the H-invariant
part of H∗(A¯). If the Theorem holds for H∗(A¯) and [γ¯], then it will in particular hold for
the H-invariant part of H∗(A¯).
So we are reduced to studying the case where C is of the form
(
dIdn
0
)
. We now assume
C is of this form, so we can use the notations A, γ, etcetera rather than A¯, γ¯, etcetera.
The integer matrix B̂ has the form
B̂ =
 0 −d Idn 0d Idn S −AT
0 A M

where the A is an arbitrary n × (m − n) matrix, S is a skew-symmetric n × n matrix, and
M is a skew-symmetric full rank (m− n)× (m− n) matrix.
We first reduce to the case that all the entries of S,A,M are divisible by d. Applying
Proposition 5.13 with R =
(
Idn 0
0 d Idn
)
, we compute that
RB̂RT =
(
Idn 0
0 d Idn
)
B̂
(
Idn 0
0 d Idn
)
=
 0 −d2 Idn 0d2 Idn d2 S −d2AT
0 d2A d2M.

So after replacing d with d2, and A with a cover, we may assume that all the entries of
S,A,M are divisible by d. Now let us pick
R =
Idn 0 0X Idn 0
1
d
A 0 Idm−n

where X is a n× n integer matrix satisfying X −XT = S/d. Then
(10) RB̂RT =
 0 −d Idn 0d Idn 0 0
0 0 M
 .
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So again by applying Proposition 5.13, we may and will assume that B̂ has the form given
by the RHS of (10). Denote θj = dlog xj . We need to consider the two-form
γ = 2d
n∑
j=1
θj ∧ θn+j +
n+m∑
k,l=2n+1
Mk,ℓ θk ∧ θℓ
on A, where the matrix M is skew-symmetric and full rank.
In this case, B˜ =
(
0
dIdn
0
)
, so A ∼= Y nd ×Tm−n, where Yd is the cluster variety with extended
exchange matrix ( 0d ) studied in Section 7.1, and Tm−n
∼= (C∗)m−n is the (m−n)-dimensional
torus.
Denote the cluster variable of Yd by x and the frozen variable by y. By Proposition 3.4, it
suffices to show that the curious Lefschetz property holds for the pair (Yd, 2d dlog x∧dlog y)
and for the pair (T(n−m),
∑n+m
k,l=2n+1Mk,ℓ dlog xk−2n∧dlog xℓ−2n). The former follows from the
computations in Section 7.1. The latter follows from Proposition 8.1. 
8.3. General case. We now prove the curious Lefschetz property in general. We remark
that most of the important consequences also hold in the case where A is odd dimensional.
Theorem 8.3. Let A be a cluster variety of rank n with m frozen variables, satisfying the
Louise property and of full rank. Then the mixed Hodge structure of H∗(A) is of mixed Tate
type and is split over Q.
(1) For any integers s and p, we have dimHp+s,(p,p)(A) = dimHn+m−p+s,(n+m−p,n+m−p)(A).
(2) If n + m is even, and γ is a full rank GSV-form, then (A, γ) satisfies the curious
Lefschetz property.
Proof. We first consider the case that n + m is even, so a full rank GSV-form γ exists by
Lemma 5.12. We note that all the cluster varieties A′ appearing in the Louise algorithm for
A are of full rank (see Remark 4.6), and that γ|A′ is a GSV-form for each such A
′.
In Proposition 8.2 we showed that H∗(A′) satisfies the conclusions of the theorem when
A′ is isolated and of full rank. This is the base case of the recursion in the Louise algorithm.
It then follows from Lemma 2.5 that the mixed Hodge structure of H∗(A) is of mixed Tate
type, and from Theorem 3.5 that (A, γ) satisfies the curious Lefschetz property. By Theorem
3.3, the mixed Hodge structure of H∗(A) is split over Q.
We now consider the case where n +m is odd. Let B˜′ be the extended exchange matrix
where we add one more frozen row to B˜, with the additional row being (0, 0, . . . , 0). Letting
A′ be the cluster variety with exchange matrix B˜′, we have A′ ∼= A × C∗. The desired
properties of A then follow from the theorem for A′ and the Kunneth theorem. 
9. Standard forms on cluster varieties
Let X be a smooth complex affine algebraic variety whose cohomology is of mixed Tate
type. We define the standard part H∗(X)st of H
∗(X) to be the subring
H∗(X)st :=
⊕
k
Hk,(k,k)(X)
and the nonstandard part to be
H∗(X)ns =
⊕
k
⊕
q<k
Hk,(q,q)(X).
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In this section, we will engage in a detailed study of H∗(A)st, which appears to be the
most tractable part of H∗(A). We summarize our main results: Proposition 9.1 provides
an alternate description of H∗(A)ns for cluster varieties. Theorem 9.3 provide several useful
theoretical characterizations of H∗(A)st. In Corollary 9.7, we give a practical method for
computing the standard cohomology. In Theorem 9.8 and Proposition 9.9, we give explicit
ring theoretic generators and a vector space basis for the standard part.
9.1. Restriction to tori. For a torus T , we have H∗(T )st = H
∗(T ).
Proposition 9.1. Suppose that the cluster variety A is a smooth complex algebraic vari-
ety, and let T be a cluster torus of A. Then H∗(X)st injects into H
∗(T ) and H∗(X)ns =
Ker(H∗(X) → H∗(T )). In particular, the kernel of the restriction map of cohomology to a
cluster torus T does not depend on the choice of T .
Proof. Since all of Hk(T ) is in degree (k, k), it is clear that Hk(X)ns is in the kernel of
restriction to T . On the other hand, Hk,(k,k)(X) → Hk,(k,k)(T ) is injective by Lemma 2.12.

9.2. Standard forms. We say that a differential form ω of degree k on a torus T =
SpecC[x±11 , . . . , x
±1
r ] is standard if it can be written as
ω =
∑
I={i1,i2,...,ik}
aI
dxi1
xi1
∧
dxi2
xi2
∧ · · · ∧
dxik
xik
, aI ∈ C.
Every cohomology class in H∗(T ) has a unique standard representative: the vector space of
standard forms maps isomorphically onto H∗(T ).
Lemma 9.2. Let Z be a smooth complex algebraic variety. Let T and S be two dense tori
in Z. Let η be a class in H∗(Z) and let α and let β be the standard representatives of
η|T ∈ H
∗(T ) and η|S ∈ H
∗(S) respectively. Then α|T∩S = β|T∩S.
Proof. Let ti and ui be the coordinates on the tori T and U . Then the form α|T∩U−β|T∩U is in
the ring generated by the dlog ti and dlog ui. It represents the cohomology class η|T∩U−η|T∩U ,
which is zero, so the form α|T∩U − β|T∩U is exact. By Lemma 2.8, α|T∩U − β|T∩U = 0. 
A differential form on A is called standard if it restricts to a standard form on every
cluster torus T ⊂ A. Our next result says that classes in H∗(A)st can be represented
uniquely by standard forms.
Theorem 9.3. Suppose that the cluster variety A is locally acyclic and of full rank. Then
the following vector spaces are isomorphic, by the natural isomorphisms:
(1) The subring H∗(A)st.
(2) The space of standard differential forms on A.
(3) The space of differential forms on A which are standard on some cluster torus.
Proof. We begin by showing that, if α is a class in H∗(A)st, then α can be represented by
a standard form. Let T1 and T2 be two cluster tori, and let ηi be the standard form on Ti
representing the cohomology class α|Ti. Then, by Lemma 9.2, we have η1|T1∩T2 = η2|T1∩T2 .
So there is a single form η on
⋃
Ti which represents α. Set U =
⋃
Ti. By Proposition 7.6,
the complement of U is codimension ≥ 2 in A, so η extends to a differential form on all of
A, which we will also denote by η. We must see that η represents the cohomology class α.
At the moment, we only know that η|U represents α|U .
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From Proposition 2.13, the form η represents a class in Hk,(k,k)(A); call that class α′,
and we know that α|U = α
′|U . But, by Lemma 2.12, H
k,(k,k)(A) injects into Hk,(k,k)(U), so
α|U = α
′|U implies that α = α
′, as desired.
Clearly, a standard form is, in particular, standard on some torus. And, by Proposi-
tion 2.13, a form on A which is standard on some torus represents a standard class. This
shows the equivalence of (1), (2) and (3). 
In the sequel, we will identify H∗(A)st with the vector space of standard forms on A.
We will later prove an additional characterization of standard cohomology in Proposi-
tion 9.6.
9.3. Extension of standard forms to neighboring tori. Let T be a cluster torus in the
cluster variety A, with mutable variables x1, x2, . . . , xn and frozen variables xn+1, xn+2,
. . . , xn+m. Let T1, T2, . . . , Tn be the neighboring tori. In this section, we will develop a
criterion for a standard form ω on T to extend to a differential form on the Ti. Once we prove
Proposition 9.6, this will give a simple way to compute H∗(A)st by a direct linear algebra
computation. We remark that the results of this section has no hypotheses of local acyclicity;
we could simplify some of our arguments if we added them, but we want to emphasize how
direct and computational our proofs are.
Proposition 9.4. With the above notations, for 1 ≤ r ≤ n, write ω = ω1 + ω2 ∧ dlog xr,
where dlog xr does not appear in ω1 or ω2. Then ω extends to Tr if and only if
(11) ω2 ∧
m+n∑
s=1
B˜sr
dxs
xs
= 0.
Proof. Consider the two tori T and Tr, glued together along the relation
xrx
′
r = m
+ +m−,
where m± =
∏m+n
s=1 x
[±B˜sr ]+
s . Let f = m+ +m−. On Ti, the form ω can be written as the
(possibly meromorphic) form
ω′ = ω1 + ω2 ∧ dlog(f/x
′
r) = ω1 + ω2 ∧ dlog f − ω2 ∧ dlog x
′
r.
If ω extends to Tr, then the residue Resf ω
′ = ω2|f=0 must be zero. Each component
Z of {f = 0} is a torus, and the restriction map from standard forms on Tr to standard
forms on Z has the same kernel as the map ψ 7→ ψ ∧ dlog(m+/m−). We deduce that
ω2 ∧ dlog(m
+/m−) = 0, and we compute ω2 ∧ dlog(m
+/m−) = ω2 ∧ (
∑m+n
s=1 B˜sr dlog xs) = 0.
We also must verify that, in this case, ω is standard at T ′. To this end, we note that
f = m−(1 +m+/m−), so dlog f = dlogm− +dlog(m+/m−)/(m−/m++1). Thus, under our
assumption that ω2 ∧ dlog(m+/m−) = 0, we have ω2 ∧ dlog f = ω2 ∧ dlogm− and thus
(12) ω′ = ω1 + ω2 ∧ (dlogm− − dlog x
′
r).
This last formula is clearly standard.
We can reverse the argument: the only potential poles of ω′ are simple poles along the
zero locus of f and, if ω2∧ (
∑m+n
s=1 B˜sr dlog xs) = 0, the above computation shows that there
are no such poles. 
We remark that a variant form of (12) also holds:
(13) ω′ = ω1 + ω2 ∧ (dlogm+ − dlog x
′
r).
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These are equivalent, because (11) states that ω2 ∧ (dlogm+ − dlogm−) = 0.
Proposition 9.5. In the above notation, let ω be a standard form on T which extends to all
n neighboring tori. Then ω extends to a standard form on every cluster torus.
Proof. Let T ′ be some other cluster torus, and let T = T 0, T 1, . . . , T ℓ = T ′ be a minimal
length path through the cluster complex from T to T ′. We will show by induction on ℓ that
ω extends to a standard form on T ′. The base case ℓ = 1 is Proposition 9.4.
Let T i+1 be related to T i by mutation in the ki-th variable; note that our assumption that
the path is minimal implies that ki−1 6= ki. Let U be the torus obtained by mutating T
ℓ−2
in the kℓ−1-th variable. By our inductive assumption, ω extends to a standard form on T
ℓ−2,
T ℓ−1 and U .
Before proceeding we clean up our notation. Reorder our variables so that kℓ−2 = 1 and
kℓ−1 = 2. Set V = T
ℓ−2, V 1 = T ℓ−1, V 2 = U and V 12 = T ℓ = T ′. So ω is a standard form on
V which extends to V 1 and V 2, and we must show it extends to V 12. Let (x1, x2, . . . , xn+m)
be the cluster variables on V , and let x′1 be the cluster variable on V
1 obtained by mutating
x1. The following figure depicts the portion of the exchange graph we are considering.
T = T 0
µk0
T 1
µk1
· · ·
µkℓ−3
V
µ1
V 1
µ2
V 12 = T ′
V 2
µ2
Let the extended exchange matrix at V be B˜ and let B˜′ be the extended exchange matrix
at V 1. Without loss of generality, we may assume that B˜12 ≥ 0. We also adopt abbreviations
for the following 1-forms:
α1 =
n+m∑
r=3
B˜r1
dxr
xr
, α+1 =
n+m∑
r=3
[B˜r1]+
dxr
xr
, α2 =
n+m∑
r=3
B˜r2
dxr
xr
, α′2 =
n+m∑
r=3
B˜′r2
dxr
xr
.
Write
ω = ω1 + ω2 ∧
dx1
x1
+ ω3 ∧
dx2
x2
+ ω4 ∧
dx1
x1
∧
dx2
x2
where the ωi are standard forms on V not containing dlog x1 or dlog x2.
From Proposition 9.4 and the hypothesis that ω extends to V 2, we have
0 = (ω3 + ω4
dx1
x1
) ∧ (α2 + B˜12
dx1
x1
) = ω3 ∧ α2 + (B˜12ω3 − ω4 ∧ α2) ∧
dx1
x1
.
Now, the term ω3 ∧ α2 does not contain dlog x1, and every standard monomial in (B˜12ω3 −
ω4α2) ∧ dlog x1 contains dlog x1. So each of these terms is individually zero, and we deduce
that
(14) ω3 ∧ α2 = B˜12ω3 − ω4 ∧ α2 = 0
From (13), ω is given on V 1 by the formula:(
ω1 + ω3
dx2
x2
)
+
(
ω2 − ω4
dx2
x2
)
∧
(
α+1 −
dx′1
x′1
)
=(
ω1 + ω2 ∧ α
+
1 − ω2
dx′1
x′1
)
+
(
ω3 + ω4 ∧ α
+
1 − ω4
dx′1
x′1
)
∧
dx2
x2
.
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(We do not need to include a [B˜21]+ dlog x2 term in dm+/m+, because B˜21 ≤ 0.) By
Proposition 9.4, we must verify that(
ω3 + ω4 ∧ α
+
1 − ω4
dx′1
x′1
)
∧
(
B˜′12
dx′1
x′1
+ α′2
)
= 0.
Substituting our formulas for B˜′ and α′2, this becomes(
ω3 + ω4 ∧ α
+
1 − ω4
dx′1
x′1
)
∧
(
−B˜12
dx′1
x′1
+ α2 + B˜12α
+
1
)
= 0.
Expanding, we need
ω3 ∧ α2 +
(
B˜12ω3 − ω4 ∧ α2
)(
α+1 −
dx′1
x′1
)
= 0.
This follows immediately from (14). 
We can now prove our last description of H∗(A)st:
Proposition 9.6. Let A be a locally acyclic cluster variety of full rank. Let T ⊂ A be a
cluster torus. Then the space of standard forms on A is naturally isomorphic to the space
of standard forms on T that extends to the cluster tori neighboring T .
Proof. If ω is a standard form on A, it restricts to a standard form on all cluster tori, so in
particular it does on T and on the tori bordering T .
Now, suppose that ω is standard on T and extends to the tori neighboring T . By Propo-
sition 9.5, ω extends to all of the cluster tori. Let U be the union of all cluster tori. By
Proposition 7.6 and Theorem 4.5, A is smooth and A \ U is codimension ≥ 2 in A, so ω
extends to all of A; this extension ω˜ is by definition a standard form on A. 
Proposition 9.6 combines with Proposition 9.4 to give:
Corollary 9.7. Let A be a locally acyclic cluster variety of full rank. Let T be a cluster torus
with extended exchange matrix B˜, with cluster variables x1, x2, . . . , xn+m. Then H
∗(A)st is
isomorphic to the space of standard forms η on T which for 1 ≤ r ≤ n, satisfies
η2 ∧
n+m∑
r=1
B˜ri
dxr
xr
= 0,
where η = η1 + η2 ∧ dlog xr for standard forms η1, η2 not containing dlog xr.
We note that the above condition is a system of linear equations on the coefficients of η
in the basis of standard monomials. In the authors’ experience, solving these equations is
the fastest way to compute H∗(A)st.
9.4. Generators and Poincare series of the standard part. There are two obvious
classes of standard forms on A: the GSV forms which we introduced in Section 5.5, and the
forms dlog xi for xi a frozen variable. Each of these is manifestly a log-form on the initial
torus, and they extend to regular differential forms on the whole of A. Our main result in
this section is that they are ring generators for the standard cohomology.
Suppose the connected components of Γ = Γ(B˜) are Γ1, . . . ,Γr. Then a GSV-form γ for
Γa is the differential form associated to the extended exchange matrix B˜
′ consisting of the
columns of B˜ indexed by vertices of Γa. Such γ are regular on A(B˜) by an application of
Proposition 9.5.
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Theorem 9.8. Suppose that A is locally acyclic and of full rank. Then H∗(A)st is generated
by GSV 2-forms γ1, . . . , γr for the connected components Γ1, . . . ,Γr of Γ, and the 1-forms
dlog y1, dlog y2, . . . , dlog ym, where yi are the frozen variables. If the connected components
of Γ have cardinalities n1, n2, . . . , nr, then the Poincare´ series of H
∗(A)st is
P (H∗(A)st, t) = (1 + t)
m−r
r∏
i=1
(
1 + t+ · · ·+ tni + tni+1
)
.
We invite the reader to compare this formula to the top rows of the tables in Section 6.
We now state a more particular result when A has principal coefficients and Γ is connected.
Proposition 9.9. Suppose that A is locally acyclic and has principal coefficients, and Γ is
connected. Then a basis for H∗(A)st is the following list of differential forms:
γj ∧
∧
i∈I
dyi
yi
for j +#(I) ≤ n
where γ is a fixed GSV form, I may be any subset of [n] and the yi are the frozen variables.
The proof of Proposition 9.9 is delayed to Section 9.6.
Lemma 9.10. Suppose that (Ψ,Φ, {Rt}) : A
′ → A is a covering map of locally acyclic
cluster varieties of full rank. Then we have H∗(A)st = H
∗(A′)st. Furthermore, GSV-forms
and dlog-forms of A pullback to GSV-forms and dlog-forms of A′.
Proof. The map Ψ sends a cluster torus T ′ of A′ to a cluster torus T of A via a monomial
map with finite abelian kernel. Under such a map, pullback induces an isomorphism between
standard forms on T and standard forms on T ′ (and in turn also an isomorphism H∗(T ) ∼=
H∗(T ′)). These isomorphisms are compatible for all cluster tori, and by Theorem 9.3, we
obtain an isomorphism H∗(A)st = H
∗(A′)st. The last statement of the lemma also follows
immediately (cf. Proposition 5.13). 
Proposition 9.9 implies our main result.
Proof of Theorem 9.8 assuming Proposition 9.9. We compute the generating function for
the list of differential forms in Proposition 9.9, counted by degree. Letting i = #I, we
have∑
i+j≤n
(
n
i
)
ti+2j =
n∑
i=0
(
n
i
)(
ti + ti+2 + · · ·+ t2n−i
)
=
1
t2 − 1
n∑
i=0
(
n
i
)
(t2n+2−i − ti) =
1
t2 − 1
(
tn+2(t+ 1)n − (t+ 1)n
)
=
(tn+2 − 1)(t+ 1)n
(t− 1)(t+ 1)
= (t + 1)n−1(tn+1 + tn + · · ·+ t+ 1).
Thus the theorem holds for cluster varieties A with principal coefficients and Γ connected.
By taking products of the cluster varieties, it holds for any A with principal coefficients.
By Lemma 9.10, the theorem holds for any A with d-principal coefficients, for any integer
d ≥ 1. By taking products with a torus, the theorem holds for any A with extended exchange
matrix of the form
(
B
dIdn
0
)
. Finally, by Lemma 9.10 and Proposition 5.10, the theorem holds
for any A with full rank B˜. 
Lemma 9.11. Under the hypotheses of Proposition 9.9, the differential forms in Proposi-
tion 9.9 are linearly independent.
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Proof. We adopt the following notational shorthands: we write θi for dlog xi and ηi for
dlog yi. For I ⊆ [n], we write θI and ηI for
∧
i∈I θi and
∧
i∈I ηi respectively. Let γ¯ =∑n
i,j=1Bijθi ∧ θj +
∑
i 2θi ∧ ηi. Thus γ¯ differs from the GSV-form γ by terms of the form
ηi ∧ ηj . It suffices to prove the statement with γ¯ instead of γ.
If ω is a standard differential form on the torus of degree k then we can write it as∑
#I+#J=k cIJθI ∧ ηJ . We will consider the leading part of ω to be the terms which
minimize #I. That is, the leading terms are the ones with the most frozen variables and the
fewest mutable variables.
The leading term of γ¯r∧ηI is
∑
J∈([n]\Ir )
θJ ∧ηI∪J . Since r+#I ≤ n, the sum is not empty.
It is easy to check that these leading terms are linearly independent. 
Remark 9.12. We do not have a conceptual explanation for the factorization of the Poincare´
series. When n is even, it is tempting to rewrite the formula as (t + 1)n(tn + tn−2 + · · · +
t2 + 1) and guess that a basis should be given by the set of differential forms of the form
γ¯r ∧ d log yi1 ∧ d log yi2 ∧ · · · ∧ d log yik with r ≤ n/2. However, this is wrong: in type D4 with
principal coefficients, we have γ¯2 ∧ d log y1 ∧ d log y2 ∧ d log y3 = 0, where 1, 2 and 3 are the
leaves of the D4 diagram.
9.5. Standard cohomology when the quiver is a paths. The aim of this section is to
prove Theorem 9.8 and Proposition 9.9 when Γ is a path.
Proposition 9.13. Suppose that A = A(B˜) is a cluster variety of full rank n with m frozen
variables y1, y2, . . . , ym and that the graph Γ(B) is a path. Then H
∗(A)st is generated by
the GSV-form γ and by the forms dlog yi. The Poincare´ series of H
∗(A)st is given by
(1 + t)m−1(1 + t+ t2 + · · ·+ tn + tn+1).
Proof of Proposition 9.13. By taking products with a torus, and using Lemma 9.10 and
Proposition 5.10, we may assume that B˜ has the form B˜ =
(
B
d Idn
0
)
. By removing torus
factors, we may further reduce to the case B˜ =
(
B
d Idn
)
.
We proceed by induction on the number n of vertices in Γ. The base case n = 1 is
Proposition 7.1. Let x1 be the cluster variable corresponding to one of the degree one
vertices of Γ, and let x2 be its neighbor. Let U = {x1 6= 0} and V = {x2 6= 0}. Consider the
Mayer-Vietoris sequence
· · · → Hk−1(U ∩ V )→ Hk(A)→ Hk(U)⊕Hk(V )→ Hk(U ∩ V )→ Hk+1(A)→ · · ·
Taking the (k, k) component for the Deligne splitting, we have an exact sequence
0→ Hk(A)st → H
k(U)st ⊕H
k(V )st → H
k(U ∩ V )st → H
k+1,(k,k)(A)→ · · ·
Our first task is to show, by a direct computation, that Hk(U)st⊕H
k(V )st → H
k(U ∩V )st
is surjective, so we can cut off this sequence. Let γ =
∑n+m
i,j=1 B̂ij dlog xi ∧ dlog xj denote a
GSV form for A. The quiver ΓV of the cluster variety V is a disjoint union of the singleton
{1} and the path {3, 4, . . . , n}. Choose GSV forms
γ
(1)
V = 2B̂12
dx1
x1
∧
dx2
x2
+ other terms
and
γ
(2)
V = 2B̂23
dx2
x2
∧
dx3
x3
+ 2B̂34
dx3
x3
∧
dx4
x4
+ · · ·+ 2B̂n−1,n
dxn−1
xn−1
∧
dxn
xn
+ other terms
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for these components so that γ|V = γ
(1)
V + γ
(2)
V . Here, the “other terms” involve the frozen
variables y1, y2, . . . , ym; the variable x1 does not appear in γ
(2)
V while the variables x3, . . . , xn
do not appear in γ
(1)
V .
The form γ restricts to a GSV-form on U ∩ V . By induction, H∗(U ∩ V )st is spanned by
(15) γr ∧
(
dx1
x1
)ǫ1
∧
(
dx2
x2
)ǫ2
∧
∧
i∈I
dyi
yi
where I is a subset of the frozen variables, and ǫ1, ǫ2 ∈ {0, 1}.
We also induct on k, so we may assume that Hk−1(U)st ⊕ H
k−1(V )st → H
k−1(U ∩ V )st
is surjective. (The base case k = 0 is trivial.) Therefore, any class in Hk(U ∩ V )st which is
in
∑
i(dlog yi)H
k−1(U ∩ V )st is inductively known to be in the image of H
k(U)st ⊕H
k(V )st.
Modulo
∑
i(dlog yi)H
k−1(U ∩ V )st, there are only two forms in the list (15) which we must
consider: {
γk/2 and dlog x1 ∧ dlog x2 ∧ γ
k/2−1 if k is even,
dlog x1 ∧ γ
(k−1)/2 and dlog x2 ∧ γ
(k−1)/2 if k is odd.
The forms γk/2 and dlog x2 ∧ γ
(k−1)/2 are clearly images of classes in H∗(V ).
We have
dx1
x1
∧
dx2
x2
∧ γk/2−1 = ±
1
2B̂12
γ
(1)
V γ
k/2−1 mod
∑
i
dyi
yi
H∗(U ∩ V )
and γ
(1)
V ∧ γ
k/2−1 ∈ H∗(V ). Similarly
dx1
x1
∧ (γ
(2)
V )
(k−1)/2 =
dx1
x1
∧ γ(k−1)/2 mod
∑
i
dyi
yi
H∗(U ∩ V )
and dlog x1∧γ
(k−1)/2 ∈ H∗(U). We have now shown that H∗(U)st⊕H
∗(V )st → H
∗(U ∩V )st
is surjective.
So we have a short exact sequence:
0→ Hk(A)st → H
k(U)st ⊕H
k(V )st → H
k(U ∩ V )st → 0.
Now, by induction, the dimensions ofHk(U)st, H
k(V )st andH
k(U∩V )st are the coefficients
of tk in (1 + t)n+1−1(1 + t + · · ·+ tn−1+1), (1 + t)n+1−2(1 + t + t2)(1 + t + · · ·+ tn−2+1) and
(1 + t)n+2−1(1 + t + · · ·+ tn−2+1) respectively. So the dimension of Hk(A) is the coefficient
of tk in
(1+t)n(1+t+ · · ·+tn)+(1+t)n−1(1+t+t2)(1+t+ · · ·+tn−1)−(1+t)n+1(1+t+ · · ·+tn−1)
= (1 + t)n−1(1 + t+ · · ·+ tn+1)
Finally, let R be the subring of H∗(A) generated by the GSV form and the dlog yi. By
Lemma 9.11, the degree k part of R has dimension at least the coefficient of tk in (1 +
t)n−1(1 + t+ · · ·+ tn+1). So we conclude that H∗(A) is generated by the GSV form and the
dlog yi, and that it has Poincare´ series (1 + t)
n−1(1 + t+ · · ·+ tn+1). 
Proposition 9.14. Continue all the hypothesis of Proposition 9.13. Suppose in addition
that B˜ is really full rank, then H∗(A)st = H
∗(A).
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Proof. We prove our result by induction on n; the base case n = 1 is Corollary 7.2. Applying
the reductions in the first paragraph of the proof of Proposition 9.13, we can assume that B˜
has principal coefficients.
Then U , V and U ∩V are each a product of path algebras associated with paths where B˜
has really full rank so, by induction, we can assume that H∗(U)ns, H
∗(V )ns and H
∗(U ∩V )ns
are all zero. For q ≤ k−2, in the Mayer-Vietoris sequence, the term Hk,(q,q)(A) is sandwiched
between Hk−1,(q,q)(U ∩ V ) and Hk,(q,q)(U) ⊕ Hk,(q,q)(V ), which are both zero by induction.
In the case q = k − 1, we have an exact sequence
Hk−1,(k−1,k−1)(U)⊕Hk−1,(k−1,k−1)(V ) → Hk−1,(k−1,k−1)(U ∩ V )
→ Hk,(k−1,k−1)(A) → Hk,(k−1,k−1)(U) ⊕Hk,(k−1,k−1)(V )
.
The last term is zero by induction, and the map on the top line is surjective as we established
earlier in the proof, so Hk,(k−1,k−1)(A) = 0 as desired. 
Corollary 9.15. Continue the hypotheses of Proposition 9.13. Suppose that B˜ =
(
B
Id
C
)
is
obtained from the principal coefficient exchange matrix by adding additional frozen rows. Let
x1, x2, . . . , xn be the cluster variables, let y1, y2, . . . , yn be the frozen variables from the
principal coefficient subalgebra, and let v1, v2, . . . , vℓ denote the additional frozen variables.
Then
γr
∧
i∈I
dyi
yi
∧
j∈J
dvj
vj
for r +#(I) ≤ n
for I ⊂ [n], and J ⊂ [ℓ] forms a basis for H∗(A).
Proof. By Proposition 9.11, the given forms are linearly independent. The computation in
the proof that Proposition 9.9 implies Theorem 9.8, shows that the number of these forms
matches the betti numbers we computed in Proposition 9.13. 
9.6. Proof of Proposition 9.9. We once again adopt the following notational shorthands:
we write θi for dlog xi and ηi for dlog yi. For I ⊆ [n], we write θI and ηI for
∧
i∈I θi and∧
i∈I ηi respectively. Let γ¯ =
∑n
i,j=1Bijθi ∧ θj +
∑
i 2θi ∧ ηi. It suffices to prove the claim
with the GSV form γ replaced by the reduced GSV form γ¯.
We showed in Lemma 9.11 that the proposed basis is linearly independent, so we must
now show it spans. Recall that we defined the leading part of a standard differential form in
the proof of Lemma 9.11. Let ω =
∑
cIJθIηJ be a standard differential form on A. We will
show that ω can be written as a linear combination of the forms γ¯r ∧ ηI , with r +#I ≤ n.
We may assume that ω is homogeneous, say of degree d.
Let the leading part of ω (in the sense of Proposition 9.4) be ω0; suppose that ω0 has
degree r in the mutable terms and degree d− r in the frozen terms.
Lemma 9.16. If θI ∧ ηJ occurs with nonzero coefficient in ω0, then I ⊆ J .
Proof. Suppose otherwise, with i ∈ I \ J . Note that no term of the form θI\j ∧ ηJ∪i can
occur in ω as, if it did, it would lie in the leading part rather than θI ∧ ηJ . Without
such terms, ω cannot satisfy (11) of Proposition 9.4 for r = i. More specifically, writing
ω = ω1 + ω2 ∧ θi, we see that the term θI ∧ ηJ in ω contributes a term ωI\iηJ∪i to the form
α = ω2 ∧
∑2n
s=1 B˜si dlog xs. But the only other way θI\iηJ∪i can occur in α is if ω contained
the term θI\j ∧ ηJ∪i for some j 6= i. 
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So we can write ω0 as
ω0 =
∑
I∩J=∅
dIJ θI ∧ ηI∪J
for some coefficients dIJ . We will need to be careful about sign conventions for the wedge
products: We assume that the dlog xi for i ∈ I are ordered in the same way within θI and
ηI and that the dlog xj for j ∈ J are ordered within ηI∪J after the dlog xi for i ∈ I.
Lemma 9.17. With the above notation, we have dIJ = dI′J , for any I and I
′ disjoint from
J .
Proof. Our proof is by induction on #(I \ I ′). The base case, #(I \ I ′) = 0, means that
I = I ′ so the statement is trivial.
Let I ∩ I ′ = {j1, j2, . . . , js}. Let I \ I
′ = {i1, i2, . . . , ir−s} and I
′ \ I = {i′1, i
′
2, . . . , i
′
r−s}.
For two indices k and ℓ in [n], let δ(k, ℓ) be the length of the shortest path through Γ from
k to ℓ. (Here is where we are using that Γ is connected.) Reorder I and I ′ such that δ(i1, i
′
1)
is minimal among all pairs δ(ip, i
′
q). Let Γ
′ ⊆ Γ be a minimal length path from i1 to i
′
1. In
particular, none of the interior vertices of Γ′ are in I \ I ′ or I ′ \ I. Also, there are no edges
connecting two vertices in Γ′ other than the edges in the path Γ′.
We first present our argument in the case that Γ′ does not contain any of the elements of
I ∩ I ′. Consider the cluster variety A′ obtained from freezing all of the variables not on the
path Γ′, with extended exchange matrix B˜′ obtained from taking the columns of B˜ indexed
by Γ′.
By Corollary 9.15 applied to A′, we may write
ω|A′ = β1 + γ¯
′ ∧ β2 + (γ¯
′)2 ∧ δ
where β1 and β2 do not involve θi for i ∈ Γ
′, and in addition β2 has no term using all the
{ηi | i ∈ Γ
′}. Note that the terms θI ∧ ηI∪J and θI′ ∧ ηI′∪J of interest to us can only occur in
γ¯′ ∧ β2 since they use exactly one of the {θi | i ∈ Γ
′}. Consider a monomial θK ∧ ηK∪L using
exactly one of the {θi | i ∈ Γ
′}. Then θK∧ηK∪L belongs to the leading part of γ¯
′θK\i∧ηK∪L\i,
and θK ∧ ηK∪L belongs to the leading part of only this term in γ¯
′ ∧ β2. Furthermore, all
monomials occurring in the leading part of γ¯′ ∧ β2 use exactly one of the {θi | i ∈ Γ
′}. In
particular, the leading parts of γ¯′ ∧ β2 are terms in ω0, and cannot be canceled by terms
from β1 or (γ¯
′)2 ∧ δ.
Since our term θIηI∪J belongs to ω0, we see that β2 cannot contain a term of the form
θI\{i1,j} ∧ ηI∪J , for otherwise ω0 would contain θK ∧ ηK∪L where |K| < r. Thus the term
θI ∧ ηI∪J can only come from a term θI\i1 ∧ ηI∪J\{i1} in γ¯ ∧ β2. But θI′ ∧ ηI′∪J occurs in
γ¯ ∧ θI\{i1} ∧ ηI∪J\{i1} with the same coefficient, so dIJ = dI′J .
Now we consider the case that some of the elements of I ∩ I ′ lie on the path Γ′. Re-
indexing as necessary, let’s say that Γ′ starts at i1 and passes through ℓ1, ℓ2, . . . , ℓt before
ending at i′1. Repeatedly use the freezing argument of the preceding argument, first on the
subpath of Γ′ from ℓt to i
′
1, then on the subpath from ℓt−1 to ℓt, and so forth, with the final
application being on the subpath from i1 to ℓ1. The effect is to show that, without changing
the coefficient, we can change I to I ∪ {i′1} \ {ℓt}, to I ∪ {i
′
1} \ {ℓt−1} and so forth, until we
finally reach I ∪ {i′1} \ {i1}. This has one more element in common with I
′, so now we are
done by induction as above. 
40 THOMAS LAM AND DAVID SPEYER
By Lemma 9.17, we can express ω0 in the form
ω0 =
∑
J
dJ
 ∑
I∈([n]\Jr )
θI ∧ ηI
 ∧ ηJ
for some constants dJ . Note that r +#J ≤ n, since r = #I and I ⊂ [n] \ J .
Take ω′ = ((−1)r−1/2r)
∑
J dJ γ¯
rηJ . Then ω
′ has the same leading term as ω does. So
ω − ω′ has a leading term which has lower degree in the mutable variables than ω does.
By induction, ω − ω′ is a linear combinations of terms of the form γ¯kηJ with k + #J ≤ n.
Since ω′ is defined to be a linear combination of such terms as well, we see that ω is a
linear combination of terms of the form γ¯kηJ with k+#J ≤ n. This completes the proof of
Proposition 9.9. 
10. Point counts for cluster varieties over finite fields
10.1. Cluster varieties in finite characteristic. Cluster varieties are naturally defined
over Z. In this section, we consider cluster varieties in finite characteristic. We let Fp denote
the algebraic closure of the finite field Fp, and let AFp denote the base change of AZ to Fp.
Write A(Fq) for the set of Fq-points of A. We refer the reader to [BMRS] for more on cluster
varieties in finite characteristic. Note that in [Mul13], local acyclicity is defined for cluster
algebras over Z.
Theorem 10.1. Suppose that AZ is locally acyclic and of really full rank. Then AFp is
smooth for all primes p.
Proof. In [Mul13, Section 7], Muller shows thatAQ is regular by computing Jacobian matrices
of the natural presentations of isolated cluster varieties. The really full rank condition ensures
that these Jacobian matrices also have the expected rank over a field of finite characteristic.

10.2. Dirichlet characters. ADirichlet character of modulus n is a function χ : Z→ C∗
satisfying:
(1) for all a ∈ Z, we have χ(a+ n) = χ(a),
(2) if gcd(a, n) > 1, then χ(a) = 0,
(3) if gcd(a, n) = 1, then χ(a) 6= 0, and
(4) for all a, b,∈ Z, we have χ(ab) = χ(a)χ(b).
The product of two Dirichlet characters χ1 and χ2 of modulus n1 and n2 is a Dirichlet
character of modulus lcm(n1, n2). If χ is a Dirichlet character of modulus n, we write χ
−1
for the Dirichlet character of modulus n, satisfying χ−1(a) = 1/χ(a) for gcd(a, n) = 1.
For any n, we write Dir(n) for the set of Dirichlet characters modulo n. Note that
#Dir(n) = φ(n), where φ is the Euler totient function. If d divides n, we also consider
the elements of Dir(d) as functions on Z/nZ by the composition Z/nZ → Z/dZ → C. Let
Dir∗(n) be the multiset
⊔
d|nDir(d). Note that #Dir
∗(n) =
∑
d|n φ(d) = n.
The following lemma is standard:
Lemma 10.2. For any positive integer d and any integer q, we have∑
χ∈Dir(d)
χ(q) =
{
φ(d) q ≡ 1 mod n
0 otherwise
.
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We will want the variant:
Lemma 10.3. For any positive integer n and any integer q, we have∑
χ∈Dir∗(n)
χ(q) = gcd(q − 1, n).
Proof. The sum is
∑
d|n
∑
χ∈Dir(d) χ(q) =
∑
d| gcd(n,q−1) φ(d) = gcd(q − 1, n). 
10.3. Point counts and Frobenius eigenvalues. The set {f : {prime powers} → C} of
all complex valued functions on the set of prime powers has a ring structure obtained by
pointwise addition and multiplication. Let Λ denote the subring generated over Z by the
functions q 7→ q and the functions q 7→ χ(q), for Dirichlet characters χ. Since the product
of two Dirichlet characters is again a Dirichlet character, every element f ∈ Λ has the form
f(q) =
∑
r
arχr(q)q
br
where ar ∈ Z and br ∈ Z≥0 are integers. The aim of this section is to prove the following
two results.
Theorem 10.4. Suppose that A satisfies the Louise property and is of full rank. Let ℓ be a
prime. Then there exists a list of nonnegative integers s1, s2, . . . , sr, and Dirichlet characters
χ1, χ2, . . . , χr, such that for sufficiently large primes p, the eigenvalues of Frobenius on the
ℓ-adic cohomology H∗(AFp,Qℓ) are given by
χ1(p)p
s1, . . . , χr(p)p
sr .
If, in addition, A is of really full rank, then for all primes p 6= ℓ, the eigenvalues of Frobenius
are all powers of p.
Theorem 10.5. Suppose that A satisfies the Louise property and is of full rank. Then for
sufficiently large primes p, and q = pa a prime power, the function q 7→ #A(Fq) agrees with
an element of the ring Λ. If, in addition, A is of really full rank, then for all prime powers
q, the function q 7→ #A(Fq) is a polynomial in q.
Proof of Theorem 10.5 from Theorem 10.4. Let A have rank n and m frozen variables. The
variety AQ is regular [Mul13]. It follows that, for large primes p, the variety AFp is smooth.
We assume that p is sufficiently large that this is the case. By the Grothendieck–Lefschetz
fixed point formula [Del74, (1.5.1)], we have
(16) #A(Fpa) =
2n+2m∑
k=n+m
(−1)kTr(F a, Hkc (AFp,Qℓ)) =
2n+m∑
k=n+m
(−1)k
dimHkc (A)∑
i=1
αai
where the αi are the eigenvalues of the Frobenius F on the compactly supported ℓ-adic coho-
mology Hkc (AFp,Qℓ). Applying Poincare´ duality ([Del74, Theore`me 2.8]), we have a perfect
pairing between compactly supported ℓ-adic cohomology and usual ℓ-adic cohomology:
Hkc (AFp,Qℓ)×H
2n+2m−k(AFp,Qℓ)→ Qℓ(−n−m).
In particular, if the eigenvalues of Frobenius on Hkc (AFp,Qℓ) are α1, α2, . . . , αr, then the
eigenvalues of Frobenius on H2n+2m−k(AFp,Qℓ) are p
n+m/α1, . . . , p
n+m/αr. Let the eigen-
values of Frobenius on Hk(AFp,Qℓ) be given by ǫk1p
wk1, ǫk2p
wk2 , . . . and let p be sufficiently
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large. Then, using Theorem 10.4, we obtain
(17) #A(Fq) =
n+m∑
k=0
(−1)k
dimHk(A)∑
r=1
ǫ−akr p
a(n+m−wkr) =
n+m∑
k=0
(−1)k
dimHk(A)∑
r=1
χ−1kr (q)q
n+m−wkr
for some characters χkr. Theorem 10.5 then follows in the full rank case.
By Theorem 10.1, AFq is smooth in all characteristics when B˜ has really full rank, so
Poincare´ duality holds in all characteristics. The last statement of Theorem 10.4 thus gives
the last statement of Theorem 10.5. 
Deligne’s theory of weights relates the exponents wki in (17) to a weight filtration W•H
k
on Hk(AFp,Qℓ). Specifically, Frobenius preserves this filtration, and the action of Frobenius
on GrwW := Ww/Ww−1 is by eigenvalues of the form ǫp
w/2, where |ǫ| = 1. Assume p is large
enough that AFp is smooth. A comparison theorem between etale and Betti cohomology (see
[KL, Theorem 2.2], [Mil, Theorem 20.5 and 21.5], and [FK]) gives
(18) dimGr2wW (H
k(AFp,Qℓ)) = dimH
k,(w,w)(A,C)
and dimGr2w−1W (H
k(AFp,Qℓ)) = 0. Therefore, for each k and w, we have dimH
k,(w,w) many
characters χkw1, χkw2, . . . such that
(19) #A(Fq) =
n+m∑
k=0
(−1)k
∑
w
qn+m−w
dimHk,(w,w)(A)∑
r=1
χ−1kwr(q).
We use the curious Lefschetz property to simplify (19).
Proposition 10.6. Suppose that A satisfies the Louise property and is of full rank. Let p
be large enough that AFp is smooth. Let the eigenvalues of Frobenius on Gr
2w
W (H
k(AFp,Qℓ))
be χkw1(p)p
w, χkw2(p)p
w, . . . , χkwr(p)p
w where 1 ≤ r ≤ dimHk,(w,w)(A). Then for a prime
power q = pa, we have
(20) #A(Fq) =
n+m∑
k=0
(−1)n+m−k
∑
w
qw
dimHk,(w,w)(A)∑
r=1
χkwr(q).
Proof. By Proposition 5.11, both (19) and (20) multiply by q − 1 when we add an extra
row to B˜ in the integer span of the previous rows. So we may assume that m + n is even,
and we may apply Theorem 8.3. Since n + m is even, we have (−1)k = (−1)n+m−k. Let
[γ] ∈ H2(AFp,Qℓ) be such that (AFp, [γ]) satisfies curious Lefschetz. Now, choose Frobenius
eigenbases for the spaces W (s, ℓ, 0) in (2). For each such basis element α, look at the
Frobenius eigenvectors α, [γ]α, [γ]2α, . . . , [γ]ℓα. The corresponding eigenvalues are of the
form piχ for (m+ n)/2− ℓ ≤ i ≤ (m+ n)/2 + ℓ. The contributions to the RHS of (19) and
of (20) are (−1)s+ℓχ−1
∑i=(m+n)/2+ℓ
i=(m+n)/2−ℓ p
n+m−i and (−1)s+ℓχ
∑i=(m+n)/2+ℓ
i=(m+n)/2−ℓ p
i respectively. The
sums of powers of p are equal. Since the characteristic polynomial of Frobenius has rational
coefficients, if piχ is an eigenvalue of Frobenius, then so is the complex conjugate piχ−1.
This proves that (19) and (20) are equivalent. 
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10.4. Point counts and eigenvalues in rank 1.
Lemma 10.7. Let A be the rank one cluster variety with extended exchange matrix B˜ =
(0, d)T , where we assume that d ≥ 0. Suppose q = pa is an odd prime power. Then
#A(Fq) = q
2 + (c− 2)q + 1
where c is the number of d-th roots of −1 in F×q , given by
c = gcd(q − 1, 2d)− gcd(q − 1, d).
Proof. We need to count the number of solutions (x, x′, y) ∈ Fq × Fq × F
×
q satisfying
xx′ = yd + 1.
For a fixed non-zero value of the RHS, there are q− 1 choices for (x, x′). If the RHS is zero,
then there are 2q − 1 choices for (x, x′). The RHS is zero exactly when yd = −1 in F×q . 
Let X(d) be the multiset of Dirichlet characters obtained from the multiset
⊔
c|2d, c 6|dDir(c)
by deleting the trivial character of modulus 2d.
Proposition 10.8. Let A be the rank one cluster variety with extended exchange matrix
B˜ = ( 0d )
T
where d ≥ 0. Let p be an odd prime not dividing d, and let ℓ be a prime distinct
from p. Then Frobenius acts on H0(AFp,Qℓ) and H
1(AFp,Qℓ) by multiplication by 1 and
p respectively. It acts on H2(AFp,Qℓ) with one eigenvalue equal to p
2 and the remaining
eigenvalues equal to χ(p)p for χ ranging over X(n).
If d = 1, the statement also holds with p = 2.
Proof. We first remark that AFp is smooth whenever p does not divide d. For brevity, we
write A instead of AFp in the rest of the proof. By (18) and Proposition 7.1, the Betti
numbers of H∗(A,Qℓ) are (1, 1, d).
Let T = (Fp
×
)2 be a cluster torus. Frobenius acts on H i(T,Qℓ) by p
i, and the restriction
map H∗(A,Qℓ) → H
∗(T,Qℓ) has one-dimensional image in each of H
0, H1 and H2. This
establishes the claim for H0 and H1, and accounts for the eigenvalue p2 in H2.
Let the Frobenius eigenvalues on the kernel of H2(A,Qℓ) → H
2(T,Qℓ) be ǫ1p, ǫ2p, . . . ,
ǫd−1p. From (17), we have
#A(Fpa) = p
2a − pa + 1 + pa
d−1∑
i=1
ǫ−aj .
On the other hand, from Lemma 10.7, the number of such points is
p2a − pa + 1 + pa(gcd(pa − 1, 2d)− gcd(pa − 1, d)− 1) = p2a − pa + 1 + pa
∑
χ∈X(d)
χ(p)a.
So
∑
j ǫ
−a
j =
∑
χ∈X(d) χ(p)
a for all a. Since the multiset X(d) is invariant under χ 7→ χ−1,
we deduce that the multiset (ǫ1, ǫ2, . . . , ǫd−1) is X(d). 
Example 10.9. Let B˜ = ( 03 ). Then the Frobenius eigenvalues of H
∗(AFp,Qℓ) are given by
H0 H1 H2
k − p = 0 1 p p2
1 p,
(
−3
p
)
p
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where (−3
p
) denotes a Legendre symbol. Compare to Table 1.
10.5. Proof of Theorem 10.4. By Proposition 10.8, the statement of Theorem 10.4 holds
for the cluster variety A(B˜), where B˜ = (0, d)T for any d ∈ Z. By taking products, it thus
holds for any cluster variety with extended exchange matrix of the form B˜ =
(
0
d Idn
0
)
.
Let A(B˜) be an isolated cluster variety of full rank. By Proposition 5.10, there is a
covering map (Ψ,Φ, {Rt}) : A
′ → A, where A′ has extended exchange matrix B˜′ =
(
0
d Idn
0
)
for some nonnegative integer d. Let H ⊆ Aut(A′) be the finite abelian group such that
A = A′ / H . Then we also have AFp = A
′
Fp
/ H . The actions of Frobenius and of H on
the ℓ-adic cohomology H∗(A′
Fp
,Qℓ) commute. It follows that the eigenvalues of Frobenius
acting on H∗(AFp,Qℓ) is a subset of the eigenvalues of Frobenius acting on H
∗(A′
Fp
,Qℓ).
Thus Theorem 10.4 holds for isolated cluster varieties of full rank.
The Mayer-Vietoris exact sequence for ℓ-adic cohomology is a long exact sequence of
modules of the Galois group. Thus if A = U ∪ V and the statement of Theorem 10.4 holds
for U, V, and U ∩ V , then it also holds for A. By the definition of the Louise property, we
see that Theorem 10.4 holds for all cluster varieties A satisfying the Louise property and of
full rank.
Now suppose that A satisfies the Louise property and has really full rank. By Theorem
10.1, the variety A is smooth in all characteristics. The same argument as above shows that
the eigenvalues of Frobenius must be powers of p. This completes the proof of Theorem 10.4.
Example 10.10. Let
B˜ =

0 1 1 0
−1 0 1 0
−1 −1 0 1
0 0 −1 0
 .
This is the matrix on right hand side of Table 2. The eigenvalues of Frobenius on the
cohomology groups are
H0 H1 H2 H3 H4
k − p = 0 1 0 p2 0 p4
1 p2
so by (20), we have #A(Fq) = (1 + q
2 + q4)− q2 = q4 + 1. We can decompose A into strata
according to which of the cluster variables in the initial seed are nonzero, and get
A = G4m ⊔ (G
2
m × A
1) ⊔ (G2m × A
1) ⊔ (G2m × A
1) ⊔ (G2m × A
1) ⊔ A2 ⊔ A2
Here Gm = A
1 \ {0}. We confirm our computation:
#A(Fq) = (q − 1)
4 + 4(q − 1)2q + 2q2 = q4 + 1.
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