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E-mail address: guilherme.delﬁol@utah.edu (G.D.Objective: Clinicians face numerous information needs during patient care activities and most of these
needs are not met. Infobuttons are information retrieval tools that help clinicians to fulﬁll their informa-
tion needs by providing links to on-line health information resources from within an electronic medical
record (EMR) system. The aim of this study was to produce classiﬁcation models based on medication
infobutton usage data to predict the medication-related content topics (e.g., dose, adverse effects, drug
interactions, patient education) that a clinician is most likely to choose while entering medication orders
in a particular clinical context.
Design: We prepared a dataset with 3078 infobutton sessions and 26 attributes describing characteristics
of the user, the medication, and the patient. In these sessions, users selected one out of eight content top-
ics. Automatic attribute selection methods were then applied to the dataset to eliminate redundant and
useless attributes. The reduced dataset was used to produce nine classiﬁcation models from a set of state-
of-the-art machine learning algorithms. Finally, the performance of the models was measured and com-
pared.
Measurements: Area under the ROC curve (AUC) and agreement (kappa) between the content topics pre-
dicted by the models and those chosen by clinicians in each infobutton session.
Results: The performance of the models ranged from 0.49 to 0.56 (kappa). The AUC of the best model ran-
ged from 0.73 to 0.99. The best performance was achieved when predicting choice of the adult dose, pedi-
atric dose, patient education, and pregnancy category content topics.
Conclusion: The results suggest that classiﬁcation models based on infobutton usage data are a promising
method for the prediction of content topics that a clinician would choose to answer patient care ques-
tions while using an EMR system.
 2008 Elsevier Inc. All rights reserved.1. Introduction
Numerous information needs arise in the course of patient care.
It has been estimated that the frequency of information needs
ranges from one to four questions per patient encounter [1–3]. A
large percentage of these needs are not met, mostly because clini-
cians fail to ﬁnd an answer to their need or because they opt not to
pursue an answer [1,4,5]. A signiﬁcant percentage of these needs
are related to gaps in medical knowledge that could be ﬁlled by
one of the numerous on-line health information resources that
have become available since the advent of the World Wide Web
[6,7]. However, a number of barriers to the use of information re-
sources at the point of care preclude a more frequent and effective
use of such resources [4,5]. These barriers include lack of time,ll rights reserved.
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Fiol).doubt that an answer exists or can be easily found, and lack of ac-
cess to resources that can directly answer the question.
It has been suggested that solutions to this problem should
facilitate access to information that reﬂects the context in which
information needs arise [8,9]. ‘‘Infobuttons” are examples of such
solutions [10]. Infobuttons attempt to predict the information
needs that a clinician might have while using an electronic medical
record (EMR) system and provide links to relevant content in an at-
tempt to fulﬁll these needs (Fig. 1) [11].
Infobuttons are typically implemented with a software compo-
nent called an ‘‘Infobutton Manager” [12]. The core piece of the
Infobutton Manager is a knowledge base that contains rules that
map the various instances of context and the information needs
that may arise in each of these instances to information resources
[11]. In present Infobutton Manager implementations, these rules
need to be manually designed and coded in the knowledge base.
In previous studies, we have explored the feasibility of machine
learning and Web usage mining techniques to enhance the predic-
tion of information needs [13,14]. In these studies, we found that
infobutton usage data can be used to create classiﬁcation models
Fig. 1. A screen shot of the medication order entry module in the HELP2 Clinical Desktop system (above). Infobuttons are available next to each of the medications in the
patient’s medications list. When an infobutton is clicked, an infobutton navigation panel and a content page are displayed (below). The navigation panel offers a list of
relevant content topics (e.g, adult dose, adverse effects, patient education) and resources that users can choose from (lower left).
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most likely to visit in a particular EMR context. In this present
study, we conducted a similar investigation, but focus on predic-
tion of the content topics that a clinician might ﬁnd useful to fulﬁll
her information needs.
1.1. Attribute selection techniques
Machine learning deals with the task of automatically inferring
prediction models from data. Traditionally, the success of a learn-
ing method is dependent on its ability to identify a small subset of
highly predictive attributes [15]. More recently, machine learning
has been applied to domains characterized by remarkably high
attribute dimensionality (with many of these attributes being irrel-
evant or redundant), relatively few training instances, and scarce
availability of expert knowledge [16]. In these domains, the identi-
ﬁcation of a subset of optimal predictors almost invariably must be
accomplished using automated methods.
Attribute selection is the process of identifying and removing as
much of the irrelevant and redundant information as possible from
a dataset. The reduction of dimensionality in a dataset presents a
number of beneﬁts, such as enabling algorithms to operate faster
and more effectively, improving classiﬁcation accuracy, improving
data visualization, and enhancing understanding of the derived
classiﬁcation models [16].
Automated attribute selection methods can be classiﬁed into
attribute ranking methods and attribute subset evaluation meth-
ods [15,16]. The former methods assess the merit of individual
variables for prediction independently of other attributes. These
methods can be used as an initial screening to reduce dimension-
ality in large datasets or merely to produce a baseline. The latter
methods assess the usefulness of subsets of attributes, accounting
for redundancy and interactions among multiple attributes.
Several attribute ranking and attribute subset evaluation meth-
ods have been proposed. In a recent benchmark study, Hall and
Holmes compared many of these methods and identiﬁed the ones
that performed best given a range of prediction problems and data-
sets [15]. The best performingmethods according to this benchmarkstudy were ‘‘Information Gain”, ‘‘Recursive Elimination of Features
(Relief)” [17], ‘‘Correlation-based Feature Selection (CFS)” [18],
‘‘Consistency-based Subset Evaluation” [19], and ‘‘Wrapper Subset
Evaluation”[20]. The ﬁrst two are attribute ranking methods and
the latter three are attribute subset evaluation methods. Table 1
summarizes themechanism, advantages, and disadvantages of each
method. The results of the benchmark study provide guidelines for
the choice of attribute selection methods, but highlight that the
method of choice for a particular learning problem depends on fac-
tors such as the characteristics of the dataset, computational pro-
cessing time restrictions, and learning algorithm [15]. Therefore,
attribute selection methods still need to be evaluated in light of
the prediction problem at hand to determine an optimal choice.
1.2. Machine learning algorithms
Several types and variations of machine learning algorithms are
available. Examples are rules, decision trees, nearest neighbor,Naïve
Bayes, Bayesian networks, Multiple Regression, Neural Networks,
and Support Vector Machines [21]. Each method has its advantages
and disadvantages. For example, decision trees, Naïve Bayes, and
rules tend to be faster than Bayesian networks and Support Vector
Machines andperformreasonablywell inmostpredictionproblems.
Yet, the latter two algorithms tend to outperform the former in situ-
ations where data are noisy ormissing and attributes are not condi-
tionally independent. Although benchmark studies have revealed
some overall winners, the choice of a learning algorithm must be
made in light of the characteristics of a given prediction problem,
data source, and prediction performance metrics [22,23].
A relatively recent type of learning method known as ‘‘ensem-
ble learning” or ‘‘meta-learning” combines the output of multiple
models, called ‘‘base learners”, to produce a ﬁnal prediction
[24,25]. A meta-learning model frequently outperforms any of its
individual members. In the present study, two meta-learning tech-
niques are investigated: ‘‘Boosting” [26] and ‘‘Stacking” [27].
Boosting produces multiple base models of the same type in a se-
quence of learning iterations. In each iteration, training set cases
that were misclassiﬁed by the model generated in the previous
Table 1
Automated attribute selection methods used in the machine learning experiments
Algorithm Description Advantages Disadvantages
Information gain Each attribute in a dataset is assigned a score
based on the additional information that an
attribute provides regarding a class in terms of
entropy reduction
Simple and fast. Good for prediction problems
where the high dimensionality limits the
application of more sophisticated methods
Does not account for redundancy and
interactions among attributes
Relief [17] Randomly samples an instance from the data
and then locates its nearest neighbor from the
same and opposite class. The values of the
attributes of the nearest neighbors are
compared to the sampled instance and used to
update relevance scores for each attribute
Same as information gain Same as information gain
Correlation-based
feature selection
(CFS) [18]
Merit of a given attribute is calculated taking
into account the correlation of the attribute
with the target class as well as the correlation of
the attribute with other attributes in the
dataset. Attributes with stronger correlation
with the target class and weaker correlation
with other attributes are ranked higher
Fast and independent of the target learning
method. Accounts for redundancy
Does not account for potential interactions
between attributes
Consistency-based
[19]
Identiﬁes attribute sets whose values divide the
data into subsets containing a strong single class
majority
Independent of the target learning method.
Accounts for redundancy and interactions
among attributes
Slower than correlation-based feature selection
Wrappers [20] Uses a target learning algorithm to estimate the
worth of attribute subsets. A search algorithm is
used to test as many combinations of attributes
as possible and ﬁnd an optimal solution
Accounts for redundancy and interactions
among attributes. Generally give better results
than other techniques because candidate
solutions are evaluated using the target learning
algorithm
Speciﬁc to the learning algorithm that is used to
evaluate the worth of the subsets (has to be
rerun for each learning algorithm). Slower than
the other methods, precluding its application to
datasets with high dimensionality and slow
learning algorithms
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allows subsequent models to focus on the examples that are more
difﬁcult to predict. Once a set of models is created, the ﬁnal predic-
tion for a given case is achieved by aggregating the predictions of
the base models. Boosting works particularly well with base learn-
ing methods that tend to produce unstable models (i.e., models
that easily become outdated with minor changes to the data distri-
butions), such as decision trees and rules. Boosting generally per-
forms well even when composed of a weak base learner. In the
present study, we used an improved implementation of Boosting
called ‘‘MultiBoost” [28].
Stacking also combines multiple models but, unlike Boosting,
these models can be derived from a mixed set of learning algo-
rithms. For example, a Stacking classiﬁer may combine a Naïve
Bayes, a decision tree, and a rule-based classiﬁer. Each classiﬁer
makes its own prediction estimating probabilities for each class.
The ﬁnal prediction is then computed using a meta classiﬁer, such
as multiple linear regression, which uses the class probabilities of
the base learners as attributes of the model. Stacking was initially
proposed by Wolpert in 1992 [27]. Seewald implemented an en-
hanced version of Stacking, called StackingC, which improves the
performance of Stacking on multi-class prediction problems [29].
Stacking generally performs better than the best single base lear-
ner contained in the ensemble [23,24,27].
2. Methods
The study method consisted of ﬁve steps: identiﬁcation of data
sources, data cleaning, data preparation, automated attribute
selection, and classiﬁcation (training and performance evaluation).
The three latter steps were done in Weka, an open source machine
learning tool that contains Java-based implementations of the
algorithms mentioned previously [21].
2.1. Study environment
This study was conducted at Intermountain Healthcare, a
healthcare delivery network located in Utah and Southeastern Ida-
ho. Clinicians at Intermountain have access to a web-based EMRcalled HELP2 Clinical Desktop [30]. A number of modules in the
Clinical Desktop offer infobuttons, including laboratory results re-
view, problem list, and medication order entry (Fig. 1). Infobuttons
are implemented in HELP2 using an Infobutton Manager [11,31]. In
2007, an average of 885 users clicked on infobuttons at least once
every month. These users conducted an average of approximately
4000 infobutton sessions per month; 67% of these originated from
the medication order entry module. Although this module is used
primarily in the outpatient setting, clinicians in the inpatient set-
ting have read-only access to infobuttons in the medication lists
that are created in the outpatient environment. More detailed
analyses of the usage and usefulness of infobuttons at Intermoun-
tain and other institutions are available elsewhere [31–33].
2.2. Data sources
The data sources used in this study were (1) the Infobutton
Manager monitoring log, a database that keeps a detailed record
of every infobutton session; (2) the Intermountain Enterprise Data
Warehouse (EDW), a large repository of clinical and administrative
data used for analytical purposes; and (3) the Intermountain termi-
nology server [30]. From these sources, attributes considered to be
potentially useful predictors were extracted and merged into one
single dataset using SQL queries. The dataset was limited to med-
ication infobutton sessions that occurred between May 15, 2007
and December 5, 2007. This dataset contains attributes that char-
acterize the clinical user, the medication associated with the info-
button, the patient, and the topics that users selected. Since users
can view multiple topics in one single session, the ﬁrst topic that
was accessed in a given session was considered the target class la-
bel for prediction. Table 2 contains a complete list of the 26 attri-
butes that were included in the dataset.
2.3. Data cleaning and preparation
A series of ad-hoc steps were performed to reduce noise from
the dataset, especially to remove sessions that may not have been
conducted to fulﬁll real information needs. As a result, the follow-
ing sessions were excluded from the dataset:
Table 2
Attributes used in the machine learning experiments
Attribute
name
Description Source
User
Avg reads Average number of data read events requested monthly from the HELP2 clinical data repository EDW (HELP2 audit data
mart)
Avg writes Average number of data write events requested monthly from HELP2 clinical data repository EDW (HELP2 audit data
mart)
Orders
entered
Average number of medication orders entered monthly in the HELP2 clinical data repository EDW (HELP2 audit data
mart)
HELP2
discipline
User’s discipline (e.g., physician, registered nurse) according to the HELP2 audit data mart EDW (HELP2 audit data
mart)
HELP2
specialty
User’s specialty (e.g., pediatrics, internal medicine) according to the HELP2 audit data mart EDW (HELP2 audit data
mart)
HR discipline User’s discipline (e.g., physician, registered nurse) according to the human resources data mart EDW (human resources
data mart)
HR specialty User’s specialty (e.g., pediatrics, internal medicine) according to the human resources data mart EDW (human resources
data mart)
Merged
discipline
A combination of HELP2 discipline and HR discipline. HR discipline’s missing values completed with HELP2 discipline’s data EDW (HELP2 audit and
human resources data
marts)
Merged
specialty
A combination of HELP2 specialty and HR specialty. HR specialty’s missing values completed with HELP2 specialty’s data EDW (HELP2 audit and
human resources data
marts)
Years of
practice
Number of years of clinical practice. A measurement of a clinician’s experience
Search concept
Parent level 1 High level medication class (e.g., antibiotics, hypotensives, psychoactive drugs) Terminology server (First
Data Bank)
Parent level 2 Speciﬁc medication class (e.g., third generation cephalosporins, beta-blockers, selective serotonin reuptake inhibitors) Terminology server (First
Data Bank)
Parent level 3 Main drug ingredient (e.g., ceftriaxone, propranolol, sertraline) Terminology server (First
Data Bank)
Merged
parent
level
A combination of the different parent levels seeking a trade off between amount of information (parent level 3 contains more
information) and data sparseness (parent level 1 is the least sparse). (see Section 2. C.: data cleaning and preparation for
details)
Terminology server (First
Data Bank)
DEA class code Degree of potential abuse and federal control of a drug First Data Bank
Drug class
code
Availability of a drug to the consumer (over the counter vs. prescription required) First Data Bank
AHFS class Primary drug therapeutic class according to the American Hospital Formulary Service, which is maintained by the American
Society of Health System Pharmacists (ASHP)
First Data Bank
Maintenance
drug
A ﬂag indicating whether a drug is used chronically or not First Data Bank
Interaction
count
Number of severe drug interaction rules that a given drug participates on. Provides a measurement of the likelihood that a
given drug will interact with others
First Data Bank
Patient
Age Numeric patient age Clinical data repository
data mart
Age group Age according to Medical Subject Headings (MeSH) Clinical data repository
data mart
Gender Patient’s gender Clinical data repository
data mart
Medications Number of active medications in the patient’s medications list Clinical data repository
data mart
Problems Number of active problems in the patient’s problems list Clinical data repository
data mart
Other
Task Action that the user performs in HELP2 when decided to click on an infobutton. Possible values are ‘‘medication order entry”
and ‘‘medications list”
Infobutton manager log
Topic First content topic that the user selected to view in a given infobutton session. The dataset contained eight possible topics
that users could have selected in an infobutton session: adult dose, pediatric dose, drug interactions, adverse effects, patient
education, pregnancy category, how supplied, and precautions.
Infobutton manager log
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mation systems personnel.
(2) Sessions where users clicked on more than four topics. We
thought these sessions were more likely to be motivated
by testing, demonstration, or training purposes than by
patient care needs.
(3) Sessionswhere the selected topic accounted for less than0.5%
of the sessions in the dataset and thus were considered not to
have a sufﬁcient number of cases for training (e.g., contraindi-
cations, medication class, dose adjustment, breast feeding).(4) Sessions that had a duration of less than six seconds.
After evaluating the minimum time necessary to display
and review infobutton results, it was felt that sessions
less than six seconds represented uninformative interac-
tions, probably user errors in invoking the infobutton
service.
After these steps were concluded, the dataset contained 3078
cases. Class labels were distributed as follows: adult dose (58.6%),
patient education (18.6%), adverse effects (11.2%), pediatric dose
Table 3
Attribute ranking scores according to the information gain and relief individual
attribute ranking algorithms
Information gain Relief
Avg reads 3 1.3
Orders entered 4.1 1.9
Avg writes 5.5 2.8
Age 10 4
Parent level 3 1 15.7
Merged parent level 5.4 10.5
Parent level 2 7 9.4
HR specialty 12 5
Age group 11 6.4
AHFS class 8 13.1
Parent level 1 13 10.7
Years of practice 17 7
HR discipline 14.9 11.3
HELP2 discipline 16 14.6
Merged specialty 14.1 17
Merged discipline 18.1 18.9
HELP2 specialty 19.4 18.5
Medications 19.5 21.4
Problems 22.7 19.6
Maintenance drug 21.9 21.6
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tions (1.6%), and how supplied (1.5%).
To reduce attribute dimensionality and missing data in prepara-
tion for the attribute selection and classiﬁcation steps, three data
transformation processes were applied:
Attributes with high dimensionality were transformed to re-
duce the number of possible values. For example, the medications
associated with infobutton sessions are represented in the infobut-
ton monitoring log at the clinical drug level (i.e., ingredient,
strength, and presentation). The clinical drugs were transformed
into higher drug classiﬁcation levels according to a hierarchical
knowledge base that is available in the terminology server1: Parent
level 1 (high-level drug class, such as antibiotic and anti-inﬂamma-
tory), Parent level 2 (speciﬁc drug class, such as aminoglycoside, third
generation cephalosporin, and beta-blocker), Parent level 3 (main
drug ingredient, such as furosemide and warfarin), and a combina-
tion of these three levels (merged parent level). The latter was ob-
tained by identifying the most speciﬁc level that had a minimum
number of ﬁve cases for training. The goal was to achieve a balance
between amount of information and data sparseness.
(1) Attributes that conveyed the same information from differ-
ent sources were merged into a third attribute. For example,
user discipline and specialty were obtained from two data
sources in the EDW: the HELP2 audit data mart and the
human resources data mart. The former is more complete,
though not always accurate, while the latter is very accurate,
but only contains information about employed physicians
and registered nurses. The human resources data mart was
used as a master and the HELP2 audit data mart as a source
for missing values.
(2) Numeric attributes, such as years of clinical practice, were dis-
cretizedwith the Fayyad and Irani algorithm [34]. The patient
age attribute was also discretized according to age categories
in the MeSH (Medical Subject Headings) code system.2
After the data cleaning and preparation steps were completed,
the ﬁnal dataset was exported to a comma delimited ﬁle and then
converted to Weka’s ﬁle format.
2.4. Attribute selection
In this step, we followed a similar process to the one proposed by
Hall and Holmes [15]. First, attribute ranking algorithms (Informa-
tion gain and Relief) were executed to obtain a baseline and exclude
attributes that were clearly useless. Second, three attribute subset
evaluation algorithms (CFS, Consistency, and Wrapper) were exe-
cuted to obtain optimal attribute subsets. Next, the attribute subsets
were used as inputs for training classiﬁcationmodels based on nine
learning algorithms. Finally, the performance of the attribute sets
was comparedwithabaseline that containedall attributes in theori-
ginal data source. The performance in this stepwasmeasured by 10-
fold cross-validation using two thirds of the original dataset. When
no statistical differencewas foundbetween twoormore algorithms,
themethod that produced the smallest attribute set was selected as
the optimal choice for a given learning method.
2.5. Classiﬁcation
Nine learningmethodswereused in this study:NaïveBayes, rules
(PART algorithm [35]), decision tree (C4.5 algorithm [36]), boosted1 National Drug Data FileTM, First Data Bank, Inc., San Bruno, CA, http://
www.ﬁrstdatabank.com.
2 Medical Subject Headings. National Library of Medicine, Bethesda, MD, http://
www.nlm.nih.gov/mesh/.Naïve Bayes, boosted rules, boosted decision tree, Bayesiannetwork,
Support Vector Machine (SVM) (Platt’s sequential minimal optimi-
zation algorithm [37]), and Stacking (StackingC algorithm [29]).
TheMultiBoost algorithmdevelopedbyWebbwasused for Boosting
[28]. These methods were chosen for being state-of-the-art exam-
ples that encompass a variety of machine learning techniques [21].
Boosting was not coupled with Bayesian network and SVM because
these two techniques tend to produce stable models that are not
beneﬁted by Boosting. For the StackingC model, we used a variety
of base learning methods that demonstrated good performance in
ad-hoc experiments conducted prior to this study: Naïve Bayes,
boosted rules, boosted decision tree, SVM, and Bayesian network.
Classiﬁcationmodelswere trainedwith two thirds of the original
dataset. The remainingone thirdof theoriginal data setwas set aside
for testing. Ten test setswere thenobtained fromthisoriginal test set
by randomly sampling cases with replacement (bootstrap) until
each new test set was 80% of the size of the original test set.
2.6. Measurements
Performance in the attribute selection and classiﬁcation exper-
iments was measured in terms of agreement (kappa) between the
output of each classiﬁer and the topics that the users had actually
selected. Classiﬁcation performances by topic were measured in
terms of the area under the ROC curve (AUC). Statistical differences
amongmultiple algorithms were veriﬁed using the Friedman’s test.
If a signiﬁcant difference was found, multiple pair wise compari-
sons were made. The Nemenyi post-hoc test was used for adjust-
ment of multiple comparisons as recommended by Demšar [38].
3. Results
3.1. Attribute selection
Attribute ranking indicated that the ﬁve strongest individual
predictors were avg reads, orders entered, avg writes, patient age,
and parent level 3. The interaction count attribute was ranked last
by both attribute ranking methods. Table 3 lists the individualGender 21.4 23
DEA class code 24 24
Drug class code 25 26
Task 26 25
The lower the score, the stronger the attribute.
Table 6
Overall performance of learning algorithms (kappa) and by topic (AUC)
Kappa AD PD PE PC AE DI HS PR
NB 0.50 0.83 0.99 0.95 0.94 0.79 0.80 0.64 0.73
Rules 0.47 0.8 0.89 0.86 0.73 0.70 0.74 0.48 0.61
Tree 0.50 0.8 0.97 0.90 0.88 0.72 0.78 0.61 0.68
NB+ 0.51 0.81 0.99 0.91 0.85 0.71 0.69 0.60 0.70
Rules+ 0.49 0.81 0.97 0.91 0.68 0.70 0.68 0.74 0.57
Tree+ 0.50 0.81 0.98 0.91 0.75 0.70 0.65 0.59 0.60
BN 0.52 0.86 0.99 0.96 0.91 0.78 0.83 0.58 0.75
SVM 0.54 0.76 0.99 0.92 0.92 0.79 0.71 0.72 0.71
Stacking 0.56 0.85 0.99 0.95 0.93 0.78 0.79 0.73 0.75
NB, Na Bayes; NB+, Boosted Na Bayes; Rules+, Boosted rules; Tree+ = Boosted
decision tree; BN = Bayesian network; SVM, Support Vector Machine; AD, adult
dose; PD, pediatric dose; PE, patient education; PC, pregnancy category; AE, adverse
effects; DI, drug interactions; HS, how supplied; PR, precautions.
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bute ranking algorithms. None of the attribute subset evaluation
methods signiﬁcantly improved the performance of the classiﬁers
over the baseline. However, CFS was considered the optimal meth-
od in most cases because it produced the smallest attribute subset
(six attributes; best in ﬁve learning methods), followed by Consis-
tency (10 attributes; best in three learning methods), and Wrapper
(average of 13 attributes; best in one learning method). Table 4
lists the attributes that each of the three attribute subset evalua-
tion methods identiﬁed. Table 5 lists the best attribute subset eval-
uation methods by learning algorithm.
3.2. Classiﬁer performance
The performance of the classiﬁers showed an overall moderate
level of agreement, with average kappa scores ranging between
0.47 (rules) and 0.56 (Stacking). Table 6 lists the performance of
the nine learning methods overall (kappa) and at predicting indi-
vidual topics (AUC). Table 7 shows pair wise comparisons between
the nine learning methods in terms of kappa. Stacking, SVM, and
Bayesian network were the best methods overall. Although there
was no statistical difference among the Stacking, Bayesian net-
work, and SVM classiﬁers, Stacking outperformed the other two
competitors in all 10 bootstrapped test sets. With the exception
of Naïve Bayes, the boosted algorithms were slightly superior to
their non-boosted counterparts, but the difference was not statisti-
cally signiﬁcant.
The learning methods showed varied performance levels
regarding the prediction of each individual class. Overall, the
AUC for pediatric dose, patient education, pregnancy category, and
adult dose was high. Conversely, the AUC for drug interactions,Table 4
Attributes selected by each of the attribute subset evaluation algorithms
Attribute CFS Consistency Wrapper (decision tree)
Avg reads X X X
Avg writes X X X
Orders entered X
HELP2 discipline X
HELP2 specialty X
HR specialty X
Parent level 3 X X
DEA class code X
Drug class code X
AHFS class X
Maintenance drug X X
Age X X
Age group X X X
Gender X X
Medications X X
Problems X
Task X
Attributes that are not listed were not included in any of the optimal attribute
subsets.
Table 5
Optimal attribute selection method per learning algorithm
Attribute selection method Number of attributes
Na Bayes CFS 6
Rules CFS 6
Decision tree Consistency 10
Boosted na Consistency 10
Boosted rules Wrapper 7
Boosted tree Consistency 10
Bayesian network CFS 6
SVM CFS 6
Stacking CFS 6adverse effects, how supplied, and precautions was not as good, but
still acceptable. Stacking ranked among the highest methods at
predicting every one of the topics.
4. Discussion
This study supplements previous work related to the construc-
tion of classiﬁcation models based on usage data to predict clini-
cians’ information needs [13,14]. The proposed method can be
used to develop classiﬁcation models that can be integrated into
existing Infobutton Manager implementations, potentially improv-
ing the effectiveness of infobuttons. For example, users could be ta-
ken automatically to the content topic that a classiﬁcation model
predicts to be the most relevant in a particular context. Informa-
tion needs prediction models will also enable different approaches
to the delivery of context-sensitive information in EMR systems.
For example, succinct information on candidate topics (i.e., the
ones that the models predict to be the most relevant in a given con-
text) can be more easily accessible via a keyboard shortcut or
dynamically displayed in a sidebar as medication orders are en-
tered, reviewed, or reﬁlled. In all these alternatives, the goal is to
present the minimal amount of information to support quick deci-
sions, reducing unnecessary navigation steps and exposure to irrel-
evant information [39].
4.1. Attribute selection
The attribute ranking algorithms were, in general, consistent
with the conclusions of the attribute subset evaluation algorithms.
For example, the ﬁve strongest attributes according to the Relief
and Information Gain algorithms (i.e., avg reads, orders entered,
avg writes, patient age, and parent level 3) were also among the sub-
sets identiﬁed by the CFS, Consistency, and Wrapper attribute sub-
set evaluation algorithms. This conﬁrms that attribute ranking
methods may provide a useful baseline ranking to guide the next
steps in the attribute selection process, for example allowing the
elimination of useless attributes.
Unlike the benchmark study conducted by Hall and Holmes [15],
in our study none of the attribute subset evaluationmethods signif-
icantly improved the performance of the models over the baseline
(i.e., all attributes). A potential explanation for the lack of detectable
differences is that the attributes used in our study were hand se-
lected based on domain knowledge, so that the initial attribute set
was already close to optimal. Conversely, Hall and Holmes used
datasets available in the University of California Irvine repository,
which is a standard for machine learning benchmark studies [15].
Despite the lack of signiﬁcant performance improvement, attribute
subset evaluation methods, notably CFS, eliminated redundant and
useless attributes, producing more compact models.
Table 7
Pair wise comparison between learning algorithms according to kappa
NB Rules Tree NB+ Rules+ Tree+ BN SVM Stacking
NB — 2.1 0.1 1.7 0.3 0.8 3.1 4.1* 5.4*
Rules — — 2 3.8* 1.8 2.9 5.2* 6.2* 7.5*
Tree — — — 1.8 0.2 0.9 3.2 4.2* 5.5*
NB+ — — — — 2 0.9 1.4 2.4 3.7
Rules+ — — — — — 1.1 3.4 4.4* 5.7*
Tree+ — — — — — — 2.3 3.3 4.6*
BN — — — — — — — 1 2.3
SVM — — — — — — — — 1.3
Stacking — — — — — — — — —
The numbers in the cells measure the difference between each pair wise comparison according to the Nemenyi test (signiﬁcance is achieved when the absolute value of the
score is at least 3.8).
Positive numbers denote that the classiﬁer in the row was better than the one in the column.
* Statistically signiﬁcant.
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contradicting the Hall and Holmes study where Wrapper was the
best method. CFS is particularly good at removing redundant attri-
butes, and our dataset included several attributes that tried to cap-
ture the same type of information using different data sources or
semantic levels (e.g., discipline, specialty, multiple drug parent lev-
els). Therefore, CFS may have been able to identify the strongest
among each set of redundant attributes. Our study conﬁrmed other
known advantages of CFS: it generally produces more compact
models, it is much faster to execute, and its results are independent
of the target learning method [15]. Nevertheless, Consistency was
the best method for rules, boosted rules and boosted decision tree,
and Wrapper was best for decision tree. Therefore, a comparison of
attribute subset evaluation methods is important in future experi-
ments or applications that deal with different learning algorithms
and infobutton usage data from other sources.
The CFS method identiﬁed a combination of strong predictors
that characterize the user (i.e., avg reads, avgwrites, orders entered),
the patient (i.e., age), and the medication associated with the info-
button (i.e., parent level 3). This conﬁrms the belief that context
inﬂuences information needs and shows that context can be por-
trayed in multiple dimensions.
Although the results do not imply causal relationships among
attributes and the topics that clinicians decide to view, potential
explanations for the associations found can be proposed. The avg
reads, avg writes, and orders entered attributes are indicators of the
volume and nature of EMR use. Intermountain clinicians are more
likely to use the HELP2 Clinical Desktop in the outpatient than in
the inpatient setting. Therefore, it is expected that outpatient clini-
cians have higher values for avg reads and avg writes. The nature of
the care process, patient characteristics, and EMR use in the outpa-
tient setting differs from the inpatient; as a result, it is likely that dif-
ferent information needs will arise in these two settings as well. In
addition, clinicianswho enter medication orders have higher values
for the orders entered variable than those who only read data from
the EMR. The medication order entry process probably leads to dif-
ferent informationneeds than read-only consultationaboutmedica-
tions that have been ordered in the past. In summary, the volume of
EMRwrite and read activity might serve as a surrogate for the types
of activities and roles that a clinician routinely performs. This surro-
gate seems to be more accurate and speciﬁc than other attributes
that describe users, such as specialty and discipline.
Patient age is likely to be a strong determinant of the type of
dose information that is requested. In fact, further inspection of
the dataset revealed that the majority of the infobutton sessions
associated with pediatric patients were related to pediatric dose,
while other topics were seldom viewed.
Finally, it is reasonable to assume that the characteristics of a
medication inﬂuence the nature of information needs. For exam-
ple, medications that are frequently prescribed may lead to differ-ent questions than those that are rarely used. Similarly,
medications that are associated with various adverse effects may
be more likely to raise questions about adverse effects. Parent level
3 was the most speciﬁc drug classiﬁcation level that was available
in the dataset. Other less speciﬁc levels were not as useful in pre-
dicting the types of information needs associated with the
medication.
4.2. Classiﬁer performance
Theprediction performance of the learningmethods evaluated in
this study was overall very good. In general, topics that had more
cases available for training were associated with better perfor-
mance. According to the AUC metric, the best performance was
achieved with the adult dose, pediatric dose, patient education, and
pregnancy category topics. Moderate levels were obtained with ad-
verse effects and drug interactions. Precautions and how supplied,
which accounted for the minority of the cases in the training set,
had the worst performance among the possible topics. Further re-
search is necessary, perhaps using a larger dataset, to improve the
predictionperformanceof these least frequent topics. Asmoreusage
data become available, models could also enable the prediction of
topics thatwere not included in the study dataset, such as drug class,
breast feeding category, and contraindications. Nevertheless, models
that predict the topics that are most frequently viewed are likely
to be sufﬁcient for integration with an operational environment.
Stacking, SVM, and Bayesian network were the best methods
overall in termsof agreementwith theusers’ actualneeds.Neverthe-
less, Stackingprovidedmore uniform results, always ranking among
the top three methods (with regard to AUC) for each topic. This is
consistent with previous studies where Stacking overcame the indi-
vidualperformanceof its baseclassiﬁers [23,27]. Boostedalgorithms
did not signiﬁcantly improve the performance of their non-boosted
counterparts, perhaps because the base algorithms used in this
study (i.e., Naïve Bayes, C4.5, and PART) are strong learners them-
selves, unlike the ones used in previous comparisons [23,26].
4.3. Limitations
Due to speciﬁc characteristics of the environment, the EMR sys-
tem, and the data available at our institution, it is possible that the
attribute sets and classiﬁcation models developed in this study will
not generalize to other institutions. However, this study provides a
guide to other institutions regarding the subset of attributes and
learning methods that can be evaluated and used in their settings.
4.4. Future studies
Classiﬁcation models might improve the ability of infobuttons
to present the most relevant information to clinicians, potentially
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at meeting information needs. Nevertheless, further research is
warranted to improve the prediction performance of content topics
that are less commonly viewed. Alternatives to be pursued include
capturing larger training datasets, investigation of attributes that
were not used in this study (e.g., care setting, a more detailed
description of the task being performed), and the assessment of
other more recent meta-learning techniques that have shown po-
tential to outperform Stacking [40].
This study focused on medication-related infobutton sessions.
Further research is necessary to develop classiﬁcation models to
predict content topics that are needed in different EMR contexts,
such as problem lists, laboratory results, and clinical notes.
As a next step, we are now incorporating classiﬁcation models
in the Infobutton Manager component at Intermountain Health-
care. This process is raising new research questions, such as usabil-
ity issues and long-term updating and evaluation of the model.
5. Conclusion
This study supports the hypothesis that prediction models
based on infobutton usage data are a promising solution for pre-
dicting the information needs that a clinician might have in a par-
ticular context while using an EMR system. The information needs
are strongly affected by the characteristics of users, patients, and
medications. The models here evaluated had a good overall perfor-
mance, especially at predicting the adult dose, pediatric dose, patient
education, and pregnancy category topics. Further research is war-
ranted to improve the performance of other topics that are less
commonly viewed. Stacking was the best method overall, but other
methods, such as SVM, Bayesian network, and Naïve Bayes also
performed well. Finally, the proposed method consists of a sound
alternative for the enhancement of Infobutton Managers, helping
clinicians fulﬁll their information needs at the point of care.
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