In Intensity Modulated Radiation Therapy (IMRT), the selection of appropriate radiation incidence directions is one of the determinants of proper tumor coverage and sparing of healthy tissues. Nevertheless, most of the times, the incidence directions used in clinical practice are equidistant or determined by a trial and error procedure that is very time consuming and does not guarantee the best possible treatment plan. This paper presents some preliminary results considering the application of DDS (Dynamically Dimensioned Search) algorithm to the problem of Beam Angle Optimization (BAO) for IMRT treatment planning. BAO is a problem known by having many local minima. DDS is a derivative-free optimization algorithm, and presents the capability of not getting trapped in these local minima as happens with, for instance, gradient descent based algorithms. In this paper we will briefly describe the problem, the algorithm, and present computational results for clinical cases of head and neck tumors.
I. INTRODUCTION
Radiation therapy consists of the treatment of cancerous tissues using radiation, having as goal the destruction of cancerous cells and the preservation of healthy tissues. IMRT is a modern technique in radiation therapy, where the radiation beam is modulated by a multileaf collimator. Multileaf collimators enable the transformation of the beam into a grid of small beamlets of independent intensities. The treatment plan is based on the patient CT images, where the radiation oncologist delineates the target volume (PTV) and organs at risk (OAR), and declares the treatment objectives (prescription dose for the PTV and dose constraints for the OARs). To plan a given treatment it is necessary to determine how many and which incidence directions to use (BAO) and the radiation intensity from each beam angle (Fluence Map Optimization -FMO). In clinical practice, most of the times, the number of angles is considered fixed and decided a priori, and the remaining treatment plan parameters are determined by using an iterative and time consuming trial and error procedure until a treatment complying with the medical prescription is obtained (forward planning). An alternative approach considers using inverse planning, where given the desired medical prescription the treatment parameters are automatically determined. Inverse planning applied to radiotherapy is a fruitful ground of research with several important unresolved issues, but until now most of the efforts have been devoted at solving the FMO, and comparatively fewer research effort has been directed to the BAO problem. The BAO problem has been tackled using several different methodologies like response surface approaches [1] , derivative-free approaches [2] , mixed integer programming approaches [3] , simulated annealing [4] , particle swarm optimization [5] or genetic algorithms [6] . In this paper we apply DDS algorithm to the BAO problem. The DDS algorithm is a simple stochastic single-solution based global search algorithm [7] . In the next section we will describe the BAO problem in more detail. In section III we will briefly describe the DDS algorithm. Section IV will show the preliminary computational results. Section V will state some conclusions and possible future developments.
II. THE BEAM ANGLE OPTIMIZATION PROBLEM
In BAO we want to calculate the optimal number of beams, k, to use in a given treatment and to decide what are the best k beam angles. This is a very important step in IMRT optimization since it directly influences both the quality of the treatment delivered and the overall treatment time (the treatment time increases with the increase in the number of beams). In this paper we consider that k is determined a priori. So, a given solution to the BAO problem will be any set of k angles chosen from the interval [0,360]. Many authors choose to discretize this interval and interpret this problem as a combinatorial problem: the problem of choosing a combination of k angles out of a set of n possible angles, where n is determined by the degree of the discretization. In this paper, we consider each angle as a continuous variable. As pointed out in [2] , it is not even necessary to consider an upper and lower bound for each variable, since an angle of -10º, for instance, is equal to 350º or an angle of 370º is equal to 10º.
Each solution (the set of angles) will have to be assessed, so that it is possible to somehow quantify its quality. In reality, this assessment can only be done after considering how the radiation dose will be deposited into the patient cells, so the FMO problem needs to be first solved. To solve the FMO problem, we need a way to calculate accurately the radiation dose distribution deposited in the patient, measured in Gray (Gy). Each structure's volume is discretized in voxels (small volume elements) and the dose is computed for each voxel using the superposition principle, i.e., considering the contribution of each beamlet. Typically, a dose matrix D is such that each row of D corresponds to a voxel and each column to each possible beamlet. Thus, the number of rows of matrix D equals the number of voxels (V) and the number of columns equals the number of beamlets (N) from all beam directions considered. The element in row i and column j of matrix D corresponds to the dose contribution to voxel i from beamlet j with unit intensity. Therefore we can say that the total dose received by the voxel i is given by There are many different ways of solving the FMO problem and it is beyond the scope of this paper to discuss the appropriateness of the different approaches. We have chosen to use a convex penalty function voxel-based nonlinear model [8] , where each voxel is penalized considering the square difference of the amount of dose received by the voxel and the amount of dose desired/allowed for the voxel. 2 2
where i T is the desired dose for voxel i, i λ and i λ are the penalty weights of underdose and overdose of voxel i, respectively, and ( ) { } max 0, + =   . This nonlinear formulation implies that a very small amount of underdose or overdose may be accepted in clinical decision making, but larger deviations from the desired/allowed doses are decreasingly tolerated.
III. DDS ALGORITHM
The DDS algorithm begins with any admissible solution of the problem, and iteratively perturbs this solution looking for a better one. Whenever a better solution is found, it becomes the current solution that, in turn, will be perturbed. The search is more global at the beginning of the algorithm, and it then becomes more focused in the local neighborhood of the best solution so far. This adjustment from global to a more local search is achieved by reducing the number of variables that are perturbed. The magnitudes of the perturbations are randomly sampled from a normal distribution with mean 0. In our implementation of the algorithm we follow [7], considering some adaptations described in [9] . The algorithm's parameters are as follows: r represents the initial standard deviation considered; r_max and r_min represent the maximum and minimum admissible standard deviations considered; N represents the maximum number of iterations (an upper limit to the number of objective function evaluations, since in each iteration at most one solution is evaluated); l_success and l_failure determine a change in the current standard deviation due to successive successful or unsuccessful iterations (a success meaning that the objective function value has improved). The algorithm has as input an admissible solution to the problem (that can be randomly generated) and returns as output an improved admissible solution.
The algorithm behavior can be described as follows:
Steps 2 and 3 of the algorithm are responsible for calculating a new current solution in a random manner (by randomly deciding which variables to perturb and the magnitude of the perturbation). Given the specificities of the BAO problem, we also guarantee that the current solution does not have two adjacent angles that are too near each other. From a clinical point of view, angles that are less than 4º apart are considered the same. The evaluation of the current solution in step 4 is done by resorting to the optimization of the FMO problem. The computational times needed to solve each of these optimization problems are considerably high.
