INTRODUCTION
Suspensions of gas microbubbles stabilized by a surfactant, protein or polymer coating have been in clinical use as ultrasound contrast agents for more than two decades (Cosgrove 2006; Cosgrove and Lassau 2010) . In recent years, they have also gained renewed interest for use in tissue perfusion and local blood pressure measurements for both diagnostic and treatment monitoring applications (Andersen and Jensen 2010; Hoyt et al. 2012; Sboros and Tang 2010) . Compared with X-ray angiography or magnetic resonance imaging (MRI) techniques, quantitative ultrasound imaging offers considerable advantages in terms of convenience, cost and patient safety and, in many cases, superior specificity and sensitivity (Leen et al. 2002) .
A significant limiting factor in developing more effective imaging algorithms, however, is the high degree of uncertainty in the relationship between microbubble concentration and the imaging signal (Tang et al. 2011) . One source of this uncertainty is the difficulty in predicting the response of the microbubbles to ultrasound excitation. Much effort has been devoted to developing theoretical models to describe ultrasound-driven coated microbubble dynamics (Dejong et al. 1992; Church 1995; Marmottant et al. 2005; O'Brien et al. 2011; Stride 2008) . Similarly, a number of highly sophisticated experimental techniques have been adapted specifically for microbubble characterization, including ultrahigh-speed video microscopy (Chin et al. 2003) , flow cytometry (Tu et al. 2011) and high-frequency ultrasound measurements (Renaud et al. 2014) .
Unfortunately, numerous studies have reported not only that there is considerable variability in microbubble Ultrasound in Med. & Biol., Vol. 42, No. 6, pp. 1412 -1418 , 2016 response across a population (Postema et al. 2005; Rademeyer et al. 2015) , but also that the microbubble response is extremely sensitive to the characteristics of the sound field (frequency, pressure, pulse duration), surrounding environment (liquid density, viscosity, surface tension and presence of any boundaries) and the microbubble itself (size, gas and coating properties).
Hence the results obtained from microbubble characterization experiments are likely to be very sensitive to experimental uncertainties, and this inevitably limits their utility in predictive modelling. The aim of this study was to quantify these uncertainties and their influence upon measured microbubble characteristics.
METHODS
In the majority of experimental studies, measurement is made of either the time-varying volume or radius of the bubble, R(t), and/or the pressure radiated as a result of these oscillations, p rad (t), from which the radius can be derived (Sijl et al. 2008 ). These may be measured directly from individual bubbles or inferred from, for example, ultrasound attenuation or speed of sound in a microbubble suspension (Dejong et al. 1992) . Given the high variability in bubble response, however, only the former are considered here.
Microbubble characteristics are determined through fitting of the experimental data to a selected theoretical model, which is typically of the form (Stride 2008) :
where R is the instantaneous bubble radius; the overdot denotes a time derivative, making _ R the velocity of the bubble wall and € R its acceleration. R 0 is the initial radius, f s describes the influence of the microbubble coating, r L is the density of the surrounding liquid, p 0 is the hydrostatic pressure, p v is the vapor pressure inside the bubble, g is the polytrophic constant (the gas is assumed to behave ideally), s is the surface tension, with initial value s 0 , m L is the viscosity of the liquid (assumed to be incompressible and Newtonian) and p ac is the pressure imposed by the ultrasound field.
Fitting may be achieved through: (i) linearization of the model to generate expressions for the amplitude and phase of microbubble oscillation, from which the unknown parameters can be determined by direct comparison with the experimental data; and (ii) optimization of the fit between the solution to the equation of motion and experimental data by varying the unknown parameters over iterative numerical solutions (Postema et al. 2004) . Given the highly non-linear nature of microbubble behavior, the latter is usually the preferred method. For the purposes of this study, we used the constitutive equation for the coating used by Hoff et al. (2000) :
The influence of the coating is described in terms of an infinitesimally thin linear viscoelastic shell characterized by its thickness, d s , shear modulus, G s , and shear viscosity m s . This selection was made in the interest of simplicity for illustration and to enable comparison with existing experimental data sets. It should, however, be noted that in the case of a surfactant-coated bubble, the concept of a shell ''thickness'' is somewhat misleading, as the elastic and viscous effects arise because of variations in surface molecular concentration. Hence the assignment of the value of 1 nm to d s below does not indicate an accurate physical measure, and the quantities G s 3 d s and m s 3 d s could equally well be used as fitting parameters representing effective coating stiffness and viscosity, respectively (see Appendix).
To determine the effect of experimental uncertainty on the derived coating parameters, it is first necessary to estimate the magnitude of these uncertainties. There are several different sources: First, each measurement technique will have an associated uncertainty that will, in turn, affect each parameter used in the model. The initial bubble radius, R 0 , is typically measured via bright-field optical microscopy and, thus, with a minimum uncertainty of 60.25 mm. Instantaneous bubble radius R(t) measurements from high-speed video microscopy ( Fig. 1 ) are subject to the same uncertainty. Added to this is the uncertainty due to the optical system, camera ''pixel'' resolution and frame rate, hence sampling frequency. In the case of laser scattering measurements, the uncertainty in R(t) is approximately 60.5% (Rademeyer et al. 2015) . The quoted uncertainty for a calibrated hydrophone and, hence, for measurements of p rad (t) and the incident field p ac (t) varies between 65% and 15% (Koukoulas et al. 2015) . The hydrostatic pressure and liquid parameters are rarely reported as direct measurements in experiments, but assuming standard laboratory equipment, the uncertainty in these values can also be estimated. The parameters used for the simulations and the corresponding uncertainties are summarized in Table 1 .
Sets of synthetic data were obtained by solving eqn (2) using a fourth-order Runge Kutta method implemented in MATLAB (R2012, function ode45, The MathWorks, Natick, MA, USA). The equations were first recast and non-dimensionalized using the scheme
, where u 5 2pf. It was assumed that the incident field was a simple sinusoidal plane wave p ac 5 p a sin(2pft) of amplitude p a and frequency f and that the field was constant across the bubble (i.e., the wavelength was significantly larger than the bubble radius). For each of the conditions outlined in Table 1 , model sets of data were generated for R(t). These values were selected to be representative of published experimental studies utilizing high-speed video microscopy and/or laser scattering (e.g., Chetty et al. 2008; Emmer et al. 2009; Rademeyer et al. 2015) .
These sets were then ''corrupted'' by increasing or decreasing the values of R(t) according to the relevant degree of uncertainty (between 1% and 20%). The effect on the calculated values of G s and m s (d s was assumed to be known) was assessed using the internal MATLAB lsqcurvefit function whereby eqn (2) was solved iteratively for varying values of G s and m s until the squared difference between the solution and data set was minimized. The effect of uncertainty in the values of R 0 , r L , m L , p 0 and p a was similarly determined by altering the corresponding input to eqn (2).
RESULTS
To validate the fitting technique, the lsqcurvefit function was first run on the ''true'' data for each set of conditions, and it was confirmed that this yielded the original values of G s and m s with ,1% intrinsic fitting error. In all cases, the termination criterion for the fitting process was that a local minimum corresponding to the optimal solution had been found. Figures 2-4 illustrate the effect upon the fitted values of G s and m s of uncertainty in the microbubble radius, incident ultrasound pressure and frequency, liquid physical properties and hydrostatic pressure measurements. Tables 2 and 3 summaries the effect of different values of uncertainty in the measurements of R(t) (with the larger uncertainty corresponding to high-speed video microscopy and the smaller to laser scattering) upon the fitted values of G s and m s , respectively, for different initial bubble sizes and acoustic pressures.
DISCUSSION
The data in Figure 2 indicate that uncertainty in the measurements of R 0 and R(t) can have a significant effect upon the estimated values of G s and m s . Similarly, Figure 3 illustrates that uncertainty in f and p a can also n/a n/a G s Pa 10 8 n/a n/a m s Pa$s 1.4 n/a n/a * The uncertainty in the driving frequency may be negligible because the recorded driving signal is typically used for data fitting (e.g., Chetty et al. 2008) , and the time bases of the driving and measured signals will be synchronized. As illustrated in Figure 3 , however, this could be a further source of uncertainty if the driving pulse were also simulated based on an incorrect transducer calibration.
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Ultrasound in Medicine and Biology Volume 42, Number 6, 2016 lead to considerable variation in the fitted coating parameters. Tables 2 and 3 indicate that the effect is pronounced at lower pressures when the uncertainty corresponds to a significant proportion of the measured radial excursion. This is of particular importance because coating parameters are often derived from measurements at low acoustic driving pressures and/or off-resonance to avoid regimes in which the assumptions underpinning theoretical models are invalid, to avoid shape oscillations and/or microbubble destruction. The estimated uncertainties in the properties of the surrounding liquid and atmospheric pressure are proportionally smaller (Table 1) , and their effect upon G s and m s is less significant (Fig. 4) . It is likely that the uncertainties for pressure and radius measurements listed in Table 1 are in fact underestimates. Suboptimal focusing and/or translation of a microbubble during an experiment will increase the uncertainty in R(t), as will imperfections in the optical system. Similarly noise caused by propagation effects and the particular electronics used for acoustic measurements may add to the uncertainty in p a and/or p rad (t). In addition, there are a number of other factors that should be considered. In many cases it is necessary to physically confine microbubbles to perform measurements upon them. This has been shown theoretically and experimentally to influence the amplitude of oscillation (Garbin et al. 2007a ) and means that R(t) will depend upon the plane of observation (Vos et al. 2007 ). Furthermore the assumption of spherical behavior underlying eqn (2) may be invalidated in the case of a confined bubble.
The selection of the value of g is also worthy of mention. Previous studies have treated the expansion and compression of the gas inside the bubble as either isothermal (g 5 1) or adiabatic (g 5 1.4 for air). The argument for the latter is that on the time and length scales associated with microbubble oscillations relevant for ultrasound imaging/therapy, heat transfer in aqueous media will be negligible (hence the absence of thermal damping terms in eqn 1). To examine the influence of this assumption, further simulations were conducted assuming isothermal behavior in generating the model data, but adiabatic behavior for fitting and vice versa. In the first case, values for G s and m s of 119 MPa and 1.16 Pa$s were obtained, and in the second, 79 MPa and 0.99 Pa$s, indicating that this is in fact an important consideration, particularly because the composition of the gas inside the microbubbles may change over time (Kwan and Borden 2010) . Table 1 . Fig. 3 . Effect of uncertainty in the incident pressure and frequency upon the fitted values of (a) G s and (b) m s . The other simulation parameters were kept constant, as indicated in Table 1 .
Alternative constitutive equations suitable for larger-amplitude oscillations (e.g., Marmottant et al. 2005) , including time-dependent effects such as lipid shedding (O'Brien et al. 2011 ) and/or translational motion (Garbin et al. 2007b) , can be substituted for eqn (2), but these too assume spherical behavior. Moreover, increasing the complexity of the model increases the number of parameters that need to be accurately measured and/or obtained through fitting. It has been reported previously (Harfield et al. 2013 ) that there will be a unique pair of parameters corresponding to the best fit between equations of the form of (2) and R(t) data (see Appendix), but this is not the case for more sophisticated models.
Improving the accuracy with which experimental parameters are measured through rigorous calibration of acoustic equipment and characterization of the surrounding liquid can help to mitigate these uncertainties. Similarly, the use of systems enabling isolated microbubble measurements (Fury et al. 2014; Garbin et al. 2006; Rademeyer et al. 2015) is to be preferred, although bubble-bubble and bubble-wall interactions will still inevitably occur in vivo. Previous work has also indicated that the use of fluorescence microscopy (Gelderblom et al. 2012 ) offers superior precision in the measurement of R(t), comparable to that of laser scattering, but still enabling direct visualization.
In terms of the implications for applications requiring accurate quantification of microbubble signals, a 20% error in the coating parameter values would correspond to a 0.1-MHz shift in the microbubble resonance frequency (1.77 MHz from the linearized version of eqn [2]) (Hoff et al. 2000) . This would be approximately equivalent to the shift produced by a 30% change in the hydrostatic pressure and, thus, would have negative consequences, for example, for blood pressure sensing applications. Similarly, it could lead to significant errors in estimates of microbubble concentration. In both of these applications, however, the ensemble response of a microbubble population is measured, and hence, an even more significant challenge is likely to be posed by interbubble variability and variations in size distribution and/or coating properties over time. Moreover, in vivo there will be numerous additional factors influencing microbubble dynamics. These factors include interactions between microbubbles and between microbubbles and blood vessel walls Martynov et al. 2011) , absorption of blood gases (Kwan and Borden Fig. 4 . Effect of uncertainty in the surrounding liquid parameters upon the fitted values of (a) G s and (b) m s . The other simulation parameters were kept constant, as indicated in Table 1 . 2010), attenuation and non-linear propagation of the incident acoustic field. Investigation of these parameters is outside the scope of the present study, which is focused on the in vitro characterization of single bubbles. Clearly, however, these factors cannot be neglected when considering the more general case of uncertainty associated with quantitative ultrasound contrast imaging techniques.
CONCLUSIONS
The results of the study indicate that it is important to perform an uncertainty analysis when deriving microbubble characteristics by fitting theoretical models to experimental data. Without this, the utility of theoretical modeling in developing algorithms for quantitative applications is limited. It is similarly important to design experimental measurement protocols to minimize and enable quantification of uncertainty.
APPENDIX
To be useful for characterization of the microbubble coating, it is essential that a unique set of parameters can be derived by fitting experimental data to the output from the model.
The unknowns in eqn (2) are m s , d s and G s , which can be treated as a pair of lumped parameters G s d s 5 v and m s d s 5 u (d s can either be measured independently or equivalent material properties can be inferred from surface chemistry models) (Stride 2008) . It is assumed that these values are constant over a single oscillation. To prove uniqueness, it must be shown that different sets of v and u cannot produce the same R(t) curve. If the opposite is assumed, then rewriting eqn (2) where the coating is characterized by either v 1 ,u 1 or v 2 ,u 2 gives
where Fð € R; _ R; RÞ contains all the terms in eqn (2) that do not contain either parameter u i or v i , thus indicating that the righthand sides of eqn (A1a) and (A1b) must be equal. Equating and rearranging give _
R1
Rðv 1 2v 2 Þ ðu 1 2u 2 Þ 5 R 0 ðv 1 2v 2 Þ ðu 1 2u 2 Þ (A2)
Letting (v 1 2 v 2 )/(u 1 2 u 2 ) 5 b and solving, we obtain for an arbitrary constant C the solution RðtÞ 5 R 0 1Ce 2bt (A3) Thus, eqn (A3) represents the only type of bubble behavior where bubbles with different sets of coating parameters may be indistinguishable from one another. Moreover, as b is always real, we can conclude that for an oscillating bubble governed by eqn (2), only a unique set of u and v can replicate the observed R(t) curve.
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