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Properties of biclustering algorithms and a novel
biclustering technique based on relative density
Namita Jain · Susmita Ghosh · C A Murthy
May 3, 2019
Abstract Biclustering is found to be useful in areas like data mining and bioin-
formatics. The term biclustering involves searching subsets of observations and
features forming coherent structure. This can be interpreted in different ways
like spatial closeness, relation between features for selected observations etc. This
article discusses different properties, objectives and approaches of biclustering al-
gorithms. We also present an algorithm which detects feature relation based bi-
clusters using density based techniques. Here we use relative density of regions
to identify biclusters embedded in the data. Properties of this algorithm are dis-
cussed and demonstrated using artificial datasets. The proposed method is seen
to provide better results on both artificial and real datasets. Paired right tailed t
test is used for artificial datasets.
Keywords Biclustering · Relative density · Desirable properties · Admissibility ·
Non-linear relationship
.
1 Introduction
With increasing occurrences of high dimensional data, subspace clustering or bi-
clustering has become popular mainly because one or more of the following may
take place:
– Intrinsic dimensionality of data may be lower than apparent dimensionality.
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– Relevant attributes for a given problem may be a subset of attributes present.
– Only a subset of points may be relevant for a given problem.
– For knowledge discovery, it may be useful to find relation between a few at-
tributes which exist only for a subset of points.
Several subspace clustering and biclustering algorithms have been proposed
in the literature. These vary according to their objective functions and actual
methods used to achieve optimal solution or its approximation. As an example,
an algorithm may detect a bicluster if a set of points forms a high density region
in some hyperplane. Another algorithm may look for high density convex region
in a subspace.
Since, biclustering allows us to choose both subset of points as well as dimen-
sions, computational complexity of this problem is very high. Different algorithms
achieve different balance between optimality and computational complexity. Thus
even for similar objective functions several methods may exist.
A large number of biclustering algorithms exist in literature. Several authors
like Kriegel et al (2009), Prelic´ et al (2006), Parsons et al (2004), Madeira and Oliveira
(2004) have published literature survey on biclustering. Many of these surveys pro-
vide different classifications of existing biclustering algorithms. However, discus-
sion on desirable properties of biclustering algorithms is far from complete. In this
work we will discuss some of the desirable properties of biclustering algorithms.We
will also discuss various objectives of such algorithms. We will present a method
where biclustering is carried out on the basis of relationship existing between fea-
tures in reference to selected observations. This problem has been addressed earlier
by Jain and Murthy (2018). However, unlike CBSC, proposed method adjusts for
local variations in density along each dimension and is seen to perform better on
many datasets. Artificial datasets are designed to demonstrate various properties
of biclustering algorithms. A few real life datasets have been used to show the
effectiveness of the proposed method.
In the following section we will discuss some desirable properties of biclustering
algorithms in general. We also discuss ideal properties of criterion function used
for detecting biclusters. To the best of our knowledge, such a discussion has not
been done earlier. It may be noted that some of the properties we discuss, may be
contradictory to each other. Thus we do not expect any algorithm to have all of the
properties mentioned here. A brief discussion about interaction among different
properties is included in Section 4. While discussing properties of biclustering
methods following definition of criterion function has been used.
Definition 1 Let yA,i denote the ith observation yi, restricted to feature subset
A where A ⊆ {X1, X2, · · · , XM}. The set {yA,i1 , yA,i2 , · · · , yA,ik} is denoted by
Y (A,U) where U = {i1, i2, · · · , ik}. Y (A,U) is said to be a bicluster with refer-
ence to the criterion function J(A,U) for a subset A of features and subset U of
observations if J(A,U) ≥ δ, where δ is the threshold for criterion function.
For any pair of sets of obsevations and features, the criterion function can be
calculated. If calculated value is greater than a threshold, the pair of sets forms a
bicluster. Thus, a criterion function can be used to validate a bicluster.
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2 Desirable properties of criterion function and clustering algorithms
reflecting shape or structure of biclusters
This Section is inspired by an article on admissibility of clustering methods by
Fisher and Ness (1971). Just as the mentioned article discusses desirable proper-
ties of a clustering algorithms, we would like to open a discussion on desirable
properties of biclustering algorithms.
Since input to a biclustering algorithm is a finite set of points, it can be thought
to represent a sample set. Predicting the population set of points corresponding
to a bicluster may be the aim of analysis. This problem does not have a unique
solution. Since, many biclustering algorithms use spatial proximity or similarity
in a given feature space to group the data, it is natural to assume that points
lying close to given data points in given space will belong to the same bicluster.
Three popular ways in which this is done include: 1) finding convex hull of data
points belonging to a cluster, 2) finding alpha hull of data points belonging to a
cluster, 3) finding union of open balls where each ball has a fixed radius and is
centred on some data point belonging to a cluster. These methods result in path
connected bounded regions in different subspaces, and each of these regions along
with the subspace is seen as a bicluster. In Subsection 2.1 we discuss how convexity
of biclusters relates with the criterion function. In Subsection 2.2 we discuss the
connectedness property, which we are trying to achieve when we use alpha hull
and open ball methods mentioned above.
In Subsection 2.3 we discuss the effect of topology preserving transforms on a
biclustering algorithm. Other properties related to shape of biclusters are discussed
in Sections 2.4, 2.5 and 2.6.
2.1 Convex hull
Out of the three methods mentioned earlier, use of convex hull of data points
gives a very robust solution. Many existing methods like Multi-body Factoriza-
tion by Costeira and Kanade (1998) and Non-Negative Matrix Factorization of
Carmona-Saez et al (2006) detect convex biclusters.
A set is said to be convex if every point lying on a line segment connecting any
pair of pints in the set is also contained in the set. From this definition we can
see that, knowing sufficient number of boundary points of a convex set allows us
to know entire set. Thus if the biclusters are known to be convex we should use
a criterion function which makes use of this property. Ideally, value of criterion
function should remain same over different set of observations as long as they are
drawn from a population representing same bicluster. This can be written as:
J(Y (A,U)) = J(Y (A, convex hullA(U))), where convex hullA(U) denotes the
convex hull of point set U in subspace A.
However, it is difficult to check whether this condition is satisfied. Therefore
we propose that following condition should be fulfilled by a criterion function:
If J(Y (A,U)) > δ, then J(Y (A, V )) > δ, for all V ⊂ convex hullA(U). Our
aim is that, all subsets drawn from bicluster population are detected using given
criterion function.
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2.2 Connectedness
Many real life problems require detection of non-convex biclusters. These problems
require us to identify biclusters based on connectedness. Fisher and Ness (1971)
have provided a definition of connectedness in two dimensional Euclidean space.
We would like to extend such definition of connectedness to biclustering.
Given any set of points W ∈ R2 we define the linkage LA,W of W in a given
subspace A by performing a nearest neighbour hierarchical clustering on W , where
distances are calculated in selected subspace A. This is done recursively starting
from singleton sets of observations. In order to merge two sets U and V we choose
observations u ∈ U and v ∈ V such that dA(u, v) ≤ dA(ui, vj) for any ui ∈ U and
vj ∈ V , where dA(u, v) denotes distance between points u and v in subspace A.
The linkage LA,W is the network of lines formed when all of W is connected in this
manner. A biclustering C1, C2, · · · , Ck is called connected admissible in subspace
A if LC1,A, LC2,A, · · · , LCk,A are pairwise disjoint.
As seen from this definition, connectedness is closely related to Minimal span-
ning tree or Single linkage structures. However, for large number of observations
or dimensions finding out Minimal Spanning tree is not efficient. In such cases
approximate solution can be found by treating a non-convex bicluster as union of
several convex clusters.
It can be shown that, any non-convex cluster can be approximated by union
of finite number convex clusters for any desired accuracy (error > 0). This forms
the basis techniques like open cover, which are often utilized in finding biclusters.
Ling (1973) has proposed such a technique, and has shown that it is a gener-
alization of Minimal spanning tree based clustering. Similar approach has been
used by some biclustering methods like Subclu by Kailing et al (2004) and CBSC
by Jain and Murthy (2018). In this article also we have proposed a biclustering
method which uses such a density based technique. However, we have compared
density of open balls with marginal densities as discussed in Section 6.2. We have
compared the proposed method with Subclu, CBSC and other methods in Section
7.
2.3 Consistency under topology preserving transforms
We call a clustering procedure consistent under topology preserving transforms, if
application of topology preserving transform to the original sample space does not
change the result of biclustering procedure. In case of biclustering, this definition
can be applied to each feature individually i.e., an element a(i, j) is mapped to
t(a(i, j)), where t() is the transform or function applied to jth feature. Applying
a transform to entire feature space may result in a new set of features, which is
difficult to interpret in terms of original feature space.
Mapping of n observations from M1-dimensional real space to M2-dimensional
real space is topology preserving if following condition is fulfilled. Let {x1, x2, · · · , xn} ∈
R
M1 . Let the distance function be denoted by d1 in R
M1 . Let {y1, y2, · · · yn} ∈ RM2 .
Let the distance function be denoted by d2 in R
M2 .
Let t(xi) = yi for i = 1,2, · · · , n The function t() is said to be topology preserv-
ing if d1(xi1 , xi2) < d1(xi3 , xi4) =⇒ d2(yi1 , yi2) < d2(yi3 , yi4) and d1(xi1 , xi2) =
d1(xi3 , xi4) =⇒ d2(yi1 , yi2) = d2(yi3 , yi4).
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This property ensures that different representations of data result in similar
biclusters. Even if an algorithm is consistent under topology preserving transform,
it might be difficult to find the parameters which will result in same output.
2.4 Proportion Admissibility
Fisher and Ness discuss the importance of point proportionality where geometric
aspects of clustering are more important than density. Similar criteria are also use-
ful for biclustering methods. We say that an algorithm has proportion admissibility
property if it gives consistent bicluster boundaries even after some observations are
duplicated or a group of observations is omitted. Since repetition of observations
does not change the biclusters obtained, we can say that such algorithms tend to
cluster points in subspaces rather than clustering instances. Thus the topology is
more important than density.
2.4.1 Point proportion
A procedure is said to be point proportion admissible if after duplication of one or
more points any number of times, the boundaries of the biclusters are not changed.
2.4.2 Cluster proportion
A procedure is said to be cluster proportion admissible if after duplicating each
cluster an arbitrary number of times i.e., each point within the same cluster is
duplicated the same number of times, clusters having the same boundaries are
generated.
2.4.3 Cluster Omission
A biclustering procedure is said to satisfy Cluster omission property if removing
a bicluster does not change the boundaries of other biclusters detected by the
procedure.
2.5 Overlapping biclusters
Many biclustering algorithms assume that the biclusters are mutually exclusive.
Some algorithms allow biclusters to be overlapping. Detection of overlapping bi-
clusters can be useful in many applications like document analysis.
2.6 Spatial proximity
Achieving small distances between observations in corresponding subspace is a
useful and most common goal for biclustering algorithms. However, there is a set
of biclustering algorithms which does not look for spatial proximity but performs
biclustering based on some other peculiarity in data. For example, algorithms
might simply examine relation between different columns or feature values. It may
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be noted that such an algorithm allows observations within a cluster to be rela-
tively far from each other. The generated biclusters may even lack connectedness
property in terms of Euclidean distance, as we are interested in different type of
similarity. In this case, similarity could be taken as the strength of relation between
feature values.
3 Desirable properties of a biclustering algorithm
In previous section, we discussed desirable properties of any criterion function that
can be used for biclustering. We also discussed desirable properties of biclustering
algorithms based on structure of biclusters we are trying to obtain. In this section,
we will discuss some other properties that can guide us while designing a biclus-
tering algorithms. Since biclustering algorithms do not partition data, it is not
possible to allocate a point to a cluster on basis of maximum homogeneity. While
adding points or dimension we need to check whether homogeneity is increasing
or decreasing. Homogeneity in biclusters is quantified using a criterion function.
This is discussed in Subsections 3.1 and 3.2. Later in Subsections 3.3 and 3.4 we
discuss the robustness of biclustering algorithms in presence of noise and effect of
changing row and column permutations of the data respectively.
3.1 Dominance from a seed bicluster
Given a subset of observations and a subset of features, one often needs to decide
if this pair of subsets forms a useful bicluster. One way to take the decision is
to accept those biclusters for which criterion function exceeds a threshold value.
Sometimes, the threshold value is itself decided using the value of criterion function
corresponding to small biclusters which may be called seed biclusters. These seed
biclusters are often searched using heuristics. Seed biclusters may also be found
using domain knowledge.
Since, criterion function is a reflection of homogeneity in a bicluster, it is quite
likely that a valid bicluster contains several biclusters fulfilling the threshold cri-
terion. In such case, we would like to reject the biclusters which are contained in
other valid biclusters. In order to discuss this process clearly we give definition of
dominant bicluster in this section.
The seed cluster is used to calculate the threshold value for criterion function.
Let us call a bicluster valid if corresponding value of criterion function is equal
to or exceeds the threshold. We want to add features and observations to seed
bicluster in such a way that the value of criterion function is always more than or
equal to the threshold value. When we reach a stage that adding any more features
or observations will bring the value of criterion function below the threshold we
stop. Thus, we attain a valid bicluster which is not contained in any other valid
bicluster. We call such a bicluster to be dominant.
3.1.1 Dominant observation set
Definition 2 Let U be a subset of V . Let Y (A, V ) and Y (A,U) be two biclusters
corresponding to point sets V and U , respectively. We say that Y (A, V ) is better
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than Y (A,U) if J(A, V ) ≥ J(A,U). We say that point set V dominates point set
U with respect to feature set A.
Given A, U and δ, Y (A, V ) is said to be dominant with reference to A if
1. J(A,U) ≥ δ
2. J(A,V ) ≥ δ , where V contains U
3. J(A,W ) < δ, For all W where V ⊂W
Given a small bicluster Y (A,U) such that J(A,U) ≥ δ, we are trying to find the
largest set of observations which maintains a given value for criterion function.
3.1.2 Dominant feature set
Definition 3 Let A be a subset of B. Let Y (B,U) and Y (A,U) be two biclusters
corresponding to feature sets B and A, respectively. We say that Y (B,U) is better
than Y (A,U) if J(B,U) ≥ J(A,U). We say that feature set B dominates feature
set A with respect to point set U .
Given A, U and δ, Y (B,U) is said to be dominant with reference to U if
1. J(A,U) ≥ δ
2. J(B,U) ≥ δ , where B contains A
3. J(C,U) < δ, For all C where B ⊂ C
Given a small bicluster Y (A,U) such that J(A,U) ≥ δ, we are trying to find the
largest set of features which maintains a given value for criterion function.
3.1.3 Dominant bicluster
Definition 4 A bicluster Y (B, V ) is said to be dominant if:
– There exists no set of features A ⊃ B that dominates B.
– There exists no subset U ⊃ V that dominates V .
Given A, U and δ, Y (B, V ) is said to be dominant if
1. J(A,U) ≥ δ
2. J(B,V ) ≥ δ , where B contains A and V contains U
3. J(C,W ) < δ, For all C,W where B ⊂ C and V ⊂W
Given a small bicluster Y (A,U) such that J(A,U) ≥ δ, we are trying to find
the largest bicluster which maintains a given value for criterion function.
3.2 Maximality and its relation to criterion function
The condition stated in 3.1 for dominance of a bicluster can be made more strict
by examining biclusters contained in a selected bicluster. Suppose, we have a seed
bicluster for which the value of criterion function exceeds the threshold. We want
to add features and observations without allowing the quality of biclusters to fall.
In this section, we will discuss some conditions which allow us to expand biclusters
incrementally starting from the seed cluster .
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In reality, we often need to choose biclusters by finding a trade off between
homogeneity and bicluster size, i.e. we allow small amount of decrease in homo-
geneity if the bicluster size is larger. To account for this, we can use a criterion
function that reflects homogeneity and use a flexible threshold δ. Here we allow a
decrease in δ with increase in size i.e., δ is a monotonically decreasing function of
bicluster size. Often we do not explicitly define δ as a function of bicluster size,
rather we want δ to be a function which decreases smoothly with size of bicluster.
This can be done by checking whether value of the criterion function is decreasing
smoothly with bicluster size. Thus we are looking for the largest bicluster which
does not cause a large drop in value of criterion function.
Alternatively, the criterion function should be a function of homogeneity, as
well as size of bicluster. In this case, we can directly check that the value of criterion
function does not fall by adding observations or features. Since we started with a
seed bicluster for which criterion function exceeds the threshold, obtained bicluster
will definitely have criterion function greater than threshold. This way of defining
maximal biclusters is given in following subsections.
3.2.1 Maximal observation set
Given A, U and δ, there exists V ⊃ U such that, Y (A,V ) is said to be maximal
with reference to A if
1. J(A,U) ≥ δ
2. J(A,W ) ≥ δ, For all W , such that, U ⊆W ⊆ V
3. J(A,V ) ≥ J(A,W ), For all W , such that, U ⊆W ⊆ V
4. J(A,T ) < J(A,V ), For all T , such that, T ⊃ V
Given a bicluster with the value of criterion function δ, we are trying to add fea-
tures such that the value of the criterion function is optimal i.e., adding or removing
features does not increase the value of the criterion function. Since J(A,W ) ≥ δ,
for all U ⊆ W ⊆ V we can stop searching when the value of the criterion function
falls below δ.
3.2.2 Maximal feature set
Given A, U and δ, there exists B ⊃ A such that, Y (B,U) is said to be maximal
with reference to U if
1. J(A,U) ≥ δ
2. J(C,U) ≥ δ, For all C, such that, A ⊆ C ⊆ B
3. J(B,U) ≥ J(C,U), For all C, such that, A ⊆ C ⊆ B
4. J(D,U) < J(B,U), For all D, such that, D ⊃ B
Given a bicluster with value of the criterion function δ, we are trying to add
observations such that the value of the criterion function is optimal i.e., adding or
removing observations does not increase the value of the criterion function. Since
J(C,U) ≥ δ, for all A ⊆ C ⊆ B we can stop searching when value of the criterion
function falls below δ.
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3.2.3 Maximal bicluster
Given A, U and δ, there exist B ⊃ A and V ⊃ U such that, Y (B,V ) is said to be
maximal if
1. J(A,U) ≥ δ
2. J(C,W ) ≥ δ, For all C,W such that A ⊆ C ⊆ B and U ⊆W ⊆ V
3. J(B,V ) ≥ J(C,W ), For all C,W such that A ⊆ C ⊆ B and U ⊆W ⊆ V
4. J(D,T ) < J(B, V ), For all D, T such that D ⊃ B and T ⊃ V
Given a bicluster with the value of the criterion function δ, we are trying to add
observations and features such that the value of the criterion function is optimal
i.e., adding or removing observations or features does not increase the value of the
criterion function. Since J(C,U) ≥ δ, for all A ⊆ C ⊆ B and for all U ⊆ W ⊆ V ,
we can stop searching when the value of the criterion function falls below δ.
3.3 Bicluster robustness
As with other machine learning problems, it might be desirable that adding small
noise to data does not alter the results drastically. A procedure having this prop-
erty is said to be robust.
3.4 Changing indices
We would like a biclustering algorithm to be invariant to change in permutation of
observations and features. Since adding or removing features can change distances
between the points in a unpredictable way, biclustering algorithms need to exam-
ine huge number of subsets of features and observations in order to find an optimal
solution. To avoid exhaustive search, most of the algorithms do not search for an
optimal solution. A biclustering algorithm may produce different output if the or-
der of rows or columns changes. However, it is desirable that changing permutation
of rows or columns does not change the performance of biclustering algorithm.
4 Goals of Biclustering algorithms
The term biclustering is used for any procedure or algorithm which simultaneously
finds a subset of features and a subset of observations. This pair of subsets is
known as bicluster. How these subsets are related to each other is not fixed. This
flexibility has allowed several authors to define various biclustering algorithms
which are suitable in different scenarios.
The simplest kind of biclusters are constant value biclusters. An example of this
includes the procedure proposed by Hartigan (1972), which is known to be the
earliest biclustering algorithm. Another set of algorithms lying in this category
finds significant sized biclusters which attain small value of variance. This allows
the bicluster to have small variations. Since the idealized goal of these biclustering
algorithms is to find biclusters with constant value, the biclusters thus found will
be roughly convex in subspace corresponding to selected set of features and also
invariant to any distance preserving transformation applied to given subspace.
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Another set of algorithms finds biclusters such that they can be described us-
ing linear constraints. An example of algorithm belonging to this category includes
Matrix Factorization algorithm by Carmona-Saez et al (2006). These algorithms
result in convex biclusters. They are not invariant to distance preserving trans-
forms. Some authors like Luxburg (2007) have modified the linear algebra based
biclustering algorithms so that non-convex biclusters can be found. This approach
relies on finding linearly constrained biclusters in a high dimensional space cor-
responding to given input space. However, the location of points need not be
calculated explicitly in the high dimensional space.
Density based biclustering algorithms such as SubClu by Kailing et al (2004)
find high density regions in corresponding subspaces. Just like the clustering al-
gorithm DBSCAN by Ester et al (1996), these algorithms are capable of finding
non-convex clusters. These methods may be capable of invariance under distance
preserving transform, as high density regions in original space continue to be high
density regions after application of order preserving transform. However, final out-
come depends on our ability to find optimal parameters to be used in transformed
space.
Some algorithms find biclusters for one set of observations there is a direct
relation between two features. In other words, for selected set of observations,
values for one feature can be calculated by applying a simple function to values
of another feature. One such example is the algorithm proposed By Cheng and
Church Cheng and Church (2000). Multiplicative algorithm FABIA has been pro-
posed by Hochreiter et al (2010). Here one row is multiple of another. When we
are looking for specific relations between rows or columns, resulting algorithm will
not be invariant to distance preserving transforms.
Relationship based biclustering methods have been generalized to find biclus-
ters where features are related to each other in arbitrary ways. These include algo-
rithms like UniBic based on Longest Common Subsequence. Curler by Tung et al
(2005) finds such Non linear clusters by combining density based approach with
principle component method. The method finds high density Gaussian regions
using Expectation Maximization and combines them using the relation between
directional information of resultant biclusters. OPSM proposed by Cheung et al
(2005) finds order preserving submatrices. Method proposed by Jain and Murthy
(2018) identifies non linear relationship between pairs of dimensions using den-
sity based approach. These algorithms can find non-convex biclusters. In general,
algorithms based on arbitrary relation between rows or columns, do not provide
convex clustering, as points lying in convex region may not be related to each other.
Some algorithms like Curler are not invariant to distance preserving transforms.
Curler assumes Gaussian distribution at local level to find clusters. This implies
it is not invariant to distance preserving transforms. Algorithms like CBSC by
Jain and Murthy (2018) are invariant to distance preserving transform on a con-
ceptual level but as with other density based methods, actual outcome depends
on selected parameters. The parameters used by CBSC are calculated based on
data. The way of selecting parameters does not lead to consistency under distance
preserving transforms. Note that CBSC may give biclusters, where observations
within bicluster may be far fro each other even in selected subspace. This is because
CBSC focusses in feature similarity rather than proximity of observations.
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5 Different approaches to handle biclustering problem
Since biclustering is a computationally complex problem, several solutions have
been proposed. Some of these algorithms make assumptions about data which
are reasonable in many situations, in order to reduce problem complexity. This
includes biclustering algorithms based on linear algebra. Here the biclusters are
assumed to form subspaces or affine sets i.e., observations in a bicluster are linearly
related. Examples include Matrix factorization by Costeira and Kanade (1998).
A very effective modification of this technique is used to find non linear bi-
clusters in procedures like spectral clustering by Luxburg (2007). Here observa-
tions form linear subspaces in a transformed high dimensional space. However,
this transformation to high dimensional subspace is done implicitly for Gaussian
kernel.
Another common approach is to use DBSCAN like density based techniques
to identify dense regions in subspace. Many of these procedures like SubClu by
Kailing et al (2004) and FIRES by Kriegel et al (2005) use Aprioi like method
to build biclusters. Detailed description of the Apriori approach can be found
in article by Agrawal and Srikant (1994). Biclustering starts with 1-dimensional
space and further dimensions are added incrementally. As discussed earlier, CBSC
is a density based technique which builds biclusters in high dimensional region
using clusters from 2-dimensional spaces but the growth is not done in Apriori
like manner. Biclusters are combined on the basis of feature similarity. Procedures
which start from low dimensional space and build them incrementally often make
use of Maximality properties, as discussed in section 3.2.
Procedure like Coupled two way clustering (CTWC) by Getz et al (2000) de-
pend on alternate grouping between observations and features. Here the result
from previous step is used as the base for the next phase of selection. This sim-
ple concept gives rise to entire class of biclustering procedures as the results will
depend on clustering procedure used along with features and observations.
Evolutionary computing techniques have also been used to solve biclustering
problem as multiobjective optimization problem. Here length, breadth and ho-
mogeneity of biclusters are optimized. A popular algorithm of this category was
proposed by Mitra and Banka (2006).
Graph based biclustering technique named SAMBA by Tanay et al (2002)
shows equivalence of biclustering to problem of finding Maximal Biclique in data.
Probabilistic techniques are used to identify heavy or nearly complete subgraphs.
Similarly, UniBic by Wang et al (2016) identifies common subsequence of mono-
tonically increasing or decreasing observations between feature pairs. Sequences
are considered only if they are long enough i.e., random occurrences of such long
sequence is unlikely.
6 A Novel Biclustering Method: RelDenBiClu
In this article, we propose a density based algorithm with objective of finding re-
lationship based biclusters. We already have an existing algorithm called CBSC in
this category given by Jain and Murthy (2018). This goal of biclustering algorithm
has been discussed in greater detail by authors of CBSC. In this article also we
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follow a similar approach. We find dense region in each of the 2-dimensional sub-
spaces. The observations forming the dense regions and corresponding dimensions
are then combined to identify biclusters. However, proposed algorithm differs from
CBSC in the way that the later identifies dense regions. Here density of smaller
regions are compared with marginal densities in each direction.
6.1 Preprocessing data
As we shall see in following section, for finding dense regions, we need to normal-
ize out data to [0,1]× [0,1]. Procedure used to normalize the data is same as the
procedure used by Jain and Murthy (2018). Often, we do not know the range of
distribution from which data is drawn. So, we have applied one of the following
two transformations to data,:
norm1(xi,j) =
xi,j− min
1≤k≤n
(xk,j)
max
1≤k≤n
(xk,j)− min
1≤k≤n
(xk,j)
norm2(xi,j) = norm1(tan
−1(xi,j)/π + 0.5)
The transformation norm1(x) is commonly used for mapping data to [0,1]
interval. The transformation norm2(x) maps the interval (−∞,∞) to interval (0,1),
which is a subset of [0,1]. This transformation is capable of mapping points from
an unbounded region to a bounded interval. Thus it can be applied preferably if
data that seems to be coming from distributions like Gaussian, which have non
compact base.
6.2 Finding dense regions in 2-dimensional space
Proposed method uses two different schemes to find dense regions for small and
large datasets. Datasets having more than 1000 observations have been considered
as large, and a simpler scheme is used for them. This makes the problem tractable
for larger datasets. The method for finding dense regions in large and small datasets
is outlined in this section.
In this article, we will use the notation cell((a, b] × (u, v])) for referring to
rectangular region given by (a, b]× (u, v]. For cell((a, b]× (u, v])), the phrase corre-
sponding marginal cells, is used for referring to the cells given by cell((a, b]× (0,1])
and cell((0,1] × (u, v]). It is important to keep in mind that our data is already
normalized to the region [0,1]× [0,1]. Also, cell((vx − xlen/2, vx + xlen/2]× (vy −
ylen/2, vy+ylen/2]) is said to be a cell of size (xlen, ylen) centered at point(vx, vy).
A cell is said to be dense if its density is higher than average density of corre-
sponding marginal cells. When the number of observations in the dataset is small,
cell centered around each observation is considered. Thus, we will have many over-
lapping cells. On the other hand, for larger datasets we consider only disjoint cells
for better efficiency.
For small datasets the size of cells is calculated using maximal separation along
corresponding dimensions. For larger datasets we simply take 3 log(n) equal inter-
vals along each axis, where n number of observations are present in the dataset.
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The definition of biclustering used here is similar to that given by Jain and Murthy
(2018).
6.2.1 Finding dense regions in small datasets
To find dense regions, for each dimension maximal separation between observations
is obtained. For each pair of dimensions x, y let the maximal separations be sx and
sy respectively. The intervals used to find dense regions along x and y are given
by xlen = sx
c and ylen = sy
c, where c < 0.5 and is close to 0.5. We have taken
c = 0.4999.
For each observation with coordinates (vx, vy) find observations lying in the
cell ceneterd on it. Thus we check cell((vx−xlen/2, vx+xlen/2]×(vy−ylen/2, vy+
ylen/2]) to see if its density is greater than average density of both the marginal
cells given by cell((vx−xlen/2, vx+xlen/2]×(0,1]) and cell((0,1]×(vy−ylen/2, vy+
ylen/2]). If this condition is found to be true, we mark the cell cenetred at (vx, vy)
as dense. Two dense cells are merged if 1) the centre of one cell lies within other
and 2) overlapping region between the cells has an average density greater than
or equal to density of each of the marginal cells corresponding to these two cells.
This is done iteratively, so that dense regions connect in chain like manner. It is
to be noted that, CBSC uses similar procedure to find dense regions. There, dense
regions are found by combining discs or rectangles having average density greater
than average of entire space. On the contrary, the proposed algorithm compares
the density of cells with density of vertical and horizontal regions in which it lies.
In the paper by Jain and Murthy (2016) a method named MIDI has been
proposed to find relation between two variables. MIDI uses estimated entropies
and mutual information of two variables to find whether two variables are related.
Since the entropies and mutual information have been estimated using histogram
based density, we use variations in density and relation between densities of two
variables in deducing and quantifying the relation between two variables. Similarly,
by comparing density of each region with corresponding marginal densities we use
the relation between densities to quantify relation between subsets of observations
for each pair of features.
It is known that maximal separation along each axis for a continuous bounded
distribution in space [0,1] × [0,1] converges to the order given by O(log(n)/n),
where n is number of observations. Details can be found in appendix of the paper
by Jain and Murthy (2016). Thus the area of each region converges to the order
(log(n)/n)2c. As we have chosen 2c < 1, n(log(n)/n)2c = n(1−2c)(log(n))2c → ∞,
as n→∞. Also (log(n)/n)2c → 0 as n→∞. Thus estimated density is consistent,
according to Parzen density estimates.
6.2.2 Finding dense regions in large datasets
For larger datasets we do not find region centring around each observation, but
we partition entire space in rectangular grid with 3 log(n) divisions on each axis,
where n is the number of observations. To decide whether a cell is dense we use
exactly same procedure as used for smaller datasets i.e., by comparing the density
of region with marginal densities.
Two dense regions are merged if they are adjacent to each other, horizontally,
vertically or diagonally. A dense region can have at most 8 dense regions connected
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to it. This is done to reduce computational time for large datasets. Since dividing
each axis in 3 log(n) partitions leads to consistent density estimates according to
Parzen’s rules, this scheme works well for large n.
6.3 Merging dense regions found for different dimension pairs
To identify set of points related to each other we find Relative Density based
subsets in 2-dimensional Euclidean space given by each pair of features. However,
this procedure of finding relations can result in lot of noise, specially in case of large
datasets. Therefore to weed out noise, we search for set of three features, for which
a given set of observations form dense regions for each pair of features belonging
to the set. Thus for a set of features {f1, f2, f3}, we find dense regions for pairs
< f1, f2 >, < f2, f3 > and < f1, f3 >. Intersection of observations forming dense
regions for these three pairs is found. If resulting set of observations is significant
i.e., number of observations is larger than ObsInMinBase we consider it to be a
seed bicluster. It can be observed that adding features to this subspace cluster
can not result in increase in number of observations in corresponding bicluster. In
this sense we can say that we have obtained a maximal set of observations which
can be included in a subspace cluster having these three features. Once this set
has been identified, we add other feature-triplets which have significant overlap
between corresponding (k, r, δ)− connected subsets and identified points.
Now, we see how a seed bicluster is used to find a larger bicluster. If such a
bicluster is found, we call this seed bicluster to be the base of obtained bicluster.
For each seed bicluster we try to find corresponding bicluster, after arranging the
seed biclusters in descending order by number of observations.
We start by initializing a bicluster S′ to seed bicluster S. We compare this
bicluster S′ with all other seed biclusters. If the length of S in terms of number
of observations is denoted by length(S), we find seed biclusters which have at
least length(S) ∗ Sim2Seed observations common with S′. As we keep findind seed
bicluster matching with S′ we update S′ by adding all observations in matching
seed bicluster. This is done repeatedly till no more additions can be made to S′.
Then, we find observations which occur in at least ObsInMinBase number of seed
biclusters. These observations and features corresponding to the matching seed
biclusters form an output bicluster.
We also provide a slight modification to above procedure where all seed bi-
clusters having a very high overlap with some other seed bicluster are not used as
base seed biclusters. To use this option one must set the parameter ReuseAllSeeds
to false. The parameter ReuseSeedSim gives the threshold for amount of over-
lap between seed biclusters, if the parameter ReuseAllSeeds is set to false. If
overlap between a base seed bicluster S and other seed bicluster is greater than
ReuseAllSeeds× length(S), we do not use these matching seed cluster a base seed
bicluster. If the parameter ReuseSeedSim is set to true we will not ignore seed
biclusters in following calculations. Obviously, these two parameters control the
amount of overlap between biclusters in terms of observations.
Another parameter which can be used to weed out overlapping biclusters is
named as ClusSim. This parameter gives us maximum amount os similarity allowed
betwween biclusters. After all biclusters are found using procedure described till
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now, for each pair of obtained biclusters we calculate the similarity between biclus-
ters. Similarity is calculated as #(O1
⋂
O2)√
(#(O1)×#(O2))
× #(F1
⋂
F2)√
(#(F1)×#(F2))
. Here O1 and
O2 denote sets of observations in first and second biclusters respectively. Similarly
F1 and F2 denote sets of features in first and second biclusters respectively. #()
used to denote cardinality of a set. If similarity between two biclusters is found to
greater than ClusSim, we discard the smaller one.
Another way of looking at this step is described in this paragraph. By identi-
fying a pair of features f1, f2 as giving rise to a Relative Density based set S
′, we
get an idea of connectivity between features f1 and f2. By adding the constraint
of overlap between three features we reduce the effect of noise. This can also be
understood in terms of graphs, a set of observations is said to connecting features
f1 and f2 only if there exists some feature f3 such that this set of observation forms
dense region in space given by f1, f3 and f2, f3. Once this set of observation is seen
to be connecting f1 and f2, we add other feature pairs which are connected for
similar set of observations. Thus we follow a connected component like approach
in terms of features.
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Algorithm 1: DenseRegions()
/* ---------------------------------------------------- */
/* This is an algorithm for finding dense regions in */
/* 2-dimensional space defined by dimensions i and j */
/* Input is list of all observations in 2-dimensional */
/* space defined by i and j This is pseudo code for Section 6.2.1 */
/* ----------------------------------------------------- */
/* For dimensions i sepi is maximum separation in dimension i */
1 for each point pa do
/* neigh(pa) is the set of points representing neighbourhood of
pa */
/* Initialize neighbourhood of each point */
2 neigh(pa) = ∅
3 for each pair of points pa, pb do
/* di denotes distance in dimension i and dj denotes distance in
dimension j */
4 if ( di(< pa, pb) < sepi and dj(< pa, pb) < sepj) then
5 connection(pa, pb) = 1
6 Add pb to neigh(pa)
7 Add pa to neigh(pb)
8 else
9 connection(pa, pb) = 0
10 finset = ∅
11 for each point pa do
/* MarginalNeighi(pa) is set of points lying in the region given
by (pa − sepi/2, pa+ sepi/2) in dimension i and (0,1) in dimension
j */
/* # denotes cardinality of a set */
12 if #(neigh(pa)) > k and
#(neigh(pa))/(sepi ∗ sepj) > #(MarginalNeighi(pa))/sepi and
#(neigh(pa))/(sepi ∗ sepj) > #(MarginalNeighj(pa))/sepj then
13 finset = finset ∪ pa
14 for each pair of points pa, pb in finset do
15 if #(neigh(pa) ∩ neigh(pb)) ∗ 4/(sepi ∗ sepj) >
max(MarginalNeighi(pa)/sepi,MarginalNeighj(pa)/sepj ,MarginalNeighi(pb)/sepi,MarginalNeighj(pb)/sepj)
then
/* Merge the two cells i.e., cell connected to one is
automatically connected to other */
/* connection(pa, :) denotes all connections of pa */
16 connection(pa, :) = connection(pa, :)∪ connection(pb, :)
17 connection(pb, :) = connection(pa, :)
/* Perform connected components according to new connections */
18 while new connections are formed do
19 for each pair of points pa, pb connected to each other do
20 connection(pa, :) = connection(pa, :) ∪ connection(pb, :)
21 connection(pb, :) = connection(pa, :)
/* Retain only those points from finset which have merged with other
points */
22 finset=finset[sum(connection(pa, :)) > 0]
23 npc = #(finset)
24 Find connected components in finset using radius rad = ln(npc)/npc
/* kth connected components is denoted by Pts(i, j, k) */
/* Let total number of connected components for given pair of
dimensions be mcc */
25 Return points < Pts(fi, fj , 1), P ts(fi, fj , 2) · · · > /*< Pts(fi, fj , mcc) >
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Algorithm 2: GetBiClusters
/* Let the data be D */
/* Normalize the data using norm1 if data seems to be */
/* coming from a bounded distribution otherwise use norm2 */
1 Normalize data using one of procedures given in Section 6.1
/* Each pair of dimensions may contain several sets representing
dense regions */
2 for each pair of features < fi, fj > do
/* This is described in Sections 6.2.1 and 6.2.2 */
3 Pts(fi, fj , 1), P ts(fi, fj , 2), · · ·=denseregions(Dfi, Dfj)
/* Initialize list of seed biclusters */
4 T list = ∅ F list = ∅ for each set of 3 features fi, fj , fk and each combination of
u, v, w do
/* Check if a seed bicluster is formed by each dense region for a
set of three features */
/* dense regions numbered u, v and w in dimension pairs
< fi, fj >, < fj , fk > */
/* and < fk, fi > are checked for each combination between dense
regions */
5 Tx = Pts(fi, fj , u) ∩ Pts(fj , fk, v) ∩ Pts(fi, fk, w)
6 if length(Tx < MinSeedSize) then
7 Delete (Tx)
8 else
9 Fx =< u, v, w >
10 Add Tx to Tlist Add Fx to Flist
11 Sort T list in descending order of length
/* Remaining part of algorithm corresponds to Section 6.3 */
12 Clusterlist = ∅
13 for each Tx in Tlist not marked as ignore do
14 Clf = Fx
15 SelectedT list = Tx
16 for each Ty in Tlist do
17 if (Clf
⋂
Fy) 6= ∅ ∧ length(Tx
⋂
Ty) > Sim2Seed × length(Tx) then
18 Clf = Clf ∪ Fy
19 if ReuseAllSeeds == TRUE
∧
length(Tx
⋂
Ty) >
ReuseSeedSim × Sim2Seed × length(Tx) then
/* This seed bicluster ill not be used as base */
20 Mark Ty as ignore
21 Goto 16 if seed biclusters have been added in last cycle loop 16
22 Cl is list of observations which occur in atleast ObsInMinBase bases
present in SelectedT list
23 if Cl 6= ∅ then
24 Clusterlist = Clusterlist∪ < Cl, Clf >
25 for each pair of clusters in Clusterlist < Cli, Clfi >,< Clj , Clfj > do
/* Formula for cosine similairty is given in Section 6.3 */
26 if Cosine Similarity between < Cli, Clfi >,< Clj , Clfj >> ClusSim then
27 Delete the smaller biluster
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7 Results of proposed algorithm
In order to show the effectiveness of proposed algorithm in reference to vari-
ous properties discussed in Sections 2 and 3 we have generated several artificial
datasets, as described in section 7.3. Results for these datasets have been reported
in Section 7.5. Usefulness of proposed algorithm is demonstrated using real life
datasets in Section 7.6. Section 7.7 reports execution time of proposed algorithm
and other algorithms for several artificial datasets.
7.1 Algorithms used for comparison
We have compared proposed algorithm with algorithms listed below, for artificial
and real life datasets. For CBSC and Unibic implementations provided by respec-
tive authors have been used. For all other algorithms, implementations available in
R package named subspace by Hassani and Hansen (2015) have been used. For R
package, the parameters given in help page of the manual are used. For Unibic de-
fault value of parameters are used. For CBSC parameters used by Jain and Murthy
(2018) in their article have been used.
– CLIQUE: This algorithm by Agrawal et al (1998), uses a grid based approach
to find dense regions in low dimension space. Candidate biclusters generated
are analysed in higher dimensions after adding features gradually. Thus, it uses
the monotonicity property of high density regions i.e., a set of points forming
high density region in high dimensional space must form a high density region
in lower dimensions. Proposed method identifies high density region using grid
based approach for large datasets. However, cells of the grid are compared to
density of marginal cells to identify high density cells, as discussed in Section
6.2.2.
– Proclus: This algorithm by Aggarwal et al (1999), uses k-medoid like approach
for identifying biclusters in different subsspaces. The biclusters obtained tend
to be spherical.
– P3C: This is also a grid based approach proposed by Moise et al (2008), which
identifies dense cells using a statistical approach. Once probable clusters are
generated in lower dimension space expectation maximization algorithm is
used. Initially, the observations are assigned fuzzy membership.
– Subclu: Subclu by Kailing et al (2004) is an example of procedures where den-
sity connected regions form a bicluster. A region is said to be dense if it is
composed of connected open discs of radius r each having at least ǫ observa-
tions. Thus density forms a criterion function and its minimum value is implied
by ǫ and r. Dense regions found in smaller subspaces are combined Apriori ap-
proach, and density techniques are used again to obtain actual biclusters from
the set of candidate biclusters.
– CBSC: CBSC by Jain and Murthy (2018) is a procedure where value of r
in 2-dimensional space is calculated using length of Minimal spanning tree.
This procedure implicitly identifies sharp change in density in two dimensional
space. Since r is calculated separately for each pair of dimensions, the proce-
dure takes care of specific density variations in each 2-dimensional subspace.
Afterwords, results from different 2-dimensional spaces are combined. This
procedure forms biclusters on the basis of relation between feature pairs, so
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it can result in biclusters with disconnected regions. The reason for allowing
disconnected regions of observations to be parts of same bicluster is that CBSC
focuses on similarity between features rather than similarity between observa-
tions. This is also discussed in Section 4.
– Unibic: This algorithm by Wang et al (2016), finds trend preserving biclus-
ters. The seed biclusters are identified using Longest Common Subsequence
framework. Rows are added to these seed biclusters to obtain biclusters.
CLIQUE, P3C, Subclu, CBSC have been chosen for comparison as they are
density based methods. Proclus has been chosen because of it is based on very
popular k-medoid algorithm. Unibic is a recent algorithm, which provides good
results in comparison to many existing methods like FABIA and ISA. In next
section we discuss the choice of parameters for proposed algorithm.
7.2 Choice of parameters for proposed method
The values of various parameters used for various experiments are reported in
following sections. In this section we mention the range from which parameters
should generally be chosen.
Sim2Seed: In Section 6.3, a base seed bicluster is compared to other seed bi-
clusters to see if the latter can be included in bicluster based on the former, based
on similarity between the two. This similarity between base seed bicluster S and
other seed bicluster S′ is judged using number of observations which are common
to both the seed biclusters. If this number is greater than Sim2Seed × length(S),
they are said to be similar. The range (0.6,0.95) is seen to give stable results.
ReuseAllSeeds: Each seed bicluster can be used as a base for finding a bicluster.
For using every seed bicluster as a base this parameter should be set to TRUE.
Otherwise, seeds having high overlap with base seed bicluster are not used as base
in further calculations.
ReuseSeedSim: If we choose to ignore some seed biclusters while choosing the
bases, we set ReuseAllSeeds to FALSE. Then, we need to set the parameter ReuseSeedSim.
If number of common observations between base seed bicluster S and other seed
bicluster S′ is greater than ReuseSeedSim × Sim2Seed × length(S), S′ is not used
as base. The value of this parameter lies in (0,1). Setting higher value of this pa-
rameter allows the algorithm to detect biclusters with greater amount of overlap.
If the parameter is set to a lower value less overlap occurs and computation time
is also less.
MinSeedSize: While choosing seed biclusters in step 6 in algorithm, this pa-
rameter is used. We make list of all seed biclusters longer than MinSeedSize and
use only these biclusters for further processing. Other seed biclusters are deleted.
Setting lower values will allow the algorithm to detect biclusters with fewer ob-
servations. Setting a larger value will leave out smaller biclusters and report only
large ones. If we want all small and large biclusters it can be set to 3.
ObsInMinBase: If an observations lies in at least ObsInMinBase number of dense
regions forming a bicluster, it is included in the set of observations corresponding
to the bicluster. In our experiments we have used values in range 3 to 15.
ClusSim: If cosine similarity defined in Section 6.3 between biclusters, is found
to be larger than ClusSim, smaller bicluster is ignored. Unlike ReuseSeedSim, com-
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pares biclusters in terms of both number of observations and number of features.
Also it weeds out biclusters after they are found and thus provides a finer control.
We will now see the performance of various methods on artificial datasets.
7.3 Generating artificial datasets
For experimental evaluation, data with one or more embedded biclusters is gener-
ated. Ten datasets of each type are generated and mean and standard deviation of
accuracy are reported in table 1. N ×M points are picked randomly from Uniform
over (0,1) or Gaussian distribution to generate a matrix X. One or more biclusters
of size n ×m are embedded in the data. Datasets having different properties are
generated and procedure to generate each type of dataset is outlined here.
First row presents the results on data of size 1000 × 20 drawn from uniform
distribution. It has a bicluster of size 500× 10 generated using functions h1(x) =
I(x) = x , where I is identity function and hi(x) = ai ∗ x for i = 2, 3 · · · , 10. ai
for i = 2,3, · · · , 10 are different random values lying in interval (0, 1). This is our
base data for Uniform distribution datasets. Different transformations have been
applied to this data for analysing properties of biclustering algorithms.
Second row contains results for data obtained by scaling each column of data
generated for first row with random number lying in interval (0,1). Third row
contains results for data obtained by adding a random number lying in (0,1) to
each column of the data generated for first row. These are used to analyse the
scaling and translation properties of the algorithms. Fourth row contains results
for data obtained by linear transform to each column of data generated for first
row. In a way this is combination of scaling and translating. Thus two random
numbers are generated for each column. Scaling, translation and linear transforms
are special cases of distance preserving transforms.
Fifth row contains results for data obtained by applying square transform
f(x) = x2, to each observation and feature of data generated for first row. Sixth
row contains results for data obtained by applying exponential transform f(x) =
exp(x), to each observation and feature of data generated for first row. Since data
used here lies in the range (0, 1) both of these are monotone transforms, but not
necessarily distance preserving.
Seventh row contains results for data obtained by duplicating each observation
of data generated for first row. Thus this dataset contains 2000 rows. Eighth row
contains results for data obtained by duplicating each observation of bicluster in
data generated for first row. Thus this dataset contains 1500 rows. Both these
datasets are used to observe the performance of algorithms in terms of proportion
admissibility discussed in Section 2.4.
Ninth row contains results for data obtained by adding to each element of
data matrix a random number in range (0,0.1). The random noise is drawn from
uniform distribution. We want to see how various algorithms perform in presence
of noise. In other words we are checking robutness of the algorithms. Tenth row
contains results for data obtained by randomly repermuting rows and columns of
data generated for first row. This is done to test the algorithms in terms of the
property discussed in section 3.4.
Eleventh row presents the results on data of size 1000×20 drawn from Gaussian
distribution. It has a bicluster of size 500× 10 generated using functions h1(x) =
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I(x) = x , where I is identity function and hi(x) = ai ∗ x for i = 2, 3 · · · , 10. ai
for i = 2, 3 · · · , 10 are random values lying in interval (0,1). Twelfth row contains
results for data obtained by adding to each element of data matrix a random
number drawn from Gaussian distribution with standard deviation 0.1. In this
way we add Gaussian noise to data. Thus we test the robustness of algorithms for
Gaussian data.
Thirteenth and fourteenth rows present the results on data of size 1000× 20
drawn from uniform distribution. It has 2 biclusters of sizes 500× 10 and 300× 8.
These biclusters are generated by translating its elements by a randomly chosen
value. Thus elements of biclusters have similar values. These biclusters have an
overlapping area of 300×3. This is done to see if the algorithm is capable of finding
overlapping biclusters.
For data given in a N ×M matrix accuracy is calculated as follows. Generate
a matrix mB such that mB(i, j) = 1 if observation i and feature j is a member of
actual bicluster in data. Similarly generate a matrix mE for estimated bicluster.
Accuracy is given by the ratio where mB matches mE to the size of data matrix
N ×M .
7.4 Evaluating the performance on artificial datasets
As discussed earlier, 10 datasets of each type are generated. As seen in Table
1, there are thirteen type of dataset i.e., base, scaled, translated etc. The rows
Overlap 1 and Overlap 2 correspond to two overlapping biclusters in same dataset.
Same datasets are used for all the algorithms to compare the accuracy. Suppose
membership value of each point in particular dimension is 1 if it the observation
and feature are included in the bicluster and 0 otherwise. Accuracy is the match
between actual and calculated membership value. For each bicluster present in
data, best match is reported for each algorithm. Significance of the results are
analysed using pairwise right tailed t-test, and corresponding p values are also
reported.
7.5 Results on Artificial datasets
Results have been found using parameters, Sim2Seed = 0.8, ReuseAllSeeds =
FALSE, ReuseSeedSim = 0.5, MinSeedSize = 100, ObsInMinBase = 3, ClusSim = 1.
Transformation norm2() from section 6.1 is applied to datasets Normal and Noisy
normal. Transformation norm1() is applied to all other datasets.
We see that proposed algorithm gives exactly same accuracy for scaled, trans-
lated and linearly transformed data as the base data. This is consistent with our
expectation, as these transforms do not change the relative density of data. For
square and exponential data there is a slight change in performance. This is be-
cause these transforms change the distribution of data. For point and cluster pro-
portion data there is a slight improvement in performance. This is probably due
to redundancy provided by repetition of points. For noisy data there is slight de-
terioration in performance. However, the change is very small and the proposed
algorithm seems to be robust. The data contained in the row named permutations
is obtained by changing the indices of observations and features. For this data,
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Table 1: Results on datasets to demonstrate different properties of biclustering
algorithms in terms of Mean and Standard Deviation for Accuracy
Dataset Accuracy
Methods used
CLIQUE Proclus P3C Subclu CBSC Unibic Proposed
Base
Mean 0.702 0.785 0.781 0.794 0.834 0.839 0.990
Deviation 0.247 0.013 0.040 0.023 0.063 0.034 0.006
Scaled
Mean 0.702 0.768 0.782 0.759 0.834 0.684 0.990
Deviation 0.247 0.015 0.040 0.016 0.063 0.211 0.006
Translated
Mean 0.702 0.803 0.779 0.788 0.834 0.582 0.990
Deviation 0.247 0.023 0.041 0.019 0.063 0.159 0.006
Linear transform
Mean 0.702 0.770 0.779 0.765 0.834 0.839 0.990
Deviation 0.247 0.028 0.041 0.025 0.063 0.034 0.006
Square
Mean 0.827 0.805 0.771 0.800 0.696 0.847 0.981
Deviation 0.018 0.021 0.009 0.024 0.150 0.038 0.005
Exponential
Mean 0.793 0.791 0.848 0.811 0.866 0.861 0.978
Deviation 0.026 0.016 0.055 0.025 0.062 0.046 0.020
Point proportion
Mean 0.702 0.800 0.787 0.802 0.834 0.804 0.992
Deviation 0.247 0.024 0.022 0.030 0.063 0.046 0.006
Cluster proportion
Mean 0.643 0.711 0.802 0.724 0.937 0.800 0.996
Deviation 0.227 0.024 0.092 0.020 0.020 0.078 0.003
Noisy uniform
Mean 0.696 0.792 0.772 0.795 0.851 0.592 0.939
Deviation 0.245 0.010 0.032 0.017 0.049 0.124 0.029
Permutations
Mean 0.695 0.785 0.783 0.798 0.834 0.839 0.990
Deviation 0.245 0.015 0.015 0.022 0.063 0.034 0.006
Normal
Mean 0.799 0.783 0.767 0.783 0.805 0.898 0.991
Deviation 0.011 0.017 0.017 0.010 0.075 0.025 0.003
Noisy normal
Mean 0.787 0.772 0.758 0.780 0.769 0.522 0.901
Deviation 0.015 0.011 0.047 0.015 0.074 0.098 0.031
Overlap 1
Mean 0.779 0.744 0.831 0.754 0.850 0.446 0.963
Deviation 0.031 0.005 0.007 0.014 0.087 0.064 0.062
Overlap 2
Mean 0.856 0.836 0.856 0.833 0.818 0.534 0.975
Deviation 0.025 0.008 0.021 0.006 0.098 0.054 0.033
we obtain exactly same performance as the base data, which demonstrates that
proposed algorithm is invariant under change in indices. We also find that perfor-
mance of proposed algorithm deteriorates slightly when noise is added to Gaussian
data. This is similar to change in performance in case of noisy uniform data. From
last two rows of the table we also find that proposed algorithm is capable of finding
overlapping biclusters.
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Table 2: Paired t test statistics and p values on datasets to compare the perfor-
mance of proposed methods with other methods
Dataset Statistics
Methods used for comparing with Proposed method
CLIQUE Proclus P3C Subclu CBSC Unibic
Base
t 3.71 47.12 16.74 24.31 7.76 13.91
p value 2.43E-03 2.19E-12 2.17E-08 8.07E-10 1.42E-05 1.08E-07
Scaled
t 16.68 21.1 7.62 15.16 5.62 4.55
p value 2.24E-08 2.83E-09 1.62E-05 5.14E-08 1.63E-04 6.93E-04
Translated
t 4.87 5.19 7.09 5.96 2.33 8.08
p value 4.40E-04 2.85E-04 2.87E-05 1.06E-04 2.23E-02 1.02E-05
Linear transform
t 3.71 23.78 16.46 26.74 7.76 13.91
p value 2.43E-03 9.83E-10 2.51E-08 3.46E-10 1.42E-05 1.08E-07
Square
t 3.14 13.47 11.37 11.52 4.59 10.64
p value 5.97E-03 1.43E-07 6.09E-07 5.44E-07 6.55E-04 1.07E-06
Exponential
t 5.56 6.07 4.61 6.29 3.32 6.23
p value 1.75E-04 9.26E-05 6.32E-04 7.13E-05 4.47E-03 7.66E-05
Point proportion
t 3.71 51.05 16.72 41.87 7.76 13.8
p value 2.43E-03 1.07E-12 2.19E-08 6.31E-12 1.42E-05 1.16E-07
Cluster proportion
t 27.79 31.54 56.71 26.84 6.03 8.13
p value 2.46E-10 7.95E-11 4.15E-13 3.35E-10 9.78E-05 9.73E-06
Noisy uniform
t 3.71 24.13 16.66 30.32 7.76 8.06
p value 2.43E-03 8.63E-10 2.26E-08 1.13E-10 1.42E-05 1.04E-05
Permutations
t 3.74 23.64 33.8 19.28 8.04 13.91
p value 2.32E-03 1.03E-09 4.29E-11 6.27E-09 1.06E-05 1.08E-07
Normal
t 50.63 44.11 38.73 64.67 7.82 13.07
p value 1.20E-12 3.95E-12 1.27E-11 1.28E-13 1.33E-05 1.85E-07
Noisy normal
t 10.37 14.11 8.87 9.72 5.54 10.11
p value 1.32E-06 9.58E-08 4.81E-06 2.27E-06 1.81E-04 1.63E-06
Overlap 1
t 11.66 11.7 9.24 13.96 4.43 17.52
p value1 4.91E-07 4.76E-07 3.44E-06 1.05E-07 8.22E-04 1.45E-08
Overlap 2
t 3.84 35.37 34.3 25.11 7.76 31.37
p value 1.99E-03 2.85E-11 3.76E-11 6.06E-10 1.42E-05 8.34E-11
7.6 Comparisons on real life datasets
This section present the performance of proposed algorithm and other algorithms
on three datasets from UCI ML repository by Dua and Graff (2017) named Magic,
Ionosphere and Breast Cancer.
Magic dataset: Size of this dataset is 19020 × 10. For normalizing the data
norm1() is used. Parameters used are Sim2Seed = 0.6, ReuseAllSeeds = TRUE, ,
ObsInMinBase = 5, MinSeedSize = 500, ClusSim = 1.
Cancer dataset: Size of this dataset is 683 × 9. For normalizing the data
norm1() is used. Parameters used are Sim2Seed = 0.6, ReuseAllSeeds = TRUE,
ObsInMinBase = 3, MinSeedSize = 100, ClusSim = 1.
Inonosphere dataset: Size of this dataset is 351× 34. For normalizing the data
norm2() is used. Parameters used are Sim2Seed = 0.6, ReuseAllSeeds = TRUE, ,
ObsInMinBase = 15, MinSeedSize = 100, ClusSim = 1.
Since ReuseAllSeeds is set to TRUE, the value of ReuseSeedSim is unimportant.
Magic dataset we use large dataset method, outlined in section 6.2.2 to find rela-
tively dense sets. For Ionosphere and Breast cancer results are reported using small
dataset procedure outlined in 6.2.1. It may be noted that for cancer dataset with
683 observation we have also performed experiments with large dataset method
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and find accuracy to be 0.9414 and G-score of 2 classes to be 0.95 and 0.99. Thus,
for datasets of this size either method gives good results.
In order to see whether bicluster detected by proposed algorithm corresponds
to meaningful structure in data, we check if one of the biclusters detected corre-
sponds to one of the known classes in data. Each of the datasets used contains two
classes. For each observation the membership value corresponding to a bicluster
is 1 if it is included in the bicluster and 0 otherwise. Since data belongs to two
classes, the class label can also be named 0 and 1. Number of matches between
bicluster membership and class label is calculated as number of observations for
which bicluster membership and class label is same. Number of matches is calcu-
lated again after reversing class labels. Maximum of two matches is taken. This is
done for all biclusters detected by each algorithm. Best match for each algorithm
is considered. This number of matches divided by number of observations is re-
ported as accuracy. For this match precision, recall and G-score are also reported.
Definitions of precion and recall can be found in article by Fawcett (2006). G-score
is the geometric mean of precision and recall. It is seen that proposed method ob-
tains best accuracy for all three datasets. Though other methods sometimes attain
better precision or recall sometimes, proposed method attains better G score in
all cases.
Table 3: Overall accuracy and precision, recall G-score for both classes obtained
by best cluster for binary classification on magic dataset :dataset size 19020× 10,
* indicates no observation is detected for this class
Performance CBSC SUBCLU CLIQUE P3C Proclus Unibic Proposed
Accuracy 0.7362 0.6104 0.6845 0.7052 0.6261 0.6483 0.7374
Precision 0.85 0.59 0.66 0.39 0.70 0.60 0.69 0.92 0.66 0.41 0.65 * 0.87 0.59
Recall 0.71 0.78 0.84 0.18 0.88 0.30 0.99 0.17 0.89 0.14 1 0 0.70 0.81
G-score 0.78 0.68 0.74 0.26 0.79 0.43 0.82 0.40 0.76 0.24 0.81 * 0.78 0.69
Table 4: Overall accuracy and precision, recall G-score for both classes obtained
by best cluster for binary classification on cancer dataset :dataset size 683× 9, *
indicates no observation is detected for this class
Performance CBSC SUBCLU CLIQUE P3C Proclus Unibic Proposed
Accuracy 0.9444 0.8052 0.9209 0.7965 0.8023 0.6501 0.9561
Precision 0.92 1 0.78 0.90 0.94 0.88 0.76 0.98 0.78 0.93 0.65 * 0.97 0.93
Recall 1 0.84 0.97 0.50 0.93 0.90 0.99 0.43 0.98 0.47 1 0 0.96 0.95
G-score 0.96 0.92 0.87 0.67 0.94 0.89 0.87 0.65 0.87 0.66 0.81 * 0.97 0.94
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Table 5: Overall accuracy and precision, recall G-score for both classes obtained by
best cluster for binary classification on ionosphere dataset :dataset size 351× 34,
* indicates no observation is detected for this class
Performance CBSC SUBCLU CLIQUE P3C Proclus Unibic Proposed
Accuracy 0.8519 0.6923 0.7493 0.6609 0.7721 0.6410 0.9174
Precision 0.89 0.78 0.68 0.87 0.72 1.00 0.66 0.76 0.74 1.00 0.64 * 0.92 0.91
Recall 0.87 0.82 0.98 0.17 1.00 0.30 0.99 0.08 1.00 0.36 1.00 0 0.95 0.86
G-score 0.88 0.80 0.82 0.38 0.85 0.55 0.79 0.25 0.86 0.60 0.80 * 0.94 0.88
7.7 Execution time and performance on large datasets
We have compared execution time of proposed algorithm with other algorithms
discussed in Section 7.1, and reported the results in Table 6. The datasets use here
are same as those used in Table 1 and discussed in Section 7.3. As seen from Table
6, execution time of proposed method is high compared to several density based
methods like Subclu, Proclus, CLIQUE. However, its performance is significantly
better as seen in table 1. In table 7 we are reporting execution times and accuracy
for a large dataset of size 20000×100. This data has been generated in similar way
as data for first row in Table 1. Here we generate bicluster is of size 10000× 30
using functions h1(x) = I(x) = x , where I is identity function and hi(x) = ai∗x for
i = 2, 3 · · · , 30. ai for i = 2, 3, · · · , 30 are different random values lying in interval
(0,1). In this table execution time of P3C is not reported as R package for this
method could not execute the algorithm for given dataset as the procedure run
out of memory. It is noticed that, the proposed algorithm has a smaller execution
time as compared to CBSC. The authors of CBSC reported the time complexity of
CBSC and also discussed time complexity of other algorithms. Proposed method
has a time complexity N2M +M3N +m2N and NM +M3N +m2N for small and
large datasets respectively. Here, N andM are respectively number of observations
and features in given dataset and m = m1 + m2 + · · · +mk where mi gives the
number of features in ith bicluster with a total of k biclusters are present. Note that
m corresponds to total number of columns in complete set of biclusters i.e., before
removing similar biclusters using cosine measure, and without leaving out seed
cluster which are similar. Theoretically, time complexity of CBSC and proposed
method are similar. However, execution time for the proposed method is found to
be much smaller as compared to CBSC for high dimensional dataset. This happens
because the proposed method does not calculate Minimal spanning tree for each
pair of dimensions.
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Table 6: Runtime comparison
Dataset CLIQUE Proclus P3C Subclu CBSC Unibic Proposed
Base 0.105 0.052 0.513 0.056 42.416 0.583 5.204
Scaled 0.015 0.055 0.955 0.043 51.4 0.612 5.25
Translated 0.015 0.049 0.952 0.05 43.964 0.649 5.3
Linear transform 0.018 0.055 0.433 0.055 41.313 0.673 5.532
Square 0.04 0.057 3.237 0.048 37.105 0.560 2.733
Exp 0.02 0.051 0.224 0.054 43.985 0.573 2.511
Point proportion 0.033 0.12 1.083 0.12 91.973 2.596 36.437
Cluster proportion 0.021 0.088 0.848 0.082 83.796 1.436 29.625
Noisy uniform 0.014 0.056 0.458 0.049 42.304 0.621 13.312
Permutations 0.013 0.063 0.588 0.07 41.654 0.583 5.468
Normal 0.071 0.054 18.84 0.071 66.659 0.531 15.896
Normal noisy 0.044 0.052 9.75 0.061 63.821 0.577 18.27
Overlap cluster 1.041 0.061 9.36 0.06 113.15 0.608 47.19
Table 7: Acuracy and execution time for dataset of size 20000 × 100 having a
bicluster of size 10000× 30
CLIQUE Proclus Subclu CBSC Unibic Proposed
Accuracy 0.868 0.862 0.861 0.903 0.7350 0.9796
Execution time 3.400 22.814 19.170 12066.662 678.972 1396.400
8 Properties of proposed algorithm
Proposed method aims to find biclusters having connectedness property in terms
of features. As seen in Section 6.3, we identify feature pairs similar to each other
with reference to a set of observations. Thus for a given set of observations we can
create a similarity matrix between features. Proposed algorithm finds the Minimal
spanning tree using this similarity matrix. Given method does not guarantee con-
vexity or connectedness in terms of observations. By focussing on connectedness
between features, we are able to find feature relation based biclusters with better
accuracy as compared to other algorithms as seen in Table 1.
Proposed algorithm is invariant to scaling, translation and linear transforms.
The procedure is not invariant to arbitrary order preserving transforms, as such
transforms may result in changed density. However, experimentally we find that
the performance of the method does not change drastically on applying common
transforms like square and exponential. It can be seen in Table 1 that the accuracy
of proposed method applied to Squared and Exponential datasets is almost same
as obtained using base dataset. As expected, accuracy of Scaled, Translated and
Linear Transform datasets is exactly same.
Repeating observations in a bicluster will not change the performance of the
algorithm drastically. Minor changes are possible as this may lead to change in
estimated parameters. Cluster proportion dataset is generated by repeating obser-
vations in known bicluster. Point proportion dataset is generated by repeating all
the observations in the dataset. Results for these datasets can be seen in Table 1.
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As seen from datasets, Noisy and Noisy normal for which results are reported
in ninth and twelfth row of Table 1 performance of proposed algorithm drops
slightly on adding noise. Changing permutation of rows and columns does not
change the result of proposed biclustering method. As seen from rows Overlap
1 and Overlap 2 of Table 1 proposed biclustering method is capable of finding
overlapping biclusters in data.
Proposed algorithm finds seed biclusters using Relative density. It tries to
achieve dominant biclusters by adding features to seed bicluster. It starts with
a large set of observations and drops observations on adding features if required.
Since adding features can only decrease the uniformity within bicluster and we test
for all features, the obtained set of features is dominant with reference to given
set of observations. The procedure rejects those biclusters which are contained
within other bicluster, thus obtaining dominant biclusters. This method does not
follow a strict definition of dominance as we do not use a criterion function at
each step. However, we add features only if they match with bicluster adequately.
Proposed method does not search for maximal biclusters as we are not searching
for biclusters using a criterion function which is a function of size. As discussed
earlier homogeneity of biclusters generally decreases with increase in size.
9 Conclusion
We have discussed several desirable properties and objectives of biclustering al-
gorithms and proposed a new biclustering algorithm. We note that the proposed
algorithm works with an objective for which very few methods are available. By
analysing local variations in density, we are able to design an algorithm which
is seen to perform well on datasets having different properties, as demonstrated
using artificial datasets. It is also seen to perform well on three real life datasets
from UCI ML repository.
References
Aggarwal CC, Wolf JL, Yu PS, Procopiuc C, Park JS (1999) Fast algorithms for
projected clustering. SIGMOD Rec 28(2):61–72, DOI 10.1145/304181.304188,
URL http://doi.acm.org/10.1145/304181.304188
Agrawal R, Srikant R (1994) Fast algorithms for mining association rules in large
databases. In: Proceedings of the 20th International Conference on Very Large
Data Bases, Morgan Kaufmann Publishers Inc., San Francisco, CA, USA, VLDB
’94, pp 487–499, URL http://dl.acm.org/citation.cfm?id=645920.672836
Agrawal R, Gehrke J, Gunopulos D, Raghavan P (1998) Automatic
subspace clustering of high dimensional data for data mining appli-
cations. SIGMOD Rec 27(2):94–105, DOI 10.1145/276305.276314, URL
http://doi.acm.org/10.1145/276305.276314
Carmona-Saez P, Pascual-Marqui RD, Tirado F, Carazo JM, Pascual-Montano A
(2006) Biclustering of gene expression data by non-smooth non-negative matrix
factorization. BMC Bioinformatics 7(1):78
28 Namita Jain et al.
Cheng Y, Church GM (2000) Biclustering of expression data. In: Proceedings of the
Eighth International Conference on Intelligent Systems for Molecular Biology,
AAAI Press, pp 93–103
Cheung L, Yip KY, Cheung DW, Kao B, Ng MK (2005) On mining micro-array
data by order-preserving submatrix. In: 21st International Conference on Data
Engineering Workshops (ICDEW’05), pp 1153–1153, DOI 10.1109/ICDE.2005.
253
Costeira JP, Kanade T (1998) A multibody factorizationmethod for independently
moving objects. International Journal of Computer Vision 29(3):159–179, DOI
10.1023/A:1008000628999, URL http://dx.doi.org/10.1023/A:1008000628999
Dua D, Graff C (2017) UCI machine learning repository. URL
http://archive.ics.uci.edu/ml
Ester M, Kriegel HP, Sander J, Xu X (1996) A density-based algorithm for discov-
ering clusters a density-based algorithm for discovering clusters in large spatial
databases with noise. In: Proceedings of the Second International Conference
on Knowledge Discovery and Data Mining, AAAI Press, KDD’96, pp 226–231,
URL http://dl.acm.org/citation.cfm?id=3001460.3001507
Fawcett T (2006) An introduction to roc analysis. Pattern Recognition Let-
ters 27(8):861 – 874, DOI https://doi.org/10.1016/j.patrec.2005.10.010, URL
http://www.sciencedirect.com/science/article/pii/S016786550500303X, rOC
Analysis in Pattern Recognition
Fisher L, Ness JWV (1971) Admissible clustering procedures. Biometrika 58(1):91–
104, URL http://www.jstor.org/stable/2334320
Getz G, Levine E, Domany E (2000) Coupled two-way cluster-
ing analysis of gene microarray data. Proceedings of the Na-
tional Academy of Sciences 97(22):12,079–12,084, DOI 10.1073/
pnas.210134797, URL https://www.pnas.org/content/97/22/12079,
https://www.pnas.org/content/97/22/12079.full.pdf
Hartigan JA (1972) Direct clustering of a data matrix. Journal of the American
Statistical Association 67(337):123–129, DOI 10.1080/01621459.1972.10481214
Hassani M, Hansen M (2015) subspace: Interface to OpenSubspace. URL
http://CRAN.R-project.org/package=subspace, R package version 1.0.4
Hochreiter S, Bodenhofer U, Heusel M, Mayr A, Mitterecker A, Kasim A, Khami-
akova T, Van Sanden S, Lin D, Talloen W, Bijnens L, Ghlmann HWH, Shkedy
Z, Clevert DA (2010) Fabia: factor analysis for bicluster acquisition. Bioinfor-
matics DOI 10.1093/bioinformatics/btq227
Jain N, Murthy CA (2016) A new estimate of mutual information based measure
of dependence between two variables: properties and fast implementation. Inter-
national Journal of Machine Learning and Cybernetics 7(5):857–875, DOI 10.
1007/s13042-015-0418-6, URL http://dx.doi.org/10.1007/s13042-015-0418-6
Jain N, Murthy CA (2018) Connectedness-based subspace clustering. Knowl-
edge and Information Systems DOI 10.1007/s10115-018-1181-2, URL
https://doi.org/10.1007/s10115-018-1181-2
Kailing K, Kriegel HP, Kro¨ger P (2004) Density-connected subspace clustering for
high-dimensional data. In: Proc. SIAM Int. Conf. on Data Mining (SDM’04),
vol 4
Kriegel HP, Kroger P, Renz M, Wurst S (2005) A generic framework for effi-
cient subspace clustering of high-dimensional data. In: Proceedings of the Fifth
IEEE International Conference on Data Mining, IEEE Computer Society, Wash-
Proprties of biclustering algorithms and a novel biclustering technique 29
ington, DC, USA, ICDM ’05, pp 250–257, DOI 10.1109/ICDM.2005.5, URL
http://dx.doi.org/10.1109/ICDM.2005.5
Kriegel HP, Kro¨ger P, Zimek A (2009) Clustering high-dimensional data: A sur-
vey on subspace clustering, pattern-based clustering, and correlation clustering.
ACM Trans Knowl Discov Data 3(1):1:1–1:58, DOI 10.1145/1497577.1497578,
URL http://doi.acm.org/10.1145/1497577.1497578
Ling RF (1973) A probability theory of cluster analysis. Journal of the American
Statistical Association 68(341):159–164, DOI 10.1080/01621459.1973.10481356
Luxburg U (2007) A tutorial on spectral clustering. Statistics and
Computing 17(4):395–416, DOI 10.1007/s11222-007-9033-z, URL
http://dx.doi.org/10.1007/s11222-007-9033-z
Madeira SC, Oliveira AL (2004) Biclustering algorithms for biological data anal-
ysis: a survey. IEEE/ACM Transactions on Computational Biology and Bioin-
formatics 1(1):24–45, DOI 10.1109/TCBB.2004.2
Mitra S, Banka H (2006) Multi-objective evolutionary bicluster-
ing of gene expression data. Pattern Recognition 39(12):2464–
2477, DOI http://dx.doi.org/10.1016/j.patcog.2006.03.003, URL
http://www.sciencedirect.com/science/article/pii/S0031320306000872,
bioinformatics
Moise G, Sander J, Ester M (2008) Robust projected clustering.
Knowl Inf Syst 14(3):273–298, DOI 10.1007/s10115-007-0090-6, URL
http://dx.doi.org/10.1007/s10115-007-0090-6
Parsons L, Haque E, Liu H (2004) Subspace clustering for high dimensional data:
A review. SIGKDD Explor Newsl 6(1):90–105, DOI 10.1145/1007730.1007731,
URL http://doi.acm.org/10.1145/1007730.1007731
Prelic´ A, Bleuler S, Zimmermann P, Wille A, Bhlmann P, Gruissem W, Hennig
L, Thiele L, Zitzler E (2006) A systematic comparison and evaluation of bi-
clustering methods for gene expression data. Bioinformatics 22(9):1122–1129,
DOI 10.1093/bioinformatics/btl060
Tanay A, Sharan R, Shamir R (2002) Discovering statistically significant biclusters
in gene expression data. Bioinformatics 18:S136–S144
Tung AKH, Xu X, Ooi BC (2005) Curler: Finding and visualizing nonlin-
ear correlation clusters. In: Proceedings of the 2005 ACM SIGMOD In-
ternational Conference on Management of Data, ACM, New York, NY,
USA, SIGMOD ’05, pp 467–478, DOI 10.1145/1066157.1066211, URL
http://doi.acm.org/10.1145/1066157.1066211
Wang Z, Li G, Robinson RW, Huang X (2016) Unibic: Sequential row-based bi-
clustering algorithm for analysis of gene expression data. Scientific Reports DOI
10.1038/srep23466, URL http://dx.doi.org/10.1038/srep23466
