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SYNOPSIS
Emnet for nærværende licentiatafhandling er design af neurale netværks ﬁltre. Filtre
baseret p˚a neurale netværk kan ses som udvidelser af det klassiske lineære adaptive ﬁl-
ter rettet mod modellering af ulineære sammenhænge. Hovedvægten lægges p˚a en neu-
ral netværks implementering af den ikke-rekursive, ulineære adaptive model med additiv
støj. Form˚alet er at klarlægge en række faser forbundet med design af neural netværks
arkitekturer med henblik p˚a at udføre forskellige “black-box” modellerings opgaver s˚a som:
System identiﬁkation, invers modellering og prædiktion af tidsserier.
De væsenligste bidrag omfatter:
• Formulering af en neural netværks baseret kanonisk ﬁlter repræsentation, der danner
baggrund for udvikling af et arkitektur klassiﬁkationssystem. I hovedsagen drejer
det sig om en skelnen mellem globale og lokale modeller. Dette leder til at en
række kendte neurale netværks arkitekturer kan klassiﬁceres, og yderligere a˚bnes
der mulighed for udvikling af helt nye strukturer. I denne sammenhæng ﬁndes en
gennemgang af en række velkendte arkitekturer. I særdeleshed lægges der vægt p˚a
behandlingen af multi-lags perceptron neural netværket.
• Ved at kombinere det kanoniske ﬁlter med en præprocesseringsenhed fremkommer,
hvad vi vil kalde, den grundlæggende ikke-lineære ﬁlter arkitektur. Arkitekturen
m˚a fortolkes som værende et heterogent tre-lags neuralt netværk. Med det form˚al
at undg˚a overparametrisering foresl˚as forskellige præprocesserings metoder under
hensyntagen til, at kvaliteten af den endelige model ikke forringes væsentligt.
• Diskussion af forskellige parameterestimationsalgoritmer, og forslag til eﬀektive im-
plementeringer af sædvanlige første og anden ordens optimerings algoritmer i forbin-
delse med lagdelte arkitekturer. Yderligere er der udviklet en algoritme til initiali-
sering a et 2-lags neuralt netværk, s˚aledes at hurtigere optimering sikres.
• Med udgangspunkt i en s˚akaldt modelfejlsdekomposition af middel-generalisations-
fejlen klarlægges og diskuteres fundamentale begrænsninger i forbindelse med valg af
optimal netværksarkitektur. Dette inkluderer bl.a. en behandling af de muligheder
anvendelsen af regularisering bibringer.
• Udvikling og diskussion af en ny generalisationfejlsestimator, GEN, der ﬁnder an-
vendelse i forbindelse med ufuldstændige, ikke-lineære modeller. Muligheden for at
kunne omfatte ufuldstændige modeller er især vigtig ved “black-box” modellering.
Modellerne forudsættes at være estimeret ved minimering af kvadratfejlsummen og et
regulariseringsled. Estimatoren baserer sig p˚a statistiske metoder og m˚a ses som en
udvidelse af dels Akaikes klassiske FPE -estimator og dels af Moodys GPE -estimator.
i
• Udvikling af forskellige statistisk baserede algoritmer, der optimerer ﬁlterarkitek-
turen ved gradvis reduktion. Disse algoritmer generaliserer Optimal Brain Damage
og Optimal Brain Surgeon procedurerne.
Potentialet af de foresl˚aede metoder søges demonstreret ved hjælp af beregningseksem-




The subject of this Ph.D. Thesis is design of neural network ﬁlters. Neural network ﬁlters
may be viewed as an extension of classical linear adaptive ﬁlters to deal with nonlinear
modeling tasks. We focus on neural network architectures for implementation of the
non-recursive, nonlinear adaptive model with additive error. The objective is to clarify a
number of phases involved in the design of neural network ﬁlter architectures in connection
with “black box” modeling tasks such as system identiﬁcation, inverse modeling and time-
series prediction.
The major contributions comprises:
• The development of an architecture taxonomy based on formulating a canonical ﬁlter
representation. The substantial part of the taxonomy is the distinction between
global and local models. The taxonomy leads to the classiﬁcation of a number
of existing neural network architectures and, in addition, suggests the potential
development of novel structures. Various architectures are reviewed and interpreted.
Especially we attach importance to interpretations of the multi-layer perceptron
neural network.
• Formulation of a generic nonlinear ﬁlter architecture which consists of a combination
of the canonical ﬁlter and a preprocessing unit. The architecture may be viewed as
a heterogeneous three-layer neural network. A number of preprocessing methods are
suggested with reference to bypassing the “curse of dimensionality” without reducing
the performance signiﬁcantly.
• Discussion of various algorithms for estimating characteristic model weights (para-
meters). We suggest eﬃcient implementations of standard ﬁrst and second order
optimization algorithms for layered architectures. In addition, in order to speed-
up convergence a weight initialization algorithm for the 2-layer perceptron neural
networks is developed.
• Clariﬁcation and discussion of fundamental limitations in the search for optimal
network architectures based upon a decomposition of the average generalization
error, called the model error decomposition. This includes a discussion of employing
regularization.
• The development and discussion of a novel generalization error estimator, GEN ,
which is valid for incomplete, nonlinear models. The ability to deal with incom-
plete models is particularly important when performing “black box” modeling. The
models are assumed to be estimated by minimizing the least squares cost function
with a regularization term. The estimator is based on a statistical framework and
may be viewed as an extension of Akaike’s classical FPE -estimator and Moody’s
GPE -estimator.
iii
• Development of various statistical based pruning procedures which generalize the
Optimal Brain Damage and the Optimal Brain Surgeon procedures.
The potential of the various proposals is substantiated by analytical results and numerical
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The Thesis is carried out on the assumption that the reader is acquainted with the
fundamentals of signal analysis, adaptive signal processing and statistics.
The starting point of the work is linear adaptive ﬁlters which have been treated in-
tensively during the last three decades. The goal has been to extend these ﬁlters to the
nonlinear domain in order to handle more complex signal processing tasks. In particular,
the rapidly evolving ﬁeld of neural networks has been appealing with reference to the de-
sign of nonlinear adaptive ﬁlters. The work has concentrated on explaining various aspects
involved in the design of the non-recursive nonlinear ﬁlter which forms the counterpart to
the linear adaptive FIR-ﬁlter.
The Thesis is composed of a number of chapters and appendices. The appendices
contain mathematical material which is not necessary for an immediate comprehension.
It has been a common objective that – to some extend – one should be able to read the
chapters and appendices independently.
First of all list of symbols, reference indications and abbreviation is provided. However,
the used symbols and abbreviations are widely repeated in the text.
Ch. 1 introduces the Thesis by providing a link to classical adaptive signal processing.
The extension of linear adaptive ﬁltering to the nonlinear case is presented and the lim-
itations of the studied ﬁlters are given. The principal topic of this Thesis is the concept
of neural network ﬁlter architectures which is introduced subsequently. The notion archi-
tecture refers to the formal construction of the nonlinear ﬁlter. Finally the introduction
contains a simpliﬁed scheme for the design of neural network ﬁlters. At the same time this
scheme forms an outline of various matters to be considered in the succeeding chapters.
In Ch. 2 classical theory for nonlinear ﬁlter analysis is brieﬂy reviewed. This includes
x
basic properties of nonlinear ﬁlters along with methods for analyzing the functionality or
mapping capabilities. In particular, the mapping capabilities of two classical nonlinear
ﬁlters are discussed. This comprises the nonlinear ﬁlter based on cascading a linear ﬁlter
with a zero-memory nonlinearity and the Volterra ﬁlter.
Ch. 3 presents a novel taxonomy of nonlinear ﬁlter architectures based on general
properties of the ﬁlter architecture. The purpose is to convey a uniﬁed view of numer-
ous ﬁlter architectures suggested in the literature and to guide the choice of novel ﬁlter
architectures. The uniﬁcation is explicitly done by formulating a canonical ﬁlter represen-
tation. Based on the taxonomy a number of existing neural network ﬁlter architectures are
expounded and compared. In particular, the multi-layer feed-forward perceptron neural
network (MFPNN) is attached importance.
A generic nonlinear ﬁlter architecture based on neural networks is presented in Ch. 4.
The architecture consists of a preprocessor succeeded by a nonlinear ﬁlter which is for-
mulated by the canonical ﬁlter representation. Several preprocessing methods is also
described. Part of this work was carried out in co-operation with Nils Hoﬀmann.
The topic of Ch. 5 is estimation of the weights which specify the nonlinear ﬁlter. The
weights are estimated by minimizing some cost function. Various ﬁrst and second order
local optimization schemes are suggested, and aiming at faster convergence we proposed
an algorithm for weight initialization. Furthermore, an eﬃcient scheme for calculation of
algorithm quantities (i.e., the gradient and the Hessian) in layered architectures – like the
MFPNN – is developed.
Ch. 6 deals with the synthesis of proper ﬁlter architectures. First the concept of gen-
eralization ability is discussed and suggested as a quality measure for ﬁlter architectures.
The generalization ability is in this Thesis deﬁned by the average generalization error
which is given various interpretations in terms of the suggested model error decompo-
sition. This leads to a clariﬁcation of the fundamental limitations in searching for the
optimal ﬁlter architecture. Next, a basic architecture synthesis algorithm based upon an
estimate of the generalization error is provided. A number of commonly generalization
error estimates are reviewed and a novel estimator, the generalization error estimator for
incomplete, nonlinear models (GEN ) is presented. Furthermore, statistical procedures
for ﬁlter architecture synthesis are discussed. The procedures constitute an extension of
classical methods used within linear regression. Procedures for expanding and pruning
is discussed and novel pruning schemes are developed (partly in co-operation with Nils
Hoﬀmann). Finally, it is demonstrated that employing regularization may be viewed as
a tool for improving the ﬁlter architecture even though the architecture is not modiﬁed
after all.
Ch. 7 provides simulations which substantiate various properties of the GEN -estimator.
In addition, various statistical based pruning procedures are validated.
Ch. 8 covers various simulations supporting the theoretical considerations in the pre-
vious chapters. This comprises:
• Evaluation of the weight initialization algorithm.
• Comparison of ﬁrst and second order weight estimation algorithms.
• Test of the MFPNN for various artiﬁcial signal processing tasks.
Finally, Ch. 9 states the conclusions of the presented work.
Several appendices are also provided. App. H and App. I contain preprints of papers
published by the author and deal with topics discussed in the Thesis. The remaining
xi
appendices contain material which links to speciﬁc chapters. The coherence is given in
the following table:
Chapter Appendices
Ch. 6 App. A, App. B, App. C, App. F, App. G





Second edition Jan. 1996 contains few updates and misprints are rectiﬁed.






In general, lower case boldfaced letters denote column vectors,
x = [x1, x2, · · · , xm]
while capitalized boldfaced letters denote matrices, e.g., X. Furthermore, calligraphical
letters, X , denote – as a principal rule – sets.
a Normal vector of a separating hyperplane, H. Also used to denote
an arbitrary nonzero vector.
b Transition width of the activation function.
b(k) Impulse response of a FIR-ﬁlter.
b(z(k);β) Basis function parameterized by β.
c A constant.
Cm,n The binomial coeﬃcient m!/(n! (m− n)!).
C(w) The expected cost function evaluated at the weights w.
CN (w) The cost function based on a training set of size N evaluated at the
weights w.
Cν(T ) The cross-validation estimate based on the training set, T , when
using ν per cent of the samples for estimating the weights.
C The p× L dimensional preprocessing matrix.
C Reject region of a statistical hypothesis.
CP Computational complexity measured as the total number of multi-
plications and divisions.
d(s)n The s’th weight deletion vector with dimension n.
D Time delay. A negative value corresponds to the future.
D(z(k)) Domain function which specify the active domain of the basis func-
tion b(·).
D A diagonal matrix used in matrix decompositions.
D The input domain, i.e., the possible range of z(k).
Dj Subset of D.
dr Dynamic range.
xiii
e(k) The error signal, i.e., the diﬀerence between the desired signal and
the output of the model.
Ec Relative cross-validation error index.
E(w;λ) Extended cost function (Lagrange function) used in the Lagrange
multiplier technique.
f Normalized frequency, i.e., the frequency normalized w.r.t. the sam-
pling frequency. When explicitly emphasizing that the frequency is
normalized the symbol, fn, is used.
fs Sampling frequency, i.e. fs = 1/T where T is the sampling period.
f(x(k);w) The ﬁltering function parameterized by the weights w.
fn(z(k);w) The nonlinear ﬁltering function parameterized by the weights w.
fp(x(k)) The preprocessing (vector) function.
F A set of parameterized nonlinear functionals which also is denoted:
The ﬁlter architecture.
g(x(k)) Function which constitutes the ﬁltering of a nonlinear system.
gn(z(k)) Nonlinear ﬁltering involved in a nonlinear system.
G(w) Generalization error (expected LS cost function).
h(u) Activation function of a nonlinear neuron.
h(n) Impulse response of a linear ﬁlter.
h(n1, · · · , nr) Time-domain kernel of a r-linear (Volterra) ﬁlter.
H(f) Frequency response of a linear ﬁlter.
H(f1, · · · , fr) The r-linear frequency response function.
H The Hessian matrix of the expected cost function G(w).
HN The Hessian matrix of the cost function SN (w).
H˜N The pseudo Hessian matrix of the cost function SN (w).
H A hyperplane or a statistical hypothesis.
I An integral.
I The identity matrix.
i An integer used to index variables. Especially used to index a
speciﬁc basis function, bi(·).
itr The number of iterations, i.e., the number of times the training set
is replicated during training.
j An integer used to index variables. Especially used to index the
individual components of z(k). Further it denotes the imaginary
unit.
J The Hessian matrix of the expected cost function C(w).
JN The Hessian matrix of the cost function CN (w).
J˜N The pseudo Hessian matrix of the cost function CN (w).
k The discrete time index.
l Integer which denotes the number of layers in a neural network.
Further it denotes polynomial order.
L The input memory length or window length, i.e., the length of the
input signal vector, x(k).
L(T ) The leave-one-out cross-validation estimate based on the training
set, T .
xiv
m The number of parameters in the model.
ml The number of neurons in the l’th layer of a layered neural network.
m m speciﬁes the number of neurons in the an MFNN, i.e., m =
[m0,m1, · · · ,ml]. In general we refer to a m-network.
M The dependence lag of the input vector, i.e., x(k) and x(k+ τ) are
dependent as |τ | ≤M .
M Misadjustment.
n Integer used for indices and to indicate the number of restrictions.
N Size of the training set or number of training examples.
Nc Size of the cross-validation set.
N The set of natural numbers.
Nα The α-fractile of the standard Gaussian distribution, N (0, 1).
N (μ,Σ) The Gaussian (normal) distribution with mean vector μ and co-
variance matrix Σ.
o(‖ξ(x)‖) The vector order function. Let φ = o(‖ξ(x)‖) as x→ x◦ then
φ
‖ξ(x)‖ → 0, x→ x◦
p The dimension of the preprocessed input vector signal z(k).
px(x) Probability density function of the vector x. The subscript is often
omitted.
px|y(x|y) Conditional probability density function of x conditioned on y.
Px(f) Power spectrum of (the discrete signal) x(k).
Pr(x) Polynomial of order r in the variable x.
P The inverse (pseudo) Hessian matrix.
P The non-normalized inverse (pseudo) Hessian matrix.
q The number of basis functions and also used to denote an order of
expansion.
qi The i’th eigenvector.
Q The number of samples of a stochastic variable. The samples consti-
tute an ensemble. Also used elsewhere, e.g., to denote the number
of WDV’s.
Q The matrix of eigenvectors, i.e., Q = [q1, q2, · · · , qm]. Also used in
connection with diﬀerent matrix decompositions.
Q A set of weight deletion vectors.
r Integer used for indexing variables. In particular the order of a
polynomial and the layer in a neural network.
r(k;w) The regularizing term at time instant k.
RN (w) The regularizing term in the cost function, CN (w).
R Estimated correlation matrix.
R+ The set of positive real numbers.
R
m The set of real m-dimensional vectors.
R
m×p The set of real matrices with m rows and p columns.




s˜(r)(k) A vector signal containing the output signals of the neurons in the
r’th layer within an multi-layered neural network. Also used in a
general layered ﬁlter architecture.









SN (w) The LS cost function based on a training set of size N evaluated at
the weights w.
S The stack consisting of stack elements E .
sgn(x) The signum function,
sgn(x) =
⎧⎪⎨⎪⎩
1 , x > 0
0 , x = 0
−1 , x < 0
t Threshold which deﬁnes the oﬀset of a hyperplane,H. Furthermore,
used to denote the continuous time.
T Sampling period and Test statistic.
T Denotes the training set, i.e., samples of input and desired signals.
u
(r)
i (k) The linear output of the i’th neuron in the r’th layer of an multi-
layered neural network.
U An upper triangular matrix, i.e.,
U =
⎡⎢⎢⎢⎢⎢⎢⎣
u11 u12 u13 · · · u1m
0 u22 u23 · · · u2m




0 0 0 · · · umm
⎤⎥⎥⎥⎥⎥⎥⎦
vi(k) The signal corresponding to the response of the i’th basis function.
v The vector: v = [1, v1(k), v2(k), · · · , vq(k)].
V The weight covariance matrix equal to ET {ΔwΔw}.
w Weight or parameter vector with dimension m.
w
(r)





i The weights associated with the i’th neuron within the r’th layer
of an multi-layered neural network.
ŵ Denotes the estimated weights.
ŵN Denotes the estimated weights based on N training data.
w∗ Denotes the optimal weights.
w◦ Denotes the true weights.
W (r) The mr+1×(mr+1) weight matrix of the r’th layer in a multi-layer
neural network.
W The set of parameter vectors ŵ which minimize the cost function.
W∗ The set of optimal parameter vectors w∗.
xvi
x(k) The model input signal.
xs(k) The system input signal.
x(k) The (model) input signal vector: [x(k), x(k−1), · · · , x(k−L+1)].
Xi The i’th matrix in the sequence X1,X2, · · ·.
Xq The q’th power of X where q is an integer, thus
Xq = X · · ·X︸ ︷︷ ︸
q terms
and
X−q = X−1 · · ·X−1︸ ︷︷ ︸
q terms
y(k) Output signal of the (nonlinear) model.
ys(k) Output signal of the system.
ŷ(k) Predicted output of the (nonlinear) model, also denoted the output
of the corresponding nonlinear ﬁlter.
z The complex variable used in the z-transform.
z(k) The preprocesed input vector signal, i.e., z(k) = fp(x(k)).
0 The zero vector or matrix.
Greek Symbols
α An auxiliary parameter. Also used to denote a signiﬁcance level.
αj The weight with which the j’th basis function contribute to the
formation of the ﬁlter output.
β An auxiliary parameter.
β(n, k) Weighting function.
β Parameters of a basis function.
xvii
γ The initialization parameter of the Hessian in connection with re-
cursive Gauss-Newton algorithms. Also used to denote an auxiliary
parameter.
γxy(τ) The crosscovariance function of x(k) and y(k) at correlation lag τ ,
i.e.,
γxy(τ) = E {(x(k)− E{x(k)}) (y(k + τ)− E{y(k)})}
If x(k) ≡ y(k) the crosscovariance function reduces to the autoco-
variance function γx(τ).
Γ The average generalization error w.r.t. all training set of size N .
Γ̂ An estimator of Γ. Γ̂G is the estimator of Γ based on calculation of
the generalization error, G.
δ Used to denote an auxiliary parameter.
δ(k) The Kronecker delta function (k is an integer): δ(k) = 1 when k = 0
and zero otherwise.
δ(f) The Dirac delta function (f is a real variable), i.e.,∫
φ(f)δ(f)df = 1
where φ(f) is an arbitrary function.
δ(r) A vector used in order to calculate the gradient vector in a layered
ﬁlter architecture.
δw The ﬂuctuation of the weights around a ﬁxed weight vector, e.g.
the estimated weight vector. That means, δw = ŵ −w.
Δw The ﬂuctuation of the estimated weights around the optimal weights,
i.e., Δw = ŵ −w∗.
Δw(i) The weight update vector, i.e. Δw(i) = w(i+1)−w(i). For recursive
algorithms we use the notation: Δw(k).
(N) The epsilon vector function, i.e., (N)→ 0, N →∞.
ε(k) Inherent noise in a nonlinear system.
η A scale parameter.
θ(k) The perturbation matrix at time k or a perturbation vector.
Θ Perturbation matrix.
κ Regularization parameter, e.g., the weight decay parameter.
λ Eigenvalue or exponential forgetting factor.
λ(n) Instantaneous forgetting factor.
Λ Eigenvalue matrix, i.e., Λ = diag{[λ1, λ1, · · · , λm]}.
μ Step-size of a stochastic parameter estimation algorithm.
μ(·) Denotes a measure.
μ(n) The step function and the time-varying step-size.
ν Position parameter. Furthermore, it denotes the percentage of the
data in the training set used for estimating the weights when using
cross-validation.
ξ(k) A random i.i.d. sequence.
ξ(·) Restriction function.
xviii
Ξ Denotes a hypersphere.
Ξ Restriction matrix.
π The irrational number 3.141592 . . ..
Π Denotes the probability of proximity.
ρxy The correlation coeﬃcient
ρxy =
E{(x− μx) (y − μy)}√
V {x}V {y}
where μx, μy are the mean values of x and y, respectively. The
subscript xy is possibly omitted.
 The saliency. ˜ is the modiﬁed saliency.
σ2x The variance of x.
ς The size of the stack S.
Σ Covariance matrix.
τ Correlation lag. Also used to denote a threshold.
φxy(τ) The crosscorrelation function of x(k) and y(k) at correlation lag τ ,
i.e.,
φxy(τ) = E {x(k)y(k + τ)}
If x(k) ≡ y(k) the crosscorrelation function reduces to the autocor-
relation function φx(τ). Furthermore if the τ dependence is omitted
we tacitly take τ to be equal to zero.
ϕ(·) An arbitrary auxiliary function. Possibly a vector function indi-
cated by boldface.
Φ Correlation matrix.
χ Eigenvalue spread, i.e., λmax/λmin.
χ2(n) The chi-square distribution with n degrees of freedom.
χ21−α(n) The 1 − α fractile of the chi-square distribution with n degrees of
freedom.




Ψ(k;w) The partial derivative matrix:
∂ψ(k;w)
∂w
ω The normalized angular frequency.
ω The linearly transformed weight vector, ω = Qw, where Q is a
transformation matrix.
Ω, Ω∗ Bounded sets in Rm.
Operators
≈ Denotes any type of approximation.
<∼ Approximately less than.
xix
arg minx y(x) Denotes the argument(s) x which minimizes the function y(x).
← The assign operator. For instance, x← y means that x is assigned
the value of y.
〈x〉 The (time) average of x.
B{x̂} Bias of an estimator x̂ of x, deﬁned by: B{x̂} = E{x̂} − x, i.e the
expected value minus the true value.
 Denotes the end of an example.
∗ The convolution operator.
Di[x(k)] The discrete i’th derivative operator, i.e., Di[x(k)] ≈ x′(t).
det(X) The determinant of the square matrix X.
diag{x} The diagonal matrix:⎡⎢⎢⎢⎢⎣
x11 0 · · · 0




0 0 · · · xm,m
⎤⎥⎥⎥⎥⎦
dim(X) Dimension of the matrix (vector) X.
∅ The empty set.
↔ Denotes two objects which are equivalent in some respect.
x̂ Denotes an estimator of x.
E{x} The expectation of x.
E{x|y} Conditional expectation of x w.r.t. y.
Fou{·} The Fourier transform operator.
∇N (w) The gradient of the cost function CN (w).
⇔ Identical equal to.
X−1 The inverse of X.
⇒ Implication operator.
〈x, y〉 The inner product of two arbitrary objects, e.g., functions or vec-
tors.
[a; b] The real closed interval from a to b. If one of the brackets (or both)
is reversed - e.g., if the left bracket [ is replaced by ] - then the
interval is open.
⊗ The Kronecker tensor product.
A → B Denotes a mapping of the space A into the space B.
[x1,x2, · · · ,xm] A matrix composed of the m column vectors, xi.
x× y Used to indicate a matrix with x rows and y columns.
‖ · ‖ A vector or matrix norm. A present subindex deﬁnes a speciﬁc
norm, e.g., ‖ · ‖2; the 2-norm. If taken on a vector we usually
consider the 2-norm.
# The number symbol.
|x| Numerical value of x. If x is a complex number the numerical value
corresponds to the modulus.
|x| The Euclidean length of the vector, i.e., |x| = xx.









, · · · , ∂x
∂ym
]
∂x/∂y Partial derivative matrix of the (column) vector x (dim(x) = p)












· · · ∂xp∂ym
⎤⎥⎥⎥⎥⎦
Prob{A} Probability of the event A.
 The element by element product of matrices (vectors), i.e., AB =
{aijbij}, where A and B are two matrices with equal dimensions.
= Per deﬁnition.
∝ The proportional operator.
· Denotes rounding to the nearest integer towards inﬁnity.
· Denotes rounding to the nearest integer towards minus inﬁnity.
X1/2 The square root matrix, i.e., X = X1/2X/2
◦ Denotes a tensor product.




x The transposed of x.





V {x} The variance of x.
[1, 2, · · · , n] Denotes a row vector with n elements.
x′ The derivative of x.
{xij} The matrix X consisting of the elements xij where i and j are the
row and column indices, respectively.
Reference Indications
App. x Reference to Appendix x.
As. x.y Reference to Assumption y in Chapter (Appendix) x.
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Abbreviations
ASA Architecture Synthesis Algorithm.
AIC An Information Theoretic Criterion.
BIBO Bounded-Input-Bounded-Output.
BP Back-Propagation.
cf. Confer (according to).
DPP Derivative Preprocessor.
e.g. Exempli gratia (for instance).
FIR Finite impulse response.
FPE Final Prediction Error.
GD Gradient Descent.
GEN Generalization Error Estimator for Incomplete, Nonlinear Models.
GEPA Generalization Error based Pruning Algorithm.
GFF Gate Function Filter.
GNFA Generic Nonlinear Filter Architecture.
GPE Generalized Prediction Error.
i.e. Id est (that is).
i.i.d. Independent identically distributed stochastic – possibly multi-di-
mensional – sequence. That is, let x(k), k = 1, 2, · · · be the sequence
then x(k1) is independent of x(k2), ∀ k1 = k2.
IIR Inﬁnite impulse response.
LL-model A parameterized model which is linear both in the parameters and
the input. The nomenclature is also used for ﬁlters
LN-model A parameterized model which is linear in the parameters and non-
linear in the input. The nomenclature is also used for ﬁlters.
LX-model A parameterized model which is linear in the parameters and may
be a linear as well as nonlinear in the input. The nomenclature is
also used for ﬁlters.
LMS Least Mean Squares.
LS Least Squares.
MFNN Multi-layer Feed-forward Neural Network.
MFPNN Multi-layer Feed-forward Perceptron Neural Network.
MGN Modiﬁed Gauss-Newton algorithm.
MIL Matrix Inversion Lemma.
ML Maximum Likelihood.
MSME Mean Square Model Error.
MSE Mean Square Error.
xxii
NN-model A parameterized model which is nonlinear both in the parameters
and the input. The nomenclature is also used for ﬁlters.
NB Normalized Bias.
NSG Normalized Stochastic Gradient.
OBD Optimal Brain Damage.
OBS Optimal Brain Surgeon.
PCA Principal Component Analysis.
p.d.f. Probability density function.
PFF Partition Function Filter.
PPA Preprocessing Algorithm.
PWLF Piecewise-Linear Filter.
q.e. Quod est (which means).
Q.E.D. Quod erat demonstrandum (which was to be proved).
RGN Recursive Gauss-Newton.
RGNB Recursive Gauss-Newton with Bierman factorization.
RLS Recursive Least Squares.
SFI Stepwise Forwrad Inclusion.
SPA Statistical Pruning Algorithm.
SG Stochastic Gradient.
SNR Signal-to-Noise Ratio.
WDV Weight Deletion Vector.
viz. Videlicet (namely).
w.r.t. With respect to.
WFP Weight Fluctuation Penalty.
XN-model A parameterized model which is nonlinear in the the input and may
be linear as well as nonlinear in the parameters. The nomenclature




In recent years much attention was directed to adaptive models as devices for design of ﬂex-
ible signal processing systems. Adaptive models may display the following advantageous
properties:
• The ability to learn a signal processing task from acquired examples of how the task
should be resolved. A general task is to model a relation between two signals. In
this case the learning examples simply are related samples of these signals. The
learning (also referred to as supervised learning) is often done by adjusting some
parameters (weights) such that some cost function is minimized. This property may
be valuable in situations where it is diﬃcult or impossible to exactly explain the
physical mechanisms involved in the task.
• The possibility of continuously tracking changes in the environments (i.e., handling
of nonstationary signals).
• The ability of generalizing to cases which were not explicitly speciﬁed by the learning
examples. For instance, the ability to estimate the relation between two signals which
were not used for training the ﬁlter.
The eﬀort has up to now mainly been on linear adaptive models which have been success-
fully applied to various signal processing tasks including: System identiﬁcation, adaptive
control systems, equalization of communication channels, noise reduction, speech coding,
prediction of time series [Haykin 91], [Widrow & Stearns 85]. Often it appears that lin-
ear models are approximations of systems which fundamentally are nonlinear by nature.
The approximation may be suitable in many cases; however, a large potential consists
in extending the models to be nonlinear, e.g., [Bendat 90], [DARPA 88], [Priestley 88],
[Schetzen 89], [Seber & Wild 89]. An illustrative example is that many physical systems
may display very complex behavior such as chaos, limit cycles, and bifurcations (e.g.,
[Thomson & Stewart 86]); consequently, they are nonlinear. However, dealing with non-
linear models involve some immediate disadvantages:
• The class of nonlinear models contains, in principle, all models which are not linear.
The problem, which arises, is how to delimit subclasses of nonlinear models so that
they are applicable within a wide range of signal processing tasks.
• The computational complexity faced with nonlinear models will often be huge com-
pared to linear models.
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• Theoretical analysis becomes very diﬃcult.
In this Thesis we will focus on neural networks as devices for designing nonlinear, adaptive
ﬁlters for the purpose of modeling discrete1, nonlinear, systems.
1.1 Historical Outline
Research within artiﬁcial neural networks is inspired by neurobiological studies of the
processes in the human brain. The human brain consists of a huge number of neurons
which are connected in a network. This enables the neurons to mutually exchange in-
formation in order to collaborate on the control of the human body. By artiﬁcial neural
networks we consider computational models of the real neural networks2. The research
was initiated by McCulloch & Pitts [McCulloch & Pitts 43] in 1943 who proposed a simple
parametric nonlinear computational model of a real neuron. Rosenblatt [Rosenblatt 58],
[Rosenblatt 62] proposed around 1960 a layered neural network consisting of perceptrons
and an algorithm for adjusting the parameters of single layer perceptron network so that
the network was able to implement a desired task. At the same time Widrow and Hoﬀ
[Widrow & Hoﬀ 60] proposed the MADALINE neural network which resembles the per-
ceptron network. Widrow pioneered the use of neural networks within signal processing
and in [Widrow & Lehr 90] a review of this work can be found. However, in 1969 Minksy
and Papert interrupted the development by showing that the one-layer perceptron network
was not capable of implementing simple tasks (as e.g., the XOR problem) and algorithms
for adjusting the weights of multi layered perceptron networks were not invented. Re-
cently a new edition was published [Minsky & Papert 88] which relaxes some of the ﬁrm
statements done in the 1969 edition.
In the 1950’s and 1960’s eﬀort was also put into other types of nonlinear phenomena,
e.g., the study of the Wiener model, Hammerstein model, the Gate function model and
the study of chaotic motion [Haddad 75], [Schetzen 89], [Thomson & Stewart 86].
Until the 1980’s the interest on nonlinear systems and neural networks became sparse.
However, the extensively increased power of the computers in the 1980’s enabled to study
more complex phenomena and a lot of progress was made within the study of chaos.
Furthermore, around 1985 [McClelland & Rumelhart 86] an algorithm for adjusting the
parameters (learning) of a multi-layered neural network – known as the back-propagation
algorithm – was rediscovered. This turned on an enormous interest for neural networks.
The reader is referred to [Haykin 94], [Hertz et al. 91], [Hush & Horne 93], [White 89a]
for recent reviews on the progress within neural networks.
In the DARPA study (1988) [DARPA 88] a number of prominent neural network sci-
entists devised the directions of the future neural network studies. They concluded that
neural networks may provide a very useful tool within a broad range of applications. Re-
cently the Danish Research Councils (SNF, STVF) supported the establishment of The
Computational Neural Network Center (CONNECT) which studies the theory, implemen-
tation and application of neural computation.
1In the signal processing literature the term “digital” is often used.
2In the rest of this thesis we for simplicity omit the term “artiﬁcial”.
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1.2 Nonlinear Models
Consider modeling related input-output data which are generated by a – in general –
nonlinear system. In the most general form a discrete parametric model is described by
the following equation 3:
F (X(k),Y (k),E(k);w(k)) = 0 (1.1)
where
• k is the discrete time index, i.e., the model corresponds to an analog model sampled
at the time instants: k/fs, where fs is the sampling frequency.
• F is a vector function, which maps a vector space into a vector space.
• X(k) = [x1(k),x2(k), · · · ,xI(k)] is the multivariate input (I is the number of inputs)
at time k with xi(k) = [xi(k), xi(k−1), · · ·] (Here  denotes the transpose operator).
• Y (k) is the multivariate output at time k.
• E(k) is the multivariate (non-observable) error which represents the uncertainty on
the output when the input is known.
• w(k) is the parameter (weight) vector which speciﬁes the actual model within the
class of models given by F . In order to track changes in the nonlinear system w(k)
must be time-varying. Unless something else is mentioned explicitly, we assume that
the model contains m parameters.
However, in this Thesis the general model is restricted to comply with the non-recursive
model with additive error4:
y(k) = f(x(k);w) + e(k;w) (1.2)
where
• y(k) is a one dimensional output signal.
• x(k) = [x(k), x(k−1), · · · , x(k−L+1)] is the input vector signal and L the memory
length (window length).
• The ﬁltering function f(·) maps the input vector into the output and is parameter-
ized by the m-dimensional parameter vector w. The mapping belongs to a set of
functionals, F , which will be referred to as the ﬁlter architecture. The term archi-
tecture is used to cover the construction of these functionals. The ﬁltering function,
f(·) ∈ F , thus represents a speciﬁc member of the architecture F .
• e(k;w) is the error. Often the dependence on the parameters is omitted for simplic-
ity.
3Further elaborations on general models may be found in e.g., [Leontaritis & Billings 85], [Priestley 88].
4This model may also be seen as a special version of theNonlinear autoregressive model with exogeneous
input (NARX) [Leontaritis & Billings 85].
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When applying the model to simulate an underlying system we use the ﬁlter5:
ŷ(k) = f(x(k);w), (1.3)
ŷ(k) is denoted the ﬁlter output or the prediction. The last designation stems from the
fact that ŷ(k) predicts the output y(k). This is the best we can do since the error, per












Figure 1.1: The general non-recursive model with additive error. z−1 denotes the unit
delay operator.
In connection with the model in int:model the following limitations are introduced:
• We consider single-input-single-output models only (SISO).
• The model is non-recursive and thus with ﬁnite memory as L is ﬁnite and no delayed
output samples y(k − n), n > 0 enters the model. In the literature several authors
indeed has suggested to incorporate the recursive part, e.g., [Chen & Billings 89],
[Narendra & Parthasarathy 90], [Priestley 88] and [Tong & Lim 80]. However, the
complex behavior of recursive models e.g., chaos and limit cycles have not been
addressed especially and may cause serious problems with respect to the design of
robust models.
• The parameter vector w is assumed to be independent of time and the ﬁltering
function f(·) does not depend on time explicitly. That is, the tracking abilities of
the model by allowing w to be time varying is not under consideration.
5Note that this ﬁlter may be viewed as an extension of the classical adaptive, linear FIR-ﬁlter
[Haykin 91], [Widrow & Lehr 90]: ŷ(k) = wx(k).
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• The error, e(k), is assumed to be additive.
• The input and the output signals are considered to be stationary stochastic processes
and furthermore real valued; that is, we deal with regression or functional approxima-
tion type of problems. In particular, classiﬁcation and pattern recognition problems
are not under consideration. Consequently, we focus on neural network paradigms
which enable us to perform nonlinear regression tasks. In addition, quantization
eﬀects will not be treated.
Four main structures of the ﬁlter architecture appear as, f(·), can be a linear or
nonlinear function of both the input and the parameter vector. Table 1.1 shows the four
structures along with the nomenclature used in the following. ϕ(·) denotes an arbitrary








Tf(x(k);w)=w x(k) f(x(k);w)=w φ(x(k))T
f(x(k);w)Tf(x(k);w)=φ (w)x(k)
Table 1.1: Main structures of the ﬁlter architecture F and the corresponding nomencla-
tures. L refers to linear, N to nonlinear, and X to either linear or nonlinear. If the ﬁlter
architecture is not parameterized the ﬁrst element of the 2-tuple is set equal to X.
denotes whether f(·) is linear (L), nonlinear (N), either linear or nonlinear (X) dependent
on the parameters, w. If the ﬁlter architecture is not parameterized we set Apar = X.
Similarly, Ain denotes the functional dependence on the input vector, x(k). In this Thesis
we mainly deal with XN-models and ﬁlters. It should be emphasized that the NL-model
is included for the sake of completeness only as it normally is irrelevant. This is due to
the fact that it is possible to make the following redeﬁnition: w ← ϕ(w).
This Thesis concentrates mainly on neural network architectures for the implementa-
tion of the ﬁlter in int:nonﬁlt. In this context we make the following deﬁnition (see also
e.g., [Hect-Nielsen 89]):
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Definition 1.1 A neural network ﬁlter architecture consists of a number of processing
elements, called neurons, which are connected in a network. The neurons collaborate in
order to produce the mapping from an input vector to an output vector. Each neuron has
a single output and receives inputs from other neurons (possibly its own output), perhaps
from the input signal vector. In general, there are no restrictions concerning the processing
within the neurons. The neurons which produce the output are denoted output neurons and
any neuron which is not an output neuron is called a hidden neuron.













Figure 1.2: Principal chart of a neural network ﬁlter. The network consists of a number of
processing elements (neurons) which collaborate in order to produce a nonlinear mapping
of the input vector signal.
following chapters we will diﬀerentiate between two types of neurons: Nonlinear neurons
and linear neurons. Let the mr−1 inputs to an arbitrary neuron (numbered i) be given
by s˜(r−1) = [s(r−1)1 , s
(r−1)
2 , · · · s(r−1)mr−1 ] and let s(r+1)i be the (single) output. If the neuron





where ϕ(·) is a nonlinear mapping and w(r)i = {wrij}, j = 0, 1, · · ·, is a parameter vector
associated with neuron numbered i. In Ch. 3 special cases of ϕ(·) is considered. However,

























6Notice that only one output neuron is relevant in connection with the ﬁlter in int:nonﬁlt as the output
is a scalar.
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where s(r) is the augmented input vector. The linear and nonlinear neurons along with


































































Figure 1.3: The processings involved in the linear and nonlinear neuron are shown on the
left images. The right images show the corresponding pictographs which often will be used
in the following chapters.
1.3 Fields of Applications
The model in int:model may be used for various general adaptive signal processing tasks
[Widrow & Stearns 85] such as:
System identiﬁcation,
Inverse modeling,
Prediction and time series identiﬁcation, and
Adaptive noise cancellation.
which brieﬂy are discussed below.
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System Identiﬁcation In this case we consider a system with input xs(k) and output
ys(k)7 given as:
ys(k) = g(xs(k)) + ε(k) (1.6)
where g(·) constitutes a (nonlinear) mapping, xs(k) is the input vector signal, and ε(k)
is an inherent (non-observable) stochastic noise which explains lack of information about
ys(k) contained in xs(k), e.g., measurement noise.
The system is identiﬁed by using the model,
y(k) = f(x(k);w) + e(k;w) (1.7)
where y(k) = ys(k) and x(k) = xs(k), and adjusting the parameters w (in Fig. 1.4 this is
depicted by the arrow passing through the ﬁlter) so that the error, e(k) is eliminated. The
ﬁlter is then said to be in the adaptation or estimation mode. For instance, the parameters
may be estimated so that the mean squared error is minimized (the LS criterion), see
further Ch. 5. If the structure of g(·) resembles the structure of f(·) for a given set of
parameters the error may become close to the inherent noise. When the model has been
estimated (adapted), novel input samples can be ﬁltered in order to obtain estimates of
y(k). This mode is denoted the ﬁltering mode. Fig. 1.4 shows the adaptation and ﬁltering
modes when applying the model in int:model for the system identiﬁcation task.
Using neural networks for this task – e.g., in connection with control of dynamical
systems – have been proposed by [Levin et al. 91], [Narendra & Parthasarathy 90], and
[Nguyen & Widrow 89].
Inverse Modeling The inverse modeling problem is to “deconvolve” or equalize a sys-
tem as shown in Fig. 1.5. In this context we consider a recursive, causal system with
input xs(k) and output ys(k) which is given by:
ys(k) = g(ys(k − 1), ys(k − 2), · · · , ys(k − P + 1)) + xs(k) + ε(k). (1.8)
Let the output of the system be equal to the input of the model, i.e., ys(k) = x(k).
Further let the output of the model be equal to the delayed input of the system, i.e.,
y(k) = xs(k−D), where D ≥ 0 is the delay. The delay is inserted due to the fact that the
system is assumed to be causal which results in that the output of the system responds
to changes at the input with a certain delay. That is, it may be better to predict xs(k)
on the output samples: y(k + D), y(k + D − 1), · · · , y(k + D − L + 1). The reason for
considering a recursive system is easily seen by substituting the equalities: ys(k) = x(k)
and y(k) = xs(k −D) into int:invmodsys. That is:
x(k) = g(x(k − 1), x(k − 2), · · · , x(k − P + 1)) + y(k +D) + ε(k). (1.9)
Rewriting yields:
y(k) = x(k −D)− g(x(k −D − 1), x(k −D − 2), · · · , x(k −D − P + 1))− ε(k). (1.10)
This equation is equivalent to the structure of the non-recursive model in int:model. How-
ever, if the system includes delayed input signals, i.e., xs(k − i), i > 0, the non-recursive
ﬁlter may still be applied; hence, we expect that the memory length, L, has to be relatively
large.
7Subscript s is used to emphasize that the signals are associated with the system rather than the model.













Figure 1.4: Adaptation (top) and ﬁltering (bottom) modes in the system identiﬁcation
case.
In [Chen et al. 90c] a neural network ﬁlter was successfully used for equalization of a
communication channel. However, also other types of nonlinear ﬁlters have shown to be
useful within channel equalization, e.g., [Falconer 78].
Prediction and Time Series Identiﬁcation Using the ﬁlter as a predictor (forecast-
ing of time series) is shown in Fig. 1.6. The model is estimated by letting the input of the
model be equal to a delayed sample of the time series, ys(k), which we want to predict.




















Figure 1.5: Adaptation (top) and ﬁltering (bottom) modes within inverse modeling.
prediction of the times series Dx samples ahead then becomes:
ŷs(k +Dx) = f(ys(k); ŵ) (1.11)
where ŵ are the estimated parameters.
Another application of the present conﬁguration is the identiﬁcation of time series.
Let a time series, ys(k), be generated by the recursive system (i.e., ys(k) is a nonlinear
autoregressive process (NAR) [Leontaritis & Billings 85]):
ys(k) = g(ys(k − 1), ys(k − 2), · · · , ys(k − P + 1)) + ε(k) (1.12)
where ε(k) is a non-observable random uncorrelated (white) sequence. By estimating a

















Figure 1.6: Adaptation (top) and ﬁltering (bottom) modes within prediction and time
series identiﬁcation.
notice that the process is identiﬁed provided that f(·) suitably models g(·) and that a
convenient algorithm is used for estimating the model parameters (see Ch. 5).
In the literature several attempts based on neural networks have been applied for the
purpose of predicting time series, e.g., [Lapedes & Farber 87], [Poddar & Unnikrishnan 91],
[Weigend et al. 90], [White 88].
Adaptive Noise Cancellation The adaptive noise cancellation conﬁguration
[Widrow & Stearns 85] shown in Fig. 1.7 resembles the structure of the inverse mod-



























Figure 1.7: Adaptation (top) and ﬁltering (bottom) modes within the adaptive noise
canceler.
corrupted signal is denoted y(k). The basic idea is that a deformed version of the noise,
x(k), is available. If it is possible to equalize the deformed noise by an XN-ﬁlter, ŷ(k)
becomes equal to the noise and the error then equals the original signal. An essential
assumption is, however, that the noise is independent8 on the desired signal. A recent
paper on this conﬁguration is [Giannakis & Dandawate 90].
8Subsidiarily, appropriate n’th order correlations between the noise and the desired signal are equal to
zero.
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1.4 Designing Neural Network Filters
The objective of this Thesis is to study the design of adaptive XN-ﬁlters based on neu-
ral networks. The design involves a number of phases which are depicted in Fig. 1.8.












Figure 1.8: Principle chart of the design procedure.
eled. General notes concerning data acquisition are omitted; the reader is referred to e.g.,
[Bendat & Piersol 86, Ch. 10]. A serious problem is that in order to estimate a complex
model a huge number of data must be available. The lack of data may consequently often
result in a suboptimal model.
The second phase is the a priori knowledge concerning the task under consideration. A
priori knowledge may be due to basic physical analysis or knowledge gained by estimating
relevant features such as Fourier spectra, plots of related signals, etc.. This phase is
of course important and should be incorporated in the chosen architecture as much as
possible. However, in the general case it is diﬃcult to state how this should be done. In
Ch. 6 this topic is further elaborated.
The third phase is the selection of a proper model architecture based on the a priori
knowledge and the type and the amount of data available. Usually a catalog of alternative
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architecture exists. In Ch. 3 a variety of architectures is described and Ch. 4 presents a
generic neural network architecture.
When an architecture has been selected the characteristic model parameters are es-
timated on the available data. Algorithms for model parameter estimation are further
treated in Ch. 5.
Finally, the estimated model is validated, that is, it is tested whether the model sat-
isﬁes the requirements speciﬁed by the actual task. A speciﬁc validation criterion is the
generalization error which states how the model will perform on future data, i.e., data
which were not used in the estimation of model parameters. In Ch. 6 a general framework
for estimation of the generalization error is presented. Based on the result of the validation
phase we may accept the current model or otherwise, return to the architecture selection
phase; subsidiary, make more enquiries about the physical conditions or collect more data.
Procedures for synthesizing ﬁlter architectures are further described in Ch. 6.
1.5 Summary
This Thesis focus on neural networks as devices for designing adaptive XN-models (i.e.,
models in which the output is a nonlinear function of the input). The models under
consideration are nonrecursive and the error is assumed additive.
The beneﬁts and perspectives of using adaptive XN-ﬁlters within various signal pro-
cessing applications such as: System identiﬁcation, inverse modeling, prediction and time
series identiﬁcation, and adaptive noise cancellation, are mentioned.
Finally, a principle chart of designing XN-ﬁlters based on neural networks is presented.





In this chapter a brief review of the classical theory for characterization of nonlinear ﬁlters
(i.e., XN-ﬁlters) is presented. Even though this theory provides insight in the functionality
of various special ﬁlter architectures it is emphasized that the theory does not appear to
be proﬁtable when analyzing general adaptive XN-ﬁlters. In consequence one may resort
to a partial analysis which is highly dependent on the speciﬁc architecture and an estimate
of how well the ﬁlter performs.
2.1 Basic Properties of Nonlinear Filters
Consider an XN-model (see Section 1.2)
y(k) = f(x(k);w) + e(k), (2.1)
and the corresponding XN-ﬁlter
ŷ(k) = f(x(k);w) (2.2)
where
• y(k) is the model output and ŷ(k) is the ﬁlter output (also referred to as the predic-
tion). Recall that the task of the ﬁlter is to predict y(k) so that a suitable norm of
the error, e(k), is as small as possible.
• x(k) = [x(k), x(k − 1), · · · , x(k − L + 1)] is the input vector and L is the memory
length (window length). L = 0 is denoted a zero-memory ﬁlter, L < ∞ a ﬁnite-
memory ﬁlter, and L→∞ an inﬁnite-memory ﬁlter1.
• w is the m-dimensional parameter vector which determines the speciﬁc ﬁltering
function f(·) ∈ F , where F denotes the actual (ﬁlter) architecture.
1An inﬁnite-memory ﬁlter is a mathematical abstraction. The actual output, ŷ(k), of a recursive
ﬁlter depends on all input samples x(0), x(1), · · · , x(k), where k = 0 denotes the start of the ﬁltering.
Consequently, the memory grows at each time step and reaches inﬁnity as k → ∞. A recursive ﬁlter is
therefore said to possess inﬁnite memory. If the ﬁlter is linear the ﬁnite-memory and the inﬁnite-memory
ﬁlter correspond to the FIR and the IIR ﬁlter, respectively.
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In this section the ﬁltering function f(·) is often substituted by the nonlinear operator
F [·], i.e., F [x(k)] ≡ f(x(k);w).
XN-ﬁlters can be characterized by some basic properties which are a direct extension
of those known from the theory of linear ﬁlters.
2.1.1 Superposition
A fundamental property of XN-ﬁlters is that the superposition theorem is invalid, i.e.,
F [c1x1(k) + c2x2(k)] = c1F [x1(k)] + c2F [x2(k)] (2.3)
where c1, c2 are arbitrary constants and x1(k), x2(k) are two diﬀerent input signals. This
lack reduces the possibilities of stating nice analytical results contrary to dealing with
linear ﬁlters. One of the consequences is that frequency-domain interpretations such as
the transfer function (z-transform) and the Fourier spectrum in general2 are precluded.
Three immediate consequences are:
1. A change in mean value of the input signal can cause the ﬁlter to respond totally
diﬀerent.
2. The ﬁlter may be highly sensitive to a scaling (ampliﬁcation) of the input signal.
3. It is not possible to perform a decomposition of the input signals. When dealing
with linear ﬁlters the input signal is usually decomposed into a sum of deterministic
and stochastic signals3 allowing for an individual treatment of these signal types.
Hence, all signals are treated as stochastic unless they are purely deterministic.
2.1.2 Time-Invariance
If ŷ(k) is the ﬁlter response due to the input x(k), i.e., ŷ(k) = F [x(k)], then the ﬁlter is
said to be time-invariant if
ŷ(k + τ) = F [x(k + τ)], ∀τ. (2.4)
In order to track alterations in a time-varying system the ﬁlter has to be time-varying;
however, in this Thesis we consider time-invariant ﬁlters only.
In this context we emphasize the existence of an interesting pseudo duality between
time-varying linear ﬁlters and time-invariant XN-ﬁlters. This is illustrated by the following
example: Let the signal y(k) be generated by the time-invariant (unknown) nonlinear
system
y(k) = g(x(k)) · x(k) (2.5)
where x(k) is a stationary stochastic process and g(·) a nonlinear function which does
not depend on time explicitly. Consequently, y(k) is stationary. It is assumed that the
variation of the signal g(x(k)) is “slow” (i.e., the spectrum is dominated by low frequencies)
compared to the variations in the input signal, x(k). Due to the fact that y(k) is observed
in limited time one may not be able to recognize that g(x(k)) in fact is a stationary process.
y(k) may therefore be viewed as a quasi-stationary (subsidiary piecewise-stationary) signal
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Figure 2.1: An example of y(k) generated according to fa:nonsys. We used g(x(k)) =
75(h(n) ∗ x(n))3 where ∗ denotes convolution. x(n) ∈ N (0, 1), i.e., a standard Gaussian
distribution and h(n) is a FIR-ﬁlter with 500 taps designed to implement a low-pass ﬁlter
with normalized cutoﬀ frequency 0.02 and DC gain equal to one.
which depends linearly on the input4. In Fig. 2.1 an example of y(k) is shown. A model
of the system described above thus becomes
ŷ(k) = w(k)x(k) (2.6)
where w(k) = wi as k ∈ [ni;ni+1] and ni, i = 1, 2, · · · deﬁnes a time segmentation so
that the model becomes linear within each time segment [ni;ni+1]. Thus the model is a
piecewise-stationary linear model. However, it may eventually be more eﬃcient to use a
XN-model.
Further support of the claimed pseudo duality can be found in the following theorem
[Bendat 90, Ch. 3.3], [Schetzen 89]:
Theorem 2.1 (Schetzen) Any time-varying linear system can be synthesized by a time-
invariant bilinear system and the bilinear system is causal if and only if the time-varying
linear system is causal.
The deﬁnition of a bilinear system (model) is given in the subsection below. The theorem
is; however, of minor practical interest since the time-invariant bilinear system depends
on the actual input signal x(k).
2However, dealing with e.g., Volterra ﬁlters allows for a frequency-domain approach. This is discussed
below.
3A deterministic signal (or process) is deﬁned as a signal which can be perfectly predicted from its own
past. An obvious example is a periodic signal.
4For a rigorous approach on the diﬀerentiation between stationary and nonstationary processes the
reader is referred to e.g., [Bendat & Piersol 86, Ch. 12], [Priestley 88, Ch. 6]
17
2.1.3 Stability
An XN-ﬁlter is BIBO (bounded-input-bounded-output) stable5 if |ŷ(k)| < K1 provided
that the input is bounded, i.e., |x(k)| < K2. Clearly if the ﬁlter is a ﬁnite-memory ﬁlter
(L <∞) it is BIBO stable if |f(·,w)| <∞, ∀w. This is normally met as ‖w‖ <∞ where
‖ · ‖ denotes any vector norm.
2.1.4 Causality
The ﬁlter is causal (physically realizable) if
x(k) ≡ 0, k < k0 ⇒ ŷ(k) ≡ 0, k < k0 (2.7)
where k0 is any ﬁxed time index. The nonlinear system involved in the ﬁltering task is
normally assumed to be causal; however in connection with inverse modeling (see Ch. 1)
we mentioned the necessity of noncausal ﬁltering, i.e., the model output ŷ(k) has to be a
function of the input vector x(k +D) = [x(k +D), x(k +D− 1), . . . , x(k −D−L+ 1)],
D ≥ 0. Noncausal ﬁltering is simply done by redeﬁning the time index (k ← k − D
where ← is the assign operator) so that the ﬁlter output, ŷ(k), due to the input x(k) is a
prediction of ŷ(k −D).
2.2 Analysis of Nonlinear Filters
The theoretical analysis of the functionality of XN-ﬁlters may show useful when designing
the ﬁlter. This analysis may be regarded as a source of a priori knowledge (see the ﬁgure
on page 11). That is, it may facilitate the choice of a proper ﬁlter architecture. On the
other hand, the analysis of general XN-ﬁlter architectures is not possible and furthermore
the analysis of speciﬁc architectures is often very diﬃcult to carry out.
The principal paradigms for analyzing the functionality of a XN-ﬁlter are:






For instance, bi(x(k)) could represent a Taylor series expansion which, in this con-
text, is denoted a Volterra series expansion. This is further elaborated below. The
response of each basis function is now examined individually.
• Linearization of the nonlinear function around a ﬁxed point in the input space, say
x0. This technique yields:
f(x(k);w) ≈ f(x0;w) + ∂f(x0;w)
∂x
(x(k)− x0)
= f0 +αx(k) (2.9)
5In the literature a variety of diﬀerent deﬁnitions of stability exists; however, this will not be further
elaborated.
6Recall that f(·) is a multidimensional function as it depends on the entire L-dimensional input vector












In the vicinity of x0 the output of the XN-ﬁlter is approximated by the sum of a
linear ﬁlter with impulse response h(k) = ak, k = 1, 2, · · · , L7 and a DC-value, f0.
Of course it is possible to include higher order derivatives of f(·). However, this
implies that the simplicity of the linear ﬁlter approach is sacriﬁced. The point of
expansion x0 ought to vary with time in order to ensure the linear approximation
to hold. Hence, the XN-ﬁlter is approximated by a time-varying linear ﬁlter:
f(x(k);w) ≈ f0(k) +α(k)x(k). (2.12)
This approach implies that all common analytical tools within linear ﬁltering (e.g.,
Fourier transform) are applicable in each domain where the coeﬃcients, α(k) and
f0(k), are constant. A crucial drawback of this paradigm is that the distance (w.r.t.
some distance measure) between successive input vectors, e.g., x(k) and x(k + 1),
may be large. That is, vectors close in time may be spatially remote. In consequence,
the coeﬃcients will be strongly time varying.
In addition, the basis of State-Dependent Models [Priestley 88, Ch. 5] is indeed
the present paradigm. The technique is to perform successive linearizations around
ﬁxed points in the state space. However, State-Dependent Models will not be treated
further in this Thesis.
• Transformation of the input and output in order to ease the interpretation of the
model. Contemplate for instance the following XN-ﬁlter





Taking the natural logarithm on each side of this equation yields:
ln (ŷ(k)) = wx(k). (2.14)
That is, the logarithm of the output is obtained by a linear ﬁltering of the input.
The issue of suggesting a proper transformation of the input/output is a serious
limitation of this approach. For further examples of transformation to linearity see
[Seber & Wild 89, Ch. 1 & Ch. 2.8].
If none of the above listed paradigms seem applicable one may restore to an ad hoc analysis.
Examples of ad hoc analyses are given below.
In the rest of this section a brief review of the classical methods for analyzing XN-ﬁlters
is given. The review is mainly based on Bendat [Bendat 90] and Schetzen [Schetzen 89].
The main focus is on the methods which convey comprehension of the functionality of
XN-ﬁlters.
The scope of Bendat [Bendat 90] is identiﬁcation of nonlinear systems from random
data. The XN-ﬁlters under consideration are simple zero-memory ﬁlters and general third
order Volterra ﬁlters. The analysis and identiﬁcation is based on a frequency-domain
approach. In Schetzen [Schetzen 89] the Volterra and Wiener theories of nonlinear systems
are presented. It is suggested that these theories may guide the analysis of “black box”
models of XN-systems.
7Note that the dot product, αx(k), corresponds to the convolution, h(k) ∗ x(k).
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2.2.1 Nonlinear Filters based on Zero-Memory Nonlinear Filters
Consider the zero-memory XN-ﬁlter
ŷ(k) = s(x(k)) (2.15)
where s(·) is a one-dimensional nonlinear function: R → R. Candidates of s(·) are given
in [Bendat 90, Ch. 2.2.2]. For instance, s(·) could be a limiter reﬂecting a saturation eﬀect
which typically exists in a physical system. Two typical limiters are the hyperbolic tangent
(smooth limiter), tanh(·) and the signum function (hard limiter)
sgn(x) =
⎧⎪⎨⎪⎩
1 , x > 0
0 , x = 0
−1 , x < 0
. (2.16)
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Figure 2.2: Limiting functions as examples of a zero-memory XN-ﬁlter. The solid line is
the signum function, sgn(x) and the dashed line is the hyperbolic tangent, tanh(x).
nonlinearity inherent is a zero-memory XN-ﬁlter block, is given by the equation:
ŷ(k) = hpo(k) ∗ s(hpr(k) ∗ x(k)) (2.17)
where ∗ denotes convolution. hpr(k), hpo(k) are impulse responses of linear pre- and post-
ﬁlters, respectively. If no pre-ﬁlter is present the ﬁlter is known as a Hammerstein ﬁlter.
In Fig. 2.3 the XN-ﬁlter is shown. In this context the following deﬁnitions were made:











v(k)=s(z(k))h (k)pr h (k)po
Figure 2.3: The XN-ﬁlter based on a zero-memory XN-ﬁlter block.
• It is not possible to implement an arbitrary XN-ﬁlter with this conﬁguration. A
simple example is the ﬁlter,
ŷ(k) = f(x(k);w) = f1(x(k)) + f2(x(k − 1)) (2.18)
where L = 2 and f1(·), f2(·) are arbitrary functions8 which is not realizable.
• If the linear ﬁlters, hpr(k) and hpo(k), are stable recursive ﬁlters the stability of
the entire XN-ﬁlter is ensured. The reason is that no nonlinear feedback is present.
Furthermore, the XN-ﬁlter can not display strange behavior (chaos, limit cycles etc.)
which is the case when dealing with a general recursive XN-ﬁlter as mentioned in
Ch. 1.
A frequency-domain interpretation of this ﬁlter conﬁguration is often possible due to the
simplicity of the nonlinearity. If the input signal is deterministic the aim is to evaluate
the Fourier spectrum of the ﬁlter output provided that the input spectrum and the details
(i.e., hpr, hpo and s(·)) of the ﬁlter is known. The spectrum of the output, Ŷ (f), is deﬁned
as (e.g., [Oppenheim & Schafer 75])




where fn ∈ [−1/2; 1/2] is the normalized frequency f/fs, fs denotes the sampling fre-
quency, and Fou{·} is the Fourier transform operator. Throughout the rest of this Thesis
we will omit the subindex n for simplicity, thus consider f as the normalized frequency.
When the input signal is stochastic instead the aim is to evaluate the power spectrum of






8It is assumed that the functions are neither zero nor proportional.
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where φŷ(k) is the autocorrelation function
9
φŷ(τ) = E{ŷ(k)ŷ(k + τ)}, τ = 0,±1,±2, · · · (2.21)
Using the results of linear spectral analysis (see e.g., [Oppenheim & Schafer 75]) the
frequency-domain representations of the XN-ﬁlter in fa:zmﬁlt yields in the determinis-
tic case:
Ŷ (f) = Hpo(f) · s1 (Hpr(f)X(f)) , (2.22)
and in the stochastic case:





where Hpr(f) = Fou{hpr(k)}, Hpo(f) = Fou{hpo(k)} and s1(·), s2(·) denote certain non-
linear functions which depend on the chosen zero-memory nonlinear function s(·). The
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Figure 2.4: Frequency-domain representations of the XN-ﬁlter based on a zero-memory
XN-ﬁlter block.
domain interpretation is the feasibility of calculating the functions s1(·) and s2(·). Here we
merely treat two special examples of calculating s2(·), or more precisely, the relationship
between the power spectra Pz(f) and Pv(f) (see Fig. 2.4).
The examples are based on the following theorem [Haddad 75, pp. 59–63], [Bendat 90,
Ch. 2.4]:






and z1(k) a Gaussian process with autocovariance function,
γz1(τ) = E {(z1(k)− E {z1(k)})(z1(k + τ)− E {z1(k)})} . (2.25)
9Here E{·} denotes expectation. Sometimes we use the notation: Ex{·} in order to emphasize that the
expectation is w.r.t. the stochastic variable x.
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Further let v(k) = s(z(k)) where s(·) is a zero-memory, diﬀerentiable nonlinear function.









Here s′(z) is the derivative, ds(z)/dz.
Assume for simplicity that x(k) is a zero-mean Gaussian process10 and the ﬁlter hpr(k) is
designed so that the variance of z(k) equals one, i.e., z(k) ∈ N (0, 1). If s(·) implements




























According to fa:stofreq the power spectrum of the output in smooth limiting case is cal-
culated via the steps:










Pv(f) = Fou {φv(τ)} , (2.32)
Pŷ(f) = |Hpo(f)|2Pv(f). (2.33)
2.2.2 Volterra Filters and Frequency-Domain Interpretations
The Volterra ﬁlter is an attempt to approximate the nonlinear system, which has to be
modeled, by a multidimensional Taylor series expansion. The l’th order Volterra ﬁlter is
given by:
















hl(n1, n2, · · · , nl)x(k − n1)x(k − n2) · · ·x(k − nl) (2.34)
10Note that z(k) is Gaussian whenever x(k) is Gaussian.
11Note that this limiting function is equal to the distribution function of a N (0, σ2) stochastic variable.
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where hr(n1, n2, · · · , nr) is the r’th order (time-domain) kernel which, without loss of gener-
ality, can be assumed to be symmetric w.r.t. any permutation of the indices n1, n2, · · · , nr.
The Volterra ﬁlter is completely characterized by these kernels. Normally only ﬁlters of
relatively low order are under consideration due to fact that the involved computations
increase tremendously with increasing order (see further below).
ŷr(k) represents the output of a r-linear (linear, bilinear, trilinear, etc.) ﬁlter and is







hr(n1, n2, · · · , nr)x(k − n1)x(k − n2) · · ·x(k − nr). (2.35)
Notice that this equation represents an r’th order convolution.
An example of an r-linear ﬁlter is the simple bilinear ﬁlter:
ŷ2(k) = (x(k) ∗ h(k))2. (2.36)
According to the last subsection this bilinear ﬁlter may be viewed as a general ﬁlter based
on a zero-memory ﬁlter block with pre-ﬁlter, h(k), no post-ﬁlter (i.e., hpo(k) = δ(k)),
and zero-memory nonlinearity, s(z) = z2. In [Bendat 90, pp. 94–95] it is shown that the
second-order kernel of this ﬁlter is given by:
h2(n1, n2) = h(n1)h(n2). (2.37)
According to the deﬁnition of the r-linear ﬁlter, the output of the Volterra ﬁlter can
be expressed as:





= h0. In Fig. 2.5 the general Volterra ﬁlter is depicted. The l’th order Volterra
ﬁlter is causal if all r-linear ﬁlters, i = 1, 2, · · · , l are causal which is ensured if and only if
∀ r ∈ [1; l]:
hr(n1, n2, · · · , nr) = 0, for ni < 0, i ∈ [1; r]. (2.39)






|hr(n1, n2, · · · , nr)| <∞. (2.40)
An advantage of using the Volterra ﬁlter representation is the possibility of a frequency
interpretation via higher order spectra. The r’th order Fourier transform of the kernel
hr(n1, n2, · · · , nr) is deﬁned as:









hi(n1, n2, · · · , ni)e−j2π(f1n1+f2n2+···+frnr) (2.41)
where fi, i = 1, 2, · · · , r are normalized frequencies (w.r.t. the sampling frequency, fs).
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Figure 2.5: The general l’th order Volterra ﬁlter speciﬁed by the kernels: h0,
hr(n1, n2, · · · , nr), r = 1, 2, · · · , l.
When x(k) is a deterministic process the spectrum of the output of the r-linear ﬁlter,







Hr(f − α1, α1 − α2, · · · , αr−2 − αr−1, αr−1)·
X(f)X(f − α1) · · ·X(αr−1) dα1 dα2 · · · dαr−1. (2.42)
Note that this equation reduces to the usual relation, Ŷ1(f) = H1(f)X(f), for linear ﬁlters
(i.e., r = 1). The output spectrum of the Volterra ﬁlter fa:volﬁlt then yields:




where δ(f) is the Dirac delta function.
When x(k) is a stochastic process the relevant feature is the power spectrum of the out-
put. The power spectrum is – due to the uniqueness of the Fourier transform – equivalent
with the autocorrelation function of the output which formally is given by:
















E {ŷr1(k)ŷr2(k)} . (2.44)
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In general it is diﬃcult to calculate this autocorrelation. This diﬃculty arises from the
following observations:
• The output of r1-linear and the r2-linear ﬁlter is usually correlated. Consequently,
fa:autocor contains up to (l + 1)2 terms.
• A non-zero mean value of the input induces a lot of extra terms which have to be
calculated. Consider for instance the simple example bilinear ﬁlter: ŷ2(k) = x2(k).
Let the mean value E{x(k)} = x¯ and deﬁne the zero-mean variable xz(k) = x(k)−
























+ 4x¯2E {xz(k)xz(k + τ)}+ x¯4. (2.45)
However, without loss of generality, one may assume that the mean value of the input
is zero12. A possible mean value at the output, ŷ(k), is compensated by adjusting
h0 properly.







, r = 1, 2, · · · , l (2.46)
are involved in the calculation of the autocorrelation function of the output according
to fa:autocor. If no assumptions concerning the distribution of the input are available
one has to estimate theses correlations. This may be very time consuming and
requires a large amount of data in order to ensure reliable estimates. However, for a
Gaussian distributed variable it is known that all higher order moments are expressed
as a function of the ﬁrst and second moments only (see e.g., [Bendat & Piersol 86,
Ch. 3]). Consequently, assuming that the input is Gaussian distributed implies a
reduction in the number of necessary quantities which have to be estimated.
In [Bendat 90, Ch. 4] the power spectrum of a general 3rd-order Volterra ﬁlter with zero-
mean Gaussian input is calculated. The details of the calculation is due to the extend
not recapitulated. In order to alleviate the issue of correlation among the outputs of the
r-linear ﬁlters – as mentioned in the ﬁrst item above – the r-linear ﬁlters are modiﬁed so





2)δ(f) + Pŷa(f) + Pŷb(f) + Pŷc(f) (2.47)
where y¯2 is the mean value of the bilinear ﬁlter, ŷa(k), ŷb(k), and ŷc(k) are the outputs of





12If the input contains a mean value a zero-mean input variable is constructed simply by subtracting an
estimate of the mean value.
13Note that the output of an r-linear ﬁlter where r is even has a non-zero mean value even though the





H3(α,−α, f)Px(f) dα, (2.49)










|H3(f − α1, α1 − α2, α2))|2Px(f − α1) ·
Px(α1 − α2)Px(α2) dα1 dα2. (2.52)
2.2.3 Concluding Remarks on Nonlinear Filter Analysis
The presented paradigms (see pp. 18–19) for XN-ﬁlter analysis may provide as a catalogue
of alternatives when facing the analysis of a speciﬁc ﬁlter architecture.
The mentioned frequency-domain methods for analyzing XN-ﬁlters may provide a use-
ful tool in some applications; however, we emphasize some restrictions:
• The analysis of ﬁlter based zero-memory ﬁlter blocks is highly dependent on the
shape of the zero-memory function s(·) and the assumptions concerning the distri-
bution of the input.
• The frequency interpretation of a Volterra ﬁlter becomes diﬃcult when the order
is greater than three. Furthermore, the analysis may be very diﬃcult when the
Gaussian input assumption is circumvented.
• The fact that the Volterra frequency kernels in general depend on more than two
frequency parameters obstructs a visual survey compared to the classical frequency
response function.
• The spectrum or power spectrum of the output of a r-linear ﬁlter is connected with
the frequency kernels and the input power spectrum in a very complex way (see
e.g., fa:outspec). Consequently, the eﬀect of changing a speciﬁc kernel is not easy to
clarify.
2.3 Summary
First a number of basic properties of XN-ﬁlters was given. This includes: Superposition,
time-invariance, stability and causality. Next three fundamental paradigms for nonlinear
ﬁlter analysis were presented. The ﬁrst paradigm consists of expanding the nonlinear
ﬁltering function in a set of simple basis functions. The second paradigm deals with
successive linearizations of the ﬁltering function around samples in the input space. This
results in a time-varying linear ﬁlter. Finally, the third paradigm treats the possibility
of mapping the input and output variables into new variables in which the ﬁlter becomes
more simple.
The rest of the chapter was devoted to a review of the classical ﬁlter analysis. This





In this chapter a novel taxonomy of XN-ﬁlter architectures based on general properties of
the ﬁlter architecture is presented. The purpose is to convey a uniﬁed view of the numerous
architectures proposed in the literature. This is explicitly done by formulating a canonical
ﬁlter representation. In the literature contributions on comparing nonlinear ﬁlter archi-
tectures have appeared, e.g., [Cherkassky 92], [Farmer & Sidorowich 88], [Friedman 91];
however, an obvious beneﬁt of the proposed taxonomy is that it deals with the properties
of the ﬁlter architecture only. Hence, the issues concerning algorithms for estimating ﬁlter
parameters, and algorithms for selecting a proper architecture for a speciﬁc task, have no
inﬂuence on the discussion. On the other hand, the comprehension of the properties of a
speciﬁc architecture may guide the choice of these algorithms. It should be emphasized
that the proposed taxonomy is based on a few architectural properties only. Further,
it is developed in preparation for implementing the SISO, non-recursive XN-model with
additive error. That is, future research may provide several reﬁnements of the taxonomy.
The presented taxonomy permits the classiﬁcation of a variety of existing ﬁlter ar-
chitectures, and furthermore, it opens up the prospect of suggesting a variety of novel
architectures for future research. We mainly concentrate on architectures which possess a
neural network like structure.
Based on the taxonomy a number of existing neural network like ﬁlter architectures
are expounded, interpreted and compared aiming at implementing the XN-model. In
particular, we attach importance to the multi-layer feed-forward perceptron neural network
(MFPNN).
3.1 Taxonomy of Nonlinear Filter Architectures
In this section we present a taxonomy of XN-ﬁlter architectures based on general archi-
tectural properties.
Recapitulate the nonrecursive XN-model with additive error (cf. nf:model):
y(k) = f(x(k);w) + e(k), (3.1)
and the corresponding XN-ﬁlter
ŷ(k) = f(x(k);w), (3.2)
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aiming at modeling the relationship between the input signal1, x(k), and the output
signal, y(k). f(·) is the ﬁltering function which represents a speciﬁc member of the ﬁlter
architecture F and may be parameterized by the m-dimensional weight (parameter) vector
w. However, some ﬁlter architectures – the so-called nonparametric architectures – do not
contain any parameters at all. In most cases there is a need for preprocessing the input
signal which is further treated in Ch. 4. In consequence the input vector signal, x(k), is
mapped into a preprocessed vector z(k) = [z1(k), z2(k), · · · , zp(k)] which – in contrast
to x(k) – does not contain a time shift structure. In the rest of this chapter we will
replace x(k) by the corresponding preprocessed vector z(k). In consequence, the ﬁltering
function, f(·), in nf:nonﬁlt is decomposed into a preprocessing vector function, fp(·), and
a nonlinear ﬁltering function, fn(·). According to nf:nonﬁlt we get:
z(k) = fp(x(k)) (3.3)
and
ŷ(k) = f(x(k);w) = fn(z(k);w). (3.4)
The explicit knowledge of the input-output relationship is obtained by collecting a set,
T , of connected input-output samples. This set is denoted the training set :
T = {x(k); y(k)}, k = 1, 2, · · · , N (3.5)
where N is the size of the training set.
Provided that a ﬁlter architecture has been chosen the task is to exploit the knowledge
contained in the training set so that future samples of the predicted output, ŷ(k), k =
N +1, N +2, · · ·, become as close as possible to the output, y(k), w.r.t. some metric, e.g.,
in the least squares (LS) sense, see further Ch. 5, 6. That is, the ﬁlter is adjusted so that
some cost function based on the training data is minimized.
In Fig. 3.1 an example of a nonlinear relationship2, y(k) = gn(z(k)), is depicted in
order to accentuate a geometrical interpretation. The task of the XN-ﬁlter is then to
approximate the p + 1-dimensional input-output surface spanned by all points satisfying
the nonlinear relationship g(·). In particular the training points
[z1(k), z2(k), · · · , zp(k), y(k)], k = 1, 2, · · · , N
lie on this surface.
3.1.1 Parametric and Nonparametric Architectures
The ﬁrst property relevant to the taxonomy is the distinction between parametric and
nonparametric architectures.
Definition 3.1 A ﬁlter architecture is said to be nonparametric if the prediction, ŷ(k),
is determined from z(k) and the entire training set, T , solely. That is,
ŷ(k) = fn(z(k); T ). (3.6)
Otherwise, the architecture is parametric and the prediction is given by
ŷ(k) = fn(z(k); ŵ) (3.7)
where ŵ are parameters estimated on the training set w.r.t. some performance criterion
or cost function (see Ch. 5).
1Recall that the input vector signal is deﬁned by: x(k) = [x(k), x(k − 1), · · · , x(k − L + 1)].






















Figure 3.1: An example of a nonliner relationship y(k) = gn(z(k)). The example originates
from predicting the chaotic Mackey-Glass time series which is explained in detail in Ch. 8.
The dimension of z(k) is in fact equal to 4; however, only the ﬁrst two components are
considered in this ﬁgure. Clearly, the relationship is nonlinear; otherwise, the surface
would have been a plane.
When using a nonparametric architecture one has to store the entire training set whereas
only the estimated parameters, ŵ, have to be stored when dealing with a parametric
architecture. The estimated parameters may thus be viewed as an encoding of the training
set. The geometrical point of view given above may guide a possible interpretation of the
nonparametric architecture. First, notice that the training set – regarded as a set of points
in the p + 1-dimensional input-output space – obviously lies on the input-output surface.
The predicted output of a novel sample of z(k) can now be interpreted as an inter- or
extrapolation of the training points performed by the function fn(·). On the other hand,
when dealing with a parametric architecture the input-output surface is considered as a
family of surfaces which arise by varying the parameter vector, w. The training thus
results in selecting one of these surfaces.
3.1.2 Local and Global Approximation
The second property of the architecture deals with the diﬀerentiation between local and
global approximation.
Definition 3.2 Let z(k) ∈ D where D ⊆ Rp is the set (input domain) in which the
nonlinear relationship under consideration has to be modeled. Within a local approximation
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approach D is divided into q subsets, Di, i = 1, 2, · · · , q, which cover D but may have non-
empty intersections. In each subset a local ﬁlter is formulated, and the ﬁnal output results
by combining the outputs of the local ﬁlters.
A global approximation approach is characterized by the fact that D is not divided at
all.
3.1.2.1 Canonical Filter Representation
In order to detail various global/local approximation approaches (when implementing the
parametric XN-ﬁlter nf:nonﬁlt) it is possible – without loss of generality – to rewrite













• bi(z(k);βi) is the i’th basis function parameterized by βi. The basis functions deﬁne
a set of functions in which fn(·) is expanded. Note that a basis function equal to
unity indirectly is introduced by the parameter α0. Normally α0 = 0 in order to
control the mean value of the ﬁlter output.
• αi is the weight with which the i’th basis function contributes to the generation
of the ﬁlter output4. The weights are assembled in the q + 1-dimensional vector:
α = [α0, α1, · · · , αq].
• Di(z(k)) is a domain function which speciﬁes the input domain related to the i’th
basis function. We assume ∀z(k), ∀ i:
0 ≤ Di(z(k)) ≤ 1. (3.9)
• The signals, vi(k), i = 1, 2, · · · , q, are deﬁned as:
vi(k) = bi(z(k);βi) ·Di(z(k)), (3.10)
and 5
v(k) = [1, v1(k), · · · , vq(k)]. (3.11)
Note – according to Sec. 3.2.2 – that the canonical ﬁlter representation can be regarded
as a two-layer feed-forward neural network consisting of q hidden nonlinear neurons. The
i’th neuron possesses the processing: bi(z(k);βi) ·Di(z(k)).
In the next paragraphs a number of specialized forms of Di(·) will be treated.
3Note that the preprocessing is excluded.
4Strictly speaking this is only true when Di(z) = 1.
5Later on we shall denote a vector like v an augmented vector as it contains a one and thereby an
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Figure 3.2: The canonical ﬁlter representation. bi(·) are the basis functions, Di(·) are the
domain functions, and αi are the weights of the linear neuron. The bold lines represent p
connections.
Global Approximation Filters Dealing with a global approximation approach then
∀z(k), ∀ i ∈ [1; q]:
Di(z(k)) ≡ 1. (3.12)
That is, all basis functions contribute over the entire input domain, D. Consequently, the
domain function plays no signiﬁcant role. As a result, the canonical representation cf.
nf:nfcan becomes:
ŷ(k) = α0 +
q∑
i=1
αi · bi(z(k);βi). (3.13)
Localized Covering Functions Consider a local approximation approach where the
subsets, Di, cover the input domain, D, but possess non-empty intersections. Di(·) is in
this context denoted a localized covering function with the following properties:
1. Assume the existence of a compact set of input vectors, Pi ⊆ Di, so that
Di(zoi ) = 1, ∀zoi ∈ Pi. (3.14)
That is, Di is equal to unity6 in the compact set, Pi, within Di. It should be noted
that if Pi ≡ Di then we assume that Di ⊂ D.
6Note that setting the domain functions equal to unity at the points, z0, is not signiﬁcant; on the
contrary just a convenient choice.
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2. Let ‖ · ‖ denote a vector norm. If z1, z2 ∈ Di \ Pi, Di \ Pi = ∅, and
‖z1 − zoi ‖ < ‖z2 − zoi ‖, zoi ∈ Pi, (3.15)
then it is required that:
Di(z2) < Di(z1). (3.16)
This requirement ensures that Di(·) decreases exterior to Pi.










where σ2i is a scaling parameter which deﬁnes the eﬀective width of the bell.
Partition Functions Let the subsets, Di, be disjoint, i.e., Di1 ∩ Di2 = ∅, ∀ i1, i2. Con-
sequently, D = ⋃qi=1Di. In this case the subsets Di are denoted partitions and the domain
functions, Di(z(k)), are denoted partition functions. It is assumed that:
Di(z(k)) =
{
1 , z(k) ∈ Di
0 , otherwise
. (3.18)
The shape of the partitionsDi can, in principle, be of any kind; however, normally we prefer
the diﬀerent regions to be separated by a number of hyperplanes. A speciﬁc hyperplane,
H, is given by:
H : az(k)− t = 0 (3.19)
where a deﬁnes the p-dimensional normal vector of the hyperplane and t is a threshold
which speciﬁes the oﬀset of the hyperplane relative to the origin of the input domain, D.
H+, H− are the positive and negative regions, respectively, produced by the hyperplane,
H, and obey the following deﬁnition:
H+ =
{





z(k) : az(k) < t
}
. (3.21)
The issue of determining which subset a speciﬁc vector z(k) belongs to can be resolved
using a binary tree structure, see e.g., [Friedman 91], [Gelfand et al. 91], [Hoﬀmann 92a].
In this context we deﬁne a node, Ors, as the tuple consisting of a hyperplane normal vector
and a threshold, i.e.,
Ors = {ars, trs} (3.22)
where r = 0, 1, · · · is the depth and s ∈ [0; 2r − 1] speciﬁes the node number at the actual
depth. In Fig. 3.4 the binary tree and the corresponding partitions7, Drs, speciﬁed by the
hyperplanes, Hrs, are shown.
In order to ascertain which domain a given input vector z(k) belongs to, the tree is
traversed according to the following algorithm:
Tree Traversing AlgorithmStart at node O00 and initialize: (r, s) =
(0, 0). If z(k) ∈ H−rs, i.e., arsz(k) < trs then continue to node
7Note that the notation is slightly changed. However, there exists a one-to-one correspondence between















1 2D = D = D
(b)
Figure 3.3: Example of Gaussian bell-shaped localizing covering functions cf. nf:gausbell.
Note that the subsets D1, D2 in this example are equal to D as the localizing functions
have inﬁnite support. In practice; however, the scaling parameter, σ2i (cf. nf:gausbell),
normally is chosen so that the overlap between diﬀerent localizing functions is small.
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Or+1,2s and update (r, s) ← (r + 1, 2s). Otherwise, continue to
node Or+1,2s+1 and update (r, s) ← (r + 1, 2s + 1). If the actual
node is a terminal node then stop and realize that z(k) ∈ Drs;
otherwise, go to Step 2.
Note that the terminal nodes, O10, O22, and O23 do not contain a normal vector or a
threshold unless further extension of the tree is needed. Furthermore, it is observed that
the tree is not necessarily complete, i.e., some nodes at a given depth may not be present.
Gate Functions The domain function, called the gate function, appears as a special
case of the partition function, and the corresponding subsets Di are denoted gates. The
restriction consists in the imposition that the hyperplanes are parallel to the axes, zj(k),
j = 1, 2, · · · , p. Consequently, the normal vectors comply with:
aj =
{
1 , j = jrs
0 , otherwise
(3.23)
where jrs deﬁnes the direction of the hyperplane, Hrs.
The deﬁnition of a node, cf. nf:node, is changed to:
Ors = {jrs, trs} . (3.24)
Fig. 3.5 shows an example of a binary tree and the corresponding partitions when dealing
with gate functions.
In the Venn-diagram Fig. 3.6 possible special cases of the domain function is summa-
rized.
3.1.3 Orthogonal Architectures
The third property which characterizes a parametric ﬁlter architecture is about whether
the vi(k) signals are orthogonal or not. A necessary prerequisite, regarding the formulation
of orthogonality, is the deﬁnition of a suitable inner product for functions. Consider the
two signals
vi1(k) = bi1(z(k);βi1) ·Di1(z(k)), (3.25)
vi2(k) = bi2(z(k);βi2) ·Di2(z(k)) (3.26)
and the associated inner product: 〈vi1(k), vi2(k)〉. If z(k) is a deterministic vector signal







where T is the length of the signal (which may be inﬁnite). However, when dealing with
a stochastic input signal a common choice is:


































Figure 3.4: Example of a binary tree and corresponding partitions, Drs, produced by the
separating hyperplanes, Hrs. In this case q = 3 and D1 ≡ D10, D2 ≡ D22, and D3 ≡ D23.
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where p(z(k)) is the probability density function (p.d.f.) of z(k). If the stochastic signal
is ergodic nf:inprod can be replaced by:










In the remaining part the Thesis we will use the following deﬁnition:
Definition 3.3 A parametric architecture is said to be orthogonal if
E {vi1(k)vi2(k)} = 0, ∀i1 = i2 (3.30)
where i1, i2 ∈ [1; q]. Whenever α0 = 0 (cf. nf:nfcan) it is furthermore required that:
E {vi(k)} = 0, ∀i ∈ [1; q]. (3.31)
The major beneﬁt of using an orthogonal architecture lies in the fact that the terms, vi(k),
do not interact linearly. That is, the issue of deciding whether a certain term should enter
the architecture or not depends solely on the characteristics of that term, provided we are
content with no linear interaction. The subject is further treated in Ch. 6 concerning the
determination of suitable ﬁlter architectures. Further it should be noted that the above
deﬁnition of orthogonality is closely related with using a least squares (LS) criterion for
estimating the parameters of the ﬁlter. This relation will be further elaborated in the
discussion of orthogonal polynomial ﬁlters, such as the Wiener model based LN-ﬁlter, and
in Ch. 5.
An immediate attribute of the localized partition function architecture8 is that it is an
orthogonal architecture. To see this we evaluate the correlation between vi1(k) and vi2(k),
i1 = i2, by using nf:vsub, (3.28) and the deﬁnition of the partition function nf:partfun.





















bi1(z(k);βi1) ·Di1(z(k)) · bi2(z(k);βi2) ·Di2(z(k)) · p(z(k)) dz(k)
= 0. (3.32)
This is due to the fact that Di2 = 0 when integrating w.r.t. Di1 and vice versa. Fur-
thermore, both partition functions equal zero when integrating w.r.t. D \ (Di1 ∪ Di2). In
addition, α0 = 0 is assumed. This proves the stated orthogonality.
Note that vi1(k), vi2(k) in the present case in fact are independent since for arbitrary
r1, r2: Ez(k){vr1i1 (k)vr2i2 (k)} = 0.
8This includes consequently also the gate function architectures according to the Venn-diagram Fig. 3.6.
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3.1.4 Classification of Filter Architectures
Based on the main features:
• Parametric versus nonparametric architectures,
• Global versus local approximation,
it is possible to classify a number of ﬁlter architectures provided in the literature. The
classiﬁcation is presented in Table 3.1.
In the following sections we convey detailed discussion and comparison of selected
architectures listed in the table.
3.2 Global Approximation
3.2.1 Polynomial Filters
In this subsection we discuss three closely related global approximation ﬁlter architectures:
• The Volterra ﬁlter,
• The Wiener Model based LN-ﬁlter,
• The Chebyshev Filter.
They are all based on an expansion of the nonlinear function fn(·) in multidimensional
polynomials. Provided that the time-domain kernels which deﬁne an l’th order Volterra
ﬁlter (cf. fa:volﬁlt) are ﬁnite and replacing products of x by adequate polynomials in z the















h2(n1, n1)P2(zn1(k)) + · · ·+
p∑
n1=1
hl(n1, · · · , nl)Pl(zn1(k)) (3.33)
where
• Pr(z) is a polynomial in z of degree r.
• hr(n1, n2, · · · , nr) is the r’th order ﬁnite time-domain kernel. By nf:polﬁlgen w is
deﬁned as:
w = [h0, h1(1), h1(2), · · ·h2(1, 2), · · · , hl(p, p, · · · , p)]. (3.34)




is the binomial coeﬃcient.
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Local Approximation Global Approximation
Localized Receptive Fields
[Moody & Darken 88], [Moody
& Darken 89], [Niranjan & Kar-
dirkamanathan 91], [Platt 91],
[Sanger 91], [Stokbro et al. 90]
Polynomial Filter [Hoﬀmann
92a]
Gate Function Filters [Hoﬀ-
mann 92a], [Schetzen 89]
Wiener Model [Schetzen 89]
Tree-Structured Piecewise-Lin-
ear Filter [Gelfand et al. 91]
Volterra Filter [Schetzen 89]
Threshold Autoregressive Mo-
dels [Tong & Lim 80]
Multi-Layer Neural Network
[Haykin 94], [Hertz et al. 91],
[Rosenblatt 62], [Widrow &
Hoﬀ 60]
Parametric Multivariate Adaptive Regres-
sion Splines [Friedman 91]
Gram-Schmidt Neural Net-
works [Orfanidis 90]
Local Experts [Jacobs et al. 91] Canonical Piecewise-Linear Fil-
ters [Kang & Chua 78], [Lin &
Unbehauen 90]
Quantization based Piecewise-
Linear Filter Networks [Søren-
sen 92]
Semilocal Units [Hartmann &
Keeler 91]
Neural Networks with FIR/IIR
Synapses [Back & Tsoi 91]
Local Filters [Farmer & Sidoro-
wich 88]
Nonparametric Nearest-Neighbor Regres-




Table 3.1: Classiﬁcation of nonlinear ﬁlter architectures. Note that a nonparametric global
approximation architecture does not exist since the processing within a nonparametric
architecture can be interpreted as an interpolation (or extrapolation) of the training data.
Consequently, all data can not contribute with the same weight; remote data (w.r.t. the
actual input) have to contribute with less weight.
It is possible to rewrite nf:polﬁlgen into the canonical representation which yields:
ŷ(k) = α0 +
q∑
i=1
αibi(z(k)) = αv (3.35)
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where
• q = (m− 1) = Cl+p,l − 1.
• α = [α0, α1, · · · , αq] = w.
•
bi(z(k))) = Pr1(i)(z1(k))Pr2(i)(z2(k)) · · ·Prp(i)(zp(k)), 1 ≤ i ≤ q, (3.36)
and the vector r(i) = [r1(i), r2(i), · · · , rp(i)] is obtained by nf:polﬁlgen. For instance:
r(1) = [1, 0, 0, · · · , 0] and r(q) = [0, 0, 0, · · · , l]. Here P0(·) per deﬁnition is set equal
to one.
In Fig. 3.7 the general polynomial ﬁlter is depicted.
Certain facts concerning the general polynomial ﬁlter should be noted:
• The number of weights (i.e., the number of polynomial terms), q+1 = Cl+p,p, grows
exponentially fast9 with both p = dim(z(k)) and with the order of the ﬁlter, l. Even
for moderate values of p and l the number of weights which have to be estimated
becomes large. This fact is known as the curse of dimensionality10. In the table







Table 3.2: Typical number of weights in a polynomial ﬁlter.
becomes large (since it is required that N ≥ q, and typically N/q lies in the range
2–10, see Ch. 6). This fact reduces the feasibilities of the ﬁlter since:
– The number of training data available in some application may be sparse.
– The computational complexity involved in estimation of the weights is large
(see Ch. 5 and [Hoﬀmann 92a, Ch. 6.3]).
• The basis functions do not contain any parameters (i.e., βi does not exists). That is,
it is not possible to adjust the shape of the basis function to comply with the present
modeling task. On the other hand, the ﬁlter output becomes a linear function of the
weights, αi, which is desirable with regard to an estimation point of view. This is
further treated in Ch. 5.
9Applying Stirling’s formula [Abramowitz & Stegun 72, p. 257] to approximate the factorial function,























where ln(·) is the natural logarithm.




The Volterra ﬁlter results by setting:
Pr(z) = zr. (3.37)
In general no assumption concerning the nature of the nonlinearity, gn(z(k)), of the system
being modeled, is made. Hence, we require that the speciﬁc ﬁlter architecture is capable of
implementing a wide class of nonlinear functions. Concerning the Volterra ﬁlter Fre´chet
[Schetzen 89, App. B] showed that any continuous function of z(k) ∈ I, where I ⊆
D is a compact subset, can be approximated arbitrarily close. ∀z(k) ∈ I, (point-wise
convergence) by a Volterra ﬁlter. That is,
fn(z(k))→ gn(z(k)) as l →∞. (3.38)
In the neural network literature this property often is referred to as the capability of
universal approximation (e.g., in [Hertz et al. 91]). Anticipating some of the material in
Ch. 6, the property of universal approximation is per se no guarantee for a proper ﬁlter
design. The ultimate goal is to exploit the knowledge contained in the training set so that
the ﬁlter performs the best possible w.r.t. some performance measure which will be the
quintessence of generalization ability (see Ch. 6).
The Volterra ﬁlter is aﬄicted with some drawbacks. First, recall that a Volterra
ﬁlter can be conceived as a multidimensional Taylor series expansion. This implies that
convergence is ensured in the subset, I, only. However, the subset may merely constitute
a small fraction of the entire input space of interest, i.e., D. Secondly, the output of the
basis functions, i.e., the vi(k) signals, will be highly correlated11. The consequence is that
certain algorithms (e.g., the LMS-algorithm) for estimating the weights, αi, will converge
slowly. However, the performance of the ﬁlter (i.e., generalization ability) does not depend
on the correlation among the vi(k) signals (see further Sec. 6.3.6).
3.2.1.2 Wiener Model based LN-Filter
In order to circumvent some of the obstacles associated with the Volterra ﬁlter other types
of polynomials may be introduced. The idea is to make the polynomials, i.e., the basis
functions, orthogonal cf. Sec. 3.1.3. Assume that z(k) is stochastic and furthermore that
the basis functions (polynomials) are orthogonal w.r.t. to the inner product deﬁnition
nf:inprod, i.e.,







, i1 = i2
0 , i1 = i2
, (3.39)
and
Ez(k) {bi(z(k))} = E {vi(k)} = 0, ∀i ∈ [1; q]. (3.40)
In general we deﬁne the adjustment error :
ea(k;w) = gn(z(k))− fn(z(k);w) (3.41)
11In App. B a numerical example of this correlation is given. Fig. B.2 shows the condition number of
the Hessian matrix, H, which – with the present notation – is deﬁned as: H = E{v(k)v(k)}.
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which measures the error done when using the architecture fn(·) parameterized by w in
order to approximate the nonlinear system gn(z(k)). In the present case the adjustment
error when using q polynomial terms becomes:





where the notation of nf:nfcan is adapted.
The approximation capability of the ﬁlter (with the present deﬁnition of inner product)
is measured by mean squared adjustment error, G(α), i.e.,











For any ﬁxed q the optimal weight vector, α∗, which minimizes G(α) is given by:




1, E{v21(k)}, E{v22(k)}, · · · , E{v2q (k)}
]}
, (3.46)
φgnv = E {gn(z(k))v(k)} . (3.47)
This is due to the fact that the nonlinear ﬁlter is linear in the parameters (i.e., an LN-
ﬁlter) so that the minimization of G(α) is equivalent to solving a linear least squares
(LS) problem e.g., [Haykin 91], [Seber & Wild 89, Ch. 2.1] (see further Ch. 5). The mean




































Since per deﬁnition G(α) ≥ 0, ∀α and the terms in nf:galfopt involving α∗i all are positive















If the basis functions constitute a complete orthogonal functional set (w.r.t. the inner


















That is, the inﬁnite set of orthogonal basis functions approximates the unknown function
gn(·) with zero mean square adjustment error. This is also known as: Convergence in
mean [Schetzen 89].
In contrast to the Volterra ﬁlter a polynomial ﬁlter based on an orthogonal expansion
is convenient as one is able to ensure universal approximation within the entire input
space, D.
Within the Wiener model it is assumed that z(k) is Gaussian distributed with zero
mean vector and covariance matrix equal to the identity matrix, i.e., z(k) ∈ N (0, I).
The individual signals, zj(k), j ∈ [1; p] are thus mutually independent12. Construction
of a signal, zj(k), which obeys the above properties depends on the p.d.f. of the input
signal, x(k), and the demands on the memory length, L. Here we merely mention the
assumptions made in the Wiener model. First, the input is assumed to be a zero mean
Gaussian sequence, i.e., x(k) ∈ N (0, σ2x). Secondly, inﬁnite memory length (L → ∞) is
considered, i.e the input signal vector, x(k) = [x(k), x(k − 1), x(k − 2), · · ·] is inﬁnite. In
order to make zj(k) Gaussian only linear ﬁltering of x(k) is allowed. Consequently, zj(k)




hj(n)x(n− k), j ∈ [1; p] (3.51)
where hj(n) is the impulse response of the j’th ﬁlter. Since the zj(k) is required to be
mutually independent (uncorrelated), i.e., E{zj1(k)zj2(k)} = 0, j1 = j2. Let us evaluate













That is, the impulse responses then have to obey:
∞∑
n=0
hj1(n)hj2(n) = 0, j1 = j2. (3.53)
A set of functions which comply with this orthogonality condition is the discrete Laguerre
functions (see e.g., [Masnadi-Shirazi & Ahmed 91], [Hoﬀmann 92a]). The z-transform of




1− θz−1 , (3.54)
Hj(z) =
−θ + z−1
1− θz−1 Hj−1(z), 2 ≤ j ≤ q, (3.55)
and 0 < θ < 1. The choice of θ is discussed in Ch. 4. H1(z) is a ﬁrst order recursive
low-pass ﬁlter. The succeeding ﬁlters are obtained by constantly multiplying with the
all-pass ﬁlter: −θ + z−1/1− θz−1. The time-domain expression of zj(k) then becomes:
z1(k) = θz1(k) +
√
1− θ2x(k), (3.56)
zj(k) = θzj(k)− θzj−1(k) + zj−1(k − 1), 2 ≤ j ≤ q. (3.57)
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In Fig. 3.8 the construction of the zj(k) signals are shown. It should be noted that the





1 , j1 = j2
0 , j1 = j2 . (3.58)
This implies cf. nf:corzj that: σ2zj = σ
2
x, j ∈ [1; p]. Since we require that the variances
of the zj(k) signals to be unity the input signal has to be scaled with an estimate of the
standard deviation, σx.
The above construction of the zj(k) signals enables the use of the Hermite polynomials
in order to make the vi(k) signals uncorrelated. The Hermite polynomials are generated
so that they are orthogonal w.r.t. the inner product deﬁnition nf:inprod. Recall that the












Further let Her(z) be the Hermite polynomial of order r of the scalar variable z (writing z
for shorthand of zj(k)). It can be shown [Schetzen 89, Ch. 19], [Abramowitz & Stegun 72,













Her1(z)Her2(z) dz = δ(r1 − r2) · r1 ! (3.60)
where δ(·) is the Kronecker delta function and l is the order of the polynomial ﬁlter.
This orthogonality relation along with the fact that the zj(k)′s are mutually independent
ensures that the vi(k)′s are mutually uncorrelated. To establish this result we note that:
vi(k) = Her1(i)(z1(k))Her2(i)(z2(k)) · · ·Herp(i)(zp(k)), 1 ≤ i ≤ q, (3.61)
cf. nf:polbas. The correlation between vi1(k) and vi2(k) then becomes:












= 0, ∃ j : rj(i1) = rj(i2). (3.62)
The Hermite polynomials can be generated by the simple recursive formula:
Her+1(z) = zHer(z)− rHer−1(z), r ≥ 1 (3.63)
with He0(z) = 1, He1(z) = z.
The Wiener model based LN-ﬁlter is depicted in Fig. 3.9 In general where no assump-
tions neither on the input distribution nor on the autocorrelation function of the input
are available we face two alternatives:
12Gaussian variables which are uncorrelated are furthermore independent.
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1. Choosing a set of polynomials which under certain conditions are orthogonal and
besides are believed to be less correlated than the Volterra polynomials. The Cheby-
shev ﬁlter mentioned below is an example of this strategy.
2. Forming a set of orthogonal polynomial terms by using an orthogonal transformation
of the Volterra basis functions. In [Korenberg & Paarmann 91] a Gram-Schmidt
orthogonalizing procedure is used. Let b(k) be the (augmented) vector of Volterra
basis functions:
b(k) = [1, b1(z(k)), b2(z(k)), · · · , bq(z(k))]. (3.64)
The v(k) vector signal then appears from:
v(k) = Ub(k). (3.65)
where U is the (q + 1)× (q + 1) unit lower triangular matrix:
U =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0 0
u10 1 0 · · · 0 0







uq0 uq1 uq2 · · · uq,q−1 1
⎤⎥⎥⎥⎥⎥⎥⎦ (3.66)
which forms the Gram-Schmidt orthogonalizing by adjusting13 ui1,i2 , i1, i2 ∈ [0; q]
so that E{vi1(k)vi2(k)} = 0, ∀ i1 = i2.
3.2.1.3 Chebyshev Filter
The Chebyshev ﬁlter [Hoﬀmann 92a, Ch. 4] is an attempt to accomplish the wish for
constructing the vi(k) signals such that they are relatively weakly correlated for most
ordinary input signals (e.g., Gaussian, uniform, sinusoids). The Chebyshev ﬁlter results
by using the Chebyshev polynomials Tr(z) in nf:polﬁlgen. These are given by the following
recursive formula [Abramowitz & Stegun 72, p. 782]:
Tr+1(z) = 2zTr(z)− Tr−1(z), r ≥ 1 (3.67)
with T0(z) = 1 and T1(z) = z. It turns out that both the roots and extrema are located
in the interval z ∈ [−1; 1]. Consequently, the graphs of the Chebyshev polynomials of
diﬀerent orders, r, are very diﬀerent in this interval. This provides a hope for the vi(k)
signals to be weakly correlated. It should be emphasized that the zi(k) signals then have
to be restricted to the interval [−1; 1]. This can be done by proper scaling and limitation,
e.g., using a smooth limiter like the hyperbolic tangent (see page 20), as proposed in
[Hoﬀmann 92a, Ch. 4].
Let the input be a purely deterministic, aperiodic signal composed of sinusoids with




sin(ωjk + φj) (3.68)
where ωj ≥ 0, φj ∈ [0; 2π] is the angular frequencies and phase of the j’th sinusoid,
respectively. Further, it is assumed that wj1 = n ·wj2 , ∀j1, j2 ∈ [1; p] where n is a positive
13This subject is further mentioned on page 65.
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integer. In consequence, the expression nf:sinus is not able to constitute a Fourier series.
Furthermore, let
zj(k) = hj(k) ∗ x(k), j = 1, 2, · · · , p (3.69)
where hj(k), j ∈ [1; p] is a set of band-pass ﬁlters such that
zj(k) = sin(ωjk + φj). (3.70)
The vi(k) can then be shown to be orthogonal (w.r.t. the deﬁnition nf:ortinf)
[Hoﬀmann 92a, Ch. 4].
Also in the case where the zj(k) are stochastic signals orthogonality can be ensured
(see [Hoﬀmann 92a, Ch. 4], [Abramowitz & Stegun 72, p. 774]. This requires that zj(k),







, |zj(k)| < 1
0 , |zj(k)| ≥ 1
. (3.71)
A p.d.f. of this form turns up when zj(k) is a sinusoid with stochastic phase, φj , uniformly
distributed over the interval [0; 2π], see [Bendat & Piersol 86, p. 53].
3.2.2 Multi-Layer Neural Networks
The neural networks under consideration is a restriction of the general neural network
deﬁned in Def. 1.1. The restrictions consist in:
• No feedback connections are present, i.e., a neuron never receive an input signal
which is a function of its own output. Consequently, all processing involved is feed-
forward.
• The neurons are organized in layers such that the outputs of the neurons in a speciﬁc
layer act as the inputs for the neurons in the next layer. Consequently, all processing
involved is feed-forward. It is possible to relax the inter-connectivity14 of the neurons
and still maintaining the feed-forward structure. This is done by allowing the outputs
of the neurons in a speciﬁc layer to feed not only the next layer but all succeeding
layers.
• The used nonlinear neurons are perceptrons [Hertz et al. 91], [Rosenblatt 58],
[Widrow & Hoﬀ 60].
• The output neuron is linear (cf. int:linneu).
A neural network which complies with the restrictions above (the last excepted) is denoted
a multi-layer feed-forward perceptron neural network (MFPNN). If the network does not
consists of perceptrons (but other types of neurons) we use the designation: MFNN. In
Fig. 3.10 a multi-layer feed-forward neural network implementation of the XN-ﬁlter is
shown. The depicted neural network is a 3-layer network since it consists of two hidden
layers and an output layer with one linear neuron. In this terminology the inputs are
not considered as an independent layer15. In general we consider a l layer network with
14The concept inter-connectivity is related to how the layers are connected. If no connection between
two neurons exists then the associated weight equals zero.
15However, some authors counts the inputs as an independent layer.
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mr neurons in the r’th layer, r = 1, · · · , l. m0 is the number of inputs, i.e., m0 = p.
Furthermore, ml = 1 as only one output neuron is present. In general we refer to a m-
network where m = [m0,m1, · · · ,ml]. The output signals of the neurons in the r’th layer







2 (k), · · · , s(r)mr(k)
]
. (3.72)








Per deﬁnition: s(0)(k) = [1, z(k)] where z(k) = [z1(k), z2(k), · · · , zp(k)], see Fig. 3.10.
Nonlinear Perceptron The signal processing within the i’th (nonlinear) perceptron in
the r’th layer is shown in Fig. 3.11 and obeys the following equations:
u
(r)



























• w(r)i = [w(r)i,0 , w(r)i,1 , · · · , w(r)i,mr−1 ] is the mr−1 + 1 weights (parameters) associated
with the i’th perceptron.
• u(r)i (k) is the response of a linear neuron (see below); corresponding to a linear
combination of a DC signal equal to one and the signals, s(r)j (k), j ∈ [1;mr].
• h(u) is the nonlinear activation function. When dealing with traditional perceptrons





K−∞ , u→ −∞ (3.75)
where K∞, K−∞ are diﬀerent ﬁnite real numbers. Two typical sigmoid functions
with K±∞ = ±1 are the signum function,
sgn(x) =
⎧⎪⎨⎪⎩
1 , x > 0
0 , x = 0
−1 , x < 0
(3.76)
and the hyperbolic tangent, tanh(·) which are depicted in Fig. 3.12.
A geometrical interpretation of the processing within the perceptron is possible. Consider














Let the H(r)+i , H(r)−i be the positive and negative region, respectively, which obey:
H(r)+i =
{





s˜(r−1) : s(r)i = −1
}
. (3.79)













i,2 , · · ·w(r)i,mr−1
]
is the normal vector of the hyperplane and w(r)i,0 is
the threshold (also denoted a bias weight). The individual perceptrons thus divide the
s˜(r−1)-space by a hyperplane which orientation is speciﬁed by the weight vector w(r)i . The
output of the perceptron is positive in the region pointed out be the normal vector, w˜(r)i ,
and negative otherwise. When using the activation function h(u) = tanh(u) the above
interpretations hold except that a smooth transition between the positive and negative
regions are introduced. In Fig. 3.13 the geometry of a tanh(·)-perceptron is shown. Unless
anything else is mentioned we will employ the hyperbolic tangent as the activation function
in the following.
Linear Perceptron The output neuron is a linear neuron which also is referred to as a









The reason for employing a linear output neuron lies in the fact that the desired range
of the output is all real numbers. Furthermore, a bias compensation on the output is
normally necessary. This is voluntarily provided when using a linear output neuron due to
the weight, w(l)10 . Furthermore, a linear output neuron is required in order to accomplish
universal approximation (see below).
Signal Processing within the MFPNN The weights associated with all neurons in


































With this notation the processing in the r’th layer of the network simply is expressed as:


















































The output thus results by repeatedly aﬃne16 and nonlinear mappings of the input vector




(mr−1 + 1) ·mr. (3.88)
Per deﬁnition: m0 = p, ml = 1, and in particular, a 2-layer network contains m =
m1 · (p+ 2) + 1 weights. In the table below typical values of m are given.
l p m1 m2 m
2 5 10 - 71
2 5 20 - 141
2 10 10 - 121
2 10 20 - 241
3 5 10 10 181
3 5 20 20 561
3 10 10 10 231
3 10 20 20 661
Table 3.3: The number of weights, m, in an MFPNN. When l = 2 then q = m1 and l = 3
implies q = m2.
By comparison of nf:mlnn with nf:nfcan we get the following canonical representation
of the MFPNN:





• q = ml−1.





















16The multiplication with a weight matrix constitutes an aﬃne mapping since the ﬁrst component in
the state vector s(r) always equals one.
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dim(βi) = ml−2 + 1 +
l−2∑
r=1
(mr−1 + 1) ·mr.
In contrast to the polynomial ﬁlters the basis functions are parameterized (adaptable)
when using an MFPNN architecture. This circumstance may be proﬁtable as it provides
a greater ﬂexibility. For instance, even though a MFPNN, in principle, is a global approx-
imation approach it is possible to make local representations of the input domain. This is
done by letting some the neurons in the ﬁrst layer cooperate in order to constitute a semi
localized covering function. A semi localized covering function is deﬁned as a localized
covering function (see p. 32) which degenerates in some directions of the input space, i.e.,
no localization is present in these directions. It should be emphasized that localization
is not guaranteed in advance. Only if the ﬁlter performance is diminished by forming a
localization it is going to appear.
Consider the contribution, say u˜, from the ﬁrst and second neuron in the ﬁrst layer to
the output of the ﬁrst neuron in the second layer. Now,







































2∣∣∣w˜(1)1 ∣∣∣ · ∣∣∣w˜(1)2 ∣∣∣ ≈ 1,
3. w(1)10 = w(1)20 ,
then u˜ will form a semi localized covering function. This mechanism was ﬁrst mentioned in
[Lapedes & Farber 87] as the ability of forming a “bump”. Fig. 3.14 shows an example of a
semi localized covering function when considering a two dimensional input, i.e., dim(z) =
2. Here we used: w(2)11 = −w(2)12 = 1, w˜(1)1 = w˜(1)2 = [1, 0], and w(1)10 = −w(1)20 = 0.5.
Note that a localized covering function can be formed by adding two more neurons with






Further elaborations on the ﬂexibility induced by using parameterized basis functions
are provided in Sec. 3.2.2.
The parameterization of fn(·) using an MFPNN is characterized by two properties:
Ambiguousness and degeneration.
The nonlinear ﬁltering function, fn(·) is said to be ambiguous if there exist two or more
weight vectors which implement exactly the same nonlinear function. Ambiguousness
within an MFPNN arises from several symmetries:
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1. Two neurons within the same layer can be permutated without altering the nonlinear
ﬁltering function, fn(·), if the corresponding weights into and from the neurons are
interchanged. To be concise, consider the neurons i1, i2 in the r’th layer. Then the






























































· · · w(r+1)mr+1−1,i1+1 · · · w
(r+1)
mr+1−1,i2+1 · · ·




















· · · w(r+1)mr+1−1,i2+1 · · · w
(r+1)
mr+1−1,i1+1 · · ·






2. If the activation function is odd, i.e., h(−u) = −h(u), like e.g., tanh(·), then fn(·)
remains unaﬀected by a change of the sign on all weights into and from a speciﬁc
neuron. Regard the i’th neuron in the r’th layer, then
w
(r)




ji ↔ −w(r+1)ji , j ∈ [1;mr+1] (3.98)
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in order to ensure that fn(·) is unaﬀected. The result follows immediately from
nf:percepproc and (3.86 ).
The ambiguousness of the parameterization of fn(·) is not in general a drawback. One may
expect that irrespective of an arbitrary chosen point in the m-dimensional space spanned
by the weight vector, w, the weight vectors which minimize the performance criterion –
the optimal weight vectors – will always be fairly close to this point. This fact implies that
the initial guess of an weight estimation algorithm may be fairly uncritical. However, if the
optimal weight vectors are dense the applied weight estimation algorithm may converge
to a poor solution17.
Degeneration is another property of the parameterization. fn(z(k);w) is said to be
degenerated if there exists one or more restrictions on the weights which have the general
form:
ξ(w) = 0 (3.99)
where ξ(·) is a scalar restriction function. If ξ(w) ≈ 0 we shall call the degeneration a
quasi degeneration. Below is listed a number of cases where degeneration occurs:
• Consider a Taylor series expansion of the activation function, i.e., the hyperbolic
tangent (e.g., [Spiegel 68, p. 112]):






− · · · , |u| < π
2
. (3.100)
If u is appropriately close to zero then: tanh(u) ≈ u. The neuron thus eﬀectively
acts as a linear neuron. This induces several degenerations.
Suppose (for the sake of convenience) that the ﬁrst neuron in the r’th layer provides
a linear output u(r)1 (k) which is virtually zero so that the above linear approximation



























The contributions to the neurons in the (r + 1)’th layer from neuron 1 in layer r
are thus scaled versions (multiplication with w(r+1)i,1 ) of a linear combination (given
by w(r)1 ) of the signals s
(r−1)









where w′ is an arbitrary vector with dimension mr−1 +1 and i1 denotes one speciﬁc
i ∈ [1;mr+1]. Hence we face a single quasi degeneration which can be circumvented
e.g., by setting w(r+1)i1,1 ≡ 1.
17Consider as an example the permutation of the two optimal weights, w∗1 , w
∗





and [w∗2 , w
∗
1 ] are optimal weight vectors. If the optimal weights are close to the line w1 = w2 in the
[w1, w2]-space then the weight estimation algorithm on the average may converge to the intermediate
point [(w1 + w2)/2, (w1 + w2)/2] which possibly results in poor performance.
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Another degeneration arises if two or more neurons in the (l−1)’th have linear output
responses (i.e., the u-signals) close to zero. Imagine that the two ﬁrst neurons in the
(l − 1)’th are eﬀectively linear then the ﬁlter output ŷ(k) becomes:




















































It is obvious that the ﬁrst parenthesis can be substituted by a new arbitrary vector
w′ with dimension ml−2+1. As the parenthesis contains 2+2(ml−2+1) weights we
thus make ml−2 + 3 restrictions leading to a multiple quasi degeneration. To avoid
the degenerations we could e.g., remove one of the neurons and ﬁx the weight from
the remaining neuron to the output neuron at one.
• Existence of a linear dependence among the variables in the input vector, z(k),
implies a multiple degeneration. Say, for instance, that z1(k) ∝ z2(k). Then only
the sum of the second and the third columns in the weight matrix W (1) can be







i, ∀ i ∈ [1;m1] (3.104)
where w′i are some arbitrary weights.
• If the inputs and the weights associated with a neuron are of such nature that the
output is saturated, i.e., it is almost equal to a DC with amplitude K∞ or K−∞.
In this case it is not possible to distinguish the output of the neuron from the bias
term (the ﬁrst component of the state vector, s(k)) equal to one. Let the output of







i, ∀ i ∈ [1;mr+1] (3.105)
where w′i are arbitrary weights. The quasi degenerations can be avoided by simply
removing the concerned neuron.









+ w(r+1)i,j2 = w
′
i, ∀ i ∈ [1;mr+1] (3.106)
where w′i are arbitrary weights. The quasi degenerations can be abolished by remov-
ing one of the neurons in question.
Degeneration is in general an obstacle which has to be circumvented in order to ensure
that the employed algorithm for weight estimation works and furthermore to ensure a high
ﬁlter performance. These topics are further treated in Ch. 5 and Ch. 6.
The neural networks employed in the simulation study Ch. 8 are restricted to be 2-layer
MFPNN’s. The reasons for treating 2-layer MFPNN’s only are:
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• A 2-layer MFPNN has the capability of universal approximation. This is treated in
the next paragraph.
• When using a 2-layer network the only architecture parameter one has to determine
initially is the number of neurons in the hidden layer, m1 (provided that the number
of input signals, p = dim(z(k)), is determined a priori). This may ease the search
for a proper architecture.
• Adding layers to the network will slow down the convergence of the employed weight
estimation algorithm. This behavior can be explained by qualitative arguments.
When using a single-layer network – corresponding to a single linear neuron – the
contribution to the ﬁlter output, ŷ(k), associated with a speciﬁc weight depends
on the concerned weight only; it is not inﬂuenced by the remaining weights. On
the other hand, within a multi-layer network the contribution associated with a
speciﬁc weight depends on weights in the preceding layers. Consider for instance
the i’th weight in the l’th layer which contributes with w(l)1i · s(l−1)i (k). Clearly this
contribution depends on a number of weights in the preceding layers via s(l−1)i (k).
Then the correction of a possible error on the ﬁlter output by adjusting w(l)1i is highly
dependent on values of a number of other weights.
However, in some applications one may argue in favor of using more than two layers.
For instance when dealing with classiﬁcation tasks18 one may regard the internal state
vectors, s(r), r = 1, 2, · · ·, as a sequence of more and more compact features, i.e., the
hidden layers provide a successive feature extraction. Finally, the output layer performs
the ﬁnal decision of the class to which the input pattern belongs. An example of employing
this procedure for recognition of hand-written digits is summarized in [Hertz et al. 91, pp.
139–141].
Further, theoretical considerations have established that under certain conditions a
3-layer network is more powerful than a 2-layer network [Obradovic & Yan 90].
Universal Approximation Capabilities In this paragraph we address the universal
approximation capabilities of MFPNN’s. Most of the theorems regarding universal ap-
proximation are existence theorems, i.e., they do not provide any statements concerning
the choice of the number of neurons in the hidden layers, the inter-connectivity, etc.. How-
ever, the theorems still consolidate the use of neural networks so that only mild conditions
on the nonlinear system under consideration are necessary. In recent years many authors
have dealt with formulation of universal approximation theorems, see e.g., [Cotter 90],
[Cybenko 89], [Hornik et al. 90]. The theorems lead to diﬀerent two- and three-layer ar-
chitectures which not necessarily possess the same activation function, h(·), for all neurons
in the network.
The general result is that a 2-layer network with a single linear output neuron is
suﬃcient for perfectly approximating an arbitrary nonlinear ﬁltering function provided
that the number of neurons in the hidden layer, m1, reaches inﬁnity. The existing universal
approximation theorems concerning 2-layer networks diﬀer w.r.t. assumptions concerning
the nonlinear ﬁltering function, fn(·) and the activation function, h(·). The less restrictive
theorems – which the author know of – are given in [Hornik 91].
18That is, the task is to classify the input vectors into a number of classes. Typically the network has
one sigmoidal output neuron for each class. If the current input vector belongs to, say class number one,
then the ﬁrst output neuron is on, i.e., it equals 1; the other neurons are oﬀ, i.e., they equal −1.
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A typical measure in the context of stochastic signals is: μ(z) = p(z), where p(·) is the
p.d.f. of z. Further, often s = 2 is employed. In this case: ‖ϕ(z)‖2,p = (E{ϕ2(z)})1/2.
Consider gn(z(k)) to be the nonlinearity of the system which the ﬁlter have to model
and assume that ‖gn(z(k))‖s,μ <∞. The performance of the 2-layer neural network with
m1 hidden neurons is expressed in terms of the above norm as follows:
dist(fn, gn) = ‖fn(z;w)− gn(z)‖s,μ (3.108)
where fn(·) is given by nf:mlnn with l = 2. These prerequisites enable us to restate
[Hornik 91, Theorem 1,2]:
Theorem 3.1 (Hornik) If the activation function h(u) is bounded and non-constant
then
∀  > 0, ∃m1 ≥ 1, w ∈ Rm : dist(fn, gn) ≤ . (3.109)
Theorem 3.2 (Hornik) 20 Suppose that the input domain, D ⊂ Rp, is compact and
that gn(·) is continuous on D. If the activation function h(u) is continuous, bounded and
non-constant then:
∀  > 0, ∃m1 ≥ 1, w ∈ Rm : sup
D
|fn(z;w)− gn(z)| ≤ . (3.110)
Note that m1 possibly has to be inﬁnite in order to satisfy the inequalities when  is small.
Furthermore [Hornik 91] contains two theorems regarding how well the partial deriva-
tives of fn(·) w.r.t. z approximate the partial derivatives of gn(·). The essence is that if
the activation function is bounded, non-constant and d times diﬀerentiable then all par-
tial derivatives up to d’th order of gn(·) are approximated arbitrarily well by the network
provided that the number of hidden neurons, m1, is suﬃciently large.
Example of Functional Approximation with an MFPNN The discussion of the
signal processing and approximation capability of an MFPNN is ﬁnalized by an illustrative
one dimensional (i.e., p = 1) example. The nonlinear system to be modeled is noiseless
and given by:
y(k) = g(x(k)) (3.111)





μ(z) dz < ∞.
Note that,
1. A measure per deﬁnition is non-negative and not identical zero.
2. We are content with μ(·) being ﬁnite on the input domain, D ⊆ Rp.
20Note in both theorems that m1 possibly has to be inﬁnite when  = 0 is required.
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where x(k) is an i.i.d.21 stochastic signal uniformly distributed over the interval [−1; 1],


















1 + exp(4x+ 2)
]
. (3.112)
In Fig. 3.15 the graph of g(x) is shown. The model of the system is a [1, 8, 1]-network
















The weights, i.e., w, are estimated by a LS-criterion, i.e.,
ŵ = arg min
w
SN (w) (3.114)







In this example we used N = 500 training examples. A recursive Gauss-Newton algorithm
– more precisely the RGNB-algorithm cf. Ch. 5 and Ch. 8 – was used to estimate the
weights.
















• Nc is the size of a cross-validation set, i.e., a set of samples {x(k); y(k)}, k =
1, 2, · · · , Nc, which are independent of those contained in the training set. In this
particular example: Nc = 500.
• e(k) is the error signal, e(k) = y(k)− ŷ(k).
• 〈y(k)〉 = N−1c
∑Nc
k=1 y(k).
As the error has zero mean (cf. Ch. 5) Ec measures the standard deviation of the error
signal relative to the standard deviation of the model output y(k). Ec = 1 corresponds
to using the average value as an estimate of y(k), i.e., ŷ(k) ≡ 〈y(k)〉, ∀ k. If the ﬁlter
perfectly models the task under consideration then Ec = 0. It should be clear that
21Independent identically distributed.
22The method of cross-validation is described in Sec. 6.5.3
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perfectly modeling can not occur in the present case. This is due to the fact that g(x) has
a shape which is dominated by the Gaussian bell, exp(−x2), which not can be modeled





However, the sum of two hyperbolic tangent functions allows for approximating the Gaus-
sian bell fairly well according to the fact that the Gaussian bell is a localized covering
function cf. page 56. Fig. 3.16 shows the approximation of the Gaussian bell by the sum
of two tanh(·) functions which is given by:
ϕ(x) =
tanh(x+ ν)− tanh(x− ν)
2 tanh(ν)
(3.118)
with ν = 3.98 · 10−8. The denominator represents a scaling which ensures that ϕ(0) = 1
since exp(0) = 1. ν is estimated so that the mean squared error between ϕ(x) and
exp(−x2) is minimized23 within the interval [−5; 5].






3.65 4.06 1.87 1.19 −1.84 −2.88 −4.25 −5.82





= [0.0027,−0.218,−0.0793, 0.226, 0.0668, 0.159, 0.177,−0.259,−0.0758] . (3.120)
In order to comprehend the nature of approximation capabilities within the 2-layer MF-












Thus ŷ(k) is a piecewise-constant function of the input x(k) with discontinuity points
given by the hyperplanes (in this case points), H(1)i , i =∈ [1; 8] associated with neurons in
the ﬁrst layer. These are given by:






Fig. 3.17 depicts the hyperplane locations along with the approximation of g(x) produced
by the network when using the hard limiters24. The curve produced by the neural network
can be regarded as quantization of g(x). The quantization is characterized by two facts:
23The minimization is performed by using the “fmin” routine of the software package MATLAB
[MATLAB 94]. This routine employs parabolic interpolation according to Brent’s method, see further
[Press et al. 88, Ch. 10.1 & 10.2].
24It should be noted that the weights in the ﬁrst layer are given by Ŵ
(1)
cf. nf:whatﬂ while the weights
in the second layer are reestimated in order to compensate that the activation functions are replaced by
hard limiters.
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• It is non-uniform. That is, the widths of the individual quanta are not equal. The
width of a quantum is deﬁned as: |xi − xi−1|, i ∈ [1; 9] where x0 = −1, x9 = 1 and
the remaining xi given by nf:hypneu. Furthermore, the resolution, i.e., |f(xi; ŵ) −
f(xi−1; ŵ)|, is variable.
• It is adapted to the task under consideration, viz. modeling g(x), by estimating the
weights of the neural network. Consequently, altering g(x) will result in a change in
quantum widths and resolution.
Using the hyperbolic tangent as the activation function results in a smoothing of the
piecewise-constant curve. This is in general proﬁtable as the functions which are going
to be modeled normally are smooth, i.e., it is expected that fewer hidden neurons are
necessary in order to ensure a proper performance.
The contributions from the individual hidden neurons to the ﬁlter output yield:






, i ∈ [1; 8], (3.123)
and ŷ0(k) = w
(2)
10 . In Fig. 3.18 these contributions are shown. The ﬁlter output, ŷ(k),
results by adding all these terms.
3.2.3 Gram-Schmidt Neural Networks
In this section a modiﬁcation of the standard MFPNN is treated. The object is to speed-
up the convergence of the weight estimation algorithm which often is a major drawback
when using the back-propagation algorithm (BP-algorithm) cf. Ch. 5. Recall from Ch. 5
that the condition number (eigenvalue spread) of the Hessian matrix (second derivative
of the cost function w.r.t. the weights) determines the speed of convergence. A straight
forward way to speed up convergence thus to employ a second order optimization method
(a Newton scheme), cf. Ch. 5. In [Orfanidis 90] a pseudo second order method can be
accomplished by introducing a layer of linear neurons between every layer in the network.
The purpose is to transform the state vector, s(r)(k), into a modiﬁed state vector of
uncorrelated components with equal variances. This ensures that the eigenvalue spread of
the covariance matrix associated with the modiﬁed state vector equals one. This recipe is in
keeping with techniques known from linear adaptive ﬁlters [Marshall et al. 89]. However,
the suggested modiﬁcation is suboptimal since it does not guarantee that condition number
of the Hessian decreases. Only when the ﬁlter is an LX-ﬁlter the above choice is optimal
(see Ch. 5 for further details).
Even though the modiﬁcation possibly leads to improved convergence and better nu-
merical properties it should be emphasized that the approximation capabilities of the ﬁlter
architecture are not altered cf. Sec. 6.3.6.
The processing of the linear layers is simply expressed in terms of a matrix transfor-
mation, i.e.,
ζ(r)(k) = Qs(r)(k) (3.124)
where
• ζ(r)(k) is the (mr + 1)-dimensional modiﬁed output vector signal of the r’th layer.
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ϕ1 = s1 − u10
ϕ2 = s2 − u20 − u21ϕ1
...
ϕmr = smr − umr,0 − umr,1ϕ1 − · · · − umr,mr−1ϕmr−1. (3.130)
No correlation among the ϕi signals – which corresponds to E{ϕϕ} being a diagonal
matrix – is ensured if a particular ϕi is uncorrelated with all the previous, i.e., ϕi−j , j =
1, 2, · · · , i− 1 and {ϕi} = 0. The latter requirement ensures that ϕi becomes uncorrelated
with the unit-signal. Consider the expression for ϕi which cf. nf:zetaeqns is given by:





ϕi is now regarded as the error done when using a linear combination of the variables
1, ϕ1, ϕ2, · · · , ϕi in order to explain si. Minimization of the mean squared error, i.e.,
σ2i = E{ϕ2i } w.r.t. ui = [ui0, ui1, · · · , ui,i−1] is equivalent to determining ui so that
E{ϕiϕj} = 0, j = 1, 2, · · · , i− 1 (3.132)
25Recall that − denotes the transposed inverse.
26The time k and the layer index (r) is omitted for simplicity, and recall that the ﬁrst component in both
s(r) and ζ(r) equals one.
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according to the principle of orthogonality [Haykin 91, Ch. 3.6] (see also Ch. 5). Con-
sequently, in order to obtain uncorrelated ϕi signals successive minimization tasks are
accomplished, i.e.,
ûi = arg min
ui
E{ϕ2i }, i = 1, 2, · · · ,mr. (3.133)
In [Orfanidis 90] a BP-algorithm for estimating the matrices U (r), along the weight ma-
trices W (r) are developed. The algorithm was tested on a 3-input parity problem which
showed a speed-up in the necessary number of iterations with a factor of 3–4 in contrast
to employing the conventional MFPNN.
3.2.4 Canonical Piecewise-Linear Filters
A canonical piecewise-linear representation of a multidimensional function was introduced
in [Kang & Chua 78]. Regarded as an XN-ﬁlter the ﬁltering in the piecewise-linear ﬁlter
(PWLF) yields:
ŷ(k) = fn(z(k);w)






∣∣∣∣βi0 + β˜i z(k)∣∣∣∣ (3.134)
where
β˜i = [βi1, βi2, · · · , βip],




w = [β1 ,β

2 , · · · ,βq , α2, · · · , αq].
That is, m = dim(w) = q(p + 2) + 1. According to nf:nfcan the canonical ﬁlter represen-
tation immediately becomes:














∣∣∣∣βi [1, z(k)]∣∣∣∣ , i = 2, 3, · · · , q. (3.137)
The PWLF in nf:pwlf is capabale of representing any continuous piecewise-linear non-
linear ﬁltering function, fn(·), with a nondegenerate linear partition27 [Chua & Ying 83].
The discontinuous and degenerated cases can be treated as well [Kahlert & Chua 90],
27The linear partition is deﬁned as the set of hyperplanes, {Hi}, where
Hi : βi0 + β˜i z = 0, i = 2, 3, · · · , q.
The linear partition is said to be nondegenerate if the dimension of all intersections among the q − 1
hyperplanes is less than or equal to p−j, where j is the number of intersecting hyperplanes. If for example
p = 2 the hyperplanes become straight lines. If three of these straight lines intersect in a common point
the linear partition is degenerated.
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[Kang & Chua 78] by introducing some additional terms. However, these subjects will be
ignored in this description.
Comparing the PWLF with the canonical ﬁlter representation of a MFPNN (see
page 55) we observe that the PWLF can be interpreted as a 2-layer MFPNN where the
ﬁrst neuron in the hidden layer is linear (corresponding to the term β1 [1, z(k)]) while
the other neurons are perceptrons with the activation function: h(u) = |u|. Note that the
activation is not sigmoidal; nor is it bounded. Consequently, universal approximation can
not be guaranteed by using Th. 3.1. Furthermore, the bias weight of the linear output
neuron is equal to zero and the weight from the linear neuron in the hidden layer to the
output neuron is equal to one. In Fig. 3.20 the PWLF is shown. Another view of the
PWLF appears by using the identity:
|u| = u · sgn(u). (3.138)
nf:pwlf now becomes



























where we made the deﬁnitions:










, i ∈ [2; q]. (3.141)
The structure of nf:plwfnn is indeed a 2-layer MFPNN with hard limiting activation func-
tions. βi, i ∈ [2; q] are the weights in the ﬁrst layer associated with the i − 1’st neuron
and ϑi, i ∈ [1; q] are the “weights” of the second layer. However, these “weights” are
not constant but linearly dependent on z(k). When using a 2-layer MFPNN recollect
that the input-output surface (with h(u)=sgn(u)) consists of horizontal28 p-dimensional
hyperplanes (see e.g., Fig. 3.17) which are delimited by the hyperplanes, H(1)i , i ∈ [1; q],
cf. nf:hypmfnn. On the other hand, dealing with PWLF’s the hyperplanes in the input-
output space are not horizontal but may have any orientation which is speciﬁed by ϑi.
An example of an input-output surface is shown in Fig. 3.21. Considering nf:plwfnn an
obvious extension of the PWLF is to replace the signum function by a smooth function –
e.g., the hyperbolic tangent. This may result in some advantages:
• The input-output surface becomes smooth.
• The required number of hidden neurons, i.e., q, may become smaller.
• It is possible to derive an algorithm, e.g., a BP-algorithm (see Ch. 5), for estimating
the parameters.
28By that is meant that the hyperplanes are parallel to the p-dimensional space spanned by z.
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In [Lin & Unbehauen 90] the idea of using a piecewise-linear representation within
nonlinear ﬁltering was proposed. The shape of the basis function was slightly changed to
comply with:
bi(z(k);βi) =










In Fig. 3.22 it is shown that basis functions possess sigmoidal shapes. An LMS (Least
Mean Squares) based stochastic gradient algorithm (see further Ch. 5) was developed
in [Lin & Unbehauen 90]. In addition, bounds on the step-sizes of the algorithm which
ensure convergence, were provided. The ﬁlter is favorable as regards implementation in
either soft- or hardware since the only nonlinear operations involved are the absolute
value and the signum function. Three examples of identifying nonlinear systems (see p. 7)
were presented and compared to using Volterra and linear ﬁlters (i.e., LL-ﬁlters). The
general result is that the PWLF is superior to both the linear and the Volterra ﬁlter w.r.t.
speed of convergence and mean square error. Furthermore, the computational burden and
the memory requirements involved with the PWLF are less than those involved with the
Volterra ﬁlter approach.
3.2.5 Semilocal Units
The semilocal unit approach [Hartmann & Keeler 91] consists in an MFNN with nonlinear
neurons which are not of the perceptron type. The signal processing within the i’th

















where ν(r)ij and η
(r)
ij are the position and scale parameters of the i’th neuron in the r’th
layer w.r.t. the j’th input signal, s(r)j , respectively. w
(r)
i,j is the weight with which the j’th
input signal contribute to the output. A 2-layer XN-ﬁlter then becomes:
















Notice that all weights of the linear output neuron except the bias weight, w(2)10 , are equal
to one (i.e., they appear indirectly) in order to prevent a multiple degeneration (see p. 58).
The number of adjustable parameters, m, in the 2-layer network equals m = 3pq + 1 in
contrast to m = q(p+2)+ 1 in the conventional MFPNN. That is, roughly three times as
many parameters have to be estimated. In [Hartmann & Keeler 91] a BP-algorithm for
estimating the parameters was suggested.
In Fig. 3.23 below a typical response of a semilocal neuron with two inputs is shown. In
contrast to the conventional MFPNN a localization is embedded in the semilocal neurons
since the output of the neuron is composed of Gaussian bell-shape functions which form
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a localization. However, the neural network based semilocal neurons do not perform a
local approximation; merely a semilocal approximation. This is due to the following facts:
First notice that the output (see nf:semiuni) is the weighted sum of Gaussian bell functions
which separately depend on a single input signal only. When a particular input, say s(r−1)j ,
becomes large relative to the width of the Gaussian bell (speciﬁed by the η(r)ij parameter)
the localization in the s(r−1)j -direction is probably absent since the Gaussian bell functions
in the remaining directions still may contribute signiﬁcantly. This phenomenon is evidently
illustrated in Fig. 3.23.
In [Hartmann & Keeler 91] capabilities of the semilocal MFNN were tested by pre-
dicting the chaotic time series generated by the Mackey-Glass equation (see Ch. 8).
Simulations29 showed that the computational complexity required in order to predict the
time series 85 samples ahead (i.e., predicting y(k + 85)) with a relative cross-validation
error index, Ec, (cf. nf:rcvei) at 0.08 was reduced by a factor of 40 when using a semilo-
cal MFNN rather than a conventional MFPNN. Furthermore, the semilocal MFNN was
compared to a localized receptive ﬁeld network which is treated in Sec. 3.3.1. These sim-
ulations showed that the semilocal MFNN used twice as much computational power to
reach Ec = 0.08.
3.2.6 Projection Pursuit
The structure of a 2-layer MFPNN (with linear output neuron) resembles the Projec-
tion Pursuit technique30 [Friedman & Stuetzle 81], [Huber 85] known from the statistic









where wi are some weights and hi(·) are the activation functions which are required to
be smooth functions and not necessarily identical. In fact, the main diﬀerence of the
Projection Pursuit ﬁlter and the 2-layer MFPNN consists in how the weights and the
activation functions are adjusted; however, this will not be further considered. The idea
guiding Projection Pursuit is that the input-output surface can be constructed properly
by a sum of low-dimensional projections in the p-dimensional input space. Note, that
the contribution (from the i’th neuron), hi(wi z), indeed constitutes a projection onto a
one-dimensional subspace.
Further discussion on Projection Pursuit can be found in [Cherkassky 92],
[Friedman 91], [Friedman & Stuetzle 81] and [Huber 85]. Here we merely highlight some
of the stated advantages and drawbacks:
• Even for a small number of hidden units (q small) many classes of functions can be
approximated closely.
• The estimated ﬁlter is invariant to any nonsingular linear transformation of the input
vector signal. That is, if the input vector is transformed according to: z ← Qz,
where Q is a nonsingular matrix then the estimated weight vectors are transformed
according to: ŵi ← Q−ŵi and the activation functions, hi(·), are maintained.
• If q is relatively small it may be possible to interpret the functionality of the ﬁlter
by inspecting the individual functions hi(·).
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• There exist simple functions which require a large number (possibly an inﬁnite num-
ber) of hidden units in order to ensure a close approximation. An example is the
function, gn(z) = exp(z1z2), which requires q → ∞ to get a perfect approximation
irrespective of the choice of hi(·) [Huber 85, p. 454].
3.2.7 Neural Network with FIR/IIR Synapses
In order to accomplish signal processing tasks [Back & Tsoi 91] suggests to use an MFNN
which incorporate memory within the neurons. The processing of the i’th nonlinear per-
ceptron in the r’th layer, cf. nf:percepproc, is replaced by:
u
(r)







j (k) ∗ ω(r)ij (k), (3.147)
s
(r)







where ω(r)ij (k) are impulse responses of linear ﬁlters and ∗ denotes convolution. A neuron
of this type is evidently called a perceptron with memory. Note that the convolution
in nf:ﬁlin substitutes the product s(r−1)j (k)w
(r)
i,j within the perceptron. The remaining
processing stay unchanged. The impulse responses may be ﬁnite or inﬁnite by letting
the corresponding transfer functions, Ω(r)ij (z), (the z-transforms of ω
(r)
ij (k)) be rational
polynomials in z−1.
The processing within the perceptron with memory is given by nf:ﬁlin and (3.148) is
shown in Fig. 3.24. The use of inﬁnite impulse responses ﬁlters (IIR-ﬁlters) open up the
prospect for dealing with XN-ﬁlters which are recurrent, i.e., obeying:
ŷ(k) = f(x(k), x(k − 1), · · · , x(k − L+ 1), ŷ(k − 1), ŷ(k − 2), · · · ŷ(k − P )). (3.149)
However, an MFNN consisting of perceptrons with memory does not permit all possible
ﬁlters of the form nf:recur to be implemented. This is due to the fact that only linear
feed-back is present in the neural network while nonlinear feed-back obviously may occur
in the ﬁlter nf:recur. The restriction to considering only linear feed-back is beneﬁcial with
respect to controlling the behavior of the neural network ﬁlter. If the poles of all ﬁlters,
Ω(r)ij (z), remain inside the unit circle then the overall ﬁltering will stay stable. Furthermore,
since only linear feed-back is present phenomena such as limit cycles and chaos will not
be possible.
In [Back & Tsoi 91] a BP-algorithm for adaptation of weights and impulse responses
were developed; however, no comparison with a conventional MFPNN was provided. In
consequence, the issue concerning the circumstances under which the architecture may
show to be advantageous still remains open.
3.3 Local Approximation
3.3.1 Localized Receptive Field Networks
The so-called Localized Receptive Field networks – or Radial Basis Function networks
[Moody & Darken 88], [Moody & Darken 89], [Niranjan & Kardirkamanathan 91],
29The training and the cross-validation sets consisted of 500 samples each.
30This was also pointed out in [Cherkassky 92].
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[Platt 91], [Sanger 91], [Stokbro et al. 90] – fall into the class of localized covering function






• The basis functions are normally chosen yo be constants (e.g., [Moody & Darken 88],
[Moody & Darken 89]), i.e.,
bi(z(k);βi)) = βi0. (3.151)
This ﬁlter is denoted a zero-order covering function ﬁlter. Also linear basis functions
(ﬁrst-order ﬁlters) have been suggested [Stokbro et al. 90], i.e.,
bi(z(k);βi)) = [1;z
(k)]βi (3.152)
where βi is a p+ 1-dimensional vector. In principle, any kind of basis function may
be employed; however, there will be a trade oﬀ between q and the complexity of the
basis functions in order to avoid the “curse of dimensionality” which may obstruct
a proper estimation from the available training data.
• The domain functions – i.e., the localized covering functions – obey in general:
Di(z(k)) = ϕ
[




– ϕ(·) : R+ ∪ {0} →]0; 1] is a nonlinear monotonously decreasing function with
ϕ(0) = 1.
– zoi is the center vector of the i’th covering function.
– Σi is a positive deﬁnite scaling matrix which deﬁnes the eﬀective area of the
subset Di ⊂ D, where D is the input domain.
Normally, a Gaussian bell-shaped function is employed, and furthermore the individ-
ual directions of the input space are uncoupled [Moody & Darken 89],





i,2, · · · , σ2i,p]
}
(3.154)









where σ2i is the width of the radial symmetric domain function.
In Fig. 3.25 a simple zero-order localized covering function ﬁlter is shown. The capabilities
of zero-order localized covering function ﬁlters are e.g., demonstrated in terms of universal
approximation. In [Hartmann et al. 90] it was shown that by using Gaussian covering
functions nf:gausker all continuous functions – deﬁned on a compact input domain D
– can be implemented by letting q → ∞. Furthermore, [Park & Sandberg 91] proved
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universal approximation under even weaker conditions: ϕ(·) can be any bounded integrable
continuos function with
∫
ϕ(t)dt = 0, any norm32 may be used to measure the distance
from z(k) to the centers zoi , the input domain D = Rp, and ﬁnally, σ2i ≡ σ2, ∀ i.
The parameters associated with the zero- or ﬁrst-order localized covering function
ﬁlters can be estimated according to diﬀerent strategies:
• The output is linear in the βi parameters, i.e., the LS cost function is quadratic
with a single global minimum cf. Sec. 5.2. An underlying assumption is that the
the parameters of the domain functions – e.g., zoi , and σ
2
i – are predetermined. In
[Moody & Darken 88], [Moody & Darken 89] it was suggested to use the k-means
clustering algorithm (e.g., [Duda & Hart 73]) for determination of the centers, zoi .






Mi,k|z(k)− zoi |2 (3.156)
where M = {Mi,k} is the q × N (N is the number of training examples) cluster
membership matrix which deﬁnes which cluster a particular input sample, z(k)
belongs to. That is33
Mi,k =
{
1 if z(k) belongs to cluster i
0 otherwise
. (3.157)
In particular, in [Moody & Darken 89] the minimization task is solved by using a
simple stochastic approach which consists in:
1. Initially choose q centers, zoi , i ∈ [1; q], randomly, and select a small step-size
μ > 0.
2. for k = 1, 2, · · · , N
imin = arg min
i∈[1;q]
|z(k)− zoi |2





What remains is the determination of the widths, σ2i . [Moody & Darken 89] suggests






|z(k)− zoi |2 (3.158)
where I is the set of indices deﬁning the neighbors of the center zoi , and |I| is the
cardinality, i.e., the number of elements.
• Another strategy is to estimate all parameters (βi, zoi , and σ2i ) by minimizing the
overall cost function (e.g., the LS cost function) which is non-quadratic and aﬄicted
with local minima. Various ﬁrst order algorithms have been derived for this pur-
pose, e.g., [Niranjan & Kardirkamanathan 91], [Stokbro et al. 90]. In addition, the
general BP-algorithm for layered architectures presented in Sec. 5.3.3 may also be
applied in conjunction with a stochastic gradient – or recursive Gauss-Newton –
approach, see Ch. 5.
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3.3.2 Tree-Structured Piecewise-Linear Filter
The Tree-Structured Piecewise-Linear Filter [Gelfand et al. 91] is a proposal within the
class of partition function ﬁlters cf. Sec. 3.1.2.1 in which the basis functions are linear




[1, z(k)] · βi ·Di(z(k)) (3.159)
where βi = [βi,0, β˜

i ]
 is the p+1-dimensional parameter vector of the i’th basis function,
Di(z(k)) is the partition function. The ﬁlter is shown in Fig. 3.26. In the present case
the partitions are separated by hyperplanes, Hrs : arsz(k) − trs = 0 where a is the
normal vector and t the threshold. In [Gelfand et al. 91] the partition function ﬁlter is
implemented by successively constructing a tree – consisting of the nodes, Ors = {ars, trs}
– until the number of terminal nodes equals a prescribed q. In practice, this is done by
combining the Tree Traversing algorithm p. 33 with a minimization of the LS cost function
in order to estimate ars, trs, and βi. In that context consider the following items:
• Recall that the hyperplane Hrs separates the input space into two sets:
H+rs =
{





z(k) : arsz(k) < trs
}
(3.161)
• We employ a slightly diﬀerent notation so that i = 1, 2, · · · , q is equivalent to (r, s)
running over the set of indices S deﬁning the current terminal nodes.








[1, z(k)] · βrs ·Drs(z(k))
⎤⎦2 (3.162)
where y(k) is the model output and N is the number of training examples. Since
the cost is linear in the weights, βrs, (r, s) ∈ S and the partition function ﬁlter is an
orthogonal ﬁlter, the estimates, βrs, are unique and independently determined, cf.
Sec. 5.2.







where Krs is the set of indices k among which z(k) ∈ Drs. |Krs| is the cardinality.
That is, the thresholds are determined so that each of the daughter nodes, Or+1,2s,
Or+1,2s+1, contain approximately 50% of the data points. However, other strategies
may as well be suggested.
31That is, α0 = 0 and αi = 1, ∀ i ∈ [1; q].
32Note that the 2-norm was considered in nf:lrﬀun.
33A particular input sample, z(k), belongs to one cluster only, i.e., the clusters are disjoint.
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The algorithm now proceeds as follows:
Tree-Structured Piecewise-Linear Filtering Algorithm
Step 1 a. Start at node O00 and initialize: (r, s) = (0, 0)
b. Estimate β00 by minimizing nf:treecost.
c. Set a00 = β˜00.
d . Estimate the threshold t00 cf. nf:treethr.
Step 2 if z(k) ∈ H−rs then continue to Or+1,2s
Update: (r, s)← (r + 1, 2s)
otherwise continue to Or+1,2s
Update: (r, s)← (r + 1, 2s+ 1)
end
Step 3 Estimate βrs by minimizing the cost cf. nf:treecost.
Step 4 Set ars = β˜rs.
Step 5 Estimate trs cf. nf:treethr.
Step 6 If the number of terminal nodes is less than q, i.e., |S| < q then go
to Step 2 ; otherwise, stop.
3.3.3 Gate Function Filters
Recall that the gate function ﬁlters are restrictions of the partition function ﬁlters men-
tioned in the previous section so that the hyperplanes are parallel to the coordinate axes,
zj , j ∈ [1; p], i.e., the normal vectors comply with:
aj =
{
1 j = ji
0 otherwise
(3.164)
where ji deﬁnes the direction of the i’th hyperplane. In order to maintain the ﬁlter
complexity (number of adjustable parameters) relatively low the basis functions are nor-




The gate function ﬁlters were originally proposed in [Schetzen 89, Ch. 21] as zero-order
ﬁlters. The ﬁlter has n gates at each input dimension, and for each input the thresholds are
equally distributed over the amplitude range mink zj(k) ≤ t ≤ maxk zj(k). Consequently,
the total number of gates – or the total number of adjustable parameters – equals q = np,
and consequently one often faces the “curse of dimensionality”. In order to alleviate this
problem an expand-adapt-reduce cycle for zero- and ﬁrst-order gate function ﬁlters was
suggested in [Hoﬀmann 92a, Ch. 5]:
1. The expansion is done by splitting the gate which currently has the largest value of
an expansion criterion (see also Sec. 6.8.4). The splitting is done by selecting a new
hyperplane direction, say ji, randomly among j = 1, 2, · · · , p, and the corresponding
threshold, ti, is estimated as the average of zji(k) over all data which enter the gate.
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2. The parameters of the new gates are estimated (adapted) by minimizing the LS cost
function.
3. Superﬂuous gates are merged according to a test for signiﬁcance.
The Threshold Autoregressive model suggested in [Tong & Lim 80] is another proposal




[1, z(k)]βi ·Di(z(k)). (3.165)
All gate functions, Di(z(k)), are thus merely a function of the single input variable z(k),
 = 1, 2, · · · , p. The parameters βi are estimated according to a LS cost function, and the
architecture of the ﬁlter is optimized by using Akaike’s AIC Criterion [Akaike 74] (see e.g.,
Sec. 6.5.5). That is, a search over possible values of , p, and the thresholds specifying the




The idea of local ﬁlters was presented in [Farmer & Sidorowich 88]. Suppose that a set
of input-output data T = {z(k); y(k)}, k = 1, 2, · · · , N has been collected. Next consider
the prediction of a new output sample y from the input vector, z, i.e., estimate ŷ. The
estimation of a local ﬁlter can be summaried in the following steps:
1. Find the Nt input vectors, z(kn), kn ∈ [1;N ], n = 1, 2, · · · , Nt, which lie in the
vicinity of the novel input sample, z. The vicinity may be deﬁned in many ways,
e.g., one may pick the Nt nearest neighbors in a 2-norm sense.
2. Choose a simple parametric model. A low order polynomial model was suggested in
[Farmer & Sidorowich 88], e.g., the linear model:
ŷ(kn) = wz(kn). (3.166)
3. Estimate the parametric model from the Nt samples by minimizing some cost func-










Denote the estimated parameters by, ŵ.
4. The prediction of the new output sample is consequently:
ŷ = ŵz. (3.168)
The ﬁlter architecture is deﬁnitely nonparametric since it requires that the entire training
set, T , is stored, and for each new prediction (of an output sample) a search through the
training set is required. The search is normally a very time consuming procedure, and
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may be viewed as the counterpart of estimating (training) the parameters of a parametric
architecture. A direct implementation of the search for neighbors (see item 1 above) is
done by comparing the the new input, z, to all z(k), k = 1, 2, · · · , N , i.e., N comparisons
are required. It is possible to reduce the complexity to log2 N comparisons by organizing
the training data in a binary tree [Lapedes & Farber 87]. A particular node consists of a
threshold, t, and a input dimension, j. Then the left subtree – which branches oﬀ from
this node – contains all vectors, z(k) which j’th coordinate is below the threshold, t –
and vice versa for the right subtree. The threshold is, e.g., determined as the median
of zj(k) which enters the gate associated with the considered node. Even with this deli-
cated search the computational complexity may be too large, and moreover, the memory
requirements may be too large. Hence, a pruning of the training set may be necessary
[Farmer & Sidorowich 88].
There will be a trade oﬀ between the size of the region deﬁning the vicinity of the
new input sample and the complexity of the local mapping in order to ensure a proper
estimation of the parameters, w, i.e., Nt should be suﬃciently large. Thus if the dimension
of w is too large compared to Nt the prediction of the output will be corrupted by inherent
noise and/or noise stemming from the fact that the “true” mapping (generally) is diﬀerent
from the mapping employed. A detailed discussion of such matters is given in Ch. 6.
Furthermore, in the limit where the region of “dense” input vectors is so large that all
data are included we end with a parametric global approximation architecture.
3.4.2 Parzen Window Regression
In [Spect 91] a so-called General Regression Neural Network was presented. The basic idea
is to employ the well-known property from the theory of regression, e.g., [Seber & Wild 89],
[White 89a]: If the cost function is chosen as the expected squared errors (considering the





– then the optimal regressor is given by the conditional mean,
ŷ(k) = E{y|z} =
∫ ∞
−∞
y · py|z(y|z) dy =
∫ ∞
−∞




where py|z(y|z) is the conditional probability density function (p.d.f.) of y given z, and
pz,y(z, y) is the joint p.d.f. of z and y. Accordingly, if an estimate of pz,y(z, y) is available
then the optimal model – in mean square sense - can be calculated from nf:conmean.
For this purpose [Spect 91] suggested a particular Parzen window estimator (see e.g.,






















where N is the number of input-output data, and σ is a width parameter34.
34When employing a N -dependent width, σ(N), then provided that limN→∞ σ(N) = 0 and
limN→∞Nσp(N) = ∞, it can be shown (see e.g., [Spect 91]) that p̂z,y(z, y) is a consistent estimator
of pz,y(z, y) for all points (z, y) at which pz,y(·) is continuous.
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−[z − z(k)][z − z(k)]
2σ2
] . (3.171)
This estimator is in fact identical to that obtained by using a zero-order localized covering
function ﬁlter with Gaussian bell-shaped covering function, cf. Sec. 3.3.1, provided that:
• The number of covering functions, q, is equal to the number of data, N .
• All widths are identical, i.e., σ2i = σ2, i ∈ [1;N ].
• The centers are located at the data points, i.e., zoi = z(i), i ∈ [1;N ].
• An LS cost function is used to estimate the parameters of the covering functions,
βi0, i ∈ [1;N ] (see nf:zocf).
The ﬁrst three items thus impose very strong restrictions on the general zero-order localized
covering function ﬁlter with Gaussian covering functions. That is, the modeling ﬂexibility
of the general regression network is small. In fact, the architecture is determined by a
single parameter only, viz. σ. Indirectly an estimation of N parameters βi0, i ∈ [1;N ]
from N training samples takes place. Consequently, one would immediately expect very
bad model quality – as explained in Ch. 6; however, to some extent this can be avoided by
carefully adjusting the width σ. In fact, [Spect 91] suggests a cross-validation procedure
(cf. Sec. 6.5.3, Sec. 6.5.4) for this purpose.
3.5 Discussion
Let us summarize the presentation of various global, local, and nonparametric architectures
by listing advantages and drawbacks – from a general point of view.
• The ﬂexibility of local approximation architectures – including nonparametric ar-
chitectures – may be larger than that of global approximation architectures when
pursuing “black-box” modeling. This is due to the fact that the local ﬁlter merely
is required to yield a close approximation within a restricted part of the input do-
main. Assuming that the the “true” input-output surface is appropriately smooth
over the input domain (which is not particularly restrictive), then locally the sur-
face may be easy to implement by a simple basis function35. On the other hand,
using a global approximation ﬁlter then one would expect that much more a priori
knowledge concerning the “true” system must be available in order to obtain a rea-
sonable parameterization, i.e., avoiding the “curse of dimensionality”. However, do
notice that the statements are based on a “black-box” modeling point of view. That
is, if speciﬁc a priori knowledge is available then this should be incorporated into
the choice of architecture; consequently, this might lead to a preference to global
approximation ﬁlters. In addition, recall that the multi-layer perceptron neural net-
work and the canonical piecewise-linear ﬁlter possess the ability to make semi local
35Note that the basis functions are not tailored to the actual problem due to lack of a priori knowledge.
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representations; however, they are normally not tailored to this purpose, so local
representations will appear only if there is a proﬁt – as regards lower cost. This is
possibly impeded by the fact that the optimization algorithm is trapped in a local
minimum of the cost function.
• If data are sparse the global architecture often outperforms the local and nonpara-
metric architectures. This is due to the fact that too few data points enter each of
the local domains36, and consequently, it becomes impossible to obtain proper esti-
mates of the associated parameters. This indeed lead to poor generalization ability
(see further Ch. 6). Hence – with a speciﬁc amount of data – there will be a tradeoﬀ
between the number of local domains and the complexity of the local ﬁlter.
• More of the local ﬁlters will result in input–output surfaces which are discontinuous
at the boundaries between the local domains. This may cause an reduction of the
generalization ability. However, the literature provides several proposals in order to
remedy this obstacle, see e.g., [Friedman 91], [Sørensen 92].
• Within many of the mentioned local approximation ﬁlters the shape of the local
domains is tailored to the data – this includes e.g., the localized covering function
ﬁlters. This is indeed an important item in order to:
– Prevent that too few data enter the domains.
– Ensure that input space obtains a suﬃcient division in the regions where data
are frequent.
• In connection with algorithms which optimize the chosen architecture partition func-
tion ﬁlters may be advantageous as regards algorithms which gradually expand the
architecture cf. Sec. 6.8.4.
3.6 Summary
In this chapter we presented a novel taxonomy for nonlinear ﬁlter architectures which is
based on a few signiﬁcant architectural properties, including
• Global versus local approximation.
• Parametric versus nonparametric architectures.
The intention was to provide a uniﬁed view of possible architectures, and the taxonomy
might be used to guide the choice of a suitable architecture when facing a particular
modeling task. Furthermore, it may suggest the development of novel structures.
A number of existing nonlinear ﬁlters architectures – mainly based on a neural network
approach – were classiﬁed according to the taxonomy. Furthermore, we provided reviews,
interpretations and comparisons of various selected ﬁlter architectures. In particular, we
attached importance to the multi-layer perceptron neural network.
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Figure 3.5: Example of a binary tree and the corresponding partitions, Drs, when the
hyperplanes are restricted to be parallel to the co-ordinate axes. The domain function is










Figure 3.6: Venn-diagram which shows possible special cases of the domain function, D(·).
It is noted that no intersection between global functions and localized covering functions
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Figure 3.7: The general l’th order polynomial ﬁlter. Pr(z) is a r’th order polynomial in z.
Recall (see page 6), that the processing of the linear neuron (illustrated by the L) in this
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Figure 3.9: The Wiener model based l-order polynomial XN-ﬁlter. x(k) is assumed to be a
zero mean white Gaussian signal; however, it is possible to relax the zero mean and white
conditions. hj(k) is the Laguerre functions impulse responses (cf. nf:laguﬁl) and Her(z) is




















s (k)(2) 1= v (k)1
Figure 3.10: XN-ﬁlter based on a 3-layer feed-forward neural network. The neurons de-





















Figure 3.11: The signal processing within a nonlinear perceptron. w(r)i,j are the associated
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Figure 3.12: Two examples of typical activation functions: The signum function (solid




















Figure 3.13: The geometrical interpretation of the processing involved in the perceptron:
s
(r)
i (k) = tanh
(
(wri )
) s(r−1)(k). H(r)i is the hyperplane, (w(r)i ) s(r−1) = 0, which
discriminates between the regions, H(r)+i , H(r)−i .
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Figure 3.16: Approximation of the Gaussian bell exp(−x2) (dotted line) by a sum of two
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Figure 3.17: g(x) (dash-dotted line) and the piecewise-constant approximation (solid line)
produced by the neural network using hard limiters as activation functions cf. nf:hlaprox.
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Figure 3.18: The contributions from the individual hidden neurons to the ﬁlter output.
The numbers refer to the speciﬁc neuron. Comparing the ﬁgure with Fig. 3.17 we note that
the left most descending ﬂank in g(x) is modeled by neuron #1 and #2. The neurons #3
and #4 provide the subsequent rising and simultaneously neuron #4 creates the shift to
the new ascending phase around x = 0.2. Neuron #5 and #6 contribute to this ascending
and ﬁnally neuron #7 and #8 give the ﬁnal descending. Neuron #0 adjusts the overall

















Figure 3.19: The Gram-Schmidt Neural Network is obtained by introducing a matrix
transformation (or a layer of linear neurons) of the state vector in each layer so that the
















Figure 3.20: The PWLF regarded as 2-layer MFPNN.
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Figure 3.21: A typical input-output surface (in the case p = dim(z) = 2) produced by the
PWLF. The input-output surface consists of adjoining p-dimensional hyperplanes which
not necessarily are horizontal as is the case when using a 2-layer MFPNN.
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In this chapter we present a generic nonlinear ﬁlter architecture (GNFA) based on neu-
ral networks which originally was proposed in [Hoﬀmann & Larsen 91], see also App. H.
The generic ﬁlter architecture consists of a preprocessing unit succeeded by a (normally
zero-memory) nonlinear ﬁlter given by the canonical ﬁlter representation. Various imple-
mentations of the nonlinear ﬁlter have already been discussed in Ch. 3; consequently, we
principally focus on the construction of the preprocessing unit.
4.1 The Generic Neural Network Architecture
Recall the general form of the non-recursive model with additive error:
y(k) = f(x(k);w) + e(k;w) (4.1)
where
• y(k) is the output signal.
• f(·) is the ﬁltering function.
• x(k) is the input vector signal
x(k) = [x(k), x(k − 1), · · · , x(k − L+ 1)] (4.2)
where L speciﬁes the memory length (window length).
• w is the m-dimensional weight vector.
• e(k;w) is the error signal.
Now consider preprocessing of the input signal vector:
z(k) = fp(x(k)) (4.3)
85
where z(k) is the p-dimensional preprocessed vector
z(k) = [z1(k), z2(k), · · · , zp(k)] (4.4)
which – in contrast to x(k) – does not contain a time shift structure. Furthermore, fp(·)
is the preprocessing vector function: RL → Rp.
Accordingly, the ﬁltering function obeys the decomposition:
ŷ(k) = f(x(k);w) = fn(z(k);w) (4.5)
where fn(·) is denoted the nonlinear ﬁltering function. Various implementations of fn(·)
are already discussed in Ch. 3, and – in particular – fn(·) is given by the canonical ﬁlter
representation (cf. Sec. 3.1.2.1):
fn(z(k);w) = α0 +
q∑
i=1






where bi(·) is the i’th basis function parameterized by βi, αi weights the contribution of
the i’th basis functions, and Di(·) denotes the i’th domain function.
In Fig. 4.1 the proposed generic neural network architecture is depicted. The archi-
tecture may be viewed as a heterogeneous three-layer neural network: The ﬁrst layer is the
preprocessing unit, the second layer is the nonlinear ﬁltering, and the third layer consists
of the linear output neuron. Contrary to a conventional multi-layer neural network each
unit is interpretative; thus it may be easier to incorporate a priori knowledge, and secondly
ensuring an eﬀective implementation of the ﬁltering function.
4.2 Preprocessing Methods
Design of the preprocessing unit comprises the following issues:
• By ensuring a small p the “curse of dimensionality” may probably be circumvented.
According to Ch. 3 even for moderate values of p the dimension of the weight vector
m typically becomes large. Consequently, in order to ensure high quality of the
model (see further Ch. 6), a huge number of training data has to be available.
• The mapping constituted by the preprocessing unit should extract the essential in-
formation contained in x(k) w.r.t. the output y(k). This includes estimation of p,
L.
• Preprocessing includes a suitable phase compensation so that the optimal ﬁltering
(from x(k) to y(k)) is ensured to be causal.
In general, the preprocessing function may be nonlinear; however, here we merely consider
linear preprocessing, i.e.,
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Figure 4.1: The generic neural network architecture
where ∗ denotes convolution and hj(k) is the impulse response of the j’th preprocessing
ﬁlter. The associated transfer function is denoted by, Hj(z). Fig. 4.2 shows the linear






Ξj(z) = 1 + ξj,1 z−1 + · · ·+ ξj,L−1 z−L+1, (4.9)
Ψj(z) = 1 + ψj,1 z−1 + · · ·+ ψj,P−1 z−P+1. (4.10)
If Ψj(z) ≡ 1 the ﬁlter is a FIR-ﬁlter; otherwise, an IIR-ﬁlter. When considering FIR-ﬁlters
we also employ the matrix formulation:
z(k) = Cx(k) (4.11)
where C is the p× L dimensional preprocessing matrix
C =
⎡⎢⎢⎢⎢⎣
h1(1) h1(2) · · · h1(L)


















Figure 4.2: The linear preprocessor.
The ﬁlters, hj(k), act like at set of additional adjustable parameters which can be
determined according diﬀerent strategies:
1. The parameters ξj,s, ψj,r, may be adjusted like the ordinary ﬁlter weight, w, so that
the overall cost function is minimized according to the set of related input-output
data – the training set: T = {x(k); y(k)}, k = 1, 2, · · · , N . This strategy is referred
to as adaptive preprocessing .
Often the required memory length of the ﬁlter involves relatively large L and P so
that one faces the “curse of dimensionality”. However, it is still possible to impose
some constraints on the preprocessing ﬁlters so that the total number of adjustable
parameters is reduced. An example is given in Sec. 4.5.
2. The “curse of dimensionality” is better avoided by using a ﬁxed preprocessor . That
is, ξj,s, ψj,r are predetermined1 by means of general theoretical considerations or a
priori knowledge. Obviously, the strategy involves a risk of degrading the overall
performance; however, it should be emphasized that it is not possible to give any
general theoretical statements which settles the optimal strategy since it deﬁnitely
is highly dependent on the task under consideration. In Ch. 6 we elaborate on
various matters concerning the search for an optimal architecture – which thus also
comprises preprocessor design.
1That is, the preprocessor is determined according to an unsupervised learning scheme.
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4.2.1 Preprocessing Algorithm
In the subsequent sections various preprocessing methods for selecting Hj(z) are discussed;
however, let us ﬁrst consider the problem of determining the memory length, L, and
adjusting the phase between x(k) and y(k) when dealing with ﬁxed FIR preprocessors. A
suboptimal approach is given by the following assumptions:
• The phase is adjusted by time-shifting x(k) and y(k). Let Dx, Dy be the amount with
which x(k) and y(k) are delayed, respectively. In particular, we deﬁne a common
phase parameter, D, so that:
Dx =
{




D D ≥ 0
0 otherwise
. (4.13)
• We consider the ﬁltering function to be linear, i.e., f(x(k);w) = w[1,x(k)].
Initial estimates of L, D, can be obtained by using a nonparametric estimate of the linear
impulse response, hxy(k), deﬁned by:
y(k) = hxy(k) ∗ x(k). (4.14)
The estimate can be obtained according to:
hxy(k) = Fou−1 {Hxy(f)} (4.15)
where Fou−1{·} is the inverse Fourier transform and Hxy(f) is the transfer function which





where Pxy(f) is the cross-power spectrum, and Px(f) is the power spectrum given by:
Pxy(f) = Fou {φxy(τ)} (4.17)
Px(f) = Fou {φx(τ)} (4.18)
where Fou{·} is the Fourier transform operator, and φxy(τ), φx(τ) are the cross- and
auto-correlation functions, respectively. The density spectra are estimated by using the
method of Welch [Oppenheim & Schafer 89, Sec. 11.6]3 Fig. 4.3 shows an example of the
impulse response produced by the mentioned procedure. A nonparametric estimate of
the memory length, say Lnp, is then given by the approximated length of the impulse
response which e.g., is deﬁned as the smallest time-interval containing 1 − α per cent of
the energy of hxy(k) where α is a small percentage. The nonparametric estimate of the
phase parameter, Dnp, is subsequently given as the time-shift which ensures an (essential)
zero impulse response for k < 0 (see Fig. 4.3).
2Recall that we consider both x(k) and y(k) to be stochastic signals.
3Frequently one uses a Hann-weighted FFT, and 50% overlap among neighbor windows ensures low vari-
ance on the estimates. Furthermore, a number of zeros (equal to the desired length of the impulse response)
is appended to the signals before performing FFT in order to avoid eﬀects from circular convolution.
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Figure 4.3: Nonparametric linear impulse response of the relation among x(k) and y(k).
Dnp, Lnp are the nonparametric estimates of phase parameter and the memory length,
respectively.
The estimates of L and D can be further reﬁned by searching over possible sets of
candidate values:
L ∈ L = {L1, L2, · · ·Lr}, (4.19)
D ∈ P = {D1, D2, · · ·Ds} (4.20)
(4.21)
where Li, Di are values in the vicinity of Lnp, Dnp. Again using the suboptimal approach
that the ﬁltering function is linear, Fig. 4.4 shows the conﬁguration for performing the
search over candidate values. Suppose that the preprocessing method has been selected
and the ﬁlters Hj(z) are determined. With speciﬁc values of L and D (and consequently
Dx, Dy) the weights of the linear neuron4 are estimated so that the cost function is










according to the training set: T = {x(k); y(k)}, k = 1, 2, · · · , N . In Ch. 5 the topic of
weight estimation is discussed in detail. The quality of the simple LL-model Fig. 4.4 is





















Figure 4.4: Conﬁguration for determination of the memory length, L, and the phase
parameter, D.
evaluated by considering the cross-validation estimate, C, (see further Sec. 6.5.3) which










where Nc is the size of the cross-validation set, and ŵ = arg minwSN (w). Finally, L, D
are estimated by minimizing C over the candidate sets, L, P, i.e.,
[L̂, D̂] = arg min
L,P
C. (4.24)
In summary, we formulate the Preprocessing Algorithm (PPA).
Preprocessing AlgorithmPerform a nonparametric estimate of the
memory length and the phase parameter, i.e., determine Lnp, Dnp.
Choose search sets,
L ∈ L = {L1, L2, · · ·Lr}
D ∈ P = {D1, D2, · · ·Ds}
around the nonparametric estimates Lnp, Dnp. Select a prepro-
cessing method, i.e., the structure of the preprocessing matrix C.
Initialize Cmin =∞.
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Step 1234 for L ∈ L
Estimate p
Estimate C
for D ∈ P
Determine ŵ = arg min
w
SN (w)
Calculate the cross-validation estimate, C
if C < Cmin
Cmin = C





• The assumption that the ﬁltering function is linear can be relaxed to include any kind
of nonlinear ﬁlter; however, this signiﬁcantly increases the computational complexity.
Simulation given in Ch. 8 indicates that the simple approach works satisfactory.
• The cross-validation estimate of the model quality can be replaced by other estima-
tors considered in Ch. 6. Furthermore, one may also apply alternative strategies for
architecture synthesis discussed in Ch. 6.
• If adaptive preprocessors are considered the cost function includes additional param-
eters specifying the preprocessor.
• Even though the ﬁnal design includes an adaptive preprocessor, we still may employ
a ﬁxed preprocessor when optimizing L and D. Moreover, the ﬁxed preprocessor
may serve as an initialization of the adaptive preprocessor.
• If an IIR preprocessor is considered the preprocessing algorithm also includes a loop
over possible orders, P − 1, of the denominator, Ψj(z).
4.3 Principal Component Analysis
The well-known method principal component analysis (PCA) may be used to design a
ﬁxed FIR preprocessor. This idea is similar to what is known as principal component
regression in the linear regression literature [Draper & Smith 81].
The origin is the covariance matrix of the input vector. Assume that x(k) is a stationary
signal and let x(k) = x(k)−E{x(k)}, then the covariance matrix is the symmetric, positive
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γx(0) γx(1) · · · γx(L− 1)





γx(L− 1) γx(L− 2) · · · γx(0)
⎤⎥⎥⎥⎥⎦ (4.25)
where γx(τ) = E{x(k)x(k + τ)} is the autocovariance function. Consider next the eigen-
value decomposition:
Σx = QΛQ (4.26)
where Λ = diag{[λ1, λ2, · · · , λL]} is the L× L diagonal matrix of eigenvalues:
λ1 ≥ λ2 ≥ · · · ≥ λL, (4.27)
and Q is the L× L matrix of eigenvectors
Q = [q1, q2, · · · , qL] (4.28)
where qs is the normalized eigenvector associated λs. If the components of x(k) are highly
correlated then only a few, say p, eigenvalues are large and the rest close to zero. Conse-
quently, most of the information contained in x(k) is – in terms of variance – explained
by projecting onto the subspace spanned by the ﬁrst p ≤ L eigenvectors, i.e.,
z(k) = Cx(k) (4.29)
where C is the p× L matrix:
C = [q1, q2, · · · , qp]. (4.30)
zj(k) is denoted the j’th principal component, and Fig. 4.5 shows the construction in
a two-dimensional case. The principal components are characterized by the following
properties [Anderson 84, Ch. 11]:
• The principal components are mutually uncorrelated with zero mean and variances
V {zj(k)} = λj .
• zj(k) constitutes the normalized linear combination of the components in x(k) with
maximum variance under the constraint that E{zj(k)zs(k)} = 0, ∀ s ∈ [1, j − 1].
• Selecting C according to na:copt ensures an optimal projection onto a p-dimensional
subspace in mean square sense. That is, perform a linear reconstruction of x(k) by
xrc(k) = Wz(k) (4.31)
where W is a L× p matrix. Minimizing E{‖xrc(k)−x(k)‖2} w.r.t. W the minimal
value is obtained by the choice na:copt.
The amount of retained information (variance) by projection onto the p-dimensional sub-























x Σx = const.
Figure 4.5: Estimating the preprocessed input vector z(k) by projecting the (zero-mean)
input vector x(k) onto the subspace spanned by the p normalized eigenvectors, qj corre-
sponding to the largest eigenvalues.
where σ2x = γx(0) is the variance of x(k). 0 ≤ δ ≤ 1 deﬁnes the total variance of the ﬁrst p
principal components relative to the total variance of the input signal vector. This enbales
an automatic determination of the dimension p. Specifying a minimal value of δ – e.g.,
δmin = 0.99 – then p is estimated as the minimal integer satisfying: δ ≥ δmin.
For practical purposes the PCA preprocessor is constructed by performing an eigen-













Assuming that x(k) is an ergodic Gaussian distributed sequence then Σ̂x is the maximum
likelihood estimator of Σx. Furthermore, the eigenvalues and eigenvectors of Σ̂x are
maximum likelihood estimators of λj , qj , respectively, cf. [Anderson 84, Ch. 11]. The
eigenvalue decomposition may be carried out by using standard numerical techniques
(see e.g., [Madsen & Nielsen 75], [Press et al. 88]); however, the literature also provides
methods for on-line estimation [Hertz et al. 91, Sec. 8.3], [Yu 91].
Let us summarize the PCA preprocessing by listing a number of advantages and draw-
backs:
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• The principal components, zj(k), are mutually uncorrelated. Furthermore, if we per-
form a variance normalization5 then the eigenvalue spread of E{z(k)z(k)} equals
one. This possibly leads to convergence speed-up when applying ﬁrst order algo-
rithms for weight estimation, cf. Ch. 5.
• If the eigenvalue spread of Σx is large then using p % L ensures that most infor-
mation is retained. In consequence, the number of adjustable weights, w, in the
succeeding nonlinear ﬁlter is signiﬁcantly reduced. On the other hand, if the eigen-
value spread is small, i.e. x(k) is nearly a white signal, then PCA is not proﬁtable.
• It is possible to obtain an estimate of a suitable dimension p by specifying the amount
of variance to be explained.
• PCA is designed solely on knowledge of the input vector, i.e., even though it is
possible to make a close reconstruction of x(k) from z(k) there is no guarantee
of retaining essential information concerning the output y(k). For instance, if the
overlap between the power spectra of x(k) and y(k) is small PCA is not reasonable.
This is due to the fact that the spectrum of the ﬁrst principal components mainly
contains the dominating frequencies in x(k). Then as memory normally is not present
in the nonlinear ﬁltering function, fn(·), it becomes diﬃcult to shift the spectra of
zj into the range which dominates the spectrum of y(k). In Ch. 8 this matter is
exampliﬁed. However, simulations Ch. 8 indicate that when the input and output
spectra resemble each other PCA seems practicable. In particular, this is the case
when predicting time-series. In [Broomhead & King 87] the use of PCA is suggested
in connection with time-series prediction.
4.4 Derivative Preprocessor
Another ﬁxed FIR preprocessor is the derivative preprocessor (DPP) which is motivated
by the fact that many physical systems are described by diﬀerential equations. Consider











sin(x(t)) = y(t) (4.35)
where x(t) is the angle deﬂection, y(t) is a driving force and c, P are constants. Let
Di[x(k)] be a discrete i’th derivative operator6, then by sampling na:pendul





sin(x(k)) = y(k). (4.36)
The output y(k) is then expressed as a function of only p = 3 variables by deﬁning:
z(k) = [x(k), D[x(k)], D2[x(k)]]. (4.37)
In general, the DPP is deﬁned by:
z(k) = [x(k), D[x(k)], · · · , Dp−1[x(k)]]. (4.38)
5Recall that V {λ−1j zj(k)} = 1.
6That is, the approximation of dix(t)/dt.
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To ensure that the discrete derivative operatorD[·] accurately approximates the continuous
time derivative operator over the frequency range of interest it must be implemented using
a linear ﬁlter with high order. In the case of a FIR implementation this implies large L,
and consequently we often face p% L.
Let Hx(f) = Fou{x(t)} be the spectrum of x(t) then the spectrum of the derivative is
given by:
Fou{x′(t)} = 2πjf ·Hx(f) = Hcd(f)Hx(f) (4.39)
where Hcd(f) = 2πjf is the transfer function of the continuous derivative ﬁlter. That
the phase is constant equal to π/2 and the magnitude proportional to the frequency f .
Regarding a digital implementation we face the fundamental bandlimiting given by the
Nyquist frequency, fs/2, where fs is the sampling frequency. That is the optimal digital
ﬁlter is given by
Hd(f) =
{





⎧⎨⎩ 0 k = 0(−1)kfs
k k = 0
. (4.41)
Omitting a gain factor πfs we choose instead to implement:
hd(k) =
⎧⎨⎩ 0 k = 0(−1)k
kπ k = 0
↔ Hd(fn) = 2jfn, 0 ≤ fn < 0.5 (4.42)
where fn is the normalized frequency, i.e., fn = f/fs. In the rest of the chapter the we
omit the index n for convenience.
The implementation of Hd(f) is aﬄicted with two obstacles:
• Ampliﬁcation of noise on the input since the signal-to-noise often is low at high
frequencies. This indeed limits p to a low number.
• The optimal ﬁlter is non-causal and inﬁnite.
The ﬁrst obstacle may be dealt with performing a noise reducing low-pass ﬁltering (see
[Carlsson et al. 91] for an optimal approach). Below we shall employ a simple approach
which consists in restricting the derivative ﬁlter to be a linear function of the frequency
in a certain frequency interval of interest, say [0; f0]. The second obstacle is circumvented
by considering a truncated impulse response. Furthermore, causal ﬁltering is obtained by
delaying y(k), i.e., estimating y(k −Dy), Dy > 0 using the samples x(k), x(k − 1), · · ·.
The derivative ﬁlter may e.g., be designed by the Parks-McClelland equiripple FIR
ﬁlter design procedure [Oppenheim & Schafer 89, Sec. 7.6–7]. A design example is shown
in Fig. 4.6. Design parameters are:
• The ﬁlter order, Ld.
• The frequency range of interest, [0; f0].
• Maximum relative deviation, α, deﬁned according to:∣∣∣ |Ĥd(f)| − |Hd(f)| ∣∣∣
|Hd(f)| < α, ∀ f ∈ [0; f0] (4.43)
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Figure 4.6: The magnitude of derivate ﬁlter estimated by using equiripple FIR ﬁlter design.
The frequency range of interest is [0; 0.4], the maximum relative deviation α = 0.1 (shown
by the dotted lines), and the ﬁlter order L = 9.
Higher order derivatives can be found by cascading ﬁrst order derivative ﬁlters, i.e., ∀i =∈
[1; p],
Di[x(k)] = hd(k) ∗ hd(k) ∗ · · · ∗ hd(k)︸ ︷︷ ︸
i terms
∗x(k) (4.44)





According to [Hoﬀmann 92a] the relative deviation connected with Hdi(f) is approxi-
mately equal to iα if α% 2/(i− 1). In Fig. 4.7 the ﬁnal implementation of a second order
DPP is shown. The shown delays serve a phase compensation among the individual
derivative ﬁlters. Suppose that Ld is odd then the memory length equals the order of
hdp−1(k), i.e., cf. na:devcon: L = (p−1)(Ld−1)+1. It turns out that the delay associated
with zj(k) equals:
L− (j − 1)(Ld − 1)− 1
2
.
4.5 Laguerre Function Preprocessor
In Ch. 3 as regards the discussion of the Wiener model we mentioned the use of Laguerre
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Figure 4.7: The second order derivative preprocessor.
cessing ﬁlters provides as a tool for handling inﬁnite memory requirements, i.e., an IIR





1− θz−1 , (4.46)
Hj(z) =
−θ + z−1
1− θz−1 Hj−1(z), 2 ≤ j ≤ q (4.47)
with 0 ≤ θ < 1. H1(z) is a ﬁrst order recursive low-pass ﬁlter, and the succeeding ﬁlters
are obtained by constantly multiplying with the all-pass term: −θ + z−1/1 − θz−1. The
time-domain expression of zj(k) are given by:
z1(k) = θz1(k − 1) +
√
1− θ2x(k), (4.48)
zj(k) = θzj(k − 1)− θzj−1(k) + zj−1(k − 1), 2 ≤ j ≤ q. (4.49)
The choice of the parameter θ is not obvious even though it provides for a speciﬁcation
the memory length. Consequently, it may be regarded as an adjustable parameter which
is determined according to the overall cost function. That is, the preprocessor becomes
adaptive. In [Hoﬀmann 92a, Sec. 3.5.2] a scheme for adapting θ is considered.
The Gamma Delay Network suggested in [Principe et al. 92], [de Vries et al. 91] may
be viewed as an IIR preprocessor with resembles the Laguerre function preprocessor. The





















Figure 4.8: The Laguerre function preprocessor.
time-domain expression of zj(k) are given by8:
z1(k) = x(k), (4.50)
zj(k) = θzj(k − 1) + (1− θ)zj−1(k − 1), 2 ≤ j ≤ q. (4.51)
with 0 ≤ θ < 1. That is, the transfer functions Hj(z) appear by successive multiplication
with a ﬁrst order recursive low-pass ﬁlter, i.e.,
H1(z) = 1, (4.52)
Hj(z) =
(1− θ)z−1
1− θz−1 Hj−1(z), 2 ≤ j ≤ q. (4.53)
4.6 Summary
In this chapter we presented the generic neural network architecture which may be viewed
as a heterogeneous three-layer neural network: The ﬁrst layer is a preprocessing unit, the
second layer deﬁnes a nonlinear ﬁltering, and the third layer consists of a linear output
neuron. The second and third layer constitute a canonical ﬁlter representation. Various
implementations of the canonical ﬁlter are already discussed in Ch. 3 so here we focus on
the preprocessing unit which serves several purposes:
8Notice, when θ = 0 the Gamma Delay preprocessor degenerates to a tapped delay line.
99
• Ensuring that the dimension of the preprocessed input vector z(k) is kept small so
that the “curse of dimensionality” is circumvented. This is certainly one of the most
important properties of the preprocessor.
• Extracting the essential information contained in x(k) w.r.t. the output y(k).
• Phase compensation so that the optimal ﬁltering (from x(k) to y(k)) is ensured to
be causal.
We designed a preprocessing algorithm (PPA) aiming at implementing a linear, ﬁxed FIR
preprocessor. In addition several preprocessing methods were discussed. These comprise






The topic of this chapter is algorithms for estimation of ﬁlter parameters (weights). The
weights are estimated by minimizing some cost function which measures the performance
of the ﬁlter. The cost function depends on the current set of weights and the set of related
input-output data – the so-called training set. A discussion of the choice of the cost
function and aspects of the optimization task is provided. Principally, we focus on the
Least Squares (LS) cost function with a weight decay regularizer.
Various ﬁrst and second order parameter estimation algorithms are presented. In
particular, we will derive algorithms for layered ﬁlter architectures such as the multi-layer
feed-forward perceptron neural network (MFPNN). The crucial part is the calculation of
the gradient of the ﬁlter output w.r.t. the weight vector which is done by using the back-
propagation (BP) algorithm. The BP-algorithm is derived for general layered feed-forward
ﬁlter architectures, and furthermore, a simple matrix formulation is provided in the case
of the MFPNN architecture.
In addition, we elaborate on diﬀerent matters concerning the algorithms. This in-
cludes: Initialization, convergence, and computational complexity. Especially, a weight
initialization procedure for MFPNN’s aiming at improving the speed of convergence is
presented.
It should be mentioned that Ch. 8 provides some comparative numerical studies of the
algorithms presented in this chapter.
5.1 Parameter Estimation
Deﬁne the data generating system by
y(k) = g(x(k)) + ε(k) (5.1)
where
• y(k) is the output signal.
• g(·) constitutes a (nonlinear) unknown1 mapping.
1In certain cases some a priori knowledge concerning the structure and g(·) may be available; however,
we will treat the case of “black-box” modeling.
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• x(k) = [x(k), x(k − 1), · · · , x(k − L+ 1)] is the L-dimensional input vector signal.
• ε(k) is the inherent zero-mean (non-observable) stochastic noise which explains lack
of information about y(k).
Recapitulate the non-recursive model with additive error:
y(k) = f(x(k);w) + e(k;w)
= ŷ(k) + e(k;w) (5.2)
where
• ŷ(k) is the ﬁlter output.
• w is the m-dimensional weight (parameter) vector.
• e(k;w) is the error signal.
Suppose that a set of related input-output data has been collected, and deﬁne the
training set :
T = {x(k); y(k)} , k = 1, 2, · · · , N (5.3)
where N is the size of the training set. The task is then to ﬁt a model – i.e., estimate
the weight vector – from the available training data. The literature provides various
frameworks for weight estimation (see e.g., [Seber & Wild 89, Ch. 2]) such as Least Squares
(LS) estimation, Maximum Likelihood estimation (ML), and Bayesian estimation. The








where c(k;w) = dist(y(k), ŷ(k)) ≥ 0 is denoted the instant cost. The instant cost measures
the distance between the output y(k) and the ﬁlter output ŷ(k) = f(x(k);w). Hence, the
weights are estimated by minimizing the cost function.
Let Ω be a closed, bounded set (i.e., a compact set) in weight space over which the
cost, CN (w), is minimized. Deﬁne W as the set of weight vectors which locally minimize
pa:cstfun, i.e., let dim(θ) = dim(w) then
W = {w ∈ Ω | ∃δ > 0, ∀ ‖θ‖ < δ, CN (w + θ) ≥ CN (w)} (5.5)
where ‖ · ‖ denotes a vector norm. A particular vector in the set is referred to as the
estimated weight vector and denoted by ŵ. In Fig. 5.1 the general shape of the cost
function is shown. Usually it is diﬃcult to characterize the cost function in detail since
it depends both on the system and the model; however, notice some general facts:
1. W contains in general local minima. If we deal with an LX-model normally only one
minimum exist (see also Sec. 5.2). Recall that the parameterization within MFPNN
(cf. Sec. 3.2.2) is ambiguous. This gives rise to several local minima with equal cost,
i.e., they are really not intrinsic local minima. On the other hand, there may still




Figure 5.1: General shape of the cost function. Notice the existence of local minima and
that a minimum can be non-unique.
2. The minima may by non-unique (i.e., the cost function is “ﬂat”). In connection
with classiﬁcation problems this situation may occur. Consider e.g., using a single
perceptron neural network (cf. Sec. 3.2.2) for classifying two distinct classes. Con-
sequently, the decision boundary (the hyperplane) speciﬁed by the weights has no
unique placement. Within ﬁltering tasks the cost function may be almost “ﬂat” in
the minimum point in some directions of the weight space due to the fact that the
ﬁlter is over-parameterized.
In addition, if the size of the training set, N , is small compared to the dimension, m,
of the weight space then “ﬂat” cost functions may occur. In particular, since each
training sample speciﬁes a restriction in the weight space then if N < m then the
minimum is deﬁnitely non-unique.
3. Dealing with a MFPNN the cost function contains “ﬂat” parts due to degeneration as
mentioned in Sec. 3.2.2. Degeneration occurs typically when the weights are small
and large. A perceptron with small weights eﬀectively acts like a linear neuron;
consequently, the cost function becomes “ﬂat” in a single direction (see Sec. 3.2.2).
When the weights of a neuron are large then the perceptron saturates. That means,
the ﬁlter output – and thereby the cost function – is almost independent of the
weight values.
4. The curvature (the second order derivative w.r.t. w) of the cost-function near a
minimum may vanish, e.g., CN (w) ∝ (w − ŵ)4.
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Also deﬁne the expected cost function
C(w) = Ex,ε{c(w)} (5.6)
where c(w) = dist(y, ŷ) and Ex,ε{·} denote expectation w.r.t. the joint probability density
function (p.d.f.) of [x, ε] 2. The expected cost convey the average cost – or the cost when
employing an inﬁnite training set – since
lim
N→∞
{CN (w)} = C(w), (5.7)
provided that c(k;w) is a mean-ergodic sequence, i.e., cf. [Papoulis 84a, Ch. 9-5]
Ex(k),ε(k){c2(k;w)} <∞, (5.8)
and
Ex(k),ε(k){c(k;w)c(k + τ ;w)} → 0, as τ →∞. (5.9)
The optimal weight vector set, W∗, is the set of weight vectors which locally minimizes
the expected cost function, i.e., let dim(θ) = dim(w) then
W∗ = {w ∈ Ω | ∃δ > 0, ∀ ‖θ‖ < δ, C(w + θ) ≥ C(w)} (5.10)
where ‖ · ‖ denotes a vector norm. A particular member, w∗, is denoted the optimal
weight vector and reﬂects the best attainable model with the chosen ﬁlter architecture
and distance measure, dist(y, ŷ).
5.1.1 Consistency
Definition 5.1 The estimator ŵ is a strongly consistent estimator of w∗ if
Prob{ŵ → w∗} = 1, as N →∞ (5.11)
where Prob{·} denotes probability.
In [Seber & Wild 89, Ch. 12] various assumptions leading to strong consistency are given.
However, we will apply the result of [White 81, Theorem 2.1] because it is applicable for
incomplete models, i.e., cf. Def. 6.3, models which are not able to model the data perfectly,
and secondly, for general type of cost functions. The necessary assumptions are:
Assumption 5.1 The input x(k) and the inherent noise ε(k) are assumed to be strictly
stationary sequences.
Assumption 5.2 Assume that there exists a covering of Ω in compact subsets (in general





such that w∗(i) ∈ Ω∗(i) uniquely minimizes C(w) within the the partition Ω∗(i)
Assumption 5.3
2Note that the input vector and the inherent noise enters c(·) through pa:system, (5.2). Furthermore,
the input vector signal is considered as a stochastic signal.
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1. The instant cost is assumed to be a continuous function of w on a compact set and
a measurable function of x and ε, ∀w.
2. Suppose the existence of a function ζ(x, ε) which complies with
Ex,ε{ζ(x, ε)} <∞ (5.13)
so that c(w) ≤ ζ(x, ε), ∀x, ε, w.
3. Every data sample in the training set is assumed to be a random sample of the joint
distribution of [x(k), ε(k)].
Theorem 5.1 Suppose that As. 5.1, 5.2, 5.3 hold and recall that w∗(i) uniquely minimizes
C(w) within the compact subset Ω∗(i). If ŵ minimizes CN (w) within Ω∗(i) then ŵ is a
strongly consistent estimator of w∗(i) as N →∞.
Proof See Theorem 2.1 of [White 81]. 
It is possible to relax As. 5.2 in order to accomplish the case of non-unique minimizers.





‖ŵ −w∗‖ → 0
}
= 1, as N →∞. (5.14)
5.1.2 Least Squares Estimation
The most common cost function is the Least Squares (LS) cost function






which mainly is dealt with in this Thesis. However, several modiﬁcations may be useful




5.1.2.1 Weighted LS Estimation
Deﬁne the error vector
e = [e(1;w), e(2;w), · · · , e(N ;w)] . (5.16)
The weighted LS cost function is then given by:
CN (w) = eSe (5.17)
where S = {sij} is the weighting matrix. Note that when S = I the weighted LS cost
function coincides with the usual LS cost function. In Sec. 5.6 a weighting is employed in
order to ensure proper algorithm properties; however, also theoretical considerations may
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lead to a preference of the weighted LS cost function. In general the optimal error signal,
e(k;w∗) is a correlated sequence. This is seen by substituting pa:system into pa:model,
i.e.,
e(k;w∗) = ε(k) + g(x(k))− f(x(k);w∗). (5.18)
The correlation thus stems from:
• Correlation in the inherent noise ε(k).
• Employing an incomplete model which means that g(x(k)) = f(x(k);w∗), and con-
sequently the correlation of input signal x(k) comes through.
Strong correlation in the error signal may result in very ineﬃcient LS-estimates
[Seber & Wild 89, Ch. 6]. A consequence is that the covariance matrix of (ﬂuctuations
in) the weight vector estimate becomes rather larger and thereby increasing the general-
ization error (see further Ch. 6). In order to remedy this inexpedience one may introduce
the weighted LS estimator, cf. [Seber & Wild 89, Sec. 2.1.4]. The choice S = Σ−1e where
Σe = V {ee} is the positive deﬁnite covariance matrix of the error is optimal with re-
spect to minimizing the variance of the weight estimates [Ljung & So¨derstro¨m 83, p. 87].
Obviously, if the error signal is white, i.e., Σe ∝ I, then an optimal choice is the usual LS
cost function. The correlation matrix is, in principle, required to be known in advance;
however, this is rarely the case, and consequently one may rely on suboptimal methods
such as iterated two-stage estimation [Seber & Wild 89, Sec. 6.2.4] which runs as follows:
1. Initially set Σe = I.
2. Perform a weighted LS estimation3.
3. Calculate the error signal with the current weight estimates. If the cost function
has not decreased signiﬁcantly then stop; otherwise, calculate the correlation matrix
and go to step 2.
5.1.2.2 Robust Estimation
Robust estimation [Seber & Wild 89, Sec. 2.6] can be important in cases where outliers
are present. That is, if atypical samples with very high squared error are present then the
weights principally are adjusted in order to compensate these errors, and thus the error
done on the typical samples is increased. Robust estimation is e.g., done by letting
c(k;w) = e2(k;w) · ϕ(e2(k;w)) (5.19)
where ϕ(·) is a function which penalizes large errors.
5.1.2.3 Regularization
The regularized LS cost function is given by
CN (w) = SN (w) + κRN (w) (5.20)
3The weighted LS estimation problem can be transformed into a standard LS problem [Seber & Wild 89,









is the regularization term4 which generally depends on the training set, and κ ≥ 0 is
the regularization parameter which determines the trade oﬀ between the LS cost and the
regularization term. The purpose of regularization is to impose some constraints on the
minimization problem in order to accomplish:
• Numerical robustness. That is, a degenerated cost function which contains “ﬂat”
parts should be avoided.
• The quality of the ﬁlter architecture expressed by the generalization ability may be
increased, see Sec. 6.9.
The regularization term typically conveys some a priori knowledge on the model e.g., the
location of the optimal weight vector in the weight space. A common regularization term
of this kind is the weight decay regularizer5 e.g., [Moody 91], [Krogh & Hertz 91]
RN (w) = r(w) = ww (5.22)
which penalizes large weights. Diﬀerent schemes have been suggested in e.g.,
[Nowland & Hinton 92], [Weigend et al. 90]. Another type of regularization which penal-









5.1.3 Maximum Likelihood Estimation
Within the ML approach the cost function is given by the negative log-likelihood function,
i.e.,
CN (w) = − 1
N
lnLN (w) (5.24)
where ln is the natural logarithm and LN (·) is the likelihood function
LN (w) = py(y(1), · · · , y(N)|x(1), · · · ,x(N);w) (5.25)
Here py(·|·) denotes the joint conditional p.d.f. of all y(k) in the training set conditioned
on the inputs and the parameters. Using pa:model we get the rewriting
py(y|x;w) = py(e+ f(x;w)|x;w)
= pe(e|x;w). (5.26)
Consequently, the likelihood function becomes:
LN (w) = pe(e(1), · · · , e(N)|x(1), · · · ,x(N);w). (5.27)
4Normally we choose RN (w) > 0.
5This kind of regularization is in the statistical literature known as ridge regression.
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The ML approach thus requires knowledge of the error distribution. A common assumption
is that e(k) is an i.i.d.6 Gaussian distributed sequence with zero mean and unknown
variance, σ2e . The variance thus acts like an extra parameter or weight. The likelihood

























Now minimization of the cost function results in [Seber & Wild 89, Sec. 2.2]
ŵ = arg min
w
SN (w), (5.29)
σ̂2e = SN (ŵ). (5.30)
That is, the ML-estimate of the weights equals the LS-estimate.
In practice, the the error signal is neither i.i.d. nor Gaussian distributed which makes
the ML approach awkward to handle. Consequently, one may often rely on formulating a
suitable cost function such as the LS cost – or a modiﬁed version.
5.2 Performing Least Squares Estimation
In the rest of this Thesis we will mainly focus on the the LS cost function with a weight
decay regularizer, i.e.,






e2(k;w) + κww. (5.31)
The ultimate goal is to device an algorithm which globally minimizes the cost function over
the weight space Ω. However, usually global minimization involves a tremendous amount
of computations; consequently, we are content with local minimization schemes. A local
minimizer
ŵ = arg min
w
CN (w) (5.32)
is found by solving the normal equations:
∇N (ŵ) = 0 (5.33)
where
















is the gradient of the cost function.
6Independent identically distributed.
7Note that the dependence on σ2e is explicitly emphasized.
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All algorithms presented in this chapter are in principle local optimization algorithms
although some of them have the ability to escape from bad local minima and thus display-
ing some global optimization like properties. The issues concerning global optimization will
not be treated further in this Thesis, instead the reader is referred to [To¨rn & Zˇilinskas 88].

















ψ(k;w)e(k;w) + κw. (5.36)





ψ(k; ŵ)e(k; ŵ) + κŵ = 0. (5.37)
A property of the time-average of the error signal can be deduced from these equations.
Suppose that the model in pa:model contains a bias term, say w0, i.e.,
f(x(k);w) = f1(x(k);w1) + w0 (5.38)









e(k; ŵ) = κŵ0. (5.40)
As a consequence, if regularization is not employed then the time-average of the error
signal equals zero.
In general, it is not possible to solve the normal equations analytically, and conse-
quently we are content with various numerical methods which is the topic of the succeeding
sections. However, when the model is linear in the weights, i.e., of type LX, an analytical
solution is possible. Consider the LX-model
y(k) = f(x(k);w) + e(k;w)
= wz(k) + e(k;w) (5.41)
where z(k) = ϕ(x(k)) and ϕ(·) is an arbitrary time invariant linear or nonlinear mapping.
In this case
ψ(k;w) = z(k) (5.42)
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z(k)z(k) + κ I
= HN + κ I (5.45)
where HN is the Hessian matrix when employing κ = 0 corresponding to the usual LS
cost function.
Assuming that the Hessian is positive deﬁnite8 the weight estimate cf. pa:normeqlin is
unique, and given by:






Often it is proﬁtable to formulate an N ×m input data matrix, Z, and an N × 1 output






⎤⎥⎦ , y = [y(1), · · · , y(N)] . (5.47)
8This can – if necessary – be ensured by setting κ > λmin where λmin is the smallest (possibly zero)
eigenvalue of HN . Furthermore, note when κ = 0, the Hessian is certainly singular for N < m, m =
dim{w} since the rank equals N .
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In connection with orthogonal architectures (see Ch. 3), which are linear in the weights,
the Hessian possesses a block diagonal form, and consequently, subvectors of the weight
vector are estimated independently of each other.
The expression for the cost function pa:costlin is – in terms of the estimated weight
vector – rewritten as:
CN (w) = CN (ŵ) + δwJNδw (5.49)
where δw = ŵ −w.
The optimal weight vector – i.e., w∗ = arg minwC(w) – yields analogous to pa:wdestlin:
w∗ = J−1E {zy} (5.50)





+ κ I = H + κ I. (5.51)
The literature provides numerous numerical algorithms for solving the normal equa-
tions. The reader is referred to [Battiti 92], [Ljung 87], and [Seber & Wild 89] for excellent
presentations. Below ﬁrst and second order algorithms are presented, and – in particular
– we focus on layered ﬁlter architectures such as the MFPNN. The algorithms can be
divided into two classes: Oﬀ-line algorithms and recursive algorithms. Oﬀ-line algorithms
– which also are denoted block or batch algorithms – have the following general iterative
structure:
w(i) = w(i−1) + Δw(i−1) (5.52)
where w(i) is the weight estimate at the i’th iteration and Δw(i−1) the weight update –






ϕ(·) is some function of the training set9, T = {x(k); y(k)}, k ∈ [1;N ], and the previous
weight estimate, w(i−1).
On the other hand, recursive algorithms – also denoted on-line algorithms – have the
general recursive structure:
w(k) = w(k − 1) + Δw(k − 1) (5.54)
where w(k) is the weight estimate at the current time instant k and Δw(k − 1) is the
weight update given by:
Δw(k − 1) = ϕ (x(k), y(k);w(k − 1)) . (5.55)
ϕ(·) is a function of the actual training sample {x(k); y(k)} and the weight estimate at
the previous time step. That is, the recursive algorithm performs one weight update per
time step. Recursive algorithms can be operated in two diﬀerent modes:
9Sometimes diﬀerent subsets of the training set are used in the weight update.
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1. The on-line mode in which a novel training sample is added each time step, i.e.,
w(k) = w(k − 1)ϕ (x(k), y(k);w(k − 1)) , k = 1, 2, · · · . (5.56)
Consequently, the size of the training set gradually increases. The on-line mode
is used when training data are abundant and in connection with tracking of time-
varying systems (non-stationary environments). Usually this mode is considered in
the signal processing literature.
2. The oﬀ-line mode which deals with a limited number of (stationary) training data
assembled in the training set T = {x(k); y(k)}, k ∈ [1;N ]. In this case we may run
through the training data several times. Deﬁne the number of iterations itr as the
maximum number of training set replications. Furthermore, deﬁne a running time
index ,
 = k + (i− 1)N (5.57)
where k refers to the actual training sample {x(k); y(k)} and i = 1, 2, · · · , itr counts
the number of training set replications. Now, the recursion becomes:
w() = w(− 1)ϕ (x(k), y(k);w(− 1)) . (5.58)
In principle, one may wonder why a recursive algorithm is used for the purpose of
achieving an oﬀ-line estimate; however, recursive algorithms seem to be better than
oﬀ-line algorithms in escaping from bad local minima of the cost function. This is
further elaborated below.
5.3 Gradient Descent Algorithm
In the oﬀ-line method of gradient descent (GD) the weight update is given by:
w(i) = w(i−1) − μ(i)∇N (w(i−1)) (5.59)
where
• The subscript (i) denotes the iteration number.
• ∇N (w) is the gradient of the cost function:




• μ(i) ≥ 0 is the step-size10.
Updating the weights according to these schemes ensures that the cost function declines
if μ(i) is suitable small. This is easily seen by performing the Taylor expansion:






Deﬁne an arbitrary positive deﬁnite matrix, R. Then modifying the search direction
Δw(i−1) = w(i) −w(i−1) according to
Δw(i−1) = −μ(i)R∇N (w(i−1)) (5.62)
10In the neural network community μ(i) is often denoted the learning rate or the convergence parameter.
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ensures that the cost function still declines (see also [Seber & Wild 89, Theorem 13.1]).
Generally, we denote the weight update in pa:descent a descent direction.
The literature provides various methods for selecting μ(i). The method of exact line
search consists in choosing:
μ(i) = arg minμ CN (w(i−1) − μ∇N (w(i−1))). (5.63)
An algorithm for performing this minimization is e.g., mentioned in [Seber & Wild 89,
Sec. 13.2.3], [Press et al. 88, Ch. 10]; however, this topic is not further elaborated. A
simple strategy which is not an exact line search consists in initially choosing a relatively
large step-size, and then gradually reducing the step-size until
CN (w(i−1) − μ(i)∇N (w(i−1))) ≤ CN (w(i−1)) (5.64)
is reached.
Now a possible GD-algorithm runs as follows:
Gradient Descent AlgorithmInitialization:
Step 1 a. Choose an initial weight vector w(0) and determine the cost,
CN (w(0)).
b. Let the “old” cost CN (w(i−1)) =∞ 11.
c. Select a threshold, τ % 1, specifying the minimum relative
change in the cost function.
d. Select the maximum number of iterations, itr .
e. Select the maximum step-size, μmax.
f. Select the regularization parameter, κ.
g. Initialize the counter i = 0.
Step 2 while (i < itr ) ∧
(




Increment the counter i
Calculate the gradient, ∇N (w(i−1)))
Set CN (w(i)) =∞ and μ = μmax
while CN (w(i)) > CN (w(i−1))






11That is, equal to a very large number.
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• The initial weights, w0 are normally chosen as a random vector; however, in Sec. 5.3.2
a special initialization procedure for a 2-layer MFPNN is presented.
• The weight updating is terminated when i = itr or when the stop criterion (see also
[Seber & Wild 89, Sec. 15.2.4]):
CN (w(i−1))− CN (w(i))
CN (w(i−1))
< τ (5.65)
is met. τ is a suitable threshold (e.g., 10−6) which speciﬁes the minimum signiﬁcant
relative change in the cost function.
• The calculation of the gradient, ∇N (w) is done according to pa:nablaexp, i.e.,




ψ(k;w)e(k;w) + κw. (5.66)
The crucial part is the calculation of the instantaneous gradient ψ(k;w). Clearly,
this is highly dependent on the chosen ﬁlter architecture. In Sec. 5.3.3 this is dis-
cussed for layered ﬁlter architectures, and – in particular – Sec. 5.3.4 deals with the
MPFNN architecture.
Note that the designation “weight decay regularization” according to pa:nab and
the weight update pa:gdupdat becomes clear. Suppose that the ﬁrst term of pa:nab






That is, if |1− κμ(i)| < 1 then w(i) decays to the zero vector.
5.3.1 Convergence
The convergence properties are generally diﬃcult to clarify. However, approximate results
are deducible by performing a second order Taylor series expansion of the cost function
around the estimated weight vector, ŵ, i.e.12,
CN (w) = CN (ŵ) + δwJN (ŵ)δw (5.68)








is the Hessian matrix evaluated at the estimated weights.
If exact line search is employed then the GD-algorithm is linearly convergent [Battiti 92]
which is expressed by:
∣∣∣CN (w(i))− CN (ŵ)∣∣∣ ≈ (χ− 1χ+ 1
)2 ∣∣∣CN (w(i−1))− CN (ŵ)∣∣∣ (5.70)
where
12Note that the linear term of the expansion, −2∇N (ŵ)δw, vanishes since ŵ minimizes the cost
function.
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• ŵ = arg minwCN (w) is a particular estimated weight.





where λmin, λmax, are the minimum and maximum eigenvalues of JN (ŵ), respec-
tively.
If the eigenvalue spread χ (which equals the condition number of the Hessian matrix)
is large then the factor in the parentheses equals one approximately. Consequently, the
improvement done in the i’th iteration becomes small. The condition number of the
Hessian is in many cases large (see p. 101 and furthermore App. B) which thus results in
slow convergence.
Note that pa:congd is valid only when the second order cost function expansion holds,
i.e., when w(i) is close to ŵ. This is accomplished in the limit i→∞.
5.3.2 Weight Initialization
The initial weights, w0, are normally chosen as a small random vector or equal to zero. In
the context of MFPNN these strategies often result in a very “ﬂat” cost function, i.e., the
gradient is small. Consequently, many iterations should be performed before any decrease
in the cost function is achieved, q.e., slow convergence. The “ﬂat” cost function is due to
the fact that the neurons in a particular layer respond very similarly. In particular, this
is the case if the weights are very small or large according to the discussion p. 101 (see
also Sec. 3.2.2). Furthermore, the larger the number of neurons – in a speciﬁc layer – the
larger probability that two neurons respond very similarly.
Consequently, it may be proﬁtable to design a simple weight initialization procedure
which ensures that the responses of the neurons in a particular layer become as diﬀerent
as possible.
For convenience we consider the initialization of a 2-layer MFPNN characterized by
m = [m0,m1,m2] = [p, q, 1]. The ﬁltering is cf. Sec. 3.2.2 given by:






















































i,1 , · · · , w(r)i,mr−1
]
. (5.74)
• h(u) is the activation function which is chosen as the hyperbolic tangent, tanh(u).
• z(k) = [z1(k), z2(k), · · · , zp(k)] is the input vector signal and s(0) = [1, z(k)].
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According to the study of the nonlinear perceptron Sec. 3.2.2 the individual neuron, say
the i’th neuron, divides the input space (i.e., the z-space) into a positive and a negative







z(k) + w(1)i,0 = 0. (5.75)
The use of tanh(·)-perceptrons results in a smooth transition between the positive and
negative region.
These observations enable the formulation of a basic strategy for weight initialization
which consists in the following items:
1. Selection of the directions of the normal vectors, w˜(1)i , of the hyperplanes, Hi.
2. Scaling of the weights so that the transition region of each neuron is related to the
dynamic range of the input vector.
3. Location of the hyperplanes, i.e., speciﬁcation of the thresholds w(1)i,0 .
4. Selection of the weights in the second layer, i.e., w(2)1 .
The normal vectors are chosen parallel to the axes, zj , i.e.,
w˜
(1)
i = [0, · · · , 0, w(1)i,j , 0, · · · , 0], j = 1, 2, · · · , p. (5.76)
Since the number of hidden neurons, q, normally is greater than the number of input
variables, p = dim(z) more normal vectors will be identical. Deﬁne n as the number
of neurons in the hidden layer per input variable, i.e., n = q/p, and furthermore the
number of surplus neurons, s = q− np. Now, pick n neurons with parallel normal vectors
for each of p−s input dimensions, and n+1 neurons for the remaining s dimensions which
are chosen randomly among the p possible. Let us illustrate this selection by the following
example:
Example 5.1
Let p = 3 and q = 11. That is, n = 11/3 = 3 and r = 11− 9 = 2.
Neuron Number Input Direction
1 – 3 z1
4 – 6 z2
7 – 9 z3
10 z3
11 z1
The input directions of the neuron #10, 11 are chosen randomly among the possible zj-
directions with the restriction that they are required to be diﬀerent. 
The next item concerns scaling of the weights. In that context deﬁne the transition
width, b◦, of the activation function, h(u), according to Fig. 5.2 The transition width
is related to the speciﬁed dynamic range [−hmax;hmax] and the shape of h(u). With
























Figure 5.2: The transition width, b◦, of the activation function related to the dynamic
range [−hmax;hmax].
Now suppose that the normal vector of the i’th neuron is parallel to the zj direction, i.e.,







i,j zj(k) + wi,0
)
. (5.78)
The desired transition width, bj , of the neuron should then be small compared to the
dynamic range of zj(k) for two reasons: First, in order to ensure reasonable dynamics
of the neuron responses. Secondly, to ensure responses with low resemblance13. This is
accomplished by setting:
bj = δ · drzj (5.79)
where
• δ is a suitable percentage. For instance, δ = 10%; however, the larger n the smaller
percentage, preferably.













{zj(k)} , c · σzj
}
(5.81)
13Due to the fact that at least n neurons are placed along the zj-direction, bj is required to be small in
order to produce responses with low resemblance.
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where σzj is the estimated standard deviation of zj(k), and c is a suitable constant,
e.g., c = 3.







The third item concerns the location of, say n, individual neurons, i1, i2, · · · , in, which









We suggest to locate the hyperplanes uniformly according to the fractiles of the estimated
probability distribution function of zj(k) deﬁned by:
Pzj (zj) = Prob {zj(k) < zj} . (5.84)
The -fractile, denoted zj,, is accordingly given by:
Pzj (zj,) = . (5.85)





,  = 1, 2, · · · , n. (5.86)
For instance, if n = 1 then the neuron is located at the 50%-fractile – or equivalently –




= −zj, · w(1)i,j . (5.87)
In Fig. 5.3 an example of this recipe is shown.
Finally, the fourth item is about the selection of the weights in the second layer. The
bias weight is selected as the time-average of the output14, i.e.,
w
(2)












Now, the remaining weights, w(2)1i , i ∈ [1; q], are chosen as independent uniformly dis-








14This corresponds to the LS estimate, cf. Sec. 5.2, provided that the bias term is the only term entering
the model.
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The factor q−1 ensures that the dynamic range of the ﬁlter output, ŷ(k) is of the same
order of magnitude as dry.
To sum up, the weight initialization algorithm runs as follows:
Weight Initialization AlgorithmInitialization:
Step 1 a. Choose the dynamic range of the activation function by set-
ting hmax. Typically, hmax ∈ [0.8; 0.9].
b. Select δ which determines the desired transition width of the
neurons as a percentage of the dynamic range of the input
variables. Frequently, δ = 10%.
c. Specify the number of input variables, p, and the number of
hidden neurons, q. It is assumed that q ≥ p.
Step 2 Selection of normal vector directions:
a. Calculate the number of neurons in the hidden layer per input
variable, n = q/p, and the number of surplus neurons, s =
q − np.
b. If s > 0 then select s diﬀerent input directions,
J = {j1, j2, · · · , js} randomly among [1; p].
c. Deﬁne nj as the number of neurons with normal vector direc-
tion parallel to the zj-axis, i.e.,
nj =
{
n+ 1 j ∈ J
n otherwise
.








Step 4 Initialize i = 1
for j = 1, 2, · · · , p
Calculate drzj , cf. pa:drzj1 or pa:drzj2.
bj = δ · drzj
Estimate Pzj (zj)
for  = 1, 2, · · · , nj
 = n+ 1




















b. Determine the dynamic range, dry, and draw w
(2)
1i , i ∈ [1; q],
independently from a uniform distribution over the interval:
[−dry(2q)−1; dry(2q)−1].
In Ch. 8 the suggested weight initialization algorithm is tested numerically, and the results
demonstrate that convergence is speeded up.
5.3.3 The Back-Propagation Algorithm
The Back-Propagation Algorithm (BP) [McClelland & Rumelhart 86] was invented as an
algorithm for estimating the weights of a multi-layer feed-forward perceptron neural net-
work (MFPNN). The essential part of the BP-algorithm is the computation of the instan-
taneous gradient vector ψ(k;w) at some prescribed weights, w. In this work we demon-
strate that the BP Algorithm can be extended to deal with all layered ﬁlter architectures.
Consider the layered ﬁlter structure depicted in Fig. 5.4.
















• f (r)(·) is the vector function with a prescribed dimension mr15 which speciﬁes the
nonlinear mapping within the r’th layer, r ∈ [1; l].















• s˜(r) is the vector output of the r’th layer with dimension mr16, i.e.,









Formally, s˜(l)(k) = ŷ(k) and s˜(0)(k) = x(k).






















15In the output layer the f (l) is a scalar function since the ﬁlter output is a scalar.
16The ˜ is used to adopt the notation within MFPNN, cf. Ch. 3.
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That is the essential partial derivatives to calculate are:
∂f(x;w)
∂w(r)
, r = 1, 2, · · · , l.






























, 1 ≤ r < l
.(5.94)
Note that ∂(s˜(r+1))/∂s˜(r) are mr ×mr+1 matrices.
pa:chain shows that the instantaneous gradient vectors can be calculated recursively.













δ(r) , 1 ≤ r < l
. (5.95)













This is shown in Fig. 5.5. If only the product of the error signal and the instantaneous






5.3.4 Back-Propagation in the MFPNN
In this subsection we present the detailed BP-algorithm when dealing with the MFPNN
with linear output neuron [McClelland & Rumelhart 86]. According to nf:mlnn the pro-


















































• mr is the number of neurons in the r’th layer, q.e., dim(s˜(r)) = mr.
• h(u(r)) = [h(u(r)0 ), h(u(r)1 ), · · · , h(u(r)mr)] is the vector activation function17 and h(·)
the activation function which is assumed to be diﬀerentiable with derivative h′(·). If
h(u) = tanh(u) then the derivative becomes especially simple as h′(u) = 1− h2(u).
• s(0)(k) is the augmented vector signal s(0)(k) = [1, z(k)] where z(k) is the pre-
processed input vector signal.














and the l’th layer


















































i2 , · · · , w(r)imr−1 ] is the restricted weight vector, i.e., the bias weight,
w
(r)












































17If the argument is column (row) vector h(·) is a column (row) vector.
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i.e., all bias weights in the ﬁrst column of W (r) are excluded.
•  is the element by element matrix (vector) product.
• h′(u) = [h′(u(r)0 ), h′(u(r)1 ), · · · , h′(u(r)mr)] is the derivative of the vector activation
function.















What remains cf. pa:chain is to calculate the partial derivative of s˜(r) w.r.t. the weights
















































































































































































































To sum up the BP-algorithm for the MFPNN is given by:
BP-Algorithm for the MFPNNThe instantaneous gradient of the


















































ν is an auxiliary vector introduced in order to minimize the computational complexity. If















In Fig. 5.6 below the BP-algorithm dealing with the MFPNN architecture is depicted.
5.3.4.1 Complexity of Back-Propagation
In order to perform a fair comparison of various weight estimation algorithms both per-
formance and computational complexity CP have to be considered. In that connection we
evaluate the complexity of the BP-algorithm when dealing with the MFPNN. Consider:
• CP ŷ, the complexity involved in calculating one sample of the ﬁlter output.
• CPψ, the complexity involved in calculating one sample of the instantaneous gradient
vector provided that the state vectors, s(r), r = 0, 1, · · · , l − 1, are determined in
advance. This is actually a spinoﬀ when calculating the ﬁlter output, ŷ.
The computational complexity is here deﬁned as the total number of multiplications and
divisions, i.e., additions, move operations etc. are neglected. The complexity of a division
depends on the hardware platform. For instance using the Intel 486 microprocessor a
ﬂoating point division requires around 7 times more clock cycles than a multiplication and
dealing with a digital signal processor the factor is 16. As an approximate value we then
consider the division to be 10 times more complex than the multiplication.
Filter Output According to pa:procrlay and (5.102) the required computations can be
split into the following:
• For each layer, 1 ≤ r ≤ l the matrix product W (r)s(r−1) which involves mrmr−1
multiplications since multiplications with the ﬁrst element of s(r−1), equal to unity,
are not included.
• Within all layer but the output layer mr evaluations of h(·) is required. The approx-
imation capabilities of the neural network is not critically dependent on the exact
shape of the activation function, h(·). Consequently, – regarding complexity – we
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assume that h(·) is speciﬁed by a table of connected points: {un, h(un)} and h(u) is
evaluated by linear interpolation, i.e.,
h(u) =
h(un)− h(un−1)
un − un−1 (u− un−1) + h(un−1). (5.114)
One evaluation of h(u) thus requires one division and one multiplication – or equiv-
alently – 11 multiplications. In total the complexity is: 11mr.
To sum up:
CP ŷ = ml−1 +
l−1∑
r=1
mr(mr−1 + 11). (5.115)
In particular dealing with a 2-layer network with m0 = p and m1 = q,
CP ŷ = q(p + 12). (5.116)
Now, the total number of weights, m = q(p + 2) + 1, q.e.,




Now, usually m' p and consequently we use the approximation:




Gradient Suppose that the output of the ﬁlter, ŷ, is calculated and all state vectors,
s(r), r = 0, 1, · · · , l− 1 are known. Now, consider the individual lines in the BP-algorithm
p. 125:
Step 1. Does not involve any multiplications.









. If the hyperbolic tangent is used as the activation function
the relation h′(u) = 1− h2(u) could be used; however in general the activation
function is implemented as table look up followed by an interpolation. The
product W (r)s(r−1) is already determined so what is left is mr h′(u) evaluations.
If h′(u) – like h(u) – is implemented as a look up table, then the number of
equivalent multiplications are: 11mr. Secondly, the element by element product
requires mr multiplications. In total: 12mr multiplications.





ν involves mrmr−1 multiplications since multiplications
with one are neglected.
To sum up, the number of multiplications involved in Step 2. is:
l−1∑
r=2
mr (2mr−1 + 12) .
Step 3. This step is equivalent to item 1 and 3 under Step 2., i.e., m1 (m0 + 12) multiplica-
tions.
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The total complexity involved in the instantaneous gradient vector calculations is thus:
CPψ = m1 (m0 + 12) +
l−1∑
r=2
mr (2mr−1 + 12) . (5.119)
In particular dealing with a 2-layer network with m0 = p and m1 = q,
CPψ = q(p + 12). (5.120)
which is identical to CP ŷ.
If only the product ψe is required then ml−1 extra multiplications are necessary when
initializing δ(l−1), cf. pa:delinie. In addition, pa:gradoute also involves ml−1 multiplica-
tions. Hence,
CPψe = CPψ + 2ml−1. (5.121)
Dealing with a 2-layer network we get (see previous paragraph):
CPψe = (m− 1)p + 12
p+ 2





5.4 Stochastic Gradient Algorithm
The stochastic gradient (SG) algorithm is a recursive variant of the gradient descent algo-
rithm which consists in replacing the gradient of the cost function, ∇N (·), in pa:gdupdat
by the instantaneous value at time step k which cf. pa:nablaexp yields:
−ψ(k;w)e(k;w) + κw.
The weight update consequently becomes
w(k) = w(k − 1)− μ(k) (−ψ(k;w(k − 1))e(k;w(k − 1)) + κw(k − 1))
= (1− κμ(k))w(k − 1) + μ(k)ψ(k;w(k − 1))e(k;w(k − 1)) (5.123)
where w(k), μ(k) ≥ 0 are the weight estimate and the step-size at time step k, respectively.
The term “stochastic gradient” (used e.g., by [Ljung & So¨derstro¨m 83]) stems from
the fact that the instantaneous value of the gradient may be viewed as a random sample of
∇N (·). This is also known as the method of “stochastic approximation”
[Robbins & Monro 51]. In the neural network literature the SG-algorithm is known as the
back-propagation algorithm [McClelland & Rumelhart 86] and in the linear signal process-
ing literature one usually denotes the algorithm the Least Mean Squares (LMS) algorithm
[Widrow & Hoﬀ 60].
At ﬁrst sight it may seem ineﬃcient to approximate the gradient by its instant value;
however, two advantages exist:
• The possibility of on-line tracking of time-varying systems. The step-size, μ(k),
provides a trade oﬀ between the instant gradient and the old weight estimate. That
is, if the environment changes rapidly then μ(k) should be large; otherwise, μ(k)
should be reduced so that a more reliable estimate appears19. In the classical paper
[Widrow et al. 76] the tracking properties of operating the SG-algorithm (actually
the LMS-algorithm) in a non-stationary environment is discussed.
19The matters concerning setting of μ(k) is further elaborated below.
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• Compared to the (oﬀ-line) GD-algorithm the SG-algorithm may escape from bad
local minima. This is due to the fact that the weight update is a noisy variant of
the gradient. That means, although the cost function declines in the direction of the
negative gradient the “noise” may result in increasing cost; consequently, this makes
it possible to break through a local maximum. It is possible to modify the weight
update by adding additional noise in order to intensify the possibility of escaping
from local minima, as mentioned in e.g., [Hertz et al. 91, Sec. 6.2], [White 89a].
5.4.1 Convergence and Step-Size Selection
An impending issue is the choice of the step-size in order to ensure convergence of the
algorithm. Below we solely consider operating the SG-algorithm in the oﬀ-line mode, i.e.,
cf. Sec. 5.2 and pa:sgupdat, the recursion yields:
w() = (1− κμ())w(− 1) + μ()ψ(k;w(− 1))e(k;w(− 1)) (5.124)
where  = k + (i − 1)N , k = 1, 2, · · · , N and i = 1, 2, · · · , itr where itr is the number of
iterations (number of training set replications). However, the provided statements are also
applicable for operating in the on-line mode (with appropriate interpretation).
5.4.1.1 Fixed Step-Size
First, consider the case of a ﬁxed step-size, i.e., μ() ≡ μ. General results are not accessible,
instead – as in Sec. 5.3.1 – approximate results are available by considering a second order
Taylor series approximation of the cost function around the estimated weight vector, i.e.,
CN (w) = CN (ŵ) + δwJN (ŵ)δw (5.125)
where
• δw = ŵ −w.
• ŵ = arg minwCN (w).
• J(ŵ) is the Hessian matrix evaluated at ŵ.
Essentially, this corresponds to considering the ﬁlter as linear (in the weights) in the
vicinity of ŵ. Hence, the convergence results of the LMS-algorithm, which applies to
linear ﬁlters, are applicable. According to e.g., [Widrow & Stearns 85, Ch. 6], [Haykin 91,
Sec. 5.9]20: If




where λmax is the largest eigenvalue of JN (ŵ) then the algorithm is convergent on the
average, q.e.21,
〈w()〉 → ŵ, →∞ (5.127)
20It should be emphasized that the results provided in the mentioned references concerns operating the
algorithm in the on-line mode; however, the results are equivalent in the respect that ensemble averages is
replaced with time-averages.
21If JN (w




)〉 − ŵ‖ → 0, 
 →∞
where W is the set of weights which locally minimize CN (w).
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where 〈·〉 denotes the time-average22. The relaxation of 〈w()〉 is exponential23 and the




ln (1− μλi) ≈
1
μλi
, μ% 1 (5.128)
where λi is the i’th eigenvalue of JN (ŵ). Notice that small eigenvalues correspond to
modes with large time constants, i.e., slow convergence, and the minimal time constants
are achieved when μ is large, i.e., μ = 2/λmax. The mode which relaxes most slowly –
i.e., the mode corresponding to λmin – achieves a minimal time constant approximately
equal to 2χ, where χ = λmax/λmin is the eigenvalue spread. Consequently, if χ is large
the SG-algorithm will display slow convergence. This is in keeping with the convergence
properties of the GD-algorithm according to Sec. 5.3.1.
The ﬂuctuations in w() around ŵ imply that on the average the cost at w() is larger
than CN (ŵ). This is explicitly expressed by the dimensionless ratio,M the misadjustment
[Haykin 91, Sec. 5.12], given by:




2− μtrJN (ŵ) (5.129)
where tr denotes the trace operator. The misadjustment is deﬁned in the interval:






which cf. [Haykin 91, Sec. 5.12] also ensures convergence of 〈CN (w())〉 24. Obviously, M
increases with μ and consequently, there will be a trade oﬀ between misadjustment and
speed of convergence.
5.4.1.2 Time-Varying Step-Size
Using a time-varying step-size it seems natural to employ a large μ at start so that fast con-
vergence is achieved. Consequently, μ should be reduced in order to eliminate misadjust-
ment. The optimal reduction of μ is provided by the following theorem
[Ljung & So¨derstro¨m 83, Theorem 4.3., p. 182]25: 〈w()〉 is a consistent estimator of the





‖〈w(k)〉 − ŵ‖ → 0
}
= 1, as →∞ (5.131)
provided that the step-size complies with:







23If 1/λmax < μ < 2/λmax an oscillating exponential relaxation appears.
24Note that the convergence condition w.r.t. 〈CN (w(
))〉 also ensures that 〈w(
)〉 converges.
25It should be noted that [Ljung & So¨derstro¨m 83] consider the on-line operation mode of recursive algo-
rithms. This involves a number of additional regularity conditions which is not required when considering
the oﬀ-line mode. This is considered in Sec. 5.6. For further reference, the reader should consult the
consistency results given in, [Battiti 92], [White 87], [White 89a].
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where α > 0.
Although the consistency result provides the asymptotic behavior of μ() it does not
state anything about the magnitude. Moreover, the convergence results pa:condw, (5.130)
merely provide the magnitude of μ() close to the optimum ŵ, i.e., in the limit of large
. Consequently – in outline – a proper selection of μ() still remains an open question.
The literature provides a variety of heuristic strategies concerning step-size adjustment,
e.g., [Hertz et al. 91, Sec. 6.2], [Silva & Almeida 90]; however, it is beyond the scope of
the Thesis to discuss those subjects. Instead, we suggest a normalization which ensures
that the step-size has a suitable order of magnitude. The approach is a generalization of
the so-called α - LMS algorithm [Widrow et al. 88] which we shall denote the normalized
SG-algorithm (see also e.g., [Dahl 87]). Consider the normalization,
μ() =
α()




• α() ≥ 0 is the normalized step-size. In order to ensure convergence: 0 ≤ α < 2.
This is due to the fact that the normalization in pa:asg forms an estimate of the
trace of the Hessian matrix which enters the bounds given by pa:condcst.
• ψ(k;w(− 1)) is the instantaneous gradient vector.
• m = dim(w).
• κ is the regularization parameter.
• N is the number of training examples.
The normalization is motivated by the convergence condition pa:condcst which states that
the step-size should be inversely proportional to the trace of the Hessian. The Hessian
matrix is here taken as the current Hessian, i.e., JN (w(− 1)) which yields26:




























26Here we use the deﬁnition of the gradient pa:nablaexp and the fact: ∂e/∂w = −∂ŷ/∂w.
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As elaborated in Sec. 5.5, we usually neglect the sum of the terms, Ψ(k;w)e(k;w), i.e.,




ψ(k;w(− 1))ψ(k;w(− 1)) + κI. (5.136)
This approximation is denoted the pseudo Hessian. Now, the trace becomes:




















Since we prefer a fully recursive algorithm the trace of the pseudo Hessian is replaced by
the instant value which precisely is the denominator of the expression in pa:asg27.
5.4.2 The SG-algorithm and Computational Complexity
To sum up we give accurate formulations of the SG-algorithm and the Normalized SG-
algorithm (the NSG-algorithm).
Stochastic Gradient AlgorithmInitialization:
Step 1 a. Choose an initial weight vector w(0), cf. Sec. 5.3.2.
b. Specify the number of iterations, itr .
c. Choose the step-size sequence, μ(),  ∈ [1;N itr ].
c. Select the regularization parameter, κ and calculate the pa-
rameter ν = κm/N .
d. Initialize the counter  = 0.
Step 2 for i = 0, 1, · · · , itr − 1
for k = 1, 2, · · · , N
← + 1
ŷ() = f(x(k);w()) CP ŷ
e() = y(k)− ŷ()
e()← μ()e() 1
Compute the product ψ()e() CPψe




27An alternative is to perform a recursive update of this trace, see e.g.,
[Ljung & So¨derstro¨m 83, Sec. 3.5.3].
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• The number of iterations speciﬁes the number of times the training set is replicated
during training28.
• The computation of ψ()e() ≡ ψ(;w())e(;w()) is in layered architectures per-
formed by back-propagation cf. Sec. 5.3.3 and Sec. 5.3.4.
• The indices  on all variables are included for the sake of clarity only; consequently,
they can be omitted.
In the right column the computational complexity29 CP involved in the actual line is









CP ŷ + CPψe +m+ 2
)
κ = 0 (5.138)
where CP ŷ and CPψe are the complexities involved in calculating one sample of the ﬁlter
output and of the product of the instantaneous gradient vector and the error, respec-
tively. These complexities are evidently highly dependent on the chosen ﬁlter architec-
ture; however, recall the expressions listed in Sec. 5.3.4.1 when dealing with an MFPNN.















Normalized Stochastic Gradient (NSG) AlgorithmInitializa-
tion:
Step 1 a. Choose an initial weight vector w(0), cf. Sec. 5.3.2.
b. Specify the number of iterations, itr .
c. Choose the normalized step-size sequence, α(),  ∈ [1;N itr ].
c. Select the regularization parameter, κ and calculate the pa-
rameter ν = κm/N .
d. Initialize the counter  = 0.
Step 2 for i = 0, 1, · · · , itr − 1
for k = 1, 2, · · · , N
← + 1
ŷ() = f(x(k);w()) CP ŷ
e() = y(k)− ŷ()
Compute the gradient vector ψ() CPψ
μ() = α()|ψ(k;w(− 1))|2 + ν m+ 10
e()← μ()e() 1
28In the literature iterations also are denoted “passes” or “epochs”.
29Measured as the total number of multiplications and divisions.
132
w() = (1− κμ())w(− 1) +ψ()e() 2m+ 1
end
end









CP ŷ + CPψ + 3m+ 12
)
κ = 0 . (5.140)














5.5 The Modified Gauss-Newton Algorithm
The oﬀ-line Newton-Raphson approach is based on successive second order Taylor series
expansions of the cost function. Let w(i−1) be the previous weight estimate, i.e., the
weight estimate at iteration i− 1. The cost function is approximated by:
CN (w) ≈ CN (w(i−1)) + 2∇N (w(i−1))δw + δwJN (w(i−1))δw (5.142)
where
• δw = w −w(i−1).
• ∇N (·) is the gradient of the cost function which cf. pa:gradient, (5.36) is given by:













e(k;w(i−1)) = y(k)− f(x(k);w(i−1)). (5.145)

























Requiring that the weights of the current iteration, w(i), minimize the cost function – i.e.,
∂CN (w(i))/∂w = 0 – leads to the weight update
Δw(i−1) = w(i) −w(i−1) = −J−1N (w(i−1))∇N (w(i−1)). (5.148)
Obviously, the invertibility of the Hessian is presupposed. This update is known as a
Newton-Raphson iteration [Seber & Wild 89, Sec. 13.3]. If the model is an LX-model –
i.e., linear in the weights – then the cost function is indeed quadratic (see e.g., pa:costlin
in Sec. 5.2), q.e., pa:mgntayl is not an approximation. Consequently, the cost function
is minimized by performing one Newton-Raphson iteration irrespective of how w(i−1) is
chosen. On the other hand, dealing with general NN-models with non-quadratic cost
functions usually several iterations are required in order to obtain a reasonable solution.
Generally, we use a modiﬁcation of the Newton-Raphson iteration. The reader is e.g.,
referred to [Seber & Wild 89, Sec. 13.3 & 14.1–14.3] for a review of various modiﬁcations.
Here we merely mention the so-called modiﬁed Gauss-Newton (MGN)30 approach which
comprises the following modiﬁcations:
• The Hessian is in general not restricted to be positive semideﬁnite. Suppose for
instance that w(i−1) is close to a local maximum then the Hessian is negative def-
inite, and consequently, the weight update does not become a descent direction cf.
pa:descent. A possible modiﬁcation of the Hessian so that positive semideﬁniteness













ψ(k;w)ψ(k;w) + κI. (5.149)
Obviously, the pseudo Hessian is positive semideﬁnite31 and the direction
−J˜−1N (w(i−1))∇(w(i−1)) thus becomes a descent direction cf. pa:descent.
An additional beneﬁt of using the pseudo Hessian approach is a – normally – tremen-
dous reduction in the computational complexity. This is due to the fact that the
ﬁrst term of the pseudo Hessian is an outer product of the instantaneous gradient
vector, ψ, which already has been calculated in order to determine the gradient ∇
cf. pa:mgnnab.
30Also known as the damped Gauss-Newton and the “method of scoring”.
31This is seen by expressing the pseudo Hessian as: JN = B







J is positive semideﬁnite if ∀ v = 0: vJNv ≥ 0. That is, let v1 = Bv then vJNv = |v1|2 + κ|v|2 ≥ 0 as
κ ≥ 0.
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The validity of the pseudo Hessian approach may be supported by the following
facts:
– First notice that the discussion is relevant when w(i) is close to
ŵ = arg minwCN (w) only.
– If the error, e(k; ŵ), is small then one would expect that the neglected term is
small.
– If the model is nearly linear in the weights then Ψ(k;w) is close to zero32, and
consequently, the neglected term becomes small.
– When the model is capable of modeling the system33 then the error, e(k; ŵ),






















When κ is small the time-average of the error equals zero approximately cf.
pa:errav, i.e., the neglected term is small.
• The quadratic cost function approximation in pa:mgntayl is valid only when w(i) is
close to w(i−1). However, the update w(i)−w(i−1) = −J˜−1N (w(i−1))∇N (w(i−1)) may
possibly result in that the quadratic approximation is violated. Hence, it may be
proﬁtable to introduce a step-size, μ(i) ≥ 0 which modiﬁes the length of the weight
update so that the cost is decreased, i.e., CN (w(i)) < CN (w(i−1)).
The modiﬁed Gauss-Newton iteration is then given by:
w(i) = w(i−1) − μ(i)J˜−1N (w(i−1))∇N (w(i−1)). (5.151)
In Fig. 5.7 an example of one MGN iteration is shown. When using the MGN approach
the convergence is quadratic [Seber & Wild 89, Sec. 13.2.3], i.e.,∣∣∣CN (w(i))− CN (ŵ)∣∣∣ = const · ∣∣∣CN (w(i−1))− CN (ŵ)∣∣∣2 . (5.152)
This is indeed much faster than the linear convergence of the GD-algorithm. However, if
the pseudo Hessian is a poor approximation to the Hessian in the vicinity of ŵ the RGN
approach may result in slow linear convergence [Seber & Wild 89, Sec. 14.1]. Another
advantage of the MGN is that it is almost independent of the eigenvalue spread of the
Hessian contrary to the GD-algorithm. This is due to the fact that the inverse Hessian en-
ters the weight update. Contemplate for simplicity the case where the Hessian is diagonal,
i.e., J˜
−1




i · ∇N,i (5.153)
where∇N,i is the the i’th component of∇N (w(i−1)). Each weight thus has its own eﬀective
step-size μ(i)λ
−1
i which is large when the eigenvalue, λi, is small and vice versa. This is
in keeping with the fact that speed of convergence is proportional to the eigenvalues – or
32Note that Ψ(k;w) ≡ 0 for LX-models.
33A more accurate deﬁnition is given in Ch. 6 where we shall denote such a model a complete model.
Furthermore, the transition of the Hessian into the pseudo Hessian is discussed in various contexts.
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curvature of the cost function (see e.g., Sec. 5.4). Consequently, all weights have equal
speed of convergence irrespective of the eigenvalue spread.
In summary, the MGN-algorithm becomes:
Modiﬁed Gauss-Newton AlgorithmInitialization:
Step 1 a. Choose an initial weight vector w(0) cf. Sec. 5.3.2 and deter-
mine the cost, CN (w(0)).
b. Let the “old” cost CN (w(i−1)) =∞ 34.
c. Select a threshold, τ % 1, specifying the minimum relative
change in the cost function.
d. Select the maximum number of iterations, itr .
e. Select the maximum step-size, μmax.
f. Select the regularization parameter, κ.
g. Initialize the counter i = 0.
Step 2 while (i < itr ) ∧
(




Increment the counter i
Calculate the gradient, ∇N (w(i−1))), and
the pseudo Hessian, J˜N (w(i−1))
Determine the update: u = −J˜−1N (w(i−1))∇N (w(i−1))
Set CN (w(i)) =∞ and μ = μmax
while CN (w(i)) > CN (w(i−1))






• The weight updating is terminated when i = itr or when the stop criterion (see also
[Seber & Wild 89, Sec. 15.2.4]):
CN (w(i−1))− CN (w(i))
CN (w(i−1))
< τ (5.154)
is met. τ is a suitable threshold (e.g., 10−6) which speciﬁes the minimum signiﬁcant
relative change in the cost function.
34That is, equal to a very large number.
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5.6 Recursive Gauss-Newton Algorithm
In this section we consider a modiﬁcation of the LS cost function with weight decay




β(k, n)e2(n;w) + γμ(k)β(k, 0)|w −w(0)|2, k = 1, 2, · · · , N (5.155)
where
• β(k, n) is the weighting function (see also Sec. 5.1.2.1) which in accordance with
[Ljung 87, Ch. 11.2] is assumed to obey the recursive property:
β(k, n) =
{
λ(k)β(k − 1, n) 0 ≤ n ≤ k − 1
1 n = k
(5.156)






λ(j) 0 ≤ n ≤ k − 1
1 n = k
. (5.157)
A common choice is λ(k) = λ which results in
β(k, n) = λk−n. (5.158)
That is, exponential weighting. 0 < λ ≤ 1 is consequently often called the exponen-
tial forgetting factor. That is the most recent samples of the error are weighted more
than old samples. This is in particular important when dealing with time-varying
systems (non-stationary environments) in order to track changes. In addition, also
in the case of ﬁxed systems (stationary signals) it may be useful to employ weighting.
This is elaborated below.
• μ(k) is a normalization constant
μ(k) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩







μ−1(k) may be interpreted as the eﬀective memory length, i.e., the eﬀective number
of samples entering the cost function. In addition, it will be demonstrated below
that μ(k) in fact also deﬁnes a time-varying step-size.




1− λk λ < 1, k ≥ 1
k−1 λ = 1, k ≥ 1
. (5.160)





μ(k − 1) + 1, k = 2, 3, · · · , N (5.161)
with μ(1) = 1. Note that 0 < μ(k) ≤ 1 as 0 < λ ≤ 1.
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• The regularization parameter is deﬁned by:
κ = γμ(k)β(k, 0) (5.162)
where γ is the algorithm parameter adjusted so that the desired κ is achieved. Below
it is demonstrated that γ acts as an initialization parameter of the Hessian.
• The weights are regularized against the initial weight vector, w(0), which not nece-
sarily equals zero, cf. Sec. 5.3.2, as in traditional weight decay regularization.
In Fig. 5.8 a typical progress of the parameters is depicted. A recursive algorithm
based on the Gauss-Newton approach, cf. Sec. 5.5, consists in performing one Gauss-
Newton iteration each time a data sample is collected35. The presented derivation is
based on [Ljung 87, Sec. 11.4] which denotes the algorithm: The “recursive prediction
error algorithm”.
Let w(k) be the weight estimate at time k, i.e., the approximation of
ŵ = arg minwCk(w). Now, according to pa:gnitr with w(i) = w(k), w(i−1) = w(k − 1)
and the step-size μ(i) = 1:
w(k) = w(k − 1)− J˜−1k (w(k − 1))∇k(w(k − 1)). (5.163)
The gradient is cf. pa:cstrgn, (5.34)






β(k, n)ψ(n;w)e(n;w) + γμ(k)β(k, 0) (w −w(0)) . (5.164)
Note initially, i.e., k = 0, the normal equations yields ∇0(w) = 0 which results in ŵ =
w(0).
Using pa:betarek, (5.161) then:
∇k(w(k − 1)) = −μ(k)
k∑
n=1
β(k, n)ψ(n;w(k − 1))e(n;w(k − 1))




β(k − 1, n)ψ(n;w(k − 1))e(n;w(k − 1))
+γμ(k)λ(k)β(k − 1, 0) (w(k − 1)−w(0))
−μ(k)β(k, k)ψ(k;w(k − 1))e(k;w(k − 1))
=
μ(k)λ(k)
μ(k − 1)∇k−1(w(k − 1))− μ(k)ψ(k;w(k − 1))e(k;w(k − 1))
= (1− μ(k))∇k−1(w(k − 1))− μ(k)ψ(k;w(k − 1))e(k;w(k − 1)).
(5.165)
35The derivation presented here deals with the on-line mode recursive Gauss-Newton algorithm; however,
by minor modiﬁcations the oﬀ-line mode version appears without further ado.
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Assumning that w(k − 1) actually minimizes Ck−1(w) then ∇k−1(w(k − 1)) = 0, i.e.,
∇k(w(k − 1)) = −μ(k)ψ(k;w(k − 1))e(k;w(k − 1)). (5.166)
In general this is only an approximation. However, dealing with LX-models (see pa:lxmodel)
then the weight vector converge in only one Gauss-Newton iteration cf. Sec. 5.5; conse-
quently, the asssumption is satisﬁed.










β(k, n)ψ(n;w)ψ(n;w) + γμ(k)β(k, 0) I (5.167)
and the initial value, i.e., k = 0, yields J˜0(w) = γ I.
Now, cf. pa:betarek, (5.161):
J˜k(w(k − 1)) = μ(k)
k∑
n=1




β(k − 1, n)ψ(n;w(k − 1))ψ(n;w(k − 1))
+γμ(k)λβ(k − 1, 0) I + μ(k)ψ(k;w(k − 1))ψ(k;w(k − 1))
= (1− μ(k)) J˜k−1(w(k − 1))
+μ(k)ψ(k;w(k − 1))ψ(k;w(k − 1)). (5.168)
J˜k−1(w(k − 1)) is not accessible and we are therefore content with the approximation
J˜k−1(w(k − 2)) provided in the previous time step, i.e., the recursion becomes:
J˜k(w(k−1)) = (1− μ(k)) J˜k−1(w(k−2))+μ(k)ψ(k;w(k−1))ψ(k;w(k−1)). (5.169)
If we employ an LX-model the (pseudo) Hessian does not depend on the weight vec-
tor; consequently, the recursion pa:hesupdat is exact. In general, the presence μ(k) in
pa:hesupdat enables a trade oﬀ between the old estimate, J˜k−1(w(k− 2)), and the recent
update, ψ(k;w(k − 1))ψ(k;w(k − 1)).
Combining pa:wupdat, (5.166), (5.169) then the recursive algorithm yields:
J˜k(w(k − 1)) = (1− μ(k)) J˜k−1(w(k − 2)) + μ(k)ψ(k;w(k − 1))ψ(k;w(k − 1)),
w(k) = w(k − 1) + μ(k)J˜−1k (w(k − 1))ψ(k;w(k − 1))e(k;w(k − 1)).
(5.170)
When dealing with a nonlinear minimization task the Hessian truly varies much at ﬁrst
since it is evaluated at diﬀerent estimates w(k); subsequently, it should be proﬁtable to
have μ(k) large in order to track this change. However, when the weights are converged
then the Hessian is almost constant and μ(k) can be reduced (see also Fig. 5.8). Further-
more, note that μ(k) in fact acts like a time-varying step-size.
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In [Ljung & So¨derstro¨m 83, Theorem 4.3, p. 182] it is shown that w(k) is a consistent







= 1, as k →∞. (5.171)
The necessary prerequisites are:
• The step-size complies with:
k · μ(k)→ α, k →∞ (5.172)
where α > 0. This is e.g., accomplished with α = 1 by choosing the forgetting factor
scheme:
λ(k) = 1− η · ak, k = 0, 1, · · · (5.173)
where η = 1−λ(0) and a speciﬁes the rate with which λ(k) approaches 1. In practice
pa:lamsch is implemented by the ﬁrst-order recursive ﬁlter:
λ(k) = aλ(k − 1) + (1− a) (5.174)
with λ(0) = 1− η. A brief proof which shows the claimed property proceeds as fol-




















where bi are constants and I = {i1, i2, · · · , imax} with
i1 = 1, imax =
k(k + 1)− 1
2

















→ 1, k →∞. (5.177)
• The data in the training set are stationary processes, and
ψ(k)e(k),
ψ(k)ψ(k)− H˜k
are mean-ergodic sequences (see e.g., p. 103)37.
36Here the consistency result is formulated w.r.t. operating the algorithm in the on-line mode; however,
a similar result is obtained in the oﬀ-line mode case, see e.g., Sec. 5.4.1.2.
37This is fulﬁlled if the input vector is a strictly stationary strongly mixing sequence (see e.g., p. 180)
and the system pa:system is time-invariant.
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• The pseudo Hessian J˜k(w(k − 1)) is positive deﬁnite ∀ k.
The weight update pa:wupdat1 requires the inverse pseudo Hessian thus involving a
computational expensive matrix inversion each time step. Instead, one may apply the
matrix inversion lemma (see e.g., App. B) in order to obtain a recursion for the inverse
pseudo Hessian. Deﬁne the non-normalized inverse pseudo Hessian:
P (k) = μ(k)H˜
−1
k . (5.178)
According to [Ljung 87, Sec. 11.7] then the recursion yields:
P (k) =
P (k − 1)
λ(k)
−
P (k − 1)
λ(k)
ψ(k)ψ(k)
P (k − 1)
λ(k)
1 +ψ(k)




This recursion is, however, known to have poor numerical properties [Ljung 87, Sec. 11.7]
since round-oﬀ errors accumulate and make P (k) indeﬁnite. This inexpediency can be
circumvented by performing a factorization of P (k) which is discussed in Sec. 5.7.
To summarize, the recursive Gauss-Newton (RGN) algorithm38 yields:
Recursive Gauss-Newton AlgorithmInitialization:
Step 1 a. Choose an initial weight vector w(0), cf. Sec. 5.3.2.
b. Select the regularization parameter, κ.
c. Specify the number of iterations, itr , i.e., the number of times
the training set is replicated during training.
d. Choose a scheme – e.g., pa:lamreki – for updating the instan-
taneous forgetting factor, λ(),  ∈ [1;N itr ].




μ(N itr)β(N itr , 0)
. (5.180)
f. If μ is updated cf. the line denoted † in Step 2. below then
initialize: μ−1(0) = 1.
g. Initialize the counter,  = 0.
Step 2 for i = 0, 1, · · · , itr − 1




μ−1() = λ()μ−1(− 1) + 1 1 †
ŷ() = f(x(k);w()) CP ŷ
38Note that the RGN-algorithm is formulated in the oﬀ-line mode; however, the on-line mode algorithm
simply results by replacing 
 with k and skipping the i loop.
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e() = y(k)− ŷ()
P (− 1)← λ−1P (− 1) m2 +m2
Compute ψ() CPψ




w() = w(− 1) + κ()e() m




• The algorithm passes through the training set several times speciﬁed by the number
of iterations itr , i.e., the number of times the training set is replicated.
• The computation of the instantaneous gradient ψ() ≡ ψ(;w()) is in layered ar-
chitectures performed by back-propagation cf. Sec. 5.3.3 and Sec. 5.3.4.
• The index  on all variables is included for the sake of clarity only and can conse-
quently be omitted.
• The update of μ() is only necessary when a ﬁnal estimate of the inverse pseudo
Hessian is required subsequently. That is, for  = N itr the estimated weights yield
ŵ = w() and according to pa:iphdef we set:
H˜
−1
N (ŵ) = μ
−1()P (). (5.181)
• ν and κ (often called the Kalman gain) are m-dimensional auxiliary variables which
serve the purpose of reducing the computational burden.
• In every line of the algorithm the computational complexity is listed39. Since P is a
symmetric matrix, i.e., only (m2 +m)/2 terms have to be calculated.
Neglecting the complexity of the line indicated by †, and adding up the individual com-
plexity components, the computational complexity of the RGN-algorithm yields:
CPRGN = N itr
(
CP ŷ + CPψ + 2m
2 + 4m+ 20
)
. (5.182)
Considering a 2-layer MFPNN using the approximate result cf. pa:ycom2, and pa:cppsi2l:








as p = dim(z) denotes the number of input neurons.
In the neural network literature similar algorithms have been proposed [Chen et al. 90a],
[Chen et al. 90b], [Kollias & Anastassiou 89]. In that context note the following matters:
39Recall that this measured as the number of multiplications and divisions and one division is assumed
to be equivalent to 10 multiplications
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• The algorithms presented in [Chen et al. 90a] and [Chen et al. 90b] do not emphasize
that the algorithms indeed minimize the modiﬁed cost deﬁned in pa:cstrgn.
• In [Chen et al. 90a] it is noted that dealing with layered architectures we need to
back-propagate the δ(r) vector (cf. Sec. 5.3.3) only in order to ﬁnd the instantaneous
gradient vector ψ(k). On the other hand, in [Kollias & Anastassiou 89], is suggested
to back-propagate two terms. First the δ(r) vector (with dimension mr) in order to
determine the product ψ(k)e(k). Secondly, a mr×mr matrix β(r) in order to update
the inverse pseudo Hessian. This approach thus seems ineﬃcient.
• Both [Chen et al. 90b] and [Kollias & Anastassiou 89] suggest – in connection with
the MFPNN architecture – to use block-diagonal pseudo Hessian approach. This
consists in neglecting terms which correspond to weights of diﬀerent neurons. In
other words, we deal with one pseudo Hessian per neuron, and the Hessians are
independent. This naturally diminish the performance of the algorithm; however, the
complexity is reduced signiﬁcantly. In addition, it enables a parallel implementation
since each neuron is updated individually.
5.7 Recursive Gauss-Newton Algorithm with
Bierman Factorization
The aim of the Recursive Gauss-Newton Algorithm with Bierman Factorization (RGNB)
is to remedy the numerical stability problems with the RGN-algorithm. This is done by
factorizing (or decomposing) P according to the U-D factorization [Bierman 75]:
P = UDU (5.184)
where U = {uij} is a unit upper triangular matrix (i.e., the diagonal consists of ones solely)
and D = diag{d}, d = [d1, d2, · · · , dm], is a diagonal matrix. A number of alternative
factorizations is possible, see e.g., [Bierman 75], [Ljung 87, Ch. 11.7]. When di > 0,
∀ i ∈ [1;m] then obviously P is postive deﬁnite. That is, if U and D are updated
seperately then P can be ensured to be positive deﬁnite. The algorithm is shown to be
numerically stable when the forgetting factor λ = 1 cf. [Bierman 75]. In [Bierman 75] the
algorithm is derived in the case λ = 1 only. However, it is straight forward to incorporate
the forgetting factor, λ(k). This is due to the fact that the update P (k) depends on
P (k − 1)/λ(k) only, cf. pa:pupdat. Suppose that P (k − 1)/λ(k) is factorized as:
P (k − 1)
λ(k)
= UDU, (5.185)
and P (k) as:
P (k) = ÛD̂Û

. (5.186)
Furthermore deﬁne the following quantities:
α = 1 +ψ(k)
P (k − 1)
λ(k)
ψ(k), (5.187)
f = [f1, f2, · · · , fm] = Uψ(k), (5.188)
v = [v1, v2, · · · , vm] = Df = DUψ(k). (5.189)
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The U-D factorization of the term in the square brackets can be done explicitly cf.
[Bierman 75]. Suppose that the factorization is given by:
U˜D˜U˜















Since both U and U˜ are upper triangular matrices then the product UU˜ is an upper
triangular matrix. Consequently, the following identities result:
D̂ = D˜, (5.195)
Û = UU˜ . (5.196)
At the succeeeding time step, k + 1, U and D is the U-D factors of P (k)/λ(k + 1). This
is obtained by letting: D = D̂/λ(k + 1) and U = Û .
This concludes the updating of the U-D factors and ﬁnally the RGNB-algorithm cf.
[Bierman 75] becomes40:
RGNB-AlgorithmInitialization:
Step 1 a. Choose an initial weight vector w, cf. Sec. 5.3.2.
b. Select the regularization parameter, κ.
c. Specify the number of iterations, itr , i.e., the number of times
the training set is replicated during training.
d. Choose a scheme – e.g., pa:lamreki – for updating the instan-
taneous forgetting factor, λ(),  ∈ [1;N itr ].
e. Initialize the U-D factors, i.e., U = I, and D = γ−1 I. γ is
cf. pa:kappaeqn given by:
γ =
κ
μ(N itr)β(N itr , 0)
. (5.197)
f. If μ is updated cf. the line denoted † in Step 2. then initialize:
μ−1(0) = 1.
g. Initialize the counter,  = 0.
40The iteration variable 
 used elsewhere is omitted for simplicity.
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Step 2 for i = 0, 1, · · · , itr − 1




μ−1 ← λ()μ−1 + 1 1 †
ŷ = f(x(k);w()) CP ŷ
e = y(k)− ŷ
Compute ψ CPψ
f = Uψ m
2 −m
2
v = Df m
α = 1 + v1f1 1
γ = 1α 10
d1 ← λ−1γd1 2
b1 = v1
for j = 2, 3, · · · ,m
β = α
α← α + fjvj 1
pj = −fjγ 1
γ = 1α 10
dj ← λ−1βγdj 3
bj = vj
for i = 1, 2, · · · , j − 1
β = ui,j
ui,j = β + bipj 1








• The computation of the instantaneous gradient ψ() ≡ ψ(;w()) is in layered ar-
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chitectures performed by back-propagation cf. Sec. 5.3.3 and Sec. 5.3.4.
• b, p are some auxiliary m-dimensional vectors and β, γ are auxiliary scalars.
• As in the RGN-algorithm the updating of μ−1 is omitted unless the inverse pseudo
Hessian is required subsequently. In the latter case then with  = N itr the estimated
weights yield ŵ = w and the inverse pseudo Hessian is cf. pa:iphdef, (5.185) we set41:
H˜
−1
N (ŵ) = μ
−1P = μ−1λ()UDU. (5.198)
• In right column the computational complexity of the actual line is shown. Notice:
– A division is assumed to be equal to 10 multiplications.
– The U matrix contains (m2−m)/2 elements which are diﬀerent from zero and
one.
– The D matrix contains m non-zero elements.
– The complexity of the i-loop is equal to 2(j − 1) and since j ∈ [2;m] then the
total complexity is found by multiplying with 2
∑m
j=2(j − 1) = m2 −m.
– The total complexity of the lines which are in the j-loop only is found by
multiplying with 15(m− 1).
• Neglecting the complexity of the line indicated by †, and adding up the individual
complexity components yields:
CPRGNB = N itr
(









Considering a 2-layer MFPNN using the approximate result cf. pa:ycom2, and pa:cppsi2l:










Another advantage of the RGNB-algorithm appears by comparing pa:rgnbcom and
pa:rgncom. The result is42:
CPRGNB < CPRGN as m ≥ 23. (5.201)
41In order to avoid a multiplication with λ(
) in pa:iphrgnb the multiplications with λ−1 in the updating
for dj , j ∈ [1;m] should be omitted in the last iteration.











m + 2 > 0
.










The subject of this chapter was algorithms for estimating the ﬁlter weights - or parameters.
The weights are estimated by minimizing some cost function on the basis of collected input-
output data, called the training set. The choice of cost function and various aspects of
the minimization task were discussed. In particular, we focused on the Least Squares (LS)
cost function with a weight decay regularizer.
The minimization task can be solved using either oﬀ-line or recursive algorithms. An
oﬀ-line algorithm iteratively updates the weight estimates based on all data in the train-
ing set, while a recursive algorithm uses the most recent data sample only. Recursive
algorithms are therefore suitable for on-line tracking of time varying systems; however,
they may also be used in an oﬀ-line mode. The algorithms fall into two classes: Gradi-
ent Descent (ﬁrst order algorithm) and Newton-Raphson (second order algorithm) based
algorithms. Algorithm performance was discussed in terms of convergence properties and
computational complexity. Generally, ﬁrst and second order algorithms provide a trade
oﬀ between convergence and computational complexity. Second order algorithms converge
much faster at the expense of increased computational complexity. In Ch. 8 we present
some comparative studies which indicate the potential of second order algorithms.
We focused mainly on layered feed-forward ﬁlter architectures, including the multi-
layer feed-forward perceptron neural network (MFPNN), even though the algorithms are
general purpose. The chosen architecture enters the algorithms through the determination
of the ﬁlter output, ŷ(k), and the instantaneous gradient vector, ψ(k;w) = ∂ŷ(k)/∂w,
i.e., the derivative of the ﬁlter output w.r.t. the weights. The crucial matter is the deter-
mination of ψ. We demonstrated how the back-propagation algorithm can be generalized
to deal with general layered ﬁlter architectures w.r.t. determination of ψ. Moreover, a
compact matrix formulation of the back-propagation within MFPNN was provided.
In addition, we suggested a procedure for proper initialization of the weights in an
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Figure 5.3: Example of the location of two neurons, i.e., n = 2, i1, i2 according to the
probability distribution function, Pzj (zj), of zj . The lower plot shows the responses of the
neurons.
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x(k) y(k)^f (x;w )(1) (1) (l) (l)(2) (2)f (s ;w )(1) f (s ;w )(l-1)
s s(1) (l-1)
s (2)
First Layer Second Layer l’th Layer
Figure 5.4: A layered ﬁlter architecture. s˜(r), w(r) are the output and the weight vector
of the r’th layer, respectively. f (r)(·) is the vector function which speciﬁes the nonlinear
mapping of the r’th layer.
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Figure 5.5: The general back-propagation algorithm for calculating gradient vectors.
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The subject of this chapter is the discussion of ﬁlter architectures.
First we brieﬂy discuss the possibility of using a priori knowledge in order to determine
a proper ﬁlter architecture.
Next the concept of generalization ability and generalization error is introduced. From
a theoretical point of view the ultimate goal is to determine the architecture which min-
imizes the generalization error; however practical considerations such as computational
complexity, numerical precision, hardware platforms etc. may lead to a ﬁlter architecture
which is not necessarily optimal w.r.t. generalization error. We introduce the model error
decomposition which enables the discussion and interpretation of various factors which
inﬂuence the generalization error. The aim is to clarify possibilities and limitations in
ﬁnding algorithms which automatically synthesize the ﬁlter architecture.
The rest of the chapter is devoted to practical ﬁlter architecture synthesis algorithms,
called ASA’s. First a basic algorithm for architecture synthesis based on generalization
error estimates is introduced. A number of commonly used generalization error estimates
are mentioned and their limitations are discussed. Furthermore, we present a novel gener-
alization error estimate which is developed with the aim of handling NN-models which are
incomplete, i.e., not able to model data perfectly. Next we focus on algorithms for expan-
sion and reduction of the ﬁlter architecture aiming at improving the generalization ability.
The ideal ASA gradually expands and reduces the architecture in order to accomplish
changing environments and to ensure that the ASA does not get stuck in a suboptimal ar-
chitecture. In particular, algorithms which optimize the ﬁlter architecture by eliminating
superﬂuous weights are presented.
Finally we demonstrate that regularization can be viewed as a tool for partial opti-
mization of the ﬁlter architecture since it has an inﬂuence on the generalization error. It
is shown that the use of regularization may reduce the generalization and thereby improve
the ﬁlter architecture.
6.1 System and Model
Let us recapitulate the deﬁnitions of the system and the model. Suppose that the training
set, T = {x(k); y(k)}, k = 1, 2, · · · , N of connected input-output data is generated by the
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nonlinear system:
y(k) = g(x(k)) + ε(k) (6.1)
where x(k) denotes the (L-dimensional, stochastic) input vector signal, y(k) is the scalar
output signal, g(·) constitutes a time-invariant mapping and ε(k) is the inherent stochastic
noise source with zero mean and ﬁnite variance, σ2ε . Furthermore, suppose that the model
of the nonlinear system obeys:
y(k) = f(x(k);w) + e(k;w) (6.2)
where e(k;w) is the error signal.
6.2 A Priori Knowledge
As mentioned in Ch. 1 a priori knowledge may be signiﬁcant when guiding the choice of
a proper ﬁlter architecture. Two extreme situations exist:
1. The structure of the system which generated the data is known in detail from physical
experimental analysis. The only missing information is the speciﬁc values of some
characteristic system parameters under the actual circumstances.
2. No information of the data generating system is available at all. That is, we are
obliged to use “black box” modeling.
In practice none of the situations occur. If much a priori knowledge is available a highly
specialized model structure will emerge. It is hard to believe that the neural network
architectures presented in Ch. 3 will resemble this specialized structure. Consequently,
it should be emphasized that neural network architectures have the greatest potential in
cases where sparse a priori knowledge is available or too expensive to collect. On the
other hand, neglecting structural knowledge, thus ending with black box modeling, may
result in poor performance. Eﬀorts on incorporating the knowledge into the architecture
is consequently important; however, in the general case it is troublesome to provide any
guidelines.
A source of structural knowledge may stem from estimating some relevant features
from the present data, i.e., the training set. In Ch. 4 during the discussion of prepro-
cessing methods simple algorithms for determining architecture parameters such as win-
dow length, L, and delay, D, is suggested. The choice of preprocessing method may
be regarded as structural knowledge thus reducing the task of the succeeding black box
ﬁlter. The literature also provides methods which decide whether the system is basi-
cally linear or nonlinear from estimating various features, see e.g., [Priestley 88, Sec. 3.4],
[Billings & Voon 83]. However, the computational complexity and assumptions involved
in these approaches give rise to the question whether it is simpler just ﬁtting an LL- and
an XN-model. If the XN-model performs better than the LL-model then this indicates
that the system indeed is nonlinear of nature.
In [Ljung 87, Ch. 16] further elaborations on a priori considerations are treated.
6.3 Generalization Ability
In the context of searching for an optimal ﬁlter architecture a model quality, or perfor-
mance measure, is required. The quality of an estimated model is judged as good if the
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model has the ability to generalize, that is the model is capable of predicting the system
properly using data which are not present in the training set. Formally we make the fol-
lowing deﬁnition which also is suggested elsewhere, e.g., [Krogh & Hertz 91], [Ljung 87],
and [Moody 91]:
Definition 6.1 The generalization error1, G, is deﬁned as the expected, squared error on











Ext,εt{·} denotes expectation with respect to the joint p.d.f. of [xt, εt]. Note that G
depends both on the model, f(·), and the weights, w. Clearly the model has a better
generalization ability the smaller the generalization error is. Note that according to the
deﬁnition of the expected cost function, C(w) pa:expcst, G(w) = C(w) if no regularization
is employed.
6.3.1 Alternative Definitions of Generalization Ability
The above deﬁnition of G is a common choice and closely connected with the employed
cost function. However, other types of cost functions naturally lead to a redeﬁnition of
the generalization ability.
If the distribution of the output y(k) is known the weights may be estimated by a
maximum likelihood (ML) procedure. That is, let ŵ be a particular ML-estimator then
ŵ = arg min
w
CN (w) (6.4)
where the cost function CN is deﬁned by the negative log-likelihood function
CN (w) = − 1
N
lnLN (w) (6.5)
where ln[·] is the natural logarithm and LN (·) is the likelihood function
LN (w) = p(y(1), · · · , y(N)|x(1), · · · ,x(N);w) (6.6)
Here p(·|·) denotes the joint conditional p.d.f. of all y(k) in the training set conditioned
on the inputs and the parameters.
In this context a natural measure of the generalization error, say G, is the expected
cost function, i.e., the expected negative log-likelihood on an independent sample {xt; yt},
i.e.,
G(w) = Ext,εt {CN (w)} = Ext,εt {− ln[ p(yt|xt;w) ]} (6.7)
Note, that this deﬁnition is in keeping with the philosophy which leads to the AIC gener-
alization error estimator [Akaike 74] (see Sec. 6.5).
1The term “generalization error” may seem misleading since it in fact is the expectation of the squared
error signal. However, the nomenclature is in keeping with literature on this subject and furthermore, the
attached substantive “generalization” should prevent any misunderstanding.
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Example 6.1
Assume that e ∈ N (0, σ2e) with unknown variance σ2e , i.e., the variance acts like an extra




























Note the dependence on the parameter σ2e is explicitly emphasized. 
Consider another case where the input x(k) – in contrast to being stochastic – is a
deterministic periodic sequence with period T . A straight forward deﬁnition is thus to











where ε(k) is given implicit through the rewriting:
e(k;w) = g(x(k))− f(x(k);w) + ε(k). (6.12)
6.3.2 Average Generalization Error
The generalization error cf. sa:gentrue is deﬁned for all possible weight vectors, w; however
usually the generalization error when employing the estimated weights, i.e., G(ŵ), is the
quantity of interest since this measures the quality of the estimated model. Now, the
estimated weights, ŵ, depend on the actual training set, T ; that is, if another training
set of equal size were employed other weight estimates would result, and consequently,
another generalization error emerges. In fact, the training set is just a random set of
related, succeeding2 input-output data drawn from an inﬁnite reservoir. Consequently, the
generalization error obtained with the present training set may be rather atypical. That
is, the reason that we believe the model is pretty good or bad could be due to the actual
training data rather than the chosen architecture. If high performance is obtained with
the chosen architecture this is of course no problem at all. However, if low performance is
obtained one might think that the architecture is inadequate, whereas the real reason is an
atypical training set. Consider e.g., the following simple example: Suppose that the data
are generated by the chosen ﬁlter architecture but only a small training set is available.
A few atypical training samples3 then has a high inﬂuence on the weight estimate ŵ and
may thereby result in poor performance.
In order to illuminate these eﬀects we make the following deﬁnition:
2This fact is indeed a consequence of dealing with time series. For instance, within classiﬁcation
problems there may be no dependence among the individual training samples.
3For instance, samples where |e(k)| is large.
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Definition 6.2 The average generalization error, Γ, is deﬁned by:
Γ = ET {G(ŵ)} (6.13)
where the expectation is done w.r.t. the training set4.
Notice two facts:
• Expectation w.r.t. to the training set, i.e., the samples {x(k); y(k)}, k = 1, 2, · · · , N ,
and expectation w.r.t. to the samples {x(k); ε(k)} are identical according to sa:nonsys.
• G(ŵ) depends on the training set via ŵ.
6.3.3 Decomposition of the Generalization Error
The average generalization error, Γ, can be decomposed several ways in order to study the
nature of various components which inﬂuence the generalization ability.







where the expectation is taken w.r.t. the test sample, [xt, εt], which is independent of
the training data – and with that, ŵ. According to the system sa:nonsys and the model
sa:model elimination of y(k) yields
G(ŵ) = Ext,εt
{













Mean Square Adjustment Error
. (6.15)
Above we assume that the inherent noise ε(k) is independent of the input vector x(k).
The ﬁrst term in this decomposition is the variance5, σ2ε , of the inherent noise which does
not depend on the actual model. The second term is the mean square adjustment error
which depends on the employed model, the algorithm for estimating the weights and the
training set. Consequently, the issue of designing a proper ﬁlter consists in reducing the
mean square adjustment error as much as possible.
Next we consider further decompositions of the average generalization error, Γ, which
cf. sa:gamdef is given by Γ = ET {G(ŵ)} where T denotes the training set. Only the
terms which depend on the estimated weights, ŵ, are aﬀected by the expectation w.r.t.
the training set. Furthermore, notice that ŵ does not depend on the independent test
sample.





G(ŵ({x(k); y(k)})) · p(x(1); y(1),x(2); y(2), · · · ,x(N); y(N))
dx(1)dy(1)dx(2)dy(2) · · · dx(N)dy(N)
5Recall that the mean value of the inherent noise equals zero per deﬁnition.
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6.3.4 Model Error Decomposition
Recall that w∗ are the weights which minimize the expected cost function, C(w), and
that ŵ → w∗ as N →∞ in general (see Th. 5.1). Hence, the best attainable ﬁlter within
the actual ﬁlter architecture is: ŷ(k) = f(x(k);w∗) corresponding to the case where an
inﬁnite amount of training data were present. A possible decomposition is then done in
terms of f(x(k);w∗). According to sa:decom1 we get:










































+2ET {Ext {[g(xt)− f(xt;w∗)] · [f(xt;w∗)− f(xt; ŵ)]}}
⎫⎬⎭ Weight FluctuationPenalty (WFP)
. (6.16)
Γ is thus composed of three terms:
• The inherent noise variance which is the lower bound on Γ as well as G(ŵ).
• The mean square model error (MSME ) which convey the minimal increase in the
(average) generalization error when applying the ﬁlter architecture f(·) in order to
model g(·). Using sa:decom1 evaluated at the weights, w, we get:




= σ2ε + MSME (w). (6.17)
Hence the optimal weights, w∗ – which minimize G(w) – also minimize MSME (w).
That is by applying the LS cost function SN (w) the MSME is minimal (provided
that w∗ is the global optimum) since the expected cost function, in this case, equals
G(w)6.
Now, consider the concept of complete models:
Definition 6.3 If there exist parameters, w◦, such that
∀x(k) : g(x(k)) ≡ f(x(k);w◦) we signify the model as complete; otherwise, as
incomplete. w◦ is denoted the true parameters7.
6This is of course a direct consequence of the deﬁnition of the generalization error.
7Note that the true parameters (weights) are not necessarily unique. However, this is not crucial to the
arguments in the following.
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When the model is complete then MSME (w∗) becomes zero provided that the LS
cost function is employed (i.e., no regularization) and that w∗ is the global minimum.
This is easily seen by the following arguments: In the case of no regularization then
the expected cost function C(w) = G(w). Now w∗ = arg minwG(w) and suppose
that w∗ is the global optimum then cf. sa:gw





This equation is shows that the global optimum is reached for w = w∗ = w◦ and
thereby eliminating the MSME .
In general; however, the MSME is non-zero due to the following circumstances:
– The model is incomplete. Usually the lack of knowledge concerning the struc-
ture of g(·) precludes the possibility of suggesting a complete model (with ﬁnite
order m). Consequently, we claim that incomplete models are the common
case.
– A regularization term is included in the cost function. In this case the optimal
weights, say w∗R, are given by w
∗
R = arg minwC(w) and w
∗
R = w∗, where
w∗ = arg minG(w) = arg minMSME (w). Hence the MSME is increased.
Moreover, it is impossible to calculate the MSME without knowledge of the system,
g(x), and the p.d.f. of the input. In practice the model error then acts as an extra
noise source which is input dependent in contrast to the inherent noise which usually
is assumed independent of the input.
• The last term is the weight ﬂuctuation penalty (WFP) which constitutes the contri-
bution to Γ due to a ﬁnite training set, i.e., the ﬂuctuations in ŵ around w∗ when
applying diﬀerent training sets. Evaluating sa:decom1 at the optimal weights, w∗
we notice that G(w∗) equals the sum of the noise variance and the MSME . Conse-
quently the WFP is also expressed as: ET {G(ŵ)−G(w∗)}. Now, if w∗ deﬁnes the
global optimum then G(w) > G(w∗), ∀w = w∗. In particular, G(ŵ) − G(w∗) is
positive and then the average w.r.t. diﬀerent training sets (i.e., diﬀerent estimates
ŵ) is positive, q.e., the WFP is positive8.
Since ŵ → w∗ as N →∞ (cf. Th. 5.1) it is obvious that the WFP decreases when N
increases. However, only when making some simplifying assumptions it is possible
to state how WFP scales with N . The assumptions9 made in Sec. 6.5 and Sec. 6.6
lead to: WFP = o(N−1), N →∞ for a ﬁxed ﬁlter architecture.
In order to evaluate the WFP the ﬁrst and second order moments:
ET {f(xt; ŵ)},
ET {f2(xt; ŵ)}
are required. One way to perform these calculations is to apply a Taylor series
expansion of f(x; ŵ) around w∗, i.e.,
f(x; ŵ) = f(x;w∗) +ψ(w∗)Δw +
1
2
ΔwΨ(w∗)Δw + · · · (6.19)
8If w∗ is not the global minimum then the WFP will be positive for all estimates, ŵ (over various
training sets) lying in a certain vicinity of w∗. For a speciﬁc training set size, N , this claim may not be
met; however, when N is large enough then it is obviously met since ŵ → w∗ as N →∞.
9The main assumption is that the cost function when employing ŵ is properly approximated by a
second order Taylor series expansion of the cost function around w∗.
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Since only Δw depends on the training set the essential terms to calculate are
the bias ET {Δw}, the covariance matrix10 V = ET {ΔwΔw} and higher order
tensors. In Sec. 6.6 the calculation of the bias and variance is presented. Here we
merely state some of the results. When dealing with complete models the bias is
zero, i.e., ET {Δw} = 0; whereas when dealing with incomplete models the the bias
is zero to order 1/N , i.e., ET {Δw} = 0 + o(1/N). The general result concerning
the covariance matrix is that V ∝ N−1. That is, neglecting higher order terms in
the Taylor series expansion above:
ET {f(xt; ŵ)} = f(x;w∗) + tr [Ψ(w∗)V ] . (6.23)
The last addend of the WFP (see sa:moderr) vanishes in certain cases:
– When the model is an LX-model, i.e., f(x;w) = zw, then ψ = z and subse-
quently Ψ ≡ 0. That means, when dealing with LX-models11
ET {f(xt; ŵ)} = f(x;w∗), (6.24)









































– When the model is complete, since in that case (cf. the discussion concerning
the MSME ) w◦ = w∗, q.e.,
g(xt) ≡ f(xt;w∗). (6.26)
10The covariance matrix of the estimated weights enters the discussion via the identity:
ΔwΨ(w∗)Δw = tr[Ψ(w∗)ΔwΔw] where tr[·] is the trace operator.
11In fact no large N assumption is required in this case if a LS cost function (i.e., w∗ = arg minw G(w))





ET {Δw} = 2Ext,εt
{












This is due to the fact that w∗ minimizes G(w), and consequently, ∂G(w∗)/∂w = 0.
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However, within general NN-models the last addend is non-zero.
The ﬁrst term of the WFP vanishes only when all the following four claims are met:
1. The model is complete.
2. No inherent noise is present, i.e., ε ≡ 0.
3. ŵ is the global minimum.
4. No regularization is employed.
To see this recall from Ch. 5 that ŵ in the case of no regularization is determined
so that the gradient ∂SN (ŵ)/∂w = 0. Evaluating the gradient according to Ch. 5,

















ψ(k; ŵ) [f(x(k);w∗)− f(x(k); ŵ)] . (6.27)
Now the gradient vanishes if ŵ = w∗ and hence, the ﬁrst term of WFP equals zero.
When the complexity of the ﬁlter architecture increases (e.g., by increasing the number of
weights) the MSME is reduced12. This is discussed within various ﬁlter architectures in
Ch. 3. On the other hand, the WFP will typically increase when the number of weights are
increased. This is due to the fact that the ﬂuctuation in each weight provide a contribution
to the WFP . The amount, with which a particular weight contributes, depends on the
curvature of G(w) around the optimal weights and the correlation among the individual
weight ﬂuctuations. In the case of complete models it is easy to show that the WFP
increases with the number of parameters. In App. A it is shown that under certain
assumptions (see e.g., gend:gamcom and Ex. 6.2 below) and when dealing with complete









where m = dim(w). However, in the general case this may not be true which is illustrated
by the following example:
Example 6.2
Consider the linear system:
y(k) = z(k)w◦ + ε(k) (6.29)
12This fact requires in principle that the complex model contains all models with less complexity by
proper settings of the weights. Furthermore, note that the MSME may remain unchanged when increasing
the number of parameters. Consider, e.g., the case of adding an extra input variable which is independent
of the system output, y(k).
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where z(k) = [z1(k), z2(k)] is a two-dimensional stochastic Gaussian i.i.d.13 signal with













ε(k) is an i.i.d. inherent noise sequence with zero mean and variance σ2ε . In addition, ε(k)
is independent of z(k). Finally, w◦ = [w◦1, w◦2] is the true weight vector.
Now consider two models of the linear system. The incomplete model (IM) (the z2(k)
signal do not enter the model):
y(k) = w1z1(k) + e(k), (6.31)
and the complete model (CM):
y(k) = z(k)w + e(k). (6.32)
The aim is to show that the WFP may be less when dealing with the complete model (the














then the WFP of the IM will be less than the WFP of the CM although the CM is more
complex than the IM. It is worth noting that the result is highly dependent on a number
of facts concerning the system and the models. For instance the noise variance, the input
distribution, the true weights, etc. Consequently, in general, one is really not capable of
providing any ﬁrm statements on this topic. 
Since the MSME decreases and, on the other hand, the WFP typically increases when the
number of weights is increased then there will be a trade oﬀ between these to contributions
to the average generalization error. There exists a number of ways to trade oﬀ these terms.
One way is to control the number of weights in the model. In Sec. 6.9 below we focus on
using regularization in order to perform the trade oﬀ.
6.3.5 Bias/Variance Decomposition
A decomposition which resembles the model error decomposition is the bias/variance
decomposition which e.g., is proposed in [Geman et al. 92]. The decomposition proceeds
as follows:
























[ET {f(xt; ŵ)} − f(xt; ŵ)]2
}}
+
13That is the samples of the vector signal are independent, i.e., z(k1) is independent of z(k2), ∀ k1 = k2
and identically distributed.
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The average generalization error is thus decomposed in three terms:
• The inherent noise variance which is the lower bound on Γ.
• The model bias which is the mean squared distance between the system g(x) and
the average ﬁlter ET {f(x; ŵ)}. Recall that when the model is an LX-model then
cf. sa:meanfwhat
ET {f(x; ŵ)} = f(x;w∗), (6.35)
and consequently, the model bias equals the MSME . Since the model bias, in general,
depends on the ﬂuctuation in the weight estimates we can not guarantee that the
model bias decreases (or stay unchanged) when adding extra complexity to the model
which is the case regarding the MSME . However, a decrease in model bias will still
be the typical behavior when adding extra complexity.
• The model variance which reﬂects the average squared deviation from the average
ﬁlter ET {f(x; ŵ)}. Since the model bias equals the MSME when employing LX-
models the model variance consequently equals the WFP .
The bias/variance seems less attractive than the model error decomposition since it is
impossible to give a clear interpretation of the model bias/variance unless the model is
of type LX. Moreover, general arguments which clarify how the model bias/variance is
changed due to changes in the ﬁlter architecture are not available.
6.3.6 Simple Invariance Property of the Generalization Error within
MFPNN
When dealing with the multi-layer perceptron neural network (MFPNN) architecture it is
possible to state a simple invariance property of the generalization error.
Consider an MFPNN architecture with l layers, cf. Sec. 3.2.2. The processing in the





, r = 1, 2, · · · , l − 1 (6.36)
where s(r)(k) is the augmented (mr + 1)-dimensional state vector of the r’th layer, W (r)
is the mr × (mr−1 + 1) weight matrix, and h(·) is the vector activation function. s(0)(k)
is, per deﬁnition, the input to the network. The ﬁlter output yields
ŷ(k) = W (l)s(l−1)(k) (6.37)
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, 1 ≤ r ≤ l − 1
u(r) , r = l
(6.39)
u(r) = W (r)s(r−1)(k) (6.40)
is a function deﬁning the processing within the layers r, r + 1, · · · , l and r = 1, 2, · · · , l.
Theorem 6.1 Consider an MFPNN with l layers and suppose that only the weights as-






where ζ(·) is a ﬁxed function deﬁned in sa:zetadef. Furthermore, consider a similar MF-






where Q is a non-singular (mr−1 + 1)× (mr−1 + 1) matrix and Ω(r) is the weight matrix
of the r’th layer.
Suppose that weight matrices of the two networks are estimated according to a cost
function which only depends on the weights, W (r), Ω(r), respectively. For instance, the
usual LS cost function without a regularization term.
Provided that the assumptions hold, then the average generalization error of the two
networks is identical. That is, the average generalization error is invariant to a linear
transformation of any of the state vectors, s(r), r = 0, 1, · · · l − 1.
Proof The average generalization error by applying the ﬁlter sa:yhatmf1 is according to













where ET {·} and Es(0)t ,εt is expectation w.r.t. the training set, T = {s
(0)(k); y(k)}, k =





= yt − ŷ1





where ŵ(r) is the estimated weight matrix, i.e., the weight matrix which minimizes some

















where c(·) is the instant cost, e.g., c(y(k), ŷ(k)) = (y(k)− ŷ(k))2.
Concerning the evaluation of the above expectations one should notice two facts:
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• The estimated weight matrix does not depend on the the independent test sample;
only on the training set.
• s(r−1) is a ﬁxed function of the input vector s(0) since the all weights but the weights
in the r’th layer are assumed ﬁxed.



























































Consequently, the estimated weights, Ω̂
(r)
, are deterministically related to ŵ(r). Accord-
ingly, et(Ω̂
(r)
) ≡ et(ŵ(r)) and then Γ remains unchanged. 
Even though there is no gain with regard to generalization error by performing linear
transformations of the state vectors15 of an MFPNN there may still be numerical advan-
tages. If the transformation matrix, Q, is chosen so that the transformed vectors become
uncorrelated the condition number of Hessian matrix will typically decrease. As regards
the output layer this is deﬁnitely true since it is linear in the weights. Consequently, we
expect less sensitivity to round oﬀ errors. Furthermore, the convergence speed of ﬁrst or-
der weight estimation algorithms – such as the stochastic gradient algorithm – is increased
(see Ch. 5).
6.4 Fundamental Limitations
Recall that the goal is to ﬁnd the architecture with minimal average generalization error.
It is important to emphasize that the above decompositions are descriptive of nature, i.e.,
they explain various facts which give rise to average generalization error contributions.
However, they do not directly lead to a prescription of how the ﬁlter architecture should
be altered in order to minimize the average generalization error.
14The existence of Q−1 is ensured by the assumption that Q is non-singular.
15Formally, we showed linear invariance for a single layer only. However, when simultaneously performing
linear transformations of several state vectors, the invariance is assured by using the theorem successively.
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6.4.1 Complete Models
Regarding complete models the MSME and the last addend of WFP are zero. Conse-








which merely stems from dealing with a ﬁnite training set. However, to be sure that the
model is complete requires much a priori knowledge, so we claim the common case is that
the model is incomplete.
Now consider two types of complete models:
1. The minimal complete model which contains the necessary weights only, i.e., if a
weight is removed the model becomes incomplete. The only way to reduce Γ in this
case is to collect more training data so that ŵ becomes closer to w∗ on the average.
2. The over-parameterized complete model which contains more than the necessary
number of weights; hence, a subset of the weights will optimally be equal to zero16.
If one is able to detect the weights which optimally are zero then these weights can
be removed and consequently, the WFP is reduced as the “noise” stemming from
these weights is eliminated. This issue is further treated in Sec. 6.6.
6.4.2 Incomplete Models
Regarding incomplete models the MSME is non-zero. Both the MSME and the WFP
depends on the system; either directly when g(x) enters the expression17 or indirectly
through w∗ and ŵ18.
In general it is impossible to predict how the MSME changes when the model is changed
since it is inﬂuenced by both the structure of the system, i.e., g(x), and the distribution
of the input. The structure of the system is of course unknown and the distribution of the
input is also often unknown. This fact is indeed a fundamental limitation in the search
for the optimal architecture. In order to handle this limitation two strategies may be
suggested:
1. A priori knowledge on the structure of the system may be used. Obviously only
partial knowledge is available of the system and furthermore this knowledge may be
hard to formulate explicitly. An example of such a priori knowledge may be that we
believe that the system, g(x), is a polynomial system (see Sec. 3.2.1) with unknown
order. In addition, if the function, g(x), is supposed to vary slowly with x then the
coeﬃcients (the true weights) will decline to zero as the order increases according to
some scheme.
2. Alternatively a trial and error technique may be used. That is, pick two architectures,
estimate the average generalization error (see Sec. 6.5.1) and choose the architecture
with the lowest average generalization error.
16The subset is not necessarily unique. Consider e.g., an MFPNN which contains two inputs which are
linearly dependent. Then the weights associated with either the ﬁrst or the second input can be set equal
to zero.
17This is the case concerning the MSME and the second addend of WFP cf. sa:moderr.
18This is due to the fact that ŵ is the weights which solve the equation: ∂CN (w)/∂w = 0. Now, the
error signal e(k) = y(k)−f(x(k);w) = g(x)−f(x(k);w)+ε(k) which depends on the system, g(x), enters
this equation.
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The prediction of how WFP changes when the number of weights, m, is increased is
aﬄicted with the same diﬃculties as mentioned above. In particular, recall from Ex. 6.2
that WFP declined when adding extra weights. This fact indeed conﬂicted with the
intuition (from complete models) that the WFP increases with m. On the other hand,
it may still be possible to predict how the WFP changes when reducing m. This is
illustrated by the following example: Suppose that an extra weight is considered to be
included into the model. The eﬀect of including this weight highly depends on the structure
of g(x). Consequently, the prediction whether the inclusion of the weight provides a
signiﬁcant improvement or not can only be answered if some a priori knowledge on g(x)
is available. On the other hand, when facing the problem of whether a particular weight
should be removed the information concerning g(x) is already available in terms of the
weight estimate.
The aim of reducing m is to ensure that WFP declines without causing any increase
in MSME . In Sec. 6.6 we present a statistical framework for testing hypotheses19 on the
optimal weights. Consider, e.g., the hypothesis: w∗i = a. If the hypothesis is true then
ﬁxing wi at the value a – and thereby reducing the number of weights by one – does
not cause any increase in the MSME . Moreover, the WFP will intuitively decrease as
ŵi = w∗i = a; hence, the contribution from the i’th weight is eliminated. However, it has
p.t. not been possible to give any cogent proof concerning a general incomplete NN-model.
Instead the simple example below may provide an intuitive argument.
Example 6.3
Consider the linear system:
y(k) = w◦1 + w
◦
2x(k) + ε(k) (6.52)
where x(k) ∈ N (0, σ2x) is an i.i.d. input signal, ε(k) is an i.i.d. inherent noise sequence





are the true weights.
Now consider two incomplete models of the linear system. The ﬁrst model, called the
unrestricted model, obeys:
y(k) = w1 + w3x2(k) + e(k)
= wz(k) + e(k;w) (6.53)
where w = [w1, w3], z = [1, x2(k)], and e(k;w) is the error signal. The model is
obviously incomplete since no linear term, i.e., x(k), is present. On the other hand, the
model contains a quadratic term, x2(k) which not is present in the system. Moreover,
since x(k) is a zero mean Gaussian signal x(k) is uncorrelated with x2(k). This implies
(as elaborated in App. F) that the optimal setting of w3 w.r.t. the LS cost function20 is
w∗3 = 0. That is, none of the systematic error21 is explained by including the x2(k) term.
Due to the ﬁnite training set w3 is, in general, assigned a non-zero value which results in
a contribution to the WFP . Intuitively it seems clear not to include this term after all.
This leads to the consideration of the restricted model given by:
y(k) = w1 + e(k;w1). (6.54)
19The common hypothesis is that some of the weights optimally are equal to zero.
20Note that the optimal setting depends on the chosen cost function and the statistic of the input. That
is, if x(k) is not Gaussian one may proﬁt by including the x2(k) term.
21That is, the part of the error signal e(k;w) which depends on the input.
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Since the optimal setting of w3 in the unrestricted model equals zero the MSME ’s of the
two models are identical. That is, in the limit of an inﬁnite training set the generalization
ability is equally good. The goal is now to demonstrate that WFPu of the unrestricted
model is larger than WFPr of the restricted model. Consequently, if some weight elimina-
tion procedure cf. Sec. 6.6 and Sec. 6.7 leads to the conclusion that a weight (optimally)
can be removed then the restricted model has a better generalization ability.
















Accordingly, WFPu ≥ WFPr, since all involved terms are positive. Consequently, the
average generalization error of the restricted model sa:ex2m2 is better than that of the
unrestricted model sa:ex2m1. 
6.5 Generalization Error Estimates
In this section we attack the problem of estimating the generalization error. This serves
two purposes:
1. It enables us to settle the performance of a ﬁlter architecture. That is, ascertaining
whether the ﬁlter is capable of satisfying the speciﬁed requirements or not.
2. It provides a tool for synthesizing a proper ﬁlter architecture since we prefer the
architecture which has the minimum generalization error.
Below several generalization error estimates from the literature are described and a novel
estimator developed. The estimators diﬀer on various model assumptions. The cross-
validation estimators cf. Sec. 6.5.3, Sec. 6.5.4 are the less restrictive since they do not
presume anything about the model. The remaining estimators diﬀer mainly on two model
properties:
• Complete versus incomplete models (see Def. 6.3). Most estimators assume that
the model is complete, i.e., capable of modeling the system under consideration
perfectly. However, when modeling nonlinear systems by neural networks lack of
a priori knowledge typically results in that complete models cannot be guaranteed.
The possibility of handling incomplete models is thus of major signiﬁcance.
• LX- versus NN-models, i.e., whether the models are linear or nonlinear in the weights,
respectively. In this context handling NN-models is important since many of the
the ﬁlter architectures presented in Ch. 3 (e.g., the multi-layer neural network) are
nonlinear in the weights.
6.5.1 Basic Architecture Synthesis Algorithm
Estimation of the generalization error of various alternative ﬁlter architectures enables us
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Figure 6.1: The ﬂow chart of the basic architecture synthesis algorithm. Γ̂ denotes an
arbitrary generalization error estimate.
alternatives which generalize the best. This is the content of the basic architecture syn-
thesis algorithm depicted in Fig. 6.1. A central element of the algorithm is a procedure
for gradually alteration of the architecture. The most simple strategy is just to select a
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basic architecture, e.g., multilayer feed-forward neural networks, and then vary the num-
ber of weights, for instance by varying the number of hidden neurons. However, in Sec. 6.8
and Sec. 6.7 several more intelligent proposals are considered. The box which specify the
stop criterion may be replaced by other criteria. For instance – due to computational
considerations – one may in advance specify a limited number of architecture candidates.
6.5.2 The Mean Square Training Error
A ﬁrst attempt to estimate the generalization error could be to use the LS cost function,
SN (ŵ) (see Ch. 5), since if e2(k;w) is a mean-ergodic sequence, i.e., cf. [Papoulis 84a, Ch.
9-5]
Ex(k),ε(k){e4(k; ŵ)} <∞, (6.57)
and




{SN (ŵ)} = G(ŵ). (6.59)
That is, in the limit of large training sets the LS cost function coincides with the general-
ization error. However, in practice SN (w) is an unreliable estimator. This is due to the
fact that the estimated weights depend on the training samples. Recall from sa:decom1












Mean Square Adjustment Error
. (6.60)
Both the noise variance and the mean square adjustment error are usually non-zero (and
positive)22; however the LS cost is bounded by
SN (ŵ) > 0. (6.61)
The case of zero cost can in principle be obtained when the number of training data, N ,
equals the number of weights, m. Since for each sample, k ∈ [1;N ], the k’th weight can be
adjusted so that e(k;w) = 0. Hence, the cost function typically will be smaller than the
generalization error. In general this is not true as illustrated by the following example:
Example 6.4
Consider a simple linear data generating system:
y(k) = z(k)w◦ + ε(k) (6.62)
where
• z(k) is a 3-dimensional Gaussian distributed input vector with zero mean and (pos-
itive deﬁnite) covariance matrix:
H = E{z(k)z(k)} =
⎡⎢⎣ 2.84 −3.05 −9.55−3.05 10.7 15.4
−9.55 15.4 36.8
⎤⎥⎦ . (6.63)
22Except the trivial case of dealing with a complete model and no inherent noise where the generalization
error equals zero (see further Sec. 6.3.4).
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• w◦ = [1, 2,−1.5] is the true weight vector.
• ε(k) is a Gaussian noise with zero mean and variance σ2ε = 0.1 · V {y(k)} = 5.23.
The system is modeled by the complete LL-model
y(k) = z(k)w + e(k;w), (6.64)
by minimizing the LS cost function, SN (w) = N−1
∑N
k=1 e
2(k;w), on the training set








where HN = N−1
∑N
k=1 z(k)z
(k). According to sa:gwhatex the generalization error
equals:




= σ2ε + Δw
HΔw (6.66)
where Δw = ŵ −w◦. Note that G(ŵ) ≥ σ2ε as H is positive deﬁninte.
In order to comprehend the relation between the training cost, SN (ŵ) and the gen-
eralization error G(ŵ) they are considered as stochastic variables due to the statistical
variation in ŵ when applying diﬀerent training sets. Experimentally Q independent train-
ing sets, T (s), s = 1, 2, · · ·Q are generated whereupon the training cost and generalization
error are calculated for each realization. In the example we used Q = 81000. In Fig. 6.2
the estimated probability density functions (p.d.f.’s): pSN (σ
2), pG(σ2) of the training cost
and the generalization error, respectively, are shown for N = 6 and N = 20. The ﬁrst
thing to notice is that the lower limit of G(ŵ) actually equals σ2ε indicated by the vertical
dotted line. It is seen that the shape of pG(σ2) is more narrow when N = 20. This is
due to the fact that in the limit N →∞ ŵ → w◦; consequently, the generalization error
equals σ2ε . The characteristic of pSN (σ
2) is that the peak moves toward larger values of σ2
when increasing N . Contemporary it becomes more narrow since in the limit N → ∞ it
equals the generalization error (equal to σ2ε). Observe that when N = 6 the lower limit of
the training cost reaches zero approximately. The reason is that only two training samples
are available per weight.
The statement: SN (ŵ) is lower than G(ŵ) is only true within a certain probability.
The experiment resulted in the following estimate:
Prob {SN (ŵ) < G(ŵ)} =
{
0.97 N = 6
0.85 N = 20
(6.67)
where Prob{·} denotes probability. That is, the statement achieve more evidence when N
is small. 
6.5.3 Cross-Validation
A straight forward generalization error estimate which remedies the dependence between
ŵ and the data used for estimating the mean squared error is the cross-validation estimate,





































Figure 6.2: The estimated p.d.f.’s pSN (σ
2), pG(σ2) of the training cost and the general-
ization error, respectively.
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The technique simply consists in using N − Nc of the samples, assembled in Ttrain, for
estimation of ŵN−Nc23 (i.e., training) and the remaining – preferably independent – Nc
samples, assembled in Tcross, for calculating the generalization error estimate as the average
of the squared error signal. That is:
ŵN−Nc = arg minw CN−Nc(w) (6.68)
where CN−Nc(w) is the cost function employing N − Nc training samples, The cross-
validation estimate (C-estimate) becomes:





The dependence on the training set used to calculate the estimate is sometimes explicitly
indicated by T . The index ν is deﬁned as the percentage of the total number of training





Note with this deﬁnition, N −Nc = νN and Nc = (1− ν)N . Under mild assumptions on
the error signal, cf. sa:eas1, (6.58), then
lim
N→∞
Cν = G(w∗). (6.71)
An obvious drawback using this technique is that only N−Nc data can be used for training
(weight estimation). Since the weight ﬂuctuation penalty, cf. Sec. 6.3.4, increases when
the number of training data decreases the resulting model will generalize worse than when
using all data for training. Consequently, Cν is a biased estimator of G(ŵN ). Conversely,
Cν is an unbiased estimator of G(ŵνN ) if Ttrain is independent on Tcross. However, in a
signal processing context this independence is seldomly sustained due to correlation in
the input signal, x(k). Furthermore, there is a variance contrintion to the error on the
C-estimator which reads:
V {Cν} = ETcross
{







N − |τ |
N
γC(τ) (6.72)





e2(k + τ ; ŵN−Nc)−G(ŵN−Nc)
]}
. (6.73)
Thus V {Cν} = O(N−1c ) which implies a trade oﬀ. On the one hand Nc should preferably
be as small as possible in order to ensure a proper weight estimate; on the other hand Nc
should be as large as possible ensuring Cν to be a reliable estimator of G(w). The optimal
setting of Nc, and thereby ν, depends on various factors such as: the system, the model,
the number of training data, required conﬁdence interval on Cv, etc.. Consequently, an
23Here we explicitly denote that the weight estimate is based on N −Nc training data.
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optimal setting is commonly not accessible. Generally we require ν ≥ 50% with ν = 50%
being a frequent setting.
The C-estimate possesses two immediate advantages: First, notice that no assumptions
on the system, the model, and the p.d.f.’s of the input and the inherent noise are required.
Secondly, the computational complexity is low. Recall from Ch. 5 that the computational
complexity, CP , in this work is measured as the number of multiplications and divisions24.
The computational complexity of the C-estimate, CPC , is:
CPC = CP train(νN) +Nc
(
CP ŷ + 1
)
+ 10 (6.74)
where CP train(νN) is the complexity involved in training on νN examples, i.e., the estima-
tion of the weights, ŵνN and CP ŷ is the complexity of calculating one sample of the ﬁlter
output, ŷ, which is identical to the complexity involved in one sample of the error signal,
since per deﬁnition: e = y − ŷ. These complexities are highly dependent on the employed
architecture and the chosen weight estimation algorithm. In Ch. 5 a further elaboration
is given, in particular, the multi-layer feed-forward perceptron neural network (MFPNN)
architecture is considered. Dealing with a 2-layer network then cf. pa:ycom2 and (5.200)
•




where m is the total number of weights and p = dim(z) is the number of input
neurons.




N itr m2 (6.76)
when m is appropriately large. itr denotes the number of times the training set is
replicated during training.
That is cf. sa:cpcrs:
CPC ≈ ν 32N itr m







+ 1 ≈ 3
2
νN itr m2. (6.77)
6.5.4 Leave-One-Out Cross-Validation
A diﬀerent cross-validation estimate is the leave-one-out cross-validation estimate (L-
estimate) [Draper & Smith 81, Sec. 6.8 & 8.3], [Toussaint 74]. The idea is to successively
leave one sample in the training set out for cross-validation and then use the other for
training. This is depicted in Fig. 6.3. The estimator becomes:





where ŵ(j) is the weight estimate obtained by training on the training set: {x(k); y(k)},
k = 2, 3, · · · , N , j = 1
k = 1, 2, · · · , j − 1, j + 1, · · · , N , j ∈ [2;N − 1]
k = 1, 2, · · · , N − 1 , j = N
. (6.79)
24One division is considered to be equivalent to 10 multiplications cf. Ch. 5
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Training
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Cross-Validation
Figure 6.3: The principle of leave-one-out cross-validation. The estimate, ŵ(j), is based
on the N − 1 training samples k = 1, 2, · · · , j − 1, j +1, · · · , N and the j’th sample is used
for cross-validation, i.e., calculation of the squared error. The procedure is repeated for
all j ∈ [1;N ] and the estimate results from averaging the squared errors.
Regarding the L-estimator as an estimator of the the generalization error involves the
following matters: First notice that N − 1 is used for training, i.e., E{e2(j; ŵ(j))} is only
slightly biased relative to G(wN ) if the j’th sample is independent of the other. In prac-
tice; however, correlation among training samples implies an extra bias. Compared to the
C-estimator we will expect that the L-estimator is less biased (see also [Toussaint 74]).
Still the L-estimator possesses a signiﬁcant variance due to the ﬂuctuations in the esti-
mates ŵj . Comparing the C- and the L-estimators one faces a bias/variance dilemma.
The C-estimator being a strongly biased estimator of G(wN ) with relatively small vari-
ance since we average w.r.t. Nc samples, whereas the L-estimator has a small bias but a
signiﬁcant variance. Furthermore, unlike the C-estimator, the L-estimator has an average
over diﬀerent (after all dependent) training sets.
These facts motivate an intermediate cross-validation estimator – cf. [Toussaint 74] –
where a number of training samples, say Nc, are excluded for cross-validation and the
remaining are used for training. This procedure is repeated N/Nc times and the ﬁnal
estimate results by averaging the individual cross-validation estimates. The bias and
variance are balanced by adjusting Nc.
Another drawback of the L-estimator is that the computational complexity, CPL, is
large due to the fact that training is repeated N times. We get:
CPL = N · CP train(N−1) +N
(
CP ŷ + 1
)
+ 10. (6.80)
The complexities involved are explained in the previous subsection. Dealing with a 2-layer
MFPNN architecture and the RGNB-algorithm for estimating the weights then cf. sa:cpy,
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(6.76) the complexity is approximately given by:








+ 1 ≈ 3
2
N2 itr m2. (6.81)
6.5.5 An Information Theoretic Criterion
In [Akaike 74] a generalization ability estimator, called the information theoretic criterion
(AIC ) is presented. The estimator is based on a maximum likelihood framework, q.e.,
that the weights are estimated due to a maximum likelihood procedure:
ŵ = arg min
w
CN (w) (6.82)
where the cost function CN is deﬁned by the negative log-likelihood function
CN (w) = − 1
N
lnLN (w) (6.83)
where LN (·) is the likelihood function
LN (w) = p(y(1), · · · , y(N)|x(1), · · · ,x(N);w). (6.84)
p(·|·) denotes the joint conditional p.d.f. of all y(k) in the training set conditioned on the
inputs and the parameters. The generalization error is deﬁned as the the expected cost
function, i.e., the expected negative log-likelihood on an independent sample {xt; yt}, cf.
sa:explike
G(w) = Ext,εt {− ln[ p(yt|xt;w) ]} (6.85)
This deﬁnition of the generalization error has a close connection with the Kullback-Leibler
mean information [Kullback 59] as pointed out in [Akaike 74]. Let p◦(y|x) be the true
distribution of y when x is known25. If the estimated model is properly chosen then a
noticeable resemblance between p(y|x; ŵ) and p◦(y|x) is expected. The Kullback-Leibler
mean information,






= Ex,ε {ln p◦(y|x)}+G(ŵ) (6.86)
measures the distance between these p.d.f.’s. Notice that the ﬁrst term is model indepen-
dent; hence, the mean information is small if the generalization is small, i.e., p◦(y|x) is
close to p(y|x; ŵ).
A crucial assumption concerning the AIC is that the model is complete, i.e., in terms of
p.d.f.’s: There exists a true weight vector, w◦ so that p◦(y|x) = p(y|x;w◦). Furthermore,
if ŵ is suﬃciently close to w◦26 then






where mtot is the total number of adjustable parameters, this includes the m weights and
some additional parameters specifying e.g., the p.d.f. of the inherent noise. A derivation
25When the data generating system is y = g(x)+ ε then p◦(y|x) = pε(y− g(x)) where pε(ε) is the p.d.f.
of the inherent noise.
26This holds asymptotically, i.e., ŵ → w◦, as N →∞. Consult e.g., the consistency result Th. 5.1.
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of AIC is provided in [Akaike 74]; however, consult also [Ljung 87, Ch. 16] for a plain
derivation.
AIC is thus a sum of the training cost, CN (ŵ), and a positive penalty term which
penalizes having too many adjustable parameters. This seems reasonable since we know
that the cost function typically is smaller than the generalization error (see Sec. 6.5.2 and
Sec. 6.5.8). In the case of a Gaussian distributed error signal, i.e., e(k) ∈ N (0, σ2e), the
AIC [Ljung 87, Ch. 16] reads (see also Ex. 6.1)




where SN (·) is the usual LS cost function SN (ŵ) = N−1∑Nk=1 e2(k; ŵ) and ln(·) is the
natural logarithm. The total number of adjustable parameters equal m + 1; viz. the m
weights and the unknown error variance, σ2e . Note that the constant terms in connection
with architecture synthesis cf. Sec. 6.5.1 can be omitted.
The AIC -estimator has been a popular tool within signal processing, system identi-
ﬁcation and time series analysis. However, it is known to have some drawbacks. First
the complete model assumption may be questionable in nonlinear ﬁltering applications.
Secondly, the estimator is known to be inconsistent when used for determination of the
order of an autoregressive model27 (AR) [Haykin 91], [Kashyap 80], that is when N →∞
the AR-model with minimal AIC has not the correct order. The tendency is that the
order is chosen too large. The inconsistency can be remedied [Kashyap 80] by introducing
a penalty term of the form 2mK(N)/N where K(N) > 0 obeys,
K(N)→∞, K(N)
N
→ 0, as N →∞. (6.89)
A commonly used function is K(N) = lnN employed e.g., in the Minimum Description
Length estimator [Rissanen 78]. Two facts should be noticed:
• One point of view may be that the goal is a low generalization error. That is, an
incorrect model order may be accepted if no substantial increase in generalization
error results.
• The inconsistency result is valid for inﬁnite training sets only, i.e., the AIC -estimator
may still be better for moderate training sets as pointed out by [Haykin 91, Ch. 2.10].
An estimator, called the Final Information Statistic [Fogel 91], based on the AIC -
estimator has been developed to deal with multi-layer feed-forward neural networks. The
estimator is restricted to handle classiﬁcation problems (i.e., binary output(s)).




aiy(k − i) + ε(k)
where m is the order, ai the AR-parameters and ε(k) a white noise process. Concerning the nomenclature
used in this thesis this equation should rather be denoted the AR-system, i.e., the process which generate
data. The model used for identiﬁcation (cf. the paragraph concerning time series identiﬁcation Ch. 1) is
y(k) = x(k)w + e(k) where x(k) = [y(k − 1), y(k − 2), · · · , y(k −m)] and w is the weight vector.
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6.5.6 The Final Prediction Error Estimator
The Final Prediction Error Estimator (FPE ) [Akaike 69] was invented with reference to
the determination of AR-model orders (see above). FPE is an estimate of the average
generalization error, Γ, (see sa:gamdef) given by:
FPE =
N +m
N −mSN (ŵ) (6.90)
where SN (ŵ) is the LS cost function evaluated at the estimated weights, ŵ, m is the
number of weights, and N is the number of training examples. For m > N , we note that
the factor (N + m)/(N −m) > 1 penalizes having to many weights. In [Akaike 69] it is
claimed that the FPE works both complete and incomplete AR-models, i.e., models which
have more or less weights than the true model, respectively. However, in Sec. 6.5.8 the
FPE -estimator will be discussed intensively and it is demonstrated that the FPE -estimate
– in theory – is valid for complete models only. On the other hand, it is applicable for
general complete NN-models of the form sa:model. The FPE -estimate is characterized by
two immediate advantages: First, all data in the training set can be used for estimating the
weight in contrast to dealing with cross-validation estimates. Secondly, the computational
complexity (see above), CP is low. This involves training, one cost function evaluation,
and one multiplication and division. That is:
CPFPE = CP train(N) +N
(
CP ŷ + 1
)
+ 12. (6.91)
CP train(N) is the complexity associated with training on N examples, and CP ŷ denotes the
complexity involved in calculating one sample of the ﬁlter output. Considering a 2-layer
feed-forward perceptron neural network and the RGNB-algorithm for weight estimation
then cf. Sec. 6.5.3:
CPFPE ≈ 32N itr m
2 (6.92)
where itr is the number of iterations, i.e., the number of training set replications.
The issue of designing a generalization error estimator for incomplete LX-models is
discussed in [Kannurpatti & Hart 91]. The employed LX-model is:
y(k) = zm(k)wm + e(k) (6.93)
where
zm(k) = [zm,1, zm,2, · · · , zm,m] = ϕ(x(k)) (6.94)
is the m-dimensional preprocessed input vector signal with ϕ(·) denoting an arbitrary
linear or nonlinear mapping of the stochastic i.i.d. input signal x(k). The inputs zm,i(k)




= I, where I is the m × m
identity matrix. Furthermore, wm denotes the m-dimensional weight vector. The output
signal, y(k), is supposed to be generated by the system
y(k) = zm◦(k)w
◦
m◦ + ε(k) (6.95)
where w◦m◦ is the true weight vector with dimension m◦. ε(k) is the i.i.d. inherent noise
with zero mean and variance σ2ε which is independent of x(k). It is assumed that
zm =
⎧⎪⎪⎨⎪⎪⎩
[zm◦,1, zm◦,2, · · · , zm◦,m] ,m < m◦
zm◦ ,m = m◦[
(zm◦)














, m < m◦. (6.97)
The result of [Kannurpatti & Hart 91] is that the estimate of the average generalization
error – denoted J – becomes:
J =
{
FPE − 2mN −m
∣∣w◦m◦−m∣∣2 ,m < m◦
FPE ,m ≥ m◦ . (6.98)
This result clearly shows the matter discussed in Sec. 6.4 that if the model is incomplete
(i.e., m < m◦) then the average generalization error depends on the system. In this
case through the vector: w◦m◦−m. Since w◦m◦−m is unknown [Kannurpatti & Hart 91]
suggests to neglect the term28, 2m|w◦m◦−m|2/(N −m), on the condition that N is large,
i.e., J = FPE , ∀m. Hence, the estimator equals the FPE -estimator.












ET {FPE (m)} ≥ ET {FPE (m◦)} (6.100)
where FPE (m) denotes the FPE when using m weights and ET {·} denote the expectation
w.r.t. the training set29, T . That is, on the average over all possible (large) training sets we
expect that minimization of the FPE -estimate result in the correct model. This result does
not necessarily imply that the FPE -estimator is consistent – in fact – it is not30. This is
due to the fact that the FPE -estimator is asymptotically equivalent to the AIC -estimator
when the noise is Gaussian sa:aicgauss cf. [Ljung 87, Ch. 16]. [Kannurpatti & Hart 91]
provides a further reﬁnement since it is shown that limN→∞ Prob{m̂ < m◦} = 0 where
m̂ = arg minm FPE (m). That is, the number of weights is never underestimated in the
limit N →∞.
6.5.7 The Generalized Prediction Error Estimator
The Generalized Prediction Error Estimator (GPE ) [Moody 91], [Moody 92] [Moody 94]
can be viewed as an extension of the FPE -estimator in order to accomplish the following
matters:
• NN-models, i.e., models which are nonlinear in the weights, e.g., MFPNN’s.
• Incomplete models (denoted biased models in [Moody 92]).
• The use of a regularization term in the cost function.
28Note that the term vanishes in the limit N →∞.
29Note that FPE = (N +m)SN (ŵ)/(N−m) depends on the training set through the estimated weights,
ŵ.
30That is, minm FPE(m) = m◦, N →∞.
180
The estimator of Γ, deﬁned in sa:gamdef, becomes:





• ŵ are the estimated weights, i.e., ŵ = arg minwCN (w). Recall from Ch. 5 that
CN (w) = SN (w) + κRN (w), i.e., the sum of the LS cost function, SN (w), and the
regularization term, κRN (w) where κ is the regularization parameter.













– tr[·] is the trace operator.












Note that m̂eﬀ depends on κ through JN (ŵ).




N − m̂eﬀ SN (ŵ). (6.105)
A detailed derivation of the GPE -estimator is not published yet; however, according to
[Moody 92] the idea is to consider the inherent noise as a perturbation to an idealized
model ﬁt to noiseless data. The perturbation is taken as a second order Taylor series
expansion in the inherent noise due to the constraint that the estimated weights mini-
mize the perturbed cost function. Finally, based on this perturbation the average gen-
eralization error is calculated. A prerequisite is that the inherent noise is an i.i.d. se-
quence and independent of the input. Recall that the average generalization is deﬁned
as Γ = ET {E[xt;yt]{e2(k; ŵ)}}, i.e., the expectation of the squared error w.r.t. both the
independent test sample, [xt; yt] and the training set, T . This involves the statistical
ﬂuctuations in the input x and the inherent noise, ε of both the training set and the test








where δ(·) denotes the Dirac delta function and x(k), k = 1, 2, · · · , N are the input samples
contained in the training set. In consequence, the GPE only measures the eﬀect of the
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ﬂuctuation in the inherent noise; the ﬂuctuations in the input is not taken into account.
This disadvantage is also noticed in [MacKay 92a].
Note that with the choice in sa:sighate a simple rewriting gives:
GPE =
N + m̂eﬀ
N − m̂eﬀ SN (ŵ). (6.107)
This formula displays the close connection with the FPE -estimator. If the model is an
LX-model, i.e., linear in the weights, and regularization is not employed then m̂eﬀ = m,
where m is the number of weights, see [Moody 91] and Sec. 6.5.8. Consequently, the
GPE -estimator coincides with the FPE -estimator.
6.5.8 The Generalization Error Estimator for Incomplete, Nonlinear
Models
In this section a novel generalization error estimator for incomplete, nonlinear models (i.e.,
NN-models) (GEN ) [Larsen 92] (a reprint is given in App. I) will be presented. In later
work [Murata et al. 94] derived a similar estimator. The estimator can be viewed as an
extension of the FPE - and the GPE -estimators. The GEN -estimator is encumbered with
some advantages and drawbacks which – in a concise form – are:
Advantages:
• All data in the training set are used for estimating the weights. This is especially
important in situations where training data are sparse. This is not the case when
considering the cross-validation estimators.
• The model cf. sa:model may be an LX-model as well as an NN-model. Recall that
the GPE -estimator also takes NN-models into account, and furthermore that the
cross-validation estimators do not require any model assumptions.
• Both incomplete and complete models are treated. Recall that the incomplete models
are the common case within neural network modeling tasks.
• The input may be correlated31 as well as white. In a signal processing context we
often deal with correlated input.
• The inherent noise may be correlated and dependent on the input. This extends
the usual assumption that the inherent noise is an i.i.d. sequence independent of the
input.
• Noiseless systems are also considered.
• The weight estimate, ŵ, is not required to be the global minimum of the cost func-
tion.
• It is ensured that the estimator becomes an estimator of the average generalization
error, i.e., the estimate provides for ﬂuctuations in both the input and the inherent
noise and in that way it extends the GPE -estimator.
• The possibility of including regularization is treated (the GPE-estimator also deals
with regularization).
31That is, E{x(k)x(k + τ)} = 0.
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• The same framework can be used for general type of cost functions.
Drawbacks:
• A fundamental prerequisite for the derivation is that the training set is large; how-
ever, most estimators in fact require this assumption.
• The model is assumed to be properly approximated by a linear expansion in the
weights in the vicinity of ŵ. The same assumption is made in connection with the
GPE -estimator.
• The weight estimate, ŵ, is assumed to be locally unique, i.e., the cost function has
a curvature around ŵ. This assumption also enters the derivation of the GPE -
estimator.
• Only local eﬀects due to ﬂuctuations in the weight estimate are considered (see
Sec. 6.5.8.3 for further details). This is also a prerequisite for the GPE -estimator –
although it was not mentioned explicitly in [Moody 92].
• The eﬀects of imperfect training32 are not accounted for. In [Hansen 93] this is done
for a LL-model with Gaussian input.
6.5.8.1 Basic Assumptions
Assumption 6.1 The data generating system is given by:
y(k) = g(x(k)) + ε(k) (6.108)
and the nonlinear function g(·) is assumed time invariant33.
Assumption 6.2 The general model is given by:
y(k) = f(x;w) + e(k;w) (6.109)
and the nonlinear function f(·) is assumed time invariant. w denotes the m-dimensional
weight vector and e(k;w) the error signal.
The restriction of the general model to an LX-model results in:
y(k) = wz(k) + e(k) (6.110)
where z = φ(x) and φ(·) is an arbitrary time invariant linear or nonlinear mapping:
R
L → Rm.
The models may be complete or incomplete according to Def. 6.3.
Assumption 6.3 The input x(k) and the inherent noise ε(k) are assumed to be strictly
stationary sequences. Furthermore, E{ε(k)} = 0 and E{ε2(k)} = σ2ε .
However, also consider the following restriction of As. 6.3:
32Recall cf. Ch. 5 that any training algorithm will have some amount of misadjustment, and typically
not be able to reach the global minimum.
33In fact the speciﬁc assumption on the data generating system is not required for deriving generalization
error estimators; however, it is appealing the sake of clarity. Further, the strong motivation for choosing
a model of form given in As. 6.2 is that the data is believed to be generated by sa:datag.
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Assumption 6.4 The input x(k) is assumed to be a strictly stationary sequence and ε(k)
is a white34, strictly stationary sequence with zero mean and variance σ2ε . Furthermore,
x(k) is assumed independent of ε(k), ∀ k.
Assumption 6.5 x(k) is assumed to be an M -dependent stationary sequence 35, i.e., x(k)
and x(k + τ) are independent ∀ |τ | > M . M is denoted the dependence lag.
Let Ω be a closed, bounded set (i.e., compact set) in weight space over which the cost
function cf. pa:cstfun, CN (w), is minimized.
Definition 6.4 Deﬁne W as the set of weight vectors, ŵ, which locally minimize CN (w),
i.e., let dim(θ) = dim(w) then
W = {w ∈ Ω | ∃δ > 0, ∀ ‖θ‖ < δ, CN (w + θ) ≥ CN (w)} (6.111)
where ‖ · ‖ denotes a vector norm.
The cost function is restricted to comply with the following assumptions:





such that ŵ(i) ∈ Ω(i) uniquely minimizes CN (w) within the the partition Ω(i)






a > 0, ∀a = 0. (6.113)
Given As. 6.6 and 6.7, then W according to Def. 6.4 is the countable (possibly inﬁnite)
set:
W = {ŵ(i)} . (6.114)
A particular LS-estimator within the set W is denoted ŵ. Fig. 6.4 shows an example of
a cost function in accordance with the above assumption. Similar to As. 6.6 and 6.7 we
make the following assumptions:
34By “white” is simply meant: E{ε(k)ε(k + τ)} ∝ δ(k).
35A weaker assumption which may substitute As. 6.5 aims at assuming x(k) to be a strongly mixing




|Prob{x(k)x(k + τ)} − Prob{x(k)}Prob{x(k + τ)} | → 0, as |τ | → ∞
where Prob{·} denotes probability.
36Note that this assumption is irrelevant when dealing with LX-models.











Figure 6.4: Shape of a cost function which meets Ass. 6.6 , 6.7. Note that all minima are
unique and that the curvature exists (i.e., not equal to zero) near a minimum
Assumption 6.8 Assume that there exists a covering of Ω in compact subsets38 (in general





such that w∗(i) ∈ Ω∗(i) uniquely minimizes the expected cost function pa:expcst, C(w),
within the the partition Ω∗(i)






a > 0, ∀a = 0. (6.116)
Definition 6.5 Given As. 6.8 and 6.9, W∗ is deﬁned as the countable (possibly inﬁnite)
set:
W∗ = {w∗(i)} . (6.117)
A particular optimal weight vector within the set W∗ is denoted w∗. The recipe for
deriving the GEN -estimate is a second order Taylor series expansion of the cost function,
formally:
Definition 6.6 Provided that As. 6.3 or As. 6.4 and As. 6.5 through As. 6.9 hold then
GEN is deﬁned as a consistent (N → ∞) estimator of the average generalization error
38Note that this assumption is irrelevant when dealing with LX-models.
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sa:gamdef based on a second order Taylor series expansion of the cost function cf. As. 6.10
below.
The derivation of GEN depends on the chosen cost function. In this thesis we merely
consider the the LS cost function with a regularization term which is independent of the






c(k;w) = SN (w) + κRN (w)
= SN (w) + κr(w) (6.118)
where







and the training data are given by: T = {x(k); y(k)}, k = 1, 2, · · · , N .
• κ ≥ 0 is the regularization parameter. When κ = 0 the cost function passes into the
conventional LS cost function.
• r(w) = RN (w) where r(·) is assumed to be an arbitrary two times diﬀerentiable
function which depends on the weight vector only.
In that case, the expected cost function, C(w), is the sum of the generalization error and
the regularization term, i.e.,
C(w) = G(w) + κr(w). (6.120)
Recall the following deﬁnitions cf. Ch. 5:
Definition 6.7





which is assumed to exist ∀w ∈ Ω.





which is assumed to exist ∀w ∈ Ω. Note that Ψ is a symmetric matrix.














































The second order Taylor series expansion is formally expressed by the following assump-
tion:
Assumption 6.10 Let the minimization of CN on the training set T result in the estimate:
ŵ. Assume the existence of an optimal weight vector w∗ such that the remainders of
the second order Taylor series expansion of C around w∗ are negligible. That is: Let
Δw = ŵ −w∗ then
C(ŵ) ≈ C(w∗) + ΔwJ(w∗)Δw, (6.125)
as ∂C(w∗)/∂w = 0 cf. As. 6.9. Further, let Ξ denote the hypersphere with centre in w∗
in which the second order expansion is valid (w.r.t. to prescribed bounds on the higher
order derivatives). Further assume that the remainders of expanding CN around ŵ to the
second order is negligible, i.e.,
CN (w∗) ≈ CN (ŵ) + ΔwJN (ŵ)Δw, (6.126)
as ∂CN (ŵ)/∂w = 0 cf. As. 6.7.
Comments:
• The weight estimate, ŵ, is highly dependent on the chosen weight estimation al-
gorithm due to local optimization, initial conditions, etc. An alternative algorithm
used on the same training set may therefore result in a diﬀerent weight estimate.
However, these facts are not crucial for the derivation of the GEN -estimate since it
is the current weight estimate which deﬁnes the associated optimal weight vector,
w∗, and with that the hypersphere, Ξ. Consequently, we merely focus on weight
estimate ﬂuctuations which are kept within Ξ (see further Sec. 6.5.8.3).
• Due to the deﬁnitions of the cost function and the expected cost function sa:cost,
(6.120) the Taylor series expansions in sa:Gtaylorr and (6.126) can be split into two
parts, i.e.,
G(ŵ) ≈ G(w∗) + ΔwH(w∗)Δw (6.127)










SN (w∗) ≈ SN (ŵ) + ΔwHN (ŵ)Δw (6.129)








Now, if the model is an LX-model the expansions sa:gexp, (6.129) are exact cf.
Sec. 5.2. Furthermore, if the usual weight decay regularizer, r(w) = |w|2, is em-














Figure 6.5: Example of cost function CN (w) and the expected cost function C(w) which
fulﬁll As. 6.10, q.e., that a proper expansion of both CN (w) and C(w) around their
respective minima to the second order is possible. The regions of validity (hyperspheres)
for the second order expansion are shown. Notice, in particular, the region of validity
around w∗ which is denoted by Ξ.
In Fig. 6.5 an example of cost funtions which fulﬁll As. 6.10 is shown. To ensure the
validity of the GEN -estimate we make the following additional assumption:
Assumption 6.11 We assume large training sets, N → ∞ and N ' 2M + 1 where M
is the dependence lag deﬁned by As. 6.5. Further we assume that the dimension of the
weight vector, m, is ﬁnite.
6.5.8.2 Theorems
On the basis of these assumptions it is possible to derive a number of theorems stat-
ing the GEN -estimate under various conditions concerning the model, input, noise, and
regularization. These assumptions are summarized in Table 6.1.
Theorem 6.2 Suppose that As. 6.1, 6.2 hold and no regularization is employed. The
model is assumed to be an NN-model which is either incomplete or alternatively
complete with the restriction that w∗ (deﬁned in As. 6.10) is not the global optimum



















(If w is the global minimum)
Theorem 6.6
Theorem 6.7
(If the input is Gaussian)
*
Table 6.1: Table which shows the major conditions for employing the various theorems
estimating the generalization error. Recall that the LX-model is linear in the parameters
while the NN-model is nonlinear in the parameters.
by:























ψ(k; ŵ)e(k; ŵ)ψ(k + τ ; ŵ)e(k + τ ; ŵ), (6.132)






ψ(k; ŵ)ψ(k; ŵ)−Ψ(k; ŵ)e(k; ŵ) (6.133)
Theorem 6.3 Suppose that As. 6.1, 6.2 hold and no regularization is employed. The
model is assumed to be an incomplete LX-model cf. sa:linmod. Further, suppose that
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As. 6.3, 6.5, 6.7, 6.9, and 6.11 hold. The GEN-estimate is then given by:






























where z(k) is deﬁned by sa:linmod.
Theorem 6.4 Suppose that As. 6.1, 6.2 hold and no regularization is employed. The
model is assumed to be an NN-model which is either incomplete or alternatively
complete with the restriction that w∗ (deﬁned in As. 6.10) is not the global optimum
of G(w). Further, suppose that As. 6.4 holds, and x(k) is an independent sequence. Fi-
nally, As. 6.6 – 6.11 are supposed to hold. The GEN-estimate is then given by:














ψ(k; ŵ)ψ(k; ŵ)e2(k; ŵ). (6.138)
Theorem 6.5 Suppose that As. 6.1, 6.2 hold and no regularization is employed. The
model is assumed to be an incomplete LX-model, cf. sa:linmod. Further, suppose that
As. 6.4 holds, and x(k) is an independent sequence. Finally, As. 6.7, 6.9, and 6.11 are
supposed to hold. The GEN-estimate then yields:












where z(k) is deﬁned by sa:linmod.
Theorem 6.6 Suppose that As. 6.1, 6.2 hold and no regularization is employed. The
model is assumed to be a complete NN- or LX-model. Further, suppose that As. 6.4 –
6.11 hold and that w∗ deﬁned in As. 6.10 is the globalminimum39 of G(w). Finally, let
E{ε2} = σ2ε = 0. The GEN-estimate then coincides with the FPE-criterion cf. Sec. 6.5.6:
GEN = FPE =
N +m
N −mSN (ŵ), N > m. (6.140)
39Note the possibility of more coexisting global minima in which the expected cost (i.e., G(w∗)) reach
the same level. Further note that the requirement is trivially fulﬁlled when dealing with LX-models.
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Theorem 6.7 Suppose that As. 6.1, 6.2 hold and no regularization is employed. The
model is assumed to be a complete LX-model cf. sa:linmod. Further, suppose that As. 6.4,
6.7, 6.9 hold, the input vector is marginally Gaussian distributed with zero mean and posi-
tive deﬁnite covariance matrix H, i.e., z(k) ∈ N (0,H), ∀k, and that z(k1) is independent
of z(k1) as k1 = k2. Finally, let E{ε2} = σ2ε = 0. The GEN-estimate coincides with
[Hansen 93] and is given by:
GEN =
N(N − 1)
(N −m)(N −m− 1)SN (ŵ), N > m+ 1. (6.141)
In addition, the estimator is unbiased.
Theorem 6.8 Suppose that As. 6.1, 6.2 hold and regularization is employed. The model
may be an NN- or an LX-model, complete as well as incomplete. Further, suppose
that As. 6.3, 6.5 – 6.11 hold. The GEN-estimate is then given by:









































If considering a LX-model then ψ(k; ŵ) is replaced by z(k) deﬁned in sa:linmod.
Theorem 6.9 Suppose that As. 6.1, 6.2 hold and regularization is employed. The model
may be an NN- or an LX-model, complete as well as incomplete. Further, suppose that
As. 6.4 holds, and x(k) is an independent sequence. Finally, As. 6.6 – 6.11 are supposed
to hold. The GEN-estimate is then given by:

































If considering a LX-model then ψ(k; ŵ) is replaced by z(k) deﬁned in sa:linmod.
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6.5.8.3 Sketch of Proofs and Discussion
The complete proofs of the above theorems are given in App. A. Here only a sketch of the
proofs will be provided.
The basis is the Taylor series expansions given in As. 6.10. Taking the expectation
w.r.t. the training set, T , of the Taylor series expansions sa:Gtaylorr and (6.126) yield:










where Δw = ŵ−w∗. The average generalization error – which we want to estimate – cf.
sa:gamdef and sa:expcost becomes:
Γ = ET {G(ŵ)} = ET {C(ŵ)} − κET {r(ŵ)} . (6.152)
Recall that the weight estimate, ŵ obtained by training on the present training set deﬁnes
an associated w∗ through the required validity of the Taylor series expansion concerning
CN (·) cf. sa:Staylorr. Furthermore, recollect that Ξ is the hypersphere with centre w∗
and radius Δw, i.e., the region in weight-space in which the expansion of C(·) is valid cf.
sa:Gtaylorr. Now consider all possible training sets of size N and the corresponding sets
of minimizers, W. In general only a ﬁnite number of training sets will result in sets, W,
which contain an estimate ŵ which is in Ξ. Consequently, the above averaging – formally
considered – is done w.r.t. training sets which result in sets, W, containing a ŵ ∈ Ξ.
However40, CN → C in the limit N → ∞. Consequently, in this limit, every training set
contains a ŵ which is in Ξ.
Since w∗ does not dependent on the training set then




ET {c(k;w∗)} = C(w∗) = ET {C(w∗)} (6.153)
where c(k;w∗) = e2(k;w) + κr(w). This equality forms the trick which allow us to
substitute sa:esr into sa:egr. Consequently, using sa:gamdefr and the relation
ET {CN (ŵ)} = ET {SN (ŵ)}+ ET {r(ŵ)}κ (6.154)
results in:









Note that Γ ≥ ET {SN (ŵ)} due to the fact that both JN (ŵ) and J(w∗) are positive
deﬁnite matrices. This is in contrast to the fact that G(ŵ) is greater than SN (ŵ) with
some probability less than one, cf. Ex. 6.4.
A suitable rewriting of sa:lamp is done by using the rule of matrix algebra: tr[AB] =
tr[BA] where A ∈ Rp×q, B ∈ Rq×p are arbitrary matrices and tr[·] is the trace operator.
That is:













40This limit transition is ensured if c(k;w) = e2(k;w) + κr(w) is a mean-ergodic sequence according to
[Papoulis 84a, Ch. 9-5].
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The ﬁrst term is estimated by:
ET {SN (ŵ)} ≈ SN (ŵ) (6.157)
since only one training set is available. In order to evaluate the second and third term an

























That is, the matrix ΔwΔw becomes:




















According to sa:lam the second and the third term result from pre-multiplying ΔwΔw
with JN (w∗) and J(w∗), respectively, and subsequently performing the expectation w.r.t.
T . In that context certain facts should be emphasized:
Approximation of the Inverse Hessian The ﬁrst matter which complicates the ex-
pectation is the inverse Hessian matrix J−1N (w
∗). In order to manage this diﬃculty a
series expansion of the inverse Hessian is suggested41 cf. Co. B.1. The details are given in
App. B. If all terms which tend to zero faster than (2M+1)/N as N →∞ are neglected42
then
J−1N (w
∗) ≈ J−1(w∗), N ' 2M + 1. (6.161)
This approximation has the obvious advantage that J−1(w∗) does not depend on the train-
ing set; consequently, it goes outside the expectation operator. In theory more terms of
the series expansion can be included; however, a tremendous increase in the computational
complexity results, thereby making the ﬁnal estimator unattractive.
In App. B a few numerical experiments are given in order to examine the quality of
the approximation. First the impact of the condition number of the Hessian on the ap-
proximation is studied. The results indicate that the requisite N grows with the condition
number. Secondly, the eﬀect of (time) correlation in the input vector is investigated. It
turns out that if the assumption N ' 2M + 1 is not met then the approximation may be
rather poor. Consequently, the stronger correlation (i.e., the larger M) in the input the
larger N is required.
41Even in the most plain case, viz. LX-models, the series expansion is indispensable unless the input is
a zero mean Gaussian distributed vector.
42That is, terms proportional to 1/Nq, q ≥ 2. Furthermore, recall that M is the dependence lag, i.e.,
x(k), x(k + τ) are independent as |τ | > M .
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Performing Expectations Since the approximated inverse Hessians go outside the












The expectation w.r.t. the training set implies expectation concerning the joint p.d.f. of
the input and the output, or equivalently the joint p.d.f. of the input and the inherent
noise. The instantaneous gradient vector, ψ(k;w∗), depends on the input only. However,
the optimal error, e(k;w∗), depends in general both on the input and on the inherent
noise. This is seen by using the equations deﬁning the system and the model, cf. As. 6.1,
6.2, (consult also Sec. 6.3.4)
e(k;w∗) = ε(k)︸︷︷︸
Inherent Noise
+ g(x(k))− f(x(k);w∗)︸ ︷︷ ︸
Model Error
. (6.163)
In consequence, ψ(k;w∗) and e(k;w∗) are dependent quantities. However, if the model
is complete, no regularization is employed, and w∗ is the global minimum then the model
error vanishes cf. Sec. 6.3.4. Consequently,
e(k;w∗) = ε(k). (6.164)
The dependence among the instantaneous gradient vector and the optimal error is thus an
immediate consequence of dealing with incomplete models and employing regularization
and should be taken into account. This fact has been pointed out in the statistical litera-
ture [White 81]. Within the GPE -estimator [Moody 92] – which is intended to deal with
regularized, incomplete models – this issue is never dealt with. This is due to the fact
that statistical ﬂuctuations in the input are not considered (i.e., the input is actually not
regarded as being stochastic). In Sec. A.2.2.1 it is shown that only if the regularization
parameter, κ, is small and the model is complete then the GEN -estimate coincides with
the GPE -estimator.
Now, if the input and the inherent noise are independent, we deal with a complete
model, and no regularization is employed; consequently, the expectation w.r.t. the training
set can be calculated by using the relation:





where {·} denotes a set of N samples and E{·|·} denotes a conditional expectation. That
is, the expectation is done in two steps and leads to simple formulas.
In general cogent evaluation of sa:expect is impossible without knowledge of both
p.d.f.’s and the true system. Therefore an approximate result is obtained by replacing
the ensemble-averaging with a time-averaging (i.e., mean-ergodicity is assumed). This
arrangement involves a statistical error which – in total – scales like o(Mm2/N) (see
App. A) where m is the number of weights.
Finally, the general form of the GEN -estimate is cf. sa:lam, (6.157) and the results of
App. A
































The GEN -estimate is thus a sum of the training cost and an extra term which is an estimate
of 2tr[J(w∗)V ] where V is the variance matrix of the estimated weights. That is, this
term eﬀectively measures the expected increase in the training cost due to ﬂuctuations in
the estimated weights.
6.5.8.4 Summary of the Essential Assumtions
In summary the essential assumptions done in order to derive the GEN -estimate are:
• A second order Taylor series expansion of the cost function and the expected cost
function (cf. sa:esr and sa:egr).
• Averaging over all possible training sets, T , is approximated by averaging w.r.t. the
training sets which contain a (local) minimum, ŵ, which lies within the hypersphere,
Ξ. Recall that Ξ deﬁnes the region in weight-space where the second order Taylor
series expansion of the expected cost function is suitable.
• The average training cost ET (SN (ŵ)) is approximated by the only available value,
viz. SN (ŵ), cf. sa:snwhatest.
• The inverse Hessian matrices are approximated by using a series expansion. This
results in the requirement: N ' 2M +1 cf. App. B. What is meant by the operator
' is highly dependent on the structure of the Hessian. Numerical examples (see
App. B) indicate that the required N increases with increasing condition number of
the Hessian matrix.
• Ensemble-averages are substituted by time-averages. This implies a statistical error
which scales like Mm2/N , cf. App. A.
• The nature of the true data generating system is such that certain higher order
moments exists (i.e., are limited).
Theorems stating statistical estimators are normally attended by some measures of the
quality of the estimator, e.g., bias and variance. In principle, it is possible to derive
formulas of bias and variance of the GEN -estimator; however, they will not provide much
insight since they depend on p.d.f.’s of the input and the inherent noise along with the
structure of the system (i.e., g(x)). Consequently, they can only be calculated in some
simple cases, and even then; obtaining an exact expression may require very extensive
algebra. The only general statements concerning the quality of the GEN -estimator is that
it is consistent and biased. The biasness is, among other things, due to the fact that the
employed inverse Hessian approximation is biased.
In Ch. 7 a numerical study of the quality of the GEN -estimator is provided.
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6.5.8.5 Computational Complexity
In preparation for comparisons of the computational complexity43 of the GEN -estimator
is provided the following:
The First Term According to sa:genﬁn the ﬁrst term is the computational com-
plexity of calculating the training cost, CPSN , which equals (see also e.g., Sec. 6.5.3)
CPSN = CP train(N) +N
(
CP ŷ + 1
)
+ 10 (6.169)
where CP train(N) is the complexity involved in training on N examples (i.e., the estimation
of the weights) and CP ŷ is the complexity of calculating one sample of the ﬁlter output,
ŷ. The quantity 1/N , which was used above, is stored for future use. Using the RGNB-




N itr m2 (6.170)
where itr is the number of iterations, i.e., the number of training set replications.
The Second Term The second term of sa:genﬁn is evaluated in several steps44.
First consider the terms in the round bracket:
• Consider, CPNR(τ), the complexity of calculating NR(τ) cf. sa:rtauﬁn. The instan-
taneous gradient, ψ(k; ŵ), is assumed to be calculated within the training process.
That is, for 1 ≤ τ ≤M we get:
CPNR(τ) = (N − τ)(m2 + 2m), 1 ≤ τ ≤M. (6.171)










(m2 + 3m). (6.172)
• The complexity of calculating NS is cf. sa:sﬁn
CPNS = m+ 2, (6.173)
as we assume that −κ2/4 is stored as a separate quantity.
The total complexity within the round brackets, CP (), thus equals




= m+ 2 +
N
2










(M(2N −M − 1) +N) +m
(




+ 2M + 2.
(6.174)
43Recall that the computational complexity is measured as the number of multiplications and divisions.
One division equals 10 multiplications cf. Ch. 5.
44In order to avoid needless divisions the terms within the round brackets are multiplied with N . Fur-
thermore, the inverse Hessian is multiplied with N−1.
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As N normally is somewhat larger than M and m we may use the approximation
CP () ≈ NMm2. (6.175)
The inverse Hessian, J−1N (ŵ) may be obtained diﬀerently:
• If a second order algorithm is used for training (e.g., the RGNB-algorithm Ch. 5) and
a pseudo Hessian approximation is used45 then an approximation46 of the inverse
Hessian results directly from the training process. However, if the RGNB-algorithm
is used we have to form the matrix product UDU at the terminal stage. Since
U is an m×m unit upper triangular matrix and D an m×m diagonal matrix the
matrix product involves (m3 −m)/3 multiplications.


















where CPΨ is the complexity of calculating Ψ(k; ŵ). Furthermore, the inverse has
to be calculated. Using Gauss-elimination this involves a complexity proportional
to m3. The total amount is thus approximatøely: Nm2.
Finally, the second term of sa:genﬁn results from calculating the trace of the product of the
matrix in the round brackets and the inverse Hessian; i.e., it is only necessary to compute
the diagonal. This involves m2 multiplications. In addition, one multiplication is spent
on multiplying with 2/N .
To sum up the individual contributions, the complexity of the GEN-estimate employing
a RGNB-algorithm and 2-layer MFPNN is approximately:
CPGEN ≈ 32N itr m




itr +M + 1
)
. (6.177)
6.5.8.6 Additional Theorem Concerning Complete LX-Models
In connection with complete LX-models and no regularization it is possible to elaborate
on properties of the average generalization error.
Theorem 6.10 Suppose that the system given by sa:nonsys, the model sa:model is a
complete (see Def. 6.3) LX-model cf. sa:linmod and no regularization is employed. Fur-
thermore, suppose that As. 6.4 – 6.2, 6.7, 6.9 hold. The average generalization error, Γ,
complies with the following ranking:
Γ >
N +m






ET {SN (ŵ)}. (6.178)
45That is, the term −∑N
k=1
Ψ(k;w)e(k;w) cf. Def. 6.7 and Ch. 5 is neglected.
46The result is merely approximate due to the fact that the inverse pseudo Hessian is iteratively con-
structed on diﬀerent weight estimates. In principle, the weights should be kept at ŵ and subsequently the
iterative process had to be run once more.
47Here we assume that the standard weight decay regularization is used, i.e., ∂r(w)/∂w∂w = I.
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From this theorem it is clear that on the average the FPE -estimate (i.e., ET {FPE}) is an
underestimate of the average generalization error, Γ. On the other hand, on the average
the FPE -estimate is larger than the estimate, (1 + 2m/N)SN (ŵ), i.e., closer to Γ. This
estimator is known as the predicted squared error (PSE) estimator [Barron 84].
Notice, that the general form of the GEN -estimator resembles the PSE-estimator like
that; it is a sum of the training cost plus 2/N times a penalty term. If the complete
model (either LX- or NN-models) assumption is exploited and a consistent expansion is
done in terms of m/N then the GEN -estimator in fact coincides with the PSE-estimator.
However, the ranking in Th. 6.10 shows that for LX-models it is not proﬁtable to make
a consistent expansion in m/N . We suggest using the FPE -estimator for complete NN-
models also (cf. Th. 6.6), even though it has not been possible to show that the FPE -
estimate underestimates Γ on the average.
6.6 Statistical Methods for Improving Generalization
As mentioned in Sec. 6.4 it is possible to predict if the average generalization error decreases
when imposing some constraints on the weights and thereby eliminating degrees of freedom
in the model. In this section we present a statistical framework for predicting if some
constraints among the weights exist.
6.6.1 Linear Hypotheses
Consider the general linear hypothesis, H, and the alternative Ha given by:
H : Ξw∗ = a
Ha : Ξw∗ = a
(6.179)
where Ξ is an n ×m dimensional restriction matrix with rank n, a is an n-dimensional
vector, and w∗ is the m-dimensional optimal weight vector. The hypothesis thus impose
n < m linear restrictions48 on the optimal weights. That is, the question is: Do the
optimal weights lie in an (m− n)-dimensional subspace.
An impending issue is the choice of Ξ and a. It is important to emphasize that the
hypothesis naturally has to be formulated a priori, i.e., the training data may not be used
to estimate a hypothesis; otherwise, the result of testing the hypothesis may be misleading.
In some cases the nature of the task under consideration may guide the formulation of
plausible hypotheses. However, in general, we may stay content with the hypothesis that
some of the weights equal zero. This hypothesis is motivated by the following facts:
• Consider a ﬁlter architecture with a relatively large number of weights. Since the
system g(x) is supposed to be unknown we really perform a “black-box” model-
ing. Hence, it seems reasonable that some of these weights only provide an inferior
contribution to the explanation of g(x) and may therefore better be excluded.
• The deletion of weights is a convenient hypothesis since it results in a reduction of
the computational complexity.
48It is also possible to formulate nonlinear hypotheses (e.g., [Seber & Wild 89, Ch. 5.9]); however, this
topic is not further elaborated.
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On the other hand, one may argue that the case of an optimal weight exactly equal to
zero is rather improbable. However, due to the fact that the number of training examples
is limited the ﬂuctuation in the weight estimate implies that it may be indistinguishable
from zero with a certain conﬁdence, i.e., it is evident that the optimal weight value equals
zero. Paraphrased, if a test of the hypothesis (see the details below) results in accept then
it should be ﬁxed at zero. If the size of the training set were increased it would possibly
be realized that the concerned weight better is kept in the model.
In the case of deleting weights, a = 0, and the i’th row of Ξ contains a one in position
j if we believe that the j’th weight is zero; otherwise, zeros. For instance, suppose that
m = 6 and we test if the weights # 1, 4, 5 can be removed then the restriction matrix is
given by49:
Ξ =
⎡⎢⎣ 1 0 0 0 0 00 0 0 1 0 0
0 0 0 0 1 0
⎤⎥⎦ . (6.180)
A severe problem is the existence of 2m−1 possible hypotheses50 since the number usually
is astronomic. Consequently, algorithms for selecting promising subsets are required. This
is the subject of Sec. 6.7.
6.6.2 Hypothesis Testing
In order to test the hypothesis sa:hypo we will apply a special case of the so-called Wald
test statistic (e.g., [Seber & Wild 89, Ch. 5.3 & 5.9], [White 87]) which is given by:




(Ξŵ − a) (6.181)
where ŵ is the estimated weight vector and V is the weight covariance matrix V =
ET {ΔwΔw} with Δw = ŵ − w∗. Note that ΞV Ξ is an n × n matrix51, i.e., as n
normally is small compared to m then the inversion of this matrix is not computational
extensive. Note that in the case of testing the hypothesis of superﬂuous weights the matrix
product ΞV Ξ simply pick out the rows and columns of V corresponding to weights
which are supposed to be zero. Consequently, the matrix product is never implemented
directly in practice; however, it is convenient w.r.t. theoretical considerations.
Under the assumption that ŵ is Gaussian distributed with mean w∗ and covariance
matrix V then the test statistic follows a chi-square distribution with n degrees of freedom,
χ2(n). In the section below this assumption along with the calculation of V is treated.
Let α denote the signiﬁcance level52 and χ21−α(n) the 1 − α fractile of the χ2(n)-
distribution then the hypothesis is rejected if
T > χ21−α(n). (6.182)
This is also denoted the reject region. Note that the test statistic sa:teststat is a quadratic
form. In order to interpret the test statistic consider the simple hypothesis w∗ = 0 where
w is one of the weights. In that case the test statistic becomes: T = ŵ2/V {ŵ}. That
is, it measures the square value of the estimate relative to the variance. Of course, if the
49Note that the rows can be interchanged arbitrarily.
50This is due to the fact that any of the m weights may be considered as zero or not. Furthermore, at
least one weight is supposed to be zero.
51This matrix is invertible (i.e., the rank equals n) since the rank of Ξ is assumed to be n.
52That is, the probability of rejecting a true hypothesis.
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estimated weight value is small we then accept the hypothesis of the weight being equal
to zero.
A number of alternative test statistics is available cf. [Seber & Wild 89, Ch. 5.3 & 5.9].
They are all asymptotic equivalent as N → ∞; however, the Wald statistic may be less
powerful53. On the other hand, two immediate reasons for choosing the Wald statistic are:
1. Diﬀerent hypotheses can be tested without expensive retraining, q.e., only the orig-
inal (unconstrained) estimate ŵ is required. The majority of other methods require
a constrained weight estimate, i.e., the estimate of the weights under the hypothe-
sis. However, note that after accepting a particular hypothesis the weights naturally
have to be reestimated in order to improve generalization ability. This is elaborated
in Sec. 6.6.5.
2. The alternative methods are not directly applicable to deal with the case of incom-
plete models.
6.6.3 Asymptotic Distribution of the Weight Estimate
The basic of deriving an asymptotic distribution is the expression of Δw = ŵ − w∗ cf.
sa:dwr The expression is essentially due to a second order expansion of the cost function
cf. As. 6.10. Consequently, two important assumptions are required: First, the inverse
Hessian matrix, J−1N , has to exist under the hypothesis. Secondly, the second order cost
function expansion is supposed to hold under the hypothesis. This is illustrated by the
following example:
Example 6.5
Consider a simple hypothesis involving one of the weights: H : w∗ = a. The hypothesis
is then tested on the basis of a second cost function approximation, say ĈN (w). An
impending issue is the quality of the test. As we shall see below the variance of ŵ is
in principle inversely proportional to the curvature of the cost function around ŵ. Let
us focus on a particular case shown in Fig. 6.6. It is seen that ĈN (w) has a higher
curvature than the “true” cost function CN (w). We then expect that the weight variance
is underestimated. That is, cf. sa:teststat, (6.182), the test based on ĈN (w) has a smaller
acceptance range in terms of the squared deviation, (ŵ− a)2. Consequently, if the test is
rejected in the light of ĈN (w) it is also rejected when using CN (w). On the other hand,
this also means that a true hypothesis may not be found.
Obviously the opposite case also exists, i.e., ĈN (w) has a lower curvature than CN (w).
In that case, a hypothesis may be wrongly accepted.






























*H : w = a
Figure 6.6: The “true” cost function, CN (w), and the approximation, ĈN (w), based on a
second order expansion around ŵ.
Using the inverse Hessian approximation J−1N (w
∗) ≈ J−1(w∗), N ' 2M + 1 where M is
the dependence lag (correlation length) of the input then















That is, Δw, becomes a sum of N stochastic vector variables. Since the input, x(k) is not
an i.i.d. sequence the stochastic variables are dependent, i.e., the usual form of the central
limit theorem is not applicable. However, [Rosenblatt 85, Ch. 3.3] presents a central limit
theorem which allows dependence.
In that context make the following deﬁnition54:
Definition 6.8 The strictly stationary sequence x(k) is said to be strongly mixing




|Prob{x(k)x(k+τ)}−Prob{x(k)}Prob{x(k+τ)} | → 0, as |τ | → ∞ (6.185)
where Prob{·} denotes probability.
54Note that if x(k) is an M -dependent sequence cf. As. 6.5 then obviously it is a strongly mixing sequence.
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The central limit theorem of [Rosenblatt 85, Ch. 3.3] concerns one-dimensional vari-
ables only and is in a restricted form given by:
Theorem 6.11 Let η(k), k = 1, 2, · · · be a strongly mixing sequence with zero mean, i.e.,








be the total variance of the sum of N samples of η(k). Further all higher order moments











→ 0, N →∞ (6.187)
where δ > 0.
Then as N →∞
N∑
k=1
η(k)→ N (0, σ2). (6.188)
This theorem can be used to state a theorem concerning vector variables also. A vector
variable is Gaussian distributed if every linear combination of its components is Gaussian
distributed. Furthermore, the correlation among the single components has to be taken
into consideration. See further e.g., [Rao 65]. The result is that the sum of vector variables
with zero mean vectors converges to a multivariate Gaussian distribution with zero mean
and covariance matrix equal to the covariance matrix of the sum.
According to sa:dwstat the weight estimate is unbiased, i.e.,









since w∗ is the weights which minimize C(w). Provided that As. 6.5 holds, or – less
restrictive – x(k) is a strongly mixing sequence cf. Def. 6.8, then asymptotically Δw is
Gaussian distribued with zero mean vector and covariance matrix (cf. sa:dwstat)



















By comparison with Sec. 6.5.8.3 we note that the evaluation of this covariance matrix is
indeed a part of the derivation leading to the GEN -estimate when focusing on the term
within the expectation sign in sa:covar. Dependent on various assumptions on the model,
the input, etc., several covariance matrix estimates – denoted V̂ – appear. Here we merely
state the theorems. The reader is referred to the discussion in Sec. 6.5.8.3 and App. A for
the details.
In the cases of an independent input sequence and no regularization the result coincides
with those obtained in [White 81]. Furthermore, the case of dealing with complete models
and no regularization is identical to the classical result regarding LS-estimates, see e.g.,
[Seber & Wild 89, Ch. 12].
202
Theorem 6.12 Suppose that As. 6.1, 6.2 hold and no regularization is employed. The
model is assumed to be an NN-model which is either incomplete or alternatively
complete with the restriction that w∗ (deﬁned in As. 6.10) is not the global optimum






















ψ(k; ŵ)e(k; ŵ)ψ(k + τ ; ŵ)e(k + τ ; ŵ). (6.192)






ψ(k; ŵ)ψ(k; ŵ)−Ψ(k; ŵ)e(k; ŵ) (6.193)
Theorem 6.13 Suppose that As. 6.1, 6.2 hold and no regularization is employed. The
model is assumed to be an incomplete LX-model cf. sa:linmod. Further, suppose that





























where z(k) is deﬁned by sa:linmod.
Theorem 6.14 Suppose that As. 6.1, 6.2 hold and no regularization is employed. The
model is assumed to be an NN-model which is either incomplete or alternatively complete
with the restriction that w∗ (deﬁned in As. 6.10) is not the global optimum of G(w). Fur-
ther, suppose that As. 6.4 holds, and x(k) is an independent sequence. Finally, As. 6.6 –










ψ(k; ŵ)ψ(k; ŵ)e2(k; ŵ)
)
H−1N (ŵ). (6.197)
where H(ŵ) is given by sa:hndeftwo.
203
Theorem 6.15 Suppose that As. 6.1, 6.2 hold and no regularization is employed. The
model is assumed to be an incomplete LX-model, cf. sa:linmod. Further, suppose that
As. 6.4 holds, and x(k) is an independent sequence. Finally, As. 6.7, 6.9, and 6.11 are




















where z(k) is deﬁned by sa:linmod.
Theorem 6.16 Suppose that As. 6.1, 6.2 hold and no regularization is employed. The
model is assumed to be a complete NN- or LX-model. Further, suppose that As. 6.4 –
6.11 hold and that w∗ deﬁned in As. 6.10 is the globalminimum55 of G(w). Finally,
let E{ε2} = σ2ε = 0. The covariance estimate is then given by:
V̂ =
SN (ŵ)
N −m ·HN (ŵ)







ψ(k; ŵ)ψ(k; ŵ). (6.201)
Theorem 6.17 Suppose that As. 6.1, 6.2 hold and regularization is employed. The model
may be an NN- or an LX-model, complete as well as incomplete. Further, suppose








































If considering a LX-model then ψ(k; ŵ) is replaced by z(k) deﬁned in sa:linmod.
Theorem 6.18 Suppose that As. 6.1, 6.2 hold and regularization is employed. The model
may be an NN- or an LX-model, complete as well as incomplete. Further, suppose that
55Note the possibility of more coexisting global minima in which the expected cost (i.e., G(w∗)) reaches
the same level. Further note that the requirement is trivially fulﬁlled when dealing with LX-models.
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As. 6.4 holds, and x(k) is an independent sequence. Finally, As. 6.6 – 6.11 are supposed




· J−1N (ŵ) (S +R(0))J−1N (ŵ). (6.206)

























If considering a LX-model then ψ(k; ŵ) is replaced by z(k) deﬁned in sa:linmod.
When using the estimated covariance matrix in the test statistic sa:teststat then, in
principle, it does not comply with the χ2-distribution any more. In the case of complete
models cf. Th. 6.16 the test statistic follows a F -distribution, viz. n · F (n,N − m), see
e.g., [Seber & Wild 89, Ch. 5.3]. However, when N →∞ then n · F (n,N −m) → χ2(n).
In the other cases it seems more troublesome to devise how the distribution is modiﬁed.
Consequently, we are content that the test statistic obeys the χ2-distribution when N is
suﬃciently large.
6.6.4 Irregular Hypotheses
Testing the hypothesis that some weights are equal to zero may in certain cases be aﬄicted
with diﬃculties. The problem is that under the hypothesis some of the weights may not be
identiﬁable56. That means the assumption concerning the existence of the inverse Hessian
breaks down and consequently, the estimates do not obey a simple Gaussian distribution.
In connection with layered ﬁlter architectures as e.g., the multi-layer feed-forward
perceptron neural network (MFPNN) the problem appears if one wants to test if a neuron
can be removed. This diﬃculty has been pointed out by [White 89a].
As an illustrative example pick a 2-layer MFPNN (single linear output neuron) with
two hidden neurons, i.e., cf. Sec. 3.2.2
















2 are equal to zero. Now when w
(2)
2 = 0 then w
(1)
2 can take any value without
inﬂuencing ŷ(k). Consequently, the cost function will be “ﬂat” in the w(1)2 -direction and
as a result, the Hessian will be singular.
A procedure to remedy the obstacles is presented in [Gallant 77]. The idea is to
treat w(1)2 as a ﬁxed, i.e., non-adjustable, vector. That is, the output of the neuron,
s
(1)
2 (k) = h(z
(k)w(1)2 ), acts like a regressor or external input signal to the output neuron.
56In the statistical literature these weights are known as nuisance parameters which are identiﬁable only
under the alternative, see e.g., [White 89a].
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Under the hypothesis (w(2)2 )
∗ = 0 then all remaining weights are identiﬁable and follows a
Gaussian distribution. Hence, the conventional test statistic and reject region listed above
can be used.
Even though the issue of formulating a test has been solved the choice of the ﬁxed
weights, w(1)2 , still remains. In principle, these weights should be chosen so that the
power of the test is maximized, i.e., maximizing the probability of rejecting the hypothesis
under the alternative57. However, in practice this goal is not attainable. [Gallant 77]
suggests a sampling of the w(1)2 -space which results in, say Q − 1, diﬀerent regressors
(or additional ﬁxed neurons) s(1)i (k), i = 2, 3, · · · , Q. Next estimate the model when
these regressors are included and perform a test of the hypothesis: (w(2)i )
∗ = 0, ∀ i =
2, 3, · · ·Q. When Q increases the w(1)2 -space becomes more densely sampled, i.e., if a non-
zero optimal value of w(2)i exists for some setting of w
(1)
2 then the probability of ﬁnding
this setting is increased. However, the power of the test decreases when Q increases,
i.e., the probability of accepting a false hypothesis increases. To alleviate this obstacle
[Gallant 77] suggest to use a principal component analysis (PCA) [Gallant 77] of the vector
[s(1)2 (k), s
(1)
3 (k), · · · , s(1)Q (k)] and then only employ the signiﬁcant principal components.
The PCA is treated in detail in Ch. 4.
An alternative method is to estimate all weights in the model and then use the actual




0 we simply do not regard w(1)2 as adjustable weights, i.e., they are removed from the weight
vector and furthermore the corresponding rows and columns of the covariance matrix are
deleted. This scheme naturally reduces the power of the test; however it is tractable
w.r.t. computational complexity. An additional hypothesis, (w(1)2 )
∗ = 0, can be tested
without particularly extra computational burden. Consequently, only if both hypotheses
are accepted the neuron can be removed.
6.6.5 Retraining
After accepting a linear hypothesis Ξw∗ = a the weights have to be reestimated in order
to improve the generalization ability. Since the distribution of the weight estimates and
the covariance matrix estimates presented above are based on a second order expansion
of the cost function it seems natural to reestimate the weights within this second order
expansion.
The second order approximation, say ĈN (w), of the cost function around ŵ yields:
ĈN (w) = CN (ŵ) + δwJN (ŵ)δw (6.211)
where δw = ŵ−w. The objective is now to ﬁnd the weights, ŵH, which minimize ĈN (w)
under the constraint Ξw = a imposed by the hypothesis sa:hypo. In Fig. 6.7 an example
of retraining is depicted. The optimization task is solved by using a Lagrange technique58.
That is, deﬁne the Lagrange cost function
E(w;λ) = ĈN (ŵ) + λ(Ξw − a) (6.212)
57In other words the weights w
(1)
2 should be chosen so that the optimal value of the weight, w
(2)
2 , is as
large as possible.





Figure 6.7: Retraining in the case of a model with two weights, w1, w2. The hypothesis is
that w∗1 = 0. The ellipses are equidistant levels of the cost function.
where λ is a n-dimensional vector of Lagrange multipliers. Now at the minimum, ŵH, the












= ΞŵH − a = 0. (6.214)
Premultiplying sa:lg1 with ΞJ−1N (ŵ) and using the relation imposed by sa:lg2 yield:
−2ΞδŵH +ΞJ−1N (ŵ)Ξλ = 0
−2Ξŵ + 2ΞŵH +ΞJ−1N (ŵ)Ξλ = 0
2 (−Ξŵ + a) +ΞJ−1N (ŵ)Ξλ = 0. (6.215)




)−1 (Ξŵ − a) . (6.216)
Finally, substituting this expression into sa:lg1 and rearranging give
ŵH = ŵ − J−1N (ŵ)Ξ
(
ΞJ−1N (ŵ)Ξ
)−1 (Ξŵ − a) . (6.217)
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If a second order algorithm – like the RGNB-algorithm – is employed for estimating
the weights at ﬁrst then J−1N (ŵ), or a suitable approximation, is an immediate spin-oﬀ.
Consequently, the retraining involves the inversion of the n×n matrix ΞJ−1N (ŵ)Ξ only.
This is in contrast to a full retraining which, in principle, requires the inversion of an
m ×m matrix. Often n is much less than m so the suggested scheme eﬀectively reduces
the computational burden.
A consequence of the retraining is that the cost increases sligtly. This amount, say ΔC,
is easily calculated without servere extra computations. Using the expansion sa:costapp
and applying sa:whyp result in
ΔC = ĈN (ŵH)− CN (ŵ)
= δŵH JN (ŵ) δŵH
= (Ξŵ − a)
(
ΞJ−1N (ŵ)Ξ
)−1 (Ξŵ − a) . (6.218)
Notice that the quantitites which enter sa:deltac also enter the calculation of ŵH.
In Sec. 6.7 we shall see how this equation can be used to guide the search for weights
which may possibly be removed from the model.
Another application of sa:deltac is that it enables a check of the validity of the presumed
cost function approximation. This is done by comparing the cost at the reestimated
weights, CN (ŵH), with the estimate based on the second order expansion, viz. CN (ŵ) +
ΔC. If these quantities have a signiﬁcant discrepancy then one should not trust the result
of the performed test.
6.6.6 Similarities Between the Statistical Framework and Generalization
Error Estimates
In this section we shall point out similarities between the statistical framework and the
basic architecture synthesis algorithm based on generalization error estimates. These
similarities have also been reported elsewhere, e.g., [Leontaritis & Billings 87], [Ljung 87].
Consider the simple case of complete modeling and no regularization, i.e., using the






Consequently, cf. sa:teststat the test statistic for testing the hypothesis, Ξw∗ = a, be-
comes
T =
(N −m) · (Ξŵ − a)
(
ΞH−1N (ŵ)Ξ
)−1 (Ξŵ − a)
SN (ŵ)
, (6.220)
and the hypothesis is rejected if T > χ21−α(n) according to sa:reject where α is the signif-
icance level. By comparison with the change in the cost function sa:deltac59 we notice a





59Notice that in the case of no regularization then CN (w) translates into SN (w) and furthermore, the
Hessian matrix J translates into H.
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On the other hand, using the basic synthesis algorithm the hypothesis is rejected if the
generalization error is maximum under the hypothesis. The generalization error estimator




N −m+ nSN (ŵH), (6.222)




N −mSN (ŵ). (6.223)
Consequently, the reject region is given by the following inequality:
FPEH > FPE . (6.224)
Using the relation, SN (ŵH) = SN (ŵ)+ΔS, and the expressions sa:fpe1, (6.223) then the






Comparing with the inequality for rejection based on statistical testing sa:ineqtest then
the two equations are seen to be equal if
χ21−α(n) ≡
2Nn
N +m− n. (6.226)
An example of connected values of {N,m, n, α} in order to accomplish this equality is
given in table Table 6.2.





Table 6.2: Signiﬁcance levels, α, when varying n.
We notice a relatively high signiﬁcance level when n is small corresponding to high
probability that the hypothesis is rejected when it is actually true. Paraphrased, when
using the FPE -estimator there is a tendency to select models which contain to many
weights61.
6.7 Procedures for Pruning the Architecture
In this section various pruning procedures are discussed. In particular, we present novel
procedures based on combining the Optimal Brian Damage recipe [Le Cun et al. 90] (and
extensions hereof) with respectively the basic synthesis algorithm (Sec. 6.5.1) and the
statistical framework (Sec. 6.6).
60That is, a constrained weight vector with dimension m − n can be found by projecting the original
weight vector onto the subspace imposed by the hypothesis.
61This fact is closely connected with the inconsistency pointed out in Sec. 6.5.6.
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6.7.1 Simple Pruning in Neural Networks
A simple procedure for pruning MFPNN’s is described in [Sietsma & Dow 88]. The idea
is to compare the output of the neurons in the diﬀerent layers. Consider the state vector,
s(k) which constitutes the collection of the neuron outputs in a particular layer with
m neurons (including the bias neuron equal to unity). If si(k) and sj(k), i, j ∈ [0;m]
respond similarly, i.e., carry the same information, then one of the neurons i or j can
be removed. In [Sietsma & Dow 88] no particular method for measuring the similarity is














(si(k)− 〈si(k)〉) · (sj(k)− 〈sj(k)〉) (6.228)
with 〈·〉 denoting the time-average and σ̂2si is the estimated variance equal to γ̂si,si . Since
|ρ̂si,sj | ≤ 1 then if the correlation exceeds some prescribed threshold (less than 1) remove
one of the neurons. However some disadvantages with this method exist:
• A heuristic procedure for setting the threshold is required. In principle, the threshold
should be related to a conﬁdence interval since we employ an estimate of the true
crosscorrelation. This is; however, diﬃcult since the distribution of the neuron
outputs are not known.
• Only the removal of entire neurons is comprised. For instance, the possible removal
of single weights is not accomplished.
• A high correlation among two neuron signals does not directly reﬂect how the gen-
eralization error is changed when removing one of the neurons. In particular, the
weights which connect the neurons with the subsequent layer also enter the matter.
• Only the linear interaction between si(k) and sj(k) is considered. That is, there may
still be some vanishing nonlinear interaction and consequently both neurons carry
relevant information.
6.7.2 Statistically Based Pruning Procedures
Consider testing hypotheses concerning the deletion of irrelevant weights, i.e., hypotheses
of the form Ξw∗ = 0. As mentioned previously, since each weight in the m-dimensional
weight vector is either included or deleted then 2m − 1 possible hypotheses exist62. This
number is even for moderate values of m an astronomic number, e.g., 250 − 1 ≈ 1015.
This motivates the development of algorithms which select a limited number of plausible
hypotheses which later on will be denoted: weight deletion vector (WDV) algorithms. The
statistical framework presented in Sec. 6.6 makes such algorithms feasible.
62The minus one stems from excluding the case of deleting all weights.
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A particular hypothesis – indicated by the superscript (s) – concerning the deletion of






n,2, · · · , d(s)n,n] = Ξ(s)n,m · [1, 2, · · · ,m] (6.229)
which contains the indices of the weights under consideration for deletion. The superscript
(s) then indicates a particular set of n weights. Obviously, there exist Cm,n 63 possible
WDV’s with dimension n, q.e., s ∈ [1;Cm,n]. In what follows we will use the designations
WDV and hypothesis indiscriminately, and often the indices of the restriction matrix are
omitted.










which subsequently are tested for deletion using statistical tests cf. Sec. 6.6 or by using
the basic architecture synthesis algorithm cf. Sec. 6.5.1. Examples are provided below.
In principle, Q can contain more WDV’s with same n; however, the algorithms suggested
below deal with only one WDV for each n, i.e., ni = n, n = 1, 2, · · ·Q, Q ≤ m− 1.
The statistical framework presented in Sec. 6.6 makes the construction of WDV-
algorithms feasible. Recall cf. Sec. 6.6.6 that if the model is complete then the test
statistic, T , is related to the change in the cost function, ΔS, when imposing the hypoth-
esis. This is due to the fact that under the complete model assumption: V̂ ∝ H−1N (ŵ)
where V̂ is the estimated weight covariance matrix, and H−1N (ŵ) is the inverse Hessian of











Recall that ŵH are the estimated weights under the hypothesis when performing a re-
training based on a second order approximation of the cost function, cf. Sec. 6.6.5.
The hypothesis is accepted when ΔS is below the quantity at the right hand side
of sa:rrpru. Evidently, WDV’s which result in small ΔS’s are believed to be the most
promising candidates64. However, for a ﬁxed n it is not a simple to task construct an algo-
rithm which pick the WDV with minimum ΔS without performing an exhaustive search.
Consequently, three diﬀerent approximations of the expression for ΔS are contemplated.
A particular approximation is denoted δS.
6.7.2.1 The Diagonal Hessian Approach
The ﬁrst approach is based on a diagonal assumption of the Hessian, i.e., HN (ŵ) =
diag
{
[H11, H22, · · · , Hmm]
}
. This approach coincides with that of the Optimal Brain
63Cm,n = m!/(n! (m− n)!) is the binomial coeﬃcient.
64If we employ a cost which includes regularization then sa:deltas may be replaced by the similar ex-
pression for ΔC sa:deltac
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Damage (OBD) recipe [Le Cun et al. 90]. Consider an n-dimensional WDV, dn, and sub-
stitute the Hessian approximation into sa:deltas. The approximation, δS(dn) then yields:














ŵ2dn,r ·Hdn,r,dn,r . (6.233)
Notice two implications of the diagonal Hessian assumption:
• The total change in the cost using the WDV, dn, is a sum of positive changes
corresponding to an individual deletion of the weights. The individual changes are




• Since the Hessian is diagonal the estimates of the weights which are not in the WDV
remain unaﬀected by the deletion (see also sa:whyp).
Now the WDV, d∗n, which minimizes δS(dn) is given by:
d∗n = arg min
dn
δS(dn)
= [1, 2, · · · , n] (6.235)
where i, i = 1, 2, · · · ,m are the indices which appear by the ranking:
1 ≤ 2 ≤ · · · ≤ m . (6.236)
6.7.2.2 Approach based on Individual Deletion
The second approach is based on the assumption that the weights in the WDV can be
deleted independently, q.e., sa:deltas is a sum of individual contributions. The increase in





where diag{H−1N (ŵ)} = [P11, P22, · · · , Pmm]. ˜ is denoted the modiﬁed saliency . Accord-





As in the previous subsection:
d∗n = arg min
dn
δS (dn)
= [1, 2, · · · , n] (6.239)
where i, i = 1, 2, · · · ,m are the indices which appear by the ranking:
˜1 ≤ ˜2 ≤ · · · ≤ ˜m . (6.240)
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Note that the only modiﬁcation compared to the diagonal Hessian approach is that Hnn
is replaced by P−1nn . However, the modiﬁcation may be essential when a considerable
correlation among the weights is present. This is indeed the usual case. Consider e.g., a
model with two weights, w1, w2 which are highly correlated, i.e., let H(ŵ) = {Hij} then
H11H22−H212 is close to zero. This allows the deletion of one of the weights. Let us focus














Obviously, ˜1 % 1 which indicates that weight #1 is regarded as a good candidate for
deletion when using the modiﬁed saliency while this fact possibly is not detected at all
when using the saliency.
6.7.2.3 Approach based on a Block Hessian Structure
In the previous approach the correlation among the weights is only partly taken into
account. The correlation which enters the issue concerning simultaneous deletion of more
weights is neglected. Recall the example above considering a model with two highly























while the exact expression (cf. sa:deltas with Ξ = I) gives:
ΔS = ŵHN (ŵ)ŵ
= ŵ21H11 + 2ŵ1ŵ2H12 + ŵ
2
2H22. (6.243)
Since the high correlation implies that H11H22 − H212 is close to zero δS is typically a
small value. This indicates that the WDV containing both weights is a good candidate.
However, ΔS may still be rather large for which reason both weights can not be deleted.
In order to take this drawback in hand we make the following assumption: The weights
within the current WDV are uncorrelated with the remaining weights. That is, if dn =







In general the assumption implies:(
ΞH−1N (ŵ)Ξ
)
= ΞHN (ŵ)Ξ. (6.245)
Consequently, the approximate expression for the change in cost yields:
δS(dn) = ŵΞΞHN (w)ΞΞŵ. (6.246)
Note that δS(dn) is the change in the cost function when deleting the weights dn without
retraining the remaining weights. The next step is to solve the minimization task:
d∗n = arg min
dn
δS(dn), n = 1, 2, · · · ,m− 1. (6.247)
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The expression for δS(dn) possesses a nice recursive property. Suppose that δS(dn) is
calculated then δS(dn+1) where dn+1 = [dn , dn+1,n+1] is given by:




where HN (ŵ) = {Hij}. This property opens up the prospect of using recursive search
algorithms. We suggest a modiﬁcation of the Branch-and-Bound algorithm [Winston 84,
pp. 102–114] the so-called Stack Algorithm.








consisting of a WDV and the corresponding cost. r is the current dimension of the WDV
and s ∈ [1;Cm,r] indicates the particular WDV of the Cm,r possible. The stack is given
by S = {E1, E2, · · · , El}, l ≤ ς where ς is the stack-size. The element, E1, is referred to as
the top of the stack.
The optimal WDV, d∗n, for each n = 1, 2, · · · ,m− 1 is found by running the
Stack AlgorithmInitialize the stack:
S = {∅, 0} (6.250)
where ∅ is the empty WDV. Further initialize the stack el-
ement counter l = 1 and the dimension of the top element
r = 0. Until the top element contains a WDV with dimension
r = n do:
Step 12 a. Remove the top element, E1 = {d(s1)r , δS(d(s1)r )}, of the stack
and decrement l.
b. Form a set of WDV’s, d(sl+j)r+1 with dimension r+1 by expand-







, j = 1, 2, · · · , jmax (6.251)
where










Note, that maxi d
(s1)
0,i = 0.
Calculate the corresponding cost changes, δS(d(sl+j)r+1 ) accord-
ing to sa:costrec and add novel elements to the stack:








, j = 1, 2, · · · , jmax. (6.254)
c. Sort the elements in the stack according to the δS’s so that
the cost of the top element – i.e., δS(d(s1)r1 ) – is the lowest.
Update the dimension of the top element: r = r1.
214
d. If the number of elements in the stack is larger than the stack-
size, i.e., l+jmax > ς, then discard the surplus elements in the
bottom of the stack and update l = ς; otherwise l ← l+ jmax.
Step 3 The optimal WDV is the top element of the stack, i.e., d∗n = d
(1)
r .
In Table 6.3 the functionality of the Stack Algorithm is demonstrated by showing the
search tree and the corresponding stack for a simple example with parameters: m = 6,
n = 4, ς = 4.
Notice certain facts concerning the Stack Algorithm:
• The expansion strategy, cf. Step 2b., ensures:
– All WDV’s which stem from expanding d(s1)r are diﬀerent from the WDV’s due
to an expansion of d(s2)r , s1 = s2.
– Any of the Cm,n possible WDV’s with dimension n can be attained in n steps
by recursively expanding the empty WDV.
• If the stack-size is larger than all possible WDV with dimension less than or equal to
the current dimension n, i.e., if ς >
∑n
r=1 Cm,r, and secondly, δS is a non-decreasing
function of r then the Stack Algorithm ﬁnds the WDV which globally minimizes
the change in cost. Frequently, the second assumption is not met65; however, the
guarantee of ﬁnding the global minimum can be retained by searching according to
the modiﬁed cost:
δ˜S(d(sr)r ) = δS(d
(sr)
r ) + L(d
(sr)
r ), ∀r < n (6.255)
where L(d(sr)r ) is an estimate of the remaining δS when expanding d
(sr)
r to an n-
dimensional WDV. If L(·) is an underestimate of the true remaining cost then the
global minimum is found. An estimate of L(·) can be obtained by using the diagonal





and j are the n− r indices which comply with:
1. j is larger than the minimum required by the expansion rule. That is, according
to sa:elmin: jmin = maxi d
(sr)
r,i .
2. j is required to be as small as possible according to the ranking of saliencies
(cf. sa:obdrank), i.e.,
1 ≤ 2 ≤ · · · ≤ m−jmin ∧ lj ∈ [jmin + 1;m]. (6.257)
Note that the proposed estimate of L(·) is positive; consequently, it is not ensured
to be an underestimate.
In addition, the introduction of the modiﬁed cost may be beneﬁcial since a lot of
irrelevant paths in the search tree are sooner detected and thereby the search time
is reduced.
However, the simulations presented in Ch. 7 are not based on the modiﬁed cost.
65For instance, including an extra weight which is highly correlated with some of the weights already in
the WDV will possibly result in in a drop in δS.
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d
(2)
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 δS(d(3)2 ) = δS(d
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 δS(d(1)2 )
The Stack Content, Fourth Pass
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(1)
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 δS(d(1)3 ) = δS(d
(2)
2 ) + ŵ
2
5H55 + 2ŵ2ŵ5H25 + 2ŵ4ŵ5H45
d
(3)









2 = [2, 3]
 δS(d(1)2 )
Table 6.3: Example of running the Stack Algorithm.
• In general the above requirement on the stack-size, i.e., ς >∑nr=1 Cm,r may turn out
to be inexpedient due to the involved computational complexity. Consequently we
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suggest to use:
ς = c · (m− r + 1) (6.258)
where c is a proper factor. In all simulations in Ch. 7 we used c = 4. Notice that
m − r + 1 is the maximum number of novel WDV’s created by the expansion rule
cf. sa:elmin.
6.7.3 Statistical Pruning Algorithms
The WDV-algorithms presented above can be combined with the statistical framework
Sec. 6.6 for hypothesis testing in order to form the following algorithm66:
Statistical Pruning AlgorithmChoose a ﬁlter architecture parame-
terized by the m-dimensional weight vector, w, and select a WDV-
algorithm cf. Sec. 6.7.2.1–6.7.2.3. Furthermore, specify the signif-
icance level α. Calculate the estimated weights, ŵ, the Hessian
matrix JN (ŵ), and the inverse Hessian J−1N (ŵ). Estimate the
weight covariance matrix, V̂ , according to Th. 6.12–6.18. Initialize
the number of weights for deletion n = Q < m. Find the optimal
WDV: d∗n and the corresponding n × m dimensional restriction
matrix Ξ. If the hypothesis given by the WDV is irregular then
employ the methods described in Sec. 6.6.4 to construct a modiﬁed






When T > χ21−α(n) and if n > 1 then decrement n and go to Step
5.; otherwise, go to Step 8 . If n > 0 reestimate the weights within
a second order cost function approximation, cf. Sec. 6.6.5, i.e.,




where ŵH is the reestimated weight vector under the hypothesis
given by d∗n. In addition the second order approximation of the
training cost yields:




6.7.4 Pruning Algorithms based on Generalization Error Estimates
Another possibility consists in using WDV-algorithms within the basic ﬁlter synthesis al-
gorithm Sec. 6.5.1. That is, the (estimated) generalization error of the original model is
compared to the generalization errors when imposing the restrictions given by the set of
WDV’s. Finally, the model which generalizes the best is selected. A direct implementa-
tion requires that the weights have to be reestimated for each imposed restriction which
cause a tremendous computational burden. However, performing the reestimation within
66Notice, that the algorithm is presented in its most general form employing a cost function with regu-
larization. That is, the Hessian is in general denoted J(·).
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a second order approximation of the cost function (see Sec. 6.6.5) signiﬁcantly reduces
the computational complexity. The task is next to demonstrate how the generalization
error estimate is evaluated under the hypothesis imposed by a particular WDV d(r)n – or
equivalently the n×m restriction matrix Ξ. Let us consider two particular generalization
error estimators:
Step 12345678 1. The GEN -estimator for the case of a complete model cf. Th. 6.6, i.e., no regular-
ization is employed. This estimator coincides with the FPE -estimator presented in
Sec. 6.5.6.
2. The GEN -estimator for a general incomplete model when employing regularization,
according to Th. 6.8.
The matter concerning the FPE -estimator is previously discussed in Sec. 6.6.6. The
estimate under the hypothesis, FPEH, given by the current WDV is:
FPEH =
N +m− n
N −m+ nSN (ŵH)
=
N +m− n
N −m+ n (SN (ŵ) + ΔS) (6.262)
where ŵH is the estimated weights under the hypothesis, and ΔS is the increase in cost






Consequently, the only inverse matrix operation involved in the determination of FPEH
is the inversion of the n×n matrix ΞHN (w)−1Ξ in contrast to a fully retraining which
would involve inversion of an (m− n)× (m− n) matrix.
Next focus on the GEN -estimator which according to Th. 6.8 is given by:










































The Hessian matrix, JN (ŵ), the correlation matrices, R(τ), and S are not changed within
a second order expansion of the cost function cf. App. A. That means, when evaluating
the GEN -estimate under the hypothesis, i.e., GENH, then the only operation required is
to pick the rows and columns corresponding to the weights which are retained. In that
context deﬁne the (m−n)×m retention matrix, Υ, which speciﬁes the weights which are
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not in the WDV. That is i’th row of Υ contains a one in position j if the j’th weight is
not in the WDV; otherwise, zeros. Hence, let P = J−1N (ŵ) then the involved matrices are
substituted by:




S  S˜ = ΥSΥ
R(τ)  R˜(τ) = ΥR(τ)Υ
. (6.268)
The determination of P˜ involves at ﬁrst sight inversion of a (m − n) × (m − n) matrix;
however, by reorganizing the rows and columns of the Hessian matrix to comply with[
ΞJ Ξ ΞJ Υ






the results concerning the inversion of partitioned matrices [Seber & Wild 89, App. A3]
can be used to achieve the following result:





Obviously, merely the inversion of an n× n matrix is required. Hence, GENH becomes:


















Generalization Error based Pruning AlgorithmChoose a ﬁlter ar-
chitecture parameterized by the m-dimensional weight vector, w.
Calculate the estimated weights, ŵ, the Hessian matrix JN (ŵ),
and the inverse Hessian J−1N (ŵ). Select a WDV-algorithm cf.





2, · · · ,d∗Q
}
(6.271)
and corresponding restriction matrices. Calculate the generaliza-
tion error estimate, GENHr , for each hypothesis,Hr, r = 1, 2, · · · , Q,
imposed by Q according to Th. 6.2–6.9 and the results stated
above. Determine:
n = arg min
r
GENHr . (6.272)
If n = 0 conclude that no weights can be deleted. Otherwise,
reestimate the weights within a second order cost function approx-
imation, cf. Sec. 6.6.5, i.e.,





where ŵHn is the reestimated weight vector under the hypothesis
given by d∗n. In addition the second order approximation of the
training cost yields:





6.7.5 Optimal Brain Damage
The diagonal Hessian approach Sec. 6.7.2.1 is in the Optimal Brain Damage (OBD) prun-
ing procedure [Le Cun et al. 90] exploited for both forming the WDV’s, and for deciding
which weights to delete. The procedure deals with the usual LS cost function and runs as
follows:
The OBD-ProcedureChoose a ﬁlter architecture parameterized by
an m-dimensional weight vector, wm = [wm,1, wm,2, · · ·wm,m].
Initialize the number of deleted weights, n = 0. Estimate the
weights, i.e., determine ŵm−n, and the diagonal elements of the
Hessian matrix, Hii. Compute saliencies, i according to sa:saliency
and perform the ranking (cf. sa:obdrank):
1 ≤ 2 ≤ · · · ≤ m−n . (6.275)
Delete r weights wm−n,1 , wm−n,2 , · · ·wm−n,r with low saliencies.
Update n← n+ r. Go to Step 2.
The predominant beneﬁt of the OBD scheme is that the computation of the saliencies is
relatively simple. This is, of course, important when dealing with large networks, as in
[Le Cun et al. 90]. However, the OBD procedure is aﬄicted with some drawbacks:
Step 123456 • The oﬀ-diagonal elements of the Hessian, which are typically important, are not
taken into account.
• A complete model assumption is implicitly done since the coherence between the
increase in cost, ΔS, cf. sa:deltas and the test statistic is valid only when the model
is complete.
• In order to avoid the deletion of essential weights, r has to be relatively small com-
pared to m. Consequently, if many weights eventually can be deleted several re-
training phases are required. No precise criterion for selecting, r, and secondly for
stopping the algorithm is provided. However, such criteria can simply be provided
by interpreting OBD as an statistical test. The reject region of the statistical test





is according to sa:rrpru given by
δS (dr) > χ21−α(r)
SN (ŵm−n)
N −m− n. (6.277)
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The factor χ21−α(r)/(N−m) represents the acceptable percentage increase in the cost
when deleting the weights. A straight forward modiﬁcation of the OBD procedure
is thus to delete r weights if
δS(dr) <
χ21−α(r)
N −m− nSN (ŵm−n). (6.278)
Moreover, this provides a simple stop criterion since the algorithm is stopped when it
is not possible to fulﬁll sa:rjobd anymore. In this form the OBD-procedure becomes
a special case of the Statistical Pruning Algorithm given in Sec. 6.7.3.
6.7.6 Optimal Brain Surgeon
The Optimal Brain Surgeon (OBS) pruning procedure [Hassibi & Stork 93] is a recent
modiﬁcation of the OBD-procedure in order to avoid the restrictive diagonal Hessian
assumption. The procedure is based on an individual deletion approach and focus on
using the LS cost function. It runs as follows:
The OBS-ProcedureChoose a ﬁlter architecture parameterized by
an m-dimensional weight vector, wm = [wm,1, wm,2, · · ·wm,m].
Initialize n = 0. Estimate the weights, i.e., determine ŵm−n.
Calculate the (m− n)× (n−m) Hessian matrix, HN (ŵm−n) and
the inverted: H−1N (ŵm−n) = {Pij}, i, j ∈ [1;m−n]. Calculate the







If ˜(n) % SN (ŵm−n), where  = arg mini ˜(n)i then delete the
weight wm−n, and proceed to Step 5.; otherwise proceed to Step
6. Reestimate all remaining weights within a second order approx-
imation which according to sa:whyp reads67:
ŵH = ŵm−n − ŵm−n,
P,
· [P1,, P2,, · · · , Pm−n,] . (6.280)
Pick out the weights which are not deleted, i.e.,
ŵm−n−1 = [ŵ,H,1 , · · · , ŵH,−1, ŵH,+1, · · · , ŵH,m−n] . (6.281)
Increment n and go to Step 3. No more weights can be deleted
within the second order approximation. Go to Step 2.; alterna-
tively, stop.
The OBS-procedure may be interpreted as a special variant of the Statistical Pruning
Algorithm cf. Sec. 6.7.3. First, it should be noticed that the deletion procedure is based
67The restriction matrix is in this case an m− n dimensional row vector:
Ξ = [Ξ1,Ξ2, · · · ,Ξm−n]
where Ξ = 1 and Ξi = 0, i = 
. Furthermore, a = 0.
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on a second order approximation of the cost function and furthermore the weights are in
Step 5. retrained within this approximation. Consequently, these assumptions lead to
H(wH) ≈H(ŵm) (6.282)
where wH is the retrained weight vector with dimension m and n components equal to
zero. In [Hassibi & Stork 93] the determination of the Hessian in Step 3. is not paid
any particular attention; however, using the above fact leads to that (except for n = 0)
HN (ŵm−n) is determined from HN (ŵm−n+1) simply by removing the row and column
corresponding to the weight currently deleted. Moreover, with the above fact in mind no
direct matrix inversion (except for n = 0) is required in Step 3.. Deﬁne the (m−n)×(n−m)
inverse Hessian
P = H−1N (ŵm−n), (6.283)





= H−1N (ŵm−n+1). (6.284)
Furthermore, recall that  is the number of the weight in the m−n+1-dimensional weight
vector which currently is deleted. Now using the result given by sa:invhesalt:
P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣







P˜−1,1 · · · P˜−1,−1 P˜−1,+1 · · · P˜−1,m−n+1




















P˜,1, · · · , P˜,−1, P˜,+1, · · · , P˜,m−n+1
]
. (6.285)






where Q is the number of deleted weights69. That is, the OBS-procedure uses the test
statistic valid for complete models in order to decide if the weights can be deleted. In
addition, if the increase in error is much smaller than the current training cost (cf. Step
4.) then the weight is deleted. This is in keeping with using the reject region of the
68Since the Hessian is symmetric, P˜ij = P˜ji.
69Recall that ΔS is the “true” change in cost when imposing the hypothesis.
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statistical test cf. e.g., sa:ineqtest except that no exact deﬁnition of what is meant by
“much smaller” is provided. This is, however, clear when using the statistical framework.
sa:delsobs furthermore enables an interpretation of the WDV-algorithm which is em-
bedded in the OBS-procedure. At ﬁrst sight one might think that this WDV-algorithm
equals the WDV-algorithm based on individual deletion cf. Sec. 6.7.2.2. However, this
is not true due to the fact that the modiﬁed saliencies are estimated recursively with an
intermediate retraining. Let d∗n denote the optimal WDV with dimension n and ΔS(dn)
the change in cost when employing a particular WDV, dn cf. sa:deltas. The set of WDV’s
Q = {d∗1,d∗2, · · · ,d∗Q} formed by the OBS-procedure is given then given by:










] ∣∣∣∣ mindn ΔS(dn)
}
, n = 2, 3, · · · , Q. (6.288)
That is, the n − 1 ﬁrst components of d∗n are ﬁxed at the optimal (n − 1)-dimensional
WDV, d∗n−1, while the last component, dn,n, is adjusted so that ΔS(dn) is minimized.
This search strategy is obviously local since it goes directly towards the nearest minimum
without having the option of changing a previously made choice, i.e., once a weight is
chosen for deletion it remains so.
6.8 Procedures for Expanding the Architecture
Fundamentally it is impossible to predict how the ﬁlter architecture should be expanded so
that the generalization error is diminished without providing assumptions on the system
which generated the data, as mentioned in 6.4. The only reliable strategy for a procedure
which gradually expands the architecture is therefore to use the basic architecture synthesis
algorithm cf. Sec. 6.5.1, i.e.,
Basic Expansion AlgorithmSelect an initial architecture. Choose
a number of possible expansions. Determine the expansion under
considerations which yields the maximum decrease in the general-
ization error (according to a chosen generalization error estimator)
and accept that particular expansion. Go to Step 2.
The obvious inconvenience is that at each stage a – possibly large – number of expansions
have to be tested, i.e., estimation of the weights and the generalization error have to be
performed. On the other hand, it may still be possible to give suboptimal, consolidated
proposals.
In [Hertz et al. 91, Ch. 6.6] diﬀerent algorithms for expanding a multi-layer feed-
forward perceptron neural network (MFPNN) when dealing with binary classiﬁcation tasks
are discussed; however, it does not seem obvious how these algorithms should be modiﬁed
in order to accomplish the continuous output case under consideration in this Thesis.
Below we focus on various methods applicable for the continuous output case.
6.8.1 Stepwise Forward Inclusion
In the statistical literature concerning linear regression a common method for expanding
the architecture is known as Stepwise Forward Inclusion (SFI) [Draper & Smith 81, Ch.
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6.11]. SFI is a part of a more general algorithm called Stepwise Regression
[Draper & Smith 81, Ch. 6.11] in which the architecture gradually is expanded and pruned.
Pruning is done by using Stepwise Backward Elimination which is in its original form70
based on hypothesis testing cf. Sec. 6.6.
SFI deals with LX-models, i.e.,
ŷ(k) = wmvm(k) + e(k) (6.289)
where vm(k), wm are the m-dimensional regression and weight vector, respectively. It is
assumed that a pool of potential regressors exist in advance. Deﬁne the vector containing
the pool of q possible regressors as vq(k) = [v1(k), v2(k), · · · , vq(k)]. For instance, con-
sider the case where the p-dimensional input vector z(k) is determined and vq(k) is a l’th
order multidimensional polynomial expansion of z(k) with q = (l+p)!/(l! p!) cf. Sec. 3.2.1.
Suppose that m regressors already are in the model, i.e., vm = [vr1 , vr2 , · · · vrm ], where
ri ∈ [1; q] are diﬀerent indices. The issue under consideration is the inclusion of an extra
regressor. In the SFI this issue is solved by comparing the partial correlation coeﬃcients of
the regressors which are not included yet. The partial correlation coeﬃcients are deﬁned
by:
ρy,vj |vm =









where j = ri, ∀ i and 〈·〉 denotes the time-average.
ρy,vj |vm measures how much of the variations in the output y(k) which can be explained
(linearly) be the regressor vj(k) when the variation explained by the present regressors is
deducted. Consequently, the novel regressor is chosen as: vj = arg max |ρy,vj |vm |. Since
only estimates of the partial correlation coeﬃcient are available we furthermore have to
check if the correlation is signiﬁcantly non-zero. This can be formulated as a statistical
test cf. [Draper & Smith 81].
An interpretation of this procedure is possible. Suppose that we employ the usual
LS cost without regularization and obtain the weight estimate ŵm with corresponding
cost, SN (ŵm). Now by adding an extra regressor vj and reestimating then the cost
SN (ŵm+1) is obtained. Maximizing the absolute partial correlation coeﬃcient corresponds
to maximizing the decrease in cost, viz. SN (ŵm) − SN (ŵm+1). To test whether this
change is signiﬁcant one can use sa:ineqtest since this is equivalent to testing if the weight
associated with the novel regressor is equal to zero.
To sum up, SFI is equivalent to the following procedure:
Stepwise Forward Inclusion AlgorithmConsider the model with m
regressors vm. Estimate the q − m possible models with one ex-
tra regressor added. If any of the potential regressors provides a
signiﬁcant improvement of the cost – i.e., the associated weight is
non-zero – then pick the regressor which has the largest improve-
ment.
The real drawback of SFI is that it involves a lot of retraining; however, a scheme based on
the partial correlation coeﬃcient which reduces the required computations is mentioned
in [Billings & Voon 86].
70A Stepwise Regression algorithm based on estimating the generalization error has also been proposed
[Leontaritis & Billings 87].
224
6.8.2 Cascade-Correlation
An expansion procedure which works for MFPNN with linear (continuous) output is The
Cascade-Correlation Algorithm [Fahlman & Lebiere 90]. The idea is to add the neurons
(perceptrons) one by one so that the output of the most recent neuron has the highest
possible correlation with the the error signal. Let us represent the MFPNN by the canoni-
cal representation: ŷ(k) = αv(k), where v(k) = [v1(k), v2(k), · · · vq(k)], α are the state
and weight vectors of the output layer, respectively. The algorithm runs as follows:
Cascade Correlation AlgorithmStart with the empty network, i.e.,
v has the dimension 0. and set the counter q = 0. Add a new
neuron which receives input from all previous neurons and from








where w1, w2 represent weights associated with the neuron and
h(·) is the activation function. Estimatew1 andw2 (see [Fahlman & Lebiere 90])
so that
[ŵ1, ŵ2] = arg max |γ̂| (6.292)
where γ̂ is the estimated crosscovariance function between vq+1(k)






(vq+1(k)− 〈vq+1(k)〉) · (e(k)− 〈e(k)〉) . (6.293)











and increment the counter q. Estimate the α according to the cost
function, i.e.,
α̂ = arg minCN (α). (6.296)
Stop if the cost is acceptably small; otherwise, go to Step 2.
The number of layers in the network constructed by this algorithm is thus equal to the
number of neurons and each neuron is connected with the output. Notice (cf. Step 3.)
that the weights associated with a particular neuron are estimated only once while the
α-weights are reestimated each time a neuron is added.
The idea behind Cascade Correlation resembles the Stepwise Forward Inclusion pro-
cedure mentioned above since the new regressor, i.e., the new neuron, is added so that it
describes as much as possible of the variation in the output which is not already described
by the present neurons. This is explicitly done by maximizing the correlation with the
error signal which expresses the lack of description. However, to implement the idea of
SFI completely one should include a novel neuron and then estimate all weights in the net-
work and ﬁnally check if the cost drops signiﬁcantly. Since only the weights in the output
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layer are reestimated every time a new neuron is added then one may expect the resulting
network to be suboptimal and typically too large. Consequently, the Cascade Correlation
algorithm may be viewed as a particular training algorithm which estimates the weight
successively. This is possibly important when dealing with large and deep networks which
are hard to train due to the fact that the weights are highly interacting.
6.8.3 Statistical Expansion Test
In [White 89b] the problem of expanding a 2-layer MFPNN by adding hidden neurons is
given a statistical formulation. The 2-layer [p,m1, 1]-network (m2 = 1) model obeys:







Step 123456 • W (r) are weight matrices with dimension mr × (mr−1 + 1).
• h(·) is the vector activation function.
• s(0)(k) = [1, z(k)] is the p+ 1 dimensional augmented input vector.
• wm is the m-dimensional weight vector, m = m1(p + 2) + 1, containing all weights
in the network.
• e(k;wm) is the error signal.
The problem under consideration is whether the generalization error can be reduced by
adding extra hidden neurons, i.e., by increasing m1. Formally we want to test if the current
model is complete when using the optimal weights, w∗m, i.e., cf. Def. 6.3 the hypothesis,
H1 and the alternative H1,a become:
H1 : ∀z, gn(z) = fn(z;w∗m)
H1,a : ∀z, gn(z) = fn(z;w∗m)
. (6.298)
In the rest of the section the statistical framework presented in Sec. 6.6 is employed rather
than proceeding as in [White 89b]; however, the ﬁnal result is the same.
IfH1 is true then adding extra neurons will not cause any changes. That is, the optimal
weights attached to the added neurons equal zero. However, the hypothesis concerning
a number of irrelevant neurons is irregular cf. Sec. 6.6.4. Consequently, we draw on the
methodology presented in Sec. 6.6.4.






whereΩ is a Q×(p+1) weight matrix chosen so that the weight space is properly covered71.
For instance, one may chose Ω randomly. Next consider the expanded model





+ ωζ(k) + e(k;wq) (6.300)
71Recall according to Sec. 6.6.4 that a principal component analysis of ζ may reduce the dimension (i.e.,
it becomes less than Q) and thereby improve the power of the test.
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where ω is a Q-dimensional weight vector which determines the contributions from the
ﬁxed neurons. All weights are assembled in the q = m + Q dimensional weight vector
wq = [wm,ω]. The hypothesis (and alternative) to be tested is72:
H2 : ω∗ = 0
H2,a : ω∗ = 0
. (6.301)
Since the original hypothesis H1 impose that the model is complete then two facts should
be noted:
• No regularization is possible, i.e., the usual LS cost function, SN (·), is employed.
• The reject region given by sa:ineqtest is applicable.
The hypothesis is in terms of wq given by:
Ξw∗q = 0 (6.302)
where Ξ = [0Q,m, IQ,Q].
Now according to sa:ineqtest the reject region becomes:
ΔS > χ21−α(Q)
SN (ŵq)
N − q (6.303)
where ΔS = SN (ŵm)−SN (ŵq) and χ21−α(Q), ŵm, ŵq are the estimated weight vectors of
the original and the expanded model, respectively. Furthermore, χ21−α(Q) is the (1− α)-
fractile of the chi-square distribution with Q degrees of freedom.
The estimated weights of the original model, ŵm, are supposed to be estimated already.
Further the weight estimates of the expanded model, ŵq, is required. It is possible to ﬁnd
ŵq without a fully retraining due to the fact that the test procedure is based on a second





then the second order approximation of the cost function regarding the expanded model
becomes:
SN (wq) = SN (ŵq,H) +
∂SN (wq,H)
∂wq
(wq − ŵq,H) + (wq − ŵq,H)Hq,q(ŵq,H) (wq − ŵq,H)
(6.305)
where Hq,q(ŵq,H) is the Hessian deﬁned in sa:jndef and SN (ŵq,H) = SN (ŵm). The




72Note that H2 is an implication of H1. Consequently, if H2 is rejected then also H1 is rejected. On the
other hand, accept of H2 does not necessarily imply accept of H1. Intuitively this is clear: We only test if
inclusion of extra hidden neurons does not improve the model. However, the model may still be improved
by including other types of nonlinear terms, e.g., the consideration of another type of hidden neurons.
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Simple linear algebra then gives:





= ŵq,H +H−1q,q(ŵq,H) ·∇(ŵq,H) (6.307)









ψ(k; ŵq,H)e(k; ŵq,H), (6.308)











Thus all terms involved depend only on quantities which are derived from the estimation






In particular, HQ,Q(ŵq,H) = ζ(k)ζ(k), and Hm,m(ŵm) is the Hessian of the origi-
nal model. When using a second order minimization procedure the inverse Hessian,
H−1m,m(ŵm), is an immediate spinoﬀ. According to [Seber & Wild 89, App. A3] H
−1
q,q
(the dependence on the weights is omitted for simplicity) is given by:
H−1q,q =
⎡⎣ H−1m,m +Bm,QB−1Q,QBm,Q −Bm,QB−1Q,Q
−B−1Q,QBm,Q B−1Q,Q
⎤⎦ (6.311)
where the auxiliary matrices are deﬁned by:
Bm,Q = H−1m,mHm,Q, (6.312)
BQ,Q = HQ,Q −Hm,QH−1m,mHm,Q. (6.313)
That is, the only extra matrix inversion involved is the calculation of B−1Q,Q.
Now, what remains in order to calculate the rejection region sa:rejtest is the evaluation
of ΔS and SN (ŵq). Due to the relation: SN (ŵq) = SN (ŵm) − ΔS we focus on the
evaluation of ΔS only. Substituting sa:expanest into sa:expancst and performing simple
algebraic manipulations yield:
ΔS =∇(ŵq,H)H−1q,q(ŵq,H)∇(ŵq,H). (6.314)
To sum up, we now have:
Statistical Expansion AlgorithmStart by estimating a ﬁlter with
one neuron73. Generate a random Q × (p + 1) weight matrix Ω,
and form the response vector, ζ(k) of Q ﬁxed neurons. Perform
73In [White 89b] the ﬁrst neuron is supposed to be linear.
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a PCA-analysis of ζ(k) and let ζ′(k) denote the Q′-dimensional
(Q′ ≤ Q) vector of signiﬁcant principal components. Test the
hypothesis that the ﬁxed neurons (i.e., the vector ζ ′(k)) contribute
signiﬁcantly, according to sa:rejtest. If the hypothesis is rejected
then include an extra neuron, reestimate all weights and go to Step
2.. Otherwise, stop.
Finally, the close relationship with the SFI-algorithm (see above) should be noted. In
fact, the Q ﬁxed neurons acts as a pool of potential regressors.
6.8.4 Partition Function Filters
Consider the partition function ﬁlter (PFF) which in the canonical ﬁlter representation,










Step 12345 • z(k) ∈ D is the p-dimensional input vector.
• bi(z(k);βi) is the i’th basis function.
• αi and βi are the weights associated with bi(·).
• Di(z) is the domain function given by:
Di(z(k)) =
{
1 , z(k) ∈ Di
0 , otherwise
(6.317)
where Di is the i’th partition. The partitions are supposed to be disjoint and con-
sequently, the input domain is given by: D = ⋃qi=1Di.
• ŷi(k;wi) is the output of the i’th local ﬁlter parameterized by wi = [αi,βi ].
Let w be the vector of all weights in the PFF, i.e., w = [w1 ,w2 , · · · ,wq ]. Moreover,
let pz(z), pε(ε) denote the p.d.f.’s of the input and the inherent noise, respectively. Now





























pz(z)pε(ε) dz dε. (6.318)
74Here the bias weight α0 is excluded.
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pz(z)pε(ε) dz dε. (6.319)
The average generalization error Γ = ET {G(ŵ)} is the average of the generalization error
w.r.t. the training set. That is, we average over ﬂuctuation in the weight estimate. Now





































Ki = {k : z(k) ∈ Di} (6.321)
Obviously,
⋃q












Clearly, the estimated weights ŵi = arg minwi SN,i(wi) are identical to the corresponding
part of the vector ŵ = arg minwSN (w). That is, there is no dependence among the









Two circumstances should be noted:
• The above result rely on employing the LS cost function. However, it is still possible





That is, the regularization is required to be local.
• The shape of the partitions Di is, in principle, assumed to be ﬁxed. However, in
practice the shapes are – to some extend – dependent on the training data. That
means, the sum of local average generalization errors does not equal Γ. Studying
the eﬀects of this dependence is extremely complicated and is left for future studies.
75If we deal with a localized covering architecture in which the the partitions, Di, are not disjoint we
may expect that the decomposition of the generalization error into local generalization errors is a valid
approximation provided that the interactions among the domain functions are small. That is, if the value
of Di(·) is large all the other domain functions are supposed to have small values.
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In principle, the PFF acts like an ensemble of local, independent ﬁlters, ŷi which collabo-
rate in order to form the ﬁlter output ŷ(k). Furthermore, each local ﬁlter is encumbered
with a local average generalization error. The task is now to suggest a strategy for grad-
ually expanding the PFF. We focus on adding local ﬁlters one by one. A straight forward
strategy thus consists in comparing the individual Γi’s, and subsequently, divide the local
ﬁlter with maximum Γi into two local ﬁlters.
Let us elaborate on various facts which motivate this strategy. Recall cf. Sec. 6.3.4
that the average generalization error obeys the decomposition:
Γ = σ2ε + MSME + WFP (6.325)
where σ2ε is the inherent noise variance, MSME is the mean square model error, and WFP
is the weight ﬂuctuation penalty.
σ2ε is normally assumed to be independent of the input, z. Hence, the inherent noise
contributes uniformly to the individual Γi and consequently, the inherent noise does not
aﬀect the suggested strategy.
The MSME describes the systematic error done when employing an inﬁnite training
and decreases with increasing model complexity, i.e., increasing q. The WFP explains
the eﬀects of estimating the model from a ﬁnite training set. Normally it increases with
increasing model complexity; however, the increase is not necessarily monotonous.
When q is small the MSME – compared to the WFP – will be the dominating term,
i.e., a large Γi indicates a large model error. A natural strategy is thus to divide the local
ﬁlter, say ŷr(k), where r = arg maxΓi into two new ﬁlters, say ŷr1(k), ŷr2(k). That is, the
partition Dr is divided into the disjoint partitions, Dr1 , Dr2 so that Dr1 ∪ Dr2 = Dr. It
is ensured that Γr1 + Γr2 ≤ Γr if ∃wr1 ,wr2 so that ŷr(k; ŵr) ≡ ŷr1(k;wr1) + ŷr2(k;wr2).
Here ŵr are the estimated weights of the local ﬁlter ŷr(k). This requirement may be met
by employing the same basis function, b(·) within all local ﬁlters, i.e., bi(·) = b(·).
The next problem is how the division of Di should be performed. According to the
discussion in Sec. 6.4 an optimal solution to this problem requires knowledge of the true
system; consequently, we resort to a heuristic method. Consider the case where the par-
titions are separated by a number of hyperplanes cf. Sec. 3.1.2. The partitions, Dr1 , Dr2 ,
result from dividing Dr by a hyperplane
H : az(k)− t = 0 (6.326)
where a is the p-dimensional normal vector and t the threshold. The normal vector is –
for lack of anything better – selected according to a random procedure. The threshold is
next adjusted so that the number of data samples within the new partitions is equal, q.e.,
Kr1 = Kr2 = Kr/2. This ensures that none of the partitions contains an inexpedient low
number of data samples which gives rise to high WFP . Secondly, the area of a particular
partition will become inversely proportional to the probability that an input vector belongs
to the partition. Hence, data are not wasted on achieving a close ﬁt in regions of the input








76Note that the mean square error is the integral of the squared error weighted with the p.d.f. of the
input.
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Here |Kr| is the number of data samples in Kr. ζ(k) = az(k) deﬁnes the projection onto
the one-dimensional space pointed out by the normal vector a. The threshold is determined
as the time-average of ζ(k) which ensures that the partitions contain approximately the
same number of data samples. The determination of t is depicted in Fig. 6.8.
z 1 z 2
aD r1 D r2





Figure 6.8: Determination of the threshold t. pζ(ζ) is the p.d.f. of ζ = az.
When q gets larger Γ will be dominated by the WFP term. That is, variations in the
MSME over the input space will be less noticeable; consequently, it becomes more doubtful
whether the procedure results in a proper expansion. It is obvious that the expansion
procedure should be attended by a reestimation77 of Γ so that expansions which result in
increasing average generalization error are ignored.
Let us summarize the suggested procedure by formulating an algorithm concerning the





The gates, Di, are delimited by hyperplanes which are parallel to co-ordinate axes, i.e.,
the i’th hyperplane is given by the equation:
zji − ti = 0 (6.329)
where ji, ti, are the splitting direction and the threshold, respectively.
77Note that the change in the average generalization error equals: Γr − (Γr1 + Γr2).
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Gate Function Filter Synthesis Algorithm
Step 1 a. Select a basis function, b(·), and choose a method for estimat-
ing the generalization error.
b. Initialize the counter, q = 1. Further set the ﬁrst gate equal
to the input domain, i.e., D1 = D.
c. Estimate the weights, ŵ1, and calculate the generalization
error estimate, Ĝ1.
Step 2 Rank the generalization error estimates:
Ĝiq ≥ Ĝiq−1 ≥ · · · ≥ Ĝi1 (6.330)
where is1 = is2 , is ∈ [1; q].
Step 3 for r = iq, iq−1, · · · , i1
a. Select the splitting direction, jr, randomly among the num-
bers 1, 2, · · · , p. Next calculate the threshold, tr, as the time-
average of zjr(k) within the gate Dr according to sa:threshold.
b. Add the novel local ﬁlters, ŷr1(k), ŷr2(k) and estimate the
weights, wr1 , wr2 .
c. Calculate the generalization error estimates: Ĝr1 , Ĝr2 . If
Ĝr1 + Ĝr2 < Ĝr then accept the expansion, increment q, and
go to Step 2. Otherwise, if not all p splitting directions have
been tried then goto Step 3a.
Two circumstances should be emphasized in connection with this algorithm:
• In a practical implementation this algorithm is eﬃciently implemented according to
the tree-structured approach discussed in Sec. 3.1.2.
• A pruning procedure is in fact embedded in the expansion procedure since (cf. Step
3c.) the expansion is accepted only when the generalization error decreases. A
possible extension consists in employing other pruning procedures cf. Sec. 6.7.
In [Hoﬀmann 92a, Ch. 5] similar algorithms are suggested. These algorithms deal
with the so-called zero and ﬁrst order gate function ﬁlters which are characterized by
possessing the basis functions, b(z(k)) = 1, b(z(k)) = z(k), respectively. The approach
in [Hoﬀmann 92a] is based on the decomposition of the cost function, cf. sa:costdecomp,
rather than using the decomposition of the average generalization error in sa:moderr.
However, recall that the training cost is a simple estimate of the generalization error.
6.9 Reducing Generalization Error by Regularization
Both experimental [Bishop 91], [Weigend et al. 90] and theoretical [Geman et al. 92],
[Krogh & Hertz 91], [Seber & Wild 89, Ch. 9.5.2] studies have shown that the general-
ization ability can be increased by adding a regularization term to the cost function.
Recall cf. Ch. 5 that the cost function, CN (w), in this case becomes:
CN (w) = SN (w) + κRN (w) (6.331)
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where SN (w) is the usual cost function – in this work – the LS cost function, κ ≥ 0 is the
regularization parameter, and RN (w) is the regularization term.
In the discussion concerning the model error decomposition Sec. 6.3.4 it was demon-
strated that the use of a a κ > 0 implies that the MSME is increased. On the other
hand, the WFP may decrease. Consider the case of a large κ and RN (w) = r(w), i.e., a
regularization term which is independent on the training set. Now, the weights will – to a
large extend – be adjusted so that r(w) becomes small. Hence, as r(w) does not depend
on the training set the ﬂuctuations in the estimates will be small, and consequently, the
WFP is reduced. This result is a trade oﬀ between MSME and WFP ; hence, an optimal
value of κ exists. In that respect κ can be regarded as an architecture parameter which
adjusts the eﬀective number of degrees of freedom since the weights are not allowed to
move freely in the weights space; they are restricted to the region where r(w) is small.
In general it is, of course, impossible state any result concerning the optimal κ since it
depends on the structure of the system and the architecture of the model. Consequently,
one may rely on suboptimal methods. A straight forward recipe is to vary κ so that some
generalization error estimate (see Sec. 6.5) is minimized.
Below a simple case – inspired by [Krogh & Hertz 91] – is treated in order to substan-
tiate the mentioned trade oﬀ, and to clarify the parameters entering the expression for the
optimal value of κ. In addition, the example may provide some guidelines when dealing
with more complicated situations.
Consider the linear system:
y(k) = z(k)w◦ + ε(k) (6.332)
where z(k) is the i.i.d.m-dimensional stochastic input vector signal, w◦ is the m-dimensional
true weight vector, and ε(k) is the i.i.d. zero mean inherent noise with variance σ2ε . It is
assumed that ε(k) is independent of z(k). The model is complete and given by:
y(k) = z(k)w + e(k;w) (6.333)
where e(k;w) is the error signal and w the m-dimensional weight vector. In order to esti-
mate the model from the training set, T = {z(k); y(k)}, we employ the LS cost function,
SN (w), with a weight decay regularizer , i.e., the cost function becomes:
CN (w) = SN (w) + κww. (6.334)
The average generalization error, Γ, obeys the model error decomposition (see Sec 6.3.4)
Γ = σ2ε + MSME (κ) + WFP(κ) (6.335)
where the dependence on κ is explicitly emphasized. In App. G a complete derivation of

























• λi is the i’th eigenvalue of the (by assumption) positive deﬁnite Hessian matrix
H = E{z(k)z(k)}.
• ω◦i is the i’th transformed true weight deﬁned by:
ω◦ = [ω◦1, ω
◦
2, · · · , ω◦m] = Qw◦ (6.338)
where Q is the unitary matrix of normalized eigenvectors of H,
Q = [q1, q2, · · · , qm] (6.339)
with qi being the i’th eigenvector.










In order to ﬁnd κopt which minimizes the average generalization error and thus trades oﬀ







Note that WFP → 0 as N → ∞ while the MSME (κ) = 0 unless κ = 0. That is, the
optimal vale of κ, κopt = 0 as N → ∞. Since the results above are based on an o(1/N)







Notice certain facts concerning this optimal value:
• It depends on the noise level, σε. Clearly if no noise is present then κopt = 0 since
the data in the training set perfectly describes the system as we note the model is
complete. On the other hand, if noise is present78 there will be a signiﬁcant WFP
which can be lowered by introducing an non-zero κ and thus introducing a MSME .
• To ﬁrst order in 1/N κopt is independent of the fourth order statistic of the input
vector signal, i.e., independent of K.
• It is – loosely speaking – inversely proportional to the square of the optimal weight
values. This is due to the fact that we regularize against the zero weight vector79.
It is important to point out that κopt can not be calculated in practical applications
since it depends on the optimal weights which are of course unknown; however even when
κ = κopt there may still be a reduction in the average generalization error. In fact, the
average generalization error is reduced within the interval κ ∈]0; 2κopt] as demonstrated
in App. G.
78Notice that the noise variance enters the WFP only.
79The regularizing term is zero when employing w = 0.
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6.10 Summary
The topic of this chapter was the construction of ﬁlter architecture synthesis algorithms.
The goal of ﬁlter architecture synthesis is to select the ﬁlter architecture with maximum
quality. As a quality measure the concept of generalization ability was introduced. In
particular, we deﬁne the generalization error as the mean square error of an input-output
sample which is independent of the training set consisting of N related input-output data.
The generalization error depends on the system which is modeled and the training set
through the weight estimate, ŵ. In order to circumvent the dependence on the current
training set we deﬁne the average generalization error which is the average of the general-
ization error over all possible training sets with size N .
Various properties of the average generalization error was discussed in terms of the
model error decomposition. This leads, in particular, to a clariﬁcation of the fundamental
limitations in searching for the optimal ﬁlter architecture.
The possibility of estimating the generalization error forms the basis of a simple ar-
chitecture synthesis algorithm. The idea is to estimate the generalization error of various
ﬁlters and then pick the one with minimal generalization error. A number of classical
generalization error estimates was reviewed and a novel estimator, GEN , is presented.
The GEN -estimator handles models which are:
• Nonlinear in the weights.
• Incomplete, i.e., models which do not perfectly model the system at hand.
A statistical framework for reducing the generalization error was presented. This
framework lead to various algorithms for ﬁlter architecture synthesis which falls into two
classes: Algorithms which gradually expand or prune the architecture. In addition, some
of the synthesis algorithms suggested in the neural network literature were reviewed, in-
terpreted, and extended.
Finally, we demonstrated that the use of regularization may reduce the generalization







In this chapter the performance of various ﬁlter architecture synthesis methods is studied
by numerical simulation. This is about:
• Validation and comparison of generalization error estimators, including:
– The Generalization Error Estimator for Incomplete, Nonlinear Models (GEN -
estimator) cf. Sec. 6.5.8.
– The Cross-Validation estimator (C-estimator) cf. Sec. 6.5.3.
– Leave-One-Out Cross-Validation estimator (L-estimator) cf. Sec. 6.5.4.
– The Final Prediction Error estimator (FPE -estimator) cf. Sec. 6.5.6.
• Validation of statistically based algorithms for optimizing the ﬁlter architecture cf.
Ch. 6.
7.1 Validation of the GEN -estimate
Recall that the ability to estimate the generalization error serves two purposes:
1. It provides the tool for evaluating the quality of an estimated model.
2. It enables the construction of algorithms for architecture synthesis (see Sec. 6.5.1).
An immediate validation strategy is obviously to compare the architectures which are
synthesized by using the GEN -estimate relative to other techniques. However, it may be
cumbersome to draw ﬁrm general conclusions from this comparison due to the following
arguments:
• The resulting architecture will to some extent depend on the available training data.
In consequence, one has to repeat the architecture synthesis several times and with
diﬀerent of training set sizes, N , thus resulting in some “mean” performance which
depends on N . Furthermore, this task involves an enormous computational burden.
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• In order to decide which of the architecture synthesis algorithms (ASA’s) one should
prefer, a huge independent cross-validation set has to be available so that the “true”
generalization error can be calculated1 afterwards the ASA’s have been run.
• The result depends on the chosen algorithm for estimating the ﬁlter parameters
(weights) since
– The algorithm may converge to a local minimum.
– The algorithm does not minimize the cost function perfectly. For instance,
applying the SG-algorithm a perfect local minimization requires an inﬁnite
number of iterations and secondly, that the step-size is diminished according to
a certain scheme as the number of iterations increase, cf. Sec. 5.4.
• Typically the ASA involves a number of steps where the architecture gradually
changes. The path which is followed by a certain ASA through the space of ar-
chitectures is highly dependent on the initial conditions and parameter settings.
Consequently, numerous trials with the particular ASA is urgent in order to sub-
stantiate e.g., the mean performance of the ASA.
• The nature of the nonlinear system which is being modeled will inﬂuence on the
results. One may imagine that ASA’s which turn out to be applicable on some
examples will be overruled on other examples.
In the light of these arguments it is appraised that much eﬀort is required in order to set
up a secure validation procedure. This is therefore left for future research. Instead, we
will employ a statistical approach aiming at eliminating some of the obstacles mentioned
above. The approach consists in considering various generalization error estimates as
statistical estimates of the average generalization error , Γ = ET {G(ŵ)}, cf. sa:gamdef.
The GEN -estimate is then compared with alternative generalization error estimates in
order to elucidate how well the estimates predict the value of Γ.
7.1.1 Simulation Setup
The simulations performed use the conventional LS cost function solely. Simulations of the
GEN -estimate applicable for the LS cost function with a simple regularizer (see further
Sec. 6.5.8) is thus subject to future studies .
In the performed simulations the GEN -estimate is compared to the following estimates:
1. The Final Prediction Error estimate (FPE -estimate) which cf. Sec. 6.5.6, Th. 6.6 is
given by:
FPE (T ) = N +m
N −mSN (ŵ), N > m (7.1)
where N is the size of the training set, ŵ is the estimated weights, m = dim(ŵ),
and SN (·) is the LS cost function based on N training samples. Recall that FPE is
the estimator of Γ which appears by restricting the model to be complete2.
Notice that FPE depends on the actual training set, T , through the estimated
weights, ŵ.
1Recall cf. Sec. 6.5.3 that the cross-validation estimate (excluding leave-one-out cross-validation) is an
unbiased and consistent estimator of the generalization error in the limit of an inﬁnite cross-validation set.
2Notice furthermore the assumptions given in Th. 6.6.
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2. The cross-validation estimate (C-estimate) which cf. Sec. 6.5.3 is given by:





where e(k; ̂wN−Nc) is the error obtained when using ̂wN−Nc estimated from N −Nc
samples. ν denotes the percentage of the total number of training samples used for





where Nc is the number of samples used to calculate the cross-validation estimate.
Note that the dependence on the actual training set is pointed out explicitly.
3. The leave-one-out cross-validation estimate (L-estimate) which cf. Sec. 6.5.4 yields:





where ŵ(j) is the weight estimate obtained by training on the training set:
{x(k); y(k)}, where
k = 2, 3, · · · , N , j = 1
k = 1, 2, · · · , j − 1, j + 1, · · · , N , j ∈ [2;N − 1]
k = 1, 2, · · · , N − 1 , j = N
. (7.5)
That is, for every j we train on N − 1 samples and calculate the squared error on
the remaining single sample.
Aiming at an empirical comparison of the above generalization error estimates with
the GEN -estimator we form Q independent training sets with sizes:
N = Nmin, Nmin + 1, · · · , Nmax. (7.6)






where s ∈ [1;Q], N ∈ [Nmin;Nmax], and k ∈ [1;N ]. The weight estimate obtained by using
the training set, T (s)N , is denoted by ŵ(s).
In order to eliminate a source of error (the second item of the list mentioned on
page 235) we assume that the model, the system, and the joint distribution of the input,







where [xt; εt] denotes an independent test sample. Note that ŵ and the test sample are
independent.
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The average generalization error, Γ, is now estimated as:





where 〈·〉 denotes the average w.r.t. the Q independent training sets, T (s)N . If G(ŵ(s))
forms a mean-ergodic sequence w.r.t. to the Q realizations then [Papoulis 84a, Ch. 9-5]
limQ→∞ Γ̂G = Γ since Γ = ET {G(ŵ)}. When N is small it is evident that the ﬂuctuations
in the weight estimates (for instance, as given by the variance of the weights) will be large.
Consequently, the smaller N is, the larger Q is required in order to get a reliable estimate
of Γ. It is worth noting that Γ̂G is one of the best estimates of Γ one can hope for unless
we deal with trivial models and systems3.
Let Γ̂(T (s)N ) denote one of the estimators: GEN , FPE , Cν , and L. The impending
issues are:
• Clariﬁcation of the quality of the particular estimator, viz. deﬁning suitable quanti-
ties which measure the “distance” between the estimator an the “true” value Γ. In a
statistical perspective, this is about characterizing the distribution of the particular
estimator.
• The comparison of the estimates, i.e., the comparison of the distributions.
It should be emphasized that no objective guidelines are available in order to settle these
issues. In consequence, one has to argue in favor of a proper choice. In this work we
consider three diﬀerent quality measures:
• Normalized bias, NB .
• Mean squared error, MSE .
• Probability of proximity, Π.
7.1.1.1 Normalized Bias
The normalized bias of a particular estimator is deﬁned by:
NB =
Γ̂G − 〈 Γ̂(T (s)N ) 〉
Γ̂G
(7.10)
where Γ̂G is given by sv:gammahat. Sometimes the association with the estimator, Γ̂,
is denoted explicitly by: NB(Γ̂). The normalized bias measures the average percentage
distance of the particular estimator, Γ̂, from the average generalization error, Γ̂G. It should
be emphasized (cf. sv:gammahat) that Γ̂G always is calculated due to the weights, ŵ(s),
which are estimated on all available training data, i.e., N – no matter how many data
used for estimating, Γ̂. For instance, when calculating the cross-validation and the leave-
one-out cross-validation estimators the weights are estimated on fewer than N samples4.
Consequently, this introduces a bias relative to the GEN and FPE estimators in which
all N samples are used for estimating the weights. However, this bias seems – as regards
3For instance when the output, y(k), is an uncorrelated stochastic signal with unknown mean value.
4The weights used to calculate the C-estimate are estimated on N −Nc samples while N − 1 samples
are used in the L-estimate.
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the comparison – quite fair as the goal is to exploit the present N training optimally, i.e.,
simultaneously ensuring proper weight and the generalization error estimates.
In order to substantiate whether the GEN -estimator is closer to Γ̂G on the average than
another estimator, say Γ̂, several statistical tests can be designed. The basic assumption
is that it is possible formulate the tests as Gaussian tests. Consider the scalar stochastic
variable, Z, with mean value, μZ and variance σ2Z . The hypotheses, Hi, and alternatives,
Ha,i, i = 1, 2, 3, under consideration are:
H1 : μz = 0 Ha,1 : μz = 0 , (7.11)
H2 : μz ≤ 0 Ha,2 : μz > 0 , (7.12)
H3 : μz ≥ 0 Ha,3 : μz < 0 . (7.13)
Suppose that Q independent observations, Zs, s ∈ [1;Q] are provided then the hypotheses


















[Zs − 〈Zs〉]2 . (7.15)










C2 = {T > τ1−α(Q− 1)} (7.17)
C3 = {T < τα(Q− 1)} (7.18)
where α is the signiﬁcance level5 and τα(Q) is the α-fractile of the t-distribution with Q
degrees of freedom. In principle it is assumed that Z is Gaussian distributed; however,
due to the central limit theorem it is possible to relax this assumption provided that
Q is suﬃciently large [Anderson 84, Ch. 5.4]. In the limit Q → ∞ the t-distribution
converge to the Gaussian distribution in probability, i.e., the τα(Q) fractiles are properly
replaced by fractiles of the standard Gaussian distribution, Nα. Let t(Q) denote a t-
distributed variable with Q degrees of freedom and N (0, 1) a standard Gaussian variable.
The following equations then give the relation between the fractiles:












5That is, the probability of rejecting a true hypothesis.
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⇓ (V {t(Q)} = Q/(Q− 2) and Q→∞)
α = Prob









Q− 2 , Q→∞. (7.22)
The result of testing the hypotheses listed above is summarized in Fig. 7.1. On the basis
T




μ < 0Z μ ≤ 0Z μ ≥ 0Z μ > 0Zμ = 0Z
most likely
Figure 7.1: The result of testing the hypotheses in sv:h1–(7.13) depending on the magni-
tude of the test statistic T .
of the test of the Z variable it is possible to design tests which decide if GEN is better
than another estimator, Γ̂, on the average. Deﬁne the following stochastic variables:
Z1 = Γ̂G −GEN , (7.23)
Z2 = Γ̂G − Γ̂. (7.24)
Now by using the tests listed above on each of the variables, Zi, i = 1, 2, allow us to state a
precedence of Γ̂G, 〈GEN (T (s)N )〉, and 〈Γ̂(T (s)N )〉. Two fundamentally diﬀerent cases occur:
1. Either both estimators, GEN and Γ̂, are greater (lower) than Γ̂G.
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Γ^〈G( )〉^ T 〈GEN( )〉T











Figure 7.2: Two fundamentally diﬀerent precedences of Γ̂G, 〈GEN (T (s)N )〉, and 〈Γ̂(T (s)N )〉.
2. One is greater (lower) than Γ̂G while the other is lower (greater).
This is shown in Fig. 7.2. If the tests show that case 1 occurs then an additional test on
the mean value of the variable
Z3 = GEN − Γ̂ (7.25)
decides which of the estimators one should prefer. On the other hand, if case 2 occurs
then it is necessary to test the mean value of the variable:
Z4 = GEN + Γ̂− 2Γ̂G. (7.26)
The motivation for testing this variable is due to the inequalities:
GEN − Γ̂G < Γ̂G − Γ̂ (7.27)
+
GEN + Γ̂− 2Γ̂G < 0. (7.28)
Thus if μZ4 < 0 then GEN is closer to Γ̂G than Γ̂ on the average
6.
7.1.1.2 Mean Square Error
MSE =
〈[
Γ̂(T (s)N )− Γ̂G
]2 〉
. (7.29)
6If the test of Zi, i = 1, 2, resulted in that E{Γ̂(T (s)N )} > E{GEN (T (s)N )} then the interpretation of Z4
should be negated.
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The mean square error measures the average squared distance from Γ̂G7. The MSE is in




















The MSE is thus a measure which combines ﬁrst and second order moments of the esti-
mator distribution. However, notice that indeed one has made a choice when forcing the
variance and the squared bias to enter the MSE with equal weight . Of course one may ar-
gue in favor of other weightings. The statistical tests presented in the previous paragraph
are in principle applicable when comparing the MSE of various estimators; however, Q is
typically required to be extremely large in order to ensure any signiﬁcance at all. This
is due to the fact that it is hard to get a reliable estimate of the variance of the MSE ’s.
Consequently, such tests are omitted.
7.1.1.3 Probability of Proximity
Deﬁne the probability of proximity:
Π = Prob
{





( ∣∣∣Γ̂(T (s)N )− Γ̂G∣∣∣− ∣∣∣GEN(T (s)N )− Γ̂G∣∣∣ ) 〉 (7.31)
where μ(·) is the step function
μ(n) =
{
1 , n ≥ 0
0 , n < 0
. (7.32)
The probability of proximity measures the probability that the GEN -estimator is closer to
Γ̂G than another estimator Γ̂8. This measure thus takes all higher order moments of the
estimator distributions along with the dependence between the estimators into account.
Note that Π = 0.5 corresponds to the case where GEN and Γ̂ are equally good in predicting
Γ.
7.1.2 Simulated Systems
In the sections below three diﬀerent simple systems and models are considered. The
models under consideration are all incomplete since the novelty of the GEN -estimator is
that it is designed to handle such models. Furthermore, recall that
1. Incomplete models are the common case since we rarely are provided with perfect
knowledge of the system which has to be modeled.
2. The GEN -estimator coincides in most cases with the FPE -estimator when the model
becomes complete.
7Sometimes the association with the estimator, Γ̂ is denoted explicitly by: MSE(Γ̂).







Consider the simple second order Volterra system:
y(k) = y◦(k) + ε(k) = [x(k), x2(k)]w◦ + ε(k) (7.33)
where
• y◦(k) is the noiseless output the Volterra system.
• Two types of input signals, x(k), are considered: White and colored Gaussian signals.
In the white (i.i.d.) case x(k) ∈ N (0, 1). In the colored case,
x(k) = b(k) ∗ ξ(k) =
M∑
n=0
b(n)ξ(k − n) (7.34)
where ξ(k) ∈ N (0, 1) is an i.i.d. sequence and b(k) is a M ’th order FIR-ﬁlter de-
signed to implement a low-pass ﬁlter with normalized cutoﬀ frequency fc = 0.01.
The design is performed with the MATLAB [MATLAB 94] routine “ﬁr1” which
uses a Hamming windowed ideal low-pass ﬁlter impulse response given by (see e.g.,




















⌉) · (0.54− 0.46 cos (2πkM )) , 0 ≤ k ≤M
0 , otherwise
(7.35)
where · denotes rounding to the nearest integer towards inﬁnity. In the present
case we used M = 15. Note that M equals the dependence lag (deﬁned in As. 6.5)
since9





b(n1)b(n2)E{ξ(k − n1)ξ(k + τ − n2)} = 0, |τ | > M.
(7.36)
• The (true) weights are given by: w◦ = [1, 1].
• ε(k) ∈ N (0, σ2ε) is an inherent i.i.d. noise sequence which is independent of x(k).









According to sv:volsys and moment relations concerning Gaussian variables (see e.g.,






9This is due to the fact that ξ(k) is an i.i.d. sequence, i.e., only when
k − n1 = k + τ − n2 ⇔ τ = n2 − n1
the expectation in sv:corx takes non-zero values. Since n1, n2 ∈ [0;M ] this can only be accomplished for
−M ≤ τ ≤ M .
245
where H is the expected Hessian
H =










Using moment relations concerning Gaussian variables (see e.g., [Bendat & Piersol 86,







where σ2x = V {x(k)}. In the white noise case σ2x = 1, whereas in the colored noise











The Volterra system in sv:volsys is modeled by the LL-model:
y(k) = w · x(k) + e(k;w) (7.42)
where w is a scalar weight and e(k;w) is the error signal. The model is obviously incomplete
as no x2(k) term enters this model. The modeling of the Volterra system is shown in
Fig. 7.3. The weight, w, is estimated by minimizing the LS cost function, SN (w).












An important feature of the present system and model is the possibility of calculating
the generalization error cf. sv:gentrue. Let E{·} denote the expectation w.r.t. an inde-
pendent test sample [xt, εt]. Using sv:volsys, (7.42) and the moment relations concerning











t + εt − ŵxt
]2}
= (w◦1 − ŵ)2E{x2t }+ 3(w◦2E{x2t })2 + σ2ε (7.44)











































x(s)(k)x(s)(k + τ)e(k; ŵ(s))e(k + τ ; ŵ(s)). (7.46)
In principle: τmax = M . That is, dealing with white input τmax = 0. However, dealing
with colored input the equality can not be maintained when N is small compared to M as










where · denotes rounding to the nearest integer towards minus inﬁnity and c is a suitable
factor, typically 10 ≤ c ≤ 100. The choice of c thus provides a trade oﬀ between; on the
one hand demanding R(τ) to be reliable, and on the other hand forcing τmax to be as close
as possible to M so that all essential terms are included.
7.1.2.2 Simple Neural Network
The concerned neural network system consists of a single nonlinear neuron with two inputs
as follows:
y(k) = y◦(k) + ε(k) = h(zw◦) + ε(k) (7.48)
11That is, high bias and variance cf. App. A and [Papoulis 84b, Sec. 11-2].
12It should be emphasized that other schemes for selecting τmax are deﬁnitely workable.
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where
• z(k) = [z1(k), z2(k)] is a 2-dimensional input vector signal. Let ξ(k) ∈ N (0,Σξ)







As previously, two types of input signals are considered. Either the input is white,
i.e., z(k) = ξ(k), or colored
zj(k) = ξj(k) ∗ b(k), j = 1, 2 (7.50)
where b(k) is the ﬁlter given by sv:bk. In the colored case the covariance matrix of
z(k) becomes13:




• The (true) weights14 are in the white input case given by w◦ = [0.8, 0.8], and in
the colored case by w◦ = [3, 3].














where ν is a position parameter and η is a scale parameter. The reason for employing
this activation function is that it allows for calculation of the generalization error,
as we shall see below. ν = 2 and η = 1 were employed which result in the shape
depicted in Fig. 7.4.
• The inherent noise is an i.i.d. Gaussian sequence, ε(k) ∈ N (0, σ2ε), independent of








where SNR = 10 = 10dB. The evaluation of E{(y◦(k))2} is treated in App. D and
corresponds to the term denoted G1.
The employed NN-model of the neural network system in sv:neusys is parameterized by a
single weight, w, and obeys:
y(k) = h(w · z1(k)) + e(k;w). (7.54)
The model is incomplete since z2(k) does not enter the model. The modeling is shown
in Fig. 7.5. For each training set, T (s)N the weight, w, is estimated based on a LS cost
function, SN (w), using an oﬀ-line Modiﬁed Gauss-Newton algorithm (MGN) cf. Sec. 5.5.
Note that an inﬁnite number of iterations in principle is necessary in order to ensure that
13To see this one may use sv:corx. For a further reference see App. B p. 363.
14The true weight values are chosen so that the system essentially becomes nonlinear. Note that if

















Figure 7.4: The activation function h(u) when ν = 2 and η = 1.
ŵ really minimizes the LS cost function and thereby eliminates the eﬀect of the algorithm
(see Ch. 6 for a more thorough discussion). Let w(i) denote the the weight estimate at
iteration i. The MGN-algorithm was stopped when the stopping criterion
SN (w(i))− SN (w(i−1))
SN (w(i−1))
< 10−12
was met or if the number of iterations exceeded 100. These settings are supposed to
eliminate the algorithm eﬀect appropriately.
Due to the special shape of the activation function, the simplicity of the neural net-













The details are given in App. D.
Recall from Ch. 6 that the GEN -estimate measures the eﬀect of having a ﬁnite training
set, i.e., the average increase in the expected squared error due to ﬂuctuations in the
estimates, ŵ(s), around the optimal weight, w∗, (which minimizes the generalization error).
In general w∗ may not be unique; however this does not aﬀect the usefulness of the GEN -
estimate, since the averaging implicitly is done w.r.t. estimates, ŵ(s), which are close to a
particular optimal weight, w∗. When simulating this averaging explicitly by generating a
15The expectation is w.r.t. to the joint distribution of z and ε. Note that usual subindex t, denoting a






















Figure 7.5: Incomplete modeling of a simple neural network consisting of a single nonlinear
neuron with two inputs.
large number of training sets, one should carefully attend to that all estimates indeed are
perturbations of the same optimum, w∗. In the present case this problem never occurs
since the optimal weight is unique. This is experienced by inspecting G(w) depicted in
Fig. 7.6.
As the model in sv:neumod is an NN-model the GEN -estimators are calculated due






















ψ(k; ŵ(s))ψ(k + τ ; ŵ(s))e(k; ŵ(s))e(k + τ ; ŵ(s)) (7.57)
ψ(k; ŵ(s)) = h′
(
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Figure 7.6: Expected cost function, G(w) (cf. sv:gtrueneu), when modeling the neural






































The value of τmax is discussed in the preceding paragraph (see sv:taumax).
7.1.2.3 Polynomial System
In order to substantiate the quality of the GEN -estimate within a multi-parameter model
we consider a 4’th (l = 4) order the Chebyshev system (see Sec. 3.2.1.3) given by the
canonical representation:
y(k) = y◦(k) + ε(k)





vq(k) + ε(k) (7.62)
where
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• z(k) is a two-dimensional (p = 2) input vector signal. Let ξ ∈ N (0,Σξ) be an i.i.d.







As before we consider two types of input: The white input case corresponding to
z = ξ and the colored case:







and b(k) is the ﬁlter given by sv:bk with M = 10 and fc = 0.01.
• w◦q is the true weight vector with dimension q = Cl+p,l = C6,4 = 15 which is given
by:
w◦q = [1, 1, 3,−0.5, 0.5, 1.5,−1, 0.5, 0.2,−0.7, 0.2, 0.2,−0.5, 0.1, 0.1]. (7.66)
The subindex q indicates that the dimension of the weight vector is equal to q.
• vq(k) contains the q polynomial terms – in this case Chebyshev polynomials (time
index k omitted):
vq = [1, T1(z1), T2(z1), · · · , Tl(z1),
T1(z2), T1(z2)T1(z1), · · · , T1(z2)Tl−1(z1),





where Tr(·) is the r’th order Chebyshev polynomial.































where the expectation is w.r.t. z and H = E{vq(k)vq (k)} is the expected Hessian.
The evaluation of H is treated in App. E.
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The LN-model of sv:chesys is given by:
y(k) = fn(z(k);wm) + e(k;wm)
= wmvm(k) + e(k;wm) (7.70)
where wm is the weight vector with dimension m = 6. vm(k) is an restriction of vq(k)
corresponding to that some (i.e., q −m = 9) of the polynomial terms are excluded. Con-
sequently, the model becomes incomplete. The restriction is formally expressed by:
vm(k) = Ξvq(k) (7.71)
where Ξ is an m × q restriction matrix with only one non-zero element in each row
corresponding to that one of the components in vm is paired with one of the components
in vq.
In the present case the restricted vector vm(k) yields (time index k omitted):
vm = [1, T1(z1), T2(z1), T1(z2), T1(z1)T1(z2), T2(z2)]
 . (7.72)
That is, all 3’rd and 4’th order terms in the vq(k) vector are removed. Consequently,





















Figure 7.7: Incomplete modeling of a 4’th order Chebyshev polynomial system by a 2’nd
order Chebyshev polynomial ﬁlter.
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The weight vector is estimated according to the LS cost function. Cf. Sec. 5.2 the









where y(s)(k), v(s)m (k) are the output and the v-vector of the s’th training set, respectively.











It should be noted that the inverse Hessian, H−1N in general is evaluated as the Moore-
Penrose pseudo inverse (e.g., [Seber & Wild 89, App. A]) in order to handle numerical
problems when HN is ill-conditioned which may be the case when N is small. Consider
a single value decomposition (eigenvalue decomposition) of the Hessian:
HN = QΛQ (7.75)
where Q = [q1, q2, · · · , qm] is the matrix of normalized eigenvectors, qi, i = 1, 2, · · · ,m and
Λ = diag{[λ1, λ1, · · · , λm]} is the eigenvalue matrix where λi denotes the i’th eigenvalue.
Suppose that the eigenvalues are sorted so that
λ1 ≥ λ2 ≥ · · · ≥ λm ≥ 0, (7.76)
and assume that λmeﬀ+1 = λmeﬀ+2 = · · · = 016 then the Moore-Penrose pseudo inverse,
H+N , is given by:
H+N = Q ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ−11 0 · · · 0 0 · · · 0








0 0 · · · λ−1meﬀ 0 · · · 0








0 0 · · · 0 0 · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
·Q. (7.77)
Compared to the ordinary inverse, H−1N = QΛ
−1Q, the pseudo inverse appears by
replacing the last m−meﬀ reciprocal eigenvalues in Λ−1 by zeros.
In order to calculate the generalization error at the estimated weights, G(ŵm), we
deﬁne ŵq so that ŵm = Ξŵq Secondly, ŵq,i = 0, i ∈ {s ∈ [1; q]| Ξr,s = 1, ∀ j ∈ [1;m]}
where Ξr,s is the (r, s)’th entry in matrix Ξ. That is, the weights corresponding to terms
which are present in the system but not in the model are set equal to zero. In consequence
the model is rewritten as:
y(k) = ŵmvm(k) + e(k; ŵm)
= ŵq vq(k) + e(k; ŵq). (7.78)
16In practice, this means zero w.r.t. some numerical precision. Using double precision the pre-
cision is around  = 10−15. Numerical error analysis shows (see e.g., [Madsen & Nielsen 72],
[Madsen & Nielsen 75]) that an eigenvalue λi ≤ √m · ‖HN‖2 is indistinguishable from a zero eigenvalue.
‖ · ‖2 is the matrix 2-norm equal to the largest eigenvalue.
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Now by substituting sv:chesys into sv:chemod17:
G(ŵq) = E
{[



















where H = E{vqvq }. Recall that the calculation of H is treated in App. E.


































m(k + τ)e(k + τ ; ŵ
(s)
m ). (7.81)
The employed value of τmax is given by sv:taumax.
7.1.3 Simulation Results
Using the diﬀerent systems and models mentioned above, this subsection presents numer-
ical comparisons of GEN and various generalization error estimators.
7.1.3.1 Volterra System




30000 5 ≤ N ≤ 9
20000 10 ≤ N ≤ 170 , (7.82)
and we used c = 20 according to sv:taumax.
White Input Signal In Fig. 7.8 the result of comparing GEN and FPE when
applying a white input signal is shown. On a α = 0.5% signiﬁcance level the tests
described on pp. 239–241 result in that |NB(GEN )| < |NB(FPE )| for all 5 ≤ N ≤ 170.
Particularly, in the range 20 ≤ N ≤ 120 |NB(GEN )| is less than the half of |NB(FPE )|.
The mean squared error MSE (GEN ) is slightly higher than MSE (FPE ) – especially as
N < 80. One could then argue that nothing speaks in favor of using the GEN -estimator
since what is gained in lower bias is wasted in increased variance. However, recall that
MSE is merely one particular measure which equally balances the ﬁrst and second order
moments (i.e., bias and variance) of the estimator distribution. Inspecting the probability
of proximity, Π, it is seen that Π ≈ 0.6 as N > 15. That is, with probability 0.6 GEN will
be closer to Γ than FPE – even though GEN has a slightly higher MSE . Moreover, notice
that Π peaks at N = 20 and then declines towards the asymptotic value 0.518. In summary,
17The expectation below is w.r.t. to a test sample [zt, εt] independent of the training set.
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Figure 7.8: Comparison of GEN and FPE within the Volterra system Sec. 7.1.2.1 when
applying a white input signal. 256
these arguments lead to the statement that one should prefer the GEN -estimator when
N > 15 to the FPE -estimator at the expense of an increased computational burden cf.
the discussion in Ch. 6.
Colored Input Signal Fig. 7.9 shows the comparison of GEN and FPE when
applying a colored input signal. When N > 15 |NB(GEN )| < |NB(FPE )| and vice
versa when N ≤ 15 on a α = 0.5% signiﬁcance level. When N > 100 the |NB(GEN )|
is less than or equal to one half of the |NB(FPE )|. However, the overall normalized bias
performance of the GEN -estimator compared to the FPE -estimator is lower in this case
than when applying a white input signal. The main reasons for this phenomenon are19:
• Employing a factor c = 20 in sv:taumax provides a tradeoﬀ between reliable esti-
mates of the correlation quantity, R(τ) and the the wish τmax = M – where M = 15
in the present case. Even when N = 170 only around half of the terms, R(τ), are
included in the GEN -estimate since τmax = min{14, 170/20} = 8. However, trials
using a smaller c did not improve the performance in this case20.
• Another reason stems from the approximation of the inverse Hessian matrix21, H−1N .
The approximation is deﬁnitely worse in the colored input case relative to dealing
with a white input signal. It was shown in Th. B.4 that the error done when
approximating the expectation of the inverse Hessian is o((2M + 1)/N). Hence one
expects that N has to be much larger in the colored case (M > 0) in order to obtain
the same degree of accuracy. For numerical experiments on this topic the reader is
referred to Ex. B.3.
Like the white input case the MSE of GEN is slightly higher than that of FPE . Never the
less Π > 0.5 as N ≥ 25, and furthermore Π ≈ 0.7 in the interval 60 ≤ N ≤ 170 indicating
that GEN is closer to Γ than FPE . Hence, one should prefer GEN when N ≥ 25.
Comparison of GEN and Cross-validation In the comparison with the cross-valida-
tion estimates the number of independent training sets was:
Q = 40000, 6 ≤ N ≤ 100, (7.83)
and c = 10 in sv:taumax.
White Input Signal Fig. 7.10, Fig. 7.11 show the comparisons of GEN with C50
and C90, respectively, when applying a white input signal. On a α = 20% signiﬁcance
level22 the tests pp. 239–241 result in:
19Recall that the second order Taylor series expansion of the cost function is exact since we deal with
an LL-model. Hence, no source of error is introduced hereof.
20Notice that other schemes for selecting τmax possibly result in a slightly diﬀerent performance. However,
in practice it is of course not possible to optimize the strategy for selecting τmax as we do not know the
true generalization error.
21This matrix reduces to a scalar in the present case.
22Due to the fact that cross-validation estimates are aﬄicted with very large variance it was not possible
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Figure 7.9: Comparison of GEN and FPE within the Volterra system Sec. 7.1.2.1 when








0 10 20 30 40 50 60 70 80 90 100











0 10 20 30 40 50 60 70 80 90 100





Figure 7.10: Comparison of GEN and C50 within the Volterra system Sec. 7.1.2.1 when
applying a white input signal.
Relation Training Set Size
|NB(GEN )| > |NB(C50)| 6 ≤ N ≤ 9
|NB(GEN )| ≈ |NB(C50)| 10 ≤ N ≤ 40
|NB(GEN )| < |NB(C50)| 41 ≤ N ≤ 100
|NB(GEN )| > |NB(C90)| 6 ≤ N ≤ 9
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Figure 7.11: Comparison of GEN and C90 within the Volterra system Sec. 7.1.2.1 when
applying a white input signal.
When N > 40 the |NB(GEN )| is smaller than |NB(C50)|, and in addition, we notice that
|NB(GEN )| constitutes approximately 1/4 of |NB(C50)| when N ≥ 60. On the other
hand, the normalized biases concerning GEN and C90 are indistinguishable when N ≥ 10.
Concerning the mean squared errors it is seen that both MSE (C50) and MSE (C90) are
huge compared to MSE (GEN ) for all 6 ≤ N ≤ 100. In fact,
2 <∼ MSE (C50)MSE (GEN )
<∼ 6, (7.84)
7 <∼ MSE (C90)MSE (GEN )
<∼ 12. (7.85)
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Finally, considering the probability of proximity depicted in Fig. 7.12 we notice that
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Figure 7.12: Probability of proximity concerning the C50 and C90 estimators within the
Volterra system Sec. 7.1.2.1 when applying a white input signal.
the GEN -estimator to the C50-estimator as N ≥ 50 since the |NB | is lower, the MSE
is substantially lower, and Π ≈ 0.63. Even when N < 50 still the GEN -estimator is
preferred due to tremendous MSE of the C50-estimator. Furthermore, we judge that the
C90-estimator is outperformed by the GEN -estimator, in spite of the fact that is has not
been possible to discover any signiﬁcant improvement in normalized bias. On the other
hand, MSE (C90) is extremely large and in addition, Π ≈ 0.77 for most values of N .
Colored Input Signal Fig. 7.13, Fig. 7.14 show the comparisons of GEN with C50
and C90, respectively, when applying a colored input signal. The statistical tests show
(on an α = 0.5% signiﬁcance level) that both cross-validation estimators have smaller nor-
malized bias than the GEN -estimator. However, the mean squared errors are essentially
higher, we observed:
3 <∼ MSE (C50)MSE (GEN )
<∼ 13, (7.86)
2 <∼ MSE (C90)MSE (GEN )
<∼ 9. (7.87)
Finally, Π(C90) ≈ 0.67 while Π(C50) > 0.5 as N ≥ 50, cf. Fig. 7.15. The huge MSE (C90)
– relative to GEN – combined with the fact that the probability of proximity is nearly
70% for most N -values leads to that GEN is the most reliable estimator. The probability
of proximity regarding the C50-estimator seems not especially high. However, MSE (C50)
is still at least 3 times MSE (GEN ). These facts indicate that the high mean squared
error (in particular, variance) is due to a severe deviation in a relatively small fraction
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Figure 7.13: Comparison of GEN and C50 within the Volterra system Sec. 7.1.2.1 when
applying a colored input signal.
one would emphasize on mean squared error or probability of proximity – or eventually
both quantities since they, to some extent, complement each other. It is appraised that
huge MSE makes the C50-estimator a feeble alternative to GEN . In addition, the matters
discussed on p. 253 are viable in this case too.
Comparison of GEN and Leave-one-out Cross-validation When comparing the
GEN and the L we used:
Q =
{
10000 5 ≤ N ≤ 9
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Figure 7.14: Comparison of GEN and C90 within the Volterra system Sec. 7.1.2.1 when
applying a colored input signal.
and
τ = 1, 2, · · · ,min {M, N/10} . (7.89)
White Input Signal The results of the comparison is depicted in Fig. 7.16. On an
α = 10% signiﬁcance level |NB(GEN )| > |NB(L)| as 5 ≤ N ≤ 9, while they are indis-
tinguishable as N ≥ 10. MSE (L) is much larger than MSE (GEN ) as N <∼ 20; otherwise
they are comparable. Finally, Π < 0.5 for all N -values. Consequently, we may conclude
that GEN is applicable as N <∼ 20 due the fact that MSE (L) is up to 3 times larger than
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Figure 7.15: Probability of proximity concerning the C50 and C90 estimators within the
Volterra system when applying a colored input signal.
L-estimator in this case is gained at the expense of signiﬁcantly increased computational





itr +M + 1
)
(7.90)
where m is the number of weights (equal to one in the present case), itr is the number of
training set replications when estimating the weights, w(s), and M is the dependence lag
(equal to zero when considered independent input) of the input vector. The complexity
involved in calculating L is, however, cf. sa:cploofn
CPL ≈ 32N
2m2 itr . (7.91)




Colored Input Signal Fig. 7.17 shows the comparison of the GEN and L estimators
when employing a colored input signal. On an α = 0.5% signiﬁcance level we found that
|NB(GEN )| > |NB(L)| as 5 ≤ N ≤ 15 and otherwise, vice versa. |NB(GEN )| constitutes
approximately the half of |NB(L)| when N = 100. The mean squared error of the two
estimators are fairly comparable for all N -values. Furthermore, Π > 0.5 as N ≥ 30 and
reaches a level at approx. 0.75 at N = 100. Hence, one may prefer GEN to L when
N ≥ 30. This is in spite of the fact that the computational complexity of the L-estimator
is signiﬁcantly larger (as mentioned above).
The reason for that the L-estimator works worse than when dealing with a white
input signal is (cf. Sec. 6.5.4) that independence of the input signal, in fact, is an essential
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Figure 7.16: Comparison of GEN and L within the Volterra system Sec. 7.1.2.1 when
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Figure 7.17: Comparison of GEN and L within the Volterra system Sec. 7.1.2.1 when
applying a colored input signal. 266
7.1.3.2 Simple Neural Network
Let us next consider the simple neural network Sec. 7.1.2.2 containing only one weight.
Contrary to the Volterra system the cost function is non-quadratic employing the neural
network; however, the cost function possesses no local minima, according to Fig. 7.6. That
means, an extra source of error enters the GEN -estimate in this case cf. Sec. 6.5.8.
We compared the GEN -estimator to the FPE -estimator using the parameters:
Q = 5000, 5 ≤ N ≤ 100, (7.93)
and
τ = 1, 2, · · · ,min {M, N/10} . (7.94)
White Input Signal In Fig. 7.18 the comparison of GEN and FPE is shown
when applying a white input signal. On an α = 0.5% signiﬁcance level |NB(GEN )| <
|NB(FPE )| as N ≥ 15; otherwise, vice versa. At N = 100 the NB(GEN ) is approx.
equal to NB(FPE )/4. The mean squared errors of the estimators are almost identical
for all values of N considered. Furthermore, Π > 0.5 when N ≥ 20 and around 0.56
as 40 ≤ N ≤ 100. In consequence, one may prefer the GEN -estimator as N ≥ 20. In
addition, it should be noticed that MSE (GEN ) in fact is less than MSE (FPE ) as N ≤ 9
which probably leads to a preference of GEN ; however, the observed diﬀerence among the
MSE ’s is not necessarily statistical signiﬁcant23.
Colored Input Signal Fig. 7.19 shows the comparison using a colored input signal.
|NB(GEN )| < |NB(FPE )| as N ≥ 15 on an α = 0.5% signiﬁcance level; otherwise, vice
versa. The improvement in normalized bias is approximately a factor of 1.75 as N = 100.
The mean squared errors are approximately identical; however, MSE (GEN ) tends to be
smaller when N is small. Finally, Π > 0.5 as N ≥ 15, and Π ≈ 0.65 as N ≥ 20. In
conclusion, GEN may be preferred as N >∼ 15.
7.1.3.3 Polynomial System
The purpose of the polynomial system is to validate the GEN -estimator when considering
models with more than one weight. First – of course – this is the realistic case; secondly,
we may expect extra errors enter the GEN -estimator as mentioned in Sec. 6.5.8.4. When
dealing with a white input signal we used:
Q = 32000, 15 ≤ N ≤ 100; (7.95)
however, when using colored input signal:
Q =
⎧⎪⎨⎪⎩
40000 20 ≤ N ≤ 80
20000 81 ≤ N ≤ 149
10000 150 ≤ N ≤ 450
, (7.96)
and
τ = 1, 2, · · · ,min {M, N/10} (7.97)
where M = 10.
23The large sample (i.e., Q → ∞) power of testing equal variances of variables which not are Gaussian
distributed is much less than testing equal means cf. e.g., [Lehmann 86, Sec. 5.3–5.5]. Consequently, such
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Figure 7.18: Comparison of GEN and FPE within the neural system Sec. 7.1.2.2 when
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Figure 7.19: Comparison of GEN and FPE within the neural system Sec. 7.1.2.2 when
applying a colored input vector signal. 269
Comparison of GEN and FPE
White Input Signal Fig. 7.20 shows the comparison of GEN and FPE when ap-
plying a white input signal. |NB(GEN )| < |NB(FPE )| when N ≥ 30 on an α = 0.5%
signiﬁcance level, and vice versa otherwise. MSE (GEN ) is higher than MSE (FPE ) – up
to a factor of approx. 2.5 when N = 100. However, Π > 0.5 as N ≥ 35 and Π ≈ 0.85
for high values of N . One may argue for a preference to GEN since the probability of
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Figure 7.20: Comparison of GEN and FPE within the polynomial system Sec. 7.1.2.3
when applying a white input signal. 271
Colored Input Signal Fig. 7.21 provides the comparison w.r.t. colored input signal.
On an α = 0.5% signiﬁcance level |NB(GEN )| > |NB(FPE )| as 20 ≤ N ≤ 40; otherwise
vice versa. The MSE ’s are fairly comparable as N <∼ 250; however, MSE (GEN) tends to
be approx. 30% larger as N = 450. Π > 0.5 as N >∼ 75 and reaches a level of approx. 0.85
as N ≥ 150. Consequently, one may prefer the GEN -estimator as N >∼ 75 if the relatively
small increase in MSE can be tolerated.
Comparison of GEN and Cross-validation
White Input Signal Fig. 7.22 and Fig. 7.23 show the comparison of GEN and
C50, C90, respectively. Statistical testing resulted in the following relations among the
normalized biases on an α = 10% signiﬁcance level:
Relation Training Set Size
|NB(GEN )| < |NB(C50)| 15 ≤ N ≤ 20
|NB(GEN )| ≈ |NB(C50)| 21 ≤ N ≤ 30
|NB(GEN )| > |NB(C50)| 31 ≤ N ≤ 100
|NB(GEN )| > |NB(C90)| 15 ≤ N ≤ 100
Both MSE (C50) and MSE (C90) are tremendously high compared to MSE (GEN ) – propor-
tions are approx. in the range 10–104. The probability of proximities shown in Fig. 7.24.
Π(C50) never exceeds 0.4; however, due to huge MSE one would still prefer the GEN -
estimator to the C50-estimator. The fact that Π(C50) is below 0.5 may be explained by
considering the p.d.f.’s of the GEN and C50 estimators, say pGEN (σ2), pC50(σ
2), respec-
tively. A sketch of the p.d.f.’s is shown in Fig. 7.25. pC50(σ
2) peaks closer to Γ̂G 24 than
pGEN (σ2) since |NB(GEN )| > |NB(C50)|. Furthermore, pC50(σ2) is more narrow than
pGEN (σ2) which result in a Π less than 0.5. On the other hand, pC50(σ
2) has much longer
tails which cause higher MSE .
Π(C90) > 0.5 for all values of N considered, and approx. at a level of 0.65 for larger N
values. Hence, we conclude that GEN is superior to C90 in the present case.
Colored Input Signal Fig. 7.22 and Fig. 7.23 show the comparison of GEN and
C50, C90, respectively, when applying a colored input signal. Testing the relations
among normalized biases results on a α = 0.5% signiﬁcance level in:
24Recall that Γ̂G is the estimate of the average generalization error which appears by averaging the
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Figure 7.21: Comparison of GEN and FPE within the polynomial system Sec. 7.1.2.3
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Figure 7.22: Comparison of GEN and C50 within the polynomial system Sec. 7.1.2.3 when
applying a white input signal.
Relation Training Set Size
|NB(GEN )| < |NB(C50)| 20 ≤ N ≤ 60
|NB(GEN )| > |NB(C50)| 61 ≤ N ≤ 450
|NB(GEN )| ≈ |NB(C90)| 20 ≤ N ≤ 30
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Figure 7.23: Comparison of GEN and C90 within the polynomial system Sec. 7.1.2.3 when
applying a white input signal.
The MSE ’s of the cross-validation estimators are tremendous compared to the MSE (GEN )
(the proportions lie approx. in the range 10–107). Fig. 7.28 show the probability of prox-
imity. Π(C90) > 0.5 as N >∼ 60 and reach a level of 0.7 for large N . As in the white input
case, Π(C50), never exceeds 0.5. However, the huge MSE aﬄicted with the cross-validation
estimators leads to the conclusion that GEN is a better choice.
7.1.3.4 Discussion
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Figure 7.24: Probability of proximity concerning the C50 and C90 estimators within the
polynomial system Sec. 7.1.2.3 when applying a white input signal.
• The GEN -estimator is tested under various model conditions which comprise:
– Incomplete LX- and NN-models.
– White and colored input.
– No regularization25.
In most cases quantitative arguments lead to that the GEN -estimator is a proﬁtable
alternative to the FPE -estimator, cross-validation estimators, and the leave-one-out
cross-validation estimator.
• Comparing GEN and FPE we observed that the normalized bias of GEN is some-
what below the normalized bias of FPE as the size of the training set, N is large.
When N is small the GEN -estimator typically has higher NB . This is due to the
fact that GEN -estimator – in contrast to the FPE-estimator – uses several esti-
mated quantities which consequently give rise to additional error; however, the error
is for large N overshadowed by the fact that the GEN -estimator takes the matters
concerning incomplete models into account. According to Sec. 6.5.8.4 the errors de-
crease with N ; on the other hand, they increase with both the number of weights,
m, and the dependence lag (correlation length of the input), M . In particular, this
phenomenon is pronounced when considering the polynomial system (see Fig. 7.20
and Fig. 7.21). When applying a white input the GEN -estimator is practicable as
N ≥ 35, while N >∼ 75 is required in the colored case.
The mean squared error of the GEN -estimator is comparable or slightly higher than
that of FPE . Furthermore, the probability of proximity – i.e. the probability that
GEN is closer to the “true” average generalization error than FPE – is in most cases
somewhat above 0.5.
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Figure 7.25: Sketch of pGEN (σ2) and pC50(σ
2).
• The comparison of GEN and the cross-validation estimators C50, C90 is characterized
by the fact that the (absolute) normalized bias of the cross-validation estimators are
signiﬁcantly lower than that of GEN . However, this advantage is completely blurred
by the circumstance that the mean square error of the cross-validation estimators
are tremendously higher compared to GEN. The probability of proximities, Π, seem
– in particular regarding the C50-estimator – relatively low, and sometimes even
below 0.5. However, it is appraised that conclusions should not be drawn from the
Π-measure solely – all measures have to be taken into consideration. Consequently,
the huge mean square error discard the cross-validation estimators as alternatives
to the GEN-estimator. It should be accentuated, however, that the conclusions are
subjective – in fact – it is a matter of taste which particular measures one aims at.
• Concerning the comparison of GEN and the leave-one-out cross-validation estima-
tors we noticed that when dealing with a white (independent) input signal the L-
estimator outperformed the GEN -estimator, especially as N is large. However, con-
sidering small N -values the L-estimator had signiﬁcantly higher MSE . On the other
hand, dealing with colored input signal – which is the common case within signal
processing – the normalized bias of the GEN is smaller for most N -values, the MSE
was slightly higher, and Π somewhat above 0.5. This lead to a preference to GEN .
Moreover, it was emphasized that the computational complexity of the L-estimator
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Figure 7.26: Comparison of GEN and C50 within the polynomial system Sec. 7.1.2.3 when
applying a colored input signal.
Finally, notice that the conclusions merely are drawn from the study of the selected simu-
lation examples. That is, there may still be cases which do not fulﬁl the assumptions which
underlie the derivation of the GEN-estimator, e.g., the basic second order cost function
approximation (see Sec. 6.5.8) may be violated.
In addition, recall that the essential application of the GEN -estimator is architecture
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Figure 7.27: Comparison of GEN and C90 within the polynomial system Sec. 7.1.2.3 when
applying a colored input signal.
7.2 Validation of Statistically based Pruning Algorithms
This section provides a validation of statistically based pruning procedures suggested in
Sec. 6.7. Recall that the pruning procedure is divided into two parts:
1. Selection of a WDV-algorithm which results in a set of proper weight deletion vectors
(WDV’s). A particular WDV contains the indices of weights under consideration for
deletion. In Sec. 6.7.2.1– Sec. 6.7.2.3 diﬀerent WDV-algorithms are discussed. Here
we merely consider:
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Figure 7.28: Probability of proximity concerning the C50 and C90 estimators within the
polynomial system Sec. 7.1.2.3 when applying a colored input signal.
as WDV1.
• The approach based on a block Hessian structure cf. Sec. 6.7.2.3 which is re-
ferred to as WDV2.
2. Choice of method for testing if the weights contained in the WDV’s can be removed
from the ﬁlter architecture. We employ two diﬀerent methods:
• The Statistical Pruning Algorithm (SPA) cf. Sec. 6.7.3 which is based on a
statistical testing framework.
• The Generalization Error based Pruning Algorithm (GEPA) cf. Sec. 6.7.4 which
is based on comparing the estimated generalization error before and after re-
moval of the weights pointed out by the particular WDV.
The general short form of the pruning procedures is as follows:
1. Choose a ﬁlter architecture parametrized by an m-dimensional weight vector.
2. Estimate the ﬁlter weights, i.e., determine ŵ.
3. Select a WDV-algorithm and form the set of optimal WDV’s
Q = {d∗1,d∗2, · · · ,d∗m−1} (7.98)
where d∗n is the optimal WDV containing n weights.
4. For all 1 ≤ n ≤ m − 1 decide if the weights pointed out by d∗n can be deleted by
using statistical testing or generalization error estimates.
5. Reestimate the weights of the pruned model, i.e., determine ŵH by using the pro-
cedure given in Sec. 6.6.5.
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7.2.1 Simulation Setup
Even though the suggested pruning procedures are viable for general incomplete NN-
models we will merely provide preliminary results covering the case of a complete (over-
parameterized) LN-models.
Data are, as in Sec. 7.1.2.3, generated by a l = 4 order Chebyshev system:
y(k) = fn(z(k);w) + ε(k)
= (w◦) v(k) + ε(k) (7.99)
where







• v(k) contains the polynomial terms – in this case Chebyshev polynomials (time index
k omitted):
v = [1, T1(z1), T2(z1), · · · , Tl(z1),
T1(z2), T1(z2)T1(z1), · · · , T1(z2)Tl−1(z1),





where Tr(·) is the r’th order Chebyshev polynomial (see Sec. 3.2.1.3).
• w◦ is the true weight vector with dimension m = Cl+p,l = C6,4 = 15. We consider
two cases:
System #1: All 3’rd and 4’th order terms in the v(k) vector are removed; conse-
quently, the system is of 2’nd order. The true weight vector obeys:
w◦ = [1.5, 2, 1, 0, 0, 0.5, 0.25, 0, 0, 0.4, 0, 0, 0, 0, 0]. (7.102)
System #2: All terms in the v(k) which depends on z2(k) are removed and the
true weight vector is given by:
w◦ = [1.5, 2, 0.25, 0.5, 0.5, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]. (7.103)
• The inherent noise, ε(k) ∈ N (0, σ2ε), is an i.i.d. Gaussian sequence independent of
z(k) and with σ2ε = 0.15.
The complete LN-model of sv:prusys is given by:
y(k) = wv(k) + e(k;w) (7.104)
where e(k;w) is the error signal.
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The weights are estimated by minimizing the LS cost function, SN (w), according to
a training set: T = {z(k); y(k)}, k = 1, 2, · · · , N , where N = 500. According to Sec. 5.2
(pa:wdestlin) the estimated weights obey:













The WDV-algorithm based on individual deletion (WDV1) estimates the optimal WDV
by (see Sec. 6.7.2.2):













where Pi,i is the i’th diagonal element of H−1N (ŵ). The set of optimal WDV’s, Q, is simply
obtained by ranking the modiﬁed saliencies.
In WDV2 based on a block Hessian approach the optimal WDV is found according to:




δS(dn) = ŵΞΞHN (w)ΞΞŵ, (7.110)
and Ξ is the restriction matrix speciﬁed by the current WDV, dn. The optimization is
solved by using the Stack Algorithm cf. p. 211 with stack-size ς = 4(m− n+ 1).
The decision whether the weight speciﬁed by a particular optimal WDV d∗n should be






where V̂ is the estimated covariance matrix of the weight estimate. Since the model is
complete Th. 6.16 gives:
V̂ =
SN (ŵ)
N −m ·HN (ŵ)
−1. (7.112)
The weights are removed if T > χ21−α(n) where χ21−α(n) is the 1 − α fractile of the χ2-
distribution with n degrees of freedom. We employed a signiﬁcance level α = 10%.
The GEPA (cf. Sec. 6.7.4) is based on comparing the GEN -estimates of the models
which appear by removing the weights suggested by the optimal WDV’s. The architec-
ture with minimal generalization error is ﬁnally selected. As the model is complete the
particular variant of GEN -estimator employed here is the FPE -estimator.
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The pruning procedures are validated by comparing the estimated average general-
ization error of the unpruned model, Γ̂G, with that of the pruned model, say Γ̂G,H. In





The estimates are obtained by averaging over Q = 261 independent training sets, T (s),
s = 1, 2, · · · , Q. Accordingly (see p. 237):





where G(ŵ(s)) = E{e2(ŵ(s))} is the generalization error, and ŵ(s) are the weights of the
unpruned model estimated from T (s). Due to the knowledge of the system, the model,
and the distributions of the input and error signals G(·) can be determined analytically
according to sv:gepol and the results of App. E. Similarly:






where ŵ(s)H are the retrained weights of the pruned model.
In addition, we evaluate the average number of model errors, 〈Δm〉, where Δm is
deﬁned as the sum of the number of erroneously deleted weights and the number of truly
zero weights which have not been removed.
7.2.2 Results
Table 7.1 show the result obtained by using the pruning procedures mentioned above. The
System WDV-algorithm Pruning Alg. ΔΓ̂G (%) 〈Δm〉
WDV1 SPA 52.3 2.63
#1 GEPA 38.4 3.53
WDV2 SPA 66.1 1.55
GEPA 55.0 2.42
WDV1 SPA 40.0 2.94
#2 GEPA 34.7 3.65
WDV2 SPA 63.3 1.31
GEPA 44.5 2.44
Table 7.1: Results obtained by using various pruning and WDV algorithms. The system
number refers to sv:prusys1, (7.103), respectively. ΔΓ̂G is the percentage improvement in
average generalization error, and 〈Δm〉 is the average number of model errors.
simulations indicate:
• The statistical pruning algorithm (SPA) is superior to the generalization error based
pruning algorithm (GEPA) since both ΔΓ̂G is larger and 〈Δm〉 is smaller in all cases.
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• WDV2 works better than WDV1 when using both SPA and GEPA. This is at the ex-
pense of increased computational complexity by running the stack algorithm contrary
to performing a simple ranking of modiﬁed saliencies. The additional computational
complexity was small in these simulations; however, this may not be true when deal-
ing with more complex problems. On the other hand, recall cf. Sec. 6.7.2.3 that the
computational complexity partly can be controlled by specifying the stack-size, and
partly by introducing a modiﬁed search cost.
7.3 Summary
The scope of the chapter was partly validation of the GEN -estimator proposed in Sec. 6.5.8,
and partly validation of statistically based pruning procedures.
The potential of the GEN -estimator lies in considering incomplete, NN-models, i.e.,
models which do not model the present task perfectly. Dependent on assumptions on the
model, the correlation of the input signal etc., various GEN -estimators appear (see also
Table 6.1). In outline, we distinguish between NN- and LX-models, and between white
and colored input signals. Three simple nonlinear system and models, which cover all
possible cases, were considered for numerical investigation. An advantageous property of
the suggested systems and models is that the “true” generalization error can be determined
analytically, thus constituting a common reference w.r.t. comparison of generalization
error estimators. The GEN -estimator has been compared to the FPE -estimator, cross-
validation estimators (C-estimators), and the leave-one-out cross-validation estimator (L-
estimator). The comparison is based on three diﬀerent measures:
• The normalized bias (NB), which measures the percentage, average26 deviation of a
particular generalization error estimator relative to the “true” average generalization
error.
• The mean squared error (MSE ) equal to the average squared deviation of a particular
generalization error estimator relative to the “true” average generalization error.
• The probability of proximity (Π) which measures the probability that the GEN -
estimator is closer to the “true” average generalization error than another particular
estimator.
We concluded that the GEN -estimator is superior to the FPE -estimator since the NB
is lower for most training set sizes, the MSE is comparable – or slightly higher – and
Π is somewhat above 0.5. The comparison of the GEN and cross-validation estimators
are characterized by the fact that MSE of the C-estimators are huge compared to that
of GEN . This excludes cross-validation as a proper alternative to the GEN -estimator27.
Finally, comparison of the L- and GEN -estimators showed that the GEN -estimator should
be preferred in the case of colored input signals. In fact, correlation in the input signal is
in conﬂict with the underlying idea of leave-one-out cross-validation.
Various statistical based pruning procedures were validated. This comprises: the Sta-
tistical Pruning Algorithm (SPA) Sec. 6.7.3 and the Generalization Error based Pruning
26The average is performed w.r.t. various training sets with ﬁxed sizes.
27However, notice that this statement is valid only for moderate training set sizes. If a huge training set
is available cross-validation is in fact the natural choice since it forms an unbiased and consistent estimator.
Moreover, the computational complexity is low.
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Algorithm (GEPA) Sec. 6.7.4. Both algorithms require a choice of a WDV-algorithm.
The outcome of a WDV-algorithm is set of WDV’s where a particular WDV contains
the indices of weights under consideration for deletion. We employed partly the WDV1
based on individual deletion, and partly the WDV2 based on a block Hessian structure.





In this chapter the performance of various algorithms are studied by simulating artiﬁcial
systems. This is about:
• The weight initialization algorithm given in Sec. 5.3.2.
• Algorithms for parameter estimation cf. Ch. 5.
• Numerical experiments on using multi-layer perceptron neural networks for various
signal processing tasks.
8.1 Validating the Weight Initialization Algorithm
In this section we demonstrate the usefulness of the weight initialization algorithm for 2-
layer perceptron neural network described in Sec. 5.3.2. The weight initialization algorithm
is compared to employing random weight initialization.
The example chosen in this simulation is described in Sec. 3.2.2 and consists in modeling
the one-dimensional mapping y(k) = g(x(k)) where y(k), x(k) are the output and input
signals, respectively, and g(·) is a nonlinear mapping given by nf:gxexam. We generated
a training set containing N = 500 samples.
A [1, 8, 1]-network (tangent hyperbolic neurons) is trained by using partly the Nor-
malized Stochastic Gradient (NSG) algorithm Sec. 5.4, and partly the Recursive Gauss-
Newton algorithm with Bierman Factorization (RGNB-algorithm) Sec. 5.7. The parameter
setup concerning the NSG-algorithm is given in Table 8.1. The weight initialization algo-
Parameter Interpretation Value
itr Number of iterations 149
α Normalized step-size 0.2
κ Regularization parameter 0
Table 8.1: Parameter setup for the NSG-algorithm.
rithm was implemented with the parameters: hmax = 0.8 and δ = 10%. When employing
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random initialization the weights were independently drawn from a uniform distribution
over the interval [−0.1, 0.1]. The parameter setting w.r.t. the RGNB-algorithm is given in
Table 8.2. The weight initialization algorithm and the random initialization were imple-
Parameter Interpretation Value
itr Number of iterations 29
λ() Instan. forgetting factor 1− 0.05 · 0.9987
γ Regularization adjustment 0.01
Table 8.2: Parameter setup for the RGNB-algorithm.
mented as above. The only exception is that the bias weight of the linear output neuron
was set equal to the time-average of y(k) when considering random initialization.
The performance of the network was evaluated after each pass of the training set by














The numerator is the mean square training error and the denominator is the variance of
the output signal as 〈·〉 denotes time-averaging. E thus deﬁnes a noise-to-signal ratio.
Fig. 8.1 shows plots of E as a function of the iteration number. It is observed
that the beneﬁts of using the weight initialization algorithm seems most noticeable when
employing the NSG-algorithm. This is due to the fact that the NSG-algorithm is more
sensitive to high eigenvalue spread of the Hessian matrix (of the cost function). We expect
that the eigenvalue spread is reduced when using the weight initialization algorithm since
the objective of the algorithm is to provide for small resemblance among the hidden neuron
responses.
In summary, the simulation shows that the weight initialization algorithm provides a
practicable alternative to pure random weight initialization.
8.2 Comparison of Parameter Estimation Algorithms
This section provides an illustrative comparison of various parameter estimation algo-
rithms presented in Ch. 5. As test example we choose the modeling of the Morison
system described in Sec. 8.3.1 below. Furthermore, we used derivative preprocessing with
parameters given in Table 8.5. Hence, we generated a training set T = {z(k); y(k)},
k = 1, 2, · · · , N , with N = 500 training data. z(k) is the p = 3 dimensional input vector
signal and y(k) is the output signal. The considered model is a 2-layer [3, 10, 1] percep-
tron neural network (cf. Sec. 3.2.2) containing m = 51 weights. The performance of the
network is evaluated by calculating the relative cross-validation error index, E cf. si:ecdef.
At ﬁrst we present a comparison among the Stochastic Gradient (SG) algorithm, the
Normalized Stochastic Gradient (NSG) algorithm, and the Recursive Gauss-Newton Al-





































Figure 8.1: Relative error index, E, plotted as a function of the number iterations, when
using the weight initialization algorithm and random weight initialization, respectively.
The considered algorithms are the normalized SG-algorithm and the RGNB-algorithm.288
E as a function of computational complexity which is deﬁned as the total number of mul-
tiplications and divisions1. In Table 8.3 the computational complexity of the algorithms
(with the conﬁguration mentioned above) is listed. The complexities are found by using
pa:cpsg2lay, (5.141), and (5.200). The initial weights of the network was independently
Algorithm Computational Complexity
SG i · 1.637 · 105
NSG i · 2.095 · 105
RGNB i · 2.508 · 106
Table 8.3: Computational complexity measured as the number of multiplications and
divisions when using a [3, 10, 1]-network and N = 500 training samples. i denotes the
number of iterations, i.e., the number of training set replications.
drawn from a uniform distribution over the interval [−0.01; 0.01], and the setting of the
algorithm parameters is given in Table 8.4. Fig. 8.2 shows the relative cross-validation
Algorithm Parameter Interpretation Value
itr Number of iterations 999
SG μ Step-size 0.05
κ Regularization parameter 0
itr Number of iterations 999
NSG α Normalized step-size 0.5
κ Regularization parameter 0
itr Number of iterations 34
RGNB λ() Instan. forgetting factor 1− 0.1 · 0.9982
γ Regularization adjustment 0.01
Table 8.4: Algorithm parameter setup.
error index versus the computational complexity.
Notes:
• Within each algorithm the algorithm parameters are adjusted in order to yield op-
timal algorithm performance. The adjustment is done by searching over possible
candidate values; hence, an exhaustive search will possibly lead to a better result
than that reported here. On the other hand, one would indeed dismiss an algo-
rithm which requires that the parameters are carefully ﬁne-tuned in order to avoid
poor performance. The SG-algorithm requires a careful adjustment of the step-size,
and moreover, recall that the magnitude of the step-size is impossible to predeter-
mine. The adjustment of the normalized step-size (NSG-algorithm), α, seems to
be an easier task. This is due to the fact that convergence interval: 0 ≤ α < 2,
cf. Sec. 5.4, is less dependent of the actual problem. Finally, the parameters of
the RGNB-algorithm all have a very clear interpretation, and are normally easily
















Figure 8.2: Comparison of the NSG, the SG, and the RGNB algorithms. The relative
error index, E, is plotted versus the computational complexity, CP , calculated according
to Table 8.3.
adjusted. Experiments have shown that practicable setting are2:
10−3 ≤ δ ≤ 10−2 (8.2)
λ() = 1− η · a, 0.05 ≤ η ≤ 0.1, 0.99 ≤ a ≤ 0.999. (8.3)
• Clearly Fig. 8.2 conﬁrms the result (reported elsewhere in the literature) that sec-
ond order algorithms converges much faster than ﬁrst order algorithms3 In order
to reach E = −20dB the RGNB-algorithm requires CP ≈ 5 · 106, whereas the ﬁrst
order algorithms require CP ≈ 1.7 · 108. Using the Intel 486 microprocessor as the
hardware platform a ﬂoating point multiplication requires around 15 clock cycles. If
we consider an overhead of 100% (move operations, etc.) then employing a 33MHz
2Recall that 0.05 ≤ η ≤ 0.1 corresponds to initial values: 0.9 ≤ λ(0) ≤ 0.95. Furthermore, 0.99 ≤ a ≤
0.999 is equivalent to raising λ(
) from λ(0) to 1 with a time constant which approximately lies in the
interval [100; 1000]. The quoted δ-interval ensures that the algorithm operates well; however, if data are
sparse so that regularization is urgent then probably larger values are required.
3In some comparisons reported in the literature the axis of abscissas represents the number of iterations
rather than the computational complexity. However, this yields an unfair comparison since the computa-
tional complexity (per iteration) scales as o(m) for ﬁrst order algorithms and as o(m2) for second order
algorithms, where m is the number of weights.
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processor the training with ﬁrst order algorithms will take about 3 min. in contrast
to only 5 sec. using the second order algorithm4.
• The SG-algorithm seems in this example to perform better than the NSG-algorithm;
however, a further ﬁne-tuning of the step-sizes may lead to the opposite conclusion.
In addition, the adjusting of the normalized step-size, α, is in general less problematic
in comparison with the adjustment of the step-size, μ.
In addition, the simulations indicated that even without intensive parameter ﬁne-
tuning, the RGNB-algorithm generally has a faster convergence.
Moreover, we tested the capabilities of the oﬀ-line modiﬁed Gauss-Newton (MGN) algo-
rithm cf. Sec. 5.5 on the training set mentioned above. By using random weight initial-
ization simulations showed that the algorithm frequently is trapped in poor local minima.
On the other hand, employing the weight initialization algorithm cf. Sec. 5.3.2 slightly
ameliorates the performance. Fig. 8.3 shows E as a function of the number of iterations













Figure 8.3: The relative error index, E, plotted versus the number of iterations when using
the MGN-algorithm.
a local minimum with poor performance; however, at i ≈ 540 the algorithm escapes the
4This calculation is of course connected with some uncertainty since – for instance – optimal coding is
assumed indirectly.
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local minimum and converges afterwards very rapidly to a (local) minimum with much
better performance. The rapid convergence is a consequence of the second order nature
of the algorithm. However, rapid convergence is of minor importance if the algorithm is
likely to get stuck in local minima. In fact, the ﬁnal performance of the MGN-algorithm is
obtained in very few iterations of the RGNB-algorithm. Consequently, we conclude that a
direct implementation of the MGN-algorithm is not recommendable. The algorithm may
be improved by:
1. Adding stochastic noise to the weight update direction thus enabling the escape from
local minima.
2. Using a very large μmax ' 1 5 helps in escaping from local minima by tunneling
through local maxima (see e.g., Fig. 5.7). This, however, signiﬁcantly increases the
computational complexity.
8.3 Testing Neural Networks for Signal Processing Tasks
In this section we test the capabilities of 2-layer feed-forward perceptron neural networks cf.
Sec. 3.2.2 by simulating various synthetic signal processing tasks which comprise: System
identiﬁcation, inverse modeling, and time-series prediction according to the deﬁnitions in
Ch. 1. The purpose is to substantiate the usefulness of the proposed algorithms from
a purely methodical point of view, even though the ultimate objective – of course – is
the solution of real world tasks. The synthetic systems are selected in order to meet the
following claims:
• The structure of the system should not be tailored to the structure of the neural
network. This reﬂects the fact that we consider “black-box” modeling. It is impor-
tant to emphasize that if the detailed structure of the particular system is known in
advance the knowledge should be incorporated into the choice of ﬁlter architecture.
Consequently, the best choice of architecture, for modeling the considered systems,
is obviously not a neural network; however, the neural network may be a reasonable
candidate without any a priori assumptions.
• The chosen systems should preferably possess a physical interpretation so that real-
istic nonlinearities are dealt with.
8.3.1 System Identification
In the system identiﬁcation case the task is to predict the output, ys(k), of a system from
the input, xs(k). The considered system is Morison’s equation [Bendat 90, Sec. 7.4] which
– in continuous time – is given by :
ys(t) = c1 · dxs(t)
dt
+ c2 · xs(t)sgn(xs(t)) (8.4)
where t is the continuous time and c1, c2 are some constants. The ﬁrst term is an inertial
force while the second deﬁnes a nonlinear friction. In this simulation we used: c1 = 0.2,
c2 = 0.8. The physical interpretation of the systems is illustrated in Fig. 8.46 ys(t) is the
5Recall that μmax is the initial step-size. The MGN-algorithm thus – in each iteration – reduces the
step-size by factors of 2 until decrease in the cost function is noticed.








Figure 8.4: Illustration of the wave force problem.
force on a pole (in a certain depth) due to the wave velocity xs(t) which is assumed to be
stationary and Gaussian. Note that since the system is non-recursive it may be identiﬁed
by using a non-recursive model.
A discrete time approximation of the continuous time system is obtained by replacing
the continuous derivative by a discrete time derivative approximation. A linear phase
derivative ﬁlter may be designed using the Parks-McClelland equiripple FIR ﬁlter design
procedure [Oppenheim & Schafer 89, Sec. 7.6–7] which is discussed in Ch. 4. Fig. 8.5
shows the magnitude, |Hd(f)|, of the derivative ﬁlter when employing a maximum relative
deviation7, α = 0.5%, within the normalized frequency8 range, f ∈ [0; 1/4], and a ﬁlter
order, L = 9. A discrete approximation of si:morison is with sampling period, T = 1,
given by:
ys(k) = c1 · (hd(k) ∗ xs(k)) + c2 · xs
(











where hd(k) is the impulse response of the derivative ﬁlter and ∗ denotes convolution. The
delay associated with the derivative ﬁlter is (L − 1)/2, cf. Ch. 4; consequently, the term
proportional to c2 is delayed (L − 1)/2 time steps in order to compensate the derivative
ﬁlter delay. The discrete system is shown in Fig. 8.6. The input signal xs(k) is band-
pass ﬁltered white Gaussian noise with zero mean and variance σ2xs = 0.5. The cut-oﬀ
7The relative deviation is w.r.t. to the ideal frequency response of the derivative ﬁlter, i.e., H(f) = j2f .
See further the deﬁnition given in na:reldev.












Figure 8.5: The magnitude of the discrete derivative FIR ﬁlter with maximum relative
deviation, α = 0.5%, within the normalized frequency range, f ∈ [0; 1/4] and ﬁlter order,
L = 9.
frequencies are chosen as 0.05 and 0.15 which ensures that the derivative ﬁlter closely
approximates the continuous derivative. Fig. 8.7 shows the input and output signals and
the respective power spectra9.
8.3.2 Inverse Modeling
Consider a system with input, xs(k), and output, ys(k). The inverse modeling task is then
to reconstruct the system input from the system output. That is, the input of the model
is x(k) = ys(k), while the output of the model is y(k) = xs(k − D) where D ≥ 0 is a
suitable delay compensating the delay in the system, cf. Ch. 1, Ch. 4. Since we merely
deal with non-recursive models, it is natural to consider purely recursive systems only (see
also Ch. 1).
8.3.2.1 Diﬀerence Equation Approximation of Diﬀerential Equation Systems









+a0(ys(t)) = bxs(t) (8.6)
9The power spectra are obtained by using the method of Welch [Oppenheim & Schafer 89, Sec. 11.6].













Figure 8.6: Discrete time implementation of Morison’s equation.
where xs(t), ys(t) are the system input and output, respectively, ai(·) are prescribed
functions, and b is a constant. A diﬀerence equation approximation of the diﬀerential
equation is obtained by sampling and approximating the continuous derivatives by discrete
derivatives. Let T be the sampling period, i.e., t = kT and per deﬁnition, ∀ τ : x(t+ τ) =
x(k + τ/T ). Thus si:difeqn transforms into:





= Di [ys(k)] , ∀ i, (8.8)
and Di[·] denotes the discrete i’th derivative operator.
Consider the Taylor series expansion:













Next choose a set of τ -values:
τ ∈ {T,−k1T,−k2T, · · · ,−kn−1T} (8.10)































































Figure 8.7: Simulation of Morison’s equation. xs(k), ys(k), are the input and output
signals, respectively, and Pxs(f), Pys(f) are the associated power spectra. The parameters
associated with Morison’s equation were: c1 = 0.2, c2 = 0.8.
τ -values, yields the following system of linear equations:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣



























x(k + 1)− x(k)
x(k − k1)− x(k)
...




Using Cramer’s theorem from linear algebra it is possible to solve si:dlign for the relevant
derivative approximations. The solution has the general structure:
Di [ys(k)] = T−iγi [ys(k + 1), ys(k), ys(k − k1), · · · , ys(k − kn−1)]
= hdiys,L(k + 1) (8.12)
where
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• γi = [γi,1, γi,2, · · · , γi,n+1] is a (n+ 1)-dimensional vector.
• hdi is the L = kn−1 +2 dimensional tap coeﬃcient vector of an equivalent FIR ﬁlter
given by:
hdi = T
−i · [γi,1, γi,2, 0, · · · , 0︸ ︷︷ ︸
k1−1
, γi,3, 0, · · · , 0︸ ︷︷ ︸
k2−k1−1
, · · · , γi,n+1]. (8.13)
• ys,L(k + 1) is the tapped delay line
ys,L(k + 1) = [ys(k + 1), ys(k), · · · , ys(k − kn−1)] . (8.14)
Substituting si:dieqn into si:difreqn we ﬁnally obtain the following recursive implementa-
tion:
ys(k + 1) = ϕ(ys(k), ys(k − k1), · · · , ys(k − kn−1), x(k)) (8.15)
where ϕ(·) is a nonlinear function which depends on γi, i = 1, 2, · · · , n, the functions
ai(·), and the coeﬃcient b. The exact expression for ϕ(·) is found by simple algebraic
manipulations.
In order to make the above recursion stable10 simulations have shown that it is nor-
mally advantageous to construct the FIR ﬁlters so that they are of minimum-phase type,
i.e., all zeros of the transfer functions should be located inside the unit circle of the com-
plex z-plane. For this purpose we designed an algorithm which search over possible sets
{k1, k2, , kn−1}, and succeeded in derivative approximations which ensured a stable imple-
mentation. Furthermore, the obtained Di[·] closely approximate the continuous derivatives
in the desired frequency range, as elaborated below.
8.3.2.2 The Pendulum
The physics of the pendulum is shown in Fig. 8.8 and the dynamics is described by the











sin(ys(t)) = bxs(t) (8.16)
where c is a damping parameter11, P is the periodic time of the undamped linear oscil-
lator12, and b is a constant deﬁning the strength of the driving force, xs(t). The inverse
modeling task is then to reconstruct the driving force, xs(t), from measurements of the
angle deﬂection, ys(t).
The ﬁrst and second order derivatives are approximated by using the technique de-
scribed in Sec. 8.3.2.1. In this case we employed13:
D [ys(k)] = hd ys,4(k + 1) (8.17)
D2 [ys(k)] = hd2ys,10(k + 1) (8.18)
10Note since the recursion is nonlinear it is not possible to give general guidelines which ensure stability.
11Here we deal with linear viscous damping; however, other types of damping may as well appear, e.g.,
velocity-proportional damping y′s(t)|y′s(t)| due to air drag.
12That is, sin(ys(t)) is replaced by ys(t).










Figure 8.8: The physics of the pendulum. xs(t) is the driving force and ys(t) is the angle
deﬂection.
where














−2 [0.7667,−0.9054,−0.9683, 1.4889, 0,−0.7528, 0.4222, 0,−0.0683, 0.0169] .
(8.21)
In Fig. 8.9 the magnitude of the transfer functions and the relative deviations14 are de-
picted. si:pendul is sampled with T = 0.05 by using the parameters c = 0.2, P = 1,
and b = 7. The system input xs(k) is a zero mean Gaussian low-pass ﬁltered white noise
sequence with normalized cut-oﬀ frequency 0.25 and variance, σ2xs = 1. Fig. 8.10 shows
the input and output signals and the respective power spectra15.
14The relative deviation is cf. na:reldev in this case given by:∣∣T i |Hdi(f)| − (2πf)i ∣∣
(2πf)i
.



































































Figure 8.9: The magnitude of the transfer functions deﬁning the ﬁrst and second order
derivative approximations. The curves representing the relative deviations show that the
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Normalized Frequency, f
Figure 8.10: Simulation of the pendulum. xs(k), ys(k), are the input and output signals,
respectively, and Pxs(f), Pys(f) are the associated power spectra. Note that ys(k) is
eﬀectively band-limited to the operable range of the derivative ﬁlters, viz. f ∈ [0; 0.1].
8.3.2.3 The Nonlinear Channel
A simple nonlinear channel is depicted in Fig. 8.11. The limiting tan−1(·) functions model
saturating eﬀects in the transmitter and the receiver, and the linear low-pass ﬁlter, H(z),
models spectral distortion. The ﬁlter is given by:
H(z) =
0.1
1− 2.46z−1 + 2.49z−2 − 1.21z−3 + 0.24z−4 , (8.22)
and the magnitude is shown in Fig. 8.12. The system input, xs(k), is – as in the system
identiﬁcation case – a band-pass ﬁltered zero mean Gaussian white noise with variance
σ2xs = 0.5. The cut-oﬀ frequencies were 0.05 and 0.15. The channel parameters were in
this simulation chosen as: c1 = c2 = 1.2. Fig. 8.13 shows the input and output signals
and their respective power spectra16.
16We employed Welch’s method using 1024 point Hann-weighted FFT’s and 50% overlap among neighbor
windows.
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Figure 8.12: The magnitude of the low-pass ﬁlter used when modeling the nonlinear
channel.
8.3.3 Time-Series Prediction
In the time-series prediction case we deal with the nonlinear Mackey-Glass diﬀerential




























































Figure 8.13: Simulation of the nonlinear channel. xs(k), ys(k), are the input and output
signals, respectively, and Pxs(f), Pys(f) are the associated power spectra.





1 + y10s (t− τ)
(8.23)
where a, b, τ are constants. The technique mentioned in Sec. 8.3.2.1 is used to approximate
the continuous derivative. In this simulation we employed:
D [ys(k)] = hd ys,11(k + 1) (8.24)
where
hd = T−1 [0.4375,−0.0460, 0,−0.5, 0, 0, 0.1750, 0,−0.0804, 0, 0.0139] . (8.25)
In Fig. 8.14 the magnitude of the transfer function and the relative deviation are depicted.
Employing a = 0.2, b = −0.1, and τ = 17, the solution of si:mkgeqn becomes chaotic, i.e.,


































Figure 8.14: The magnitude of the transfer function deﬁning a ﬁrst order derivative ap-
proximation. The curves representing the relative deviations show that the derivate ﬁlter
is operable in the range f ∈ [0; 0.05].
a certain time instant they will diverge from each other at an exponential rate17 as time
goes by. The chaotic motion may be interpreted as a complex eigen-oscillation of the sys-
tems; hence, the system possesses inﬁnite memory. A consequence is that the errors done
when discretizing the diﬀerential equation may accumulate so that the discrete systems
behave diﬀerently; however, choosing the sampling period suﬃciently small we may be
able to reconstruct the geometric structure of the chaotic attractor. In particular, Takens
[Farmer & Sidorowich 88], [Takens 81] showed that the state space may be embedded by
using a tapped delay line: [ys(t), ys(t − δ), · · · , ys(t − (d − 1)δ)], where d is the so-called
embedding dimension and δ is a suitable delay time. d is related to the fractal dimension
of the chaotic attractor according to d = 2r + 1 where r is the attractor dimension18.
By employing T = 0.1 with the derivative approximation given by si:hdl we generated
a time-series of which the structure seemed robust towards a further reduction of T . The
obtained time-series, say ys(n), is tremendously over-sampled as the power spectrum is
approximately band-limited to the normalized frequency range [0; 0.01]. In agreement with
17This divergence is characterized
by the so-called Liapunov exponents, see e.g., [Farmer & Sidorowich 88], [Thomson & Stewart 86, Sec.
17.3].
18r ≈ 2.1, cf. e.g., [Lapedes & Farber 87] for the parameter setting: a = 0.2, b = −0.1, and τ = 17.
303
other simulation studies, e.g., [Farmer & Sidorowich 88], [Lapedes & Farber 87],
[Moody & Darken 89] the time-series is interpolated (resampled) by a factor of 10, i.e.,
ys(k) = ys(10n) where the time index k corresponds to the sampling period T = 1.






























Figure 8.15: Simulation of the Mackey-Glass equation. ys(k) is the generated chaotic,
quasi-periodic time-series, and Pys(f) is the corresponding power spectrum. Note that
the power spectrum is dominated by a tone at f = 0.02 (periodic time 50).
8.3.4 Modeling the Simulated Systems
The systems described above were used for system identiﬁcation, inverse modeling and
time-series prediction which are shown in Fig. 8.16 – 8.18. The architecture of the
employed model is – in accordance with the generic architecture Ch. 4, Fig. 4.1 – depicted
in Fig. 8.19. The preprocessing unit transforms the input signal, x(k), into a vector signal
z(k) = [z1(k), z2(k), · · · zp(k)] by ﬁltering with p diﬀerent linear ﬁlters speciﬁed by the
impulse responses hi(k), k = 1, 2, · · · , L, i = 1, 2, · · · , p. The associated transfer functions
are denoted by, Hi(z). The processing of the preprocessing unit is expressed by:
z(k) = Cx(k) (8.26)














Figure 8.16: System Identiﬁcation.
where x(k) = [x(k), x(k − 1), · · ·x(k − 1 + L)] is the L-dimensional input vector signal
and C is the p× L dimensional preprocessing matrix:
C =
⎡⎢⎢⎢⎢⎣
h1(1) h1(2) · · · h1(L)





hp(1) hp(2) · · · hp(L)
⎤⎥⎥⎥⎥⎦ . (8.27)
In this simulation we consider two preprocessing methods (cf. Ch. 4): The principal com-
ponent analysis (PCA) and the derivative preprocessor (DPP). C is determined by running
the Preprocessing Algorithm (PPA) cf. p. 90. Furthermore, this algorithm provides esti-




















Figure 8.17: Inverse Modeling.
D. The delays Dx, Dy are subsequently determined by:
Dx =
{




D D ≥ 0
0 otherwise
. (8.28)
L and D is found by searching over sets, L, P, of possible candidate values. The sets are
selected according to preliminary estimates, Lnp, Dnp, originating from a nonparametric
linear impulse response estimate of the relation among the input and output signals. In
the present simulation we used: L = {13, 17, 21, 25, 29, 33, 37}. The phase parameter set
was P = {0, 1, · · · ,−10} w.r.t. the system identiﬁcation case, and P = {0, 1, · · · , 20} w.r.t.
inverse modeling. In the time-series prediction case the phase parameter is determined
by the time we want to predict into the future. We employed Dx = −D = 100 which

















Figure 8.18: Time-Series Prediction.
determined so that 97.5% of the variance in x(k) is explained by z(k). When dealing with
the DPP we used p = 3.
For each system we generated a training set with N = 8850 samples, and a independent
cross-validation set (cf. Sec. 6.5.3) containing Nc = 8850 samples. However, when dealing



























2-layer Perceptron Neural Network
x
y
Figure 8.19: The architecture of the employed model, f(x(k);w), in accordance with the
generic architecture Fig. 4.1. The preprocessor is speciﬁed by the ﬁlters Hi(z) while the
nonlinear ﬁlter is a 2-layer [p, q, 1] perceptron neural network.














where e(k) = y(k) − ŷ(k) is the error signal on the cross-validation set, and 〈y(k)〉 is
the time-average of y(k). The nominator equals the usual cross-validation estimate cf.
Sec. 6.5.3 – and Ec may be interpreted as a noise-to-signal ratio. Note that Ec = 1
is obtained by using the time-average 〈y(k)〉 as an estimate of y(k), for all k, which
corresponds to the most simple conceivable model. On the other hand, Ec = 0, appears
when the ﬁlter perfectly models the task under consideration21.
Recall that the PPA estimates the memory length and the phase parameter by mini-
mizing the Ec over the sets L and P, where Ec is calculated from estimating the weights
20Note that the summation starts at k = L in order to avoid the eﬀect of transients stemming from the
preprocessing ﬁlters, Hi(z).
21Even though the systems considered in this simulation are noiseless Ec = 0 is not attainable since the
structure of the models (intentionally) do not reﬂect the structure of the systems.
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of an LL-model, i.e.,
ŷ(k) = [1, z(k)] ·w (8.30)
where w is an m = p + 1 dimensional weight vector. Table 8.5 summarize the results of
running the PPA.
System Preprocessor L D p m Ec
Morison PCA 13 -5 4 5 0.3839
Morison DPP 13 -2 3 4 0.3819
Pendulum PCA 13 3 5 6 0.6386
Pendulum DPP 17 8 3 4 0.3854
Nonlinear Channel PCA 13 0 5 6 0.2004
Nonlinear Channel DPP 21 7 3 4 0.2216
Mackey-Glass PCA 13 -100 4 5 0.5426
Mackey-Glass DPP 13 -100 3 4 0.6174
Table 8.5: Results of the Preprocessing Algorithm. L is the memory length, D is the
phase parameter, p is the dimension of the vector z(k), m = p + 1 is the total number
of weights in the employed LL-model (cf. si:llmod), and Ec is the relative cross-validation
error index.
The employed ﬁlter architecture (see Fig. 8.19) is a 2-layer [p, q, 1] perceptron neural
network described in Sec. 3.2.2. The weights are estimated using the Recursive Gauss-
Newton Algorithm with Bierman Factorization (RGNB) cf. Sec. 5.7. In Table 8.6 charac-
teristic algorithm parameters are listed22. The results obtained with the neural network
Parameter Deﬁnition Interpretation Value
hmax Fig. 5.2 Dynamic range 0.8
δ pa:bjdef Transition width param. 10%
itr p. 110 Number of iterations 2
9 (Morison)
λ() pa:lamsch Instan. forgetting factor 1− 0.05 · 0.9931
1− 0.05 · 0.9916 (Pendulum)
γ pa:kappaeqn Regularization adjustment 0.01
Table 8.6: Parameter setup for the RGNB-algorithm.
architecture are summarized in Table 8.7. In this context we make the following observa-
tions:
• By comparison with the results listed in Table 8.5 we notice that the neural network
architecture outperform the LL-ﬁlter in all cases. This is due to the following facts:
– The nonlinear of nature of the modeled systems.
22Note that some of the parameters refer to the Weight Initialization Algorithm Sec. 5.3.2.
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System Preprocessor L Dx Dy p q m Ec
Morison PCA 13 5 0 4 15 91 0.0615
Morison PCA 13 5 0 4 25 211 0.0876
Morison DPP 13 2 0 3 20 101 0.0556
Morison DPP 13 2 0 3 40 201 0.0337
Pendulum PCA 13 0 3 5 15 106 0.5717
Pendulum PCA 13 0 3 5 35 246 0.5649
Pendulum DPP 17 0 8 3 20 101 0.1417
Pendulum DPP 17 0 8 3 40 201 0.1007
Nonlinear Channel PCA 13 0 0 5 15 106 0.0299
Nonlinear Channel PCA 13 0 0 5 35 246 0.0247
Nonlinear Channel DPP 21 0 7 3 40 201 0.1051
Mackey-Glass PCA 13 100 0 4 15 91 0.4263
Mackey-Glass PCA 13 100 0 4 35 211 0.2326
Mackey-Glass DPP 13 100 0 3 20 101 0.4289
Mackey-Glass DPP 13 100 0 3 40 201 0.3918
Table 8.7: Results obtained by using the architecture shown in Fig. 8.19. L is the memory
length, Dx, Dy are the delays of the input and output, respectively, p, q is the number of
input and hidden neurons, respectively, m = q(p + 2) + 1 is the total number of weights,
and ﬁnally, Ec is the relative cross-validation error index.
– The total number of weights, m, constitutes a reasonable fraction of the number
of training data, N . This enables the network to generalize properly, i.e.,
keeping the weight ﬂuctuation penalty term low (according to Sec. 6.3.4).
The improvement factor – deﬁned as Ec of the LL-ﬁlter in proportion to Ec of the
neural network ﬁlter – lies in the range 1.13 – 11.33. The actual value depends on
various factors, for instance, the degree of nonlinearity in the concerned system.
• By increasing the number of hidden neurons the relative cross-validation error index
generally decreases23. Since the structure of the considered systems are not captured
by the neural network models incomplete modeling is in question. Now, in general,
the universal approximation theorem cf. Sec. 3.2.2 states that perfect modeling is
merely achieved in the limit of an inﬁnite number of hidden neurons. However,
since a (fully connected) architecture with, say q0, hidden neurons is embedded in
architectures with q > q0 then the approximation capability24 of the larger networks
is at least as good – possibly better. This matter is retrieved in Ec since the number
of training data is kept relatively large.
• Evaluating the usefulness of the proposed preprocessing methods we notice that
the DPP works the best when dealing with Morison’s equation and the pendulum.
According to si:mordis the identiﬁcation of Morison’s equation is described by the
23Note that in the Morison PCA case Ec is actually larger when using m = 211 than when using m = 91.
This is probably due to the fact that the weights are trapped in a local minimum of the cost function.
24That is, the mean square model error (cf. Sec. 6.3.4) decreases as q increases.
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model:
y(k) = ϕ(x(k), D[x(k)]) (8.31)
where ϕ(·) is a nonlinear mapping. Hence, a DPP with two components (i.e., p = 2) is
an evident preprocessor25. Likewise, the inverse model of the pendulum is expressed
by:
y(k) = ϕ(x(k), D[x(k)], D2[x(k)]). (8.32)
This means, a DPP with 3 components is tailored to this problem.
The Ec associated with modeling Morison’s equation using PCA is approximately
twice as large than that obtained by using DPP. In the pendulum the diﬀerence in
performance is even more noticeable (a factor of approx. 5.5) which may be explained
by considering the properties of PCA. The power spectrum of the input signal, x(k)
is a narrow and peaks at f ≈ 0.05 while the output signal, y(k), is a band-limited
(f ∈ [0; 0.25]) white noise signal26. Consequently, the ﬁlter should display high gain
at frequencies outside the narrow-band region. However, since the signals, zi(k), pro-
duced by the PCA attempt to explain the variance in x(k) the power spectra Pi(f)
of zi(k) will resemble the power spectrum of the input signal – especially as regards





































































































Normaliz d Frequency,  f
(f)
Figure 8.20: (a)
ﬁgure shows the magnitude frequency response of the preprocessing ﬁlters, Hi(f),
and the power spectrum of the output. The high gain requirement outside the
narrow-band region is diﬃcult to achieve since the nonlinear ﬁlter succeeding the
preprocessor is memoryless.
It may consequently be concluded that the PCA preprocessing should merely be
used in cases where a considerable overlap between the input and output spectra is
present. However, naturally it is impossible to conclude that PCA always will be
the best choice in this case. The modeling of Morison’s equation is thus a counter-
example of this claim.
25Note that p = 3 was employed in the simulation.






















































Figure 8.20: (b) Inverse modeling of the pendulum using PCA preprocessing. Pi(f), Py(f)
are the power spectra of the signals, zi(k), and the output y(k), respectively. In addition
the magnitude frequency response of the preprocessing ﬁlters, Hi(f), are depicted28. The
power spectra is obtained by the Welch method [Oppenheim & Schafer 89, Sec. 11.6] with
50% overlapping Hanning-weighted spectra of 512 bins.
The PCA preprocessing is superior to the DPP when equalizing the nonlinear channel
and predicting the Mackey-Glass time-series. This is perhaps due to the fact that
derivatives do not naturally enter the model29. In addition, the input-output power
spectra have a large degree of overlap – in fact, they become identical in the Mackey-
Glass case.
Moreover, it should be noted that the results concerning the LL-model Table 8.5 may
guide the choice of a suitable preprocessor since – in all cases – the preprocessor which
gave the smallest Ec when using the LL-model also turned out to be the best when
using the neural network model. This observation is connected with the fact that
all memory is located within the preprocessor.
In order to further substantiate the utility of the neural network ﬁlter architecture a
comparison with XN-ﬁlter architectures simulated in [Hoﬀmann 92a, Sec. 8.1] is provided.
The architectures comprise:
1. The Chebyshev ﬁlter (see e.g., Sec. 3.2.1.3).
2. The gate function ﬁlter (GFF) (see Sec. 3.3.3) with polynomial basis functions with
zero and ﬁrst order, i.e., the models act locally as a bias term and a linear ﬁlter,
respectively.
The (best) results attained in [Hoﬀmann 92a, Sec. 8.1] when employing the Chebyshev and
gate function ﬁlters are summarized in Table 8.8. In addition, Fig. 8.21 provides a graphical
comparison w.r.t. the mentioned architectures. The relative cross-validation error index,
Ec, is plotted as a function of the total number of weights in the model, m. m conveys
29Even though the Mackey-Glass time-series is described by an ﬁrst order diﬀerential equation, a future



























































































































Figure 8.21: Comparison of diﬀerent ﬁlter architectures. The relative cross-validation
error index, Ec, is plotted as a function of the total number of weights, m. NN denotes
the best 2-layer neural network architecture, cf. Table 8.7, CF denotes the Chebyshev
ﬁlter, and GFF 0, GFF 1 denote the zero and ﬁrst order gate function ﬁlters, respectively.
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– to some extend – the complexity of the model with respect to computational burden
and the required number of training examples in order to ensure proper generalization,
cf. Ch. 6. In many cases the neural network outperforms the other architectures with
m comparable or even less30. However, when predicting the Mackey-Glass time-series
the neural network performs worse. No convincing arguments explaining this fact have
been discovered. On the other hand, various considerations are still viable. It might be
the case that the cost function is aﬄicted with a lot of local minima and “ﬂat” regions
which increase the possibility that the weight estimation algorithm get stuck in poor
minima. Another explanation is based on the observation that the gate function ﬁlters
– which are local approximation ﬁlters – performs better than the global approximating
ﬁlters, viz. the Chebyshev and the neural network ﬁlters; consequently, the nature of the
input-output surface31 is probably better captured by a local approximation ﬁlter. In the
case of using PCA preprocessing Fig. 8.22 shows a projection of the 4-dimensional input-




















Figure 8.22: Projection of the 4-dimensional Mackey-Glass input-output surface,
ϕ(z1(k), z2(k), · · · , z4(k), y(k)) = 0 onto the subspace spanned by [z1(k), z3(k), y(k)] when
using PCA preprocessing.
30In connection with the GFF’s methods for optimizing the architecture were employed; however, the
architecture of the neural network was not optimized. Hence, optimizing the architecture may possibly
improve the generalization ability, subsidiarily, conﬁne the complexity.
31The input-output surface is the surface spanned by the dynamics of the Mackey-Glass system within
the space: [z1(k), z2(k), · · · , zp(k), y(k)] where p = 4 in the present case. That is, the surface is given
by: ϕ(z1(k), z2(k), · · · , z4(k), y(k)) = 0 where ϕ(·) is the nonlinear function specifying the dynamics of the
Mackey-Glass system.
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relatively high dynamics. Thus in certain regions of the [z1, z3]-space the surface is nearly
horizontal; contemporary, it is pretty steep in other regions. Consequently, it may be
easier to approximate the surface by several hyperplanes – as done within the ﬁrst order
gate function ﬁlter – contrary to performing global approximation, e.g., by means of a
neural network.
Prediction of the Mackey-Glass time-series has – especially in the neural network com-
munity – become a benchmark problem. In Table 8.9 various achievements are summa-
rized.
Notes:
• None of the mentioned works used PCA preprocessing. Instead, a resampling tech-
nique based on the theorem of Takens [Takens 81] was employed. That is,
z(k) = [x(k), x(k − δ), · · · , x(k − δ(p− 1))] (8.33)
where δ = 6 is the resampling period. Usually p = 4 was employed, i.e., z(k) =
[x(k), x(k−6), x(k−12), x(k−18)], and consequently the memory length is L = 19.
However, no particular diﬀerence between these two methods is observed. Employing
a LL-ﬁlter with L = 19 the resampling technique gives (N = Nc = 8850) Ec =
0.5429, while Ec = 0.5505 is achieved with PCA (L = 19, p = 4).
• The output neurons of the referred multi-layer perceptron neural networks (MFPNN)
are nonlinear.
• In [Farmer & Sidorowich 88], [Stokbro et al. 90] and [Wulﬀ & Hertz 92] iterative pre-
diction was used. Suppose that the prediction time is Dx. Instead of using the direct
prediction training setup, i.e.,
x(k) = [x(k −Dx), x(k −Dx − 1), · · · , x(k −Dx − L+ 1)]
y(k) = x(k)
the ﬁlter is trained to perform a one-step prediction. Let f(·), ŵ denote the nonlinear
ﬁltering function and the estimated weights, respectively, then the one-step predictor
becomes:
x̂(k + 1) = f
(
[x(k), x(k − 1), x(k − L+ 1)]; ŵ
)
. (8.34)
A Dx-step predictor is then obtained by the iterative scheme32:
for n = 1, 2, · · · , Dx
x̂(k + n) = f
(
[x̂(k + n− 1), · · · , x̂(k + 1), x(k), · · · , x(k + n− L)] ; ŵ
)
end
In [Farmer & Sidorowich 88] it is demonstrated that iterative prediction generally is
preferred to direct prediction. In consequence, the results obtained in Table 8.7 are
possibly better due to iterative prediction.
32If the resampling technique (mentioned in the ﬁrst item) was used then a 6 step predictor is considered.
Consequently, it is only possible to perform the prediction times: Dx = 6n, n = 1, 2, · · ·.
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• Some of the results concerns using Dx = 85 rather than Dx = 100. Due to the in-
herent divergence associated with the chaotic attractor which is characterized by the
so-called Liapunov exponents (see e.g., [Farmer & Sidorowich 88]) the mean square
prediction error is smaller when considering Dx = 85. In fact, it is possible to show
that the mean square prediction error scales faster or equal to exp(λmax · n) where
λmax is the largest (positive) Liapunov exponent (≈ 5.4·10−3 w.r.t. the Mackey-Glass
attractor) and n is the prediction time.
• The reported ﬁndings diﬀer in the way of calculating the relative cross-validation
error index, even though several are rather scanty w.r.t. this subject. Recall that
in this Thesis the relative cross-validation error is deﬁned on an independent cross-
validation set33 as we consider modeling stationary systems. In other ﬁndings the
cross-validation set succeeds the training set immediately, and consequently, possi-
bly non-stationarities are taken into account. Hence, we expect that Ec is under-
estimated. [Stokbro et al. 90] used this approach for sure, and it is believed that
also [Lapedes & Farber 87] and [Moody & Darken 89] did. As a matter of fact, in
[Moody & Darken 89] the number of adjustable weights are incredibly large com-
pared to the number of training data, e.g., 541 weights of a 3-layer neural net-
work were estimated using merely 500 training data! Accordingly, an extremely
poor generalization ability (deﬁned as usual) is expected. On the other hand,
[Wulﬀ & Hertz 92] used an independent cross-validation set approach and the re-
sults concerning MFPNN’s are comparable of those reported in Table 8.7.
8.4 Summary
In this chapter the abilities of multi-layer feed-forward perceptron neural networks for the
implementation of various signal processing tasks were studied numerically.
At ﬁrst we focused on the basic algorithms for training neural networks. It was demon-
strated that that the Weight Initialization Algorithm presented in Sec. 5.3.2 provides a
practicable alternative to pure random weight initialization.
Next, a comparison of various weight estimation algorithms were provided. The fact
that recursive second order algorithms converge faster than ﬁrst order algorithms was con-
ﬁrmed. In particular, we compared the Recursive Gauss-Newton algorithm with Bierman
Factorization (RGNB) to the Stochastic Gradient (SG), and the Normalized Stochastic
Gradient (NSG) algorithms. By fast convergence we here consider that the performance
(relative training error index) increases rapidly as a function of the computational com-
plexity. Furthermore, the convergence properties of the oﬀ-line Modiﬁed Gauss-Newton
(MGN) algorithm were treated. It was concluded that the MGN-algorithm very likely got
trapped in poor local minima. In summary, it is suggested that the RGNB-algorithm is
applicable for training neural networks. However, it should be emphasized that the algo-
rithms have been evaluated on networks containing a moderate number of weights; conse-
quently, the results are possibly not valid for networks with a huge number of weights34.
Finally, the capabilities of the generic nonlinear ﬁlter architecture (GNFA) (cf. Ch. 4)
were tested on various standard signal processing tasks including: System identiﬁcation,
33That means, the cross-validation set is far oﬀ the training set as regards time.
34Within signal processing complexity considerations often is an essential part of the design, especially
in connection with on-line processing. Consequently, we claim that the network sizes dealt with in this
Thesis are realistic.
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inverse modeling, and time-series prediction. The nonlinearity within the GNFA was
implemented by using a 2-layer perceptron neural network (MFPNN).
The considered preprocessing methods included the Principal Component Analysis
(PCA) and the Derivative Preprocessor (DPP). It was demonstrated that both methods
are workable. If the resemblance among the spectra of the input and output of the model
is poor then PCA may not be viable. If the system at hand cannot be approximated
by using a few derivatives then DPP is not an obvious choice, and moreover, due to the
high-pass response of the derivative ﬁlters ampliﬁcation of noise may reduce the overall
quality of the model. In all cases, the performance obtained by using an LL-ﬁlter guided
the selection of a suitable preprocessing method.
The results obtained by using the generic architecture based on MFPNN’s were com-
pared to using Chebyshev ﬁlters and gate function ﬁlters which were simulated in
[Hoﬀmann 92a]. The MFPNN gave comparable – and in several cases – better perfor-
mance. However, the MFPNN did worse when predicting the Mackey-Glass time-series.
Two explanations were listed: The cost function is possibly aﬄicted with many local min-
ima and “ﬂat” regions. Secondly, we noticed that the gate function ﬁlters – which are
local approximation ﬁlters – perform better than the global approximating ﬁlters, i.e., the
Chebyshev ﬁlter and the MFPNN. Consequently, the nature of the input-output surface
is probably better captured by a local approximation ﬁlter. In addition, the MFPNN was
compared to related neural network approaches aiming at predicting the Mackey-Glass
series. The comparison is to some extent precluded by diﬀerent implementation strate-
gies, e.g., as regards the calculation of cross-validation performance. The performance
was comparable to ﬁndings of [Wulﬀ & Hertz 92] which used a cross-validation approach
similar to that employed in this Thesis.
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System Preprocessor Model L Dx Dy p l m Ec
Morison PCA Cheb. Filt. 13 5 0 4 5 126 0.0641
Morison PCA GFF 13 5 0 4 0 864 0.3180
Morison PCA GFF 13 5 0 4 1 755 0.1580
Morison DPP Cheb. Filt. 13 2 0 3 5 56 0.0498
Morison DPP GFF 13 2 0 3 0 1007 0.0949
Morison DPP GFF 13 2 0 3 1 608 0.0369
Pendulum PCA Cheb. Filt. 13 0 9 5 2 21 0.7562
Pendulum PCA GFF 13 0 9 5 0 287 0.6949
Pendulum PCA GFF 13 0 9 5 1 168 0.5744
Pendulum DPP Cheb. Filt. 17 0 8 3 4 35 0.1193
Pendulum DPP GFF 17 0 8 3 0 1006 0.2291
Pendulum DPP GFF 17 0 8 3 1 604 0.0399
Nonlinear Chan. PCA Cheb. Filt. 13 0 0 5 5 126 0.0641
Nonlinear Chan. PCA GFF 13 0 0 5 0 895 0.2633
Nonlinear Chan. PCA GFF 13 0 0 5 1 912 0.0965
Nonlinear Chan. DPP Cheb. Filt. 17 0 5 3 5 56 0.1169
Nonlinear Chan. DPP GFF 17 0 5 3 0 847 0.1685
Nonlinear Chan. DPP GFF 17 0 5 3 1 496 0.1125
Mackey-Glass PCA Cheb. Filt. 13 100 0 4 6 180 0.1857
Mackey-Glass PCA GFF 13 100 0 4 0 1005 0.1626
Mackey-Glass PCA GFF 13 100 0 4 1 755 0.1197
Mackey-Glass DPP Cheb. Filt. 13 100 0 3 9 180 0.3076
Mackey-Glass DPP GFF 13 100 0 3 0 1002 0.2783
Mackey-Glass DPP GFF 13 100 0 3 1 604 0.2247
Table 8.8: Results obtained in [Hoﬀmann 92a, Sec. 8.1] using the Chebyshev ﬁlter and the
gate function ﬁlter (GFF). L is the memory length, Dx, Dy are the delays of the input
and output, respectively, p is the number of preprocessing ﬁlters, and l is the polynomial
order. In connection with the GFF’s the basis functions are polynomials with order 0 and
1. Finally, Ec is the relative cross-validation error index.
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Reference Model m Dx N Nc Ec
[Farmer & Sidorowich 88] Local linear ﬁlter - 100 10000 500 0.005
[Lapedes & Farber 87] [4, 10, 10, 1]-MFPNN 171 100 500 500 0.05
[Moody & Darken 89] [4, 20, 20, 1]-MFPNN 541 85 500 500 0.05
[Moody & Darken 89] Loc. recep. ﬁeld 8850 85 8850 500 0.03
[Stokbro et al. 90] Loc. recep. ﬁeld 125 100 500 1000 0.035
[Wulﬀ & Hertz 92] [15, 10, 1]-MFPNN 171 100 500 250 0.32
[Wulﬀ & Hertz 92] [4, 10, 10, 1]-MFPNN 171 100 500 250 0.25
[Wulﬀ & Hertz 92] Recurrent neural net ≈ 100 100 500 250 0.09
Table 8.9: Comparison of models for predicting the Mackey-Glass time-series. m is the
number of parameters, Dx is the delay on the input corresponding to the prediction time,
N , Nc are the number of training and cross-validation samples, respectively, and ﬁnally, Ec
is the relative cross-validation error index (the numbers are approximate). The local linear
ﬁlter and the localized receptive ﬁeld network are discussed in Sec. 3.4.1 and Sec. 3.3.1,
respectively. The localized receptive ﬁlter in [Moody & Darken 89] was of zero order, while




In recent years much attention was directed to adaptive models as devices for design
of ﬂexible signal processing systems. This is due to the fact that they are able to
learn a task from acquired data which indeed is valuable when the underlying physi-
cal mechanisms are diﬃcult – or impossible – to clarify. Furthermore, the models pos-
sess the ability to generalize to cases which were not explicitly speciﬁed by the learn-
ing examples, i.e., they capture the structure of the unknown system. The eﬀort has
up to now mainly been on linear adaptive models which have been successfully ap-
plied to various signal processing tasks including: System identiﬁcation, adaptive con-
trol systems, equalization of communication channels, noise reduction, speech coding,
prediction of time series. However, often it appears that linear models are approxi-
mations of systems which fundamentally are nonlinear by nature, and consequently a
large potential consists in extending the models to be nonlinear. Within signal process-
ing the literature provides several examples which substantiate the usefulness of nonlin-
ear models, e.g., [Bendat 90], [Chen et al. 90c], [Falconer 78], [Farmer & Sidorowich 88],
[Narendra & Parthasarathy 90], [Nguyen & Widrow 89], [Lapedes & Farber 87], which co-
ver the subjects mentioned above.
In this Thesis we focused on neural network architectures for implementation of the
non-recursive, nonlinear adaptive model with additive error. The model forms a nonlin-
ear relation between the input and output signals which both are assumed to be one-
dimensional. The purpose is to adapt “black-box” models for various general signal pro-
cessing tasks, such as: System identiﬁcation, inverse modeling and time-series prediction.
The objective of the Thesis was the study of various phases involved in the design of
a suitable model architecture from a relatively limited number of training data. This
includes:
• Selection of a proper basic architecture.
• Estimation of the model from acquired data.
• Model validation and architecture optimization.
The choice of a proper basic architecture was in Ch. 4 formulated in terms of the generic
nonlinear ﬁlter architecture. The architecture is composed of a preprocessing unit and a
canonical ﬁlter , and may be viewed as a heterogeneous three-layer neural network.
The main objective of the preprocessing unit is to project a lag space of the input signal
onto a low dimensional signal vector which acts as input to the succeeding canonical ﬁlter.
This is done in order to control the complexity of the canonical ﬁlter so that it is possible
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to perform proper estimation from a limited data set; paraphrased, to avoid the “curse
of dimensionality”. The choice of preprocessor is indeed a diﬃcult task since – in fact
– it cannot be designed independent of the succeeding canonical ﬁlter. Moreover, the
preprocessor design should incorporate any a priori knowledge that may be available. We
suggested three simple preprocessors:
• The principal component analysis (PCA) preprocessor which from numerical simu-
lations seems practicable if the spectra of the input and output have a large overlap.
This is indeed the case when considering time-series prediction.
• The derivative preprocessor (DPP) which is validated by simulations. A major
drawback is high sensitivity to noise on the input.
• The Laguerre function preprocessor which is motivated by the ability to handle ﬁlters
with inﬁnite memory length.
The canonical ﬁlter discussed in Ch. 3 emerges from the formulation of a novel archi-
tecture taxonomy. The taxonomy is based on a few signiﬁcant architectural properties
which include:
• Global versus local approximation.
• Parametric versus nonparametric architectures.
Dealing with parametric architectures the mapping of the input vector signal onto the
output signal is characterized by a weight vector which is estimated from a training data
set, i.e., the estimated weights deﬁne an encoding of the training data. On the other hand,
in a nonparametric architecture no encoding is done, i.e., the determination of an output
sample requires explicit knowledge of all training data (sometimes a suitable subset). The
Thesis mainly focused on parametric architectures.
Within local approximation ﬁlters the input space is divided into a number of subsets.
In each subset a local ﬁlter is formulated, and the ﬁnal output results by combining the
outputs of the local ﬁlters. A global approximation approach is characterized by the fact
that no dividing of the input space is performed. A further reﬁnement of local ﬁlters
consists in characterizing the shape and the connection of the subsets. In particular, the
partition function ﬁlters - which possess disjoint subsets - are interesting since the weights
associated with the distinct ﬁlters can be estimated independently; however, it still may be
problematic to determine the boundaries which separate the subspaces. The use of local
approximation involves a trade oﬀ between the number of local ﬁlters and the complexity
of the ﬁlter in order to avoid the “curse of dimensionality”. In particular, that means,
if data are sparse only a few local ﬁlters are possible – eventually we better use global
approximation. The trade oﬀ may be settled by using architecture optimization techniques
(mentioned below).
In summary, the intention was to provide a uniﬁed view of possible architectures, and
the taxonomy might be used to guide the choice of a suitable architecture when facing
a particular modeling task. Furthermore, the taxonomy may suggest the development
of novel structures. Finally, since the taxonomy is based on a few simple architectural
properties only, future research deﬁnitely may convey to a further reﬁnement.
Ch. 3 also provided a survey of numerous architectures suggested in the literature – in
terms of the canonical ﬁlter representation. Particularly, we attached importance to vari-
ous interpretations of the signal processing within the multi-layer feed-forward perceptron
neural network (MFPNN) which belongs to the class of global approximation ﬁlters.
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In Ch. 8 the capabilities of the generic nonlinear ﬁlter architecture were tested on var-
ious synthetic signal processing tasks, including: System identiﬁcation, inverse modeling
(e.g., channel equalization), and prediction of chaotic time-series. A 2-layer feed-forward
perceptron neural network implementation of the canonical ﬁlter was employed, and as
preprocessors we used PCA and DPP. The ﬁndings were compared to results obtained
by using a linear ﬁlter, and by using other selected types of nonlinear ﬁlters (reported
in [Hoﬀmann 92a]) which were: The Chebyshev ﬁlter, zero- and ﬁrst-order gate function
ﬁlters. The investigated architectures indeed outperformed the linear ﬁlter. In addition
– in many cases – they outperformed the other mentioned nonlinear ﬁlter architectures.
However, no general conclusions can be drawn since the results are highly dependent on
various matters such as, the number of training data, the task under consideration, etc..
Moreover, a fair comparison should include statements concerning the required computa-
tional complexity.
The next item of the design phase is model estimation, i.e., estimation of the model
weights. Ch. 5 dealt with the application of standard ﬁrst and second order optimization
schemes for layered ﬁlter architectures, such as the MFPNN. We demonstrated how the
well-known back-propagation algorithm can be generalized to deal with general layered
ﬁlter architectures in order to implement both ﬁrst order gradient descent algorithms and
second order Gauss-Newton algorithms. As the cost function we used the sum of the
least squares cost and a weight decay regularization term. In Ch. 8 the capabilities of
various algorithms were tested in connection with the MFPNN architecture. The simula-
tions showed that the recursive second order algorithms indeed outperform the stochastic
gradient algorithms – in terms of the required computational complexity – to reach a cer-
tain level of performance. Moreover, simulations with oﬀ-line algorithms indicated that
these often are trapped in local minima; consequently, we recommend the use of recursive
algorithms which have a built-in mechanism for escaping local minima. Furthermore, in
connection with 2-layer perceptron neural networks we developed a weight initialization
algorithm. The object was to reduce the resemblance among the response of the hidden
neurons and with that, the eigenvalue spread of the Hessian matrix (of the cost function).
This helps in speeding up the algorithm convergence – especially when dealing with ﬁrst
order algorithms – as demonstrated by simulations.
The last design phase is model validation and architecture optimization which is dealt
with in Ch. 6. At ﬁrst, a suitable measure of model quality has to be deﬁned. We employed
the generalization error which is deﬁned as the expected squared error on a test sample
which is independent of the data used for training, but originates from the same probability
distribution. That is, we consider stochastic input-output signals. Since the generalization
error depends on the actual training data it may be rather noisy; consequently we focused
on the average generalization error – where the average is w.r.t. training data. In order
to clarify various matters inﬂuencing the average generalization, we suggested to perform
a model error decomposition, q.e., the average generalization error is the sum of:
1. The inherent noise variance, which speciﬁes the amount of variance of the output
which cannot be explained by knowledge of the input.
2. The mean square model error (MSME ), which deﬁnes the minimal increase in average
generalization when applying a particular model for a particular task. If the model
is complete MSME equals zero; whereas it is non-zero when the model is incomplete,
i.e., not able to model the task perfectly.
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3. The weight ﬂuctuation penalty (WFP), which stems from the fact that the model
is estimated from a ﬁnite data set.
Under mild conditions, the MSME decreases – or remains unchanged – when the com-
plexity of the ﬁlter increases, i.e., more weights are added. On the other hand, the WFP
typically increases with increasing ﬁlter complexity. Consequently, there will normally be
a trade oﬀ between these two terms (also known as the bias/variance dilemma). However,
when dealing with incomplete models there is no theoretical guarantee that the WFP
actually increases. The decomposition furthermore led to a discussion of the fundamen-
tal limitations in the search for an optimal architecture. The result is in summary: It
is impossible to predict how an expansion of the architecture will inﬂuence the average
generalization error without assumptions on the system which generated the data. Even
if a priori knowledge is available, it is not necessarily obvious how to incorporate this
knowledge. However, it may still be possible to predict the change when reducing the
architecture, e.g., by eliminating weights.
In addition, the beneﬁts of using regularization, with reference to reducing the average
generalization error, were discussed in terms of the model error decomposition. Concerning
the linear complete model, it was demonstrated analytically, that the average generaliza-
tion error may be reduced by incorporating a weight decay regularization. This result
is a modiﬁcation of the ﬁndings in [Krogh & Hertz 91]. However, the optimal setting of
the regularization parameter is highly dependent on the system being modeled, so only
suboptimal procedures may be available.
On the basis of the above stated results we treated two diﬀerent types of algorithms
for architecture optimization – or synthesis:
• The ﬁrst class is based on comparing the estimated average generalization error
associated with a set of possible architectures, and ﬁnally selecting the one with
minimal average generalization error.
• The other class is based on a statistical hypothesis testing framework.
The subject of estimating the average generalization has already been addressed in the lit-
erature. This comprises e.g., various cross-validation estimators, Akaike’s Final Prediction
Error (FPE ) estimator, and Moody’s Generalized Prediction Error (GPE ) estimator which
all were reviewed. The cross-validation estimators are appealing since they do not presume
anything about the model; however, some of the data are reserved for cross-validation, and
consequently, when data are sparse, the amount of data left over for training is inappropri-
ately low. The remaining estimators diﬀer mainly on two model assumptions: Complete
versus incomplete models, and linear versus nonlinear models (w.r.t. the weights). The
lack of a priori knowledge – which led to consideration of “black-box” models – typically
results in that complete models cannot be guaranteed. Consequently – in the present con-
text – incomplete, nonlinear models are the case. The only estimator which explicitly take
these matters into account is – to the knowledge of the author – the GPE -estimator. The
average over the training set – in order to constitute the average generalization error – is
explicitly done by averaging both w.r.t. to input and output samples; however, within the
GPE -estimator the averaging w.r.t. to the input is neglected. Emphasis has consequently
been put into the development of a novel generalization error estimator called GEN : The
Generalization Error Estimator for Incomplete, Nonlinear Models which may be viewed
as an extension of both the FPE and the GPE estimators. The estimator is encumbered
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with some advantages and drawbacks which – in a concise form – are:
Advantages:
• All data in the training set are used for estimating the weights. This is especially
important when data are sparse.
• The model may be linear as well as nonlinear.
• Both incomplete and complete models are treated.
• The input may be correlated as well as white. In a signal processing context we
often deal with correlated input.
• The inherent noise may be correlated and dependent on the input. This extends
the usual assumption that the inherent noise is an i.i.d. sequence independent of the
input.
• Noiseless systems are also considered.
• The estimated weights are not required to be the global minimum of the cost func-
tion.
• The possibility of including a regularization term in the cost function is treated.
Drawbacks:
• A fundamental prerequisite for the derivation is a large training set. In fact, this
assumption enters all considered generalization error estimators.
• The model is assumed to be properly approximated by a linear expansion in the
weights in the vicinity of the weight estimate.
• The weight estimate is assumed to be locally unique, i.e., the cost function has a
non-zero curvature.
• Only local eﬀects due to ﬂuctuations in the weight estimate are considered.
• The eﬀects of imperfect training are not accounted for.
In Ch. 7 we tested the quality of the GEN on selected numerical examples by comparison
with the cross-validation estimators and the FPE -estimator. In most cases quantitative
arguments led to the conclusion that the GEN -estimator is a proﬁtable alternative. The
(relative) bias of GEN is typically lower than that of FPE ; but larger than those of the
cross-validation estimators. On the other hand, the average squared error of GEN is
comparable to that of FPE . However, the average squared error aﬄicted with the cross-
validation estimators are typically tremendously larger than that of GEN . Still there is
need for further investigations in order to clarify the functionality of the GEN in connection
with architecture optimization.
The other class of algorithms for architecture synthesis are based on a statistical hy-
pothesis testing framework. In general, we test the hypothesis of model reduction, i.e.,
testing restrictions on the weight space. However, the hypotheses have to be formulated
a priori, so the only general appealing hypothesis is to test if some of the weights can
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be removed. A so-called Wald test statistic was employed for this purpose. The crucial
quantity entering this test statistic is the covariance matrix of the estimated weight vec-
tor. Various estimates of the covariance estimator were derived, and furthermore, it was
demonstrated that the distinguishing between complete and incomplete models plays a
decisive part.
Both the mentioned types of synthesis algorithms do not address the selection of suit-
able candidate architectures. For that purpose we suggested three diﬀerent Weight Dele-
tion Vector (WDV) algorithms which result in a set of candidate weights which subse-
quently may be tested for removal by using the statistical testing framework – or by using
algorithms based on comparing the generalization error. The ﬁrst algorithm is inspired
by the the well-known Optimal Brain Damage (OBD) algorithm, and the other may be
viewed as generalizations hereof. Contrary to OBD the extended WDV-algorithms take
correlation among the weight estimates into account. In Ch. 7 we tested these algorithms
in conjunction with the FPE -estimator and the statistical testing framework. The simula-
tions indicated that a preference to the statistical testing framework relative to using FPE .
In addition, the WDV-algorithm which takes weight correlation into account outperformed
the one based on OBD.
In summary, the Thesis provides a survey of the phases involved in the design of neural
network ﬁlters, including: Selection of a proper basic architecture, model estimation,
architecture optimization. Various algorithms were proposed and validated by means of





In this appendix the derivation of generalization error estimates for XN-models are pre-
sented. The aim is mainly to handle NN-models, i.e., models which are nonlinear in both
the weights and the mapping. Estimation of the generalization error, which measures the
quality of a model, is an important tool for selecting among competing models.
The derivation is done in two cases: When estimating the model parameters by mini-
mizing the usual least squares (LS) cost function and when minimizing the LS cost function
with a regularization term. We denote the estimator: GEN , i.e., Generalization error es-
timator for incomplete, nonlinear models. See also App. I.
A.1 The Basis of Estimating the Generalization Error
This section presents the framework in which the suggested generalization error estimators
are derived.
A.1.1 Systems and Models
We consider discrete nonlinear systems of the form:
y(k) = g(x(k)) + ε(k) (A.1)
where
• k is the discrete time index,
• y(k) the output signal,
• x(k) denotes the multivariate (vector) input signal,
• g(·) constitutes a nonlinear mapping,
• ε(k) is an inherent noise.
Assumption A.1 The input x(k) and the inherent noise ε(k) are assumed to be strictly
stationary sequences. Furthermore, E{ε(k)} = 0 and E{ε2(k)} = σ2ε .
However, in may cases it is possible to restrict As. A.1 to comply with:
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Assumption A.2 The input x(k) is assumed to be a strictly stationary sequence and ε(k)
is a white1, strictly stationary sequence with zero mean and variance σ2ε . Furthermore,
x(k) is assumed independent of ε(k), ∀ k.
Assumption A.3 x(k) is assumed to be an M -dependent stationary sequence 2, i.e., x(k)
and x(k + τ) are independent ∀ |τ | > M . M is denoted the dependence lag.
Assumption A.4 g(·) is assumed time invariant.
Let F be a set of nonlinear functionals which are parameterized by an m-dimensional
vector w = [w1, w2, · · · , wm]. A feed-forward neural networks with hidden units is an
example of F . Now, let f(·) ∈ F . The XN-model3 of the nonlinear system in Eq. (A.1)
becomes:
y(k) = f(x(k);w) + e(k;w)ŷ(k) + e(k;w). (A.2)
Assumption A.5 f(·) is assumed time invariant.
When considering an LX-model4 the ﬁlter output is explicitly expressed as:
f(x(k);w) = wϕ(x(k)) = wz(k) (A.3)
where ϕ(·) is an arbitrary time invariant linear or nonlinear mapping: RL → Rm.
The error signal e(k;w) is in general the sum of two components. Substituting
Eq. (A.1) into Eq. (A.2) results in:
e(k;w) = y(k)− f(x(k);w)





Within a speciﬁc model it is only possible to evaluate the error signal, that is, we
are never capable of estimating the adjustment error unless it is known a priori that the
system is noise free, i.e., ε(k) ≡ 0. The existence of a adjustment error is signiﬁcant when
estimating the generalization error as explained in Sec. A.2. This leads to the following
deﬁnition:
Definition A.1 If there exists parameters, w◦, such that ∀x(k) g(x(k)) ≡ f(x(k);w◦)
we signify the model as complete; otherwise, as incomplete. w◦ is denoted the true
parameters5.
1By “white” is simply meant: E{ε(k)ε(k + τ)} ∝ δ(k).
2A weaker assumption which may substitute As. A.3 aims at assuming x(k) to be a strongly mixing




|Prob{x(k)x(k + τ)} − Prob{x(k)}Prob{x(k + τ)} | → 0, as |τ | → ∞
where Prob{·} denotes probability.
3Recall that the XN-model is linear or nonlinear in the weights and nonlinear in the mapping of x.
4The LX-model is linear in the weights and linear or nonlinear w.r.t. the mapping of x.
5Note that the true parameters (weights) are not necessarily unique. However, this is not crucial to the
arguments in the following.
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Usually the lack of knowledge concerning the structure of g(·) precludes the possibility of
suggesting a complete model with ﬁnite order m. Consequently, we claim that incomplete
models are the common case.
A.1.2 Estimation of Model Parameters
Given a set of connected input-output pairs, called the training set:
T = {x(k); y(k)}, k = 1, 2, · · · , N (A.5)







c(k;w) is denoted the instant cost.
In this context the employed cost function is a sum of an ordinary least squares (LS)
cost, SN (w), and a regularization term, RN (w):









• κ ≥ 0 is a regularization parameter which determines the trade oﬀ between the









is the regularization term. Note that RN in general depends on the training set, T
(however, often only the input).
The ordinary weight decay procedure is obtained by letting




and κ is denoted the weight decay parameter.
Let Ω be a closed, bounded set (i.e., a compact set) in weight space over which the
cost, CN , is minimized.
Definition A.2 Deﬁne W as the set of weight vectors, ŵ, which locally minimize
gend:trae, i.e., let dim(θ) = dim(w) then
W = {w ∈ Ω | ∃δ > 0, ∀ ‖θ‖ < δ, CN (w + θ) ≥ CN (w)} (A.11)




Figure A.1: General shape of the cost function. Notice the existence of local minima and
that a minimum can be non-unique.
In Fig. A.1 the general shape of the cost function is shown. Notice three facts:
1. W contains in general local minima.
2. The minima may be non-unique (i.e., the cost function is “ﬂat”).
3. The curvature (the second order derivative) of the cost-function near a minimum
may vanish, e.g., CN (w) ∝ (w − ŵ)4.
For the purpose of estimating the generalization error we restrict the cost function to
comply with the following assumptions:





such that ŵ(i) ∈ Ω(i) uniquely minimizes CN (w) within the the partition Ω(i)






a > 0, ∀a = 0. (A.13)
6Note that this assumption is irrelevant when dealing with LX-models.










Given As. A.6 and A.7, then W according to Def. A.2 is the countable (possibly inﬁnite)
set:
W = {ŵ(i)} . (A.14)
A particular LS-estimator within the set W is denoted ŵ. Fig. A.2 shows an example of
a cost function in accordance with the above assumption.
C (w)N
w
Figure A.2: Shape of a cost function which meet Ass. A.6 , A.7. Note that all minima are
unique and that the curvature exists near a minimum.
The optimal weight vector set W∗ is the set of weight vectors which minimize the
expected cost function
C(w) = Ex,ε{c(w)} (A.15)
where c(w) by gend:ck (A.7) and (A.1) is
c(w) = e2(k) + r(w)
= (y − f(x;w))2 + r(w)
= (g(x)− f(x;w) + ε)2 + r(w) (A.16)
and Ex,ε{·} denotes expectation w.r.t. the joint p.d.f. of [x, ε].
The weights are optimal in the sense that they reﬂect the “best” attainable weights in
the actual model and with respect to the employed cost function.
Similar to As. A.6 and A.7 we make the following assumptions:
Assumption A.8 Assume that there exists a covering of Ω in compact subsets8 (in general
8Note that this assumption is irrelevant when dealing with LX-models.
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such that w∗(i) ∈ Ω∗(i) uniquely minimizes C(w) within the the partition Ω∗(i)






a > 0, ∀a = 0. (A.18)
Definition A.3 Given As. A.8 and A.9, W∗ is deﬁned as the countable (possibly inﬁnite)
set:
W∗ = {w∗(i)} . (A.19)
A particular optimal weight vector within the set W∗ is denoted w∗.
A.1.2.1 Consistency
Here we only deal with strong consistency and make the following deﬁnition:
Definition A.4 The estimator ŵ is a strongly consistent estimator of w∗ if
Prob {ŵ → w∗} = 1, as N →∞. (A.20)
In [Seber & Wild 89, Ch. 12] various assumptions leading to strong consistency are given.
However, we will apply the result of [White 81, Theorem 2.1] because it is applicable for
both incomplete models and for models estimated by minimizing a cost function with a
regularization term. We state the necessary additional assumptions:
Assumption A.10
1. The instant cost given by gend:ct is assumed to be a continuous function of w on a
compact set and a measurable function of x and ε, ∀w.
2. Suppose the existence of a function ζ(x, ε) which complies with
Ex,ε{ζ(x, ε)} <∞ (A.21)
so that c(w) ≤ ζ(x, ε), ∀x, ε, w.
3. Every data sample in the training set is assumed to be a random sample of the joint
distribution of [x(k), ε(k)].
Theorem A.1 Suppose that As. A.1, A.8, A.10 hold and recall that w∗(i) uniquely min-
imizes C(w) within the compact subset Ω∗(i). If ŵ minimizes CN (w) within Ω∗(i) then
ŵ is a strongly consistent estimator of w∗(i) as N →∞.
Proof See Theorem 2.1 of [White 81]. 
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A.1.3 Generalization Ability
The quality of an estimated model is judged as good if the model has the ability to
generalize. By that is meant that the model is able to predict the output signal properly
using input data which are not present in the training set. In this context we make the
following deﬁnition:
Definition A.5 The generalization error9, G, is deﬁned as the expected, squared error











Ext,εt{·} denotes expectation with respect to the joint p.d.f. of [xt, εt]. Note that G
depends both on the model, f(·), and the weights, w. Clearly the model has a better
generalization ability the smaller the generalization error is.
The LS cost function, SN (ŵ) given by gend:sn, is usually not a reliable measure of the
quality of a model because it depends on the actual training set. However, if e2(k;w) is a
mean-ergodic sequence, i.e., cf. [Papoulis 84a, Ch. 9-5]
Ex(k),ε(k){e4(k;w)} <∞, (A.23)
and




{SN (w)} = G(w). (A.25)
A.2 Derivation of Generalization Error Estimates
When a model has been estimated w.r.t. to some cost function gend:trae (i.e., the weights
ŵ has been estimated), the quality of the model is determined as the generalization error,







(εt + g(xt)− f(xt; ŵ))2
}
. (A.26)
In order to evaluate the expectation in this expression we have to know the system g(xt)
and the joint p.d.f. of [xt, εt]. However, these claims are not met in general. The only
knowledge of the actual system is obtained implicitly from the acquired training data.
For that reason we derive generalization error estimates which are based on training data
solely.
The generalization error estimator is denoted GEN (Generalization error estimator
for incomplete, nonlinear models, see also App. I) and deﬁned by:
9The term “generalization error” may seem misleading since it in fact is the expectation of the squared
error signal. However, the nomenclature is in keeping with literature on this subject and furthermore, the
attached substantive “generalization” should prevent any misunderstanding.
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Definition A.6 Deﬁne the average generalization error:
Γ = ET {G(ŵ)} (A.27)
where T is the training set.10 Provided that As. A.1 or As. A.2 and As. A.3 through
As. A.9 hold then GEN is deﬁned as an consistent (N → ∞) estimator of the average
generalization error based on a second order Taylor series expansion of the cost function
cf. As. A.11 and As. A.13 below.
Notice three facts:
• Expectation w.r.t. to the training set, i.e., the samples {x(k); y(k)}, and expectation
w.r.t. to the samples {x(k); ε(k)} are identical according to gend:nonsys.
• G(ŵ) depends on the training set via ŵ.
• GEN does not estimate the generalization error of the actual training set; on the
contrary, the average generalization error w.r.t. training sets of size N .
The derivation of GEN depends on the chosen cost function. In this thesis we consider
the following cost functions:
1. The usual LS cost function, i.e., cf. gend:trae, (A.8)






2. The LS cost function with a regularization term which is independent of the training
data, i.e.,
CN (w) = SN (w) + κRN (w)
= SN (w) + κr(w) (A.29)
where κ ≥ 0 is the regularization parameter. Deﬁne: r(w) = RN (w) where r(·) is
assumed to be an arbitrary two times diﬀerentiable function which depends on the
weight vector only. Note that if κ = 0 the cost passes into the usual LS cost.
The derivation is for the sake of retaining the leitmotif split up into two parts dealing with
the above cost functions.
A.2.1 LS Cost Function
When applying the LS cost, i.e.,
CN (w) = SN (w), (A.30)





G(ŵ({x(k); y(k)})) · p(x(1); y(1),x(2); y(2), · · · ,x(N); y(N))
dx(1)dy(1)dx(2)dy(2) · · · dx(N)dy(N)
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gend:excost and (A.22) gives that the expected cost is equal to the generalization error as
rt ≡ 0, i.e.,
C(w) = G(w). (A.31)
We make the following deﬁnitions:
Definition A.7





which is assumed to exist ∀w ∈ Ω.





which is assumed to exist ∀w ∈ Ω. Note that Ψ is a symmetric matrix.























4. Similarly the gradient vector of the expected cost function:
∂G(w)
∂w
= −2Ext,εt {ψt(w)et(w)} . (A.35)




























which is nonsingular at ŵ by As. A.7. Note that the Hessian is symmetric.
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which is nonsingular at w∗ by As. A.9.
The recipe for deriving the GEN -estimate is a second order Taylor series expansion of the
cost function which formally is expressed by the following assumption:
Assumption A.11 Let the minimization of SN on the training set T result in the esti-
mate: ŵ11. Assume the existence of an optimal weight vector w∗ such that the remainders
of the second order Taylor series expansion of G around w∗ are negligible. That is: Let
Δw = ŵ −w∗ then
G(ŵ) ≈ G(w∗) + ΔwH(w∗)Δw, (A.38)
as ∂G(w∗)/∂w = 0 according to As. A.9. Further, let Ξ denote the hypersphere with
centre in w∗ in which the second order expansion is valid (w.r.t. to prescribed bounds on
the higher order derivatives).
Further assume that the remainders of expanding SN around ŵ to the second order is
negligible, i.e.,
SN (w∗) ≈ SN (ŵ) + ΔwHN (ŵ)Δw, (A.39)
as ∂SN (ŵ)/∂w = 0 according to As. A.7.
Note that this assumption is trivially met when dealing with LX-models. In Fig. A.3 an
example of cost functions which fulﬁl As. A.11 is shown. To ensure the validity of the
GEN -estimate we make the following additional assumption:
Assumption A.12 We assume large training sets, N → ∞ and N ' 2M + 1 where M
is the dependence lag deﬁned by As. A.3. Further we assume that the dimension of the
weight vector, m, is ﬁnite.
Below we list six theorems stating estimates of the generalization error. The theorems
diﬀer by various assumptions concerning the model, input and noise. These assumptions
are summarized in Table A.1. Furthermore, we include an additional theorem concerning
the GEN -estimate when dealing with complete, LX-models. In Sec. A.2.1.1 the proofs are
given.
Theorem A.2 Consider a nonlinear system and a model given by gend:nonsys and gend:model,
respectively. Suppose that the model is an NN-model which is either incomplete (see
Def. A.1) or alternatively complete with the restriction that w∗ (deﬁned in As. A.11) is
not the global optimum of G(w). Further, suppose that As. A.1, A.3 – A.9, and A.11 –
A.12 hold. The GEN -estimate is then given by:
















11Note that the weight estimate is highly dependent on the chosen weight estimation algorithm due to
local optimization, initial conditions, etc. (see further Ch. 5). An alternative algorithm used on the same













Figure A.3: Example of cost function SN (w) and generalization error (expected cost) G(w)
which fulﬁl As. A.11, q.e., that a proper expansion of both SN (w) and G(w) around their
respective minima to the second order is possible. The regions of validity (hyperspheres)
for the second order expansion are shown. In particular, the region of validity around w∗
is denoted by Ξ.







ψ(k; ŵ)e(k; ŵ)ψ(k + τ ; ŵ)e(k + τ ; ŵ). (A.41)
Theorem A.3 Suppose that the nonlinear system is given by gend:nonsys and the model
given by gend:model is an incomplete (see Def. A.1) LX-model cf. gend:linmod. Further,
suppose that As. A.1, A.3 – A.5, A.7, A.9, and A.12 hold then the GEN -estimate is:











































Theorem A.5 Theorem A.3
Theorem A.6
(if global optimum is found)
Theorem A.6
Theorem A.7
(if input is Gaussian)
Table A.1: Table which shows the major conditions for employing the various theorems
estimating the generalization error. Recall that the LX-model is linear in the parameters
while the NN-model is nonlinear in the parameters.
Theorem A.4 Consider a nonlinear system and model given by gend:nonsys and gend:model,
respectively. Suppose that the model is either incomplete (see Def. A.1) or alternatively
complete with the restriction that w∗ (deﬁned in As. A.11) is not the global optimum of
G(w). Further, suppose that As. A.2 holds, and x(k) is an independent sequence. Finally,
As. A.4 – A.9, and A.11 – A.12 are supposed to hold. The GEN -estimate is then given
by:














ψ(k; ŵ)ψ(k; ŵ)e2(k; ŵ). (A.46)
Theorem A.5 Suppose that the nonlinear system is given by gend:nonsys and the model
given by gend:model is an incomplete (see Def. A.1) LX-model cf. gend:linmod. Further,
suppose that As. A.2 holds, and x(k) is an independent sequence. Finally, As. A.4, A.5,
A.7, A.9, and A.12 are supposed to hold. The GEN -estimate then yields:












where z(k) is deﬁned by gend:linmod.
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Theorem A.6 Suppose that the nonlinear system is given by gend:nonsys and the model
given by gend:model is complete (see Def. A.1) and either an NN- or an LX-model.
Further, suppose that As. A.2 – A.9, A.11, and A.12 hold and that w∗ deﬁned in As. A.11
is the globalminimum12 of G(w). Finally, let E{ε2} = σ2ε = 0. The GEN -estimate
then coincides with the FPE-criterion [Akaike 69]:
GEN = FPE =
N +m
N −mSN (ŵ), N > m. (A.48)
Theorem A.7 Suppose that the system given by gend:nonsys and the model gend:model
is a complete (see Def. A.1) LX-model cf. gend:linmod. Further, suppose that As. A.2,
A.4, A.5, A.7, and A.9 hold, the input vector is marginally Gaussian distributed with zero
mean and positive deﬁnite covariance matrix H, i.e., z(k) ∈ N (0,H), ∀k, and that z(k1)
is independent of z(k1) as k1 = k2. Finally, let E{ε2} = σ2ε = 0. The GEN -estimate
coincides with [Hansen 93] and is given by:
GEN =
N(N − 1)
(N −m)(N −m− 1)SN (ŵ), N > m+ 1. (A.49)
Additional Theorem Concerning Complete LX-Models
Theorem A.8 Suppose that the system given by gend:nonsys and the model gend:model
is a complete (see Def. A.1) LX-model cf. gend:linmod. Furthermore, suppose that










ET {SN (ŵ)}. (A.50)
From this theorem it is clear that on the average the FPE -estimate given in Th. A.6
(i.e., ET {FPE}) is an underestimate of the average generalization error, Γ. On the other
hand, on the average the FPE -estimate is larger than the estimate, (1 + 2m/N)SN (ŵ),
i.e., closer to Γ. This estimator is known as the predicted squared error (PSE) estimator
[Barron 84].
A.2.1.1 Proof of Theorems
In this section we give the proofs of Th. A.2 – A.8. Taking the expectation w.r.t. the
training set, T , of the Taylor series expansions in gend:Gtaylor, (A.39) we get:










Recall that Γ = ET {G(ŵ)} and Δw = ŵ −w∗.
Comments:
• When dealing with an LX-model, which is assumed in Th. A.3, A.5, and A.7, the
second order Taylor series expansions are exact (cf. Ch. 5).13
12Note the possibility of more coexisting global minima in which the expected cost (i.e., G(w∗)) reaches
the same level. Further note that the requirement is trivially fulﬁlled when dealing with LX-models.
13In what follows all approximate symbols, ≈, in series expansions are exact only when considering
LX-models.
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• Recall that the weight estimate, ŵ obtained by training on the present training set
deﬁnes an associated w∗ through the required validity of the Taylor series expansion
concerning SN (·) cf. gend:Staylor. Furthermore, recollect that Ξ is the hypersphere
with centre w∗ and radius Δw, i.e., the region in weight-space in which the expansion
of G(·) is valid cf. gend:Gtaylor. Now consider all possible training sets of size N
and the corresponding sets of minimizers, W. In general only a ﬁnite number of
training sets will result in sets, W, which contain an estimate ŵ which is in Ξ.
Consequently, the above averaging – formally considered – is done w.r.t. training
sets which result in sets, W, containing a ŵ ∈ Ξ. However, SN → G in the limit
N →∞ (cf. page 327). Consequently, in this limit, every training set contains a ŵ
which is in Ξ.
As w∗ does not dependent on the training set gend:sn and (A.22) gives




ET {e2(k;w∗)} = G(w∗) = ET {G(w∗)}. (A.53)
Applying this equality allow us to substitute gend:es into gend:eg). Accordingly,









Next we estimate the three addends in gend:lam. As only one training set is available the
ﬁrst addend is estimated by
ET {SN (ŵ)} ≈ SN (ŵ). (A.55)
On the other hand, it is possible to artiﬁcially create a number of training sets with size
N0 < N by successively drawing N0 examples of the N possible. Hence, averaging the cost
function obtained by training on these sets may result in a better estimate of ET {SN (ŵ)}.
The averaging should; however, be done carefully in order to ensure that the estimates ŵ
(gained on the training sets of size N0) all lies within the hypersphere Ξ. This is eventually
very time consuming, subsidiary impossible, unless it is assumed that the global minimum
of all training sets are found and that these minima are “close” (i.e., within a second order
expansion).
Next, the two last addends in gend:lam are evaluated. For that purpose an approximate










Δw = 0 (A.57)
where
w˜ = θw∗ + (1− θ)ŵ, 0 < θ < 1. (A.58)
The terms of order greater than two in the series expansion gend:Staylor is by assumption




































where the last equality is due to Def. A.7.
The second addend in gend:lam is now evaluated.
Using the following rule of matrix algebra:
tr[AB] = tr[BA] (A.61)









































































Complete, LX-Models The most plain case to treat is complete, LX-models. In addi-
tion, if the input is Gaussian distributed a very simple result is obtained, cf. Th. A.7 and
[Hansen 93]. In this paragraph it is provided that the assumptions of Th. A.7 hold.
Since the model is complete and we assume that the optimal weights w∗ deﬁned in
As. A.11 is the global minimum of G(w) 14
e(k;w∗) = ε(k). (A.66)
To show this G(w) is evaluated. Applying the error decomposition gend:error, the deﬁni-
tion in gend:gentrue), and Def. A.1 15 yield:
G(w) = E
{




















where w◦ is the true weights and the independence of xt and εt is used to obtain the last
equality. Now, minimization of gend:gcom gives:




G(w∗) = E{ε2t } = σ2ε . (A.69)
Hence, the adjustment error f(x(k);w◦) − f(x(k);w) ≡ 0 and in consequence the error
e(k;w∗) equals the inherent error ε(k).


































The expectation w.r.t. T is carried out by noting that16





14Within LX-models this assumption is trivial as only one global minimum exists.
15Subscript, [xt, εt], of the expectation operator is omitted.
16Recall that x(k) is mapped into z(k) cf. gend:linmod.
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As ε(k) is a (second order) white sequence the expectation w.r.t. ε(k) contributes only






















as the term in the expectation square brackets becomes the m×m identity matrix.

























In general the distribution of z(k) is required in order to calculate E{H−1N }. Otherwise,
we may resort to approximate results.
Consider the case where the input is Gaussian distributed independent sequence, i.e.,








−1, N > m+ 1. (A.77)


















Substituting gend:gtruelin, (A.75) and (A.78) into gend:es and (A.52) they yield:














(N −m)(N −m− 1)ET {SN (ŵ)} , N > m+ 1. (A.81)
Using the approximation gend:snapprox the estimate of Γ becomes:
GEN =
N(N − 1)
(N −m)(N −m− 1)SN (ŵ), N > m− 1. (A.82)
This proves the result of Th. A.7.
Note that this estimator is unbiased as
ET {GEN} = N(N − 1)(N −m)(N −m− 1)ET {SN (ŵ)} = Γ. (A.83)
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If no information concerning the input distribution is available the approximate result,











where M is the dependence lag of the input, see As. A.3.























The analogous to gend:gene) thus becomes:
Γ ≈ (1 + m
N
)σ2ε . (A.86)




, N > m. (A.87)




ET {SN (ŵ)}, N > m, 2M + 1
N
→ 0 (A.88)








GEN thus coincides with the FPE -criterion [Akaike 69]. Observe that the ﬁrst factor
induces terms which tend to zero faster than (2M + 1)/N ; thus it may seem inconsistent
not to neglect these terms. However, below it is shown that GEN is better approximated
by keeping the terms. This is the content of Th. A.8.
The proof falls into two parts. First we show that Γ in gend:gamcomlin is “under
estimated”. Secondly we show that neglection of higher order terms imply a smaller
estimate.
Focus on gend:thlin which cf. gend:thlinapprox is approximated by mσ2ε/N when using
the approximation of Th. B.4. It is next showed that gend:thlinapprox is a lower bound


































Since H is positive deﬁnite it is possible to perform a Cholesky decomposition, H = QQ,




















































a > 0 ∀a = 0, (A.95)
then the inequality gend:ineq1 is proved. In summary:
Γ >
N +m
N −mET {SN (ŵ)}, N > m. (A.96)











+ · · · , (A.97)









The remainder of this expansion is always positive, i.e.,
N +m




This is proved by:
N +m
N −m > 1 + 2
m
N







The ﬁnal result is the ranking:
Γ >
N +m






ET {SN (ŵ)}. (A.100)
This ends the proof of Th. A.8.
Complete NN-Models If the model is complete, As. A.2 holds, and the optimal
weights w∗ deﬁned in As. A.11 correspond to the global minimum of G(w) (recall, that
more equally good minima may exist) then, as shown in the preceding paragraph:
e(k;w∗) = ε(k). (A.101)
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The inverse Hessian, H−1N (w


















The last equality appears per deﬁnition as HN is a sum over N examples. Substituting














H−1(w∗)θ(k1)H−1(w∗)θ(k2)H−1(w∗) + · · · . (A.104)
With these facts in mind, and presuming that the assumptions of Th. A.6 hold, then the





























+ · · · . (A.105)
Since the input x(k) and the inherent noise ε(k) are assumed to be strictly stationary
sequences and in addition the means of the involved stochastic matrices are zero17 the
results of App. C are applicable. That means, that from the second term (in gend:seccom1)
and onward the terms tend to zero as: ((2M+1)/N)q, for N →∞, q = 2, 3, · · ·. Assuming

















17 Deﬁne, in accordance with App. C: Y1(k1) = ψ(k1;w
∗)ε(k1), Y2(k2) = ψ(k2;w∗)ε(k2) and Yi(ki) =
H−1(w∗)θ(ki), i ≥ 3 which all have zero mean since
• E{ψ(k;w∗)ε(k)} (which deﬁnes the (half of) gradient of the cost function) per deﬁnition is equal
to the zero vector.
• E{θ(ki)} = 0 according to gend:thedef
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Next the second addend of gend:eg is evaluated by using gend:thterm, (A.101), and




















Reducing, performing the expectation, using gend:invhstar the matrix within the square








If gend:seccomfn and (A.111) is substituted into gend:es and (A.52) then












, N > m. (A.114)




N −mSN (ŵ). (A.115)
This result is equivalent with the FPE -estimate [Akaike 69] and ends the proof of Th. A.6.




N −m = 1, limN→∞SN (ŵ) = G(w
∗) (A.116)
18That is, ﬁrst taking the expectation w.r.t. ε subsequently w.r.t. x.
19Note, that if the model is an LX-model this result is not an approximation as the derivation in the
preceding paragraph still holds. That is, it is not necessary to assume N →∞.
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The right limit transition is obtained by Th. A.1 and by the fact that
lim
N→∞
SN (w) = G(w), ∀w. (A.117)












+ · · · . (A.118)
This is in principle inconsistent since we elsewhere have neglected terms of orders 1/N q,








Therefore in principle we should prefer this result. However, recall from the preceding
paragraph that within LX-models the FPE -estimate is a better approximation than using
gend:gencomapp. This leads to an argument for choosing the FPE -estimate instead of
using the estimate in gend:gencomapp. This, of course, presumes that the ranking in
gend:rank still holds within general complete NN-models. It has not been possible to
show this; but it may be an interesting topic of future research.
Incomplete Models The essential change in the derivation when dealing with incom-
plete models originates from the fact that the optimal error, e(k;w∗), depends both on
the input and the inherent noise. This is e.g., seen from gend:error:
e(k;w∗) = g(x(k))− f(x(k);w∗) + ε(k). (A.120)
One inferior exception is the case where the adjustment error (g − f) equals a constant
(no x dependence). When the model contains a bias term (which is the common case, see
Ch. 4) this case never occurs. Consequently, it is not possible to carry out the expectations
in the terms gend:secterm, (A.65) w.r.t. to the input and the inherent noise individually,
as done in previous paragraphs. It is interesting to notice, that even when the model is
complete the optimal error may depend both on the input and the inherent noise. This
occurs when the weight estimation algorithm fails to reach the global optimum of the cost
function. See further the preceding paragraph concerning complete LX-models.















H−1(w∗)θ(k1)H−1(w∗)θ(k2)H−1(w∗) + · · · . (A.121)





























+ higher order terms. (A.122)
Since the input x(k) and the inherent noise ε(k) is assumed to be strictly stationary
sequences cf. As. A.1 the results of App. C are applicable. See also footnote 17 on page 340.
Taking the expectation of gend:sectermin and assuming that N ' 2M+1 we neglect terms
which decrease faster than (2M + 1)/N . Inspection of the above equation yields that the
expectation of all but the ﬁrst term decreases faster than (2M + 1)/N as the remaining
terms induced by expansion of H−1N is a product-sum of three or more stochastic matrices
which cf. App. C decreases as ((2M + 1)/N)q, q ≥ 2.
Analogous arguments lead to that the term gend:thterm is approximated similarly. In
summary Γ cf. gend:lam is approximated by:














Applying the result of App. C and noting that the input is assumed M -dependent20 cf.
As. A.3 then









where the correlation matrix
Φ(τ) = ET
{
ψ(k;w∗)e(k;w∗)ψ(k + τ ;w∗)e(k + τ ;w∗)
}
. (A.125)
The correlation matrix meet the following identity:
Φ(τ) = Φ(−τ). (A.126)
To prove this we for simplicity deﬁne:















Finally, the following estimations are made:
20Alternatively we may assume that the input is a strongly mixing sequence (see further As. A.3).
Popularly, that means that x(k), x(k + τ) becomes independent as the lag τ → ∞. Therefore, M is
determined so that the dependence is negligible (w.r.t. some criterion) as τ > M .
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• The ﬁrst term in gend:gamapin is estimated via gend:snapprox.
• H(w∗) ≈ H(ŵ) since the higher order terms in gend:Gtaylor is assumed to be
negligible. Further, we estimate H−1(ŵ) by H−1N (ŵ). This of course introduces an
























where ⊗ denotes the Kronecker tensor product. Since H is an m ×m matrix the
variance matrix becomes an m2×m2 matrix. However, due to the extend the variance
will not be further elaborated.











where  → 0. This is suﬃcient as the term involving H−1(w∗) (cf. gend:gamapin)
is proportional to (2M + 1)/N (see App. B for further details).
• The correlation matrix, Φ(τ) is estimated in two steps.
1. First, the estimator
Φ̂(τ) = ET
{
ψ(k; ŵ)e(k; ŵ)ψ(k + τ ; ŵ)e(k + τ ; ŵ)|ŵ
}
. (A.132)
is employed. Note that it is necessary to condition on ŵ since the training only
result in one weight estimate. The statistical error made by using Φ̂(τ) as an










Consider the expansion of Φ̂(τ) as a function of w around w∗. This gives:
Φ̂(τ) = Φ(τ) + T ◦Δw + · · · (A.134)
where ◦ denotes a tensor product as T is an m×m×m tensor which represent
the derivative of Φ(τ) w.r.t. w evaluated at w∗. Furthermore, recall that





= T ◦ E {Δw}+ · · · . (A.135)
According to gend:dw, where H−1N (w
∗) is expanded to the ﬁrst order (in (2M+
1)/N), i.e., H−1N (w










In conclusion the estimator Φ̂(τ) is unbiased to zero order in (2M + 1)/N .
21Since the second order expansions of the cost function is assumed to hold the Hessians are approx-
imately equal when evaluated at ŵ and w∗. The statistical error mentioned here is not induced by the
ﬂuctuations in ŵ; on the contrary, by the fact that the “mean value” H−1 is estimated by the single sample
H−1N . If more data are available, say QN , it is possible to get a better estimate by averaging Q estimates
of H−1N . Below the dependence on ŵ is omitted for simplicity.
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2. The next step is to estimate Φ̂(τ) be replacing the ensemble-averaging with a






ψ(k; ŵ)e(k; ŵ)ψ(k + τ ; ŵ)e(k + τ ; ŵ) (A.137)
where naturally N > max |τ |. The reason for preferring the biased estimator
is that the variance of the individual matrix elements cf. [Papoulis 84b, Sec.
11-2] is o(1/N), i.e., they tend to zero as N−1 whereas applying the unbiased
estimator23 the variance is o(1/(N − |τ |)). The bias of the estimator is propor-
tional to |τ |/N which implies that the assumption N ' 2M+1, used elsewhere,
ensures a small bias (recall that M is the maximum lag). Next the noise on the
estimator, R(τ), considered as a matrix is treated. Deﬁne the error matrix:
E(τ) = Φ̂(τ)−R(τ), (A.138)





The quality of the estimator, R(τ) is then evaluated in terms of the sumnorm
of the bias and the variance24, i.e., ‖E{E(τ)}‖1 and ‖V {E(τ)}‖1, respectively.
Due to the deﬁnition of the sumnorm and the results concerning the individual













since E(τ) is an m ×m matrix. That is, one may expect that the error done
when using R(τ) as an estimator of Φ̂(τ) is proportional to the number of
elements in the matrices25, i.e., m2. Furthermore, as a matter of fact, it is the
ﬂuctuations in the ﬁnal GEN -estimate which should be considered; however,
this issue is pretty hard to solve. The only simple fact to notice is that τ runs
over M + 1 values. That is, we may expect the total statistical error to be
proportional to M .
Using these result in gend:gamapin we ﬁnally get the estimate:
















22See e.g., [Papoulis 84b, Sec. 11-2]. Notice, that the estimator generalizes the usual estimator for scalar
variables simply by treating each element in the matrix individually.
23This unbiased estimator is achieved by normalizing with N − |τ | instead of N in gend:cormatest.
24The expectation and variance operations are carried out w.r.t. the individual matrix elements.
25Notice that this result may be somewhat pessimistic since e.g., statistical dependence among the
individual matrix elements is not taken into account.
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Obviously, the estimator is consistent for N →∞ as the last term vanishes and (cf. among
other things, the result of Th. A.1)
lim
N→∞
SN (ŵ) = G(w∗). (A.143)
Below we treat two special cases of this general result.
Independent Input If the input, x(k), is an independent sequence the instanta-
neous gradient, ψ(k), which is a nonlinear function of the input, also becomes independent.
Furthermore, if the inherent noise, ε(k), is second order white and independent of the in-
put the estimate of Γ is obtained by setting M = 0 in gend:gamapin and thus neglecting
the term containing lags, τ ≥ 1 in gend:inﬁn.
LX-Models Within LX-models the instantaneous gradient, ψ and the Hessian do
not depend on the weights. Consequently, the cost function is quadratic in the weights for
which reason all Taylor series expansions to the second order, used above, are exact.
This ends the proof of the Theorems A.2 – A.5.
A.2.2 LS Cost Function with Regularization Term
In the subsection we derive the generalization error estimators when applying the cost
function:
CN (w) = SN (w) + κr(w) (A.144)
where κ ≥ 0 is the regularization parameter and r(·) is a regularization function which
not depends on training data. The expected cost function yields cf. gend:excost:
C(w) = G(w) + κr(w). (A.145)
In analogy with Def. A.7, make the following deﬁnitions:
Definition A.8
























































Assumption A.11 is replaced by:
Assumption A.13 Let the minimization of CN on the training set T result in the esti-
mate: ŵ. Assume the existence of an optimal weight vector w∗ such that the remainders
of the second order Taylor series expansion of C around w∗ are negligible. That is: Let
Δw = ŵ −w∗ then
C(ŵ) ≈ C(w∗) + ΔwJ(w∗)Δw (A.150)
as ∂C(w∗)/∂w = 0. Further assume that the remainders of expanding CN around ŵ to
the second order is negligible, i.e.,
CN (w∗) ≈ CN (ŵ) + ΔwJN (ŵ)Δw. (A.151)
Below are listed three theorems stating the GEN -estimate when using a cost function
with a regularizer.
The two ﬁrst theorems, Th. A.9 and A.10, diﬀer mainly in the assumed dependence lag,
M , of the input. Contrary to the previous section it is interesting to notice that without
ado no special theorems result when the model is complete. The reason is that the optimal
error (the error when employing the optimal weights) does not become independent of the
input. However, introducing the additional condition that the regularization parameter is
small leads to a more simple result which coincides with the GPE -estimate [Moody 91],
[Moody 92].
Theorem A.9 Suppose that the nonlinear system is given by gend:nonsys and the model
given by gend:model is either an NN- or an LX-model. The model may be complete as
well as incomplete. Further, suppose that As. A.1, A.3 – A.9, A.12 and A.13 hold. The
GEN -estimate is then given by:































If considering a LX-model then ψ(k; ŵ) is replaced by z(k) deﬁned in gend:linmod.
Theorem A.10 Suppose that the nonlinear system is given by gend:nonsys and the model
given by gend:model is either an NN- or an LX-model. The model may be complete as
well as incomplete. Further, suppose that As. A.2 holds, and x(k) is an independent
sequence. Finally, As. A.4 – A.9, A.12 and A.13 are supposed to hold. The GEN -estimate
is then given by:
























If considering a LX-model then ψ(k; ŵ) is replaced by z(k) deﬁned in gend:linmod.
Theorem A.11 Suppose that the nonlinear system is given by gend:nonsys and the model
given by gend:model is complete and either an NN- or an LX-model. Further, sup-
pose that As. A.2, A.4 – A.9, A.12 and A.13 hold and that w∗ deﬁned in As. A.13
is the globalminimum. Finally, the regularization parameter, κ, is required to be
small (see gend:smkap). The GEN -estimate coincides with the GPE-estimate [Moody 91],
[Moody 92]:




where σ̂2e is an estimate of σ
2
e = E{e2(k;w∗)} (see [Moody 91]) and m̂eﬀ is an estimate of












In additon, dealing with an LX-model and employing a weight decay regularizer, i.e.,







where λi is the i’th eigenvalue of the Hessian HN .
A.2.2.1 Proof of Theorems
Throughout this subsection we implicitly presume that the conditions of the theorems
listed above hold.
Taking the expectation w.r.t. the training set, T , of the Taylor series expansions
gend:Gtaylorr and (A.151) yields:










The average generalization error, Γ, is cf. gend:ccost
Γ = ET {G(ŵ)} = ET {C(ŵ)} − κET {r(ŵ)} . (A.163)
The individual terms in these equation are now evaluated.
First Term of gend:esr The ﬁrst term in gend:esr is likewise Sec. A.2.1.1 estimated
by gend:snapprox, i.e.,
ET {CN (ŵ)} = ET {SN (ŵ)}+ κET {r(ŵ)}
≈ SN (ŵ) + κET {r(ŵ)} . (A.164)
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Approximatie Expression for Δw In order to evaluate the remaining terms an

























where we used Def. A.8 and further that
JN (w) ≈ JN (w∗). (A.167)
for all w lying in (or at the boundary of) the hypersphere with centre in w∗ and radius
Δw.

































































The inverse Hessian, J−1N (w
∗), is expanded as done in gend:invhnstar1 and subsequently
substituted into gend:fstofthd. Using arguments similar to those used on page 342, as we




































































The ﬁrst addend equals, Φ(τ), deﬁned in gend:cormat. Recall that Φ(τ) = Φ(−τ) and






ψ(k; ŵ)e(k; ŵ)ψ(k + τ ; ŵ)e(k + τ ; ŵ), 0 ≤ τ ≤M. (A.172)
The third addend of the expression for Φ˜(τ) is easily seen to be equal to zero as the term
in the expectation brackets is proportional to ∂C(w∗)/∂w = 0, i.e.,
ET
{



































The estimator is approximately unbiased to zero order. This is seen by the following
































+ · · · .
(A.178)
Performing the expectation w.r.t T and noting that E{Δw} = 0 to zero order in (2M +
1)/N (see page 343) the desired result follows.
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First Term of gend:egr We notice that gend:equal still holds, i.e.,
ET {SN (w∗)} = ET {G(w∗)}. (A.180)
Consequently, cf. gend:cncost and (A.145)
ET {CN (w∗)} = ET {C(w∗)}. (A.181)






Proceeding as in the paragraph concerning the second term of gend:esr we note that the
only diﬀerence appears in gend:fstofthd as the product JN (ŵ)J−1N (w
∗) is replaced by the
product J(w∗)J−1N (w
∗) which not immediately cancels to the identity matrix. However,
due to fact that only the ﬁrst term, that is J−1(w∗), in the expansion of J−1N (w
∗) is used
when neglecting terms which tend to zero faster than (2M + 1)/N the product cancels
after all. In consequence, the ﬁnal result is identical to that presented in gend:esthird.
The Final Result We are now ready to state the ﬁnal result of the GEN esti-
mator by inserting the individual terms into gend:esr and (A.162) and further utilize
gend:gamdefr. In that context note that the terms of the form κET {r(ŵ)} vanishes.
Accordingly:
















The comments done on page 345 – concerning the cases of LX-models and independent
inputs – hold in the present case too.
This end the proof of Theorems A.9 – A.10.
Approach based on Independence In Sec. A.2.1.1, concerning the derivation of the
GEN -estimate when using an ordinary LS cost function, we saw that when dealing with
complete models (provided that w∗ is the global optimum) the fact that the optimal error,
e(k;w∗), became equal to the inherent noise ε(k) was exploited to carry out the expectation
w.r.t. to the input, x, and the noise, ε, independent of each other. This indeed leads to
more simple results. However, when using the cost function with a regularization term
the optimal error does not equals the inherent noise even when the model is complete and
w∗ is the global optimum. This is quite obvious if we evaluate the expected cost function.









+2κr(w)E {f(x;w◦)− f(x;w)}+ κ2r2(w). (A.183)
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Hence, w = w◦ does not in general minimize C(w) and in consequence the adjustment
error f(x;w◦)− f(x;w∗) = 0 (as w∗ = arg minwC(w)). We therefore conclude that the
optimal error
e(k;w∗) = ε(k) + f(x(k);w◦)− f(x(k);w∗) (A.184)
depends both on the input and the inherent noise.
However, when κ → 0 then w∗ → w◦. This leads to an argument of treating the
optimal error as independent of the input, and further being a white sequence, provided
that the following conditions are met:
• The input and the inherent noise are independent and the inherent noise is a white
sequence according to As. A.2.
• The model is complete.
• w∗ is the global optimum of C(w) (for further reference see As. A.13).
• The regularization parameter, κ, is small26
All terms involved in gend:esr and (A.162) but the second remain unchanged in this
speciﬁc case. Therefore we focus on the second terms. To be more speciﬁc, recall the
expression in gend:fstofthd where J−1N is replaced by the J
−1 according to the fact that
terms which tend to zero faster than (2M + 1)/N is neglected. The post-multiplication
with J−1 is thus of no importance w.r.t. to the expectation. Consequently, for the sake of



















As the optimal error, e(k;w∗), is assumed independent of the input it is independent of the
instantaneous gradient, ψ(k;w∗), too. Furthermore, since the optimal error is supposed





























The third addend is obviously equal to zero cf. e.g., gend:gradopt. The second addend is









26The adjective “small” is rather intractable to specify unless the distributions of the input and the
inherent noise are known. Furthermore it depends on the speciﬁc structure of the model according to
gend:smkap.
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When κ is small, more accurately, when the second addend is “small” compared to the









where ‖ · ‖ denotes any matrix norm.




















When κ = 0 and the model is complete the term within the trace brackets becomes the
identity matrix which implies that the trace equals the number of weights, m (compare
with gend:seccom3 and (A.109)). Consequently, the factor tr[·] can be interpreted as the
eﬀective number of weights, denoted meﬀ .
Proceeding as in the previous paragraph27 the estimate becomes identical to the GPE -
estimate [Moody 91], [Moody 92] and is given by:




where σ̂2e is an estimate of σ
2




N −meﬀ SN (ŵ). (A.191)












When dealing with an LX-model and employing the weight decay regularizer a simple
expression for m̂eﬀ appears. According to Def. A.8






Using the weight decay regularizer, r(w) = ww, and recalling that the Hessian does not
depend on the weights then gend:jnreg becomes:
JN = HN + κI (A.194)
where I is the m×m identity matrix. Suppose that the eigenvalue decomposition of HN
is given by:
HN = QΛQ (A.195)
27That is adding up all terms and performing estimation of the involved quantities. In particular, the
last addend of gend:lastterm vanishes.
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where Q = [q1, q2, · · · , qm] is the unitary28 matrix of normalized eigenvectors, qi, i =
1, 2, · · · ,m and Λ = diag{[λ1, λ2, · · · , λm]} is the eigenvalue matrix. Applying this decom-
position in gend:jnwe result in:
JN = QΛQ + κQQ
= Q (Λ+ κI)Q. (A.196)
Note that the sum of the eigenvalue matrix and the identity matrix is an diagonal matrix
with elements: λi + κ. Consequently, the inverse of JN becomes:
J−1N = Q · diag
{[
(λ1 + κ)−1, (λ2 + κ)−1, · · · , (λm + κ)−1
]}
·Q. (A.197)
Now, recall that in the LX-model case the ﬁrst factor in gend:mefhat is identical to the



























If κ = 0 then meﬀ = m and thus the GEN -estimate coincides with the estimates dis-
cussed in Sec. A.2.1. When κ > 0 we notice that meﬀ < m since the individual terms in
gend:mefweﬁ are less than one. This is due to the fact that λi > 0 as the Hessian matrix is
positive deﬁnite. A weight decay term thus reduces the eﬀective number of weights. This
may improve the generalization error as mentioned in Sec. 6.9.
This ends the proof of Th. A.11.
A.3 Summary
In this appendix we derived generalization error estimators for incomplete, XN-models.
By incomplete models we mean models which not are able to model the present nonlinear
system perfectly. The nonlinear model has the structural form:
y(k) = f(x(k);w) + e(k;w)
where y(k) is the output signal, x(k) is the input signal, e(k) is the error, and w the
weights (parameters) of the model.
The generalization error is in this context deﬁned as the expected squared prediction
error, i.e., E{e2}, on a sample [x; y] which is independent of those used for estimating the
model parameters.
The derivation was done both when using the ordinary LS cost function and when
using a modiﬁed LS cost function which includes a regularization term for the estimation
of model parameters.
28A matrix, Q, is said to be unitary if QQ = I.













in the large sample limit, i.e., N →∞. Typically HN is the Hessian of the cost function.
The approximation is used e.g., to ﬁnd the inverse Hessian matrix of the cost function
when deriving generalization error estimates, see further App. A.
B.1 Approximation of H−1N







where S(k) = {Sij(k)}. Assume that Sij(k) are mean-ergodic random sequences1 and
deﬁne the expected Hessian





HN is now expressed as a perturbation of H:
HN = H +Θ (B.4)
where Θ is the perturbation matrix. According to Eq. (B.3) Θ → 0 as N → ∞. Note
that Θ is symmetric as both HN and H are symmetric.
1A suﬃcient condition is that Sij(k) are weakly stationary sequences with ﬁnite variances and that
the autocovariance γ(τ) = E{(Sij(k) −Hij)(Sij(k + τ) −Hij)} → 0 as |τ | → ∞ where Hij = E{Sij(k)}
[Papoulis 84a, Ch. 9-5].
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where I is the m×m identity matrix.
Next, we concentrate on ﬁnding a series expansion of (I + H−1Θ)−1 in terms of Θ.
This is guided by the Matrix Inversion Lemma (MIL):
Lemma B.1 (Matrix Inversion Lemma) If A ∈ Rm×m and C ∈ Rp×p are invertible
matrices, B ∈ Rm×p, and D ∈ Rp×m then (e.g., [Ljung 87, p. 306]):













and setting A = C = I, B = Θ, and D = H−1 gives





We notice that (ΘH−1 + I)−1 (I + H−1Θ)−1 appears both on the right hand side of
ih:ﬁrst and on the left hand side of Eq. (B.8) and further that (I +H−1Θ)−1 appears on
the right hand side of ih:second and on the left hand side of Eq. (B.7). By successively























2Θ , q even
, (B.10)
and
(H−1Θ)i = (H−1Θ) · · · (H−1Θ)︸ ︷︷ ︸
i terms
. (B.11)
We are now capable of formulating two theorems concerning the series expansion in
ih:serie.
Theorem B.1 The remainder Rq in Eq. (B.10) satisfy
Rq
‖Θ‖q → 0, as Θ→ 0. (B.12)
That is, Rq = o(‖Θ‖q) where ‖ · ‖ denotes any matrix norm.
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Proof Assume q is odd (similar arguments are applicable for q even) then taking the
norm of Eq. (B.10) and using the inequalities of calculus with matrix norms gives:
‖Rq‖ =
∥∥∥∥(H−1Θ) q+12 (I +H−1Θ)−1(H−1Θ) q+12 ∥∥∥∥
≤ ‖H−1‖q+1 · ‖(I +H−1Θ)−1‖ · ‖Θ‖q+1. (B.13)
Using Eq. (B.7) and (B.8) successively we get
‖(I +H−1Θ)−1‖ = ‖I −H−1Θ+H−1Θ(I +H−1Θ)−1H−1Θ‖. (B.14)
⇓
‖(I +H−1Θ)−1‖ ≤ 1 + ‖H−1‖‖Θ‖+ ‖H−1‖2‖Θ‖2‖(I +H−1Θ)−1‖. (B.15)
⇓
‖(I +H−1Θ)−1‖ ≤ 1 + ‖H
−1‖‖Θ‖
1− ‖H−1‖2‖Θ‖2 . (B.16)




1− ‖H−1‖2‖Θ‖2 → 0, as Θ→ 0. (B.17)
⇓
Rq
‖Θ‖q → 0, as Θ→ 0. (B.18)

Next, a condition for the convergence of the series in ih:serie is provided.













if and only if, ∀ ∈ R+, ∃i0 ∈ N such that:
‖Bi+1 + · · ·+Bi+p‖ < , ∀i > i0, ∀p ∈ N. (B.20)










Proof According to the principle of convergence, ∀ ∈ R+, ∃i0 ∈ N such that
‖‖Bi+1‖+ · · ·+ ‖Bi+p‖‖ <  ∀i > i0, ∀p ∈ N. (B.23)
⇓
‖Bi+1 + · · ·+Bi+p‖ ≤ ‖‖Bi+1‖+ · · ·+ ‖Bi+p‖‖ <  ∀i > i0, ∀p ∈ N. (B.24)










is convergent cf. Eq. (B.1) if ‖H−1‖‖Θ‖ < 1.





That is, the absolute series is convergent if c < 1 where
‖H−1Θ‖i+1






−1‖‖Θ‖ as i→∞ (B.28)
the absolute series is convergent if ‖H−1‖‖Θ‖ < 1 and according to Th. B.2 the series
ih:infserie is convergent 
Corollary B.1 According to Th. B.3 and ih:invh, (B.9) the expansion of H−1N is con-











if ‖H−1‖‖Θ‖ < 1.
B.2 Approximation of E{H−1N }
Only in simple, trivial cases it is possible to ﬁnd an exact expression for the expectation of
the inverse Hessian. This is due to the facts: 1. The distribution of HN has to be known,
and 2. it has to be feasible to carry out the expectation analytically. Therefore, in general




















−1, N > m+ 1 (B.31)

The series expansion in ih:serie is generally used to obtain approximate results. Employing
the expansion and ih:invh the expectation of the inverse Hessian matrix yields:



















Above all expectations are assumed to exist. By using ih:expec, (B.4) the ﬁrst order term
in ih:exinv gives:
−E{H−1Θ} = −H−1E{HN −H} = 0. (B.33)























Recall that HN is assumed to be a weakly stationary sequence; consequently, Θ cf.
ih:pertub is a weakly stationary sequence. The expectation in ih:meansec depends there-
fore only on the diﬀerence τ = k2 − k1, i.e., R(k1, k2) = R(τ). If S(k) is M -dependent,
i.e., S(k) and S(k+ τ) are independent for |τ | > M then the number of terms involved in





N − |τ |
N
R(τ). (B.36)














2Note, as we know that the mean of x(k) is equal to the zero vector, HN is Wishart distributed with
N degrees of freedom.
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That is,
‖E{H−1ΘH−1Θ}‖ ∝ 2M + 1
N
. (B.38)
We are now able to state the following
Theorem B.4 The expectation of the inverse Hessian is approximated by






where ((2M + 1)/N)→ 0, (2M + 1)/N → 0. That is if N ' 2M + 1
E{H−1N } ≈H−1. (B.40)
Proof Use the fact that norms of the terms of order greater than 1 in the series expansion
of the expectation of the inverse Hessian, ih:exinv, are negligible if N ' 2M + 1 (Recall
that the norm of terms have to negligible compared to ‖I‖ = 1 cf. ih:exinv). This is sub-
stantiated by using ih:secapprox and by noting that the norms of the higher order terms
in ih:exinv tends to zero faster than (2M+1)/N , i.e., they are o((2M+1)/N), cf. App. C 
In the following two subsections we study the validity of the approximation in Th. B.4.
First we elaborate on the condition N ' 2M + 1 by studying a numerical example.
Secondly, we show that – within LX-models – the approximation “under estimates” the
expectation as E{H−1N } is shown to be greater than3 H−1.
B.2.1 On the Large N Assumption
Although the norm of the second order term in ih:secapprox is proportional to (2M+1)/N
it is not possible to state anything about the magnitude of N necessary to ensure the va-
lidity of the approximation in ih:ihapp without making additional assumptions concerning
the distribution and structure of the Hessian. Below we give two examples which show
some of the problems with the suggested approximation.
Example B.2
The ﬁrst example is inspired by Volterra ﬁlters (see Ch. 3). The intention is to show how
N scales with m in order to ensure a close approximation.
Let x(k) be a independent sequence which are marginal N (0, 1) distributed. Conse-
quently, M = 0 in this case. Further deﬁne







3Let A and B be m×m matrices then the inequality operator for matrices is deﬁned as:
A > B ⇔ a(A −B)a > 0
where a is any non-zero vector with dimension m. That is, A is greater than B if the diﬀerence A−B is
positive deﬁnite.
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E{x2(k)} E{x3(k)} · · · E{xm+1(k)}





E{xm+1(k)} E{xm+2(k)} · · · E{x2m(k)}
⎤⎥⎥⎥⎥⎦ . (B.43)







2i− 1 q even . (B.44)
The 2-norm (i.e., the largest eigenvalue) of the second order term in ih:secapprox is esti-
mated by simulation. The estimate is
‖E{H−1ΘH−1Θ}‖2 ≈ ‖〈H−1ΘH−1Θ 〉‖2
= ‖〈H−1(HN −H)H−1(HN −H) 〉‖2 (B.45)
where 〈·〉 denotes the average with respect to Q independent realization of HN . In Fig. B.1
the logarithm (base 10) of the norm of the second order term is shown as a function of
dimension, m, and for diﬀerent values of N . As mentioned in the proof of Th. B.4
the norm of the second order term has to be small compared to 1, i.e., 0 in logarithmic
depiction. We notice that the norm scales approximately exponentially with m and even
when N = 500 the second order term can not be neglected if m > 3. This is due the fact
that the 2-norm condition number, i.e., the eigenvalue spread, of H scales approximately
exponentially with the dimension, m, as shown in Fig. B.2. The 1/N -scaling of the norm
is easily veriﬁed. Typically the Hessian matrix is badly conditioned so we expect that
N has to be rather large in order to ensure an accurate approximation. However, in the














This example serves the purpose of showing how the correlation (dependence) of the matrix
sequence S(k) inﬂuences the approximation in Th. B.4. Consider a 3-dimensional (m = 3)
vector signal
x(k) = [x1(k), x2(k), x3(k)]
 (B.47)





































Figure B.1: The logarithm (base 10) of the norm of the second order term estimated due
to ih:normest. Solid line: N = 10, dashed line: N = 50, and dotted line: N = 500.
Average was performed on Q = 60000 examples.
We will treat four diﬀerent x(k) vector signals: Gaussian and uniformly distributed signals
and white as well as colored signals. Let ui(k), i = 1, 2, 3, be independent signals with
zero mean and unit variance. In the Gaussian case ui(k) ∈ N (0, 1) and in the uniform











H , τ = 0
0 , τ = 0 (B.49)
the vector signal x(k) is generated via the following equations:
x1(k) = −2.77 · ξ1(k), (B.50)
x2(k) = −2.52 · ξ2(k)− 1.85 · x1(k), (B.51)
x3(k) = −0.212 · ξ3(k) + 2.40 · x1(k) + 0.573 · x2(k). (B.52)







































Figure B.2: The logarithm (base 10) of the condition number (in 2-norm) of H as a
function of matrix dimension m.
The colored vector signals are generated simply by ﬁltering the individual components
with a FIR-ﬁlter with impulse response h(k). That is,
xc,i(k) = h(k) ∗ xi(k) =
L−1∑
n=0
h(n)xi(k − n), i = 1, 2, 3 (B.54)
where xc,i(k) are the colored signals4. The ﬁlter is designed5 to implement a low-pass
ﬁlter with normalized cut-oﬀ frequency equal to 0.01 and the ﬁlter order, L, was set to 11.
The xc,i(k) signals thus become correlated over a time lag, M , equal to 10. The expected






h(n1)h(n2)E {xi1(k − n1)xi2(k − n2)}




4Due to the central limit theorem the xc,i(k) signals will be approximately Gaussian distributed when
the xi(k) signals are independent uniformly distributed. However, we still prefer to denote the case: The
colored uniform case.
5The design is performed with the MATLAB [MATLAB 94] routine “ﬁr1” which uses a Hamming
windowed ideal low-pass ﬁlter impulse response (the sinc-function).
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Using the ﬁlter mentioned above we get:
Hc = 0.1326 ·H. (B.57)
Within each case we perform Q independent realizations of the vector signal sequence:










where 〈·〉 denotes the average w.r.t. the Q realizations. In this simulation we used:
Q =
{
109000 5 ≤ N ≤ 10
54500 15 ≤ N ≤ 50 . (B.59)







Since limN→∞HN = H it is obvious that the prefactor ϕ(N) has to satisfy:
lim
N→∞
ϕ(N) = 1. (B.61)
Recall that in the case of white Gaussian sequences the prefactor (cf. ih:exphes) becomes:
ϕ(N) =
N
N −m− 1 , N > m+ 1. (B.62)
In Fig. B.3 the prefactors obtained by the numerical study are shown7. We notice
that the prefactors are dominant as long as the inequality N ' 2M + 1 not is satisﬁed.
Furthermore, the prefactors have signiﬁcantly greater magnitude when the signals are
colored. In consequence we may expect that the approximate result of Th. B.4 is quite
poor when N is small compared to 2M + 1.
Only in the simple case of a white Gaussian vector signal we are able to derive an
expression for the shape of the prefactor cf. ih:prefg as a function of N . However, it
is possible to parameterize the shape of the prefactors and perform a numerical ﬁt to
the measured prefactors. In the table below the result of the ﬁt using the MATLAB
[MATLAB 94] routine “fmins” are shown: In the case of white signals the shape is
approximated closely by a form equivalent to ih:prefg, whereas dealing with colored signals
requires a zero order term in the numerator in order to get a close ﬁt . 
6In the colored case consider instead the Hessian, Hc,N .
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Figure B.3: Prefactors as a function of the number samples, N . It is noted that the
prefactors are of major importance especially in the colored cases when N ' 2M + 1 is
not fulﬁlled.
Gaussian Uniform
White N − 0.1166N − 4.052
N − 1.235
N − 4.037
Colored N + 150.0N − 4.423
N + 133.5
N − 4.461
Table B.1: The shape of the prefactors in the various cases found by numerical ﬁts.
B.2.2 LX-models
In this subsection we show that the approximation Th. B.4 within LX-models so to speak
“under determines” the true expectation. This result is used in App. A.








where z(k) is the input vector. The approximation in Th. B.4 “under estimates” the true
expectation, E{H−1N }, as
E{H−1N } > H−1. (B.64)
It is assumed that both HN and H are positive deﬁnite matrices.
Proof First consider the perturbation matrix Θ = HN −H which by ih:H, (B.4) and
(B.63) can be written as:







Θ is negative deﬁnite which is perceived by:




















)2 ≥ 0 ∀a = 0 aΘa is negative deﬁnite8.




a(H−1N −H−1)a > 0, ∀a = 0. (B.68)
Applying ih:pertub and the MIL on H−1 = (HN −Θ)−1 with A = HN , C = −Θ, and















The last term is positive ∀a = 0 due to the the following facts:
• Deﬁne a1 = H−1N a. Since HN is positive deﬁnite by assumption, all possible a1 = 0
is obtainable by varying a.
• If a matrix is positive (negative) deﬁnite also the inverse of the matrix is positive
(negative) deﬁnite9.
• −Θ−1 is positive deﬁnite according to ih:theta and the preceding item. Further, as
H−1N is positive deﬁnite the inverse of the sum, H
−1
N + (−Θ−1), is positive deﬁnite.
Finally, taking the expectation of ih:invpso (as H is not stochastic) the result follows 
8Assuming z(k) to be a random sequence we tacitly exclude the zero probability case of z(k1) ≡ z(k2)
∀k1, k2 ∈ [N + 1;∞[.
9If Q and Λ are the matrices of eigenvectors and eigenvalues of a matrix A, respectively, then
AQ = QΛ
This implies A−1Q = QΛ−1 for the inverse matrix A−1. Now, if A is positive deﬁnite all eigenvalues λi
are positive. Consequently, the eigenvalues of the inverse matrix, 1/λi are also positive, thereby ensuring
the positive deﬁniteness of A−1.
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B.3 Summary
In this appendix a series expansion of the inverse m×m Hessian matrix is given in terms
of Θ = HN −H. Θ is the diﬀerence between the the estimated Hessian HN based on N
examples and the expectation H = E{HN}. It is shown that the series is convergent if
‖H−1‖‖Θ‖ < 1.
Furthermore, we showed that the expectation of the inverse Hessian E{H−1N } is ap-
proximated by H−1 if N ' 1. However, N may be extremely large in order to ensure
a close approximation when H is badly conditioned. This is exempliﬁed by a numerical
study. In addition, the inﬂuence of the dependence (put by the dependence lag, M) among
the individual samples S(k) is studied numerically. It is shown that the dependence cause
the approximation of the expectation of the inverse Hessian, stated above, to be rather
poor when N is small compared to 2M + 1.
Within LX-models we ﬁnally showed that the approximation of E{H−1N } is an “under






This appendix treats evaluation of the expectation of product-sums of stochastic matrices
which is used in App. A, App. B, App. F and App. G.














It is assumed that the matrices have zero means, i.e., E{Y i(ki)} = 0.
















E {Y 1(k1)Y 2(k2) · · ·Y q(kq)} . (C.3)
Assume that all matrix sequences, Y i(ki), originate from a number of strictly stationary
sequences which are gathered in the vector z(k), i.e.,
Y i(ki) = F i(z(ki)) (C.4)
where F i(·) are continuous mappings. Hence, the product of these matrices is a strictly
stationary sequence and exp:expand depends consequently on the lags2 τi = ki+1 − k1,
i = 1, 2, · · · , q − 1 only.
Assume that the sequence z is M -dependent, i.e., z(k) and z(k + τ) are independent
when |τ | > M and further that the dependence lag, M < N . It is obvious that
−M ≤ τi ≤M, 1 ≤ i ≤ q − 1. (C.5)
1The matrices are assumed to be of appropriate dimensions and the expectation is assumed to exist.
2This is per deﬁnition. The lags could be deﬁned w.r.t. an arbitrary of the ki’s.
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The expectation in exp:expand now becomes:
E {Y 1(k1)Y 2(k2) · · ·Y q(kq)} = Φ(τ1, τ2, · · · , τq−1) = Φ(τ ) (C.6)
where Φ(τ ) is a correlation matrix, τ = [τ1, τ2, · · · , τq−1].
For τ ﬁxed the number of terms involved in the summation over k1, k2, · · · , kq in
exp:expand is calculated. Apply the following inequalities:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 ≤ k1 ≤ N




1 ≤ kq ≤ N
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (C.7)
+ ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 ≤ k1 ≤ N




1 ≤ τq−1 + k1 ≤ N
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (C.8)
+ ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 ≤ k1 ≤ N




1− τq−1 ≤ k1 ≤ N − τq−1
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ . (C.9)
That is, Φ(τ ) appears
K(τ ) = min{N,N−τ1, N−τ2, · · · , N−τq−1}−max{1, 1−τ1, 1−τ2, · · · , 1−τq−1}+1 (C.10)
times in the sum over k1, k2, · · · , kq. If q = 2 exp:K yields
K(τ1) = N − |τ1|. (C.11)














where the sum is w.r.t. to legal values of τ . This legal values are found be using the fact
that ∀ i: 1 ≤ ki ≤ N and exp:tau; however, the result is irrelevant within this thesis and
therefore omitted. When q = 2 exp:tau1 shows that legal values of τ1 is: −M ≤ τ1 ≤M .




according to exp:K and (C.5). Equality is obtained for τ = 0.
Since the lags, τi, individually runs over the range [−M ;M ] the maximum number of
terms in the sum exp:result over legal values3 of τ is (2M + 1)q−1





3If q = 2 the sum runs over 2M +1 values. However, if q > 2 the sum runs over a number of lag values





In this appendix we evaluate certain Gaussian integrals involved in the calculation of the
generalization error of a simple neural network. The network is used in a simulation study
of the GEN -estimate, cf. Ch. 6 and App. I.
D.1 One and Two-dimensional Gaussian Integrals
Consider the one-dimensional Gaussian integral:







αz2 + βz + γ
))
dz, α > 0. (D.1)
In order to evaluate this intergal we use the fact that a p.d.f. always integrates to 1. In











dz = 1. (D.2)











Rewriting gi:i1 to comply with the form of gi:i1basic and setting c = α results in:














































, α > 0. (D.4)
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Next, consider the two-dimensional Gaussian integral:








Az21 +Bz1z2 + Cz
2
2 +Dz1 + Ez2 + F
))
dz1dz2,






















where the integral w.r.t. z1 is denoted I˜2. Using gi:i1res with α = A, β = Bz2 + D and




















, A > 0. (D.7)
Substituting gi:i2tilde into (D.6) and using gi:i1res with
a = C − B
2
4A
, β = E − 2BD
4A




















































AE2 + CD2 −BDE







A > 0, 4AC −B2 > 0. (D.8)
D.2 Generalization Error in a Simple Neural Model
Consider a nonlinear system consisting of a single neuron given by:
y(k) = g(z(k)) + ε(k)
= h(w◦1z1(k) + w
◦
2z2(k)) + ε(k) (D.9)
where
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• z(k) = [z1(k), z2(k)] is the two-dimensional input vector which is assumed to be
marginally Gaussian distributed with zero mean vector and covariance matrix Σ,
i.e.,










• w◦1, w◦2 are the true weights which – in this context – are assumed to be known.














where ν is a position parameter and η is a scale parameter.
• ε(k) is the inherent noise with zero mean and variance σ2ε . We assume that ε(k) is
independent of the input z(k).
The NN-model of gi:system is incomplete1 and given by
y(k) = h(wz1(k)) + e(k;w). (D.12)






where the expectation is w.r.t. [zt, εt], i.e., a test sample independent of the training set.































−2E {h(w◦1z1 + w◦2z2) · h(wz1)}︸ ︷︷ ︸
G3
. (D.14)
The individual terms Gi, i ∈ {1, 2, 3} are now evaluated.
1This is due to the fact that the model does not depend on z2(k).
2We omit the subindex t and the subindices of the expectation operator. Furthermore, we note that
the model parameter w depends only on the training set not on the independent test sample.
377
D.2.1 The term G1






h2(u)p(z1, z2) dz1dz2 (D.15)

































(1− ρ2)σ1σ2 . (D.17)
gi:pdf is rewritten as:
































































Above the integer n ∈ {−1, 1} is introduced for convenience. Substituting gi:g1terms
and (D.18) into (D.15) results in that G1 is expressed as a sum of three terms which all
are two-dimensional Gaussian integrals. That is, by proper settings of the parameters
in gi:i2res G1 ﬁnally results. The parameters involving the terms T11(n) - which we will






















and the parameters involving T12, Par[T12], are the same as above except that D = E = 0.
Finally,





D.2.2 The term G2

















The result of gi:g1terms is valid for any deﬁnition of u. Consequently, using this expression
(where the terms now are denoted T21(n) and T22) and gi:pdf1, G2 is given as a sum of three
one-dimensional Gaussian integrals. The settings of the parameters in gi:i1res involving

























D.2.3 The term G3
Deﬁning
u1 = w◦1z1 + w
◦
2z2,







h(u1)h(u2)p(z1, z2) dz1dz2. (D.27)











































Substituting gi:pdfre and (D.28) into (D.27) result in two-dimensional Gaussian integrals






















We note that only D and E depend on n1 and n2. According to the expression of I2 in
gi:i2res the terms involving D and E are: D2 and BDE. As n2i = 1, i ∈ {1, 2} then both
terms depend on the product n1n2 only. Consequently,









n · I2(Par[T3(n)]) (D.30)
where n = n1n2.
D.3 Summary
In this appendix we presented an evaluation of one and two-dimensional Gaussian integrals
for the purpose of calculating the generalization error. It was shown that it is possible
to calculate the generalization error of a simple neural network model consisting of one
neuron. The crucial assumptions made in the context were:
1. The input is Gaussian.
2. The activation function is a sum of two Gaussian functions.
3. The nonlinear system under consideration consists of a single neuron with known





This appendix is devoted to evaluating the Hessian matrix of the expected cost function
within a polynomial ﬁlter with Gaussian input vector signal. The result is used in Ch. 7
in conjunction with validation of the GEN -estimate.
E.1 The Hessian of a Polynomial Filter
Consider a l’th order polynomial ﬁlter (cf. nf:polﬁlgen)













h2(n1, n1)P2(zn1(k)) + · · ·+
p∑
n1=1
hl(n1, · · · , n1)Pl(zn1(k)) (E.1)
where z(k) = [z1(k), z2(k), · · · , zp(k)] is the input vector signal, Pr(·) is a polynomial of
order r, and hr(n1, n2, · · · , nr) is the r’th order ﬁnite time-domain kernel. The ﬁlter is in
a canonical ﬁlter representation simply expressed as:
ŷ(k) = wv(k) (E.2)
where
w = [h0, h1(1), h2(1, 1), · · · , hl(1, 1, · · · , 1), h1(2), h2(2, 1), · · · , hl(p, p, · · · , p)], (E.3)
and (the time index k is omitted for simplicity)
v = [1, P1(z1), P2(z1), · · · , Pl(z1),
P1(z2), P1(z2)P1(z1), · · · , P1(z2)Pl−1(z1),






with dimension q = Cl+p,l (cf. Ch. 3).
Since the polynomial ﬁlter is an LN-ﬁlter the Hessian matrix of the expected cost

















ri,n ≤ l, n = 1, 2.











In general it is diﬃcult to carry out these expectations; however, since z is distributed
according to a multi-dimensional Gaussian distribution the calculations turn out to be
handy as shown below.
Provided that the essential expectations have been carried out it is possible to formulate
an algorithm based on matrix operations which perform the construction of the Hessian,
H; however, the details are omitted since they seem irrelevant in the present context.
E.2 Moment Calculations
Consider the case when z is Gaussian distributed, i.e., z ∈ N (μ,Σ), where μ is the mean








(z − μ)Σ−1(z − μ)
)
. (E.6)








∂r1∂r2 · · · ∂rp m(t)
∂tr11 ∂t
r2




















where t = [t1, t2, · · · , tp] is a p-dimensional auxiliary vector variable. Due to the expo-
nential shape of the Gaussian distribution function gm:gaus the integral gm:gi is fairly
easy to calculate (see also App. D).
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Now consider the special case of a two-dimensional input, i.e., p = 2 and an l = 4 order
polynomial ﬁlter; that is, q = C6,4 = 15. Assuming that the mean vector equals zero (i.e.,























When r1 + r2 is odd it is evident that






2 p(z) dz = 0 (E.11)
since the integrand is an odd function (recall that p(z) is an even function). As 0 ≤
















E{z41z22} = 12σ21σ212 + 3σ41σ22,
E{z31z32} = 6σ312 + 9σ21σ12σ22,
E{z21z42} = 12σ212σ22 + 3σ21σ42,
E{z1z52} = 15σ12σ42,
E{z62} = 15σ62.
1The calculations are performed with the software package: “Mathematica” from Wolfram Research





E{z61z22} = 90σ41σ212 + 15σ61σ22,
E{z51z33} = 60σ21σ312 + 45σ41σ12σ22,
E{z41z42} = 24σ412 + 72σ21σ212σ22 + 9σ41σ42,
E{z31z52} = 60σ312σ22 + 45σ21σ12σ42,





STUDIES OF THE WEIGHT
FLUCTUATION PENALTY
In this appendix the weight ﬂuctuation penalty (WFP), mentioned in Ch. 6, will be
studied in two simple cases. The aim is in the ﬁrst case to show that the WFP of a
complex model may be less than the WFP of a simple model. This fact contradicts the
immediate intuition that WFP increases with model complexity.
The aim of the second case is to demonstrate that if some weights in a model optimally
(i.e., applying a inﬁnite training set) are equal to zero then it should be better to omit
those weights as this reduces the WFP . A fundamental prerequisite if of course that it
is possible to detect which of the weights that should be set to zero. This is treated in
Sec. 6.6 and Sec. 6.7.
F.1 On the Changes in WFP Due to Model Complexity
Consider the linear system:
y(k) = z(k)w◦ + ε(k) (F.1)
where z(k) = [z1(k), z2(k)] is a two-dimensional stochastic Gaussian i.i.d.1 signal with













ε(k) is an i.i.d. inherent noise sequence with zero mean and variance σ2ε . In addition, ε(k)
is independent of z(k). Finally, w◦ = [w◦1, w◦2] is the true weight vector.
Now consider two models of the linear system: The incomplete model (IM) (the z2(k)
signal does not enter the model)
y(k) = w1z1(k) + e(k), (F.3)
and the complete model (CM)
y(k) = z(k)w + e(k). (F.4)
The aim is to show that the WFP may be less when dealing with the complete model (the
most complex model) than dealing with the incomplete model.
1That is the samples of the vector signal are independent, i.e., z(k1) is independent of z(k2), ∀ k1 = k2.
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The weights are estimated on a training set, T = {z(k); y(k)}, with N examples using
the LS cost function. Since the models are LL-models the weight estimates result from
solving the normal equations, cf. Ch. 5.



























z1(k) (w◦1z1(k) + w
◦
2z2(k) + ε(k)]






































· E {z1 (w◦1z1 + w◦2z2 + ε)}


















Using wf:ex1whatim and (F.6) we get:














































2Since the model is one-dimensional the matrices in sa:wfplin reduce to scalars and consequently, the






































































The expectation w.r.t. the training set, T , is now performed on the individual components,
L1, · · · , L5, in wf:dw2im:
1. The expectation w.r.t. the training set is carried out by noting that





Since ε(k) is an i.i.d. sequence the expectation w.r.t. ε(k) in L1 only contributes























The expectation of the inverse sum of the squared z1(k) signal is in principle possible
to perform as z1(k) is assumed to be Gaussian distributed. However, we shall apply















2. The component L2 depends only on the input signal z1(k). Now, applying the result







≈ σ−41 , N →∞. (F.14)
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That is, we concentrate on the expectation of the numerator; in particular, the
expectation operator goes inside the summation signs. As z(k) is an i.i.d. signal
then when k1 = k23,
E {z1(k1)z2(k1)z1(k2)z2(k2)} = E {z1(k1)z2(k1)}E {z1(k2)z2(k2)} = σ212, (F.15)
whereas when k1 = k2,











The last equality is based on the Gaussian assumption on the input distribution and
further elaborated in App. E.
Now summing over k1 and k2 in the interval [1;N ] result in N2 − N = N(N − 1)








































3. The component L3 is easily treated since the denominator in the last factor as in
the ﬁrst item is approximated by σ21 as N →∞. The expectation of the numerator
of the last factor simply becomes: σ12. In summary:




4. The component L4 does not depend on the training set at all.
5. The component L5 vanishes since the expectation w.r.t. ε(k) equals zero. This is
due to the fact that only ε(k) to the ﬁrst power enters the expression and that the
mean value is zero per deﬁnition.
















Note that WFP → 0 as N →∞ which stems from the fact that ŵ1 → w∗1 as N →∞.







3The subindex on the expectation operator is omitted for simplicity.
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The last result is an obvious consequence of using a complete model.


















From wf:ex1whatcm and (F.22)












By ﬁrst performing the expectation of wf:dw2cm w.r.t. ε(k) (cf. wf:expcond) and noting

































≈H−1, N →∞ (F.27)












































then the WFP of the IM will be less than the WFP of the CM although the CM is more
complex than the IM. It is worth noting that the result is highly dependent on a number
of facts concerning the system and the models. For instance the noise variance, the input
distribution, the true weights, etc. Consequently, in general, one is really not capable of
providing any ﬁrm statements on this topic.
F.2 The WFP when Dealing with Insignificant Weights
Consider the linear system:
y(k) = w◦1 + w
◦
2x(k) + ε(k) (F.31)
where x(k) ∈ N (0, σ2x) is an i.i.d. input signal, ε(k) is an i.i.d. inherent noise sequence





are the true weights.
Now consider two incomplete models of the linear system. The ﬁrst model, called the
unrestricted model, obeys:
y(k) = w1 + w3x2(k) + e(k)
= wz(k) + e(k;w) (F.32)
where w = [w1, w3], z = [1, x2(k)], and e(k;w) is the error signal. The model is
obviously incomplete since no linear term, i.e., x(k), is present. On the other hand the
model contains a quadratic term, x2(k) which not is present in the system. Moreover,
since x(k) is a zero mean Gaussian signal x(k) is uncorrelated with x2(k). This implies (as
elaborated below) that the optimal setting of w3 w.r.t. the LS cost function4 is w∗3 = 0.
That is, none of the systematic error5 is explained by including the x2(k) term. Due
to the ﬁnite training set w3 is, in general, assigned a non-zero value which results in a
contribution to the WFP . Intuitively it may be better then not including this term after
all. This leads to the consideration of the restricted model given by:
y(k) = w1 + e(k;w1). (F.33)
Since the optimal setting of w3 in the unrestricted model equals zero the MSME ’s of the
two models are identical. That is, in the limit of an inﬁnite training set the generalization
ability is equally good. The goal is now to demonstrate that WFPu of the unrestricted
model is larger than WFPr of the restricted model.
F.2.1 WFP of the Unrestricted Model
According to sa:wfplin the WFP of a LX-model, y(k) = wz(k) + e(k;w), equals:
WFP = tr[HV ] (F.34)
4Note that the optimal setting depends on the chosen cost function and the statistic of the input. That
is, if x(k) is not Gaussian one may proﬁt by including the x2(k) term.
5That is, the part of the error signal e(k;w) which depends on the input.
390
where the Hessian H = E{z(k)z(k)} and the covariance matrix V = ET {ΔwΔw}.
Here T denotes expectation w.r.t. the training set and Δw = ŵ − w∗ is the diﬀerence
between the estimated and the optimal weight vector.



















Employing the LS cost function cf. Ch. 5 results in that the optimal weight vector becomes:
w∗ = H−1E{y(k)z(k)}











That is, the optimal setting of w3 equals zero.







where the HessianHN = N−1
∑N
k=1 z(k)z
(k) and the training set equals T = {z(k); y(k)},
k = 1, 2, · · · , N . This equation is conveniently rewritten by replacing y(k) with the ex-
















Hence, the covariance matrix, V , is given by












In order to evaluate the expectation we use the Hessian approximation H−1N ≈ H−1,
N ' 1 cf. App. B. Furthermore, noting that both x(k) and ε(k) are i.i.d. sequences















The optimal error e(k;w∗) is cf. wf:ex2sys, (F.32)
e(k;w∗) = y(k)− z(k)w∗
= w◦1 + w
◦
2x(k) + ε(k)− w◦1
= w◦2x(k) + ε(k). (F.42)
The squared optimal error yields accordingly
e2(k;w∗) = (w◦2)
2 x2(k) + 2w◦2x(k)ε(k) + ε
2(k). (F.43)
Recall from wf:expcond that the expectation w.r.t. to the training set involves expectation
w.r.t. to both x(k) and ε(k). According to wf:expcond this expectation can be carried out














⎡⎣ (w◦2)2 x2(k) + σ2ε (w◦2)2 x4(k) + σ2εx2(k)
(w◦2)
2 x4(k) + σ2εx
2(k) (w◦2)




⎡⎣ (w◦2)2 σ2x + σ2ε 3 (w◦2)2 σ4x + σ2xσ2ε
3 (w◦2)













Substituting this result into wf:ex2m1v, applying wf:ex2invh and ﬁnally substituting the








F.2.2 WFP of the Restricted Model
According to the restricted model wf:ex2m2 the Hessians, HN , H (which are scalars in
this case) equals unity. Consequently, the optimal weight estimate becomes:
w∗1 = E{y(k)} = w◦1, (F.46)














2x(k) + ε(k). (F.47)
The variance of the weight estimate thus equals:







[w◦2x(k1) + ε(k))] · [w◦2x(k2) + ε(k))]
⎫⎬⎭

















Finally according to wf:wfpexp







The result is then: WFPu ≥ WFPr, since all involved terms are positive. Conse-
quently, the average generalization error of the restricted model wf:ex2m2 is better than
that of the unrestricted model wf:ex2m1. Consequently, if some weight elimination pro-
cedure cf. Sec. 6.6 and Sec. 6.7 leads to the conclusion that a weight (optimally) can be





In this appendix it will be demonstrated that a weight decay regularization can reduce
the generalization error when employing a complete LX-model. The reason is that regu-
larization controls the trade oﬀ between the mean square model error (MSME ) and the
weight ﬂuctuation penalty WFP .
G.1 System and Model
Consider the linear system:
y(k) = z(k)w◦ + ε(k) (G.1)
where z(k) is the i.i.d. m-dimensional stochastic input vector signal, w◦ is the m-dimen-
sional true weight vector, and ε(k) is the i.i.d. zero mean inherent noise with variance σ2ε .
It is assumed that ε(k) is independent of z(k). The model is complete and given by:
y(k) = z(k)w + e(k;w) (G.2)
where e(k;w) is the error signal and w the m-dimensional weight vector. In order to esti-
mate the model from the training set, T = {z(k); y(k)}, we employ the LS cost function,
SN (w), with a weight decay regularizer , i.e., the cost function becomes:
CN (w) = SN (w) + κww. (G.3)





where JN is the Hessian matrix w.r.t. the cost function, CN (w), given by
























The optimal weights, w∗ which minimize the expected cost, C(w), are cf. pa:wdwoptlin:










J = H + κ I. (G.9)
and H = E{ztzt }.
These expressions enable us to study the MSME and the WFP in the present case.
G.2 Mean Square Model Error































Consider the eigenvalue decomposition of H,
H = QΛQ (G.11)
where
• Λ is the diagonal eigenvalue matrix
Λ = diag {[λ1, λ2, · · · , λm]} (G.12)
with λi being the i’th eigenvalue. It is assumed that HN is positive deﬁnite, q.e.,
λi > 0, i ∈ [1;m].
• Q is the unitary matrix2 of normalized eigenvectors, qi, i = 1, 2, · · · ,m,
Q = [q1, q2, · · · , qm] . (G.13)
1Below the rule: tr[AB]=tr[BA] was used.
2A matrix Q is said to be unitary if QQ = I, q.e., Q−1 = Q.
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The inverse of the Hessian J is then:





= Q (Λ+ κ I)−1 Q. (G.14)
Consider next the linear transformation of the true weights, w◦, into the basis where H
becomes diagonal3, i.e.,
ω◦ = Qw◦ (G.15)
where ω◦ are the transformed true weights. Now, substituting re:hdecom, (G.14) and





Q (Λ+ κ I)−1 QQΛQ − I
)
w◦ (w◦) ·(
































Note that MSME = 0 when κ = 0 which stems from the fact that the employed model is
complete.
G.3 Weight Fluctuation Penalty
Next the WFP is considered. Since the model cf. re:wdmod is an LL-model the second term
of the WFP sa:moderr vanishes according to Sec. 6.3.4 when ET {Δw} = ET {ŵ−w∗} = 0.
Using re:wdwhat2 and (G.8)
Δw =
(








Using the results of App. B – in particular Th. B.4 – then5
J−1N ≈ J−1, N →∞. (G.18)
3Since E{zz} = H = QΛQ then the variable ζ = Qz has a second order moment matrix:
E{ζζ} = QzzQ = Λ
.
4In these calculations the commutative law regarding the product of diagonal matrices is used.
5In this case the dependence lag M = 0 since the input vector signal, z(k), is assumed to be an i.i.d.
sequence.
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Using this approximation (i.e., the remainder is o(1/N)) in re:wddelw we get:




ET {z(k)ε(k)} = 0 (G.19)































Now the matrix ΔwΔw is evaluated according to the expression re:wddelw:
ΔwΔw =
(







































The expectation w.r.t. the training set, T , is now performed on the individual components
in re:wddelw2:
1. If κ = 0 then the component L1 equals zero since in that case J−1N = H
−1
N and
J−1 = H−1. When κ > 0 we start by rewriting the ﬁrst factor of L1 by using the
inverse Hessian approximation given in App. B by Co. B.1, i.e.,
J−1N = J
−1 − J−1 (JN − J)J−1 + · · · . (G.22)
Using re:jndef, (G.9) then a ﬁrst order approximation7 of the inverse Hessian becomes
J−1N ≈ J−1 − J−1 (HN −H)J−1 (G.23)
6The expectation w.r.t. the training set is performed in two steps:





7A ﬁrst order approximation turns out to be suﬃcient when the remainder of E{L1} is required to be
o(1/N).
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and the ﬁrst factor of L1 equals:
J−1N HN − J−1H =
(





HN − (HN −H)J−1HN −H
)




= J−1 (HN −H)J−1 (J −HN )
= J−1 (HN −H)J−1 (κI + (H −HN )) . (G.24)
Neglecting all terms which decrease faster than 1/N is equivalent to considering
expectations which contain at most two stochastic matrices8 according to App. C.
Then substituting re:ﬄ1 into L1 and keeping the essential terms yield
ET {L1} = κ2J−1ET
{
((HN −H))J−1w◦ (w◦) J−1 ((HN −H))
}
J−1. (G.25)
The ﬁrst addend of the WFP cf. re:wdwfp1 is by using the rule tr[AB] = tr[BA]
then given by:

















((HN −H))J−1HJ−1 ((HN −H))
}
. (G.27)


















Since z(k) is an i.i.d. sequence then A = 0 as k1 = k2. This is easily seen by
















In general the evaluation of K is problematic; even when z(k) is Gaussian dis-
tributed. However, it is worth noting that A is inversely porportional to N and pos-
itive semideﬁnite10. That means, WFPL1 ≥ 0. Furthermore, note that WFPL1 = 0
8These matrices are assumed to have zero means which is ensured in the present case since E{HN−H} =
0.
9Note there are N terms with k1 = k2 in the sum over k1, k2.
10A matrix is positive semideﬁnite when: ∀ v = 0 : vAv ≥ 0. A can be expressed as A = A/2A1/2
due to the fact that H obeys the Cholesky decomposition:







vA/2A1/2v = v1 v

1 ≥ 0
where v1 = A
1/2v.
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as κ = 0 and κ→∞ 11.
2. The expectation of the components L2 and L3 equals zero since ﬁrst ﬁxing z(k)
and performing the expectation w.r.t. ε(k) involves only the mean of ε which per
deﬁnition is zero.
3. The expectation w.r.t. T is performed in two steps: First w.r.t. ε(k) and then w.r.t.
z(k). Noting that ε(k) is an i.i.d. sequence then the expectation of L4 becomes:






















If κ = 0 then J−1N = H
−1
N which results in












·H−1, N →∞. (G.32)
according to Th. B.4. When κ > 0 the result of re:invjapp is used, i.e.,



















Using the eigenvalue decompositions of H and J−1 cf. re:hdecom and (G.14), re-
spectively, we get:








·Q (Λ+ κ I)−2ΛQ. (G.34)
Substituing this expression into re:wdwfp1 we get:























11This is due to the fact that J−1 decreases to zero like 1/κ.
399
Finally,





















G.4 Optimizing the Regularization Parameter
Note that WFP → 0 as N → ∞ while the MSME = 0 unless κ = 0. That is, the
optimal value of κ, κopt = 0 as N → ∞. Since the results above are based on an o(1/N)
approximation is seems natural to consider κopt to o(1/N), i.e., κopt ∝ 1/N .
















Since κopt ∝ 1/N and the fact that N does not appear explicitly in re:msmele we expand





























Since ∂WFP/∂κ is inversely porportional to N we expand to zero order in κ only. The κ
dependence of ﬁrst term of re:wfple is given by κ2/(λi + κ)4 which is seen by re:wfpl1 as
J−1 = Q(Λ+ κ I)−1Q is inversely porportional to κ. Consequently, this term does not











∂WFP/∂κ < 0 which implies that WFP dreases with κ. Consequently, cf. re:kapeqn, the

























Notice certain facts concerning this optimal value:
• It depends on the noise level, σε. Clearly if no noise is present then κopt = 0 since
the data in the training set perfectly describe the system as we note the model is
complete. On the other hand, if noise is present12 there will be a signiﬁcant WFP
which can be lowered by introducing an non-zero κ and thus introducing a MSME .
• To order 1/N , κopt is independent of the fourth order statistic of the input vector
signal, i.e., independent of K.
• It is – loosely speaking – inversely proportional to the square of the optimal weight
values. This is due to the fact that we regularize against the zero weight vector13.
It is important to point out that κopt can not be calculated in practical applications since
it depends on the optimal weights which of course are unknown.
In this context we will show below that even when the optimal value, κopt, is not
reached there may still be a reduction in the average generalization error. In fact, the
average generalization error is reduced within an interval of κ values. To see this the
change in the average generalization error, ΔΓ, when employing a non-zero κ is calculated.
Formally, ΔΓ = Γ(0) − Γ(κ) where Γ(κ) is the average generalization error using the
regularization parameter κ. According to sa:moderr, (G.37)




In order to evaluate Γ(κ) we integrate the approximations re:msmefn, (G.42) w.r.t. κ and


































Consequently, ΔΓ > 0 for all κ ∈]0; 2κopt].
12Notice that the noise variance enters the WFP only.
13The regularizing term is zero when employing w = 0.
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APPENDIX H
PAPER 1: A NEURAL
ARCHITECTURE FOR
ADAPTIVE FILTERING
This appendix contains a reprint1 of the paper: “A Neural Architecture for Nonlinear
Adaptive Filtering of Time Series,” in B.H. Juang, S.Y. Kung & C.A. Kamm (eds.), Pro-
ceedings of the 1991 IEEE Workshop: Neural Networks for Signal Processing , Piscataway,
New Jersey: IEEE Service Center, 1991, pp. 533–542. This paper is written in cooperation
with Ph.D. Nils Hoﬀmann.
1The typesetting is slightly changed and a few misprints is rectiﬁed.
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DK-2800 Lyngby, Denmark
H.1 Introduction
The need for nonlinear adaptive ﬁltering may arise in diﬀerent types of ﬁltering tasks such
as prediction, system identiﬁcation and inverse modeling [16]. The problem of predicting
chaotic time series has been addressed by several authors [6], [11]. In the latter case
a feed-forward neural network was used both for prediction and for identiﬁcation of a
simple, nonlinear transfer function (system identiﬁcation). These ﬁltering tasks can be
solved using a ﬁltering conﬁguration shown in Fig. H.1 [16].










Figure H.1: Nonlinear adaptive ﬁltering conﬁguration. x(k) is the input, y(k) the output
and d(k) the desired signal. The ﬁlter is adapted in order to minimize the cost function:∑k
i=0 λ
k−ie2(i), where k = 1, 2, · · · , N and 0 < λ ≤ 1 is the forgetting factor [7].
The nonlinear ﬁlter may be designed to realize
y(k) = F [y(k − 1), · · · , y(k −M), x(k), · · · , x(k − L+ 1);θ] (H.1)
where F [·] is an unknown nonlinear function parameterized by θ, k is the discrete time
index and L,M are ﬁlter orders.
The general structure of equation (H.1) enables one to model any nonlinear, discrete
system. θ is assumed to be slowly time varying and consequently y(k) is quasi stationary.
The use of a recursive, nonlinear ﬁlter does, however, pose serious diﬃculties regarding
stability. The ﬁlter may display limit cycles, chaotic behavior and unboundedness. The
scope of this paper is to implement only the nonrecursive part of (H.1).
We propose a modularized architecture for the nonlinear ﬁlter in Fig. H.1 including
algorithms for adapting the ﬁlter. Further we develop simple guidelines for selecting
a speciﬁc ﬁlter design within the proposed architecture given a priori knowledge of the
distribution and origin (type of modeling problem) of the input signal x(k) and the desired
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response d(k). Finally we present simulations in order to further investigate the nature of
the relations between ﬁlter design and the statistics of x and d.
H.2 Nonlinear Filter Architecture
The proposed ﬁlter architecture is shown in Fig. H.2. The ﬁlter, which may be viewed
as a generalization of the Wiener Model [14], is divided into three partially independent
(depending on speciﬁc design) sections: A preprocessing unit containing the ﬁlter mem-
ory, a memoryless, multidimensional nonlinearity (MMNL) and a linear combiner. The
structure is selected in order to modularize the modeling problem which ensures a proper
and sparse parameterization, and facilitates incorporation of a priori knowledge in con-





























Figure H.2: Nonlinear ﬁlter architecture.
main objective of the preprocessor is to extract the essential information contained in
xk = [x(k), x(k − 1), · · · , x(k − L + 1)]′ ensuring that z has a dimension, p ≤ L. The
nonlinearity is memoryless and transforms the vector z into the vector v, and ﬁnally the
linear combiner forms a weighted sum y(k) of the terms in v. This corresponds to rewriting
(H.1) as:
y(k) = a′F n[F p(x(k))] (H.2)
where F p(·) is the preprocessor, F n[·] is the MMNL and a the weights of the linear
combiner. The ﬁlter could be viewed as a heterogeneous multilayer neural network. All




It seems reasonable that the speciﬁc design of the ﬁlter depends on the origin and distri-
bution of the signals x(k) and d(k), and we will summarize some guidelines for choosing
an appropriate design as follows:
Case x d Model
1 Gaussian Gaussian d(k) = a′xk + (k)
2 Gaussian Non-Gaussian d(k) = F [xk] + (k)
3 Non-Gaussian Gaussian d(k) = F [xk] + (k)
4 Non-Gaussian Non-Gaussian d(k) = F [xk] + (k)
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1. The linear ﬁlter is optimal in this case, so v = [1 z′]′, see e.g., [12, Theorem 14.3].
2. The Wiener model, i.e., a bank of orthogonal linear ﬁlters in the preprocessing
unit followed by a ﬁxed (non-adaptive) polynomial nonlinearity, provides a ﬁlter
which can be adapted in a very simple and fast way [14]. The linear ﬁlters may be
determined using principal component analysis (PCA) on x. This case is associated
with the problem of nonlinear system identiﬁcation where d(k) is the output of an
unknown system and x(k) the input.
3. In this case there is no obvious choice of ﬁlter design. The case arises e.g., in inverse
modeling where d(k) is the driving signal of the unknown system and x(k) the
resulting output.
4. This case relates to prediction of nonlinear time series where x(k) = d(k − τ) is, in
fact, a delayed version of d(k). Previous simulation studies [11] indicate that the
nonlinearity should be constructed from bounded functions (e.g., the commonly used
tanh(·)) rather than polynomials, which have the inconvenient property of growing
fast towards inﬁnity.
H.3.2 Preprocessing Methods
We present two possible methods for dimensionality determination. If the unknown system
being modeled can be described in the form of a nonlinear diﬀerential equation it is possi-
ble, in some cases, to determine dimensionality by letting z = [x(k), Dx(k), · · · , Dp−1x(k)]′
where D is a discrete derivative operator. We denote this preprocessor: The derivative
preprocessor (DPP). The following example (the pendulum) illustrates that we often have






+ α sin[x(t)] = d(t) (H.3)
D2x(k) + β Dx(k) + α sin[x(k)] = F [D2x(k), Dx(k), x(k)] = d(k) (H.4)
Equation (H.4) which is a discrete approximation of (H.3) clearly shows, that d(k) may be
expressed as a function of only p = 3 variables i.e., the derivatives of x(k). To ensure that
the approximation of the derivative operator D is accurate (i.e., approximates the contin-
uous time derivative operator) over a broad range of frequencies it must be implemented
using a linear ﬁlter with high order. A tapped delay line used without a preprocessing
element would necessarily need the same length L to hold the same information so L is
obviously greater than p in this example. In practice there exist two major problems
with this kind of preprocessing: 1. Derivatives amplify noise (SNR is often low at high
frequencies which are ampliﬁed the most) and 2. The optimal diﬀerentiating ﬁlter is non-
causal. The ﬁrst problem may be dealt with by noise reducing lowpass-ﬁltering (see [3] for
an optimal approach). The second obstacle may be circumvented by delaying d(k) thus
allowing for non-causal ﬁltering i.e., estimating d(k − r) (r ≥ 0) using x(k), x(k − 1), · · ·.
Another method is principal component analysis (PCA) which serves two purposes:
1. PCA makes the components in z mutually uncorrelated (convergence speed-up for
certain weight estimation algorithms, e.g., Backpropagation [8]) and 2. It determines the
dimensionality which is done by removing the last L − p principal components (PC’s)
with eigenvalues close to zero. The amount of lost information can be estimated as the
total variance of the removed PC’s divided by the total variance of x, i.e., L · V {x(k)}.
The remaining PC’s constitute the optimal linear projection (in the mean square sense)
of x on the space spanned by the ﬁrst p eigenvectors of the covariance matrix of x. A
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theoretical well-founded procedure for on–line estimation of the PC’s has recently been
described [17]. Other schemes are given in [8, Chap. 8.3].
Further support for the use of PCA can be found in an information theoretical in-
terpretation: Maximize the mutual information I(x; z) between x and z. It can be
shown that if z is Gaussian (also valid for certain similar probability density functions):
max I(x; z) = maxH(z) ⇔ maxdetV {z} where V {·} is the variance and H(·) is the
entropy. PCA is in fact done by maximizing detV {z} [10, p. 682] which implicates that
dimensionality determination by means of PCA is equivalent to maximizing I(x; z). When
dealing with signals corrupted by noise PCA is not always preferable (especially if the sig-
nal to noise ratio is low) because the PC’s then will reﬂect the noise. Furthermore using
PCA when the spectral overlap of the signals x(k) and d(k) is small is not reasonable.
This is due to the fact that the spectrum of the PC’s corresponding to large eigenvalues
mainly contains the dominating frequencies in x(k) thus neglecting the frequencies that
dominate the spectrum of d(k).
H.3.3 Memoryless Multidimensional Nonlinearities
When approximating the MMNL, F n[z], z ∈ I where I is the input space, we distinguish
between local and global approximation methods [6]. In a local approximation context
I is divided into smaller domains. F is now approximated in each domain by separate
nonlinearities. This results in a modularization of the MMNL which ensures a sparse
parameterization. By global approximation is meant, that no dividing of I is done at all.
In general there is a trade oﬀ between the number of domains and the complexity of the
subsequent nonlinearities.
H.3.3.1 Global Approximation Methods
In this case we deal with only one nonlinearity which must have the ability of approximat-
ing F arbitrarily accurate. We will discriminate between ﬁxed and adaptive nonlinearities.
A natural choice of a fixed nonlinearity (FNL) is to let v contain all possible products




i up to some order s =
∑p
i=1 si. When these terms
are added by the linear combiner it all amounts to a multidimensional Taylor expansion
which combined with the linear ﬁlters in the preprocessor deﬁnes a discrete Volterra ﬁlter.
Fre´chet showed [14] that any continuous F (x(t)) can be represented by a Volterra ﬁlter
with uniform convergence when s→∞ for x(t) ∈ J , J ⊆ I. A convenient representation
can be obtained by using a complete set of orthogonal polynomials Pi, where i is the
order of the polynomial. If zi ∈ N(0, 1), Pi are identical to the Hermite polynomials.
With these polynomials convergence in mean is assured over a suitable interval [a; b]. The
generalization to the multidimensional case is done by forming all products of polynomials
in diﬀerent variables e.g.,
∏p
i=1 Psi(zi) (see [14] for details). In general the probability
density fz(z) is unknown which makes it impossible to ﬁnd the orthogonal polynomials.
Instead we propose the use of Chebychev polynomials preceded by squashing functions
that limits the zi to the interval ]− 1; 1[ thereby limiting the vi to ]− 1; 1[.
An obvious choice for an adaptive nonlinearity (ANL) is a layered feed-forward neural
network composed of sigmoidal neurons. It is well-known (see e.g., [5]) that a two layer
feed-forward network with a linear output neuron (under rather mild conditions on the
activation function, g) can uniformly approximate any function as the number of neurons
in the hidden layer reaches inﬁnity. We suggest that the nonlinearity is composed of to
layers. The ﬁrst layer consists of p neurons which maps zi, 1 ≤ i ≤ p into g(ziw1i + w0i )
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(w1i ensures a proper scaling, see below). The second layer consists of q neurons (q →
∞ for an arbitrarily accurate approximation) and the outputs then form the nonlinear
terms [v1, · · · , vq−p]′. It is further suggested to explicitly model the linear part by letting
[vq−p+1, · · · , vq]′ = [z1, · · · , zp]′.
H.3.3.2 Local Approximation Methods
A possible way to divide the input space is to use Localized Receptive Fields [13]. The
output from each receptive ﬁeld is then fed into separate nonlinearities. As above they
could be either ﬁxed or adaptive. Note that there is a trade-oﬀ between the number of
domains in the input space and the complexity of the succeeding nonlinearities. Other
local approximation schemes can be found in [6], [15], [14, Chap. 21].
H.3.3.3 Scaling of z
Scaling of z serves two purposes. First, we have to restrict zi to an interval where the
nonlinearity is slowly varying; i.e., neither growing towards inﬁnity (as polynomials for
large arguments) nor being constant (like tanh(·) for large arguments). Secondly, we have
to ensure that only the signiﬁcant amplitude range of zi (i.e., the interval where fzi(zi) > ε,
0 < ε% 1) is fed into the ﬁlter. Otherwise very unlikely values of zi will be weighted too
much in the cost function thus resulting in a poor performance. Scaling with a suitable
measure of zi, e.g., 2–3 standard deviations, serves this purpose.
H.3.4 Weight Estimation Algorithms




1, 2, · · · , N is minimized [7] where e is the diﬀerence between the desired and the actual
response and 0 < λ ≤ 1 is the forgetting factor.
H.3.4.1 Fixed Nonlinearity
In designs with a FNL it is only necessary to adapt the linear combiner. This is especially
simple if x is Gaussian and PCA is used as preprocessing making z white (independent)
and Gaussian. Now if zi is scaled to unity variance and Hermite polynomials are used in
the nonlinearity then the vj will be uncorrelated and the weights may thus be updated
using the crosscorrelation method proposed in [14]: aj = C{vjd}/V {vj}, 1 ≤ j ≤ q where
C{vjd} is the covariance between vj and d and V {vj} is the variance of vj . In most cases,
however, v is non-white but owing to the fact that y(k) is linear in the weights, adaptive
algorithms known from linear adaptive ﬁltering such as the recursive least squares (RLS)
[7, p. 385] or the least mean squares (LMS) [16, p. 99] are usable. The latter is perhaps the
best choice for large values of q because it needs less computations and memory capacity
while the major advantage of the RLS is the much faster convergence for highly correlated
inputs (vj).
H.3.4.2 Adaptive Nonlinearity
Designs with ANL implicate that estimation of the weights is a nonlinear optimization task
which in general is hard to solve (global optimization) but local optimization schemes have
been given, e.g., Backpropagation (BP). BP is known to have very slow convergence [4].
There is therefore a need for development of algorithms with faster convergence. Several
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second-order algorihms (SOA) have been proposed, see e.g., [4]. A SOA incorporates the
information contained in the Hessian (H) of the cost function and the weights are updated
according to the Newton-Raphson algorithm. In contrast to BP the SOA parameters are
given a natural interpretation. 0 < λ ≤ 1 is the exponential forgetting factor, 0 < μ ≤ 1 is
the stepsize which normally is non-critical, and δ (H−1 = δI) is initially chosen large. We
suggest a further development that takes the problems of nearly singular Hessian matrices
into account. This problem arises in ”ﬂat” parts of the cost function. It is proposed to
use the U-D factorization of H−1 due to Bierman [2].
H.4 Simulations
H.4.1 Simulated Systems
In order to compare ﬁlter designs when ﬁltering signals with diﬀerent origin and distribu-
tion we study three systems covering the cases 2–4 on p. 401.
Example x d Model
System Identiﬁ- Band-limited Non-Gaussian Equation (H.5)
cation (SI) Gaussian noise
Inverse Model- Non-Gaussian Gaussian lowpass Equation (H.6)
ling (IM) ﬁltered noise
Prediction (P) Non-gaussian Non-gaussian Equation (H.7)
H.4.1.1 System Identiﬁcation
A simple system describing a wave force problem is given by Morison’s equation [1, p. 234].
x(t) is the wave velocity and d(t) the wave force . The desired signal d(k) is a discrete






We consider the pendulum where x(t) is the angle deﬂection and d(t) the force. The
desired signal d(k) is a discrete version of d(t − τ) (sampled with Δ T = 0.05) where τ
is a delay aiming to cancel both the delay between d(t) and x(t) and the delay in the






+ 4π2 sin[x(t)] = d(t) (H.6)
H.4.1.3 Prediction
The signal x(t) is generated by the chaotic Mackey-Glass equation which often is used in
a benchmark test for nonlinear predictors [6]. d(k) is a discrete version of x(t) and x(k) a
delayed, discrete version of x(t− τ) where τ signiﬁes how far ahead we predict. Sampling
the signal with Δ T = 1 τ equals 100 time steps like in [6], [11].
dx(t)
dt
= −0.1x(t) + 0.2x(t− 17)
1 + x(t− 17)10 (H.7)
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The systems mentioned above have all been simulated using discrete approximations
of the derivatives. These discrete ﬁlters are all non-recursive which means that a non-
recursive nonlinear adaptive ﬁlter is adequate. The actual training and cross validation
signals have been obtained by decimating the input and output signals in order to avoid
oversampling.
H.4.2 Numerical Results
In the table below are listed the main results. A measure of the ﬁlter performance is given
by the error index: E = σe/σd, where σe, σd denote the standard deviation of the error
and the desired signals respectively (cross validation). The number of parameters W gives
an indication of the complexity.
Nonlinearity
Ex. Prep. L p Fixed Adaptive None
E W E W E W
SI PCA 14 4 0.263 94 0.215 158 0.417 5
SI DPP 19 2 0.200 46 0.107 128 0.389 3
SI None 14 - - - - - 0.382 15
IM DPP 19 3 0.075 152 0.116 131 0.448 4
IM None 19 - - - - - 0.402 20
P PCA 20 4 0.152 170 - - 0.539 5
P None 20 - - - - - 0.539 21
In all simulations we have used 9000 samples for training and 8000 for cross validation.
During training an algorithm based on a statistical test [9] was used to eliminate non-
signiﬁcant weights which accounts for the variations in W . The FNL consisted of bounded
Chebychev polynomials and the ANL was implemented using multilayer neural net. In
both cases we used 2. order algorithms for adapting the weights. In general the simulations
indicate that the nonlinear ﬁlters are clearly superior to the linear with respect to E. This
improvement is, however, gained at the expense of an increased complexity. The FNL and
ANL’s seems to show roughly equal performance on the selected examples, with the ANL
having a better parameterization in the SI example (more signiﬁcant weights and lower E)
and vice versa in the IM example. The two preprocessing methods seem to complement
each other. In the examples SI,IM, where the equations can be closely approximated
with discrete derivative operators of low order, the use of discrete diﬀerentiating ﬁlters
in the preprocessing unit yields a better performance with lower complexity than the use
of PCA. This shows that the discrete derivatives are more informative than the PC’s in
the chosen examples. Using PCA in the example with the pendulum is in fact extremely
bad because the PC’s mainly reﬂect the low frequency components in x(k) while the high
frequencies carry most of the information about d(k). In contrast, PCA works very well
for the example of prediction whereas it is not easy to approximate the Mackey-Glass
equation using only low-order derivatives (i.e., the use of a DPP is a bad choice). Finding
an appropriate preprocessing method seems thus to require knowledge of an approximate
mathematical model for the unknown system. Alternatively a rule of thumb saying that
the preprocessor should make the spectrums of the zi(k) ”close” to the spectrum of d(k)
could be used. In the prediction example we have used a PCA with L = 20 and p = 4
which allows us to compare our results with the ones obtained in [11] where a performance
of E = 0.054 was found using an ANL and a total of 171 weights and E = 0.28 using a
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6th order ﬁxed polynomial nonlinearity and 210 weights. This indicates, that although
the ANL still performs better on this example an increase in performance of the FNL has
been gained by using bounded polynomials.
H.5 Conclusion
In this paper a neural architecture for adaptive ﬁltering which incorporates a modulariza-
tion principle is proposed. It facilitates a sparse parameterization, i.e., fewer parameters
have to be estimated in a supervised training procedure. The main idea is to use a pre-
processor which determine the dimension of the input space and further can be designed
independent of the subsequent nonlinearity. Two suggestions for the preprocessor are
presented: The derivative preprocessor and the principal component analysis. A novel
implementation of ﬁxed Volterra nonlinearities is given. It forces the boundedness of the
polynomials by scaling and limiting the inputs signals. The nonlinearity is constructed
from Chebychev polynomials. We apply a second-order algorithm for updating the weights
for adaptive nonlinearities based on previous work of Chen et al. [4] and the U-D factoriza-
tion of Bierman [2]. Finally the simulations indicate that the two kinds of preprocessing
tend to complement each other while there is no obvious diﬀerence between the perfor-
mance of the ANL and FNL.
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PAPER 2: A GENERALIZATION
ERROR ESTIMATE
This appendix contains a reprint1 of the paper: “A Generalization Error Estimate for
Nonlinear Systems,” in S.Y. Kung, F. Fallside, J. Aa. Sørensen & C.A. Kamm (eds.),
Proceedings of the 1992 IEEE-SP: Neural Networks for Signal Processing 2 , Piscataway,
New Jersey: IEEE Service Center, 1992, pp. 29–38.
1The typesetting is slightly changed and a few misprints is rectiﬁed.
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I.1 Introduction
Evaluation of the quality of an estimated nonlinear model, e.g., a neural network, is
important for the purpose of selecting a proper architecture. In this work the employed
quality measure is the generalization error (expected squared prediction error). The topic
of the paper is to derive an estimate of the generalization error for incomplete models, i.e.,
models which are not capable of modeling the present nonlinear relationship perfectly.
Consider the following discrete nonlinear system:
y(k) = g(x(k)) + ε(k) (I.1)
where the scalar output, y(k), (k is the discrete time index) is generated as the sum of
a nonlinear mapping, g(·), of the input vector x(k) and the inherent noise ε(k). In a
signal processing context the input vector may e.g., represent a tapped delay line, i.e.,
x(k) = [x(k), x(k − 1), · · · , x(k − L+ 1)] ( is the transpose operator).
Assumption I.1 The input x(k) is assumed to be a strictly stationary sequence and ε(k)
a white, strictly stationary sequence with zero mean and variance σ2ε . Furthermore, x(k)
is assumed independent of ε(k), ∀ k.
Let F be a set of nonlinear functionals parameterized by an m-dimensional vector w =
[w1, w2, · · · , wm]. In general it is assumed that the functionals are nonlinear in w. Feed-
forward neural networks with hidden units are examples of F . Let f(·) ∈ F . The model
of Eq. (I.1) becomes:
y(k) = f(x(k);w) + e(k;w) (I.2)
The prediction of y(k), say ŷ(k), is: ŷ(k) = f(x(k);w). When referring to a nonlinear
model ŷ(k) is considered to be nonlinear in w.
Definition I.1 If ∃w◦: g(x(k)) ≡ f(x(k);w◦) the model is signiﬁed as complete other-
wise as incomplete. w◦ is denoted the true weight vector.
Usually the lack of knowledge concerning the structure of g(·) precludes the possibility of
suggesting a complete model with a ﬁnite m. Consequently, it is claimed that incomplete
models are the common case.
Given a training set: T = {x(k), y(k)}, k = 1, 2, · · · , N , where N is the training set
size, the model is estimated by minimizing some cost function, say SN (w). In this work a
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The training performance SN (ŵ) is usually not a reliable measure of the quality of a
model because it depends on the actual training set. A reliable quality measure is the
generalization error , G, (e.g., [7]) which is deﬁned as the expected, squared prediction
error on a test sample, {xt, yt} (denoting t for test), which is independent of the training






Ext,εt{·} denotes expectation with respect to the joint p.d.f. of [xt, εt]. Note the depen-
dence on both f(·) and w.
In the literature several attempts have been made in order to estimate the general-
ization error of both linear and nonlinear models, for instance [1] and [3] which focus on
complete models, while [5] and [7] focus on incomplete models which are claimed to be
the most common.
In [5] a generalization error estimator for linear incomplete models is developed. The
estimate requires knowledge of the estimated parameters ŵi, i = m+1,m+2, · · · ,m◦ where
m◦ denotes the dimension for which the model becomes complete. Unfortunately, these
estimated parameters are not accessible when ﬁtting with only m parameters. Therefore,
the ﬁnal result of [5] is essentially the FPE -criterion [1].
The GPE estimator [7] is claimed to estimate the generalization error for both nonlin-
ear and incomplete (in [7] denoted biased) models when using the sum of SN (LS-term)
and a regularizing term as the cost function. However, in the next section, which deals
with a new generalization error estimate with validity for both incomplete and nonlinear
models, it is established that the error, e(k;w), and the input, x(k), are not independent
unless the model is complete. This dependence is not taken into account in [7].
I.2 Estimate for Incomplete, Nonlinear Models
In this section a new generalization error estimate for incomplete nonlinear models, called
GEN , is introduced. The aim is to estimate G(ŵ), i.e., how well the estimated model,
f(x(k); ŵ), generalizes. In order to evaluate Eq. (I.4) the nonlinear system Eq. (I.1) must
be known. Secondly, knowledge of the input and error distributions is required. However,
these assumptions are not met in general; the only knowledge of the actual system is
obtained implicitly from the acquired data. For that reason the presented generalization
error estimate is based on training data solely.
To ensure the validity of the GEN -estimate the following assumptions must be satisﬁed:
Assumption I.2 Deﬁne Ωm as the compact set which the weights minimizing the cost,
SN , belong to. Assume the existence of a covering of Ωm in compact subsets, i.e., Ωm =⋃
i Ω
m(i), such that the estimator ŵ(i) ∈ Ωm(i) uniquely minimizes SN (w) within the






a > 0, ∀a = 0, ∀i (I.5)
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Observe that {ŵ(i)} may contain both local and global minima, even though the global
minima are preferred. The occurrence of multiple minima is in evidence among feed-
forward neural networks, due to e.g., symmetries which cause multiple minima in the cost
function, see e.g., [4].
Assumption I.3 Assume a covering Ωm =
⋃
i Ω
m∗ (i), such that the optimal weights






a > 0, ∀a = 0, ∀i (I.6)
Note that the optimal weight vectors reﬂect the “best” models within the actual set
F . That is, the models obtained by training on an inﬁnite training set corresponding
to minimal generalization error as limN→∞ SN (wm) = G(w) (provided that e2(k;w) is
mean-ergodic).
Assumption I.4 Let the minimization of SN on the training set result in the estimate:
ŵ2. Assume the existence of an optimal weight vector w∗ such that the remainder of the
following second order Taylor series expansion is negligible.
G(ŵ) ≈ G(w∗) + ΔwH(w∗)Δw (I.7)













ψt(w∗) = ∂f(xt;w∗)/∂w and Ψt(w∗) = ∂ψ(xt;w∗)/∂w. Note that
∂G(w∗)/∂w = 0 according to Eq. (I.6).
Further assume that the remainder of expanding SN around ŵ(i) to the second order
is negligible, i.e.,
SN (w∗) ≈ SN (ŵ) + ΔwHN (ŵ)Δw (I.9)











ψ(k; ŵ)ψ(k; ŵ)−Ψ(k; ŵ)e(k; ŵ), (I.10)
ψ(k; ŵ) = ∂f(x(k); ŵ)/∂w and Ψ(k; ŵ) = ∂ψ(x(k); ŵ)/∂w. Note that
∂SN (ŵ)/∂w = 0 according to Eq. (I.5).
Assumption I.5 x(k) is an M-dependent stationary sequence, i.e., x(k), x(k + τ) are
independent ∀ τ > M (A weaker assumption aims at x(k) being a strongly mixing sequence
[Rosenblatt 85, p. 62]).
Assumption I.6 Assume large training sets, i.e., N → ∞. In particular: N > M .
Further, assume that m is ﬁnite.
2Note that the weight estimate is highly dependent on the chosen weight estimation algorithm due to
local optimization, initial conditions, etc. An alternative algorithm used on the same training set may
therefore result in a diﬀerent weight estimate.
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Definition I.2 The generalization error estimate for nonlinear systems, GEN, is deﬁned
as a consistent (N →∞) estimator of Γ (the expectation of the generalization error w.r.t.
the training set),
Γ = ET {G(ŵ)} (I.11)
where ŵ is the actual weight estimate and T is the training set.
Theorem I.1 Assume that the nonlinear system is described by Eq. (I.1). If assumptions
I.1 – I.6 hold and the model in Eq. (I.2) is incomplete then the GEN-estimate is given
by:






















ψ(k; ŵ)e(k; ŵ)ψ(k + τ ; ŵ)e(k + τ ; ŵ) (I.13)
Sketch of Proof The basis of the proof is the Taylor series expansions in Eq. (I.7),
(I.9). Taking the expectation, ET {·} (i.e., w.r.t. the training set) of these equations it is
possible to substitute Eq. (I.9) into (I.7) and thus express ET {G(ŵ)} in terms of training
data. This is due to the relation: ET {SN (w∗)} = ET {G(w∗)}. When evaluating the
expectations it is important to notice that the error (cf. Eq. (I.1) and (I.2))
e(k;w) = ε(k) + g(x(k))− f(x(k);w) (I.14)
depends both on x(k) and ε(k) unless the model is complete and w∗ is the global optimum
since g(x) ≡ f(x(k);w∗) in this case3. In [6] the details of the proof are given and the
estimate is further extended to treat other cost functions, for instance the LS-cost with
inclusion of a weight decay term as in [7]. Note, that the derivation is valid even when
dealing with noise free systems, i.e., σ2ε = 0.
Theorem I.2 If the system in Eq. (I.1) is linear, the model Eq. (I.2) is linear and
complete, w∗ in Assumption I.4 is the global minimum, and σ2ε = 0 then the GEN-
estimate coincides with the FPE-Criterion [1]:
GEN = FPE =
N +m
N −mSN (ŵ) (I.15)
Proof See the sketch above and [6].
I.3 Numerical Experiments
In this section the validity of the proposed generalization error estimate is tested by
comparison with the FPE -estimate and the leave-one-out cross-validation technique. A
linear system and a simple neural network is under consideration.
3Note that g−f may be equal to a constant which is independent of x. However, this case never occurs
if the model contains a bias term.
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I.3.1 Linear System
The linear system is given by:
y(k) = y◦(k) + ε(k) = [x(k), x2(k)]w◦ + ε(k) (I.16)
where w◦ = [1, 1]. The input x(k) =
∑15
n=0 bnu(k − n) where u(k) is an i.i.d. Gaussian
sequence with zero mean and unit variance. bn is designed to implement a low-pass ﬁlter4
with normalized cutoﬀ frequency 0.01. x(k) is consequently colored and M-dependent (see
Ass. I.5 above) with M = 15. ε(k) is an i.i.d. Gaussian noise sequence with zero mean,
σ2ε = 0.2 · Ex(k){(y◦)2(k)}, and independent of u(k). The model used is incomplete and
given by:
y(k) = wx(k) + e(k;w) (I.17)
GEN is compared to two diﬀerent methods for estimating the generalization error.
First, a comparison with the FPE -estimate which is much less computationally complex
according to Eq. (I.12) and (I.15).
Secondly, comparison with the leave-one-out cross-validation method [2], [4] is per-
formed. Within this method training is replicated N times. The j’th training is performed
on the data: {x(k), y(k)}, k = 1, 2, · · · , j − 1, j + 1, · · · , N , j = 1, 2, · · · , N5 resulting in
the estimate ŵ(j). e2(j, ŵ(j)) is a qualiﬁed estimate of the generalization error and conse-







Knowing the details of the system Eq. (I.16) it is possible to compute the true general-
ization error G(ŵ) according to Eq. (I.4). Let E{·} denote expectation w.r.t. xt and εt.







t + εt − ŵxt
]2}
= (w◦1 − ŵ)2E{x2t }+ 3(w◦2E{x2t })2 + σ2ε (I.19)
In order to simulate the statistical variations of the training sets Q independent training
sets: {x(q)(k), y(q)(k)}, q = 1, 2, · · · , Q, is generated for every speciﬁc training set size, N .











Let Ĝ be a speciﬁc generalization error estimator, i.e., GEN , FPE , C or L. For the
purpose of comparison the relative average deviation (RAD) is deﬁned as:
RAD =
〈G(ŵ(q)) 〉 − 〈 Ĝ(ŵ(q)) 〉
〈G(ŵ(q)) 〉 (I.21)
where 〈·〉 denotes the average with respect to the Q realizations.
The result of comparing the RAD ’s of GEN and FPE is shown in Fig. I.1. Averaging
4The design is performed by the MATLAB (The MathWorks, Inc.) M-ﬁle “ﬁr1” which uses a Hamming
windowed ideal impulse response (i.e., sinc(x)).
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30000 5 ≤ N ≤ 9
20000 10 ≤ N ≤ 170
When N is small compared to M R(τ) (cf. Eq. (I.13)) will be rather noisy. Therefore
τ = 1, 2, · · · ,min{M, [N/10]} was used, where [·] denotes rounding to the nearest integer.
Using a standard Gaussian test (details omitted) it is seen that the RAD of the GEN -
estimate is signiﬁcantly6 better than the RAD of the FPE -estimate for all N > 15 and
roughly equal as N ≤ 15. However, the RAD only shows the average performance. The
estimator with the best RAD performance may still not be the preferred estimator. In
order to elucidate the variations in the estimates the probability that GEN is closer than
FPE to the average of the true generalization, 〈G〉, was estimated. That is,
γ = P{ |〈G〉 −GEN | < |〈G〉 − FPE | } (I.22)
It was found that γ > 0.5 ∀N ≥ 25 and γ ≈ 0.75 when N ≥ 40. Consequently, one may
prefer the GEN -estimator when N > 25.




10000 5 ≤ N ≤ 9
5000 10 ≤ N ≤ 100
The result is shown in Fig. I.2. As N > 15 the GEN -estimate is signiﬁcantly better
than leave-one-out cross-validation as the RAD is lower. Further7, γ > 0.5 as N ≥ 30
and γ ≈ 0.75 for N ≥ 40. This is in spite of the fact that the computationally complexity
of the L-estimate normally is greater than that of the GEN -estimate. The number of
6Here and in the following a 0.5% signiﬁcance level is employed.
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Figure I.2: Comparison of the RAD ’s of GEN and leave-one-out cross-validation, L, for
the linear model Eq. (I.17).
multiplications involved in the computation of the GEN -estimate is approximately MNm2
whereas the L-estimate requires in the order of N2m2 multiplications (this is due to the
fact that training is replicated N times).
I.3.2 Simple Neural Network
Consider a simple nonlinear system which consists of a single neuron:
















where w◦ = [3, 3]. Let u(k) be a two-dimensional i.i.d. Gaussian sequence with zero
mean and E{u2i (k)} = 1, E{u1(k)u2(k)} = 0.5. bn is given as in the preceding subsection
and xi(k) =
∑15
n=0 bnui(k − n), i = {1, 2}. ε(k) is an i.i.d. Gaussian noise sequence with
zero mean, σ2ε = 0.1 ·Ex(k){(y◦)2(k)}, and independent of ui(k),. The activation function
h(z) is chosen to be a sum of two Gaussian functions in order to enable the evaluation of
the true generalization error Eq. (I.4). In this simulation: ν = 2 and η = 1. The employed
incomplete nonlinear model of Eq. (I.23) is:
y(k) = h(wx1(k)) + e(k;w) (I.25)
According to Eq. (I.4), (I.23), and (I.25) (E{·} w.r.t. [xt, εt]):
G(ŵ) = E
{[








Evaluation of the ﬁrst term in Eq. (I.26) is possible, however, due to the extent of the
derivation it is omitted, see [6] for further details.
The parameter w in Eq. (I.25) is estimated using a modiﬁed Gauss-Newton algorithm
[Seber & Wild 89, Ch. 14]. That is, for each training set {x(q)1 (k), y(q)(k)}, q = 1, 2, . . . , Q
(below the q index is omitted for simplicity):
w(i+1) = w(i) + μH˜
−1











h′(w(i)x1(k)) · x1(k) · e(k;w(i)) (I.29)
where 0 ≤ μ ≤ 1 is the step-size and ′ denotes the derivative. For each iteration, i, μ
is adjusted in order to ensure: SN (w(i+1)) < SN (w(i)). The employed stopping criterion
[Seber & Wild 89, Sec. 14.4] was: (SN (w(i+1))− SN (w(i)))/SN (w(i) < 10−12.
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Figure I.3: Comparison of the RAD ’s of GEN and FPE for the nonlinear model Eq. (I.25).
that the RAD of the GEN -estimate is signiﬁcantly better than that of the FPE -estimate
for all N > 10 and that (cf. Eq. (I.22)) γ > 0.5 as N ≥ 15 and γ ≈ 0.6 for N > 15.
I.4 Conclusion
In this paper a new estimate (GEN ) of the generalization error is presented. The estimator
is valid for both incomplete and nonlinear models. An incomplete model is characterized
in that it does not model the actual nonlinear relationship perfectly. The estimator can
be viewed as an extension of the FPE and GPE estimators [1], [7]. The GEN -estimator
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has been evaluated by simulating incomplete models of linear and simple neural network
systems respectively. Within the linear system GEN is compared to the Final Prediction
Error (FPE ) criterion and the leave-one-out cross-validation technique. It was found that
the GEN -estimate of the true generalization error is less biased on the average. Further
the probability, γ, of GEN being closer to the true generalization error than the other
estimators was estimated, and it was found that γ > 0.5 within a large range of training
set sizes. Comparing the GEN -estimate to FPE when simulating a simple neural network
shows that GEN is less biased on the average and that γ ≈ 0.6 when using training sets of
sizes greater than 15. In summary it is concluded that GEN is an applicable alternative
in estimating the generalization at the expense of an increased complexity. However, the
leave-one-out cross-validation estimate which possess a higher complexity was not able to
outperform GEN in the chosen example.
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