We derive the near-field light intensity distributions of an inorganic LED on its surface and in volumetric space. Our closed-form solution for 3D intensity distribution for a finite-size LED is consistent with Lambert's Cosine Law, which provides the 3D intensity distribution for an infinitesimal, flat light source. We also derive the formula for the 2D intensity distribution on a diode surface showing its similarity to a Gaussian function, which is typically used to approximate the surface light intensity profile for an LED and a laser diode. Our 2D intensity distribution function produces light propagation similar to the Gaussian beam propagation in space. However, unlike the Gaussian approximation, our formula invariably produces this behavior without assuming the refractive index inside the diode follows a quadratic function of the transverse spatial domains. Our 2D and 3D spatial intensity formulas in near-field for LEDs offer a unique way to calculate the peak intensity that occurs at the center of the flat LED source. We demonstrate, as expected, that the peak intensity increases with the size of the LED source as well as the brightness of each radiative electron-hole pair, which is a function of the drive current and quantum efficiency of the LED.
Introduction
LEDs and lasers are widely used and considered for display and lighting applications. These applications require high-quality color properties of light that depend on the brightness of the light source, which is technically known as luminance. Luminance is equal to luminous intensity per square area, and for LEDs and lasers, it depends on the viewing angle rather significantly. Therefore, the color properties of light from inorganic diode light sources also depend on the viewing angle extensively. Consequently, in order to design high-quality color displays and lighting products that use diode light sources, it is important to rigorously investigate the theory of LED and laser optical intensity distribution in 3D volumetric space. The most effective way to analyze the characteristics of LED and laser optics would be to analytically derive their 2D and 3D near field intensity distributions, in closed-form solutions if possible, which would then provide a method to calculate both near and far field light intensity distributions by propagating the near field intensity pattern along the optic axis as a function of distance from the light source. Strictly speaking, such analysis for a finite-size, flat light source cannot be found in prior literature; approximate formulations only exist in literature for a Fig. 1 . According to Lambert's Cosine Law, a differential element dA produces luminous intensity, I, as seen by the viewer from different angles, φ. Only a cross-section of the 3D Lambertian intensity profile is shown here. non-finite emitter where only the light source's 2D surface intensity profile is determined by assuming that the emitting surface has infinite extensions in transverse directions, which is not physical [1] - [3] . Although such numerical methods as finite element and finite difference techniques have existed for some time to calculate the surface intensity distributions from finite-size LEDs and lasers by using waveguide theory and beam propagation techniques [4] - [6] , these methods do not allow one to predict the peak intensities from a finite, flat light source with certain input drive conditions and inherent quantum efficiency without resorting to some laborious brute-force technique.
Here we derive, for the first time, a novel analytic formula in closed-form solutions for a near-field 3D light intensity of a finite-size LED source, and show that this is consistent with Lambert's Law for a differential-area light source. Our derived 3D intensity profile matches that of our measured near-field 3D light intensity distribution from an LED-based flat light source. We distinguish this 3D light distribution from that of the surface light distribution that many groups have measured on LED and laser surfaces because these measurements represent the light intensity distribution on 2D, i.e., planar surface [7] - [9] . In the literature, one can also find the numeric simulations of 2D light distributions using various finite modeling methods. All such measurements and calculations show that the 2D surface intensity distributions from semiconductor laser and LEDs resemble a Gaussian pattern. In this paper, for the first time, we derive the analytic formula for this 2D surface light distribution from our derived 3D near-field light distribution for an LED source and confirm that the 2D intensity profile from a finite LED in fact looks like a Gaussian function when the diode's transient effects are incorporated. Our formula for the 2D surface intensity profile also proves that the light propagation behavior from an LED and that expected for a laser diode is indeed similar to Gaussian beam propagation, which has also been previously demonstrated experimentally and via numeric simulation [10] , [11] .
Derivation of the 3D Near-field Light Intensity From an LED
Lambert's Cosine Law has been known and utilized for a very long time particularly in the field of display and lighting. It states that for a differential area light source, dA, the light intensity in 3D space is described by the equation in polar coordinates as [12]
where I is the light intensity at any point in space viewed from an angle φ measured off the optical axis z, as shown in Fig. 1 . Note that we have used φ instead of θ in [12], without any loss of generality. We do so in order to be consistent with the angle nomenclatures used in spherical coordinates. A differential element dA produces its generalized luminous intensity, I, which is the lumen power contained in the radiation cone shown here. The volume of this cone is the integral of d , which is generated by revolving ρ over θ in spherical coordinates.
Since different definitions of optical intensity are often used in various fields such as display and lighting, optoelectronics and fiber optics, astronomy and imaging, and others, we clarify here that I represents the luminous intensity defined in lighting, which is the aggregate visible light power contained in a solid angle unit, in a particular direction defined by φ, seen along φ by the viewer. The viewer in this case can be a person or a camera. Although Fig. 1 shows a planar view of the actual 3D case, it is important to note that d is a unit of solid angle (a 3D quantity) and I is the luminous intensity defined by the total light power contained in this 3-dimensional solid angle unit as seen by a viewer, who is located at the direction defined by φ. Indeed, luminous intensity in display and lighting fields is defined as such and is measured using the international SI unit of lumen per steradian, also known as candela.
Although Lambert's Cosine Law is very well known in display and lighting disciplines, it appears that many overlook as to why it is only valid for a "differential-area" source, i.e., an infinitesimally small, flat source. As such, here we prove, for the first time in our knowledge as to why a Lambertian is produced for the luminous intensity distribution from a small, flat light source by using the basic definition of luminous intensity, applied in the case of a differential-area light source, represented in a generalized fashion in spherical coordinates.
The general function of luminous intensity for a differential-area element of Fig. 1 can be defined as the spatial volume, V, of a generalized differential solid angle, d , that contains the total luminous flux, L, generated by dA. This means that we need to derive the generalized differential solid angle's volume as a function of φ. This can be accomplished by making use of spherical coordinates whose variables are ρ, φ, and θ. These variables allow us to write the generalized function of luminous intensity by integrating the differential volume d as shown in Fig. 2 . The volume d contains the light power L, where d is simply created as the vector ρ, which subtends from the z axis by the azimuthal angle φ, and is rotated over θ as θ goes from 0 to 2π.
We can now write the generalized function of luminous intensity for dA as
where V is the integral of d . It is best to carry out the integral of d in spherical coordinates as one would use such to calculate the volume of a sphere. For the generalized cone represented by d in Fig. 2 , we note that the length of ρ is arbitrary as is φ because we wish to generalize d as a function of φ, but that θ must make a full revolution going from 0 to 2π to form the conical volume. This is a classical problem in advanced calculus that use analytic geometry and utilizing such, we can write the integral of d as an indefinite volume integral for the ρ and φ variables, and a definite integral for the θ variable in (ρ, φ, θ) spherical coordinates [13] ,
Solving the integral in Eq. (3) leads to
where |ρ| is the magnitude of the vector ρ. Note that a similar mathematical procedure is applied to calculate the volume of a sphere by rotating the V in Eq. (4) to obtain 4π|ρ| 3 3 . Inserting Eq. (4) into Eq. (2) leads to the generalized equation for I for a differential-area emitter,
Since all quantities in Eq. (5) leading to cos(φ) are physical constants related to the infinitesimal light source dA and the viewing distance that relates to |ρ|, it can be simplified as
where
is a constant at a particular viewing distance defined by a chosen |ρ|. Eq. (6) is of the form ρ = b cos(φ) in (ρ, φ) polar coordinates where b is a constant [14] . Eq. (1) and Eq. (6) are known as the Lambertian distribution, which represents the 3D light intensity distribution from a flat, differential-area emitter.
We caution that the circle shown in Fig. 1 does not represent equal luminous intensity along its circular perimeter. The 3D version of what is shown in Fig. 1 also does not represent equal luminous intensity on the surface of the sphere. These mistakes are often made because many find it difficult to recognize the placement of this sphere with respect to the origin of a spherical coordinate system. Later, we shall show our measured 3D near-field luminous intensity data for a flat light source that follows this Lambertian pattern.
Equation (1) is not very well-known in the optoelectronics and integrated optics fields as they primarily concentrate on the surface intensity of an LED or a laser diode. However, Lambert's Cosine law, representing the luminous intensity in 3D space, is in fact related to the surface intensity of a flat light source, which we shall demonstrate later in this paper.
Although Lambert's Law holds for a differential area element in both near and far fields, it is only useful for a far-field luminous intensity pattern generated by a flat source that can be treated as an infinitesimal, flat source from very far away. From this law, one cannot calculate or predict I max in near or far field. In order to use Lambert's law, I max must be measured and then I can be calculated for any φ, provided the flat source is a square.
We now proceed to determine the near-field luminous intensity distribution for a finite-size LED whose transverse dimensions, i.e., the emitting surface's width and length are X L and Y L respectively, as shown in Fig. 3 .
Here the light emitting surface is the LED active region, or the p-n junction layer. The p-layer and the phosphor layers are parallel to this layer and the LED light penetrates through both. For simplicity, the LED's finite light emitting surface in Fig. 3 can be taken as a single layer that is mathematically represented by adding many dA's over the total area equaling X L Y L . This layer, when sufficiently thick, can be represented as an aggregate of many sandwiched layers where each layer can contain many radiative electron-hole pairs. Again, for simplicity, we consider 1 aggregate layer as the light emitting surface.
Supposing there are m × n dA's for the LED's light emitting surface as shown in Fig. 4 , then each dA would generate a d as shown in Fig. 2 , and the total luminous intensity for this finite LED can be obtained by integrating all the d 's over the area, X L Y L .
Here we assume that each electron-hole radiative pair generates an inherent luminance L avg and that all such pairs are uniformly distributed over the active layer. For thick junction layers comprising 'i ' number of layers where each layer has 'm × n' electron-hole pairs, we can represent that case via multiplying 'm × n' by 'i '. For simplicity, we omit this multiplier 'i ' for luminance, L avg .
For highly efficient LEDs, 'm × n' is very large and in that case many of these differential cones, d 's would be overlapping as shown on the left side in Fig. 5 .
In the limit where 'm × n' is very large and because d is infinitesimally small, the entire chip area would be filled with e-h radiative pairs with each cone essentially overlapped by many others.
The aggregated luminous intensity for the finite LED then becomes,
where V, the volume of d , is given by Eq. (4). Therefore, we obtain,
As before, since all quantities leading to cos(φ) are physical constants related to the LED chip, it can be simplified as where
is again a constant at a particular viewing distance defined by a chosen |ρ|. Eq. (9) is a function that describes a Lambertian in polar coordinates where C L E D is a factor containing constant parameters relating to the chip and the chosen viewing distance; and the magnitude of I L E D varies according to cos(φ). As φ spans from −π to +π steradian, I L E D forms a 3D Lambertian distribution in space. Therefore, Eq. (9) is the 3D Lambertian a finite-size LED produces for its luminous intensity distribution (LID). It is important to note that when ρ has a particular finite length that produces one unit of luminous intensity within 1 unit of solid angle bounded by 1 unit of square area in a particular unit system, Eq. (9) represents the luminance distribution for the LED in 3D, which can be measured directly using goniometric techniques. By measuring the luminance distribution and the total luminous flux an LED emits, the LID can be experimentally determined using Eq. (9) in near-field.
Although we have made simplified assumptions that all m × n light-generating elements, i.e., radiative e-h pairs, have the same luminance L avg , and that they are uniformly distributed over the active layer, the above analysis can still be carried out for separate local regions of locally uniform luminance of e-h pairs and adding the equivalent of Eq. (6) for each region. The additions of several separate sums will again produce another cosine relationship because one would be adding two or more cosines.
Note that some scalar attenuation in the luminance and luminous intensity distribution of the LED chip may come from material birefringence and absorption from the 'p' and phosphor layers. LEDs in general have random polarization and they are incoherent light sources because of the spontaneous emission process; therefore, random polarization, birefringence, and random phase all get averaged in the intensity that is generated by the surface normal LED. From these averaging effects, luminous intensity on average is reduced due to some phase cancellation; however light generation is so fast that we still observe a very large amount of average light density (i.e., luminance and luminous intensity) from today's LED chip and its spatial light intensity distribution property still remains intact as described by Eq. (9) as far as lighting and viewing applications are concerned. Indeed, all measurements ever taken for the near-field 3D LID for a single and flat LED always show a Lambertian distribution [15] . This behavior is true whether or not a phosphor layer is present. The reason why both measurements and simulations are depicting a Lambertian distribution regardless of the phosphor layer is because this layer is parallel to the flat emitting surface and the normal component of the displacement field D , which describes the behavior of the emitted LED light, must be continuous across all parallel layers [16] . Finally, since we have not incorporated any time-dependent phenomenon in this analysis, Eq. (9) represents the instantaneous light intensity distribution of a finite LED and this is different from the steady state case.
As previously mentioned, a 3D Lambertian is difficult to depict on a plane and as such, only a slice from this 3D Lambertian is typically drawn, as we have done in Fig. 1 . However, with the right graphing tool, one can plot a 3D Lambertian intensity profile using false colors. In the next section, we shall present our measured LID for an LED source in 3D near-field and this plotted data in 3D will provide an unambiguous representation of a Lambertian in 3D.
Experimental Verification of Lambertian LID in Near-field From a Flat LED Light Source
We now examine the experimental data of an LED task lamp, which has discrete LED modules mounted on flat surfaces as shown in Fig. 6 . Each module on this lamp is a standard white-light LED module that is typically formed by mounting an LED chip such as that shown in Fig. 3 on a ceramic mount, protecting all parts of the semiconductor device by various coatings including the top phosphor coating through which white light is emitted.
The LED task lamp is optically similar to a single LED chip with many radiative e-h pairs arranged on its flat surface as shown in Fig. 4 . The differences for the task lamp are that the number of light source elements is only 21, the spacing between these are more coarse, and the total size of the 2D plane generating light are much bigger compared to the analogous parameters for the LED chip shown in Fig. 3 . These differences are expected to modify a perfect Lambertian LID seen in Fig. 1 by some weighting factor that accounts for both asymmetry and smoothness of the weighted Lambertian LID's perimeter.
Our goniometric 3D LID data in near-field for this lamp is presented in Fig. 7 . The data were taken using a RiGO-801 near-field goniometer, commercially sold by Techno Team Bildverarbeitung GmbH. We plot this data using false colors to represent the various LID values in cd/klm. The candela/kilo-lumen scale is used to note that such candela values are obtained from a single lamp producing less than 1000 lumens. The description on such LID data acquisition utilizing a very high-precision camera can be found in the literature [15] .
As expected, the experimental data in Fig. 7 shows a weighted Lambertian profile where the luminous intensity along the approximate spherical perimeter varies according to the viewing angles shown on the graph. The intensity on the surface of this weighted Lambertian profile represents the aggregate intensity seen by the viewer at the viewing angle, φ. Note that as φ gets larger, the luminous intensity gets smaller, diminishing to zero when φ = ±90°. Studying Fig. 7 is beneficial in terms of thinking and visualizing the characteristics of a Lambertian in 3D volumetric space. It allows one to be careful to not think of the ideal Lambertian as a regular solid sphere whose center is at (0, 0, 0) in 3D Cartesian or spherical coordinates; but rather one should note that the ideal 3D Lambertian is a spherical profile that resides only on one side of the xz plane, and its outline is spherical, while the aggregate intensity represented by each point on this spherical profile are not equal. This outline is more generally described in polar (ρ, φ) or spherical coordinates (ρ, φ, θ) with the equation,
where 'a' and 'b' are constants, representing shift and weighting parameters respectively. This equation is known as a 'cardioid' because it looks like a 3D heart [17] . When a = 0 and b = 1, the general equation yields a Lambertian. Note that Eq. (10) in spherical coordinates is synonymous with polar coordinates because the revolution angle θ is not used. Fig. 7 is often referred to as the directivity plot for radiant or luminous intensity. The data presented in Fig. 7 would show more asymmetry and if one uses higher angular resolutions to perform the goniometric data. It is also useful to look at the photograph of the nearfield light pattern emitted from a very bright LED corn lamp with multiple flat surfaces as shown in Fig. 8 .
As seen in this photograph, the illumination pattern generated from each flat surface of the corn lamp depicts a weighted Lambertian. This also demonstrates that a finite flat emitting surface produces a Lambertian-like pattern in near-field according to Eq. (8). However, the photograph seen here only shows saturated light and therefore actual intensity profile cannot be extracted from it. Nevertheless, it is important to note that such patterns are never observed for fluorescent G12 lamp counterparts because their emitting surfaces are not flat.
Derivation of the 2D Near-Field Light Intensity Profile of an LED
As mentioned previously, the 2D surface light intensity profiles from LEDs and lasers have been routinely measured and a Gaussian distribution is often used as an approximation to fit these profiles. Several authors presented formulations that derive a Gaussian function for a laser surface intensity profile assuming the laser surface have infinite extensions in transverse dimensions [1]- [3] , which we depict in Fig. 3 as x and y. Such assumption is unphysical as laser diodes and LEDs have finite exit surfaces. Our derivation of 3D near-field light intensity profile for an LED presented here for the first time in literature enables us to now find the surface intensity profile of the LED. This can be accomplished by simply finding the projection of the 3D profile on to the surface of the LED! In order to take the projection of the Lambertian function in Eq. (8) on to the xy plane shown in Fig. 4 , we begin by noting that the generalized form of Eq. (8) can be considered in both ρ-φ polar coordinate and ρ−φ−θ spherical coordinate systems. We recall that in Eq. (8), I is the luminous intensity at any point P that can be represented by the vector ρ. For a particular flat light source, there is a unique Lambertian for which Eq. (9) takes on a definite form with a particular maximum value of |ρ| occurring at φ = 0. For this particular Lambertian, we use ρ as the variable that extends to any point P on the Lambertian distribution. Therefore, the value of P represents I and |I| is related to the location of ρ. To find the projection of I onto the xy surface, one needs to first find the projected locations of P onto the xy-plane. This can be done by first representing the polar vector ρ that extends to a point P in 3-variable spherical, cylindrical, and Cartesian coordinate systems as shown in Fig. 9 . We can then represent any point P(ρ, φ) in polar coordinates as P(ρ, φ, θ), P(r, θ, z) and P(x, y, z) in spherical, cylindrical, and Cartesian coordinates respectively. Note that in these representations, we only consider all angles to be regular 2D angles defined by two skewed lines, which is different from solid angles. Fig. 10 . The LID output form a flat LED light source, which is placed in the Cartesian coordinate system with its center aligned at (0, 0, 0). A point on this LID graph is shown to have the coordinate P(ρ, φ, θ), which has a Cartesian representation P(x, y, z). A circle C is generated when all P(ρ, φ, θ) points are projected onto the xy plane.
By using the transformation from spherical coordinates to Cartesian coordinates, we can first obtain the projected location of P onto the x y plane, which is P'(x, y, 0); and then determine the corresponding z values of each P'(x, y). To proceed, first we make use of the well-known transformation relations among spherical, cylindrical and Cartesian coordinate systems using Fig. 9 , which are [18]:
x = ρ sin(φ)cos(θ), y = ρ sin(φ)sin(θ), z = ρ cos(φ), and, x 2 + y 2 + z 2 = ρ 2 .
In Fig. 10 , we show a 3D Lambertian, which is the LID output measured from a flat LED. On this Lambertian sphere, we show an arbitrary point P representing luminous intensity I that has its corresponding projection location P on the xy plane, i.e., the LED chip's surface. In this figure, the LED chip is positioned in the xy plane with its center at (0, 0, 0) in the xyz coordinate system, where z is the optical or light propagation axis. The z axis is also the azimuthal axis for the spherical coordinate system. We note that I and |ρ| have maximum values when φ = 0. Let us call the maximum value of |ρ|, ρ max . Note that C L E D in Eq. (9) scales with |ρ|. Therefore C L E D reaches a maximum value when |ρ| in C L E D equals ρ max . Let us call this maximum value, C max , which is the maximum value of I and that occurs at φ = 0 and θ = 0, i.e., C max occurs at P(ρ, 0, 0). Since, |ρ| scales with C L E D , we can set |ρ| = C L E D and ρ max = C max to avoid carrying too many constants as this does not change the procedure of finding the projection of P(ρ, φ, θ) onto the xy plane.
Applying the relations in Eq. (13), we note that as I varies with cos(φ), the 3D graph of I projects circles parallel to the xy plane with radii equaling C max cos(φ) or ρ max cos(φ). The outermost circle has the largest radius that equals ρ max and it resides on the xy plane, because it can only occur when z = 0. Other smaller circles do not reside on the xy plane, but rather are parallel to the x y plane because all points along these circles have some nonzero corresponding height, z. First we determine the (x, y) coordinates of the points along the perimeter of the largest circle using Eq. (11) and setting z = 0. As such, the largest circle residing on the xy plane is formed according to ρ being the radius since, Substituting the Eq. (11) relations for the right hand side of Eq. (12) gives
Eq. (13) reduces to
Eq. (14) can only be satisfied for φ = ±90˚= ±π/2, which is true for all points on the xy plane. Therefore, we can find all projected locations P'(x, y, 0) of P(ρ, φ, θ) along the largest circle's perimeter when z = 0 by using Eqs. (12, 13, and 14).
We now proceed to find the corresponding z values for all circles with radius ρ < ρ max , which is essentially finding all P'(x, y, 0) within the outermost circle, which has radius ρ max . All such P'(x, y, 0) points will have nonzero z values. In order to do this, we vary φ from -π to π, and θ from 0 to 2π and determine the corresponding x, y, and z values using Eq. (11) . We note that z is only dependent on φ and therefore for a particular φ and any θ, the value of z = ρ cos(φ). The graph of I projected on the xy plane is simply given by z = ρ cos(φ), which we plot in Fig. 11 where we have taken the value of ρ max to be 1. Fig. 11 shows the projection of the 3D Lambertian on the xy plane and it is therefore the 2D surface intensity profile for a finite, flat LED such as that shown in Fig. 10 . This projection on the xy plane is obtained for all points P(ρ, φ, θ) of the 3D Lambertian described by Eq. (9) and shown in Fig. 10 ; each such point on the xy plane corresponds to a z value determined from the relations in Eq. (11) .
Essentially, then, this projection is a graph of some function, F(x, y) = z where all points of this function are represented by the projected points P (x, y) of P(ρ, φ, θ) and P(r, θ, φ).
We note that the projection of I on the xy plane is a paraboloid in (r, θ, z) cylindrical coordinates that is described by Eq. [19] ,
where, r 2 = x 2 + y 2 and x, y, and z are specified according to Eq. (13) , and z has a φ dependence, where φ is azimuthal angle variable in spherical coordinates. Note that for convenience, we carried only one constant, ρ max , in the mathematical derivation above because C max is directly proportional to ρ max . When all physical quantities are accounted for, the constant in Eq. (15) should equal C max , which was defined as C L E D in Section 3. Therefore, we explicitly state the proper equation as,
It is important to note that according to Eq. (9) and Eq. (16), the peak of the parabola shown in Fig. 11 would become enormous when L avg for the LED is very high due to very high inherent quantum efficiency, high light extraction efficiency form the LED chip, and driven by a large current. The peak of the parabola would also become very large when the size of the LED chip is very large. In the next section, we see how this surface intensity profile fits to the actual data from an LED source of the type depicted in Fig. 3 .
Experimental Verification of the Paraboloid Distribution at the Flat LED Source Surface
As high-brightness SMD LEDs became a key component in lighting and display applications, numerous commercial companies have measured their intensity profiles that can be presented as luminance distributions on the LED surface. We present such a luminance profile of an SMD LED surface in Fig. 12 . The SMD LED is a Philips LXHL high-brightness LED whose radial intensity measurement data have been made available for such ray-tracing software tools as Zemax.
The luminance distribution, when presented in position space, i.e., on the xy-plane, as shown in Fig. 12 , is equivalent to the LED's 3D Lambertian LID's projection on the xy plane shown in Fig. 11 . Note that Fig. 12 is the 2D surface intensity of the Philips LED presented as a 2D contour plot and not as a 3D surface plot that is shown in Fig. 11 . However, they are equivalent. For data profile comparison purposes, we present in Fig. 13 , the 2D contour plot of Fig. 11. Fig. 13 is our calculated 2D surface intensity of an LED in position space and is therefore equivalent to Fig. 12 . The profiles in Figs. 12 and 13 are very similar, showing perfect circular contours as expected from our derivation in the last section.
By normalizing the Philips LXHL Zemax simulated data shown in Fig. 12 and plotting along one of the transverse axes, x, we obtain the curve that is shown in Fig. 14. In Fig. 14, we also superimpose our calculated 2D surface intensity distribution fitted over the same range of x position values. In this superimposed plot, we again see that the profiles are similar over a very broad range. Some appreciable differences present in this comparison near the edges of the LED source are expected due to several factors. Firstly, in the Philips radiant intensity data, there is a nonzero shift from the origin of the optical axis, which usually begins at the source surface, i.e., at z = 0 as shown in Fig. 10 . This is equivalent to the parameter 'a' being nonzero in the directivity plot described by Eq. (10). We confirm this because the directivity plot for this LED that can be found in the Zemax library reveals a cardioid profile described by Eq. (10) as seen in Fig. 15 .
In such a directivity plot referenced based on its own axial positioning, there is radiant intensity present even where z is negative, which we know cannot be true for an SMD LED because a surface-emitting LED that is packaged with an opaque substrate cannot emit light from the back of the device. We recall that a Lambertian of the type described by Eq. (1) can only be formed from Eq. (10) when a = 0. Such a Lambertian distribution from Eq. (10) is plotted when a = 0 Fig. 15 . The source directivity plot of the Philips LXHL LED obtained from the actual radiant intensity measurements. The plot is shown on a 2D plane, which is a slice of the cardioid described by Eq. (10) in polar coordinates. Fig. 16 . The red curve is the source directivity plot expected from an SMD LED if a = 0, in Eq. (10), which is equivalent to placing the source at the origin of the optical axis, i.e., z = 0. in Fig. 16 , using the same (ρ, φ ) polar coordinate orientation system as that used in Fig. 15 . We therefore conclude that there is some error associated in our comparison due to reference positioning mismatch associated with the measured data available in Zemax.
Secondly, the Zemax luminance plot in position space does not strictly represent the source surface intensity, i.e., exactly at z = 0. Instead, it is approximated via simulation at the detector plane by propagating the intensity distribution data of the Philips LED a very short distance from the source plane. Thirdly, our calculation represents the source's instantaneous surface intensity and not the steady-state surface intensity that is only reached after a transient period. This is a very important error factor as the true steady-state light intensity distribution can only be reached after the diode goes through a transient period, which generates the tails in the intensity distribution near the edges of the diode's emitting surface [20] . The transient effects include the electro-optic response time of the diode, which is not instantaneous, but rather is in the order of microseconds even for best-in-class diodes.
Finally, invariably, there is some error associated with the measurement of radiant intensity and determining the size of the actual emitting surface of the Philips LED. The Zemax simulation approximates the source size from the radiant intensity data and this introduces some error. Nevertheless, the Zemax luminance simulation representing actual measured data from Philips as well as our calculation both portray quite similar quantification of near field surface intensities from a certain single, flat LED. The comparison in Fig. 14 indeed shows that our calculated surface intensity profile closely matches that of the experimentally measured data within the region where transient effects do not contribute greatly to the spatial intensity distribution.
Derivation of Beam Propagation From the Emitting Surface of a Flat LED Light Source
In the previous section, we derived the closed form solution for the instantaneous intensity distribution on the 2D emitting surface as described by Eq. (16) . It is a closed form solution because C max is entirely defined by the LED source's transverse x and y dimensions, i.e., X L and Y L , as well as its inherent luminance of each radiative e-h pair; and finally |ρ |, which takes on a hard value, i.e., a specific number, when the luminance distribution is measured for the light source using a particular measurement unit, such as the SI unit of cd/m 2 . If C max is determined using the SI unit, |r| and z in Eqs. (15, 16 ) would be some length or distance variable represented in meters. Note that while C max would be determined from Eq. (9), which include |ρ | that comes from utilizing the (ρ, φ, θ) spherical coordinate system, r is a variable defined in the cylindrical coordinate system according to Fig. 9 .
Eq. (16) is a function in space that is described by | f(z)|α r 2 . It is therefore most suitable to utilize a coordinate system that uses the variables ρ, φ, and z. In this coordinate system, the light rays are represented by vector ρ, which is situated at an angle φ from the azimuthal direction, z. The azimuthal direction, z, is known as the optical axis. This is the coordinate system used below in all formulations hereafter and is the same coordinate system used by others in laser beam propagation [21] .
It is widely accepted that lasers produce "Gaussian-like" field distributions at their exit surfaces. A laser beam is typically treated as a Gaussian wave meaning that its transverse wave profile is assumed to be Gaussian on 2D planes perpendicular to the z axis of the coordinate system drawn in Fig. 4 . The formulation of such Gaussian wave propagation in homogeneous media has already been established [22] . However, several assumptions were made that led to this formulation. The first assumption was that a laser produces a "Gaussian-like" distribution, which resulted from some unphysical assumptions such as the exit surface of the laser is infinitely extended in the x and y directions. Further, a real laser output was never proven to be strictly a Gaussian; only that a measured laser light distribution could be fitted with some Gaussian profile [7] , which is true because a measured output of a laser at its exit surface does resemble a 2D Gaussian distribution. Other formulations showed that that a Gaussian function is not the only solution for a laser light output [1] .
The second assumption made in [22] is that the Gaussian beam formed from lasers is due to the lasing medium having an index profile according to Eq. (17) due to heating effects that tend to concentrate index along the center line of the lasing medium. In this work, the wave propagation inside a laser was compared to a case analogous to light passing through a medium where the light rays' optical path length, nz, where n is the medium index of refraction, is proportional to r 2 . Typically this is a phenomenon that occurs when light rays pass through a lens.
In order to achieve such an optical path length, formulation in [22] then proceeded to conclude that the index of refraction of the laser medium needs to vary as n(x, y) = n 0 1 − k 2 2k
A lightwave passing through such a medium will then generate an optical path length proportional to r 2 since r 2 = x 2 + y 2 . A laser medium having this index property will then emit a beam through its exit surface that will then behave like as if it passed through a converging lens.
Because our derivation already shows that the light distribution generated from a flat light source is by nature of the form z = C -r 2 where C is a constant, we need not assume Eq. (17) for 'n' in order to get an optical path length, nz, to be proportional to r 2 !
In the formulation carried out in [22] , the author argues that the optical path of a ray emanated from a laser exit surface needs to change as r 2 because the index inside the laser increases as r 2 . In fact, when a Lambertian optical output in 3D space is generated by a flat light emitter, its azimuthal component must be changing as a function of r 2 as our mathematical derivation shows in Eq. (16) . Therefore lasers and LEDs made as semiconductor flat chips would invariably have these optical properties and we need not make the index of the medium of lasers and LEDs to vary as r 2 .
It is well-known that numeric simulations of optical waveguides with flat emitting surfaces and rectangular guided regions show that the optical modal outputs also look similar to the profiles shown in Fig. 12, 13 , and 14. These optical waveguides need not have an index profile described by Eq. (17) and yet the fundamental mode's light distribution from such a waveguide still shows virtually the same radiation pattern. These waveguides are not "lens-like" media. In case of multimode waveguides, their aggregate modal output, i.e., the superposition of all supported modes also resembles a similar pattern. In fact, the single and multimode lasers and LEDs are now routinely designed using waveguide simulations instead of using a Gaussian formulation extended to include higher order modes that also assumes that the index of the active layer in LED or laser follow some quadratic relation with respect to r. In waveguide simulations for either LEDs or lasers, an index profile of the kind in Eq. (17) is never used; rather a simple step index profile is used, only satisfying that the active layer, i.e., the pn junction region should have a higher index compared to the layers surrounding it. One can also demonstrate using waveguide simulation that a Philips LED LXHL produces a light intensity distribution on its surface similar to that shown in Fig. 14. In fact, simple passive waveguides, as light passes through them also produces a pattern similar to those shown in this figure, at the waveguide's flat exit surface.
The propagation of the beam described by Eq. (16) can be fairly easily obtained since we know the beam profile at z = 0. Following the same arguments used in [22] , [23] , the transverse intensity distribution for the LED described in Fig. 4 at some distance z along this optical propagation axis is given by the electromagnetic wave, E,
where (x, y, z) is the surface intensity distribution at z, k is given by k = 2π λ n and ρ = x 2 + y 2 + z 2 . Assuming the paraboloid beam propagates in the forward z direction in a homogeneous medium where the index is constant in space, Eq. (18) can be simplified as
where ρ and z are related by z = ρ cos(φ). Here we note that at z = 0, E (x, y, 0) = C max -r 2 = C max -(x 2 + y 2 ) = 0 (x, y), where the ranges of x and y are determined from C max . The peak value C max depends the size of the LED and its average luminance generated by the radiative electronhole pairs as we have seen in Section 3. As 0 propagates along z, it's phase "kρ" oscillates as e −i k|ρ| and at z broadens as the projection of ρ on the source plane represented by the vector r at the point (r, θ ) on the xy plane at z = 0 now spreads over a larger radius r where r 2 = x 2 + y 2 as seen in Fig. 17 . The peak of at z where x = y = 0 and ρ = z will diminish as z increases according to C max -(x 2 + y 2 ) where x and y get larger as r increases. The xz planar distribution profiles of at z = 0, z 1 and z 2 are shown in Fig. 17 . The full transverse (x, y) distribution of , i.e., the surface intensity at various z will be a paraboloid similar to that seen in Fig. 11 , which is the distribution for 0 .
The propagation of the transverse intensity distribution along the optical axis has beam confinement according to x 2 + y 2 , which occurs without having to justify that the index of the source medium must take on a profile of the kind described by Eq. (17) . The confinement is spherical on planes perpendicular to z when the source's x and y dimensions, i.e., X L and Y L are equal. When X L = Y L , we would get an elliptical confinement in the planar, transverse intensity distribution. Fig. 17 also shows the directivity of the beam generated by a finite, flat LED and such a behavior is never observed from a point radiant source that generates intensity distribution omni-directionally over the full solid angle range spanning from 0 to 4π steradians.
In the derivations and discussions above, acute caution must be taken to not confuse what luminous intensity distribution represented by the Eq. (9) means, what the surface intensity distribution represented by Eq. (16) means, as well as what the intensity distribution at a planar surface at some distance z given by Eq. (19) means. Luminous intensity at a particular direction represented by the vector ρ is unchanged regardless of the distance of the viewer or detector by definition. For non-lighting or more general applications, it is known as the radiant intensity. The surface intensity on the source's surface at a particular direction is also unchanged and is called luminance or radiance. These are the inherent properties of a radiant source. The surface intensity detected at some distance z is broadened according to Eq. (19) and the broadening can be determined by taking the projection of ρ on to the source's xy plane. Such broadened intensity distribution at the detector planes at various z can be simulated by Zemax [24] . One must also be very cautious to not intermix ρ and r or confuse azimuthal angle φ with the revolution angle θ, no matter which coordinate systems are used.
Conclusions
We have derived the instantaneous near-field 3D luminous intensity distribution for a finite, flat LED and have shown that it is consistent with Lambert's Cosine Law. Such consistency is important because Lambert's Cosine Law, although for an infinitesimal radiation source, must still hold for finite sources in both near and far field conditions. From our closed-form analytic solution for 3D, we derived the instantaneous surface intensity distribution of the LED by taking the projection of the 3D distribution profile onto the LED's surface. This surface distribution, known as luminance in the lighting and display industry, is a paraboloid, which resembles a Gaussian over a substantial part of the transverse domains where the transient effects only play a small role. Transient effects are real and in the future, we shall include an extension of this distribution formulation by incorporating the transit time of a diode that depends on its electro-optic time response and it is expected to generate evanescent tails in our formula at the profile edges [20] . Our future work will also include measurements and calculations of LEDs of various sizes and shapes for the light emitting surface showing the increase of peak intensities as the surface size increases while keeping the drive current constant.
The derived closed-form solution for 3D intensity distribution allowed us to demonstrate the weighting behavior seen in the LID measurements from LED lamps that use a 2D rectangular array of LED modules. Our experimental data and observations show that the Lambertian LIDs are indeed weighted according to the x and y dimensions of the flat LED sources. The magnitudes of the measured LIDs are not associated with our analytic solution in this study because one would have to measure the 'L avg ' equivalent luminance values for the individual LED modules in the experimental samples. These will be included in our future studies.
Based on the closed-form solution, we calculated the surface intensity distribution for an SMD LED and compared it with the measured data obtained for a Philips SMD LED and achieved a very good agreement over a range where transient phenomena do not affect the intensity distribution greatly. Our derived formula for surface intensity distribution provides a unique way to calculate the peak intensity generated by an LED which occurs in the middle of the diode surface. Such an exercise can be carried out by measuring the average luminance of radiative electron-hole pairs via the well-known photoluminescence experiments on semiconductor materials, and using the known physical size of the diode's flat emitting surface. The method will allow one to design an LED with a particular luminance profile without exercising a laborious brute force technique. Controlling of the luminance of a diode and therefore of a 2D diode array offers an important design tool for products in display and lighting applications. In the future, we shall extend our derivations of the LED surface and 3D intensity distributions incorporating the diode transit time effects for spontaneous emission [20] ; and for a laser diode, we shall duly include an avalanche photoemission process that leads to stimulated emission [3] , [20] .
