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2分木の符号化とその応用
清水　道夫＊
CodingofBinaryTreesanditsApplication
Michio SHIMIZU＊
Abstract：Weshowone－OneCOrreSPOndencebetweenallbinarytreeswithninter－
nalnodesandcertainbitstrings，andthenumberofthebitstrings．Wethenshowthe
algorithms of ranking and unranking for the bit strings・As one of application
problem，algorithmsfordrawingofallbinarytreeswithnnodesarediscussed．
1　はじめに
近年，組合せ論的な木の符号化問題，とくに2
分木の符号化問題がいくつか研究されている。2
分木はデータ構造として最も基本的で重要なもの
で，その総数がカタラソ数として容易に表現でき
ることが知られているト3）。木の符号化とは，本
来二次元的である木を一次元的な整数列で表現し
て，ジェネレーティソグ，ラソキング，アソラソ
キソグの3つの基本アルゴリズムを考えることで
ある。ジェネレーテイソグは同じ大きさのすべて
の2分木（実際には対応する整数列）を生成する
ことで，ラソキソグは与えられた2分木（整数
列）の順序（ラソク）を決定することである。ア
ソラソキソグはラソキソグの逆で，ラソクが与え
られたとき対応する木（整数列）を生成する。2
分木の符号化問題は数学的に興味深いものである
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が，応用面としては，木に関するアルゴリズムの
ふるまいを考えるときのラソダムデータとしての
使用を志向している。
いろいろ提案されている2分木の符号化アルゴ
リズムのうち，Zaksの2進数列（ビットストリ
ング）への符号化がいちばん簡潔である。これは，
2分木の内部節に1，葉に0とラべリソグして，
木を先行順（root－1eft－right）にたどったときの
ラベルをならべたものに対応している。このよう
なビットストリソグをⅩ－Seqとよび，辞書式順
序のもとでのジェネレーティソグ，ラソキソグ，
アソラソキソグを考えている。しかし，Ⅹ－Seq
をラソダムデータとして使おうとするとこのまま
では非常に使いにくい。これは，木の構造につい
ての情報が不足しているためと考えられる。
そこで，2分木を虫が這うようにたどったとき
のビットストリソグを考える。虫は根から出発し
て左回りで板に戻って来るが，板から葉に向かう
枝（up）を1，その道（down）を0とする。こ
れに対応するビットストリソグをY～Seqとよぶ。
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Y－Seqは符号という意味では多少冗長であるが，
木の構造を反映しており，いろいろな応用に適し
ている。たとえば，あとで述べるように，2分木
を描画するときのラソダムデータとして使ったり，
2分木間の距離8）（レーペソシュタイソ距離の拡
張）を計算するときのデータとして用いられる。
したがって，符号操作に関するY－Seq自身の性
質を明かにしておくことは意味があると考えられ
る。
まず，Ⅹ－SeqとY－Seqの性質および相互の変
換アルゴリズムを示す。つぎに，Y－Seqに関す
るラソキソグ・アソラソキソグアルゴリズムを考
察する。最後に，符号化問題の－応用として，大
きさ乃のすべての2分木をグラフィック画面に
描画するアルゴリズムを提案する。
2　定　義
2分木の辞書式順序，ラソク，ビットストリソ
グなどを定義する。2分木は，空集合であるか，
または板と2個の2分木（左右の部分木）から成
る。5個の内部節を持つ2分木の例をFig．1に
示す。○は内部節を表し，ロは葉を表す。節を結
ぶものが枝で，ちょうど2本の枝に接続している
節が根である。
2つの2分木間の辞書式順序（1exicographic
Fig．1Anexampleofbinarytree
order）をつぎのように再帰的に定義する。71，
筈はそれぞれ左部分木，右部分木を表す。
［定義1］1）2分木Tとr′に対して，次の条件を
満たすとき，r＜r′であるという。
（1）Tが空（empty）でT′が空でない。また
は
（2）Tが空でないとき
（a）㌫＜㌫′，または
（b）㌫＝㌫′かつ㌫＜㌫′
ところで，乃個の内部節を持つ2分木の総数
如まカタラソ数
で蓑されるが5），‰個の2分木を辞書式順序で並
べた順番をラソクと呼ぶ。
つぎに，2種類のビットストリソグ（bit
String）を定義する。
［定義2］1）次の条件を満足する系列ガをⅩ－Seqと
する。
（1）ガは乃個の1と乃＋1個の0を含む。
（乃≧1）
（2）ガを左から走査するとき，末尾のケタを除
く任意のケタまでの0の個数は1の個数より
も多くない。
［定義3］Y－Seqyを次のように再帰的に培成す
る。
乃＝0：ッ＝≠（空を表す）
乃＝1：ッ＝”1010”
プ乍＞1：ッ＝”1”＋α＋”01”＋β＋”0”
ここに，αとβはⅠα＋βl＝4（乃－1）をみ
たすY－Seqで，＋は文字列のつながり（concat－
enation）を示す。
さらに，ビットストリソグに対する辞書式順序
を次のように定義する。2つのビットストリソグ
を
〟＝α1，的，…，aら，
〃＝ぴ1，が2，…，リガ，
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Tablel RANK，Ⅹ－Seq，Y－Seq
属 ?ﾘ?6W?Y－Seq 
1 ??????011011011010000r 
2 ??????011011101001000 
3 ??????011101001101000 
4 ??????011101101000100 
5 ??????011110100100100 
6 ??????101001101101000 
7 ??????101001110100100 
8 ???????101101000110100 
9 ??????101101101000010 
10 ??????101110100100010 
11 ??????110100100110100 
12 ??????110100110100010 
13 ??????110110100010010 
14 ??????111010010010010 
とする。拘＝時日＝1，2，・‥，レ1）で，〟‘＜仇なる
g（1≦g≦乃）があるとき，祝＜〃であるという。
Tablelに．n＝4に対するⅩ－Seq，Y－Seqを示
す。
3　ビットストリングの性質
ここでは，まずⅩ－SeqとY－Seqが2分木に1
対1に対応していることを証明する。つぎに，Ⅹ
－SeqとY－Seqの共通点を示し，Ⅹ－Seqについて
既に得られている結果が，Y－Seqに対しても適
用できることを示す。
Ⅹ－Seqが2分木に1対1に対応していること
は，文献1）で証明されている。Ⅹ－Seqは2分木
の内部節に1を，葉に0をラべリングして，その
ラベルを先行順に並べたものに対応しており，そ
の長さは2乃＋1である。たとえば，Fig．1の木
に対するⅩ一Seqは11011000100となる。
Y－Seqが2分木に1対1に．対応していること
は，その構成法からも明かであるが，これが組合
せ静における「括弧の問題」6）に置き換えられる
ことに注意すると，より理解しやすくなる。まず，
Y－Seqの”01”を”0”に置き換え，つぎに
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残りの”1”と”0’’をそれぞれ”（”と”）”
に変換する。たとえば，乃＝2に対する11010010
と10110100は，それぞれ（（0）0）と（0（0））に対
応する。そして，括弧のつけかたの数は，カタラ
ソ数に等しいことが証明されており，次の補題が
成り立つ。
［補題1］Y－Seqは2分木と1対1に対応する。
実際，Y－Seqは2分木の根を出発し，左回り
にすべての枝を行きと帰りの2度たどるときの系
列に対応している。：柁個の内部節を持っ2分木の
枝の数は277であるから，行きを1とし，帰りを
0とすると，Y－Seqは長さが4プ官の2進数列にな
る。たとえば，Fig．1の木に対するY－Seqは
11011101001000110100となる。
つぎに，Ⅹ一SeqとYpseqが辞書式順序の意味
で一致していることを示す。
［補題2］乃個の内部節をもつ2つの2分木をそ
れぞれγ，r′とする。7、に対するⅩ－Seq，Y－
SeqをそれぞれX，yとし，T’に対するⅩ－Seq，
Y－Seqをそれぞれズ′，〆とする。このとき，∬＜
∬′（r＜T′）であればッ＜〆である。
（証明）T＜r′ならばズ＜ズ′であることは文献
1）に示されている。まず，2分木の左端路上の
左枝の数と内部節の数が等しいから，この部分に
対するⅩ－SeqとY－Seqの連続する1の数は同じ
である。また，r＜r′であるから，Tとr′を
先行順にたどったとき∫　左端の路長が異なるよう
な部分木Sとぶ′が存在するはずである。部分木
Sに至るまでのガとズ′，および部分・木S′曹こ至る
までのツと〆の部分列はそれぞれ共通であるか
ら，辞書式順序は部分木Sと5′の左端の路長に
よって決まる。したがって，ズ＜ズ′であればッ＜
〆であるといえる。　　　　　　　　（証明終）
とくに，2分木TのⅩ－SeqをX，Y－Seqをy
とすると，ズとッの左端から連続する1の個数は
等しい。このことはTablelを見ても明かであ
る。じつは，Tablelの月はランクを示してお
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り，先に2分一木とビットストリソグとの1対1対
応が証明されたから，2分木のラソクをビットス
トリソグのラソクと考えてもよい。
5節では，2分木およびビットストリソグのラ
ソキソグを考えるが，そのために同じ特徴を持つ
木またはビットストリソグごとにグループ分けし
て，その個数をあらかじめ数え上げておく必要が
ある。その特徴とは，2分木では左端路上の内部
節の数または左端路上の枝の数であり，ビットス
トリングでは左端から連続する1の個数（これを
Lとする）である。たとえば，Tablelでは
月＝1～5がエ＝1，月＝6～10がエ＝2，月＝
11～13がエ＝3，月＝14がエ＝4である。
ところで，左端路上の内部節の数と枝の数が等
しいから，Ⅹ－SeqについてのZaksの結果がY－
Seqにもそのままあてはまる。それによると，内
部節の数が犯で，連続する1の個数（左端路上
の内部節の数）がブ＋1以上である2分木の総数
α（犯，カ　は，
α（搾，カ　＝α（乃言＋1）＋α（乃－1万一1）
ブ＋2
27乍＋ブ （㌫11）（崎≦机）
で表される。この形についての再帰的な関係が，
5節で述べるアルゴリズムのキーポイソトになっ
ている。α（搾，カ　はJの少ないほうに累積した
2分木の総数であることに注意する。たとえば，
Table2　α（搾，カ
＼ ?????????8??H??X?h?x??
1 ??
2 ????
3 店???8???
4 ?H??????????
5 鼎(??#??H???X??
6 ?3(?????C?????????
7 鼎#??度??X??sX?#x??x??
8 ?C3????s(?#sS???X????
9 鼎ツ(?3C3(?#?#??C#?SH?CH????
乃＝4のときα（4，0）＝14，α（4，1）＝
9，α（4，2）＝4，α（4，3）＝1となる
が，これはTablelで確かめられる。Table2
に乃＝1～9に対するα（兜，ブ）を示す。
4　変換アルゴリズム
Ⅹ－SeqとY－Seqの相互の変換アルゴリズムを
示す。つぎの補選は，Y－SeqからⅩ－Seqに容易
に変換できることを示している。
［補題3］Y－Seqは，つぎのアルゴリズムによっ
てⅩ－Seqに変換される。
アルゴリズムYX：Y－Seqを左から右に走査し，
1のつぎの01を0におきかえる。かつ，0のつぎ
の01および0のつぎの0を除く。
（証明）刀についての帰納法により証明する。
［Ⅰ］乃＝1のとき：1010→100
乃＝2のとき：11010010→11000
10110100→10100
だから成り立つ。
［ⅠⅠ］乃＜乃′のとき成り立つと仮定して，乃＝乃′の
ときを示す。
左部分木に対するY－SeqとⅩ－Seqを，それぞ
れ，A A′とし，右部分木に対するY－SeqとⅩ－
SeqをそれぞれB，B′とすると，Y－Seqは1
AOlβ0で表され，Ⅹ－Seqは1A′β′で表される。
ところで，Aと月の末尾のケタはともに0だ
から，Y－Seqから01と0を除くと1A月になる。
帰納法の仮定により，AとβはそれぞれA′と
β′に変換されるから，Y－SeqはⅩ－Seqに変換さ
れる。　　　　　　　　　　　　　　（証明終）
アルゴリズムYXは，YTSeqを一回だけ走査
する。したがって，計算時間はY－Seqの長さに
比例するから，0（乃）である。
つぎに，Ⅹ－SeqをY－Seqに変換するアルゴリ
ズムⅩYを示す。ステップ1のiはⅩ－Seqのケ
タ位置を表し，再はスタックポイソタである。ス
テップ2ではⅩ－Seqの連続する3ケタを調べ，
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条件に合っていればその部分に対応するY－Seq
をスタック月日）に保存する。”102”，”120”
はそれぞれ右部分木，左部分木として結合するこ
とを示している。ここで注意することは，スタッ
クにあとから保存されるものから結合されること
（LIFO）である。これによって結合の順番が保
証されている。ステップ4では部分的な変換が終
了したことを示すために，連続する3けたを”
2”（0と1以外であればなんでもよい）に圧縮
する。これによって，Ⅹ一Seqの長さエが2ケタ
だけ短くなる。エが1になったときに終了し，最
終的なYpseqはB（1）に入る。
アルゴリズムⅩY
ステップ1：ブ＝3，ブ＝0。
ステップ2：ズ＝ズ（1）∬（2）…ズ（エ）のうち，ズ（才一
2）ガ（グー1）ズ（オ）を調べ，それが
”100”であれば，ブ＝∫＋1，月U）＝”1010㌦
ステップ4へ
”102”であれば，月日）＝”101”＋β（カ＋”
0㌦　ステップ4へ
”120”であれば，β（刀＝”1”＋β（刀＋”
010㌦　ステップ4へ
”122”であれば，ブ＝ノー1，月U）＝”1”＋β
U）＋”01∵十月U＋1）＋”0㌦　ステップ4へ。
ステップ3：f＝グ＋1，ステップ2へもどる。
ステップ4：ズ＝∬（1）…∬（才一3）＋”2”＋ズ（才＋1）
・‥ズ（エ）とする。
ステップ5：Z＝オー2，エ＝エー2。
ステップ6：エ＝1ならば終了。
ステップ7：才＝2ならばf＝3とする。
ステップ8：ステップ2へジャソプ。　　　　［］
このアルゴリズムの能率を評価するために，ス
タックの深さとステップ2での比較回数を考える。
Ⅹ一Seqの連続する3ビットのうち，”100”ほす
べて”1010”に変換されてスタックに保存される
から，最大個の”100”を含むようなⅩ－Seqを考
えれば，スタックの深さがわかる。これは2分木
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における部分木の最大数に等しいから（乃＋
1）／2である。たとえば，乃＝9のとき，ズ＝
1100110011001100100を考えると，スタックの深
さは（9＋1）／2＝5となる。つぎに，比較回
数であるが，これはステップ4での圧縮回数に関
係している。圧縮回数は内部節の数邦に等しい
から，比較回数はたかだか，ケタ数－2＋圧縮回
数＝2プ7＋1－2＋乃＝37乞－1となる。したが
って，アルゴリズムⅩYの計算時間は○（乃）で
ある。また，作業領域は，スタックの深さとY－
Seqの長さの積に比例するから0（乃2）である。
5　ランキングアルゴリズム
Y－Seqに．対するラソキソグ・アソラソキソグア
ルゴリズムを示す。ラソキソグアルゴリズムは，
内部節の数nとY－Seqが与えられたとき，ラソ
ク属を求めるもので，アソラソキソグアルゴリ
ズムは，犯と属が与えられたとき，対応するY－
Seqを求めるものである。アルゴリズムは，乃＝
2の2分木を初期木として，左端路上の適当な位
置に乃＝1の2分木を逐次挿入することによって，
任意の木が生成できることに基づいている。挿入
とはFig．2のように，部分木αが右部分木とな
ることであり，丸で囲った部分が乃＝1の木の挿
入を示している。Y－Seqでこの部分を考えると，
α一斗”101”＋α＋”0”
になる。ただし，αが葉のときはα＝””（空）
になる。この考え方はアソラソキングそのもので
／
＝＝⇒・
Fig．2Insertion
? ?
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あり，ランキソグはまったくこの道である。
アルゴリズムRANX
入力乃，ツ：出力属
ステップ1：オ＝邦。
ステップ2：ッをッ＝γ＋”10］∵＋♂のように3
つの部分列に分ける。ここに，γはすべて1から
なる部分列で，その長さを古とする。ズ（才）＝ぶ＋
1。
ステップ3：部分列♂をさらに♂＝α＋”0”＋β
のように3つの部分に分ける。ここに，♂の左端
のケタが0ならばα＝””とし，そうでなけれ
ば，αは（Ⅰαlmod4＝0）かつ（αの1の
個数と0の個数が等しい）を満たす最小の部分列
とする。
ステップ4：ッ＝γ＋α＋β。
ステップ5：ブ＝3ならはステップ6へ，そうで
なければ才＝オー1としてステップ2へ。
ステップ6：ッ＝”11010010”ならばZ＝1とし，
ツ＝”10110100”ならばZ＝2とする。
ステップ7：オ＝3。
ステップ8号＝ズ（f），Z＝Z十α（才，カ。
ステップ9：グ＝乃ならばステップ10へ，そうで
なければ悠＝g＋1としてステップ8へ。
ステップ10：月＝α（犯，0）一Z＋1。　　　　ロ
アルゴリズムRANKの2つの特徴を説明して
おく。1つは部分列αを取り出すところである。
これは部分木に対応しているはずだから，αの
ケタの長さが4の倍数になっていること，および
1の個数と0の個数が等しいことの2つの条件で
判別している。もう1つは，Zをカウントして
いるところである。α（邦吉）は，ブの少ないほう
に累積した数であるから，まず，対象外の個数
Zを求め，最後に全体の数（カタラソ数）から
それを引いてラソク月を求めている。
（例）乃＝8，ツ＝”11011101110100100010001110
100100”のとき，ラソク月を求める。
まず，乃＝8に対して，ブ＋1＝3以上のもの
は対象外であるから，α（8，2）＝572を除く。Y－
seqから”101”と”0”を除くと，乃＝7に対し
てッ＝”1110111010010001001110100100”となる。
ここで，ブ＋1＝4以上のものは対象外であるか
ら，α（7，3）＝75を除く。同様にして対象外の
ものを求めると，
Z＝α（8，2）＋α（7，3）＋α（6，4）＋α（5，
3）＋α（4，2）＋α（3，1）＋1
＝572＋75＋6＋5＋4＋3＋1＝668
となる。最後の1は，クが最終的にツ＝”
11010010”となるからである。よってラソクは
尺＝1430－666＋1＝765
となる。参考までに，クの変化を書いておく。丸
で囲まれたところが削除される。
乃＝8：ッ＝”1①1101110100100010釦1110100100”
乃＝7：ッ＝”11①11010010釦1001110100100”
乃＝6：ッ＝”111◎01001001110100100”
乃＝5：ッ＝”1唾診01001110100100”
乃＝4：ッ＝”1◎01110100100”
乃＝3：ッ＝”q辺1101001咽”
乃＝2：ッ＝”11010010”
アルゴリズムUNRANK
入力乃，月；出カッ
ステップ1：Z＝α（邦，0）一月＋1。
ステップ2：α（乃言）＜Z≦α（乃昌一1）なる才
にたいし，ズ（乃）＝才とする。Z＝Z－α（乃言）。
ステップ3：乃＝3ならばステップ4へ，そうで
なければ乃＝乃－1としてステップ2へ。
ステップ4：Z＝1ならばッ＝”11010010㌦
ぶ＝2とし，Z＝2ならばッ＝”10110100㌦　ぶ＝
1とする。
ステップ5：g＝3。
ステップ6：ッをッ＝γ＋♂のように2つの部分
列に分ける。ここに，Ⅰγl＝ズ（才）－1である。
∫＞ズ（オ）－1ならばステップ7へ，そうでなけれ
ばα＝””（空），β＝♂としてステップ8へ。
ステップ7：♂＝α＋βとする。ここに，αは
2分木の符号化とその応用
（lαImod4＝0）かつ（αの1の個数と0の
個数が等しい）なる最小の部分列である。
ステップ8：ッ＝γ＋”101”＋α＋”0”＋β，
ぶ＝∬（グ）。ステップ9：ブ＝乃ならば終了，そうで
なければブ＝グ＋1としてステップ6へ。　　　□
RANKおよびUNRANKの計算時間は，2か
ら犯までの各ループにおけるY－Seqの長さに比
例するから0（乃2）である。なお，ラソク属の
Y－Seqは，UNRANKのかわりに，Ⅹ－Seqに対
するアソラソキソグと変換アルゴリズムⅩYの
組合せによっても求めることができる。Zaksに
よると，Ⅹ－Seqに対するアソラソキソグの計算
時間は0（乃）で，アルゴリズムⅩYが0（乃）
だから，ラソク月のY－Seq・を0（乃）の計算時
間で求めることができる。ただし，アルゴリズム
ⅩYの作業領域が0（乃2）であるのに対し，
UNRANKの作業領域は0（乃）である。
6　2分木の描画
Y－Seqによる符号化の一応用として，大きさ邦
のすべての2分木をグラフィック画面に描画する
方法を提案する。このアルゴリズムは2段階から
成っている。
（1）与えられたnに対するすべてのYTSeqを
生成する。
（2）生成された個々のY－Seqをもとに，2分
木を画面に措く。
大きさ乃に対するすべてのY－Seqを生成する
には，2通りの方法が考えられる。一つは，大き
さのに対するカタラソ数古刀をもとめ，ラソク1
～毎に対して前節のアソラソキソグアルゴリズム
UNRANKを適用する方法である。もう一つは，
つぎに示すZaksのジェネレーテイソグを用いる
ものである。このアルゴリズムは，大きさ乃に
対するすべてのⅩ－Seqを容易に生成する。そし
て，4節のアリゴリズムⅩYによって個々のⅩ－
SeqからY－Seqに変換すればよい。
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述を簡潔にするために，Ⅹ－Seqのビット1のケ
タの位置を表す整数列Z－Seqを用いる。たとえ
ば，Ⅹ－SeqlOllOlOOに対するZ－Seqは1346であ
る。つぎのアルゴリズムGENEは，Z－Seqを
（Z）＝Z（1），Z（2），…，Z（乃）で表し，（Z）から
（Z′）を求める。Z－SeqからⅩ－Seqへの変換は明
かであろう。
アルゴリズムGENE
ステップ1：初期設定として〈Z）＝1，2，・・・，乃
を与える。
ステップ2：（Z）を右から左に走査し，ZU）＜2
ノー1をみたす最右のけたブをみつける。そのよう
なケタが存在しないときは終了。
ステップ3：Z′（オ）＝Z（ブ）膏＜ノ，
Z′U）＝ZU）十1，
g′（才）＝Z′（才一1）十1，
才＝ノ＋1，・‥，犯。
ステップ4：（Z′）をあらたにくZ）とし，ステ
ップ2へジャソプ。　　　　　　　　　　　　　□
つぎに，個々のY－Seqから一定の条件で2分
木を措くアルゴリズムDRAWを示す。ここに，
一定の条件とは，親が左子と右子の中間にあるこ
と，同じレベルの子は一直線上にあること，レベ
ル間の距離は等しいことなどである。枝がなるべ
く交差しないように，板からはなれるほど同じレ
ベルの節の間隔が狭くなるようにしている。変数
才はY－Seqのケタの位置を表し，Tは木の深さ
を表す。
アルゴリズムDRAW
ステップ1：オ＝1，r＝0：初期設定。
ステップ2：r＝T＋1：アップ。
ステップ3：SUBl：左枝をかく。
ステップ4：ブ＝オ＋1：つぎのケタ。
ステップ5：ッ（f）＝1ならばステップ2へジャ
ソプ。
ステップ6：SUB2：左枝をもどって右枝をか
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く。
ステップ7：£＝f＋2：つぎのつぎのケタ。
ステップ8：ッ（才）＝1ならばステップ2へジャ
ソプ。
ステップ9：SUB3：右枝をもどる。
ステップ10：T＝r－1：ダウソ。
ステップ11：r＝0ならば終了。
ステップ12：才＝才＋1：つぎのケタ。
ステップ13：ッ（オ）＝0かつツ（f＋1）＝1ならばス
テップ6へジャソプ，そうでなければステップ9
へジャンプ。
サブルーチンの変数：∬1，g2：Ⅹ座標，yl，
y2：Y座標，Ⅳ：Ⅹ軸方向変位，刀：Y軸方向
変位
SUBl：∬2＝g1－1γ／r：y2＝yl＋刀：
LINE（ズ1∴yl）－（ズ2∴y2）：gl＝g2：yl＝
y2
SUB2：∬1＝gl＋lγ／r：yl＝yトか：
g2＝方1＋Ⅳ／r：y2＝yl＋β：LINE（ズ1，
yl）－（g2∴y2）：gl＝g2：yl＝y2
SUB3：gl＝ズトⅣ／r：yl＝yl一刀　　□
Fig，3　Anexample（n＝8，R＝765）
ここに，LINEは2点間に直線を引くことを意
味している。例として乃＝8，月＝765に対する
画面表示のハードコピーをFig．3に示す。アル
ゴリズムDRAWの計算時間はY－Seqの長さに
比例するから，0（乃）である。
7　おわりに
符号操作に関するY－Seqの性質として，Ⅹ一
Seqとの変換やラソキソグ・アソラソキソグが可
能であることを述べた。ジ・ェネレーティソグにつ
いてはいまのところ効率のよい方法がみつかって
いないが，部分木のローテーショソ（rotation）
による方法が可能と考えられる。これは分類
（sort）や探索（search）における2分木の更新
（update）を表現しており，ラソダムデータとし
てY－Seqを用いる意味からも興味深い。
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