Abstract-In this paper we propose a simple method for generating binary short-length rate-compatible families of codes that are robust to non-coherent detection for M -PSK constellations. We use a greedy algorithm to first construct a family of rotationally invariant codes with respect to M -PSK modulation. Then, by properly modifying such codes we obtain codes that are robust to non-coherent detection. For a special case of QPSK constellation, we use our algorithm to create binary codes with lengths up to N = 256. Our method provides an upper bound for the length of optimal codes with a given desired non-coherent distance. We shortly discuss the optimality of our scheme and provide several simulations to evaluate the performance. Finally, we discuss the code construction problem for the frame header with a desired codeword error probability (CEP) and derive a simple upper bound on CEP of codes with a given non-coherent distance.
I. INTRODUCTION
I N this paper we address the design problem for short-length rate-compatible (RC) codes for non-coherent channels. First, we describe a specific system scenario, namely signaling in a precoded satellite system, where short codes robust to non-coherent detection are required by the system model for physical layer header (PLH). Then, we propose a rather simple strategy to design such codes. The coding and modulation design for non-coherent channel has been addressed since very first days of invention of communication theory (see for example [1] and references within) and hence the literature on the subject is quite rich, addressing different system models and strategies to achieve the corresponding capacity.
At least two main approaches are presented in the literature following essentially two different strategies. The first approach is based on pairing a good capacity achieving code (LDPC, Turbo, ...) with an optimized constellation space for non-coherent channel. In this approach, the main goal is to find the capacity achieving (optimal) distribution of the signal space for the given channel model. For details on some of the results obtained in this direction we kindly refer the readers to [2] - [4] . It is important to notice that in all these works the constellation is considered to be infinite and the system performance is studied asymptotically. For finite constellation sets, the problem of finding the optimal constellation is in general an open problem even in the case of coherent detection. Indeed, in this case, one may fix the constellation and then design the channel coding (and possibly the constellation labeling) for non-coherent detection. This is also the strategy that we pursue in this paper. The main idea in this case is to maximize the so called non-coherent distance, d
nc of the code. Several authors investigated the coding design problem for specific cases of M-PSK, APSK, and QAM constellations, see for example [5] - [10] and references within. In the following, we briefly review some of the above works that are directly related to the problem we are considering in this paper.
In [5] the authors study the coding design problem for the non-coherent AWGN channel assuming a M -ary phase shift keying (PSK) modulation scheme. In particular, a coding design over Z M based on exclusion of unwanted codewords is proposed and codes up to length N = 15 and information vector size K = 10 over Z 4 and Z 8 are constructed. In this method there exist an isomorphism between the ring over which the code is defined and the modulation scheme. This isomorphism also implies the constellation labeling. Therefore, appropriate modifications are needed to design binary codes with a given (Gray) labeling. The results in [5] are mainly based on numerical approaches. F-W. Sun and H. Leib in [6] extend these results by providing a analytical framework. This is done by showing the relation between the non-coherent distance and those of Euclidean and Lee distances. In a series of papers, the authors in [7] - [9] study the block-coded modulation for MPSK, QAM and APSK constellations. In particular, the minimum non-coherent distance is obtained separately for each constellation and a given labeling.
The system model introduced in previously mentioned works do not perfectly match with the system scenario that we are interested in this paper. Moreover, to the best of our knowledge, the optimal codes, or theoretical lower and upper bounds, on the needed code length as a function of k and d nc have not been obtained in the literature. In this paper, we first discuss in some details the system model that we are interested in and motivate the reason for which shortlength codes with non-coherent detection are needed. Then, we propose a method to obtain such binary codes by modifying the generator matrix of rotationally invariant codes. Finally, we use a greedy algorithm for optimizing the d nc of codes with codeword lengths up to N = 256 and information vector lengths up to K = 15. We summarize the results of obtained The rest of this paper is organized as follows. In Section II, we describe our system model and define the problem we intend to resolve. We also introduce the notation and basic concepts used in this paper. In Section III, we present the proposed coding design for the non-coherent detection and provide the tables for the optimized codes with code lengths up to N = 256 and information lengths K = 15. in Section IV we derive a simple upper bound of the error probability as a function of SNR and the minimum non-coherent distance of a code. This upper bound is then used to select the desired codes to design the PLH. Finally, we conclude the paper in Section V and discuss some possible future research directions.
II. SYSTEM MODEL AND PROBLEM DEFINITION
Non-coherent detection is an attractive technique in several communication scenarios. Two examples are systems without carrier phase tracking and AWGN channels with flat fading channels when the effects of the phase rotation is considered independently of the amplitude variation. In this paper, we consider a precoded satellite system and explain the reasons for which non-coherent detection of PLH is needed in such system scenarios.
In order to describe our system model we confine ourselves to the specifics of the digital video broadcasting standard (DVB-S2X) [11] . However, our assumptions are valid for a wide range of satellite communication systems (not broadcasting) where adaptive coding and modulation (ACM) is employed. In ACM schemes the forward error correction (FEC) rate and the modulation schemes are selected from a list depending on the channel state information (CSI) in order to maximize the throughput of the channel [12] . At the receiver side, before detecting/decoding the so called FEC frame, one needs the knowledge about the coding rate and the modulation scheme. These information, referred to as physical layer header (PLH), are encoded and sent before each FEC frame. The PLH headers in DVB-S2X and DVB-T have constant length, however, as it has been shown in [13] - [15] considerable gains on average code lengths may be obtained by employing variable length coding technique for PLH.
In DVB-S2X, in order to track the carrier phase, usually a sequence of pilot symbols are transmitted in between of blocks of data sequences. The pilot symbols are chosen from the QPSK constellation and are known to the receiver. By using techniques such as phase-locked loop (PLL) one can estimate the carrier phase for all data sequences. The residual phase noise after the PLL is usually modeled as white noise and can be further handled by, for example, optimizing the constellation space [16] .
Recently, it has been shown that precoding can provide significant gains in multi-beam satellite systems with interference [17] , [18] . In this paper, we consider the effect of precoding on the detection of PLH and FEC frame. The main problem is that the precoder matrix, used to reduce interference, is known at transmitter but not at the receiver. The effect is that received signal in the precoded section is affected by a constant but unknown changes of the phase (and the amplitude) of the received signal. In such cases, the common pilots, not precoded, cannot be used to estimate the phase in the precoded parts. One way to solve this problem is to design the PLH code such that non-coherent detection is possible. In this way, after PLH detection, we can derive an estimation of the phase change due to the precoding matrix for the following FEC block of data. The PLH codes are usually short, having lengths up to few hundreds of symbols (90 symbols for normal MODCODs and 900 symbols for VL-SNR MODCODs in DVB-S2). One of the characteristics of such a system, that distinguish it from the previous system models, is the fact that not all PLH in a super frame may be precoded with the same precoder. Therefore, the phase estimation may be independent from one PLH to another. Our main problem is then to design short finite-block length codes for PLH that are robust to noncoherent detection. In the next section we provide a simple way to construct such family of codes.
The received signal can be written as y k = x k e jθ k + n k where x k is the transmitted symbol, n k is the additive white Gaussian noise and θ k is modeled as a random process with first order statistic uniform in [0, 2π]. Different code design approaches stem from the difference of the coherence time T θ of the phase process θ k and the codeword length N . Given the above discussion, in our case, we assume T θ ≫ N so that we can drop the subscript k from θ and write y k = x k e jθ + n k .
III. ROTATIONALLY INVARIANT CODES
Since in DVB standard the PLH is modulated using the QPSK constellation, we present our code construction assuming QPSK modulation scheme. Later, we generalize the method to include any M -PSK constellation. The main goal of this section is to design the block codes with the given noncoherent minimum distance assuming rotations of π/2, π and 3π/2. Our strategy is first to construct a rotationally invariant code with respect to the QPSK constellation and then reduce it to a code robust to non-coherent detection.
A codebook S for M -PSK constellation is rotationally invariant when all the 2π/i, i = 1, ..., M rotated versions of any codeword belong to the codebook. For QPSK constellation and linear binary block codes, this condition is equivalent to impose that both 10 and 01 codewords belong to the binary codebook C. To see this in more details, let us denote the QPSK constellations with Gray mapping and the corresponding symbols as QP SK = {00, 10, 11, 01} → {0, e jπ/2 , e jπ , e −jπ/2 }, Denoting by s the mapping from the binary codebook to the codebook for QPSK, for the rotationally invariant codes we have, if s(c) ∈ S, then where ⊕ is the binary sum and a indicates the sequence obtained by repeating a for a given number of time. The generating matrix G for a rotationally invariant code must then be equivalent to one having 10 and 01 as the first two rows. The main idea is that constructing a good generating K × N matrix G with the first two lines constrained to be 10 and 01 provides the generating matrix of a good (K − 2) × N code for non-coherent detection with QPSK. This is done by simply eliminating the first two rows (and hence 10 and 01 codewords) of the corresponding generator matrix. Similarly, one can see that constructing a good generating K × N matrix G with the first line bounded to be 1 automatically provides the generating matrix of a good (K − 1) × N code for noncoherent detection with BPSK.
It is important to notice that this construction may not be an optimal in general case. That is, starting from an optimal rotationally invariant code constructed as discussed before and eliminating the first two rows, may not result in an optimal code for non-coherent detection with the given parameters. However, the resulting code is "good", in the sense that the non-coherent minimum distance of the obtained code is always greater than or equal to the minimum distance of the corresponding rotationally invariant code. This is because eliminating the rows of the generator matrix can only increase the minimum distance of the code.
A. Construction of good rate-compatible codes
In this part we provide a simple approach based on greedy algorithm to construct the generating matrices G (n) of a family of good rate-compatible codes with dimension K. A step by step description of the algorithm is provided in Algorithm 1. In step 2, we initialize the generator matrix as G (0) = I K where I K is the identity matrix. The reason is to avoid codes with rates higher than 1 and d min = 0. In step 4, w H denotes the Hamming weight of a given vector. The main idea behind the algorithm is to add, at each step, a new column to the generator matrix such that the minimum distance of the resulting new code is increased as much as possible. The algorithm stops when a target desired minimum distance, d t min , is achieved. At each step, the column that is added to the generator matrix is checked to be different from all the existing columns. While this condition is not essential, but it guarantees that when N = 2 K − 1, the optimal code which is the maximum length code is obtained.
Despite its simplicity, this algorithm provides a family of RC codes with performances close to those of optimal codes. The optimal minimum distance (optimal codes) are known for all values of K = 2, . . . , 15 and N = 2, . . . , 250. Routines to construct optimal codes can be found in [19] . In Table I we compare the minimum distances that are obtained for each pair [N, K] using Algorithm 1 with the optimal codes. The first column report the values of K. The second column reports the difference between the minimum distances of the optimal codes and those obtained by the greedy algorithm averaged for all possible values of N in the interval [15, 256] . The third column only reports the worst case, i.e., the maximum of the differences between the two minimum distances in the given interval for N . It is important to notice that for K = 2 the Cordaro-Wagner codes are optimal and the greedy approach indeed results in the same codes. Also for K = 3 3: For all increasing n starting from 0: 4: Construct the list of non-zero input words U generating the minimum distance codewords (nearest neighbors):
Find a new column vector g (n+1) ∈ U , to be appended to G (n) , that reduces as much as possible the number of nearest neighbors and is different from all the columns
If there is more than one vector satisfying (1), pick a random one. If the maximum coincides with |U|, minimum distance increases. 6: Append the vector g (n+1) to G (n) : the solution obtained by our approach is always optimal independently from the value of N . By increasing K we diverge from the optimal codes, however, for K ≤ 7 the results are still surprisingly near to the optimal codes. This observation, encourages us to use the same algorithm to design also rotationally invariant codes. As a final note, it is important to notice that our construction provide us with a family of rate compatible codes, as a code of length N is obtained by adding a column to the generator matrix of a code with length N − 1. 
B. Construction of QPSK rotationally invariant codes
In order to construct rotationally invariant codes, the algorithm can be modified to include constraints on rows of the generating matrix. For example we have seen in the previous section that generating matrices of binary codes for rotationally invariant codes for QPSK type constellations must include in their generating matrices the two rows 10 and 01. In this case, the equation (1) in the Algorithm 1 can be modified as
As before, we assume that g n+1 is chosen such that g n+1 = g (i) , ∀i ≤ n in this equation. Moreover, the G (0) should be chosen carefully to be a full rank square matrix with the first and second row being the alternative sequences. This will force the first row of the generator matrix to be 10 codeword and the second one to be 01. By eliminating the first two rows, we can then obtain the code for the non-coherent detection. The results of constructed codes are reported in Table II , where we compare the minimum distance of rotationally invariant codes with those of optimal codes. The main observation is that for K ≤ 4 there is a large difference between the two minimum distances. This can be alternatively interpreted if we look at the needed code length for a given desired minimum distance. In other words, for a small and fixed value of K, the rotationally invariant code that achieves a target minimum distance is considerably longer than the optimal code. However, as K increases, this difference becomes practically negligible. Finding an analytical explanation or some tight lower and upper bounds can be an interesting subject for future research. Finally, we report the code parameters [N, K, d min ] for a selected values of K and d min in Table III . As it can be seen, for large K, the difference between the lengths of RC codes and rotationally invariant codes becomes almost negligible.
C. Generalizing to M -PSK constellations
Generalizing our construction method to codes that are rotationally invariant with respect to M -PSK constellation is rather straightforward. Notice that in this case m = log 2 M bits are associated to each constellation point. In order to guarantee that the codebook is invariant with respect to M possible rotations 2π/i, i = 1..., M , we should make sure that M codewords, each made periodically from all possible strings of length m, belong to the codebook. We guarantee this by constructing a generator matrix where the first rows are selected properly. The effect of any of the rotations of M -PSK can be seen as adding the codebook with a codeword. This codeword depends on the labeling of the symbol and characterizes the rotation. Notice that, since we are considering the linear codes, adding any two codewords results in a new codeword of the code. Therefore, not all M codewords are needed to be added to the generator matrix. Indeed, only m codewords should be added as the first rows of the generator matrix. These m codewords should be linearly independent and periodic. Any other rotation can be considered as adding the codebook with a periodic codeword which can be obtained as a linear combination of these m codewords.
The chosen set of m codeword is not unique. The simplest solution is to select all the unit sequences of length m and built the periodic codewords based on them. This set, being independent, makes a bases for all the needed periodic codewords. For example, for 8-PSK constellation, the codewords 100, 010 and 001 make a basis for all periodic codewords with period length 3 and can be chosen as the first 3 rows of the generator matrix.
IV. CODE SELECTION FOR PLH
In this section we first provide a simple upper bound on codeword error probability and then show by an example how a constant length PLH code can be selected from Table  III under a realistic scenario. We again assume a QPSK constellation set through this section. The generalization to M -PSK constellations is rather straightforward.
Going back to the coding design problem for PLH, given the desired probability of error and the channel SNR, one needs to construct the code with the shortest possible length. Therefore, a relation between these parameters is needed in order to choose a code from the table provided in the previous section. A rather simple upper bound to the word error probability using the code generating matrix, G, under coherent detection takes the following form (see for example [20] )
where A d is the number of codewords with Hamming weight d and second inequality is obtained by splitting the union bound, enumerating in A d,i the codewords with Hamming weight d associated to the four possible configurations of the first two bits of the information word.
As discussed earlier, starting with the generating matrix G of a rotationally invariant code and parameters (N, K), one can construct the generating matrix G ′ of a (N, K − 2) code that is robust to non-coherent detection by removing the first two rows (10 and 01) from G.
When using non-coherent detection on QPSK, it can be demonstrated (see for example [21] that the pairwise error probability is upper bounded by
where
and z i ∈ {00, 01, 10, 11}. Equation (3) can be further upper bounded by
We can now write the following chain of inequalities for computing an upper bound to the error probability using noncoherent detection P (u)
where the second identity stems from the linearity of code. Notice that this bound is similar to that obtained for P (c) w (G). This provides us with a relation between the desired word error probability, minimum distance and SNR of the channel. Assuming 256 different MODCODs, one needs K = 8 bits in order to distinguish between them. Given a desired error probability of P 
V. CONCLUSIONS AND FURTHER RESEARCH
In this paper we have presented a strategy to design shortlength rate-compatible codes with non-coherent detection capabilities. We discussed in some details a system scenario, i.e., the coding for PLH in precoded satellite broadcast systems, where such codes are necessary to correctly detect both PLH and the following FEC frame. A greedy algorithm has been used to construct the desired codes. Our method provides an upper bound of the code length needed to assure a given non-coherent distance between the codewords. The research can be extended in several ways. For example, it will be interesting to provide some theoretical upper and lower bounds for the finite-block length coding design with a desired noncoherent distance. Another possible study, is to change the constellation space instead of using non-coherent detectable codes. As an example, by adopting a 1-3-APSK constellation one may be able to design shorter codes due to the fact that the non-coherent detectability as defined earlier may not be needed any more. In general, designing the constellation space by optimizing an opportunistic objective function (using for example the techniques proposed in [16] and [22] ) to reduce the code length is an interesting research topic. Some works in this direction are undergoing.
