Many iterative linear solver packages focus on real-valued systems and do not deal well with complex-valued systems, even though preconditioned iterative methods typically apply to both real and complex-valued linear systems. Instead, commonly available packages such as PETSc [1] and Aztec [2] tend to focus on the real-valued systems, while complex-valued systems are seen as a late addition. At the same time, by changing the complex problem into an equivalent real formulation (ERF), a real valued solver can be used. In this paper we consider two ERF's that can be used to solve complex-valued linear systems. We investigate the spectral properties of each and show how each can be preconditioned to move eigenvalues in a cloud around the point (1,0) in the complex plane. Finally, we consider an interleaved formulation, combining each of the previously mentioned approaches, and show that the interleaved form achieves a better outcome than either separate ERF.
INTRODUCTION
This paper describes an effective extension of a real-valued preconditioned iterative solver package for complex-valued linear systems (1) ,
where C is an m-by-n complex matrix, d is a known n-by-1vector and w is an unknown nby-1 vector. There are few complex-valued solver packages available to solve this system. Here we solve this system using an equivalent real formulation (ERF). This paper explores several topics left for further research in the paper by Day and Heroux [3] , who first introduced the topic. K1 formulation,
II. PROPECTIVE ERFs K3 formulation, In order to derive ERFs for equation (1) , we begin by writing (1) For future reference, we shall denote the matrix associated with the K1 to K4 formulations by K 1 to K 4 , respectively. Along with these four real formulations, there is also a combined formulation K14, which is expressed as an interleaved ERF. In the future, the matrix associated with K14 will be denoted by K 14 . We will discuss K 14 in Section IV.
The eigenvalues of the matrices in the K2 and K3 formulations are in problematic configuration because any hull containing the spectra necessarily contains the origin, which degrades the convergence rate of an iterative method such as GMRES [5] . The other reasons for this are beyond the scope of this paper. Matrices in the K1 and K4 formulations are more promising because they have more favorable spectral properties, and can be preconditioned to move eigenvalues in a cloud around the point (1, 0) in the complex plane. This makes the convergence rate of an iterative method, such as GMRES [5] , more robust. It also impacts on the reflection of the eigenvalues of the complex matrix and the ERFs K1, K4 and K14 respectively. Table 1 summarizes the spectral properties of K 1 to K 14 . Since K1 and K4 formulations are more promising than K2 and K3, we want to determine if either K1 or K4 would be the best one to find a solution. Success with the K1 and K4 formulations depends on the quality of the preconditioner but the slower rate is due to the spectral properties of the ERF.
For the K1 formulation, the spectrum of K 1 should not present a major dilemma to an iterative method such as GMRES, given all the eigenvalues of C are on one side of the imaginary axis. However, K 1 will have twice as many problematic eigenvalues if C has eigenvalues on both sides of the imaginary axis and this is a property that degrades the GMRES convergence rate. Most importantly, the convex hull containing the eigenvalues of K 1 will also contain the origin. For the K4 formulation, the eigenvalues of K 4 will be in the right half plane as long as all the eigenvalues of C are in the upper half plane. The K4 formulation is actually a constant variation of the K1 formulation.
(2d)
It has been shown [3] that if C is Hermitian then K 1 is symmetric and the convergence rate of an ERF is identical to the convergence rate with the original complex formulation. However, if this is not the case there are different results based on the eigenvalues of the complex matrix. This will be demonstrated below.
III. BASIC PROPERTIES OF ERFs
In this section we present a simple example to illustrate the important properties of each ERF. This example illustrates the distribution of the eigenvalues of a complex matrix C that has eigenvalues on one side of the imaginary axis, and then shows how that impacts the eigenvalues distribution of K 1 , K 4 , and K 14 , respectively.
The original matrix C is a tridiagonal matrix of the form show scatter plots of the eigenvalues for the matrix C and its K1 and K4 formulations. Denoting the spectrum of a matrix A by σ(A), we see from these figures that σ(K 1 ) contains the σ(C) and the reflection of σ(C) across the real axis. σ(K 4 ) is obtained from the σ(C) by rotating σ(C) by 90 degrees clockwise and then reflecting across the real axis.
For the K14 formulation, the eigenvalues of the matrix K 14 act the same way as those of matrix K 1 .
In general, we can summarize the spectral properties for the K1 through K4 formulations using Table 1 , reproduced from [3] .
Matrix
Spectral Properties
If C is Hermitian (positive definite) then K 1 is symmetric (positive definite).
If C is symmetric then K 2 is symmetric.
If C is Hermitian (positive definite) then K 4 is skew symmetric (with eigenvalues that have positive imaginary parts).
If C is Hermitian (positive definite) and the diagonal values have larger real part, then K 14 is symmetric (positive definite).
(iii)
If C is Hermitian (positive definite) and the diagonal values have larger imaginary part, then K 4 is skew symmetric (with eigenvalues that have positive imaginary parts). 
From the example in section III, we can see intuitively that the K1 and K4 formulations will be desirable ERF's in a different setting. When σ(C) tends to have eigenvalues with large real parts, K1 would tend to cluster the eigenvalues around (1, 0) in the complex plane.
When these eigenvalues have large imaginary parts, K4 would be a better formulation.
In this section we introduce the K14 formulation that attempts to provide a combined approach using a simple heuristic. In the K14 formulation, we interleave the individual K1 and K4 formulations for each equation of the complex matrix. Interleaving is done by permuting and scaling the real matrix. Permutation of the matrix is necessary for both theoretical and computational reasons. The process of interleaving is demonstrated below. Success with the K14 formulation depends on the real and imaginary parts of the eigenvalues. The major part of the solution depends on eigenvalues. Eigenvalues help to be familiar with the speed of the iterative method and the better the iterative method is, the better the solution. Success also depends on the quality of the preconditioner. In fact, our experience shows that for the classes of problems we are solving, in particular eigenvalues problems for computational fluid dynamics, interleaving leads to better diagonal precondtioners.
The following example demonstrates an interleave process for a simple 2-by-2 complex matrix for form a K14 formulation.
Let C w = d be a 2-by-2 complex system with C explicitly defined as follows: We now observe that both the formulations have the same linear solutions. It is always true that K1 and K4 formulations should have the same solutions, and it is also true that the K14 formulation should have exactly the same solutions as the K1 and the K4 formulations.
The K14 formulation interleaves the K1 and K4 formulations on an equation-byequation basis by looking at the diagonal entries of the complex matrix C.
In particular, for each diagonal entry, if the imaginary part of the entry is greater then the real part, then we use K4 for that equation.
Otherwise, we use the K1 formulation. For the example above, the K14 formulation is, In examining the K14 formulation, we observe that the diagonal values are larger in size than the diagonal values in the individual formulations. When the diagonal values are larger, many preconditoners tend to be more effective. In fact, one could introduce a thesis for matrices with larger diagonal values and the effect of using the preconditioners such as Jacobi and Gaussian Elimination methods.
V. PRECONDITIONING ERFs
Preconditioning can be done in many different ways, and hence in trying to solve the original complex system in equation (1) via the K1 formulation in equation (2a), the most fascinating question is how to precondition K 1 . Standard realvalued preconditioners such as Jacobi, Gauss-Seidel or ILU applied directly to K 1 are not robust enough for our needs. Furthermore, the ordering of the unknowns is unsuitable for sparse matrix operations related to factorization, particularly ILU preconditioning [3] . A good preconditioner makes the iterations of K formulations comparable to that of solving the original complex problem, with a true complex preconditioned iterative solver. Convergence often can be accelerated substantially by preconditioning, which can be thought of as implicitly multiplying matrix A by matrix M -1 , where matrix M is a preconditioner that we define. We start with a matrix equation
and assume that there exist a lower triangular matrix, L, and an upper triangular matrix, U, such that A = LU. Further assuming that both L and U have inverses, equation (1) can be rewritten as follows,
Since L -1 L = I and U -1 U = I, then
(2)
The goal of preconditioning is to find L and U such that A ≈ L U. The better this approximation, the better the solution, equation (2), to equation (1) . For this research, we use the Incomplete LU (ILU) factorization preconditioner discussed by Saad [4] . This produces a lower triangular matrix, an upper triangular matrix, and a permutation matrix.
VI. FORMULATION OF K 1 , K 4 , AND K 14
The ILU factorization is often used for sparse matrices, and the approach that gives a better result is one that preserves the sparsity pattern of the complete matrix C. The entries of a block entry sparse matrix are all (small) dense (sub-) matrices. The K formulation preserves the non-zero pattern of the block entries with the effect of doubling the size of each dense sub-matrix.
In the K formulation, c pq = a pq + i b pq corresponds, via the scalar K1 formulation, to the 2-by-2 block entry of the 2m-by-2n real matrix K given by 5  5  5  5  1  5  1  5   55  5  5  1  5  1  5   4  4  4  4  3  4  3  4   4  4  4  4  3  4  3  4   4  3  4  3  3  3  3  3  1  3  1  3   4  4  4  3  3  3  3  3  1  3  1  3   3  2  3  2  2  2  2  2   3  2  3  2  2  2 In the related real formulations, this is a way to preserve the non-zero structure in the block entries. We can see the tridiagonal pattern in Figure 4 . We can generate the matrices K 4 and K 14 in a similar manner via the scalar K4 and K14 formulations, respectively. Figure 4 shows the non-zero pattern associated with the matrix C in Equation (3). Figure 5 shows the non-zero pattern that would be generated by any of the K formulations. Note how it preserves the sparsity pattern, but in block form. 
VII. PRECONDITIONING IMPLEMENTATION
The properties of the K formulation defined in section VI enable the preconditioned iterative solvers for complex linear systems to provide a better result. We can efficiently compute and apply the exact equivalent of a complex-valued preconditioner. K1 and K4 formulations have nice spectral properties; hence these formulations lead to convergence that is competitive with the true complex solver. Similarly, the properties of the interleaved formulation defined in section IV enable us to re-boost the solution.
The K14 formulation can be used to obtain better ILU factors.
The command luinc, from the software MATLAB, was used to produce a unit lower triangular matrix, an upper triangular matrix, and a permutation matrix. We implemented the precondition in two ways. One way was by producing L and U from the original complex matrix, and using the same preconditioning to find the solutions for the K1 and K4 formulations. For example, let C be the complex matrix. We get L and U from [L, U] = luinc(C,'0'). Transforming this into the K1 transformation of L we get L1 = K1(L). What happens here is that the new L1 is no longer a triangular matrix. We can see this in the following example:
Let L be a 2-by-2 lower triangular matrix,         = 
