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Fakultete za računalnǐstvo in informatiko Univerze v Ljubljani. Za objavo in
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Tematika naloge:
Konvolucijske nevronske mreže so se v zadnjem desetletju uveljavile kot do-
minantna metodologija na področju računalnǐskega vida. Pred kratkim je
bila predstavljena različica, ki temelji na zveznih konvolucijskih jedrih DAU.
Za razliko od klasičnih jeder, slednji omogočajo učenje velikosti zaznavnega
polja, kar lahko izbolǰsa predikcijsko točnost mrež. DAU vsebuje še vedno
veliko parametrov, saj obravnava vse vhodne kanale neodvisno. V nalogi
razǐsčite možnost zmanǰsevanja števila parametrov (prostostnih stopenj) z
vstavljanjem omejitev v jedra. Vpliv zmanǰsevanja prostostnih stopenj ana-
lizirajte eksperimentalno na izbrani domeni.
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4.3 Referenčne arhitekture . . . . . . . . . . . . . . . . . . . . . . 23
4.4 Rezultati . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5 Sklep 29
5.1 Nadaljnje delo . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Literatura 31
Povzetek
Naslov: Konvolucijske nevronske mreže DAU z reduciranimi prostostnimi
stopnjami
Avtor: Marko Rus
Konvolucijske nevronske mreže dosegajo izjemne rezultate na področju raču-
nalnǐskega vida. Osrednja operacija teh mrež je konvolucija z jedrom majhne
in nespremenljive velikosti. V praksi je zato standardni prijem za povečavo
dovzetnega polja združevanje sosednjih slikovnih točk, kar pa za mnoge pro-
bleme v računalnǐskem vidu nima zadovoljive izhodne resolucije. Problem
naslavlja t. i. dilatacija, ki enote iz konvolucijskega jedra razširi na širše
območje in s tem poveča dovzetno polje. Velikost razširitve je ročno nasta-
vljena in tekom učenja ni spremenljiva, kar lahko predstavlja težavo, saj v
splošnem njene optimalne vrednosti ne poznamo. Učljivo velikost dovzetnega
polja ima nedavno predlagana metoda, pri kateri je konvolucijsko jedro se-
stavljeno iz premičnih združevalnih enot (angl. displaced aggregation units,
DAU). Vsako jedro ima svoj nabor parametrov, svojo velikost dovzetnega
polja. V tej diplomski nalogi naslavljamo vprašanje, ali je mogoče reducirati
prostostne stopnje modela brez izgube natančnosti. Predlagamo tri načine
reduciranja prostostnih stopenj z deljenjem odmikov na vhodih in izhodih.
Implementiramo prehod naprej in vzvratni prehod za te tri različice, jih
vgradimo v arhitekture konvolucijskih nevronskih mrež različnih velikosti in
evalviramo na problemu klasifikacije slik v 10 razredov. Vse različice imajo
za več kot 50% manj parametrov kot originalni sloj DAU. Eksperimentalni
rezultati kažejo, da ima model, ki ima odmike neodvisne od izhoda, znatno
manǰso računsko zahtevnost kot originalni sloj DAU, pri tem da klasifikacij-
ska točnost pade za manj kot 2%.
Ključne besede: konvolucija, nevronske mreže, deljenje parametrov, klasi-
fikacija, strojno učenje.
Abstract
Title: DAU convolutional neural networks with reduced degrees of freedom
Author: Marko Rus
Convolutional neural networks have demonstrated excellent performance at
computer vision tasks. The central operation of these networks is a convolu-
tion with a small, fixed size kernel. In practice, therefore, the standard ap-
proach for increasing the receptive field is to combine adjacent pixels, which
for many computer vision tasks does not have a sufficient output resolution.
The problem is addressed by the so-called dilation, which extends the units
from the convolution kernel to a wider area, thereby increasing the receptive
field. The size of the kernel is manually set and is not variable during learn-
ing, which can be a problem, as we generally do not know its optimal value.
To solve this problem, a method has recently been proposed in which the con-
volution kernel consists of displaced aggregation units (DAU). Each kernel
has its own set of parameters, its own size of receptive field. In this thesis we
address the question of whether it is possible to reduce model degree of free-
dom without loss of its accuracy. We propose three ways to reduce degrees
of freedom by sharing displacements at the inputs and outputs. We imple-
ment a forward and backward pass for these three versions, embed them in
architectures of convolutional neural networks of different sizes and evaluate
on the problem of classifying images into 10 classes. All versions have more
than 50% fewer parameters than the original DAU layer. The experimental
results show that the model, which has output-independent displacements,
has a significantly lower computational complexity than the original DAU
layer, with the classification accuracy lower by less than 2%.





Konvolucijske nevronske mreže [11] so se izkazale kot zelo uspešne pri naj-
različneǰsih problemih računalnǐskega vida, kot so klasifikacija slik [4] in se-
mantična segmentacija [18]. Velikost dovzetnega polja (angl. receptive field
size) nevronov je velikost območja na vhodu, ki vpliva na nevron. Primerna
velikost dovzetnega polja je pri konvolucijskih nevronskih mrežah ključnega
pomena [14]. Pri klasifikaciji se običajno uporabi relativno majhna konvo-
lucijska jedra, velikost dovzetnega polja pa se poveča z združevanjem (angl.
pooling) kanalov v zaporednih slojih. Težava tega pristopa je, da ne deluje
pri semantični segmentaciji, saj je zaradi združevanja resolucija izhoda pre-
majhna. Problem naslavlja t. i. dilatacija, ki enote iz konvolucijskega jedra
razširi na širše območje in s tem poveča dovzetno polje. Velikost razširitve
je ročno nastavljena in tekom učenja ni spremenljiva, kar lahko predstavlja
težavo, saj v splošnem njene optimalne vrednosti ne poznamo. Učljivo ve-
likost dovzetnega polja imajo konvolucijske nevronske mreže, pri katerih je
konvolucijsko jedro sestavljeno iz premičnih združevalnih enot (angl. dis-
placed aggregation units, DAU) [20, 21]. Vsaka DAU je opisana z utežjo
in odmikom. Odmik določi, iz katerega dela okolice slikovne točke se bodo
agregirale vrednosti, utež pa določi vplivnost DAU. Uteži ne sodelujejo v
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računsko zahtevnem procesu, medtem ko so odmiki del izračuna, ki je zah-
tevneǰsi od konvolucije s klasičnim jedrom. Z zmanǰsanjem števila odmikov
bi lahko zmanǰsali računsko kompleksnost modela, hkrati pa obdržali kon-
volucijsko jedro s prilagodljivo velikostjo dovzetnega polja, kar je poglavitna
prednost konvolucije z jedrom DAU.
Prostostna stopnja modela in razporejenost parametrov po slojih sta pri
nevronskih mrežah zelo pomembni [3]. Načinov zmanǰsanja prostostne sto-
pnje modela je veliko, pri čemer je težko vnaprej predvideti, ali se bo model
pri dani spremembi izbolǰsal ali ne. Zato je potrebnih veliko preizkušanj,
testov, s katerimi si utremo pot do bolǰse različice modela. Z modularno
implementacijo omogočimo hitro spreminjanje delov programa in njihovo te-
stiranje, z uporabo visokonivojskih orodij pa v zameno za hitrost pridobimo
preglednost in jasnost napisanih programov.
1.2 Sorodna dela
Zmanǰsanje prostostne stopnje modela je bil cilj mnogih raziskav na področju
konvolucijskih nevronskih mrež. V [13, 6] to dosežejo s spremenjeno definicijo
filtra, pri obeh primerih je filter definiran kot linearna kombinacija filtrov
za detekcijo roba. Pokažejo zmanǰsanje prostostne stopnje modela, vendar
se velikost dovzetnega polja v njihovih modelih ne more spreminjati tekom
učenja. V [7] je opisana metoda za kompresijo naučenega modela, ki deluje
tako, da odstrani nevplivne parametre in s tem zmanǰsa velikost modela. Ta
metoda se lahko izvede vzporedno z našim pristopom, saj opisuje obdelavo
že naučenega modela in ni odvisna od vrste modela.
V [20, 21] so predstavljene konvolucijske nevronske mreže s slojem DAU,
za katere je značilno, da imajo konvolucijsko jedro sestavljeno iz premičnih
združevalnih enot. Odmiki teh enot so učljivi parametri, tekom učenja se
lahko spremenijo na poljubno vrednost. To pomeni, da imajo modeli s slojem
DAU učljivo velikost dovzetnega polja nevronov in natančnost večjo od ene
slikovne točke. To drugo lastnost ima tudi model predstavljen v [8], pri
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katerem je jedro sestavljeno iz devetih enot, razporejenih na mrežo velikosti
3 × 3, vendar so tam odmiki dovoljeni za največ eno slikovno točko. Poleg
tega v primerjavi s klasično konvolucijo njihov model nima manǰse prostostne
stopnje.
Velikost dovzetnega polja je mogoče razširiti s povečanjem konvolucij-
skega jedra, vendar ta pristop močno zvǐsa število parametrov. Temu pro-
blemu se ogne dilatacija [24], ki ohrani število parametrov manǰsega jedra
tako, da enote iz jedra razporedi na širše območje. Težava tega pristopa je,
da mora biti velikost jedra ročno nastavljena in tekom učenja ni spremenljiva.
1.3 Prispevki
Glavni prispevek diplomskega dela so razvite tri različice konvolucijskega
sloja DAU in njihova eksperimentalna evalvacija. Pri vsaki različici na dru-
gačen način zmanǰsamo prostostno stopnjo odmikov, z deljenjem odmikov
na vhodnih kanalih, izhodnih kanalih in vseh kanalih. Pri vseh različicah se
število odmikov zmanǰsa, pri različici, kjer delimo odmike na vseh kanalih,
imamo v sloju le toliko odmikov, kot je enot DAU. Pokažemo, da se pri mode-
lih, ki imajo odmike neodvisne od izhoda, računska in časovna kompleksnost
izvajanja drastično zmanǰsata.
Poleg navedenih treh različic smo implementirali tudi modele s klasično
konvolucijo in originalnim slojem DAU ter izvedli primerjave med njimi. Iz-
brane sloje smo vgradili še v večje arhitekture, s čimer smo preverili dogna-
nja. Implementirali smo tudi sloj, ki ima vse odmike ničelne in nepremične,
s katerim smo testirali vpliv odmikov na klasifikacijsko točnost modela.
Sloj DAU je bil do sedaj implementiran le v nizkonivojskem programskem
jeziku. Naša implementacija v okolju PyTorch omogoča večjo fleksibilnost,
saj je mnogo objavljenih mrež napisanih v tem okolju. To omogoča hitro
vgradnjo sloja v že napisane arhitekture, poleg tega pa je z našo programsko
kodo1 mogoče v prihodnosti enostavno preizkusiti nove modifikacije sloja
1Programska koda sloja DAU in implementiranih različic je javno dostopna na https:
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DAU. Poleg tega implementacija v [20] ne omogoča odmikov večjih od osmih
slikovnih točk, te omejitve naša implementacija nima.
1.4 Struktura naloge
Preostanek diplomske naloge sestavljajo štiri poglavja. V Poglavju 2 opǐsemo
konvolucijske nevronske mreže, nepogrešljive sloje, ki se pojavijo v njih, in
idejo učenja nevronskih mrež. Predstavimo konvolucijski sloj DAU, v Po-
glavju 3 pa definiramo njegove različice z deljenimi odmiki in opǐsemo njihovo
visokonivojsko implementacijo. Poglavje 4 vsebuje implementacijske podrob-
nosti eksperimentalne evalvacije, našteje uporabljene podatkovne množice in
arhitekture ter opǐse rezultate. Povzetek ugotovitev in predlogi za nadaljnje




Konvolucijske nevronske mreže [11] so vrsta nevronskih mrež, ki pri prehodu
naprej (angl. forward pass) med drugim uporabijo operacijo konvolucije.
Primerne so za kompleksne tipe podatkov, ki so predstavljivi z večrazsežnim
prostorom, v katerem je vrednost ene točke odvisna od vrednosti točk iz
njene okolice. Npr. pri črnobelih slikah so slikovne točke razporejene v
dveh dimenzijah in vsaka slikovna točka bolj verjetno nosi vrednost blizu
svojih sosedov. Zaradi te lastnosti je konvolucija z matriko končne velikosti
smiselna, saj deluje le na okolici vsake slikovne točke. To je pa tudi razlog za
manǰse število učljivih parametrov, saj vsaka dva nevrona, ki ne pripadata
bližnjima slikovnima točkama, nista povezana.
V Poglavju 2.1 opǐsemo operacijo konvolucije, v Poglavju 2.2 sloje, ki se
najpogosteje uporabljajo v konvolucijskih nevronskih mrežah, v Poglavju 2.3
predstavimo konvolucijski sloj, ki uporablja premične združevalne enote, v
Poglavju 2.4 pa opǐsemo postopek učenja nevronske mreže.
2.1 Konvolucija
Konvolucija je matematična operacija, ki deluje na funkcijah. Definirana je
kot integral






kjer je (f ∗ g)(x) rezultat konvolucije med funkcijama f(t) in g(t). Pri ne-
vronskih mrežah so funkcije diskretne, definirane na Z. Funkcija f(t) je
konvolucijsko jedro, neničelno je le na omejenem območju znotraj intervala
[a, b]. Zaradi bolǰse predstave se uporabi konvoluciji sorodna operacija križna
korelacija, pri kateri funkcija g(t) ni zrcaljena. Dobimo
(f ∗ g)[n] =
b∑
t=a
f [t]g[n+ t], (2.2)
v dveh dimenzijah x in y pa





f [tx, ty]g[nx + tx, ny + ty]. (2.3)
Zaradi omejenosti in celoštevilskosti definicijskega območja lahko funkcije
v dveh dimenzijah predstavimo z matrikami in vizualiziramo. Na Sliki 2.1
lahko vidimo prikaz konvolucije.
Slika 2.1: Prikaz izračuna ene točke konvolucije. Vhodna matrika je obarvana
modro, konvolucijsko jedro oranžno, izhodna matrika je pa zelena. Število
15 je rezultat konvolucije označenega dela vhodne matrike s konvolucijskim
jedrom.
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2.2 Sloji pri konvolucijskih nevronskih mre-
žah
Nevronske mreže so sestavljene iz zaporedja slojev. Vsak sloj sprejme vhodne
kanale, jih na nek način obdela in posreduje naslednjemu sloju. Na Sliki 2.2
je prikazana ena od prvih arhitektur konvolucijske nevronske mreže, sloji si
sledijo od leve proti desni. V nadaljevanju opǐsemo najpomembneǰse sloje,
ki se pojavijo v konvolucijskih nevronskih mrežah.
Slika 2.2: LeNet arhitektura konvolucijske nevronske mreže. Vidimo lahko
konvolucijski, polno povezan sloj in združevanje maksimumov. Slika je pov-
zeta po [11].
2.2.1 Konvolucijski sloj
Konvolucijski sloj je najpomembneǰsi gradnik konvolucijskih nevronskih mrež.
Izvede konvolucijo med vhodnimi kanali {Xi | i = 1, 2, ...,m} in konvolucij-
skim jedrom, ki je sestavljeno iz učljivih parametrov. n je število izhodnih




Xi ∗Ki,j + bj, (2.4)
kjer je Ki,j ∈ Rk×k konvolucijsko jedro velikosti k in bj odmik (angl. bias), ki
se prǐsteje rezultatu. Za vsak par vhodnega in izhodnega kanala se uporabi
svoje konvolucijsko jedro, zato je število učljivih parametrov enako k2mn+n.
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2.2.2 Normalizacija svežnjev
Sloj, ki normalizira svežnje (angl. batch normalization) je tipično za konvolu-
cijskim slojem. Poskrbi, da imajo svežnji enako srednjo vrednost in varianco.
To doseže v dveh korakih, najprej porazdelitev svežnja standardizira, nato pa
izvede denormalizacijo s pomočjo dveh učljivih parametrov β in γ. Našteto
je zapisano v formuli
y =
x− E[x]√
V ar[x] + ε
∗ γ + β, (2.5)
kjer je E[x] srednja vrednost vhodnih podatkov, V ar[x] pa njihova varianca.
Porazdelitev izhoda je zaradi standardizacije neodvisna od vhoda, kar modelu
prinaša številne prednosti. Učenje modela se pohitri, model postane bolj
robusten in bolj odporen na prekomerno prilagajanje (angl. overfitting) [5].
2.2.3 Aktivacijski sloj
Naloga aktivacijskega sloja je, da nevronski mreži doda nelinearnost. Brez
tega sloja bi model kljub veriženju slojev vedno ostal linearen. Je brez para-
metrov, definiran je s funkcijo, ki deluje iz R v R.
Najbolj razširjena funkcija pri aktivacijskem sloju je funkcija ReLU (angl.
rectified linear unit) [15]. Za negativna števila ima ničelno vrednost, za
pozitivna je pa funkcija identiteta (Slika 2.3).
Slika 2.3: Graf funkcije ReLU.
Diplomska naloga 9
2.2.4 Združevanje maksimumov
Resolucijo kanalov lahko zmanǰsamo z združevanjem maksimumov (angl.
maximum pooling). Parameter tega sloja je velikost drsnega okna, iz ka-
terega prepisujemo največje vrednosti. Okno premikamo za celo dolžino, kar
je razlog, da je resolucija izhodnega kanala manǰsa (Slika 2.4).
Slika 2.4: Prikaz združevanja maksimumov z drsnim oknom velikosti 2.
Največje vrednosti so obarvane.
2.2.5 Polno povezan sloj
Polno povezan sloj nastopa na koncu konvolucijske nevronske mreže, ko
se zaradi združevanja maksimumov velikost kanalov zmanǰsa na obvladljivo
število. Parameter tega sloja je število izhodnih števil, ki so utežena pov-
prečja vseh števil v vhodnih kanalih (Slika 2.5). Te uteži so učljivi parametri,
dodan je pa tudi odmik, podobno kot pri konvolucijskem sloju.
Slika 2.5: Prikaz polno povezanega sloja z grafom. Vozlǐsča predstavljajo
nevrone, povezave pa uteži.
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2.3 Konvolucijski sloj DAU
Konvolucijski sloj DAU se razlikuje od klasičnega konvolucijskega sloja v
tem, da njegovo jedro K ni kvadratna matrika, ampak zvezna funkcija, vsota





kjer je G(µk) dvorazsežna Gaussova funkcija, zamaknjena za µk in wk utež







wi,j,kG(µi,j,k) + bj, (2.7)
kjer sta µ in w učljiva parametra, varianca Gaussovih funkcij pa ni, običajno
je konstanta 0.5. Izhodnim kanalom se kot pri klasični konvoluciji prǐsteje
odmik, tako da je število učljivih parametrov enako 3dmn+ n.
Odmik µ ni omejen, zato konvolucije pri (2.7) ni mogoče učinkovito reali-
zirati. Z zamenjavanjem vrstnega reda operacij pa je mogoče izračun znatno






wi,j,k(Xi ∗G(µi,j,k)) + bj. (2.8)
Ker je varianca Gaussovih funkcij pri vseh odmikih enaka, se lahko najprej







wi,j,kTµi,j,k(Xi ∗G(0)) + bj, (2.9)
kjer je Tµ(·) translacija za µ. Ker je µ ∈ R2, se vmesno vrednost izračuna s
pomočjo bilinearne interpolacije. Opazimo, da je konvolucija vhodnih kana-
lov Xi z nezamaknjeno Gaussovo funkcijo odvisna le od i, tj. od vhodnega
kanala. To pomeni, da je izračun po tej formuli mogoče implementirati
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učinkoviteje: na začetku za vsak vhod Xi izračunamo Xi ∗ G(0) in rezul-
tat shranimo, nato pa po (2.9) z uporabo shranjenih vrednosti izračunamo
izhodne kanale.
Slika 2.6: Na levi vidimo klasično, na desni pa DAU konvolucijsko jedro.
Slika je povzeta po [20].
2.4 Učenje nevronske mreže
Nevronske mreže pred učenjem ne dajejo smiselnih rezultatov. Cilj učenja je
s pomočjo učne množice nastaviti učljive parametre na take vrednosti, da bo
model pravilno napovedal izhodno vrednost pri čim več novih primerkih.
2.4.1 Svežnji in prehodi čez učno množico
Učenje modela poteka po svežnjih (angl. batches), podmnožicah učne mno-
žice. Vse primerke iz vsakega svežnja pri posodabljanju učljivih parame-
trov obravnavamo hkrati. Parametre spremenimo tako, da se klasifikacijska
točnost nevronske mreže za te primerke poveča. Ko to naredimo za vse
svežnje, smo končali en prehod (angl. epoch) čez učno množico.
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2.4.2 Kriterijska funkcija
Pri učenju nevronske mreže moramo vedeti, kako dobra je napoved, ki smo
jo dobili. Za vsak primerek poznamo vrednost y in izhod modela ŷ, za
katerega si želimo, da bi bil čim bližje y. Kriterijska funkcija kot vhod vzame
vrednosti y in ŷ ter vrne realno število, ki predstavlja napako modela. Pri
uspešnem učenju modela to število pada. Pri klasifikacijskih napovedih za
kriterijsko funkcijo pogosto vzamemo križno entropijo (angl. cross entropy),
ki je definirana po enačbi




kjer je n število elementov v y.
2.4.3 Stohastični gradientni spust
Ideja stohastičnega gradientnega spusta je, da pri danem svežnju na nevron-
sko mrežo pogledamo kot na funkcijo, ki preslika učljive parametre v realno
število, ki ga želimo minimizirati. Če to funkcijo odvajamo po parametrih,
dobimo gradient, ki kaže v smer največjega naraščanja napake, torej mo-
ramo parametrom gradient odšteti, da se napaka kar najbolj zmanǰsa. Ker
pa je lahko gradient zelo nestabilen, pred odštevanjem gradient pomnožimo
z majhnim faktorjem imenovanim hitrost učenja (angl. learning rate).
Osnovno idejo stohastičnega gradientnega spusta lahko nadgradimo z bolj
sofisticiranimi metodami. Algoritem AdaGrad [2] vzdržuje hitrost učenja
ločeno za vsak parameter, kar stori s pomočjo prvega momenta. Algoritem
RMSProp [22] prav tako vzdržuje hitrost učenja ločeno za vsak parameter, le
da to stori s pomočjo vǐsjih momentov. V zadnjih letih se pa pogosto upora-




Nevronske mreže so sestavljene iz zaporedja slojev, vsak sloj mora imeti de-
finirana dva prehoda, prehod naprej in vzvratni prehod (angl. backward
pass). Vzvratni prehod se nanaša na izračun gradientov učljivih parametrov,
ki jih kasneje uporabimo pri optimizaciji modela. Pri prehodu naprej se vho-
dna vrednost propagira od prvega sloja do zadnjega, pri prehodu nazaj pa
potujemo v drugo smer. Najprej s pomočjo izhoda in pričakovanega izhoda
izračunamo gradient cenilne funkcije, nato pa pri vsakem sloju vzamemo gra-
dient na izhodu in s pomočjo njega izračunamo gradient učljivih parametrov
znotraj tega sloja in gradient na vhodu sloja. Ker potujemo vzvratno, imamo
gradient na izhodu sloja vedno znan.
2.4.5 Zniževanje hitrosti učenja
Hitrost učenja je potrebno ročno nastaviti, ne moremo je izračunati iz po-
datkov. Smiselno jo je tekom učenja spreminjati, saj ne moremo vedeti, kaj
je za dani problem njena optimalna vrednost. Če izberemo premajhno, se
lahko model uči prepočasi, če izberemo preveliko, se lahko zgodi, da sploh ne
konvergira.
Obstaja nekaj strategij nastavljanja hitrosti učenja. Za uspešno se je iz-
kazala strategija SGDR [12]. Zanjo je značilno, da se po določenem številu
prehodov hitrost učenja poenostavi na prvotno vrednost, nato pa spet pada.
To omogoči prehod kriterijske funkcije iz lokalnega minimuma v neko poten-
cialno nižjo vrednost. Podobna ideja je zaobjeta v strategiji CLR [19], pri
njej definiramo najnižjo in najvǐsjo hitrost učenja, dejanska vrednost pa kroži
med tema vrednostma. Sklepe je možno delati tudi z opazovanjem kriterij-
ske funkcije, hitrost učenja lahko recimo zmanǰsamo, če se njena vrednost ne
izbolǰsa za določeno število prehodov.
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Poglavje 3
Sloji DAU z deljenimi odmiki
V Poglavju 2.3 smo spoznali, kaj je konvolucijski sloj DAU. Videli smo, da
ima jedro sestavljeno iz d enot DAU, vsaka enota ima tri parametre, dva za
odmik µ in enega za utež w. Konvolucijskih jeder je m× n, kjer sta m in n
števili vhodnih in izhodnih kanalov. Vsak par vhodnega in izhodnega kanala
ima v splošnem svoj nabor parametrov (Slika 3.1). V nadaljevanju pred-
stavimo tri različice sloja DAU, ki na različne načine zmanǰsajo prostostne
stopnje odmikov. S tem zmanǰsamo število parametrov, s pravim načinom
deljenja odmikov pa zmanǰsamo tudi računsko kompleksnost učenja modela.
Slika 3.1: Prikaz delovanja originalnega sloja DAU. Različne barve konvolu-
cijskih jeder predstavljajo različne odmike enot DAU.
3.1 DAU z neodvisnimi odmiki od izhoda
Odmiki so pri originalnem sloju odvisni od izhodnega kanala, kar je razvidno
iz (2.9). Sloj DAU, ki ima odmike neodvisne od izhodnega kanala (v na-
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daljevanju sloj DAUA), ima za vsak izhodni kanal iste odmike, spreminjajo
se le uteži (Slika 3.2). Če prepǐsemo formulo (2.9) za izračun j-tega izho-
dnega kanala in jo popravimo, da je v indeksu odmika izražena neodvisnost






wi,j,kTµi,k(Xi ∗G(0)) + bj. (3.1)
Opazimo, da se j v izrazu Tµi,k(Xi ∗G(0)) ne pojavi, kar pomeni, da nam ga
ni potrebno izračunati za vse izhodne kanale znova in znova, temveč samo za
prvi izhodni kanal, pri ostalih pa le prikličemo shranjeno vrednost.
Pri posebnem primeru d = 1 je prehod naprej sestavljen iz zaporedja
treh operacij, iz konvolucije vhodov z Gaussovo funkcijo, zamikanja in iz
klasičnega konvolucijskega sloja z jedrom velikosti 1× 1.
Slika 3.2: Prikaz delovanja sloja DAU z neodvisnimi odmiki od izhoda. Kon-
volucijska jedra, ki so obarvana enako, si delijo odmike.
3.2 DAU z neodvisnimi odmiki od vhoda
Pri sloju DAU, ki ima odmike neodvisne od vhodnega kanala (v nadaljevanju
sloj DAUB), se vse vhodne kanale zamakne za iste odmike in nato prǐsteje k
izhodnim kanalom (Slika 3.3). V nasprotju s slojem DAUA ima ta sloj enako
časovno zahtevnost kot originalni sloj DAU, saj smo prisiljeni izvesti n×m×d







wi,j,kTµj,k(Xi ∗G(0)) + bj. (3.2)
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Izraz Tµj,k(Xi ∗ G(0)) je odvisen od i, j in k, zato take pohitritve, kot je
prisotna v preǰsnjem primeru, ni.
Slika 3.3: Prikaz delovanja sloja DAU z neodvisnimi odmiki od vhoda. Kon-
volucijska jedra, ki so obarvana enako, si delijo odmike.
3.3 DAU z enotnimi odmiki
Če združimo ideji iz sloja DAUA in DAUB, dobimo sloj, ki ima odmike ne-
odvisne tako od vhodnih kot izhodnih kanalov (v nadaljevanju DAUC). Od-
mikov je toliko, kolikor je enot DAU, torej d (Slika 3.4). Podobno kot pri







wi,j,kTµk(Xi ∗G(0)) + bj. (3.3)
Časovna zahtevnost je manǰsa kot pri originalnem sloju DAU, a enaka zah-
tevnosti sloja DAUA, saj morata oba sloja izvesti n × d zamikanj vhodnih
kanalov.
Slika 3.4: Prikaz delovanja sloja DAU z enotnimi odmiki. Vsa konvolucijska
jedra imajo enake odmike.
18 Marko Rus
3.4 Implementacija sloja DAU
Sloj DAU smo za potrebe testiranja implementirali v ogrodju PyTorch. Im-
plementirali nismo standardnega sloja DAU, kot je opisan v [20], temveč
sloj, ki je dovolj splošen, da poleg standardne verzije omogoča implementa-
cijo različnih stopenj omejitev parametrov.
Pri implementaciji sloja DAU najprej izvedemo konvolucijo vhodnih ka-
nalov z dvorazsežno Gaussovo funkcijo. To storimo učinkoviteje z dvakratno
konvolucijo z enorazsežno Gaussovo krivuljo enkrat v vodoravni in enkrat
v navpični smeri, kar je možno, ker je Gaussovo jedro z diagonalno kova-
riančno matriko separabilno in ker je konvolucija asociativna operacija. Ko
imamo izračunane konvolucije, z zamikanjem in uteženim seštevanjem po
(2.9) izračunamo izhodne kanale. Večinski del računanja celotne konvolucije
predstavlja zamikanje vhodnih kanalov za poljubne vrednosti, zato v nada-
ljevanju predstavimo nekaj načinov zamikanja.
3.4.1 Zamikanje z vgrajeno funkcijo
Ogrodje PyTorch ima vgrajeno funkcijo imenovano grid sample [17], ki za-
makne vsako slikovno točko vhoda v svojo smer, kar stori s pomočjo biline-
arne interpolacije. Če za vse slikovne točke nastavimo isti odmik, naredi ta
funkcija točno to, kar želimo. Prednosti sta hitrost in avtomatski vzvratni
prehod, ki je že vključen v to funkcijo. Pri vseh ostalih metodah je treba
vzvratni prehod ročno napisati, pri tej metodi je pa celotni izračun gradien-
tov avtomatski. Ima pa ta pristop eno slabost, porabi veliko prostora, kar ga
naredi praktično neuporabnega.
3.4.2 Ročno zamikanje
Zamikanje lahko implementiramo z uporabo nižjenivojskih funkcij. Razde-
limo ga na dva dela: na zamikanje za celoštevilski del in del, ki je znotraj
intervala (−1, 1). Drugi del lahko implementiramo s konvolucijo z matriko
3 × 3, v katero vstavimo koeficiente bilinearne interpolacije. Ostane nam le
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še celoštevilsko zamikanje. Realiziramo ga lahko na več načinov, pri vseh
načinih je treba napisati prehod naprej in vzvratni prehod, ki je v tem
primeru zamik v nasprotno smer. Se pa pri tem pojavi problem, ogrodje
PyTorch ne vsebuje nobene funkcije za celoštevilsko zamikanje. V nadalje-
vanju opǐsemo dva načina zamikanja, prvi je naivni pristop z zamikanjem na
procesorju, drugi pristop pa zamikanje doseže s konvolucijo.
Celoštevilsko zamikanje na procesorju Zamikanje lahko napǐsemo zno-
traj trojne zanke. Prva gre čez vhodne, druga čez izhodne kanale, tretja pa
čez enote DAU. Za vsak trojček imamo podan par celih števil, ki opisujeta
zamik vhodnega kanala. Za dosego cilja potrebujemo še dodatni zanki, za
vsako dimenzijo vhodnega kanala po eno. Ker se zanke izvedejo na proce-
sorju, niso izvedene paralelno. Zanemarljivo pa tudi ni dejstvo, da se pred
vsakim zamikanjem vsi kanali prenesejo iz grafične kartice na procesor, po
zamikanju pa nazaj. Zaradi teh razlogov je celoštevilsko zamikanje na pro-
cesorju prepočasno in praktično neuporabno.
Celoštevilsko zamikanje s konvolucijo Konvolucijo lahko uporabimo
tudi za zamikanje. Zamikanje dosežemo z jedrom, ki ima na enem mestu
enico, povsod drugje pa ničle. Da pa jedro ni preveliko, ne izvedemo dvo-
razsežne konvolucije, ampak dvakrat enorazsežno, enkrat v vodoravni in en-
krat v navpični smeri (Slika 3.5). Ker je konvolucija optimizirana in napisana
za delo na grafični kartici, je ta način mnogo hitreǰsi od preǰsnjega. Zato vsi
eksperimenti v Poglavju 4 za celoštevilsko zamikanje uporabljajo konvolucijo.
20 Marko Rus
Slika 3.5: Prikaz celoštevilskega zamikanja z dvakratno konvolucijo. Matriko




Cilj evalvacije je ugotoviti, ali so implementirani sloji iz Poglavja 3 primerljivi
z modeli, ki že obstajajo. Bolj natančno, zanima nas klasifikacijska točnost
implementiranih modelov v primerjavi s klasifikacijsko točnostjo originalnega
sloja DAU in sloja s klasično konvolucijo.
V Poglavju 4.1 opǐsemo uporabljeno strojno in programsko opremo, v Po-
glavju 4.2 način, s katerim smo evalvirali modele, v Poglavju 4.3 uporabljene
arhitekture, v Poglavju 4.4 pa predstavimo rezultate.
4.1 Implementacijske podrobnosti
Nevronske mreže smo implementirali1 v programskem jeziku Python v ogro-
dju PyTorch [16]. Celoštevilsko zamikanje, ki predstavlja glavnino računske
kompleksnosti, smo realizirali tudi v programskem jeziku C++, vendar ga v
končni različici nismo uporabili, saj se je celoštevilsko zamikanje s konvolucijo
izkazalo za hitreǰse.
Pri učenju konvolucijskih nevronskih mrež smo izvedli 100 prehodov čez
podatke. Hitrost učenja je bila na začetku 0,01, za zadnjih 30 prehodov je bila
zmanǰsana na 0,001. Če se vrednost kriterijske funkcije po petih prehodih




ni izbolǰsala, smo hitrost učenja pomnožili z 0,5. Za optimizacijski algoritem
smo uporabili Adam [9], razširjanja učne množice nismo izvajali.
Modele smo učili in evalvirali na računalniku s procesorjem INTEL Xeon
E5-1650 v3 3.50GHz, s 64 GB delovnega pomnilnika in grafično kartico NVI-
DIA GeForce GTX 980 s 4 GB spomina. Pri učenju večje arhitekture pa smo
uporabili računalnik z enakim procesorjem, 128 GB delovnega pomnilnika in
grafično kartico NVIDIA TITAN X Pascal z 12 GB spomina.
4.2 Evalvacijski protokol
Implementirane konvolucijske sloje smo vgradili v arhitekture, ki se razli-
kujejo le po vrsti konvolucijskega sloja. Modele smo naučili z isto podat-
kovno množico in istim programom. Naučili smo jih večkrat, saj so različne
začetne vrednosti učljivih parametrov dale različne rezultate. Kvaliteto mo-
delov smo ocenili s povprečjem klasifikacijskih točnosti, opazovali smo tudi
njihovo razpršenost. Poleg slojev DAU smo naučili tudi model s klasičnim
konvolucijskim slojem z jedrom velikosti 3 × 3, ki je služil kot izhodǐsče za
primerjave.
4.2.1 Uporabljene podatkovne množice
Za učenje in evalvacijo modelov smo uporabili podatkovno bazo MNIST [1],
ki vsebuje 60000 črnobelih slik velikosti 28× 28, na katerih je potrebno pre-
poznati pravo števko. FashionMNIST [23] je istega formata kot MNIST, le
da so razredi vrste obutev in oblačil: majica, hlače, pulover, večerna obleka,
plašč, sandala, srajca, superga, torba in gležnjar. CIFAR10 [10] vsebuje
70000 barvnih slik velikosti 32 × 32 iz razredov letalo, avto, ptič, mačka,
jelen, pes, žaba, konj, ladja in tovornjak. CIFAR10 je od vseh treh najkom-
pleksneǰsa zbirka, zato smo na njej izvedli podrobno analizo. Vsi rezultati v
Poglavju 4.4 so bili pridobljeni z učenjem na njej.
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(a) CIFAR10 (b) MNIST (c) FashionMNIST
Slika 4.1: Primeri slik iz različnih podatkovnih zbirk.
4.3 Referenčne arhitekture
Arhitekture, ki smo jih uporabili, so sestavljene iz konvolucijskega in klasifi-
kacijskega dela. Vse arhitekture vsebujejo konvolucijski del s tremi konvolu-
cijskimi sloji, za vsakim od teh treh konvolucijskih slojev sledi normalizacija
svežnjev, aktivacijski sloj in združevanje maksimumov velikosti 2× 2. Klasi-
fikacijski sloj je pri vseh arhitekturah enak, vsebuje le en polno povezan sloj
z desetimi izhodi, za vsak razred po enega.
Glavne teste smo izvedli na dveh arhitekturah, na manǰsi in večji, ki
se razlikujeta le v številu izhodnih kanalov konvolucijskih slojev. Manǰsa
arhitektura ima konvolucijske sloje z 32, 64 in 128 izhodnimi kanali, večja
pa z dvakrat po 96 in 192 izhodnimi kanali, tako da je ista kot arhitektura
opisana v [20]. Manǰsa arhitektura je bila zasnovana tako, da se jo ravno še
da zagnati na grafični kartici s 4 GB spomina, za zagon večje arhitekture pa
je potrebno uporabiti večjo grafično kartico. Števila učljivih parametrov pri
različnih konvolucijskih slojih so zapisana v Tabeli 4.1.
Za test, ki smo ga izvedli v Poglavju 4.4.1, smo zasnovali še eno, srednjo
arhitekturo, ki je enaka preǰsnjima, le da je število izhodnih kanalov pri kon-
volucijskih slojih dvakrat po 73 in 128. Zasnovana je bila tako, da ima s
slojem DAUA s štirimi enotami 82.072 parametrov, kar je zelo blizu števila
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arhitektura konvol. 3× 3 orig. DAU DAUA DAUB DAUC
manǰsa, 2 enoti 114.186 83.178 42.230 42.730 41.846
večja, 2 enoti 283.306 199.498 88.534 89.290 87.766
manǰsa, 3 enote 114.186 52.764 53.514 52.188
večja, 3 enote 283.306 116.860 117.994 115.708
manǰsa, 4 enote 145.194 63.298 64.298 62.530
večja, 4 enote 283.306 145.186 146.698 143.650
Tabela 4.1: Število parametrov za različne arhitekture in vrste konvolucijskih
slojev. Konvolucija 3×3 nima parametra število enot, zato je pri tem stolpcu
izpolnjena le prva vrstica.
parametrov, ki jih ima originalni DAU z dvema enotama pri manǰsi arhitek-
turi. To je pomembno zato, ker lahko tako preverimo vpliv števila parame-
trov na klasifikacijsko točnost modela. Če bi DAUA pri srednji arhitekturi
presegel klasifikacijsko točnost originalnega DAU pri manǰsi arhitekturi, bi
lahko zaključili, da razlog za manǰso klasifikacijsko točnost DAUA pri manǰsi
arhitekturi leži v številu učljivih parametrov.
4.4 Rezultati
Cilj analize je ugotoviti, koliko se zmanǰsa klasifikacijska točnost, ko reduci-
ramo prostostno stopnjo odmikov. Sploh pomembna je analiza modela, ki
vsebuje DAUA, saj ima manǰso računsko zahtevnost kot originalni sloj DAU.
Iz grafa na Sliki 4.2 lahko pridemo do kar nekaj sklepov. Najprej opazimo, da
sta konvolucija 3×3 in originalni DAU z dvema enotama na vodilnem mestu.
Če primerjamo sloja DAUA in DAUB, vidimo, da ima DAUB pri opazovanju
parov z istim številom enot brez izjeme vǐsjo točnost od sloja DAUA, vendar
so te razlike pri treh in štirih enotah minimalne. DAUC ima nižjo točnost od
DAUA in DAUB, njegove točnosti so bolj razpršene. DAUD je sloj, ki ima vse
odmike nespremenljive in nastavljene na 0, njegova nizka točnost nam pove,
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da odmiki igrajo pomembno vlogo pri slojih DAU.
Slika 4.2: Prikaz klasifikacijskih točnosti obravnavanih modelov z manǰso
arhitekturo. Vsak model smo naučili osemkrat, z oranžno so označene srednje
vrednosti klasifikacijskih točnosti, s pravokotnikom prostor med prvim in
tretjim kvartilom. S črto je označen doseg točk, s krogi pa osamelci.
Opravili smo tudi časovno analizo vseh modelov. Enkratno učenje mode-
lov na manǰsi arhitekturi je potekalo 51 ur, osem zagonov pa 17 dni. Sloja
DAU in DAUB imata zaradi večjega števila odmikov večjo časovno zahtev-
nost (glej Tabelo 4.2). Čeprav so le štirje od enajstih modelov teh dveh tipov,
so za učenje porabili daleč največ časa, od 51 ur je njihovo učenje potekalo
kar 47 ur (92 %).
Na Sliki 4.3 je graf klasifikacijske točnosti v odvisnosti od prehoda (angl.
epoch) za modele, ki imajo 4 enote, in referenčna modela. DAUA dosega po-
dobno točnost kot DAUB, kar pomeni, da je DAUA privlačneǰsi za uporabo
kot DAUB, saj ima znatno manǰso računsko zahtevnost in primerljivo klasi-
fikacijsko točnost. Na grafu je vidna tudi meja, pri kateri je bila zmanǰsana
hitrost učenja.
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št. enot konvol. 3× 3 orig. DAU DAUA DAUB DAUC
2 10 min 8 h 41 min 34 min 8 h 16 min 36 min
3 41 min 12 h 52 min 42 min
4 48 min 17 h 12 min 48 min
Tabela 4.2: Trajanje enkratnega učenja za različne arhitekture in vrste kon-
volucijskih slojev. Konvolucija 3×3 nima parametra število enot, zato je pri
tem stolpcu izpolnjena le prva vrstica.
Slika 4.3: Graf točnosti v odvisnosti od prehoda za nekatere modele z manǰso
arhitekturo.
Vse modele z dvema enotama smo zagnali tudi na večji arhitekturi. Dve
enoti smo izbrali zato, ker ima originalni sloj DAU z dvema enotama manj
parametrov kot klasična konvolucija, pri treh enotah jih ima že enako. Re-
zultati so vidni na Sliki 4.4, vidimo, da so klasifikacijske točnosti vǐsje, bolj
razmaknjene ena od druge in v skladu z dosedanjimi ugotovitvami.
4.4.1 DAUA z nezmanǰsanim številom parametrov
Iz Tabele 4.1 je razvidno, da imajo vse različice sloja DAU manj parametrov
kot originalni DAU z dvema enotama. Ker je to lahko poglavitni razlog za
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Slika 4.4: Graf točnosti v odvisnosti od prehoda za modele z večjo arhitek-
turo.
manǰso točnost teh modelov, smo izvedli še en test. Za testni tip sloja smo
vzeli DAUA s štirimi enotami, saj je imel med hitreǰsimi modeli največjo
točnost. Pri srednji arhitekturi ima dobrih 80.000 parametrov, toliko kot jih
ima originalni DAU z dvema enotama pri manǰsi arhitekturi.
Na Sliki 4.5 lahko vidimo prikaz klasifikacijskih točnosti po končanem
učenju modelov. Opazimo, da se točnost modela DAUA pri prehodu iz
manǰse na srednjo arhitekturo znatno ne poveča, iz česar lahko domnevamo,
da pri izvedenih testih manǰse število parametrov ni poglavitni razlog za nižje
točnosti.
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Konvolucijski sloj DAU ima pred klasičnimi konvolucijskim slojem več pred-
nosti: ima manj parametrov in učljivo velikost dovzetnega polja, poleg tega
pa odmiki enot DAU niso omejeni na celoštevilske vrednosti. Izvedli smo
analizo potencialnih odvečnih parametrov znotraj sloja DAU, s čimer smo
želeli ugotoviti, ali je možno sloj DAU poenostaviti brez padca v učinkovitosti
modela. Želeli smo doseči, da se poleg prostostne stopnje modela zmanǰsa
tudi računska kompleksnost. Na tri načine smo reducirali prostostne sto-
pnje parametrov z deljenjem odmikov na vhodih, izhodih in vseh kanalih.
Implementirali smo prehod naprej in vzvratni prehod za te tri različice, jih
vgradili v arhitekture različnih velikosti in evalvirali na problemu klasifikacije
slik v 10 razredov. Vse različice imajo za več kot 50 % manj parametrov kot
originalni sloj DAU. DAUB dosega vǐsjo točnost kot DAUA, a ta razlika pri
več enotah postane zanemarljiva. DAUA ima znatno manǰso računsko zah-
tevnost kot DAUB in originalni DAU, poleg tega klasifikacijske točnosti pri
štirih enotah nima manǰse za več kot 2 %. Ko smo DAUA vgradili v srednjo
arhitekturo, se klasifikacijska točnost ni povečala veliko, s čimer smo poka-
zali, da manǰse število parametrov ni poglavitni razlog za zmanǰsano točnost




Za nadaljnje raziskovanje je najbolj obetaven tip sloja DAUA, saj dosega po-
dobno točnost kot ostale različice in ima drastično manǰso računsko zahtev-
nost kot originalni sloj DAU. Ker ima tudi manj parametrov, je mogoče, da
bi s pravilno porazdelitvijo dodatnih parametrov pridobili izgubljeno točnost.
Smiselno bi bilo izvesti iste teste na še večji arhitekturi in z modeli, ki
imajo več enot DAU. Mi smo se osredotočili na modele z dvema do štirimi
enotami, vendar ima DAUA s šele devetimi enotami toliko parametrov kot
konvolucija z jedrom velikosti 3× 3.
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[11] Yann LeCun, Léon Bottou, Yoshua Bengio, Patrick Haffner, et al.
Gradient-based learning applied to document recognition. Proceedings
of the IEEE, 86(11):2278–2324, 1998.
[12] Ilya Loshchilov and Frank Hutter. Sgdr: Stochastic gradient descent
with warm restarts. arXiv preprint arXiv:1608.03983, 2016.
[13] Shangzhen Luan, Chen Chen, Baochang Zhang, Jungong Han, and Ji-
anzhuang Liu. Gabor convolutional networks. IEEE Transactions on
Image Processing, 27(9):4357–4366, 2018.
[14] Wenjie Luo, Yujia Li, Raquel Urtasun, and Richard Zemel. Understan-
ding the effective receptive field in deep convolutional neural networks.
In Advances in neural information processing systems, pages 4898–4906,
2016.
[15] Vinod Nair and Geoffrey E Hinton. Rectified linear units improve re-
stricted boltzmann machines. In Proceedings of the 27th international
conference on machine learning (ICML-10), pages 807–814, 2010.
Diplomska naloga 33
[16] Adam Paszke, Sam Gross, Soumith Chintala, Gregory Chanan, Edward
Yang, Zachary DeVito, Zeming Lin, Alban Desmaison, Luca Antiga,
and Adam Lerer. Automatic differentiation in pytorch. 2017.
[17] Pytorch. https://pytorch.org/, 2019. Zadnji dostop: 3. 8. 2019.
[18] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convo-
lutional networks for biomedical image segmentation. In International
Conference on Medical image computing and computer-assisted inter-
vention, pages 234–241. Springer, 2015.
[19] L. N. Smith. Cyclical learning rates for training neural networks. In 2017
IEEE Winter Conference on Applications of Computer Vision (WACV),
pages 464–472, 2017.
[20] Domen Tabernik, Matej Kristan, and Aleš Leonardis. Spatially-adaptive
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