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ABSTRACT
Genomes exhibit a striking amount of complexity across a broad range of scales. This
includes variation in the spatial distribution of features such as genes and transposable
elements (TEs), which is observed both between species and among individuals in natural
and artificial populations. Additionally, all eukaryotes studied to date have had gene
duplications occur in their evolutionary history. In this dissertation, we develop a statistical
method for analyzing relative changes in the expression of duplicated genes. We show that
this method performs better than could otherwise be achieved using traditional methods of
differential gene expression analysis. We apply this method to the analysis of subgenome
expression dominance in two polyploid plant species. In both cases, it is shown that
dominant subgenomes have a lower abundance of transposable elements. We then revisit
the classical theory of the population genetics of transposable elements and show that the
population variance in TE copy number predicted by this theory conflicts with empirical
results from two naturally occurring and distinct populations. Finally, we develop both an
analytic and simulation based approach to address this discrepancy, and discuss how these
models can be connected with actual data as a step towards developing a more complete
understanding of the evolution of the genome-wide distribution of genes and transposons.
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Chapter 1
Introduction
Many genomes exhibit highly complex architectures across a broad range of scales.
Genes, for example, are often studied in the context of the sequence of nucleotide bases that
code for proteins. Zooming out, the spatial distribution of genes and transposable elements,
two of the main features of genomes, are not distributed uniformly throughout genomes,
likely due to several mechanisms including (but not limited to) spatially inhomogeneous recombination and natural selection. Zooming out even further, the three-dimensional structure of DNA plays an important role in gene regulation with implications ranging from cell
differentiation to DNA replication (Zheng and Xie, 2019). At an even larger scale, there is
a great variation in genome size between organisms, with the amount of DNA rarely being
indicative of the “complexity” of an organism. While the genomics revolution has allowed
us to amass a tremendous amount of data about the DNA content of many species, we are
far from a complete understanding of how all of these factors interact to give rise to the
complexity we observe in genomes.
This dissertation has two emphases, both relating to the evolution of genome architecture. The first explores the consequences of the merger of distinct but related genomes, and
the second explores the role of transposable elements (TEs, or transposons) in these mergers.
In Chapter 2, I will develop statistical methods for analyzing changes in the expression levels
of homologous genes following interspecific hybridization events and polyploidy. In Chapter
1

3, I will apply these methods to several questions related to plant biology and evolution,
including phenomena such as subgenome dominance and how this can affect hybrid incompatibilities arising from differences in ploidy levels. Along the way we will note that TEs
seem to be one key to the puzzle of understanding the emergence of subgenome dominance.
In Chapter 4, I turn my attention to TEs with a specific focus on the population genetics
and spatial distribution of TEs within genomes using data from two naturally occurring populations (Mimulus, or monkeyflower, and Drosophila, or fruit fly) to inform a moment-based
analytic approach, as well as more complex Monte Carlo simulations that include factors
such as recombination and selection.

1.1

Gene duplications and homeolog expression bias

Gene duplications are a major source of raw material for evolution and a likely contributor to the diversity of life on earth (Ohno, 1970; Otto and Whitton, 2000; Wendel, 2000; Crow
and Wagner, 2006; Proulx, 2012; McLysaght et al., 2002; Dehal and Boore, 2005; Spring,
2002; Chao et al., 2013). Gene duplications are a special type of mutation resulting in the
multiplication of intact functional components. These duplicate genes may either retain the
ancestral function or individual portions of the gene’s ancestral function may be partitioned
(subfunctionalized) or evolve new functions entirely (neofunctionalized) (Sémon and Wolfe,
2008; Rastogi and Liberles, 2005; Taylor and Raes, 2004). Duplicate genes may evolve new
functions either by changes in the primary coding sequence or by altering where and when
they are expressed. Previous work has indicated that changes to gene expression and their
regulatory networks may be more important, rapid, or flexible than divergence of protein
identities in the evolution of sub- and neofunctionlization (Smet and de Peer, 2012; Blanc
and Wolfe, 2004; Kassahn et al., 2009; Huminiecki and Wolfe, 2004; Makova and Li, 2003;
Gu et al., 2002; Qiu et al., 2014).
There are multiple scenarios in which genes can be duplicated, ranging from small
regional gene duplications to massive WGDs. Cells or organisms which contain more than
2

two complete sets of chromosomes resulting from WGDs are referred to as polyploids. WGDs
are especially common in plants; indeed, all extant angiosperms (i.e., flowering plants) have at
least two rounds of WGD in common (Jiao et al., 2011), and up to 15% of speciation events
in angiosperms may have been the product of WGDs (Wood et al., 2009). Importantly,
many major crops (corn, potato, wheat, etc.) are polyploid (Renny-Byfield and Wendel,
2014). WGD events and the resulting polyploidy are not restricted to plants, but have
occurred in both vertebrate and invertebrate lineages as well. For example, the African
clawed frog, Xenopus, commonly used as an experimental model system and extensively
studied in developmental biology, includes species ranging from diploid to dodecaploid (Kobel
and Pasquier, 1986). Other examples of polyploids with ancient WGD events include the
zebrafish Danio rerio (Wolfe, 2001), several salmonids (Otto and Whitton, 2000), and some
species of fungi (Albertin and Marullo, 2012). Interestingly, there exists at least one polyploid
mammal (Gallardo et al., 2006), a tetraploid rat from Argentina that mediates gene dosage
by regulation of ribosomal RNA.
The biological consequences of gene duplications and subfunctionalization are significant
and include examples such as the evolution of eyes (Rivera et al., 2010), the evolution of
hemoglobins (Hardison, 2012), development of heat resistance in plants (Hu et al., 2012),
and insecticide resistance (Remnant et al., 2013). Additionally, whole genome duplications
and the emergence of subgenome dominance are a particularly important aspect of plant
evolution, which has been demonstrated in several important crops such as Brassica (Cheng
et al., 2016) and maize (Schnable et al., 2011). How exactly subgenome dominance becomes
established is not well understood, but it has been hypothesized that the abundance of TEs
and their effect on gene expression may be an important factor (Freeling et al., 2012).

1.2

Transposable elements

Transposable elements are mobile genetic elements which are able to move around within
genomes and make copies of themselves (Schulman et al., 2013). TEs were first discovered
3

in Zea mays by Barbara McClintock in 1950 (McClintock, 1950). Since then, they have
been found in every organism where we have looked. Originally thought to be “junk” or
“parasitic” DNA, it is now understood that TEs have likely played an important role in
the evolution of many organisms (Biémont, 2010). Across a broad range of species, TEs
often contribute much more genetic material, in terms of raw sequence length, than genes
(Canapa et al., 2015). In humans, for example, while only about 1% of the genome consists
of protein-coding genes, approximately half of the genome consists of TEs (Mills et al., 2007).
TEs are broadly classified as either “copy-and-paste” (retrotransposon, or Type I) or
“cut-and-paste” (DNA transposons, or Type II). The former are first transcribed into an
RNA intermediary which is then reverse-transcribed into a new location within the genome,
similar to the behavior of retroviruses. The latter are actually excised from the genome and
able to reintegrate elsewhere, however they are still able to increase in copy number via host
replication and repair mechanisms (Feschotte and Pritham, 2007).
Unchecked, TEs would proliferate throughout genomes exponentially. However, genomes
can silence TEs via a variety of epigenetic mechanisms, including DNA methylation and histone modification (Almeida and Allshire, 2005). These same mechanisms can also inhibit
gene expression, which can lead to deleterious effects on the host and provide a potential
target for natural selection. Several evolutionary theories have been proposed, both neutral
and non-neutral, to explain the evolution of TE abundances in organisms, although there
is no clear consensus on how exactly selection acts on TE insertions or whether regulation
of transcription alone is enough to explain the distribution of most TEs (Le Rouzic and
Deceliere, 2005).
It has been noted that TE density is, typically, negatively correlated with meiotic recombination rates (Kent et al., 2017), although this pattern is not universal and the direction
of causality remains unclear. On one hand, regions that are TE dense might become highly
methylated or more heterochromatic, which could lead to a lower rate of recombination in
those areas. On the other hand, TEs may simply accumulate in regions of low recombination. It could also be the case that both are true, leading to a positive feedback between TE
4

density and suppression of recombination.
In the course of the work presented in Chapter 3, we noticed that the population distribution of TEs deviated from predictions made by the predictions of the classical theory
of the population genetics of TEs (Charlesworth and Charlesworth, 1983). The idea that
some TE insertions may be highly deleterious whereas others may be neutral, along with the
observation that there is a correlation between TE density and recombination rates suggest
that a realistic model of TE dynamics should include a spatial component. However, the
classical theory models selection as acting on total TE load, without respect to TE location,
and does not include any spatial heterogeniety in recombination rates. This theory predicts
that the distribution of TE load in a large population should be approximately Poisson
distributed. However, in the Mimulus system, the variance in population TE load is much
too large to be consistent with this theory. We then examined data from another large,
randomly-mating population (Drosophila) to which the theory should apply, and noticed a
similar deviation. We therefore began to explore ways in which the classic theory could be
extended. In Chapter 4, we present a new analytic model as well as Monte Carlo simulations
that can account for the excess variance observed.

1.3

Contributions

The methods presented in Chapter 2 are the work of R. Smith, with guidance from G.
Conradi Smith and J. Puzey. T. Kinser prepared the experimental data. The methods are
published in Smith et al. (2019).
The results in Chapter 3 regarding homeolog expression bias and TE analysis are the
work of R. Smith. Many authors were involved in these collaborations; refer to the publications for a complete list of contributions. The results in section 3.2 are published in Edger
et al. (2017). The results in section 3.3 are in preparation for submission and a preprint
is currently available on bioRxiv.org (Kinser et al., 2018). The results in section 3.4. are
published in (Edger et al., 2019).
5

The results in Chapter 4 are the work of this author with guidance from G. Conradi
Smith and J. Puzey. A manuscript is currently being prepared for submission.
All figures were prepared by this author with the following exceptions: Figure 3.6 was
prepared by J. Puzey. Figure 3.7 was prepared by T. Kinser.
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Chapter 2
Likelihood ratio tests for homeolog
expression bias

2.1

Background

Genome-wide gene expression levels are commonly quantified using high throughput
RNA sequencing (RNA-seq) (Wang et al., 2009). In RNA-seq experiments, mRNA is extracted, purified, and reverse transcribed into cDNA. This cDNA is fragmented into smaller
pieces and sequenced using next-generation technology. The resulting millions of sequence
reads are then mapped to either a reference genome or reference transcriptome, and the number of sequences mapping to a particular gene (usually after some form of normalization,
which will be discussed) is used as an indication of the expression level of that gene.
In differential expression analysis, high-throughput RNA-seq data is used to determine
if gene expression levels vary under different experimental conditions, or in distinct tissues,
etc. Several different approaches to this statistical analysis exist (Soneson and Delorenzi,
2013; Love et al., 2014; Anders and Huber, 2010), some of which use methods based on
maximum likelihood estimation and likelihood ratio tests.
Here, we are not just concerned with differences in the expression level of individual
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genes in different conditions, but with changes in the relative expression levels of homeologous
genes, that is, genes that were duplicated in a WGD and that exist in the same species on
homeologous chromosomes (i.e. different subgenomes). Being able to identify genes which
are more expressed than their homeologs, and how this bias changes in tissues, experimental
conditions, or over time is one step towards a better understanding of the evolutionary
processes at work when distinct, but related, subgenomes exist within the same nucleus.
Although derived from a common ancestral gene, homeologous gene pairs frequently
have distinguishing sequence differences. Therefore, sequencing reads derived from individual
homeologs can be distinguished and expression levels can be determined for each homeolog.
The term homeolog expression bias (HEB) refers to cases where homeologs are expressed at
unequal levels in a single experimental condition (Grover et al., 2012). The development of
a likelihood ratio test for statistical analysis of HEB and changes in HEB (denoted ∆HEB)
is a non-trivial extension of the statistical analysis of differential expression. A schematic of
the differences between differential expression analysis, HEB analysis, and ∆HEB analysis
is shown in Figure 2.1.
The following sections begin with the derivation of a likelihood ratio test for HEB. This
is our starting point for the development of a likelihood ratio test for ∆HEB, i.e., changes in
relative expression levels between homeologous genes in two conditions. As a demonstration
of the technique, we apply this method to RNA-seq data of homeologous gene expression
in petals and leaves of the allotetraploid Mimulus luteus. Finally, using simulated data, we
show that the likelihood ratio tests derived here are the best choice among several alternative
methods.

2.2
2.2.1

Methods
Quantifying homeolog expression bias (HEB)

We will write A and B to denote a homeologous gene pair from which RNA-seq data is
generated in n biological replicates. Typically, the mean expression levels of the homeologs
8

A1

HEB Analysis
A1 vs. B1

B1

Diff. Exp. Analysis
A1 vs. A2

∆HEB
Analysis

Diff. Exp. Analysis
B1 vs. B2

A2

HEB Analysis
A2 vs. B2

B2

Figure 2.1: A and B represent homeologous genes residing on different subgenomes in a
polyploid, and 1 and 2 represent experimental conditions. Differential expression analysis
considers changes in expression of the same gene in two different conditions. heb considers
differences in expression of homeologous genes in the same condition. ∆HEB considers
changes in the ratio of expression levels of homeologous genes in two conditions.
(denoted ā and b̄) are normalized by gene length and sequencing depth, as when reported
in units of RPKM (reads per kilobase of coding sequence per million mapped reads). We
define the homeolog expression bias (HEB) of the n replicates as


HEB = log b̄/ā = log b̄ − log ā ,
a dimensionless quantity with HEB = 0 indicating no bias.

2.2.2

Likelihood ratio test for HEB

After accounting for the possibility of different gene lengths, the statistical test for HEB
is essentially a likelihood ratio test for differential expression of a pair of homeologous genes.
The goal is to determine whether there is sufficient evidence to reject the null hypothesis
9

(H0 ) that there is no bias (i.e., equal expression levels for homeologous genes) in favor
of the alternative hypothesis (H1 ) that bias is present, i.e., different expression levels for
homeologous genes. In mathematical terms, the null hypothesis H0 corresponds to the
parameters (denoted by θ) of a probability model for generating the data being in a specified
subset Θ0 of the parameter space Θ, that is,

H0 : θ ∈ Θ0
H1 : θ ∈ Θ\Θ0 .
Let θ = (λa , λb ) denote the true but unknown expression levels (physical units of length−1 ,
e.g., RPKM). Assuming positive, i.e. non-zero, expression, the parameter space is Θ = {θ :
λa , λb ∈ R+ }. The null (H0 ) and alternative (H1 ) hypotheses for the likelihood ratio test for
homeolog expression bias are formalized as follows,
H0 : (λa , λb ) ∈ {λa , λb ∈ R+ : λa = λb }
H1 : (λa , λb ) ∈ {λa , λb ∈ R+ : λa 6= λb } .
Equivalently, let ω = λb /λa denote the ratio of expression levels and drop the superscript
indicating the reference homeolog (λ = λa ). In that case, λb = ωλ and the hypotheses are
written as follows,

H0 :

(λ, ω) ∈ {λ, ω ∈ R+ : ω = 1}

H1 :

(λ, ω) ∈ {λ, ω ∈ R+ : ω 6= 1} .

Once we specify a probability model for the data X , likelihood functions for each hypothesis, L0 (θ|X ) and L1 (θ|X ), can be derived (see next section). For composite hypotheses,

10

the appropriate likelihood ratio test statistic is

W (X ) = −2 ln

L̂0
L̂1



= 2 ln L̂1 − ln L̂0 ,

(2.1)

where L̂1 and L̂0 are the maximized likelihoods,
L̂1 = sup{ L(θ|X ) : θ ∈ Θ }
L̂0 = sup{L(θ|X ) : θ ∈ Θ0 } .
A critical value of the test statistic (W∗ ) is obtained from the Chi-squared distribution with
significance level α = 0.05. The number of degrees of freedom δ is the difference in the
number of free parameters in Θ and Θ0 (here δ = 1) (Wilks, 1938). The null hypothesis H0
is rejected in favor of the alternative H1 when W (X ) > W∗ .

2.2.3

Probability model for RNA-seq read counts

Denote the lengths of homeologous genes a and b as `a and `b (e.g., in kilobases) and let
di be the sequencing depth (e.g., in millions of mapped reads) of replicate i. The expected
number of RNA-seq reads for gene a and replicate i is
µai = λa `a di = λ`a di ,

(2.2)

where in the second equality we have dropped the superscript for the reference homeolog
(λ = λa ). Similarly, the expected number of RNA-seq reads for gene b and replicate i is
µbi = λb `b di = ωλ`b di

(2.3)

where ω = λb /λa = λb /λ.
In order to model the overdispersion commonly observed in RNA-seq data, the probability model assumes that the count data for each gene is drawn from a negative binomial
11

distribution,
Γ(r + x)
f (x; µ, r) =
Γ(r)x!



µ
µ+r

x 

r
µ+r

r
,

where µ is the appropriate mean (µai or µbi in Eqs. 2.2 and 2.3). That is, if Xia and Xib are
random variables representing the count data for replicate i of homeologous genes A and B,
Pr{Xia = ai } = f (ai ; λ`a di , ri )
Pr{Xib = bi } = f (bi ; ωλ`b di , ri ) ,
where we have used µai = λ`a di and µbi = ωλ`b di . In these expressions, the aggregation
parameter ri is obtained from the observed mean-variance relation for all homeolog pairs of
the ith experimental replicate (see Appendix 1).
Assuming independence of experimental replicates, the likelihood functions L1 and L0
are products of the likelihood functions for each observation, that is,

L1 (X ) =

Qn

i=1

Li1 (X ) ,

and similarly for L0 (X ), where Xi = {ai , bi } indicates the observed read counts for replicate i
and X = ∪ni=1 Xi . The likelihood function for the alternative hypothesis and the ith replicate
is
Γ(ri + ai ) Γ(ri + bi )
Γ(ri )ai ! Γ(ri )bi !

ai 
bi
λ`a di
ωλ`b di
×
λ`a di + ri
ωλ`b di + ri

ri 
ri
ri
ri
×
.
λ`a di + ri
ωλ`b di + ri

Li1 (X ) =

(2.4)

The likelihood function for the null hypothesis and the ith replicate, Li0 (X ), is given by
Eq. 2.4 with ω = 1.
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2.2.4

Maximum likelihood estimation

Maximum likelihood estimation is performed using the the log-likelihood function corresponding to Eq. 2.4, namely,

ln L1 (X ) =

P

i

ln Li1 (X ) ,

(2.5)

where
ln Li1 (X ) = γ (ri + ai ) + ln (ai !)
+ γ (ri + bi ) + ln (bi !)
+ 2ri ln ri − 2γ (ri )
+ ai ln (λ`a di ) + bi ln ωλ`b di



− (ai + ri ) ln (λ`a di + ri )
− (bi + ri ) ln ωλ`b di + ri



(2.6)

and γ(·) = ln Γ(·). The log-likelihood function for the null hypothesis (ln L0 ) is given by
Eq. 2.6 with ω = 1.
The log-likelihood function ln L1 (X ) is maximized by numerically solving for λ̂ and ω̂
leading to zero partial derivatives,

0 =
0 =

∂ ln L1
∂λ

λ̂,ω̂

∂ ln L1
∂ω

λ̂,ω̂

(2.7)
,

(2.8)

as described in Appendix 2. The log-likelihood function ln L0 (X ) is maximized by solving
for λ̂ leading to
0=

∂ ln L0
∂λ

.

(2.9)

λ̂

The optimal parameter values λ̂ and ω̂ are used to evaluate ln L̂0 (X ; λ̂), ln L̂1 (X ; λ̂, ω̂), and
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the test statistic W (see Eq. 2.1).

2.2.5

Quantifying changes in homeolog expression bias (∆HEB)

Let A and B represent homeologous genes and RNA-seq data is generated under conditions 1 and 2 in n biological replicates, leading to mean expression levels ā1 , ā2 , b̄1 , b̄2 . The
change in homeolog expression bias (∆HEB) is defined as

∆HEB = HEB2 − HEB1 = log

b̄2 /ā2
b̄1 /ā1


,

(2.10)

where the last equality uses HEB1 = log b̄1 /ā1 and HEB2 = log b̄2 /ā2 .

2.2.6

Likelihood ratio test for ∆HEB

The likelihood ratio test for ∆HEB is designed to determine whether there is sufficient
evidence to reject the null hypothesis (H0 ) that homeolog expression bias is the same under
two experimental conditions (∆HEB = 0) in favor of the alternative hypothesis (H1 ) that
there is a difference in bias (∆HEB 6= 0). Following notation similar to the previous section,
our hypotheses are
a|b

H0 : θ ∈ Θ0 = {λ1|2 ∈ R+ : λb1 /λa1 = λb2 /λa2 }
a|b

H1 : θ ∈ Θ\Θ0 = {λ1|2 ∈ R+ : λb1 /λa1 6= λb2 /λa2 } ,
a|b

where λ1|2 is an abbreviation for λa1 , λb1 , λb1 , λb2 . Equivalently,
H0 :

θ ∈ Θ0 = {λ1|2 , ω1|2 ∈ R+ : ω1 = ω2 }

H1 :

θ ∈ Θ\Θ0 = {λ1|2 , ω1|2 ∈ R+ : ω1 6= ω2 } ,

where ω1 = λb1 /λa1 , ω2 = λb2 /λa2 , λ1 = λa1 and λ2 = λa2 . The difference in degrees of freedom
of the alternative and null hypotheses is δ = 4 − 3 = 1.
14

The likelihood functions for the ∆HEB test are similar to those for HEB, though the two
different experimental conditions lead to twice as many terms (cf. Eq. 2.4). The likelihood
function for H1 is
L1 (X ) =

2 Y
n
Y
k=1 i=1

Lk,i
1 (X )

(2.11)

where Lk,i
1 , the likelihood function for the ith replicate of the kth condition, has the form
a
b
of Eq. 2.4 with parameters indexed by condition (ak,i , bk,i , rk,i
, rk,i
, ωk ). The log-likelihood

function for H1 is thus
ln L1 (X ) =

2 X
n
X
k=1 i=1

ln Lk,i
1 (X )

(2.12)

where
ln Lk,i
1 (X ) = γ (rk,i + ak,i ) + ln (ak,i !)
+ γ (rk,i + bk,i ) + ln (bk,i !)
+ 2rk,i ln rk,i − 2γ (rk,i )
+ ak,i ln (λ`a di ) + bk,i ln ωk λ`b di



− (ak,i + rk,i ) ln (λ`a di + rk,i )
− (bk,i + ri ) ln ωk λ`b di + rk,i



(2.13)

and γ(·) = ln Γ(·). The log-likelihood function for the null hypothesis (ln L0 ) is given by the
above expressions with ω1 = ω2 = ω. The aggregation parameters (rk,i ) are determined from
the data with experimental conditions k = 1 and 2 considered separately (cf. Eqs. 2.17–2.19).
The log-likelihood function ln L1 (X ) used in the analysis of ∆HEB is maximized by
numerically solving uncoupled systems of the form of Eqs. 2.7 and 2.8 for (λ̂1 , ω̂1 ) and
(λ̂2 , ω̂2 ). The log-likelihood function ln L0 (X ) is maximized by solving for λ̂1 , λ̂2 and ω̂ that
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lead to zero partial derivatives,

0 =
0 =
0 =

∂ ln L0
∂λ1

λ̂1 ,λ̂2 ,ω̂

∂ ln L0
∂λ2

λ̂1 ,λ̂2 ,ω̂

∂ ln L0
∂ω

λ̂1 ,λ̂2 ,ω̂

(2.14)
(2.15)
.

(2.16)

The optimal parameter values are used to evaluate the likelihoods, L̂0 (X ; λ̂1 , λ̂2 , ω̂) and
L̂1 (X ; λ̂1 , λ̂2 , ω̂1 , ω̂2 ), and the test statistic W (see Eq. 2.1).
The numerical solution of these equations was facilitated by transforming these equations in a manner that ensured both parameters are positive and symmetric with respect to
the mean expression levels of homeolog A and B (see Appendix 2).

2.3
2.3.1

Results
The likelihood ratio test for HEB applied to allotetraploid
Mimulus luteus

To demonstrate the application of the likelihood ratio test for HEB, five biological replicates of RNA-seq data were generated from petals of the tetraploid Mimulus luteus (monkeyflower), and another five replicates were generated from the leaves (see Appendix 3 for
details). We have chosen M. luteus because it is a tetraploid with two distinct subgenomes,
denoted A and B (mean synonymous divergence is ∼ 11.1%. For details on genome assembly,
see Edger, Smith, McKain, Cooley, Vallejo-Marin, Yuan, Bewick, Ji, Platts, Bowman, et al.
(Edger et al.)). In this section, we use the likelihood ratio test for HEB to find homeologous
gene pairs where one homeolog is expressed at significantly different levels than the other,
one tissue at a time. In the section on ∆HEB we develop a likelihood ratio test to determine
whether there is a significant difference in the bias between the two tissues.
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Homeolog expression bias in Mimulus luteus petals
Figure 2.2 (top panel) shows the result of applying the likelihood ratio test for HEB to
the petal data. There are 1,853 homeologous gene pairs in M. luteus that can be identified as
coming from separate subgenomes. Of these 1,853 homoeologous pairs, 1,560 were testable
(measurable expression from each individual homeolog). Of testable pairs, a total of 676
gene pairs show significant bias (using a significance level of α = 0.05, and applying the
Benjamini-Hochberg correction Benjamini and Hochberg (1995); Groppe (2015) to account
for multiple testing error). In the 334 pairs biased towards the A homeolog the mean HEB
is −2.50 (5.6-fold change). In the 342 pairs biased towards the B homeolog, the mean HEB
is 2.37 (5.2-fold change).
These results may be indicative of a number of evolutionary processes. For example,
one of the homeologs may have become sub- or neofunctionalized in this tissue, or one of the
homeologs may simply be losing its function.
Homeolog expression bias in Mimulus luteus leaves
Next, the likelihood ratio test for HEB was applied to the leaf data (results shown in
Fig 2.2, bottom panel). Of 1,853 homoeologous pairs, 1,498 were testable and a total of 399
gene pairs show significant bias. In the 199 pairs biased towards the A homeolog the mean
HEB is −2.84 (7.1-fold change). In the 200 pairs biased towards the B homeolog, the mean
HEB is 2.78 (7.0-fold change).

2.3.2

The likelihood ratio test for ∆HEB applied to allotetraploid
Mimulus luteus

The likelihood ratio test for ∆HEB requires each homeolog to have at least one read in
each condition. Returning to the leaf and petal data from the previous sections on HEB,
this gives 1,448 testable pairs. Figure 2.3 shows the results of the likelihood ratio test for
∆HEB. We find a total of 76 gene pairs show significant ∆HEB. Of these, 35 are more
17
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Figure 2.2: Likelihood ratio test for HEB in petals (top) and leaves (bottom) of M. luteus.
(Top) Of 1,560 testable homeologous gene pairs in the petals (gray), a total of 676 show
significant bias. Of these, 334 pairs are biased towards the A homeolog (yellow), with a mean
HEB of −2.50 (5.6×). 342 pairs are biased towards the B homeolog (blue), with a mean
HEB of 2.37 (about 5.2×). (Bottom) Of 1,498 testable homeologous gene pairs (gray), a
total of 399 show significant bias. Of these, 199 pairs are biased towards the A homeolog
(yellow), with a mean HEB of −2.84 (5.6×). 200 pairs are biased towards the B homeolog
(blue), with a mean HEB of 2.78 (about 5.2×). The Benajamini-Hochberg correction for
multiple testing was applied at significance level α = 0.05.
biased towards the A homeolog in the leaf than they are in the petal. The remaining 41
gene pairs are more biased towards the B homeolog in the leaf than in the petal.
Figure 2.4 shows a scatter plot of homeolog expression bias (HEB) in leaf and petal.
Colored marks indicate gene pairs with statistically significant changes in homeolog expression bias (∆HEB) (these points correspond to the colored bars in Figure 2.3). Data points
in the top-left and bottom-right quadrants of Figure 2.4 represent homeologous pairs where
one homeolog is more highly expressed in one tissue and its partner is more highly expressed
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Figure 2.3: Likelihood ratio test for ∆HEB in the leaves vs. petals of M. luteus. Of 1,448
testable homeologous gene pairs (gray), 76 show significant ∆HEB. Of these, 35 are more
biased towards the A homeolog in the leaves than in the petals (yellow). 41 gene pairs are
more biased towards the B homeolog in the leaf than in the petal (blue).
in the other tissue. The top-right and bottom-left quadrants correspond to homeologous
pairs where the difference in bias favors the same homeolog but has become more extreme.
Finally, all of the marks that are colored blue or yellow show significant change in bias and
are candidates for tissue specific sub- or neofunctionalization.
Although the change in homeolog expression bias is defined by Eq. 2.10 as the log-fold
change in homeolog expression bias, the intercalation of significant (yellow and blue) and
not significant (gray) ∆HEB in Figure 2.4 makes it clear that statistical evidence for ∆HEB
is not reducible to the difference between HEBleaf and HEBpetal (the vertical or horizontal
distance to the line of slope 1 where HEBleaf = HEBpetal ).
Whether or not ∆HEB is statistically significant also depends on differences in sequencing depths, mean expression levels (e.g., lowly expressed genes are more likely to be influenced
by shot noise), and ratios of gene lengths. All of these factors are considered simultaneously
in the likelihood ratio test presented here. Assessing the statistical significance of ∆HEB
using the results of multiple, separate, HEB or differential expression tests would almost
certainly result in a different set of genes being called significant.
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Figure 2.4: Statistical significance of ∆HEB compared to homeolog expression bias (HEB)
in leaf and petal. Yellow and blue indicates homeolog gene pairs with significant ∆HEB.
The likelihood ratio test for ∆HEB is distinct from HEB tests in leaf and petal (see text).

2.3.3

Validation of the likelihood ratio tests using simulated data

A natural question to ask about HEB and ∆HEB is, “How large does the change in expression levels between homeologs across conditions need to be before we can detect ∆HEB
most of the time?” Unsurprisingly, this depends largely on the number of biological replicates.
To explore this question, we generated simulated data with one expression level fixed at
a constant value, µa = 100, and varied the other expression level, µb = 2x µa , with x ∈ [0, 2]
in steps of 0.1. For each value of x, we generated 10,000 sets of data from a negative binomial
distribution for N = 3, 6, 12 and 24 replicates. We fixed the parameter r = 10 for simplicity;
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this is within the range of values typically observed in RNA-seq data.
Fig 2.5 (left) shows the results of the likelihood ratio test for HEB on this simulated
data set. We find that a 4-fold change is almost always detectable, regardless of the number
of replicates. However, detecting a 2-fold change at least 95% of the time requires at least 6
replicates.
To assess the sensitivity of ∆HEB to different levels of bias shift, we created a similar
data set. This time, we set 3 of the expression levels equal (µa1 = µb1 = µa2 = 100), and varied
the fourth; µb2 = 2x µa2 , with x ∈ [0, 2] in steps of 0.1. The aggregation parameter was again
fixed at r = 10. For each value of x, 10,000 sets of data were generated from a negative
binomial distribution for N = 3, 6, 12 and 24 replicates.
Fig 2.5 (right) shows the results of the likelihood ratio test for ∆HEB on this simulated
data set. The results are similar to those for HEB, with the test for ∆HEB being slightly
less sensitive than the test for HEB. For ∆HEB, a 4-fold change in bias is detected more
than 95% of the time when N ≥ 6. As with the test for HEB, the ability to detect smaller
changes increases significantly with the number of replicates.
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Figure 2.5: Power of the likelihood ratio tests for HEB (left) and ∆HEB (right) with simulated data, using a 5% significance level. Detecting a 2-fold change in HEB at least 95% of
the time requires at least 6 replicates. Detecting a 2-fold change in ∆HEB at least 95% of
the time requires at least 12 replicates.
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2.4

Alternative Methods

Our method is transparent, derived specifically for the analysis of ∆HEB, and requires a
minimal number of assumptions, nevertheless we wished to investigate whether other methods could achieve similar results. Because we found only one method analogous to ours in
the literature (Homeoroq, Akama et al. (2014)), we developed three additional ad hoc methods. To compare these methods we generated simulated data sets and analyzed ROC curves.
Each data set contained 10,000 gene pairs, half of which had ∆HEB fixed at a constant value
(2, 8, and 16). Three replicates were generated from negative binomial distributions, and
this was repeated 50 times for each value of ∆HEB (150 simulations total).

LRT

0.7

DEZ

True Positive Rate

ROC
area

0.9

0.75

FPR< 0.1

0.06

LRT
DEZ
HRO
0

0
2

8
∆HEB

0

16

0.1
False Positive Rate

Figure 2.6: Left: Comparison of the LRT and DEZ methods for ∆HEB using total (top) and
partial (bottom) area under ROC curves with simulated data. Right: Example of a partial
ROC curve for LRT, DEZ, and HRO methods.
First, we took a naive approach and performed t-tests and z-tests on the ratio of log2 fold changes between conditions 1 and 2. Next, we ran DESeq2, extracted the estimated
shrunken log2 -fold changes and their standard errors, and performed a z-test (we call this
method ‘DEZ’). Unsurprisingly, the naive methods (standard t- and z- tests) underperformed
the LRT, with area under the ROC curve (ROC area) typically less than the LRT by 0.05
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to 0.36.
The LRT outperformed DEZ for ∆HEB = 8 and 16 (Figure 2.6, top left). For ∆HEB =
2, both methods performed poorly with mean ROC area = 0.58080 for the LRT, while DEZ
came out slightly ahead with mean ROC area = 0.58083 (not shown). In all cases, the
Homeoroq method significantly underperformed both alternatives.
The test with largest ROC area is not necessarily the best choice, for example, when
an ROC curve accumulates a small area for low FPR, and a large area for high FPR. To
address this, we evaluated partial ROC area for false positive rates between 0 and 0.1, as
researchers typically don’t accept FPR> 0.1. An example truncated ROC curve is shown in
Figure 2.6 (right). By this metric, the LRT outperforms DEZ for ∆HEB = 8 and 16, while for
∆HEB = 2 both methods performed poorly, with DEZ marginally better (Figure 2.6, bottom
left). Homeoroq significantly underperformed both alternatives at all levels of ∆HEB.

2.5

Conclusion

We have developed a robust statistical framework specifically designed for the comparison of duplicate gene expression patterns. Importantly, this technique is consistent and
reproducible. Through analysis of simulated data we have shown that these methods perform well, especially given the small sample sizes typical of RNA-seq experiments. We have
shown that the ability to detect small differences in expression levels increases as a function
of sample size, a fact that can be used to aid experimental design. Other authors have
noted this in the context of traditional differential expression analysis and made similar recommendations (Liu et al., 2013; Schurch et al., 2016; Roulin et al., 2013). Moreover, we
demonstrate the usefulness of the likelihood ratio test for ∆HEB using homeolog expression
RNA-seq data derived from a polyploid plant. While we have developed this test for the
purpose of analyzing changes in expression patterns of homeologous genes, we emphasize
that the method is suitable for the expression analysis of any two genes (they need not be
homeologs) across any two conditions. In the following sections we will see several practical,
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and important, applications of these methods.

2.6
2.6.1

Appendices
Appendix 1: Estimation of aggregation parameters

Due to the typically small number of replicates in RNA-seq experiments, accurate estimation of the aggregation parameter is not realistic on a gene-by-gene basis (Robinson and
Smyth, 2008; Anders and Huber, 2010). Instead, we use the mean-variance relation of a
negative binomial distribution, namely,
1
σ 2 = µ + µ2 ,
r

(2.17)

to compute an aggregation parameter r for each experimental replicate, after rescaling to
account for each replicates sequencing depth.
In brief, let xij denote the count data for the jth pair of homeologous genes obtained for
experimental replicate i ∈ {1, 2, . . . , n}. For each of the n replicates, we produce an auxiliary
i
data set (yk,j
) by rescaling the count data for all replicates as though each were obtained in

an experiment with the sequencing depth of replicate k,
i
yk,j
=

dk i
x .
di j

(2.18)

2
i
For each gene (j), we compute a scaled mean (µk,j ) and variance (σk,j
) of yk,j
over replicates

(i). To obtain the aggregation parameter rk , we perform a nonlinear least squares fit of the
observed mean-variance relation across all genes. That is, rk minimizes the sum of squares
error,
E=

X
j

2
σk,j

− µk,j
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1
− µ2k,j
rk

2
.

(2.19)

2.6.2

Appendix 2: Numerical scheme for maximum likelihood estimation

For the analysis of both HEB and ∆HEB, parameter values maximizing the likelihood
functions L̂0 and L̂1 were obtained using the built-in MATLAB command fsolve applied
to Eqs. 2.7–2.9 and 2.14–2.16. In both cases, the numerical procedure was facilitated by
changing variables from (λ, ω) to (v, y) through
λ = ev−y
ω = e2y ,

that is, v = ln λ + y and y = (ln ω)/2. This ensures positivity of λ and ω and leads to a
system of equations that is symmetric in λa ↔ λb . The new variable v is the logarithm of
the geometric mean of the expression levels λa = λ and λb = ωλ,
√
√
v = ln λa λb = ln λ · ωλ ,
that is, λa = λ = ev−y and λb = ωλ = ev+y . The transformed partial derivatives used to
maximize the log-likelihood ln L1 (Eqs. 2.7–2.8) are
∂ ln L1 X
=
Bi (v, y) + Ai (v, y)
∂v
i
∂ ln L1 X
0 =
=
Bi (v, y) − Ai (v, y)
∂y
i

0 =

(2.20)
(2.21)

where
(ai + ri )ev−y `a di
ev−y `a di + ri
(bi + ri )ev+y `b di
Bi (v, y) = bi −
.
ev+y `b di + ri
Ai (v, y) = ai −
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(2.22)
(2.23)

The transformed partial derivative used to maximize ln L0 are found by substituting y = 0
in Eq. 2.20,

0 =

∂ ln L0 X
=
Bi (v, 0) + Ai (v, 0) .
∂v
i

For the analysis of ∆HEB, the partial derivatives used to maximize ln L1 are two uncoupled
systems of the form of Eq. 2.20–2.23, one for each experimental condition (k = 1 and 2),
∂ ln L1 X
=
Bk,i (vk , yk ) + Ak,i (vk , yk )
∂vk
i
∂ ln L1 X
0 =
=
Bk,i (vk , yk ) − Ak,i (vk , yk )
∂yk
i
0 =

where
(ak,i + rk,i )ev−y `a di
ev−y `a di + rk,i
(bk,i + rk,i )ev+y `b di
Bk,i (v, y) = bk,i −
.
ev+y `b di + rk,i
Ak,i (v, y) = ak,i −

For the null hypothesis y2 = y1 = y we numerically solve a system of three equations,
including
0=

∂ ln L0 X
=
Bk,i (vk , y) + Ak,i (vk , y)
∂vk
i

for k = 1 and 2. These are coupled via

0=

2.6.3

∂ ln L0 X X
=
Bk,i (vk , y) − Ak,i (vk , y) .
∂y
i
k

Appendix 3: Experimental methods

Plant tissues were collected from second generation inbred Mimulus luteus. All plants
were grown in a greenhouse under a 16 hour light regiment at 21◦ C and 30% humidity. Petal
tissue was collected from the corolla of a flower bud near blooming, and leaf tissue came
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from young leaves adjacent to the stem apical meristem. Five replicates of each tissue type
were collected, at the same time of day, from different individuals. Approximately 100–200
mg of plant tissue was immediately placed into liquid nitrogen. RNA was extracted by
grinding frozen tissue with pestles in PureLink Plant RNA Reagent from Ambion. Column
isolation of RNA was subsequently performed using Direct-zol RNA MiniPrep Plus Kit from
Zymo Research. Libraries were constructed using KAPA Stranded mRNA-Seq Kit. During
library construction, sequence specific Illumina TruSeq adapters were added to distinguish
each library. Using an Agilent 2100 Bioanalyzer, average fragment lengths were determined
to be between 230 and 300 bp. Libraries were then pooled and sequenced by the Duke
Center for Genomic and Computational Biology on an Illumina HiSeq 2500 instrument.
The resulting reads (50 base pair, single end) were mapped to the M. luteus genome using
bowtie2 (Langmead and Salzberg, 2012) with the --very-sensitive-local option. Reads
to exonic regions were counted using htseq-count (Anders et al., 2014) with the default
settings (minimum alignment quality of 10 on the phred scale).
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Chapter 3
Applications of the likelihood ratio
test for HEB and ∆HEB

3.1

Introduction

This chapter uses the tests for HEB and ∆HEB derived in the previous section to address
several questions relating to polyploid subgenome dominance, where one subgenome retains
more genes and is more highly expressed than the other(s).
The first system considered is the yellow monkeyflower, Mimulus. Very recently (i.e.,
within the past few centuries) two species of Mimulus (one diploid and one tetraploid)
hybridized to form a triploid, which then underwent a WGD to form a new allohexaploid
(Edger et al., 2017). Below I describe how I applied the likelihood ratio test for HEB to gene
expression data from Mimulus (the parents, resynthesized hybrid, synthetic allopolyploid,
and natural allopolyploid), and establish that the tetraploid subgenome is dominant in terms
of gene expression, and that this dominance appears to increase over relatively short time
scales (i.e., centuries).
This particular hybridization is also interesting due to the difference in ploidy levels of
the parental species (diploid and tetraploid). Such hybridizations can often fail to produce
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viable offspring as a result of abnormal development following pollination (Lafon-Placette
et al., 2017). The abnormal development in interploidy crosses of plants has been linked to
the disruption of normal gene expression in the endosperm, a nutrient-rich tissue relied upon
for nourishment by the developing embryo. As an example application of the likelihood ratio
test for ∆HEB, I compared gene expression levels in the embryo and endosperm of seeds
from both parental lineages and hybrid crosses and established that, in the hybrids, there
is a disruption of parental gene imprinting, which refers to biased expression of genes in a
parent-specific fashion (i.e., a gene may be more highly expressed based on whether it was
contributed by the seed parent or pollen donor). We will also see that this is accompanied
by the same global expression bias observed in the natural allopolyploid, i.e., rather than
normal parental imprinting patterns being maintained, the tetraploid subgenome appears to
be dominant regardless of whether it was the seed parent or pollen donor.
As a final example, I will apply the methods for HEB to assess the Fragaria (strawberry) genome for subgenome dominance. Compared to Mimulus, Fragaria is a much older
polyploid that has a rich history of cultivation by humans (Edger et al., 2019). The modern
cultivar analyzed, Fragaria × ananassa, is an octoploid resulting from a sequence of polyploid
hybridizations which appear to have originated with four diploid progenitors. We will see
that of the four subgenomes it contains, one does appear to be dominant. This subgenome
contributes to many of the phenotypic traits desired by humans, such as fragrance, sweetness,
and color.

3.2

Subgenome dominance in Mimulus hybrids

While whole-genome duplications (WGDs) have occurred repeatedly throughout evolutionary history, they are especially common in angiosperms (flowering plants) (Jiao et al.,
2011). Understanding the sequence of events occurring after a WGD, such as the emergence
of subgenome dominance, is challenging because evolution typically occurs over vast time
scales. Ideally, one would like to study both the polyploid organism as well as its progenitors,
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but the latter are typically no longer available in nature.
Mimulus is a model system which overcomes this challenge. In brief, sometime during
the past few centuries two closely related species, one diploid (Mimulus guttatus) and one
tetraploid (Mimulus luteus) were introduced into the United Kingdom and repeatedly hybridized to form a triploid (Mimulus × robertsii ). Another population of hexaploids (Mimulus peregrinus) found in the same region is believed to be the result of a WGD in the triploid
species dating approximately 140 years ago (Vallejo-Marı́n et al., 2015). Additionally, sometime after the divergence of M. luteus and M. guttatus, M. luteus underwent a whole genome
duplication. Following hybridization, many genes exist as homeologous triplets (or sextets)
derived from the same ancestral gene. A schematic of this complex evolutionary history is
shown in Figure 3.1.
The parental Mimulus species mentioned above and the natural allopolyploid are all still
thriving, and F1 as well as synthetic allopolyploids have been generated in the lab (Edger
et al., 2017). This provides a model system where it is possible to compare a polyploid
species and its progenitors. The parents, F1 hybrid, synthetic allopolyploid, and natural
allopolyploid yield four points of comparison (pre-hybridization, 1 generation after, 2 generations after, and approximately150 generations after). A variation of the methods developed
in Chapter 2 to reveals that the subgenome inherited from the tetraploid parent, M. luteus, establishes dominance immediately following hybridization, and that this dominance
increases over time. Additionally, this dominance correlates with a lower abundance of
transposable elements - an observation that supports predictions regarding the evolution of
subgenome dominance (Freeling et al., 2012) (This theme will emerge again in my analysis
of the strawberry genome).

3.2.1

Methods

The statistical method for this analysis follows Chapter 2, with modifications that facilitate experiments designed answer the specific question of whether, following hybridization,
one of the parental subgenomes establishes dominance in terms of gene expression. We
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Figure 3.1: A schematic of the chromosome complement of the species discussed in this
chapter. Top: Following a WGD, M. luteus contains two homeologous copies of each M.
guttatus chromsome. Middle: M. guttatus and M. luteus hybridize to form the triploid M.
x robertsii. Bottom: The triploid underwent a WGD to form the hexaploid M. peregrinus.
seek genes that have likely maintained their ancestral function, but which are more highly
expressed than their homeologs. Thus, we wish to avoid identifying genes that may have
become sub- or neo-functionalized. To this end, we compare homeologous gene expression in
three tissues simultaneously (calyx, petal, and stem), and consider three different scenarios.
In the first scenario, two homeologs are expressed at equal levels in all three tissues. In
this case, we say there is no homeolog expression bias. In the second scenario, one homeolog
is expressed more highly than the other in all three tissues, and at consistent levels. In this
case, we say there is consistent homeolog expression bias. Finally, two homeologs may differ
in expression levels and by different amounts between the three tissues. We refer to this as
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inconsistent homeloog expression bias. One subgenome is considered to be dominant if it has
more homeologs with consistent bias than another subgenome.
Distinct from the methods introduced in Chapter 2, we do not have a single null and
alternative hypothesis for each homeologous pair of genes, but rather a set of three nested
hypotheses. The first, H0 , is that there is no expression bias. The second, H1 , is that one
of the homeologs has an expression level that is elevated in all three tissues by the same
amount, ω, relative to the other homeolog (consistent expression bias). The third, H2 , is
that the expression level differences are not consistent in all three tissues (ωj is distinct for
each of j ∈ {1, 2, 3}, i.e., inconsistent expression bias). Thus, the parameter space specified
by Hn is a superset of the parameter space specified by Hn−1 and the problem is well suited
for the application of a likelihood ratio test.
Following the notation of Chapter 2, each of the genes in a homeolog pair are represented
as a set of three expression levels, and our three nested hypotheses can be stated as follows:

H0 :

(λj , ωj ) ∈ {λj ∈ R+ , ωj = 1}

H1 : (λj , ωj ) ∈ {λj , ωj ∈ R+ : ωj = ω}
H2 :

(λj , ωj ) ∈ {λj , ωj ∈ R+ }

(3.1)
(3.2)
(3.3)

where j ∈ {1, 2, 3} is an index over tissues. The expected number of reads to homeologs A
and B in tissue j are
µaj

= λj `a dj

µbj = ωj λj `b dj

(3.4)
(3.5)

Because we have one replicate per tissue, it is not feasible to estimate a variance parameter,
so in this case we model the read counts as Poisson distributed rather than negative binomial.
The log-likelihood function for the set of 6 observations, X = {aj , bj : j ∈ {1, 2, 3}}, in the
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most general case (i.e., the system with the most parameters, described by H2 ) is

ln L2 (X ) =

3
X
j=1

aj ln(λj `a dj ) − λj `a dj − ln(aj !) + bj ln(ωj λj `b dj ) − ωj λj `b dj − ln(bj !)

This system has 6 free parameters, namely λj , ωj for j ∈ {1, 2, 3}. The corresponding system
of equations, whose solution provides the maximum likelihood L̂2 , is:
∂ ln L2
aj + b j
=
− `a dj − ωj `b dj = 0
∂λj
λj
∂ ln L2
bj
=
− λj `b dj = 0 .
∂ωj
ωj

(3.6)
(3.7)

These equations are solved by

λ̂j =

aj
a
` d

(3.8)

bj `
.
aj `b

(3.9)

j
a

ω̂j =

For the maximum likelihood L1 the equations are as above, but the parameters ωj are
assumed to be equal (ωj = ω). This results in a coupling of the partial derivatives that
makes an analytic solution difficullt. For this reason, we use MATLAB’s built in nonlinear
system solver, fsolve to find λ̂j and ω. For H0 , the parameters ωj = 1, the equations are
once again uncoupled and we have,

λ̂j =

aj + b j
1 + `b /`a

(3.10)

We are looking for the set of genes where, given the observed expression levels, H1 is significantly more likely than H0 to have generated the data, and H2 does not offer a significant
improvement over H1 . These genes are identified using a sequence of two likelihood ratio
tests. For each homeolog pair, we first ask whether we can reject H0 in favor of H1 , and we
apply the Benjamini-Hochberg method to correct for multiple testing error (see section 2.3).
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We then ask whether we can reject H1 in favor of H2 , but we conservatively do not apply
any correction for multiple testing. In other words, when asking if we can reject H0 in favor
of H1 , we emphasize control over our false positive rate, but when asking whether we can
reject H1 in favor of H2 , we emphasize control over the false negative rate. In both cases,
a significance level of 0.01 was used. (A different approach would be taken if we sought
candidate homeologs that have been neofunctionalized in a particular tissue).

3.2.2

Results

Recall that in addition to the common ancestry of M. guttatus and M. luteus, M. luteus
had an additional WGD after their divergence. For this reason, homeologous genes come in
triplets (depicted schematically in Fig 3.1). We will denote these three subgenomes as G,
La , and Lb . To ensure consistency across all our analyses, we considered only those genes
that could clearly be identified as having a 2-1 homology between M. luteus and M. guttatus.
Additionally, we only consider genes for which each homeolog had at least one read count in
each tissue sampled.
In the first analysis, we compared the La and Lb subgenomes with each other (see
Figure 3.2). In present day M. luteus, for genes best described by H1 , we see a slight bias
towards the La subgenome, whereas in the F1, synthetic, and natural allopolyploid, we see a
shift towards the Lb subgenome with both the average bias and the number of biased genes
increasing over time.
For the next analysis, we compared subgenome G to La and Lb . Because all three
homeologs are potentially coding for the same gene product, there are two ways to make this
comparison. In the first analysis, we compared the G homeologs to their La and Lb homeologs
by treating the latter as if they were a single long gene (i.e., adding up their gene/transcript
lengths as well as their read counts). If all three homeologs were contributing an equal
amount of transcript, this would result in a conclusion of no bias. In the F1, synthetic, and
natural allopolyploid, each analysis consisted of approximately 3,000 comparisons.
Using this approach we observe subgenome dominance being established immediately
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in the F1 hybrid, with 1,330 of 3,314 of homeologs significantly biased towards the M. luteus
subgenome (see Figure 3.3). This bias increases over time, both in number of pairs biased
towards M. luteus as well as the average amount of bias (1.66 in the F1, 1.77 in the synthetic
allopolyploid, and 2.35 in the natural allopolyploid). A smaller portion of genes are biased
towards the M. guttatus subgenome, the average bias of these genes is smaller, and the
number of genes so biased decreases from the F1 hybrid to the natural allopolyploid.
In a second analysis, we compared each G homeolog to its La and Lb homeolog separately
(see Figure 3.4). Consistent with our first analysis, we see that the L subgenomes dominate,
and that this bias increases over time, with approximately 1/3 of the comparisons biased
towards the L subgenomes in the F1, and increasing to nearly 1/2 in the natural allopolyploid.
We then asked whether expression bias correlates across the three hybrid lineages (see
Figure 3.5). We found that homeologs that are significantly biased in one lineage are likely to
be significantly biased in the other two lineages. Furthermore, in the majority of cases, the
direction of bias is maintained. The correlation is strongest between the F1 and synthetic
allopolyploid, while correlations between F1 and natural allopolyploid, or synthetic and
natural allopolyploid are positive, but weaker. This is consistent expectations given the
longer time elapsed since hybridization.
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Figure 3.2: Results of the likelihood ratio test for HEB, applied to the two M. luteus
subgenomes in M. luteus, F1 hybrid, synthetic allopolyploid, and natural allopolyploid. Gray
histograms show distribution of expression bias (B) for all testable homeolog pairs. Testable
homeolog pairs (N ) are those that could clearly be identified as homologous and had at least
1 read in each tissue sampled. Blue histograms are those subsets of genes which are best
described by H1 .
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Figure 3.3: Results of the likelihood ratio test for HEB, comparing each M. guttatus gene to
its M. luteus homeologs in aggregate in the F1 hybrid, synthetic allopolyploid, and natural
allopolyploid. Gray histograms show distribution of expression bias (B) for all testable
homeolog pairs. Testable homeolog pairs (N ) are those that could clearly be identified as
homologous and had at least 1 read in each tissue sampled. Blue and yellow histograms are
those subsets of genes that are best described by H1 .
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Figure 3.4: Results of the likelihood ratio test for HEB, comparing each M. guttatus gene
to its M. luteus homeologs separately in the F1 hybrid, synthetic allopolyploid, and natural
allopolyploid. Gray histograms show distribution of expression bias (B) for all testable
homeolog pairs. Testable homeolog pairs (N ) are those that could clearly be identified as
homologous and had at least 1 read in each tissue sampled. Blue and yellow histograms are
those subsets of genes that are best described by H1 .

39

B in Synthetic Allopolyploid

566
770

631
1532

593

888

B in Natural Allopolyploid

Natural
Allopolyploid

0

8

D)

r2 = 0.35

4

0

−4

−8

4

−8

B in Natural Allopolyploid

8

C)

r2 = 0.70

−4

871
Synthetic
Allopolyploid

8

B)

F1 Hybrid

A)

−8

−4

0
4
B in F1 Hybrid

8

r2 = 0.33

4

0

−4

−8

−4

0
4
B in F1 Hybrid

−8

8

−8

−4
0
4
B in Synthetic Allopolyploid

8

Figure 3.5: (A) Venn diagram of the number of consistently biased homeolog pairs across
hybrid lineages. (B)-(D) Scatterplots comparing expression bias in hybrids for the 1,532
homeolog pairs that were significantly biased in all three lineages (red line is linear regression;
blue line is identity.)
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3.2.3

Transposons, methylation, and gene expression

One hypothesis about the origin of subgenome dominance involves the repression of
transposable elements and the effect this has on gene expression (Freeling et al., 2012).
DNA methylation is a common epigenetic mechanism which serves to silence transposons,
but can also inhibit expression of nearby genes. This offers a possible mechanism by which
subgenome dominance may arise. If one of a duplicate pair of genes becomes less expressed, it
may become less essential to the functioning of the organism. Zooming out, if one subgenome
has fewer transposons and is generally less methylated in general, this may promote the
dominance of this subgenome.
To test this hypothesis in the Mimulus system, Puzey and co-workers compared transposon densities and methylation levels in the parental and derived lineages (Edger et al.,
2017). We found that tranpsoson densities near genes (10 kilobases up and downstream of
the gene) are negatively correlated with gene expression in all lineages (the two parental
lineages are shown in Figure 3.6, the pattern is the same in the hybrids). We did not observe
any clear correlations with homeolog expression bias on a gene by gene basis. M. luteus has
84% more genes that M. guttatus, but it only has 41% more transposons. Because M. luteus
itself has 2 subgenomes, each of the M. luteus subgenomes must have a significantly lower
transposon load than M. guttatus.
The Puzey lab also looked at methylation levels within and nearby (1 kilobase up and
downstream) genes and transposons in each of the parent, hybrid, and allopolyploid lineages.
DNA methylation occurs in three different sequence contexts, CG, CHG, and CHH (where
H = A, C, or T). Most methylation types remain fixed or change only slightly between
lineages, and generally return to near parental levels in the natural allopolyploid. However,
CHH methylation levels in the F1 hybrid are greatly reduced relative to the parent. In the
natural allopolyploid, these levels return to near parental levels, with transposon methylation
in M. luteus retaining the greatest difference (Edger et al., 2017). While these findings are
equivocal and can not establish causality, they do support the hypothesis that transposons
and methylation are at least partially related to subgenome dominance.
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Figure 3.6: TE density is negatively related to gene expression in M. guttatus (A) and M.
luteus (B). The horizontal axis is transposon density, binned into 10 windows. The width of
each bin as displayed is proportional to the number of data points it contains. The horizontal
gray line indicates the mean of the response, log(RPKM).
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3.2.4

Contributions

My primary contribution was the development and application of the likelihood ratio
test for homeolog expression bias. See Edger et al. (2017) for a full list of authors and
contributions to the the results presented in this section.

3.3

Genomic imprinting and endosperm-based hybridization barriers in Mimulus hybrids

Genomic imprinting is an epigenetic phenomena that results in the differential expression
of particular autosomal genes based on the parental role of the donor (i.e., paternal or
maternal). This phenomena was first discovered in insects, has been most extensively studied
in mammals, and also appears to play an important role in the development of angiosperms
(Vinkenoog et al., 2003). During development, most genes are expressed equally from both
parents, but a certain subset of genes are differentially expressed in a parent-of-origin specific
manner. The epigenetic markers responsible for this parent-of-origin specific expression can
be maintained throughout development and cell division, and eventually reset prior to the
production of the next germ line.
Although polyploidy is common among plants, and has contributed an estimated 2-4%
of speciation events in angiosperms (Otto and Whitton, 2000), interploidy and interspecific
hybridization events can have very deleterious consequences during early plant development.
Angiosperm seeds are unique in that they undergo a process known as double fertilization.
In addition to the fusion of a sperm and egg cell to form a zygote, there is an additional
fertilization event that gives rise to the endosperm, a nutrient rich tissue that is consumed
by the developing embryo. The endosperm begins to develop following the fertilization of
an additional sperm cell with two maternal nuclei, both genetically identical to the egg. As
a result, the endosperm usually contains a 2:1 ratio of maternal to paternal genetic material
(denoted 2m:1p). Disrupting this balance can affect gene dosage as well as normal imprinting

43

patterns and often leads to inviable seeds (Josefsson et al., 2006).
The hybrid seed lethality mentioned above is known as an endosperm-based hybridization barrier. It has been shown that polyploidy can play a role in breaking down these
barriers. For example, while diploid Arabidopsis lyrata and Arabidopsis arenosa do not
produce viable seeds, tetraploid A. lyrata can successfully hybridize with both diploid and
tetraploid A. arenosa (Lafon-Placette et al., 2017). Hybrid incompatibilities are important
factors which help facilitate speciation by allowing species to diverge. Successful hybridizations are also important for evolution by enabling gene flow and introgression of adaptive
traits between species.
To better understand this phenomenon, we used the likelihood ratio test for ∆HEB
developed in Chpater 2 on gene expression data in the embryo and endosperm from diploid
Mimulus guttatus and allotetraploid Mimulus luteus, as well as hybrid crosses in both directions (Direction refers to which plant was seed parent or pollen donor). In this system,
the hybrids will have an endosperm dosage ratio of either 4m:1p or 2m:2p, depending on
the direction of the cross. Hybrid crosses in both directions tend to produce malformed (or
stunted) seeds. Although there is evidence of significant paternal imprinting in the parents,
we find that hybrid endosperm exhibits the global expression dominance of M. luteus, similar
to that observed in the previous section.

3.3.1

Methods and results

For both M. guttatus and M. luteus, two inbred lines were crossed, and gene expression
in the embryo and endosperm was measured using RNA-seq. The parental direction was
then reversed and the experiment repeated with either 3 or 4 biological replicates per cross.
This established a baseline for parental gene imprinting prior to analysis of the hybrids.
Whole genome resequencing was previously completed for both M. luteus lines (referred to
as M11 and CS) and one of the M. guttatus lines (referred to as CG) (Vallejo-Marı́n et al.,
2016; Edger et al., 2017). Deep transcriptome resequencing of the remaining M. guttatus line
(LCA) was completed as part of this study (Kinser et al., 2018). Line-specific SNPs were
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identified, allowing the mapping of RNA-seq reads to their line-specific alleles.
To identify genes that are either maternally or paternally imprinted (MEGs and PEGs,
respectively), we employed the likelihood ratio test for ∆HEB derived in Chapter 2 to the
RNA-seq data described above. In this context, the gene labels A and B refer to the line, and
the conditions 1 and 2 refer to whether that line was the pollen donor or seed parent, and we
call the resulting metric AEB (allele expression bias). Gene-pairs which significantly change
their direction of bias when the crossing direction is reversed are interpreted as parentally
imprinted genes. Additionally, because the genetic material contributed from the maternal
side is double in the endosperm, those genes’ annotated lengths were doubled in equations
2.2 and 2.3.
Our findings are summarized in Figure 3.7. In both M. guttatus and M. luteus endosperm, we see significantly more PEGs than MEGs, with 37 PEGs vs 6 MEGs in M.
guttatus, and 207 PEGS vs 6 MEGs in M. luteus. In the embryo, wefound little evidence
of imprinting, with only 4 MEGs in M. guttatus, and 1 MEG and 2 PEGs in M. luteus.
Additionally, whether or not a gene shows imprinting in either parent is not a significant
predictor of whether it or its homeologs are imprinted in the other line, or in the hybrid.
This process was repeated for crosses of M. guttatus and M. luteus in both directions.
In the endosperm of these crosses, no genes were identified as either paternally or maternally
imprinted. However, we observed many more genes biased towards M. luteus, regardless of
crossing direction (Figure 3.8), consistent with the subgenome dominance observed in the
section 3.2. Unfortunately, we could not complete the reciprocal analysis for the embryo,
because embryos of the M. luteus × M. guttatus crosses (with a 4m:1p dosage ratio in the
endosperm) were severely stunted. However, embryos of the M. guttatus × M. luteus crosses
(with a 2m:2p dosage ratio in the endosperm) did show an average bias towards the M.
luteus genome of roughly 1.2×.

45

Figure 3.7: (a) The top row shows a comparison of AEB (allele expression bias) values in
the endosperm of reciprocal crosses of M. guttatus, M. luteus, and hybrids. The y-axis is
inverted for ease of interpretation. Data points in the top-left and bottom-right quadrants
indicate genes that show parental bias. Data points in the top-right and bottom-left indicate
line or species bias. Genes marked in yellow show significant parental bias after controlling
false discovery rates, FDR< 0.05. In the hybrid, paternally expressed genes (PEGs) from M.
guttatus are marked in red, while M. luteus PEGs are marked in blue. The single maternally
expressed gene (MEG) from M. guttatus is marked with a red diamond, and is the only case
of an imprinted gene that maintained its bias in the hybrid. The bottom row shows results
for the embryo of the parents. Panel (b) shows little to no correlation between the imprinting
status of homeologous genes in the parental genomes.

3.3.2

Contributions

My primary contribution was the development and application of the likelihood ratio
test for homeolog expression bias. See Kinser et al. (2018) for a full list of authors and
contributions to the results presented in this section.
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Figure 3.8: Distribution of AEB in the endosperm of hybrids when M. luteus is the seed
parent (top) and pollen donor (bottom).
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3.4

Subgenome dominance in Fragaria (strawberry)

The modern strawberry cultivar, Fragaria × ananassa, is an octoploid (containing eight
copies of each of seven chromosomes). It is the product of a hybridization between two
wild octoploid species (F. virginiana and F. chiloensis) that occurred approximately 300
years ago. These species were themselves the product of hybridizations between four diploid
species approximately 1 million years ago. Strawberries are of obvious economic importance, and also part of a larger family (the Rosaceae) that includes almonds, roses, apples,
and peaches. Insights into the nature and evolution of the strawberry genome could have
significant impacts on breeding as well as enhancing our understanding of polyploid evolution
in general.
Of the four diploid progenitor species of strawberry, two extant relatives had previously
been identified (Tennessen et al., 2014). As part of a project involving chromosome-level
assembly of the octoploid genome and extensive phylogenetic analysis, the remaining two
extant relatives were also identified (Edger et al., 2019). This study found that of the four
diploid progenitors (F. vesca, F. iinumae, F. viridis, and F. nipponica), the subgenome contributed by F. vesca has retained 20% more protein coding genes than the other subgenomes.
From this, we hypothesized that F. vesca would also be the dominant subgenome in terms
of gene expression. This was tested using the methods described in section 3.2. We were
able to confirm the dominance of the F. vesca subgenome in modern strawberry. As in
Mimulus, this dominant subgenome also has an overall lower abundnace of TEs than the
other subgenomes.

3.4.1

Results

Using the methods of section 3.2, gene expression data from three tissues (anther, root,
and leaf) was analyzed, and the likelihood ratio test for HEB was used to compare F. vescalike genes to their homeologs in the other subgenomes. Between the four subgenomes, there
were a total of 1,772 testable homeolog pairs (genes that could clearly be identified with one
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of the subgenomes with at least one read in each tissue sampled). We found that 425 of the
1,772 pairs were significantly and consistently biased towards F. vesca, while only 302 pairs
significantly biased away from F. vesca for all of the other three subgenomes combined. We
also observed a slight overall bias towards the F. vesca subgenome (Figure 3.9).
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Figure 3.9: Distribution of homeolog expression bias for the F. vesca-like subgenome vs.
their homeologs on the other subgenomes. Homeolog pairs which were significantly biased (A
significance level of 0.01 was used, following the Benjamini-Hochberg correction for multiple
testing error).
No clear relationship between TE density and homeolog expression bias on a gene-bygene basis, similar to our analysis of Mimulus (see section 3.2.3). We did observe that gene
expression is negatively correlated with TE density (Figure 3.10, left). In addition, F. vesca
subgenome has lower TE density near genes than the other three subgenomes (Figure 3.10,
right), again supporting the hypothesis that subgenome dominance is related to lower TE
densities.
Finally, although it is not the work of this author, it was also noted that:
Our analyses revealed that certain metabolic pathways, including those that give rise to
strawberry flavor, color, and aroma, are largely controlled by the dominant subgenome.
For example F. vesca homoeologs in octoploid strawberry are responsible for 88.8%
of the biosynthesis of anthocyanins, the metabolites responsible for the red pigments
in ripening strawberry fruit; 89.2% of the biosynthesis of geranyl acetate, a terpene
associated with fruit aroma; and 95.3% of the biosynthesis of fructose associated with
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Figure 3.10: Left: Gene expression as a function of TE density near genes. Black lines
indicate 95% confidence intervals of the mean, and blue dots indicate the number of genes
in each bin. Right: Cumulative distribution of TE densities near genes for the F. vesca
subgenome vs. the other subgenomes.
sweetness.
That is, humans appear to have contributed to the dominance of the F. vesca subgenome.

3.4.2

Contributions

My primary contribution was the development and application of the likelihood ratio
test to assess homeolog expression bias and analysis of transposon densities. See Edger et al.
(2019) for a full list of authors and contributions to the results presented in this section.

3.5

Conclusion

The likelihood ratio tests for HEB and ∆HEB developed in Chapter 2 were used to
assess subgenome expression dominance in two distinct polyploid plants, Mimulus and Fragaria. In both cases, one subgenome was identified as dominant both in terms of the number
of biased homeologs and the magnitude of that bias. It was shown that subgenome dominance in Mimulus is established immediately following hybridization and increases over
time. These methods were also used to analyze endosperm-based hybridization barriers in
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Mimulus. Rather than parental imprinting patterns being maintained in hybrid endosperm,
species-specific subgenome expression dominance was observed.
In multiple cases, we observed that the dominant subgenome tends to have fewer TEs
relative to the other subgenomes, and a negative correlation between gene expression and
TE density. This sets the stage for the final chapter of this dissertation, in which I focus on
the population genetics of TEs and possible mechanistic explanations for the distribution of
TE load that is observed in Mimulus, and for comparison, Drosophila.
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Chapter 4
The population genetics of
transposable elements

4.1

Background

While transposable elements (TEs) have been found in every eukaryote studied to date,
the evolutionary and genetic mechanisms that lead to their distribution in genomes and
populations is not well understood. The defining characteristic of all TEs is that they are
mobile DNA sequences that are able to relocate within genomes and/or copy themselves.
Unchecked, the proliferation of TEs would result in an exponentially increasing copy number,
which is obviously unrealistic. Therefore, in addition to the ability for TEs to increase in
copy number, there must be genetic mechanisms and evolutionary forces in place which act
to decrease TE abundance. Presumably, these mechanisms and forces often balance in such
a way that allows for the compatibility of the long-term persistence of TEs and species.
The mechanisms for increases in TE copy number include replication (i.e., making copies
of themselves), and horizontal transfer (e.g., between species or following migration). With
respect to the forces acting to reduce copy number, some insertions will certainly have very
deleterious consequences and be lost through purifying selection. TEs are rarely found in
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the coding sequence of genes, which is consistent with very strong selection against the
disruption of a gene’s function caused by TE insertion. TEs can contain regions of highly
repetitive DNA sequence (e.g., LTR, or long terminal repeats, are so named for this very
reason). Both repetitive DNA and the accumulation of multiple homologous copies of a
TE into chromosomes can lead to ectopic recombination (unequal crossing-over) and drastic
chromosomal rearrangements (Langley et al., 1988; Kent et al., 2017). In the case of DNA
(Type II, or cut-and-paste) elements, the act of transposition itself may come with a fitness
cost due to failure to repair double-strand breaks at the excision site (Le Rouzic and Deceliere,
2005).
On the other hand, TEs have been observed at higher frequencies in areas of low recombination, especially heterochromatic regions such as centromeres and telomeres (Dimitri and
Junakovic, 1999). Because these elements are typically inactive and situated in areas that
are not transcribed, they may be selectively neutral. Conversely, some TEs are important
for the maintenance of telomeres and hence maintained by selection (Pardue et al., 1996).
Several models have been proposed to explain the evolutionary dynamics of TEs. The
seminal and often cited population genetic model of Charlesworth and Charlesworth (1983)
considers a single chromosome as a finite set of T chromosomal loci, each of which can either
be occupied or not. If the frequency of insertions across the population at locus i is xi , then
the mean copy number per individual is

n̄ = 2

T
X

xi ,

(4.1)

i=1

where the factor of 2 accounts for diploidy. The Charlesworths’ neutral model includes two
processes: (1) a copy-and-paste rate, un , typically assumed to be a decreasing function of
the total TE load, n, and (2) an excision rate, with rate constant v.. The change in the
mean copy number per individual, per generation is

∆n̄ = E[nun ] − n̄v ,
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(4.2)

where the expected value is taken over individuals in the population. The Charlesworths’
analysis proceeds by expanding this expression around the mean population load n̄, and
dropping terms of third order and higher, to obtain a change in mean load per generation of
Vn
∆n̄ ≈ n̄(un̄ − v) +
2



∂un̄
∂ 2 un̄
2
+ n̄ 2
∂ n̄
∂ n̄


.

(4.3)

Here, Vn denotes the population variance. Using a previous result to account for the effects
of linkage (Bulmer et al., 1980) , the population variance is assumed to be given by
X
n̄ 
Vn = n̄ 1 −
Dij ,
− T σx2 + 4
T
i<j


(4.4)

where σx2 is the variance in element frequency across loci, and D is a matrix of linkage disequilibrium coefficients. Charlesworth and Charlesworth (1983) assume that linkage effects
are small enough to be ignored, so that

n̄ 
Vn ≈ n̄ 1 −
− T σx2 .
T

(4.5)

The variance in TE load across the population satisfies Vn ≤ n̄; in fact as σx2 → 0, Vn that
of a binomial distribution, with each locus having a probability of occupation equal to its
insertion frequency in the population, independent of other loci.
Charlesworth and Charlesworth (1983) also derived equations that account for selection
acting on TE load. In both models (neutral and adaptive), it is predicted and confirmed via
computer simulation that the population variance should be no greater than the population
mean. In the next section we will examine data from two distinct populations that is contrary
to this prediction.
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4.2

Overdispersion in empirical data

In counting processes, the term overdispersion refers to the variance of a distribution
being greater than the mean of the distribution. A typical measure of dispersion, given by
Eq. 4.6, is known as the Fano factor (named after the physicist Ugu Fano).

F [X] = F [X] =

F [X] =

Var[X]
E[X]

(4.6)

Var[X]
,
E[X]

If the random variable X has a Poisson distribution with parameter λ (i.e., with rate µ =
1/λ), then E[X] = Var[X] = λ =⇒ F [X] = 1. If F [X] > 1, X is overdispersed. Poisson
distributions are used to model the number of events occurring in a fixed spatial or temporal
interval, with the assumption that the events are independent. Overdispersion can occur
when the assumption of independence is violated. As noted in the previous section, the
classic theory predicts an approximately binomial or Poisson (in the limit of large loci)
distribution of TE loads in a large, randomly-mating population. In this section we look
at data from two large, randomly-mating populations and note that the observed TE loads
in both are overdispersed, in contrast with the classical theory discussed in the previous
section.
Our first data set consists of whole-genome sequence data from 164 lines of Mimulus
guttatus derived from a naturally occurring population in Iron Mountain, Oregon, USA. The
population size is estimated to be about 300,000. Reads were first mapped to a previously
assembled nuclear genome combined with mitochondrial, chloroplast, and approximately
1,400 canonical TE sequences. TE copy numbers were estimated by first removing reads
mapping to mitochondrial, chloroplast, and rRNA genes. The remaining genes were assumed
to exist in single copy per chromosome, and the average coverage per feature j (i.e., gene or
transposon) in individual i was computed as cij = rij lij /kj , where rij and lij are the number
and length of reads to feature j in individual i, and kij is the annotated length of feature
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j in the reference genome. To control for genes that might be present in more than single
copy, the top 99th percentile of genes were removed (the remaining set of 33,233 genes is
denoted G) and the average coverage was computed as

gi =

1 X
cij .
|G| j∈G

Finally, the copy number of all features in each individual was estimated as

ĉij =

cij
.
gi

The mean estimated copy number of genes and TEs for each individual are summarized in
Figure 4.1. Figure 4.2(left) shows the estimated number of copy-and-paste and cut-andpaxteTEs in these 164 lines of M. guttatus.

Figure 4.1: Mean estimated copy numbers of genes and TEs for 164 lines of M. guttatus.
Lines connect individuals, with sequencing depth on the vertical axis.
Our second data set comes from an analysis of 131 lines of Drosophila melanogaster
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Figure 4.2: Estimated copy numbers for 164 M. guttatus individuals and 131 D. melanogaster
individuals by TE class. Means are marked on the horizontal axes between plots. In the top
row, Poisson distributions with the same means are indicated by dotted gray lines.
from the Drosophila Genetic Reference Panel (Supplementary material S5 from Cridland
et al. (2013)). The individual lines were derived from a large population in Raleigh, North
Carolina. Their analysis identified over 17,000 TE insertions across these lines. For each
insertion (locus), in each individual, there is either a presence (1), absence (0), or indeterminate (N) call. Because the vast majority of TE insertions were determined to be rare (83%
are present in only one line), we treated loci with indeterminate calls as absent. Additionally,
chromosome 4 was excluded from this analysis; it is known to have a number of peculiar
features, including being very small and known not to recombine. Figure 4.2(right) shows
the estimated TE copy numbers for each of these 131 D. melanogaster lines.
For both D. melanogaster and M. guttatus populations, regardless of TE classification,
we observe overdispersion (Figure 4.3).
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Figure 4.3: Mean-variance plot of TE loads in the M. guttatus and D. melanogaster samples
compared to the expectation of an approximately Poisson distribution.
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4.3

An analytic approach to model overdispersion

Our initial modeling aims to clarify the observed overdispersion, following the classical
model of TE population genetics, but with a few modifications. First, it seems likely that
the chance of a successful transposition will increase with TE copy numbers as long as the
destination chromosome is not sufficiently saturated with TEs. Second, it seems likely that
transposons are able to integrate onto chromosomes other than the one they originated from
(this could be either from another chromosome, or via horizontal transfer). We assume the
effective insertion rate for a single class of TEs on one chromosome is

un = (un + u0 )(1 − n/T ) ,
where u is the average copy-and-paste rate per transposon, u0 is the rate at which transposons
are arriving from other sources (taken to be constant), n is the TE copy number on the
chromosome being modeled, and T is the number of sites a TE is able to occupy. Excision
is assumed to occur with first order rate constant v, so that the excision rate as a function
of total TE load is
vn = vn ,
as in the classic theory. Let pn (t) denote the probability of a chromosome having TE load n
at time t. The master equation for the birth-death process with rates un and vn is

ṗn =





−u0 p0 + v1 p1





n=0

−(un + vn )pn + un−1 pn−1 + vn+1 pn+1






−vT pT + uT −1 pT −1

1≤n≤T −1
n=T.

Substituting our expressions for un and vn , computing the derivatives of the first two moP
P
ments (ṁ1 = Tn=0 nṗn and ṁ2 = Tn=0 n2 ṗn ), and expressing the system in terms of mean
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TE load (M = m1 ) and variance (V = m2 − m21 ) we obtain

u0  u(M 2 + V )
Ṁ = M u − v −
−
+ u0
T
T



u + 2u0
u0 
+ 2V u − v −
V̇ = M u + v −
T
2T
3
2
u(M − M + 2M V − m3 )
+ u0 ,
+
T

(4.7)

(4.8)

where m3 (t) denotes the third moment of this open system of ODEs. Assuming the mean
population TE load is much smaller than the number of loci (M << T ), we have

lim Ṁ = M (u − v) + u0

T →∞

lim V̇

T →∞

= M (u + v) + 2V (u − v) + u0 .

which no longer depends on m3 . This is a closed linear system of ODEs, of the form
   
 
M  u0 
Ṁ 
  = A  +   ,
u0
V
V̇
where



0

u − v
A=
.
u + v 2(u − v)

The steady state is given by
u0
v−u
u0 v
.
=
(v − u)2

M̂ =
V̂
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(4.9)
(4.10)

The eigenvalues and eigenvectors of the constant coefficient matrix A are

λ1 =



v − u
v1 = 

v+u
 
0
v2 =   ,
1

u−v

λ2 = 2(u − v)

that is, our steady state is a stable node when v > u, and trajectories in mean–variance
space are faster in the second eigendirection, (parallel to the variance in the phase portrait
shown in Figure 4.4). At steady state, the Fano factor is

F̂ =

v
.
v−u

(4.11)

If u = 0, then TEs are only arriving from sources other than the chromosome being modeled
and do not transpose once they arrive. In this case, F = v/v = 1; this is intuitive because
when TEs are only arriving at some rate, and not being copied, the birth-death process is
Poisson with mean u0 /v. If the copy-and-paste rate constant is positive (u > 0), then TEs
are making copies of themselves and the presence of a TE at a locus is no longer independent
of the state of all other loci. In this case, assuming the system is stable (v > u > 0), the
Fano factor is greater than one (F > 1).
While this model does predict overdispersion, mutation-accumulation experiments in
Drosophila have shown that actual excision rates tend to be around an order of magnitude less than insertions (Adrion et al., 2017) - a regime for which our system is unstable.
Importantly, these experiments are done on inbred and therefore highly homozygous lines,
and are not subject to normal selective forces. In our model the rate constant v must not
only represent excisions, but also serve as a proxy for other forces acting to remove TEs
(e.g., selection). The fundamental insight derived from this extension of the classic model
of TE population genetics is that a copy-and-paste mechanism is sufficient to produce an
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Figure 4.4: An example phase plane when the system is stable, along with several solutions
(solid black curves). The length of the arrows indicates the speed of the trajectory through
phase space. Note that the stable steady state exists above the blue Poisson line.
overdispersed population TE load.

4.4

The MonTE Carlo approach

To build a model that incorporates factors such as selection and recombination we
employ a discrete time Monte Carlo simulation (which we lightheartedly refer to as the
MonTE Carlo approach). In the MonTE Carlo model, each member of a finite population
is represented as a pair of boolean arrays, that represent a single pair of chromosomes in a
diploid organism. Each element of an array represents a section (or locus) of a chromosome,
with 1’s indicating the presence of an active transposon, and 0’s indicating that no active
transposons exist in that section.
Populations are initialized by specifying an initial mean and variance of TE load. If the
specified variance is greater than the mean, then the TE loads per chromosome are drawn
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from a negative binomial distribution, otherwise they are drawn from a binomial distribution.
These distributions were chosen as they satisfy the conditions of being discrete, having finite
support, and having two parameters. Once the number of TEs for each chromosome have
been generated, they are placed with uniform probability across the T loci.
To maintain a fixed population size of N , random mating is performed by selecting
2N diploid individuals from the population, each to contribute one gamete to the next
generation. Once all 2N gametes are created, they are randomly paired up to make the
next generation of N diploids (i.e., the population is randomly-mating). When selection
is included, parents are selected with replacement, with probability proportional to their
fitness (see below). When selection is not included, parents are selected with replacement
with uniform probability.
Recombination is handled during the random-mating step that follows. If recombination
is “off”, then one of the two parental chromosomes are selected with equal probability to
pass on as a gamete. If recombination is “on” then one of four possible outcomes occurs,
corresponding to the four gametes produced during meiosis of a single cell. Two out of four
times (i.e. with 50% probability), one of the parental chromosomes is passed on intact. The
other half of the time, random numbers are generated between each pair of loci. Whenever
this number is less than the recombination probability, we say a crossing over has occurred.
Recombination is implemented as either a constant rate, or as a rate which varies spatially,
depending on other factors which will be discussed later.
TE insertions and excisions are handled following the production of gametes. For insertions of the copy-and-paste type, a Uniform(0, 1) random number is generated for each locus
containing a 1. If this number is less than the copy-and-paste rate, u, then a random integer
between 0 and T is generated to determine which locus the TE inserts into. If the locus is
already filled, then no change occurs (this corresponds to a TE inserting into another TE,
which would result in still having 1 active TE at that locus). For insertions of the “horizontal” type (i.e. TEs arriving from outside the chromosome being modeled) random numbers
are generated for all positions containing a 0. When one of these numbers is less than our
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horizontal transfer rate, u0 , a TE is inserted at that locus. Finally, excisions are handled similarly by generating random numbers and comparing them to v, but constrained so that no
recently inserted TEs are immediately excised (insertion and excision occur simultaneously).

4.5

Results

First, we verify that the simulations are in good agreement with the analytic model when
selection and recombination are not included. We were able to obtain analytic solutions in
the limit of large T , however in the simulations T must be finite. Fortunately, if we set
u = 0 in Eqs 4.7–4.8, the dependence on the third moment again vanishes and the system is
solvable for finite T . We can therefore validate that the analytic model and the simulations
make the same predictions, at least in this special case.
Figure 4.5 compares the solutions of the analytic model in the large T limit with the
finite T case for u = 0, with u0 = 1, and v = 0.01. Based on these results, we expect the
MonTE Carlo simulations to deviate from the large T solution given by Eqs. 4.9–4.10 by
having a decreased mean and variance (see Eqs. 4.7–4.8).
Five MonTE Carlo simulations were run using the parameters above. The population
size was N = 10, 000 diploids with T = 1, 000 loci on each chromosome. Simulations were
initialized between the large T solution, M = V = 100, and the solution for T = 1, 000,
which is M = 91, V = 83. After 1,000 generations, the simulations were fluctuating around
the finite T steady state, as expected (Figure 4.6).
In order to provide a baseline of comparison for later simulations which will include
recombination and selection, we now set all parameters to non-zero values. It would be
desirable to have both a very large number of loci and a very large population, but we are
constrained by computing resources. Since we now have a sense of how finite values of T will
affect our results, we favor having as large of a population as possible to avoid the effects
of genetic drift. After assessing runtimes, the values of N = 10, 000 and T = 1, 000 were
chosen in all of the remaining simulations. Although N = 10, 000 might not be large in the
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Figure 4.5: Analytic solutions with u = 0, u0 = 1, v = 0.01 for varying values of T . The
black line is the steady state mean and variance (which are equal) in the large T limit. The
blue and red lines are the steady state mean and variance, respectively, for the finite T case.
biological sense, it is sufficiently large to mitigate drift.
The parameters used were u = 0.006 transpositions per TE per generation, u0 = 0.1 TEs
per chromosome per generation, and v = 0.008 excisions per TE per generation. Random
mating is occurring, but selection and recombination are not yet included. Five simulations
were run for 1,000 generations. The steady state mean predicted by Eq. 4.9 for these parameters is M̂ = 50. To compare with the classical expectation of a Poisson distribution, the
initial TE loads were drawn from a distribution with M (0) = V (0) = M̂ = 50. The mean
and variance per generation were averaged over the 5 runs, and the results are summarized
in Figure 4.7. The haploid TE loads appeared to approach a steady state distribution near
M = 43, V = 130, or F ≈ 3. The analytic model, in the large T limit, predicts a steady
state of M̂ = 50, V̂ = 200, F̂ = 4. This deviation is consistent with our comparison of the
analytic model and the simulation, both of which predict overdispersion.
Next, we explored the effects of a constant recombination rate. These simulations were
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Figure 4.6: Results of five simulations (colors) and their average (black) with u = 0, u0 = 1,
v = 0.01, and T = 1, 000. The top-left panel is the trajectory of the simulations through
mean-variance space. The remaining three panels are time series of the population mean,
variance, and Fano factor. The analytic model predicts a steady state at M = V = 100 in
the large T limit, and M = 91, V = 83 in the finite T case (marked by dotted red lines in
each panel).
run with the same parameters as above, but this time with recombination occurring at a
constant rate between each pair of loci. Five simulations were run each, for recombination
probabilities of pr ∈ {5 · 10−3 , 5 · 10−4 , 5 · 10−5 , 5 · 10−6 }. This corresponds to an expected
number of 5, 0.5, 0.05, 0.005 crossovers per chromosome per generation, respectively. At
higher rates of recombination we expect the loci to behave independently and the population
should approach a Poisson-like distribution as predicted by the classic theory. Each group
of simulations was averaged as in the previous case, and the results are summarized in
Figure 4.8.
Recombination has the effect of reducing the variance, and hence the Fano factor, in
the population TE load. At the highest rate of recombination the population showed no
overdispersion. As the recombination rate is decreased, the variance and Fano factor steadily
increase. In all cases the steady state mean appeared to stay around M = 43.
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Figure 4.7: Five simulations (colors) and their average (black), showing mean, variance,
and Fano factor of haploid TE loads with no recombination or selection acting, over 1,000
generations. Top-left: Trajectories through mean-variance space, starting near the initial
condition M = V = 50 (marked with colored circles). The thin blue line represents the
classical expectation of a Poisson distribution. Remaining three plots: Time series of mean,
variance, and Fano factor. Parameters used were u = 0.006, u0 = 0.1, v = 0.008.
To explore the effects of selection, we first used a simple model of selection on diploid
TE load. Letting n denote the total number of TEs on both chromosomes of a diploid, the
fitness, f , is defined to be
f (n) = 2−n/k ,
where k is the half-maximum; individuals with TE load n = k are half as likely to be selected
to contribute a gamete during the random mating step as those with n = 0. Larger values
of k correspond to weaker selection.
The next round of simulations was run with the same insertion and excision rates as the
previous simulations, fixing the recombination probability at pr = 5 · 10−5 , and varying the
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Figure 4.8: Simulation results for several values of constant recombination rate, pr . In these
panels, each trace is the average of five simulations.
strength of selection. Five simulations at each of three half-maximum values were run, with
k ∈ {5000, 500, 50} corresponding to a minimum possible fitness of 0.76 (weak selection),
0.06 (moderate selection), and 9 · 10−13 (strong selection), respectively. The results are
summarized in Figure 4.9.
When selection is weakest, we see a slightly reduced mean, with M = 39 after 1,000
generations vs. M = 43 in the previous simulations. The variance is reduced much more,
fluctuating near V = 75 rather than 140 after 1,000 generations. When selection is strongest
the population mean and variance are both greatly reduced, with the Fano factor only slightly
greater than one.

4.6

Spatially varying recombination and selection

So far, we have seen that the analytic and MonTE Carlo models can produce an overdispersed TE load. When constant-rate recombination is included in the MonTE Carlo model,
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Figure 4.9: Simulation results when the half-maximum (k) of an exponential fitness function
acting on total TE load is varied. In these panels, each trace is the average of five simulations.
the variance of TE load in the population is reduced, ultimately approaching a Poisson-like
distribution when recombination is very rapid. Selection, when modeled as acting on total
TE load, works to reduce both the population mean and the variance.
It seems unlikely that all insertions are equally deleterious. As has been discussed
previously, it is likely that insertions near genes or into regulatory regions, or that otherwise
disrupt normal gene expression are more likely to be deleterious than insertions into genesparse regions. To explore this topic, we used the same parameters as in the previous
simulations with selection, but modified how the total load is computed.
First, we sampled gene density data (www.flybase.org, release 6.24) for chromosome
arm 2L of D. melanogaster. To set a proper spatial scale for our simulation, each locus
now represents a 2 kilobase window (slightly larger than the average length of an active
TE). Using T = 1, 000 loci, each array in our simulation represents a 2 megabase region.
We therefore used 2 megabases of actual gene density data, which was smoothed using a
Gaussian window of approximately 100 kilobases. In order to model some insertions as costly,
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with other insertions being neutral, we applied a sigmoid-like function to the gene density
data,

f (gi ) =

1
1+

(gi−a

− 1)c

(4.12)

where gi is the gene density at position i after smoothing. The parameters a and c can be
adjusted to control the midpoint and steepness of the sigmoid, respectively. The cost of an
insertion at a position i is then modeled as

ci = f (gi ) PT

T

i=1

f (gi )

to ensure that a completely full chromosome will still have maximum effective load equal to
T . The modified total load on a chromosome is

n̂ =

T
X

ci Ii ,

i=1

where Ii is an indicator function equal to 1 if a TE is present at position i, and 0 otherwise.
Finally, fitness is computed using the same function as in the previous case, but with n = n̂.
Gene densities and relative fitness costs for our 1,000 loci are shown in Figure 4.10.
As in the previous case, five MonTE Carlo simulations were run each for the same fitness
functions as in Figure 4.9, but using the spatially weighted TE loads instead. The results
are summarized in Figure 4.11. When selection is weakest, there is no notable difference to
selection acting on total load. With selection at the medium setting, the mean and variance
are both larger after 1,000 generations than with selection on total load (M (1000) = 27 vs.
22, V (1000) = 46 vs. 37). When selection is strongest the difference is most notable, after
1,000 generations the mean is M (1000) = 14 vs 5, the variance is V (1000) = 21 vs. 6, and
the Fano factor is F (1000) = 1.5 vs. 1.2.
Recombination rates are known to vary greatly throughout genomes. In D. melanogaster
several studies have shown that recombination rates can vary many fold over spatial scales
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Figure 4.10: Top: Gene densities for a 2 megabase interval of chrsomosome arm 2L in D.
melanogaster, binned into 2 kilobase windows. Middle: Gene densities, smoothed using a
Gaussian kernel of 20 loci, or 40 kilobases. Bottom: Relative fitness cost of an insertion at
each locus, using parameters a = 1 and c = 5 in Eq. 4.12.
as small as 100 kilobases (Comeron et al., 2012; Chan et al., 2012). Combining this with the
gene density and TE data, we also see that recombination tends to be highest in gene-rich
regions and lowest in areas that are TE-rich (Figure 4.12). It is interesting to note that a
similar pattern also occurs in M. guttatus (Figure 4.13), suggesting this relationship is not
species-specific.
To model recombination as being dependent on local gene and TE density, we used the
combined data set of recombination rates, gene and TE density (see Figure 4.12). We then
fit a surface to this data of the form

pr = r + rg ρ(g) + rt ρ(t) ,
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Figure 4.11: Simulation results when fitness costs vary as a function of gene density. Each
trace is the average of five simulations.
where pr is the probability of recombination, ρ(g) and ρ(t) are gene and TE densities, and
r, rg , and rt are coefficients representing the background recombination probability, and
the influence of gene and TE density on recombination, respectively. In order to compare
results with the constant-recombination case, we choose to keep the average recombination
probability fixed at 5 · 10−5 . To accomplish this, rather than use the coefficients of the
fitted function, we preserve their ratios. These values are approximately rg = 5r/3 and
rt = 2r/3. Using average gene density data from www.flybase.org (ρ(g) = 0.25) and the TE
density predicted by the analytic model (ρ(t) = 0.04), we obtain r = 3.6 · 10−5 , rg = 6 · 10−5
and rt = 2.4 · 10−5 . To compute the recombination probabilities at runtime, gene and TE
densities are first smoothed using a Gaussian kernel of 40 kilobases (or 20 loci), with each
TE counting as 3/4 of a locus (average TE length in our data is 1.5 kilobases, and each loci
represents 2 kilobases). Adjacent loci are then averaged to obtain the gene and TE densities
at each inter-locus position.
Spatially varying selection was set to the “medium” setting (k = 500) using the spatially
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Figure 4.12: Recombination as a function of gene and TE density in D. melanogaster for
the four major autosomal arms (2L, 2R, 3L, 3R) per Comeron et al. (2012). White regions
represent combinations of gene and TE density not present in the data. Inset: Recombination as a function of gene density and TE density, separately. Units are centimorgans per
megabase, where one centimorgan is equal to a 1% probability of a detectable recombination
event (i.e., an odd number of crossovers between genetic markers).
varying version, and insertion and excision rates are the same as in the previous cases. Five
simulations were run for 1,000 generations and averaged together. In Figure 4.14 these are
compared with each of the previous cases. Beginning with the case of no selection / no
recombination, after 1,000 generations the simulations appeared to achieve a steady state of
M = 43, V = 132, F = 3. Including recombination at a constant probability of pr = 5 · 10−5
reduced the variance to V = 79 and the Fano factor to F = 1.9, while the steady state mean
did not significantly change. Including selection on total TE load reduced both the mean and
variance to M = 22, and V = 37 (F = 1.7). Adjusting selection to vary spatially according
to gene density resulted in both the mean and variance to increase relative to the non-spatial
version, with M = 27, V = 46. Finally, adjusting recombination to depend positively on
gene density and negatively on TE density did not significantly alter the results. Admittedly,
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Figure 4.13: Recombination probability as a function of gene and TE density in M. guttatus
(Puzey et al., 2017).
free parameters such as the range of the influence of genes and TEs (i.e. the kernel size used
in smoothing the data) should be explored further. The take-home message from Figure 4.14
is that overdispersion of population TE load was observed in all simulations presented in this
chapter, the only exception being when the rate of recombination was highest (the yellow
trace in Figure 4.8), where the expected number of crossovers on a single chromosome in a
single generation was 5.
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Figure 4.14: Blue: Results with no recombination or selection. Orange: Same as blue, but
with the probability of recombination between adjacent loci, pr = 5 · 10−5 . Yellow: Same
as orange, but with selection acting on total TE load. Purple: Same as yellow, but with
the impact on fitness dependent on local gene density. Green: Same as purple, but with
recombination dependent on the local density of genes and TEs.
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4.7

Conclusion and future work

We have shown that data from two natural populations exhibits overdispersion in TE
load, an observation that conflicts with the classical theory of the population genetics of
TEs. To help understand this overdispersion, a new analytic model, as well as more intricate
computer simulations were developed here. Both models support the hypothesis that a copyand-paste mechanism is sufficient to explain overdispersed TE loads. Through simulation it
was shown that selection, when acting on total TE load, significantly reduces both the mean
and variance of TE load. When selection is modeled as acting more strongly on TEs near
genes, the mean and variance are not as significantly reduced. Simulated recombination
reduces the population variance of TE load and hence the Fano factor, but it does not
significantly impact the mean TE load. These results suggest that accurate modeling of the
population genetics of TEs requires a spatial framework, and that both recombination and
selection are important factors which must be carefully considered.
Future work will focus on incorporating more empirical data into the modeling, as the
simulations currently have many parameters that remain to be considered or explored. Insertion and excision rates have been measured in D. melanogaster in mutation-accumulation
experiments (Adrion et al., 2017). While we have included empirical recombination rates,
the exact nature of the interactions between genes, TEs and recombination is not well understood and could be modeled in different ways. While we have focused mainly on D.
melanogaster, our model could provide insight into other organisms as well.
As TEs can contain many repetitive sequences, as well as generally existing in multiple
copies, ectopic recombination (or unequal crossing-over) is likely an important aspect of TE
dynamics. By removing or adding many TEs at once, ectopic recombination may work as
a force that increases the variance of TE load in the population. In our current framework,
chromosomes are modeled as having the same length (a fixed number of loci). This will
likely need to be modified to model ectopic recombination.
One limitation of our work to date is the focus on active TEs, which typically represent
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a very small proportion of the total TE content in an organism. Most TEs are no longer
active, having been both epigenetically silenced and acquiring mutations so that they are no
longer able to transpose. These inactive elements may still have an impact on recombination
rates (they may still be targets for DNA methylation), and the proportion of TEs that are
detected as active vs. inactive depends on the experimental method chosen to measure TE
load.
Thus far, our modeling has assumed that average transposition and excision rates are
constant, and our analyses have been focused on the steady state distribution of TEs. However, there is evidence that TEs occasionally have “blooms” - a period of time of time where
transposition rates are significantly increased and can drive the population away from equilibrium. Such events can be the result of horizontal transfers (Silva et al., 2004; Sánchez-Gracia
et al., 2005), stress responses (Capy et al., 2000), and have been linked to speciation events
(Ricci et al., 2018). Aside from analyzing steady-state solutions or the long term behavior of
simulations, future work will also consider transient dynamics and the effects of TE blooms.
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Chapter 5
Epilogue
In this dissertation we developed new statistical methods for the analysis of differences in
the expression of duplicated genes and showed that our method outperforms alternatives. We
applied this method to the analysis of homeologous gene expression in two polyploid systems
(Mimulus and Fragaria), and showed in both cases that one subgenome is significantly
dominant over the others in terms of gene expression. In the Mimulus system, in which
we have access to both parents as well as recently formed hybrids, we also showed that
subgenome dominance can be established immediately following hybridization and increases
over time. We also applied out statistical methods to the analysis of endosperm-based hybrid
incompatibility in Mimulus crosses, which are both interspecies and interploidy, and showed
that disruption of normal parental gene imprinting patterns was accompanied by speciesspecific gene expression dominance.
It was noted in these systems that subgenome dominance is correlated with lower TE
abundances. Using data from two naturally occurring, large and randomly-mating populations, we showed that classical population genetic theory is not sufficient to explain the
observed overdispersion in TE load. A new analytic model was developed that includes two
transposition rates, one of which is copy-number dependent, and a horizontal transfer rate
which is copy-number independent. Distinct from the classical theory, our model did not
involve any simplifying assumptions about the variance or higher order moments of the pop78

ulation distribution. More intricate Monte Carlo simulations were also performed. These
simulations show that recombination and selection both may have a significant impact on
the stationary distribution of TE loads in a randomly-mating population. Future work will
seek to extend these models of TE dynamics to include factors such as ectopic recombination and inactive TE fragments, and to use more empirical data to better inform the model
parameters.
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