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Abstract. We consider a class of multi-dimensional BSDEs on a finite time horizon
(containing in particular Lipschitzian-quadratic BSDEs), whose terminal values are boun-
ded as well as their corresponding Malliavin derivatives. We prove two results. The first
one is an exponential integrability condition which determines when a BSDE in this class
has a solution up to a given time horizon. In the second result, via an ordinary differen-
tial equation, we compute a minimum horizon up to which any BSDE of this class has a
solution. The combination of these two results leads to a new scheme to solve quadratic
BSDEs.
It is not easy for a novice to follow the recent development in the computation of multi-dimensional
non Lipschitzian BSDEs. The classical scheme based on the à-priori estimations is no more valid.
Instead, a big variety of techniques take place, which are valid only for specific divisions of BSDEs.
The ideal is to have a global and centralized vision of the development, with a "map" of all the
techniques, organized according to the way the techniques are involved, according to the reasons
for which they are introduced, according to the consequences they yield. The present paper is a
consequence of the effort to constitute such a map.
Many aspects can be used to classify the computation techniques. We can mention the Markov
property (cf. [10, 23]), the Girsanov transformation technique (cf. [5, 11]), the smallness techniques
(cf. [14, 21]), the sliceability (cf. [10]) and the various others such as exponential transformation,
Malliavin derivative, Lyapunov function, etc.. Trying to establish logical connections of the various
techniques, we notice somethings missing from the literature. A first point is the exponential integra-
bility condition, which has been largely discussed in the case of one-dimensional quadratic BSDEs
(cf. [3, 4, 16]), but is absent in the multi-dimensional case. A second missing point is about local
solutions. In fact, like ordinary differential equations, multi-dimensional non Lipschitzian BSDEs can
have local solutions (with a possible explosion time (cf. [9])). The existence of local solutions can be
very helpful in the computation of multi-dimensional BSDEs. From the very beginning of the BSDE
literature, people already has the idea to solve a BSDE in computing it recursively on each of the
small sub-intervals [T − (k+ 1)h, T − h], whenever possible. See [8, proof of Theorem 5.1]. However,
despite its popularity, the local existence property seems not to have been systematically studied (in
computing the local solution and the explosion time).
In fact, we expect to organize the computations of multi-dimensional non Lipschitzian BSDEs
around some general principles, just like the computations of Lipschitzian BSDEs are based on the
à-priori estimations. We believe that the exponential integrability and the local solvability constitute
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two such fundamental principles. In the present paper, we try to prove these two principles for the
class of multi-dimensional BSDEs whose terminal values are bounded as well as their corresponding
Malliavin derivatives (cf. Section 2 for the exact definition of this class). In Theorem 2.1 we show
that, effectively, the resolution of a BSDE in that class is characterized by an exponential integrability
condition. In Theorem 2.3, we show that the BSDEs in that class have always non trivial local
solutions, and we compute a minimum horizon up to which bounded solutions exist for all the
BSDEs of that class. The proofs of Theorem 2.1 and of Theorem 2.3 necessitate a property of linear
BSDEs with unbounded coefficients. It seems that, despite its elementary natural, no complete result
exists in the literature for the resolution of such BSDEs. To fill the gap, we will prove Lemma 4.4
together with Corollary 4.6.
Section 3 is dedicated to illustrating how the two general principles, i.e. the exponential integrability
condition and the local solvability, can be applied to solve BSDEs in concrete situations. Already, the
exponential integrability condition gives a nice explanation why the sliceability can be so useful in
BSDE computations, while the smallness technique is a direct consequence of the formula in Theorem
2.3 of the explosion times. More specifically, we will illustrate the two principles in the well-known
situation of sub-quadratic BSDEs. After that, we will prove a new result on quadratic BSDEs whose
growth rates do not exceed the power 1 +α, for an 0 ≤ α < 1. By the way, we take this opportunity
to examine another technique : the Lyapunov function. This technique (combined with the Gaussian
estimates) has proved its efficiency in case of Markovian quadratic BSDEs (cf. [23]). We would like
to do the same under the Malliavin differentiability.
The paper is not organized in a chronological order. We have prefered to present the main results
in Section 2 and the applications in Section 3, and write their proofs with elements which will only
be considered in latter sections. In fact, we believe profitable to separate, in these proofs, the general
reasoning, valid in various other situations, from those specifical to the proofs. Section 4 is a typical
example of general reasoning, where the results on multi-dimensional linear BSDEs with unbounded
coefficients has clearly an independent interest. Likewise, from Section 5 to Section 8, one can find
various estimates which are valid in general.
The present paper is issued from a review of the existing literature on quadratic BSDEs. Some
computations are classical. However, for a better readability, the computations of the paper will be
presented in a self-contained manner, and organized according to our own vision of the BSDEs. The
literature on the theory of BSDEs is large. We can not give here a complete presentation of it. One
can instead find a good résumé in the recent papers [10, 14] on that part of the literature about the
multi-dimensional quadratic BSDEs.
1 Preliminary
Let B be a n-dimensional (n ∈ N∗) Brownian motion living on a probability space (Ω,A,P), where
(Ω,A) is a measurable space, P is a probability measure on the σ-algebra A. Let F = (Ft)t∈R+ be
the natural filtration of the Brownian motion B, augmented by the usual conditions.
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1.1 Backward stochastic differential equation
A d-dimensional (d ∈ N∗) backward stochastic differential equation (BSDE in short) with parame-
ters [T, ξ, f ] is an expression of following type :

dYt = −f(t, Yt, Zt)dt+ ZtdBt,
YT = ξ.
(1)
Here
- T > 0 denotes a positive real number, that will be called the terminal time of the BSDE,
- ξ = (ξi)1≤i≤d denotes a d-dimensional FT measurable vector of d real random variables, that will
be called the terminal value of the BSDE,
- f(t, y, z) denotes a d-dimensional parametered predictable process, i.e., a function from the space
Ω×R+×Rd×Rd×n into Rd, which is measurable with respect to the σ-algebra P(F)⊗B(Rd)⊗B(Rd×n)
(where P(F) denotes the predictable σ-algebra of F), that will be called the driver of the BSDE, while
f(s, 0, 0) will be called the rout of the driver,
- Y will be called the value process of the BSDE,
- Z will be called the martingale coefficient process.
A solution of the BSDE[T, ξ, f ](1) is a pair (Y, Z), where Y is a d-dimensional (F,P) semimartingale
and Z = (Zi,j)1≤i≤d,1≤j≤n is a d× n-dimensional matrix valued predictable process, such that∫ T
0
|f(i, s, Ys, Zs)|ds <∞,
∫ T
0
Z2i,j,s ds <∞, ∀1 ≤ i ≤ d, 1 ≤ j ≤ n, (2)
and
Yi,t = ξi +
∫ T
t
f(i, s, Ys, Zs)ds−
∫ T
t
Zi,sdBs, ∀0 ≤ t ≤ T, 1 ≤ i ≤ d, (3)
where Yi denotes the i
e component of the process Y , f(i) denotes the ie component of the parametered
process f , Zi denotes the i
e row of Z. Obviously, the notion of solution of the BSDE[T, ξ, f ](1) can
be defined on any time interval [b, T ] for 0 ≤ b ≤ T .
1.2 Index convention
A family of indexed objects is considered as a function defined on the index sets (for example,
φi,i′,a,t, hi,i′,j,t, Zi,j,t, Dj,θYi,t). As usual, the notations i, j indicate integer indices, while the others
like t, θ indicate positive real numbers. When all indices are present in an expression, it indicates the
value of the corresponding object at indices. When some indices are omitted, for example DθYt, it
indicates, as in the example, the sub-family (Dj,θYi,t)i,j . There will no confusion possible, when the
expressions Zt = (Zi,j,t)i,j and Zi = (Zi,j,t)j,t are used, because they are distinguished by the different
indices t and i which vary in different definition sets. When two indices run in the same index set,
as (i, i′) in the example hi,i′,j,t or (a, t) in φi,i′,a,t, the expression hi,j,t or φa is only used with respect
to the first of the two indices : hi,j,t = (hi,i′,j,t)i′ and φa = (φi,i′,a,t)i,i′,t.
The notation N will represent a positive integer and will be reserved to denote the index of an ap-
proximation sequence. The consideration of the definition sets for the indices allows us to exclude the
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confusions between, for example, the expression Yt denoting the value at t ∈ R+ of the limit process
Y , and the expression YN denoting an element in an approximation sequence (YN = (YN,t)t≥0 → Y ).
The notations such as i, i′ represent always indices in the set {1, . . . , d}. The notations such as j, j′
indicate always indices in the set {1, . . . , n}. The notations such as s, t, θ, a, b are used to present
positive real numbers. In particular, the notation θ is especially used in relation with a Malliavin
derivative.
1.3 Matrix notations
For any real vector u = (u1, . . . , uk) (k ∈ N∗), we define |u| =
√∑k
i=1 u
2
i , and for a matrix z ∈ Rk×k
′
,
we define ‖z‖ =
√∑k
a=1
∑k′
b=1 z
2
a,b =
√∑k
a=1 |za|2. When two matrix g, z of suitable formats are put
side by side : gz, it represents the matrix product. We may need scalar product between two matrix
z, z′ of same format, denoted by 〈z|z′〉 =∑ka=1∑k′b=1 za,bz′a,b. If necessary, a number or a vector can
be considered as a matrix so that the notations | · | and ‖ · ‖ are not exclusionary.
Exception is made in the equations (33) and (34), where ∂zf(t, Yt, Zt)Dj,θZt denotes actually
〈∂zf(t, Yt, Zt)|Dj,θZt〉 =
∑d
i′=1
∑n
j′=1 ∂zi′,j′f(t, Yt, Zt)Dj,θZi′,j′,t (cf. the notation system of [8, Pro-
position 2.4], or the notation system of [10]). This exception is made for us to write exactly the same
formulas as in [8].
A family of objects can be indexed by three integer indices as in the example hi,i′,j,t. We can have
different matrix issued from this family : hj,t = (hi,i′,j,t)1≤i,i′≤d or hi,,t = (hi,i′,j,t)1≤i′≤d,1≤j≤n. It is to
notice that, in this example, we have
∑n
j=1 ‖hj,t‖2 =
∑d
i=1 ‖hi,t‖2.
1.4 Growth rate and increment condition
In this paper we always consider the BSDE(1) with a driver f which is Lipschitzian in y. This
means that, for every 0 ≤ t ≤ T , there is a positive process B ≥ 0 (independent of y and of z) such
that, for 1 ≤ i ≤ d, for y, y′ in Rd, for z ∈ Rd×n,
|f(i, t, y′, z)− f(i, t, y, z)| ≤ Bt
d∑
i′=1
|y′i′ − yi′ |. (4)
The processes B will be called the Lipschitzian index in y. If we can take B a positive constant :
B = β > 0, we say that f is uniformly Lipschitzian in y with index β.
In the same way, we can define the Lipschitzian condition on the driver f in the variable z. But,
the present paper is especially a study of the BSDE(1), when the increment condition of the driver
f in the variable z takes various different forms.
We introduce therefore the notion of κ-rate condition in z. Let κ be a (deterministic) function
defined on R+ which is continuous, nonnegative, increasing and locally Lipschitzian. We say that f
has an increment rate in z uniformly less than κ, if, for 1 ≤ i ≤ d, for y ∈ Rd, for z, z′ ∈ Rd×n,
|f(i, t, y, z)− f(i, t, y, z′)| ≤ κ(‖z‖ + ‖z′‖)‖z − z′‖. (5)
We will call the function κ a rate function in z.
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When κ can be taken to be a positive constant η > 0, we have the uniform Lipschitzian condition in
z. When κ is taken to be an affine function with positive coefficients, we have a quadratic increment
condition in z.
Notice that, in the BSDE literature, there is a distinction between the increment condition such
as the conditions (4) or (5), from the growth condition (cf. [1] where the growth condition is used
distinctly). For example, we say that the driver has an affine growth rate, if, for 1 ≤ i ≤ d, for y in
R
d, for z ∈ Rd×n,
|f(i, t, y, z)| ≤ At +Bt
d∑
i′=1
|yi′|+ Ct‖z‖, (6)
where A,B,C are positive processes independent of y and z, that we call growth indices. We also
can say that the driver f has a linear growth rate in y and a κ growth rate in z, if
|f(i, t, y, z)| ≤ At + β
d∑
i′=1
|yi′|+ κ(‖z‖)‖z‖. (7)
The increment conditions are fundamentally linked with the (local) existence problem of the BSDE(1),
while the growth rate conditions are used to control the integrability of the solutions of the BSDE(1).
In this paper, however, we will not study the specificity of the growth rate condition (except in Section
3.3). We will content ourselves with the growth rate condition induced by the increment condition.
1.5 Spaces of processes
For 0 ≤ b ≤ T <∞, we consider the following spaces of processes.
S∞[b, T ] = {X = (Xt)b≤t≤T : X is continuous, Xt ∈ Rd, Xt ∈ Ft, ‖ supb≤t≤T
∑d
i=1 |Xi,s|‖∞ <∞},
ZBMO[b, T ] = {X = (Xt)b≤t≤T : Xt ∈ Rd×n predictable, supb≤σ≤T ‖E[
∫ T
σ
‖Xs‖2ds |Fσ]‖∞ <∞},
where σ runs over the class of all stopping times. The elements in ZBMO[0, T ] are naturally associated
with the BMO martingales. See [12, Chapter X] and [15]. In fact, we will use the notation (the
BMO-norm) :
‖X‖⋆ :=
√
supσ≤T ‖E[
∫ T
σ
‖Xs‖2ds |Fσ]‖∞
for any predictable matrix valued process X.
Lemma 1.1 If
∫ T
0
‖Xs‖2ds is integrable, we have
‖X‖⋆ =
√
sup0≤t≤T ‖E[
∫ T
t
‖Xs‖2ds |Ft]‖∞.
Proof. Let
c =
√
sup0≤t≤T ‖E[
∫ T
t
‖Xs‖2ds |Ft]‖∞.
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Clearly c ≤ ‖X‖⋆. For any discrete stopping time σ, there exists a sequence of positive real numbers
(ak)k≥1 such that
σ =
∞∑
k=1
ak1{σ=ak} + 1{σ=∞}.
We have
E[
∫ T
σ
‖Xs‖2ds |Fσ] =
∑∞
k=1 E[
∫ T
σ
‖Xs‖2ds |Fσ]1{σ=ak}
=
∑∞
k=1 E[
∫ T
ak
‖Xs‖2ds |Fak ]1{σ=ak} ≤
∑∞
k=1 c
2 1{σ=ak} ≤ c2.
This inequality combined with [12, Theorem 3.7] and [19, Chapter II, Corollary 2.4] implies ‖X‖2⋆ ≤
c2.
1.6 Malliavin derivative
We will employ the notion of Malliavin calculus. We refer to [17] for a detailed account of the
theory of Malliavin calculus. The Malliavin calculus here is effected with respect to the n-dimensional
Brownian motion B. We make use of the usual notions of Malliavin calculus. In particular, the
Malliavin derivative is denoted by D and
D
1,2 = {ζ : ζ is a real square integrable random variable,
whose Malliavin derivative exists and is square integrable}.
In [8, Proposition 5.3], the Malliavin derivative of the BSDE[T, ξ, f ](1) is studied. We recall here the
conditions of [8, Proposition 5.3] on the driver f for the Malliavin differentiability of the BSDE[T, ξ, f ](1).
We divide the conditions into two parts.
- the driver f(t, y, z) has first derivatives in y, z and the derivatives
are continuous in y, z,
- for every i, t, y, z, f(i, t, y, z) is Malliavin differentiable in D1,2,
- the function Dj,θf(ω, i, t, y, z) is measurable with respect to all parameters,
- for every j, θ, i, y, z, the process Dj,θf(i, ·, y, z) is predictable,
- for every y, z, E[
∫ T
0
∫ T
0
‖Dθf(s, y, z)‖2ds dθ] <∞,
- for every j, θ, i, t, the random function Dj,θf(i, t, y, z) is Lipschitzian in y, z
with common index K(θ, t) such that
∫ T
0
E[(
∫ T
0
K(θ, s)2ds)2]dθ <∞.
(8)
To have the Malliavin differentiability, [8, Proposition 5.3] supposes, in addition of (8),
- ξ ∈ L4,
- the derivatives of f(i, t, y, z) in y, z are bounded,
-
∑d
i=1 E[(
∫ T
0
f(i, s, 0, 0)2ds)2] <∞,
- E[
∫ T
0
∫ T
0
‖Dθf(s, Ys, Zs)‖2ds dθ] <∞,
(9)
where (Y, Z) is the solution of the BSDE[T, ξ, f ](1), which exists, because the boundedness of the
derivatives of f implies that the driver f is Lipschitzian.
We note that the conditions (8) are purely differentiability conditions of the driver f , while the
conditions (9) are mixed. In the present paper, the conditions (8) will be applied as independent
conditions. As for the conditions (9), they will be provided via other packages of conditions. Below,
we will call the combination of conditions (8) and (9) the strong version of (8).
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1.7 Gronwall’s type inequalities
In the case of a Lipschitzian BSDE(1), a basic method to control the level of the integrability of the
solution is to apply the Gronwall inequality. The following lemma formulates the Gronwall inequality
in a particular form which makes its applications in the present paper easier.
Lemma 1.2 For real number c ≥ 0, for non negative functions v(t), u(t), h(t) defined on 0 ≤ t ≤ T ,
if u(t), h(t), h(t)v(t) are integrable on 0 ≤ t ≤ T , if the inequality
v(t) ≤ c+
∫ T
t
u(s)ds+
∫ T
t
h(s)v(s)ds, 0 ≤ t ≤ T,
holds, we have v(t) ≤ e
∫ T
t
h(s)ds(c +
∫ T
t
u(s)ds). For non negative integrable random variable ζ, for
non negative F-adapted measurable process V , for non negative measurable process U , if E[
∫ T
0
Us +
h(s)V (s)ds]<∞ and
Vt ≤ E[ζ +
∫ T
t
Usds+
∫ T
t
h(s)Vsds |Ft], 0 ≤ t ≤ T,
we have Vt ≤ e
∫ T
t
h(s)ds
E[ζ +
∫ T
t
Usds |Ft].
Proof. The first part of the lemma follows from [18, Corollary 6.62]. To prove the second part of
the lemma, we can write, for 0 ≤ a ≤ t ≤ T ,
E[Vt|Fa] ≤ E[ζ +
∫ T
t
Usds|Fa] +
∫ T
t
hsE[Vs|Fa]ds.
The point a being fixed, we can write this inequality with a regular conditional probability kernel of
E[ · |Fa]. The first part of the lemma is applicable on the time interval [a, T ].
E[Vt|Fa] ≤ e
∫ T
t
hsdsE[ζ +
∫ T
t
Usds|Fa], a ≤ t ≤ T.
Take a = t to finish the proof of the lemma.
1.8 Two fundamental identities of the BSDE(1)
Suppose a solution (Y, Z) of the BSDE(1) exists. Then, for 1 ≤ i ≤ d, 0 ≤ t ≤ T ,
d|Yi,t| = −sig(Yi,t)f(i, t, Yt, Zt)dt+ sig(Yi,t)Zi,tdBt + dLi,t,
dY 2i,t = −2Yi,tf(i, t, Yt, Zt)dt+ 2Yi,tZi,tdBt + |Zi,t|2dt,
where Li denotes the local time of Yi at zero (cf. [19, Chapter VI]). If ξ is integrable, if
E[
∫ T
0
∑d
i=1 |f(i, s, Ys, Zt)|ds] <∞, if Z B is a true martingale, we can write
E[|Yi,t|+
∫ T
t
dLi,s|Fa] = E[|ξi|+
∫ T
t
sig(Yi,t)f(i, s, Ys, Zs)ds|Fa], 0 ≤ a ≤ t ≤ T. (10)
If moreover the value process Y is bounded (so that ξ is bounded),
E[Y 2i,t +
∫ T
t
|Zi,s|2ds |Fa] = E[ξ2i +
∫ T
t
2Yi,sf(i, s, Ys, Zs)ds |Fa]. (11)
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1.9 The stopping functions rv(x) and driver approximations
For any driver f , we consider the following approximation sequence. We introduce first the stopping
functions rv(x). Here v denotes a positive real number v ∈ R∗ and rv(x), x ∈ R, denotes a non
decreasing odd C2b -function such that |r′v(x)| ≤ 1, rv(x) = x for −v ≤ x ≤ v and rv(x) = −v − 1 for
x ≤ −v − 4 and rv(x) = v + 1 for x ≥ v + 4. Note that, for this function,
|rv(x)| = rv(|x|) ≤ |x|, |rv(x′)− rv(x)| ≤ |x′ − x|.
For a matrix z = (zi,j) ∈ Rd×n, we define rv(z) to be the matrix of rv(zi,j). We can verify the
inequalities :
‖rv(z)‖ ≤ ‖z‖, ‖rv(z′)− rv(z)‖ ≤ ‖z′ − z‖.
We introduce the modified drivers
f¯N (t, y, z) = f(t, y, rN(z)), N ∈ N∗, y ∈ Rd, z ∈ Rd×n.
It is to note that, if f is a driver with Lipschitzian condition in y and κ-rate condition in z, for all
N > 0, f¯N is a Lipschitzian driver in the two variables y, z.
Clearly, f is the pointwise limit of f¯N . If f(t, y, z) is Malliavin differentiable, we have Df¯N(t, y, z) =
Df(t, y, rN(z)). Notice especially the following point.
Remark 1.3 If the BSDE[T, ξ, f¯N ](1) with the driver f¯N has a bounded solution (YN , ZN) such
that sup0≤s≤T ‖ZN,s‖∞ < N , the process (Y, Z) := (YN , ZN) is actually a bounded solution of the
BSDE[T, ξ, f ](1) with the original driver f , and vice versa.
2 The main results
We introduce the following package of conditions :
- ξ ∈ FT , ‖ξ‖∞ <∞, ξ ∈ D1,2 and sup1≤j≤n sup1≤i≤d sup0≤θ<∞ ‖Dj,θξi‖∞ <∞,
- the driver f(i, t, y, z) is uniformly Lipschitzian in y with index β and
has an increment rate in z less than κ, while its root is bounded by a constant υ,
- the conditions (8),
- ‖Dj,θf(i, t, y, z)‖∞ is uniformly bounded on any bounded set of (j, θ, i, t, y, z).
(12)
Notice that the above conditions are almost the minimum conditions that we have to assume to have
the results of this paper. For example, the conditions (8) is required to have the Malliavin differen-
tiability of the BSDE. The boundedness of f(t, 0, 0) is required, because we hope that the solution of
the BSDE preserves the boundedness of ξ. The last condition in (12) holds, if ‖Dj,θf(i, t, y, z)‖∞ is
continuous in its parameters. Another sufficient condition for the last term in (12) is the following :
Dj,θf(i, t, y, z), 1 ≤ i ≤ d, 1 ≤ j ≤ n, 0 ≤ θ ≤ T, are uniformly Lipschitzian in y
with a common index βˆ and have increment rates in z less than a common rate
function κˆ, while their roots Dj,θf(i, t, 0, 0) are bounded by a common constant υˆ.
(13)
There is some redundancy among the above conditions. But we keep all conditions entire to make
clear the reason why the conditions are introduced. There will be some advantages from this strategy.
For example, the conditions (8) can be replaced by any other sufficient conditions for Malliavin
differentiability such as that in [13].
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2.1 An exponential integrability condition
In this section, we are interested in the solution-existence issue under κ-rate condition. Ideally, we
expect a "size level" to exist such that a BSDE under κ-rate condition will have a solution, if and
only if the size of κ does not exceed the level. We notice happily that it is exactly what happens
under the conditions (12).
For any N ∈ N∗ let (YN , ZN) be the solution of the BSDE[T, ξ, f¯N ](1). We introduce the conditions :
supN∈N∗ sup0≤t≤T ‖ E[e28d2×n
∫ T
t
κ(2‖ZN,s‖)2ds|Ft] ‖∞ <∞,
supN∈N∗ sup1≤j≤n sup0≤θ<∞ sup1≤i≤d sup0≤t≤T ‖E[
∫ T
t
|Dj,θf¯N(i, s, YN,s, ZN,s)|ds |Ft]‖∞ <∞.
(14)
Theorem 2.1 Suppose that the parameters of the BSDE[T, ξ, f ](1) satisfy the conditions (12). Then,
the BSDE[T, ξ, f ](1) has a unique solution (Y, Z) in S∞[0, T ]×ZBMO[0, T ] with the property that
 the Malliavin derivatives Dj,θYt, 1 ≤ j ≤ n, 0 ≤ θ ≤ T, 0 ≤ t ≤ T , exist and
 DθYθ = Zθ for 0 ≤ θ ≤ T , and
 the processes (Dj,θY )1≤j≤n,0≤θ≤T form a bounded family in the space S∞[0, T ],
if and only if the conditions (14) hold. In this case, the Malliavin derivatives Dj,θY satisfy the linear
BSDE[T, ξ, f, j, θ](34) on [θ, T ].
Proof. Notice at first that, under the conditions (12), f¯N is Lipschitzian in the two variables with
|∂yi′ f¯N(i, t, YN,t, ZN,t)| ≤ β, 1 ≤ i ≤ d, 1 ≤ i′ ≤ d,
|∂zi′,j′ f¯N (i, t, YN,t, ZN,t)| ≤ κ(2‖rN(ZN,t)‖), 1 ≤ i ≤ d, 1 ≤ i′ ≤ d, 1 ≤ j′ ≤ n.
Consequently, for any N ∈ N∗, (YN , ZN) exists (cf. Proposition 5.1). Moreover, YN is bounded on the
time interval [0, T ] (cf. Proposition 5.5) so that Dj,θf¯N(i, s, YN,s, ZN,s)= Dj,θf(i, s, YN,s, rN(ZN,s)) is
bounded, which implies that ZN is bounded (cf. Corollary 6.2).
Necessity. If the BSDE[T, ξ, f ](1) has a solution (Y, Z) as described in the theorem, the martingale
coefficient process Z will be bounded. So, as pointed out in Remark 1.3 of Section 1.9, for N >
sup0≤s≤T ‖Zs‖∞, (Y, Z) is a solution of the BSDE[T, ξ, f¯N ](1). By uniqueness property, (YN , ZN)
coincides with (Y, Z) for all N big enough. The supremum in (14) will be finite, because they concern
only a finite number of ZN , which are bounded by Corollary 6.2.
Sufficiency. Conversely, suppose the condition (14) to hold. We apply Corollary 4.6 to the Malliavin
derivatives Dj,θYN (cf. Section 6) via the linear BSDE[T, ξ, f¯N , j, θ](34). We see that the processes
Dj,θYN are bounded on [0, T ] uniformly with respect to j, θ, N . The identities DθYN,θ = ZN,θ, 0 ≤
θ ≤ T (because [8, Proposition 5.3] is applicable to the BSDE[T, ξ, f¯N ](1)) implies that the pro-
cesses ZN are also bounded uniformly with respect to N . Hence, according to Remark 1.3, for any
positive integer N0 > supN∈N∗ sup0≤s≤T ‖ZN,s‖∞, the process (YN0, ZN0) is in fact a solution of the
BSDE[T, ξ, f ](1) with the property described in the theorem. The solution is unique, because of the
Lipschitzian property of the f¯N0 .
Remark 2.2 Theorem 2.1 gives also an extension of [8, Proposition 5.3] to a family of non Lipschit-
zian BSDEs.
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Henceforth, for any 0 ≤ b ≤ T , we say that a solution (Y, Z) in S∞[b, T ]×ZBMO[b, T ] of BSDE[T, ξ, f ](1)
on [b, T ] satisfy the Md-property, if
 the Malliavin derivatives Dj,θYt, 1 ≤ j ≤ n, 0 ≤ θ ≤ T, b ≤ t ≤ T , exist,
 DθYθ = Zθ for b ≤ θ ≤ T , and
 the processes (Dj,θY )1≤j≤n,0≤θ≤T form a bounded family in the space S∞[b, T ].
Notice that, when (Y, Z) satisfies the Md-property, by Remark 1.3, (Y, Z) is also the solution of
a BSDE[T, ξ, f¯N ](1) on [b, T ] for N big enough, so that DθY satisfies the BSDE[T, ξ, f, θ, j](33) on
[b ∨ θ, T ].
2.2 Estimation of the horizon up to which the BSDE has a solution
We present now the second result. Consider the BSDE[T, ξ, f ](1). If a solution (Y, Z) of the
BSDE[T, ξ, f ](1) exists on [t, T ] as well as its corresponding Malliavin derivatives, we define, for
0 ≤ t ≤ T ,
Λt = supt≤s≤T
∑d
i=1 ‖Yi,s‖∞,
Λˆt = supt≤s≤T sup0≤θ<∞ ‖DθYs‖∞ = supt≤s≤T sup0≤θ<∞ ‖
√∑n
j=1
∑d
i=1(Dj,θYi,s)
2‖∞.
(15)
Suppose the conditions (12) and (13). Let κ and κˆ be the two rate functions given in (12) and (13).
Define g◦(t, u), 0 ≤ t ≤ T, 0 ≤ u <∞, to be the real function :
u× (d× 2β + d2 × n× κ(2√u)2)
+
√
u2
√
d× n(υˆ + βˆed×β×(T−t)(∑di=1 ‖ξi‖∞ + d× (υ + κ(√u)√u)(T − t))+ κˆ(√u)√u).
Let g(t, u) be any continuously differentiable function, defined on (t, u) ∈ [0, T ] × R+, such that
g(t, u) ≥ g◦(t, u). Consider the ordinary differential equation, defined on [0, T ] :

u0 = sup0≤θ<∞ ‖Dθξ‖2∞,
dut
dt
= g(T − t, ut).
(16)
Let αg be the supremum of the 0 ≤ a ≤ T such that the differential equation (16) has a finite classical
solution on [0, a]. Let ug be the solution of the differential equation (16) on the time interval [0, αg).
Theorem 2.3 Suppose that the parameters of the BSDE[T, ξ, f ](1) satisfy the conditions (12) and
(13). Then, for any T − αg < a ≤ T , a unique solution (Y, Z) of the BSDE[T, ξ, f ](1) exists in
S∞[a, T ]×ZBMO[a, T ] on the time interval [a, T ] with Md-property. On the time interval (T −αg, T ],
the functions Λ and Λˆ are well-defined and continuous and satisfy
Λˆ2t ≤ ug,T−t and
Λt ≤ ed×β×(T−t)
(∑d
i=1 ‖ξi‖∞ + d× (υ + κ(Λˆt)Λˆt)(T − t)
)
.
Remark 2.4 Notice that the continuity of a bounded process (Xt)t≥0 does not imply automatically
the continuity of ‖Xt‖∞, t ≥ 0.
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Proof. For any N ∈ N∗ we consider the BSDE[T, ξ, f¯N ](1) and its solution (YN , ZN) (which exists
and unique because f¯N is Lipschitzian in the two variables). Denote by ΛN and ΛˆN the lambda
functions defined with respect to YN and its corresponding Malliavin derivatives (cf. [8, Proposition
5.3]). The continuity of ΛN and ΛˆN is proved in Lemma 7.4. By the same lemma, we have
ΛN,t − ΛN,T ≤
∫ T
t
d× β × ΛN,s + d× υ + d× κ(ΛˆN,s)ΛˆN,s ds
≤ ∫ T
t
d× β × ΛN,s ds+ d× (υ + κ(ΛˆN,t)ΛˆN,t)(T − t).
By Gronwall’s inequality (cf. Lemma 1.2),
ΛN,t ≤ ed×β×(T−t)
(∑d
i=1 ‖ξi‖∞ + d× (υ + κ(ΛˆN,t)ΛˆN,t)(T − t)
)
(cf. Lemma 7.1). By Lemma 7.4 again, for 0 < t ≤ T ,
lim supt′↑t
1
t−t′
(
Λˆ2N,t′ − Λˆ2N,t
)
≤ Λˆ2N,t ×
(
d× 2β + d2 × n× κ(2ΛˆN,t)2
)
+ ΛˆN,t2
√
d× n(υˆ + βˆΛN,t + κˆ(ΛˆN,t)ΛˆN,t)
≤ Λˆ2N,t ×
(
d× 2β + d2 × n× κ(2ΛˆN,t)2
)
+ΛˆN,t2
√
d× n(υˆ + βˆed×β×(T−t)(∑di=1 ‖ξi‖∞ + d× (υ + κ(ΛˆN,t)ΛˆN,t)(T − t))+ κˆ(ΛˆN,t)ΛˆN,t)
≤ g(t, Λˆ2N,t).
Let g(s) = Λˆ2N,T−s for 0 ≤ s ≤ T . The above inequality becomes
lim sups′↓s
1
s′−s(g(s
′)− g(s)) = lim sups′↓s 1(T−s)−(T−s′)
(
Λˆ2N,T−s′ − Λˆ2N,T−s
)
≤ g(T − s, Λˆ2N,T−s) = g(T − s, g(s)).
The theorem of differential inequality implies Λˆ2N,t = g(T − t) ≤ ug,T−t for T − αg < t ≤ T .
For any 0 ≤ a < αg, the function ug is uniformly bounded on [0, a] by, say, a constant Ca > 0. By
the relation DθYN,θ = ZN,θ of [8, Proposition 5.3], ‖ZN‖2 is bounded by this constant on [T − a, T ].
By Remark 1.3, for any N > Ca, (YN , ZN) is actually a solution of the BSDE[T, ξ, f ](1) on [T −a, T ].
This proves the existence of the solution of the BSDE[T, ξ, f ](1) on [T − a, T ] with Md-property.
On the other hand, if a solution (Y ′, Z ′) of the BSDE[T, ξ, f ](1) exists on the interval [T − a, T ]
with Md-property, then, for any N > Ca ∨ Λˆ′T−a, (Y ′, Z ′) is a solution of the BSDE[T, ξ, f¯N ](1) on
[T − a, T ]. The driver f¯N being Lipschitzian, (Y ′, Z ′) must coincide with (YN , ZN) = (Y, Z). This
proves the uniqueness of the solution.
3 Applications : existence results for some classes of BSDEs
delimited by Lyapunov functions
In the last section we have established the two principles : the exponential integrability condition
and the local solvability. As mentioned in Introduction, these two principles are expected to be helpful
in the resolution of non Lipschitzian BSDEs. It is the subject of this section.
Precisely, we will study the following resolution scheme : For a given BSDE[T, ξ, f ](1), let B be
the set of 0 ≤ b ≤ T such that the BSDE[T, ξ, f ](1) has a unique solution (Y, Z) in the space
S∞[b, T ] × ZBMO[b, T ] on [b, T ] with Md-property. Let b0 = infB. In the case that the principle of
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local solvability holds (for example, under the conditions (12) and (13)), to solve BSDE[T, ξ, f ](1),
it is enough to prove b0 itself is a point in B (so that necessarily b0 = 0).
To establish the relation b0 ∈ B, we note that, in the light of Remark 1.3, it is equivalent to
prove Λˆb0+ = limb↓b0 Λˆb < ∞, which, according to Corollary 4.6, amounts to verify the principle of
exponential integrability. John-Nirenberg inequality constitutes the standard for verifying exponential
integrability. We are lead to estimate the BMO norm of the process ∂zf(t, Yt, Zt), or more precisely
its sliceability (cf. the next section for definition). That is the key point of the above resolution
scheme.
3.1 The two notions
We say that a predictable matrix valued process X is uniformly sliceable on the time interval [0, T ],
if, for any c > 0, there exists δ > 0, for any 0 ≤ a < b ≤ a+ δ, the BMO norm
‖1(a,b)X‖2⋆ = sup0≤t≤T ‖E[
∫ T
t
1{a<s<b}‖Xs‖2ds |Ft]‖∞ ≤ c.
The uniform sliceability can be defined on any sub-interval of [0, T ], whatever closed or open, in a
similar way.
The property of sliceability goes back to the study of [20] on the BMO martingales. (The uniform
sliceability in the present paper is stronger than the sliceability of [20].) But the present paper does
not depends on the result of [20].
As explained previously, the sliceability is useful in the resolution of non Lipschitzian BSDEs,
because of its combination with John-Nirenberg inequality (cf. [6, Chapitre VI, n◦105, Theorem],
[15, Theorem 2.2]) leading to exponential integrability conditions like (14) in Theorem 2.1 or (26)
in Corollary 4.6. (See also [10] for other considerations about the sliceability.) That being said, it
seems very challenging to get the sliceability from a general non Lipschitzian BSDE with simply Ito’s
calculus. The most significant development on that issue should be the work [23] (cf. the explication
in [22]), where, in the Markovian setting, it is shown that Lyapunov function can be a very efficient
tool in establishing the sliceability. We decide therefore to test the idea of Lyapunov functions in the
non Markovian context of our paper.
We say that a function h is a (global) Lyapunov function for a driver f , if the function h is defined
on Rd taking values in R+, two-times continuously differentiable, such that
1
2
∑d
i=1
∑d
i′=1 ∂yi∂yi′h(y)
∑n
j=1 zi,jzi′,j −
∑d
i=1 ∂yih(y)f(i, t, y, z) ≥ ‖z‖2 − k(t, y), (17)
for some predictable function k(t, y) ≥ 0, for ∀0 ≤ t ≤ T, ∀z ∈ Rd×n, ∀y ∈ Rd. The function k will
be called a lower bound function of the Lyapunov condition (17). In this paper, we always suppose
|k(t, y)− k(t, 0)| ≤ β¯∑di=1 |yi| for some β¯ > 0 (the growth condition),
‖k‖

= sup1≤i≤d sup0≤t≤T ‖E[
∫ T
t
|k(s, 0)|ds |Ft]‖∞ <∞ (the potential bound).
(18)
It is important to notice that the definition of Lyapunov function can be different from one paper
to another. Actually, the Lyapunov functions in [10, 23] have different lower bound functions from
ours, and, in addition, the Lyapunov function in [23] expresses a local condition. That is why [23]
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needs an extra à-priori boundedness result [23, Theorem 2.14] to make Lyapunov functions work
well in concrete situations. The notion of Lyapunov functions in the present paper is a global notion,
and the boundedness results will be the direct consequence of the Lyapunov functions themselves
The general properties of BSDEs with Lyapunov functions are exposed in Section 8.1. The present
section shows only how Lyapunov functions can be applied in concrete examples.
3.2 Sub-quadratic BSDEs under Lyapunov condition
Here is our first example. We say that the BSDE[T, ξ, f ](1) is sub-quadratic (in z), if the driver
f has a z-increment rate function κ(r) bounded by constant times 1 + rα for a 0 < α < 1 (the
sub-quadratic index).
To illustrate our idea of the two fundamental principles, of the resolution scheme, of the sliceability
and of the Lyapunov functions, we find perfect to consider the sub-quadratic BSDE. Actually, the
sub-quadratic BSDE is a well-known situation and have been carefully studied in the literature. See
[1, 2, 5]. With it, people can easily contrast our approach in the face of the literature.
3.2.1 Immediate consequences of the Lyapunov condition
The computation on sub-quadratic BSDEs is not as problematic as the computation on quadratic
BSDEs. This is because of the Holder inequality
∫ b′
b
‖Zs‖2αds ≤
(∫ b′
b
ds
)1−α (∫ b′
b
‖Zs‖2ds
)α
(which is effective only when α < 1). We have the following lemma.
Lemma 3.1 Consider the BSDE[T, ξ, f ](1) with a driver f sub-quadratic in z with sub-quadratic
index 0 < α < 1. Suppose the existence of a Lyapunov function for f . Suppose also the conditions
on the driver f in Corollary 8.3. Then, for any 0 ≤ a ≤ T , for any solution (Y, Z) on [a, T ] of the
BSDE[T, ξ, f ](1) such that Y ∈ S∞[a, T ], the process ‖Z‖α is uniformly sliceable on the time interval
[a, T ]. More precisely, for some constant cα > 0 independent of a and of (Y, Z), for all a ≤ b < b′ ≤ T ,
E[
∫ b′
b
‖Zs‖2αds |Fb] ≤ (b′ − b)1−αc2αα .
Proof. It is to notice that the sub-quadratic condition in z is compatible with the conditions in
Corollary 8.3. As a consequence of Corollary 8.3, there exists a constant cα > 0 such that
‖1[a,T ].Z‖⋆ ≤ cα,
for all 0 ≤ a ≤ T and for any solution (Y, Z) on [a, T ]. Fix 0 ≤ a ≤ T and let a ≤ b < b′ ≤ T . We
have
E[
∫ b′
b
‖Zs‖2αds |Fb] ≤ E[
(∫ b′
b
ds
)1−α (∫ b′
b
‖Zs‖2ds
)α
|Fb]
≤ (b′ − b)1−α
(
E[
∫ b′
b
‖Zs‖2ds |Fb]
)α
≤ (b′ − b)1−α‖1[a,T ].Z‖2α⋆ ≤ (b′ − b)1−αc2αα .
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Corollary 3.2 Suppose the same conditions in Lemma 3.1. Let p > 1, δ =
(
1
2pc2αα
) 1
1−α and Np be the
first integer number bigger than T
δ
. Then, for any 0 ≤ a ≤ T , for any solution (Y, Z) on [a, T ] of the
BSDE[T, ξ, f ](1) such that Y ∈ S∞[a, T ],
E[ep
∫ T
a
‖Zs‖2αds|Fa] ≤ 2Np.
Proof. It is the consequence of Lemma 8.4 applied to X =
√
p‖Z‖α, because, by Lemma 3.1, for
the δ > 0 of the corollary, ‖1(b,b′).X‖2⋆ ≤ 12 for any a < b < b′ ≤ T, b′ − b ≤ δ.
3.2.2 An existence result for sub-quadratic BSDE
The above results imply a uniform estimate on the linear BSDE[T, ξ, f, j, θ](34).
Lemma 3.3 Suppose the conditions (12) and (13) on BSDE[T, ξ, f ](1). Suppose that the driver f is
sub-quadratic in z and the Malliavin derivatives Dj,θf of the driver are quadratic in z. Suppose that
the driver f has a global Lyapunov function. Then, for any 0 ≤ a ≤ T , for any solution (Y, Z) on
[a, T ] of the BSDE[T, ξ, f ](1) such that Y ∈ S∞[a, T ], for any solution (Yˆ , Zˆ) on [a, T ] of the linear
BSDE[T, ξ, f, j, θ](34), there exists a constant c, independent of a, such that
sup
1≤j≤n
sup
0≤θ<∞
sup
1≤i≤d
sup
a≤s≤T
‖Yˆi,s‖∞ ≤ c.
Notice that, in the proof below, [8] is not invoked because it is not applicable.
Proof. We apply Corollary 4.6 (applied on [a, T ], cf. Remark 4.7) to prove the lemma. It is enough
to prove that the various quantities considered in Corollary 4.6 relative to BSDE[T, ξ, f, j, θ](34) on
[a, T ] are universally bounded with respect to i, j, θ, a.
It is obviously the case for ‖Dj,θξi‖∞ which are universally bounded according to (12).
Consider next the driver root 1[a,T ]Dj,θf(·, Y·, Z·) of the BSDE[T, ξ, f, j, θ](34). Under the conditions
of the lemma, the upper bounds on (Y, Z) of Corollary 8.3 on [a, T ] are valid. With the conditions (13)
(κˆ being affine), we see that the potential bounds ‖1[a,T ]Dj,θf(i, ·, Y·, Z·)‖ are bounded universally
with respect to i, j, θ, a.
Consider thirdly the exponential functional ̺p (cf. (26) for definition) relative to BSDE[T, ξ, f, j, θ](34).
Recall
|∂zi′,j′f(i, t, Yt, Zt)| ≤ κ(2‖Zt‖), 1 ≤ i ≤ d, 1 ≤ i′ ≤ d, 1 ≤ j′ ≤ n.
Hence, for any p > 1 the exponential functional of the BSDE[T, ξ, f, j, θ](34) on the time interval
[a, T ] is bounded by
̺p ≤ sup
a≤t≤T
‖ E[ep×d2×n
∫ T
t
κ(2‖Zs‖)2ds|Ft] ‖∞ ≤ sup
a≤t≤T
‖ E[ep×d2×n
∫ T
t
C(1+‖Zs‖2α)ds|Ft] ‖∞,
for a constant C > 0 (depending only on κ). Under the conditions of the lemma, Corollary 3.2 is
valid, according to which,
̺p ≤ ep×d2×n×C×T2Np×d2×n×C ,
which is also independent of i, j, θ, a. The lemma is proved.
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Theorem 3.4 Suppose
1. the conditions (12) and (13) on BSDE[T, ξ, f ](1),
2. that the rate function κˆ is an affine function,
3. that the driver f has a global Lyapunov function,
4. that the driver f is sub-quadratic in z.
Then, BSDE[T, ξ, f ](1) has a unique solution on the whole time horizon [0, T ] with Md-property.
Proof. Recall b0 = infB. Notice that there exists a unique pair of processes (Y, Z) on (b0, T ] such
that, for any b0 < b ≤ T , restricted on [b, T ], (Y, Z) is the solution of BSDE[T, ξ, f ](1) in the space
S∞[b, T ]× ZBMO[b, T ] with Md-property. The quantity Λˆb0+ is well-defined.
Theorem 2.3 shows b0 < T . Lemma 3.3 shows that Λˆb0+ < ∞. This means, according to Remark
1.3, that the solution of the BSDE[T, ξ, f ](1) on (b0, T ] coincides with that of BSDE[T, ξ, f¯N ](1) for
some N ∈ N, which in fact is a solution on [b0, T ] with Md-property. We conclude b0 ∈ B.
We say that b0 = 0, which proves the theorem. If it was not the case, because the BSDE[b0, Yb0 , f ](1)
satisfy the conditions (12) and (13), by Theorem 2.3 (the existence of local solutions), the setB would
contain a 0 ≤ b < b0 which is in contradiction with the definition of b0.
Notice that Theorem 3.4 has been proved for a pedagogical reason. The reader are recommended
to look at [5] for a study of sub-quadratic BSDEs without Malliavin derivatives. Note also that an
extension of Theorem 3.4 will be presented in the following sections.
3.2.3 A complementary remark with the sub-quadratic BSDEs
Besides the two fundamental principles and the resolution scheme, sub-quadratic BSDEs serves also
to explain another point. In fact, Theorem 2.3 is proved for whole a class of BSDEs. It is therefore
not optimal in particular situations. For example, in the case of a sub-quadratic BSDE, we can take
the function C(1 + u)1+α (C > 0 a constant) as the function g(t, u) of Theorem 2.3. Resolve the
differential equation (16) associated with this function g : u′t = g(ut) = C(1 + u)
1+α. We have
− 1
α
(1 + ut)
−α = constant+ C × t and u0 = sup0≤θ<∞ ‖Dθξ‖2∞,(
1
(1+sup0≤θ<∞ ‖Dθξ‖2∞)−α−α×C×t
)1/α
= ut.
Therefore, the resolution horizon αg, predicted by Theorem 2.3 with the differential equation (16) is
finite :
αg =
1
(1 + sup0≤θ<∞ ‖Dθξ‖2∞)α × α× C
<∞.
However, we have just proved that a sub-quadratic BSDE may very well have a solution on any time
horizon [0, T ].
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3.3 Beyond the case of sub-quadratic BSDEs
We have spoken about the example of sub-quadratic BSDEs, for pedagogical reason. In fact, our
resolution scheme allows us to prove more general results than Theorem 3.4. Let us introduce the
following growth condition :
|f(t, y, z)| ≤ ρ(1 + |y|+ |z|1+α) (19)
for some constant ρ > 0 and 0 ≤ α < 1.
Notice that, in the present paper, as explained in Section 1.4, we do not expressly distinguish the
growth condition from the increment condition. However, such a distinction can be very useful. The
discussion of this section serves as a good example. We will prove that the growth condition (19)
combined with Lyapunov functions leads to the exponential integrability. Notice that a quadratic
BSDE can satisfy the growth condition (19). The following driver gives an example :
f(i, t, y, z) = |∑i′ 6=i yi′| cos(|zi|2) + ∣∣∣1 +∑i′,j′∑i′′,j′′ zi′,j′zi′′,j′′∣∣∣ 1+α2 u(∣∣∣1 +∑i′,j′∑i′′,j′′ zi′,j′zi′′,j′′∣∣∣ 1−α2 ),
where
u(r) =
∫ r
0
∞∑
m=0
(−1)m1{m<s≤m+1}ds, r ≥ 0.
Lemma 3.5 Consider the BSDE[T, ξ, f ](1). Suppose the existence of a Lyapunov function and the
conditions in Corollary 8.3. Suppose the growth condition (19) on the driver f . Then, there exists a
constant C1 > 0 such that, for any 0 ≤ a ≤ T , for any (Y, Z) solution of the BSDE[T, ξ, f ](1) in
S∞[a, T ]×ZBMO[a, T ] on the time interval [a, T ], we have
E[
∫ b
t
|Zi,s − µbi,s|2ds |Ft] ≤ 4C1ρ((1 + C1)(b− t) + C1+α1 (b− t)
1−α
2 ), a ≤ t < b ≤ T,
where the process µb is defined by the relation
E[Yb|Ft] = E[Yb|F0] +
∫ t
0
µbsdBs, 0 ≤ t ≤ T.
Proof. By Corollary 8.3, there exists a constant C1 > 0, independent of a and of (Y, Z), such that
sup
a≤t≤T
‖Yt‖∞ ≤ C1, ‖1[a,T ].Z‖⋆ ≤ C1. (20)
Let M bt = E[Yb|Ft]. Clearly, ‖M bt ‖∞ ≤ C1 uniformly for a ≤ t ≤ b ≤ T . We consider the process
Yt −M bt on [a, b] :

d(Y −M b)t = −f(t, Yt, Zt)dt+ (Z − µb)tdBt,
(Y −M b)b = 0.
(21)
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The conditions (19) and (20) imply the validity of formula (11) for the above BSDE. Recall 0 ≤ α < 1.
We get, for a ≤ t ≤ b,
E[
∫ b
t
|Zi,s − µbi,s|2ds |Ft] ≤ E[
∫ b
t
2|(Yi,s −M bi,s)f(i, s, Ys, Zs)|ds |Ft]
≤ 4C1E[
∫ b
t
ρ(1 + |Ys|+ |Zs|1+α)ds|Ft]
≤ 4C1(ρ(1 + C1)(b− t) + ρC1+α1 (b− t)
1−α
2 ).
The lemma is proved.
Lemma 3.6 Suppose
1. the conditions (12) and (13) on BSDE[T, ξ, f ](1),
2. that the rate functions κ, κˆ are affine functions,
3. the existence of a global Lyapunov function for the driver f ,
4. the growth condition (19) on the driver f .
Then, we have Λˆb0+ <∞.
Proof. Recall b0 = infB. Notice that the assumptions of the lemma imply the conditions in Corollary
8.3 so that Lemma 3.5 is applicable.
Theorem 2.3 shows b0 < T . Fix a b0 < b ≤ T . By [17, Proposition 1.2.8], by [8, Lemma 5.1],
the processes M b and µb are Malliavin differentiable. Recall that the Md-property (combined with
Remark 1.3) implies formula (33) for DθY on (b0, T ] ∩ [θ, T ], from which we obtain, for 1 ≤ j ≤ n,
0 ≤ θ ≤ b,

dDj,θ(Yt −M bt ) = −(∂yf(t, Yt, Zt)Dj,θYt + ∂zf(t, Yt, Zt)Dj,θZt +Dj,θf(t, Yt, Zt))dt
+Dj,θ(Zt − µbt)dBt
= −(∂yf(t, Yt, Zt)Dj,θ(Yt −M bt ) + ∂zf(t, Yt, Zt)Dj,θ(Zt − µbt))dt
−(∂yf(t, Yt, Zt)Dj,θM bt + ∂zf(t, Yt, Zt)Dj,θµbt +Dj,θf(t, Yt, Zt))dt
+Dj,θ(Zt − µbt)dBt, b0 < t ≤ b, θ ≤ t ≤ b
Dj,θ(Yb −M bb ) = 0.
(22)
This is a linear BSDE in the sense of (23) of the next section. Its g-coefficient is bounded and its
h-coefficient is given by ∂zi′,j′f(i, t, Yt, Zt) which is bounded by κ(2‖Zt‖). We have
n∑
j=1
‖hj,s‖2 ≤ d2nκ(2‖Zt‖)2 ≤ d2nγ˜(1 + ‖Zt‖2),
for a constant γ˜. Consider the exponential integrability ̺28(h) on the time interval (b0, b] ∩ [θ, b]
associated with the linear BSDE(22). For any b0 < t ≤ b, we have
E[e28
∫ b
t
∑n
j=1 ‖hj,s‖2ds|Ft] ≤ E[e28
∫ b
t
d2nγ˜(1+‖Zs‖2)ds|Ft] ≤ E[e28
∫ b
t
d2nγ˜(1+2‖µbs‖2+2‖Zs−µbs‖2)ds|Ft].
As b0 < b, Md-property applies to Yb so that DYb is bounded by a constant C2 > 0. By Clark-Ocone
formula,
‖µbt‖∞ = ‖E[DtYb|Ft]‖∞ ≤ C2,
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so that
E[e28
∫ b
t
∑n
j=1 ‖hj,s‖2ds|Ft] ≤ e28d2nγ˜(1+2C22 )(b−t)E[e56d2nγ˜
∫ b
t
‖Zs−µbs‖2ds|Ft].
Now, suppose that the number b0 < b ≤ T has been chosen in such a way that
56d2nγ˜d4C1ρ((1 + C1)(b− b0) + C1+α1 (b− b0)
1−α
2 ) ≤ 1
2
.
By Lemma 3.5 (the conditions in Corollary 8.3 being satisfied),
‖1[t,b]
√
56d2nγ˜(Z − µb)‖2⋆ ≤
1
2
so that, for all b0 < t ≤ b, by John-Nirenberg’s inequality,
E[e28
∫ b
t
∑n
j=1 ‖hj,s‖2ds|Ft] ≤ e28d2nγ˜(1+2C22 )(b−t)E[e56d2nγ˜
∫ b
t
‖Zs−µbs‖2ds|Ft] ≤ 2e28d2nγ˜(1+2C22 )(b−b0) <∞.
We conclude ̺28(h) <∞ and its validity is independent of j, θ.
Consider the root process of the linear BSDE(22) :
∂yf(t, Yt, Zt)Dj,θM
b
t + ∂zf(t, Yt, Zt)Dj,θµ
b
t +Dj,θf(t, Yt, Zt)
and its potential bound on (b0, b] ∩ [θ, b] (cf. Lemma 4.4). There are three terms. The first them is
bounded uniformly with respect to t ∈ (b0, b] ∩ [θ, b] and to j, θ so as its potential bound. By [17,
Proposition 1.2.8],Dj,θM
b is a martingale on (b0, b]∩[θ, b] bounded by C2 (so that a BMO martingale).
By [8, Lemma 5.1], Dj,θµ
b is the coefficient process in the martingale predictable representation of
Dj,θM
b on (b0, b] ∩ [θ, b]. By [12, Theorem 10.11], the BMO norm ‖1(b0,b]∩[θ,b].Dj,θµb‖⋆ is bounded by
2C2. By (20) and the affine κ-rate condition, the BMO norm of ∂zf(t, Yt, Zt) on (b0, b]∩ [θ, b] is finite,
independent of j, θ. As a consequence, the potential bound of the second term is finite, independent
of j, θ. The conditions (13) and (20), together with the affine κˆ-rate condition, show that the last
term has equally a finite potential bound on (b0, b] ∩ [θ, b], independent of j, θ.
Lemma 4.4 and Corollary 4.6 are now applicable. By Lemma 4.4, (Dj,θ(Y −M b), Dj,θ(Z − µb))
is the unique solution of the linear BSDE(22) on (b0, b] ∩ [θ, b]. By Corollary 4.6, Dj,θ(Y −M b) is
bounded on (b0, b] ∩ [θ, b] uniformly with respect to j, θ, which leads to the uniform boundedness of
Dj,θY on (b0, b] (taking into account of Dj,θYt = 0 if θ > t > b0). By Md-property, Dj,θY is uniformly
bounded on [b, T ]. Putting together the boundedness on the two intervals, we prove thus Λ̂b0+ <∞.
We now conclude.
Theorem 3.7 Suppose the same assumptions as in Lemma 3.6. Then, BSDE[T, ξ, f ](1) has a unique
solution on the whole time horizon [0, T ] in the space S∞[0, T ]× ZBMO[0, T ] with Md-property.
Proof. This theorem can be proved in the same way as Theorem 3.4 has been proved.
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4 Linear BSDE with unbounded coefficients
Various results have been used in the proofs of Theorem 2.1, Theorem 2.3 and Theorem 3.4. The
most important ones are Corollary 4.6, Lemma 7.4. The remainder of the present paper will be devo-
ted to the proofs of these results. In these proofs, we make use of many classical properties. Because
of the pedagogic consideration of the present paper, we will, nevertheless, present all properties in
great detail.
We begin with a discussion on the linear BSDEs, which will lead to, in particular, Corollary 4.6.

dYt = −(f(t, 0, 0) + gtYt + htZt)dt+ ZtdBt,
YT = ξ,
(23)
where f(t, 0, 0) is a predictable process pathwisely Lebesgue integrable on any finite interval, and
gt = (gi,i′,t)1≤i,i′≤d and ht = (hi,i′,j,t)1≤i,i′≤d,1≤j≤n are matrix of locally bounded predictable processes
and
gi,tYt =
d∑
i′=1
gi,i′,tYi′,t, hi,tZt =
n∑
j′=1
d∑
i′=1
hi,i′,j′,tZi′,j′,t.
(Later in our computations, the coefficient g will be linked with the Lipschitzian index β while the
coefficient h will be linked with the κ-rate condition.)
4.1 Linear transformation φ
For any 0 ≤ a ≤ T we introduce the matrix valued process (φa,t)a≤t≤T defined by the SDE :

dφi,i′′,a,t =
∑d
i′=1 φi,i′,a,tgi′,i′′,tdt+
∑n
j′=1
∑d
i′=1 φi,i′,a,thi′,i′′,j′,tdBj′,t,
for a ≤ t ≤ T,
φi,i′′,a,a = 1{i=i′′}.
(24)
In other words, dφa,t = φa,tgtdt+
∑n
j=1 φa,thj,tdBj,t. Note that, as the coefficients g and h are locally
bounded, the solution of the SDE(24) exists and is unique.
4.1.1 Transformation to a local martingale
Lemma 4.1 For any value process Y of the linear BSDE(23) (if it exists), the processes
φi,a,tYt +
∫ t
a
d∑
i′′=1
φi,i′′,a,sf(i
′′, s, 0, 0)ds, 1 ≤ i ≤ d,
are local martingales on [a, T ].
Proof. By the integration by parts formula applied to the process φa,tYt on [a, T ], we can write
d(φi,a,tYt) = d(
∑d
i′′=1 φi,i′′,a,tYi′′,t) =
∑d
i′=1(φi,i′′,a,tdYi′′,t + Yi′′,tdφi,i′′,a,t + d〈φi,i′′,a, Yi′′〉t)
= −∑di′′=1 φi,i′′,a,tf(i′′, t, 0, 0)dt+∑di′′=1 φi,i′′,a,t∑nj′=1 Zi′′,j′,tdBj′,t
+
∑d
i′′=1 Yi′′,t
∑n
j′=1
∑d
i′=1 φi,i′,a,thi′,i′′,j′,tdBj′,t, 1 ≤ i ≤ d.
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4.1.2 The inverse of φ
For 0 ≤ a ≤ T , we introduce the matrix valued process (ψa,t)a≤t≤T defined by the SDE :

dψi′′,i′,a,t = −
∑d
i′′′=1 gi′′,i′′′,tψi′′′,i′,a,tdt+
∑n
j′=1
∑d
i′′′=1
∑d
i◦=1 hi′′,i′′′,j′,thi′′′,i◦,j′,tψi◦,i′,a,tdt
−∑nj′=1∑di′′′=1 hi′′,i′′′,j′,tψi′′′,i′,a,tdBj′,t, for a ≤ t ≤ T,
ψi′′,i′,a,a = 1{i′′=i′}.
(25)
In other words, dψa,t = (−gtψa,t+
∑n
j=1 hj,thj,tψa,t)dt+
∑n
j=1 hj,tψa,tdBj,t. By the integration by parts
formula, we can prove that d(
∑d
i′′=1 φi,i′′,a,tψi′′,i′,a,t) = 0. We obtain
Lemma 4.2 The matrix valued process ψa is the inverse of φa on [a, T ]. Consequently, for 0 ≤ a ≤
b ≤ T , ψa,bφa,t = φb,t on t ∈ [b, T ].
4.1.3 The norm ‖φa,t‖
Consider now the matrix norm ‖φa,t‖ =
√∑d
i,i′=1 φ
2
i,i′,a,t on [a, T ]. We have
d‖φa,t‖2 = d
∑d
i,i′=1 φ
2
i,i′,a,t
=
∑d
i,i′=1
∑d
i′′=1 2φi,i′,a,tφi,i′′,a,tgi′′,i′,tdt +
∑n
j=1
∑d
i,i′=1
∑d
i′′=1 2φi,i′,a,tφi,i′′,a,thi′′,i′,j,tdBj,t
+
∑n
j=1
∑d
i,i′=1(
∑d
i′′=1 φi,i′′,a,thi′′,i′,j,t)
2dt,
which implies
d‖φa,t‖ = d
√‖φa,t‖2 = 12 1√‖φa,t‖2d‖φa,t‖2 + 12 12(−12) 1√‖φa,t‖23d〈‖φa‖2, ‖φa‖2〉t
= 1
2
1
‖φa,t‖
∑d
i,i′=1
∑d
i′′=1 2φi,i′,a,tφi,i′′,a,tgi′′,i′,tdt+
1
2
1
‖φa,t‖
∑n
j=1
∑d
i,i′=1
∑d
i′′=1 2φi,i′,a,tφi,i′′,a,thi′′,i′,j,tdBj,t
+1
2
1
‖φa,t‖
∑n
j=1
∑d
i,i′=1(
∑d
i′′=1 φi,i′′,a,thi′′,i′,j,t)
2dt− 1
8
1
‖φa,t‖3
∑n
j=1(
∑d
i,i′=1
∑d
i′′=1 2φi,i′,a,tφi,i′′,a,thi′′,i′,j,t)
2dt
= ‖φt‖
(〈φ¯a,t|φ¯a,tgt〉dt+∑nj=1〈φ¯a,t|oj,a,t〉dBj,t + 12∑nj=1(‖oj,a,s‖2 − 〈φ¯a,s|oj,a,s〉2)ds),
where the notation 〈·|·〉 is defined in Section 1.3 and
φ¯i,i′,a =
φi,i′,a
‖φi,i′,a‖ , oi,i
′,j,a,t =
∑d
i′′=1 φ¯i,i′′,a,thi′′,i′,j,t.
The last equation is a linear SDE, which shows that ‖φa,t‖ is a Dolean-Dade exponential on [a, T ].
Let
o¯i,i′,j,a,t =
oi,i′,j,a,t
‖oj,a,t‖ ,
na,s = 〈φ¯a,s|φ¯a,sgs〉+ 12
∑n
j=1 ‖oj,a,s‖2(1− 〈φ¯a,s|o¯j,a,s〉2),
Ea,t := E
( ∫ t
a
∑n
j=1〈φ¯a,s|oj,a,s〉dBj,s
)
.
Notice that 〈φ¯a,t|oj,a,t〉 = ‖oj,a,t‖〈φ¯a,t|o¯j,a,t〉.
Lemma 4.3 We have
‖φa,t‖ =
√
d exp{
∫ t
0
〈φ¯a,s|φ¯a,sgs〉ds +
∫ t
0
n∑
j=1
〈φ¯a,s|oj,a,s〉dBj,s +
∫ t
0
1
2
n∑
j=1
‖oj,a,s‖2(1−2〈φ¯a,s|o¯j,a,s〉2)ds}
for a ≤ t ≤ T . In other words, ‖φa,t‖ =
√
d exp{∫ t
a
na,s′ds
′}Ea,t, a ≤ t ≤ T.
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4.2 An existence result
For constant p > 0 let us define the exponential functional
̺p(h) := sup
0≤t≤T
‖ E[ep
∫ T
t
∑n
j=1 ‖hj,s‖2ds|Ft] ‖∞. (26)
Lemma 4.4 Suppose that ̺28(h) < ∞. Suppose that the terminal value ξ is bounded. Suppose that
the components gi,j are bounded by β > 0 and
‖f‖

= sup1≤i≤d sup0≤t≤T ‖ E[
∫ T
t
|f(i, s, 0, 0)|ds |Ft] ‖∞ <∞.
Then, for 1 ≤ i ≤ d, the semimartingale
Yi,a = E[φi,a,T ξ +
∫ T
a
∑d
i′′=1 φi,i′′,a,sf(i
′′, s, 0, 0)ds|Fa], 0 ≤ a ≤ T, (27)
is a well-defined process and the process Y , together with its martingale coefficient Z, forms a solution
of the linear BSDE(23). The process (Y, Z) is the unique solution of the linear BSDE(23) which
satisfies supσ ‖Yσ‖L2 <∞, where σ runs over all stopping times σ ≤ T .
Remark 4.5 For an one dimensional Lipschitzian linear BSDE, the formula (27) is known (cf. [8,
Proposition 2.2]). In that case, the BSDE possesses a unique solution (Y, Z), while the formula (27)
is deduced with a simple Ito’s calculus. In Lemma 4.4, however, no à-priori solution exists. We have
to compute a Z for the semimartingale Y of formula (27), and prove that (Y, Z) is a solution of the
BSDE.
Proof. We begin with the Lp-estimation of ‖φa‖. Note that ‖oj,a,s‖2 ≤ ‖hj,s‖2 and |〈φ¯a|φ¯ag〉| ≤
‖g‖ ≤ d× β. For any p > 1, for stopping time σ ≤ T , consider
E[E(∑nj=1〈φ¯a|oj,a〉1[a,T ]  Bj )pσ|Fa]
= E[exp{p ∫ σ
a
∑n
j=1〈φ¯a,s|oj,a,s〉dBj,s − p12
∫ σ
a
∑n
j=1 ‖oj,a,s‖2〈φ¯a,s|o¯j,a,s〉2ds}|Fa]
≤
(
E[exp{−p ∫ σ
a
∑n
j=1 ‖oj,a,s‖2〈φ¯N,a,s|o¯j,a,s〉2ds+ 2p2
∫ σ
a
∑n
j=1 ‖oj,a,s‖2〈φ¯N,a,s|o¯j,a,s〉2ds}|Fa]
)1/2
(
E[exp{2p ∫ σ
a
∑n
j=1〈φ¯N,a,s|oj,a,s〉dBj,s − 4p
2
2
∫ σ
a
∑n
j=1 ‖oj,a,s‖2〈φ¯N,a,s|o¯j,a,s〉2ds}|Fa]
)1/2
≤
(
E[exp{(2p2 − p) ∫ T
a
∑n
j=1 ‖hj,s‖2ds}|Fa]
)1/2
=
√
̺(2p2−p)(h).
By Burkholder-Davis-Gundy’s inequality (cf. [12, Theorem 10.36]), by Doob’s inequality (cf. [12,
Theorem 2.15]), by localization, we see that the martingale E(∑nj=1〈φ¯a|oj,a〉1[a,T ]  Bj ) is in Hp-
martingale space, if (̺(2p2−p)(h))
1
2p is finite. The relationship ‖φa,t‖ =
√
d exp{∫ t
a
na,s′ds
′}Ea,t implies
then
E[supa≤t≤T ‖φa,t‖p|Fa] = E[supa≤t≤T (
√
d exp{∫ t
a
na,s′ds
′}Ea,t)p|Fa]
≤ √dpep×d×β(T−a)E[exp{∫ T
a
p
2
∑n
j=1 ‖oj,a,s‖2ds′} supa≤t≤T Epa,t|Fa]
≤ √dpep×d×β(T−a)(E[exp{p ∫ T
a
∑n
j=1 ‖oj,a,s‖2ds′}|Fa])1/2(E[supa≤t≤T E2pa,t|Fa])1/2
≤ √dpep×d×β(T−a)(̺p(h))1/2( 2p2p−1(E[E2pa,T |Fa])
1
2p )p ≤ √dpep×d×β(T−a)(̺p(h))1/2( 2p2p−1)p̺(8p2−2p)(h)
1
4 .
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We next consider the definition of the process Y , especially the random variables
∫ T
0
φi,0,sf(s, 0, 0)ds.
E[
∫ T
0
∑d
i=1
∑d
i′′=1 |φi,i′′,0,sf(i′′, s, 0, 0)|ds ]
≤ E[∫ T
0
∑d
i=1 |φi,0,s| |f(s, 0, 0)| ds ]
≤ √dE[∫ T
0
‖φi,0,s‖ |f(s, 0, 0)| ds ] ≤
√
dE[sup0≤t≤T ‖φi,0,t‖
∫ T
0
|f(s, 0, 0)| ds|Fa]
≤ √d (E[sup0≤t≤T ‖φi,0,t‖2 ])1/2 (E[ (∫ T0 |f(s, 0, 0)|ds)2 ])1/2 .
On the one hand, (
E[sup0≤t≤T ‖φi,0,t‖2 ]
)1/2 ≤ √ded×β×T̺2(h)1/4 43̺28(h) 18 .
On the other hand, the energy inequality implies(
E[ (
∫ T
0
|f(s, 0, 0)|ds)2 ]
)1/2
≤ √2d‖f‖

.
This means that the following martingale
Mi,a := E[φi,0,T ξ +
∫ T
0
∑d
i′′=1 φi,i′′,0,sf(i
′′, s, 0, 0)ds|Fa], 0 ≤ a ≤ T,
is well defined so as its martingale coefficient process J : Ma = M0 +
∫ a
0
∑n
j′=1 Jj′,sdBj′,s, 0 ≤ a ≤ T.
Consequently, the process Y is well defined. Note that Yi,t coincides with∑d
i′=1 ψi,i′,0,t(Mi′,t −
∫ t
0
∑d
i′′=1 φi′,i′′,0,sf(i
′′, s, 0, 0)ds).
Hence,
dYi,t = −
∑d
i′=1
∑d
i′′′=1 gi,i′′′,tψi′′′,i′,0,t(Mi′,t −
∫ t
0
∑d
i′′=1 φi′,i′′,0,sf(i
′′, s, 0, 0)ds)dt
+
∑d
i′=1
∑n
j′=1
∑d
i′′′=1
∑d
i◦=1 hi,i′′′,j′,thi′′′,i◦,j′,tψi◦,i′,0,t(Mi′,t −
∫ t
0
∑d
i′′=1 φi′,i′′,0,sf(i
′′, s, 0, 0)ds)dt
−∑di′=1∑nj′=1∑di′′′=1 hi,i′′′,j′,tψi′′′,i′,0,t(Mi′,t − ∫ t0 ∑di′′=1 φi′,i′′,0,sf(i′′, s, 0, 0)ds)dBj′,t
+
∑d
i′=1
∑n
j′=1 ψi,i′,0,tJi′,j′,tdBj′,t −
∑d
i′=1
∑d
i′′=1 ψi,i′,0,tφi′,i′′,0,tf(i
′′, t, 0, 0)dt
−∑di′=1∑nj′=1∑di′′′=1 hi,i′′′,j′,tψi′′′,i′,0,tJi′,j′,tdt
= −∑di′′′=1 gi,i′′′,tYi′′′,tdt+∑nj′=1∑di′′′=1∑di◦=1 hi,i′′′,j′,thi′′′,i◦,j′,tYi◦,tdt
−∑nj′=1∑di′′′=1 hi,i′′′,j′,tYi′′′,tdBj′,t +∑di′=1∑nj′=1 ψi,i′,0,tJi′,j′,tdBj′,t
−f(i, t, 0, 0)dt−∑di′=1∑nj′=1∑di′′′=1 hi,i′′′,j′,tψi′′′,i′,0,tJi′,j′,tdt
= −f(i, t, 0, 0)dt−∑di′′′=1 gi,i′′′,tYi′′′,tdt−∑nj′=1∑di′′′=1 hi,i′′′,j′,tZi′′′,j′dt+∑nj′=1 Zi,j′dBj′,t,
where
Zi,j′ = −
∑d
i◦=1 hi,i◦,j′,tYi◦,t +
∑d
i′=1 ψi,i′,0,tJi′,j′,t.
The first part of the lemma is proved.
Consider the second part of the lemma (the uniqueness). Actually, if (Y, Z) is a solution of the
linear BSDE(23) such that supσ ‖Yσ‖L2 <∞, for any 0 ≤ a ≤ T , the processes
φi,a,tYt +
∫ t
a
∑d
i′′=1 φi,i′′,a,sf(i
′′, s, 0, 0)ds, 1 ≤ i ≤ d,
are uniformly integrable martingales on [a, T ], uniquely determined by their terminal values. The
value process Y is hence unique. Consequently, by the computation of Lemma 4.1, the processes
d∑
i′′=1
φi,i′′,a,t
n∑
j′=1
Zi′′,j′,tdBj′,t, 1 ≤ i ≤ d,
are unique on [a, T ]. This means that φaZj′, 1 ≤ j′ ≤ n, are unique on [a, T ], and therefore, Z is
unique.
22
4.3 Upper bounds on the solution of a linear BSDE
Corollary 4.6 Under the same conditions as in Lemma 4.4, the solution (Y, Z) of the linear BSDE(23)
given in Lemma 4.4 satisfies the estimations :
‖∑di=1 |Yi,a|‖∞ ≤ ded×β(T−a)̺2(h)1/4 43̺28(h) 18 (‖ξ‖∞ +√2d‖f‖), ∀0 ≤ a ≤ T,
‖Z‖2⋆ ≤ 2
∑d
i=1 ‖ξi‖2∞ + 2d2 ‖f‖2 + 2 sup0≤a≤T ‖
∑
i′=1 |Yi′,a|‖2∞(1 + 2β × d× T + 2d
∑d
i=1 ‖hi‖2⋆).
Proof. We write∑d
i=1 |Yi,a| =
∑d
i=1 | E[φi,a,T ξ +
∫ T
a
∑d
i′′=1 φi,i′′,a,sf(i
′′, s, 0, 0)ds|Fa] |
≤ ∑di=1 E[|φi,a,T ξ| |Fa] +∑di=1 E[| ∫ Ta ∑di′′=1 |∑di′′=1 φi,i′′,a,sf(i′′, s, 0, 0)|ds| |Fa].
Repeat then the computations in Lemma 4.4. We prove the estimation on Y .
Consider the estimation on Z. Let 0 ≤ a ≤ b ≤ T . By the formula (11), we can write, for a ≤ t ≤ b,
E[
∫ T
t
‖Zs‖2ds |Ft]−
∑d
i=1 ‖ξi‖2∞ = E[
∫ T
t
∑d
i=1 |Zi,s|2ds |Ft]−
∑d
i=1 ‖ξi‖2∞
≤ 2 sup0≤a≤T ‖
∑
i′=1 |Yi′,a|‖∞E[
∫ T
t
∑d
i=1 |f(i, s, 0, 0)|+
∑d
i=1 |gi,sYs|+
∑d
i=1 ‖hi,s‖‖Zs‖ds |Ft]
≤ 2 sup0≤a≤T ‖
∑
i′=1 |Yi′,a|‖∞ × d× ‖f‖ + 2β × d sup0≤a≤T ‖
∑
i′=1 |Yi′,a|‖2∞(T − t)
+4 sup0≤a≤T ‖
∑
i′=1 |Yi′,a|‖2∞E[
∫ T
t
1
2
(
∑d
i=1 ‖hi,s‖)2ds |Ft] + E[
∫ T
t
1
2
‖Zs‖2ds |Ft]
≤ d2 ‖f‖2

+ sup0≤a≤T ‖
∑
i′=1 |Yi′,a|‖2∞(1 + 2β × d× T )
+2d sup0≤a≤T ‖
∑
i′=1 |Yi′,a|‖2∞
∑d
i=1 E[
∫ T
t
‖hi,s‖2ds |Ft] + E[
∫ T
t
1
2
‖Zs‖2ds |Ft].
Remark 4.7 For any 0 ≤ b ≤ T , the above boundedness can also be established for linear BSDEs
defined the interval [b, T ]. In fact, it is enough to extend the definition of the coefficients g, h and
the root process f(t, 0, 0) in putting gt = 0, ht = 0, f(t, 0, 0) = 0 for 0 ≤ t < b and apply the last
corollary.
5 BSDE(1) under the classical Lipschitzian conditions
After Corollary 4.6, we consider now Lemma 7.4. This lemma gives the infinitesimal variation of
solutions of BSDEs. It is the consequence of a series of elementary computations on Lipschitzian
BSDEs. We introduce the following assumptions.
- ξ is a bounded FT -measurable random variable,
- the driver f(s, y, z) is uniformly Lipschitzian in y and in z,
with respectively indices β > 0 and η > 0,
- ‖f‖

= sup1≤i≤d sup0≤t≤T ‖E[
∫ T
t
|f(i, s, 0, 0)|ds |Ft]‖∞ <∞ (the potential bound).
(28)
Proposition 5.1 Suppose the conditions (28) on the BSDE parameters [T, ξ, f ]. Then, the BSDE[T, ξ, f ](1)
has a solution (Y, Z) which is unique in the space S∞[0, T ]×ZBMO[0, T ].
This proposition is classic. But, what we need here is of explicit estimations on the rate at which
the process (Yt, Zt) varies in the space S∞[0, T ]× ZBMO[0, T ].
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5.1 Gronwall’s estimations
We begin our computations with the simplest situation where the driver f is free of the Z-
component. To distinguish this particular situation from the general BSDE(1), we rename it with a
new number :

dYt = −f(t, Yt)dt+ ZtdBt,
YT = ξ.
(29)
By Gronwall’s inequality in Lemma 1.2, we have
Lemma 5.2 Suppose that (Y, Z) is a solution of the BSDE(29). Suppose that
- for every s, the driver f(s, y) is Lipschitzian in y with a deterministic Lipschitzian index g(s),
- Z B is a true martingale and E[
∫ T
t
g(s)
∑d
i=1 |Yi,s|ds] <∞,
- the terminal value ξ and the driver root
∫ T
t
∑d
i=1 |f(i, s, 0)|ds are integrable.
Then,
∑d
i=1 |Yi,t| ≤ ed
∫ T
t
g(s)ds
E[
∑d
i=1 |ξi|+
∫ T
t
∑d
i=1 |f(i, s, 0)|ds|Ft], for 0 ≤ t ≤ T. If ξ is a bounded
random variable, if
‖f‖

:= sup
1≤i≤d
sup
0≤t≤T
‖E[
∫ T
t
|f(i, s, 0)|ds |Ft]‖∞ <∞,
we have
∑d
i=1 ‖Yi,t‖∞ ≤ ed
∫ T
t
g(s)ds(
∑d
i=1 ‖ξi‖∞ + d× ‖f‖), for 0 ≤ t ≤ T .
5.2 Local estimations
In this section we consider the infinitesimal variation of (Y, Z). Let 0 < ǫ ≤ T , that will be called
a neighborhood parameter below. We introduce the next BSDE with parameters [T, ξ, f, ǫ] :

dYt = −1{T−ǫ≤t≤T}f(t, Yt, Zt)dt+ ZtdBt,
YT = ξ.
(30)
Clearly, the BSDE[T, ξ, f ](1) and the BSDE[T, ξ, f, ǫ](30) have same solutions on [T − ǫ, T ].
5.2.1 A transformation on ZBMO[0, T ]
For any BMO martingale coefficient Z∗, let us consider the BSDE :

dYt = −1{T−ǫ≤t≤T}f(t, Yt, Z∗t )dt+ ZtdBt,
YT = ξ.
(31)
Notice that the driver of the BSDE(31) is free of the martingale coefficient process Z. Suppose that
the driver f(t, y, z) satisfies the conditions in (28). Because Z∗ is a BMO martingale coefficient,
the driver f(t, y, Z∗t ) also satisfies the conditions in (28) so that Proposition 5.1 is applicable to the
BSDE(31). Hence, the BSDE(31) has a unique solution in (Y, Z) ∈ S∞[0, T ]× ZBMO[0, T ]. The map
Φ = Φǫ : Z
∗ −→ Z
is well-defined on the space ZBMO[0, T ].
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5.2.2 The contraction property of the map Φ
Lemma 5.3 Suppose the conditions (28) on the BSDE parameters [T, ξ, f ]. Suppose 0 < ǫ ≤ T and
c2 = c2(d, β, η, ǫ) :=
√
2(d× β × ǫ+ e−d×β×ǫ)× d × ed×β×ǫ η √ǫ < 1.
Then, the map Φ is a contraction on the space ZBMO[0, T ]. Precisely,
‖Φ(Z ′∗)− Φ(Z∗)‖⋆ ≤ c2 ‖1[T−ǫ,T ](Z ′∗ − Z∗)‖⋆, ∀Z,Z∗ ∈ ZBMO[0, T ].
Proof. Consider two elements Z∗, Z ′∗ ∈ ZBMO[0, T ] and the corresponding solution (Y, Z) and
(Y ′, Z ′) of the BSDE(31). We apply Lemma 5.2 to the BSDE satisfied by Y ′ − Y with null ter-
minal value and driver 1{T−ǫ≤t≤T}(f(i, t, Yt + y, Z ′∗t )− f(i, t, Yt, Z∗t )). We notice that
sup1≤i≤d sup0≤t≤T ‖E[
∫ T
t
1{T−ǫ≤s≤T}|f(i, s, Ys, Z ′∗s )− f(i, s, Ys, Z∗s )|ds |Ft]‖∞
≤ sup1≤i≤d sup0≤t≤T ‖E[
∫ T
t
1{T−ǫ≤s≤T}η‖Z ′∗s − Z∗s‖ds |Ft]‖∞ ≤ η
√
ǫ ‖1[T−ǫ,T ](Z ′∗ − Z∗)‖⋆.
Lemma 5.2 implies then, for 0 ≤ t ≤ T ,∑d
i=1 ‖Y ′i,t − Yi,t‖∞ ≤ ed×β×ǫ d× η
√
ǫ ‖1[T−ǫ,T ](Z ′∗ − Z∗)‖⋆.
Apply the identity (11) to estimate Z ′ − Z.
E[
∫ T
t
∑d
i=1 |Z ′i,s − Zi,s|2ds |Ft]
≤ 2E[∫ T
t
1{T−ǫ≤s≤T}
∑d
i=1 |Y ′i,s − Yi,s|β
∑d
i′=1 |Y ′i′,s − Yi′,s| ds |Ft]
+2E[
∫ T
t
1{T−ǫ≤s≤T}
∑d
i=1 |Y ′i,s − Yi,s|η‖Z ′∗s − Z∗s‖ds |Ft]
≤ 2β(ed×β×ǫ d× η √ǫ ‖1[T−ǫ,T ](Z ′∗ − Z∗)‖⋆)2E[
∫ T
t
1{T−ǫ≤s≤T}ds |Ft]
+2η ed×β×ǫ d× η √ǫ ‖1[T−ǫ,T ](Z ′∗ − Z∗)‖⋆ E[
∫ T
t
1{T−ǫ≤s≤T}‖Z ′∗s − Z∗s‖ds |Ft]
≤ 2(d× β × ǫ+ e−d×β×ǫ)× d× e2d×β×ǫ η2 ǫ ‖1[T−ǫ,T ](Z ′∗ − Z∗)‖2⋆
This proves the contraction property of the map Φ.
5.2.3 The solution of the BSDE[T, ξ, f, ǫ](30)
After Lemma 5.3, the BSDE[T, ξ, f, ǫ](30) can be solved by the fixed-point theorem. We now com-
pute an upper bound for the solution.
Proposition 5.4 Suppose the conditions (28) on the BSDE parameters [T, ξ, f ]. Suppose that neigh-
borhood parameter ǫ satisfies the conditions in Lemma 5.3. Then, the BSDE[T, ξ, f, ǫ](30) has a
unique solution (Y, Z) in the space S∞[0, T ] × ZBMO[0, T ]. Moreover, if we define the processes
M = Mξ, µ = µξ by the identity : Mt = E[ξ|Ft] = E[ξ|F0] +
∫ t
0
µsdBs, 0 ≤ t ≤ T , if we define
F := sup
1≤i≤d
sup
0≤t≤T
‖E[
∫ T
t
1{T−ǫ≤s≤T}|f(i, s,M, 0)|ds |Ft]‖∞ <∞,
the solution (Y, Z) of the BSDE[T, ξ, f, ǫ](30) satisfy :∑d
i=1 ‖Yi,t −Mi,t‖∞ ≤ ed×β×ǫ
(
1 + d× η √ǫ 1
1−c2 e
d×β×ǫ
√
2
(
e−d×β×ǫ + β × ǫ))× d× F
+ed×β×ǫ d× η √ǫ 1
1−c2‖1[T−ǫ,T ]µ‖⋆, ∀0 ≤ t ≤ T,
and
‖Z − µ‖⋆ ≤ 11−c2 ed×β×ǫ
√
2
(
e−d×β×ǫ + β × ǫ)× d× F + c2
1−c2‖1[T−ǫ,T ]µ‖⋆.
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Proof. By the contraction property in Lemma 5.3, the map Φ has a unique fixed point in the space
ZBMO[0, T ]. This fixed point Z together with its associated value process Y in the BSDE(31) forms
a solution of the BSDE[T, ξ, f, ǫ](30).
To prove the inequalities on (Y, Z), let (Z(k))k≥0 be the sequence defined by Z(0) ≡ 0 and Z(k) =
Φ(Z(k−1)) for k ≥ 1. We know that Z(k) converges to Z in the space ZBMO[0, T ]. According to Lemma
5.3 we have
‖Z − µ‖⋆ ≤ ‖Z(1) − µ‖⋆ + ‖Z − Z(1)‖⋆ ≤ ‖Z(1) − µ‖⋆ +
∑∞
k=1 ‖Z(k+1) − Z(k)‖⋆
≤ ‖Z(1) − µ‖⋆ +
∑∞
k=1 c
k
2‖1[T−ǫ,T ](Z(1) − Z(0))‖⋆
= ‖Z(1) − µ‖⋆ + c21−c2‖1[T−ǫ,T ]Z(1)‖⋆ ≤ 11−c2‖Z(1) − µ‖⋆ + c21−c2‖1[T−ǫ,T ]µ‖⋆.
For every k ≥ 1, let Y (k) be the value process of the BSDE(31) when Z∗ = Z(k−1). We apply Lemma
5.2 to the BSDE of Y (1) −M . With
F = sup
1≤i≤d
sup
0≤t≤T
‖E[
∫ T
t
1{T−ǫ≤s≤T}|f(i, s,M, 0)|ds |Ft]‖∞ <∞,
we can write
∑d
i=1 ‖Y (1)i,t −Mi,t‖∞ ≤ ed×β×ǫ d× F, for 0 ≤ t ≤ T . By the formula (11),
E[
∫ T
t
∑d
i=1 |Z(1)i,s − µi,s|2ds |Ft]
≤ 2∑di=1 sup0≤s≤T ‖Y (1)i,s −Mi,s‖∞E[∫ Tt 1{T−ǫ≤s≤T} |f(i, s,M, 0)|ds |Ft]
+2E[
∫ T
t
1{T−ǫ≤s≤T}
∑d
i=1 |Y (1)i,s −Mi,s| β
∑d
i′=1 |Y (1)i′,s −Mi′,s|ds |Ft]
≤ 2e2×d×β×ǫ(e−d×β×ǫ + β × ǫ)× d2 × F 2.
We conclude that ‖Z(1) − µ‖⋆ ≤ ed×β×ǫ
√
2
(
e−d×β×ǫ + β × ǫ)× d× F, and consequently
‖Z − µ‖⋆ ≤ 11−c2‖Z(1) − µ‖⋆ + c21−c2‖1[T−ǫ,T ]µ‖⋆
≤ 1
1−c2 e
d×β×ǫ
√
2
(
e−d×β×ǫ + β × ǫ)× d× F + c2
1−c2‖1[T−ǫ,T ]µ‖⋆.
As for
∑d
i=1 ‖Yi,t −Mi,t‖∞, recall the inequality in the proof of Lemma 5.3 applied to Y (k), Y (k+1) :∑d
i=1 ‖Y (k+1)i,t − Y (k)i,t ‖∞ ≤ ed×β×ǫ d× η
√
ǫ ‖1[T−ǫ,T ](Z(k) − Z(k−1))‖⋆.
Consequently,
∑d
i=1 ‖Yi,t −Mi,t‖∞ ≤
∑d
i=1 ‖Y (1)i,t −Mi,t‖∞ +
∑∞
k=1
∑d
i=1 ‖Y (k+1)i,t − Y (k)i,t ‖∞
≤ ∑di=1 ‖Y (1)i,t −Mi,t‖∞ +∑∞k=1 ed×β×ǫ d× η √ǫ ‖1[T−ǫ,T ](Z(k) − Z(k−1))‖⋆
≤ ∑di=1 ‖Y (1)i,t −Mi,t‖∞ + ed×β×ǫ d× η √ǫ 11−c2‖1[T−ǫ,T ]Z(1)‖⋆
≤ ∑di=1 ‖Y (1)i,t −Mi,t‖∞ + ed×β×ǫ d× η √ǫ 11−c2‖1[T−ǫ,T ](Z(1) − µ)‖⋆
+ed×β×ǫ d× η √ǫ 1
1−c2‖1[T−ǫ,T ]µ‖⋆
≤ ed×β×ǫ (1 + d× η √ǫ 1
1−c2 e
d×β×ǫ
√
2
(
e−d×β×ǫ + β × ǫ))× d× F
+ed×β×ǫ d× η √ǫ 1
1−c2‖1[T−ǫ,T ]µ‖⋆.
The proposition is proved.
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5.3 Global estimation
We now consider global estimations on the solution (Y, Z). In fact, we only need to linearize the
BSDE(1) and to apply Corollary 4.6.
Proposition 5.5 The value process Y of Proposition 5.1 satisfies the inequality :
‖∑di=1 |Yi,a|‖∞ ≤ ded×β(T−a)e4×d2×n×η2×(T−a) 43 (‖ξ‖∞ +√2d‖f‖), ∀0 ≤ a ≤ T,
‖Z‖2⋆ ≤ 2
∑d
i=1 ‖ξi‖2∞ + 2d2 ‖f‖2 + 2 sup0≤a≤T ‖
∑
i′=1 |Yi′,a|‖2∞(1 + 2β × d× T + 2d3 × n× η2 × T ).
Proof. Under the condition of Proposition 5.1 we rewrite the BSDE[T, ξ, f ](1) in a linear form :
dYt = −f(t, Yt, Zt)dt+ ZtdBt
= −f(t, 0, 0)dt− (f(t, Yt, 0)− f(t, 0, 0))dt− (f(t, Yt, Zt)− f(t, Yt, 0)dt+ ZtdBt
= −f(t, 0, 0)dt− f(t,Yt,0)−f(t,0,0)∑d
i′=1
|Yi′,t|
∑d
i′=1 sign(Yi′,t)Yi′,tdt
−∑nj′=1∑di′=1 f(t,Yt,z′i′,j′)−f(t,Yt,zi′,j′))|Zi′,j′,t| sign(Zi′,j′,t)Zi′,j′,tdt+ ZtdBt,
where zi′,j′ (resp. z
′
i′,j′) is the matrix whose elements of alphabetical order inferior to (resp. inferior
or equal to) (i′, j′) are the elements of Zt in the same positions, and whose elements of alphabetical
order superior or equal to (resp. superior to) (i′, j′) are null. We see that (Y, Z) is a solution of the
linear BSDE(23) with
gi,i′,t =
f(i,t,Yt,0)−f(i,t,0,0)∑d
i=1 |Yi,t|
sign(Yi′,t),
hi,i′,j,t =
f(i,t,Yt,z′i′,j′ )−f(i,t,Yt,zi′,j′ )
|Zi′,j′,t| sign(Zi
′,j′,t).
Under the condition of Proposition 5.1 it is verified that |gi,i′,t| ≤ β, |hi,i′,j,t| ≤ η. Hence, for any
constant p > 0
̺p(h) = sup
0≤t≤T
‖ E[ep
∫ T
t
∑n
j=1 ‖hj,s‖2ds|Ft] ‖∞ ≤ ep×d2×n×η2×(T−t).
With this remark, the present lemma is a direct consequence of Corollary 4.6.
6 Malliavin derivatives of the BSDE[T, ξ, f ](1)
In this section we present the results of [8, Proposition 5.3] on the Malliavin derivative of the
BSDE[T, ξ, f ](1). Suppose the conditions (28) on the parameters [T, ξ, f ] and the strong version of
conditions (8). We also need the following ones.
- ξ ∈ D1,2 and sup1≤j≤n sup1≤i≤d sup0≤θ≤t ‖Dj,θξi‖∞ <∞. (32)
Lemma 6.1 ([8, Proposition 5.3]) Suppose the conditions (28), (8) (strong version) and (32). Let
Y ∈ S∞[0, T ] and Z ∈ ZBMO[0, T ] be the solution in Proposition 5.1 of the BSDE[T, ξ, f ](1). Then,
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the random variables Yt, Zt are Malliavin differentiable in D
1,2 and the following BSDEs are satisfied :
for 1 ≤ j ≤ n, 0 ≤ θ ≤ T ,

dDj,θYt = −(∂yf(t, Yt, Zt)Dj,θYt + ∂zf(t, Yt, Zt)Dj,θZt +Dj,θf(t, Yt, Zt))dt
+Dj,θZtdBt, θ ≤ t ≤ T,
Dj,θYT = Dj,θξ,
(33)
where the BSDE(33) has a unique solution in L2-sense. Moreover, the process DθYθ, 0 ≤ θ ≤ T, is a
version of Zθ, 0 ≤ θ ≤ T .
In fact, we can have much better integrability bounds on Dj,θY . We rewrite the BSDE(33) in its
general form with parameters [T, ξ, f, j, θ] :

dYˆt = −(∂yf(t, Yt, Zt)Yˆt + ∂zf(t, Yt, Zt)Zˆt +Dj,θf(t, Yt, Zt))dt
+ZˆtdBt, 0 ≤ t ≤ T,
YˆT = Dj,θξ.
(34)
(The process (Yˆi,t, Zˆi,t)t≥0 depends on the parameter j, θ. If necessary, we write them in the form
Yˆj,θ,i,t, Zˆj,θ,i,t.) By the Lipschitzian conditions of (28), for 1 ≤ i ≤ d, 1 ≤ i′ ≤ d, 1 ≤ j′ ≤ n,
|∂yi′f(i, t, Yt, Zt)| ≤ β, |∂zi′,j′f(i, t, Yt, Zt)| ≤ η.
Suppose moreover
- sup1≤j≤n sup0≤θ<∞ sup1≤i≤d sup0≤t≤T ‖E[
∫ T
t
|Dj,θf(i, s, Ys, Zs)|ds |Ft]‖∞ <∞. (35)
Under the conditions (28), (8) (strong version), (32) and (35), by Proposition 5.1, the BSDE[T, ξ, f, θ, j](34)
has a unique solution (Yˆ , Zˆ) in the space S∞[0, T ]×ZBMO[0, T ]. We have moreover a uniform control
on the solution via Proposition 5.5. Together with the identity Zi,j,θ = Dj,θYi,θ = Yˆθ from Lemma
6.1, we obtain
Corollary 6.2 Suppose the conditions (28), (8) (strong version), (32) and (35) on the BSDE pa-
rameters [T, ξ, f ]. Let Y ∈ S∞[0, T ] and Z ∈ ZBMO[0, T ] be the solution in Proposition 5.1 of
the BSDE[T, ξ, f ](1). Then, the martingale coefficient process satisfies sup0≤s≤T ‖Zs‖∞ < ∞ and
Yt ∈ D1,2 for 0 ≤ t ≤ T with
sup
1≤j≤n
sup
0≤θ<∞
sup
1≤i≤d
sup
0≤t≤T
‖Dj,θYi,t‖∞ <∞.
7 Infinitesimal estimations under (κ, κˆ)-rate conditions
In the previous sections we have discussed the linear BSDEs, the Lipschitzian BSDEs, the Malliavin
derivatives of the BSDEs. In this section we join the conditions (12) and (13) to our discussion.
Precisely, we consider the family of BSDEs which satisfy not only the conditions (28), (8), (32), (35),
but also the conditions (12) and (13). (Clearly, many conditions are redundant. But we keep them
entire to preserve the logical structure of our presentation, except (32)). We suppose fixed all the
parameters T and ξ, υ and υˆ, β and βˆ, κ and κˆ, except the parameter η which is undetermined. We
search for a uniform estimation on this family of BSDEs.
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7.1 Estimation of Y on a neighborhood of T
Lemma 7.1 Suppose the conditions (28). Let Y ∈ S∞ and Z ∈ ZBMO[0, T ] be the solution in Pro-
position 5.1 of the BSDE[T, ξ, f ](1). Let 0 < ǫ ≤ T be a neighborhood parameter. Suppose also that
the driver f satisfies the κ-rate condition (5) in z. We have the inequality :∑d
i=1 ‖Yi,t‖∞ ≤ ed×β×ǫ(
∑d
i=1 ‖ξi‖∞ + d× (υ × ǫ+ supT−ǫ≤t≤T ‖E[
∫ T
t
κ(‖Zs‖)‖Zs‖ds |Ft]‖∞),
for T − ǫ ≤ t ≤ T .
Proof. It is Lemma 5.2 applied to Y considered as the value process of the BSDE[T, ξ, f, ǫ](30) on
[T − ǫ, T ]. We only need to explicit the estimation of the value ‖1[T−ǫ,T ]f(·, 0, Z·)‖ :
E[
∫ T
t
1{T−ǫ≤s≤T}|f(i, s, 0, Zs)|ds |Ft] ≤ υ × ǫ+ E[
∫ T
t
1{T−ǫ≤s≤T}κ(‖Zs‖)‖Zs‖ds |Ft], 0 ≤ t ≤ T.
7.2 Estimation of DY on a neighborhood of T
We consider now the Malliavin derivatives Dj,θY , 1 ≤ j ≤ n, 0 ≤ θ ≤ T .
7.2.1 Estimation of the difference Dj,θY − Mˆj,θ
We suppose the conditions (28), (8), (35) and (12), (13). We recall that, for given indices j, θ,
(Dj,θYt, Dj,θZt) coincides with the solution (Yˆt, Zˆt) of the BSDE[T, ξ, f, j, θ](34) on the time interval
[θ, T ]. We will now apply Proposition 5.4 to the BSDE[T, ξ, f, j, θ](34). To do so, we introduce the
processes (Mˆ, µˆ) = (Mˆj,θ, µˆj,θ) defined by the identity :
Mˆt = E[Dj,θξ|Ft] = E[Dj,θξ|F0] +
∫ t
0
µˆsdBs, 0 ≤ t ≤ T,
and the constant Fˆ = Fˆj,θ,ǫ defined by
Fˆ = sup1≤i≤d supT−ǫ≤t≤T ‖E[
∫ T
t
1{T−ǫ≤s≤T}|∂yf(i, s, Ys, Zs)Mˆj,θ,s +Dj,θf(i, s, Ys, Zs)| ds |Ft]‖∞
≤ sup1≤i≤d supT−ǫ≤t≤T ‖E[
∫ T
t
1{T−ǫ≤s≤T}β
∑d
i′=1 |Mˆj,θ,i,s| ds |Ft]‖∞
+ sup1≤i≤d supT−ǫ≤t≤T ‖E[
∫ T
t
1{T−ǫ≤s≤T}(υˆ + βˆ
∑d
i′=1 |Yi,s|+ κˆ(‖Zs‖)‖Zs‖) ds |Ft]‖∞.
We also compute (where σ ≤ T denotes stopping times),
‖µˆ‖⋆ = ‖µˆj,θ‖⋆ =
√
supσ≤T ‖E[
∫ T
σ
∑n
j′=1
∑d
i′=1 µ
2
j,θ,i′,j′sds |Fσ]‖∞
=
√
supσ≤T ‖
∑d
i′=1 E[(Dj,θξi′)
2 |Fσ]−
∑d
i′=1 Mˆ
2
j,θ,i′,σ‖∞.
As
0 ≤
d∑
i′=1
E[Mˆ2j,θ,i′,T |Fσ]−
d∑
i′=1
Mˆ2j,θ,i′,σ ≤
d∑
i′=1
E[Mˆ2j,θ,i′,T |Fσ],
we obtain
‖µˆ‖⋆ ≤
√
supσ≤T ‖E[
∑d
i′=1(Dj,θξi′)
2 |Fσ]‖∞ ≤ ‖Dj,θξ‖∞ <∞.
At last, we recall that the driver of the BSDE[T, ξ, f, j, θ](34) is Lipschitzian in z with Lipschitzian
index
√
d× n× η.
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Lemma 7.2 Under the conditions (28), (8), (35) and (12), (13), for any neighborhood parameter
ǫ > 0 which satisfies the condition in Lemma 5.3 with respect to the BSDE[T, ξ, f, j, θ](34) (i.e.,
c2(d, β,
√
d× n× η, ǫ) < 1), for T − ǫ ≤ t ≤ T ,
sup1≤j≤n sup0≤θ≤t
∑d
i=1 ‖Dj,θYi,t − Mˆj,θ,i,t‖∞
≤ ed×β×ǫ (1 + d×√d× n× η ×√ǫ 1
1−c2(d,β,
√
d×n×η,ǫ) e
d×β×ǫ
√
2
(
e−d×β×ǫ + β × ǫ))× d×(
β × sup1≤j≤n sup0≤θ≤T
∑d
i=1 ‖Dj,θξi‖∞
+υˆ + βˆ × sup0≤s≤T
∑d
i=1 ‖Yi,s‖∞ + κˆ(sup0≤s≤T ‖Zs‖) sup0≤s≤T ‖Zs‖
)× ǫ
+ed×β×ǫ d×√d× n× η ×√ǫ 1
1−c2(d,β,
√
d×n×η,ǫ) sup1≤j≤n sup0≤θ≤T ‖Dj,θξ‖∞.
7.2.2 Estimation of (Dj,θYi)
2
Notice that, under the conditions (12)
|∂zi′,j′f(i, t, Yt, Zt)| ≤ κ(2‖Zt‖), 1 ≤ i ≤ d, 1 ≤ i′ ≤ d, 1 ≤ j′ ≤ n.
Lemma 7.3 Suppose the conditions (28), (8) and (35). Suppose the conditions (12) and (13). We
have, for 1 ≤ j ≤ n, 0 ≤ θ <∞, 0 ≤ t ≤ T ,∑d
i=1(Dj,θYi,t)
2 ≤ E[∑di=1(Dj,θξi)2|Ft]
+E[
∫ T
t
∑d
i=1(Dj,θYi,s)
2 × (d× 2β + d2 × n× κ(2‖Zs‖)2)ds |Ft]
+E[
∫ T
t
(
∑d
i=1(Dj,θYi,s)
2)1/22
√
d
(
υˆ + βˆ
∑n
i′=1 |Yi′,s|+ κˆ(‖Zs‖)‖Zs‖
)
ds |Ft].
Proof. If t < θ, the statement is trivially true, because DθYt ≡ 0. Suppose θ ≤ t so that Dj,θYt = Yˆt.
With the formula (11) applied to (Yˆ , Zˆ) for 1 ≤ j ≤ n, 0 ≤ θ ≤ T , 1 ≤ i ≤ d, 0 ≤ t ≤ T , we write
E[Yˆ 2i,t +
∫ T
t
|Zˆi,s|2ds |Ft]
= E[(Dj,θξi)
2 +
∫ T
t
2Yˆi,s
(
∂yf(i, s, Ys, Zs)Yˆs + ∂zf(i, s, Ys, Zs)Zˆs +Dj,θf(i, s, Ys, Zs)
)
ds |Ft]
≤ E[(Dj,θξi)2|Ft]
+E[
∫ T
t
2|Yˆi,s|
(
β
∑d
i′=1 |Yˆi′,s|+
√
d× nκ(2‖Zs‖)‖Zˆs‖
)
ds |Ft]
+E[
∫ T
t
2|Yˆi,s|
(|Dj,θf(i, s, 0, 0)|+ βˆ∑ni′=1 |Yi′,s|+ κˆ(‖Zs‖)‖Zs‖)ds |Ft]
≤ E[(Dj,θξi)2|Ft]
+E[
∫ T
t
|Yˆi,s|
∑d
i′=1 |Yˆi′,s| × 2βds |Ft] + E[
∫ T
t
|Yˆi,s|2 × d2 × n× κ(2‖Zs‖)2 + 1d‖Zˆs‖2ds |Ft]
+E[
∫ T
t
2|Yˆi,s|
(
υˆ + βˆ
∑n
i′=1 |Yi′,s|+ κˆ(‖Zs‖)‖Zs‖
)
ds |Ft].
From that inequality, we deduce∑d
i=1 Yˆ
2
i,t ≤ E[
∑d
i=1(Dj,θξi)
2|Ft]
+E[
∫ T
t
(
∑d
i=1 |Yˆi,s|)2 × 2βds |Ft] + E[
∫ T
t
∑d
i=1 |Yˆi,s|2 × d2 × n× κ(2‖Zs‖)2ds |Ft]
+E[
∫ T
t
(
∑d
i=1 |Yˆi,s|)2
(
υˆ + βˆ
∑n
i′=1 |Yi′,s|+ κˆ(‖Zs‖)‖Zs‖
)
ds |Ft]
≤ E[∑di=1(Dj,θξi)2|Ft]
+E[
∫ T
t
∑d
i=1 |Yˆi,s|2 × d× 2βds |Ft] + E[
∫ T
t
∑d
i=1 |Yˆi,s|2 × d2 × n× κ(2‖Zs‖)2ds |Ft]
+E[
∫ T
t
(
∑d
i=1 |Yˆi,s|2)1/22
√
d
(
υˆ + βˆ
∑n
i′=1 |Yi′,s|+ κˆ(‖Zs‖)‖Zs‖
)
ds |Ft].
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7.3 Differential inequalities
Recall the functions Λt and Λˆt defined in (15).
Lemma 7.4 Suppose the conditions (28), (8), (35), and the conditions (12) and (13). Then, as
function of the time t, Λt and Λˆt are continuous on [0, T ] and they satisfy the differential inequalities :
lim supǫ↓0 sup0≤t′<t≤T,t−t′≤ǫ
1
t−t′
(
Λt′ − Λt
) ≤ d× β × Λt + d× υ + d× κ(Λˆt)Λˆt,
and
lim supǫ↓0 sup0≤t′<t≤T,t−t′≤ǫ
1
t−t′
(
Λˆ2t′ − Λˆ2t
)
≤ Λˆ2t
(
d× 2β + d2 × n× κ(2Λˆt)2
)
+ Λˆt2
√
d× n(υˆ + βˆΛt + κˆ(Λˆt)Λˆt).
Proof. Notice first of all that under the conditions of the lemma, by Proposition 5.5 and Corollary
6.2, the functions Λt and Λˆt are finite on [0, T ]. Suppose that 0 ≤ t′ < t ≤ T and t− t′ ≤ 1. Suppose
ǫ = t − t′ satisfies the condition in Lemma 5.3 with c2(d, β,
√
d× n × η, ǫ) ≤ 1
2
. We begin the proof
with the computation of Λt′ − Λt for 0 ≤ t′ < t ≤ T .
Λt′ − Λt = supt′≤a≤t
∑d
i=1 ‖Yi,a‖∞ ∨ supt≤s≤T
∑d
i=1 ‖Yi,s‖∞ − supt≤s≤T
∑d
i=1 ‖Yi,s‖∞
≤ supt′≤a≤t(
∑d
i=1 ‖Yi,a‖∞ −
∑d
i=1 ‖Yi,t‖∞).
We consider the BSDE[t, Yt, f ](1) (the terminal time being t instead of T , the terminal value being
Yt instead of ξ) and its Malliavin derivative BSDE[t, Yt, f, j, θ](34). Apply Lemma 7.1 with respect
to the BSDE parameters [t, Yt, f ].
supt′≤a≤t
∑d
i=1 ‖Yi,a‖∞ −
∑d
i=1 ‖Yi,t‖∞
≤ ed×β×ǫ(∑di=1 ‖Yi,t‖∞ + d× (υ × ǫ+ supt′≤a≤t ‖E[∫ ta κ(‖Zs‖)‖Zs‖ds |Fa]‖∞)−∑di=1 ‖Yi,t‖∞
≤ (ed×β×ǫ − 1)Λt + ed×β×ǫ × d× υ × ǫ+ ed×β×ǫ × d× supt′≤a≤t ‖E[
∫ t
a
κ(‖Zs‖)‖Zs‖ds |Fa]‖∞.
We apply the results of Section 7.2.1. Because f is a Lipschitzian driver, the value process Y (cf.
Proposition 5.5), the martingale coefficient process Z, as well as DY (cf. Corollary 6.2), are all
bounded (uniformly with respect to the indices j, θ). We consider the martingale Mˆj,θ,i,s defined in
Lemma 7.2 with respect to Dj,θYt, and its martingale coefficient process µˆj,θ. We have
sup
1≤j≤n
sup
t≤θ≤T
‖µˆj,θ‖⋆ ≤ sup
1≤j≤n
sup
t≤θ≤T
‖Dj,θYt‖∞ <∞.
By Lemma 6.1, Zi,j,s = Dj,sYi,s = Yˆj,s,i,s for 1 ≤ i ≤ d, 1 ≤ j ≤ n, 0 ≤ s ≤ t. For all 0 < t− s ≤ ǫ, we
deduce from Lemma 7.2 that
sup1≤j≤n sup1≤i≤d ‖Zi,j,s − Mˆj,s,i,s‖∞ = sup1≤j≤n sup1≤i≤d ‖Dj,sYi,s − Mˆj,s,i,s‖∞
≤ sup1≤j≤n sup1≤i≤d sup0≤θ≤s
∑d
i=1 ‖Dj,θYi,s − Mˆj,θ,i,s‖∞
≤ ed×β×ǫ (1 + d×√d× n× η ×√ǫ 1
1−c2(d,β,
√
d×n×η,ǫ) e
d×β×ǫ
√
2
(
e−d×β×ǫ + β × ǫ))× d×(
β × sup1≤j≤n sup0≤θ≤T
∑d
i′=1 ‖Dj,θYi′,t‖∞
+υˆ + βˆ × sup0≤s≤T
∑d
i′=1 ‖Yi′,s‖∞ + κˆ(sup0≤s≤T ‖Zs‖) sup0≤s≤T ‖Zs‖
)× ǫ
+ed×β×ǫ d×√d× n× η ×√ǫ 1
1−c2(d,β,
√
d×n×η,ǫ) sup1≤j≤n sup0≤θ≤T ‖Dj,θYt‖∞
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Notice that∑n
j=1
∑d
i=1 |Mˆj,s,i,s|2 =
∑n
j=1
∑d
i=1 |E[Dj,sYi,t|Fs]|2 ≤
∑n
j=1
∑d
i=1 E[(Dj,sYi,t)
2|Fs]
= E[
∑n
j=1
∑d
i=1(Dj,sYi,t)
2|Fs] ≤ ‖
∑n
j=1
∑d
i=1(Dj,sYi,t)
2‖∞ ≤ sup0≤θ<∞ ‖DθYt‖2∞.
Recall that κ is an increasing locally Lipschitzian function. There exists a constant L which depend
only on the BSDE parameters β, βˆ, υ, η, the dimension parameters d, n, the Lipschitzian indices of
κ, κˆ, and
sup1≤j≤n sup0≤θ≤t≤T
∑d
i=1 ‖Dj,θYi,t‖∞ + sup0≤s≤T
∑d
i=1 ‖Yi,s‖∞ + sup0≤s≤T ‖Zs‖,
such that (recalling that t− t′ = ǫ and c2(d, β,
√
d× n× η, ǫ) ≤ 1
2
)
1
t−t′ supt′≤a≤t ‖E[
∫ t
a
κ(‖Zs‖)‖Zs‖ ds |Fa]‖∞
≤ 1
t−t′ supt′≤a≤t ‖E[
∫ t
a
|κ(‖Zs‖)‖Zs‖ − κ(‖Mˆs,s‖)‖Mˆs,s‖| ds |Fa]‖∞
+ 1
t−t′ supt′≤a≤t ‖E[
∫ t
a
κ(
√∑n
j=1
∑d
i=1 |Mˆj,s,i,s|2)
√∑n
j=1
∑d
i=1 |Mˆj,s,i,s|2 ds |Fa]‖∞
≤ L×√t− t′ + 1
t−t′ supt′≤a≤t ‖E[
∫ t
a
κ(sup0≤θ<∞ ‖DθYt‖∞) sup0≤θ<∞ ‖DθYt‖∞ ds |Fa]‖∞
= L×√t− t′ + κ(sup0≤θ<∞ ‖DθYt‖∞) sup0≤θ<∞ ‖DθYt‖∞ ≤ L×
√
t− t′ + κ(Λˆt)Λˆt.
We conclude that
1
t−t′
(
Λt′ − Λt
) ≤ 1
t−t′
(
supt′≤a≤t
∑d
i=1 ‖Yi,a‖∞ −
∑d
i=1 ‖Yi,t‖∞
)
≤ ed×β×(t−t′)−1
t−t′ Λt + e
d×β×(t−t′) × d× υ + ed×β×(t−t′) × d× (L×√t− t′ + κ(Λˆt)Λˆt).
This proves the continuity of Λ and the first differential inequality of the lemma. Consider Λˆ2t .
Λˆ2t′ − Λˆ2t = sup0≤θ<∞
(
(supt′≤a≤t ‖DθYa‖2∞ − supt≤s≤T ‖DθYs‖2∞)+ + supt≤s<∞ ‖DθYs‖2∞
)− Λˆt
≤ sup0≤θ<∞(supt′≤a≤t ‖DθYa‖2∞ − supt≤s≤T ‖DθYs‖2∞)+
≤ sup0≤θ<∞(supθ∨t′≤a≤t ‖DθYa‖2∞ − ‖DθYt‖2∞)+ = sup0≤θ<∞ supθ∨t′≤a≤t(‖DθYa‖2∞ − ‖DθYt‖2∞)+.
By Lemma 7.3 applied to the Malliavin derivative of the BSDE[t, Yt, f ](1), for 0 ≤ θ ≤ a ≤ t,∑n
j=1
∑d
i=1(Dj,θYi,a)
2
≤ E[∑nj=1∑di=1(Dj,θYi,t)2|Fa]
+E[
∫ t
a
∑n
j=1
∑d
i=1(Dj,θYi,s)
2 × (d× 2β + d2 × n× κ(2‖Zs‖)2)ds |Fa]
+E[
∫ t
a
∑n
j=1(
∑d
i=1(Dj,θYi,s)
2)1/22
√
d
(
υˆ + βˆ
∑n
i′=1 |Yi′,s|+ κˆ(‖Zs‖)‖Zs‖
)
ds |Fa].
Note that
∑n
j=1(
∑d
i=1(Dj,θYi,s)
2)1/2 ≤ (∑nj=1∑di=1(Dj,θYi,s)2)1/2√n. Hence,
(‖DθYa‖2∞ − ‖DθYt‖2∞)+
≤ ‖ E[∫ t
a
∑n
j=1
∑d
i=1(Dj,θYi,s)
2 × (d× 2β + d2 × n× κ(2‖Zs‖)2)ds |Fa] ‖∞
+‖ E[∫ t
a
(
∑n
j=1
∑d
i=1(Dj,θYi,s)
2)1/22
√
d× n(υˆ + βˆ∑ni′=1 |Yi′,s|+ κˆ(‖Zs‖)‖Zs‖)ds |Fa] ‖∞
≤ Λˆ2a
(
d× 2β × (t− a) + d2 × n× ‖ E[∫ t
a
κ(2‖Zs‖)2ds |Fa] ‖∞
)
+Λˆa2
√
d× n((υˆ + βˆΛa)(t− a) + ‖ E[∫ ta κˆ(‖Zs‖)‖Zs‖ds |Fa] ‖∞).
By the same argument as that we do for Λt, there is a constant Lˆ, independent of t, t
′, such that
1
t−t′
(
Λˆ2t′ − Λˆ2t
) ≤ LˆΛˆ2t′ ×√t− t′ + Λˆ2t′(d× 2β + d2 × n× κ(2Λˆt)2)
+Λˆt′2
√
d× n(υˆ + βˆΛt′ + κˆ(Λˆt)Λˆt).
This proves the continuity of Λˆ2 and then the second inequality of the lemma.
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8 Notes on the Lyapunov function and on the sliceability
We collect some immediate consequences of the Lyapunov function and of the sliceability.
8.1 Lyapunov function and its consequences
We begin with the following lemma.
Lemma 8.1 Let h be a smooth positive uniformly strictly convex function. Let f be a driver such
that
|∂yih(y)f(i, t, k−1y, z)| ≤ C(1 + ‖z‖2)
for all t, y, z and for k > 0 big enough. Then, for some k > 0, h(ky) defines a Lyapunov function for
f .
As an example of such a driver, we can take
f(i, t, y, z) = e−|∂yih(y)|(1 + cos(|y|) + ‖z‖1+α),
for 0 ≤ α ≤ 1.
Proof. For a given k > 0, we compute
1
2
∑d
i=1
∑d
i′=1 k
2∂yi∂yi′h(ky)
∑n
j=1 zi,jzi′,j −
∑d
i=1 k∂yih(ky)f(i, t, y, z)
= k2 1
2
∑n
j=1
∑d
i=1
∑d
i′=1 ∂yi∂yi′h(ky)zi,jzi′,j − k
∑d
i=1 ∂yih(ky)f(i, t, y, z)
≥ k2 1
2
∑n
j=1 c
∑d
i=1 |zi,j |2 − kC(1 + ‖z‖2)
where c > 0 is a constant of the uniform convexity of h,
= k2c 1
2
‖z‖2 − kC(1 + ‖z‖2) ≥ ‖z‖2 + kC,
for large enough k > 0.
Let us consider the consequences of a Lyapunov function. The basic reason to introduce Lyapunov
function is to control the martingale coefficient process Z of the BSDE[T, ξ, f ](1) by the value process
Y .
Lemma 8.2 Consider the BSDE[T, ξ, f ](1). Suppose that the driver f has a global Lyapunov function
h (together with k the lower bound function). Then, for any 0 ≤ b ≤ T , for any solution (Y, Z) on the
time interval [b, T ] of the BSDE[T, ξ, f ](1) such that Y ∈ S∞[b, T ] (and therefore
∑d
i=1 ‖ξi‖∞ <∞),
for any pair of stopping times b ≤ σ ≤ σ′ ≤ T , we have
E[
∫ σ′
σ
‖Zs‖2 ds|Fσ] ≤ E[h(Yσ′)− h(Yσ) +
∫ σ′
σ
k(s, Ys)ds|Fσ].
Proof. By Ito’s formula,
h(Yσ′)− h(Yσ) =
∫ σ′
σ
∑d
i=1 ∂yih(Ys)dYi,s +
1
2
∫ σ′
σ
∑d
i=1
∑d
i′=1 ∂yi∂yi′h(Ys)d〈Yi, Yi′〉s
= − ∫ σ′
σ
∑d
i=1 ∂yih(Ys)f(i, s, Ys, Zs)ds+
∫ σ′
σ
∑d
i=1 ∂yih(Ys)
∑n
j=1 Zi,jdBj,s
+1
2
∫ σ′
σ
∑d
i=1
∑d
i′=1 ∂yi∂yi′h(Ys)
∑n
j=1 Zi,jZi′,jds
≥ ∫ σ′
σ
‖Zs‖2 − k(s, Ys)ds+
∫ σ′
σ
∑d
i=1 ∂yih(Ys)
∑n
j=1 Zi,jdBj,s.
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Suppose firstly that the stopping times σ, σ′ are chosen in such a way that every above stochastic
integrals are uniformly integrable. We have
E[
∫ σ′
σ
‖Zs‖2 ds|Fσ] ≤ E[h(Yσ′)− h(Yσ) +
∫ σ′
σ
k(s, Ys)ds |Fσ].
As ‖Zs‖2 and k(s, Ys) are positive, as h(Ys) is uniformly bounded, we can pass to limit to establish
the inequality for a general couple of stopping times σ, σ′.
The upper bound on the value process Y in Proposition 5.5 is no more valid, if the driver of the
BSDE is not Lipschitzian in z (so that η = ∞). Lyapunov function allows us to write a new upper
bound on the value process Y .
Corollary 8.3 Suppose the same assumptions on BSDE[T, ξ, f ](1) as in Lemma 8.2. Suppose mo-
reover that
1. the driver f is uniformly Lipschitzian in y with index β > 0,
2. f has an increment rate in z uniformly less than κ and the rate function κ satisfies the inequa-
lity : κ(r)r ≤ γ(1 + r2), r ≥ 0, for some constant γ > 0,
3. ‖f‖

<∞ (the potential bound).
Then, for any 0 ≤ b ≤ T , for any solution (Y, Z) on [b, T ] of the BSDE[T, ξ, f ](1) such that Y ∈
S∞[b, T ], we have
supb≤t≤T ‖
∑d
i=1 |Yi,t| ‖∞ ≤ ed×(β+γβ¯)×T (
∑d
i=1 ‖ξi‖∞ + d× (‖f‖ + γ × T + γ‖h(ξ)‖∞ + γ‖k‖)),
and
‖1[b,T ]Z‖2⋆ ≤ ‖h(ξ)‖∞ + ‖k‖ + β¯ × T supb≤a≤T ‖
∑
i′=1 |Yi′,a|‖∞.
One should read the corollary in the following way : either a solution (Y, Z) is unbounded, or it is
bounded, indifferently with respect to b and to (Y, Z), by a same constant. No intermediate situation
is possible.
Proof. Starting from the formula in Lemma 8.2, under the conditions of the corollary, for b ≤ t ≤ T ,
we have (recalling h ≥ 0 and the conditions (18))
E[
∫ T
t
‖Zs‖2 ds|Ft] ≤ E[h(YT ) +
∫ T
t
k(s, Ys)ds |Ft] ≤ ‖h(ξ)‖∞ + E[
∫ T
t
k(s, 0) + β¯
∑d
i′=1 |Yi′,s|ds|Ft]
≤ ‖h(ξ)‖∞ + ‖k‖ + β¯ × T supb≤a≤T ‖
∑
i′=1 |Yi′,a|‖∞.
This proves the second inequality of the corollary. Consider now the first inequality. By formula (10)
(which is applicable on the time interval [b, T ] under the assumptions of the corollary), by Lemma
8.2, for 1 ≤ i ≤ d, b ≤ t ≤ T,
|Yi,t| ≤ E[|ξi|+
∫ T
t
|f(i, s, Ys, Zt)|ds|Ft]
≤ E[|ξi|+
∫ T
t
|f(i, s, 0, 0)|ds+ ∫ T
t
β
∑d
i′=1 |Yi′,s|ds+
∫ T
t
κ(‖Zs‖)‖Zs‖ds|Ft]
≤ ‖ξi‖∞ + ‖f‖ + E[
∫ T
t
β
∑d
i′=1 |Yi′,s|ds+
∫ T
t
γ(1 + ‖Zs‖2)ds|Ft]
≤ ‖ξi‖∞ + ‖f‖ + E[
∫ T
t
β
∑d
i′=1 |Yi′,s|ds|Ft] + γ(T − t) + γE[h(YT ) +
∫ T
t
k(s, Ys)ds|Ft]
≤ ‖ξi‖∞ + ‖f‖ + γ × T + E[
∫ T
t
β
∑d
i′=1 |Yi′,s|ds|Ft] + γ‖h(ξ)‖∞ + γE[
∫ T
t
k(s, 0) + β¯
∑d
i′=1 |Yi′,s|ds|Ft]
≤ ‖ξi‖∞ + ‖f‖ + γ × T + γ‖h(ξ)‖∞ + γ‖k‖ + E[
∫ T
t
β
∑d
i′=1 |Yi′,s|ds|Ft] + E[
∫ T
t
γβ¯
∑d
i′=1 |Yi′,s|ds|Ft],
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i.e., ∑d
i=1 |Yi,t| ≤
∑d
i=1 ‖ξi‖∞ + d× (‖f‖ + γ × T + γ‖h(ξ)‖∞ + γ‖k‖)
+E[
∫ T
t
d× (β + γβ¯)∑di′=1 |Yi′,s|ds|Ft].
By Gronwall’s inequality Lemma 1.2,∑d
i=1 |Yi,t| ≤ ed×(β+γβ¯)(T−t)(
∑d
i=1 ‖ξi‖∞ + d× (‖f‖ + γ × T + γ‖h(ξ)‖∞ + γ‖k‖)).
8.2 Exponential integrability via uniform sliceability
Lemma 8.4 Consider 0 ≤ a ≤ T and a predictable matrix valued process X, which is uniformly
sliceable on (a, T ] (an interval open at a). Let δ > 0 be a constant which makes ‖1(b,b′).X‖2⋆ ≤ 12 for
any a < b < b′ ≤ T, b′ − b ≤ δ. Let N be an integer number bigger than T−a
δ
. Then,
E[e
∫ T
a
‖Xs‖2ds|Fa] ≤ 2N .
Proof. Let a < b ≤ b′ ≤ T with b′ − b ≤ δ. By John-Nirenberg inequality [6, Chapitre VI, n◦105,
Theorem]) or [15, Theorem 2.2],
E[e
∫ b′
b
‖Xs‖2ds|Fb] ≤ 11−‖1(b,b′).X‖2⋆ ≤ 2.
Hence, if T − a ≤ δ,
E[e
∫ T
a
‖Xs‖2ds|Fa] ≤ 2.
Otherwise,
E[e
∫ T
a
‖Xs‖2ds|Fa] = E[e
∫ T−δ
a
‖Xs‖2dsE[e
∫ T
T−δ
‖Xs‖2ds|FT−δ] |Fa]
≤ 2E[e
∫ T−δ
a
‖Xs‖2ds|Fa] ≤ . . . ≤ 2N .
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