Introduction
In calculus courses it is standard to consider the lenght and volume changes corresponding to a mapping f : 3 R → 3 R . As for the area change, not even the invertible case is usually considered. In this note we approach this matter directly, in the linear case. This is the starting point for generalization to arbitrary smooth functions. And this result is needed when analyzing the properties of the Piola-Kirchhoff stress tensor (Gurtin, 1981, p. 178 and ff., for example). 
valid whenever A is invertible. As w is arbitrary, it follows that
This standard result is the starting point of our approach: Au × Av is always given by a linear mapping acting on (u × v), even when A is not invertible.
The Direct Approach
Recall that the vectors u × v and Au × Av can be seen as normals to span{u, v} and span{Au, Av} respectively. As the oriented area of the parallelogram of sides u and v can be defined by u × v, and the factor for the area change is constant, we realize that if u' × v' = u × v, then Au' × Av' = Au × Av. Thus it appears that we can consider a mapping * A : V → V defined by the formula * 
and then performing the triple vector product, we get the well known identity:
Now applying (3) to the list {Au, Av, w, r} it follows that (4) gives
Thus by cyclic permutation of (5) and (6) we conclude that
and to any A linear we can associate a linear map, which we call * A , such that
holds for any vectors u, v ∈ V. Observe that * A is uniquely determined by A, and writing (4) as *
using the transpose, A ( )
In the invertible case we already know that * A = (detA) Chadwick, 1976 , Ciarlet, 1988 , Greub, 1967 , Gurtin, 1981 and,
by Ciarlet, 1988 , that * A = 0 (Greub, 1967 , Sinkhorn, 1993 Let n be a unit vector in the kernel of A. Then
shows that a is parallel to n. Thus * A = α m ⊗ ⊗ n for some nonzero constant α. Now if the list { p, q, n} is a positive orthonormal basis for V, as A + α m ⊗ ⊗ n is invertible and
which is an intrinsic formula for * A if rankA = 2. Remark: recall that the derivative of f (A) = detA is given by (Šilhavý, 1997) 
whenever A is invertible, where we have used the standard representation theorem for linear forms. Let's call Inv the subset of all invertible linear mappings from
is a sequence of elements of Inv converging to A,
shows that (11) m is a unit vector orthogonal to the range of A and n is a unit vector in the kernel of A,
where we have used the elementary facts that
We recall now that AA T is symmetric, invertible and positive when restricted to the range of A. Let α 2 and β 2 be the eigenvalues of AA T (α and β are the non-negative proper values of A). Thus the eigenvalues of (AA T + m ⊗ m) being clearly α 2 , β 2 and 1, (14) shows that
Finally we observe that if we choose an orthonormal basis (u, v, n) and m the unit vector in the sense of Au × Av, we can construct a proper rotation R mapping the range of A T onto the range of A, n into Rn = m and, moreover, for this choice we have ( ) n m A ⊗ + det being positive and equals to αβ. Thus (11) can be written as
the well known standard formula for A * . Incidentally, that A * = 0 if rankA < 2 also follows from (15).
Observe that if rankA = 2 and A is symmetric (or skewsymmetric) then kernel of A is orthogonal to range of A; if we choose m = n we obtain directly from (11)
if A = S is symmetric with nonzero eigenvalues α and β; and
if A = W is skew-symmetric with ω ω being its axial vector.
Formulae Using Standard Basis. 
