Abstract. Gauss and Clenshaw-Curtis quadrature, like Legendre and Chebyshev spectral methods, make use of grids strongly clustered at boundaries. From the viewpoint of polynomial approximation this seems necessary and indeed in certain respects optimal. Nevertheless such methods may "waste" a factor of π/2 with respect to each space dimension. We propose new nonpolynomial quadrature methods that avoid this effect by conformally mapping the usual ellipse of convergence to an infinite strip or another approximately straight-sided domain. The new methods are compared with related ideas of Bakhvalov, Kosloff and Tal-Ezer, Rokhlin and Alpert, and others. An advantage of the conformal mapping approach is that it leads to theorems guaranteeing geometric rates of convergence for analytic integrands. For example, one of the formulas presented is proved to converge 50% faster than Gauss quadrature for functions analytic in an ε-neighborhood of [−1, 1].
1. Introduction. The Gauss and Clenshaw-Curtis quadrature formulas, as well as other related numerical methods for integration of nonperiodic functions or spectral solution of nonperiodic ODEs or PDEs, all cluster the grid points near the boundaries. Indeed, for any convergent numerical method derived from polynomial interpolation in the grid points, the clustering will be asymptotically the same: on [−1, 1], n points will be distributed with density ∼ n/(π √ 1 − x 2 ) as n → ∞ [36, Thm. 12.7] . It is well known that this clustering may cause problems. The high density of points near the boundaries may necessitate very small time steps in an explicit timestepping spectral method or make the matrices involved in implicit time-stepping terribly ill conditioned [12, 49] . At the same time the low density of points in the middle of the domain may force one to use more points than "ought" to be needed to resolve the solution. Compared with equally spaced grids, these clustered grids have π/2 times coarser spacing in the middle, implying that, for many calculations, n must be about π/2 times larger than one might expect. In a three-dimensional calculation, a discretization may need (π/2) 3 ≈ 4 times as many grid points as one would like. Such a factor may have a large impact on the cost of linear algebra operations.
In this article we focus on this π/2 problem and mainly on quadrature, not spectral, methods. The problem arises in purest form if we consider the integral from −1 to 1 of a function f analytic in a narrow strip about the real axis. If f is periodic, we can use the trapezoid rule and get geometric convergence, i.e., convergence at a rate e −Cn for some C > 0. If f is not periodic, the trapezoid rule loses its speed, but Gauss quadrature still converges geometrically. However, the constant C is π/2 times smaller, and thus the convergence rate is π/2 times slower.
Various authors have proposed methods for countering this effect. We shall suggest a new approach based on conformal mapping, which leads to formulas that converge more quickly than Gauss quadrature for many integrands. The practical performance of our methods is not much different from that of other methods in the literature, such as those of Alpert [3] and Kosloff and Tal-Ezer [33] (see section 5). Nevertheless, the conformal mapping idea has advantages. First, it is conceptually clear, simple, and flexible, explaining in a precise way the nature of the π/2 effect and exactly what improvements may be possible for integrands analytic in specified domains. Second, it leads immediately to theorems on geometric convergence rates for analytic integrands. In the existing literature of related methods, it is hard to find such theorems. An additional advantage, which we shall not discuss further, is that the conformal mapping approach connects these simple quadrature problems to more complicated problems where conformal maps have also proved useful, such as the double exponential quadrature formula and Tee's adaptive rational spectral methods [22, 38, 43, 44, 46, 47, 48] .
An outline of the article is as follows. In section 2 we present the conformal transplantation idea. We apply it in section 3 to the particular case of a map to an infinite strip and in section 4 to a simpler variant that may be equally useful in practice. Related work is surveyed in section 5, and theorems about geometric convergence rates are presented in section 6. The Clenshaw-Curtis variant of our formulas is considered in section 7, and we close in section 8 with a summary discussion. The appendix includes a 14-line FFT-based MATLAB code that runs in less than a second for n as high as 10 5 yet usually delivers more accurate integrals than the Gauss rule for each value of n.
Transplanted quadrature formulas. Let f be an analytic function on [−1, 1] whose integral
we seek to calculate. A general interval [a, b] can be handled by a linear change of variables. All of the methods we shall consider approximate I by sums
defined by nodes {x k } and weights {w k }. Polynomial methods of this kind are based on the following principle: given nodes {x k }, the weights {w k } are chosen so that I n is equal to the integral of the unique degree n − 1 polynomial interpolant through the data points. In particular, Newton-Cotes quadrature is obtained from equally spaced nodes, Gauss quadrature from the roots of the Legendre polynomial P n , and Clenshaw-Curtis quadrature from the Chebyshev points x k = cos((k − 1)π/(n − 1)). Any polynomial method that converges as n → ∞ for all analytic f must have its nodes distributed asymptotically with density ∼ n/(π √ 1 − x 2 ) as n → ∞. The Gauss and Clenshaw-Curtis formulas have this property and converge for any continuous f . The Newton-Cotes formulas do not and diverge in general even if f is analytic [5, 36, 41] .
The standard theorems about convergence of polynomial methods for analytic functions assume that the integrand is analytic in an elliptical region. For any ρ > 1, let us define E ρ to be the open set in the complex plane bounded by the ellipse with foci ±1 with semiminor and semimajor axis lengths summing to ρ. This ellipse can also be described as the image of the circle of radius ρ about the origin under the map w = (z + z −1 )/2. The general idea of the following convergence theorem goes back to Bernstein in 1919 [8] , but such results do not appear in many textbooks or monographs, and there is not much uniformity in the constants that one finds on the right-hand side [25, p. 114] . The particular result presented here is due to Rabinowitz [42, eq. (18) ]; see also [11, Thm. 90 
When we don't care about constants, we may simply note that Theorem 2.1 ensures geometric convergence at the rate O(ρ −2n ) as n → ∞. To experts in approximation theory, the assumption of analyticity in an elliptical region is so familiar as to seem almost beyond question. Nevertheless, the appearance of ellipses in this analysis is driven not by the quadrature formula (2.2) per se but by the decision to derive weights from polynomial interpolation. If we do not insist on polynomials, ellipses cease to have any special status.
We have already observed from the uneven distribution of Gauss and ClenshawCurtis nodes that there may be a reason to move beyond polynomials. Here is another argument based on the shape of E ρ . From an applications point of view, the assumption that f is analytic in E ρ is unbalanced, for it permits f to be "less analytic" near the ends of the interval, where the ellipse is narrow, than in the middle, where it is wide. Specifically, the Taylor series of f at a point x ≈ ±1 is allowed to have more rapidly increasing coefficients than are permitted at a point x ≈ 0. This nonuniform analyticity condition leads to Theorem 2.1 and related results for other polynomial quadrature formulas, but it has no intrinsic justification. Further consequences of the same nonuniformity reverberate throughout the field of polynomial approximation theory-for example, in the book by Ditzian and Totik [17] . Of course, there are applications where the functions of interest do have less smoothness near the boundary than in the interior, such as fluid mechanics problems with boundary layers. Even here, however, there is no reason to expect that an ellipse should be exactly the right region to consider. Weak boundary layers might benefit from less grid clustering at boundaries and strong ones from even more.
Our plan is to derive new quadrature formulas (2.2) for [−1, 1] by conformally mapping E ρ to a region Ω ρ that has straighter sides. We describe the procedure first in general terms; see 
If we apply (2.2) to this integral in the s variable, we obtain
which can be rewritten in the form (2.2) as
In this article we generally speak of g as a conformal map, which is defined as an analytic function with nonvanishing derivative that maps one region bijectively onto another. In fact, for the theorems we present, g does not actually have to be conformal, merely analytic. Nor does g have to map [−1, 1] into itself; it could take complex values. For the formulas of practical interest, however, these extra conditions will usually be satisfied, and if they are, then we have the additional properties that the nodesx k are real and the weightsw k are real and positive. In some applications to spectral methods, not considered here, conformality is genuinely required.
The following theorem on the convergence of transplanted Gauss quadrature is a corollary of Theorem 2.1. 
If γ = ∞ in this estimate, we can shrink ρ a little bit to make it finite. Thus transplanted Gauss quadrature always converges geometrically if f is analytic on [−1, 1].
3. Map to an infinite strip. We now turn to particular choices of the map g that may be useful in practice. Since our aim is to make the sides of Ω ρ straighter than those of E ρ , we begin by taking this notion as far as possible and considering the map g that takes E ρ to an infinite strip Ω ρ symmetric about the real axis with g(±1) = ±1 and the ends of the ellipse mapping to ±∞ (Figure 3 .1). These conditions determine g fully. The half-width a of Ω ρ is not adjustable but is determined by the value of ρ ((3.5) below).
The map of the ellipse to the strip can be constructed in three steps (Figure 3 .2). Let Here, following standard notation, the parameter m with 0 < m < 1 is chosen such that the associated elliptic integrals K and K satisfy K /K = 4 log(ρ)/π. Given ρ, the appropriate value of m can be calculated by the rapidly convergent series expression given in [24] : 
The same formula is valid also below the real axis (by the Schwarz reflection principle), and thus g as given by (3.2) maps all of E ρ to all of Ω ρ . For the transplanted quadrature formula (2.6) we also require the derivative of the map function, which for s ∈ (−1, 1) is given by
where ω = 2K sin −1 (s)/π. For the end points s = ±1, with the aid of L'Hopital's rule one can derive the formula
which we shall need for the Clenshaw-Curtis variant in section 7.
The half-width a of Ω ρ is
with a ∼ (2/π)(ρ − 1) as ρ → 1 (we have verified this inequality numerically, and no doubt it could be proved analytically). The half-width of E ρ in the same limit is ∼ (ρ − 1). Thus the transplanted formula needs only 2/π times as wide a strip of analyticity to achieve the same convergence rate, as is confirmed by the following theorem. Further convergence results for this method are given in section 6.
Theorem 3.1. Let f be analytic in the strip Ω ρ about R of half-width (2/π)(ρ−1) for some ρ > 1. Let f be integrated by the transplanted Gauss quadrature formula (2.6) associated with the map (3.2) from E ρ to Ω ρ . Then, for anyρ < ρ,
Proof. The inequality (3.5) implies that f (x) is analytic in the strip of half-width a, and therefore f (g(s)) is analytic in E ρ . The constant γ of Theorem 2.2 is infinite for this map g, so we do not quite get O(ρ −2n ) convergence, and for this reason we have not assumed that f is bounded either. For anyρ < ρ, however, Theorem 2.1 still applies to the integrand g (s)f (g(s)) of (2.5), which will be analytic and bounded in this smaller ellipse. This implies (3.6).
To make our domain narrower in the imaginary direction by a factor of 2/π, we have lengthened it in the real direction by a factor of ∞! This may seem a dubious improvement, and, indeed, it is a very strong condition that f must be analytic throughout an infinite strip. However, this is not a serious issue in practice because if we consider slightly smallerρ-ellipses within E ρ , we find that they map under g to domains about [−1, 1] that are much shorter. Thus little is lost if f is analytic near [−1, 1] but not very far down the real axis. Let us see how strip-transplanted Gauss quadrature performs in practice. We do not normally recommend tuning ρ to the integrand at hand, for we are hardly likely to beat adaptive quadrature methods at their own game. Instead the aim is to derive a fixed family of formulas that perform well, if not quite optimally, and with this in mind we start by fixing the value ρ = 1.4 arbitrarily, as in Figures 2.1-3.1 . that, for many integrands, the result is a clear improvement over Gauss quadrature. (For this relatively large value of ρ, the improvement factor is about 1.42 rather than π/2 ≈ 1.57.) This occurs, for example, for the first three integrands, which have poles or branch points close to [−1, 1] in the complex plane. A similar speedup is observed for the fourth function exp(−40x
2 ), which has no singularities but grows very rapidly as x moves away from the real axis. For the fifth function cos(40x), the transplanted quadrature formula begins to converge sooner than the untransplanted one since it resolves the oscillations sooner; once the error falls below 10 −5 , the untransplanted formula overtakes it because the function is entire. The sixth integrand exp(−x −2 ) is C ∞ but not analytic; here we see comparable performance of the two methods. The same is observed for |x| − |x − 0.1|, which is continuous but not differentiable. For the eighth integrand √ 1.01 − x, the untransplanted Gauss rule wins because of its weaker analyticity requirement near ±1. Finally, for the entire function cos(x), the transplanted rule loses by a substantial factor because it is stuck at the particular convergence rate O(ρ −2n ), with ρ = 1.4, since g is singular at the end points of this ellipse. The standard Gauss formula, by contrast, is not tied to any particular ellipse of analyticity and thus does very well in a case like this where the integrand is analytic and not too large in a sizable region around [−1, 1].
In fact, the convergence rate for the transplanted Gauss formula applied to cos(x) in Figure 3 .4 has rather little to do with cos(x)-the rate would be almost exactly the same for the integrand f (x) = 1 ! In general, nonpolynomial quadrature formulas do not integrate constants exactly. This perhaps startling property can be removed by a scaling adjustment to our formula (2.6), whereby we multiply the weightsw k by a constant so as to make them sum to 2. Since the transplanted quadrature formula integrates the constant function with exponential accuracy, the adjustment factor will be exponentially close to 1, and there will be no effect on the asymptotic convergence rates of Theorem 3.6 or Theorems 6.1 and 6.2 to follow. As a practical matter, the adjustment sometimes improves the behavior of our formulas slightly, and perhaps it is worth making.
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To implement the transplanted formula (2.6), we need to be able to compute g and g . The following MATLAB code segment does this for the strip map (3. [19] . The function gauss, from [49] , computes Gauss quadrature nodes and weights. % Jacobi eliptic function duds = 1./sqrt(1-s.^2); dvdu = (2*K/pi)*cn.*dn; dgdv = (m4./(1-m4.^2*sn.^2))/atanh(m4); g = atanh(m4*sn)/atanh(m4); % g gprime = dgdv.*dvdu.*duds; % g'
If ρ is close to 1 (smaller than about 1.1), the code just given suffers from numerical instability. The appendix outlines what can be done in such cases and offers an elementary map slightly different from (3.2) that as a practical matter may be superior.
A simpler conformal map.
We now put aside the infinite strip and consider another idea for selecting the function g. Suppose we set out to cancel the clustering of Gauss or Clenshaw-Curtis points exactly. The function g(s) = (2/π) sin −1 (s) would achieve this, and the factor 2/π makes it plain that the result would be a grid denser by that factor in the middle of the interval. This choice of g would be useless, however, because sin −1 (s) has singularities at ±1, so we would have no ellipse of analyticity at all for the transplanted integrand. On the whole the convergence is much like that with the strip map, though somewhat slower for the first few examples and faster for the last few. With f (x) = cos x, for example, we do much better now since g has no singularity to limit the convergence rate. Although it is entire, however, g still grows rapidly away from [−1, 1], and that is why this map still does not match untransplanted Gauss quadrature for cos(x).
In section 6 we give a theorem that establishes that Gauss quadrature transplanted by (4.3) is 30% faster than standard Gauss quadrature for functions analytic in an ε-neighborhood of [−1, 1].
2 Previous authors have investigated the conformal mapping of a "bratwurst," but their maps concern exteriors rather than interiors and the applications are different [32] . Figure 3 
.2. Comparison of Gauss quadrature (dots) against transplanted Gauss quadrature for the degree 9 polynomial (4.3) (solid line), for the same nine integrands as in

Related work.
A number of ideas have been proposed over the years for combating the π/2 problem, for both quadrature and spectral methods, which might be classified as follows: (i) end point corrections, (ii) alternatives to polynomials, (iii) transplantation. Here is a brief summary of some of these developments.
The end point corrections idea starts from the observation that the trapezoid rule would achieve the ideal convergence rate if only the integrand were periodic. Accordingly, one might make some adjustments at the boundaries to achieve this effect, at least up to a prescribed order. The Euler-Maclaurin formula suggests one approach: one can add to the quadrature formula certain linear combinations of oddorder derivatives of the integrand at the end points, chosen to annihilate the error up to any prescribed power of the grid size. To get a quadrature rule based on function values only (i.e., without derivatives), one can then replace these terms by one-sided finite difference approximations of the appropriate orders. The resulting quadrature rules are known as Gregory's formulas [11, 30, 35] , and they are effective up to medium orders of accuracy, at which point they encounter the difficulties caused by exponentially large coefficients of alternating signs. An improvement on Gregory formulas capable of achieving exponential convergence has been proposed by Alpert [3] , building upon ideas of Kapur and Rokhlin [31] . Alpert's method goes beyond the equispaced grid to include a small number of extra Gauss-like nodes near the end points, now with weights guaranteed to be positive. High-precision computations are required in advance to obtain the nodes and weights, but once they are known the method is highly effective.
By alternatives to polynomials we mean the explicit construction of orthogonal bases that are nonpolynomial and have more uniform behavior over the interval of interest. An important set of functions in this connection is the prolate spheroidal wave functions, which were introduced in the 1960s by Slepian and Pollak [45] . These functions have excellent resolution properties, and more recent authors have shown their power for a variety of computational applications [9, 10, 13, 53] . In this literature, rather than derive theorems about convergence for functions analytic in specified domains as we are about to do, it is customary to quantify the matter of resolution by considering applications to band-limited functions.
Finally there is the transplantation idea, the basis of the present article. A notable contribution in this area is a forty-year-old theoretical paper by Bakhvalov [4] . What is the optimal family of quadrature formulas, Bakhvalov asks, for the set of functions analytic and bounded by M in a given complex region Ω containing [−1, 1]? His first step is to transplant the problem by a conformal map g to an ellipse E ρ . This is very close to what we have done but with a difference. In the ellipse, the new quadrature problem has a weight g . Since his aim is to investigate optimal formulas, Bakhvalov now considers the Gauss formulas associated with this weight, which he shows are in a sense optimal. By contrast we have used the unweighted Gauss formula, including g instead as part of the integrand. We presume that this simpler procedure does not hurt the convergence rate much in practice, but we have not investigated this matter. Bakhvalov's paper is full of interesting ideas, and it has led to subsequent developments in the theoretical quadrature literature by Petras [40] and other authors [23, 28, 34] . So far as we are aware, however, this collection of publications has not been concerned with the π/2 phenomenon, nor with particular choices of Ω, and does not propose actual quadrature formulas for numerical use.
A more practically oriented transplantation idea was introduced in the spectral methods literature by Kosloff and Tal-Ezer in 1993 [33] . Like the conformal maps proposed in the last section, the Kosloff-Tal-Ezer map is derived from the inverse sine function. Their transformation is
for a value of α slightly less than 1. Various methods for choosing α are considered both in their original paper and in various subsequent works by other authors [2, 7, 15, 18, 29, 37] .
The Kosloff-Tal-Ezer map is quite different from those of sections 3 and 4 in original concept but rather similar in practice. These authors, and their successors, do not consider g as a conformal map, and they do not present theorems about geometric rates of convergence for analytic functions. Nevertheless the function (5.1) has the familiar effect of mapping E ρ to a region with straighter sides, with the usual consequence that the nodes are distributed more evenly in the interior and clustered less near ±1. To investigate a Kosloff-Tal-Ezer map in the framework established in this paper, we might begin by setting ρ = 1.4 and drawing a plot analogous to those of Figures 2.1, 3 .1, and 4.1. The largest choice of α for which g will be analytic in E ρ is α = 2/(ρ + ρ −1 ) ≈ 0.9459. Figure 5 .1 shows the result. If we apply the Kosloff-Tal-Ezer map to the same nine test integrands as before, we get the curves shown in Figure 5 .3. These results are good. Nevertheless, the strip-transplanted formula of Figure 3 .4 does better for the first four functions, and the sausage-transplanted formula of Figure 4 .2 does as well or better for the last five. There are parameters in all of these methods that might be tuned to enhance their performance, so one cannot draw fine judgments from these simple experiments. The proper lesson is that all of these methods are capable of outperforming Gauss quadrature by 20%-50% for many integrands. Let us now make this observation more precise.
6. Convergence theorems for analytic integrands. An advantage of the conformal mapping point of view is that it leads readily to convergence theorems for analytic integrands. The trick is to decide which analyticity assumptions and conformal maps g to consider, for the number of possibilities is unlimited. Rather than explore this terrain thoroughly, we shall offer a few representative choices. Our class of integrands will be as follows. For any ε > 0:
Now the ellipse with foci ±1 whose semiminor axis length is ε has parameter ρ = ε
is bounded in the ellipse E 1+ε , and thus by Theorem 2.1, Gauss quadrature will achieve
On the other hand, since ρ ∼ 1 + ε as ε → 0, it will do no better than this in general as ε → 0. By contrast, the methods of the last three sections, with the parameters used there, converge at least 40%, 30%, and 30% faster, respectively.
Theorem 6.
Let the transplanted Gauss quadrature formula (2.6) be applied to a function f ∈ A(ε). The following statements pertain to the limit n → ∞:
For the strip map . We know that g is analytic throughout E 1.4 , so the first condition holds since 1 + (1.4)(0.24) < 1.4. The second condition can be verified numerically by plotting the image of the ellipse and the boundary of the ε-neighborhood for various ε and verifying that the first is inside the second; of course, we have chosen parameters in the theorem to make this true.
The speedups of Theorem 6.1 are not particularly close to the limiting value of π/2 that can be achieved as ε → 0. We now give another result that comes closer to this limit. This time we modify the Gauss quadrature estimate O ((1 + ε) −2n ) by improving the exponent rather than the factor multiplying ε. Theorem 6.2. Let the transplanted Gauss quadrature formula (2.6) be applied to a function f ∈ A(ε) for any ε ≤ 0.05. For the strip map (3.2) with ρ = 1.1, 
Clenshaw-Curtis variant.
Among polynomial quadrature methods, Gauss quadrature is optimal from the point of view of degree of polynomials integrated exactly, namely, 2n−1 for the formula (2.2). It also has an elegant convergence theory for analytic integrands, as represented by Theorem 2.1 and the further theorems we have derived from it. Thus it is natural that, in the experiments of this paper until now, we have considered Gauss quadrature and its transplanted alternatives.
Gauss quadrature has the disadvantage, however, that it takes O(n 2 ) work and memory to compute Gauss nodes and weights by the standard algorithm of Golub and Welsch [27] . In some applications this is not an issue, because either n is small or the nodes and weights are precomputed. In others, it is troublesome indeed. Certainly one would rarely use a Gauss quadrature formula with thousands of points.
An easy alternative is Clenshaw-Curtis quadrature, which is readily implemented via the fast Fourier transform in O(n log n) operations [14, 26] ; now there is no problem if n is 10 4 or 10 5 [6, 50] . All of the conformal transplantation ideas discussed in this article can be applied to Clenshaw-Curtis as well as Gauss formulas, with comparable effect: a speedup for many integrands by a factor approaching π/2. A ClenshawCurtis code segment for (n + 1)-point integration of f over [−1, 1] can be written like this [50] : One's first expectation is that Clenshaw-Curtis convergence rates should generally be about half those of Gauss, for both the pure and the transplanted variants. For example, the n-point Clenshaw-Curtis formula exactly integrates polynomials only up to degree n, not 2n − 1, and similarly, a result like Theorem 2.1 holds with O(ρ −2n ) reduced to O(ρ −n ). Thus one might expect that a transplanted Clenshaw-Curtis formula should converge about 2 × 2/π = 4/π times more slowly than untransplanted Gauss quadrature.
In actuality, however, Clenshaw-Curtis formulas are often about as accurate as Gauss, for the values of n of interest, despite what the standard theorems might lead one to expect. This effect was observed by O'Hara and Smith in the 1960s [39] and has recently been investigated further [21, 50, 52] . We find the same happy surprise with transplanted Clenshaw-Curtis quadrature. We shall make no attempt to add more to the theoretical discussion of this effect but just present two computational illustrations. The first is Figure 7 .1, another repetition of Figure 3 .4 but now comparing pure Gauss quadrature against strip-transplanted Clenshaw-Curtis, again for ρ = 1.4. The latter does very well-about as well as transplanted Gauss. Indeed it is only for the function exp(−40x
2 ) where we have lost much in moving from transplanted Gauss to transplanted Clenshaw-Curtis: the convergence rate starts out as before but then cuts abruptly in half at an error level of about 10 −5 . This kink in the Clenshaw-Curtis convergence curve for analytic functions is explained in [21, 50, 52] .
Our second example is a complicated function f (x) on [−1, 1] considered in [51] , defined by the initial conditions f = β = sin(10x) followed by 15 steps of the iteration β = 3(1−2β 4 )/4, f = f +β. (In [51] the initial condition is sin(πx), but we change this to sin(10x) to break the periodicity.) Figure 7 .2 illustrates f and the convergence of 8. Discussion. The idea of transforming the integrand in a numerical quadrature rule is an old one. What is new in this paper has been to choose transformations based on explicit conformal maps and to thereby derive specific quadrature formulas that often converge faster than Gauss quadrature. Numerical experiments justifying this claim were presented in sections 3-5 and 7 and theorems in sections 3 and 6. The theorems apply to analytic integrands f , but experiments show that the modified formulas often outperform Gauss quadrature for nonanalytic integrands, too.
All of the methods we have discussed contain adjustable parameters, notably ρ for (3.2), the degree d for the maps of section 4, and α for (5.1). Rather than try to optimize these values, we have taken somewhat arbitrary fixed choices such as ρ = 1.4 or 1.1 and d = 9 or 17, which are enough to deliver fairly robust quadrature improvements by 30%-50%. These figures could be increased closer to the 57% associated with the ratio π/2 by decreasing ρ and increasing d and α, perhaps in a fashion dependent on the number of grid points n, and, in some applications, such adjustments may be worthwhile. There is a literature on how to choose α for the application of the Kosloff-Tal-Ezer map (5.1) to spectral methods [2, 15, 18, 29, 37] . Preliminary experiments show that the speedups we have described for quadrature appear equally for spectral methods, and we hope to give details in a later publication. For spectral methods there is the additional consideration that the diminished clustering near ±1 permits larger time steps or faster iterative matrix solves, making the choice of effective parameters a more complicated matter.
To compute a single integral, or a small number of integrals, one would normally use an adaptive quadrature program, and we do not recommend Gauss or Clenshaw-Curtis formulas, or their transplanted improvements, for such applications. Indeed, even for the complicated integrand of Figure 7 .2, transplanted ClenshawCurtis quadrature is less than ten times faster than MATLAB's general-purpose adaptive codes quad and quadl. Rather, the potential practical relevance of the methods investigated in this paper is to situations where large numbers of integrals are embedded inside a bigger computation. We close with an artificial example of a multidimensional integral. Suppose we compute numerically by a quadrature formula applied in four dimensions, exploiting none of the symmetries or simple structure of this particular integrand. To get three digits of relative accuracy, Gauss quadrature requires 63 4 = 15,752,961 points, whereas strip-transplanted Gauss quadrature with ρ = 1.4 needs 52 4 = 7,311,616 points.
