Abstract. When a convex function f : D → R is disturbed by some nonlinear bounded perturbation p : D → R, the arising functionf = f + p is no more convex and its local minimizers are no more global minimizers. In order to get some similar properties forf , we use a convexity modulus of f named h 1 and its generalized inverse function h −1 1 , and show thatf is outer γ-convex for any γ ≥ γ *
to save their key properties, and classical convex functions are the only ones which can maintain their properties in spite of arbitrary linear perturbations (see [4] and [5] ). But if convex functions are disturbed by some nonlinear perturbations which are only assumed to be bounded, then no key property can survive. This fact should not be ignored in applied research, since bounded nonlinear perturbations appear very often in practice.
Our countermeasure is to show that if a convex function f is disturbed by some bounded perturbation p then the resulting functionf = f + p could be roughly convex in the sense explained below and have some properties similar to those of convex functions. This function h 1 and another convexity modulus named h 2 were introduced in [2] in order to state sufficient conditions for the outer γ-convexity and the inner γ-convexity of disturbed functions, respectively.
In Section 2, some properties of convexity modulus h 1 In the present paper, we use the following notions:
2. Some properties of convexity modulus h 1 . First, let us mention some concrete examples. In [2] we already considered the convex function
where · denotes the Euclidean norm, and showed that
Another example is 
is strictly convex, but, for any γ ≥ 0, there holds
On the other hand, strict convexity of f is not necessary for h 1 ≡ 0 either. For instance, the function f : R → R defined by
is convex, but not strictly convex, while
which is a linear spline of the function x → x 2 . For this piecewise affine function f , we have
The following states a necessary condition for h 1 ≡ 0.
any α ∈ R, L α must be bounded.
Due to preceding assertion, if f (x) does not tend to +∞ when x → +∞ then the corresponding function h 1 is identical to zero.
The monotony of h 1 described by the following takes an important part in our further investigation.
Then
Proof. Assume first γ/2 ≤ γ < γ and consider arbitrary x 0 and x 1 in D satisfying
Since f is convex, it follows
By adding the above two inequalities and applying (1.4), we obtain
This along with
then denote x 0 = x 0 and x 1 =x 1 , otherwise x 0 =x 0 and x 1 = x 1 . In any case, we get
Since this relation holds true for any
and following
We have proved the latter inequality under the assumption γ/2 ≤ γ < γ. In general, for any γ and γ satisfying 0 < γ < γ,
Therefore, it follows that
i.e., (2.3) holds for any γ and γ satisfying 0 < γ < γ.
Let us investigate the continuity of h 1 now. Since h 1 is nondecreasing, it is upper semicontinuous (or lower semicontinuous) iff it is left-continuous (or right-continuous, respectively).
In general, h 1 is not left-continuous. The simplest example is given by any convex function defined on any bounded convex set D, i.e., diam D < +∞, since
Based on (2.1)-(2.2), we have for Euclidean norm
The failure of the left-continuity of h 1 is not caused by the non-closedness of D, because
we get the same function h 1 as above for the convex
Further on, in general, h 1 is not right-continuous either. For instance, for
we obtain for Euclidean norm
Hence, to get the semicontinuity of h 1 , some additional assumptions have to be made, as done in the following.
Proof. Assume the contrary that h 1 is not right-continuous at γ =γ. Since h 1 is nondecreasing, there exists σ > 0 such that
Since f is continuous relative to ]
Combining with (1.4) and (2.6), we obtain 
to get ). Since D is compact, for all i ∈ N, there are
and we can assume without loss of generality that lim i→+∞
. By the continuity of f , it follows that 3. Outer γ-convexity of disturbed convex functions. We now apply the result of the preceding section to study the outer γ-convexity and optimization properties of functioñ
To this aim, we need the following preparation.
Lemma 3.1. Suppose x 0 , x 1 ∈ D, γ > 0, and (1.1) holds for some closed subset
where ceil(a) denotes the smallest integral value not less than a, such that
which is equivalent to
Proof. Due to (3.1), x λ 0 = x 0 , x λ k = x 1 , and 
i.e., (3.3) and (3.4) are equivalent. Therefore, we have to show that there are
, and denote
Since Λ is closed, we can define
Along with (1.1), i.e.,
and therefore, by (3.5),
Combining with (3.6)-(3.7), we obtain
and following,
Hence, (3.1) is fulfilled. Moreover, (3.6) and (3.9) imply
These inequalities along with (3.8) yield immediately (3.3).
Due to Lemma 3.1, the definition of outer γ-convex functions in Section 1 is equivalent to the corresponding definition in [6] .
In [2] we showed that if a convex function f is disturbed by perturbation p bounded by h 1 (γ)/2 then the resulting functionf = f + p is outer γ-convex. Next, we replace h 1
by the function h
For instance, corresponding to h 1 given in (2.8), there holds as given in (2.8) and (3.11). Therefore, the following result is better than the corresponding one in [2] , since the upper bound of perturbation is extended from h 1 (γ)/2 to h 
and strictly outer γ-convex if
(3.14)
Proof. (a) Assume (3.14). We show next thatf is strictly outer γ-convex. Consider
we have
Since f is convex, there holds
Therefore, (1.4) and (3.16) yield
Combining with (3.14), we get
Hence,
holds for all x 0 , x 1 ∈ D and x λ ∈ [x 0 , x 1 ] satisfying (3.15), i.e., (1.1) and (1.3) are fulfilled
which is obviously closed and contains {0, 1}. Thus, by definition,f is strictly outer γ-convex. 
In such a way, we have a bounded sequence (λ . Then (3.17) and γ
Moreover, since f is continuous relative to segment (x 0 , x 1 ) and
Hence, by definition and Lemma 3.1,f is outer γ-convex. (3.19) where inf ∅ = +∞. For instance, corresponding to h 1 given in (2.8), there holds Thus, (3.24) must follow from (3.23).
Moreover, there holds
Combining (3.25) and (3.26), we
Applying to (3.10), we get
That means that h 
but not vice versa.
Proof. (a) Assume γ >γ
Since h 1 is nondecreasing, it follows that h 1 (γ ) > δ for all γ >γ. Hence, h 1 (γ) > δ.
(b) For h 1 given in (2.10), i.e., 
and strictly outer γ-convex for
Proof. (a) Assume (3.28). Applying (3.22) for δ = 2 sup x∈D |p(x)|, we obtain
Thus, due to Theorem 3.2,f is outer γ-convex.
(b) Assume (3.29). Applying (3.27) for δ = 2 sup x∈D |p(x)|, we get
Hence, due to Theorem 3.2,f is strictly outer γ-convex.
Due to Lemma 3.3 and Lemma 3.4, conditions (3.13) and (3.28) are equivalent, while (3.29) is weaker than (3.14). But this weakness does not affect the estimation of the diameter of global infimizer set presented later in Theorem 4.4.
Recall that a subset S ⊂ X is said to be outer γ-convex w.r.t. some γ > 0 if for all x 0 , x 1 ∈ S there exists a closed subset Λ ⊂ [0, 1] containing {0, 1} such that
. This definition given in [3] is different from the original definition in [6] , but by Lemma 3.1, they are equivalent. Next, we use this notion for describing lower level sets of the disturbed functionf .
Then: 
4. Distance between minimal solutions. One of the most important properties of strictly convex functions is that they have at most one minimizer. This uniqueness is often used for proving the continuous dependence of minimal solutions on problem parameter or the continuity of optimal control functions. A roughly generalized version of strictly convex functions was introduced in [1] , whose result was applied in [7] to prove the rough continuity of the optimal control of a transportation problem. In the context of the present paper, this property looks as follows. The point is that we cannot be satisfied with the above statement, because the perturbation p considered here is only assumed to be bounded and not to have any other analytical properties, therefore the disturbed functionf hardly have global minimizers, but rather global infimizers.
In general, strict outer γ-convexity only is useless for estimating the diameter of the set of global infimizers. In fact, this diameter could even be infinity, as illustrated in the following. 
Hence, for x λ 0 = x 0 and x λ k = x 1 , we have
i.e., (1.1) is satisfied for γ = 1 and Λ = {0, λ 1 , . . . , λ k−1 , 1}, Moreover, 
i.e., Z is the set of the global infimizers of g, whose diameter is infinity.
If the original convex function f is assumed to be continuous, then Proposition 4.1 can be applied to derive the following estimation for the diameter of the set of the global infimizers of the disturbed functionf . 
We now prove that σ = 0. Assume the contrary that σ > 0. Then there exists y ∈ D such that
Since f is continuous, there is a neighborhood U (y) such that f (x) < f (y) + σ/4 for all
and therefore, Since each global minimizer is also a global infimizer, it follows that the diameter of the set of the global minimizers of f is not greater thanγ.
To complete our investigation, we still like to estimate the distance between an minimal solution of the disturbed functionf and any minimal solution of the original convex function f . 
