Abstract. Two coupled spatial birth-and-death Markov evolutions on R d are obtained as unique weak solutions to the associated Fokker-Planck equations. Such solutions are constructed by its associated sequence of correlation functions satisfying the so-called Ruelle-bound. Using the general scheme of Vlasov scaling we are able to derive a system of non-linear, non-local mesoscopic equations describing the effective density of the particle system. The results are applied to several models of ecology and biology.
Introduction
In the last years we observe an increasing interest to interacting particle systems in the continuum in regard to particular models of ecology, biology and social sciences, cf. [4, 5, 6, 9, 33] . An important part of the general theory of interacting particle systems in the continuum is related to the construction of the associated dynamics and the study of their scalings. In particular, from the point of view of applications it is worthy to investigate the corresponding mesoscopic equations. Within this framework, each particle is described by its position x ∈ R d and the collection of all particles by the configuration γ. Assuming that each two particles cannot occupy the same position and all particles are indistinguishable, we will choose the configuration space Γ to be the collection of all admissible particle configurations γ, i.e. Γ = {γ ⊂ R d | |γ ∩ K| < ∞ for all compacts K ⊂ R d }.
Here and subsequently |A| denotes the number of elements in the set A ⊂ R d . It is assumed that the microscopic dynamics consists of two elementary events. Namely, the death of a particle (γ −→ γ\{x}) and the birth of a particle (γ −→ γ ∪ {x}). A detailed analysis of such birth-and-death dynamics can be found in [11] , see also the references therein. However, many particular models from ecology and biology require that we have at least two different types of particles.
The aim of this work is to extend the known results for two-component interacting particle systems. Since two particles of different types cannot occupy the same position, a proper state space for the dynamics is naturally given by the configuration space
cf. [17] . The stochastic time-evolution is incorporated in the particular form of the associated Markov (pre-)generator L. 
For simplicity of notation, we write γ = (γ + , γ − ), γ ± \x and γ ± ∪x instead of γ ± ∪{x} and γ ± \{x}, respectively. The birth-and-death Markov process associated to the operator L, provided it exists, consists of two elementary events. The death intensities d ± (x, γ) ≥ 0 determine the probability that the particle x ∈ γ ± disappears from the configuration γ ± . The birth intensities b ± (x, γ) ≥ 0 determine the probability for a new particle to appear at x ∈ R d . Multi-species birth-and-death dynamics in the continuum are especially important in ecological, biological and physical applications. For example, the famous Widom-Rowlinson approach to the phase transition in the continuum is based on a two-component classical gas model. This approach was extended to more general Potts-type systems (see [22] ). Recently, the dynamical versions of these models were studied in [13] . The corresponding Markov statistical dynamics was constructed with the help of Glauber dynamics on Γ. The dynamical phase transition was shown there in the mesoscopic limit of this dynamics. In contrast to that work we are able to construct the corresponding dynamics for all t ≥ 0. Different kinds of other models, additional comments and explanations for the modeling of tumor growth can be found in [9] and the references therein.
The Markov process associated with the (pre-)generator L may be obtained as the unique solution to certain stochastic differential equations, cf. [21] . Unfortunately the conditions given in the latter paper are too restrictive for some applications. A different, functional analytic, approach to the construction of the processes is related to the construction of solutions to the (backward) Kolmogorov equation on functions F : Γ 2 −→ R ∂F t ∂t = LF t , F t | t=0 = F 0 , t ≥ 0. (1.3) Until now, however, there exist up to our knowledge no techniques which can be used to solve (1.3) in any space of continuous functions on Γ 2 . The construction of an associated Markov process with general birth-and-death rates is, therefore, still unsolved. This difficulty comes from the necessity to control the number of particles in any bounded domain in R d . One therefore tries to construct an associated evolution of probability measures on Γ 2 , that is the one-dimensional distributions of the Markov process. The evolution of one-dimensional distributions is an essential problem on its own right.
A probability measure µ on Γ 2 describes in this setting the distribution of particles located in R d . Functions F : Γ 2 −→ R are called observables and
are considered as measurable quantities of the particle system. Above duality yields a weak formulation for the dual equation to (1.3), i.e. It is known as the (forward) Kolmogorov equation. In the physical literature (1.4) is also called Fokker-Planck equation. Because of the Markovian property of the operator L we expect that solutions to (1.4) can be constructed in the class of probability measures on Γ 2 and hence determine an evolution of states. Solutions to the Fokker-Planck equation determine the distributions of the associated Markov process, provided, of course, it exists. Hence (µ t ) t≥0 is referred to as the 'statistical description' of the birth-and-death process.
For many, from the point of view of applications, interesting interacting particle systems it seems impossible to solve (1.4) for any initial state µ 0 . Note that the particular choice µ 0 = δ γ , where γ ∈ Γ 2 , is related with the construction of an associated Markov process on Γ 2 . It is necessary to restrict ourselves to a certain set of admissible initial states. Here we see a crucial difference comparing with Markov stochastic processes framework where the evolution can be constructed for any initial data. One possible class of admissible initial states is given by the collection of all sub-Poissionian states, cf. [24] for the one-component case. Such states are described in terms of their associated correlation functions (k
. For the convenience of the reader we repeat the definition of correlation functions and their properties in the next section. The one-component case with general location space X (here X = R d ) was considered in the pioneering works [27, 29, 30 ] to mention some. The collection of correlation functions (k
for some constants A > 0 and α, β ∈ R. A sub-Poissonian state µ is therefore a probability measure on Γ 2 for which the associated correlation functions exist and are sub-Poissonian. The Cauchy problem (1.4) is then formally equivalent to a system of Banach space-valued differential equations
where L ∆ can be seen as an infinite operator-valued matrix. We provide, under some reasonable conditions, existence and uniqueness of weak solutions to (1.5) and consequently derive existence and uniqueness of weak solutions to (1.4) . Note that a solution (k (n,m) t ) ∞ n,m=0 to (1.5), in general, does not need to be the correlation function of some state µ t on Γ 2 . For such property additional analysis is required which was only achieved for particular models (see e.g. [23, 24, 25] ).
This work is organized as follows. Notations and preliminary results are introduced in the second section. The third section is devoted to the construction of solutions to the pre-dual equation to (1.5) . To this end we first prove that the pre-dual equation is wellposed and show that solutions can be obtained by the action of an analytic semigroup of contractions, see Theorem 3.1. The adjoint semigroup is related to existence and uniqueness of solutions to (1.5) . It is shown that such solutions are the correlation functions corresponding to an evolution of states, see Theorem 3.7 and Proposition 3.13. The fourth section extends the Vlasov scaling, cf. [11] , to the case of two-component Markov evolutions, see Theorem 4.1-4.3. Examples are considered in the last section.
Preliminaries
Space of finite configuration. One-component case. Denote by Γ 0 the configuration space of all finite subsets of R d , i.e.
where |η| denotes the number of particles in the set η. This space has a natural decomposition into n-particle spaces,
and in the case n = 0 we set Γ
can be identified with (R d ) n via the symmetrization map
is open if and only if
for all n ∈ N. Then Γ 0 is a locally compact Polish space. Let B(Γ 0 ) stand for the Borel-σ-algebra on Γ 0 . Denote by dx the Lebesgue measure on R d and by d ⊗n x the product measure on (
w.r.t. sym n . The Lebesgue-Poisson measure is defined by
Given a measurable function G :
holds, provided one side of the equality is finite for |G| (see e.g. [27] ). For a given measurable function f : R d −→ R the Lebesgue-Poisson exponential is defined by
and satisfies the combinatorial formula ξ⊂η e λ (f ; ξ) = e λ (1 + f ; η).
For computations we will use the identity
Space of finite configurations. Two-component case. In this part we want to provide a brief overview for the two-component configuration space Γ 2 0 , see [15, 17] and the references therein. We suppose that two different particles cannot occupy the same location x ∈ R d and therefore define the two-component state space by
Here and in the following we simply write η instead of (η and Γ 0 . It is not difficult to see that this topology is the same as the subspace topology of the product topology on 
By (2.1), (2.2) and, (2.3) we see that the two-component Lebesgue-Poisson measure satisfies
provided one side of the equality is finite for |G|.
A function G is said to have bounded support if it is supported on a bounded set. Denote by B bs (Γ 2 0 ) the space of all bounded, measurable functions having bounded support. We say that H : Γ 2 0 −→ R is locally integrable if it is integrable for any bounded set. This is the same as regarding that the integral
Space of locally finite configurations. The one-component configuration space Γ consists of all locally finite subsets γ of R d and it is equipped with the smallest topology for which γ −→ x∈γ f (x) is continuous for any continuous function f : R d −→ R having compact support. Then Γ is a Polish space on which we consider the associated Borel-σ-algebra. Given α ∈ R, the Poisson measure π e α on Γ is defined as the unique probability measure having the Laplace transform
see [27] . For two-component systems we consider the product space Γ × Γ equipped with the product topology. For simplicity of notation we write γ := (γ + , γ − ). Likewise we use for η ∈ Γ 2 0 the notation η ⊂ γ and γ\η by which we mean that η [16] it follows that the product measure π e α ⊗ π e β on Γ × Γ with α, β ∈ R is concentrated on
i.e. π e α ⊗ π e β (Γ 2 ) = 1. Here Γ 2 is the configuration space for Markov evolutions of particles with two different types (see [17] ). It is equipped with the restriction of the product topology on Γ × Γ. The additional restriction is due to the fact that any two particles cannot occupy the same position. The two-component Poisson measure is defined by π e α ,e β := π e α ⊗ π e β | Γ 2 . Below we describe the class of measures for which equation (1.4) will be considered.
and set projections Λ+,Λ− . Note that this definition is independent of the particular choice of α and β. Any such measure µ satisfies µ(Γ 2 ) = 1 (see [16] ).
where η ⋐ γ means that the sum only runs over all finite subsets η of γ. Then KG is a polynomially bounded cylinder function, i.e. there exists a compact Λ ⊂ R d and constants
) is a positivity preserving isomorphism with inverse given by
Denote by K 0 the restriction of K determined by evaluating KG only on Γ 
for all n ∈ N 0 and all compacts Λ ± ⊂ R d . It can be shown that there exists a function
see [16] . This function is the so-called correlation function associated with µ. In such a case the K-transform can be uniquely extended to a bounded linear operator K :
,kµdλ) and (2.5) holds for µ-a.a. γ ∈ Γ 2 (repeat e.g. the arguments given in [27] ). Let
Here K α,β stands for the Banach space of all equivalence classes of functions k :
be the space of all positive definite functions in K α,β . Denote by P α,β the collection of all probability measures having finite local moments and being locally absolutely continuous w.r.t. the Poisson measure such that for each µ ∈ P α,β its correlation function k µ belongs to K α,β .
Theorem 2.1. [27, 29, 30] The following assertions are satisfied.
(1) Let µ ∈ P α,β with correlation function k µ . Then k µ (∅) = 1 and k µ is positive definite.
(2) Conversely, let k ∈ K + α,β and assume that k(∅) = 1 holds. Then there exists a unique µ ∈ P α,β with k as its correlation function.
Let µ ∈ P α,β , then by Fubini's theorem
holds for all G ∈ L α,β .
Construction of dynamics
Let L = L − + L + be given by (1.1) and (1.2). We suppose that the intensities satisfy the condition given below.
(
are measurable w.r.t the product Borel-σ-algebras on R d × Γ 2 and B(R), where
3.1. Quasi-observables. Introduce the cumulative death intensity by
Define a linear mapping on
Using the methods proposed in [11, 17] we can compute L. It has the form L = A + B. The latter expressions are given by (AG)(η) = −M (η)G(η) and by
Below we consider the linear mapping L in one fixed Banach space and construct a semigroup associated to the Cauchy problem for quasi-observables
Note that solutions to (1.3) are formally related to (3.4) by F t = KG t . Denote by 1I * the function given by 1I * (η) := 0 |η| = 1, |η| = 0 0, otherwise .
Theorem 3.1. Suppose that (A) is satisfied and assume that there exists α, β ∈ R and a constant a = a(α, β) ∈ (0, 2) such that
holds. Then the following assertions are true:
with L = A + B defined as above. (b) Suppose that (3.5) holds for all α ∈ (α * , α * ) and β ∈ (β * , β * ) with α * < α * and β * < β * , and possibly different constants a = a(α, β). Then, for any α ′ < α and
, we obtain by (3.5)
and hence and let G n (η) := 1I An (η)1I |G|≤n (η)G(η). Then |G n | ≤ |G| and G n −→ G almost everywhere. Hence, M · G n −→ M · G and by dominated convergence also BG n −→ BG, as n → ∞ a.e. As a consequence LG n −→ LG, as n → ∞ almost everywhere. By
and dominated convergence we obtain
We have to show that L α,β is invariant for T α ′ ,β ′ (s) and
To this end we define a linear isomorphism
where A is the same as for L and B 1 is given by
Define analogously to B ′ the positive operator B
The same arguments as for the construction of
) is the generator of a sub-stochastic semigroup and hence (
where we have used that for elements in D α,β ( L) the action of the generators is given by the formulas for L = A + B and hence coincide.
For one-component models, i.e. b − = 0 = d − , a similar construction was already done in [11] . The main assumption was that each term in c(α, β; η) is bounded by 3 2 M (η) and it was not clear whether T α,β (t) is a contraction operator for t ≥ 0. The next example shows that the constant 2 in (3.5) is optimal.
can be restated to z < e β and α ∈ R is arbitrary. The evolution equation (3.4) is in this case exactly solvable and hence has for every initial condition G 0 the solution (G t ) t≥0 given by
Suppose that a(α, β) > 2, i.e. z > e β and let t 0 > 0 such that (1 − e −t )z > e β for all t ≥ t 0 and hence
The unique solution G t is then positive and satisfies
Below we show that T α,β (t) depends continuously (in a certain sense) on the birthand-death rates. Let d (1) There exist α, β ∈ R and a constant a = a(α, β) ∈ (0, 2) (independent of n) such that
There exist constants C > 0, N ∈ N and τ ≥ 0 such that
and hence (3.5) holds. Let T α,β (t) and T 
Note that the integrand tends for a.a. η to zero. Since c n (α, β; η) ≤ a(α, β)(M (η) + M n (η)) and by
Correlation functions.
Suppose that condition (A) and (3.5) are fulfilled. Denote by T α,β (t) * the adjoint semigroup on K α,β and by
Remark 3.4. Let α ′ < α and β ′ < β be such that condition (3.5) holds for α ′ , β ′ and α, β. Let ( T α ′ ,β ′ (s)) s≥0 be the analytic semigroup constructed in Theorem 3.1. Then by
holds. (C) Let α, β and a(α, β) be as in (3.5). There exist constants α ′ , β ′ ∈ R with α ′ + τ < α, β ′ + τ < β and another constant a(α
holds.
Lemma 3.5. Suppose that (3.5) and conditions (A)-(C) are satisfied. Then
Let us prove the second assertion. Define a positive linear mapping
Then, for G ∈ B bs (Γ 2 0 ) and k ∈ K α,β we have
and
which shows that |k| · (A + B ′ )|G| and |G(η)| · C|k| are both integrable. Hence we can apply (2.4) and obtain by a simple computation
Since L α,β is not reflexive, T α,β (t) * does not need to be strongly continuous. However, it is continuous w.r.t. the topology σ((L α,β )
* is strongly continuous on the proper subspace K [7] . Hence, for each k 0 ∈ D α,β ( L ⊙ ) there exists a unique classical solution to (1.5) on the Banach space K ⊙ α,β , which is given by T α,β (t) * k 0 =: k t (that is k t is continuously differentiable w.r.t. the norm in K α,β and its derivative satisfies (1.5)).
Remark 3.6. Note that D α,β ( L ⊙ ) depends on the generator. Using the theory of sundual semigroups it is possible to find certain invariant subspaces which are only characterized by the constant τ in condition (B), and prove that the restriction of T α,β (t) * onto such spaces is a strongly continuous semigroup. This can be used to prove existence and uniqueness of classical solutions to (1.5) on this subspaces (see [11, 12] ).
Below we consider another approach, which can be used to show weak uniqueness of solutions to (1.5). Let C(K α,β , L α,β ) =: C be the topology of uniform convergence on compact subsets of L α,β . A basis of neighbourhoods around 0 is given by sets of the form {k ∈ K α,β | sup
with ε > 0 and a compact K ⊂ L α,β , see [28, 35, 36] and the references therein. The semigroup ( T α,β (t) * ) t≥0 becomes continuous w.r.t. C and its generator w.r.t. C is exactly the adjoint operator (L ∆ , D α,β (L ∆ )), cf. [36, Theorem 1.4]. The next theorem provides existence, uniqueness and regularity of solutions to the Cauchy problem
Theorem 3.7. Suppose that (3.5) and (A) are satisfied. Then for any k 0 ∈ K α,β the equation (3.8) has a unique solution given by k t = T α,β (t) * k 0 . This means that k t is continuous w.r.t. the topology C and satisfies
Assume that conditions (B) and (C) are fulfilled and let α ′ , β ′ be the corresponding constants. Then the following assertions are true:
(1) If k 0 ∈ K α ′ ,β ′ , then k t is continuous w.r.t. to the norm in K α,β .
(2) If k 0 ∈ K α ′ ,β ′ and α ′ + 2τ < α, β ′ + 2τ < β, then k t is also continuously differentiable w.r.t. to the norm in K α,β and the unique classical solution to (1.5). * is continuous w.r.t. σ(K α,β , L α,β ), t −→ LG, k t is continuous and hence (3.9) implies (3.8).
which implies the assertion. 2. Suppose that α ′ + 2τ < α, β ′ + 2τ < β and let
implies that k t is continuously differentiable w.r.t. the norm in K α,β and it is a classical solution to (1.5).
3.3. Positive definiteness. Suppose that (A) and (3.5) are satisfied. We start with the definition of solutions to the Fokker-Planck equation (1.4). Definition 3.8. A family of Borel probability measures (µ t ) t≥0 ⊂ P α,β is said to be a weak solution to (1.4) if for any F ∈ F P(Γ 2 ), t −→ LF, µ t is locally integrable and satisfies
Note that F, µ t is well-defined since F is a polynomially bounded cylinder function and µ t has finite local moment. Uniqueness is stated in the next theorem. Theorem 3.9. (Uniqueness) Suppose that (A) and (3.5) are fulfilled. Then equation (1.4) has at most one weak solution (µ t ) t≥0 ⊂ P α,β such that its correlation functions (k t ) t≥0 satisfy sup
Proof. Let (µ t ) t≥0 ⊂ P α,β be a solution to (1.4), and denote by (k t ) t≥0 ⊂ K α,β the associated correlation functions. Let F ∈ F P(Γ 2 ) and G ∈ B bs (Γ
shows that t −→ LG, k t is locally integrable and hence
holds. Thus k t is continuous w.r.t. σ(K α,β , L α,β ) and since k t is norm-bounded on [0, T ] [36, Lemma 1.10] implies that k t is also continuous w.r.t. the topology C. As a consequence (k t ) t≥0 is a weak solution to (3.9) and hence it is given by k t = T α,β (t) * k 0 .
Remark 3.10. Let k 0 ∈ K α,β be positive definite and suppose that k t := T α,β (t) * k 0 ∈ K α,β is positive definite. Then (k t ) t≥0 is a weak solution to (3.9) and for each t ≥ 0 there exists a unique µ t ∈ P α,β having correlation function k t . By G, k t = F, µ t and LG, k t = LF, µ t it follows that (µ t ) t≥0 is a weak solution to (1.4).
Above considerations show that for existence of weak solutions to (1.4), it suffices to show that T α,β (t)
* preserves the cone of positive definite functions. To this and we approximate k t = T α,β (t) * k 0 by an auxiliary evolution T δ α,β (t) * k 0 and prove that T δ α,β (t) * k 0 is positive definite. Such approximation scheme was used for particular models in [14, 23] .
Let (R δ ) δ>0 be a sequence of continuous integrable functions with 0 < R δ ≤ 1 and R δ (x) ր 1 as δ → 0 for all x ∈ R d . In the following we simply say that (R δ ) δ>0 is a localization sequence. Define new birth intensities by b
. Then for any η ∈ Γ 2 0 and δ > 0
holds. Denote by L δ the operator L with b
We will consider the latter operator on a proper set of functions F :
The linear operator I δ = −D δ + Q δ is considered on the domain
Note that an analogue of D δ was already introduced in [32] . Since Q δ preserves positivity and satisfies
it follows that (I δ , D(I δ )) has an extension (G δ , D(G δ )) which is the generator of a sub-
Here sub-stochastic means that S δ (t) is a strongly continuous semigroup of contractions which preserves positivity. Moreover, this semigroup is minimal in the sense that given another substochastic semigroup U δ (t) such that its generator is an extension of (I δ , D(I δ )), then
, dλ) may happen for some t > 0 (see e.g. [3] and the references therein). It is related to I δ = G δ and is the main ingredient for the next condition.
(D) There exists a localization sequence (R δ ) δ>0 such that I δ = G δ , i.e. for each ρ 0 ∈ D(G δ ) there exists a unique classical solution to
Note that condition (D) implies that the semigroup S δ (t) is stochastic. For technical reasons we will need the adjoint semigroup on
The next lemma follows by standard arguments and (2.4).
Remark 3.12. Condition (D) is a non-explosion condition. It is fulfilled, provided one can find a proper Lyapunov functional. Sufficient conditions and related results how such condition can be checked are given in [18, 20] . A general (and rather easy) criterion can be found in [34] . A general approach to study condition (D) in an abstract setting is given in [3] (see also the references therein).
The next statement provides existence and uniqueness of solutions to (1.4). 
In particular for any µ 0 ∈ P α ′ ,β ′ there exists exactly one weak solution (µ t ) t≥0 ⊂ P α,β to (1.4). The correlation functions are given by k µt = T α,β (t) * k µ0 .
If conditions (B) and (C) hold for all
Existence of an associated Markov function is stated in the next corollary, cf. [24] .
Corollary 3.14. Suppose that (A)-(D) hold for any τ > 0 and assume that (3.5) holds. Then for any µ ∈ P α,β there exists a Markov function (X µ t ) t≥0 on the configuration space Γ 2 with the initial distribution µ associated with the generator L.
The rest of this section is devoted to the proof of Proposition 3.13.
Lemma 3.15. For any δ > 0 Theorem 3.1 and Theorem 3.7 hold with L replaced by
Proof. The first claim follows by R δ (x) ≤ 1 and an repetition of the arguments given in the proofs of Theorem 3.1 and Theorem 3.7. In particular, such repetition shows that
where A is given as before and B δ is obtained from B by multiplication of the terms for the birth by R δ (x). In particular, it is the generator of an analytic semigroup T 
In view of Trotter-Kato approximation the assertion is proved.
Let B α,β be the Banach space of all equivalence classes of functions G with norm
Its dual Banach space B * α,β can be identified with the Banach space of all equivalence classes of functions k with norm
Here and in the following we let δ > 0 be arbitrary but fixed. To omit cumbersome notation will not explicitly state the dependence of B α,β , B * α,β on δ. Remark 3.16. Note that such spaces have the following two important properties.
1. The space B α,β is large in the sense that
2. The space B * α,β is small in the sense that
The same arguments as for the proof of Theorem 3.1 and Theorem 3.7 show that we can replace L α,β , K α,β also by B α,β and B * α,β . Note that it requires to introduce another function c δ (α, β; η) which is an analogue of c(α, β; η). A simple computation shows that it is given by c(α, β; η) with e 
has for every u 0 ∈ B * α,β a unique weak solution in B * α,β given by U δ (t) * u 0 .
Proof. First observe that B * α,β ⊂ K α,β continuously and hence k 0 ∈ K α,β . In particular u δ t := U δ (t) * k 0 and k
is also a weak solution to (3.9) and thus by uniqueness u Hu is well-defined and satisfies for any C + , C − > 0
,log(C−) is continuous. Let G ∈ B α,β be arbitrary, then for any u ∈ B * α,β we get by Fubini's theorem and (2.4) that K 0 G, Hu = G, u (3.14)
holds. We can apply Fubini's theorem and (2.4) since
is satisfied, where
Observe that condition (B) implies
Hence by (3.14) and (3.15) it follows for R
Since k 0 ∈ B * α ′ ,β ′ we get by Theorem 3.7.1 that u δ t is continuous in t ≥ 0 w.r.t. the norm in B * α,β . Because H :
We are now prepared to complete the proof of positive definiteness.
α ′ ,β ′ and it is positive definite, cf. [8, 15] . By Lemma 3.17 we get T 
To this end observe that
The first term can be estimated by
and hence tends by Lemma 3.15 to zero. The second term tends by dominated convergence to T α,β (t)G, k 0 = G, T α,β (t) * k 0 , which implies that T α,β (t) * k 0 is positive definite.
If conditions (B) and (C) hold for all τ > 0, then k 0,δ (η) := e −δ|η| k 0 (η) belongs to K α−δ,β−δ for any δ > 0. Consequently, above considerations imply that T α,β (t) * k 0,δ ∈ K α,β is positive definite. Taking the limit δ → 0 yields the assertion.
Remark 3.19. Suppose instead of (B) the following to be satisfied: There exist C > 0, N ∈ N and ν b ≥ 0, ν 1 , ν 2 ≥ 0 such that for all x ∈ R d and η ∈ Γ 2 0 :
Then for any positive definite k 0 ∈ K α ′ ,β ′ the evolution T α,β (t) * k 0 is positive definite, provided (C) holds for α ′ + ν 1 < α, β ′ + ν 2 < β.
Vlasov scaling
General description of Vlasov scaling. Let us briefly explain the Vlasov scaling in the two-component case. A motivation and additional explanations can be found in [10] . Let L be a Markov (pre-)generator on Γ 2 , the aim is to find a scaling L n such that the following scheme holds. Let T ∆ n (t) = e tL ∆ n be the (heuristic) representation of the scaled evolution of correlation functions, see (1.5) . The particular choice of L → L n should preserve the order of singularity, that is the limit
should exist and the evolution T ∆ V (t) should preserve Lebesgue-Poisson exponentials, i.e. if r 0 (η) = e λ (ρ
In such a case ρ − t , ρ + t satisfy the system of non-linear integro-differential equations ∂ρ
The functionals v − , v + can be computed explicitly for a large class of models and (4.2) is the system of kinetic equations for the densities ρ 
and M n (η) :
We will suppose the following conditions to be satisfied: (V1) There exists a(α, β) ∈ (0, 2) such that for all η ∈ Γ 
Note that here and below the constants α, β are fixed. For simplicity of notation, we omit, whenever it is possible, the dependence on these constants. Define
Statements. The next statement provides the existence and uniqueness of an evolution of quasi-observables and correlation functions for any fixed n ∈ N.
Theorem 4.1. Suppose that condition (V1) is satisfied. Then for any fixed n ∈ N the following assertions are true:
It is the generator of an analytic semigroup ( T n,ren (s)) s≥0 of contractions on
For any n ∈ N and k 0 ∈ K α,β , there exists a unique weak solution to
given by k t,n = T n,ren (t) * k 0 .
The case n = 1 is covered by the results obtained in Theorem 3.7. Following the arguments there, it is not difficult to adopt the proofs to this case. In the next step we construct the limiting dynamics when n → ∞. Condition (V2) suggests to consider the limit
and finally
Theorem 4.2. Assume that conditions (V1), (V2) are satisfied. Then the following assertions are true:
(2) Let ( T V (t) * ) t≥0 be the adjoint semigroup on K α,β , then for any r 0 ∈ K α,β there exists a unique solution r t = T V (t) * r 0 to the Cauchy problem
with initial conditions ρ
Then r t (η) :
Proof. By conditions (V1) and (V2) it follows that c V (α,
Then it is not difficult to see that for any
is fulfilled. The same arguments as in the proof of Theorem 4.1 yield existence, analyticity and the contraction property of the semigroup T V (t). For the last assertion we only show that r t is continuous w.r.t. C. The other assertions are simple computations, see e.g. [10] . First observe that by |r t (η)| ≤ e α|η + | e β|η − | the function r t is norm-bounded and hence it suffices to show that it is continuous w.r.t. σ(K α,β , L α,β ). But this function is continuous in t ≥ 0 for any η and hence the assertion follows by dominated convergence. Proof. We are going to apply [11, Lemma 4.3] and Trotter-Kato approximation. Fix λ > 0 and denote by R(λ; A n ) and R(λ, A V ) the resolvent for A n and A V , respectively. This can be proved, similarly to [11] , by dominated convergence. N e τ |η| , x ∈ R d , η ∈ Γ 2 0 , n ∈ N for some constants C > 0, N ∈ N and τ ≥ 0.
Examples
We introduce four models describing the stochastic behaviour of particle systems on Γ 2 . Interactions of particles, of the same and also of different type, are modelled by the relative energy function
where ϕ is a symmetric, non-negative and integrable function. Associated to above relative energy is the following functional
Since ϕ is non-negative, we obtain C(ϕ) ≤ R d ϕ(x) dx =: ϕ . Note that below we will give no proofs of the statements. Conditions (A)-(C) are rather standard and can be checked by similar methods to [11, 12] . The last condition can be checked similarly to [18, 20] . Note that a general criterion for condition (D) can be also found in [34] . This means that the particles in γ ± have a random lifetime determined by the parameters m + , m − > 0. The additional terms describe the competition of particles for resources. Namely, each particle x ∈ γ − may die due to the competition for resources with another particle y ∈ γ − \x from the same type. The rate of this event is determined by a − (x − y). Likewise each particle x ∈ γ + may be die due to the interaction with another particle by y ∈ γ + \x with the rate b − (x − y). Moreover, this particle x ∈ γ + may also die due to the competition for resources with another particle y ∈ γ − of different type. The rate of this event is described by the interaction potential ϕ − (x − y). The birth intensities are assumed to be given by b − (x, γ) = The terms corresponding to a + and b + describe the free branching of particles γ ± independently of each other. Additionally, each particle y ∈ γ − may create a new particle at position x ∈ R d of opposite type. The spatial distribution of the new particle is determined by the function ϕ + . By definition, such events occur independently of each are satisfied. An extension of such model with density dependent mutation rates (i.e. particles can change their types) has been recently considered in [19] .
Vlasov scaling. For simplicity we consider the case s = 0, hence the death intensities need not to be scaled, i.e. are given by
The scaled birth intensities are given by
is satisfied. Moreover, assume that for some ϑ ∈ (0, e α ) and 
