The intent of this work is to examine small cluster discrete size effects and their effect on the free energy of cluster formation. There is evidence that such terms can cancel in part the temperature dependence of the monomer flux factor of the classical nucleation rate and result in a scaled form for the nucleation rate. In this work, Monte Carlo configurational free energy differences between neighboring sized n molecule TIP4P water clusters are calculated and used in a Monte Carlo discrete summation (MCDS) technique to generate steady-state nucleation rates. The free energy differences, when plotted versus n -1/3 , show evidence of a bulklike effective surface tension for n g 10, and for the range of T examined the free energy differences appear to scale in temperature like (T c /T -1). This scaling can provide estimates of nucleation rates for arbitrary temperatures within the range of T simulated. Nucleation rates generated from the model TIP4P free energy differences are compared with the experimental water nucleation rate data of Wölk and Strey (J. Chem. Phys. 2001, 105, 11683) and with the data of Miller et al. (J. Chem. Phys. 1983, 78, 3204). The TIP4P MCDS results provide some evidence of the cancellation effect and generate the scaling of the nucleation rate data at higher temperatures. The magnitudes of the nucleation rates are, however, too large by a factor of 10 4 . Other discrete sum models are also presented and give similar results.
I. Introduction
Over seventy years ago Volmer and Weber, 1 and shortly thereafter others, 2-4 developed a classical steady-state nucleation rate formalism (CNT) that encompassed the basic physical features of the nucleation process. 5, 6 This rate, at which embryos of the new phase are formed from a parent phase, plays a major role in many physical phenomena. For many years, the classical nucleation rate, J CNT , has been used with moderate success to describe the onset conditions for nucleation, that value of the supersaturation ratio, S cr , for which the nucleation rate becomes observable at a given temperature, T. In the classical model, the energy of formation of the critical cluster, (16π/3) [(σ/kT) 3 / (F liq ln S) 2 ], can be calculated from σ, F liq , and S ) P/P o , the bulk liquid surface tension, liquid number density, and supersaturation ratio of ambient (equilibrium) vapor pressures, P (P o ). Beginning in the 1980s, a number of experimental nucleation rate measurements [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] were reported for a range of T and S, and the classical model was subjected to stringent tests. At the same time, it was pointed out [17] [18] [19] that the temperature dependence of vapor-to-liquid nucleation rate data for toluene 8 and nonane 9 appeared to be better described by a scaled energy of formation, [16πΩ 3 (T c /T -1) 3 /3[ln S] 2 ], where T c is the vapor-liquid critical temperature and Ω is the excess surface entropy per molecule divided by the Boltzmann constant, k. 17 This scaled energy of formation is a "corresponding states" form obtained by replacing the surface tension in the classical model with σ ) σ′ o [T c -T] . From the classical model, it follows that Ω ) σ′ o /(kF liq 2/3 ). Experimentally, Ω is found to be a nearly universal constant (approximately 2 for normal liquids and about 1.5 for substances with a dipole moment), and one can estimate nucleation rates for a wide range of substances from a corresponding states approach. The scaled energy of formation depends on the ratio, ln S/(T c /T -1) 3/2 , and for a constant nucleation rate, this ratio implies an approximate scaling law for S and T. The exponent, 3/2, arises from the dependence on volume and surface area of quantities in the energy of formation. Scaling of the nucleation rate near the critical point was addressed some time ago by Fisher, 20 Binder and Stauffer, 21 and Binder. 22 However, the scaled form near the critical point depends on critical exponents, and (for three-dimensional fluids) one finds the comparable expression, ln S/(1 -T/T c ) δ with δ ) 1.54 for ) 0.355 and δ ) 4.35. 22 At lower temperatures, rather than (1 -T/T c ), we have used (T c /T -1), which seems to follow more naturally from a Boltzmann-like factor and has a larger range of applicability. 17 Near the critical point, where T/T c ≈ 1, the forms are nearly indistinguishable.
The more difficult aspect of scaling the nucleation rate at lower temperatures, as discussed in the present paper, has been understanding why the classical model monomer kinetic flux factor temperature dependence appears to be absent in the experimental data. The classical nucleation rate as a function of T and S is given by 2 where using m, the molecular mass, the monomer flux factor is
The major temperature dependence in J o,class has an exponential form where, for example, W o ≈ 7.5 for water. Because the data suggested negligible temperature dependence in J o,class , a simple scaling law, ln S cr ) 0.53 Ω 3/2 (T c /T -1) 3/2 , was proposed for onset nucleation conditions. 17 Surprisingly, this scaling law agreed with data for a range of materials far better than would be justified by the form for J o,class . 19, [23] [24] [25] [26] In fact, the toluene and nonane data over a range of nucleation rates above onset appeared to agree well with a simple scaled model, J scaled
19
where J o is a constant well approximated by one event per thermal wavelength cubed per second at T c . In most cases, one can use J o ) 10 26 cm -3 s -1 .
It was not until the mid-1990s that it became generally recognized that the classical nucleation rate model has the wrong temperature dependence. 6, 14, 16, 27, 28 That is, the classical model tends to underestimate the experimental nucleation rate at low temperatures and overestimate the rate at high temperatures, often giving agreement at one temperature in the range where the data exist. For most substances, the resulting errors range from 1 to 4 orders of magnitude. The typical discrepancy of J CNT with experiment is shown in Figure 1 for the water nucleation rate data of Wölk and Strey 15 and for the data of Miller et al. 7 In this figure, the experimental nucleation rates at each temperature and supersaturation ratio pair (T exp , S exp ) are plotted versus the corresponding classical model nucleation rate predictions, J CNT (T exp ,S exp ). If the classical model provided an exact prediction, then all of the points would fall on the dotted line. Instead, data points along lines of approximately constant temperature spread out horizontally from the dotted line, indicating a classical model temperature dependence not observed in the data. The total displacement (about 3 orders of magnitude) is roughly of the form exp[-2W o (T c /T -1)] for the water data. 29 The actual temperature spread is 218 to 259 Figure 1 . One can also show 31 that this fitting factor for water transforms the classical rate, J CNT , for water into a form nearly identical with the scaled nucleation rate model, J scaled , in eq 4. In the latter expression for J, the predominant temperature dependence is in the scaled energy of formation. A comparison of J scaled with J exp is shown in Figure 2 where the experimental data in Figure 1 is plotted versus J scaled (T exp ,S exp ), with Ω ) 1.45. The latter value of Ω is in the range of that expected for polar substances, but in general larger than the excess surface entropy per molecule for water as determined from the bulk liquid surface tension. The magnitude of Ω determines the slope but does not alter the temperature dependence in Figure 2 .
Experimentalists have traditionally plotted J exp versus ln S. An application of the scaling that requires no knowledge of Ω is shown in Figure 3 where log J exp is plotted versus the scaled supersaturation 17 To keep the scaled supersaturation in the same range as ln S in the traditional plot, the scaled supersaturation in Figure 3 is normalized with the factor (T c /240 -1) 3/2 . One can see that the lines of data corresponding roughly to constant temperatures that spread out in a standard log J exp versus ln S plot (indicated by the dashed lines of the empirical fitting function) collapse onto a single line (data points indicated with open circles) when ln S is scaled with (T c /T -1) 3/2 . Similar plots demonstrate scaling of the toluene data and, to a lesser degree, the nonane homogeneous nucleation rate data. 32 In this approach, one can 
check nucleation rate data for scaling without assuming a value for Ω. It is generally accepted that the discrepancies in temperature dependence arise from terms missing in the n cluster free energy of formation. And in recent years, there has been considerable progress in understanding the free energy of formation of small clusters. Several approaches have been used, including density functional theory, 33 Monte Carlo and molecular dynamics modeling of small clusters, [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] and modification of the classical energy of formation with small cluster size effects. 28, 52, 53 Underlying much recent work has been the issue of how to formulate a cluster size distribution, N n , consistent with the statistical mechanical formulation of the dilute vapor-cluster system. One success in this area is the observation that for a supersaturated vapor consistency with the law of mass action requires that N n be proportional to S n . This condition is also manifest in the so-called nucleation theorem. 54, 55 Many of the issues of cluster definition have been addressed for LennardJones (LJ) clusters by ten Wolde and Frenkel, 56 who calculate a nucleation rate for the truncated LJ potential model.
Our interest has focused on cluster size distribution properties that might give rise to cancellation of the classical kinetic prefactor temperature dependence, (P o /kT) 2 , and lead to the scaling of eq 4. Classically, the n molecule cluster energy of formation has the form An 2/3 -n ln S, where An 2/3 ) 4πr 2 σ/ (kT), and r is the classical liquid drop model cluster radius. In 1967, Fisher proposed an additional term, τ ln n, 20 which has been largely absent in the classical models for rates at T , T c . In an attempt to see if a scaled nucleation rate might emerge from a classical "free energy difference model", we determined the n cluster energy of formation from a summation of free energy differences using the Fisher droplet model, Σ n′)2,3,...n δ[An′ 2/3 + τ ln n′ -n′ ln S]. 27 A summation with some of the same small cluster terms was also examined by Wilemski. 52 In Figure  4 is a plot of the nucleation rate using the Fisher droplet model free energy difference summation form of the energy of formation and the classical expression for A. This approach generates additional small cluster terms for n e 10. These terms, proportional to 2 / 3 An -1/3 , have a different temperature dependence from the surface free energy term, An* 2/3 ≈ 1 / 2 (2A/3 ln S) 3 ln S, where n* is the critical cluster size.
In the present work, we examine a summation technique using small cluster Helmholtz free energy differences generated with the Bennett 57 Metropolis 58 Monte Carlo technique and TIP4P 59 water-water potentials. This application of the Bennett technique is an extension of previous work on model Lennard-Jones argon clusters 36 and RSL2 60 water clusters. 37, 38 The latter study of RSL2 water clusters indicated the effective surface tension of the small clusters could be approximated by a bulk value down to about n ) 10 and that the free energy differences scale in temperature as (T c /T -1). The RSL2 model potentials, however, produce a surface tension and a vapor pressure larger than the experimental values for water and are not useful for estimating nucleation rates. The TIP4P potentials provide an improved small cluster effective surface tension value, and the free energy differences generate an effective vapor pressure that is closer to the experimental value. The statistical mechanical formalism for n cluster concentrations, N n , and the free energy difference calculations are described in sections II and III, respectively. In section IV the results for the nucleation rates are presented and compared to the water data. Comments and conclusions regarding the free energy difference model and its agreement with the scaled model in eq 4 are given in section V.
II. Cluster Concentrations and the Free Energy Difference Formalism
As in the previous studies, [36] [37] [38] 42 it is assumed that the cluster-vapor system is a noninteracting mixture of ideal gases with each cluster size constituting an ideal gas of N n clusters in equilibrium with N 1 monomers in a total volume, V. Further, each n cluster is described by a classical Hamiltonian with three independent configurational degrees of freedom and three independent momentum degrees of freedom per atom and an interaction potential, U ) Σ ij U(r i -r j ), dependent only on position vectors, r i . For such a system, one obtains the following expression for N n in terms of Q n , the canonical n cluster configurational integrals where The Q n have been scaled with a V -n factor and Q 1 ) 1. After some algebra, one obtains the following expression for N n where and The monomer supersaturation ratio is defined as
o /V is the equilibrium number concentration of monomers. The RV n ) Rn/F liq is the cluster simulation volume, which can be scaled with R. The goal of the present calculations is to determine the -δf n and generate the N n from eq 9.
The -δf n in eq 9 are determined using a Bennett 57 Metropolis Monte Carlo technique 58 in which two n molecule ensembles (one an n molecule cluster and the other an (n -1) molecule cluster plus free monomer) are independently simulated and constrained within a sphere of volume RV n /V, centered on their respective system center of mass. The RV n /V factor in the denominator of eq 10 scales the Q 1 ) 1 to Q 1 RV n /V, introducing into the formalism the small simulation volume accessible to the monomer. Following Lee, Barker, and Abraham, 34 R is assumed to be 5. Although formally the expression in eq 9 is independent of R, the model's cluster definition becomes unrealistic if R is too large (allowing the cluster to vaporize) or too small (exerting a pressure on the constrained molecular system). For n > 2, the simulation results indicate effects on the order of 2% when R ranges from 5 to 7. 42 Because the center of mass transformation factors cancel in eq 10, the -δf n can be calculated in a fixed frame, or in the center of mass frame. The -δf n were calculated in both frames, and also in a center of mass frame moving all the molecules at each step. It was found that the latter technique was efficient in equilibrating the system and generating the -δf n .
To plot and analyze the -δf n simulation results, the Fisher droplet model 20 form is used where A′ is proportional to the TIP4P effective surface tension for the small water clusters. The I o ≈ ln (F liq /F vap ) can be estimated from experiment and provides a check on the extrapolation of -δf n to large n. The experimental value of ln (F liq /F vap ) ≈ 8.9(T c /T -1) and at 280 K I o ≈ 11.7. Plotting -δf n versus n -1/3 provides a means of examining the slope and intercept in terms of an effective surface tension and an approximate vapor pressure, both of which are dependent on the model potential. Because τ is likely to depend on n for small cluster sizes and be undetectable in -δf n for large cluster sizes, the τ cannot be determined from these simulations. Assuming A′ ) (36π) 1/3 σ/kTF liq 2/3 ) (36π) 1/3 Ω(T c /T -1) as in the scaled energy of formation, one can also estimate an Ω, the excess surface entropy per molecule for the model potential. The intent in this work is to examine temperature scaling of the -δf n of the form (T c /T -1) and generate simulation results useful for calculation of N n (and nucleation rates) for a range of T.
III. Small Cluster Bennett Monte Carlo Free Energy Difference Calculations
The standard Bennett technique determines the ratio of two configurational integrals over the same configuration space with differing interaction potentials. The two systems in the present case are the n system (with all of the molecules interacting normally via the TIP4P potential) and the n -1 plus monomer system, (with one molecule, called the probe, having its interaction with the remainder of the system reduced by a factor, λ). In these calculations, λ ) 10 -7 . The system potentials differ by (1 -λ)∆U, where ∆U is the interaction potential of the probe molecule. In the n system, each molecule can serve as a probe and an average over all probes is taken. Values of -δf n are determined after equilibration from Monte Carlo runs of length 30 to 50 million steps, using different initial configurations. The values of -δf n are also generated from two independently developed codes, one of which was used for binary clusters 61 and moved all of the molecules at each step.
The values of -δf n are calculated at T ) 260, 280, and 300 K and plotted versus n -1/3 in Figure 5 . In this plot, the -δf n have been scaled by (T c /T -1), using the experimental value, T c ) 647 K. Superimposed on the plot are predicted values (dashed line) using the experimental σ and F liq to determine the slope and the experimental ln (F liq /F vap ) (filled symbols) to locate the intercept, I o . The TIP4P free energy differences appear 
for large n (13) to lie roughly along this line down to about n ) 6. For clusters with less than six molecules, the -δf n fall off rapidly, with a characteristic peak at n ) 4. The latter peak indicates the relative stability of the tetramer. Because of the limitations of the effective pair potential, one does not expect accurate free energy differences for n ) 2, 3, 4, and 5. However, these calculated -δf n provide some measure of the effect of the smallest cluster sizes in the summation process. Uncertainties in -δf n are indicated by the symbol size in Figure 5 . To obtain the best fit to the -δf n , the value of T c for the scaling was varied until the standard deviation from the average of the scaled values at each value of n was minimized. This fitting parameter, T c,fit , was found to be 715 K. The value of -δf n at an arbitrary temperature can then be determined from where T i are the three temperatures, 260, 280, and 300 K. For purposes of calculating N n and the nucleation rates, the value of T c,fit has no physical significance other than to generate -δf n at an arbitrary temperature that best fits the Monte Carlo generated free energy differences. A critical temperature of 563 ( 3 K has been reported for TIP4P. 62 However, in our analysis, it is not possible to determine T c , and the reported value of 563 K appears to have no particular advantage in fitting or scaling the -δf n . By use of the TIP4P Monte Carlo free energy differences, the N n and the nucleation rates for water are calculated in the next section.
IV. Nucleation Rates for Water from Free Energy Differences
The Monte Carlo TIP4P steady-state nucleation rates, J MCDS (S,T), are determined from where an efficient value of nMax can be determined by checking for independence of the sum on the upper limit value. The forward rate, J n (S,T), is given by where V j ) (8kT/πm) 1/2 and In eq 17, the value of the equilibrium monomer concentration at temperature, T, is approximated by the experimental vapor number density, F V o (T), and the monomer supersaturation ratio is approximated by the experimental S. From the Monte Carlo free energy difference calculations, it is not possible to determine the monomer concentration. In Figure 6 is shown the prediction of the nucleation rates using eqs 15-17. The values of the nucleation rates shown in Figure 6 display an improved temperature dependence and some evidence of the scaling indicated in Figure 2 . However, the rates are too large by about a factor of 10 4 . This was also found to be the case for TIP4P nucleation rates determined by Merikanto et al. 51 and is probably due to the value of the surface tension for TIP4P, estimated to be about 30% smaller than the experimental value at 298.15 K. 44, 63 In Figure 7 is a comparison of the rates determined from eqs 15-17 and Merikanto et al. It is interesting that the predicted nucleation rates for the water data of Miller et al. in Figure 6 also show a marked improvement over the classical model temperature dependence and evidence of scaling.
V. Conclusions and Comments
In summary, Figures 1-4 indicate that the experimental water nucleation rates of Wölk and Strey 15 are consistent with J exp ) J(ln S/[T c /T -1] 3/2 ) and the scaled nucleation model in eq 4. The Monte Carlo free energy differences for small TIP4P water clusters, when used in a discrete sum over the small cluster sizes, produce nucleation rates that appear to be partially scaled, with the largest scatter occurring at the lowest temperatures near T ) 218 K. The other experimental rates of Wölk and Strey range from 230 to 260 K and should be better described by the simulations, the lowest temperature of which is 260 K. By making a discrete summation over n ) 2, 3, ..., 6, one obtains 
