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We develop some abstract critical point theory in order to prove that boundary
value problems like the model problem
˛ −Du=lu+|u|p−2 u in W
u=0 on “W
on a bounded domain W … RN, 2 < p < 2N/(N−2) have infinitely many sign
changing solutions ±uk, k ¥N, which are not comparable, that is, uk−ul and
uk+ul change sign for k ] l. We also show that there are no subsolutions u such
that u < uk for some k and u is positive somewhere. A corresponding nonexistence
result applies to supersolutions, Related results on the existence of sign-changing
solutions hold for other classes of nonlinearities. © 2001 Academic Press
1. INTRODUCTION
The two point boundary value problem
˛ −uœ=|u|p−2 u in (0, p)
u(0)=u(p)=0
with p > 2 has a sequence of solutions ±u1, ±u2, ... such that uk has pre-
cisely k−1 zeroes in (0, p). In fact, it is easy to see that there is a unique
positive solution u1 which may be extended over all of R as an odd,
2p-periodic function. The other solutions are then given by uk(x)=
k2/(p−2)u1(kx). Clearly the sequence is unbounded in H
1
0 , and except for
±u1, all solutions ±u2, ±u3, ... change sign. Moreover, no two solutions
are comparable, that is, uk−ul and uk+ul change sign for k ] l. These state-
ments can be generalized to large classes of boundary value problems for
ordinary differential equations of second order, including Sturm–Liouville
problems with superlinear nonlinearity. We refer the reader to the paper
[38] by Struwe where one can find a very general result in this direction
motivated by the above example.
The motivation for the abstract critical point theory developed in this
paper is to prove similar results for the nonlinear Dirichlet problem
˛ −Du=f(x, u) in W
u=0 on “W
(D)
on an open bounded domain W … RN with smooth boundary “W. We want
to emphasize that there will be no further conditions on W, in particular no
symmetry conditions like radial symmetry.
In order to illustrate the kind of results which we obtain we state one
theorem which is a special case of more general results. We write u < v
if u [ v but u ] v. A function u ¥ C20(W) :=C2(W¯) 5H10(W) is called a
subsolution if −Du [ f(x, u), and a supersolution if −Du \ f(x, u).
Theorem 1.1. For 2 < p < 2N/(N−2) the Dirichlet problem
˛ −Du=|u|p−2 u in W
u=0 on “W
(Dp)
has a sequence of solutions ±uk, k ¥N, with the properties:
(i) (uk)k is unbounded in H
1
0(W);
(ii) u1 is positive, uk changes sign for k \ 2;
(iii) if u is a subsolution of (Dp) with u < uk then u [ 0;
(iv) if u is a supersolution of (Dp) with u > uk then u \ 0;
(v) if the sign changing solutions are isolated then uk has at most k
nodal domains (i.e., components of W0u−1k (0)), in particular u2 has
precisely two nodal domains.
The theorem also holds for (D) with an odd, superlinear, and subcritical
nonlinearity f. The precise hypotheses on f are a bit stronger than those
which suffice for the mere existence of the solutions. However, the
homogeneity of |u|p−2 u does not play a role in the proof of Theorem 1.1.
We also have related results on the existence of sign-changing solutions for
nonodd nonlinearities.
The existence of a positive solution u1 and of an unbounded sequence of
solutions ±uk, k ¥N, is a well-known consequence of the mountain pass
theorems of Ambrosetti and Rabinowitz in [3]. It follows from (ii) to (iv)
that for k ] l there is no order relation of the form uk < ul or uk < −ul,
hence uk−ul and uk+ul must change sign. The statements (iii) and (iv) are
much stronger however. Statement (iii) applied to u1 says that there is
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neither a positive nor a sign changing subsolution u with u < u1. This is a
global nonexistence result for subsolutions. It implies that there exists a
neighborhood of 0 in C20(W) which does not contain positive or sign
changing subsolutions. The result is optimal in the sense that it cannot be
extended to negative subsolutions because −tu1 is a negative subsolution
for any t ¥ (0, 1). These results are quite different from those which one can
obtain from the standard sub- and supersolution technique. Since the
nonlinearity is superlinear near 0 and . there need not exist a minimal
positive solution in the classical sense, that is, a least positive solution with
respect to the ordering. Statement (iii) applied to uk for k \ 2 says that uk is
a minimal element in the set of all sign changing sub solutions of (Dp),
and a maximal element in the set of all sign changing supersolutions of
(Dp). Again, this is a global nonexistence result for sub- or supersolutions
which has not been observed before. Consequently uk is both maximal and
minimal in the set of all sign changing solutions of (Dp). The same holds
for −uk, of course. We say that ±uk are extremal sign changing solutions.
These extremality properties look somewhat strange at first sight. They
should be considered as a step in understanding the structure of the set of
solutions of (Dp), or more generally of (D), in more detail and beyond
mere existence.
If N=1 several methods are available which allow one to control the
zero set of the solutions, for instance the shooting method used in [38] or
Nehari’s method of piecing together positive and negative solutions as in
[34]. Unfortunately, these techniques cannot be generalized to deal with
(D), except the domain is radially symmetric. In fact, even the nodal
structure of the Dirichlet eigenfunctions of the Laplacian on an arbitrary
domain W is not well understood.
In the case N> 1 essentially two methods are available to find solutions
of (D), the fixed point approach and the variational approach. In the fixed
point approach one tries to solve the fixed point equation
u=(−D+l)−1 (f(−, u)+lu)=: K(u)
in an appropriate Banach space. If fŒ is bounded below then for l > 0 large
enough the operator K is order preserving: u [ v implies K(u) [K(v). This
property is the basis of the sub- and supersolution technique. It also implies
that K maps the cone of positive functions to itself. It has been used
frequently in order to prove the existence of positive solutions of (D). The
survey papers by Amann [1] and Dancer [19] give a good introduction to
the fixed point approach. It is also possible to prove the existence of sign
changing solutions with this method by computing fixed point indices in
the positive and the negative cones and comparing these with some global
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fixed point index. This requires a priori bounds on the set of fixed points
which do not exist for superlinear nonlinearities like f(u)=|u|p−2 u, p > 2.
The variational approach is based on the fact that weak solutions of (D)
are critical points of the functional
F(u)=12 F
W
|Nu|2 dx− F
W
F(x, u) dx,
where F(x, t)=> t0 f(x, s) ds is a primitive of f. This requires growth condi-
tions on f(x, t) for |t|Q.. The variational approach has been used suc-
cessfully to prove multiple solution results; standard references are the
monographs [15], [35], or [36]. The existence of one sign changing solu-
tion for (Dp) under various conditions on the nonlinearity f has been
proved in [8], [13], and [22]. Closely related to this approach is to con-
sider the gradient-like semiflow generated by the associated parabolic
equation ut=Du+f(x, u). Dancer and Du used this in several papers in
order to obtain sign changing solutions of (D) which played an important
role in their investigation of the two species Lotka–Volterra competing
species system; cf. [20–24]. The fixed point approach and the variational
approach can of course be combined. This has first been done by Hofer in
[28] who was mainly interested in multiple solutions and in information
about the type of the solutions, that is whether they are local minima or of
mountain pass type. He did not investigate sign changing solutions. His
results have been improved in the above-mentioned papers by Dancer and
Du, and most recently by Conti et al. [18]. The methods developed in
Sections 3 and 4 can be used to refine the results of these papers and to
obtain additional information about the solutions.
Our proof of Theorem 1.1 and of related results is based on the varia-
tional approach. We also use ideas (though not any known results) from
the fixed point index approach, in particular from the sub- and supersolu-
tion technique. There is a third ingredient, namely a dynamical systems
point of view applied to the negative gradient flow of F on X=C10(W) :=
C1(W¯) 5H10(W) which goes beyond the standard deformation lemma type
arguments. In particular, we prove a dynamical version of the Palais–Smale
condition for F|X, the w-limit lemma. Finally, in order to obtain informa-
tion on the number of nodal domains of the solutions we need to control
the Morse indices of the solutions. The most efficient way for this is to use
homological methods and to obtain information on the critical groups.
The paper is organized as follows. In Section 2 we collect terminology
and a few results about partial orders on Banach spaces and order pre-
serving operators, about critical groups and about equivariant topology.
In Sections 3–6 we develop our critical point theory on partially ordered
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Hilbert spaces. In Section 3 we state some existence results for extremal
critical points in the nonsymmetric case. These will be proved in Section 4.
In Sections 5 and 6 we consider even functionals. Finally, in Section 7 we
apply the abstract theory to (D) and discuss extensions of the theory as
well as further possible applications.
2. PRELIMINARIES
2.1. Partial Orders
Let X be a Banach space with norm ||− ||X. A partial order on X is given
by a closed cone P …X. So P=P¯ is convex, R+·P … P and P 5 (−P)=0.
We also assume that P has nonempty interior intX(P). We set P˙ :=P0{0},
D0 :=P 2 (−P) and Du :=u+D0 for u ¥X. The elements of P˙ are called
positive, those of −P˙ negative, and those of X0D0 sign changing. If v ¥ Du
then u and v are said to be comparable. For u, v ¥X we write
u \ v :Z u−v ¥ P;
u > v :Z u−v ¥ P˙;
u± v :Z u−v ¥ intX(P).
A map f: X ‡D(f)QX is called order preserving (in the literature
sometimes increasing or monotone) if
u \ vS f(u) \ f(v) for all u, v ¥D(f).
It is called strongly order preserving if
u > vS f(u)± f(v) for all u, v ¥D(f).
For u, v ¥X the set
[u, v] :={w ¥X : u [ w [ v}
is called the order interval between u and v.
In our critical point theory; X is densely embedded in some Hilbert space
E with scalar product O−, −PE and norm ||− ||E. E is partially ordered by a
cone PE such that P=X 5 PE. Usually PE has empty interior (in E) in
applications. In this setting we shall need the following version of the
Krein–Rutman theorem.
Proposition 2.1. Let AE ¥L(E) be a self-adjoint operator which induces
a compact, strongly order preserving operator A :=AE |X ¥L(X). Then the
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spectral radius r(A) is positive and a simple eigenvalue of A with a strictly
positive eigenvector e ¥ intX(P). Moreover, Oe, uP > 0 for every u ¥ P˙.
Consequently, no other eigenvalue of A has a positive eigenvector.
Proof. The Krein–Rutman theorem (cf. [31, 32]) asserts that r(A) is a
simple eigenvalue of A with a positive eigenvector e ¥ P˙, hence e ¥ intX(P).
Let eg ¥ Eg be dual to e. Then eg|X ¥Xg is an eigenvector of the dual
operator Ag for the eigenvalue r(A). According to [1], Theorem 3.2, E|X
lies in the interior of the dual cone Pg={l ¥X : l(P) … P}. Consequently,
Oe, uP=eg(u) > 0 for u ¥ P˙. L
We refer the reader to [1] and the references therein for more informa-
tion on partially ordered Banach spaces and order preserving operators.
2.2. Critical groups
Let F: EQ R be a C2-functional defined on the Hilbert space E. Let Hg
denote singular homology with coefficients in a ring R. If u0 ¥ E is a critical
point of F with critical level c=F(u0) then the critical groups of u0 are
defined by
Ck(u0, F) :=Hk(Fc, Fc0{u0}) for k ¥ Z;
here Fc={u ¥ E : F(u) [ c} as usual. The following results are well known.
The proofs can be found in [15] or [33], except for the proof of Proposi-
tion 2.5 which can be found in [6].
Proposition 2.2. Let u0 be an isolated critical point of F such that
Fœ(u0) is a Fredholm operator. Let m be the Morse index of u0 and n its
nullity. Then there exist a neighborhood N of 0 in ker Fœ(u0) and a C1-map
Y: NQ R with 0 an isolated critical point of Y and such that
Ck(u0, F) 5 Ck−m(0, Y) for k ¥ Z.
In particular, Ck(u0, F)=0 for k ¨ [m, m+n]. Moreover, Ck(u0, F) 5 dkmR if
n=0, that is, if u0 is nondegenerate.
Proposition 2.3. Let u0 be an isolated critical point of F. Suppose F
satisfies the Palais–Smale condition near u0. The following are equivalent:
(i) u0 is a local minimum.
(ii) Ck(u0, F) 5 dk0R for all k ¥ Z.
(iii) C0(u0, F) ] 0.
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Proposition 2.4. Let u0 be an isolated critical point of F such that
Fœ(u0) is a Fredholm operator. Suppose F satisfies the Palais–Smale condi-
tion near u0. If Cm(u0, F) ] 0, where m is the Morse index of u0, then Ck(u0, F)
5 dkmR.
Proof. According to Proposition 2.2 we have Ck(u0, F) 5 Ck−m(0, Y)
for some function Y: NQ R, N a neighborhood of 0 in ker Fœ(u0). By
assumption C0(0, Y)=Cm(u0, F) ] 0, hence the claim follows from 2.2
and 2.3. L
A critical point u0 at the level c is said to be of mountain pass type if
for any small open neighborhood N of u0 the set Fc 5N0{u0} is not
path-connected; this notion is due to Hofer [29].
Proposition 2.5. Let u0 be an isolated critical point of F. Suppose
Fœ(u0) is a Fredholm operator and dim ker Fœ(u0) [ 1 if s(Fœ(u0)) … [0,.).
The following are equivalent:
(i) u0 is of mountain pass type.
(ii) Ck(u0, F) 5 dk1R for all k ¥ Z.
(iii) C1(u0, F) ] 0.
Proposition 2.6. Suppose X … E is a densely embedded Banach space.
Let u0 ¥X be an isolated critical point of F on the level c. Then Cg(u0, F)
5Hg(Fc 5X, Fc 5X0{u0}).
2.3. Equivariant Topology
We only deal with the group G=Z/2. By a G-space we mean a topolog-
ical space A on which G acts continuously. The action is given by a con-
tinuous involution T of A. Given a ¥ A we write Ga={a, Ta} for the orbit
of a. We also write A/G for the orbit space which consists of all orbits Ga,
given the quotient topology. Let EG be a contractible free G-space, for
instance the unit sphere in an infinite-dimensional normed real vector space
where G acts via the antipodal map. Then EG/G is homotopy equivalent
to the infinite-dimensional real projective space RP.. For a pair B … A of
G-spaces the Borel cohomology is defined as
HgG(A, B) :=H
g((EG×A)/G, (EG×B)/G; F2),
where Hg(−; F2) denotes Alexander–Spanier cohomology with coefficients
in the field F2 of two elements. A basic reference for G-spaces and Borel
cohomology is the book [26] by tom Dieck.
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The cup product turns HgG(A) into a ring with unit 1A. An equivariant
map AQ AŒ induces a homomorphism HgG(AŒ)QHgG(A) of rings. If A=pt
is the one point space we have
R :=HgG(pt) 5Hg(RP.; F2) 5 F2[w]
with w ¥H1(RP.; F2). Moreover, the cup product turns HgG(A, B) into
a module over HgG(A), hence into a module over R via the canonical
homomorphism R=HgG(pt)QHgG(A) induced from the constant map
AQ pt. An equivariant map (A, B)Q (AŒ, BŒ) induces a homomorphism
HgG(AŒ, BŒ)QHgG(A, B) of R-modules.
If the action of G on A is free then the projection EG×AQ A induces a
homotopy equivalence (EG×A)/GQ A/G between the orbit spaces. This
implies HgG(A, B) 5Hg(A/G, B/G; F2) for free G-spaces B … A. In partic-
ular, when G acts via the antipodal map on Sn−1 we have HgG(S
n−1) 5
Hg(RPn−1; F2). More precisely, the map Sn−1 + Bn 4 pt induces a surjec-
tive homomorphism
R 5HgG(Bn)QHgG(Sn−1) 5 F2[w]/wn
with kernel HgG(B
n, Sn−1) 5 wn ·R.
We also need a relative cohomological index for a pair (A, B) of
G-spaces. The length a(A, B) ¥N0 2 {0} is defined as
a(A, B) :=min {k \ 0 : wk ·t=0 for all t ¥HgG(A, B)}.
If B ]” we obtain the special case
a(A)=min {k \ 0 : wk · 1A=0}.
This is the cohomological index defined by Yang [39] and Fadell and
Rabinowitz [27]. The relative version and more general concepts (the
length of an equivariant map) also for other groups have been introduced
and applied by Clapp, Puppe, and the author; cf. [5, 17]. In [5] one can
find a detailed discussion of the properties of the length as well as its
relation to other cohomological or geometric index theories.
If F: EQ R is an even functional on the Hilbert space E then the sub-
level sets Fc are invariant with respect to the action of G on E given by the
antipodal map. For a critical point u ¥ E of F we can therefore define the
equivariant critical groups
CkG(u, F) :=H
k
G(F
c, Fc0Gu).
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If u ] 0 then we have for 0 < e < ||u||:
CkG(u, F) 5HkG(Fc 5 Ue(Gu), Fc 5 Ue(Gu)0Gu)
5Hk(Fc 5 Ue(u), Fc 5 Ue(u)0{u})
5 Ck(u, F).
The first isomorphism holds by excision, the second because G acts freely
on Ue(Gu)=Ue(u) c Ue(−u), and the third holds because Hk(−; F2) 5
hom(Hk(−; F2), F2).
3. EXTREMAL CRITICAL POINTS VIA LINKING
Let E be a Hilbert space and X … E a densely embedded Banach space.
Let PE … E be a closed cone such that P :=X 5 PE …X has nonempty
interior. A map K: EQ E is said to be X-regular if there exist Banach
spaces X1=X …X2 … · · · …Xn=E with the embeddings being continuous,
and such that K(Xi+1) …Xi and K|Xi+1 ¥ C(Xi+1, Xi) for i=1, ..., n−1;
cf. [28], p. 497. We consider a functional F: EQ R satisfying
(F1) F ¥ C2(E, R), F(0)=0, NF(0)=0 and Fœ(0) is a Fredholm opera-
tor with finite Morse index. The negative eigenspace and the kernel of
Fœ(0) are contained in X. The eigenvalue min s(Fœ(0)) has an eigenvector
e1 ¥ P and Oe1P+ 5 P={0}. The Palais–Smale condition holds. The
gradient of F has the form NF=Id−K and the nonlinearity K: EQ E
is X-regular. The induced operator K|X: XQX is strongly order preserving.
We write Sc :={u ¥ E : NF(u)=0, F(u)=c} for the critical set at the
level c ¥ R. In order to say something about the type of a critical point u of
F we shall sometimes require:
(Au) u is an isolated critical point and Fœ(u) is a Fredholm operator
with finite Morse index. If l :=min s(Fœ(u)) [ 0 then l has multiplicity 1.
In our application the operator K is compact and the Fréchet derivative
DK(u): XQX at a critical point u ¥X is strongly order preserving. The
Krein–Rutman theorem then implies that min s(Fœ(u)) is a simple eigen-
value with a strictly positive eigenvector. An element u ¥X is called a
subcritical point of F if NF(u) [ 0. It is called a supercritical point of F if
NF(u) \ 0. We use the notation
S− :={u ¥X : u is subcritical}
S+ :={u ¥X : u is supercritical}
SC− :=S−0D0={u ¥S− : u changes sign}
SC+ :=S+0D0={u ¥S+ : u changes sign}.
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The set S− decomposes as S−={0} 2 (S− 5 P˙) 2 (S− 5 (−P˙)) 2SC−
and similarly for S+. Thus S :=S− 5S+ is the set of all critical points
and SC :=SC− 5SC+ is the set of all sign changing critical points. We
are now able to state some existence results for critical points of F which
are extremal elements of certain subsets of S− 2S+ with respect to the
ordering given by P. Topological notions will have the prefix E or X if it is
not clear from the context which norm is being used.
Theorem 3.1. Let F satisfy (F1) and suppose 0 is a strict E-local
minimum and an E-isolated critical point in PE. Suppose moreover that there
exists e ¥ P˙ with F(e) [ 0.
(a) There exists a critical point u1 ± 0 which is a minimal element of
SC− 2 (S− 5 P˙). Thus, if u ¥S− and u < u1 then u [ 0.
(b) If (Au) holds for all positive critical points u then there exists a cri-
tical point u¯1 ± 0 which is of mountain pass type and is a minimal element of
SC− 2 {u¯1}. Thus, if u ¥S− and u < u¯1 then u [ 0 or u \ 0.
In the situation of Theorem 3.1 there need not exist a smallest positive
critical point. In fact, there may exist several positive critical points as in
(a) or (b) which are not comparable. It is easy to see that in general the
mountain pass critical point is not a minimal element of S− 5 P˙. Take for
example any F ¥ C2(R, R) with precisely three critical points 0 < u1 < u2,
where 0 is a local minimum, u1 is a degenerate critical point (FŒ(u1)=0,
Fœ(u1)=0, F'−(u1) > 0), and u2 is a local maximum. If F(u)Q+.
for uQ −., F(u)Q −. for uQ+. and FŒ(u) < 1 for all u then
Theorem 3.1 applies. Here P=[0,.) … R=X=E, of course. On the
other hand, if all positive critical points are nondegenerate then standard
Morse theory in the cone P shows that there exists a critical point u1 ± 0
with Morse index 1 and a connecting orbit (for the negative gradient flow)
from u1 to 0. This implies that u1 is also minimal in SC− 2 (S− 5 P˙); see
the proof of Theorem 3.1 below.
Our next result yields the existence of an extremal sign changing critical
point. We need to assume:
(F2) l1 :=min s(Fœ(0)) is a simple eigenvalue and s(Fœ(0)) … {l1} 2
(0,.). There exists v1 ¥ int(P) and v2 ¥X0 span{v1} such that F(v1 cos h+
v2 sin h) [ 0 for all h ¥ [0, p].
If we assume in (F1) that the operator DK(0)|X is compact and strongly
order preserving then l1 is a simple eigenvalue and Oe1P+ 5 P={0} as a
consequence of Proposition 2.1.
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Theorem 3.2. Suppose (F1) and (F2) hold. Then F has a sign changing
critical point u2 ¥SC which is a minimal element of SC− and a maximal
element of SC+. In particular, u2 is both minimal and maximal in SS. If in
addition (Au) holds for all u ¥SC then C2(u2, F) ] 0. Consequently u2 is
neither a local minimum of F nor of mountain pass type.
Remark 3.3. The proofs of 3.1 and 3.2 yield in addition bounds for the
levels of the critical points. These are important when the theorems can
only be applied using approximation procedures or cut-off techniques. We
state these bounds now because we need these in a paper in preparation on
nonlinear Schrödinger equations. In the situation of Theorem 3.1
there exists an E-neighborhood U of 0 with a1 :=inf F(“U) > 0, U¯ …
{u ¥ E: ||u||E < ||e||E} and such that U is positive invariant under the negative
gradient flow j t associated to F on E. Setting b1 :=max F({te: 0 [ t [ 1})
the solutions u1, u¯1 from 3.1 lie on levels in [a1, b1]. In the situation of
Theorem 3.2 there exists a map g st: Oe1P+ 5 Br(0)Q Oe1P such that the
graph of g st is contained in the stable set of 0. Here e1 is the positive eigen-
vector of Fœ(0) from (F1). We set a2 :=inf F({w+gst(w) : w ¥ Oe1P+,
||w||E=r}) > 0. Let C :={t(v1 cos h+v2 sin h): 0 [ t [ 1, 0 [ h [ p} …
span(v1, v2) and set b2 :=max F(C). Then F(u2) ¥ [a2, b2] for the critical
point u2 from Theorem 3.2.
Remark 3.4. The informations u2 ¥SC, C2(u2, F) ] 0 and F(u2) ¥
[a2, b2] can also be used for new multiplicity results. For these one com-
bines 3.2 with other theorems which give positive or negative solutions, or
solutions with Morse index at least 3, or solutions with levels not in
[a2, b2]. Theorem 3.2 refines earlier results from [6] and [8]. From Pro-
position 2.2 we know that C2(u2, F) ] 0 implies that the Morse index m(u2)
of u2 satisfies m(u2) [ 2. In our applications of the abstract theory to the
Dirichlet problem (D) with a certain class of nonlinearities, the Morse
index of a solution is an upper bound for the number of nodal domains.
Since u2 is sign changing this implies that u2 has precisely two nodal
domains. In other words, it changes sign precisely once.
Remark 3.5. The hypothesis from (F1) that Fœ(0) is a Fredholm
operator with finite Morse index implies condition
(f) there exists a subspace W … E of finite codimension and there exist
r > 0, a > 0, such that F(u) \ a for u ¥W, ||u||E=r.
This is a typical hypothesis required in various linking theorems. In
Theorems 3.1 and 3.2, we deal with the case codimW [ 1. The case of
higher codimension is treated in the next theorem. In the proofs we need
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the condition that Fœ(0) is Fredholm with finite Morse index since we
apply the stable manifold theorem for the negative gradient flow. Therefore
this condition cannot be replaced by (f).
The last result in this section is a version of the linking theorem. Here we
assume (F1) and
(F3) l1=min s(Fœ(0)) < 0. Let W be the generalized eigenspace of
Fœ(0) associated to s(Fœ(0)) 5 (0,.). There exists w1 ¥W 5X and R > 0
such that F(u) [ 0 if u ¥W+, ||u||E [ R, or if u=v+tw1 ¥W+ À Rw1, t \ 0,
||u||E=R.
Theorem 3.6. Suppose (F1) and (F3) hold. Then F has a sign changing
critical point u1 which is a minimal element of SC− and a maximal element
of SC+. If in addition (Au) holds for all sign changing solutions then
Ck(F, u1) ] 0, where k=codimW.
4. PROOFS OF THE RESULTS FROM SECTION 3
Let F satisfy (F1) and set V :=NF=Id−K: EQ E. Since V is C1 we
can integrate −V and obtain a flow j: OQ E, O … R×E open, satisfying
˛ ddt j(t, u)=−V(j(t, u))
j(0, u)=u
for all (t, u) ¥ O. We shall write j t=j(t, −) occasionally. Since K is
X-regular, j induces a flow jX: O 5 (R×X)QX on X. The basic
observation is contained in
Lemma 4.1. (a) If u is a subcritical point of F then u+P is positive
invariant in the following sense: j t(u) ¥ u+P, for all t \ 0, and j t(u+v) ¥
u+intX(P) for all t > 0, all v ¥ P˙.
(b) If u is a supercritical point of F then u−P is positive invariant;
that is, j t(u) ¥ u−P for all t \ 0 and j t(u−v) ¥ u− intX(P) for all t > 0, all
v ¥ P˙.
Proof. (a) According to [25] it suffices to prove that u+v−
V(u+v) ¥ u+intX(P) for any v ¥ P˙ and u−V(u) ¥ u+P. This follows easily
since V=Id−K and K|X is strongly order preserving: u+v−V(u+v)=K
(u+v)±K(u) \ u for v ¥ P˙ and u−V(u)=K(u) \ u.
(b) goes analogously. L
128 THOMAS BARTSCH
The following lemma is essential for our arguments. It is the dynamical
substitute for the Palais–Smale condition which in the applications does
not hold for the restricted functional F|X.
Lemma 4.2 (w-limit lemma). (a) Consider u0 ¥X such that the positive
halforbit O+(u0)={j t(u0): t \ 0} is relatively compact in E. Then O+(u0) is
relatively compact in X. Consequently, the w-limit set of u0 is the same for j
and for jX:
w(u0, jX)= 3
t \ 0
closX({j s(u0): s \ t})
= 3
t \ 0
closE({j s(u0): s \ t})
=w(u0, j).
(b) If c :=limtQ. F(j t(u0)) > −. for some u0 ¥X then O+(u0) is
relatively compact in X and j t(u0)Q w(u0) in X as tQ..
Remark 4.3. (a) As a consequence of the w-limit lemma, if j tn(u0)Q
u in E as nQ. then j tn(u0)Q u in X as nQ.. Thus if un=j tn(u0), n ¥N,
is a Palais–Smale sequence then it has a convergent subsequence in X. In
other words, F|X satisfies the Palais–Smale condition for ‘‘orbit (PS)-
sequences’’ (j tn(u0))n ¥N. In the application the w-limit lemma allows us to
work with C10(W) instead of H
1
0(W). In the sequel we shall not distinguish
between convergence in X and convergence in E for orbit sequences
(j tn(u0))n ¥N.
(b) Another consequence of Lemma 4.2 concerns the stable sets
W st(u¯, jX)={u ¥X : j t(u)Q u¯ in X as tQ.}
and
W st(u¯, j)={u ¥ E : j t(u)Q u¯ in E as tQ.}.
of an equilibrium u¯ ¥X. Namely, we haveW st(u¯, jX)=W st(u¯, j) 5X.
Proof of Lemma 4.2. (a) Let X1=X …X2 … · · · …Xn=E be Banach
spaces such that K ¥ C(Xi+1, Xi) for i=1, ..., n−1. We prove inductively
that O+(u0) is relatively compact in Xi, beginning with Xn. Suppose O+(u0)
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is relatively compact in Xi+1 for some i ¥ {1, ..., n−1}. Then B :=
closXi (K(O
+(u0))) …Xi is compact. Observe that
j t(u0)=e−tu0+e−t F
t
0
e sK(j s(u0)) ds for all t \ 0.
Since e−t > t0 e s ds ¥ [0, 1) for all t \ 0 it follows that
e−t F t
0
e sK(j s(u0)) ds ¥ C :=closXi conv(B 2 {0}) …Xi for t \ 0.
Now C is compact, hence {e−t > t0 e sK(j s(u0)) ds : t \ 0} is relatively
compact in Xi. This implies that O+(u0) is relatively compact in Xi.
(b) The Palais–Smale condition implies that O+(u0) is relatively
compact in E and that j t(u0)Q w(u0) in E as tQ.. Now (b) follows
from (a). L
Proof of Theorem 3.1a. The idea is very simple and geometric. We set
C :={te: 0 [ t [ 1} where e ¥ P˙ is such that F(e) [ 0. There exists r > 0
such that a :=inf F(PE 5 SrE)/2 > 0. Moreover, we require that the con-
nected component U of 0 in {u ¥ PE : F(u) < a} is such that U¯ is a bounded
neighborhood of 0 in PE with U¯ … {u ¥ E : ||u||E < ||e||E}. We may also
assume that a is small enough so that U¯ does not contain any critical point
except 0. It follows that U¯ 5 P is positive invariant under j because
F(u) < a for u ¥ U and F(u)=a for u ¥ “U where the boundary is taken
with respect to PE. The w-limit lemma then implies that j t(u)Q 0 in
X as tQ. for u ¥ P 5 U¯. Clearly j t(e) … P and j t(e) ¨ “U for all t \ 0.
This implies that j t(C) 5 “U ]” for all t \ 0, and consequently
max F(j t(C)) \ a=inf F(PE 5 “U) > 0 for all t \ 0. Using the com-
pactness of C we see that there exists r ¥ (0, 1) such that F(j t(re)) \ a for
all t \ 0. Now we define
J :={r ¥ [0, 1] : F(j t(re)) \ a for all t \ 0}
and r1 :=inf J. Clearly r1 ¥ J because if F(j t(r1e)) < a for some t \ 0
then F(r t(re)) < a for all r close to r1, a contradiction. The w-limit lemma
yields a sequence tn Q. such that j tn(r1e) converges in X toward a critical
point u1. Since F(u1) \ a > 0 we have u1 ¨ U. As a consequence of
Lemma 4.1 we also have u1 ¥ intX P.
It remains to prove that if u < u1 is a subsolution then u [ 0. In order to
see this we first show that j t(re)Q 0 as tQ. for every r ¥ [0, r1).
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Suppose to the contrary that j t(re) does not converge toward 0 as
tQ. for some r0 ¥ [0, r1) Setting C0 :={re: 0 [ r [ r0} we then have
j t(C0) 5 “U ]” for all t \ 0 and hence, max F(j t(C0)) \ inf F(“U)=a
for t \ 0. Now the compactness of C0 yields as above an element u ¥ C0
with F(j t(u)) \ a for all t \ 0. This contradicts the inequality r0 < r1.
Since j tn(r1e)Q u1 there exists a sequence rn < r1 with rn Q r1 and
j tn(rn e) Q u1 as nQ.. Now suppose u < u1 is a subsolution. Lemma 4.1
implies u1 ¥ u+intX P, hence j tn(rne) ¥ u+intX P for n large. Fixing n
with this property and using Lemma 4.1 once more we obtain 0=
limtQ. j t(rne) ¥ u+P, that is, u [ 0. L
This argument is clearly a combination of the variational arguments
from the mountain pass theorem and dynamical systems arguments. It can
be generalized to prove the existence of sign changing critical points which
have certain extremality properties. It seems to be difficult, however, to
obtain information on the type of the critical points obtained in this way.
In order to prove 3.1b we therefore proceed differently and use a homo-
logical approach which yields additional information on the critical groups.
The standard proof of the mountain pass theorem or other linking
theorems does not yield these additional properties.
Proof of Theorem 3.1b. As in the proof of 3.1a we choose a neighbor-
hood U of 0 in PE such that j t(u)Q 0 in X as tQ. for every u ¥ P 5 U¯
and a :=inf F(“U) > 0. Setting b :=max F(C) with C={te: 0 [ t [ 1}
there are only finitely many critical points in {u ¥ P : a [ F(u) [ b} under
the conditions of 3.1b. We define Sa, b :={u ¥S : a [ F(u) [ b} and want
to show that at least one u ¥ P 5Sa, b is of mountain pass type and does
not lie in the set
SC−+P={v+w ¥X : v ¥SC−, w \ 0}.
Observe that u ¥SC−+P is equivalent to the condition that u is not a
minimal element of SC− 2 {u}. The set SC− may in general be
unbounded and uncountable. Consequently, SC−+P may not be open nor
closed, and critical points may lie on the boundary of SC−+P.
Lemma 4.4. For each finite subset F …SC− there exists a critical point
uF ¥ P 5Sa, b of mountain pass type and such that uF ¨ F+P.
Postponing the proof of Lemma 4.4 we first show how Theorem 3.1b
follows. We argue indirectly. Let Smp … P 5Sa, b be the set of critical points
of mountain pass type in P 5Sa, b and suppose Smp …SC−+P. Then for
each u ¥Smp there exists v(u) ¥SC− with u ¥ v(u)+P. Since Smp is finite so
is F :={v(u) : u ¥Smp} …SC−. By definition Smp … F+P, contradicting
Lemma 4.4. This proves Theorem 3.1b. L
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Proof of Lemma 4.4. We fix a finite subset F of SC−. For any c \ 0 we
consider the homomorphism
ic: H0(“C)QH0(P 5 (Fc 2 (F+P)))
induced by the inclusion “C={0, e}+ (P 5 (Fc 2 (F+P))). Let
C :={c \ 0 : ic is injective}
and c :=sup C. We claim that c ¥ [a, b]. For c < a we have “U 5
P 5 Fc=” because a=inf F(“U). Since F+P is positive invariant and
0 ¨ F+P also “U 5 P 5 (F+P)=”. Here we used the fact j t(u)Q 0 in X
as tQ. for every u ¥ “U 5 P, and that F+P is closed in X. Thus
P 5 (Fc 2 (F+P)) … P0“U if c < a hence ic is injective for c < a, and
therefore c \ a. On the other hand, for c \ b=max F(C) we have
C … P 5 Fc which implies that ic is not injective.
Let P 5Sc={u ¥ P 5S : F(u)=c} be the set of positive critical points
at the level c. This set is finite and splits into P 5Sc 5 (F+P) and
P 5Sc 0(F+P). Now we choose e ¥ (0, c) such that c is the only critical
value of F|intX(P) in [c− e, c+e]. We may also assume that
W(u) :={v ¥X 5 Fc+e : j t(v)Q u as tQ.} …X
is contained in F+P if u ¥ P 5Sc 5 (F+P). Since ic− e is injective but ic+e
is not, it follows that
H1(P 5 (Fc+e 2 (F+P)), P 5 (Fc− e 2 (F+P))) ] 0.
We write Y1 :=P 5 (Fc+e 2 (F+P)) … P …X andZ1 :=P 5 (Fc− e 2(F+P))
… Y1. Both Y1 and Z1 are closed in X and positive invariant under j t.
Observe that the set
M1 :={u ¥ P 5 (F+P) : F(j t(u)) \ c+e for all t \ 0}
is a closed subset of Z1 and is contained in the interior of Z1 with the rela-
tive topology as a subset of Y1 …X. This is due to the fact that c+e is not a
critical value of F|intX(P), so F(j
t(u)) stays away from c+e for u ¥M1 and
thereforeM1 … Z1 0(P 5 Fc+e). By excision we have
H1(Y1 0M1, Z1 0M1) 5H1(Y1, Z1) ] 0.
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Clearly, Y2 :=Y1 0M1 and Z2 :=Z1 0M1 are positive invariant under j t.
Moreover, the Palais–Smale condition implies that limtQ. F(j t(u)) [ c for
every u ¥ Y2. Therefore the map
y: Y2 Q [0,.), y(u) :=inf{t \ 0 : j t(u) ¥ Fc+e}
is well defined. It is continuous because c+e is a regular value. The homo-
topy h(t, u) :=j(ty(u), u) for 0 [ t [ 1 shows that Y1 is homotopy equiva-
lent to Y3 :=P 5 Fc+e and Z2 is homotopy equivalent to Z3 := P 5
(Fc− e 2 (Fc+e 5 (F+P))). Obviously Y3 and Z3 are positive invariant and
H1(Y3, Z3) 5H1(Y2, Z2) ] 0.
Next, for each u ¥ P 5Sc we construct an E-neighborhood Nu … P 5 Fc+e
of u containing no other critical point and such that Fc− e 2Nu is positive
invariant. This will be done as follows. We first show that W(u1) is a closed
subset of X 5 Fc+e for u1 ¥ P 5Sc. In fact, W(u1) is even E-closed in X.
Consider a sequence wn ¥W(u1) and w ¥X with wn Q w in E as nQ..
Then clearly F(j t(w)) \ c for all t > 0, hence j t(w)Q u2 ¥ P 5Sc in X for
some u2 as a consequence of the w-limit lemma and the finiteness of
P 5Sc. We must show u1=u2. Suppose u1 ] u2 and set d :=13 min {||u−v||E:
u, v ¥ P 5Sc, u ] v}.
There exist sequences tk Q., nk Q., such that j tk(wnk )Q u2 in E as
kQ.. After passing to a subsequence we may assume j tn(wn)Q u2 in E
as nQ.. Since j t(wn)Q u1 ] u2 as tQ. there exist rn > sn > tn such
that ||j sn(wn)−u2 ||E=d, distE(j rn(wn), P 5Sc 0{u2})=d, and distE(j t(wn),
P 5Sc) > d for sn < t < rn. This implies
d [ ||j sn(wn)−j rn(wn)||E [ F
rn
sn
||NF(j t(wn))||E dt.
On the other hand, the Palais–Smale condition yields c > 0 such that
||NF(u)||E \ c for all u ¥ P 5 Fc+e0(Fc− e 2 Ud(P 5Sc)). Therefore
rn−sn [
1
c2
F rn
sn
||NF(j t(wn))||
2
E dt
=
1
c2
(F(j sn(wn))−F(j rn(wn)))
Q 1
c2
(c−c)=0 as nQ..
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This contradicts the inequality > rnsn ||NF(j t(wn))||E dt \ d, which holds for all
nQ..
Since W(u) is E-closed and W(u1) 5W(u2)=” for u1 ] u2 there exist
E-neighborhoods V(u) of W(u) in X for u ¥ P 5Sc, such that the
neighborhoods
Nu :={j t(v): t \ 0, v ¥ V(u), F(j t(v)) \ c− e}, u ¥ P 5Sc,
are pairwise disjoint. Then we have
Cg(u, F)=Hg(Fc, Fc−{u})
5Hg(X 5 Fc, X 5 Fc−{u})
5Hg(Fc 5Nu, Fc 5Nu 0{u})
5Hg((P 5 Fc− e) 2 (Fc 5Nu), (P 5 Fc− e) 2 (Fc 5Nu 0{u}))
5Hg((P 5 Fc− e) 2Nu, P 5 Fc− e)
by excision and homotopy invariance. By the Palais–Smale condition there
exists T > 0 such that
jT(Y3) … P 5 1Fc− e 2 0
u ¥ P 5Sc
Nu 2=: Y4.
This implies that Y4 is a weak deformation retract of Y3. Similarly,
Z4 :=P 5 1Fc− e 2 0
u ¥ P 5Sc 5 (F+P)
Nu 2
is a weak deformation retract of Z3. Consequently, using again excision
and homotopy invariance we obtain
Â
u ¥ P 5Sc 0(F+P)
C1(u, F) 5H1(Y4, Z4) 5H1(Y3, Z3) ] 0.
Thus there exists uF ¥ P 5Sc 0(F+P) with C1(u, F) ] 0. Proposition 2.5
yields that uF is of mountain pass type. L
Proof of Theorem 3.2. We sketch a geometric argument similar to the
proof of 3.1a in Remark 4.6 below. Since this argument does not yield the
information on the critical group we work with a homological approach.
We consider the sets
I :={(0, 0)} 2 {(u, v) ¥SC−×SC+ : u < v} …X×X
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and
A := 0
(u, v) ¥ I
((u+P) 2 (v−P)) …X.
Observe that u1 ¥S0A is equivalent to the condition that u ¥SC and that
u1 is a minimal element of SC− and a maximal element of SC+. Thus we
must find a critical point of F outside of A. Although there may exist
critical points in SC 5 “A Lemma 4.1 implies
S 5 A0{0} … intX(A)= 0
(u, v) ¥ I
((u+intX(P)) 2 (v− intX(P))). (4.1)
As a consequence of (F2) there exists r > 0 and a C1-map g st: Oe1P+ 5
Br(0)Q Oe1P such that for every u=w+gst(w) ¥Graph(g st) we have
j t(u)Q 0 as tQ.. In fact, if l1 > 0 then we may take g st — 0 because then
Fœ(0) is positive definite, hence 0 is an E-local attractor for j t. If l1 < 0
then Graph(g st) is the E-local stable manifold of 0. If l1=0 then
Graph(g st) is again the E-local stable manifold of 0 which is contained in
the possibly larger stable set. See [11] for the existence of the stable mani-
fold in Banach spaces which applies here; cf. also the proof of Lemma 4.5
below. Now we set
S st :={u=w+gst(w) : w ¥ Oe1P+, ||w||E=r} … E
and observe that a :=inf F(S st) > 0. We also need the sets
C :={t(v1 cos h+v2 sin h): 0 [ t [ 1, 0 [ h [ p} … span(v1, v2) …X
and
“C :={tv1: −1 [ t [ 1} 2 {v1 cos h+v2 sin h : 0 [ h [ p}.
Then b :=max F(C) <.. In Lemma 4.5 below we prove S st 5 A=”.
Next we observe that “C … F0X 2 A hence we have inclusions
“C+ F0X 2 A+ E0S st.
Here and in the sequel we write FcX :=X 5 Fc with the topology induced
by X. The inclusion “C+ E0S st induces an isomorphism R 5H1(“C)Q
H1(E0S st) between the first homology groups. For c \ 0 let ic: H1(“C)Q
H1(F
c
X 2 A) be the homomorphism induced by the inclusion. Our
argument above implies that i0 is injective. Now we define
c :=sup {c \ 0 : ic is injective}.
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If c < a=inf F(S st) then FcX 2 A … E0S st, so ic is injective. On the other
hand, if c \ b=max F(C) then C … FcX 2 A, hence ic is trivial. This
implies c ¥ [a, b]. LetSc :={u ¥S : F(u)=c} be the set of critical points at
the level c. We argue indirectly in order to prove Sc ¼ A. Suppose to the
contrary that Sc … A hence Sc … intX A. If e > 0 is small enough the
w-limit lemma implies the property:
for any u ¥Fc+eX 2A there existsT(u)\ 0 such that j(T(u), u) ¥ intX(Fc−eX 2A).
(4.2)
We fix such an e and choose for each v ¥ Fc+eX 2 A a neighborhood Nv such
that j(T(v), u) ¥ intX(Fc− eX 2 A) holds for every u ¥Nv. Next we take a
locally finite partition of unity (pj)j ¥ J, subordinated to the covering (Nv)v
of Fc+eX 2 A. Thus supp pj …Nvj for some vj ¥ Fc+eX 2 A. Setting
y: Fc+eX 2 AQ [0,.), y(u) := C
j ¥ J
pj(u) T(vj)
the homotopy h t(u) :=j(ty(u), u) deforms Fc+eX 2 A into Fc− eX 2 A, 0 [
t [ 1. This implies that h1|Fc− eX 2 A is homotopic to the identity and conse-
quently h1g p ic+e=ic− e , contradicting the fact that ic− e is injective whereas
ic+e is not injective.
So far we have proved S ¼ A. Now we assume that (Au) holds for all
u ¥SC. We need to find u2 ¥S0A with C2(u2, F) ] 0. As a consequence
of the Palais–Smale condition and of (Au) for u ¥SC we have that
Sa, b 5 A is compact. Thus (4.1) implies
Sa, b 5 A … AJ := 0
(u, v) ¥ J
((u+P) 2 (v−P))
for some finite subset J … I. Let jc: H1(“C)QH1(FcX 2 AJ) be the homo-
morphism induced by the inclusion and let
cJ :=sup{c \ 0 : jc is injective}.
As above we see that cJ ¥ [a, b]. The assumption (Au) for u ¥SC implies
that ScJ 0A consists of only finitely many isolated critical points. Therefore
we may choose e ¥ (0, cJ) such that F(S0A) 5 [cJ− e, cJ+e]={cJ}.
The definition of cJ implies H2(F
cJ+e
X 2 AJ, FcJ − eX 2 AJ) ] 0. We may now
continue as in the proof of Lemma 4.4 to deduce the existence of a critical
point uJ ¥ ScJ 0AJ=ScJ 0A with C2(uJ, F) ] 0. L
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It remains to prove
Lemma 4.5. S st 5 A=”.
Proof. First we show that S st 5 (A0D0)=”. Suppose to the contrary
that there exists u1 ¥ S st and (u, v) ¥SC−×SC+ with u < v and u1 ¥
(u+P) 2 (v−P). According to Lemma 4.1 the sets u+P and v−P are
positive invariant. This implies j t(u1) ¥ (u+P) 2 (v−P) for all t \ 0 and
consequently 0=limtQ. j t(u1) ¥ (u+P) 2 (v−P) because u+P and v−P
are closed. This contradicts the fact that u and v change sign.
In order to prove S st 5 D0=” we distinguish the cases l1 > 0, l1 < 0,
l1=0. The case l1 > 0 is trivial because then S st={u ¥ Oe1P+ : ||w||E=r} …
X0D0. If l1 < 0 let e1 ¥ intX(P) be the unique normalized positive eigen-
vector associated to l1. We claim that re1 is a subcritical point for r > 0
small. To see this choose r0 > 0 so that
l1e1−
1
||v||
(K(v)−DK(0)v) ¥ intX(−P) for ||v|| [ r0.
It follows for r ¥ (0, r0]:
V(re1)=rl1e1−K(re1)+DK(0) re1 ¥ intX(−P)
or equivalently
NF(re1)° 0 for 0 < r [ r0.
For u ¥ P˙ we have j1(u) ¥ intX(P) hence j1(u) ¥ re1+P for some r ¥
(0, r0]. This implies j t(u) ¥ re1+P for all t \ 1 and thus u ¨ S st. For
u ¥ −P˙ we argue similarly by showing as above that −re1 is a supersolu-
tion for r > 0 small. This settles the case l1 < 0.
Finally, we consider the degenerate case l1=0. Here we need to recall
the definition of W st(0) from [11]. According to (F2) there exists c > 0
with s(Fœ(0))0{0} … (c,.). In other words, s(−Fœ(0)) … (−., −c) 2 {0}.
Now
W st(0)={u ¥ E : ectj t(u)Q 0 as tQ.}.
The map j tc(u) :=e
ctj t(u) satisfies the equation
d
dt
j tc(u)=Vc(t, j
t
c(u))
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with
Vc(t, v)=cv−v+ectK(v/ect).
A simple computation yields
Vc(t, re1)=r(ce1+o(1)) as rQ 0 uniformly in t \ 0.
This implies Vc(t, re1) ¥ intX(P) for every t \ 0 and very r ¥ (0, r0] with
r0 > 0 small enough. Consequently we obtain for u ¥ P˙ and 0 < r [ r0:
re1+u+Vc(t, re1+u)= c(re1+u)+ectK((re1+u)/ect)
± cre1+ectK(re1/ect)
± re1
Therefore re1+P is positive invariant under j
t
c . Now we deduce S
st 5 D0
=” as above. L
Remark 4.6. A geometric proof of the first statement in Theorem 3.2
proceeds as follows. Let S st … E0D0 be a sphere in the stable manifold of 0
as in the proof of 3.2, and consider the sets “C … C as above. Then the pair
(C, “C) links with S st. This means that for any homotopy h t: CQX with
h0 being the inclusion and such that h t(“C) 5 S st=” for all t ¥ [0, 1] we
have that h t(C) 5 S st ]” for all t ¥ [0, 1]. This follows from a simple
degree argument. Observe that j t(“C) 5 S st=” for all t \ 0 because
“C … P 2 F0 …X0S st. Thus j t(C) 5 S st ]” for all t, hence, using the
compactness of C there exist sequences tn Q., un Q u in C, such that
j tn(un) ¥ S st. It follows that F(j t(u)) \ inf F(S st) > 0, hence w(u) ]”.
Using the w-limit lemma one can argue as in the proof of Theorem 3.1a to
show that any u1 ¥ w(u) is an extremal element of SC.
Proof of Theorem 3.6. The stable manifold theorem yields a C1-map
g st: W 5 Br(0)QW+ …X such that the graph of g st is contained in the
E-local stable manifold of 0 for j t. As in the proof of 3.2 we set
S st :={u=w+gst(w) : w ¥W, ||w||E=r}. We also consider the sets I=
{(0, 0)} 2 {(u, v) ¥SC−×SC+ : u < v} andA :=1(u, v) ¥ I((u+P) 2 (v−P))
as before. Setting
C :={u=v+tw1 : v ¥W+, 0 [ t [ R, ||u||E [ R}
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it follows from (F3) that “C … F0X . Lemma 4.5 also applies here so we have
the inclusions
“C+ F0X 2 A+ E0S st.
The inclusion “C+ E0S st induces an isomorphism R 5Hk(“C)Q
Hk(E0S st), where k=codim Z. We may now continue as in the proof of
Theorem 3.2. L
Remark 4.7. Clearly we have bounds for the critical value of the sign
changing critical point u1, namely
0 < a=inf F(S st) [ F(u1) [ b=max F(C).
5. MULTIPLE EXTREMAL CRITICAL POINTS FOR
EVEN FUNCTIONALS
In this section we consider even functionals F: EQ R defined on a
Hilbert space E containing a dense Banach space X … E and a closed cone
P …X with nonempty interior in X. In addition to (F1) we shall first
assume:
(F4) There exists an increasing sequence Y1 e Y2 e Y3 e · · · eX of
finite-dimensional subspaces Yk of X, and a sequence of real numbers
Rk > 0 such that F(u) [ 0 for every u ¥ Yk with ||u||E=Rk.
Remark 5.1. If F is the functional associated to (D) and if f is
superlinear then F(tu)Q −. as tQ., for every u ¥ E0{0}. This implies
(F4) but is much stronger. Our abstract theory applies to the case where
f=f(x, u) depends on x. If f(x, u) is superlinear in u only for x ¥ W0 … W
then one must choose Yk as a subspace of H
1
0(W0) …H10(W). Such a situa-
tion has been considered in [7] where even strongly indefinite functionals
were considered.
Theorem 5.2. Suppose F is even and satisfies (F1) and (F4). Let m be
the Morse index of 0 and n its nullity. Then there exists a sequence of pairs
±uk, k \max {2, m+n+1}, of critical points such that the following holds.
(a) F(uk)Q. as kQ.;
(b) uk and −uk are maximal elements of SC+ and minimal elements
of SC−. In particular, uk and −uk are maximal and minimal elements of
SC, and uk−ul and uk+ul change sign for k ] l.
(c) If (Au) holds for all u ¥SC then Ck(uk, F) 5 Ck(−uk, F) ] 0.
CRITICAL POINT THEORY 139
Remark 5.3. (a) If m+n=0 then 0 is a strict E-local minimum and
Theorem 3.1 applies. Thus there exists a positive critical point u1 with the
properties stated in 3.1a or 3.1b. It follows that uk−u1 and uk+u1 also
change sign for k \ 2.
(b) As in Remark 3.4 we can deduce from Ck(uk, F) ] 0 that the
Morse index m(uk) satisfies m(uk) [ k. If the Morse index is an upper bound
of the number of nodal domains of a solution of (D) then we gain the
information that uk has between 2 and k nodal domains. It would be very
interesting to find methods which allow us to improve the lower bound 2
for the number of nodal domains which we obtain here.
(c) We also have bounds on the critical values F(uk) as in
Remark 3.3. In particular, F(uk) [max F({u ¥ Yk : ||u||E [ Rk}).
A weaker version of (F4) is applicable to asymptotically linear elliptic
problems.
(F5) There exists a finite-dimensional subspace Y of X and a real
number R > 0 such that F(u) [ 0 for u ¥ Y with ||u||E=R.
Theorem 5.4. Suppose F is even and satisfies (F1) and (F5). Let m be
the Morse index of 0 and n its nullity. If dim Y > d0 :=max {1, m+n} then
one of the following holds.
(a) There exist critical points ±uk for d0+1 [ k [ dim Y with the
properties:
(i) 0 < F(uk) < F(uk+1) [ b :=max F({u ¥ Y : ||u||E [ R}) for all k;
(ii) uk and −uk are maximal elements of SC+ and minimal
elements of SC−;
(iii) If (Au) holds for all u ¥SC then Ck(uk, F) 5 Ck(−uk, F) ] 0.
(b) There exists a connected set C of critical points of F with the
properties:
(i) C … F−1(c) for some 0 < c < b;
(ii) every u ¥ C is a maximal element of SC+ and a minimal
element of SC−;
(iii) C is a compact continuum containing infinitely many elements.
Remark 5.5. (a) The observations from 5.3 also apply here.
(b) The geometry of the functional in Theorem 5.4 is similar to that
of the functional in Theorem 5.2. For the proof of both theorems we shall
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define potential critical values ck, k \ d0+1. By definition they satisfy
ck+1 \ ck. If
SCex={u ¥SC : u is maximal in SC+ and minimal in SC−}
denotes the set of extremal sign changing critical points, we can prove that
SCex 5 F−1(ck) ]” provided ck <.. In the case of Theorem 5.2, we can
prove that ck <. and ck Q. for kQ.. In the case of Theorem 5.4, we
can only prove that ck <. for k [ dim Y. If ck+1 > ck for d0+1 [
k [ dim Y−1, then case (a) applies. On the other hand, if ck=·· ·=ck+l
=: c for some l \ 1 we shall prove that the length a(SCex 5 F−1(c)) \
l+1. This implies that the set of extremal sign changing critical points at the
level c contains a continuum of covering dimension at least l. In particular,
no two critical points from this continuum are comparable. And there is a
continuum of cones, 1u ¥SCex 5 F −1(c)(u+P), containing no sign changing
supercritical points, and a continuum of cones, 1u ¥SCex 5 F −1(c)(u−P),
containing no sign changing subcritical points.
(c) The method for proving Theorems 5.2 and 5.4 can certainly be
extended to other classes of even functionals. For instance, one may treat
coercive functionals or asymptotically quadratic functionals where the
Morse index at infinity is less than the Morse index at 0. Here one obtains
multiple sign changing critical points below the level F(0). They need not
be extrema critical points in the sense of this paper but they satisfy a dif-
ferent extremality condition. One may also assume the existence of a posi-
tive supercritical point u¯ and find conditions which yield the existence of
sign changing critical points inside or outside of the order interval [− u¯, u¯].
Or one may consider functionals like those in [2] and [10] and prove the
existence of infinitely many pairwise incomparable sign changing critical
points accumulating at 0. These functionals occur when one considers the
Dirichlet problem (D) with a nonlinearity which is concave near 0. We
leave an extension of our method to other classes of functionals to the
future.
6. PROOFS OF THE RESULTS FROM SECTION 5
We begin with the
Proof of Theorem 5.2. If m+n \ 1 let W … E be the generalized eigen-
space of Fœ(0) associated to s(Fœ(0)) 5 (0,.) If m+n=0 set W :=Oe1P+
where e1 ¥ intX(P) is the positive eigenvector of Fœ(0) from (F1). We have
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d0 :=codimW=max {1, m+n}. By the stable manifold theorem there
exists a (Lipschitz) continuous map g st: BrW=W 5 BR(0)QW+ for r > 0
small such that
S st :={u=w+gst(w) : w ¥W, ||w||E=r} …W st(0) (6.1)
Observe that S st=−S st because F is even, hence g st is odd.
We first need a topological lemma. Let hg denote the Borel cohomology
for the group G=Z/2 with coefficient ring hg(pt) 5 F2[w]. If B … A are
G-spaces, AŒ … A, BŒ … B are invariant subspaces and t ¥ hg(A, B) then we
write t|(AŒ, BŒ) for the image of t under the homomorphism hg(A, B)Q
hg(AŒ, BŒ) induced from the inclusion.
Lemma 6.1. There exists an element g ¥ hd0+1(E, E0S st)with the following
property. If R > 0 satisfies S st … intE BR(0) and if Y … E is a finite-
dimensional subspace with d=dim Y > codimW=d0 then
0 ] wd−d0 −1 ·g|(BRY, {0} 2 SRY) ¥ h
d(BRY, {0} 2 SRY).
Proof. We choose positive numbers r, R with r < r and S st … intE BR(0).
Let ARrE :={u ¥ E : r [ ||u||E [ R} and ARrW+ :=W+ 5 ARrE be annuli in E
and W+, respectively. We also use the notation BcRE :={u ¥ E : ||u||E \ R}.
Since hd0(SrW+)=0 there exists g1 ¥ hd0(SrE, SrW+) such that g1 |SrE=
wd0 · 1SrE ¥ h
d0(SrE). Now hd0(SrE, SrW+) is isomorphic to hd0+1(E, E0S st)
via the following sequence of isomorphisms:
hd0(SrE, SrW+) 5 hd0(SrE 2 SRE 2 ARrW+, SRE 2 ARrW+)
5 hd0+1(ARrE, SrE 2 SRE 2 ARrW+)
5 hd0+1(E, BrE 2 BcRE 2 ARrW+)
5 hd0+1(E, E0S st).
The first isomorphism is an excision isomorphism. The second isomor-
phism is the coboundary homomorphism from the exact sequence of the
triple (ARrE, SrE 2 SRE 2 ARrW+, SRE 2 ARrW+). This is an isomorphism
because
hg(ARrE, SRE 2 ARrW+) 5 hg(ARrE, SRE) 5 0.
The third isomorphism is again an excision isomorphism and the fourth
one is induced from the inclusion observing that
BrE 2 BcRE 2 ARrW+ + E0S st
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is a homotopy equivalence. Let g ¥ hd0+1(E, E0S st) be the element corre-
sponding to g1 under the above sequence of isomorphisms. It is clear that
the definition of g1 is independent of the choice of r and R as long as
0 < r < r and S st … int BR(0).
Next we consider a finite-dimensional subspace Y … E with d :=
dim Y > codimW=d0, and r, R > 0 as above. In the following diagram all
homomorphisms are induced by inclusions except the two d’s which are
coboundary homomorphisms. Therefore the diagram is commutative.
hd0+1(BRY, {0} 2 SRY)
… 5
hd0+1(E, E0S st) |||||Ł hd0+1(BRY, BrY 2 SRY)
‡ 5 ‡ 5
hd0+1(ARrE, SrE 2 SRE 2 ARrW+) |Ł hd0+1(ARr Y, SrY 2 SRY)
d… 5 d… 5
hd0(SrE 2 SRE 2 ARrW+, SRE 2 ARrW+) Ł hd0(SrY 2 SRY, SRY)
‡ 5 ‡ 5
hd0(SrE, SrW+) |||||||||Ł hd0(SrY).
The vertical homomorphisms on the left are from the definition of g. The
vertical homomorphisms on the right are isomorphic for the same reasons
as the corresponding ones on the left. Since g1 |SrE=wd0 · 1SrE we have
g1 |SrY=w
d0 · 1SrY. This implies
wd−d0 −1 ·g1 |SrY=w
d−1 · 1SrY ] 0 ¥ h
d−1(SrY)
and therefore wd−d0 −1 ·g|(BRY, {0} 2 SRY) ] 0 as claimed. L
As in Section 4 we set
I :={(0, 0)} 2 {(u, v) ¥SC−×SC+ : u < v} …X×X
and
A := 0
(u, v) ¥ I
((u+P) 2 (v−P)). (6.2)
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By Lemma 4.5 we have S st 5 A=”. Setting a :=12 inf F(S st) > 0 we can
therefore consider the inclusion
jc: (F
c
X 2 A, FaX 2 A)+ (X, X0S st) ,|Q5 (E, E0S st), (6.3)
where c \ a. Now we define for k \ d0+1=max {2, m+n+1}:
ck :=inf {c \ a : jgc (wk−d0 −1 ·g) ] 0 ¥ hk(FcX 2 A, FaX 2 A)}. (6.4)
Clearly we have ck \ 2a and ck [ ck+1 for every k. In order to see ck <.
choose a space Yi …X and Ri > 0 from assumption (F4) satisfying
d :=dim Yi \ k.
Then we have for c=max F(BRiYi)
(BRiYi, SRiYi) … (F
c
X 2 A, FaX 2 A) … (X, X0S st)
and hence, ck [max F(BRiYi) <. by Lemma 6.1.
In order to see ck Q. suppose ck Q c <. as kQ.. Since Sc is compact
we have a(Sc) <.. Let N be an invariant neighborhood of Sc with
a(N)=a(Sc). The standard equivariant deformation lemma and the w-limit
lemma yield e > 0 such that Fc+eX 2 A can be deformed into Fc− eX 2N 2 A
along the flow lines of j t. Fix k ¥N with ck > c− e so that
jgc− e(w
k−d0 −1 ·g)=0 ¥ hk(Fc− eX 2 A, FaX 2 A).
The long exact sequence of the triple (X, Fc− eX 2 A, FaX 2 A) implies
that there exists t ¥ hk(X, Fc− eX 2 A) with t|(X, FaX 2 A)=wk−d0 −1 ·g|(X, FaX 2 A).
Therefore
w l ·wk−d0 −1 ·g|(X, FaX 2 A)=w
l ·t|(X, FaX 2 A).
Now w l · 1X ¥ h l(X) restricts to w l · 1N=0 ¥ h l(N) for l \ a(N). Conse-
quently, for l \ a(N) there exists cl ¥ h l(X, N) with cl |X=w l · 1X. Thus
cl ·t ¥ hk+1(X, Fc− eX 2N 2 A) restricts to
cl ·t|(X, FaX 2 A)=w
l+k−d0 −1 ·g|(X, FaX 2 A).
The long exact sequence of the triple (X, Fc− eX 2N 2 A, FaX 2 A) yields
jgc+e(w
l+k−d0 −1 ·g)|(Fc− eX 2N 2 A, FaX 2 A)=cl ·t|(Fc− eX 2N 2 A, FaX 2 A)=0.
By our choice of e the homomorphism
hg(Fc+eX 2 A, FaX 2 A)Q hg(Fc− eX 2N 2 A, FaX 2 A)
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is injective, so jgc+e(w
l+k−d0 −1 ·g)=0. This leads to the contradiction c \
cl+k \ c+e.
As in the proof of Theorem 3.2 in Section 4 one shows that Sck cannot
be contained in A, so there exist critical points ±uk ¥Sck 0A. From the
definition of A it follows that uk changes sign and that uk, −uk are
maximal elements of SC+ and minimal elements of SC−.
Finally, if the elements of SCck are isolated then the arguments from
Section 4 extend to the symmetric situation and yield
Ck(uk, F) 5 Ck(uk, F) 5 hk(Fck, Fck 0{uk, −uk}) ] 0.
This finishes the proof of Theorem 5.2. L
The Proof of Theorem 5.4. Let S st …W st(0) be defined as in (6.1).
We consider the cohomology class g ¥ hd0+1(X, X0S st) from Lemma
6.1. Setting d=dim Y, Lemma 6.1 yields wd−d0 −1 ·g|(BRY, {0} 2 SRY) ] 0 in
hd(BRY, {0} 2 SRY). As in (6.3) we let jc: (FcX 2 A, FaX 2 A)+ (X, X0S st)
denote the inclusion where a=12 inf F(S
st) > 0 and c \ a. For ck as in (6.4)
we see that
2a [ ck [max F(BRY) <. if d0+1 [ k [ d=dim Y
as a consequence of Lemma 6.1. If ck < ck+1 for all k ¥ [d0+1, d−1] then
part (a) of Theorem 5.4 applies. The proof of (ii), (iii) proceeds as before.
It remains to consider the case ck=ck+l=: c for some fixed natural
numbers k \ d0+1, 1 [ l [ d−k. We claim that
0 ] w l · 1Sc 0A ¥ h
l(Sc 0A) (6.5)
holds, where A is as in (6.2). From
Sc 5 A … 0
(u, v) ¥ I
((u+intX(P)) 2 (v− intX(P))) (6.6)
it follows that Sc 0A is a closed subset of the compact set Sc. Therefore
there exists an open neighborhood N of Sc 0A with
m :=a(N)=a(Sc 0A) [ a(Sc) <.. (6.7)
Since A is positive invariant with respect to the negative gradient flow a
standard deformation argument using the w-limit lemma and (6.6) yields
e > 0 and a homotopy
Ht: (F
c+e
X 0N) 2 AQ Fc+eX 2 A, 0 [ t [ 1,
CRITICAL POINT THEORY 145
of odd maps Ht with H0(u)=u and H1(u) ¥ Fc− eX 2 A for all u ¥ (Fc+eX 0N)
2 A. Making N smaller if necessary we may assume N … Fc+eX 0FaX .
By the definition of c=ck we have
jgc− e(w
k−d0 −1 ·g)=0 ¥ hk(Fc− eX 2 A, FaX 2 A).
Setting
g1 :=j
g
c+e(w
k−d0 −1 ·g)|((Fc+eX 0N) 2 A, FaX 2 A) ¥ h
k((Fc+eX 0N) 2 A, FaX 2 A)
we see that Hg1 (g1)=0 and hence g1=0. Therefore there exists a coho-
mology class g2 ¥ hk(Fc+eX 2 A, (Fc+eX 0N) 2 A) with
g2 |(Fc+eX 2 A, FaX 2 A)=j
g
c+e(w
k−d0 −1 ·g). (6.8)
Here we used the long exact sequence of the triple (Fc+eX 2 A, (Fc+eX 0N)
2 A, FaX 2 A). Next observe that for m=a(N) we have wm · 1N=0. Thus
there exists t ¥ hm(Fc+eX , N) with
t|Fc+eX =w
m · 1Fc+eX ¥ h
m(Fc+eX ). (6.9)
From (6.8) and (6.9) it follows that the cohomology class
jgc+e(w
k+m−d0 −1 ·g)=wm · jgc+e(w
k−d0 −1 ·g)
is the restriction of
t¡ g2 ¥ hk+m(Fc+eX 2 A, N 2 (Fc+eX 0N) 2 A)=0
to (Fc+eX 2 A, FaX 2 A). This implies of course that jgc+e(wk+m−d0 −1 ·g)=0
and thus ck+m \ c+e > c=ck+l. Hence l < m and (6.5) follows from (6.7).
It is well known (see [30]) that
H l((Sc 0A)/G) 5 h l(Sc 0A) ] 0
implies that there exists a compact continuum C …Sc 0A with covering
dimension
dim C=dim(C 2 (−C))=dim C/G \ l \ 1.
This set C has the properties required in case (b) of Theorem 5.4. L
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7. APPLICATIONS
In this section, we first collect a few results on semilinear Dirichlet
problems which follow directly from our abstract theory. Theorem 1.1 will
be a consequence of these. Then we discuss other applications which
require an extension of the abstract theory or where the theory can only be
applied after some approximation.
Let W … RN be an open bounded domain with smooth boundary and
consider the Dirichlet problem
˛ −Du=f(x, u) in W
u=0 on “W.
(D)
Associated to (D) is the functional
F(u)=
1
2
F
W
|Nu|2 dx− F F(x, u) dx,
where F(x, t)=> t0 f(x, s) ds. We first require the following assumptions on
f to hold.
(f1) f ¥ C1(W×R, R) and f(x, 0)=0 for all x ¥ W;
( f2) there exist p < 2N/(N−2) and c1 > 0 such that
|fŒ(x, t)| [ c1(1+|t|p−2) for all x ¥ W, t ¥ R
where fŒ :=“f/“t;
( f3) there exists c2 > 0 such that fŒ(x, t) \ −c2 for all x ¥ W, t ¥ R.
Let E :=H10(W) and X :={u ¥ C1(W¯) : u | “W=0}. The cones are given
by
PE={u ¥ E : u(x) \ 0 for a.e. x ¥ W}
and
P={u ¥X : u(x) \ 0 for every x ¥ W}.
Clearly PE has empty interior in E, and P has nonempty interior in X. We
use the norm in E given by
||u||E :=1 F
W
(|Nu|2+(c2+1) u2) dx21/2.
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It is well known (cf. [1, 28]) that (f1) –(f3) imply hypothesis (F1) from
Section 3, except for the Palais–Smale condition. For this we need an
assumption on f for |t| large, for instance the classical Ambrosetti–
Rabinowitz condition:
(f4) there exist R > 0, h > 2 such that 0 < hF(x, t) [ t ·f(x, t) for all
x ¥ W, all |t| \ R.
This condition also implies that F(lu)Q −. as lQ. for every u ] 0.
Clearly, the assumptions hold for
f(x, t)=C
d
i=1
ai(x) |t|pi −2 t,
where 2 [ p1 < p2 < · · · < pd < 2N/(N−2), a1, ..., ad are bounded C1-func-
tions and ad is positive and bounded away from 0. In fact, differen-
tiability of f with respect to x is not necessary in (f1). A Carathéodory
type condition suffices, hence ai ¥ L.(W) and ess inf ad > 0 is sufficient.
Finally, we need
(f5) fŒ(x, t) > f(x, t)/t for all x ¥ W, t ] 0.
It is easy to see (cf. [12]) that the number of nodal domains of a solution
u of (D) is a lower bound for the Morse index of u as a critical point of F if
( f5) holds. In order to state our results, let l1 < l2 [ l3 [ ... be the Dirichlet
eigenvalues of the operator −D+fŒ(x, 0) on W.
Theorem 7.1. Suppose (f1) –( f4) hold and l1 > 0.
(a) There exist solutions u+± 0, u− ° 0 of (D) with the property: If
u < u+ (respectively u > u−) is a subsolution (respectively supersolution) of
(D) then u [ 0 (respectively u \ 0).
(b) If all positive (negative) solutions are isolated then there exists a
solution u¯+± 0 (respectively u¯− ° 0) of (D) of mountain pass type with the
property: If u < u¯+ (respectively u > u¯−) is a subsolution (respectively,
supersolution) of (D) then u does not change sign.
Theorem 7.2. Suppose (f1) –( f4) hold and l2 > 0. Then (D) has a sign
changing solution u2 with the property: If u < u2 is a subsolution of (D) then
u° 0; if u > u2 is a supersolution of (D) then u± 0. If in addition (f5) holds
and all sign changing solutions are isolated then u2 has precisely two nodal
domains; in particular, u2 is neither a local minimum nor of mountain pass
type.
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Theorem 7.3. Suppose (f1) –(f4) hold and f is odd in u. Then there exists
a sequence of solutions ±uk, k \min{l: ll > 0}, with the properties:
(i) ||uk ||H10 Q. as kQ.;
(ii) uk changes sign for k \ 2;
(iii) if u < uk is a subsolution of (D) then u [ 0;
(iv) if u > uk is a supersolution of (D) then u \ 0.
If in addition (f5) holds and all sign changing solutions are isolated then uk
has at most k nodal domains.
The theorems are immediate consequences of 3.1, 3.2, 5.2, respectively.
The negative solution in 7.1 follows from 3.1 working with the negative
cone −P instead of P. Theorems 7.1 and 7.2 improve earlier results from
[6], [8], [13], and [14]. These papers either do not contain information
on the type of the solutions and the number of nodal domains, or they do
not contain the extremality properties. In fact, extremality properties of
sign changing solutions appear only in [8] and, as mentioned in the Intro-
duction, even the extremality property of the positive or negative solution
is new. Moreover, the existence of infinitely many sign changing solutions
as in 7.3 is new.
We conclude this paper with a discussion of possible generalizations of
these results. The hypotheses (f1) and (f2) can certainly be weakened. For
example, f need only be a Carathéodory function which grows subcritical
at infinity. This implies that the functional F is only C1. An extension of
the abstract theory to C1-functionals should be done using pseudo-gradient
vector fields. However, one must take care of the order preserving charac-
ter of the associated flow. For example, the cones u+P and v−P should be
positive invariant when u is subcritical and v supercritical. Moreover, one
must be careful near critical points. For the deformation lemma it suffices
to construct pseudo-gradient vector fields away from the set of critical
points. This is not the case with the arguments presented here.
The condition (f3) can be dropped using cut-off techniques. If (f3) does
not hold one replaces f by fR, which coincides with f on W×[−R, R] and
which satisfies (f3). Then one needs L.-bounds for the solutions of the
perturbed problem which are uniform in R in order to obtain solutions of
the original problem. Here the bounds for the levels of the critical points
mentioned in Remarks 3.3 and 5.3 and in Theorem 5.4 are essential.
An open question is whether the solution u2 in Theorem 7.2 has precisely
two nodal domains even though it is not isolated. Similarly, the solutions
uk in Theorem 7.3 should have at most k nodal domains even if they are
not isolated. In order to prove this, one must control to a certain extent the
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critical groups for a nonisolated critical point. That the solutions of (D) are
isolated should be true for generic domains and generic nonlinearities. In
any case, it would be nice if one could drop this hypothesis in 7.2 and 7.3.
It is clear that we can deal with asymptotically linear nonlinearities
where f(x, u)=a.(x) u+o(|u|) as |u|Q.. The results from Section 3 and
Theorem 5.4 apply in the case when the Morse index at infinity is larger
than the Morse index at 0. If the Morse index at infinity is smaller than the
Morse index at 0 one can still show the existence of a sign changing solu-
tion. The solution need not be extremal in the sense of this paper, however.
Another related extension deals with the case when f is sublinear at
infinity or when there exists a positive supersolution u¯ and a negative sub-
solution u of (D). Then one can obtain sign changing solutions in [u, u¯]
together with information on their Morse indices. To state one such result
without proof, suppose f is odd and (D) has a positive supersolution u¯. If
the Morse index m of 0 is nontrivial then (D) has a positive solution u1 and
sign changing solutions uk, k=2, ..., m, in [−u1, u1] … [− u¯, u¯]. If all sign
changing solutions are isolated then the Morse index of uk is at most k−1.
If the domain is unbounded then the theory is not applicable because the
cone of positive functions in C1(W) 5H10(W) will have empty interior with
respect to the C1-norm. Here it seems natural to approximate W by
bounded domains and to find sign changing solutions of the corresponding
Dirichlet problem on the bounded domains using our results. Passing to
the limit one must make sure that the solutions on the unbounded domains
still change sign and are extremal, and one must control their Morse indices.
In [9] we deal with nonlinear Schrödinger equations where W=RN.
A difficult problem seems to be the case of the p-Laplacian. The order
preserving structure of the gradient of F is a consequence of the maximum
principle which does not hold in its full strength for the p-Laplacian.
Maybe one can obtain partial results using weaker versions of the
maximum principle.
Another problem lies in dealing with more general symmetry groups.
The proofs in Section 5 use Borel cohomology. As shown in [5], Borel
cohomology gives good critical point theorems only for the toral groups
(Z/p)k, p a prime, and (S1)k. Already Lemma 6.1 causes problems for
other groups.
It would be interesting to extend the results for even (or G-invariant)
functionals to perturbed functionals which loose the symmetry. This can be
applied to the Dirichlet problem (D) if f(x, u)=g(u)+h(x), where g is
odd. See [4] and [37] for even functionals and [16] for more general
symmetric functionals.
Finally, the ideas in this paper can be used to prove the existence of
connecting orbits between the sign-changing stationary solutions for the
parabolic equation associated to (D). Whereas connecting orbits for the
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negative gradient flow are only means to investigate the stationary solu-
tions, those for the heat flow are interesting from an applications point of
view since they help to structure the complicated dynamics of the nonlinear
parabolic problem; this work is in preparation.
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