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Recent numerical advances in the field of strongly correlated electron systems allow the calculation of the
entanglement spectrum and entropies for interacting fermionic systems. An explicit determination of the en-
tanglement (modular) Hamiltonian has proven to be a considerably more difficult problem, and only a few
results are available. We introduce a technique to directly determine the entanglement Hamiltonian of interact-
ing fermionic models by means of auxiliary field quantum Monte Carlo simulations. We implement our method
on the one-dimensional Hubbard chain partitioned into two segments and on the Hubbard two-leg ladder parti-
tioned into two chains. In both cases, we study the evolution of the entanglement Hamiltonian as a function of
the physical temperature.
Introduction.— The advent of quantum information tech-
niques in the field of condensed matter physics has boosted a
variety of new insights in old and new problems. In particu-
lar, recent years have witnessed a rapidly growing number of
investigations of the quantum entanglement in strongly corre-
lated many-body systems [1, 2]. The simplest approach is the
so-called bipartite entanglement, where one divides a system
into two parts, and a reduced density matrix describing one
of the subsystems is obtained by tracing out the degrees of
freedom of the other part. Arguably, the most studied quan-
tities in this context are the entropies of the reduced density
matrix, that is, the von Neumann and especially the Renyi en-
tropies. In the ground state, the entanglement entropies gener-
ically satisfy an area law; i.e., to leading order they are pro-
portional to the area between the two subsystems [3]. Among
the many results, it is well established that in a 1+1 confor-
mal field theory (CFT) corrections to the area law allow one
to extract the central charge of a model [4].
More information is contained in the entanglement Hamil-
tonian, also known as the modular Hamiltonian, which is de-
fined as the negative logarithm of the reduced density ma-
trix. Its spectrum, dubbed as the “entanglement spectrum,”
has been shown to feature the edge physics of topologically
ordered phases such as the fractional quantum Hall state [5]
as well as of symmetry-protected topological states of matter
[2, 6–9]. The entanglement Hamiltonian also plays a cen-
tral role in the first law of entanglement [10]. Beside the
entanglement spectrum and the associated eigenvectors, the
knowledge of the entanglement Hamiltonian opens the possi-
bility of characterizing the reduced density matrix as a thermal
state. Furthermore, the expectation value of the entanglement
Hamiltonian equals the von Neumann entanglement entropy, a
key quantity which is generically not accessible in numerical
simulations of interacting models. Perhaps not surprisingly,
compared to the computation of entanglement entropies, an
explicit determination of the entanglement Hamiltonian has
proven to be a considerably more difficult problem, and only a
few solvable results are available. Aside from limiting cases,
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such as in the absence of interactions between the two sub-
systems, or the high-temperature limit, where the entangle-
ment Hamiltonian can be easily determined, a particularly
important result concerns a relativistic field theory in flat d-
dimensional Minkowski space. For a bipartition of the space
into two semi-infinite subsystems with no corners, transla-
tionally invariant along d − 1 dimensions, the entanglement
Hamiltonian is given by an integral of the energy-momentum
tensor, with a weight proportional to the distance x from the
boundary, leading to the Bisognano-Wichmann (BW) form of
the entanglement Hamiltonian [11, 12]. In the presence of ad-
ditional conformal symmetry, a mapping of the semi-infinite
space to a ball allows one again to express the entanglement
Hamiltonian as an integral of the energy-momentum tensor,
with a space-dependent weight [13]. Reference [14] provides
a recent review of the cases in 1 + 1 CFT where the entan-
glement Hamiltonian is obtained as a weighted integral of the
energy-momentum tensor.
Concerning condensed matter models on a lattice, the en-
tanglement Hamiltonian is exactly known only in a few cases
in one dimension and for a semi-infinite line subsystem: the
noncritical transverse-field Ising model and the XXZ model
in the massive phase [15, 16]. Even in the deceptively sim-
ple case of a free (nonrelativistic) fermionic chain, the ex-
plicit computation of the entanglement Hamiltonian for a seg-
ment proved to be a rather difficult task. Although for a
free fermionic system an exact formula for the entanglement
Hamiltonian is known [17], its explicit calculation for a fi-
nite segment embedded in a chain has eluded an analytical
treatment so far. All lattice models mentioned above share
the property of being described by a CFT in the low-energy
limit; hence, the entanglement Hamiltonian should attain the
BW form, as indeed confirmed by the exact determination for
the Ising and XXZ models. Nevertheless, the entanglement
Hamiltonian of the free fermionic chain model contains in-
triguing corrections to the CFT prediction which, remarkably,
persist even in the limit of a long segment [18]. In this context,
recent studies have provided numerical evidence in support of
a lattice-discretized BW form of the entanglement Hamilto-
nian for various models in both one and two dimensions [19–
23].
In this Letter we introduce a numerically exact quantum
2Monte Carlo (QMC) method which allows one to deter-
mine the entanglement Hamiltonian of interacting model of
fermions. The method is applied to the Hubbard chain and to
the two-leg Hubbard ladder, where we compute the one- and
two-body terms of the entanglement Hamiltonian as a func-
tion of the temperature.
Method.— The method presented here is based on
QMC simulations using the auxiliary field algorithm [24–
26], whose basic formulation is reported in the follow-
ing. The Hamiltonian of the system Hˆ is separated
into a sum of a free part Tˆ (containing, e.g., hopping
terms) and an interaction part Vˆ (e.g., a Hubbard repul-
sion). At finite inverse temperature β, one introduces
a Trotter decomposition of the density matrix operator
exp(−βHˆ); in the models considered here, we found im-
portant to choose a symmetric decomposition exp(−βHˆ) =
[exp(−∆τTˆ /2) exp(−∆τVˆ ) exp(−∆τTˆ /2)]N + O(∆τ2),
with β = N∆τ thereby ensuring the Hermiticity of the imag-
inary time propagation. Then, the interaction term is decou-
pled via a Hubbard-Stratonovich (HS) decomposition, intro-
ducing discrete HS fields {s}. The QMC simulation consists
in a stochastic sampling of the probability distribution P ({s})
associated with the HS fields. The ALF package provides a
framework to program auxiliary field QMC simulations [27].
The introduction of the HS transformation results in a free
fermionic system in the HS fields {s}. For such a system, the
reduced density matrix associated with a subpartitionA of the
Hilbert space can be written exactly in terms of the Green’s
functions of the model, restricted to the subsystem A [28].
One then arrives to the following expression for the reduced
density matrix ρˆA [29]:
ρˆA =
∫
d{s}P ({s}) det [1−GA({s})] e−aˆ
†
i
hij({s})aˆj ,
h({s}) = log
{[
GA({s})T
]−1 − 1} ,
(1)
where aˆ†i and aˆi are the fermionic creation and annihilation
operators, respectively, in the subsystem A and i and j are su-
perindices labeling the possible states in A; here and in the
following, we assume an implicit summation over repeated
indices. The Green’s function matrixGA({s})ij ≡ 〈aˆ†i aˆj〉 re-
stricted toA, and at a given configuration of {s}, is readily ac-
cessible in the auxiliary field algorithm, and it is computed at a
fixed imaginary-time slice. Equation (1) has been exploited to
compute the Renyi entropies [8, 29–31]. Alternatively, Renyi
entropies can be computed by means of the replica trick, in
fermionic [9, 32–34] and bosonic [35] as well as spin systems
[36, 37].
Equation (1) suggests to introduce a new measure
P˜ ({s}) ∝ P ({s}) det [1−GA({s})], such that ρˆA is ob-
tained as an expectation value over the measure P˜ ({s}):
ρˆA ∝ 〈e−aˆ
†
i
hij({s})aˆj 〉P˜ . (2)
As discussed in the Supplemental Material [38], for the mod-
els considered here it can be proven that P ({s}) as well as the
determinant det [1−GA({s})] are positive; hence, P˜ ({s})
can be sampled by QMC simulations without a sign prob-
lem. Furthermore, as proven in Ref. [38], the exponential on
the right-hand side of Eq. (2) admits an expansion in normal-
ordered many-body operators:
e−aˆ
†
i
hij({s})aˆj = 1 + aˆ†i
(
e−h({s}) − 1
)
ij
aˆj
+
1
2
aˆ†i aˆ
†
k
(
e−h({s}) − 1
)
ij
(
e−h({s}) − 1
)
kl
aˆlaˆj + · · · .
(3)
By inserting Eq. (3) in Eq. (2), we obtain an expansion of ρˆA
as a sum of many-body operators, whose coefficients can be
sampled with a QMC simulation. This gives us an unbiased
QMC determination of ρˆA.
In order to compute the entanglement Hamiltonian HˆE ,
we first calculate the matrix elements M of ρˆA. The matrix
N ≡ − log(M) represents, by definition, the matrix elements
of HˆE . The entanglement Hamiltonian is then obtained by
determining the many-body operator whose matrix elements
areN . As for ρˆA, we expand HˆE as a sum of normal-ordered
many-body operators:
HˆE = − log(ρˆA) = const− aˆ†i tijaˆj + aˆ†i aˆ†kUijklaˆlaˆj + · · · .
(4)
Crucially, it is possible to prove that, in order to compute HˆE
up to the two-body term aˆ†i aˆ
†
kUijklaˆlaˆj , it is sufficient to trun-
cate the sampling of ρˆA to the two-body term, as done on the
right-hand side of Eq. (3). Under this condition, the com-
putational cost for sampling ρˆA and determining HˆE is only
polynomial in the size of the subsystem A. As discussed in
Ref. [38], the expansion of Eqs. (3) and (4) can be extended to
any order in a sum of normal-ordered many-body operators,
whose coefficients could be, in principle, sampled as to deter-
mine ρˆA and HˆE beyond the two-body terms. More technical
details on this step of the algorithm, implemented using the
TRIQS [39] and ARMADILLO [40, 41] libraries, are reported
in Ref. [38].
Results.— We have applied the method outlined above to
the Hubbard chain and the Hubbard two-leg ladder at half-
filling. The Hamiltonian for a Hubbard chain of length L is
Hˆ =− t
L∑
i=1,σ
cˆ†i,σcˆi+1,σ + cˆ
†
i+1,σcˆi,σ
+ U
L∑
i=1
(
nˆi,↑ − 1
2
)(
nˆi,↓ − 1
2
)
, σ =↑, ↓,
(5)
where by imposing periodic boundary conditions we identify
the lattice site L + 1 with 1. For this model, we cut a sub-
system A consisting in a segment of length La and compute
the one-body term tij defined in Eq. (4). In Fig. 1, we show
the resulting hopping terms ti,i+1 between nearest-neighbor
lattice sites i and i + 1, as a function of i and for three in-
verse temperatures β = 1, 2, and 3. At a high temperature
β = 1, we find that ti,i+1 attains the value of 1 for all lattice
3sites except those next to the boundary. In fact, if the en-
tanglement between A and B is locally restricted to a region
close to the boundaries, we expect that, away from such a re-
gion, the subsystem A is substantially independent of B, and,
hence, locally, the entanglement Hamiltonian should match
βHˆA, with HˆA the Hamiltonian of the model, restricted to A.
Accordingly,we observe a plateau with ti,i+1 ≃ βt = β in the
central part of the plots in Fig. 1, whose extension shrinks as
the temperature is lowered and the entanglement grows. For
β = 3 only for a single site in the middle we find ti,i+1 ≃ β,
whereas close to the boundaries we observe an approximately
linear dependence of ti,i+1 on i, which grows (respectively,
decreases) when close to the left (respectively, right) bound-
ary. Such a behavior resembles qualitatively the case of a CFT
[14]. For the Hamiltonian parameters considered, the other
hopping terms in HˆE are negligible. For reasons expanded
upon in Ref. [38], it is technically hard, for this specific model,
to reach lower temperatures and especially to investigate tem-
perature scales below which the magnetic correlation length is
substantial. Nevertheless, as a comparison in order to repro-
duce the results of Fig. 1 by exact diagonalization (ED) tech-
niques, one would need a full-spectrum diagonalization of a
Hubbard chain with size L = 32, a task far beyond current
ED capabilities.
In contrast, for the Hubbard model on a two-leg ladder, we
were able to reach low temperatures, approaching the ground
state. The Hamiltonian is defined as
Hˆ = −t
∑
i,σ
O=A,B
cˆ†i,O,σcˆi+1,O,σ + cˆ
†
i+1,O,σcˆi,σ
− t⊥
∑
i,σ
cˆ†i,A,σcˆi,B,σ + cˆ
†
i,B,σcˆi,A,σ
+ U
∑
i,O=A,B
(
nˆi,O,↑ − 1
2
)(
nˆi,O,↓ − 1
2
)
,
(6)
FIG. 1. Nearest-neighbor hopping terms of the entanglement Hamil-
tonian for a segment of La = 8 sites in a Hubbard chain of total
length L = 32, and parameters t = 1 and U = 4, as a function of
the temperature. The dashed line indicates the expected values far
from the boundary; see the main text.
where t and t⊥ indicate the intra- and interleg hopping con-
stants, respectively, and A and B label the two legs. For this
geometry, we trace out one leg and obtain a translationally
invariant entanglement Hamiltonian for a single leg, i.e., de-
fined on a chain geometry. At half filling, the ground state
of the model consists of a single fully gapped phase [42, 43].
The charge gap ∆C and the spin gap ∆S , with ∆C > ∆S ,
are monotonically increasing with t⊥ and U . Gapped systems
exhibit, as a function of the linear size, a fast approach to the
thermodynamic limit [44, 45].
Figure 2 illustrates the temperature dependence of the
nearest-neighbor hopping term ti,i+1 in HˆE for t⊥ = 2 and
2.5 and fixed coupling constants t = 1 and U = 4. At high
temperatures, ti,i+1 grows linearly with β, ti,i+1 ≃ βt, in
agreement with the theoretical expectation HˆE = const +
βHˆA + O(β
2), β → 0, which follows easily by Taylor ex-
panding the density matrix ρ ∼ exp(−βHˆ) to the lowest or-
der in β. Upon decreasing the temperature, one eventually
crosses the charge and spin gaps, leading to a suppression
of the charge fluctuations. The entanglement Hamiltonian re-
flects this physics, showing a nonmonotonic temperature de-
pendence of ti,i+1, which starts to decrease for large enough
values of β. The value of β at which ti,i+1 stops to grow de-
creases upon increasing t⊥, because the gaps increase with t⊥
[42, 43]. Figure 2 confirms this observation. Furthermore, a
semilog plot of the data shown in the inset in Fig. 2 supports
an exponential suppression of the hopping constants ti,i+1 for
β → ∞. We notice that the charge gaps and spin gaps are
∆C ≈ 1.6 and ∆S ≈ 0.6 for t⊥ = 2 and ∆C ≈ 2.1 and
∆S ≈ 1.3 for t⊥ = 2.5 [42], respectively; hence, the data in
Fig. 2 for the largest values of β are well below the gaps and
essentially approach the ground state of the model. Hopping
terms ti,i+x at distances x > 1 are negligible compared to the
nearest-neighbor one ti,i+1.
FIG. 2. The same as Fig. 1, for a Hubbard two-leg ladder of linear
length L = 8, with fixed parameters t = 1 and U = 4, as a function
of the temperature for two values of t⊥. The dashed line indicates
the expected high-temperature limit ti,i+1 ≃ βt. The inset shows a
magnification of the plot for β ≥ 1 in a semilogarithmic scale.
4FIG. 3. The same as Fig. 2 for the on-site Hubbard repulsion U .
For this model, we are able to compute all two-body terms
in HˆE . In Fig. 3, we show the on-site Hubbard repulsion term
U . As for the hopping term, it exhibits the expected linear in-
crease with β for high temperatures. However, upon crossing
the gaps, U saturates to a t⊥-dependent value. The entangle-
ment Hamiltonian contains also interaction terms which are
absent in Eq. (6), such as a nearest-neighbor antiferromagnetic
spin-spin interaction J~S i~S i+1 and a next-nearest-neighbor
ferromagnetic interaction J ′~S i~S i+2, displayed in Figs. 4 and
5. Both J and J ′ vanish at high temperatures, as expected,
and grow only when the temperature is below the gaps of the
model. Additional two-body terms such as particle-particle
interactions Vijnˆinˆi and spin-spin interactions at distances
larger than 2 are effectively negligible compared to those
shown in Figs. 3–5. All in all, the entanglement Hamilto-
nian exhibits a remarkable crossover between a Hubbard-like
Hamiltonian at high temperatures, where HˆE ≃ βHˆA+ const
to a Heisenberg-like Hamiltonian at low temperatures, where
U ≫ t and additional nonfrustrating spin-spin interactions J
and J ′ enforce an antiferromagnetic order. Such a behavior
is analog to what is found in the two-leg Heisenberg model,
where, for antiferromagnetic interchain and intra-chain cou-
plings, the entanglement spectrum matches the one for a
Heisenberg chain [46, 47], as confirmed also by perturbative
calculations showing that for strong rung coupling the entan-
glement Hamiltonian is approximately proportional to the re-
striction of the Hamiltonian to a single leg [48–50]; similar
results have been obtained, e. g., in the case of free fermions
[48], bilayer quantumHall systems [51], and Hofstadter bilay-
ers [52] (see also Ref. [53] and references therein). We notice
that our results outperformED, because a full spectrum diago-
nalization of a Hubbardmodel, needed to reproduce Figs. 2–5,
is currently feasible for lattices withN . 12 sites [54], corre-
sponding to a L = 6 two-leg ladder.
Summary.— In this Letter, we present a general framework
for computing the reduced density matrix and the entangle-
ment Hamiltonian of an interacting fermionic model. The
method is formulated within the auxiliary field QMC method
FIG. 4. The same as Fig. 2 for the nearest-neighbor spin-spin inter-
action J .
and allows one to unbiasly determine the reduced density ma-
trix and the entanglement Hamiltonian as a series of normal-
ordered many-body operators. The method is applied to the
Hubbard chain and two-leg models, where we present the first
numerically exact determination of the one-body and two-
body terms of the entanglement Hamiltonian. The results
clearly show the increase of correlations and entanglement
upon lowering the temperature, and for the two-leg model a
change in the physical behavior of the model upon crossing
the gaps, with the emergence of qualitatively different inter-
actions in the entanglement Hamiltonian. Our results outper-
form current ED techniques; in fact, even if the ground state
or the full spectrum is obtained by ED, the determination of
the entanglement Hamiltonian requires the highly numerically
unstable computation of the logarithm of the reduced density
matrix. Thus, we expect our findings to provide a benchmark
for future studies. The generality of the method described here
paves the way for future investigations of interacting models,
where the knowledge of the entanglement Hamiltonian may
provide new useful insights. In fact, almost all of the entan-
FIG. 5. The same as Fig. 2 for the next-nearest-neighbor spin-spin
interaction J ′.
5glement measures can be, in principle, obtained from the en-
tanglement Hamiltonian. Its determination with the present
method can then allow one to compute key quantities other-
wise inaccessible to numerical simulations, such as the entan-
glement negativity and the von Neumann entanglement en-
tropy, which is simply equal to the expectation value of the
entanglement Hamiltonian. The method lends itself to study
the reduced density matrix for a subsystemA embedded into a
potentially large system B. Thus, one may investigate the ex-
tension and space dependence of entanglement by, e.g., con-
sidering a possibly small, spatially disconnected, subsystem
A.
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7SUPPLEMENTAL MATERIAL
QMC simulations
In this section we discuss some technical details of the
QMC simulations. First we prove that the measure P˜ ({s}) ∝
P ({s}) det (1−GA({s})) used in Eq. (2) is positive, hence
amenable to Monte Carlo (MC) sampling. In the case of a
repulsive Hubbard interaction
Vˆ = U
(
nˆ↑ − 1
2
)(
nˆ↓ − 1
2
)
= −U
2
(nˆ↓ − nˆ↑)2+ U
4
, (7)
up to an irrelevant constant, the HS decomposition can written
as [1]
exp{∆τU (nˆ↓ − nˆ↑)2 /2}
=
1
4
∑
s=±1,±2
γ(s)e
√
∆τU/2η(s)(nˆ↓−nˆ↑) +O(∆τ4) ,
(8)
with γ(±1) = 1 + √6/3, η(±1) = ±
√
2(3−√6), and
γ(±2) = 1 − √6/3, η(±2) = ±
√
2(3 +
√
6). This choice
of the HS transformation does not introduce a sign prob-
lem, hence P ({s}) > 0 [1]. Due to the conservation of the
Sˆz−symmetry on every configuration of the HS fields {s},
the determinant det (1−GA({s})) appearing in Eq. (1) fac-
torizes into
det (1−GA({s}))
= det
(
1−G↑A({s})
)
det
(
1−G↓A({s})
)
,
(9)
where GσA({s}) indicates the Green’s function matrix in the
σ−sector, σ =↑, ↓. Being the HS decomposition of Eq. (8)
real, the involved Green’s function matrices are real. Fur-
thermore, G↓A({s}) can be obtained by applying the antiu-
nitary particle-hole transformation to G↑A({s}). By the usual
Kramers degeneracy theorem, it follows that to each eigen-
value λ of G↑A({s}) corresponds a complex-conjugate eigen-
value λ∗ of G↓A({s}), such that the product on the right-hand
side of Eq. (9) is positive. We notice that the positiveness
of P˜ ({s}) can also be easily proved in the case of an attrac-
tive Hubbard interaction, by using a real HS decomposition
that preserves the full SU(2) symmetry [1]. In this case the
positivity immediately follows from det (1−GA({s})) =
det
(
1−G↑A({s})
)2
. In both cases, a key ingredient for the
absence of a sign problem lies in the fact that the subsystem
A contains both spins degrees of freedom for each lattice site.
We observed two main limitations to the method presented
in this letter. The first one is related to the stability of the
MC sampling of the measure of P˜ ({s}). In the auxiliary field
QMC method, the probability measure P ({s}) is, up to a nor-
malization constant,
P ({s}) ∝ α({s}) det (1−G({s}))−1 ,
α({s}) ≡
∏
i
γ(si),
(10)
whereG({s}) is the full Green’s functionmatrix at a givenHS
configuration {s} and fixed imaginary-time slice. In Eq. (10),
the term α({s}), inessential for the present discussion, is the
product of γ(si) factors introduced in Eq. (8), each depending
on the HS field si introduced to decouple the Hubbard inter-
action at the site i. It follows from Eq. (10) that configura-
tions with large values of the Green’s function are effectively
suppressed in a stochastic sampling of P ({s}). On the other
hand, when considering the modified measure P˜ ({s})
P˜ ({s}) ∝ α({s}) det (1−G({s}))−1 det (1−GA({s})) ,
(11)
the additional factor det (1−GA({s})) can reduce such a
suppression, leading to larger fluctuations in the values of the
Green’s function during a MC sampling of P˜ ({s}). This ef-
fect becomes more pronounced on lowering the temperature,
potentially hindering a reliable sampling. A peculiarity of the
auxiliary field algorithm is the so-called “fast update”: in a
Metropolis sampling scheme, when updating the HS configu-
ration at a given imaginary time slice, the acceptance proba-
bility depends only on the Green’s function at the same time
slice. Moreover, when a move is accepted, a fast update of the
same Green’s function can be implemented via the Sherman-
Morrison formula [1]. Thus, fast updates avoid computation-
ally expensive calculations of the determinant in Eq. (10).
However, in a finite-temperature simulation they give rise to
a numerical error which cumulates over successive applica-
tions of Sherman-Morrison formula. To numerically stabilize
the algorithm, one introduces a systematic recalculation of the
Green’s function matrix, whose value after the recalculation is
compared to the one obtained via the fast updates, as to ensure
numerical correctness. We defer to Ref. [1] for a discussion
on the numerical stabilization of finite-temperature auxiliary
field simulations. The fast update method can also be for-
mulated in the case of the measure P˜ ({s}) of Eq. (11). On
the other hand, the appearance of larger fluctuations severely
deteriorates the numerical stability. To reduce this problem,
during the simulations we have increased the frequency of the
Green’s function recalculation, which we set to be performed
whenever the accepted change in the Green’s function exceeds
some threshold. In the results presented in this letter, the QMC
simulations exhibit a satisfactory numerical stability. It is im-
portant to note that, even with an increased frequency of the
Green’s function recalculation, the computational cost to sam-
ple ρˆA remains polynomial in β and in the volume, as it is in
the standard auxiliary field QMC [1].
The second issue regards the eigenvalues and the positive
definiteness of the sampled reduced density matrix. While
obviously ρˆA is a positive-definite operator, QMC simula-
tions do not preserve at every configuration the positive-
definiteness of ρˆA and hence, a finite QMC sample may result
in a non-positive definite ρˆA. In other words, although the
sampled eigenvalues of ρˆA are positive within error bars, their
statistical fluctuations can be large enough so as to fluctuate
between positive and negative values. If this is the case, the
computation of the logarithm of ρˆA is ill-defined. This prob-
8lem is particularly relevant for the smallest eigenvalue of ρˆA.
It should be noted that presence of small eigenvalues is in fact
a fundamental obstruction in the calculation of the entangle-
ment Hamiltonian of a given model, found also, e.g., in the
case of a free fermionic chain [2]. Although we are not able
to give a physical meaning to the smallest eigenvalue, we ob-
served that this issue is more severe in the computation of the
two-body term, rather than the one-body term. To circumvent
this problem, one needs to collect a sufficiently large number
of MC samples, so as to reduce the statistical fluctuations un-
til the positive-definiteness of the sampled ρˆA is ensured. It
is important to observe that the normalization of the eigenval-
ues of ρˆA is strictly related to the probability measure used
to sample it. It follows from Eq. (3) that the measure P˜ ({s})
fixes the normalization such that in the 0-particles sector the
eigenvalue of ρˆA is 1 or, equivalently, it fixes the const term
in Eq. (4) to 0. Under the usual normalization Tr ρˆA = 1, it
follows from Eq. (1) (where such a normalization holds) that
the 0-particles eigenvalue is given by the expectation value of
det (1−GA({s})) on the canonical QMC measure P ({s}).
For all cases considered here, it turns out that such an eigen-
value is much smaller than 1, so that the measure P˜ ({s}) ef-
fectively normalizes ρˆA magnifying its eigenvalues.
In summary, the QMC sampling used in this work signifi-
cantly ameliorate the fundamental problem of small eigenval-
ues in ρˆA, at the price of increasing numerical instabilities. It
is conceivable that a different probability measure may miti-
gate the aforementioned problems, ideally by providing big-
ger eigenvalues of ρˆA and, at the same time, controlled sta-
tistical fluctuations. While the above issues are general, their
severity is model-dependent, as our results show.
Expansion of the reduced density matrix
In this section we prove Eq. (3). As in the main text, we
assume an implicit summation over repeated indexes, unless
otherwise stated. The exponential appearing on the left-hand
side of Eq. (3) resembles an operator creating a Gaussian state.
However, it is important to notice that the matrix h({s}) is
generically nonhermitian, since hermiticity of the model is
broken by the QMC algorithm at the level of single realiza-
tions of {s}, and recovered only after the average over the
QMC configurations. Still, one can safely assume that h({s})
can be diagonalized, since the set of diagonalizable matrices
is dense. For the sake of simplicity, in the following we ne-
glect the dependence of the various matrices on {s}. Let U
the matrix such that
h = U−1DU, D = diag(λ1, . . . , λN ), (12)
where λi are the eigenvalues of h (not necessarily real). We
define the following operators:
gˆ† ≡ aˆ†U−1
fˆ ≡ Uaˆ
mˆi ≡ gˆ†i fˆ i,
(13)
where aˆ (respectively, aˆ†) is the column (respectively, row)
vector of operators {aˆi} (respectively, {aˆ†i}), and no summa-
tion over the index i is implied in the definition of mˆi. Using
Eq. (13), the term in the exponential of Eq. (3) can be written
as
aˆ†haˆ = aˆ†U−1DUaˆ = gˆ†Dfˆ = λimˆi. (14)
If h is hermitian, one can find U such that U−1 = U † and
fˆ = gˆ , but in general this does not hold and the transformation
is not canonical. Nevertheless, the useful (anti-)commutation
relations are still valid. In particular:{
fˆ i, gˆ
†
j
}
=
{
Uilaˆl, aˆ
†
mU
−1
mj
}
= UilU
−1
lj = δij (15){
gˆ†i , gˆ
†
j
}
=
{
aˆ†lU
−1
li , aˆ
†
mU
−1
mj
}
= 0 (16){
fˆ i, fˆ j
}
= {Uilaˆl, Ujmaˆm} = 0 (17)
Eqs. (16) and (17) imply also that
(gˆ†i )
2 = 0, (fˆ i)
2 = 0. (18)
By repeatedly using the anticommutation relations given in
Eqs. (15)-(17), it is easy to show that
mˆimˆj = mˆjmˆi + δij
(
−gˆ†jfˆ i + gˆ†i fˆ j
)
, (19)
where the right-hand side is not meant to be summed over the
index j. In Eq. (19), the last term vanishes because either
i 6= j so that δij in front vanishes, or i = j and the term in the
parenthesis vanishes. We conclude that
[mˆi, mˆj ] = 0. (20)
We also need to compute mˆ2i . By employing Eq. (15) we have
mˆ2i = gˆ
†
i fˆ igˆ
†
i fˆ i = gˆ
†
i
(
1− gˆ†i fˆ i
)
fˆ i = gˆ
†
i fˆ i − gˆ†i gˆ†i fˆ ifˆ i,
(21)
where no summation over i is intended. The last term on the
right-hand side of Eq. (21) vanishes because of Eq. (18), thus
mˆ2i = mˆi. (22)
The results obtained so far allow to compute the exponen-
tial appearing on the left-hand side of Eq. (3). First, we
observe that, due to Eq. (14) and Eq. (20), exp{−aˆ†haˆ}
can be expressed as a product of mutually commuting terms
exp{−λimˆi} (with no summation over i). Each of such ex-
ponentials can be computed as
e−λimˆi = 1 +
∞∑
k=1
1
k!
(−λi)kmˆki = 1 +
∞∑
k=1
1
k!
(−λi)kmˆi
= 1 + (e−λi − 1)mˆi,
(23)
where no summation over i is implied, and we have used
Eq. (22). Using Eq. (14) and Eq. (23), we have
e−aˆ
†haˆ =
∏
i
[
1 + (e−λi − 1)mˆi
]
. (24)
9In Eq. (24) each term in the product commutes with each other
[see Eq. (20)], therefore by developing the product, we obtain
e−aˆ
†haˆ = 1 +
∑
k
(e−λi − 1)mˆk
+
∑
i<j
(e−λi − 1)mˆi(e−λj − 1)mˆj + . . .
= 1 +
∑
n≥1
∑
k1<...<kn
(e−λk1 − 1)mˆk1 · . . .
· (e−λkn − 1)mˆkn
= 1 +
∑
n≥1
1
n!
∑
k1,...,kn
kp 6=kq
n∏
l=1
(e−λkl − 1)mˆkl
(25)
In Eq. (25) the right-hand side contains a product of mˆi opera-
tors which can be written in terms of gˆ†j and fˆ j using Eq. (13):
n∏
l=1
mˆkl = gˆ
†
k1
fˆ k1 · . . . · gˆ†knfˆ kn (26)
Since in each term of the sum of Eq.(25) the indexes k1 . . . kn
are different with each other, the operators g†ki , fkj on the
right-hand side of Eq. (26) all anticommute with each other
[see Eqs. (15)-(17)]. They can be brought in a normal-order
form by bringing the gˆ†i operators on the left and the fˆ j oper-
ator on the right as gˆ†k1 · . . . · gˆ
†
kn
fˆ kn · . . . · fˆ k1 . For n ≥ 2, we
need 1 exchange for moving gˆ†k2 to the left, 2 for gˆ
†
k2
, etc.., for
a total of 1 + . . . (n − 1) = n(n − 1)/2 single permutations
of gˆ†i operators. The same number of exchanges are needed to
reorder fˆ k1 · . . . · fˆ kn to fˆ kn · . . . · fˆ k1 , such that the parity of
the complete reordering is 1 and we have
gˆ†k1fˆ k1 · . . . · gˆ
†
kn
fˆ kn = +gˆ
†
k1
· . . . · gˆ†knfˆ kn · . . . · fˆ k1 . (27)
By using Eq. (27) the n−term in the sum of Eq. (25) can be
written as∑
k1,...,kn
kp 6=kq
gˆ†k1 · . . . · gˆ
†
kn
fˆ kn · . . . · fˆ k1 ·
(e−λk1 − 1)(e−λk2 − 1) · . . . · (e−λkn − 1).
(28)
We can now relax the constraint kp 6= kp because, if two in-
dexes are equal, due to Eq. (18) the product vanishes. Insert-
ing back Eq. (13), we obtain∑
k1,...,kn
∑
i1,...,in
j1,...,jn
aˆ†i1U
−1
i1,k1
· . . . · aˆ†inU−1in,kn ·
Ukn,jnaˆjn · . . . · Uk1,j1aˆj1 ·
(e−λk1 − 1) · . . . · (e−λkn − 1)
(29)
We can now carry out the sum over k1, . . . , kn. Using
Eq. (12), the sum over kp is∑
kp
U−1ip,kp(e
−λkp − 1)Ukp,jp =
(
e−h − 1)
ip,jp
(30)
Inserting Eq. (30) in Eq. (29), and the result in Eq. (25), we
finally obtain the expansion of e−aˆ
†haˆ to any order
e−aˆ
†haˆ =
1 +
∑
n≥1
1
n!
∑
i1,...,in
j1,...,jn
aˆ†i1 · . . . · aˆ
†
in
·
(
e−h − 1)
i1,j1
· . . . · (e−h − 1)
in,jn
·
aˆjn · . . . · aˆj1 .
(31)
The truncation of the sum to n = 2 reproduces Eq. (3). In
the sum of Eq. (31) only the terms which are antisymmetric in
the creation indexes i1, . . . , in and in the annihilation indexes
j1, . . . , jn contribute to the sum. It is therefore convenient to
accordingly antisymmetrize the product of matrices.
Computation of HˆE
In this section we illustrate how to compute the negative
logarithm of ρˆA, i.e. the entanglement Hamiltonian, in an ex-
pansion of normal-orderedmany-body operators, as in Eq. (4).
As is evident from Eq. (3) and Eq. (31), ρˆA conserves the
particle number. This statement generically holds when the
Hamiltonian conserves the particle number Nˆ and the bi-
partition is such that the operator Nˆ is split into commut-
ing number operators for the subsystem A and B, that is, if
Nˆ = NˆA + NˆB , with [NˆA, NˆB] = 0.
The Hilbert space HA for the subsystem A can be decom-
posed into a direct sum of subspaces with a fixed particle num-
ber n asHA = H(0)A ⊕H(1)A ⊕ . . .H(n)A ⊕ . . .. A orthonormal
base for the n−particles subspace H(n)A can be formed using
the free-particles states |v(n)i 〉 = aˆ†i1 · . . . · aˆ
†
in
|0〉. Choosing
such bases for H(n)A , we first compute the matrix elements of
ρˆA in HA. Due to the particle-number conservation, the ma-
trix is block diagonal. In the block corresponding toH(n)A , the
matrix elements of ρˆA are of the form
〈v(n)j |ρˆA|v(n)i 〉 = 〈0|aˆjn · . . . · aˆj1 ρˆAaˆ†i1 · . . . · aˆ
†
in
|0〉. (32)
Given the matrix representation M of ρˆA, the matrix N ≡
− log(M) is, by definition, the matrix representation of HˆE ,
in the same base of free-particles states. As forM ,N is block-
diagonal and in the subspaces H(n)A its elements N (n)ij are of
the form [compare with Eq. (32)]
N
(n)
ij = 〈v(n)j |HˆE |v(n)i 〉. (33)
Since the base is orthonormal, we can write the operator HˆE
as
HˆE =
∑
n
∑
ij
N
(n)
ij |v(n)i 〉〈v(n)j |
=
∑
n
∑
ij
N
(n)
ij aˆ
†
i1
· . . . · aˆ†in |0〉〈0|aˆjn · . . . · aˆj1
(34)
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where the first sum is over the subspacesH(n)A , and the second
sum is over the base elements of H(n)A . Finally, the vacuum
projector |0〉〈0| can be written as
|0〉〈0| =
∏
k
(1− nˆk) =
∏
k
(
1− aˆ†kaˆk
)
. (35)
By inserting Eq. (35) into Eq. (34) we finally obtain
HˆE =
∑
n
∑
ij
N
(n)
ij aˆ
†
i1
·. . .·aˆ†in
[∏
k
(
1− aˆ†kaˆk
)]
aˆjn ·. . .·aˆj1 .
(36)
It is important to observe that in Eq. (35) and Eq. (36) the
product over the indexes k extends over all the single-particle
labels of HA, whereas for each n the sum over i, j refers to
the n−particles free states ofHA. After a normal-reordering,
Eq. (36) provides an explicit expression for HˆE . An analysis
programwhich computes the entanglement Hamiltonian from
the QMC measurements along these lines has been developed
using the TRIQS library [3] for manipulating the fermionic
operators, and the Armadillo library [4, 5] for the linear alge-
bra.
Several important simplifications are in order. Inspecting
the right-hand side of Eq. (36), we observe that a normal-
reordering of a term with particle-number index n results in a
sum of normal-orderedm-body operatorswithm ≥ n. There-
fore, if we want to determine HˆE in a normal-order expansion,
as in Eq. (4), up to the m−body term it is sufficient to trun-
cate the sum on the right-hand side of Eq. (36) to n ≤ m. It
follows that we only need to compute matrix elements of HˆE ,
and accordingly of ρˆA, in the subspaces H(n)A , with n ≤ m
particles. In an expansion of ρˆA into normal-ordered many-
body terms, a k−body term contains k annihilation operators
on the right. Upon inserting it in Eq. (32), it can give a nonzero
matrix element only in subspaces with n ≥ k particles. Thus,
in the computation of matrix elements in the subspacesH(n)A ,
n ≤ m, only the k−body terms with k ≤ m can give a
nonzero contribution. All in all, a determination of HˆE up to
the m−body terms requires the computation of ρˆA up to the
m−body terms. This justifies the truncation to the two-body
terms done in Eq. (3) and Eq. (4), when calculating HˆE up to
the two-body terms. For a fixed La, the computational cost
grows approximately exponential in m when m ≪ La, and
saturates to a cost exponentially large in La whenm & La.
An additional interesting simplification occurs for the com-
putation of the one-body term tij in Eq. (4) of the entangle-
ment Hamiltonian. Up to an inessential normalization con-
stant, ρˆA is the expectation value of the right-hand side of
Eq. (3) on the measure P˜ [see also Eq. (2)]. Its matrix ele-
ments in the subspacesH(0)A andH(1)A are
M (0) = 〈0|1|0〉 = 1,
M
(1)
ij = 〈0|aˆi
[
1 + aˆ†k
〈(
e−h({s}) − 1
)
kl
〉
P˜
aˆl
]
aˆ†j |0〉
=
〈(
e−h({s})
)
ij
〉
P˜
,
(37)
where, in agreement with the previous notation, 〈. . .〉 indi-
cates the matrix elements of an operator in HA, and 〈. . .〉P˜
the expectation value over the QMC measure P˜ . Inserting
Eq. (37) into Eq. (36) we find, up to the one-body term,
HˆE = const− log
(
M (1)
)
ij
aˆ†i
[∏
k
(
1− aˆ†kaˆk
)]
aˆj , (38)
where the const term arises from the normalization constant
of ρˆA implicit in Eq. (2). Up to the one-body term, in the
right-hand side of Eq. (38) we can substitute the product of
1− nˆk operators with 1, leading to a simple expression for the
one-body coefficients tij appearing in Eq. (4)
tij = log
(
M (1)
)
ij
. (39)
Eq. (39) may also be proven by computing the Mercator series
for the logarithm of the right-hand side of Eq. (3), after taking
the expectation value over P˜ .
The whole approach has been in particular tested against
the U = 0 case, where due to the decoupling of the HS fields,
the QMC sampling has no statistical fluctuations. Nonethe-
less, this constitutes a quite nontrivial consistency check: the
QMC produces an exact reduced density matrix ρˆA up to the
one- and two-body terms, where both of them are nonvanish-
ing. Upon taking the logarithm, we obtain an entanglement
Hamiltonian with vanishing two-body terms, while the one-
body term reproduces the known exact result for free fermions
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