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In two-dimensional topological phases, quasiparticle excitations can carry fractional symmetry
quantum numbers. We generalize this notion of symmetry fractionalization to three-dimensional
topological phases, in particular to loop excitations, and propose a partial classification for
symmetry-enriched Z2 toric code phase. We apply the results to the classification of fermionic
symmetry-protected topological phases in three dimensions.
Recent years have seen great advances in the classifi-
cation and characterization of gapped quantum phases of
matter. At the most fundamental level, gapped quantum
phases are characterized by topological properties of low-
energy excitations, such as the fusion rules and braiding
statistics of quasiparticles in two dimensions. In addition,
if global symmetries are taken into account, a topological
phase can split into several symmetry-enriched topolog-
ical phases (SET)1–5, distinguished by the interlay be-
tween symmetry and the topological degrees of freedom.
In particular, it has been well-known that quasiparti-
cle excitations can carry fractionalized quantum numbers
of the global symmetry group (compared with quantum
numbers carried by local excitations), and notable ex-
amples include Laughlin quasiholes in ν = 13 FQH state
carrying e3 electric charge, and spin-1/2 spinon excita-
tions in a SO(3)-symmetric Z2 spin liquid. More re-
cently, a rather complete understanding of global sym-
metry fractionalization in two-dimensional topological
phases has been achieved4,6–8, based on the notion of lo-
calized symmetry actions on quasiparticles. Intriguingly,
it was found that certain symmetry fractionalization
classes, albeit consistent with the underlying topologi-
cal order, can not be realized in purely two-dimensional
systems. Instead, they must exist on the surface of a
three-dimensional symmetry-protected phase9–13 and in
fact provide a non-perturbative characterization of the
bulk SPT phase9,14–21.
In this work we will explore symmetry-enriched topo-
logical phases in 3D. Compared to 2D, the main dif-
ference is that 3D topological phases support extended
loop-like excitations, the understanding of which remains
rather limited. Furthermore, loops can also form nontriv-
ial knots and links (or even more complicated branched
structures), which further complicate the matter. We
will present some partial results on classifying the sym-
metry transformations of both quasiparticles and loop
excitations, which we generally refer to as symmetry frac-
tionalization, lacking a better name. We focus on the
simplest type of 3D topological phases, a Z2 toric code
phase. In a Z2 toric code there are two kinds of topo-
logically nontrivial excitations: Z2 quasiparticle excita-
tions e and Z2 loop excitations m, which have mutual
pi braiding phase. The Z2 charges can have bosonic or
fermionic statistics, the latter of which is refered to as
a fermionic toric code(FTC). The bosonic/fermionic Z2
toric code can be understood as a Z2 gauge theory cou-
pled to bosonic/fermionic matter.
Another motivation to study symmetry-enriched FTC
is the intimate relation to 3D fermionic symmetry-
protected(fSPT) phases. As previously shown in Ref.
[22], gauging the fermion parity in a fSPT phase re-
sults in a symmetry-enriched Z2 topological order with
fermionic charges, i.e. a Z2 FTC. Although a fairly
complete understanding of electronic topological insu-
lators and superconductors (notice that electrons are
Kramers doublets under the time-reversal symmetry)
has been obtained14,23,24, the seemingly simpler prob-
lem of classifying SPT phases with fermions transform-
ing linearly has not been completely settled. Part of
the reason is that in contrary to electronic topological
insulators/superconductor, there are no nontrivial non-
interacting 3D fSPT phases where fermions transform lin-
early under the symmetry. For example, if the symmetry
is unitary and Abelian, for non-interacting systems one
can always block diagonalize the single-particle Hamil-
tonian according to global symmetry quantum number,
and the classification reduces to that of the class D within
each block. It is known that class D has no nontriv-
ial SPT phases, so we conclude that for non-interacting
fermions there are no nontrivial SPTs with Abelian sym-
metry group. This argument obviously breaks down for
interacting fermions, since the Hamiltonian can no longer
be block diagonalized. A number of proposals for the
classification of interacting fSPT phases have been put
forward25–27, and the results are not completely consis-
tent, in particular for G = ZT2 , namely time-reversal-
invariant superconductors with T 2 = 1.
As an application of our results, we will interpret the
Gu-Wen construction in 3D as symmetry fractionaliza-
tion on flux loops of the Z2 fermion parity symmetry,
and provide a physical argument that there are no non-
trivial Z2 fSPT phases in 3D. We also propose a possible
construction of a nontrivial fSPT phase with T 2 = 1
symmetry.
The work is organized as follows. In Sec. I we re-
view the theory of symmetry fractionalization in two-
dimensional topological phases, and derive the classifica-
tion of symmetry fractionalization in 3D Z2 SET phases
in two complimentary ways. We also present some exam-
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2ples of 3D Z2 SET phases obtained from partially gauging
bosonic SPT phases. In Sec. II we apply our results to
the classification of 3D fermionic SPT phases.
I. SYMMETRY FRACTIONALIZATION IN THE
Z2 TOPOLOGICAL PHASES
First of all, we shall describe how symmetry can frac-
tionalize in a 3D topological phase. In particular, we
will study how loop-like excitations transform under the
symmetry, which is a new feature in 3D.
A. Symmetry fractionalization in two-dimensional
topological phases
For pedagogical purpose, we first review symmetry
fractionalization in two-dimensional SET phases, follow-
ing the presentation in Ref. [4]. Let G be an on-site
unitary symmetry group. The argument below applies
to any SET phases where symmetries do not permute
anyon types. Let us prepare a state |Ψ{aj}〉 with n well-
separated quasiparticles, where the anyon type of the jth
quasiparticle is aj . (We use the convention where the
“vacuum” topological charge is denoted I and the “topo-
logical charge conjugate” of a is denoted a¯, which is the
unique anyon type that can fuse with a into vacuum.)
We assume the overall topological charge is trivial I, so
that the state can be created from the ground state by
applying local operators. We consider the global symme-
try transformation Rg acting on |Ψ{aj}〉. Without loss of
generality, we shall assume that the system transforms as
a linear representation of G. Although anyons are non-
local excitations, the local properties (i.e. local density
matrix) of regions away from the positions of the anyons
remain the same as those of the ground state. Therefore
the global symmetry transformation Rg should have the
following decomposition (when the symmetries do not
permute anyon types):
Rg|Ψ{aj}〉 =
n∏
j=1
U (j)g |Ψ{aj}〉. (1)
Here, U
(j)
g is a local unitary operator whose nontrivial
action is localized in the neighborhood of the jth quasi-
particle. U
(j)
g only needs to projectively represent group
multiplication:
U (j)g U
(j)
h |Ψ{aj}〉 = ηaj (g,h)U (j)gh |Ψ{aj}〉, (2)
where the projective phase ηaj (g,h) ∈ U(1) only depends
on the topological properties localized in the neighbor-
hood of the jth quasiparticle, which is just the anyon
type aj . Since Rg is a linear representation, the pro-
jective phases must satisfy the condition
∏
j ηaj (g,h) =
1. This condition is equivalent to the condition that
ηa(g,h)ηb(g,h) = ηc(g,h) whenever the topological
charge c is a permissible fusion channel of the topological
charges a and b. It follows that ηa(g,h) must take the
form4
ηa(g,h) = Ma,w(g,h), (3)
where w(g,h) is an Abelian anyon, and Ma,w(g,h) is the
mutual braiding statistics between anyons a and w(g,h).
Associativity of the localized operators gives the con-
dition
ηa(g,h)ηa(gh,k) = ηa(g,hk)ηa(h,k), (4)
for all a, which translates into
w(g,h)× w(gh,k) = w(g,hk)× w(h,k). (5)
This is precisely the 2-cocycle condition. Therefore
w(g,h) are 2-cocycles valued in the group of Abelian
anyons A with group multiplication given by the fusion
rules. One can further show that there are ambiguities
of w(g,h) from redefinitions of the localized symmetry
transformations, exactly translated into 2-coboundaries
valued in A4. Therefore, symmetry fractionalization is
classified by the cohomology group H2[G,A]. Given a
2-cocycle w, the local projective phases ηa(g,h) are com-
pletely determined through Eq. (3) for all anyon types.
B. Symmetry fractionalization of Z2 charges
We now turn to the study of symmetry fractionaliza-
tion in 3D Z2 SET phases. For Z2 charge excitations,
the previous argument in 2D can be generalized straight-
forwardly. The global symmetry transformation can be
decomposed to local unitaries on the Z2 charges, which
satisfy the group multiplication law projectively. Due to
the Z2 fusion rules, the projective phases η(g,h) only
take values ±1, which should now be associated with the
braiding of the charge with Z2 flux loops. The classifica-
tion is given by H2[G,Z2]. We will denote the fraction-
alization class by [we] ∈ H2[G,Z2].
C. Symmetry action on Z2 flux loops
Next we consider the symmetry action on loop exci-
tations. Now the situation becomes much more compli-
cated, since loops can link with each other, and it seems
impossible to exhaust all possible links. For simplicity,
we assume that the fractionalization class [we] of the Z2
charge is trivial.
1. Dimensional reduction
It is useful to visualize a flux loop excitation to actu-
ally bound an invisible membrane. In fact, one way to
understand the ground state wavefunction of a Z2 toric
3M
S1
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FIG. 1: (a) Linked flux loops. (b) Dimensional reduction of
the system on M × S1. The plane represents the flux mem-
brane along a 2D surface M , and flux loops along S1 intersect
the membrane, which can be thought as m anyons in a 2D
toric code on M .
code in 3D is to view it as a superposition of fluctuat-
ing membrane configurations, as a generalization of the
“string-net” condensation picture in 2D28. Alternatively,
one can create a flux loop excitation by applying a mem-
brane operator to the ground state.
Heuristically, one may imagine that the membrane
can be thought as a 2D topological phase with interest-
ing symmetry transformations. To make it precise, we
perform a dimensional reduction in the following way:
consider the Z2 topological order on a spatial manifold
M × S1, where M is a closed surface. We choose the
ground state to have a Z2 flux threading the “hole” of S1,
i.e. when a Z2 charge goes around S1 it sees a −1 Berry
phase. Equivalently, one can also imagine that a Z2 flux
membrane (created by applying the membrane operator
along M , for example) intersects S1. For an illustration
we refer to Fig. 1(b). If the radius of S1 is much shorter
than the size of M , we can view the whole system as a
2D Z2 toric code: namely, flux loops wrapping around S1
become the m˜ anyons (we use˜to distinguish the labels in
the 2D SET obtained from dimensional reduction from
their 3D counterparts), and the Z2 charges in the bulk
naturally descend to the e˜ anyons. Essentially, using this
dimensional reduction procedure we can study, in a very
precise sense, the 2D topological phase “attached” to a
Z2 flux membrane, and the corresponding flux loop be-
come the edge of the 2D topological phase (See Fig. 1(a)
). This observation was used in Ref. [29] to compute
loop braiding statistics (see also Ref. [30]).
Symmetry fractionalization in the dimensionally re-
duced 2D toric code is classified by H2[G,Z2 × Z2] =
H2[G,Z2] × H2[G,Z2]. Translating back to 3D, we see
that the fractionalization of e˜ is obviously the same as
[we]. The fractionalization of m˜, denoted by [wm] ∈
H2[G,Z2], has a more nontrivial 3D interpretation. Be-
cause the m˜ anyon in this dimensionally reduced set-
ting is in fact the intersection of a flux loop with the
membrane bounded by the other flux loop, we will re-
fer to [wm] as the symmetry fractionalization of loop-
membrane intersections for linked loops. Because of
our simplifying assumption that [we] = [1], we have
wm(g,h) ∈ {I, e}.
With this point of view, it is quite natural that the
flux loops themselves can carry edge states of a 2D SPT
phase, classified by H3[G,U(1)]31,32. To be compatible
with the Z2 nature of the flux loop, only the order-2
elements of the cohomology group H3[G,U(1)] are al-
lowed. Intuitively, one can imagine the 2D SPT phase is
attached to the membrane bounded by the flux loop33.
However, we will see below that this is not the complete
story.
In summary, the dimensional reduction procedure al-
lows one to classify the symmetry fractionalization on
flux loops via the theory of 2D symmetry-enriched topo-
logical phases.
2. Fractionalization on flux loops
Let us now examine directly the symmetry action on
a flux loop, without appealing to the dimensional reduc-
tion argument. To completely define a single loop exci-
tation, we also need to specify whether there are any Z2
charges attached to the loop. We will assume that the
loop is “neutral”, in the sense that overall there are no
Z2 charges attached. This can be operationally defined
as that the loop can be continuously shrinked to a local
point-like excitation.
Following again the idea of symmetry localization, one
can decompose the symmetry transformation on a global
state with several flux loops present, to unitaries sup-
ported on the neighborhood of the flux loops. We shall
denote these loop-like operators by Ug (labels for differ-
ent flux loops are kept implicit for now). To character-
ize Ug, one may first want to check whether they form
linear representations or not when acting on the state.
For a neutral loop that can be continuously deformed to
a local excitation, one may naively assume that corre-
sponding Ug must form a linear representation of G, i.e.
UgUh = Ugh. When interpreted at the level of action on
the state, the assumption is actually correct if loops do
not link. However, as we will argue below, to account for
more general situations, one should actually write
UgUh =W(g,h)Ugh. (6)
Here W is a closed “string” operator that acts trivially
on the ground state. In this case,W is an e charge trans-
ported along a closed path, or equivalently creates a pair
of e charges and separates them along the given path. In
fact, it is not hard to see that the form ofW is completely
fixed by the [wm] class: W(g,h) = Wwm(g,h). To illus-
trate, we present a concrete example of a similar result
for the edge of 2D SET phase in Appendix A.
To further diagnose the symmetry action, we follow
an elegant reduction procedure introduced in Ref. [34],
which classifies SPT phases according to the anomalous
symmetry actions on the boundary. First we review the
argument in the context of 2D SPT phases. We will use
4the same notation Ug to denote the symmetry transfor-
mation on the edge of a 2D SPT. In this case, U should
form a linear representation of G, i.e. UgUh = Ugh. We
now restrict Ug to an open interval I with end points a
and b. The restriction is denoted by U Ig . U
I
g does not
have to form a linear representation, due to the ambi-
guities at the end points. In other words, they can be
“projective”:
U IgU
I
h = Ω(g,h)U
I
gh. (7)
But Ω(g,h) is generally not merely a phase, instead a
unitary operator localized on the two end points. The
associativity of U Ig implies
Ω(g,h)Ω(gh,k) =U
I
g Ω(h,k)Ω(g,hk), (8)
where UΩ is a shorthand notation for UΩU−1.
To complete the reduction, we decompose Ω into local
unitaries at the end points, which can always be done
on the edge of a 2D SPT. We consider the local unitary
at the end point a denoted by Ωa. It now satisfies the
associativity relation only up to a phase:
Ωa(g,h)Ωa(gh,k) = ν(g,h,k)
UIgΩa(h,k)Ωa(g,hk).
(9)
It is straightforward to show that ν(g,h,k) is a 3-cocycle
(for a proof, see Ref. [34] and Appendix B).
Therefore we have defined a procedure to extract
a 3-cocycle, ν(g,h,k) from the restriction of symme-
try actions on the edges. There are two places where
ambiguities may arise: a) the choice of the restric-
tion U → U I (i.e. modifying the restriction by a lo-
cal unitary near the two end points). One can eas-
ily show that this choice does not change ν at all. b)
When we restrict Ω to Ωa there is a phase ambiguity
Ωa(g,h) → β(g,h)Ωa(g,h), which precisely translates
into a 3-coboundary for ν(g,h,k). Therefore, the sym-
metry action on the edge is classified by H3[G,U(1)].
We now generalize this argument to flux loops in 3D.
The main obstacle in applying this reduction procedure is
that the operator Ω is not localized near the end points,
due to the presence of W. We can still restrict Ug to an
interval and define Ω, however at best we can hope to
represent Ω(g,h) as
Ω(g,h) ∼ Ωa(g,h)Ωb(g,h)WIw(g,h), (10)
where Ωa,b are local unitaries. It is not clear how to
do this decomposition canonically. Formally, one can at-
tempt to “localize” both sides of Eq. (8) to the end points
and then calculate ν, however this is still problematic. To
illustrate, we consider redefining Ug = U˜gWz(g), and
Ω˜(g,h) =W−1z(gh)Wz(g) U
I
gWz(h)Ω(g,h). (11)
This redefinition corresponds to modifying w by a
coboundary z. We will calculate how the redefinition in
Eq. (11) affects the 3-cocycle ν. We can naively plug Eq.
(11) into the associativity relation, and find U
I
ghWz(k) on
the left-hand side, and U
I
gU
I
hWz(k) on the right-hand side.
Recall that Wz(k) is the open string operator that create
a z(k), z(k) pair, so one can formally decompose U
I
ghWz(k)
into local unitaries at the end points a and b where z(k)
and z(k) sit. Comparing the two sides, we see that the
result is exactly a phase ηz(k)(g,h). Thus ν(g,h,k) is
modified:
ν(g,h,k)→ ν(g,h,k)ηz(k)(g,h), (12)
under the redefinition in Eq. (11)62. Therefore, whenever
[wm] is nontrivial, it is possible that one can choose z(k)
to cancel ν(g,h,k). Suggested by this heuristic argu-
ment, in order to eliminate this ambiguity, we only apply
the reduction procedure when the [wm] class is trivial.
From now on we focus on the [w] ≡ [1] case, and work
in a canonical gauge where w ≡ I to get rid of the string
operators in Ωg all together. The operator Ω˜(g,h) now
can be restricted to the end points to give a local uni-
tary, which then satisfies associativity relation up to a
3-cocycle, as done in Eq. (9).
So far the argument is parallel to the classification of
anomalous symmetry actions on the edge of a 2D SPT
phase. Similar to what happens for the charges, we now
take into account the fusion rules of flux loops. Namely,
two flux loops should fuse to the vacuum. If we have two
flux loops sitting on top of each other, by applying local
unitaries one can completely annihilate these two flux
loops, and bring the system back to the ground state.
This fact can be used to show that ν(g,h,k) = ±1: On
one hand, treating the two flux loops, labeled 1 and 2, as
one loop excitation, we have Ug = U
(1)
g U
(2)
g , and similarly
for U Ig . Therefore the 3-cocycle one would extract for the
combined loop excitation must be [ν(g,h,k)]2. On the
other hand, if we fuse the two flux loops (by applying lo-
cal unitaries), the system returns to the ground state, and
thus Ug is trivially the restriction of the global symmetry
operator, which is just a product of local on-site symme-
try transformations. This implies that Ω(g,h) ≡ 1. The
local unitaries applied to fuse the two loops can at most
change U Ig by some local unitaries, and it has been shown
that this does not affect the 3-cocycle34. It is then imme-
diately follows that the topological classification of Ug is
given by H3[G,Z2]. We will denote the cohomology class
by [ν], and will generally refer to [ν] as the fractionaliza-
tion class of flux loops.
We have so far assumed G is a unitary symmetry
group. The argument can also be generalized to anti-
unitary symmetries, and the details can be found in Ap-
pendix B.
Notice that with the assumption of trivial w, we have
restricted ourselves to the phases where the gauge charges
transform linearly under the symmetry. We believe all
such phases can be obtained by gauging the Z2 global
symmetry in a Z2 ×G SPT phase.
5D. Examples
We now study several examples of 3D symmetry-
enriched Z2 topological phase, from partially gauging the
Z2 symmetry in a Z2×G SPT phase. A similar construc-
tion of SET phases in two dimensions was considered in
Ref. [1]. When the Z2 subgroup is gauged, the result is
a G-enriched Z2 toric code. It is easy to see that the Z2
charges transform linearly under G, since the symmetry
group is a direct product of Z2 and G. We are particu-
larly interested in the SPT phases that are protected only
when both Z2 and G are present. For those SPT phases,
we can argue that the Z2 flux loops must transform non-
trivially under G, i.e. it is impossible to condense the flux
loops without breaking G. Otherwise, if we condense the
flux loops while preserving the G symmetry, all excita-
tions that are charged under Z2 are confined. What then
remains is essentially just a SPT phase with G symme-
try, contradicting with the assumption that both Z2 and
G are needed for the phase to be nontrivial.
Before we go to the examples, it is instructive to first
calculate H4[Z2 ×G,U(1)] explicitly using Ku¨nneth for-
mula. For a unitary G we obtain
H4[Z2 ×G,U(1)] = H3[G,Z2]×H1[G,Z2]. (13)
1. G = ZN
First we consider G = ZN , and we will denote the gen-
erator of ZN by g. We have H3[G,U(1)] = ZN while
H3[G,Z2] = Z(2,N). Focusing on even N , we can easily
see that there is an “order two” 2D SPT phase protected
by ZN . Physically, the nontrivial H3[G,Z2] fractional-
ization class means that there are gapless modes on flux
loops which have the same symmetry transformation as
that of the edge of a 2D ZN SPT phase. One can con-
struct a wavefunction in the following way: first recall
that the ground state wavefunction of a 3D Z2 order can
be intuitively understood as a superposition of fluctu-
ating Z2 membranes. Now we decorate the membranes
with a 2D ZN SPT state. In this example, the symmetry
fractionalization on flux loops can be detected by intro-
ducing ZN fluxes as extrinsic defects, and examine the
three-loop braiding statistics Θgg,m
29,35,36 (for the defi-
nition of Θ we refer to Ref. [35]). The nontrivial class
corresponds to Θgg,m = pi.
A different SET phase is characterized by a fractional
ZN charge for the loop-membrane intersection. The cor-
responding second cohomology is H2[ZN ,Z2] = Z(2,N).
Again one can detect this fractionalization class the
three-loop braiding phase Θgm,m.
Naively one may posit the existence of a third nontriv-
ial SET where both characteristics are present, by gaug-
ing a Z2×ZN SPT phase that is the “sum” of the previous
two. Quite counter-intuitively this is not the case, for the
following reason: as we have emphasized, when a nontriv-
ial fractionalization class for loop-membrane intersection
[wm] is present, the argument for theH3[G,Z2] classifica-
tion does not apply anymore. In this case with a unitary
Abelian G, one may still attempt to define the symme-
try fractionalization for a single flux loop by the cor-
responding three-loop braiding phase Θgg,m. However,
this proposal still fails, since g is an extrinsic symmetry
defect loop and one is allowed to attach any (intrinsic)
excitation to g63. We then define g′ = g × m, and it
is straightforward to see that Θg′g′,m = pi,Θg′m,m = pi.
Therefore we conclude that two Z2 SET phases with (1)
Θgg,m = 0,Θgm,m = pi and (2) Θgg,m = pi,Θgm,m = pi
are topologically equivalent. This “collapse” is also con-
sistent with Eq. (12), since for G = Z2 the nontrivial
[ν] class is fully determined by ν(g,g,g) = −1, which
can be cancelled if we choose z(g) = m in Eq. (12). We
notice that a completely parallel result has been known
for ZN symmetry-enriched Z2 toric code phase in two
dimensions4,37,38.
In summary, we have found that when [we] = [1], there
are three Z2 SET phases characterized by fractionaliza-
tion on flux loops.
2. G = Z2 × Z2
Now we move on to a slightly more complicated case of
G = ZX2 ×ZY2 . The two types of symmetry fractionaliza-
tion are classified byH3[G,Z2] = Z42 andH2[G,Z2] = Z32,
respectively. Notice that H3[G,U(1)] = Z32.
We first consider the [wm] fractionalization class as-
sociated with loop-membrane intersections. Physically
we can characterize them by the three-loop braiding pro-
cesses Θgm,m and Θmgh,m where g,h ∈ G. The former
detect fractional charges on the intersection, while the
latter detect projective representations of G. Since we
only consider those Z2 SETs that can be obtained from
gauging Z2 ×G SPT phases35, the Θmgh,m must vanish.
In other words, the loop-membrane intersection can not
carry a projective representation of G = Z2 × Z2. This
is likely to hold more generally39.
Let us turn to the H3 fractionalization. To character-
ize those fractionalization classes we consider the three-
loop braiding statistics of G defect loops. In partic-
ular, we need to look at braiding of G symmetry de-
fects linked to a base m loop, and there are three in-
variants: ΘXX,m,ΘY Y,m,ΘXY,m corresponding exactly
to the three generators of H3[G,U(1)] = Z32. We see that
interestingly we miss one extra generator in H3[G,Z2] =
Z42.
So far we have been able to match the
symmetry fractionalization on flux loops with
the following three-loop braiding phases:
ΘXm,m,ΘYm,m,ΘXX,m,ΘY Y,m,ΘXY,m. Compared
to the complete list of three-loop braiding invariants
involving m, the missing one is ΘmX,Y (ΘmY,X is related
to ΘmX,Y and ΘXY,m by ΘXm,Y +ΘYm,X+ΘXY,m = 0),
which does not have a “2D” interpretation from di-
mensional reduction to the m membrane. This
6strongly suggests that the generator of H3[G,Z2]
which is a trivial U(1) cocycle should be matched
with ΘXm,Y = ΘYm,X = pi (while all other three-loop
braiding phases are zero).
3. G = ZT2
For G = ZT2 , the classification becomes H3[G,Z2] =
Z2, but notice H3[G,U(1)] = Z1, namely there are no
2D ZT2 SPT phases. Therefore this is a case that is in-
trinsically “3D”. We now argue that both two generators
can be realized by partially gauging a Z2 ×ZT2 SPT. For
later convenience, we denote Z2 × ZT2 = {1,g, T ,gT }.
Applying the Ku¨nneth formula31:
H4[Z2 × ZT2 ,UT (1)] = Z32. (14)
Among the three generators, one of them is obviously the
3D bosonic SPT protected just by ZT2 , which is not in-
teresting for our purpose. The other two generators need
both Z2 and ZT2 symmetries to be nontrivial. One of Z2
factors corresponds to nontrivial [wm] fractionalization
class in H2[ZT2 ,Z2] = Z2 after gauging the Z2 symmetry.
Physically, the nontrivial [wm] means the loop-membrane
intersection carries a Kramers doublet. We notice that
[wm] can be extracted from applying slant products with
respect to Z2 twice to the 4-cocycle.
The other Z2 factor (with [wm] = [1]) in the classifi-
cation is more subtle, since the nontrivial action can not
be detected via dimensional reduction. The wavefunc-
tion of such a state can be constructed in a similar way
as the G = Z2 case: we introduce to the system two
sets of Ising spins, say A and B, and time-reversal sym-
metry flips B spins (in addition to the global complex
conjugation). Thus for each given configuration, B spins
form time-reversal domain walls. Let N(σA, σB) denotes
the number of intersections between the membranes of
A spins and the time-reversal domain walls in σB . The
wavefunction is then
|ψ〉 =
∑
{σA,σB}
(−1)N(σA,σB)|σA, σB〉. (15)
We conjecture that this state exhibits symmetry fraction-
alization on flux loops, given by the nontrivial cohomol-
ogy class in H3[ZT2 ,Z2]. We notice that the correspond-
ing SPT phase before gauging can also be understood as
decorating 2D Z2 SPT state to the ZT2 domain walls.
II. FERMION SPT PHASES AND Z2 FTC
We now turn to the other class of Z2 topological or-
der, where the Z2 charge is fermionic. The analysis of
the symmetry action on Z2 flux loops still applies. We
will focus on the cases where the fermionic Z2 charges
transform linearly under the symmetry group G. They
can be obtained from gauging the fermion parity symme-
try in fSPT phases, and hence classifying the SET orders
provides a (partial) classification of fSPT phases.
For interacting fermionic SPT phases, Gu and Wen
developed a group super-cohomology construction25. It
is instructive to review briefly the Gu-Wen classifica-
tion. Gu and Wen in a true tour de force, constructed
a topologically-invariant partition function for fermions
in any d spatial dimensions. The data that enters the
construction is a d-cocycle from Hd[G,Z2]. Crucially, in
order to define the partition function, one needs to check
that certain obstruction class, living in Hd+2[G,U(1)]
vanishes. The obstruction class can be computed from
the d-cocycle using a cohomology operation known as
the Steenrod square. In d = 2, the obstruction has been
re-derived from the classification of SET phases obtained
from gauging the fermion parity22, and the cohomology
class from H2[G,Z2] is interpreted as the symmetry frac-
tionalization class of the Z2 fermion parity flux.
Besides the Gu-Wen classification, another general
classification scheme has been proposed in Ref. [26]
based on bordism theory. The results of the two clas-
sifications agree for spatial dimensions < 3. In three
dimensions, both classification schemes obtain no non-
trivial fSPT phases for G = Z2 (and easily generalized to
G = ZN ). However, for G = ZT2 , Gu and Wen obtained
a Z2 classification while the bordism approach still gives
no nontrivial phases.
Based on our results, we conjecture that in three di-
mensions, the cohomology class from H3[G,Z2] in the
Gu-Wen construction can be understood as the H3 frac-
tionalization classes of the Z2 fermion parity flux loops.
In addition, there are also H2 fractionalization classes for
loop-membrane intersections, which are not considered in
the Gu-Wen construction.
III. TRIVIALITY OF Z2 FERMION SPT
In this section we give a physical argument that non-
trivial 3D fSPT phases do not exist for G = Z2. If such
a fSPT exist, by gauging the fermion parity one can ob-
tain Z2 FTC. The nontrivialness of the fSPT has to be
reflected in the symmetry action on the flux loops, oth-
erwise if the flux loops are completely trivial we can then
proliferate the flux loops and confine all the fermionic
Z2 charges without breaking the symmetry. The result
would be a purely bosonic SPT phase.
Based on our conjecture, if such nontrivial Z2 fSPT
phases exist, they must be characterized by [ν] ∈
H3[Z2,Z2] and [wm] ∈ H2[Z2,Z2] in the gauged Z2 FTC.
Notice that for G = Z2, both [ν] and [wm] can be under-
stood from the dimensional reduction procedure.
First we rule out the possibility of a nontrivial [ν] class.
We will show that one can construct such a Z2 FTC at
the boundary of a 4D Z2 SPT phase, and thus this SET is
anomalous. We follow the field-theoretical construction
in Ref. [40], and describe the bulk 4D Z2 SPT phase
7by a O(6) nonlinear σ model(NLSM) with a topological
Θ-term9,41:
S =
∫
d4xdτ
1
g
(∂µn)
2
+
iΘ
Ω5
εabcdefn
a∂xn
b∂yn
c∂zn
d∂wn
e∂τn
f . (16)
Here |n| = 1 is a six-component unit vector and Ω5 is the
volume of the five dimensional unit sphere.
It is well-known that the topological term is quantized
to ΘZ on a closed manifold, and therefore does not con-
tribute to the partition function for Θ = 2pi. The bulk
spectrum is thus completely determined by the gradi-
ent term. When g is sufficiently large, the system has a
gapped and non-degenerate bulk. In order to describe a
nontrivial SPT phase, we assign the following Z2 sym-
metry transformation to n:
Z2 : n→ −n. (17)
In fact, it is useful to first enhance the symmetry to
SO(3)1 × SO(3)2, which rotate N = (n1, n2, n3) and
M = (n4, n5, n6) respectively.
If the bulk SPT terminates at a boundary, one can di-
mensionally reduce the Θ-term to the boundary and ob-
tain a level-1 Wess-Zumino-Witten term for the O(6) vec-
tor n40. The dynamics of the boundary states depends
on the interactions on the boundary, and following the
suggestions of Ref. [40] we first assume the boundary is
in a gapless photon phase. The hedgehog monopoles of N
(−M) serve as the magnetic monopoles (electric charges )
in the U(1) photon phase, and the WZW term is responsi-
ble for the statistical interaction between them. For clar-
ity, we denote a general dyonic object by (q,m) where q
is its electric charge and m the magnetic charge. We no-
tice that the (1, 0) charges carry spin-1/2 under SO(3)1,
and (0, 1) monopoles carry spin-1/2 under SO(3)2.
To drive the boundary into a gapped phase, we can
condense (1, 0) or (0, 1). However, since they carry pro-
jective representation of the symmetry group, directly
condensing them would break the symmetry. One can
then condense (2, 0) or (0, 2). However, to make connec-
tion with the fSPT phase we choose to condense the dou-
ble dyons (2, 2). Notice that a dyon (1, 1) is a fermion42,
which remains deconfined after the condensation. So af-
ter the double dyons are condensed, we are left with a Z2
gauge theory with fermionic Z2 charges.
We now analyze the properties of the flux loop excita-
tions. For this purpose, it is helpful to first go back to the
photon phase, and consider adiabatically threading a 2pi
flux of a U(1)1 = SO(2)1 subgroup of SO(3)1. Without
loss of generality, we let the U(1)1 rotates (n1, n2). The
result of this process is a pi gauge flux loop. (1, 0) charges
and (1, 1) dyons have −1 braiding phase with the 2pi flux
loop, while m monopoles do not. In the photon phase,
the pi flux loop will simply smear out. However, after the
dyon condensation, gauge flux is quantized due to the
Meissner effect. Therefore, we can identify the 2pi U(1)1
symmetry flux loop with the Z2 flux loop in the gapped
phase, and we postulate that its symmetry properties
do not change by the condensation transition. This is
highly plausible, since the double dyons (and even a sin-
gle dyon) transform trivially under the symmetry group,
and the condensation merely changes the energetics to
impose flux quantization.
A U(1)1 2pi vortex loop can be represented by a vortex
loop of (n1, n2), with pi winding phase. The WZW term
can be reduced to the core of the vortex loop, the result
of which is a (1+1)-dimensional level-1 O(4) WZW term
for (n3, n4, n5, n6), which can be rewritten as a SU(2)1
WZW term43–45:
SWZW = − i
12pi
∫
B
d3y εµνρTr(U−1∂µUU−1∂νUU−1∂ρU),
(18)
where the SU(2) matrix U = n4 + i
∑3
a=1 naσa. Using
the well-known Abelian bosonization formula
U =
(
eiϕ eiθ
e−iθ e−iϕ
)
, (19)
We can then write down the Lagrangian in terms of the
bosonic fields:
L = 1
2pi
∂tϕ∂xθ − v
2pi
[(∂xϕ)
2 + (∂xθ)
2] + · · · (20)
We can now break the symmetry down to the original
Z2, and it is straightforward to see that the Z2 symme-
try action on the bosonic fields reads ϕ → ϕ + pi, θ →
θ + pi, which is exactly the edge theory of a 2D Z2 SPT
phase46,47.
In summary, we have shown that the boundary of a 4D
Z2 SPT phase can be driven into a Z2 topological order
with fermionic Z2 charges, and the Z2 flux loops carry
a nontrivial fractionalization class [ν] in H3[Z2,Z2]64. It
immediately implies that such a Z2 FTC phase can not
exist in 3D systems.
Next we consider the [wm] class. From the perspective
of dimensional reduction, such a symmetry fractionaliza-
tion class corresponds to a 2D Z2 SET where both e and
m anyons carry half Z2 symmetry charge. If such a 3D
SET exists, one can consider two identical copies of them
and condense the bound states of the fermionic charges
from the two copies. For the 2D SET obtained from di-
mensional reduction, the condensation of fermion pairs
seem to produce a Z2 SET phase where both e and m
carry trivial Z2 charges. However, we notice that with
both e and m having half Z2 symmetry charges, a Z2
symmetry flux has a topological twist equal to ±e ipi4 3,4,48.
Now with two identical copies the symmetry flux pene-
trates both copies and the topological twist should be-
come (eipi/4)2 = i. Therefore, the condensed phase ac-
tually has 2D SPT edge states (while the fractionaliza-
tion class of anyons is trivial), and the 3D SET actually
has a nontrivial [ν] class. In fact, what we have shown
is exactly the group structure of 2D Z2 fSPT phases48.
This immediately shows that the nontrivial [wm] is also
anomalous.
8FTC
FTC
FTC
Z2 SET
Z2 SET
Z2 SET
FIG. 2: Illustration of the layer construction.
IV. A CONSTRUCTION OF ZT2 FERMION SPT
PHASE
We now turn to fSPT phases with ZT2 symmetry,
where T 2 = 1. Non-interacting fermions in 3D belong
to the BDI class, which do not admit any nontrivial
SPT phases23,24. However, the Gu-Wen supercohomol-
ogy classification proposed a Z2 classification in such
case, in sharp contrast to the non-interacting classifica-
tion.
We now propose a “layer” construction of ZT2 fermion
SPT phase by first going to 4D, inspired by similar con-
structions of 3D SPT phases10,49. Suppose we form a
stack of 3D phases as fS0,mS1, fS2,mS3, . . . . Here fS
denotes a Z2 FTC where Z2 acts completely trivially, and
mS denotes a Z2 bosonic TC characterized by a nontriv-
ial H3[ZT2 ,Z2] fractionalization class on flux loops, as an-
alyzed in Sec. I D 3. Let us proliferate m2i−1m2im2i+1,
as well as f2ie2i+1f2i+2 (see Fig. 2 for an illustration).
Here f2i referes to the fermionic Z2 charge in the Z2 FTC
layer. One can easily check that there are no nontriv-
ial braiding statistics between the condensed excitations,
and none of them carry any nontrivial symmetry frac-
tionalization classes, i.e. symmetry transformations on
all these objects can be made completely trivial. There-
fore the condensation preserves the symmetry. All the
bulk excitations are confined by the condensate so we
obtain a gapped phase without intrinsic topological or-
der. However, at the boundary, f0 and m0m1 remain
deconfined, with the desired symmetry action: m0m1 in-
herits the nontrivial [ν] fractionalization class from mS1.
This boundary state is exactly what we need.
We should now decouple the surface from the bulk. To
do so we need to check that a) the bulk is short-ranged
entangled, which we have established already and b) The
bulk does not have nontrivial symmetry-protected topo-
logical order. Since H5[ZT2 ,U(1)] is trivial, there are no
ZT2 protected SPT in 4D within the cohomology classi-
fication. We should also take into account bosonic SPT
states that lie beyond the cohomology classification, and
there is actually such a state in 4D50–53, with Z2-classified
global gravitational anomaly on the boundary51,54. In
fact, this state does not need time-reversal symmetry for
protection. The state we construct is clearly not of this
kind, since if we break T the boundary phase is just
a plain Z2 FTC. Therefore, we can safely decouple the
boundary 3D topological phase from the bulk.
We need to do one extra step to realize a fermion
SPT: namely we introduce physical spinless fermions into
the boundary state, and condense the pair of a physical
fermion and a Z2 charge. After the condensation, the
Z2 fluxes are confined and in fact become pi fluxes for
fermions, and we obtain a fSPT phase.
We can see that the construction is in fact more gen-
eral: for any G and aH3[G,Z2] fractionalization class, we
can obtain a boundary Z2 FTC with the desired fraction-
alization. However, it may not be possible to decouple
the boundary from the bulk if the bulk turns out to be a
nontrivial SPT phase, as in the case of G = Z2.
A. Other possibilities
One may wonder what if we modify the construc-
tion and use a bosonic Z2 TC with nontrivial [wm] ∈
H2[ZT2 ,Z2] fractionalization, and obtain a different
fermionic SPT phase. This is apparently problematic,
since the resulting Z2 FTC, after dimension reduction
becomes a 2D eTmT toric code, which is known to
be anomalous9. The resolution is that in this case
the condensation actually breaks the symmetry: con-
sider two loops in the condensate, m2i−1m2im2i+1 and
m2i+1m2i+2m2i+3. Since both of them condense, their
Hopf links must also be in the condensate. However, the
linking of m2i+1 with itself is a Kramers doublet. So the
condensation must break T .
V. DISCUSSIONS
We speculate on some future generalizations.
We have derived the classification based on local-
ized symmetry action, however this is hardly a practi-
cal method to extract the fractionalization class given
ground-state wavefunctions. The part of the classifica-
tion that can be understood through dimensional reduc-
tion is relatively easier to detect, thanks to the recent
progress on entanglement-based numerical methods to
extract topological invariants for SET phases55–58. It
is an important problem to devise physical measurement
to detect the [ν] classes that go beyond the dimensional
reduction procedure.
It would be very interesting to derive a general clas-
sification of fractionalization when the Z2 charges have
nontrivial H2[G,Z2] fractionalization class59. This ques-
tion is particularly relevant for the application to Z2
spin liquid in 3D Mott insulators, where the Z2 charges
carry spin-1/2, i.e. they are spinons, as well as to de-
velop a understanding of electronic topological insula-
tors/superconductors using our formalism, since there
9gauging the fermion parity yields a Z2 SET where the
fermionic Z2 charge is a Kramers doublet. For unitary
G, it means that when G is gauged, we obtain a larger
gauge groupG′ which is a nontrivial extension ofG by Z2,
and one can understand the symmetry fractionalization
of Z2 flux loops through the three-loop braiding statistics
of the G′ gauge theory. In fact, Eq. (12) already indi-
cates a possible direction for generalization: one should
refine the definition of equivalence classes for ν to mod
out the additional redundancies in Eq. (12). We will
leave investigation of the generalizations to future pub-
lications. It has also been pointed out that SET phases
with both nontrivial [we] and [ν] classes can be anoma-
lous60. It would be highly desired to develop a general
theoretical framework to calculate the obstruction for 3D
SET phases.
We have only considered Z2 topological order in this
work. Generalization of our resutls to other Abelian
gauge theories is fairly straightforward. What about
non-Abelian gauge theories? We can take the symmetry
fractionalization of gauge charges as an example. Sup-
pose the gauge group is H. The gauge charges corre-
spond to irreducible linear representations of H. We
now need to determine the structure of projective U(1)
phases for the gauge charges which satisfy the fusion
rules. Physically, they must be given by braiding of
“Abelian” flux loops, which correspond to the center
Z(H) of H. Therefore, the classification of symmetry
fractionalizations on charges is given by H2[G,Z(H)].
For the gauge flux loops, we need to determine the
group structure of Abelian gauge charges, or mathe-
matically one-dimensional representations of H. It is
known that the group of one-dimensional representations
is isomorphic to the abelianization of H, denoted by
Hab = H/[H,H], with [H,H] being the commutator
subgroup of H. Therefore we propose that generally the
symmetry fractionalizations on a single flux loop are clas-
sified by H3[G,Hab]. In more general cases, we should
also allow the possibility of symmetries permuting topo-
logical excitations. So the group cohomologies will be
twisted accordingly (i.e. G has a nontrivial action on the
coefficients).
The symmetries studied in this work are unitary or
anti-unitary on-site symmetries. An important open
question is to extend the classification to space groups.
In two dimensions, it has been proposed that the clas-
sification of space group fractionalization can be incor-
porated into a similar anyon-valued group cohomology
as the on-site symmetries4,6. It remains to see whether
the H3 classification can be generalized in a similar way,
which will be left for future works.
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Appendix A: Symmetry action on the edge of 2D
SET phases
In this section we study the symmetry action on the
edge of 2D Z2 SET phases. We will use Chern-Simons
field theory to describe the bulk topological phase, and
the edge theory is a Luttinger liquid. For our purpose,
it is sufficient to take the K matrix to be K = 2σx, and
the edge theory given by
L = 1
pi
∂tφ∂xθ − v1(∂xθ)2 − v2(∂xφ)2 + · · · (A1)
Here φ and θ are both 2pi-periodic bosonic fields. With-
out loss of generality, we can assume eiφ (eiθ) corresponds
to a e(m) anyon. We consider a SET phase with Z2 sym-
metry, and assume the corresponding symmetry trans-
formation on the edge is given by
UgφU
−1
g = φ,UgθU
−1
g = θ +
npi
2
. (A2)
Here g is the nontrivial element of Z2 symmetry group,
and n ∈ Z.
From the symmetry transformation we can easily find
the following form for Ug:
Ug = exp
(
in
2
∫
dx ∂xφ
)
. (A3)
Therefore, from U2g = Ω(g,g) we find
Ω(g,g) = exp
(
in
∫
dx ∂xφ
)
. (A4)
Physically we can interpret Ω(g,g) as n copies of closed
string operators of e.
Appendix B: Derivation of the 3-cocycle condition
In this section we derive the 3-cocycle condition for
ν(g,h,k). The derivation follows Ref. [34], but we
also include anti-unitary symmetries. We introduce a
Z2 grading q(g) = 0, 1, such that q(g) = 0/1 means g
represents a unitary/anti-unitary operation.
First we localize the global symmetry operations to the
boundaries. Notice that because complex conjugation is
a global operation on the wavefunction, it is unclear how
to localize K. We then define
Rg|ψ〉 =
∏
∂M
UgK
q(g)|ψ〉. (B1)
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Notice that Ug’s are unitary operators. Demanding that
Rg forms a linear representation,
UgK
q(g)UhK
q(g) = Ugh. (B2)
We can then restrict Ug to an interval I of the boundary,
and as before
U IgK
q(g)U IhK
q(g) = Ω(g,h)U Igh. (B3)
To derive associativity relation of Ω, we consider
U IgK
q(g)[U IhK
q(h)U IkK
q(h)]Kq(g) which can be evaluated
in two ways:
U IgK
q(g)[Ω(h,k)U Ihk]K
q(g) =U
I
g
[
Kq(g)Ω(h,k)Kq(g)
]
U IgK
q(g)U IhkK
q(g) =U
I
g
[
Kq(g)Ω(h,k)Kq(g)
]
Ω(g,hk)W Ighk
= Ω(g,h)U IghK
q(gh)U IkK
q(h)Kq(gh) = Ω(g,h)Ω(gh,k)U Ighk.
(B4)
Therefore, we have
Ω(g,h)Ω(gh,k) =U
I
g
[
Kq(g)Ω(h,k)Kq(g)
]
Ω(g,hk). (B5)
The restriction only satisfies the relation up to a phase:
Ωa(g,h)Ωa(gh,k) = ν(g,h,k)
UIg
[
Kq(g)Ωa(h,k)K
q(g)
]
Ωa(g,hk). (B6)
To derive the 4-cocycle condition for ν(g,h,k), consider Ωa(g,h)Ωa(gh,k)Ωa(ghk, l):
Ωa(g,h)Ωa(gh,k)Ωa(ghk, l)
= ν(gh,k, l)Ωa(g,h)
UIgh
[
Kq(gh)Ωa(k, l)K
q(gh)
]
Ωa(gh,kl)
= ν(gh,k, l)Ωa(g,h)U
I
gh
[
Kq(gh)Ωa(k, l)K
q(gh)
]
Ωa(g,h)Ωa(gh,kl)
= ν(gh,k, l)ν(g,h,kl)Ωa(g,h)U
I
gh
[
Kq(gh)Ωa(k, l)K
q(gh)
]UIg[Kq(g)Ωa(h,kl)Kq(g)]Ωa(g,hkl).
(B7)
Proceeding in a different order,
Ωa(g,h)Ωa(gh,k)Ωa(ghk, l)
= ν(g,h,k)U
I
g
[
Kq(g)Ωa(h,k)K
q(g)
]
Ωa(g,hk)Ωa(ghk, l)
= ν(g,h,k)ν(g,hk, l)U
I
g
[
Kq(g)Ωa(h,k)K
q(g)
]UIg[Kq(g)Ωa(hk, l)Kq(g)]Ωa(g,hkl)
= ν(g,h,k)ν(g,hk, l)U
I
g
[
Kq(g)Ωa(h,k)Ωa(hk, l)K
q(g)
]
Ωa(g,hkl)
= ν(g,h,k)ν(g,hk, l)U
I
g
{
Kq(g)ν(h,k, l)U
I
h
[
Kq(h)Ωa(k, l)K
q(h)
]
Ωa(h,kl)K
q(g)
}
Ωa(g,hkl)
= ν(g,h,k)ν(g,hk, l)Kq(g)ν(h,k, l)Kq(g) U
I
g
{
Kq(g) U
I
h
[
Kq(h)Ωa(k, l)K
q(h)
]
Ωa(h,kl)K
q(g)
}
Ωa(g,hkl)
= g[ν(h,k, l)]ν(g,h,k)ν(g,hk, l)U
I
gK
q(g)UIhK
q(g)[
Kq(gh)Ωa(k, l)K
q(gh)
]UIg[Kq(g)Ωa(h,kl)Kq(g)]Ωa(g,hkl)
= g[ν(h,k, l)]ν(g,h,k)ν(g,hk, l)Ω(g,h)U
I
gh
[
Kq(gh)Ωa(k, l)K
q(gh)
]UIg[Kq(g)Ωa(h,kl)Kq(g)]Ωa(g,hkl).
(B8)
Here g[x] = Kq(g)xKq(g).
We need to argue that
Ω(g,h)UIgh
[
Kq(gh)Ωa(k, l)K
q(gh)
]
=Ωa(g,h)U
I
gh
[
Kq(gh)Ωa(k, l)K
q(gh)
]
. (B9)
This follows from the assumption that Ωa are localized
near the end point a, as well as that K maps local oper-
ators to local operators.
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So we have derived the 4-cocycle condition:
g[ν(h,k, l)]ν(g,h,k)ν(g,hk, l) = ν(gh,k, l)ν(g,h,kl).
(B10)
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