Abstract. Sparsity of signals is a crucial fundamental concept in diverse fields such as compressed sensing, image processing, dictionary learning, blind source separation and sampling theory. The objective of this paper is to present sparsity analysis of 1-D speech signal and 2-D image using Gini index, L1-norm and L2-norm, for the best sparsity basis selection. The DWT families, FFT, DCT, LPC and PCA are used as sparsifying basis. The result shows that the dmey wavelet (1-level decomposition) and bior3.7 wavelet (3-level decomposition) show the greatest value of Gini index for speech. Furthermore, the bior5.5 wavelet shows the lowest value of L1-norm and L2-norm. The DCT exhibits largest Gini index compared to FFT, LPC and PCA for speech. For image signals, the bior3.7 (1-level decomposition) and bior3.1 (3-level decomposition) exhibits highest Gini index. Moreover, the bior3.1 and the bior5.5 wavelet show the lowest value of L1-norm and L2-norm. The PCA exhibits the highest Gini index for image.
Introduction
Sparsity is defined as the number of non-zero coefficients in the signal under some transform domain, for a better representation of a signal. The sparsity is a key concept applied in different signal processing areas such as compressed sensing [1, 2, 3] , image processing [4, 5] , dictionary learning [6] , medical imaging [7] , sampling theory [8, 9] , blind source separation [10, 11] , etc. There are different methods used for measuring sparsity of a signal. Some of the popular sparsity measures are: , , , , , log, kurtosis, Hoyer, pq-mean and Gini index [12, 13] . These methods calculate the values which will represent the sparsity of a signal vector .
The -norm is widely studied and applied sparsity measure. The L0-norm is the traditional sparsity metric which counts the number of non-zero elements in the signal vector given by: However, it is practically unsuitable because of two disadvantages. The first drawback is the zero derivative of -norm and thus exhibits zero information. Secondly, it has a very poor performance in the presence of noise. The only way to find the sparsest solution is the exhaustive search method, which is practically NP-hard and thus not used in optimization problems. Hence, L1-norm is most popular sparsity metric. In [12, 13] presented six different attributes of sparsity measures namely: Scaling, Robin Hood, Rising Tide, Bill Gates, Cloning and Babies, and the only measures that are satisfying all of these criteria are pq-means and Gini index. In many signal processing applications, it is commonly desired to recover the discrete signal with only few numbers of measurements. For example, the success of compressed sensing (CS) [14, 15] applications is mainly depends on the sparse or compressible nature of the signal, allowing the efficient acquisition, compression and reconstruction of a signal. The major contributions of the proposed work are: (1) Presented and investigated different signal sparsity measures such as Gini index (GI), L1-norm and L2-norm. (2) Demonstrate the 1-D speech signal sparsity analysis with different sparsifying transforms such as Discrete Wavelet Transform (DWT) family, FFT, DCT, LPC and PCA, using sparsity metrics like Gini index (GI), L1-norm and L2-norm. Here, we have investigated for the best sparsity transform for speech signals. (3) Demonstrate the 2-D image signal sparsity analysis with different sparsifying transforms such as Discrete Wavelet Transform (DWT) family, DCT and PCA, with sparsity metrics like Gini index (GI), L1-norm and L2-norm. Here, also we have investigated for the best sparsity transform for 2-D image signals. The paper is organized as follows: Section 2 introduces the different signal sparsity measurement metrics. Section 3 presents the different sparsifying transform. Section 4 illustrates the experimental results and discussions. Finally, Section 5 presents the conclusions.
Different Signal Sparsity Metrics
There are different metrics used for the measurement of signal sparsity. The following are some important and commonly used sparsity measures.
A. Gini Index (GI)
With a vector , it is ordered from smallest to largest, . Where (1), (2)… (N) are the newest indices after the sorting operation. The Gini index is given by equation (1) as follows:
The Gini index [16, 17, 18, 19, 20, 21] is defined as double the area between the Lorenz curve and the equality diagonal. The Fig. 1 shows the graphical interpretation of the Gini index (Double the yellow area). The Gini index can have a value anywhere from 0 to 1. The perfect equity is indicated by zero Gini index and 1 shows perfect inequity. The larger ratio indicates the more inequitable distribution of the signal sparsity. Hence, a large value of Gini index indicates more signal sparsity. The Gini index shows the best property, where the 45 degrees line (in red) indicates the minimum sparse distribution, i.e. almost all the entries being equal. 
B. L1-norm
The L1-norm is calculated by summing the absolute values of all the coefficients of a signal and is given by:
The smallest value of addition indicates the maximum signal sparsity. The L1-norm is a more convex function compared to other norms, and hence commonly used in solving optimization problems. The Fig. 2 shows the diamond shaped geometrical interpretation of L1-norm. The point at which the red line (solution plane) touches to the diamond is called as exact sparse solution. Hence, it is widely used in the optimization to find out the exact sparse solution.
C. L2-norm
The L2-norm will not provide the exact sparse solution as shown by the geometrical interpretation of L2-norm in Fig. 3 and is calculated as follow:
Scarifying Transform
There are different scarifying transform used for the representation of signal. Some important transforms are discussed as below.
A. Discrete Fourier Transform (DFT)
The DFT is the basic sparsity transform for a signal of length n. But, DFT suffers from a drawback of huge number of additions and multiplication operations, resulting in increased computational cost. The Fast Fourier Transform (FFT) algorithm is used instead of DFT because of the low computational complexity of FFT i.e. O(n log n) instead of O(n 2 ). However, the FFT have drawbacks like applying CS to a complex valued signal is a complex and weariness process. Also, FFT calculates both positive as well as negative side frequencies [22] . For input signal x the DFT is given by: 
B. Discrete Cosine Transform (DCT)
The drawbacks of the FFT can be overcome using the DCT which has excellent energy compaction for highly correlated data. The DCT eliminate the redundancy among the neighboring values, and thus generate transform coefficients which are uncorrelated and encoded independently. Unlike the FFT, the DCT packs most of the signal energy into a few numbers of coefficients. Also, the DCT is a member of a family of real-valued discrete sinusoidal unitary transformation [23] . One of the measures of sparsity is Gini index and DCT shows high Gini index (GI=0.7387). The Fig. 6 shows the DCT of speech signal of length (N=56273). It has very few numbers of non-zero coefficients. The speech signal sparsity can be increased by thresholding the non-significant coefficients. The DCT of signal x is given as: (5) Where, (6)
C. Wavelet Transform
The wavelet transform (WT) [24, 25, 26] gives both the time resolution and frequency resolution of the signal. The wavelet transform is used to overcome the drawbacks of the short-time Fourier transform (STFT), i.e. for the analysis of the non-stationary signals. The STFT shows a constant resolution, while the wavelet transform shows a multi-resolution with respect to frequencies. The wavelet transform gives the approximations of the signal with big wavelets, while small details are given by small scales. The basic idea of the wavelet transform is to represent the signal to be analyzed as a superposition of wavelets. The wavelet transform is a most popular signal analysis tool used in different application areas such as speech or audio and image compression. There are different discrete wavelet transform (DWT) families available for representation of the signal like: Haar, Daubechies, Biorthogonal, Reverse Biorthogonal, Coiflets, Symlets, etc. the Fig. 7 shows the DWT of speech signal of length (N=56273) with approximation and details. 
D. Linear Prediction Coding (LPC)
The Linear predictive coding (LPC) [27] is a fundamental and most powerful speech analysis tool used for representation of the speech spectral envelope in the compressed form. The LPC not only provides the sparse coefficients, but also it gives formants, pitch, an estimate of the intensity and the frequency of the buzz, and the residual signal, which contains most of the speech information. The LPC has applications in speech compression, modeling, representation, etc [28, 29] . The Fig. 8 shows the LPC of speech signal of length (N=56273).
E. Principal Component Analysis (PCA)
The Principal component analysis [30, 31] is a widely used dimensionality reduction technique having large sets of data e.g. microarray analysis. The main objective of PCA is to reduce the feature space dimensionality while keeping data variance. In PCA, the first covariance matrix of the signal is computed, and then Eigen values and the Eigen vectors of the covariance matrix are calculated. The Eigen vectors corresponding to the largest Eigen values are selected and used for projecting feature space to low dimension space. Thus, the large amount of signal energy is packed in few principal components of PCA which are orthogonal to each other's and thus provides the required signal sparsity [32] . The Fig. 9 shows the PCA of speech signal of length (N=56273).
Experimental Results and Discussions

 Research Methodology
The 
1-D Speech Signal Sparsity Analysis using Gini Index, L1-norm and L2-norm
In this section we have presented the analysis of speech signal sparsity with different sparsity transforms such as Discrete cosine transform(DCT), Fast Fourier transform (FFT), Linear Prediction coding (LPC), Principal component analysis (PCA) and discrete wavelet transform(DWT) families like: Haar, Daubechies, Biorthogonal, Reverse Biorthogonal, Coiflets, Symlets, etc. The sparsity analysis is performed using different sparsity measures such as Gini Index, L1-norm and L2-norm. Furthermore, the greater value of Gini index indicates the greater sparsity of the speech signal, whereas for L1-norm lowest the value, greater is the sparsity of a signal. Also, for L2 -norm smaller the value, sparser is the signal. The Table 1 shows, the speech signal sparsity analysis of the Discrete Wavelet Transform (DWT) family using Gini Index, L1-norm and L2-norm. The result shows that, the bior3.7 wavelet (3-level decomposition) exhibits the greatest value of the Gini index (GI=0.8737). The bior3.5 and the bior3.9 wavelet with GI=0.8732 could be the second best choice. The bior5.5 wavelet shows the lowest value of the L1-norm (592.6113) and L2-norm (7.7235). The rbio2.8 wavelet with L1-norm= 656.0824 and the Rbio3.9 with L2-norm=8.1784 will be the second alternatives. For the DWT with 1-level decomposition, the Table 1 shows that the dmey wavelet exhibits the greatest value of Gini index (i.e. GI=0.8208). The bior3.9 wavelet with GI=0.8201 and the bior3.7 with GI= 0.8200 could be the second best choices as there is a very small difference in their values. From the Table 1 it is also seen that the bior5.5 wavelet shows the lowest value of the L1-norm (873.4284) and L2-norm (9.3710). The dmey wavelet with L1-norm=882.3817 and the Rbio3.9 with L2-norm=9.4742 could be the second alternatives for speech signal sparsity. The result shows that the sparsity level of signal increases as there is an increase in the decomposition level of wavelet family. Hence, the DWT family with 3-level decomposition results in increase in the sparsity level of signal compared to the DWT family with 1-level decomposition. The speech signal sparsity analysis for the DCT, FFT, LPC and PCA using Gini Index, L1-norm and L2-norm is shown by the Table 2 . From the Table 2 it is observed that the DCT exhibits the largest Gini index (GI=0.7387). The FFT with GI=0.7026 will be the second choice. It is also seen from Table 2 that the lowest value of the L1-norm (1001.7) and L2-norm (9.7816) are shown by the DCT. The PCA could be the second choice with the lowest value of L1-norm (1200) and the L2-norm (9.7816).
2-D Image Signal Sparsity Analysis using Gini Index, L1-norm and L2-norm
This section presents the 2-D image (as shown in The sparsity analysis is performed with different sparsity measures such as Gini Index, L1-norm and L2-norm. The Table 3 shows the signal sparsity analysis of Discrete Wavelet Transform (DWT) family for 2-D Image (Example. Brain MRI). The Table 3 shows that the bior3.7 (1-level decomposition) exhibits highest Gini index (GI=0.8347). It is also observed from the Table 3 that the bior3.1 exhibits the lowest L1-norm (2292600) and the bior5.5 shows the minimum L2-norm (19570) . For the DWT with 3-level decomposition, the bior3.1 wavelet attains the highest Gini index (GI=0.9355). Further, the bior5.5 achieves the lowest L1-norm (1733900) along with the lowest L2-norm (19102). The Table 4 shows the 2-D image sparsity analysis for the DCT, FFT, LPC and PCA using Gini Index, L1-norm andL2-norm. The Table 4 shows that the PCA exhibits the highest Gini index (GI=0.9533). It is also observed that PCA shows the lowest L1-norm (7079.6) and L2-norm (7775). This indicates that the PCA will provide more sparsity for 2-D image compared to other sparsifying transforms.
Conclusion
In this research paper, we have presented an investigation on sparsity analysis of 1-D speech signal and 2-D image signal using different sparsity measurement metrics such as Gini Index, L1-norm and L2-norm. Furthermore, the Discrete Wavelet Transform (DWT) family, FFT, DCT, LPC and PCA are used as the sparsifying transforms.
Following major conclusions can be drawn based on the investigation:  The result shows that the dmey wavelet (1-level decomposition) and the bior3.7 wavelet (3-level decomposition) show the greatest value of Gini index. The higher value of Gini index signifies the higher sparsity level of speech signal. Additionally, the bior5.5 wavelet (1-level and 3-level decomposition) and the bior3.1 (3-level decomposition) demonstrate the lowest value of the L1-norm and L2-norm. The lowest value of the L1-norm and L2-norm exhibits the higher sparsity of speech signal.  Additionally, the DCT exhibits largest Gini index compared to FFT, LPC and PCA for speech signal. Also, the lowest value of the L1-norm and L2-norm are shown by the DCT.  For 2-D image signal, the result shows that the bior3.7 (1-level decomposition) and the bior3.1 (3-level decomposition) exhibit the highest Gini index. Additionally, the bior5.5 wavelet (1-level and 3-level decomposition) and the bior3.1 (1-level decomposition) demonstrate the smallest value of the L1-norm and L2-norm.  Moreover, the PCA exhibits the highest Gini index along with the lowest L1-norm and L2-norm which signifies the higher sparsity of 2-D image.  Thus, the best sparsity basis can be selected based on sparsity measures such as Gini index, L1-norm and L2-norm.  Furthermore, the Gini index can be considered as more consistent and general sparsity measure because of its advantages such as normalization within a range of 0 to 1, scale-invariant and independent of the total signal energy, compared to traditional norm metrics.
Signal sparsity is one of the basic and important features in compressed sensing (CS) and dictionary learning based applications. The sparse signal or compressible signal is the basic requirement for successful implementation of compressed sensing (CS) technique. Thus, sparsity may play an important role in different signal processing applications.
