If you come to a fork in the road, take it. -Yogi Berra
Cells must continually adapt to changing conditions by altering their gene expression patterns. One of the central effectors involves transcriptional regulatory interactions. The recent development of high-throughput methods and computational approaches has made it possible to survey these complex molecular interactions by modeling them as networks (for examples, see (Jeong et al. 2000 (Jeong et al. , 2001 Newman 2003; Barabasi and Oltvai 2004) . Because transcription is controlled at many different levels (e.g., post-translational modification of factors, specific interactions with coactivators, thermodynamics of protein-protein, and protein-DNA interactions), it is obvious that any gene regulation network fits into a network of networks (or global network) that represents not only transcription factor (TF)-DNA interactions but also the factors that modulate these interactions biochemically.
We focus here on transcriptional regulatory networks for two reasons. First, this area has received much attention in the past decade, due in large part to the development of high-throughput genomic approaches and an array of computational tools. In addition, the process of gene expression is often the primum mobile, the origin and effector of a response, wherein the information contained within a genome is interpreted and then ultimately used to produce the building blocks (proteins) required for a given response. In this review, we illustrate recent developments in the area of genomics and computational biology that have allowed several laboratories to elucidate regulatory networks in organisms as diverse as yeast and mammals. We explore how recent innovations have provided new insights into control of the mammalian cell cycle and differentiation, and we highlight both the caveats and future prospects of these approaches.
Properties of biological networks
Delineating the topology and dynamics of biological networks tells us a great deal about how these networks originate and how they enable the cell to respond to its environment and perform complex biological functions. For an extensive discussion of the principles underlying biological networks, we refer the reader to a recent review (Barabasi and Oltvai 2004) . Biological networks are usually depicted as nodes connected by edges. Nodes represent proteins, genes, or enzymatic substrates that translate extracellular signals from the environment. Edges often represent direct molecular interactions, regulatory interactions (such as the binding of a TF to the promoter of its target genes), or the sharing of functional properties. One important characteristic of biological networks is their scale-free structure: The number of nodes that make a large number of connections with other nodes (referred to as "hubs") is much lower than the number of nodes with few connections. This is thought to confer a hierarchical structure, whereby hubs play a central role in directing the cellular response to a given stimulus. The fact that most nodes make a small [Keywords: Bioinformatics; ChIP-on-chip; expression profiling; transcriptional regulatory networks] number of connections renders a biological network more robust (less sensitive to random perturbations), although at the same time making it very sensitive to directed inactivation of a critical hub. Another aspect of scale-free biological networks is that they constitute "ultra-small worlds," because only a few steps are necessary to join any two nodes (fewer than in randomly organized networks). This presumably facilitates the efficient propagation and integration of signals. One other notable characteristic of biological networks is the relative paucity of hubs that connect directly to one another. This propensity of biological networks distinguishes them from other real-world networks (such as social interaction), where hubs tend to interconnect. We can envision two possible explanations for this observation. One is that there might be a size limit beyond which a hub, while still being functional, renders the whole network too sensitive to directed inactivation. A more pragmatic explanation is that, since a cell carries out many distinct biological processes, it may need a certain level of compartmentalization that cannot be achieved if everything is directly connected.
Network motifs
Although a network may be modeled to describe all possible regulatory interactions occurring under any condition, it is more practical to study in great detail smaller portions of the network that can be considered autonomous. Such a subnetwork unit is referred to as a module, where nodes are connected functionally or physically. The nodes may represent the set of genes that share a common regulatory TF or that are expressed under the same specific set of conditions. Studies of the regulatory networks governing cell cycle progression and myogenesis provide examples (see below). We can reduce the complexity of a network further by considering its motifs ( Fig. 1 ; Odom et al. 2004; Yeger-Lotem et al. 2004 ).
Network motifs describe how single nodes connect with their neighbors. Examples include the single-input motif, which describes the connection between a target gene and its sole transcriptional regulator; the multipleinput motif, in which a target gene is regulated by a group of factors; and the feed-forward loop, in which the product of one TF regulates the expression of a second TF, and both factors together regulate the expression of a third gene. Network motifs, by their intrinsic behavior, help us understand how networks oversee different tasks, and different motifs predominate depending on the type of network or module (Yeger-Lotem et al. 2004) . For example, a transcriptional regulatory module dominated by single-input motifs has a simple structure and is expected to have an "all-or-none" response, whereas a module or subnetwork in which multiple-input motifs predominate will be expected to have a more subtle and gradated response. Networks characterized by multiple feed-forward loops tend to be stable rather than transient (Yeger-Lotem et al. 2004 ).
Networks undergo condition-specific rewiring
It is necessary to understand both the topology of a network (interconnectivity of nodes) and how this topology changes with time or environmental conditions, since not all nodes are active at any given time. The dynamics of a global network have recently been examined computationally in yeast, where a majority of TF hubs were identified as active in more than one specific physiological setting, although few were active in all settings ). The terms "endogenous" and "exogenous" have been introduced to describe network components that regulate processes in very different ways. Endogenous subnetworks are defined as regulatory structures controlling processes that are temporally complex and intrinsic to the cell (examples include cell cycle and sporulation). They are characterized by a multistage architecture of their regulatory network. The TF hubs that regulate them have a relatively small number of targets, which often tend to be other TFs, and this tendency generates high local interconnectivity. These hubs are generally somewhat distant from the "terminal effectors" of these processes, being separated by several nodes. All of these properties suggest that these processes are regulated in a complex manner and over a relatively long period of time. On the other hand, exogenous subnetworks are established to allow the cell to respond more quickly to a variety of stimuli, such as drastic environmental changes. These regulatory networks generally involve relatively few TFs. However, these factors have a large number of targets, which are often the "terminal effectors" that coordinate the cell's response to stimuli.
The work by Harbison et al. (2004) experimentally confirms these concepts. By conducting a large number of location analysis experiments on yeast TFs in a number of different experimental conditions, it is possible to analyze how the compendium of target genes changes under various circumstances. TFs can be classified into four categories based on their ability to recognize their targets: Condition-invariant factors bind the same set of targets under any condition, while condition-enabled factors bind targets only under certain circumstances, condition-expanded factors bind additional targets in specific circumstances, and condition-altered factors bind different targets under distinct circumstances. This study underscores the dynamic behavior of transcriptional regulatory networks and provides a basis for understanding how regulatory networks can be rewired in a condition-dependent manner.
Constructing transcriptional regulatory networks
In order to understand the topology and dynamics of transcriptional regulatory networks governing biological processes such as the cell cycle or differentiation, approaches are devised to evaluate (1) the identity and expression level of interacting nodes, (2) how interactions change with time (e.g., through a cell cycle or during differentiation), and (3) the phenotypic impact of disrupting key nodes. The complexity of the eukaryotic transcriptional regulation machinery reflects the multitude of responses that it controls and makes elucidation of transcriptional regulatory networks a very difficult task. This leads to obvious questions regarding the mechanisms by which a specific transcriptional response is elicited, including how a given signaling pathway activates a particular TF, how temporal specificity is generated, and the origins of target specificity. It is thus presently difficult, if not impossible, to accurately account for all levels of regulation, and therefore, some assumptions are made. For example, it is often assumed that the steady-state level of an mRNA (measured in an expression profiling experiment using DNA microarrays) is indicative of the rate of transcription or of the level of protein translated from that mRNA. Further, it is often assumed that if a TF is expressed, it is active, although it is clear that dimerization, post-translational modifications, subcellular localization, and other factors must also be considered.
Recently, much progress has been made toward the development of methods that take into account some of the considerations described above. The most important contributions come from genomics, and two approaches have contributed substantially to the elucidation of regulatory networks: genome-wide expression profiling and the combination of chromatin immunoprecipitation (ChIP) with promoter DNA microarrays (known as ChIPon-chip, ChIP chip, or location analysis), which identifies direct target genes under a given set of conditions. The use of expression profiling to construct gene regulatory networks has been reviewed previously (Banerjee and Zhang 2002; Ihmels et al. 2002 Ihmels et al. , 2004 Siggia 2005) . A third approach, genome-wide RNA interference (RNAi) screens, will also substantially contribute to our ability to construct global transcriptional regulatory networks (for review, see Baum and Craig 2004) . Other technical innovations include the indirect assessment of transcription rate by measurement of mRNA decay rates (Holstege et al. 1998; Wang et al. 2002; Nachman et al. 2004) , and the evaluation of promoter co-occupancy by pairs of TFs (Geisberg and Struhl 2004) .
One powerful approach aimed at studying regulatory networks governed by a TF of interest is depicted in Figure 2 . ChIP-on-chip is performed with cells grown under a variety of conditions (e.g., different cell cycle phases, developmental stages). Expression profiling is conducted on identical populations to determine the expression levels of each node in the network and to infer the effects of TF binding on the expression of its targets. Expression profiling is subsequently performed on cells from knockout animals or using cells that have been treated with siRNAs, since factor occupancy alone does not provide definitive functional information. Computational methods are then used to extract correlations between binding and gene expression and to generate testable predictions based on the new observations. This last point is depicted in Figure 2 (upward arrow), wherein reiterative ChIP-on-chip is used to verify predictions of combinatorial regulation. The strength of this multifaceted approach is its ability to provide complementary information that, when taken together, overcomes the weak- nesses inherent in each individual approach. We describe and discuss these complementary approaches below and then provide a few examples that illustrate how they can be used to elucidate the organization of complex transcriptional regulatory networks in eukaryotes.
Recent approaches aimed at elucidating transcriptional regulatory networks

ChIP-on-chip
Several approaches have recently been developed to identify genomic TF-binding sites (Table 1) . ChIP-on-chip was developed first in yeast and subsequently applied to mammalian cells and flies. Here, cells are grown under various conditions and fixed with a reversible crosslinker. Chromatin is sonicated and enriched with antibodies against a specific TF, DNA is purified and labeled in parallel with DNA derived from input chromatin or chromatin "enriched" with a negative control antibody, and both samples are hybridized to a single array containing segments of genomic DNA. ChIP-on-chip analysis has several features that make it invaluable for deciphering gene regulatory networks. First, in its simplest form, living cells that express native levels of protein are used, supplanting the need for overexpression and thereby avoiding potential loss of specificity. Second, the method focuses on direct interactions between regulator and target. This feature is significant because it allows us to define the number of intermediates (intervening nodes) between a TF and its target, in contrast with gene expression profiling or genetic experiments that ascribe a role for regulators in a process but that cannot distinguish direct from secondary effects. In addition, since multiple TFs, particularly those belonging to a family, may recognize the same DNA sequence, purely computational or in vitro approaches are prone to failure, whereas location analyses are only restricted by antibody specificity and are able to distinguish targets of highly related TFs (Cam et al. 2004; Odom et al. 2004; Blais et al. 2005; E. Balciunaite and B. Dynlacht, unpubl.) . Each of these advantages is a prerequisite for constructing an accurate regulatory network. On the other hand, ChIPon-chip is limited by factors such as antibody accessibility to its epitope and by the fact that negative results are generally not interpretable. Moreover, knowledge of the precise location of a TF on a target promoter provides no information regarding its function.
Several innovations have been introduced to improve the accuracy of identification of TF-binding sites. Initially, ChIP-on-chip was performed using microarrays consisting of printed PCR products representing the proximal promoters of yeast (Ren et al. 2000; Iyer et al. 2001) , human (Ren et al. 2002; Cam et al. 2004; Odom et al. 2004) , or mouse genes (Blais et al. 2005) . A few reports also made use of microarrays representing CpG islands, based on the premise that these sequences are more likely to overlap with regulatory elements or promoters (Weinmann et al. 2002; Wells et al. 2003; Kondo et al. 2004) . The main caveat of using CpG island microarrays is that these loci are poorly annotated and often do not correspond to regulatory regions. On the other hand, proximal promoter arrays are also biased specifically for regions surrounding the transcription start site, preventing the identification of distal TF-binding sites. While this may not be a problem for the identification of targets of factors (such as E2F) that are known to bind close to the start site, it is problematic for proteins that recognize distant enhancers or downstream elements (such as p53, which is also known to recognize intronic sequences). Indeed, a number of studies have identified TF-binding sites located far (several or many kilobases) from 5Ј transcription start sites (Martone et al. 2003; Cawley et al. 2004; Euskirchen et al. 2004) , further emphasizing the caveats inherent in using proximal promoter arrays. A second problem encountered with arrays of printed PCR products is their relatively low resolution, which is no greater than 1 kb if the promoter is uniquely represented by a PCR product of this size. This problem can be circumvented by two complementary approaches: the use of smaller probes (such as short PCR products or long oligonucleotides) or the use of locus tiling, whereby several probes are used to span a locus, usually with short Targets often ill-defined; poor annotation; limited by antibody performance/ availability; low resolution; somewhat biased (Weinmann et al. 2002; Wells et al. 2003; Kondo et al. 2004) ChIP on proximal promoter arrays Straightforward Limited by antibody performance/ availability; low resolution; somewhat biased (Ren et al. 2000 (Ren et al. , 2002 Iyer et al. 2001; Cam et al. 2004; Odom et al. 2004 (Kim et al. 2004; Chen and Sadowski 2005) intervals between probes. When combined with the use of a scoring algorithm that considers the signal generated by a probe as well as its neighbors, these approaches allow a higher degree of resolution in the identification of TF-binding sites (Cawley et al. 2004) .
Alternative approaches to ChIP-on-chip
In ChIP-on-chip studies, chromatin bound by a given TF (or marked by modified histone residues) is enriched with a specific antibody. Thus, antibody specificity and availability become important considerations. Orian et al. 2003; Bianchi-Frias et al. 2004) . DNA is then sequentially isolated, digested with a restriction enzyme cutting only Dam-methylated DNA, size-fractionated, labeled, and hybridized to a DNA microarray for the identification and quantitation of methlyated loci. One additional characteristic of the DamID method is that methylation marks are likely to have a much longer half-life than is the protein-DNA complex that generated them. While this is advantageous for signal enrichment, this property becomes a potential drawback when evaluating how recruitment of the protein to DNA is modulated with time or according to different environmental conditions. The second approach, which thus far has been used only in gene-specific ChIP assays, involves coexpression of an Escherichia coli protein, biotinylating enzyme BirA, with the DNA-binding protein bearing a biotinacceptor sequence (Viens et al. 2004 ). This generates an in vivo biotinylated DNA-bound protein that can be efficiently purified through streptavidin affinity. The major drawback of this and the DamID method is that the factors are ectopically expressed. Although a given TF may be expressed at or near physiological levels, its expression and activity profile may not perfectly reflect that of the endogenous protein. This is important if one is seeking to reveal not only the complete repertoire of targets but also the dynamic regulatory properties of that factor.
Recently, another approach adapted from serial analysis of gene expression (SAGE) was developed and applied to both yeast (Kim et al. 2004 ) and mammalian cells (Chen and Sadowski 2005; Labhart et al. 2005) . Termed STAGE (for sequence tag analysis of genomic enrichment) or SABE (serial analysis of binding sites), it circumvents the need for microarrays to identify immunoprecipitated loci. Immunoprecipitated DNA sequence tags are concatamerized, cloned, and sequenced. Each tag represents a genomic locus, and provided genomic sequence data are available, the sequence tags can be assigned to a genomic location. This method is potentially very important because it does not rely on microarrays, which makes it truly unbiased: It allows for the detection of protein-DNA interactions anywhere in the genome, whereas microarray-based methods are limited by the number and coverage of represented loci. However, both techniques are dependent on high-throughput sequencing, which must be extensive to ensure complete coverage and which makes it less convenient to perform time-course experiments where several samples are analyzed in parallel. Moreover, in some cases it is not possible to unambiguously assign short tags to a single genomic location. In addition, another potential drawback is the need for a subtractive hybridization step, at least in mammalian cells, where it is essential to reduce the intrinsic noise resulting from isolation of repetitive sequences during ChIP.
Although location analysis has been performed on two human tissues, liver and pancreatic islets (Odom et al. 2004 ), an important current limitation of ChIP-on-chip is the need for relatively large amounts of homogeneous material, preventing the use of rare cell populations, obtained through tissue dissociation, microdissection, or fluorescence-activated cell sorting (FACs). These are often the most interesting populations, since they are distinguished from other cells spatially or temporally through distinct genetic regulatory programs. Increasing the sensitivity of ChIP-on-chip, by improving immunoprecipitation and amplification efficiencies, will overcome this limitation. In addition, microarray coverage is expanding enormously, and whole-genome arrays spanning mammalian genomes should be available in the foreseeable future, necessitating the development of computational tools to analyze the abundant data.
One final point must be emphasized regarding the use of ChIP-on-chip: Knowledge of the location of a given TF does not provide information about whether the factor actually regulates a nearby gene under the prevailing conditions. There are many examples in which the recruitment of a TF does not correlate with transcriptional status (i.e., induction or repression) of its target genes (Martone et al. 2003; Blais et al. 2005) . Such observations could be explained by combinatorial regulation by additional TFs or by recruitment of coactivator or corepressor proteins. Therefore, additional functional analyses are always required to complement ChIP-on-chip data and thereby achieve a more accurate depiction of regulatory networks.
The use of gene knock-outs and RNAi to identify functional regulatory interactions
It is necessary to employ approaches that complement factor location analyses to demonstrate functional interactions between a factor and its target. One approach is to alter the binding site for the factor within a target promoter, instead of ablating the factor itself. In higher eukaryotes, this is generally accomplished through the stable integration of an exogenous reporter construct into chromatin. The advantage here is that all other targets of the factor are left intact, and it is less likely to cause undesirable secondary effects arising from genetic ablation. Alternatively, the effect of genetic ablation, suppression through RNAi, or overexpression of the TF of interest can be measured. These studies are often performed in conjunction with genome-wide expression profiling. This approach has been used widely, particularly before the advent of genomic arrays and location analysis (Muller et al. 2001; Bergstrom et al. 2002; Huang et al. 2003) . The obvious drawback of this method-that it is often impossible to discern direct and secondary effects-becomes less problematic once direct targets of a factor have been identified, and the role of a given factor as activator or repressor can be deduced based on whether target gene expression is enhanced or reduced. In addition, the systematic perturbation of TFs within a pathway could, with the help of computational methods, allow construction of a regulatory network, because under these conditions it may not be necessary to distinguish primary from secondary effects as long as all putative TFs in a pathway are in turn ablated.
The use of RNAi has several advantages over a conventional knock-out approach. In addition to its adaptability to high-throughput screens necessary for elucidation of extensive regulatory networks (Friedman and Perrimon 2004; Sonnichsen et al. 2005) , acute ablation by RNAi could bypass compensatory mechanisms, especially relevant for examining functionally redundant TF families. Thus, RNAi was used in conjunction with expression profiling, to dissect cell cycle regulatory pathway in Drosophila, wherein two groups of highly related transcriptional regulators (dE2F and RBF) control gene expression (Dimova et al. 2003) .
Computational approaches
Given the importance of regulatory sequences in dictating genetic programs, it is not surprising that an increasing number of studies have focused on the content of these sequences to decipher transcriptional networks. There are two DNA sequence-based approaches to the elucidation of regulatory networks. The first one relies on the prior knowledge of TF-binding site preferences, whereas the other discovers new binding sites without prior consideration of the identity of the binding factor. They are both statistical approaches that harness the power of analyzing a large number of sequences.
Predicting targets of a given TF based on promoter sequence and binding site preferences (or position-weight matrices, PWMs) involves scanning a unique sequence, a group of sequences, or a whole genome and identifying regions in which the local sequence conforms to a consensus sequence or PWM. This approach relies heavily on a number of assumptions and largely ignores redundancies in recognition by related factors, chromatin structure, and the synergistic or antagonistic contributions of other proximal and distal factors. Some studies have taken a few of these factors into account while neglecting others, and thus far, no method has been shown to predict physiological binding sites with a high degree of accuracy (Tronche et al. 1997; Wasserman and Fickett 1998; Kel et al. 2001; Elkon et al. 2003; Fernandez et al. 2003) . For example, Fernandez et al. (2003) predicted Myc targets based on primary sequence (the presence of an E-box sequence motif) then verified the accuracy of their predictions by performing large-scale, genespecific ChIP assays. These authors found that the accuracy of predicting binding sites located near the transcription start sites of genes was considerably greater than predictions regarding distal sites. This confirmed the notion that binding site context is important in making accurate predictions. Approximately 58% of the predicted promoter E-boxes surveyed were bound by Myc under normal conditions, indicating that additional variables must be considered to make accurate predictions.
The factor-binding site discovery approach attempts to identify short sequences occurring in a group of promoters more often than by chance alone. They are termed de novo motif finding algorithms as they do not rely on prior knowledge of preferred TF-binding site sequences. Several algorithms exist (e.g., AlignACE, MDScan, MEME, REDUCE), and they have been reviewed recently (Tompa et al. 2005) . De novo approaches have been used in combination with data gathered by expression profiling, ChIP-on-chip analysis, or gene function annotation. The underlying assumption is that related promoters (sharing the same expression profile or the same biological function) are more likely to be regulated by the same TF(s) and to contain a similar binding site for this factor(s). The 5Ј regulatory regions of yeast genes clustered by expression profiles (regulons) were scanned with a motif-discovery algorithm (AlignACE) to identify cisregulatory elements involved in generating their expression profiles (Roth et al. 1998; Tavazoie et al. 1999 ). Further, Segal et al. (2003) used gene expression data to group genes into coexpression modules and assumed that the regulators of those groups are also transcriptionally regulated. This analysis identified modules that were highly enriched for genes involved in similar or complementary cellular processes. Sequence motifs, or groups of motifs, enriched among the promoter regions of each module were then used to deduce regulatory programs. Segal et al. (2003) found that the yeast transcriptional regulatory network is highly modular and relies on combinatorial regulation, since functionally related modules share some, but not all, of their regulatory elements. More recent methods allow the identification of cis-regulatory elements that, when considered together, can predict the expression profiles of regulons with impressive accuracy (Beer and Tavazoie 2004) . This method clusters genes from large amounts of expression profiling data into regulons, finds overrepresented sequences, and uses Bayesian networks to deduce the relationships between expression profiles and sequence motifs. This probabilistic approach bypasses the assignment of targets to a TF based on the expression of the factors and allows one to factor in additional parameters, such as location of factors determined by ChIP-on-chip, if they are available. The approaches mentioned here use large data sets obtained under many experimental conditions and identify, by reverse engineering, the regulatory ele-ments dictating their expression pattern. However, a more useful algorithm able to predict the expression of a gene in a given condition based on its promoter sequence has not yet been described.
Integrated approaches
A number of factors can improve these two sequencebased computational approaches. First, the accuracy of their predictions is often increased by evaluating the presence of "strings" of TF motifs, or modules. This is based on the notion that specific gene expression patterns often result from the combined action of several TFs (Pilpel et al. 2001; Sharan et al. 2003; Kato et al. 2004) . Second, consideration of the phylogenetic conservation of binding sites can enhance the accuracy of sequence-based predictions. Several methods have been described that allow the evaluation of interspecies conservation of promoter elements (Harbison et al. 2004; Sinha et al. 2004; Dieterich et al. 2005; Elemento and Tavazoie 2005) . This approach relies on the premise that biologically important TF-binding sites are more likely to be retained during evolution than nonfunctional sequences. Third, combining sequence-based approaches with ChIPon-chip analysis can substantially improve accuracy because ChIP-on-chip provides direct evidence of physical binding to a genomic location. Thus, by comparing a large number of sequences bound by a protein, de novo motif finding algorithms can help determine what is the preferred DNA-binding sequence of a poorly characterized TF for which location data are available. Moreover, detailed analysis of the promoters bound by a given factor may reveal the presence of binding sites for additional TFs, thereby suggesting combinatorial regulation partners. In Figure 3 , we depict the result of ChIP-onchip analysis of a TF (red diamonds, left) coupled with expression profiling (right). In the simplest case (Fig. 3A) , there is a direct correlation between the recruitment of a TF and the induction of its target genes (Regulon A), because both binding and induction occur in condition #2. Thus, it is deduced that binding of this factor causes the induction of Regulon A. In cases where there is no correlation (Fig. 3B , where the TF is bound in both conditions, but Regulon B is induced in condition #2), binding of additional factors and combinatorial regulation could explain the change in expression of Regulon B. Here, analysis of promoter sequence and expression profiles might suggest the presence of an additional activating factor at the promoters of Regulon B (Fig. 3C) . Alternatively, there could be a binding site for a transcriptional repressor in the promoters of Regulon B that would bind only in condition #1 (Fig. 3D) , resulting in condition-specific repression. These two possibilities can easily be tested by performing ChIP-on-chip with antibodies against the newly implicated regulatory proteins (blue or green diamonds in Fig. 3C,D) . Depleting these factors using RNAi and RT-PCR analysis (Fig. 2) would then confirm the model.
Recently, Harbison et al. (2004) combined an extensive amount of ChIP-on-chip data, six sequence motif finding algorithms, and phylogenetic conservation to construct a yeast transcriptional regulatory map. Phylogenetic comparison of sequences enriched in de novo motif searches across a spectrum of Saccharomyces species greatly improved the reliability of their results by filtering out spurious matches to preferred TF-binding site sequences. Importantly, however, this does not appear to be failproof, since most of the phylogenetically conserved binding site sequences were not bound by the factors in ChIP- Location analysis for a transcription factor (red diamond) identified a group of target genes (Regulon A), whose expression levels (black dots) are induced from condition #1 to #2. Since the factor binds only in condition #2, it is concluded that the factor is responsible for the induction of those genes. (B) The target genes are induced from conditions #1 to #2 (Regulon B), but the red factor binds in both conditions so that its recruitment to the target promoters cannot alone explain the induction of target genes. (C) Examination of the target promoters reveals the presence of a binding site (blue rectangle) for an additional transcription factor whose expression (right, blue dots) is itself induced from conditions #1 to #2. It is thus possible that the red and blue factors collaborate in regulating the expression of target genes in Regulon B. This hypothesis is confirmed when ChIP-on-chip is performed with an antibody against this additional transcription factor (blue diamond). (D) Examination of the target promoters in Regulon B reveals the presence of a binding site (green rectangle) for a transcriptional repressor whose expression (right, green dots) is reduced from condition #1 to #2. It is thus possible that the green factor antagonizes the effect of the red factor. ChIP-on-chip is performed with an antibody against this repressor (green diamond) to confirm this hypothesis.
on-chip experiments. Since this is the most extensive factor location analysis performed to date, it strongly reinforces the notion that sequence alone cannot predict binding and that additional factors (specific conditions prevailing in the cell and recruitment of other proteins) heavily influence factor binding. When combined with computational methods, ChIP-on-chip also permitted a thorough evaluation of preferred binding site sequences and allowed Harbison et al. (2004) to evaluate target promoter architecture and draw important conclusions regarding the wiring of the yeast regulatory network. Thus, some promoters appear to have a single binding site for a unique factor (single input motifs), while others have multiple binding sites for the same or different factors. Instances in which two or more factors bind the same promoter are indicative of cooperativity or combinatorial regulation.
Another important lesson here is that the most powerful approaches toward understanding transcriptional regulatory networks are the ones that combine several strategies, merging published evidence with ChIPon-chip and expression profiling under various conditions, genetic ablation or RNAi, and computational approaches.
Deconvoluting transcriptional regulatory networks
Genome size and the wealth of genetic data make yeast an attractive system for understanding transcriptional regulatory networks, and indeed, transcriptional control of its cell cycle was one of the first regulatory networks studied in great detail (Simon et al. 2001; Horak et al. 2002; Lee et al. 2002; Harbison et al. 2004) . One approach combined location analysis data with expression of genes in each cell cycle phase to generate a dynamic picture of transcriptional regulation (Simon et al. 2001; Lee et al. 2002) . The authors of these two studies assumed that transcriptional control of the cell cycle is governed by the concerted action of multiple factors and used a probabilistic algorithm that groups genes based on their expression pattern and on their coordinate binding by sets of factors. This allowed the identification of multi-input motifs refined for coexpression (MIM-CE). These motifs constitute small regulatory units that are functionally linked because (1) some TFs regulate several targets expressed at different cell cycle phases, and (2) some TFs are regulated by other factors expressed earlier in the cell cycle, thereby imposing a cyclical structure on the transcriptional network that mirrors the cell cycle. The approach of relying on MIM-CEs constitutes the basis of the GRAM algorithm and has also been used to discover gene modules within the yeast genome and to build a much larger gene regulatory network (Bar-Joseph et al. 2003) .
A major drawback of several experimental approaches outlined here (genome-wide expression profiling and location analysis) is that they cannot be performed on multicellular organisms because of cell type complexity and the inability to perform genome-wide location analyses on limiting amounts of material. Nevertheless, the study of developmental processes characterized by sequential gene activation in organisms where the fate of single cells can be traced in time and space has allowed the mapping of complex regulatory networks. One elegant example is that of endo-mesodermal specification in the sea urchin (Davidson et al. 2002 (Davidson et al. , 2003 . The sea urchin is an excellent model to study genetic regulation of development because its larva has a simple structure, and it is generated from the zygote after a small number of regulatory steps. Its development proceeds through spatially defined stages of gene expression modulated by extracellular cues that regulate the activity of TFs. Combinatorial regulation defines spatial territories and overlapping expression of TFs sets boundaries of gene expression. It is the existence of those boundaries that allows identical pluripotent cells to assume different developmental fates.
The approach used by Davidson and coworkers relies on cis-regulatory analysis: identifying the TFs and their target binding sites and assessing the significance of this binding. They used multiple tools to achieve this. Largescale perturbation analyses were performed, such as injection of antisense oligonucleotides that prevent expression of specific genes or overexpression of genes that block specific functions or pathways. Direct and indirect effects were distinguished using phylogenetically conserved TF-binding site predictions and by perturbation rescue experiments (e.g., knock-down of a gene rescued by the exogenous expression of its downstream target). Gene expression levels were evaluated by quantitative RT-PCR or by subtractive hybridization coupled to cDNA macroarrays (a membrane-based type of array where individual clones from large cDNA libraries are printed). This enabled a genomic view of the endo-mesoderm specification network that indicates the time and location of gene expression as well as the impact on the network and the phenotypes resulting from a given perturbation. Furthermore, it also incorporates prior information and explains the impact of signaling interactions on cis-regulatory control mechanisms. Related approaches have been used by others to elucidate regulatory networks involved in worm, fly, and frog development (Maduro and Rothman 2002; Inoue et al. 2005; Koide et al. 2005; Levine and Davidson 2005) . The ability to generate transgenic flies and worms, as well as the availability of completely sequenced genomes, are clear advantages for generating regulatory networks in these model systems.
Applying complementary approaches: regulatory networks in mammalian cells
Transcriptional control of cell cycle progression
In mammalian cells, transcriptional controls enforced by the E2F and retinoblastoma protein (pRB and the related p107 and p130 polypeptides, collectively termed pocket proteins) families of TFs play a major role in cell cycle progression (for review, see Stevaux and Dyson 2002; Cam and Dynlacht 2003; Blais and Dynlacht 2004; Bracken et al. 2004 ). However, a comprehensive under-standing of the gene regulatory mechanisms that involve pRB and E2F and govern cell cycle arrest is lacking. In particular, a central question concerns the identity of E2F target genes and the precise pathways that enforce cell cycle arrest in response to growth-limiting cues. Moreover, if E2F plays a central role in cell cycle arrest, does it promote cell cycle exit via common growth regulatory networks? Our laboratory and others have begun addressing this problem systematically using ChIP-onchip (Ren et al. 2002; Weinmann et al. 2002; Cam et al. 2004 ). This approach has been combined with gene expression profiling and computational approaches to (1) understand the functional relationship between E2F, pocket proteins, and their targets on a genome scale and (2) further elucidate the networks controlled by E2F and pocket proteins during the cell cycle.
Chromatin from growth arrested cells (serum starved, contact inhibited, or arrested by p16
INK4a overexpression) was immunoprecipitated using antibodies specific to either E2F4 or p130, and the resulting DNA was hybridized to proximal promoter microarrays containing 13,000 human genes. Parallel gene expression profiles were obtained. Results of these experiments indicated that both E2F4 and p130 are directed to the same set of targets under distinct growth arrest conditions (Cam et al. 2004) . Notably, these targets were invariably repressed under each growth arrest condition. These studies suggest that E2F4 and p130 form stable, obligate repressor complexes. Since a majority of E2F4-p130 targets share a particular pattern of expression during cell cycle arrest (decreased expression), we conclude that they form a "cell cycle arrest module," an essential element of the transcriptional regulatory network that is engaged to promote and/or sustain cell cycle exit (Fig. 4) . This module is defined by both similarity of target gene expression profiles and regulation by common TFs. Use of a "centralized command structure" in which a repressor complex shuts down a large number of diverse cellular functions permits widespread, simultaneous propagation of the regulatory signal. Because the targets of E2F4 are repressed in conditions of cell cycle arrest, they cannot propagate a regulatory signal and appear as terminal nodes, even if they have TF activity. However, in proliferating cells, these same targets may be induced by activator E2Fs, allowing them to relay the regulatory signal. This suggests that this cell cycle arrest module may be relatively isolated from others at the transcriptional level in growth-arrested cells. This is in contrast to the myogenesis regulatory network (Blais et al. 2005 ; see below), in which many TFs are connected through multiple feed-forward loops and serial regulator chains.
The cell cycle arrest module governed by E2F4 does not constitute the smallest unit in our network (Fig. 4) . For example, if we superimpose a protein-protein interaction map upon the network of E2F4 targets, it is clear that the larger module can be broken down into smaller modules (or submodules) composed of proteins that bind to one another or form a higher-order structure (e.g., nucleosome). This agrees with the observation that genes with similar functions or that participate in a common process are often transcriptionally coregulated. Thus, E2F4 targets appear to form submodules that carry out specific tasks (e.g., chromatin assembly, mitochondrial protein synthesis, DNA replication) whose suppression is necessary for cell cycle arrest. One prediction is that cell cycle arrest would not be complete, or efficient, if the connection between E2F4 and one of these submodules was inactivated. Thus, in terms of network dynamics, the cell cycle arrest module supervised by E2F4 serves to coordinate the repression of many separate cellular functions to prevent further proliferation. Careful examination of Figure 4 indicates that not all genes bound by E2F4 were repressed under conditions of cell cycle arrest. However, most submodules contain at least one repressed gene. If we assume that all components of a complex are essential for its function (i.e., that any one of them may be rate-limiting), then most submodules would be inactivated during cell cycle arrest.
Transcriptional control of myogenesis
The first steps of myogenic differentiation involve a cascade of transcriptional activation, initiated by the induction by MyoD and Myf5 of two other TFs, myogenin and MRF4. Collectively, these four basic helix-loop-helix (bHLH) factors are known as muscle regulatory factors (MRFs). MRFs then induce the expression of a large number of muscle function genes. These initial events ultimately lead to the formation of mature muscle (for reviews, see Buckingham 2001; McKinsey et al. 2002) .
An in vitro model of skeletal myogenesis, the C2C12 murine myoblast cell line, was used to deconvolute transcriptional regulatory networks controlling muscle differentiation. Using an approach and methods similar to the ones described above, transcriptional targets of the MRFs, MyoD and myogenin, as well as those of MEF2, a factor that collaborates with MRFs to regulate myogenesis, were identified using ChIP-on-chip (Blais et al. 2005) . Expression profiling of MyoD +/+ and MyoD −/− primary myoblasts was used to evaluate the impact of MyoD binding on target gene expression. Examination of the expression of MyoD targets during differentiation indicated that only a subset of these genes is induced when myoblasts differentiate, suggesting either that MyoD is responsible for maintaining a steady level of expression of these targets regardless of differentiation state or that MyoD is inactive at the target gene promoter but is in a poised state, awaiting additional cues to activate transcription. Analysis of promoters bound by MyoD indicated that the binding sites for a number of TFs are specifically enriched among these sequences and that recruitment of these factors may be necessary for induction of their expression. ChIP-on-chip data also indicated that MyoD and myogenin bind overlapping but also distinct sets of targets. Analysis of sequence motifs enriched in each set of target promoters suggests a number of potential partners that could impart combinatorial control, thereby explaining their target specificity.
The MyoD-myogenin-MEF2 axis appears to represent a major hub in the network, governing many processes involved in myogenesis (synaptogenesis, muscle contractility). This hub also connects a striking array of TFs that oversee specialized functions, such as the response to stress, which could function as "terminal hubs." The organization of the network suggests a hierarchical structure, whereby signals initiated by the master regulators (MRFs) are propagated through the network, amplifying and diversifying the initial inputs. Furthermore, the presence of complex, multi-input, and feed-forward motifs likely lends stability and robustness to the network. This organization is logical, given that myogenesis drastically (and permanently) changes the way a cell functions (determination of cell fate). It stands in contrast to more rapid responses to stress or cell cycle arrest regulated by E2F4, specialized events that do not have a long lasting impact on cell function. Thus, examining the global architecture of a given network, in particular its connectivity and its serial regulation by transcriptional factors, provides new biological insights and leads to specific predictions regarding the consequences of network perturbation.
Future prospects
Improvements in experimental and computational approaches outlined here and the availability of databases Figure 4 . The cell cycle arrest network module. Cell cycle arrest module centered around E2F4. We depict a subset of the transcriptional and protein-protein interactions that control the mammalian cell cycle by merging ChIP-on-chip with protein interaction data. Orange edges, based on ChIP-on-chip data, indicate transcriptional regulation and are observed during quiescence and contact inhibition. Green edges represent protein-protein interactions and may occur in other cell cycle phases; they were mined from the BIND and DIP online databases of interacting proteins (Xenarios et al. 2002; Alfarano et al. 2005) . A large number of square-shaped nodes (nonregulatory factors) are targets of the E2F4 transcription factor, forming a (diamond-shaped) hub. E2F3, an E2F4 target with transcription factor activity, is also represented as a diamond. Nodes colored in red represent genes whose expression is repressed under conditions of mitogen deprivation and contact inhibition. Yellow circles (nodes) connected with black edges represent multiprotein cellular entities regulated by E2F4.
that compile genome-wide location analysis results will certainly increase the pace with which transcriptional regulatory networks are revealed. Once we have established the "rules" through which occupancy by a set of promoter-selective factors dictates all histone and DNA modifications and regulation of large numbers of genes, it may be possible to eventually predict the behavior of a gene under any condition based on the linear sequence of elements contained within the gene. Methodological improvements will also provide opportunities to elucidate regulatory networks of increasing complexity, such as those involved in tissues, which can themselves be regarded as cellular networks. Many biological networks are marked by robustness, which stems from their extensive connectivity. One great promise of the study of biological networks is thus a better understanding of how organisms respond to their environment and how breakdown in the network results in disease.
In the future, regulatory networks will also need to account for temporal changes in gene expression, protein-protein interactions, and cellular compartmentalization. These three dimensional reconstructions will no doubt appear very complex. Such cellular networks are necessarily complex, and the more complex they become, the closer they are to mirroring the dynamic changes that occur in a living cell. It is human nature to abhor complexity; clearly, we must ultimately overcome this fear in order to reveal the complex networks that govern the life of a cell.
