ABSTRACT Attack from the unmanned aerial vehicles (UAVs) has been the main means of high-precision strike. Therefore, classifying ground vehicles from the UAV with high accuracy is of great significance. In order to avoid the complex feature extracting process and realize the classification of UAV-to-ground vehicles in different situations, this paper proposed a method based on micro-Doppler signatures using singular value decomposition (SVD) and deep convolutional neural networks (DCNNs). First, models of UAV-to-ground vehicles are built to analyze the micro-Doppler components and Doppler signals in five different cases are given. Second, time-frequency spectrums of Doppler signals with low signal-to-noise ratios are improved after removing noise using SVD. Third, transfer-learning of pre-trained DCNNs is achieved using measured data and classification under various conditions is realized using the new-trained network. When there is no noise, the overall classification accuracy of two types of Doppler signals, three types of Doppler signals, four types of Doppler signals and five types of Doppler signals has reached 100%, 97%, 97%, and 96%, respectively. Comparison with current methods which need to extract micro-Doppler features by time-frequency techniques are also made. Outstanding performance proves the superiority and robustness of the proposed method.
I. INTRODUCTION
In modern wars, attack using the UAVs has become the main means of high-precision strike. Ground wheeled vehicles such as armored cars and ground tracked vehicles represented by tanks are widely used in battlefield. They have a big threat due to their flexibility and lethality. In order to choose the best attack plan for the UAVs, classifying the ground vehicles accurately is necessary. Traditional methods [1] , [2] identify vehicles by analyzing the images containing targets. However, these methods depend on the image quality to
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Recent years, study on micro-Doppler provides a new direction for targets recognition. Micro-motion [3] which contains the vibration, rotation and accelerated movement of target components causes extra frequency modulation in return signal. This modulation is called micro-Doppler effect and Chen et al. [4] , [5] systematically analyzed the micro-Doppler of target acceleration, rotation, vibration and tumbling. Considered as the unique information of targets, micro-Doppler information can be obtained using modern radars and time-frequency techniques, assisting a lot in target identification. Literature [6] utilizes micro-Doppler features of arms and legs to identify human activities. Literature [7] determines if a person is armed based on micro-Doppler characteristics extracted by singular value decomposition. Literature [8] realizes the classification of unloaded helicopters and loaded helicopters based on multistatic microDoppler radar features. Some research has also been done to classify ground vehicles via micro-Doppler effect. Literature [9] estimates parameters of tank turrets based on micro-Doppler signals to identify types of tanks. Literature [10] uses method of principal component analysis (PCA) to extract micro-Doppler features to achieve classification. Literature [11] utilizes features of the vehicle's characteristic spectrum to identify targets. Literature [12] obtains energy and amplitude ratios through multi-level wavelet decomposition to distinguish vehicles. Literature [13] proposes features based on an adaptive analysis technique called Empirical Mode Decomposition (EMD) to classify ground vehicles. But all these methods must extract features for classifiers in advance, which needs huge amount of calculation. Moreover, these literatures never consider the air-to-ground scenario and can't realize the target recognition in different situations. Hence, it's necessary to find a way that can identify UAV-to-Ground vehicles without extracting features.
As the most important development of deep learning, deep convolutional neural networks (DCNNs) which can learn features from input images by itself has been widely applied to image classification and recognition. Compared with traditional methods, DCNNs can avoid complex process of extracting features when classifying targets so that it has higher efficiency and wider application. Several articles have introduced the achievements obtained by micro-Doppler and DCNNs. Literature [14] detects humans and classifies human activities based on micro-Doppler signatures using DCNNs. Literature [15] uses multistatic micro-Doppler radar and DCNNs to classify personnel gait. Literature [16] realizes the radar ID which can identify specific person using DCNNs. Literature [17] classifies aerials targets based on DCNNs. Apparently, DCNNs can also be utilized to classify UAV-to-Ground vehicles. In literatures [14] - [17] , input of DCNNs is the spectrums obtained by time-frequency methods. Although DCNNs have no strict requirements on image quality, a large amount of noise when signal-to-noise ratio (SNR) is low still affects the feature learning of DCNNs. In order to improve the spectrum quality under low SNRs, singular value decomposition (SVD) [18] , [19] can be used to remove the noise in Doppler signal. SVD is a matrix transformation method in linear algebra. It can decompose the given signal according to the proportion of signal component energy. The required signal component can be reconstructed by means of selected singular values and corresponding singular vectors. Therefore, SVD has a wide range of applications in image processing, data reduction and signal de-noising.
In this paper, we realize the accurate classification of UAVto-Ground vehicles in different situations based on SVD and the transfer-learning of one of the most successful DCNNs called AlexNet. Firstly, models of UAV-to-Ground vehicles are established to analyze the micro-Doppler components of different vehicles. Measured Doppler signals in five cases are given specifically. They are the Doppler signal of one wheeled vehicle, the Doppler signal of one tracked vehicle, the Doppler signal of two different wheeled vehicles, the Doppler signal of two different tracked vehicles and the Doppler signal of one wheeled vehicle and one tracked vehicle. Secondly, in order to remove the noise, SVD is utilized to improve the quality of time-frequency spectrums. Thirdly, we perform short-time Fourier transform (STFT) on Doppler signals and use the time-frequency spectrums as input of DCNNs. After realizing the transfer-learning of AlexNet based on measured data, classification of UAV-to-Ground vehicles in various cases is achieved with high accuracy using the new network. Compared with past methods, classification results prove the superiority and robustness of method in this paper.
The remaining paper is organized as follows. Section II establishes the models of UAV-to-Ground vehicles, analyzes the micro-Doppler components and introduces the measured Doppler signals in five different situations. Section III utilizes singular value decomposition to remove noise in Doppler signal to improve the quality of time-frequency spectrums. Section IV explains the principle of DCNNs and introduces the steps to realize the transfer-learning of AlexNet. Section V analyzes the classification results under different conditions. Comparison with traditional methods is also given. At last, Section VI summarizes the paper. 
II. ANALYSIS OF UAV-TO-GROUND VEHICLES
A. MODEL OF THE GROUND WHEELED VEHICLE Fig. 1 discusses the real-time position relationship between the UAV and the ground wheeled vehicle. Initial distance between the UAV and the wheel hub center is R 0 . The wheel hub which is made of metal can scatter transmit signal to a great extent while the tire which is made of rubber has weak scattering ability. Velocity of the UAV is v and velocity of the wheeled vehicle is v r . r means the radius of wheel hub and w represents the angular velocity. Azimuth angle and pitch angle of the wheeled vehicle are α and β. After a time of t, distance between radar which is equipped on the body of the UAV and the wheel hub center is R o (t). Point P is a strong scattering point on the side surface of the wheel hub. Distance between radar and point P is R P (t). Target is in the far field of radar, which means R 0 r, then
Active radar adopts continuous wave (CW) system and the carrier frequency is f c . The transmit signal is as below
There are K strong scattering points evenly distributing on the side surface of wheel hub. Initial phase of each point can be expressed as
The whole echo signal of the wheeled vehicle is superposed by return signals from the non-rotating points including the main body and the wheel hub center and rotating points like point P. It is expressed as Eq. (5).
, ρ is the reflection coefficient of the main body, ρ o is the reflection coefficient of the wheel hub center, ρ i is the reflection coefficient of the i th rotating point.
After de-carrier processing and phase deriving, the signal frequency can be expressed as below
The first part is the Doppler component caused by the main body and the wheel hub center. The second part is the micro-Doppler component caused by the rotating points of the wheel.
B. MODEL OF THE GROUND TRACKED VEHICLE
As shown in Fig. 2 , the UAV and the ground tracked vehicle move toward each other. d a is the distance between the driving wheel and the inducer wheel. d u is the distance between the first loading wheel and the last loading wheel. Height difference between the inducer wheel and the loading wheel is h. Angle between the side track and the horizontal line is ϕ. Point P is a strong scattering point on the track surface. Movement of point P can be decomposed into rotation along AB,linear motion along BC, rotation along CD, linear motion along DE, rotation along EF, linear motion along FG, rotation along GH and linear motion along HA. For the sake of analysis, assuming that r 1 = r 2 = r 3 = r 4 = r.
If point P is on AB segment at the initial moment. Then, after a time of t, distance between radar and point P is R AB (t).
Here, θ AB = θ 0 + wt, θ AB ∈ [0, π − ϕ] and θ 0 is the initial phase of point P.
When point P is on CD segment at the initial moment, distance between radar and the first loading wheel center is as follow
After a time of t, distance between radar and point P can be expressed as
Here,
Similarly, distance between radar and the last loading wheel center is R r 4 and distance between radar and the driving wheel center is R r 1 .
After a time of t, distance between radar and point P is as below
− wrt sin α cos β − wt sin α cos β (13)
, θ r 4 is the initial phase when point P is on EF segment and θ r 1 is the initial phase when point P is on GH segment.
VOLUME 7, 2019
When point P is on BC segment, DE segment, FG segment and HA segment, it will move in a straight line.
The echo signal of the ground tracked vehicle is as expressed in Eq. (19) . Here, ρ is the reflection coefficient of the main body, τ i = 2R i /c, ρ i is the reflection coefficient of the i th scattering point. The whole echo signal is superimposed by return signals from the main body and all strong scattering points of the track.
After de-carrier processing and phase deriving, the frequency can be expressed as Obviously, the echo signal contains the Doppler component caused by the main body and the micro-Doppler component caused by scattering points which are located at the straight segments and rotating segments of the track.
C. ANALYSIS OF MEASURED DATA
Measured data in this paper is collected when the UAV is hovering and the ground vehicles move in a straight line. Parameters of ground vehicles are set as shown in Table 1 . According to analysis in part A and part B, Doppler signal is needed for classification. The continuous wave (CW) radar or the pulse Doppler (PD) radar can meet the requirements and there is no need to use more complex radars to increase the cost and device complexity. However, the PD radar is sensitive to the Nyquist sampling rate and it is not as good as CW radar in terms of speed resolution, which means PD radar is not sensitive to the Doppler signal. In order to reflect the micro-Doppler components, the radar used must be able to measure the Doppler signal accurately and stably. Therefore, the radar equipped on the body of the UAV adopts 24 GHz CW system. The sampling frequency equals 5kHz. Each sampling process lasts for 0.2048s. The carrier frequency is removed in the receiver and the finally output of the receiver is actually the Doppler signal which is modulated by micro-Doppler signal. If the window function is g(t) which slide along time and Doppler signal is s(t), its STFT is as below
Hamming window is chosen when analyzing Doppler signal and Fig. 3 gives the time-frequency spectrums of measured data obtained by the 24GHz CW radar in the five cases described above. As shown in Fig. 3(a) , components of the wheeled vehicle are simple. In addition of the ground clutter and the Doppler component caused by the main body and the wheel hub center, remaining part is the sinusoidal frequency modulation (FM) micro-Doppler component which evenly distributes on the spectrum. But components of the tracked vehicle are relatively complex. As shown in Fig. 3(b) , Fig. 3(c), Fig. 3(d) and Fig. 3(e) , time-frequency spectrums of measured data from more than one ground vehicle are similar to those of one vehicle but they are composed of more signal components. Therefore, it's pretty difficult to distinguish them.
III. SIGNAL DE-NOISING BASED ON SINGULAR VALUE DECOMPOSITION
Time-frequency spectrums showed in Fig. 3 are obtained when the SNR is about 35dB. Actually, not a few measured data is obtained at lower SNRs. A large amount of noise may make the deep convolutional neural networks (DCNNs) unable to accurately find the characteristics of time-frequency spectrums. In order to decrease the effect of noise on classification accuracy, improving the time-frequency spectrums is of great significance.
Assuming that signal s = {s 1 , s 2 , · · · , s N } is a discrete time series. M is the embedding dimension. Then, the trajectory matrix is constructed as
Performing SVD on matrix A according to Eq. (26)
Here, U and V are the singular vectors matrixes of A,diagonal elements of S are singular values which can be expressed as δ i (i = 1, 2, · · · , M ; δ 1 ≥ δ 2 ≥ · · · ≥ δ M ) and other elements of S equal zero. Selecting the desired singular Taking the Doppler signal of the ground wheeled vehicle for example, when the SNR is about 15dB, Fig. 4 gives the singular value spectrum of Doppler signal of the wheeled vehicle and Fig. 5 shows the time-frequency spectrums of original Doppler signal and de-noised signal using SVD respectively. Singular values that represent the Doppler component and the ground clutter are much bigger than singular values that represent micro-Doppler components and noise. Apparently, by ignoring the small singular values and reconstructing the required signal, noise in original signal has been removed to a great degree, making the time-frequency spectrum clearer.
IV. DEEP CONVOLUTIONAL NEURAL NETWORKS A. PRINCIPLE OF DCNNS
Deep learning is a branch of machine learning and it has become research hotspot especially in the field of pattern recognition. It adopts DCNNs structure [20] , [21] , which is one of the most successful deep learning algorithms. Since the network avoids complicated pre-processing of images, it can directly input the original image, thus obtaining a wider application. The key layers of DCNNs are the convolution layer, the pooling layer and the full connection layer. Several convolution filers work together on input images to obtain the feature maps for next layers. Typical convolution filter and pooling operation are as shown in Fig. 6 .
As the layers after convolution layers and pooling layers, the connection layers include logistic regression classifier. The input of connection layer is the output of the last pooling layer and the output of the last connection layer is the classification results. In most cases, softmax regression is chosen as the classifier in the last connection layer. It is developed from logistic regression for multi-class problems. Its function is as below. Here, p(y (i) = j|x (i) ; θ ) is the probability that input x (i) of the i th sample belongs to type j.
In order to prevent the overfitting in full connection layers, dropout operation is widely used. The cells that are in the state of dropout will not take part in the propagation process so that the interrelationship between neurons is simplified effectively. A typical DCNNs consists of two convolution layers which include the pooling operation and one full connection layer. The full connection layer is actually the multi-layer perceptron (MLP) which consists of multiple neuron layers. Output of MLP is just the classification results. Fig. 7 describes the structure of this simple DCNNs. 
B. TRANSFER-LEARNING OF ALEXNET
We employed Neural Network Toolbox in MATLAB R2017a which is speeded by NVIDIA GPU and the GPU we used is the NVIDIA GeForce GTX 1060 3GB. AlexNet [22] is trained on a subset of the ImageNet database, which is used in ImageNet Large-Scale Visual Recognition Challenge (ILSVRC). This DCNNs is trained on more than a million images and can classify images into 1000 object categories. As shown in Fig. 8 , AlexNet includes five convolution layers and three full connection layers. The first two convolution layers and the last convolution layer include pool operation. The last full connection layer is just the output layer. Fig. 9 introduces the first two convolution layers and the first full connection layer of AlexNet. The size of input image must be 227 * 227 * 3 and the first full connection layer has 4096 hidden nodes. We use the time-frequency spectrums obtained by SVD and STFT as the input of AlexNet. Then, the UAV-to-Ground vehicles classification problem is transferred into image classification problem. 75% of spectrums of each situation are used for data learning so that the transferlearning of the pre-trained AlexNet is realized. Using the new learned network to test the rest spectrums, accurate classification of UAV-to-Ground vehicles can be obtained. The whole flow is as shown in Fig. 10 .
During the application of AlexNet, the coefficients of convolution filters and weighs of full connection layers are trained by measured data. A backpropagation algorithm with a mini-batch gradient descent is used as the training algorithm and there are three important parameters related to it. They are defined as epoch, batch and iteration respectively. Epoch means a complete training of the model using all the data from the training set. Batch is a backpropagation parameter update of model weighs using a small number of samples from the training set. The number of samples in one batch is the batch size. Iteration represents the number of batches. Assuming that there are N data used as training set. For AlexNet, the batch size is N /5 and one epoch needs 5 batches. Choosing the appropriate number of epochs is important. If epochs are not enough, the training process of the DCNNs can't reach the fitting state while too many epochs will result in the overfitting of training process. The 2000 acquisitions in part C of section IV are used for the transfer-learning of AlexNet. 1500 acquisitions are used as training samples and 500 acquisitions are used as testing samples. The batch size is 300 and one epoch needs 5 iterations. Fig. 11 illustrates the relationship among accuracy, train loss and epochs. As the epoch increases, the classification accuracy gradually increases, and the loss gradually decreases. When number of epochs reaches 18, the accuracy has been 100% and the train loss has been 0. Therefore, in the following discussion, number of epochs is set to 18 to ensure classification accuracy and reduce unnecessary calculations.
V. CLASSIFICATION RESULTS
In order to indicate the effectiveness of method in this paper, two schemes are designed to carry out the classification experiments. Parameters of vehicles in scheme 1 are as shown in Table 1 . Training samples are selected randomly from the total samples and the rest are the testing samples. Parameters of scheme 2 are as shown in Table 2 
A. EFFECT OF SCHEMES AND NUMBER OF CATEGORIES
In order to analyze the effect of number of categories, we divide the five signals a ∼ e in part C of Section II into four possible groups which have different number of categories. The specific grouping situation is as shown in Table 3 . For each signal in a ∼ e, we take 300 samples. For each classification, 20 experiments are carried out and the final accuracy is the average value of the 20 experiments. Fig. 12 shows the classification results of various categories and schemes when there is no noise. As the number of categories increases, the accuracy decreases gradually. But even when the number of categories reaches 5, the accuracy of scheme 1 is still 96%. Accuracy of scheme 2 is slightly lower than that of scheme 1. However, the accuracy of scheme 2 still exceeds 93% when the number of categories equals 5, proving the effectiveness of method in this paper. In the following discussion, experiments are all carried out using scheme 1. Fig. 13 shows the confusion matrices of four different group sizes of scheme 1. In the same group, accuracy of each signal varies slightly while their accuracy is similar to the average result, indicating that the new learned network has high accuracy. For different groups, classification results also vary slightly from each other. In terms of c and d, their accuracy in Fig. 13 (c) is 0.96 and 0.92 while their accuracy is 1 and 0.84 in Fig. 13 (d) . When number of signal categories is different, samples used for training and testing also changes, resulting in that features learned in different layers of DCNNs change. Therefore, classification accuracy of the same signal type varies from each other in different groups. In general, the smaller the number of categories, the higher the overall classification accuracy. 
B. EFFECT OF NOISE
In this part, the new learned network is used to evaluate the robustness of method in this paper. Gaussian white noise is added to Doppler signal and the SNR equals 10dB, 20dB and 30dB respectively. For each classification, 20 experiments are carried out and the final accuracy is the average value of the 20 experiments. SVD is used firstly to remove the noise before inputting the time-frequency spectrums into the new-trained network. Classification results of four different groups are discussed in Fig. 14 . When the SNR decreases, the classification accuracy also decreases slightly. For the group with two categories, the accuracy is about 96% even when SNR is just 10dB. For group with five categories whose specific classification results are as shown in Fig. 15 , its overall accuracy still exceeds 85% when SNR is 10dB. The results prove that method in this paper has perfect robustness. 
C. EFFECT OF SAMPLE PROPORTION FOR LEARNING
Generally, we use 75% of samples to achieve the transferlearning of pre-trained AlexNet to obtain our own network. However, the sample proportion for learning may also affect the classification accuracy. Similar to the last part, for each classification, 20 experiments are carried out when SNR is 30dB and the final accuracy is the average value of the 20 experiments. Fig. 16 gives the classification results of different proportions when group sizes are 4 and 5 respectively. Obviously, the classification accuracy increases with the proportion. When the proportion reaches 63%, accuracy of the two groups is nearly 90%. When the proportion is 75%, the accuracy has been 97%. Therefore, enough proportion of samples for DCNNs learning is the premise for accurate classification.
D. COMPARISON WITH CURRENT METHODS
Current methods need extract micro-Doppler features at first. Then, these features are sent to classifiers for classification. Traditional supervised learning techniques mainly include Linear Discriminant Classifier (LDC) [23] , Naive Bayes (NB) [24] , Back Propagation Network (BP) [25] and Support Vector Machine (SVM) [26] . The features which have the best effect are as follows.
1) Principal component analysis (PCA) based features.
2) Characteristic spectrum based features.
3) Multi-level wavelet decomposition based features.
4) Empirical Mode Decomposition (EMD) based features.
We choose the features in literatures [10] - [13] and realize the classification of UAV-to-Ground vehicles when group size is 2 using LDC, NB, BP and SVM respectively. 300 samples of each signal are used. 75% of them are utilized for learning and the rest samples are used for testing. The final accuracy is the average of 20 experiments. Results of different classifiers under various SNRs when group size is 2 are as shown in Fig. 17 . It can be discovered that DCNNs and other four classifiers all have high accuracy when there is no noise. But DCNNs has the best classification effect. When the SNR decreases, the classification effect also decreases and the advantages of DCNNs over other classifiers expand. Even when SNR is only 0dB, accuracy of DCNNs is still nearly 90% while accuracy of other classifiers is below 75%. What's more, current methods based on micro-Doppler features can't realize the accurate classification when group size is bigger than 2 while DCNNs can achieve the classification with satisfactory accuracy, indicating the superiority of DCNNs.
VI. CONCLUSION
In modern wars, attack from the UAVs has been the main means of high-precision strike, which can effectively reduce soldier casualties. Wheeled vehicles such as armored cars and tracked vehicles represented by tanks are widely used in the battlefield due to their flexibility. In order to remove the threat of ground vehicles using UAVs, it's necessary to classify ground vehicles from the UAV correctly. In this paper, we proposed a method based on micro-Doppler signatures using singular value decomposition and deep convolutional neural networks to classify UAV-to-Ground vehicles. There are three points different from previous research. Not only the air-to-ground scenario is considered, but also complex feature extracting process is avoided. What's more, classification of vehicles in different situations is also realized accurately. Classification results under different conditions confirm the superiority and robustness of proposed method. Comparison with traditional methods also prove that method in this paper has better performance. Therefore, classification of UAV-toGround vehicles using DCNNs has potential in future military application. XIANGYU LU was born in Chuzhou, Anhui, China, in 1995. He received the B.S. degree in electronic engineering from the Nanjing University of Science and Technology, Nanjing, China, in 2016, where he is currently pursuing the Ph.D. degree in electronic and optical engineering. His research interests include electromagnetic field and electromagnetic wave. VOLUME 7, 2019 
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