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ABSTRACT 
Two linear operators A and B on a finite dimensional complex vector space have 
the same lattice of invariant subspaces iff there exist an invertible operator S and a 
polynomial p such that B = S-‘p(A)S, p’(A) # 0 f or every eigenvalue A of A, and k 
is A-invariant iff SJ? is A-invariant for every subspace A. 
1. INTRODUCTION 
We investigate the problem of equality of the lattices of invariant 
subspaces of two operators, on a finite dimensional complex vector space, 
under no commutativity assumption. The commutative case is fully explored 
by Brickman and Fillmore in [l]. In [5] we gave a necessary condition; here 
we obtain necessary and sufficient conditions. Theorem 10.2.1 in [3] (p. 326) 
also gives necessary and sufficient conditions for two matrices to have the 
same lattice in terms of the matrices. It appears that our approaches are not 
quite the same. Here we have a coordinate free version. 
2. NOTATION AND PRELIMINARY RESULTS 
Let V be an n-dimensional complex vector space, and let A be a linear 
operator on V. The lattice of A-invariant subspaces will be denoted by Lat A 
and the set of eigenvalues of A by a(A). If B is a linear operator on V such 
that AB = BA and Lat A c Lat B, then it is shown in [l] that there is a 
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polynomial p such that B = p(A). In [2] there is a characterization of 
operators A for which the conclusion holds without the commutativity 
assumption; i.e., Lat A c Lat B implies B = p(A) for some polynomial p. A 
different question along this line, as suggested by P. A. Fillmore through 
personal communications, is what if the lattice inclusion is strengthened to 
equality and the commutativity assumption is dropped. A necessary condition 
is given in [5]. I am indebted to P. A. Fillmore for raising this inspiring 
question. 
LEMMA 2.1. Let A he a nilpotent operator, p a polynomial. Then 
Lat A = Lat p(A) if p’(0) # 0. 
Proof. “If’: Assume that Lat A = Lat p(A). If p’(O) = 0, we may assume 
also that p(O) = 0, as removal of a scalar multiple of the identity will not 
change the invariant subspaces. Since A is nilpotent, there are an integer k 
(index of nilpotence) and a vector x f 0 such that Akx = 0 and Ak-‘n: z 0. 
Then A”(Ak-“x + Ak-‘x) = 0, and hence JZ= [Ak-“r + Ak-‘r] (the sub- 
space generated by the enclosed vector) is contained in the kernel of A’. 
Thus JZ is in the kernel of p(A) and hence p(A)-invariant [as p(A) is a 
linear combination of powers of A of order 2 or higher]. It is easy to see that 
J? is not A-invariant, contradicting the equality assumption. 
“Only if’: Conversely, if p’(0) # 0, we show that A and p(A) have the 
same lattice of invariant subspaces. The inclusion Lat A c Lat p(A) is always 
true; to show the opposite inclusion, we let & E Lat p(A). We may assume 
with no loss of generality that p(A) = A + c,A” + . . . . Since & is a sum of 
p(A)-cyclic subspaces, and invariance is preserved under algebraic addition 
of subspaces, we may assume that JZ itself is p(A)-cyclic, i.e., J= 
[x, p(Ak(p(A)>%, . . . ] for some vector X. It is now easy to see, by the 
nilpotence of A, that Ax is a linear combination of [p(A)lkx, k = 1,2,. . . . So 
J-G? is A-invariant, and hence Lat A = Lat p(A). n 
COROLLARY 2.2. Let A be an arbitrary operator on a finite dimensional 
complex vector space, p a polynomial. Then Lat A = Lat p(A) ifl p’(h) # 0 
for every A E a(A). 
Proof. Every member of Lat A is a direct sum of invariant subspaces 
whose restrictions of A are nilpotent operators plus scalar operators (primary 
summands). On each such primary subspace A is Al + N for some A E a(A) 
and some nilpotent N. A short computation shows that the restriction of 
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p(A) to the primary subspace is 
P”(h) P’“‘(A) 
p(h)Z+p’(A)N+7N2+31N3+ .a.. 
Clearly, a subspace contained in this primary subspace is A-invariant iff it is 
N-invariant. Therefore A and p(A) 1 eave the same subspaces invariant iff 
p’(A) # 0. n 
3. THE MAIN RESULT 
We are now ready for the main theorem. 
THEOREM 3.1. Let A and B be operators on a finite dimensional complex 
vector space V. Then Lat A = Lat B if and only if there exist a polynomial p 
and an invertible operator S such that (i) p’(A) # 0 for all A E a(A), (ii) 
B = S-‘p(A)S, and (iii) Sk E Lat A when and only when J-Z E Lat A. 
Proof. “Only if’: Let A = A,@A,@ . * . $A, be the Jordan decomposi- 
tion of A, and V = V,@V,@ . . . @V, the corresponding decomposition of the 
space V. Then by assumption on the invariant subspace lattices, B decom- 
poses with respect to this decomposition into a direct sum B,@ B,@ * . . @B,. 
On each y, Ai is the (algebraic) sum of a cyclic nilpotent operator and a 
scalar (multiple of the identity on Vi). Since Bi leaves all A,-invariant 
subspaces invariant, there exist an invertible operator Si and a scalar (Y~ such 
that Si’A,S, + oiZi = Bi, where Zi is the identity operator on the space Vi. 
Moreover Si can be chosen to leave invariant all A,-invariant subspaces. 
For each i # j, if Ai and Aj have the same eigenvalue, then Bi and Bj 
have the same eigenvalue. For we may assume the eigenvalue for Ai and Aj 
is 0, and so there are nonzero vectors xi and xj such that Aixi = 0 and 
Ajxj = 0. Thus the subspace k=[xi@xjJ (generated by the vector xi@xj> 
is A-invariant, and hence is B-invariant. If hi and Aj are eigenvalues of Bi 
and Bj respectively, then 
(Bi@Bj)(~i~~j) = Aixi63Ajxj 
is a vector in k, by invariance. Therefore hi = Aj, and hence oi = oj. Thus 
our question reduces to the primary case, and we may assume that the 
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primary summand A,, of A under consideration is nilpotent. Let V be the 
primary subspace on which A, acts, S, the direct sum of all the Si (obtained 
above) acting on subspaces of V,. Let B,, be the restriction of B to VP, and 
I, the identity operator on (or the idempotent onto) VP. Then the above 
argument shows that B, - A,Z, = S~‘A,S, for some scalar A,. Since each I, 
is a polynomial in A, we have S- ‘AS = B - q(A), where S is the direct sum 
of S,, acting on primary subspaces VP, and q is a polynomial such that 
q(A)lv,, coincides with h,Z,. Since S commutes with each h,Z,, B = 
S-‘(q(A)+ A)S = S-‘p(A)S. 
To see that p’(h) # 0, we assume the contrary. We may also assume that 
A is nilpotent. For if not, we can restrict to each primary summand, which is 
a sum of a scalar and a nilpotent. Choose an upper triangularizing Jordan 
basis for A. Then the matrix of B with respect to the Jordan basis would 
have all entries on the first superdiagonal (the diagonal above the main 
diagonal) zero. There is a basis vector x annihilated by A, which is in the 
range of A. Then the basis vector y preceding x is the preimage of x under 
A: Ay = X. Note that B leaves the subspace [y] invariant, yet A does not, 
contradicting our equality assumption on the lattices. 
To see that (iii) holds, let d E Lat A. Then S-‘p(A)%& = BL c k by 
the lattice assumption. Thus S& is p(A)-invariant, and hence A-invariant by 
Corollary 2.2. If on the other hand Sk E Lat A, then p(A)Sd c S& thus 
B& = S-‘p(A)%& G &, and A is B-invariant. So & E Lat B = Lat A. 
“If’: Conversely, if the conditions are satisfied, we show that A and B 
have the same lattice of invariant subspaces. Let & be an A-invariant 
subspace. Then Sk is A-invariant, and hence is p(A)-invariant. Thus 
B&= S-‘p(A)Sk c yk: So & is B-invariant. If k is B-invariant, then 
S-‘p(A)S& = Bk c &, and hence Sk is p(A)-invariant. Therefore &? is 
A-invariant by Corollary 2.2. This completes the proof. n 
The following corollary follows directly from the proof of the theorem 
above. 
COROLLARY 3.2. LRt A and B be operators on a finite dimensional vector 
space with the same lattice of invariant subspaces. Then B = S’p(A)S for 
some invertible S and some polynomial p; furthermore 
(i) the operator S can be chosen to be upper triangular with respect to a 
Jordan basis fw A; 
(ii) S decomposes with respect to the Jordan decomposition of A; 
(iii) S induces an automorphism on Lat A. 
The following question is a natural one in view of the theorem. 
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QUESTION 3.3. What are necessary and sufficient conditions for an 
invertible operator to induce an automorphism on the invariant subspace 
lattice? 
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