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COUNTING ABSOLUTELY CUSPIDALS FOR QUIVERS
T. BOZEC, O. SCHIFFMANN
Abstract. For an arbitrary quiver Q = (I,Ω) and dimension vector d ∈ NI we define
the dimension of absolutely cuspidal functions on the moduli stacks of representations of
dimension d of a quiver Q over a finite field Fq, and prove that it is a polynomial in q,
which we conjecture to be positive and integral. We obtain a closed formula for these
dimensions of spaces of cuspidals for totally negative quivers.
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1. Introduction
1.1. Let Q = (I,Ω) be an arbitrary quiver. For any finite field k = Fq one may consider the
Hall algebra HQ/k, which is a (twisted) self-dual complex Hopf algebra naturally graded
by the lattice ZI :
HQ/k =
⊕
d∈NI
HQ/k[d].
Denote by (ǫi)i the canonical basis of Z
I . When the quiver Q contains no edge loop the
spaces HQ/k[ǫi] are all one-dimensional. In that case, one often considers the spherical
subalgebra HsphQ/k ⊂ HQ/k which is defined as the subalgebra generated by HQ/k[ǫi], i ∈ I.
By the Ringel-Green theorem, HsphQ/k is isomorphic to the specialization at v = q
1
2 of the
positive half U+v (gQ) of the quantized envelopping algebra of the Kac-Moody algebra gQ
associated to Q. In particular the character
ch(Hsph
Q/k
) =
∑
d
dim(Hsph
Q/k
[d])zd
is given by the Weyl-Kac formula, and is independent of q. On the contrary, the character
of HQ/k does strongly depend on q as soon as Q is not of finite Dynkin type (i.e. as soon
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as HsphQ/k is a proper subalgebra of HQ/k). To understand this dependence, let us consider
the subspace of primitive or cuspidal elements
H
cusp
Q/k [d] = {x ∈ HQ/k[d] | ∆(x) = x⊗ 1 + 1⊗ x}.
It is well-known and easy to see that {HcuspQ/k [d] | d ∈ N
I} form a minimal set of generators
for HQ/k.
Set Π0 = {ǫi | i ∈ I} and let ( , ) : Z
I ⊗ ZI → Z be the symmetrized Euler form. The
starting point of this short note is the following theorem, due to B. Deng and J. Xiao (in
the case of (possibly valued) quivers without oriented cycles), see [DX] :
Theorem 1.1. For any quiver Q = (I,Ω) and dimension vector d ∈ NI there exists a
polynomial CQ,d ∈ Q[t] such that for any finite field k
dim(HcuspQ/k [d]) = CQ,d(|k|).
This polynomial does not depend on the orientation Ω.
The proof we give in 4.1. (which is close to the original proof in [DX]) is constructive, i.e.
it also provides a recursive algorithm to compute CQ,d. In particular, using this algorithm
one can prove the following
Proposition 1.2. We have CQ,d = 0 unless d ∈ Π0 or (d,d) ≤ 0 and in the latter case
we have CQ,d(0) = 0.
It is easy to see that the coefficients of CQ,d are in general neither integral nor positive.
The aim of this note is to find a correct substitute for CQ,d.
Recall that, by a theorem of Kac [K1], there exist polynomials AQ,d, IQ,d ∈ Q[t] such
that for any k we have
AQ,d(|k|) = #Ind
geom
Q,d,k, IQ,d(|k|) = #IndQ,d,k
where IndQ,d,k, Ind
geom
Q,d,k is the set of indecomposable, resp. geometrically indecompos-
able, representations of Q over k of dimension d. The two families of polynomials are
related by the following equality of generating series involving plethystic exponentials (see
Section 1.5.)
Expt,z
(∑
d
Ad(t)z
d
)
= Expz
(∑
d
Id(t)z
d
)
(see [H]). Since the character of HQ/k clearly depends on the number of isomorphism
classes of representations of Q over k of fixed dimension, it is clear that CQ,d is strongly
related to IQ,d. In general, this relation is somewhat intricate, relying on the Borcherds
denominator formula for generalized Kac-Moody algebras, see Sections 2.2. and 4.1. The
coefficients of the polynomial CQ,d are in general neither positive nor integral, similarly
COUNTING ABSOLUTELY CUSPIDALS FOR QUIVERS 3
to the Kac polynomials IQ,d. It is well-known that the better behaved Kac polynomial is
the A-polynomial AQ,d, which is known to belong to N[t] (see [HLRV]) and to have some
cohomological interpretation in terms of Donaldson-Thomas invariants (see [M]). Applying
the same combinatorial process as above, but to the Kac A-polynomials AQ,d instead of
the Kac I-polynomials and based on a graded analog of the Borcherds character formula
yield some rational polynomials CabsQ,d ∈ Q[t], see Section 4.2. Equivalently, we may also
directly define CabsQ,d(t) via the following relations :
CabsQ,d(t) = CQ,d(t)
for all d ∈ NI such that (d,d) < 0 and
Expz
∑
l≥1
CQ,ld(t)z
l
 = Expt,z
∑
l≥1
CabsQ,ld(t)z
l

for all d ∈ (NI)prim such that (d,d) = 0. In the above, (N
I)prim is the set of indivisible
elements of NI .
We make the following conjecture :
Conjecture 1.3. For any Q = (I,Ω) and d we have CabsQ,d ∈ N[t].
As a first step towards the above conjecture, we prove (see Section 4.4) :
Theorem 1.4. For any Q and any d ∈ CQ/k we have C
abs
Q,d(t) ∈ Z[t].
Theorem 1.1 is a quiver analog of a conjecture of Deligne and Kontsevich which asserts
that the dimension of the space of geometrically cuspidal functions on BunGLr,d(X) for X
a smooth projective curve defined over a finite field k, is given by a polynomial in the Weil
numbers of X (which only depends on r), see [D], [K3]1. Note that in the context of curves
there is, via the Langlands correspondence, a geometric way of characterizing absolutely
(or geometrically) cuspidal functions among all cuspidal functions; since there is yet no
analogue of the (geometric) Langlands correspondence in the context of quivers, we have
no choice but to define the numbers CabsQ,d in the above slightly ad-hoc combinatorial way.
Following Deligne, we may also make the following somewhat imprecise conjecture :
Conjecture 1.5. For any Q = (I,Ω) and d there exists a ’natural’ algebraic variety XQ,d
defined over Z such that we have CabsQ,d(|k|) = #XQ,d(k) for any finite field k.
The above conjecture is rather optimistic; a slightly less optimistic conjecture would
claim the existence of such a variety XQ,d,p for any fixed characteristic p > 0, or even for
any large enough fixed characteristic p.
1More precisely, the conjecture of Deligne and Kontsevich is phrased in terms of counting geometrically
irreducible Ql-representations of pi
arith
1 (X); the two problems are equivalent by the Langlands correspon-
dence, [L]
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1.2. Examples. Let us give some simple examples of polynomials CabsQ,d, CQ,d. As usual,
we denote by 〈 , 〉 : ZI × ZI → Z the (nonsymmetrized) Euler form of Q.
i) If Q is a finite type quiver then CQ,d = C
abs
Q,d = 1 if d ∈ {ǫi | i ∈ I} and CQ,d =
CabsQ,d = 0 otherwise,
ii) If Q is a Jordan quiver then CabsQ,d = t for any d ≥ 1 while the polynomials CQ,d are
determined by the following generating series :∑
d
CQ,dz
d =
∑
l,n≥1
µ(l)
ln
tnzln
1− zln
,
where µ is the Mo¨bius function2.
iii) If Q is an affine Dynkin diagram, with indivisible imaginary root δ, then CabsQ,d =
CQ,d = 1 if d ∈ {ǫi | i ∈ I}, C
abs
Q,lδ = t for any l ≥ 1; the polynomials CQ,lδ are
again determined by the generating series :∑
d
CQ,dδz
d =
∑
l,n≥1
µ(l)
ln
tnzln
1− zln
,
and CabsQ,d = CQ,d = 0 if d 6∈ Nδ ∪ {ǫi | i ∈ I}.
iv) If Q is the 3-Kronecker quiver, i.e. I = {1, 2} and Ω = {h1, h2, h3} with hi : 1 7→ 2
for all i, then CQ,d = C
abs
Q,d for all d and furthermore
CQ,(1,1) = t
2 + t, CQ,(2,2) = t
5 + t4 + 2t3 + t2 + t, CQ,(2,3) = t
6 + t4 + t2,
CQ,(3,3) = t
10 + t9 + 3t8 + 4t7 + 4t6 + 6t5 + 6t4 + 4t3 + 32t2 + 31t.
v) If Q = Sg is the quiver with one vertex and g loops, with g > 1 then C
abs
Q,d = CQ,d
for all d, and are determined by the following generating series :
Logt,z
(
1−
∑
d
CabsQ,dz
d
)
= (t− 1)Logt,z
(∑
λ
[
t(g−1)
∑
k λ
2
k
∏
k
[∞, λk − λk+1]t−1z
|λ|
])
where the sum ranges over all partitions λ, and [∞, a]u =
∏a
l=1(1 − u
l)−1 is the
usual Pochammer symbol. In particular, we have
CabsSg,1 = t
g
CabsSg,2 = t
2g−1 t
2g − 1
t2 − 1
CabsSg,3 =
t9g−3 − t5g+2 − t5g−2 − t5g−3 + t3g+2 + t3g−2
(t2 − 1)(t3 − 1)
.
2in terms of plethystic functions, we may also write
∑
d CQ,dz
d = LogzExpt,z
(
tz(1− z)−1
)
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vi) In general, we have CabsQ,d = CQ,d = t
gi if d ∈ {ǫi | i ∈ I}, and gi is the number of
loops at i; in addition, CabsQ,d = CQ,d = 0 if d is not an imaginary weight (i.e. if
〈d,d〉 > 0), unless d ∈ {ǫi | i ∈ I}.
In cases ii) and iii) above we may take XQ,l and XQ,lδ equal to A
1 (for any l). Case
ii) is classical, case iii) is due to Hua-Xiao, see [HX, Prop. 5.1.1] while case iv) is due to
Deng-Xiao, see [DX, 4.2, Ex. 2].
As mentioned above, the relation between CQ,d, C
abs
Q,d and the Kac polynomials is some-
what subtle. There is however one special case in which this relation is easily expressed.
Call a quiver Q = (I,Ω) totally negative if the symmetrized Euler form ( , ) is totally
negative, i.e. if (d,n) < 0 for all d,n ∈ NI\{0}. It is equivalent to the condition that any
two vertices are connected by an edge, and that any vertex carries at least two edge loops.
For instance, quivers Sg for g > 1 are totally negative.
Theorem 1.6. Let Q be a totally negative quiver. Then we have CQ,d(t) = C
abs
Q,d(t) for
any d ∈ NI , and the following relation of generating series holds :
(1.1) 1−
∑
d>0
CQ,d(t)z
d = Expt,z
(
−
∑
d>0
AQ,d(t)z
d
)
.
In particular, we have CabsQ,d(t) ∈ Z[t] for any d.
Example iv) above is a direct application of (1.1) together with Hua’s explicit formula
for Kac polynomials, see [H]. For a general quiver, injecting Hua’s formula in (1.1) yields
a rather cumbersome formula. In any case, we may rephrase (1.1) in terms of plethystic
exponential as a closed formula for CabsQ,d :
Corollary 1.7. Assume that Q is totally negative. Then for any d we have
CQ,d(t) =
∑
p
(−1)−1+
∑
l,n p(l,n)
∏
l,n
(An(t
l))p(l,n)
p(l,n)! lp(l,n)
where the sum ranges over all maps p : N×NI → N such that
∑
l,n p(l,n)ln = d.
1.3. Relation to Okounkov’s conjecture, Maulik-Okounkov Lie algebras and the Davison-
Meinhardt Lie algebra of BPS states. The (rather straightforward) proof of Theorem 1.1
relies on the fact, proved by Sevenhant and Van den Bergh ([SVdB]), that HQ/k is isomor-
phic to a suitable specialization of the positive half U+v (g˜Q/k) of the quantized envelopping
algebra of a huge generalized or Borcherds Kac-Moody algebra g˜Q/k which naturally con-
tains gQ and which –contrary to gQ– does depend on k. By construction, the subspaces
H
cusp
Q/k [d] correspond precisely to the simple root space in g˜Q[d], see Section 3.3. In other
words, the dimensions of the spaces of cuspidals in HQ/k correspond to the multiplicities of
the simple roots in g˜Q/k, i.e. to the (usually infinite) Cartan matrix A˜Q/k of g˜Q. Assuming
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Conjecture 1.3, one may define a N-graded (usually infinite) Cartan matrix A˜Q using the
polynomials CabsQ,d. Let g˜Q be its associated Z-graded Borcherds Kac-Moody algebra.
Maulik and Okounkov constructed in [MO] a Z-graded Borcherds Lie algebra gQ using
the geometry of stable envelopes in Nakajima quiver varieties. Okounkov conjectured that
gQ has a character precisely given (up to a global grading shift) by
∑
d
AQ,d(t)z
d. The
following conjecture is essentially a restatement of Okounkov’s :
Conjecture 1.8. The Z-graded Lie algebras gQ and g˜Q are isomorphic.
This strongly suggests that the conjectural varieties XQ,d should be extracted from the
geometry of Nakajima quiver varieties as well, but we have been unable to formulate any
precise guess.
In a similar direction, Davison and Meinhardt defined another Z-graded Lie algebra
gBPSQ using the theory of (relative) cohomological Hall algebras, and showed that its graded
character is (again up to a global shift in grading) given by
∑
d
AQ,d(t)z
d (see [DM]). Con-
jecture 1.3 would follow if one could prove that gBPSQ were the positive half of a Borcherds
algebra.
1.4. Nilpotent analogues. Assume that our quiverQ = (I,Ω) contains loops or cycles. Then
the category of representations of Q contains (at least) two natural Serre subcategories,
that is the categories of nilpotent and 1-nilpotent representations (see [BSV]). We may
consider the Hall algebra of the category of all nilpotent (resp. 1-nilpotent) Q-modules,
and the problem of counting cuspidal functions there. All the results of this paper hold, with
similar proofs (and with the appropriate substitution of Kac polynomials for nilpotent Kac
polynomials). Note, however, that the Maulik-Okounkov Lie algebra has not been defined
in the nilpotent context (but see [SV] for a the closely related cohomological Hall algebra
which can be defined in the nilpotent context).
1.5. Plethystic notation. Throughout this paper we will use the standard plethystic no-
tations, which we briefly recall here : let t1, t2, . . . be a fixed set of indeterminates, set
L = Q[[t1, t2, . . .]] and let L
+ ⊂ L be the augmentation ideal of L. Consider the Q-linear
algebra homomorphisms
ψl : L→ L, ti 7→ t
l
i,
and define inverse Q-linear maps
Exp : L 7→ L+, Log : L+ → L
by the formulas
Exp(f) = exp
∑
l≥1
1
l
ψl(f)
 , Log(f) =∑
l≥1
µ(l)
l
ψl(log(f)).
COUNTING ABSOLUTELY CUSPIDALS FOR QUIVERS 7
These satisfy the usual relations, i.e. Exp(f + g) = Exp(f)Exp(g), Log(fg) = Log(f) +
Log(g), etc. We will sometimes specifiy the variables t1, . . . with respect to which we define
the Adams operator by a subscript, as in Expz or Expt,z. Moreover,
Expt1,...,ts
( ∑
n1,...,ns
an1,...,nst
n1
1 · · · t
ns
s
)
=
∏
n1,...ns
1
(1− tn11 · · · t
ns
s )an1,...,ns
.
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2. Borcherds-Kac-Moody algebras
2.1. Definition. Let Y be a free Z-lattice equipped with a symmetric Z-valued bilinear
form { , } : Y ⊗ Y → Z. Let Π = {αi, i ∈ I} be an at most countable subset of Y of
Q-linearly independent vectors, and assume that the following holds :
{αi, αj} ≤ 0 ∀ i 6= j, {αi, αi} ∈ {2} ∪ Z≤0.
We will then say that (Y, { , },Π) is a Borcherds datum. We write aij = {αi, αj} and set
Ihyp = {αi | aii < 0}, I
iso = {αi | aii = 0}, I
re = {αi | aii > 0}.
Elements of Ihyp, Iiso, Ire are called the hyperbolic, resp. isotropic, resp. real simple roots.
Elements of Iim = Ihyp∪Iiso are called imaginary simple roots. We also set A = (aij)i,j and
call this the Borcherds-Cartan matrix. The Borcherds-Kac-Moody algebra associated to A
is the (generally infinite-dimensional) Lie algebra gA generated by elements ei, fi, hi, i ∈ I
subject to the following set of relations
[hi, hj ] = 0 [hi, ej ] = aijej , [hi, fj ] = −aijfj ∀ i, j ∈ I,
[ei, fj] = hiδij , ad
1−aij (ei)ej = ad
1−aij (fi)fj = 0 ∀ i ∈ I
re, j ∈ I,
[ei, ej ] = [fi, fj] = 0 ∀ i, j such that aij = 0.
Set Q =
⊕
i∈I Zαi ⊂ Y and Q
± =
⊕
i(±N)αi. The Lie algebra gA possesses a Q-grading
gA =
⊕
α
gα
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with finite-dimensional graded pieces, such that ei ∈ gαi , fi ∈ g−αi . There is also a trian-
gular decomposition gA = n+ ⊕ h⊕ n−, where n± =
⊕
α∈Q± gα and h = g0. We set
∆ = {α ∈ Q\{0} | gα 6= {0}}, ∆
± = ∆ ∩ (±Q±)
so that ∆ = ∆+ ∪ ∆−. Finally the Weyl group of g is the subgroup of W ⊂ GL(Y )
generated by the simple reflections si : x 7→ x−{x, αi}αi, for i ∈ I
re. It preserves the root
lattice Q as well as the root system ∆, and is in fact isomorphic, as an abstract group,
to the Weyl group of the (usual) Kac-Moody algebra corresponding to the submatrix of A
indexed by Ire × Ire. The sign representation ǫ :W → {±1} is the unique character of W
satisfying ǫ(si) = −1 for all i.
Remark. The above definition really only covers a special case of Borcherds algebras, but
it will be sufficient for our purposes (see [B1] for details and for the general case).
2.2. The Borcherds denominator formula. The enveloping algebra U(n+) inherits a Q
+-
grading from n. Its graded pieces are also finite dimensional, and we may define its character
as the formal sum
ch(U(n+)) =
∑
α
dim(U(n+)α)z
α.
The Borcherds character formula is an explicit expression for ch(U(n+)) in terms of the
Weyl group W and an auxiliary term taking into account the imaginary simple roots.
Enlarging Y if necessary, we may fix an element ρ ∈ Y satisfying {ρ, αi} =
1
2aii for all
i ∈ I. Let σ be the collection of (unordered) tuples {γ1, . . . , γs} of distinct, pairwise
orthogonal, imaginary simple roots γk ∈ I
im. For γ ∈ σ we write
|γ| =
∑
i
γi, ǫ(γ) = (−1)
s.
The Borcherds character formula now reads (see [B1])
(2.1) ch(U(n+)) =
(∑
w∈W
ǫ(w)zρ−wρw(S)
)−1
where
S =
∑
γ∈σ
ǫ(γ)z|γ|.
In [K2], Kang defined a quantum version Uq(gA) of U(gA), defined over the field C(q),
and proved that it is a flat deformation of U(gA). In [SVdB], Sevenhant and Van den
Bergh considered the case of a complex (non root of unity) deformation parameter q, and
proved similar results. In particular, the same Borcherds character formula (2.1) holds for
Uq(n+) for any q ∈ C
∗ which is not a root of unity.
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2.3. The Borcherds denominator formula in the presence of grading and charge. It will be
important for us to consider some slight generalizations of the above setting.
Assume first that a charge function m : I → N, i 7→ mαi is given, describing the
multiplicity of the simple root space gαi . We always assume that mαi = 1 of i ∈ I
re, and
also call the datum (Y, { , },Π,m) a Borcherds datum. The definition of the associated
Borcherds algebra gA,m is the same as before except that we replace the generators eαi , fαi
by collections of generators e
(l)
αi , f
(l)
αi for l = 1, . . . ,mαi , satisfying the same relations. The
Weyl group W remains unchanged, while the Borcherds character formula may now be
written as follows :
(2.2) ch(U(nm,+)) =
(∑
w∈W
ǫ(w)zρ−wρw(Sm)
)−1
where
Sm =
∑
γ∈σ
ǫ(γ)
∏
i
Sm,γi
and
Sm,γ = mγz
γ
if γ ∈ Ihyp while
Sm,γ =
∑
l≥1
(−1)l
(
mγ
l
)
zlγ = (1− zγ)mγ − 1
if γ ∈ Iiso.
Next, let us assume in addition that each simple root space is N-graded, so that we have
a graded charge function mN : I → N[t], γ 7→
∑
j mj,γt
j . Then the associated Borcherds
algebra gNA,m is itself N-graded, and the Borcherds denominator formula becomes
(2.3) ch(U(nNm,+)) =
(∑
w∈W
ǫ(w)zρ−wρw(SNm)
)−1
where
SNm =
∑
γ∈σ
ǫ(γ)
∏
i
SNm,γi
and
SNm,γ = mγ(t)z
γ
if γ ∈ Ihyp while
SNm,γ =
∑
l1,l2,...
(−1)
∑
j lj
∏
j
(
mj,γ
lj
)
t
∑
jljz
∑
j ljγ =
∏
j
(1− tjzγ)mj,γ − 1
if γ ∈ Iiso.
10 T. BOZEC, O. SCHIFFMANN
Observe that the above character formulas formally make sense even for a charge function
m : I → Q[t] – we simply develop everything in power series in z.
3. Generalities on Hall algebras and the Sevenhant-Van den Bergh
theorem
3.1. Hall algebra. Throughout we fix an arbitrary locally finite quiver Q = (I,Ω). For any
finite field k we write kQ for the path algebra of Q over k, and we denote by RepkQ the
category of finite-dimensional representations of kQ. Recall that
〈 , 〉 : ZI × ZI → Z, 〈dim(M), dim(N)〉 = hom(M,N)− ext1(M,N)
is the Euler form. We denote by
( , ) : ZI × ZI → Z, (d,n) = 〈d,n〉 + 〈n,d〉
the symmetrized Euler form, and by
AQ = (aij)i,j∈I , aij = (ǫi, ǫj)
the associated Cartan matrix. Observe that by construction AQ is a Borcherds-Cartan
matrix (with even entries on the diagonal), which does not depend on the choice of the
finite field k.
Let us denote by Mk the set of isomorphism classes of objects of RepkQ, and split it
according to the dimension vector
Mk =
⊔
d∈NI
Mk[d].
The Hall algebra of Q over k is by definition the NI -graded C-vector space
HQ/k =
⊕
d
HQ/k[d], HQ/k[d] = {f :Mk[d]→ C}
equipped with the multiplication
f ⋆ g :M 7→
∑
N⊆M
f(M/N)g(N)v〈M/N,N〉
and the comultiplication
∆(f)(M,N) =
v−〈M,N〉
|Ext1(M,N)|
∑
ξ∈Ext1(M,N)
f(Xξ)
where Xξ denotes the extension of M by N corresponding to ξ. Here, we have set v = |k|
1
2 .
With the above definitions, HQ/k is a twisted bialgebra. Namely, if we equip the vector
space HQ/k ⊗HQ/k with the new multiplication
(u⊗ w) ⋆ (u′ ⊗ w′) = v(deg(w),deg(u
′))(u ⋆ u′)⊗ (w ⋆ w′)
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then ∆ : HQ/k → HQ/k ⊗HQ/k becomes a morphism of algebras. We define a Hermitian
bilinear form ( , ) : HQ/k ⊗HQ/k → C by
(f, g) =
∑
M
f(M)g(N)
|Aut(M)|
.
It is nondegenerate and has the Hopf property, i.e.
(a ⋆ b, c) = (a⊗ b,∆(c)), ∀ a, b, c ∈ HQ/k.
Let IQ,d, AQ,d ∈ Q[t] be the Kac polynomials counting indecomposable, resp. absolutely
indecomposable representations of Q/k of dimension d, see [K1].
Lemma 3.1. We have
(3.1)
∑
d≥0
dim(HQ/k[d])z
d = Expz
∑
d≥0
IQ,d(|k|)z
d
 = Expt,z
∑
d≥0
AQ,d(t)z
d

|t=|k|
.
In particular, dim(HQ/k[d]) is equal to the evaluation at t = |k| of some polynomial in N[t]
for any d.
Proof. Since any kQ-representation decomposes in a unique fashion as a direct sum of
indecomposables, the l.h.s. of (3.1) is equal to
∏
d
(1 − zd)−Id(q), which is precisely equal
to the m.h.s. The second equality in (3.1) is classical, see e.g. [H, Theorem 4.1]. The last
statement follows from the fact, proved in [HLRV], that AQ,n(t) ∈ N[t] for any n. 
3.2. Cuspidal functions. By definition, the subspace of cuspidal functions in dimension d
is
H
cusp
Q/k [d] = {x ∈ HQ/k[d] | ∆
′(x) = x⊗ 1 + 1⊗ x}.
For d,n ∈ NI we write n ≤ d if ni ≤ di for all i ∈ I. Denote by G(d) ⊂ HQ/k the
subalgebra generated by
⊕
n<d HQ/k[n]. From the nondegeneracy and the Hopf property
of ( , ) we have HcuspQ/k [d] = G(d)
⊥ ∩HQ/k[d]. It follows also that H
cusp
Q/k [d] is a minimal
space of new generators of HQ/k in dimension d.
3.3. The Sevenhant-Van den Bergh theorem. Let Q = (I,Ω) be any quiver. Set
CQ/k = {d | dim(H
cusp
Q/k [d]) 6= 0} ⊂ N
I ,
Y = ZCQ/k
and let {ǫ˜d}d∈CQ/k stand for the canonical basis of Y . We equip Y with a symmetric
bilinear form { , } : Y ⊗ Y → Z by setting
{ǫ˜d, ǫ˜n} = (d,n).
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We also set Π = {ǫ˜d | d ∈ CQ/k} and define a charge function
m : CQ/k → N, d 7→ dim(H
cusp
Q/k [d]).
As shown by Sevenhant and Van den Bergh, (Y, { , },Π,m) is a Borcherds datum. Let
A˜Q/k be the Borcherds-Cartan matrix associated to the quadruple (Y, { , },Π,m), and let
g˜Q/k, n˜Q/k be its associated generalized Kac-Moody algebra, resp. its positive nilpotent
subalgebra3 as in 3.3. Via the projection map π : Y → ZI , ǫd 7→ d, we may consider
Uv(n˜Q/k) as a N
I -graded algebra.
Theorem 3.2 ([SVdB]). There is an isomorphism of NI-graded algebras HQ/k ≃ Uv(n˜Q/k).
Remark. The above isomorphism is in fact an isomorphism of Hopf algebras but we won’t
need it.
4. Counting cuspidal functions
4.1. Proof of Theorem 1.1. We will prove the polynomiality of CQ,d(q) inductively by
comparing the Borcherds character formula (2.1) and the dimension formula (3.1) in terms
of Kac I-polynomials. For i ∈ I we have CQ,ǫi = q
gi , where gi is the number of edge loops
at the vertex i. Let us now fix some d ∈ NI and assume that there exist polynomials
CQ,n ∈ Q[t] such that dim(H
cusp
Q/k [n]) = CQ,n(|k|) for any k and any n < d.
Let A be the (usual, i.e. I × I) Borcherds-Cartan matrix associated to Q, and let W be
its Weyl group acting on ZI . Let A˜<dQ/k be the submatrix of A˜Q/k obtained by keeping only
the rows and columns indexed by C<d = {n ∈ CQ/k | n < d}, and let g˜
<d
Q/k
⊂ g˜Q/k be the
associated Borcherds subalgebra. We likewise denote by Y <dQ/k, n˜
<d
Q/k, . . . the corresponding
root lattice, nilpotent subalgebra, etc. Recall that the Weyl group of a Borcherds-Kac-
Moody algebra is generated by simple reflections si corresponding to real roots (hence
W<d =W for all d), and that the pairing on Y factors through the projection π : Y → ZI .
It follows that the projection π is W -equivariant.
By construction and by Theorem 3.2 we have
(4.1) dim(HcuspQ/k [d]) = dim(HQ/k[d])− dim(U(n˜
<d
Q/k)[d]).
By Lemma 3.1, dim(HQ/k[d]) is the evaluation at t = |k| of some universal polynomial in
N[t], hence we just have to show that the same holds for dim(U(n˜<d
Q/k
)[d]). This will be a
consequence of the Borcherds character formula (2.1) for ch(U(n˜<dQ/k)). Indeed, we claim
3in an effort to unburden the notation, we drop the subscript + in n+
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that dim(U(n˜<dQ/k)[n]) is a polynomial in |k| for all n ∈ N
I . To prove this, it is in turn
enough to show that
X<dQ/k =
∑
w∈W
ǫ(w)zρ
<d−wρ<dw(S<dQ/k)
is itself polynomial in |k|, i.e. that for any β, the coefficient of zβ is polynomial in |k|
(indeed, it follows from the general theory that the support of X<d
Q/k
is in NI), and thus
it is enough to show that S<dQ/k is polynomial in |k|. Using the definition, it is easy to see
that S<dQ/k =
∑
β Xβ where β runs among all tuples {β1, β2, . . .} of distinct imaginary roots
in NI which are mutually orthogonal, where we have set
Xβ =
∏
i
Xβi ,
with Xβ = 0 unless β < d and otherwise
Xβ = −CQ,β(|k|)z
β , if (β, β) < 0,
Xβ = (1− z
β)CQ,β(|k|) − 1, if (β, β) = 0.
Since any element of NI may be decomposed as a sum of elements of NI in a finite number
of ways, we deduce that S<dQ/k is polynomial in |k| as wanted. It is clear from the above that
CQ,d(t) ∈ Q[t]. The induction step is complete. Note that the above counting argument
only uses the symmetrized Euler form and the Kac polynomials IQ,d(t), both of which are
independent of the orientation of the quiver. Theorem 1.1 is proved. 
4.2. Proof of Proposition 1.2. The first statement follows from the fact that (ZI , { , }, CQ/k)
is a Borcherds datum. Indeed, this implies that for any d ∈ CQ/k\Π0 we have (d, ǫi) ≤ 0
for any i ∈ I. But then (d,d) ≤ 0. We now prove the second statement. We will use
the following slight extension, whose proof is given in the appendix, of Kac’s conjecture
proved by Hausel (see [H]) : let gQre be the Kac-Moody algebra associated to the subquiver
Qre = (Ire,Ωre) of Q consisting of the real vertices and the edges between them. Then
for any d, AQ,d(0) = dim(gQre [d]). In particular, AQ,d(0) = 0 whenever d 6∈ N
Ire . This
implies that
Expt,z
(∑
d
AQ,d(t)z
d
)
|t=0
= Expz
(∑
d
Ad(0)z
d
)
= Expz
(∑
d
dim(gQre [d])z
d
)
= ch(U(nQre)).
(4.2)
We now argue by induction. Let us fix d and assume that CQ,n(0) = 0 for any n ∈ N
I\Π0,
n < d. By combining (3.1), (4.2) and (4.1) we see that CQ,d(0) = dim(U(nQre)[d]) −
dim(U(n˜<dQ/k[d]))|t=0, where we view dim(U(n˜
<d
Q/k[d])) as a polynomial in t (see the proof
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of Theorem 1.1). From the induction hypothesis, we have (S<dQ/k)|t=0 = SQre and thus
dim(U(n˜<dQ/k[d]))|t=0 = dim(U(nQre)[d]). Hence CQ,d(0) = 0 as wanted. 
Remark. From the defining relations for CabsQ,d(t) in terms of CQ,d(t) it is easy to deduce
that CabsQ,d(0) = 0 for all d 6∈ Π0.
4.3. Counting absolutely cuspidal functions. As shown by the examples given in the
introduction, the polynomials CQ,d(t) are in general neither integral, nor positive. We
now replace, in the above construction, the Kac I-polynomials with the A-polynomials,
and work in the setting of N-graded Borcherds algebras. In other words, we replace the
character formulas
(4.3) π
(
ch(U(n˜Q/k))
)
= Expz
(∑
d>0
IQ,d(t)z
d
)
|t=|k|
∀ k
by the graded analog
(4.4) π
(
ch(U(n˜NQ))
)
= Expt,z
(∑
d>0
AQ,d(t)z
d
)
.
Note that the r.h.s of (4.4) is equal to the r.h.s of (4.3) before evaluation at t = |k| (see
e.g. Lemma 3.1). Of course, the existence of the N-graded Borcherds algebra g˜NQ is still
conjectural –it is the essence of Conjecture 1.3– but we may assume that it is associated
to a data (Y, { , },Π,mN) where Y = ZN
I
, { , } is induced by the Euler form ( , ) on
ZI , Π = {ǫ˜d | d ∈ N
I}, and mN : Π → Q[t] is a charge function, and then determine
the values of this charge function. Note that by the exact same argument as in 4.1., mN
is indeed uniquely determined, i.e. there exists a unique family of rational polynomials
CabsQ,d ∈ Q[t] for which the (formal) character of the N-graded Borcherds algebra associated
to (Y, { , },Π,mN) with mN(ǫ˜d) = C
abs
Q,d(t) satisfies (4.4).
As it turns out, there is a rather simple relationship between the families of polynomials
CQ,d(t) and C
abs
Q,d. More precisely,
Proposition 4.1. The following hold :
i) We have CQ,d(t) = C
abs
Q,d for any d ∈ N
I satisfying (d,d) < 0,
ii) For any d ∈ (NI)prim such that (d,d) = 0 we have
Expz
∑
l≥1
CQ,ld(t)z
l
 = Expt,z
∑
l≥1
CabsQ,ld(t)z
l
 .
Proof. Let g˜NQ be the N-graded Borcherds algebra associated to the data (Y, { , },Π,m
N),
with mN(d) = CabsQ,d(t), where C
abs
Q,d(t) are determined by i) and ii) above. We have to show
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that the N × NI -graded character of U(n˜NQ) is equal to the r.h.s of (4.4). Using (4.3), it is
enough to show that
π
(
ch(U(n˜NQ))
)
|t=|k|
= π
(
ch(U(n˜Q/k))
)
∀ k.
Allowing for zero multiplicities, we may replace CQ/k by N
I and view both g˜Q/k and g˜
N
Q
as Borcherds algebras built on the same lattice Y = ZN
I
and same set of simple roots
Π = {ǫ˜d | d ∈ N
I} (but with different charge functions). Let {ǫ˜d} be the canonical basis
of Y , and let Y ′ be the quotient of Y by the Z-submodule generated by the collection of
elements ǫ˜ld− lǫ˜d, for l ∈ N and d ∈ N
I . There is a canonical identification Y ′ ≃ Z(N
I)prim .
The projection map π : Y → ZI factors through the quotient π′ : Y → Y ′, and it is
enough to prove that
π′
(
ch(U(n˜NQ))
)
t=|k|
= π′
(
ch(U(n˜Q/k))
)
∀ k.
With obvious notations, the above equality boils down to
(4.5) π′((SNQ))t=|k| = π
′(SQ/k).
To prove (4.5), we will split the sums defining SNQ, SQ/k according to the type of simple
roots simple roots γi occuring in some γ ∈ σ. More precisely, we will say that a collection
of orthogonal imaginary roots γ = (γi)i ∈ σ is of primitive type {β1, . . . , βn} for some
β1, . . . , βn ∈ (N
I)prim if every γi is an integer multiple of some βj. Now let us fix a
primitive type {β1, . . . , βn} and let βS
N
Q, βSQ/k stand for the partial sums over all γ ∈ σ of
primitive type {β1, . . . , βn}. Observe that any finite collection of integer multiples of the
βi belongs to σ since the form { , } is pulled back from Z
I . Hence we have
βSQ/k =
n∏
i=1
Zβi , βS
N
Q =
n∏
i=1
ZNβi(t),
where for (βi, βi) < 0
Zβi =
∏
l≥1
(1− CQ,lβi(|k|)z
lβi)− 1,
ZNβi =
∏
l≥1
(1− CabsQ,lβi(t)z
lβi)− 1
while for (βi, βi) = 0
Zβi =
∏
l≥1
(1− zlβi)CQ,lβi (|k|) − 1 = Expz
−∑
l≥1
CQ,lβi(t)z
lβi

|t=|k|
− 1
and, writing CabsQ,lβi =
∑
p ap,lβit
p,
ZNβi =
∏
l≥1
∏
p≥0
(1− tpzlβi)ap,lβi − 1 = Expt,z
−∑
l≥1
CabsQ,lβi(t)z
lβi
− 1.
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Conditions i) and ii) of Proposition 4.1 precisely guarantee the equality π′(βS
N
Q)t=|k| =
π′(βSQ/k). Note that π
′(zlβi) = π′((zβi)l). Summing up over all primitive types yields
(4.5). We are done. 
4.4. Integrality of CabsQ,d. In this section we prove that the polynomials C
abs
Q,d defined
by (4.4) actually belong to Z[t]. We will first deal with the ones associated to isotropic
vectors. Recall that CQ/k denotes the set of cuspidal dimensions, and that C
iso
Q/k, C
hyp
Q/k
denote the subsets of d satisfying respectively (d,d) = 0, (d,d) < 0. We know that
CQ/k\I
re = CimQ/k = C
iso
Q/k ⊔ C
hyp
Q/k.
Lemma 4.2. Consider d ∈ CisoQ/k and a decomposition
d =
∑
1≤p≤r
npdp +
∑
1≤q≤s
n′qǫiq
where dp ∈ C
im
Q/k, iq ∈ I
re and np, n
′
q ∈ N>0. Set d
re =
∑
q n
′
qiq. Then
(i) (dp,dp′) = 0 for every p, p
′;
(ii) (d,dp) = (d, iq) = (dp, iq) = 0;
(iii) (dre,dre) = 0.
Proof. We know that (Y = ZCQ/k , { , },Π,m = (CQ,d)d) is a Borcherds datum, hence the
elements of the sum
0 = (d,d) =
∑
q
n′q(ǫiq ,d) +
∑
p,p′
npnp′(dp,dp′) +
∑
p,q
npn
′
q(dp, ǫiq )
are all nonpositive, and thus equal to zero. Similarly,
0 = (d,d) =
∑
p
np(d,dp) +
∑
q
n′q(d, ǫiq ) =
∑
p
np(d,dp)
implies (d,dp) = 0. The equality (iii) then follows from
(dre,dre) = (d−
∑
p
npdp,d−
∑
p
npdp) = 0.

We can now turn to the proof of Theorem 1.4.
Proof of Theorem 1.4. Consider d ∈ CisoQ/k, and
D =
∑
1≤p≤r
npdp +
∑
1≤q≤s
n′qǫiq ∈ π
−1(d).
From the previous lemma we get
dimU(nm)[D] = dimU(nQre)[d
re]×
∏
p
dimU(nm)[npdp]
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where dre =
∑
1≤q≤s n
′
qǫiq . Hence, summing up over all D ∈ π
−1(d) and then over all
d ∈ CisoQ/k we have{
Expt,z
(∑
d
Ad(t)z
d
)}
iso
=
ch(U(nQre))× Expz
 ∑
d∈Ciso
Q/k
Cdz
d


iso
where {
∑
d
bdz
d}iso =
∑
d∈Y iso bdz
d. Using 4.1, we obtain
{
Expt,z
(∑
d
Ad(t)z
d
)}
iso
=
ch(U(nQre))× Expt,z
 ∑
d∈Ciso
Q/k
Cabsd z
d


iso
and we get that Cabs
d
∈ Z[t] by induction on d ∈ CisoQ/k since the left hand side belongs
to N[t][[zi]]i∈I . Indeed we have dp, ǫiq < d in any nontrivial decomposition D, i.e. when
D 6= 1.d.
Now consider mN
d
= CabsQ,d(t) formally defined (hence a priori ∈ Q[t]) by
π
(
ch(U(nNm))
)
= Expz,t
(∑
d
Ad(t)z
d
)
with the notations of section 2.3. We know that ch(U(nNm)) is obtained from
ch(U(n1)) =
∑
D∈Y
dDz
D
by replacing zd by md(t)z
d if d ∈ ChypQ/k and by
(4.6)
∏
j
(1− tjzd)md,j − 1
if d ∈ CisoQ/k. From the isotropic case, (4.6) belongs to N[t][[zi]]i∈I . Since dD = 1 if D = 1.d,
we can again conclude by induction on d ∈ ChypQ/k that C
abs
Q,d ∈ Z[t]. 
4.5. An example : totally negative quivers. Here we provide the proof of Theorem 1.6.
From the very definition of a totally negative quiver it follows that, for any k, all simple
roots of g˜Q/k are hyperbolic. This implies the first statement and that n˜Q/k is a free Lie
algebra, and thus that U(n˜Q/k) is a free associative algebra. In this situation we have
∑
d
dim(HQ/k[d])z
d =
∑
d
dim(U(n˜Q/k[d]))z
d =
(
1−
∑
d
CQ,d(|k|)z
d
)−1
.
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From the relations∑
d
dim(HQ/k[d])z
d = Expz
(∑
d>0
IQ,d(|k|)z
d
)
= Expt,z
(∑
d>0
AQ,d(t)z
d
)
|t=|k|
we deduce Theorem 1.6 for the polynomials CQ,d(t). 
4.6. Remarks. We end this note with a pair of comments :
i) In the case of a smooth projective curve X, the Langlands correspondence sets up a
bijection between (l-adic) cuspidal functions (of rank r ) and irreducible (l-adic) representa-
tions of πarith1 (X) of dimension r. Similarly, there is a bijection between (l-adic) absolutely
cuspidal functions (of fixed rank r) and irreducible (l-adic) representations of πarith1 (X)
of dimension r whose restriction to πgeom1 (X) remains irreducible. This yields a relation
between the dimensions of the spaces of cuspidal and absolutely cuspidal functions, some-
what similar to the relation between the polynomials AQ,d(t) and IQ,d(t), see Lemma 3.1,
or between the polynomials CQ,d(t) and C
abs
Q,d(t) along a line spanned by an isotropic cusp-
idal dimension. This suggests that there might be a ‘spectral’ parametrization of cuspidal
functions for quivers only in the case of isotropic cuspidal dimensions.
ii) Again in analogy with the Langlands correspondence, it seems natural to try to
construct explicitly cuspidal functions for a quiver Q and some dimension vector d; likewise,
one may try to construct some perverse sheaf lift of a suitable basis of the space of cuspidal
functions HcuspQ/k . Note that there are no natural Hecke operators in the context of quivers,
and hence a priori no preferred choice of basis in HcuspQ/k . We hope to come back to these
questions in the future.
Appendix A. A trivial variant of Kac’s conjecture
Proposition A.1. Let Q = (I,Ω) be any quiver, and let Qre = (Ire,Ωre) be the full
subquiver of Q whose vertices are real. Then for any dimension vector d ∈ NI we have
AQ,d(0) = dim(gQre [d]).
Proof. It is enough to show that AQ,d(0) = 0 whenever d is not supported on I
re (and
then we are reduced to the usual Kac conjecture proved by Hausel). Let HQ,d(t) ∈ N[t] be
the polynomial counting all isomorphism classes of representations of dimension d. The
relation to AQ,n(t) reads
(A.1)
∑
d
HQ,d(t)z
d = Expt,z
(∑
d
AQ,d(t)z
d
)
.
Evaluating (A.1) at t = 0, we see that AQ,d(0) = 0 for all d 6∈ N
Ire if and only ifHQ,d(0) = 0
for all d 6∈ NI
re
. Writing HQ,d(t) = cQ,d + tKQ,d(t) with cQ,d ∈ N and KQ,d(t) ∈ N[t] we
immediately see that HQ,d(0) = 0 of and only if q | HQ,d(q) for all prime powers q. Let us
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now fix a finite field k and d 6∈ NI
re
. Let i ∈ I\Ire be an imaginary vertex for which di 6= 0,
and let h ∈ Ω be an edge loop at i. Define an action of the additive group Ga(k) = (k,+)
on the set IndQ,d,k of isomorphism classes of indecomposable representations of dimension
d by setting
λ · (xγ)γ∈Ω = (xγ + λδγ,hIdkdi )γ∈Ω.
Considering the eigenvalues of xh, we see that this action is free. This proves that
q | HQ,d(q) as wanted. 
Remark. A more interesting variant of Kac’s conjecture in the context of quivers with edge
loops is proved in [BSV] : the constant term of the nilpotent Kac polynomial A1Q,d(t) is
equal to the multiplicity of the root d in the generalized Borcherds algebra gQ associated
to Q in [B2].
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