Many Body Localization Due to Correlated Disorder in Fock Space by Ghosh, Soumi et al.
ar
X
iv
:1
90
1.
04
38
4v
1 
 [c
on
d-
ma
t.d
is-
nn
]  
14
 Ja
n 2
01
9
Many Body Localization Due to Correlated Disorder in Fock Space
Soumi Ghosh,1 Atithi Acharya,1, 2 Subhayan Sahu,1, 3 and Subroto Mukerjee1
1Department of Physics, Indian Institute of Science, Bangalore 560 012, India
2Department of Physics and Astronomy, Rutgers University, NJ 08854, USA
3Condensed Matter Theory Center and Department of Physics,
University of Maryland, College Park, MD 20742, USA
In presence of strong enough disorder one dimensional systems of interacting spinless fermions at
non-zero filling factor are known to be in a many body localized phase. When represented in ‘Fock
space’, the Hamiltonian of such a system looks like that of a single ‘particle’ hopping on a Fock
lattice in the presence of a random disordered potential. The coordination number of the Fock lattice
increases linearly with the system size L in one dimension. Thus in the thermodynamic limit L→∞,
the disordered interacting problem in one dimension maps on to an Anderson model with infinite
coordination number. Despite this, this system displays localization which appears counterintuitive.
A close observation of the on-site disorder potentials on the Fock lattice reveals a large degree
of correlation among them as they are derived from an exponentially smaller number of on-site
disorder potentials in real space. This indicates that the correlations between the on-site disorder
potentials on a Fock lattice has a strong effect on the localization properties of the corresponding
many-body system. This intuition is also consistent with studies of quantum random energy model
where the typical mid-spectrum states are ergodic and the on-site potentials in Fock space are
completely uncorrelated. In this work we perform a systematic quantitative exploration of the nature
of correlations of the Fock space potential required for localization. We study different functional
variations of the disorder correlation in Fock lattice by analyzing the eigenspectrum obtained through
exact diagonalization. Without changing the typical strength of the on-site disorder potential in
Fock lattice we show that changing the correlation strength can induce thermalization or localization
in systems. From among the various forms of correlations we study, we find that only the linear
variation of correlations with Hamming distance in Fock space is able to drive a thermal-MBL phase
transition where the transition is driven by the correlation strength. Systems with the other forms
of correlations we study are found to be ergodic.
PACS numbers: 72.15.Rn, 05.30.-d,05.45.Mt
I. INTRODUCTION
It was argued by Anderson in a seminal paper1 that for
a system of non-interacting particles, sufficiently strong
disorder can localize all energy eigenstates. In dimen-
sions d ≤ 2 any arbitrarily weak amount of disorder can
induce localization of all eigenstates2,3. A generalization
of this phenomenon in the presence of interaction, known
as Many Body Localization(MBL)4 has been shown to
exist (at least in one dimension) and has attracted a lot
of interest recently5–13. As a consequence of localization
and hence lack of diffusion, isolated MBL systems fail to
thermalize on their own14,15 and thus do not obey the
Eigenstate Thermalization Hypothesis(ETH)16–18. Thus
systems exhibiting MBL can retain their memory of ini-
tial conditions for arbitrarily large times despite the pres-
ence of interactions which cause some amount of dephas-
ing. It has been argued that this non-ergodic behav-
ior of MBL systems can also be understood in terms of
emergent conservation laws which dynamically prevent
thermalization6,19–21 similar to the mechanism of non-
ergodicity in traditional integrable systems22–25. Typi-
cally, for small enough disorder strength these systems
display ergodicity and undergo a thermal- MBL transi-
tion with increasing disorder strength14,15. The thermal-
MBL transition is not a regular phase as encountered in
equilibrium statistical mechanics and instead is a dynam-
ical phase transition where the nature of the dynamics
of the system, as encoded in its eigenspectrum, changes
from being ergodic to non-ergodic. A signature of this
transition is the entanglement properties of the eigen-
states which go from being volume law entangled with
thermal values of the entanglement entropy (on the er-
godic side) to being area law entangled with non-thermal
values of the entropy (on the MBL side).
One of the central models for studying MBL is a
one dimensional system of interacting spinless fermions
with disorder at non-zero filling factors14, which we refer
to henceforth as the interacting Anderson model. The
Hamiltonian for this model is
H =
∑
〈ij〉
tijc
†
i cj + h.c.+
∑
i
ǫini +
∑
ij
Vijninj , (1)
where 〈ij〉 label pairs of sites with hopping tij and inter-
action Vij between them. ǫi labels the on-site disorder.
An alternative basis in which this Hamiltonian can be
written is the so-called ‘Fock basis’. The basis states are
specified by the occupancies of each site |{ni}〉 consis-
tent with the filling factor. The above Hamiltonian in
2this representation can be written as
H =
∑
{ni},{mi}
J{ni},{mi}|{ni}〉〈{mi}|+ h.c.
+
∑
{ni}
U{ni}|{ni}〉〈{ni}| (2)
which has the form of a ‘tight-binding’ model in Fock
space with the ‘hopping’ matrix J{ni},{mi} being a func-
tion of the real space hopping amplitudes tij in Eqn. 1
and the ‘on-site potential’ U{ni} depending on the real
space potentials ǫi and density-density interaction Vij .
One can also define a notion of distance on the Fock
lattice in terms of the Hamming distance employed in
information theory. The Hamming distance between two
states |{ni}〉 and |{mi}〉 is the number of sites which have
different occupancies in the two states. One can cast any
Hamiltonian of the form of Eqn. 1 (even when the ǫi’s are
not random variables) in the form of the tight-binding
Hamiltonian in Eqn. 2 in Fock space. In particular, set-
ting Vij = 0 in Eqn. 1 and letting ǫi correspond to un-
correlated disorder gives the Hamiltonian for Anderson
localization in one dimension, where it is known that all
single particle eigenstates are localized when tij is not
long ranged. All many-body eigenstates of this system
are trivially many-body localized since they are obtained
by occupying localized single particle eigenstates.
One can also study the above problem of Anderson lo-
calization in Fock space. The hopping term J{ni},{mi} on
the Fock lattice for any tij is zero unless the Hamming
distance between |{ni}〉 and |{mi}〉 is exactly equal to
two. The number of such sites for a given site |{ni}〉 can
be thought of as the co-ordination number (i.e. the num-
ber of sites accessible in one hop) on the Fock lattice. It
is straightforward to see that the co-ordination number
on the Fock lattice increases linearly with the size of the
real space lattice L at fixed filling. Thus, in the thermo-
dynamic limit L → ∞, the co-ordination number tends
to ∞ as well. The on-site potentials U{ni} are linear
combinations of the random disorder potentials ǫi and
hence random themselves. Thus, it might appear that
the Anderson problem in the thermodynamic limit in real
space can be mapped on to an Anderson problem on the
Fock lattice with infinite co-ordination number. How-
ever, this presents a paradox since the Anderson model
on a lattice with infinite co-ordination number is not ex-
pected to have any localized states26. The resolution
lies in the fact that the potentials U{ni}, while random,
are not uncorrelated since there are ∼ eL of them which
are derived from only L random variables ǫi. Thus, the
equivalent Anderson problem on the Fock lattice involves
correlated on-site potentials and it has been shown using
field theoretic methods that such correlations can indeed
lead to localization in lattice with infinite co-ordination
number27. In this context, it is interesting to note that
the random energy model28, which has been extensively
studied in the context of spin glasses, has energy eigen-
states with MBL when subjected to quantum fluctua-
tions introduced through a transverse field29,30. How-
ever, the relevant model called the Quantum Random
Energy Model (QREM), has states with MBL only near
the edges of its energy spectrum with the mid-spectrum
states remaining ergodic. When the QREM is cast in
the form of Eqn. 2, the on-site potentials U{ni} depend
not just on L random variables of the form of ǫi but a
larger (∼ eL) number of random variables correspond-
ing to different N -body random interactions. Thus, the
U{ni} are no longer strongly correlated with one another
resulting in the delocalization (ergodicity) of typical mid-
spectrum states, consistent with the notion of localiza-
tion being induced by the correlation of potentials in Fock
space. In another relevant model it was shown that in the
presence of correlations there could be clusters of energy
eigenstates which display level repulsion within regions of
Fock space but no spectral correlations across the entire
space31. Such states look indistinguishable from local-
ized states when level statistics is employed as a diagnos-
tic. Very recently, features related to MBL and the MBL
transition in Hamiltonians of the form in Eqn. 2 have
been examined through calculations of Greens functions
and self energies in the thermodynamic limit32,33. These
studies also highlight the importance of the correlations
of on-site potentials.
An important issue that has so far not received much
attention and which we address in this paper is a system-
atic quantitative exploration of the nature of correlations
of the Fock space potential required for localization. We
use the covariance between potentials, treated as random
variables, as a measure of the correlation among them.
The covariance is expressed as a function of the Ham-
ming distance between basis states and we consider sev-
eral different functional forms and we perform numerical
exact diagonalization to obtain the eigenspectrum. Our
main result is that from among several natural functional
forms of the covariance, only the one with a linear vari-
ation of the covariance with Hamming distance displays
an ergodic-MBL transition as a function of correlation
strength while the others seem to always yield ergodicity.
The rest of the paper is organized as follows: In section II
we describe the general form of Fock space Hamiltonian
used for our studies. We also explicitly obtain the corre-
lations among the on-site Fock space potentials as a func-
tion of Hamming distance for the 1D Anderson Hamilto-
nian and describe other natural functional forms of the
correlations that we study. In section III, we outline the
method to generate correlated random numbers and also
described the analysis performed to identify the ergodic
and MBL phases and the transition between them. Fi-
nally, in section IV we present our results and discuss
how the correlation among on-site terms in Fock space
affects the ergodicity or localization of the eigenstates of
the corresponding Hamiltonians.
3II. MODEL
We study one dimensional systems of N sites and m
spinless fermions described by the Hamiltonian in Eqn. 2.
Thus, the Fock space has NCm basis states each denoted
by a set of ni’s where ni is 1(0) if the site i in real space
is occupied(unoccupied). Therefore there are exactly m
values of ni’s which are equal to 1 and (N −m) which
are equal to zero for each basis state and each such state
is a different combination of the 1’s and 0’s. The basis
states correspond to vertices (sites) of a hypersolid in
Fock space. The Hamiltonian of Eqn. 2 defined on these
sites is a sum of two terms
H = Hhop +Honsite,
Hhop =
∑
{ni},{mi}
J{ni},{mi} |{ni}〉 〈{mi}|+ h.c.
Honsite =
∑
{ni}
U{ni} |{ni}〉 〈{ni}| . (3)
U{ni} is the potential at site {ni} and when Eqn. 3 is de-
rived from a real space Hamiltonian depends on the the
density dependent terms (on-site potentials and interac-
tions) of that Hamiltonian. For such a case the hopping
terms J{ni},{mi} between the Fock space sites {ni} and
{mi} are determined by the hopping amplitudes in real
space and are given by:
J{ni},{mi} = 〈{ni}|
∑
i
(
−t1c†i+1ci − t2c†i+2ci − . . .
−tpc†i+pci + h.c.
)
|{mi}〉 (4)
where t1,t2,tp are respectively nearest neighbor, next
nearest neighbor and pth neighbor hopping amplitudes
in real space. As each of these terms involves the hop
of a single fermion in real space, two Fock space sites
can have a non-zero hopping integral J only when the
hamming distance between them is equal to two.
Now let us consider the interacting Anderson model
with nearest neighbor and next nearest neighbor hopping
H =
∑
i
[
εini − t1(c†i ci+1 + h.c.)− t2(c†i ci+2 + h.c.)
+V nini+1
]
(5)
where the εi’s are random on-site potentials in real space,
V is the nearest neighbor interaction and t1 and t2 are
nearest neighbor and next nearest neighbor hopping re-
spectively. This Hamiltonian written in Fock space has
the form of Eqn. 3 with Honsite given by the on-site disor-
der and interaction terms and Hhop given by Eqn. 4 with
tp = 0 for p > 2. The on-site term U{ni} at each Fock
space site is solely determined by the occupation num-
bers ni’s of the corresponding real space sites labeled by
the i’s.
U{ni} =
∑
i
εini + V nini+1 (6)
Evidently, the U{ni}’s are random due to the random-
ness of the εis. However, they are correlated as discussed
earlier27 because for each disorder realization there are
N random on-site energies εi in real space out of which
m are summed up in Eqn. 6 depending on the occupa-
tion set {ni}. Thus NCm (∼ eN for large N and fixed
filling m/N) random U{ni}’s are generated from N num-
ber of random εi’s which gives rise to a large degree of
correlation between the Fock space on-site potentials.
Qualitatively it can be seen that if two Fock space sites
{ni} and {mi} have ni = mi for most of the sites i,
then the on-site terms corresponding to these two Fock
space sites will be more correlated than when for most of
the real space site indices i, {ni} are not equal to {mi}.
Therefore, the Hamming distance r which is defined by
the number of real space sites i for which ni 6= mi can
be used to quantify the correlation between U{ni} and
U{mi}. We show (in Appendix-A) that the covariance
between the on-site terms in Fock space in this case varies
with the Hamming distance r as:
Cov(r) = mσ2
(
1− r
N
)
(7)
where the εi’s are identically distributed random vari-
ables with mean zero and standard deviation σ. We
choose σ = 1 for most of our calculations. Note that
the variance of U{ni} at every site {ni} in Fock space is
m.
In this paper we also study models with other func-
tional forms of the covariance as a function of Ham-
ming distance r, not necessarily derivable from simple
real space one dimensional models. In doing so we keep
the variance of the on-site terms in Fock space the same
as above (i.e. = m)34. This enables us to study only
the effect of different functional forms of the covariance
on localization without changing the typical strength of
the disorder in Fock space. For consistency, the hopping
term Hhop for each model we study is of the form de-
scribed in Eqn. 4 with tp = 0 for p > 2. The amplitudes
of the hopping are chosen such that the disorder strength
in Eqn. 5 (which was chosen to be 1) is strong enough to
show MBL in the presence of the interaction V (Eqn. 5),
which is taken to be equal in magnitude to the nearest
neighbor hopping t1. Thus, the hopping parameters t1
and t2 are chosen to be 0.2 and 0.1. The different forms
of covariance considered are listed below:
•Case-I: Cov(r) = mδr,0, i.e. the on-site terms in Fock
space are independent random variables having a vari-
ance m, where m is the number of particles.
•Case-II: Cov(r) = m (1− γ r
N
)p
, where m and N are
the total number of particles and total number of sites
respectively and γ and p are adjustable parameters.
•Case-III: Cov(r) = m
[
(1 − a) (1− r
N
)
+ a
(
1− r
N
)2]
,
where m and N are the same as above and a is the vary-
ing parameter.
•Case-IV: Cov(r) = m exp [−a r
N
]
, where m and N are
the same as before and a is the varying parameter.
•Case-V: Cov(r) = m [uδr,0 + v (1− δr,0)], where u and
4v are the varying parameters. mu is the variance of the
disordered on-site terms and mv is the covariance be-
tween any two different Fock space sites {ni} and {mi}
independent of the Hamming distance between them.
III. METHOD AND ANALYSIS:
We generate correlated random numbers with the de-
sired covariance from completely uncorrelated normally
distributed random numbers. For this we first write the
covariance matrix in Fock space by calculating the Ham-
ming distances between different pairs of Fock space sites
and associating a number to that pair using the chosen
functional forms of the covariances. Thus, if a pair of
Fock space sites I and J are rIJ hamming distance away,
the corresponding matrix element of the covariance ma-
trix becomes CIJ = CJI = Cov(rIJ ). The covariance
matrix, once defined, can be decomposed into two parts
L and LT , where
C = LLT (8)
Now if X = (x1;x2; . . . ;xf ) (where f is the Fock space di-
mension) are uncorrelated normally distributed random
numbers with variance 1, the correlated random numbers
Y = (y1; y2; . . . ; yf ) are given by:
Y = LX (9)
This can be seen as follows: If yI and yJ are two on-site
terms in Fock space then
〈yJyI〉 = 〈LJKxKLIK′xK′〉 (10)
= LJKLIK′ 〈xKxK′〉 = LJKLIK = CJI
where the average 〈. . .〉 is performed over different re-
alizations of the random numbers X and we know
〈xKxK′〉 = δK,K′ ,for xK ,xK′ are uncorrelated random
numbers with variance 1. Note that to have a decompo-
sition like Eqn. 8 the covariance matrix must be positive
semidefinite. However, this does not restrict the study.
Rather, the covariance matrix of any random data must
be positive semidefinite. Since, the correlated random
numbers here are produced from the covariance matrix,
a condition of positive semi-definiteness has to be im-
posed on the chosen forms of covariance matrices. Once
the values of the random potential for the various Fock
space sites are generated, we write the Hamiltonian in
Fock space(Eqn. 3) and perform numerical exact diago-
nalization for system sizes N = 10, 12, 14, 16.
We analyze the ergodic-MBL transition using the
statistics of adjacent energy gaps of the many body
Hamiltonian. It is known that for many body local-
ized states, two eigenstates having similar energies are
far apart (where the notion of distance is the Hamming
distance) in Fock space and thus experience no level re-
pulsion. As a result, successive energy gaps are Poisson
distributed14. On the other hand, in the ergodic phase,
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FIG. 1: Variation of level spacing ratio as a function of
the energy density for on-site terms in Fock space with
covariance Cov(r) = mδr,0(Case-I): The states at the
middle of the spectrum following GOE statistics are
ergodic while the states at the tail of the spectrum
following Poissonian statistics are many body localized.
There is a many body mobility edge at Ec ≈ ±0.2
separating these two type of states.
the level spacing statistics is that of a Gaussian orthogo-
nal ensemble(GOE). We calculate the average of the ra-
tio of successive energy gaps rn =
min{δn,δn+1}
max{δn,δn+1} where
δn = En+1 − En is the energy gap between nth and
(n+1)th energy level. It is known that the average value
of this ratio is ∼ 0.529 for GOE while for a Poissonian
distribution it is ∼ 0.386. Thus, the average level spacing
ratio can be used to locate the ergodic-MBL transition as
a function of a tuning parameter. While calculating the
level spacing ratio, we average over 5000, 2000, 500 and
50 realizations of the random on-site terms in Fock space
for the system sizes N = 10, 12, 14 and 16 respectively.
IV. RESULTS
In this section we present the results of our studies on
the models described earlier and discuss the presence or
absence of an ergodic-MBL transition in them.
Case-I: The U{ni}’s are uncorrelated random num-
bers with standard deviation m. The particular distri-
bution we choose for them is
P (U) =
1√
πN
e−
U2
N . (11)
The corresponding model is reminiscent of the quantum
random energy model discussed in29,30 but with a dif-
ference: There is no transverse field term which induces
nearest neighbor hopping between the Fock sites. In-
stead, the hopping in Fock space is determined by near-
5est neighbor and next nearest neighbor hopping in real
space as described in Eqn. 4. Since we are working at
half filling (m = N/2), Cov(r) = mδr,0 for this model.
Fig. 1 shows the variation of the level spacing ratio
as a function of the energy density of the many body
eigenstates. The finite-size calculations show that the
states with energy density near zero (i.e in the middle
of the spectrum) possess Wigner-Dyson (GOE) statistics
implying ergodicity while the states with energy densi-
ties at the tail of the band possess Poissonian statistics
indicating MBL. The many body mobility edge separat-
ing these two phases is also evident from the crossover
region of these finite size calculations. This result is sim-
ilar to that of quantum random energy model implying
that the different kind of hopping in Fock space influ-
ences the spectrum of the many body system very little.
On the other hand, the uncorrelated nature of the ran-
dom disorder in Fock space dominates the behavior of
the system.
Case-II: Here we calculate the average level spacing
ratio for different ranges of the two parameters γ and p
with a view to locate an ergodic-MBL transition, if one
exists. The covariance is
cov(r) = m
(
1− γ r
N
)p
(12)
As in the previous case, we also calculate the energy re-
solved level spacing ratio to locate the presence or ab-
sence of a mobility edge in the many body spectrum. We
consider specific values of γ and p below.
a. γ = 1, integer p : Fig. 2 shows the variation
of the average level spacing ratio as a function of the
exponent p for γ = 1. Here we choose only integer p as
non-integer values of p do not yield positive semidefinite
covariance matrices. p = 1 corresponds to the interacting
Anderson model (Eqn. 5).
Fig. 2 shows that only the p = 1 has the Poissonian
value for the average level spacing ratio and for all p > 1,
the average value of the level spacing ratio is near the
GOE value. For p = 2 the level spacing ratio average
〈r〉 is a maximum and decreases with increasing p before
saturating at values corresponding to case-I for different
system sizes. This implies that for larger values of the
exponents p, the level spacing statistics approach that
for uncorrelated random disorder in Fock space (case-I).
This can be understood from the fact that the covari-
ance relation in Eqn. 12 falls faster with the hamming
distance r as exponent p is increased and for sufficiently
large values of p the covariance falls off to zero before
the hamming distance reaches 2 (which is the minimum
value of the hamming distance possible in our system due
to the fact that the number of particles is fixed), which
is nothing but the case-I. Although the fine tuning of the
parameter p is restricted due to the breaking of positive
semi-definiteness of the covariance matrix at non-integer
p’s, we do not see any crossing between curves for differ-
ent system sizes implying the absence of a scale invariant
critical point for this MBL to thermal transition. We
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FIG. 2: Variation of average level spacing ratio with
changing exponent p for Cov(r) = m(1− r
N
)p: Only the
p = 1 case corresponds to the Poissonian value while for
all p > 1 the average level spacing ratio has a value
close to that for GOE. p = 2 has the maximum value for
〈r〉 and it then decreases with increasing p and
saturates to a value depending on the system size. The
average level spacing ratio is calculated by averaging
over 5000, 2000, 500, 50 samples for L = 10, 12, 14, 16
respectively.
further investigate this in Case-III where we interpolate
between p = 1 and p = 2 conserving the constraint of
positive semi-definite covariance matrix.
For a better understanding, we have plotted the level
spacing ratio as a function of energy density of the many
body states for different values of the exponent. Fig. 3
shows that both for p = 2 [a.] and p = 5 [b.], there are the
mid-spectrum states which follow the GOE distribution
implying ergodicity and the states away from the middle
of the spectrum follows Poissonian statistics indicating
localization. There are mobility edges separating the two
phases in both the cases. It also shows that for larger
p(= 5), the energy window, for which the many body
states are ergodic, is smaller than that in case of p = 2.
This causes the decrease in average level spacing ratio.
However this window does not decrease to zero as p is
increased, instead it saturates to a value corresponding
to the case-I.
We have shown (in appendix-B) that the covariance
Cov(r) = m
(
1− r
N
)p
corresponds to a real space Hamil-
tonian which describes spinless fermions in a one dimen-
sional system interacting through long ranged p-particle
interactions with random interaction strengths. How-
ever, to be physically meaningful, the. allowed values of
p cannot be greater than the particle number m. Thus,
in Fig. 2, the average level spacing ratio vs. p curves
have to be truncated at p = m = N
2
for each value of
N . Nevertheless, the basic inference drawn from the fig-
ure does not change with this truncation as the system
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FIG. 3: Variation of level spacing ratio as a function of
energy density for different exponents in Case-II: The
level spacing ratio is plotted as a function of energy
density for p = 2[a.] and p = 5[b.]. There are thermal
states in the middle of the spectrum and localized states
at the tail of the band. The energy window of mid
spectrum thermal states decreases with increasing p.
is still ergodic for p > 1. Fig. 2 thus shows that with
increasing p, which is the number of particles connected
through random interactions in Eqn. B4, the size of the
energy window of mid-spectrum thermal states decreases
and the tail of localized states increases before saturating
for a large enough p (which corresponds to case-I).
b. Varying γ, p = 1 : Here we have chosen p = 1,
i.e., the variation of the covariance with the Hamming
distance is linear. By changing the variable γ, we go
from a limit of the same covariance for all pairs of distinct
sites to the case where two sites a Hamming distance N
away are completely anti-correlated with the covariance
decreasing linearly with Hamming distance.
Fig. 4(inset) shows the variation of the average level
spacing ratio of the system with changing γ. For this
linear variation of covariance with the Hamming distance,
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FIG. 4: Variation of the average level spacing ratio with
γ for Cov(r) = m(1− γ r
N
): The average level spacing
ratio is plotted as a function of γ in the presence of
interaction (and in the absence of interaction in inset).
In the absence of interaction the average level spacing
ratio remains at its Poissonian value for the whole range
of γ. For non-zero interaction strength V , the average
level spacing ratio changes from the GOE to Poissonian
value implying an ergodic to MBL transition as γ is
changed from 0 to 2. From the crossover of finite size
calculations the lower bound for the critical value of γ
for this transition can be defined. The interaction
strength is chosen equal to the strength of the nearest
neighbor hopping (= 0.2) and the average level spacing
ratio is calculated by averaging over 5000, 2000, 500, 200
samples for L = 10, 12, 14, 16 respectively.
the many body states always obey Poissonian statistics.
This can imply two things: 1) the system is always many
body localized for the whole range of γ, or 2) the system
is somehow integrable.
Now for two values of γ (γ = 0 and 1), we know the
corresponding real space Hamiltonians exactly. For γ =
0, all the disorder potentials in Fock space are completely
correlated which implies the same on-site term on the
entire Fock space. This scenario corresponds to a real
space Hamiltonian
H =
∑
i
[
−t1
(
c†i+1ci + h.c.
)
− t2
(
c†i+2ci + h.c.
)
+ µni
]
(13)
where t1, t2 and µ are the nearest neighbor hopping, next
nearest neighbor hopping and chemical potential respec-
tively. This is an integrable model. However upon in-
troducing nearest-neighbor interactions, the integrability
breaks down and the system thermalizes 35. Additionally,
for γ = 1, the Hamiltonian in Fock space corresponds to
a real space Hamiltonian describing an interacting An-
derson insulator as described in appendix-A. Therefore
we know that for γ = 1 the system is in the MBL phase.
7So introducing a local interaction like the nearest neigh-
bor interaction does not thermalize the system. It merely
increases the effective strength of the interaction already
present at γ = 1. These two facts motivate us to in-
troduce a real space nearest neighbor interaction term
V
∑
i nini+1 for all values of γ, where the interaction
strength is chosen equal to the nearest neighbor hopping
amplitude t1.
Fig. 4 shows the variation of the average level spacing
ratio with γ in the presence of the interaction V . It
can be clearly seen that the presence of the interaction
not only thermalizes the system near γ = 0 but also
for a wider range of values of γ. There is a thermal to
MBL transition with increasing γ and from the crossing
of curves corresponding to different system sizes, one can
define a lower bound of the critical value γc below which
the system is always thermal. As expected this value of
γc depends on the strength of the interaction and shifts
towards larger values for increasing interaction strength.
Case-III: In case-II(a.) we see that a change of the
exponent p from p = 1 to p = 2 abruptly changes the
average level spacing ratio from the Poissonian value to
GOE value. Here we interpolate between these two val-
ues of p. As changing the value of p from 1 to 2 con-
tinuously is not allowed due to the breaking of positive
semi-definiteness of the covariance matrix for non-integer
exponents p, we interpolate between the two cases by
mixing terms with exponents 1 and 2 as follows.
Cov(r) = m
[
(1− a)
(
1− r
N
)
+ a
(
1− r
N
)2]
(14)
When a changes from 0 to 1, the covariance relation
changes from the case p = 1(for a = 0) to the case
p = 2(for a = 1) with an admixture of the two cases
for intermediate values of a.
Fig. 5 shows the variation of average level spacing ratio
as the parameter a is changed from 0 to 1. For a = 0,
the average level spacing ratio has the Poissonian value
which is expected as for this value the system is known
to be in an MBL phase. However as a is even slightly
increased from 0, the average level spacing ratio reaches
a value near the GOE value indicating ergodicity. This
shift becomes larger with increasing system sizes confirm-
ing ergodic behavior in thermodynamic limit. Once again
there is no crossing of the finite size curves implying that
there is no scale invariant critical value of the parameter
ac which separates the MBL phase from thermal phase.
As discussed in the previous subsection, the covari-
ance relation with exponent p = 2 corresponds to a real
space Hamiltonian representing random long-ranged two
particle interactions. Thus, the parameter ma can be
identified as the variance of these random interactions
(see appendix-B). Therefore, Fig. 5 implies that as soon
as random long-ranged interactions are introduced in a
one dimensional system with random on-site disorder in
real space, no matter how small the strength of the in-
teraction is compared to the on-site disorder, the system
always thermalizes.
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FIG. 5: Variation of average level spacing ratio with a
for Cov(r) = m
[
(1 − a)(1− r
N
) + a(1− r
N
)2
]
: It starts
off at the Poissonian value for a = 0 and increases
abruptly towards the GOE value for very small
non-zero value of a. This increase becomes sharper for
larger system sizes indicating ergodic phase for non-zero
value of a in the thermodynamic limit. The average
level spacing ratio is calculated by averaging over
5000, 2000, 500, 50 samples for L = 10, 12, 14, 16
respectively.
Case-IV: Here we calculate the average level spac-
ing ratio of the system with the Hamiltonian of Eqn. 3,
where the correlated on-site terms in Fock space have the
covariance relation:
Cov(r) = m exp
[
−a r
N
]
(15)
where a is a parameter. We vary this parameter in the
range [1, 30]. The covariance here has an exponential
decay with the Hamming distance r. The decay of co-
variance becomes faster with increasing a and for very
large a the covariance almost decays to zero before the
Hamming distance reaches r = 2. In other words with,
increasing a the covariance relation becomes that of un-
correlated random potentials. So, this model like the one
in case-II(a.), approaches the model with uncorrelated
Fock space disorder(case-I) in the large a limit.
Fig. 6 shows the variation of the average level spacing
ratio with increasing a. It is evident that for small a,
where the covariance decays slowly with the Hamming
distance, the average level spacing ratio has a value near
the GOE value. With increasing a the average level spac-
ing ratio decreases and saturates to a value which corre-
sponds to the case-I. There is again no crossing between
the curves corresponding to different sizes and the av-
erage level spacing ratio never comes close to the Pois-
sonian value, which implies the absence of an ergodic
to MBL phase transition. Instead, the system always
remains thermal for the whole range of the parameter
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FIG. 6: Variation of average level spacing ratio with a
for Cov(r) = m exp[−a r
N
]: For small values of a the
average level spacing ratio has a value near the GOE
value and with increasing a it decreases before finally
saturating at values corresponding to case-I depending
on the system size. The average level spacing ratio never
reaches the Poissonian value implying absence of MBL
phase. The average level spacing ratio is calculated by
averaging over 5000, 2000, 500, 50 realizations of
disorder for L = 10, 12, 14, 16 respectively.
considered. The decrease in average level spacing ratio
is due to the fact that for small a, almost all states are
thermal while for larger a only the mid-spectrum states
are thermal with the states at the tail of the band being
localized.
Case-V: Here, we calculate the average level spacing
ratio of the system with Hamiltonian(Eqn. 3), where the
correlated on-site terms in Fock space have the covariance
relation:
Cov(r) = m [uδr,0 + v (1− δr,0)] (16)
We choose u to be 1 and v is varied from 0 to 1. For
v = 0 the covariance matrix is a diagonal matrix with the
diagonal terms equal to m. This represents uncorrelated
random numbers at Fock space sites with the variance of
the random numbers being m(case-I). On the other hand
when v = 1 all the on-site terms on Fock space sites are
completely correlated, that is the on-site terms are all
the same, which corresponds again to the Hamiltonian
in Eqn. 13.
Fig. 7 shows the average level spacing ratio with the
variation of v/u. For v = 0 the average level spacing
ratio starts from the value corresponding to case-I and
approaches the GOE value for v/u tending to 1 as ex-
pected. There is no crossing between the curves for dif-
ferent system sizes and the average level spacing ratio
never reaches the Poissonian value, which indicates ab-
sence of any ergodic-MBL phase transition.
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FIG. 7: Variation of average level spacing ratio with
v/u for Cov(r) = m [uδr,0 + v (1− δr,0)]: For v/u near
zero, the average level spacing ratio has a value close to
the value for case I and approaches the GOE value as
v/u approaches 1. The quantity 〈r〉 never reaches
Poissonian value implying absence of MBL phase. The
average level spacing ratio is calculated by averaging
over 5000, 2000, 500, 50 realizations of disorder for
L = 10, 12, 14, 16 respectively. The level spacing ratio
never reaches the Poissonian value and remains near the
GOE value over the whole range of v/u. In this range
the curves for different sizes never cross each other
indicating the absence of a phase transition.
V. CONCLUSIONS
We have investigated the effect of correlations between
on-site disorder in Fock space on ergodicity and localiza-
tion in one dimensional spinless fermionic systems. We
have used covariance as a measure of correlations and
Hamming distance on the Fock lattice as a measure of
distance in Fock space and have examined the presence
(or absence) of an ergodic-MBL transition for different
kinds of functional forms of covariance with Hamming
distance. Apart from the linear variation of covariance,
all other cases display ergodicity in the system, with only
a few localized many body states at the edge of the spec-
trum separated from ergodic states by a mobility edge
in most cases. Only in the case of a linear variation of
the covariance with Hamming distance the level spac-
ing statistics show Poissonian statistics implying non-
thermal behavior in the system. However that can imply
either emergence of MBL phase which is believed to have
emergent conservation laws6,19–21 or conventional inte-
grability of integrable system with dynamical symmetries
that inhibit ergodicity22–25. After the introduction of ad-
ditional interactions which can break the integrability of
the system, the system shows a thermal to MBL transi-
tion as a function of the slope of the linear variation of
9covariance (Fig. 4).
We also note that in case-I where all the Fock space
disorder potentials are uncorrelated, the behavior of the
system corresponds to that of QREM despite having a
completely different structure of hopping in Fock space.
Thus, we conclude that the correlation between Fock
space disorder affects ergodicity and localization in one
dimensional systems. Strong enough disorder in Fock
space with the correct form of covariance (linear varia-
tion) can drive thermal-MBL transition with decreasing
correlation strength while with a different form of covari-
ance the same strength of Fock space disorder does not
give a MBL phase. Further, out of the set of different
correlations we study only those with a linear variation
with Hamming distance possess an ergodic-MBL transi-
tion. The interacting Anderson model which is known to
have an MBL phase for large enough disorder is a spe-
cial case (γ = 1 in our notation) of this type of linear
variation.
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Appendix A: Derivation of the covariance between
on-site terms in Fock space for the interacting
Anderson insulator
Let us consider the Hamiltonian for the interacting
Anderson model in a one dimensional system of spinless
fermions:
H =
∑
i
εini − t
∑
i
c†i ci+1 + h.c.+ V
∑
i
nini+1 (A1)
where εi’s are the random on-site potentials providing the
randomness in the system, t is the parameter for hopping
between nearest neighbors and V is the nearest neighbor
interaction. It is known for strong enough disorder, this
model has many body localized phase.14
We assume the system has N sites and m particles
and the εi’s are Gaussian distributed random numbers
with mean 0 and variance σ2. The ‘Fock space’ sites
are denoted by {ni}, where {ni} is the set of occupation
numbers of individual sites in real space, which means
there are exactly m 1’s and (N −m) 0’s in each set {ni}.
Therefore for any disorder realization, the on-site terms
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in Fock space corresponding to two different Fock space
sites {ni} and {mi} are:
U{ni} =
∑
i
εini + V
∑
i
nini+1
U{mi} =
∑
i
εimi + V
∑
i
mimi+1
Note that the hopping parameter t does not appear
in these on-site terms as it connects different Fock space
sites and appears only in the off-diagonal terms of the
Hamiltonian written in ‘Fock space’ basis.
Here, we derive the covariance between these on-site
terms U{ni} and U{mi} assuming the sites {ni} and {mi}
are a Hamming distance r away from each other, (i.e.
ni 6= mi for exactly r number of sites in real space).
Thus,
Cov(r) =
〈
U{ni}U{mi}
〉− 〈U{ni}〉 〈U{mi}〉 (A2)
where 〈. . .〉 implies an average over different realizations
of the real space on-site disorder εi’s. Throughout the
derivation we will assume that the Gaussian random vari-
ables εi are identically distributed and uncorrelated, so
that
〈εiεj〉 = σ2δi,j
Therefore,
〈
U{ni}U{mi}
〉
=
〈∑
i,j
εiεjnimj + V
∑
i,j
εinimjmj+1
+V
∑
i,j
εjmjnini+1
+V 2
∑
i,j
nini+1mjmj+1
〉
= σ2
∑
i,j
δi,jnimj + V
2
∑
i,j
nini+1mjmj+1
where we have used the fact 〈εi〉 = 0 to discard the two
summations in the middle. Similarly,
〈
U{ni}
〉
=
〈∑
i
εini + V
∑
i
nini+1
〉
= V
∑
i
nini+1
Therefore, Eqn. A2 becomes,
Cov(r) = σ2
∑
i,j
δi,jnimj
= σ2
∑
i
nimi
Now, nimi is not equal to zero only when ni = mi = 1.
Since we are dealing with a constant number of parti-
cles only even hamming distances are allowed between
any two pair of Fock space sites. If r is the hamming
distance between them then exactly r/2 real space sites
become unoccupied while going from one Fock space site
to another. Therefore the number of sites i for which
ni = mi = 1 is (m− r2 ). Therefore,
Cov(r) = σ2
(
m− r
2
)
(A3)
= mσ2
(
1− r
N
)
where we use the fact that we are working at half filling.
Appendix B: Derivation of the covariance between
on-site terms in Fock space in case of a random
p-particle interaction in real space
Suppose we have a Hamiltonian of the from
H =
∑
i1,i2,...,ip
Ji1i2...ipni1ni2 . . . nip (B1)
which represents spinless fermions in one dimension in-
teracting through random long-ranged p-particle interac-
tions given by Ji1i2...ips which are random numbers. It
is easy to extend the derivation given in Appendix-A to
this case. Here, the covariance varies as a function of the
Hamming distance as
Cov(r) = mpσ2p
(
1− r
N
)p
(B2)
where we assume Ji1i2...ip ’s are Gaussian distributed ran-
dom numbers with mean 0 and variance σ2p.
However, the Hamiltonian in Eqn. B1 is not very phys-
ical because if we have a one dimensional system with
N sites and m particles interacting through a p-particle
interaction there should be only one Ji1i2...ip correspond-
ing to a particular set of sites {i1, i2, . . . , ip}. Instead in
Eqn. B1 there are different Ji1i2...ip ’s for different permu-
tations of i1, i2, . . . , ip. Also note that p cannot be greater
than m, the particle number which is fixed beforehand.
Nonetheless, Eqn. B1 can be written in a form
H =
∑
i1<i2<i3<···<ip
(
Ji1i2...ip + . . .
)
ni1ni2 . . . nip +
∑
i1<i2<···<ip−1
(
Ji1i1i2...ip + . . .
)
ni1ni2 . . . nip + . . .
+
∑
i1<i2
(Ji1i1...i2i2 + . . . )ni1ni2 +
∑
i1
Ji1i1i1...i1ni1
where the variables over which the summations are per-
formed are restricted to reduce multiple counting of sets
i1, i2, . . . , ip. Clearly the expressions in the brackets are
summations of different random numbers Ji1i2...ip ’s for
different permutations of a particular set {i1, i2, . . . , ip}
and will yield random numbers which have variances σ
′2
p
different from the initial variance of the J ’s. In other
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words the Hamiltonian(Eqn. B1) can be written in a
form:
H =
∑
i1<i2<···<ip
αi1i2...ipni1ni2 . . . nip + (B3)
∑
i1<i2<···<ip−1
βi1i2...ip−1ni1ni2 . . . nip−1 + . . .
+
∑
i1<i2<i3
ζi1i2i3ni1ni2ni3 +
∑
i1<i2
ηi1i2ni1ni2 +
∑
i1
εini
where there is no multiple counting for a particular set
of sites {i1, i2, . . . , ip} and α,β,. . . ,ζ,η,ε are new set of
random numbers. If the variances of these random num-
bers are carefully chosen, it can be shown that Eqn. B3
exactly corresponds to Eqn. B1.
For example let us consider the simplest case p = 2.
Here the Hamiltonian(Eqn. B1) can be written as follows
H =
∑
i,j
Jijninj
=
∑
i<j
(Jij + Jji)ninj +
∑
i
Jiini
=
∑
i<j
ηijninj +
∑
i
εini
where ηij = (Jij+Jji) are random numbers with variance
2σ22 and εi = Jii are random numbers with the variance
σ22 given σ
2
2 is the variance of the random numbers Jij ’s
in Eqn. B1.
Similarly for p = 3 the Hamiltonian (Eqn.B1) is:
H =
∑
i<j<k
ζijkninjnk +
∑
i<j
ηi,jninj +
∑
i
εini
where ζijk , ηij and εi are random numbers with variances
3!σ23 , 6σ
2
3 and σ
2
3 respectively. Thus for any p, we avoid
multiple counting and write the Hamiltonian in Eqn. B1
in the form of Eqn. B3 where there are single particle
random on-site terms, two particle random interaction
terms, three particle random interaction terms,. . . , p par-
ticle random interaction terms for a one dimensional sys-
tem of spinless fermions with N sites. For all types of
interactions, the random interaction strengths have vari-
ances which are some number times the variance σ2p.
We know from28 that to get an extensive energy for the
p-spin model, the p-spin random interaction term must
have a variance which is inversely proportional to Np−1
whereN is the size of the system. Similarly, here since we
are dealing with p-particle interactions, the random num-
bers J ’s in Eqn. B1 should have a variance σ2p ∝ 1Np−1 .
Consequently all the random interactions in Eqn. B3
will have variances inversely proportional to Np−1 since
they are derived from J ’s. Now, the p-particle interac-
tion term with random interaction strength αi1i2...ip in
Eqn. B3 will give an extensive energy due to the choice of
σ2p. However for the same choice the (p−1) particle inter-
action term with random interaction strength βi1i2...ip−1
in Eqn. B3 will contribute an energy independent of the
system size and the corresponding term with (p− 2) par-
ticles interacting via a random interaction strength will
give an energy contribution inversely proportional to sys-
tem size N and so on. Thus, in the thermodynamic limit
only the p-particle interactions in Eqn. B3 will contribute
to the energy spectrum of the system, the others being
negligibly small for a large system size N . Thus, we
show that although the Hamiltonian in Eqn. B1 seems
unphysical, in the thermodynamic limit it is equivalent
to a Hamiltonian
H =
∑
i1<i2<···<ip
Ji1i2...ipni1ni2 . . . nip (B4)
which represents particles in a one dimensional sys-
tem interacting through p-particle interaction where the
interaction strengths are Gaussian distributed random
numbers with variance inversely proportional to Np−1.
Therefore the covariance relation in Eqn. B2 also corre-
sponds to Hamiltonian B4 in the thermodynamic limit.
If we choose the variance σ2p of random J ’s to be
(
2
N
)p−1
,
which is possible since it satisfies the required scaling of
the variance with system size for giving an extensive en-
ergy, we can write Eqn. B2 as
Cov(r) = m
(
1− r
N
)p
(B5)
which is nothing but the covariance relation in Case-II(a.)
in the main text.
Appendix C: Shannon Entropy
Here we calculate the Shannon entropy which quanti-
fies the spreading of the many body wave function in the
Fock space lattice. For a many body wave function |Ψ〉,
the Shannon entropy is defined by
S2 = −
∑
{ni}
| 〈{ni}|Ψ〉 |2log(| 〈{ni}|Ψ〉 |2) (C1)
where the summation is over all the basis states in Fock
space lattice and | 〈{ni}|Ψ〉 |2 is the amplitude of the
many body wave function |Ψ〉 at Fock space site {ni}.
For an extended state in the Fock space lattice, the
amplitude of the wave function at each Fock space lat-
tice site will be ∼ 1√
VH
where VH is the dimension of
the Fock space lattice which is NCm in our case. There-
fore the Shannon entropy for such an extended state will
be log(VH). On the other hand for a localized state in
Fock space the amplitude | 〈{ni}|Ψ〉 |2 will be ∼ 1 for a
few Fock lattice sites Nl over which the localized state is
spread. Therefore the Shannon entropy will be propor-
tional to log(Nl) in case of localized sites in Fock space.
Here we plot S2/log(VH) which will be ∼ 1 in case of
extended states and will be negligibly small in case of
localized states.
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FIG. 8: Variation of Shannon entropy for functional
form of covariance cov(r) = m
(
1− γ r
N
)
(case-II): The
Shannon entropy in presence (a.) and absence (b.) of
interaction has value ∼ log(VH) at small values of γ
which indicates the extended behavior of many body
wavefunctions. On the other hand,for large value of γ it
is small implying localization in Fock space.
Fig. 8 shows variation of S2/log(VH) averaged over all
the many body eigenstates for the Fock space Hamil-
tonian (Eqn. 3) with correlated on-site terms having
covariance given by Eqn. 12(Case-II) as a function of
γ. Fig. 8(a) shows that in presence of interaction (see
Section-IV Case-II) for small γ the system has extended
states in Fock space while for larger γ the Shannon en-
tropy goes as ∼ Dlog(VH) where D is a small number.
This implies that the wavefunctions for larger values of
γ occupy smaller part of the whole Fock space, but still
possess some scale which depends on the system size N .
Thus the states at larger values of γ can be called ‘local-
ized’ in the sense that it do not extend over the whole
Fock space, but are different from true localized states
where there would not be any system size dependence in
Shannon entropy. The Shannon entropy does not show
any crossing of the curves corresponding to different sys-
tem sizes as the level spacing ratio does(Fig. 4). There-
fore Shannon entropy is not a useful quantity to show
crossover between extended and localized phase in Fock
space.
Fig. 8(b) shows that in absence of interaction the Shan-
non entropy plot looks qualitatively similar to that in
presence of interaction(V 6= 0). Again for small γ the
system has extended states in Fock space and for large
γ the system has ‘localized’ states in Fock space. This
is in contrary to the behavior of level spacing statistics
which shows Poissonian statistics for all values of γ in ab-
sence of interaction(Fig. 4) because extended states are
expected to be thermalizing.
However this is understandable from the fact that
Shannon entropy is basis dependent and a wave func-
tion which is localized in some basis can look completely
extended if the basis chosen for calculating Shannon en-
tropy is not the basis where the wave function is peaked
around some basis state. For example Bloch states in
real space looks completely extended, but in momentum
space it corresponds to a particular momentum. Thus
the level spacing statistics, being independent of basis
choice, determines the level repulsion (or absence of it)
between the eigenstates and captures the ergodic (or non-
ergodic) behavior of the system correctly which Shannon
entropy does not.
Appendix D: Entanglement entropy
The bipartite entanglement entropy can also be used to
distinguish between ergodic and MBL phases. It quanti-
fies the correlation of quantum information between two
parts of a system. Here we calculate bipartite entan-
glement entropy between two halves of the system. For
typical eigenstates the entanglement entropy varies pro-
portionately with the volume of the sub-system in the er-
godic phase and is proportional to area of the sub-system
in the MBL phase. We calculate the Von Neumann en-
tropy given by S = −trB(ρB logρB) where A and B are
the two halves of the system. ρB is the reduced density
matrix obtained from the density matrix ρ = |Ψ〉 〈Ψ| by
tracing out the degrees of freedom of sub-system A where
|Ψ〉 is a typical mid spectrum state of the many body
system. For one dimensional system of spinless fermions
with N lattice sites in real space the entanglement en-
tropy S becomes ∼ N
2
in thermal phase and ∼ N0 in
MBL phase.
Fig. 9 shows the scaling of entanglement entropy for
p = 1 and p = 2 in case of covariance varying as Eqn. 12.
It clearly shows that for p = 1 the bipartite entanglement
entropy scales as an area law(∼ N0) implying localization
in the system while for p = 2 it follows a volume law(∼
N/2) indicating ergodicity.
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FIG. 9: The variation of the bipartite entanglement
entropy as a function of system size: Bipartite
entanglement entropy for one half of the system is
plotted as a function of the total system size for p = 1
and p = 2 in case of covariance varying as
Eqn.12(γ = 1). The entanglement entropy is calculated
by averaging over all eigenstates and a sufficiently large
number of disorder realizations. The dashed line shows
the variation of thermal entropy with the system size N .
