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Abstract
Hybrid Computational Intelligence Systems based on Statistical  and 
Neural Networks Methods for Time Series Forecasting:
The Case of Gold Price
by
Saeed Matroushi
In this research, two hybrid systems are proposed whose components are the Autoregressive 
Integrated Moving Average (ARIMA) model, and two types of Artificial Neural Networks 
(ANN) models. Since there are many types of ANN, this study focused on the Multilayer 
Perceptron (MLP) and Elman Recurrent Neural Networks (ERNN or Elman). Toward 
improving the performance of the MLP, Genetic Algorithm (GA) was also employed to 
optimise the weights and the neurons in the hidden layer of the MLP. Thus, three different
ANN models were investigated. These three ANN in addition to ARIMA were used for 
modelling three time series.  These series were the average yearly gold price, the average 
monthly gold price, and the daily gold price (London PM Fix) where all the values were in 
US dollars.  
This study focused on investigating the possibility of finding an accurate model to forecast the 
gold prices and, more specifically, to investigate whether a hybrid system will improve the 
forecasting results of three gold price series: yearly, monthly and daily. To achieve these 
goals, two hybrid systems were developed to capture both linear and nonlinear components in 
the gold price series. The first hybrid system is a combination of ARIMA and MLP and the 
second combines ARIMA with Elman. The building blocks of the two proposed hybrid 
approaches contained three steps: in the first step ARIMA model is used to model the gold 
price series; second, two types of neural networks (MLP and Elman) were built to model the 
residuals from the ARIMA model. In addition to this and in order to improve the forecast 
iii
accuracy, the number of neurons in the hidden layer and the weights of MLP were optimised
by GA (GA-MLP). The optimisation result was unsatisfactory, hence GA-MLP model were 
excluded. Finally, the forecast from the ARIMA and the two ANN models, Elman and MLP 
were combined to forms the hybrid systems aimed in this study. The performance of each 
single model, ARIMA, MLP and Elman along with hybrid models were compared. The 
results obtained in this study showed that compared to the ARIMA and ANN approaches, the 
proposed hybrid models performed much better in the monthly and yearly predictions but 
yielded the same results in the daily forecasts.  
Keywords: Time series, autoregressive, integrated, moving average, neural networks, 
multilayers perceptron, Elman recurent neural networks, genetic algorithms, hybrid systems
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1Chapter 1
Introduction
1.1 Chapter Overview 
This chapter gives an overview of the structure and contribution of the thesis. Section 1.2 
provides a discussion on the research problem and the need to find an adequate model for 
forecasting gold prices using a hybrid approach. In section 1.3 the objective of the study is 
defined, after which the contributions of this study are outlined in section 1.4.  Section 1.5 
presents an overview of the thesis contents. 
1.2 Research Background
Forecasting time series, especially for financial data, is of great interest to the economic 
world. Until now, the primary tools used for forecasting are conventional statistical methods 
such as regression analysis and autoregressive integrated moving average (ARIMA) 
(Koutsoyiannis, 1977). ARIMA, for example, is a very efficient method for forecasting linear 
time series, and its building process has been well described by Box and Jenkins (Geoge E. P. 
Box & Jenkins, 1971).  According to Zhang (2004), the most extensively used statistical 
methods in time series forecasting are linear, which can only catch the linear patterns; 
however, the author added that most time series data are either nonlinear or contain 
nonlinearity properties. 
Soft-computing methods have gained more attention from researchers as nonlinear forecasting 
methods, in particular the artificial neural network (ANN) method, as this has been the most 
commonly used method in the last few years for financial time series forecasting, as stated by 
Shadbolt and Taylor, (2002),Yudong and Lenan (2009), and Merh, Saxena, and Pardasani 
(2010). Neural networks have also been recognised as a successful technique in time series 
forecasting (Moody, 1995). A comparison between the most used linear model, ARIMA, and
ANN, concluded that ANN outperformed ARIMA in many cases, as the study conducted by  
Zhang (2004, pp. 213-225 ) found. However, some studies have suggested that in some
situations, ANN methods did not outperform ARIMA, as it depended on the behaviour of the 
time series, as demonstrated by Taskaya-Temizel and Casey (2005)and Zhang(2004, p. 222).  
Most time series data contain both linear and nonlinear patterns, so using linear methods 
alone to model the data is not practical and using nonlinear methods alone will also fail to 
model the linear patterns (Zhang, 2004).  To overcome this problem, a new method has 
2emerged but is not yet widely used. The idea is to combine the two models, linear and 
nonlinear. The linear model will help in modelling linear patterns and the nonlinear model 
will help in modelling the nonlinear patterns. This hybridisation has featured in many studies
as the best approach for forecasting time series data (Taskaya-Temizel & Casey, 2005),
(Sallehuddin, Shamsuddin, Hashim, & Abraham, 2007),(Fatima & Hussain, 2008) and (Merh 
et al., 2010). Since the study of time series data is a wide field this study is devoted to 
financial time series and, in particular, gold price forecasting using a hybrid system 
comprising ARIMA and two types of ANN, with one optimised by Genetic Algorithms (GA). 
GA is an optimisation method based on the concepts of evolution and genetics. In terms of 
financial time series modelling, the gold price will be used as the case study in this research; 
as discussed briefly next. 
Gold is one of the most important commodities in the world; it is one of the best indications 
of market performance and it is the best hedging and investment tool compared to other 
commodities. Therefore, forecasting the gold price is an important goal for many economists, 
not only for financial gain but also for forming financial and investment policies for both 
private and government entities (Dunis & Nathani, 2007). Since ancient times, gold and silver 
have been used as money in exchange for other commodities. Gold coins were minted in 
ancient times and widely used as a standard currency; for example, in the Roman Empire. 
There are two forms of gold and/or silver standards: using gold and/or silver as coins or 
defining a currency in terms of the weight of gold and/or silver that would have an equivalent 
value. We call this a backed currency. Today, most countries use unbacked money as 
currency, sometimes referred to as fiat money. Fiat money does not retain its value over time 
and is not pegged to the value of other commodities such as gold or silver. This makes it weak 
as an exchange medium compared to precious metals such as gold. Due to the lasting value of 
gold, it is considered an effective hedge and insurance against economic, political and natural 
disruptions. Thus, it has become the most sought after commodity worldwide, especially in 
nations like India and China.
31.3 Objective of the Study
According to the literature, combining models (hybridisation) has shown promising results in 
studies of financial time series, such as the study of  Zhang (2004) . However, some 
researchers have argued that hybrid systems do not necessarily produce better forecasts, as 
stated by Taskaya-Temizel and Casey (2005). Thus, based on this argument, this study will 
address this issue by investigating several different models (linear, nonlinear and a hybrid of 
both) for three gold price series, namely, the average yearly gold price, the average monthly 
gold price and the daily gold price. In order to compare and draw conclusions about the main 
argument, this study will address the following questions:  
· Would a nonlinear method such as an Artificial Neural Network (ANN) achieve better 
forecasting accuracy than the Autoregressive Integrated Moving Average (ARIMA)?
· Which of the two types of ANN investigated in this study (MLP and Elman) would 
perform better?
· Would the performance of the network under investigation change (improve) when 
using a different nonlinear activation function in the hidden layer? (this study 
investigates the use of the logistic and the tangent functions)  
· Would optimising the number of neurons in the hidden layer and the weights of the 
Multi-layer Perceptron (MLP) network with Genetic Algorithm (GA) improve the 
forecasting accuracy?
· Would combining a linear method and nonlinear method, in this case ARIMA-ANN,
achieve better results than a single method? 
In order to answer these questions, this research will first address the ARIMA modelling 
procedure then the ANN modelling process. The performance of these two approaches will 
then be compared. In order to draw final conclusions on whether a hybrid system is better 
than a single model or not, a hybrid system containing the two single models will be built and 
then the performances of each individual method will be compared with the hybrid system. 
41.4 Contribution from the Study
Three gold price series are modelled using five different modelling methods. The modelling 
procedure starts with the ARIMA approach, by testing for stationarity and transforming the 
data that are non-stationary. This is done for three time series: the daily gold price, the 
average monthly gold price and the average yearly gold price. Unlike other studies, this study 
covers a wide range of tests in order to find the best possible ARIMA model for each series. 
For example, three criteria are used to search for the best ARIMA candidate for forecasting 
the price of gold in yearly, monthly and daily datasets. The study also contributes to the gold 
market research by modelling three different time series for the gold price using two types of 
Artificial Neural Networks, the Multilayer Preceptron (MLP) and Elman Recurrent Neural 
Network (Elman). In addition, in order to improve the forecasting accuracy, a Genetic 
Algorithm (GA) is also used to optimise the number of neurons in the hidden layer and the 
weights for the MLP. Therefore, three different ANN models are used for modelling each 
series. Moreover, for each ANN model, logistic and tangent sigmoid functions are used as an 
activation function in the hidden layer in order to determine which of them would best model 
the data. Finally, the main contribution of this study is that two hybrid systems are built for 
each of the gold price series where one of the hybrids is a combination of ARIMA and MLP 
and the other is a combination of ARIMA and Elman. Moreover, as far as the knowledge of 
the author, this approach has never been applied to the gold market, especially on this scale
that addressed three series.  
1.6 Organization of the Thesis  
This thesis is organised as follows:
Chapter 1: Introduction and overview of the problem addressed in this thesis and some 
technical information about the approaches used.
Chapter 2: In this chapter, the history of gold is presented over a time period from the 1790’s 
to 2009.  Some major events that contribute to changes of the gold price are also addressed in 
this chapter. Finally, an overview of gold supply and demand is presented followed by a 
summary of the chapter.      
Chapter 3: Literature review. The role of gold and the factors that influence the price of gold 
is discussed. Then the parametric methods used for forecasting the price of gold are presented 
5followed by the literature about the use of neural networks for forecasting gold prices. Finally,
the literature related to the proposed hybrid approach is examined.  
Chapter 4: Explanations are given about the methods used in this thesis, starting with the 
ARIMA approach, then the ANN approach. The implementation process of the methods used 
for gold price modelling along with the goodness of fit criteria utilised in this study are then 
presented.
Chapter 5: Implementations of the methods proposed in this study on the gold price and the 
forecasting results are presented.  
Chapter 6: Comparisons of the modelling results from the individual methods (ARIMA and 
ANN) and the hybrid methods are reported. 
Chapter 7: Conclusions of the thesis and suggestions for future work are presented.  
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Gold Background and History
2.1 Chapter Overview 
This chapter gives an overview of the gold market and briefly explains how it operates. The 
chapter starts by discussing some background about gold and then, in section 2.1.2, an 
explanation of how gold is extracted and delivered to the market is given. Section 2.1.3 
presents information about the gold bullion market (London) and the fixing concept. Section 
2.1.4 gives an overview of how physical gold is traded and section 2.1.5 presents some well-
known non-physical gold products that are used in the market for trading gold. A summary of 
reasons for trading or holding gold is given in section 2.1.6.  Section 2.1.7 introduces the 
beginning of the modern gold trading history. Sections 2.1.8 to 2.1.10 discuss the gold market 
from the 1790’s to 2009 and the major events contributing to the shift in the gold prices.  The 
final two sections discuss gold supply and demand with an emphasis on the period between 
2005 and 2009.   
2.1.1 Background 
Dunis and Nathani (2007) state that gold is considered the most important traded commodity, 
due to its precise value and special properties. Moreover, gold is used as a hedge against 
inflation and variations in the US dollar. Recently, gold is being sought after as a 
diversification asset in the investment market. Gold is also consumed by many nations in the 
jewellery industry. 
Most of the gold produced, either from mined or recycled gold, is used in the manufacture of 
jewellery. The special properties of this metal make it a perfect choice for jewellery. These 
properties include its high lustre, shiny yellow colour and the ability to be drawn into wires 
and cast into shapes (Damarupurshad, 2005). 
Gold is very soft, so in the jewellery industry gold is alloyed with one or more other metals, 
such as platinum, silver or copper. Therefore, a measuring standard has been developed to 
measure the gold content in these alloys. According to the World Gold Council report (2010),
this standard is known as Karatage or Caratage. For example, pure gold is 24 carat (100% 
gold) and 23 carat is 23/24 (95.8% gold) and so on. The colour of the jewellery varies 
7according to the type of metal the gold is alloyed with; for example, white gold is 75% gold 
alloyed with 4% silver, 4% copper and 17% palladium. 
According to Keel et al  (2009), gold is still the only element which can be used in many 
industrial applications such as medical devices. Although advances in technology have 
reduced the use of gold in some applications, gold is still the only element suitable for some 
tasks such as printed circuit board manufacturing and gold plate film applications. Properties 
such as electrical and thermal conductivity make it preferable for many electronic industry 
uses. 
2.1.2 Gold from the Mine to the Market
Maldar (2011) gives detailed information about how gold is mined. This information is 
summarised and presented in this section. In his work, the above author states that gold is
found in different areas, in rocks, flood plains or riverbeds. For example, gold deposits in 
riverbeds are called alluvial gold. Harvesting gold from the riverbeds is the easiest way as 
gold can be unearthed using basic tools. In contrast, mining gold from rocks, which are 
normally found underground, requires heavy machinery and large capital. Machinery for 
digging, transporting, pumping oxygen and crushing rocks with explosives is required in this
type of mining. Therefore, big companies or governmental bodies are usually the main 
operator in this type of mining. The gold mined by this method passes through several 
processing phases. First, rocks that contain gold (called ore) are transported to the surface 
then crushed and ground using heavy machinery. Secondly, the gold is separated using sluice 
boxes and shaking tables. Usually mercury is used to capture the gold and other metals; this 
will result in a mixture. Gold and other metals are then separated by evaporating the mercury. 
Thirdly, the mixture of gold and other metals is melted to remove the remaining mercury. 
Finally, a mixture of gold and small quantities of other metals such as silver is left. The purity 
of gold at this stage is around 70% to 90% and is commonly known as doré.  The doré is sent
to a refinery (normally registered) which refines it to a purity of 99.5%. The gold can then be 
sold through bullion banks (Maldar, 2011). 
According to  Olden (2010), these banks are the channel that connects the buyers and the 
sellers of physical gold. They also act as depositories. Most of the bullion banks are members 
of the London Bullion Market Association (LBMA), more about this association is discussed 
next. 
82.1.3 Gold Trading Centre 
The United States was the dominant centre of the world gold trading; however, after the end 
of the Bretton Woods standard system, which had tied the value of the US dollar to that of 
gold, the domination of gold trading moved back to London, which had long been one of the 
oldest gold trading centres in the world. The price of gold, however, is still determined in US 
dollars as well as some other major currencies, according to Jastram and Leyland (2009). 
Because London is considered the centre for gold trading for the world, the London Bullion 
Market Association (LBMA) was established in 1989 to determine the gold price on a daily 
basis. The LBMA consists of 11 bullion bank members as market makers and 65 bullion bank 
members as dealers (Olden, 2010). The international price of gold is determined in US dollars 
per troy ounce, which is equivalent to 31.10347 grams. Nowadays, gold is also determined in 
British sterling pounds, Euros and other major currencies. 
According to Capano (2008) the price of gold is fixed twice every working day, once in the 
morning and once in the afternoon. The morning price is fixed at 10:30 am, and the afternoon 
at 3:00 pm; both are based on London time. There are five members (bullion banks) from the 
market makers in charge of the fixing task. These are Scotia-Mocatta, Barclays Capital, 
Deutsche Bank, Hong Kong and Shanghai Banking Corporation (HSBC) and Societe 
Generale, according to Capano (2008). 
The fixing decision used to take place in the Nathan Mayer Rothschild building in a fixing 
room but nowadays it takes place in a teleconference. The London fixed price normally lasts 
until equilibrium between supply and demand is reached. Every day there will be buyers and 
sellers from all around the world waiting for the announcement of the fixed price before 
starting to trade. Sellers receive the fixed price plus $0.05 US dollar per ounce of gold (28.35 
grams). Buyers pay the fixed price plus $0.25 per ounce of gold. There are two main ways of 
trading in gold that can be separated into two main markets, a physical market (spot market 
like the LBM discussed above) and a derivative market which includes forwards, futures and 
options. This study is devoted to the spot price and, more specifically, to the London spot 
price.  For more information on the other type of market the reader may consider reading 
(Capano, 2008) or (Brady, 2010). In an attempt to simplify the gold trading market, some of 
the trading concepts are given next. 
92.1.4 Trading in Physical Gold 
Capano (2008) detailed that in LBMA, or any bullion market or bank, physical gold is traded 
over-the-counter (OTC). In order to trade in physical gold one must have an account. There 
are two main types of account available, an allocated account and an unallocated account.  In 
order to open one of these accounts, an investor should deposit no less than 1000 ounces in 
the account.  Having an allocated account is like having a deposit box where a bullion dealer 
or depository stores the gold in a vault. In order to link the gold or allocate it to its owner, 
normally in the form of bars or coins, they are numbered and hallmarked.  The owner of an 
allocated account pays the depository for storage and insurance. In this case, the depository 
that secures the gold is not permitted to trade or lease the gold. In contrast, gold in an
unallocated account is not numbered or hallmarked: hence, it is not allocated to a specific 
owner.  Unlike the allocated account, the bullion dealer or the depository in the unallocated 
account has the right to trade or lease the gold. However, the dealer or the depository is 
obligated to secure the amount of the specified gold if the investor asks for delivery of their 
gold, which normally takes two working days. An unallocated account is much cheaper than 
the allocated one as the depository pays some interest from leasing the gold to their 
customers. It is also noteworthy that 95% of the physical (over-the-counter) gold trade is from  
unallocated gold, according to Brady (2010). There is also another type of unallocated 
account known as a Gold Pool account. This type of account allows the customer to store any 
amount of gold in a vault in a pooled form. That is, several customers will share one vault. 
There are no fees for storage or insurance in this type of account. The depository makes its 
profit from the difference between the buying price and the selling price (called the spread). 
Most people use this account to buy and sell gold without taking physical possession. An 
example of this account is the Kitco pool account (Clark, 2010).    
2.1.5 Trading in non-physical gold 
In addition to trading in physical gold, there are also many products designed to ease the gold 
trading process and eliminate the risk and charges applied when holding or trading in physical 
gold. These products are ways of trading in gold without the need to own it physically or store 
it in vaults. Perhaps the most well-known product is the Exchange-Traded Funds (ETFs). 
There are many ETFs available in the market but the most popular is the SPDR Gold Shares 
(GLD).  A share of GLD is worth a tenth of the price of an ounce of gold in the market and it 
is traded in the market exactly like trading in shares.  Another two popular ETFs available in 
the market are the Physical Swiss Gold shares (SGOL) and the Canadian gold and silver fund 
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known as the Central Fund of Canada (CEF) (Faltin, Schnider, Bolz, Schöttler, & Zingg, 
2010). Moreover, another form of trading in gold that is also popular is the Perth Mint 
Certificate, which is the only government backed form of gold trading product. However, the 
minimum initial purchase for the certificate is AUD $5000. It has similar principles as trading 
physical gold where the investor can choose between an allocated and an unallocated account. 
The fee for an allocated account is 1.5% of the allocated gold per year and no storage fees
apply for the unallocated account. The certificate is a form of a guarantee for the gold holder 
issued by the Australian government (Clark, 2010).  There are other forms of trading in gold 
such as options, forwards and futures. Information about these non-physical gold trading 
products can be found in (Brady, 2010), (Adam, 2009) and (Faltin et al., 2010). Some of the 
reasons that encourage individuals and institutions to trade either in physical or non-physical 
gold are summarised next.    
2.1.6 Reason for Holding or Trading in Gold 
Reasons for holding or trading in gold vary. Jewellers buy gold for making jewellery, the 
biggest gold consumer sector. Investors and central banks use gold as a hedge instrument. 
Gold is used as a hedge against inflation, currency and recession (Levin & Wright, 2006). 
Nowadays, most investors buy gold either to trade or balance their investment portfolios. For 
example, if inflation increases, the stock market normally tends to fall and the gold prices 
increase thus investors try to balance their portfolio by selling some of their gold. Also, some 
investors or central banks who hold US dollars as an international trade currency have gold in 
their portfolios as a hedge against the dollar. When, for example, the dollar falls against other 
currencies, gold normally rises so gold holders can compensate their losses by trading their 
gold. Not only investors but also ordinary people rush to buy gold in bad economic times or 
disasters, such as wars, to secure or hedge against these causes, according to a recent report by 
Leyland (2010). From the literature we can see that gold is viewed differently by different 
nations. Gold in the form of jewellery is sought after by India, China and the Middle East. 
India, for example, believes gold is a gift from God, Chinese buy gold to express their level of 
wealth and people from the Middle East buy gold in the form of jewellery as a gift for the 
bride in wedding ceremonies. Many factors drive the price of gold higher and higher; these 
factors can be summarised as culturally-driven, religiously-driven and investment-driven. The 
literature about these factors is reviewed and discussed under the demand and supply section.   
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2.1.7 Early History of the Gold Market
The history of gold is way beyond our scope as it goes back thousands of years, but the major 
shift in the modern gold and silver trading history began in 1713, when silver was the 
dominant currency in England (Jastram & Leyland, 2009). Before gold, silver was used as a 
currency in England and the Penny was called sterling, meaning star. Sterling silver gained its 
name because of that and became popular at the time. England started trading in gold only
with the occupation of India and the establishment of the East India Company.
Gold came into the picture in 1717 when trade between England and France increased and 
France decided to exchange gold for goods.  In the same year, around four million gold 
pounds were minted in England and the so called gold standard era began, making England 
the centre of gold trading, as stated by Jastram and Leyland  (2009).     
2.1.8 The Gold Market from the 1790’s to 1999 
The history of this period in the gold market is well-reviewed by authors Jastram and Leyland 
(2009) and Lewis (2007).  For example, Jastram and Leyland  (2009) explained that in the 
early 1790’s gold and silver were adopted by England and the United States as a bimetallic 
standard for their currency. Moreover, Lewis (2007) detailed that at that time gold was traded 
at $19.30 per troy ounce. This price remained unchanged for around 44 years, until 1834.  The 
price then rose to $20.67 per troy ounce and stayed at this level for almost 100 years. This 
was mainly because the US Congress changed the gold specification of money, which was 
determined by its price relationship with silver. By the end of the 1890’s, most of the leading 
countries such as France, Russia, Japan and Switzerland had adopted the gold standard. 
However, because of World War I and England’s involvement in the war, confidence in the 
sterling (pound) as an international currency fell. As a consequence, England abandoned the 
gold standard and tonnes of gold were shipped to the United States in exchange for goods and 
services. Most European countries sought to exchange gold with United States for goods and 
services. The international gold centre moved from England to the United States at that time 
(Jastram & Leyland, 2009).
Oil prices became linked with gold prices after Saudi Arabia demanded gold in exchange for 
oil in 1933. Consequently, the price of gold rose to $32.32; since then the oil market has had a 
strong influence on the movement of the price of gold. The next price move took place when 
the US president, Franklin Delano Roosevelt, devalued the dollar making gold reach $35 per 
troy ounce. Because the United States was the leading country in the industrial world and held 
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most of the world’s gold, the US dollar was made the world’s reserve currency in 1944 under 
the Bretton Woods agreement, as Jastram and Leyland (2009) explained. As a result, the 
International Monetary Fund (IMF) and the World Bank were established in 1947.  The goal 
of the Bretton Woods agreement was to allow different governments to sell their gold at a 
fixed price of $35 per troy ounce. The price remained at $35 per troy ounce until 1971 when 
the US president at that time, Richard Nixon, ended the Bretton Woods agreement. This was 
the last link between gold and the U.S dollar and caused the price of gold to soar from $35 to 
$195 per troy ounce in the same year (Lewis, 2007). 
According to Kosares (2010), it was illegal for Americans to own gold before 1975 but when 
it became legal, people were able to buy gold from central banks. This made the price of gold 
drop to $103 per troy ounce. The price again rose in 1976 to $140, and the US government 
attempted gold auctions in order to bring down the price of gold and benefit from the rise at 
the same time. Unfortunately, other problems arose including a 25% drop in the value of the 
US dollar against a basket of currencies which then made gold rise in value.
Moreover, Lewis (2007) stated that the international demand for gold exceeded the supply, a 
situation which led to an increase in the gold price; in 1979 alone the price rose from $250 to 
$400 per troy ounce. In the same year, Paul Volcker, the chairman of the USA Federal Bank 
(Fed), changed Federal policy from controlling interest rates to controlling the money supply. 
In addition, the invasion of Afghanistan by the Soviet Union, soaring oil prices and high 
inflation made gold rise to $850 in January 1980 but in 1982 the price fell to $296 due to the 
money supply policy and the strong US dollar, which made interest rates higher than ever. 
From 1983 to 1989, the price of gold fluctuated between $400 and $500. In 1989 alone, the 
price was under $400 but again rose in 1990 due to the Gulf War but did not exceed the $450 
level from 1990 until the third quarter of 1996 (Bernstein, 2000). 
Lewis (2007) explained that in late 1996 many events caused gold prices to decline, including 
the stock market and overall economic boom in Europe and the US. Moreover, the US dollar 
gained in value and became the most favoured currency for investment in the world and gold 
closed at $387. In contrast, in 1998, the Asian crisis, which started by the collapse of the Thai 
baht, became a global problem making gold reach $294 per an ounce. This was followed by 
the Russian debt default, Brazil’s currency crisis, the Kosovo war and the Bank of England 
gold auction, which all happened between 1998 and 1999. Moreover, gold reached $324 by 
October 1999 but then dropped before the end of the month to below $300, where it remained 
until the next year, as discussed next. 
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2.1.9 The Gold Market from 2000 to 2007 
According to McMullen and Birchfield (2005), in 2000, the price of gold rose to $312, but by 
the end of the year it was down to $274.45. According to the author, the September Terrorist 
attack in 2001 did not push the price up as much as expected; rising to around $290. 
Moreover, in the same year, there were many events affecting the gold market such as the 
collapse of Centaur Mining and Exploration and Enron; nevertheless, the gold price was 
$279.50 at the end of the year. By the beginning of 2002, there were concerns from European 
and North American investors about corporate governance in the United States and the 
Japanese were also concerned about the stability of the banking sector in the USA. These 
factors, together, pushed the price of gold to $309.68 per troy ounce. In September 2002, the 
giant gold-mining company, Barrick, announced that it expected to cut the hedge book by one 
third by the end of the year. Moreover, the terror bombing attack in Bali and the North Korean 
nuclear weapons programme were additional reasons for the high gold price, which closed at 
a high of $347.20 in 2002. 
In 2003 many events took place; for example, the weak US dollar was a concern for many 
nations and investors. In March, the war in Iraq started with US involvement and in the same 
month, Australia launched the Australian gold Exchange Trade Fund. Also, an announcement 
from Newmont, one of the largest gold mining companies, revealed plans to reduce the 
amount of gold in the company’s hedge book by 3.5 million ounces. Moreover, the Gold 
Exchange Trade Fund was launched in London in December. All these events made the gold 
price to rise to $416.25 by the end of 2003. In 2004, the average price of gold was around 
$400. Events such as  the Madrid train bombing, the Argentine Central Bank announcement 
to buy 55 tonnes of gold and US demand for gold as a hedging tool altogether put the price up 
to $435.60 as the World Gold Council stated in the Gold Price Chronology Report (2007).  
Nature was yet another contributor to the rise in gold price. Hurricane Katrina in 2005, for 
example, raised oil prices which, in turn, led to an increase in the demand for gold. High 
inflation and a weak dollar also supported the demand for gold and the price of gold reached 
$536.50.  The price continued to rise and in May 2006 the gold price was $725. Political 
tensions are another cause of rises in gold prices. Among these political tensions were a 
Palestinian election won by Hamas, North Korean nuclear testing and the Israel-Lebanon war,
which made the price of gold reach $833.75 by the end of 2007. However, in addition to the 
above causes, one of the main reasons behind this dramatic increase in gold prices was 
demand from investors seeking a safe-haven investment as an alternative to paper money, 
mainly the US dollar, the world currency (Lewis, 2007) . 
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In addition, Lewis (2007) summarised that some reasons behind the increase in gold demand 
were the use of gold as an inflation hedge by the US government and other nations. Moreover, 
a rush by private individuals to buy gold as an investment, a hedge against inflation and 
security against geopolitical and financial risks, also contributed to the rise.   
2.1.10The Gold Market from 2008 to 2009 
This period is an important period in the gold market history as the gold prices went beyond 
the US $1000 per troy ounce mark for the first time in history. Therefore, we focus more on 
this period giving additional details for 2008, the year when gold exceeded US $1000.  
The review of the gold price for 2008 presented here was obtained from the Bullion Vault 
website (bullionvault.com) from the gold news in the monthly archive section. The Bullion 
Vault collects information about the gold market daily from different sources and presents 
them on their website. We, therefore, summarised the 2008 articles from this source. 
According to the Bullion Vault (2008), gold prices in 2008 showed unexpected changes as 
there were many events and factors that pushed the price to break the US $1000 mark. The 
uncertainty of the global economy, the continuing rise in inflation and the weak US dollar 
against other currencies, especially the Euro, were the main factors that influenced the price 
of gold in 2008. 
The opening of the gold future trading market in China at the beginning of the year also 
contributed to the rise in January 2008. The price of gold in January started to increase from 
around $850 to reach $923 per troy ounce by the end of the month. In February the price was 
fluctuating around the $900 mark but by the end of month it closed at $971 and stayed at this 
level until 14 March when the price jumped to $1003 for the first time in history. The next 
trading day which was the 17 (after the weekend) gold was traded at $1011 per troy ounce. 
However, the price then decreased and went down to around $933 by the end of the month. 
The increases in the gold price that were seen in March were reported to be influenced by 
some factors, among them the demand from countries such as China, India (in wedding 
seasons) and Vietnam. In addition, the shortage in gold supply, especially from South Africa,
due to the rising cost of mining (oil prices were rising) and shortages in power supply also 
contributed to the rise. Furthermore, on 14 March, the collapse of one of the biggest United 
State investment banks, Bear Stearns, caused panic not only on the US market but also 
globally; the bank then was taken over by J.P. Morgan Chase & Co.  The price of gold 
fluctuated between $880 and $980 from April and July. In August the price of gold continued 
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its decrease to reach as low as $786 by the 15 of August before starting to recover, to reach 
$830 by the end of the month. The price dropped to $740 by 11 of September then gradually 
increased to around $900. The reason behind this increase was due to the collapse of the 
Lehman Brothers bank on September which caused panic in the market making gold prices 
rise to that level by the end of September. 
The Bullion Vault (2008) also explained that the price started to decrease in October to reach 
the lowest price in 2008, of $712, by 24 October. By the end of October, the price started to 
recover until it reached $814 by the end of November. In December the gold was traded at 
around $780 during the first week and then increased on the 10 of December to reach around 
$870 by the end of 2008. According to the Bullion Vault, the main factors that contributed to 
the fluctuation of the price on November and December were the bailout news for the 
Citigroup bank, of $20 billion, that made a positive impact on gold market leading to an 
increase in gold price in the last week of November. In addition, the increase in gold price on 
December came after the announcement made by the International Energy Agency (IEA)
claiming that the Organization of Petroleum Exporting Countries (OPEC) would reduce their 
production and that the demand for crude oil will grow in the coming year. OPEC confirmed 
the claim made by IEA when it announced on 17 December that its members agreed to cut 
production by 2.2 million barrels per day.  
In 2009, the CPM Group in their press release of the Gold Yearbook 2010 (2010) reviewed 
the gold prices and according to the review, gold prices in 2009 rose from around $807 to 
reach as high as $1218 in late December. The increase in 2009 was mainly due to large 
purchases of gold by investors (official and private). The average gold price in 2009 was 11.7 
percentages higher than the average of 2008. The continued worry of the falling economy and 
uncertainty about the global economic condition encouraged investors to buy more gold 
which were estimated to be around 37 million ounce of gold bought in 2009 alone. 
Additionally, official sectors also increased their gold reserves in that year. For example, the 
People’s Bank of Chain purchased 14.6 million ounces of gold on April 2009. The Reserve 
Bank of India also added 6.43 million ounces to its holdings, purchased from the International 
Monetary Fund (IMF). Moreover, Central Bank of Russia bought about 3.78 million ounces 
to increase its gold holdings.  
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2.1.11Gold Supply and Demand 
The gold supply is mainly from three sources and the gold demand is also from three sources,
according to the World Gold Council (2010). The three main sources of the supply are: mine 
production, recycled gold and official sector sales; whereas, the three main sources of demand 
are:  jewellery, investment and industry. To give a clear picture of supply and demand, the
period from 2005 to 2009 is highlighted and discussed below starting with main supply 
sources and then the three main demand sources.  
2.1.11.1 Gold Supply 
Mine production is the main artery that supplies the market with gold (see Fig 2.3). Olden 
(2010) explained that the global output of mines has grown from 1300 tonnes annually in the 
1970’s to around 2500 tonnes in the 2000s. Most of the mined gold supplied to the market 
comes from 20 countries headed by China. These 20 countries provide around 88% of the 
global gold supply through mining. A list of these 20 countries is provided in Fig 2.1.  It is 
also estimated that around 10% of the total gold supply specified under mining is from artisan 
and small-scale mining. Moreover, mining activities worldwide are controlled by 15 large 
mining companies (see Fig 2.2) and the largest of them is the Canada based, Barrick Gold. 
However, gold supply through mining is considered as a non dynamic source for supplying 
the market. 
In their report, the World Gold Council (2010) stated that scrap or recycled gold has gained 
international interest becoming the second main source of supply.  In 2009 alone, recycled 
gold accounted for 39% of total supply.  Recycled gold mainly comes from jewellery and 
electronic products (e.g. cell phones). The gold supply through recycling has almost doubled 
from around 900 tonnes, in 2005, to 1674 tonnes, in 2009.  This source of supply accounted 
for almost third of the total supply and it came through different channels including jewellers, 
scrap dealers and brokers (e.g. cash gold buyers).  
The dramatic increase in gold price during the last three years (2007-2010) led to an increase 
in businesses for gold recovery through recycling; this included Cash for Gold and Mobile for 
Cash schemes. Most scrap dealers sell their gold or recovered gold to refiners (normally 
registered refiners) who, in turn, melt it into bars and then supply it to the market, hence, it is 
a dynamic source of supply (Olden, 2010). 
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Fig  2.1 Top 20 Gold Suppliers via Mining for 2009
Fig  2.2 Top 15 Mining Companies for 2009
Fig  2.3 Average gold supply between 2005 and 2009 
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Official sector sales are yet another source of gold supply; some of these official sectors  
include central banks and other governmental institutes such as the International Monetary 
Fund (IMF) and the Bank for International Settlements (BIS).  According to the World Gold 
Council (2010), these governmental bodies hold over one fifth of the global above-ground 
stocks of gold. The average percentage of supply that came through this channel from 2005 to 
2009 accounted for 9% of the total supply.
In an effort to control and monitor the quantity of gold entering the market through central 
banks, some central banks in Europe signed the Central Bank Gold Agreement (CBGA) in 
1999. One of the main objectives of the CBGA is to stabilise gold sales from the largest 15 
gold holders in the world at a fixed amount every five years. For example, they recently 
signed an agreement to not exceed more than 400 tonnes of gold annually starting between 
2009 and 2014 (Olden, 2010). 
2.1.11.2 Gold Demand 
Jewellery demand is by far the major source of demand. From 2005 to 2009, it accounted for 
61% of total demand (Fig. 2.4). Most jewellery demand comes from four countries and one 
region; the four countries are India, China, the USA and Turkey, and the Middle East is the 
region. It was estimated that 57% of jewellery demand comes from these four countries and 
the Middle East region (Fig. 2.5). India alone demanded a quarter of the world’s gold every 
year. Buying gold in India is mainly culturally and religiously driven. People in India see gold 
as a gift from God; hence, they offer gold to their family members and friends on religious 
and cultural occasions as a symbol of prosperity. An example of an important seasonal 
religious festival is Diwali, which takes place between October and November each year, as 
reported by the World Gold Council (2010).   
The World Gold Council also pointed out that each country has its own reasons and occasions 
for buying jewellery, In China, for example, people buy jewellery in the Chinese New Year as 
gifts. In Turkey, the demand mainly comes from tourists. In the USA, the strong demand falls 
at Christmas and on Valentine’s Day. In Middle Eastern countries, including Turkey, the 
demand is also seasonal. For example, due to the cultural and religious values of women in 
society, gold is purchased in large quantities for marriage ceremonies as a gift for the bride 
from the groom’s family. India also shares a similar culture of marriage. 
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However, jewellery demand in marriage ceremonies in India is larger than that of Middle 
Eastern countries as it accounted for around 50% of annual jewellery demand, making India 
the key driver of gold demand.   According to World Gold Council (2010), rising income 
levels in India have also contributed to the rise in gold demand. Although China is the largest 
gold supplier, it is the second largest gold consumer. The increase in levels of income, high 
saving rates and improvements in standards of living in China have contributed to the growth 
in jewellery demand with wealthy young consumers buying gold to express their social status,
as stated by Philip Olden (2010). Gold in China is not only given for the Chinese New Year 
but also for birthdays, Mother’s Day and in wedding ceremonies. The demand for gold in 
China has increased at an average of 13% per year between 2005 and 2009, according to Ong 
(2010).
Fig  2.4 Average gold demand 2005-2009        Fig  2.5 Top 4 countries in jewellery demand
Investment is the second major source of gold demand. It has been estimated that around 27% 
of total demand was attributed to investments between 2005 and 2009 (Fig. 2.4). There are 
many ways of investing in gold, including jewellery, coins, bars, Exchange-Traded Funds 
(ETFs), futures and options and certificates. More commonly, physical gold such as coins and 
bars as well as ETFs and similar products are preferred by investors (Faltin et al., 2010). For
example, when the world’s financial crisis  worsened between 2008 and 2009, the demand for 
coins, bars and ETF products increased significantly, from 31%, in 2008, to 38%, in 2009 
(Passmore & Watson, 2010). In general, investment demand via ETFs and physical gold rose
dramatically from 4%, in 2000, to 45%, in 2009, according the World Gold Council (2010). 
The increase was linked to the financial crisis where many investors came to believe in gold 
as a diversifying asset in their investment portfolios. This made the demand for gold as an 
investment increase and it continues to be strong. A further increase in gold investment also 
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contributed to the fact that most  central banks which sold some or all of their gold reserve in 
1990s are now buying gold to increase their gold reserves (Faltin et al., 2010). The continuing 
increase in investment demand is believed would push the gold of price higher in the future 
(Passmore & Watson, 2010).
A World Gold Council (2010) report stated that industry demand, which includes electronics, 
space technology and medical industry, is the third major source of gold demand (Fig. 2.4). It 
is estimated that nearly 431 tonnes were used annually between 2005 and 2009 in those 
industries alone. Around 6% of this demand is attributed to use as electrical components. 
Furthermore, Brady (2010) added that in the electronics industry gold is used in car 
electronics, electronic circuits and in battery contacts in mobile phones. Gold is also used in 
the space industry in coatings for satellites and the windows of planes. This is because gold 
can reflect the ultraviolet radiation that comes from the sun. In the medical industry, for 
example, the average use of gold in dentistry from 2005 to 2009 is around 1.6%. However, 
the use of gold in dentistry has decreased since 2003 in favour of ceramics.  In contrast, 
demand for gold in decorative and fashion industry has increased. For example, nowadays 
fabrics are decorated using threads made of gold and, more recently, temporary tattoos are 
designed using thin films of gold, which is popular in Japan and some Middle Eastern 
countries, such as UAE (Ong, 2010) and (Baxter, 2010). Recent research had discovered new 
uses for gold in the industrial sector which may lead to an increase in demand in the future. 
Industrial demand associated with advancements in technology such as nanotechnology is 
growing and has revealed potential new uses for gold; for example, the development of 
nanorods to improve LCD display in mobile phones and laptops. Moreover, there is a possible 
future in using gold in solar cells according to the World Gold Council (2010). 
2.1.12Summary 
As can be seen from this chapter, the scope of the knowledge required to predict the gold 
price is wide and diverse. In order to build an accurate model, knowledge and experience with
the different issues related not only to the gold market but also to other variables have been
reviewed and discussed in this chapter. For example, the literature revealed that there were
many factors that affected the gold market. These factors can be summarised as follows: 
supply and demand related factors, cultural and religious related factors, natural disasters, oil 
prices, geopolitical risks, the US dollar exchange rate, inflation (US and world) and level of 
income. Some of these variables or factors can be easily obtained and dealt with; however, 
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data for variables such as geopolitical risks and natural disasters are hard to measure or even 
predict. Therefore, due to the complexity of the interacting factors affecting the gold market 
and the difficulty involved in deciding which variables most influence the gold prices and the 
diverse knowledge required, a univariate modelling approach was employed in this study. 
However, we do believe including factors such as supply and demand and oil prices would 
help improve the forecasting accuracy but the aim of this study is to develop a data-driven 
model to help the decision makers, traders and governmental bodies in their decisions on the 
gold market without the need to be concerned about such wide and diverse knowledge of 
factors other than gold. Moreover, univariate modelling using models such as Autoregressive 
Integrated Moving Average (ARIMA) and Artificial Neural Network (ANN) are more
preferable than using multivariate or multivariable models. This is because the computation 
time for modelling multivariables is high when compared to a univariate model. Also, in an 
effort to improve forecasting accuracy, this study will take advantage of both ARIMA and 
ANN models by combining the two methods forming a hybrid system for modelling the gold 
price. More about the methods and modelling concept used in this study is reviewed and 
explained in the next chapters. However, before presenting details about the methods used in 
this study, a literature review of the work related to gold price modelling and forecasting is 
necessary and is presented in the next chapter.  
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Chapter 3
Literature Review    
3.1 Chapter Overview 
In this chapter literature relating to factors that influence gold prices, the methods used to 
forecast gold prices and some studies on hybridisation approaches used in this study are 
reviewed.  The next chapter (chapter 4) concentrates on the main methods used in this study 
and will discuss them in detail. Details about the contents of this chapter are given as follows. 
The chapter starts in section 3.1.1 by reviewing the literature about the role of gold as a 
financial, hedging and safe-haven tool and factors that influence movements in the price of 
gold. Section 3.1.2, reviews some of the statistical approaches used to forecast the gold price. 
Forecasting the price of gold using the Artificial Neural Network is discussed in section 3.1.3. 
Combining the concept of Genetic Algorithms and Neural Networks is reviewed in section 
3.1.4. The literature about hybridizing Neural Networks with one of the statistical approaches 
is then reviewed in the last section.      
3.1.1 Role of Gold and its Influencing Factors
Gold was well known as a medium of exchange early in history. Subsequently, it was used as 
a reserve currency and a preferred investment alternative. However, most previous studies 
focused on the role of gold as an investment and hedging tool. Some of these studies, for 
example, Ronapat (2007), suggest that gold is a good investment alternative tool and is a 
perfect hedge against inflation. The above author suggested that his research can be used as an 
investment tool for small investors in the gold market. Another study highlighting the role of 
gold is the work of Sjaastad and Scacciavillani (1996). The authors examine the relationship 
between the major currency exchange rates and the price of gold.  In their study, the major 
finding is that with the end of the Bretton Woods International monetary system, exchange 
rates floated among the major currencies contributing to instability in the world gold price. 
After Bretton Woods, the gold market was dominated by European currencies. According to 
the authors, the major gold producers had no significant impact on the world gold price. The 
authors also confirm that gold is the best hedge against inflation.  
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Another author, Taylor (1998), examined the role of some of the precious metals, including 
gold, silver, platinum and palladium, as a hedge against inflation. The data used were for two 
periods, from 1914 to 1937 and from 1968 to 1996. The author’s major finding was that 
precious metals were a good tool as a hedge against inflation before 1939 and in1979 when 
the Organization of the Petroleum Exporting Countries (OPEC) oil shock happened. 
Therefore, the authors conclude that gold was used as a hedging tool against inflation and 
during oil shocks.    
Lawrence (2003) suggests that major macroeconomic variables, including GDP, are not 
correlated with the real rate of return from gold. A highly correlated behaviour is exhibited by 
gold and extreme events such as wars, disasters, or government breakdown. He provided as 
evidence the period from 1982 to 1983, when economic conditions were bad. The price of 
gold in this period rose by 67%.  Another example was the period from 1999 to 2000 (the 
dotcom bubble) when the gold price rose by 24%, but the author claimed that the rise was due 
to the announcement of the Central Bank Agreement on gold in the same year. Lawrence’s 
(2003) study confirms that gold, in contrast to other commodities, is independent of business 
cycles (the US business cycle in this case) making it a good investment alternative.
Baur and Lucey (2006) also examined the role of gold as a hedge and a secure investment 
alternative to stocks and bonds. The data used in the study consisted of the daily price returns 
of 1) stock and bond indices for the UK, Germany and the US and 2) the US closing spot 
price of gold. The study examined the role of gold as a hedge and/or secure investment 
alternative to stocks or bonds. In order to investigate the existence of a hedge and a secure 
investment alternative, the authors studied the static and time-varying relationships between 
gold, stocks and bonds. Stock and bond prices and returns for Germany, the UK and the US 
were examined to show their relationship with gold prices.  The authors conclude that gold is 
both a good hedge and a secure investment alternative to stocks but not to bonds. They found 
that gold acted as a secure investment alternative in the short-run but not in the long-run. 
Moreover, they added that gold prices increase when stock prices fall making people choose
gold to compensate for their losses in stocks.  Another study that addresses the role of gold as 
a hedge against the dollar is the study by Capie et al. (2005). The authors studied the 
relationship between the gold price and the US dollar exchange rate with the Sterling and the 
Yen. The study used the London PM fix of US dollar gold price. The sample data was weekly 
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over the period from 8 January 1971 to 20 February 2004. Their studies confirm that there is a 
negative relationship between gold price and the dollar exchange rate with the two currencies, 
indicating that gold is a good hedge against the US dollar. 
In contrast, there are also many studies addressing the effect of macroeconomic news releases 
on the financial market; however, there is little research focusing on the effect of the 
macroeconomic news releases on the gold market. For example, (Christie–David, Chaudhry, 
& Koch, 2000) and (Cai, Cheung, & Wong, 2001) examined the effect of macroeconomic 
news releases on the gold price . Christie-David et al. (2000) examined microeconomic news 
releases on gold and silver prices. They used monthly data over the period from 1992 to 1995. 
They found that gold responded strongly to Consumer Price Index (CPI) news releases, 
unemployment rates, GDP and the Producer Price Index (PPI). However, they also found that 
gold did not respond strongly to federal deficit news. The second study by Cai et al. (2001)
also studied the effect of macroeconomic news releases on gold prices. The authors stated that 
the price of gold can be affected by GDP, CPI, personal income and unemployment rates. In 
addition, they concluded that there are some variables that drive the gold price and 
summarised them as follows: central banks’ gold sales, inflation rate, unemployment rate in 
the US, gold demand, oil prices, financial crises and political tensions, especially in South 
Africa, where most gold is mined. The impact of macroeconomic news releases that 
concentrated on Turkey’s gold market was studied by Kutan and Aksoy (2004). Their study 
focused on the effect of inflation and public information releases in a high-inflation country 
like Turkey (inflation between 50 to 100%). They suggested that gold cannot be considered as 
a hedge against inflation in high-inflation countries. However, news releases have a strong 
impact on gold returns but little on gold volatility. 
The effect of money supply on gold is yet another area that has been studied by many authors. 
For example, Kitchen (1996) studied the impact of domestic and international financial 
variables on the announced changes in federal deficit projections. He used data from 1981 to 
1994 and found that the announcement of changes in the federal deficit projection 
significantly affected the price of gold. Another author, Bailey (1988), reported that an 
unexpectedly high money supply had no direct impact on asset price changes at the time of 
the news release, but it affected the volatility of asset prices and macroeconomic variables 
over a long period. The study suggests that an unexpectedly high money supply increases the 
volatility of gold and decreases the index volatility.  Tandon and Urich (1987) used data from 
1977 to 1982 and concluded that an unanticipated change in the Producer Price Index (PPI) 
had a positive impact on gold price whereas the Consumer Price Index (CPI) had no impact.  
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Their study period from 1 June 1980 to 31 December 1982 showed that unanticipated changes 
in money supply were negatively related to changes in gold prices. However, unanticipated 
changes in the PPI for the same period were positively related to changes in gold prices.
There is no doubt that gold responds negatively by increasing in price to some economic, 
political and market crises. Studies investigating the effect of some events on gold price 
changes conclude that the price of gold is strongly negatively driven in most cases. In a study 
by Cai et al. (2001), who used sample data from 1994 to 1997 to examine gold future intraday 
return volatility, they found that political tension in South Africa (a major gold producer) and 
the Asian financial crisis were among the factors that contributed to gold price changes. 
However, not all types of crises would gold respond negatively with higher price changes, 
according to  Baur and Lucey (2006) who investigated the role of gold as a safe haven during 
crisis periods such as the Asian crisis, in 1997, and after 11 September 2001.  Their study
showed that gold stocks held their value after 11 September but lost value in the Asian crisis. 
This was confirmed by Davidson et al. (2003) who argued that gold had been used as a hedge 
by investors in the aftermath of the Asian crisis.  Previous studies had suggested that gold 
responded differently to different uncertain events. One can reasonably conclude that gold 
might be considered as a safe haven in most cases.
Macroeconomic variables also have a very strong impact on the gold market, in particular US 
macroeconomic variables such as the US dollar exchange rate. This is due to the historical ties 
between the US dollar and the gold price. The dollar strongly affects the movement of the 
gold market, as many studies  suggest. For example, Kaufmann and Winters (1989) used data 
from 1974 to 1988 to predict gold prices using some US variables such as US inflation and 
US exchange rates.  The variables represented the supply and demand for gold as a currency.  
The reason for considering the US dollar is that the price of gold is dominated by the US 
dollar due to the fact that the USA is a strong banking country. The authors predicted the 
average gold price for 1989 would be $382, which was slightly higher than the actual market 
price at the time. In contrast, Baker and Van Tassel (1985) studied the monthly price of gold 
from 1973 to 1984 and confirmed that the US variables, especially the US dollar, were among 
the major drivers of the gold price. 
(Taylor, 1998) studied the relationship between general price levels in the US and gold prices 
and concluded that the two variables were close to each other over a long period. However, 
contrasting results to the above study were found in  an analysis of gold and foreign exchange 
markets studied by Sjaastad and Scacciavillani (1996). The authors used daily gold price data 
from 1982 to 1990 obtained from the London Gold Market. The exchange rates for the US 
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dollar, the UK pound Sterling, Deutsche Mark and Japanese Yen were obtained from the 
International Monetary Fund Data Bank. Their main finding is that the world gold price is 
dominated by the European currencies, which account for two-thirds of global market power. 
The US dollar has comparatively less influence on the world gold price. 
3.1.2 Gold Price Forecasting using Conventional Approaches 
Probably the first work available on gold price forecasting using a statistical approach is the 
work of Kaufmann and Winters (1989). The authors used multiple regressions with the 
ordinary least squares method to forecast the price of gold. The sample data they used in their 
study was the average yearly gold price from 1974 to 1988 where the functional form of their 
model was logarithmic. They used US inflation and exchange rates and world gold production 
as independent variables. These chosen independent variables were all monetary 
considerations involved in the supply and demand for gold as a currency. The authors stated 
that they left out non-monetary factors such as jewellery and industrial demands, recycling 
supply and changes in official holdings. Their model forecast the average price of gold at 
$382 in 1989, which was only slightly higher than the market price that year as stated by the 
authors. 
Another study was conducted by Lawrence (2003) who examined the relationships between 
gold and some of the US macroeconomic, financial market and commodity-related variables 
in order to examine gold independency of the business cycle. The author used quarterly data 
from January 1975 to the end of 2001 for 16 independent variables and used a Vector 
Autoregressive (VAR) model. These variables are inflation, Gross Domestic Product (GDP)
growth rate, cyclical GDP, interest rate, money supply, the S&P 500, the Dow, bonds (10 
years), gold price (PM London fix) and commodities  real percentage returns on  the 
Commodity Research Bureau future index (CRB), aluminium, copper , lead, zinc, silver and 
oil. The results showed that although there were no significant correlations between returns on 
gold and the macroeconomic variables, these variables had a strong impact on other 
commodities such as oil and zinc. Gold is also less correlated with equity and bond indices in
comparison to other commodities. 
Two studies were published in 2009 by (Ismail, Yahya, & Shabri, 2009) and (Elfakhani, 
Baalbaki, & Rizk, 2009). Ismail et al. (2009) used a multiple linear regression approach to 
forecast the price of gold. The authors used eight independent variables based on “hunches of 
experts” to forecast the price of gold. These variables are Commodity Research Bureau future 
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index (CRB), US dollar and Euro exchange rate, US inflation rate, Money Supply (M1), New 
York Stock Exchange (NYSE), Standard and Poor 500, Treasury Bill (T-Bill) and US dollar 
index. In their study the authors used stepwise regression to remove the non-statistically 
significant variables and, hence, solved the multicollinearity problem. Four independent 
variables were considered in the model after removing some variables using the stepwise 
regression approach. These variables are the CRB, US/Euro exchange rate, US inflation rate 
and the money supply (M1). In an attempt to find the best model to describe the data, they 
tested several models using different approaches; for more details on these models see (Ismail 
et al., 2009). However, in one of the attempted models, the authors considered including the 
previous lags of the four variables. The lags of the variables they included are: one lag for the 
CRB and US/Euro exchange rate and two lags for the US inflation and the money supply 
(M1). Finally, the authors concluded that this final model was an appropriate model because 
of the effects of the lags included. 
In contrast, a second study by Elfakhani et al. (2009) looked at the previous work of 
Kaufmann and Winters (1989). Their study had two phases. In the first phase they verified the 
model of Kaufmann and Winters over the same period, from 1974 to 1988. They then 
evaluated this model over a longer period, from 1971 to 1998. This period was adjusted to the 
period from 1990 to 2001 because some of the data of their proposed variables were not 
available prior to 1990. In the second phase the authors expanded the original work of 
Kaufmann and Winters (1989) by including additional factors not included in the model 
studied by the original authors in order to find a model that would better describe the gold 
market movement over recent years.  They looked at variables from the supply and demand 
perspective of gold. Their extended model included a total of nine independent variables, 
three of which were previously proposed by Kaufmann and Winters (1989) and a further six 
variables were added in that study. Five of the variables were supply and demand related 
variables including official sector sales, old gold scrap, jewellery fabrication, total fabrication, 
bar hoarding and one variable was share market related, which was the Standard and Poor 500 
index. After developing the model using all nine variables they found that two variables were 
not significant and so were excluded from the model. These two variables were gold 
production and total fabrication. However, their final model had a multicollinearity problem. 
As a final attempt to solve this problem, the authors used a stepwise regression approach 
where the dollar rate index was the only independent variable retained. The R-squared 
dropped from 99.3 to 80.7 after the stepwise regression approach was used. The authors 
argued that even though their model (that included the seven variables) suffered from a 
multicollinearity problem it still can be used for forecasting purposes but not for 
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interpretation. In this study we could not find any justification of why this problem happened 
and the authors did not explain the causes. 
Another study published recently by GÜNEᗠ et al. (2010) also uses a multivariate regression 
approach. However, they aimed not to predict the price of gold rather to examine the long and 
short run relationship between the gold price and three variables, namely the oil price, the 
dollar and euro exchange rate, and the interest rate. In their study several tests were applied to 
examine the short and long run relationships. These tests included a unit root test to test for 
the stationarity condition, a cointegration test to examine the long run relationship and,
finally, the Pairwise Granger casuality test to examine the short run relationship between the 
gold price and all the variables. In conclusion, the authors found no evidence of a short or 
long run relationship between the dependent variable, the gold price in this case, and the 
independent variables, oil price, interest rate or dollar and euro exchange rate. 
 
3.1.3 Gold Price Forecasting using Artificial Neural Networks 
There is little literature available that uses ANN in forecasting or, more generally, modelling 
the price of gold. One of the available studies was conducted in 1994 by McCann and Kalman 
(1994) where the authors built a neural network model to predict trends for the gold bullion 
market. They developed a recurrent neural network to recognise turning points in the gold 
market based on to-date history of ten market indices. The indices were gold price, oil index, 
aggregate commodities index, Standard and Poor’s 500 index, dollar index, bond index, 30-
year bond yields,10-year bond yields, Sterling currency index and gold mining index. The 
data used were the daily closing prices for the ten markets for five years. The idea was to 
classify the patterns to give a buy-or-sell classification. 
The architecture of the network consisted of ten inputs, five hidden neurons, one feedback 
(context) unit (see chapter 4, section 4.3.1.11 for details on recurrent neural networks) and 
two outputs. The authors concluded that the result was accurate compared to other studies. 
Another study was published in 2008 by Parisi et al. (2008). The authors used recursive and 
rolling networks for forecasting the gold price sign variations. They tested three different 
neural network models: recursive, rolling and forward neural. The results showed that the 
rolling neural network outperformed the other two models. The rolling process recalculates 
the weights of the network on a period-by-period basis. The result was validated for the
rolling network with the block bootstrap method with an average sign variation of 60.68% 
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and a standard deviation of 2.82%. The rolling network gave the best performance in terms of 
sign prediction. The authors suggested that their approach can be considered as an alternative 
to the conventional techniques used in time series forecasting and can also be used in any 
economic scenario. 
Dunis and Nathani (2007) attempted a study where the aim was to forecast the gold and silver
daily returns using advanced regression analysis. An Autoregressive Moving Average 
(ARMA) model was used as a linear benchmark to compare the performance of the higher 
order neural network (HONN), Nearest Neighbours and Multi-Layer Perception (MLP) 
models. The purpose of the study was to see which models generated the best returns and if 
they could be used to generate excess returns in the precious metal market. Data from January 
2000 to May 2006 were used. It was concluded that both MLP and HONN outperformed the 
other models and they suggested that these models can be used effectively for generating 
excess returns in the market. 
Another study that used a combination of neural networks and Genetic Algorithms (GA) is 
the study of Mirmirani and Li (2004). In this paper, the authors used a feed foreword neural 
networks that was optimised with a Genetic Algorithm. The study used daily data of the gold 
price from 31/12/1974 to 31/12/1998. The neural networks they developed consisted of 32 
inputs. These inputs were the daily gold price and the gold price with time lags from 1 to 31 
days (previous days).  The authors stated that they trained the networks with two approaches, 
one with a validation dataset and the other without. In their study they found that training the 
networks with a validation data set yielded better results. The author concluded that using 
neural networks combined with Genetic algorithms was a better alternative to the traditional 
econometric models. However, the authors in this study did not use testing data (out-of-
sample data) to validate their model nor did they mention the computational time taken by GA 
to optimise the network. The computational time was one of the challenges we faced in our 
study when using Multilayer Perceptron optimised by GA for modelling the gold price; this 
will be discussed later in the Application and Results chapter.    
Perhaps the most recent work, published in 2010, which utilised neural networks in modelling 
the gold price, was the study by Lineesh et al. (2010).  The authors modelled the monthly 
average of the original data of the gold price, hence a nonstationary-nonlinear time series, 
using four approaches.  These approaches are: Generalised Autoregressive Conditional 
Heteroskedasticity (GARCH) , Trend and Threshold Autoregressive (T-TAR), a new class of 
time series model proposed in 2010 by (Lineesh & John, 2010), Wavelet Neural Networks 
(WNN) and WNN with T-TAR model. The WNN is a Multilayer Perceptron Networks which 
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uses wavelets as activation functions; for more details see (Lineesh et al., 2010). The gold 
prices used in their study were from January 1990 to December 2009. The authors state that 
using neural networks with wavelets is more accurate when data bases are very large, whereas 
WNN with T-TAR is preferred when data bases are small. Therefore, the overall finding was
that the WNN gave an accurate prediction when compared with the other methods used in 
their study. 
3.1.4 Hybridisation
Since we are proposing an approach which is proven by many authors to be more effective 
than a single approach, we review some of these studies here. For example,  a study proposed 
by Fatima and Hussain (2008), who built a hybrid financial system combining linear and 
nonlinear models (ARIMA or ARCH/GARCH as the linear model and ANN as the nonlinear 
model), concluded that the proposed hybrid system was superior to all the models studied for 
forecasting the daily KSE100 index. In their experiment, the authors relied on trial and error 
in building the ANN model with different inputs and hidden nodes. Another hybrid system 
was built by Mirmirani and Li (2004) using GA with a neural network. The authors used GA 
to form the network architecture. They suggested that a combination of GA and ANN can 
yield a network architecture that gave better forecasting accuracy. Sallehuddin et al. (2007)
proposed two hybrid models for multivariate time series analysis. However, their final 
proposed hybrid was different from others in terms of the execution or implementation order 
of the two models. They dealt with nonlinear patterns first by applying the ANN model and 
then executed the linear model for forecasting the residual. Their results showed that the order 
of the execution of the hybrid system had an effect on the forecasting accuracy.
Moreover, Zhang (2004) suggested that combining two models (e.g. ARIMA and ANN) was
better than using them separately and was an effective way to improve forecasting accuracy. 
The author showed in two different studies that combining linear and nonlinear methods 
yielded a better forecast.  In his first study, three different data sets were studied: Wolf’s 
sunspot yearly data, the Canadian lynx yearly data and weekly British pound/US dollar 
exchange rate data. In the three data sets under study, the ARIMA-ANN hybrid model 
outperformed the two models in both the short and long term. The second hybrid ARIMA-
ANN study, published by the same author (Zhang, 2004), used three monthly time series: the 
US industrial production for clothing, residential utilities and auto products. The author 
confirmed that a combination of the two methods gave a better forecasting result. 
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Another study that looked at the hybridisation approach was the study by Koutroumanidis et 
al. (2009). The authors used an ARIMA-ANN hybrid model to forecast fuel wood prices in 
Greece. In their comparison, they conclude that using a hybrid ARIMA-ANN model is better 
than using either one individually. More recently, Faruk (2010) constructed a hybrid system 
combining both ARIMA and ANN to predict river water quality. The results of the hybrid 
model were compared with each of the single models’ output. The results showed that the 
proposed hybrid system outperformed the two forecasting models if used individually. All 
previous studies mentioned have compared a hybrid system consisting of ARIMA and ANN 
with each of the models’ performance when used alone and all agreed that combining linear 
and nonlinear methods such as ARIMA and ANN yielded a better forecast.
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Chapter 4
Methods 
4.1 Introduction 
This chapter starts by giving a brief introduction to time series and explaining the main 
concepts of the methods used in this study. Next, in section 4.2 the univariate time series is 
introduced by going through details of the development of the model and the conditions that 
need to be satisfied in order to use ARIMA for forecasting. The nonparametric approach used 
in this study, ANN, is discussed in detail in section 4.3. In section 4.4 the concept of the 
hybrid method used for modelling the gold price is summarised.  Finally, in section 4.5, the 
data and the modelling procedure for each of the methods utilised in this study is explained. A
brief introduction to this chapter follows. 
There are several objectives for studying time series, including understanding the mechanism 
of the process and forecasting the future value of a given series. The study of time series 
analysis in terms of data lies in two domains: the time frame domain and the frequency frame 
domain. This study focuses mainly on the time frame domain for financial time series (e.g. 
gold price). 
In financial time series analysis, there are three main types of time series modelling. These are 
univariate time series modelling, bivariate time series modelling and multivariate time series 
modelling. These are further classified into two forms, discrete or continuous time series.
This chapter will address the univariate time series modelling of discrete form only, first by 
introducing the concept of Autoregressive Integrated Moving Average (ARIMA) as a linear 
model and then, secondly, the Artificial Neural Network (ANN) concept as a nonlinear model 
used in this study. For more information on the bivariate and the multivariate approaches, the 
reader may refer to (Chatfield, 2004). 
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4.2 Linear Method - Univariate Time Series 
A time series is a historical data set consisting of a sequence of observations over time. Most 
financial time series are measured hourly, daily, weekly, monthly, quarterly or yearly. The 
goal in univariate time series forecasting is to predict the value in the time series at time t t+n 
given the value at time t.  The most commonly used method in forecasting univariate time 
series is the Autoregressive Integrated Moving Average (ARIMA) model. According to 
Brockwell and Davis (2002), autoregressive (AR) analysis was first introduced in 1926 by 
George Udny Yule when he invented the autoregressive technique in order to predict the 
annual number of sunspots, as also stated in Tong (2001). Makridakis et al.  (1998) stated that 
Walker invented the moving average (MA) model in 1931 and, in 1937, a further version was 
introduced by Eugen Slutsky. AR and MA were combined together to form the well-known 
forecasting tool ARMA by Herman Wold in 1938, in a book entitled “A Study in the Analysis 
of Stationary Time Series” (Wold, 1938) . However, according to Marko (2003), the 
implementation of the ARMA approach became possible only in the late 1960s when the first 
computers were able to perform complex calculations. In 1970, George Box and Gwilym 
Jenkins published their book titled, Time Series Analysis: Forecasting and Control. In this
book, they introduced their pioneer approach to univariate time series forecasting, ARIMA, 
and the steps involved in building the model. The model is most often used to determine the 
importance of past values and the moving averages of a series.
This chapter gives an outline of the Box-Jenkins approach. For further details the reader may 
consider (Geoge E. P. Box & Jenkins, 1971). Before introducing the structure of ARIMA 
model we shall give a brief overview of the foundation of the ARIMA modelling starting with 
the stationarity condition. 
4.2.1 Stationarity Condition
A time series can be thought of as a random (stochastic) process that can be represented by 
two variables, a random variable and time variable. The stochastic process can be either 
classified as a stationary or non-stationary process. Any time series is said to be stationary if 
its mean and variance are constant over time. This is the first assumption that needs to be 
tested for in the Box-Jenkins approach. The most useful and well-known test for stationarity 
is the Augmented Dickey-Fuller test. According to Brooks (2008), stationarity is an important 
concept in time series analysis, thus, it is very important to find whether a series is a 
stationary or not before modelling the series. Furthermore, Granger and Newbold (1974)
stated that non-stationarity led to the estimation of a spurious regression. A non-stationary 
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time series is characterised by a time varying mean or variance or both. Non-stationary time 
series should be made stationary before modelling the series, as Mishra et al. (2010)
explained. 
There are two types of stationarity, strict (strong) and weak. Strict stationarity is a very
strong requirement, thus, more commonly weak stationarity is used (Brooks, 2008). In the 
literature when the stationarity term was used it referred to weak stationarity. In this research
too stationary or stationarity will be used to describe the weak stationarity. The two types of 
stationarity are defined and explained next. 
4.2.1.1 Strict Stationarity
Chatfield (2004) stated that strict stationarity meant that any joint distribution of the time 
series was invariant to a time shift. For example, if we let k > 1 be an integer number and let 
h=0, ±1, ±2.... be lag, then the joint distribution of Yt1,…, Y tk was identical to that of 
Yt1+h,…Ytk+h for any k > 1 and any lag, h. Because the conditions of strict stationarity are 
strong, the requirement of stationarity is often relaxed in the literature and the weak 
stationarity is considered; the weak stationarity is presented next.
4.2.1.2 Weak Stationarity
A time series is considered of weak or sometimes covariant stationarity if its mean is constant 
over time, its variance is constant over time and the covariance between two time periods 
does not depend on time (the lag values depend only on the length of the lag), as illustrated by 
Brooks (Brooks, 2008) . A mathematical expression for the definition is given as
(i) E (Yt) = µ (constant mean)       
(ii) Var (Yt) =   㰰2  (constant variance)    
(iii) Cov (Yt, Yk) = Cov (Y t+s, Y k+s)         for all t, k  and s 
The above mathematical terms can be interpreted as a series without trend (flat mean), with 
constant variance over time and without periodic fluctuations (seasonality). 
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According to Pourahmadi (2001), there are two well-known examples of weak stationary in 
time series analysis, white noise (WN) and the Moving Average (MA). These two types of 
weak stationarity are explained next. 
 
4.2.1.3 White Noise (WN) Process 
WN is the simplest form of weak stationarity process. For example, if Y t = 㭐 t, we call it a 
white noise process. This process has a zero mean, a constant variance and is uncorrelated 
over time; hence; it is considered as of weak stationarity (Pourahmadi, 2001). The properties 
of WN can be expressed as 
(i) E (㭐 t) = 0 (zero mean)       
(ii) Var (㭐 t) =   㰰2 (constant variance)    
(iii) Cov (㭐 t, 㭐 t+k) = 0         for all t and arbitrarily chosen k = 1, 2 …n (uncorrelated)   
In addition to the above three conditions, if the process satisfied that 㭐 t, 㭐 t+k are independent 
for t ≠ k then it is called an independent white noise. If all the above four conditions are 
satisfied in addition to  㭐 t ~ N (0, 㰰 2) then we call the process a Gaussian white noise, as 
stated by Hamilton (1994, p. 47) . 
4.2.1.4 Moving Average (MA) Process 
According to Brooks (2008, p. 235) the white noise process is also the main component of 
another well-known process, the Moving Average (MA) process, thus, the MA is always 
stationary. Equation 4.1 represents the Moving Average (MA) process of order q.
å = -++=
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where 㭐 t is a white noise process with zero mean, E (㭐 t) =0, a constant variance,
Var (㭐 t) = 㰰 2 and Cov (㭐 t, 㭐 t-k) = 0 for k ≠ 0 . Because 㭐 t is the main component of the MA 
process, MA is a stationary process by construct. However, the coefficients of the MA process 
must satisfy the invertibility condition in order to have a stable process so that the coefficients 
㮀 must be -1 < å| 㮀 |<1. This means that the MA process could be inverted to an 
autoregressive process of an infinite order. This can only be true if, and only if, all the roots of 
the characteristic equation (Eq.4.2 ) lie within the unit circle or, in other words, are less than 
unity (Pantula, 1989).
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4.2.1.5 Autoregressive (AR) and Stationarity Process 
Autoregressive (AR) can be thought of as tool for modelling a series that depends on its 
previous (lagged) observations only. If we look at Autoregression of order p, AR (p), it can be 
written as 
t
p
i itit
YY eaa ++= å = -10    [ 4.3]
where 㭐 t is a white noise process with zero mean, E (㭐 t) =0, a constant variance, 
Var (㭐 t) = 㰰 2 and Cov (㭐 t, 㭐 t-k) = 0 for k ≠ 0. Similarly, the autoregressive AR (P) process 
needs to be stationary in order to obtain a stable model (knowing that the AR process is 
always invertible). The stationarity condition can be tested by examining the roots of its 
characteristic equation (Eq.4.4) 
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To have the process stationary all the roots must lie inside the unit circle (less than unity). 
Therefore, the AR (p) process can be called a stationary process if, and only if, -1 < å| a i | <1  
(Alexander,(2008)and Pantual, (1989). More about the concept of stationarity and invertibility
is explained in greater detail in (Sj买, 2010).   
4.2.1.6 Autoregressive (AR) and Non-Stationarity Process 
In the above sections we showed that we must have å| a i | <1 for AR (p) in order to have a 
stationary process. However, if any of the roots in Eq.4.4 has a root equal to one, we say that 
the AR (p) has a unit root, according to Escudero (2000).  The simplest two forms of non-
stationarity process are the Random Walk (RW) process and the Random Walk with drift 
process.  
4.2.1.6.1 Random Walk (RW) Process 
Let us consider an AR of order one, AR (1) process (Eq. 4.5).  In this process if | a 1 | = 1 and  
a 0 = 0, then we have a non-stationary AR (1) process, called a ‘Random Walk (RW)’, also 
widely known as a unit root process (Escudero, 2000). Eq. 4.5 expresses the random walk 
process 
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ttt YY ea += -11 , | a 1 | = 1 and  a 0 = 0                                        
ttt YY e+= -1   [ 4.5]
4.2.1.6.2 Random Walk with Drift Process 
We normally have a Random Walk with drift  when we have | a 1 | = 1 and  a 0 ≠ 0; where the 
variance grows over time, thus, it is another form of non-stationarity process (Escudero, 
2000). The random walk with drift is presented as  
ttt YY eaa ++= -110 , | a 1 | = 1 and  a 0 ≠ 0
This can be simplified to 
ttt YY ea ++= -10   [ 4.6]
4.2.1.6.3 Deterministic Trend 
Deterministic trend is also another form of non-stationarity process, since the mean of the 
process changes over time. Eq.4.7 represents the deterministic trend
tt tdY ea ++= *0    [ 4.7]
where, 㬐 0 and d are parameters and t is a time index and 㭐t is a stationary process. In general,
the process in Eq.4.7 characterises stationarity variations around a linear trend (Escudero, 
2000).     
Escudero (2000) further explained that the random walk with or without a drift is a non-
stationary process. Hence it is called unit root process (a non-stationary process) due to the 
fact that | a 1 | = 1 (see Eqs.4.5 and 4.6), thus, it is important to examine the time series 
process and check if whether it has a unit root or not. According to the author, the non-
stationarity can be resolved in many ways, for example, by differencing the series. 
Furthermore, a model that contains both AR and MA has to be stationary and invertible. The 
model that satisfies these two conditions is called a stable model.  More often in the literature 
the problem of unit root is addressed using a lag (L) or backshift operator (B). The 
lag/backshift operator can be treated and operated just as a usual algebraic entity. For further 
explanation about the lag operator, the theoretical background and the unit root problem 
theory, we suggest reading (Verbeek, 2004), (Brooks, 2008), or (Franses, 1998). 
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4.2.1.7 Testing for Stationarity (Unit Root) 
Cheung and Lai (1995) and MacKinnon (1996) reviewed the unit root test in two different 
publications. In their studies they explain that to test for unit root consider AR (1) for 
simplicity which is expressed as  
ttt YY eaa ++= -110    [ 4.8]
The relationship can also be stated as 
ttttt YYYY eaa +-+=-=D -- 1101 )1(
 ttY eba ++= - 10   [ 4.9]
We can test for stationarity by testing whether or not the coefficient 㬠 in Eq.4.9 is 
significantly different from zero. This can be achieved by examining the t-ratio. The t-ratio 
here does not come from a student’s t distribution but rather from a Dicky-Fuller distribution 
Dickey and Fuller, (1979). Hence, testing stationarity using Eq.4.9 is called the Dicky-Fuller 
test. Unfortunately, using Eq.4.9 to test for stationarity has drawbacks. For example, if the 
residuals are not white noise then the AR model is miss-specified and the coefficient 㬠 will 
not be efficient. The mis-specification in the model is due to omitted independent variables, 
the past values of Y t in this case. To ensure that the residuals are white noise another test is 
suggested by Said and Dickey (1984) called the Augmented Dickey-Fuller (ADF) test. They 
suggest that adding more lags of 㥀 y (see Eq.4.10,Eq.4.11, and Eq.4.12) will help making the 
residuals white noise (MacKinnon, 1996).  The Augmented Dickey-Fuller test can be applied 
or tested in three ways: testing a series without constant and trend- Eq.4.10, with constant-
Eq.4.11 and without either a constant or trend-Eq.4.12. The three versions of tests are 
presented, as follows:  
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where 䑀 i is the coefficient on the lagged values of 㥀 y. The difference between the three 
regressions lies in the presence of the deterministic elements a 0 and a 2. For example, 
Eq.4.10 is normally used when the time series does not have a trend and turns slowly around 
zero. Similarly, Eq.4.11 is used when the series does not have a trend but is, however, turning 
slowly around a non-zero value. Moreover, Eq. 4.12 can be used when the time series has a 
trend and turning around a trend (Fomby, 2006). In the literature these three tests are applied 
most often. For more details about the tests see (MacKinnon, 1996) and (Cheung & Lai, 
1995) . In the ADF test the lag length n should be determined first, which is normally 
determined according to the Akaike Information Criterion (AIC) or Bayesian/Schwartz’s 
Information Criterion (BIC/SIC) In EViews, the software used in this study, this is done 
automatically after choosing either of the criteria.  Also, the t-test for 䑀 i, called the (TAU), 㱀 t 
statistic for which Dickey and Fuller have computed the relevant critical values can be 
performed automatically and the results presented in a table when using EViews (Vogelvang, 
2005).  The hypothesis of the structure for this test is summarised as follows: 
H 0: Non-stationary, has a unit root or roots are outside the unit circle 
H 1: Stationary, does not have a unit root or the roots are within the unit circle 
And the decision rule is 
if  㱀 t > ADF critical value, then the null hypothesis is not rejected. A unit root exists, the time 
series is not stationary. 
If  㱀 t < ADF critical value, then the null hypothesis is rejected and there is no unit root 
problem, the time series is stationary (Agung, 2009). 
4.2.1.8 Achieving Stationarity 
Stationarity is most often checked by visual inspection of the series. A plot of the series 
against time will reveal the characteristics of the series (Makridakis et al., 1998, p. 324). 
According to the authors, a forecaster can examine the status of the mean, variance or 
existence of periodic fluctuation (seasonality) from the plot. In general, there are three main 
objectives we need to achieve in order to satisfy the stationarity condition before starting the 
modelling process. These three objectives are discussed next.  
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4.2.1.8.1 Achieving Stationarity in Variance
If the variance is not stable over time, then to achieve stationarity in variance, logs or square 
root transformations are the commonly used types of transformation. These two 
transformations are a special case of a family known as Box-Cox power transformations 
(Sakia, 1992). To implement a power transformation the original data is raised to the power of 
Lambda which is normally between [-2, 2].   The power transformation equation is given in 
Eq.4.13 and some of the commonly used power transformations based on Lambda values are 
given in Table 4.1.  
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Table  4.1 Values of Lambda and commonly used Transformations  
Since the Box-Cox transformation approach covered a wide range of transformations (Table 
4.1), it is chosen in this study as the method of transformation and testing. 
In order to find the optimal Lambda value, Box and Cox (1964) suggest to first transform the 
original data using Eq.4.14 to find the optimum Lambda value. This procedure involves 
calculating the standard deviation (SD) of a standardised and transformed variable W in 
Eq.4.14 for various values of Lambda. Next, it uses the optimum value of Lambda (with the 
lowest SD) to transform the original data by using Eq. 4.13, as stated in Bekki et al. (2009).   
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Value of ⣠ Transformation of y
2 Square  Transformation - (y 2)
1 No Transformation - ( y)
0.5 Square Root Transformation - (y 0.5)
0 Natural Log Transformation - ( log y)
-0.5 Inverse Square root Transformation - (y -0.5)
-1 Inverse Transformation - ( 1/y)
-2 Inverse Square  Transformation - (y -2)
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In Eq. 4.14, W i is the standardised transformed value suggested by Box and Cox, where y i is 
the original series, G is the geometric mean of all the data and ⣠, is the value to be estimated.
Minitab release 16 is utilised in this study to perform Box-Cox Transformation. It uses 
Eq.4.14 to first find the optimal value of Lambda and then uses Eq.4.13 to perform the 
transformation. The estimate of Lambda applied in Minitab is between -5 and 5; however 
values between -2 and 2 are always found.  The Box-Cox transformation can also be utilised 
to check if the transformation performed is adequate or not.  Normally, if the value or the 
rounded value of Lambda is equal to 1, this means there is no need for a transformation, as 
shown in Table 4.1.  For example, to check whether the performed transformation was 
adequate or not, Ahmad et al. (2008) illustrated that performing an additional transformation 
on the transformed series will show if the transformation was adequate or not. The authors 
state that if the value of either the optimal or the rounded value of Lambda falls within 
confidence interval where 1 is included, the transformation is satisfactory. This is because a 
value of 1 for Lambda indicates that there is no transformation needed, as originally suggested 
by Box and Cox (1964).
In general, if the problem of unstable variance exists then it must be dealt with before either 
stabilising the mean or removing the seasonality (discussed next). Usually, visual inspection 
will reveal the status of the variance (Milionis, 2004).  
4.2.1.8.2 Achieving Stationarity in the Mean
After examining the variance we need to inspect the series to see if it fluctuates around the 
mean or not. If the mean of the series is not constant over time then the series is non-
stationary and needs to be stationarised, most commonly by differencing. This process 
requires d th order of differencing, which is referred to as an integrated process of order d.
For illustration, if the raw data (the time series level) are Yt, the first difference is
1--= ttt YYDY   [ 4.15]
Applying the ADF test on the raw data before any differencing is usually preferred and ADF 
is most extensively used in the literature as a stationarity test before and after differencing. 
The ADF test gives more solid proof of the stationarity of the series, as indicated by Lopez 
(1997). Although differencing is useful for stabilising the mean, one needs to pay attention to 
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the over-differencing problem. Normally, to check if an additional order of differencing is 
needed or not, the sample variance or standard deviation can be used as tools. The sample 
variance of a process will decrease until the correct order of differencing is reached, however, 
it will increase thereafter if over-differenced (Meyler, Kenny, & Quinn, 1998). In contrast, 
Sánchez and Peña (2001) state that it is better to over-difference than to under-difference if 
the main purpose is to forecast. In addition to the ADF test,  Capano (2008) suggestd that 
dividing the series into subgroups then examining the variance of each group will reveal if the 
variances are different or not, hence, revealing the variance status overall. 
4.2.1.8.3 Removing Seasonality
Many economic series exhibit periodic seasonal patterns. We say a series exhibits periodic 
behaviour with period s when similarities in the series accrue after s time interval. For 
example, monthly series are seasonal with 12 and quarterly with 4.When seasonality exists in 
a series; the series is considered a non-stationary series. To make it stationary the series needs
to be differenced with seasonal differencing (e.g.12 for monthly) (Makridakis et al., 1998). 
Equation represents 12 period differencing.  
12
12
--= ttt YYYD    [ 4.16]
Usually, seasonal differencing must be performed after the normal differencing that stabilised 
the mean, as discussed previously.  
When the ARIMA model includes seasonal terms it called SARIMA. For more information 
on SARIMA the reader is referred to (Geoge E. P. Box & Jenkins, 1971) or (Brockwell & 
Davis, 2002).
4.2.2 Box-Jenkins Approach (ARIMA) 
According to  Markridakis et al. (1998), the Autoregressive Integrated Moving Average 
(ARIMA) was popularised by Box and Jenkins when they provided a step-by-step modelling 
approach. Nowadays, ARIMA is as well-known as the Box-Jenkins approach and this is 
where our focus will be in terms of modelling. To be more precise, this study uses ARIMA as 
the univariate time series modelling tool to forecast the gold prices as the first stage of 
building a hybrid system. 
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4.2.2.1 ARIMA Representation 
A model is normally called an ARIMA if it has order of differencing, or simply modelling an 
ARMA with a differenced (made stationary) time series (Asteriou, 2006). The ARIMA model 
is presented below
)(),(),(),,( qMAdIpARqdpARIMA =   [ 4.17]
where p is the order of the Autoregressive AR, d, order of integration (differencing) and q 
represents the order of the Moving Average, MA.   
As mentioned earlier, there were several assumptions suggested by Box and Jenkins needing
to be satisfied in order to use ARIMA. These assumptions are discussed next.   
4.2.2.2 ARIMA Model Requirements and Assumptions
There is one requirement and two main assumptions that need to be met in order to use an 
ARIMA model. The first requirement and the first assumption must be achieved before model 
building can begin. First, the minimum data required for ARIMA modelling need to be met 
and there are three suggestions in this regard. For example, according to Brooks (2008),
ARIMA requires a series with no fewer than 50 points in order to be modelled and achieve 
good results. Costa-Font and Rodríguez-Oreggia (2006) suggested that the minimum number 
¯of observations required for ARIMA should be between 20 and 50. In contrast, Hyndman 
and Kostenko (2007) suggest that the minimum number of observations required for 
modelling non-seasonal ARIMA is (p+q+d+1), where  p is the order of AR, q is the order of 
MA and d is the order of differencing/ integration. For the minimum number of observations 
required for modelling seasonal ARIMA the reader is referred to (Maldar, 2011). Throughout 
this study a non seasonal ARIMA is used and will be referred to as the ARIMA model 
hereafter.  Second, the first assumption is that the time series needs to be stationary. The data 
must have a constant mean and variance to be stationary. Next, the model must be stable; the 
AR process must be stationary and MA must be invertible in order to have a stable mode. 
This involves building various models and testing the status of the root of the characteristic 
equations. The second assumption is that the residual (error term) must be a white noise 
process. The satisfaction of the second assumption is made after building the model. In case 
the last assumption is not satisfied, another model needs to be identified (Franses, 1998).  
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4.2.2.3 Box-Jenkins Model-Building Procedure
There are many books and literature available that discuss the Box-Jenkins approach. 
Cromwell et al. (1994) in their book, summarised the Box-Jenkins model building stages in 
great detail. The authors discussed many tests and showed how they can be performed. Hanke 
and Wickern (2005) also dedicated a full chapter (chapter nine) to discuss the Box-Jenkins 
method; however, not all aspects of the method were covered.  For example, the previous 
authors did not give attention to some important tests such as the Breusch-Godfrey test. 
Therefore, a number of different books and literature were reviewed in order to cover wider 
aspects of the Box-Jenkins method. The phases involved in building a model under the Box-
Jenkins approach is summarised in five phases, as follows:  
4.2.2.3.1 Phase 1: Data preparation and Model Identification 
In this phase, the data first need to be checked for any outliers or signs of non-stationarity. A 
graph plot will give an overall description of the data, and for confirmation a test such as the 
Augmented Dickey-Fuller (ADF) test for a unit root problem is usually used, as Lopez (1997)
explained. To attain stabilisation as we have seen in previous discussion, the process should 
involve either a transformation to stabilise the variance and/or differencing to stabilise the 
mean; however, in the literature both cases are usually applied. Agung (2009) stated that 
logarithms or square root are normally used to help stabilise the variance. However, in this 
study the Box-Cox power transformation is utilised using Minitab software in order to obtain 
the best possible power transformation and, hence, a better result. This study also used the 
Box-Cox approach to test if the transformation was adequate or not taking the study of 
Ahmad et al. (2008) as a guide. After the series is transformed, the stationarity is checked, 
first through plotting the series against time and then by the ADF test. If the mean of the 
series appears not constant over time then the series is differenced until a satisfactory order of 
differencing is reached. To check this, the sample variance is utilised to see if adequate 
differencing is reached or if an over-differencing has been made, following the approach of 
Meyler et al. (1998). If the original series is stationary in nature no differencing needs to be 
applied, so we can write ARIMA (p, 0, q) or simply ARMA (p, q).  
4.2.2.3.2 Phase 2: Model Specification and Selection
After the first step in the ARIMA building method we will know one specification of the 
model, which is the order of integration, I (d). We still need to specify the AR (p)   and the 
MA (q) in order to have our model ready for the next step. Hanke and Wickern (2005), state 
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that this is the most critical phase as it involves many models being built and compared to 
choose the most appropriate one. Great attention, therefore, has been paid in this study to this 
phase. From the literature, there are two ways or methods for deciding on the model order. 
These methods are explained next. 
4.2.2.3.2.1 Using ACF and PACF to Decide on Model Order 
Deciding on the model order can be resolved by examining a sample Autocorrelation 
Function (ACF) and a Partial Autocorrelation Function (PACF). The ACF patterns represent 
the MA process and the PACF represents the AR process. The model order  can be chosen by 
investigating the ACF and PACF patterns, as suggested by Enders (1995, p. 85). Table 4.2 
gives a summary about the expected patterns and model order associated with it. EViews, the 
software used in this study, provides these two functions in both graphic and numeric form in 
one correlogram. The estimated 95% confidence intervals are also plotted at each lag order to 
help in deciding whether each lag’s autocorrelation coefficient is significantly different from 
zero or not. This can be inspected visually by examining the ACF and PACF correlogram.  
For example, if a spike of a lag lies outside the 95% confidence limit line (presented as a 
dotted line in the correlogram), then the ACF or PACF at that lag is significant. The 95% 
confidence limit line (the interval range) can be calculated by ±2/√T, where T, is the sample 
size.
Table  4.2  Chosen model order using ACF and PACF patterns  
Type of model Pattern of ACF Pattern of PACF
AR(p) Damps out Cuts off after lag p
MA(q) Cuts off after lag q Damps out
ARMA(p, q) Damps out Damps out 
*For more information see (Enders, 1995, p. 85)
However,  Makridakis and Wheelwright  (1978, p. 337) argue that this method cannot always 
give an accurate identification. ACF and PACF may have different patterns from those 
suggested by many authors, including Enders (1995). For example, Erdogdu (2010) studied 
Turkey’s natural gas time series and found that the ACF and PACF patterns did not agree 
with the patterns suggested above. The author then used a different approach by including the 
significant lags of ACF and PACF in the model order. We find this approach more realistic as 
most financial time series may have different patterns than those suggested in the table above. 
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Therefore, we considered using this approach where applicable. For the above reasons, we
also employed another widely used approach for model order selection, as presented next.  
4.2.2.3.2.2 Using Information Criteria to Decide on Model Order 
Using autocorrelation functions for deciding on the appropriate model orders could be very 
difficult in practice (Makridakis & Wheelwright, 1978). An alternative and easier method is to 
use information criterion for selecting the model order so that the model with the minimum 
value for an information criterion is chosen (Brooks, 2008). In this study we used two 
different information criteria in addition to R-squared. The information criteria we used were
Akaike Information Criterion (AIC) and Bayesian/Schwartz’s Information Criterion (BIC or 
SIC).  Models with higher R-squared value and lower AIC and BIC values are preferred. The 
three selection criterions are presented in the following equations. 
KLAIC 2)Ⱡlog(2 +-=   [ 4.18]  
KNLBIC )log()Ⱡlog(2 +-=     [ 4.19]  
where LⱠ is the maximum likelihood of the estimated model, K is the number of parameters to 
be estimated and N is the size of the sample (more about these criteria can be found in
(Brooks, 2008))
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where RSS is the residual sum-of-squares, TSS, is the total sum-of-squares, y is the value of 
the dependent variable, ᝰ is the fitted values and y is the mean of the dependent variable. In 
order to obtain the value of each criterion, we used a code written under the Eviews 
environment to automatically estimate various numbers of models and report the three criteria 
values, each in a separate table. The model with highest R-squared value, lowest AIC and BIC
is shaded in each table.    
4.2.2.3.3 Phase 3: Parameters Estimation 
Estimation involves finding the values of the model’s coefficients (parameters) that give the 
best fit to the data (Enders, 1995). The most extensively used method for estimating ARIMA 
parameters is Ordinary Least Square (OLS). The main concept of the OLS method is to 
minimise the mean squared error. Since this method is most widely used in the literature, it is 
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also used as the method of estimation for this study. For more details on this method refer to
(Enders, 1995) and (Verbeek, 2004, p. 279)
4.2.2.3.4 Phase 4: Diagnostic Checking
After estimating our chosen model, the next step is to validate it by checking the residuals of 
the estimated ARIMA model to see if it satisfies the three assumptions of the white noise 
process. Recall the three assumptions of the error term: 
(i) E (㭐 t) = 0  
(zero mean)         
(ii) Var (㭐 t) =   㰰 2 (constant variance)     
(iii) Cov (㭐 t, 㭐 t+k) = 0         for all t and arbitrarily chosen k = 1, 2 …n    
For diagnostic checking of the estimated models, different diagnostic check methods can be 
applied. One method is to use the ACF and PACF of the residual and check if they are 
significantly different from zero or not. A lag is significant if it lies outside the 95% 
confidence limit line or outside the two-standard error band [-2/√T, 2/√T], where T, is the 
sample size. However, instead of testing the statistical significance of any individual 
autocorrelation coefficient, we can use Ljung-Box test and Q-statistics to test the joint 
hypothesis that all autocorrelation coefficients up to certain lags are simultaneously equal to 
zero. This test is provided in the tool we are using for ARIMA modelling, (Quantitative Micro 
Software, 2007).The test is represented as 
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where T is the sample size, m is the number of autocorrelations included in the test. 
According to Box and Jenking (1971), m can be chosen between the range of [20, T-1] and 
Tsay (2005) suggested that  m ~ ln (T) can also be used. Moreover, Albright et al. (2009)
recommended  that the value of m should not exceed more than 25% of the number of 
observations. For this test the hypothesis is stated as:
H 0: No autocorrelation through m-lags, 㰐1 = 㰐2=…. 㰐m = 0 
H 1: there is an autocorrelation, 㰐m ≠ 0 
There are two ways to examine the hypothesis of the test, one way is by looking at the Ljung-
Box Q-statistics. If the Ljung-Box Q-statistics exceeds the critical value from the chi-square 
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distribution at the chosen level of significance (5% in this study), then the null hypothesis can 
be rejected. We can also check the p-values of all the Ljung-Box Q-statistics up to a chosen m
lag. The p-values should be insignificant and all equal or greater than 0.05. However, as stated 
byMarkridakis et al.(1998, p. 326), it is acceptable to have around 5% of spikes exceeding
the limits. 
Another alternative to the Q-statistics test for testing serial correlation is the Breusch-Godfrey 
or the Lagrange Multiplier test. This test is also used to test the residuals in this study in order 
to ensure that the chosen model is adequate. The concept of Breusch-Godfrey is to conduct 
another regression (auxiliary regression) in which all the independent variables of the 
estimated model and number of lagged error terms are regressed on the current value of the 
error. The R2 then obtained to compute the following test 
2)( RpTLM -=      [ 4.22]
where, T is number of observations, p is number of lagged error terms needing to be included. 
However, when reviewing some of the materials related to this test we could not find one rule 
for deciding the number of lags of the residuals to include. For example, Brooks (2008, p. 
166) stated that the difficulty with this test lay with determining the right number of lags for
the residuals that needed to be included. The author recommended, for example, including 12 
lags of the residuals for monthly series and four lags for the quarterly. In contrast, Baltagi 
(2008, p. 115) suggested including a higher order of the autoregressive or the moving average 
of the model as the number of residual lags that needed to be tested for. This was confirmed 
by Breusch (1978) and Franses (1998, p. 57). Breusch (1978) also stated that “LM statistics 
for testing against autocorrelation of MA type is the same as that for testing against AR of the 
same order”. Therefore, based on the literature, the highest order of either AR or MA will be 
considered as the number of lags of the residuals to be included in the test. However, in an 
attempt to achieve an accurate a result as possible, if the highest order of the model is found to 
be less than, for example, 12 in the monthly series, then the method suggested by Brooks 
(2008) will be applied.  The test involves the specification of the following hypothesis:
H 0: the error is correlated 
H 1: the error is not correlated
The statistics are distributed as Chi-squared, with p degrees of freedom and the decision is to 
reject the null hypothesis if the p-value of the Breusch-Godfrey (LM) statistics is less than 
5%. By testing the correlation of the errors we have completed all the assumptions suggested 
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by Box and Jenkins. However, more often in the literature, the normality of the residual is 
also tested; but it is worth noting that satisfying the normality of the residual is not one of the 
assumptions suggested by Box and Jenkins (Brooks, 2008). Thus, in this study, the normality 
will be reported using the Jarque-Bera test only as an additional test to give an overall picture 
of the distribution of the error.  The Jarque-Bera (JB) statistic is distributed as Chi-square with 
two degrees of freedom.  The Jarque-Bera test is represented in following equation:
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where T is the number of observations, 㬠 is the number of estimated regression coefficients, S
is the skewness and K is the kurtosis. 
The test involves the specification of the following hypotheses:
H 0: the residual is normally distributed
H 1: the residual is not normally distributed
For this test, if the p-value of the Jarque-Bera test is less than 0.05, the null hypothesis is 
rejected, otherwise, if all assumptions about the error term of the estimated ARIMA model are 
satisfied, then we precede to the last step, forecasting. However, if the model is found to be 
unsatisfactory (the assumptions are not met), then the specification, parameter estimation and 
diagnostic checking phases need to be repeated until the assumption of the residual is satisfied
and the errors are not correlated (Chatfield, 2004). However, if the residual is not normally 
distributed the model can still be used for forecasting but we cannot use the t and F statistics 
to draw any inferences.
4.2.2.3.5 Phase 5: Forecasting
This is the main goal in the whole process, and the last phase in the Box-Jenkins method. The 
ARIMA model that satisfied all the conditions is used to model the series and forecast the 
future values (Verbeek, 2004) A summary diagram of  the Box-Jenkins method follows.   
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Figure  4.1: Diagram summarising the whole process for ARIMA model development 
Data Preparation
1-Transform the series to stabilise the variance or
2-Difference the series to achieve stationarity or 
3- Both 1 and 2 to stabilise the variance and the 
mean
Model Selection 
1-Use ACF and PACF to identify a model 
2- Automatic selections using code specifically 
written for this purpose based on three criteria
Model Estimation
1-Use OLS method to estimate parameters of the 
chosen models
2-Select the best model by using selection criteria
such as AIC, BIC and R-Squared and also make 
sure that the AR and MA roots satisfy the 
stability condition
Diagnostics Checking 
1-Check the ACF and PACF of the residual to 
see if there is any correlation left 
2-Use Ljung-Box Q-statistics test to check the 
residual for correlation 
3- Use Breusch-Godfrey test to check the 
residual for correlation 
Are the residuals White noise?
Forecasting 
Use the chosen ARIMA model to perform the 
forecasting. 
Phase 1 
Phase 2 
Phase 3
Phase 4
Phase 5 
Yes
No
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4.3 Nonlinear Methods – Artificial Neural Networks (ANN)
In this section, the neural network approach will be introduced. The ANN architecture and 
algorithm used in this study will be described in detail. The focus will be on Multilayer 
Perceptron (MLP), a type of feed-forward network, and one type of recurrent neural network, 
the Elman network. A brief introduction of the Artificial Neural Networks will be given, and 
then aspects of a network, from neurons to training algorithm, are discussed. The concept of 
the recurrent neural network is explained, thereafter, with a focus on the Elman network. This 
section is devoted mainly to MLP and Elman networks for supervised learning. For further 
information on other networks and unsupervised learning, the reader may refer to books such 
as Samarasinghe (2007), Wu (1994) or Lisboa et al. (2000). 
4.3.1 Artificial Neural Networks
Artificial Neural Networks (ANNs) are parallel computing systems made up of one or more 
interconnected neurons (nodes or units). ANN imitates the activity of the brain which can be 
trained to learn relationships through training, as Castro (2007) explained. In neural networks, 
there are two main forms of learning process, which can be classified as supervised learning 
and unsupervised learning. Supervised learning forms a mapping between given input data 
and a desired output by adjusting the interconnections or weights, through a learning 
algorithm so that errors are minimised. According to Skapura (1996), the most widely used 
learning algorithm is the Back-Propagation algorithm. There are two ways to process the 
information in a supervised neural network, either through feed-forward or feed-back, Lisboa 
et al. (2000). Figure 4.2 shows the feed-forward neural network, an example of which is
Multi-layer Perceptron (MLP), the most widely used type of ANN.  Here, the first layer is the 
input layer which is connected to a layer of neurons called the hidden layer which, in turn, is 
connected to the output layer with one or more neurons. In a feed-forward network, 
information passes forward from the input layer to the hidden layer and then output layer 
where the output is generated. 
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  Figure  4.2: MLP with one hidden layer and single output neuron
4.3.1.1 Neuron and its Components 
Castro (2007) state that the neuron is the basic unit that forms the network; it is represented 
by two components, the summation function and the activation function. The summation 
function first multiplies all the input values (Xi) by the corresponding weights (Wi) and adds a 
bias to the total. A bias is an extra input that always has a value of 1 and accounts for all the 
inputs that are not accounted for by the inputs (such as the intercept in regression). The result 
is then passed to the activation function to compute the neuron output. There are three mean 
types of activation functions, namely, threshold, linear and nonlinear. The relationship 
between the input and the output determines the activation function type, either linear or 
nonlinear, as explained by Wu (1994).  The two processes of the neuron can be summarised 
as: 
 Summation function      å += bxwu ii   [ 4.24]
Activation function       )(å += bxwfy ii   [ 4.25]
Bias 
(+1)
Summation Activation
1w
2w
3w
nw
å
b
Weights 
(w 1 w 2,…,w n) 
Figure  4.3: Structure of an Artificial Neuron 
53
4.3.1.2 Activation Functions 
As mentioned above, the activation function can be either threshold, linear or nonlinear. The 
type of the activation function is normally chosen to satisfy the problem being studied. The 
most widely used are linear and sigmoid (nonlinear), such as logistic and hyperbolic tangent 
functions (Wu, 1994). A summary of the functions is given in Table 4.3 and Figures 4.4 to 
4.6.
 
Table  4.3: Examples of some of the Activation Functions 
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4.3.1.3 Neuron Layers 
Castro (2007) stated that one neuron connects to another neuron either via forward or 
feedback connections forming a network of neurons; hence, there are two main types of 
neural networks, feed-forward and feed-back. Furthermore, Skapura (1996) explains that 
neurons with the same activation functions are grouped in parallel to form a layer. A layer 
may contain one or more neurons. The input layer represents the input data and the output 
layer represents the desired output. A network can have two or more layers. If a network has 
three or more layers, the middle layer/s between the input and the output layers are referred to 
as the hidden layer/s. Details about each of the network types are given next, starting with the
feed forward.  
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4.3.1.4 Feed-Forward Neural Network
In this type of network the signal is transmitted in one direction only, from the input layer to 
the output layer. In another words, the information moves from the layer to the next layer and 
does not loop back. Feed-forward networks are the most popular and most extensively used in 
many research areas, especially in classification and prediction applications. The Perceptron 
and the Multilayer Perceptron are types of feed-forward networks (Skapura, 2000). A general 
discussion of the Perceptron is given next.  
4.3.1.5 Perceptron 
Perhaps the simplest form of neural networks of a feed-forward type is the Perceptron which 
consists of input and output layers only, as stated by Haykin (2009, p. 48). The Perceptron 
was first introduced in 1962 by Frank Rosenblatt to solve basic classification problems. 
However, the Perceptron can only solve classification problems that are linearly separable, as 
Ramlall (2010) explains. The learning technique used to train a perception is referred to as the 
perception learning rule, as explained next. Figure 4.7 presents a perceptron network with one 
neuron. 
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 Figure  4.7: A Perceptron with one output neuron
Samarasinghe (2007) has summarised the Perceptron learning rule and has stated that the 
weights are initialised first, either to zero or a small random value, then the weighted sum u is 
computed (Eq.4.26) and compared to a threshold (e.g. zero, Eq. 4.27). If the result is less than 
the threshold, then the output is zero, and if it is equal or greater than the threshold, the output 
is one. The Perceptron output y is then compared with the target t and the error is calculated 
(Target – Network output). If the error is zero, the weight is not changed. Otherwise, the 
weights are updated according to rule 1 or 2 as indicated in Eq. 4.28. This process is 
summarised below:    
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where h is the learning rate (a positive number between 0 and 1), x is the input and E is the 
error (t-y). The weight update process is repeated until all inputs are classified correctly or the 
network output remains unchanged.
4.3.1.6 Multiple-Layer Perceptron (MLP) 
As the name implies, the MLP introduces additional layer(s) called hidden layer(s). In 
general, MLP consists of one input layer, one or more hidden layers and one output layer. The 
size of the input and the output layers is determined by the number of input and output 
variables. The number of neurons in the hidden layer/s needs to be optimised when building a 
network. However, a network often has one hidden layer of neurons with a nonlinear 
activation function followed by a layer of neurons with linear or nonlinear activation 
functions for the output (Dawson, 2005). Moreover, Castro (2007) pointed out that the input 
layer is connected by forward directional connections (weights) to the hidden layer which, in 
turn, is connected by forward connections to the output layer. The weights are the most 
important part in the learning process because they can be modified so that the network 
produces the best possible input-output mapping. To train an MLP, the network is first fed 
with the data to enable it to learn through a learning rule. There are many learning rules, but 
the most well-known is the Back-Propagation algorithm based on gradient descent, as stated 
by Skapura (1996). The main focus in this study will be on the Levenberg-Marquardt (LM) 
algorithm, one of the most powerful learning algorithms and the learning algorithm used for 
training the neural networks in this study. However, before presenting this algorithm it is 
necessary to introduce the simplest form of learning algorithms to explain the process of 
learning. Thus, some basic background is given next.   
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4.3.1.7 Gradient based Learning Rules 
4.3.1.7.1 Delta Rule Algorithm
The Delta rule, also known as the Widrow-Hoff algorithm, or the Least Mean Squares (LMS) 
method, extends the learning ability of the Perceptron rule with a threshold activation function 
to a more powerful rule involving continuously differentiable activation functions. Therefore, 
the Delta rule is not restricted to threshold values (e.g. 0, 1, - 1 and 1). In the Perceptron rule 
the correction is performed after an error occurs whereas, in the Delta rule, the error is 
included as part of the learning process. It is designed to find the best weights for input-output 
mapping. When this learning rule, in the case of linear activation functions, is deployed it can 
be thought of as Least Mean Squares (LMS) in linear regression (Samarasinghe, 2007). The 
learning rule applied to a single neuron with linear activation function is shown below: 
å += bxwu ii   [ 4.29]  
å +== bxwuy ii  [ 4.30]  
 ytE )Ⱡ( -=     [ 4.31]  
 xEww ii ..1 h+= -   [ 4.32]
where Eq.4.32 is the weight update rule. 
Here, w i, and w i-1, are the new and previous weights, respectively, h is the learning rate [0,1],  
䅐 is the error, x i is the input vector and  t and y are desired output and network output,
respectively. However, Abdi et al. (1999) stated that the Delta learning rule can only deal with 
linear problems. To overcome this problem, researchers at the time knew that this could be 
resolved by introducing one or more layers (hidden) between the input and the output layers. 
However, the main problem was how the weights of this additional layer(s) can be updated. 
This problem was resolved later (e.g. in 1980s) by using the Back-Propagation approach, as 
discussed next. 
4.3.1.7.2 Back-Propagation Algorithm
Shadbolt and Taylor (2002) point out that the Back-Propagation algorithm is a weight 
adjustment method that generalises the Delta rule. It is extensively used for training  neural 
networks. As the name suggests, the input signal propagates through the network, the error is 
calculated and then the error is propagated back through the network so the weights are 
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Figure  4.8: Linear rule applied to a single 
neuron
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adjusted to minimise the error and the process loops until the error is minimised to the point 
where there is no improvement or the number of training batch iterations (epochs) reaches its
specified maximum.  This algorithm was first introduced in 1986 by Paul J. Werbos to 
overcome the problem of updating the weights in the hidden layer (s) and since then it has
been used extensively (Werbos, 1990). Furthermore, Samarasinghe (2007) stated that in 
Back-Propagation all the weights are updated with the same learning rate. To explain how the 
weights are updated, the process of the learning rule is summarised in two phases, forward 
pass and backward pass, as discussed next.  
4.3.1.7.2.1 Forward Pass 
Before we train the network, weights are initialised; all the weights of the network are set to 
small random values, normally between [-0.5, 0.5] (Beltratti, Margarita, & Terna, 1996). Then 
the inputs and the desired outputs are introduced to the network.
The output of a hidden neuron j is calculated according to the following equation
  b xw =u iiji
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where u j is the total input of neuron j, w ji is the weight of the connection from neuron i to 
neuron j, b j is the bias weight of neuron j with a fixed input of +1 and x i is the output from 
neuron i. The result then passes through a transfer function to produce an output for the 
hidden neuron (Samarasinghe, (2007). Examples of the most used nonlinear transfer functions 
in the hidden layer are given in Eqs.4.34 and 4.35.  
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Hyperbolic Tangent function which is expressed as  
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The output of hidden layer neuron j is represented by the following equation:
)uf( = y jj    [ 4.36]
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Similarly, the output of the neuron k in the output layer is calculated according to Eq. 4.37.  
The net input is first calculated as  
 byw = netv kjkj
L
1=j 
kk += å
  
 [ 4.37]
The result is then passed through a transfer function to produce the output of the output Z k of 
neuron k (Figure 4.9).  
)netf( =v kk    [ 4.38]  
),()( xwfvfz kk ==     [ 4.39]
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Figure  4.9 Network with one nonlinear hidden neuron (forward phase) 
4.3.1.7.2.2 Backward pass
According to Samarasinghe (2007), the output of the network and the target (the desired 
output) are compared at this stage. The error is calculated by taking the difference between 
the network output and the desired output according to equation 4.29. For a target output of t k
and network of output z k , the Error (E) is calculated as
)z - t(E kk=    [ 4.40]
 
The error gradient with respect to each of the hidden to output layer weights (w jk) is then
calculated using the following equation (for details of derivation refer to Samarasinghe (2007)
ypy)z-(1zE wE jkjkkjk =*=¶¶ **/   [ 4.41]
 
where p k refers to the part of equation 4.41 before y j
The basis for the above derivation is the chain rule of calculation in the form of 
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  wnetnetzzE wE jkkkkkjk ¶¶¶¶¶¶=¶¶ /*/*//   [ 4.42]
 
In the next step, the error gradient, with respect to the input-hidden neuron weights (w ij) is
calculated by extending the chain rule to the hidden layer, as follows: 
wuuyynetnetzzE wE ijjjjjkkkkij ¶¶*¶¶*¶¶¶¶¶¶=¶¶ ///*/*//
wuuyynetp wE ijjjjjkkij ¶¶*¶¶*¶¶=¶¶ ///*/    [ 4.43]
 
This result in 
  xqwpy-)(1(y x= wE ijkjk
W
1=k
jjiij =¶¶ å)/
  
 [ 4.44]
 
where q j refers to the part of Eq.4.44 without x i. w is number of output neurons. After 
calculating the error derivatives of the weights, the weights are now ready to be updated, 
using a learning algorithm such as gradient descent where a learning rate is used to control the 
weight update. Starting backward from the output layer to the input layer – Eq.4.41 is used for 
updating the weights between the hidden and the output layers and Eq.4.44 is utilised for 
updating the weights between the input and the hidden layer/s, as shown in Eq.4.45. The 
process is also illustrated in a diagram in Figure 4.10. 
 wE+Oldw = Neww jkjkjk ¶¶ /h     [ 4.45]
 wE+Oldw =Neww ijijij ¶¶ /h    [ 4.46]
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Figure  4.10 : Summary of the backward phase of the Back-propagation Algorithm
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The concept of the gradient descent using a single weight is also illustrated in Figure 4.11. 
䅐
iw
E
¶
¶
wi
w *
Figure  4.11: Gradient Descent concept using a single weight
In order to minimise the error function, each weight is adjusted in the direction of the negative 
gradient, as follows:
w
i
d
w
Ew hh -=
¶
¶
-=D
  
 [ 4.47]  
ww=w ii D+-1    [ 4.48]
where   ¶䅐/¶ wi is the error gradient with respect to weight w i and h is the learning rate. The 
w * in Figure 4.11 is the optimal weight. According to Haykin (2009, p. 137), the learning rate 
h determines the size of the changes to the weights during the training process.  For example, 
a small value for the learning rate will make the learning process slower whereas a larger 
value speeds up the process.  However, a large value for the learning rate will not only speed 
up the learning process but also will result in large changes in the weights; hence, making the 
network unstable.  To overcome this problem and, at the same time, benefit from having 
larger values for the learning rate (faster training) without compromising the stability of the 
network, a small modification to the Delta rule has been suggested, which is presented next. 
Before going to the next discussion it is worth noting that the above process (forward pass and 
backward pass) can be also generalised for all the learning algorithms. However, with some 
modification to the weight update algorithm. For a general description of the process refer to 
(M. E. Alexander, 1989) and (Samarasinghe, 2007).   
4.3.1.7.3 Momentum Term 
Momentum term is introduced in order to accelerate the convergence of the algorithm and, at 
the same time, ensure that the network is stable. Momentum can be thought of as a stability 
controller that provides stability when the optimal weight is achieved. The idea is to use the 
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exponential average of the previous weights changes as guidance to the current change 
(Samarasinghe, 2007). In the standard Back-Propagation algorithm the weights are updated 
according to Eq.4.49, as repeated below:  
)*1 wii (d+w=w h+    [ 4.49]
where w i+1 and w i are the new weight and previous weight, respectively, h is the learning 
rate, and  d w is the error gradient with respect to weight. The back-propagation algorithm 
with momentum is represented by the following equation 
)w(+d(+w= w iwiii 11 )1 -+ D- aha    [ 4.50]
where a is the momentum and  㥀w i-1 is the  weight change in the previous cycle. 
Samarasinghe (2007) state that since the previous weight change 㥀w i-1 contains the weight 
change in the step prior to it, the momentum term contains the exponential average of all 
previous weight changes to stabilise the error correction in the current step. This greatly 
assists in cases where the oscillations in error are high, especially near an optimum. The 
efforts to improve the learning process of the network continue, leading to the development of 
new algorithms. Examples of these algorithms are Steepest Descent, QuickProp, Gauss-
Newton, Conjugate Gradient. For more information about these algorithms and others the 
reader may refer to (Samarasinghe, 2007) and (Haykin, 2009). Perhaps the fastest algorithm 
for training artificial neural networks is the Levenberg-Maquardt (LM) algorithm, as stated by 
Jianchao and Chern (2001) and Davoodi and Khanteymoori (2010). Therefore, this algorithm 
is considered as the training algorithm for the ANN in this study. The concept of this 
algorithm is presented next. 
4.3.1.7.4 Levenberg–Marquardt Method
This algorithm was chosen to train the ANN networks in this study due to its advantages 
(discussed next) over other methods. According to Jianchao and Chern (2001), and Davoodi 
and Khanteymoori (2010), the Levenberg-Marquardt (LM) method, sometimes referred to as 
the Marquardt method, is the fastest and most widely used algorithm for neural network 
training. LM is a combination of two algorithms, the steepest descent (with similar 
formulation to gradient descent) and the Gauss-Newton. Gauss-Newton is a second order 
error minimisation method that uses the information of the curvature of the error surface.
For explanation and simplicity, the steepest descent weights update equation is given as
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)*1 wii (d+w=w h+    [ 4.51]
Eq. 4.51 represents one part of the LM algorithm. The other part, which is the Gauss-Newton,
is explained next. First, the weight update of Newton method is examined which is given as
)(*11 wii dHww
-
+ +=   [ 4.52]
Here H is the Hessian matrix that contains 2nd derivative of error (curvature information). In 
the Gauss-Newton method, the Hessian matrix is approximated in terms of a Jacobian matrix,
which can be expressed by the following equation 
JJH T *=    [ 4.53]
The gradient can be then calculated according to Eq. 4.54  
EJd Tw *=   [ 4.54]
where J is the Jacobian matrix which contains the first derivative of the error with respect to 
the weights and biases. E is a vector of network errors. By substituting the above two new 
terms we obtain the Gauss-Newton method:
EJJJww Tii
T
iii **)*(
1
1
-
+ -=    [ 4.55]
The problem with the Gauss-Newton method is that the approximation of the Hessian matrix 
may not have an inverse. Combining both the steepest descent and Gauss-Newton methods, 
we obtain the Levenberg-Marquardt method, which overcomes the inverse problem according 
to the following equation: 
EJIJJww Tii
T
iii **)**(
1
1
-
+ +-= m   [ 4.56]
where µ is the Marquardt learning parameter and I is the identity matrix. To illustrate the 
concept of LM, for example, when the value of µ is zero, the LM works like the Gauss-
Newton method using the approximate Hessian matrix when the value of µ is large, LM 
becomes a steepest descent algorithm with a small step size. The Gauss-Newton method 
performed better near an error minimum, thus, if a step would reduce the performance 
function (the error), this means that we are closer to the minima, so we need to decrease the 
Marquardt learning parameter (µ) by multiplying it by a constant in order to make it approach
zero so the LM performed like Gauss-Newton. However, if a step would increase the error, 
meaning going further from the minima, we need to increase the Marquardt learning (µ) by 
multiplying it by a constant so that the LM performed like the steepest descent algorithm with  
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small steps. The increment and decrement of  the Marquardt learning parameter (µ) is ruled 
by constant increment and decrement factors (Samarasinghe, 2007). These factors are defined 
in the MATLAB Neural Network toolbox we are using in this research. When training neural 
networks with the LM algorithm using MATLAB, the training will terminate if one of the 
following three conditions is met: if the maximum number of epochs /iterations is reached, if 
the proportion of error change between two consecutive iterations becomes less than the 
minimum error specified prior to the training by the user, or if the Marquardt learning 
parameter exceeds a maximum step size, also specified prior to the training (Beale, Hagan, & 
Demuth, 2008). In addition to the learning algorithms, neural networks can also be trained by
different methods; one of the most popular methods is the Genetic Algorithm (GA). 
According to Sexton and Sikander ( 2001), there are more than 250 studies that have 
addressed the use of GA in training ANN.  The authors added that GA acts as an optimisation 
tool that helps in choosing the optimum weights, the number of hidden layers or both. Among 
studies that utilised GA to train neural networks are (Peralta, Li, Gutierrez, & Sanchis, 2010)
and (Sexton & Sikander, 2001). In this study GA was used to optimise the number of neurons 
in the hidden layer and the corresponding weights of MLP network. For illustration purposes, 
only the general concept of GA algorithms is given next. For more details about this
algorithm we suggest reading, (Samarasinghe, 2007, p. 541), (Beltratti et al., 1996, p. 22) and 
(Sexton & Sikander, 2001). 
4.3.1.8 Genetic Algorithms Concept 
According to Paliouras et al. (2001), Genetic Algorithms (GA) are computer algorithms
developed by John Holland in 1975. GA is a search algorithm based on biological evolution, 
the mechanics of the natural selection process.  Such mechanics used in natural selection 
process includes survival of the fittest, reproduction, crossover and mutation. GA can be used 
to search though a large number of populations. GA begins by generating a set of initial 
populations (i.e. potential of solutions for the parameters needed), usually generated randomly 
across the search space. This population is represented/ formed by a collection of individual 
solutions and each individual is usually a binary encoded (1 and 0 bits) string of numbers 
called chromosomes. The fitness of individuals in the population is evaluated by a fitness 
function where better solutions get a higher score. During this process only good solutions 
(with higher scores) will be selected for reproduction and the poor will be rejected. The 
64
selected individuals are called parents. Offspring (children) will be produced from two 
individual (selected parents) in a process called reproduction. The aim of the reproduction
process is to produce strong offspring (children) by combining genes from each wining parent 
(with higher score); the child produced will be an individual in a new generation that carries 
features from two strong parents. Mechanisms such as crossover and mutation are utilised in 
this process to find the best possible solution (generation). These mechanisms are discussed 
next.
4.3.1.8.1 Population     
The idea of GA can be explained in the same manner as genetic concepts where each 
individual in the population has a set of characteristics encoded in chromosomes. 
Chromosomes comprise a string of genes that encode for one or more characteristic. In neural 
networks, a gen equivalent can be a weight that requires optimisation, string of all required 
parameters make up a chromosome or an individual. In GA, populations of chromosomes are 
generated randomly, a population size of between 20 and 100 is normally recommended 
(Paliouras et al., 2001). After the populations are initialised, the next step is to evaluate each 
individual according to a pre-specified objective function as stated in (Sexton & Sikander, 
2001).  
4.3.1.8.2 Fitness function
Paliouras et al. (2001) stated that in this step of GA, the fitness of a chromosome is evaluated 
according to a specific fitness function. This function will help in choosing the best possible 
solution (chromosome). GA gives the fitness of each chromosome as well as the fitness of the 
whole population. Normally, the fitness function is the function we are aiming to minimise 
(e.g. MSE). Each chromosome is ranked according to its fitness, from higher to lower. After 
the ranking, the next step is to select the best chromosomes, as given next. 
4.3.1.8.3 Selection
In the selection step, chromosomes are selected based on their fitness, as stated by Sexton and 
Sikander ( 2001). Furthermore, Paliouras et al. (2001), added that only the fitter ones are 
selected and the weaker are discarded. The selected chromosomes are used to produce a new 
generation. 
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4.3.1.8.4 Crossover 
According to Cao and Wu (1999), the idea of the crossover is to generate new chromosomes 
(offspring) by combining features (information) extracted from two chromosomes (parents). 
There are various methods used for the crossover operation, one of these combines a bit of 
one chromosome with another to generate an offspring for a new generation. Each offspring 
will inherit characteristics from two best fitting parents (chromosomes). The crossover 
selection process of chromosomes is done randomly, where chromosomes or parents are
chopped at a randomly selected point, as illustrated in Figure 4.12. The first chopped parts 
(left in Figure 4.12) are called the head and the second parts, on the right, are called the tail. 
These parts are swapped between the two chromosomes to form a new offspring (child). To 
make sure these new offspring will not always carry exactly the same features of their parents;
some randomly selected “genes” of the offspring are modified, as explained next. 
1 1 0 0 0 1 1 1 
1 1 1 1 1 0 0 0
1 1 0 0 1 0 0 0
1 1 1 1 0 1 1 1
Randomly selected 
crossover point
Before crossover After crossover
 Figure  4.12 : Crossover concept in GA
4.3.1.8.5 Mutation
After the new chromosome (child) is created by crossing over two chromosomes or more. A 
random modification of the genes is made, this process is called mutation. One method of this 
is by randomly selecting genes, where the selected genes will change of value, for example,
value of 0 will become 1 and vice versa (Figure 4.13). This process will make sure that the 
new generation will not carry the same value at a particular gene if all the initial 
chromosomes have the same value for that particular gene. The fitness of each new 
chromosome in the new generation is then evaluated and the whole method is repeated until 
the maximum number of generations is reached, as Cao and Wu (1999) illustrate.  
à Offspring 1
à Offspring 2
Parent 1
Parent 2
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1 0 0 0 1 0 0 0
Randomly selected 
Mutation gene
Before Mutation After Mutation
1 1 0 0 1 0 0 0
Figure  4.13: Mutation concept in GA 
4.3.1.9 Feed-Back - Recurrent Neural Networks 
This is the second type of ANN utilised in this study for modelling the gold price. There are 
many variations of neural network architectures; feed-back neural networks or recurrent 
neural networks (RNN) with feedback loops are useful when there is a time dependent 
relationship in the data. Two classes of this type of network, which have been successfully 
used in various time series forecasting studies, have feedback either from the hidden layer/s or 
the output layer into the input or a previous layer (Sameti, Yousefian, & Gharipour, 2009). 
Recurrent neural networks have an activation feedback (context) layer that acts as a short-
term memory bank. For example, a Jordan network has feedback from the output layer that 
goes into the input layer, whereas, an Elman network has feedback from the hidden layer to 
an earlier or input layer. Such networks are trained with any type of back propagation 
algorithm, except that inputs must be presented in time sequential order (Sydenham & Thorn, 
2005). The two types of recurrent neural networks are discussed next in more detail.  
4.3.1.9.1 Jordan Recurrent Network 
This type of recurrent network was first proposed by Jordan in 1986 (Jordan, 1986). In this 
class of recurrent network the output of the network at time t is fed back as an input at time
t+1 via a context unit (see Figure 4.14). The portion of the output which is to be fed to the 
context unit can be controlled by a constant parameter with value between 0 and 1.  For 
example, if 1 is chosen, then the total output is propagated to the input layer via the context 
unit; otherwise a portion of the output is fed back.  The resulting recurrent weights (WR in 
Figure 4.14) can be trained in the same manner as the input weight by using any type of back-
propagation algorithm. The information fed back to the network allows the network to model 
many time dependent problems, as stated by Samarasinghe (2007). 
67
X2 ( t)
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X1 ( t)
W1 ( t)
W2 ( t)
y ( t +1)
WR( t)
Z ( t +1)
Hidden layer Output layer 
Z (t)
Figure  4.14: Structure of Jordan Recurrent Network (JRN)
4.3.1.9.2 Elman Recurrent Network 
This class of recurrent network differs from the Jordan recurrent network (JRN) in terms of 
the feedback position. Figure 4.15 illustrates the structure of a simple Elman Recurrent Neural 
Networks (ERNN).  According to Samarasinghe (2007), when the first input in Elman 
networks is presented to the hidden layer, a copy is saved in the context layer (see Figure 
4.15). When a new input is presented to the network, the previous contents of the hidden 
layer, already saved in the context layer are presented, along with the new input pattern.  In 
this case, the hidden layer weights are updated not only in relation to the inputs but also to the 
previous hidden layer contents. The contents that fed back into the context unit can be 
adjusted by a constant value between 0 and 1. When the value is equal to 1, the entire contents 
of hidden layer is circulated into the context unit. The information that is fed back to the 
network allows the network to learn the temporal dynamics of the data depending only on the 
given inputs (Elman, 1990). 
Output layer Hidden layer 
(t) (t)X
2
b(t+1)
å f(.) å f(.) 
X1 ( t)
W1 (t)
W2
y ( t+1)
W
R
( t)
Z ( t +1)
y (t)
Figure  4.15: Structure of Elman Recurrent Network (ERN)
To illustrate the concept of the Elman network we used a network with a single neuron in the 
hidden layer with a linear activation function (see Figure 4.16). For illustration, only one 
68
input X t is introduced to the network but the concept can be generalised. In this example W 
represents the input weight and WR represents the recurrent weight.  The basic concept of the 
weight update process for Elman is summarised next. Full illustrations are given in 
Samarasinghe (2007) and for a detailed description the reader is referred to this publication.
Figure  4.16: Elman network with a single hidden neuron
Suppose that at time t the inputs xt and yt are presented to the network. The hidden neuron 
output then can be expressed as  
tt
R
t wxywy +=+1   [ 4.57]
For the next time step (t+2), the hidden neuron output includes the output of the hidden 
neuron for the previous time step as  
112 +++ += tt
R
t wxywy   [ 4.58]
Substituting Eq. 4.57 into Eq.4.58 gives 
1
2
2 )( ++ ++= tt
R
t
R
t wxwxwywy   [ 4.59]
The output of the hidden neuron at time (t + n), can then be expressed by  
11
21 ....)()()( -++
--
+ ++++= ntt
nR
t
nR
t
nR
nt wxwxwwxwywy   [ 4.60]
It can be seen from the above equation that the output of the neuron contains the current 
observed value x t, and the previously lagged values. This output represents an Autoregressive 
model (AR) in which previous lags are included in the calculation of the output. The above 
linear model can be generalised for nonlinear functions with a nonlinear neuron; for example, 
Hidden layer 
Output å f(.) 
W
WR
yt
x t
yt+1
bt+1
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the output of the nonlinear hidden neuron at time step (t+1) can be expressed as  
)]([1 tt
R
t wxywffy +=+   [ 4.61]
The nonlinear hidden neuron output at time step (t +1) becomes  
])([ 12 ++ ++= ttt
RR
t wxwxywfwfy  [ 4.62]
Extending Eq.4.62 to time (t +n), the output of the neuron becomes
]...))()))()(([ 11
21
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+ ++++= ntt
nR
t
nR
t
nR
nt wxwxwwxwywffy  [ 4.63]
This model can now be thought of as a Nonlinear Autoregressive model (NAR) in which the 
past time lags are nonlinearly processed at each time step.
In summary, in Jordan recurrent networks the output signal at time t is fed back to the input 
layer at time t +1, which can also be thought of as an Autoregressive (AR) process if solved 
linearly. Moreover, the network represents a Nonlinear Autoregressive (NAR) process if 
solved nonlinearly. There are several types of RNN, but they are beyond the scope of this 
study. For more specifications of the other types of recurrent networks, the reader may refer to 
Elman (1990). We have highlighted a brief description of two types of recurrent neural 
networks, namely, the Elman and Jordan networks, which have been successfully used in time 
series forecasting applications (Hallas & Dorffner, 1998; Sameti et al., 2009). However, only 
one of the two recurrent networks is investigated in this research. The Elman recurrent 
network was chosen as one of the proposed models of ANN to be applied to the gold price 
forecasting problem. After discussing the MLP and Elman networks it is necessary to mention 
that these networks have to be trained in a specific mode.  Details about the training mode are
given next. 
4.3.1.10 Learning Mode
According to Abraham (2005), a neural network learns in two ways or modes; online learning 
and batch learning. In the online learning mode the weight adjustments are made after each 
input to the network, that is, one-by-one. This is also known as the example-by-example 
learning mode. In the batch mode, in contrast, the weight adjustments are made after the 
complete set of inputs or batch of inputs is introduced to the network. To be more precise, the 
adjustments are applied batch-by-batch or sometimes epoch-by-epoch (epoch meaning a 
batch).  The online mode is mostly used in classification problems and the batch mode is used 
for solving nonlinear approximation problems, as stated by Abraham (2005). Therefore, this 
study will consider the batch mode in training ANN. We move to the last part, the proposed 
approach in this study.  
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4.4 Proposed Hybrid Method 
According to Zhang (2004), time series usually comprise linear and non-linear components. 
The most widely used approaches for modelling time series are either linear or non-linear. 
However, most time series data, especially financial data, have both patterns. Many methods 
have been applied to time series forecasting, both linear and non-linear, but none are capable 
of handling both patterns simultaneously. To overcome this problem, and improve forecasting 
accuracy, a hybridisation of linear and non-linear methods is proposed. This method has been 
applied in various studies related to financial time series, as discussed previously in the 
literature review. The hybrid method concept is explained in detail in (Samarasinghe, 2007, p. 
468) and (Zhang, 2004, p. 217). 
The authors explained that the method comprised three stages. The first stage was to model 
the linear patterns using an ARIMA approach. ARIMA will forecast the future value of gold, 
and forecasting errors (residuals) will be generated from this process. In the second stage, 
ANN will be used to forecast the residuals generated in the first stage (from the ARIMA 
model). In the third stage the value forecasted by ARIMA model will be summed with the 
error forecast generated by ANN to produce the final forecast value, the hybrid forecast value. 
The framework of the proposed model is shown in Figure 4.17. 
Gold Price
Time series
Residual 
ARIMA for 
linear 
patterns
Forecasted 
Price and 
Residuals
ANN for 
non-linear 
patterns
(Residuals)
Forecasted 
Residuals 
ARIMA 
Forecast
+
ANN Forecast
=
(Hybrid)
Figure  4.17: Information flow of the proposed hybrid method
For illustration let us assume that a given time series comprises linear patterns (in 
autocorrelation structure) and nonlinear patterns, the residuals: 
ttt NLy +=    [ 4.64]
71
where Lt, is the linear pattern at t , and Nt , is the non-linear pattern at t . ARIMA will model 
the linear pattern Lt and generate the residuals from the process, which is a non-linear pattern. 
By letting et denote the residuals we have the following representation 
ttt Lye Ⱡ-=     [ 4.65]
where ,Ⱡ tL is the forecast result at t from the ARIMA model. We know from ARIMA 
diagnostic checking that the residuals should contain only non-linear patterns not linear 
correlated. In ARIMA diagnostic checking we examine the residuals for any linear correlation 
and make sure that there is no linear correlation left in the residuals. We do this in order to 
satisfy the ARIMA assumption of no correlation in the residuals.  Thus, the residuals contain 
only non-linear patterns, which can be modelled with a non-linear method, in this case, ANN. 
ANN was chosen because of its ability to approximate any function of unknown form. Hence, 
the function that represents the residuals is unknown, and ANN can approximate it. The 
residual to be forecast by ANN is given as 
tntttt eeefe e+= --- ),.....,,( 21   [ 4.66]
where ᤠ, is the function to be approximated by ANN and 㭐 t, is the unexplained error.
By letting e t in Eq. 4.66 denote the estimated N t we obtain
ttt NLy ⱠⱠⱠ +=   [ 4.67]
where ᝰt , is the final forecast, ,Ⱡ tL is the linear forecast from ARIMA, and ,Ⱡ tN is the non-
linear forecast from ANN. In the literature, several studies that combined ARIMA and ANN 
concluded that hybridizing these two methods yields better forecast results; some of these 
studies are the work of (Fatima & Hussain, 2008), (Zhang, 2004) and (Koutroumanidis et al., 
2009) (see the literature review for more studies ). 
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4.5 Data and Modelling Procedure of the Study 
For the benefit of the reader the modelling procedure for each of the approaches is discussed 
and explained in this section. Each method is described in a separate section in the order in 
which the study was conducted. First, the data used in this study are given.
4.5.1 Data
All the data used in this study were collected from the World Gold Council website; 
www.gold.org.The data used in this research include the average yearly gold prices from 1968 
to 2008, average monthly gold prices from January 1971 to September 2008 and the daily 
London PM fixed gold prices from 4/1/2000 to 26/2/2009. The data are all in US dollars. In 
order to test the robustness of the developed models, each dataset was divided into two parts: 
in-sample which is used for estimating (training ANN) and out-of-sample (testing ANN) for 
generalisation. In the neural networks modelling procedure the training dataset is further 
divided into two sets, one set for training the network and the other for validating (calibrating)
the network performance or, more specifically, as stopping criteria. The data division for the 
ARIMA is shown in the form of tables for each of the three datasets in the next chapter. 
4.5.2 ARIMA Modelling Procedure 
As stated in section 4.2.5.3, the Box-Jenkins approach will be used as the modelling 
procedure of the first stage of this study. EViews, time-series oriented statistical software, is 
used to model the gold price. Before modelling began, the characteristics of the time series 
was examined through plots. Next, the stationarity of the time series was examined in the 
following order.   
4.5.2.1 Procedure for Achieving Stationarity  
An Augmented Dickey-Fuller (ADF) test was utilised to test for Unit Root problem. This test 
was carried out at the 95% confidence level. Three ADF tests of regression were used: with an 
intercept, with an intercept and a trend and without intercept or trend (refer to section 4.2.1.7). 
If the series was found to be not stationary on variance, the Cox-Box transformation approach 
will be applied to transform it to become stationary. Furthermore, to check if the 
transformation method used was adequate, the same approach (Cox-Box) was performed on 
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the transformed series. If the value of Box-Cox method suggested a value of 1 for Lambda, 
then the transformation performed previously on the original series was considered an 
optimum. 
In contrast, if the series was found not stationary on mean, it had to be differenced until the 
right order of differencing was reached. For example, the series will be differenced once and 
then examined by plotting it against time to see if the series had become stationary on mean or 
not. If the series was still not stationarised on mean, another order of differencing was
undertaken. Moreover, to check if the right order of differencing had been reached, the sample 
variance of the transformed series, the first-differenced series, and a higher order of
differenced series (e.g. second) was examined. If the sample variance tended to increase after 
a certain order of differencing then this was a sign of over-differencing. However, since the 
aim of this study was to forecast the future price of gold, over-differencing was acceptable in 
some cases (see section 4.2.1.8.2). After the stationarity condition had been satisfied, the data 
was divided into two subsets, in-sample for estimation and out-of-sample for evaluation.    
 
4.5.2.2 Model Specification and Selection procedure 
Samples of the autocorrelation (AC) and the partial autocorrelation (PAC) were used to 
identify the order of the model. If the patterns of the AC and PAC were similar to what was
suggested by Enders (1995), then the order of the model will be selected accordingly. 
However, in most cases, we found that the patterns of AC and PAC were different from those 
suggested by the author. In this case, the significant lags of AC and PAC were included in the 
model order. We considered AC and PAC significant if they were outside the limit line, 
calculated as ±2/√T, where T, was the sample size. In addition to this method, a program or 
code was specifically written in EViews  to help find the best model according to three 
criteria, the Akaike information criterion (AIC), the Schwarz Bayesian information criterion 
(BIC) and the coefficient of determination (R-squared). Several models were developed by 
Ordinary Least Squared method and were compared at this stage. Only those stable models 
with all their parameters significant (at the 5% level) were considered and then ranked as 
follows: higher R-squared, lower AIC and BIC. The best model(s) was then chosen to be 
tested in the next stage.   
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4.5.2.3 Model Diagnostic Checking Procedure 
To check if the residuals were white noise, we employed two different methods. First the 
Ljung-Box Q-statistics was utilised as a tool to check the correlation in the error; then 
Breusch-Godfrey test was used for the same purpose. The normality of the residual was also 
tested using the Jarque-Bera test (see section 4.2.2.34). However, the normality was not a 
strong requirement for Box-Jenkines approach. Therefore, if a model passed all diagnostic 
tests except normality it was still used for forecasting the gold price.   
4.5.3 ANN Modelling Procedure 
MATLAB software and two toolboxes, Neural Networks and Genetic Algorithm and Direct 
Search, were employed in ANN modelling. The ANN model building stages involves many 
steps and these can be summarised in the following order.  
4.5.3.1 Scaling Procedure 
As ARIMA required stationary transformation, scaling was required for ANN estimation.  
Scaling was helpful because if there were any very small or very large numbers (outliers) in a 
series, they could cause an underflow or overflow problem. Linear scaling is the most widely 
used scaling procedure and this can be performed in two ranges [0, 1] and [-1, 1]. To scale a 
series linearly, we made use of the minimum and the maximum values.  The scaling is 
illustrated in the following equation:  
For scaling the data, the following equation is applied 
minmax
min
XX
XXX is -
-
=
 
   [ 4.68]
and for de-scaling, the equation is 
minminmax )( XXXXX si +-=    [ 4.69]
where X s is the scaled series, X i is the original series, X min and X max are minimum and 
maximum values of the original series, respectively. After scaling the data were divided into 
in-sample and out-of-samples data sets to match the divisions made in ARIMA modelling for 
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each series. However, the in-sample dataset of ANN was further divided into two subsets, one 
for training and other for validation, the validation set here was used to stop the training at the 
right time to ensure that the network was not overtrained. More details are given next. 
4.5.3.2 Network Architecture and the Training Procedure 
When using ANN solely, the total number of input neurons for the network was fixed 
according to the number of lags (the AR only) used in the ARIMA model associated with 
each time series. Network architectures with one output neuron were used throughout this 
study. It has been proven in many studies, for example, Fu (1994), Masters (1995) and 
Cybenko (1989), that using a network with only one hidden layer is sufficient to approximate 
any continuous nonlinear function, thus a network with one hidden layer was used in this 
study.  A number of networks were trained with different transfer functions for the hidden 
layer. In the hidden layer, sigmoid functions of logistic and hyperbolic tangent type were used 
as transfer functions. The ANN modelling results for each of these two transfer functions 
were later compared and the best network architecture was chosen: a linear transfer function 
was used for the output layer. 
Decisions about the optimum number of neurons in the hidden layer were obtained by trial 
and error, where the number of neurons in the hidden layer varied from 1 to 20. Each network 
was trained with 20 different initial weights; hence, each network was trained 20 times. The 
weights were initialised randomly using a built-in MATLAB function (net.initFcn). The 
maximum number of epochs to train the ANN was set at 10,000. This was to ensure that the 
network was sufficiently trained. However, the training was terminated when there was no 
improvement in the validation error. Normally, the training and validation errors will decrease 
until the optimum parameters (weights) were reached and then the error for validation test
tended to increase when over-fitting to the training set. The weights of the optimum network 
are then saved along with the optimum number of epochs reached. The training and the 
validation sets were then combined to form the in-sample data set that was previously used in 
the ARIMA modelling. This allowed us to compare each model later. Each network 
previously saved was then retrained up to the optimum number of epochs using the whole 
dataset (in-sample). 
During the second training phase which contained the full in-sample dataset, the RMSE value 
for each network was calculated.  Only the network with the lowest RMSE value in each 
training phase was saved. For example, a network with say one neuron in the hidden layer 
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will be trained with 20 different initial weights (20 times) and each time the network was
trained, the optimum weights and the optimum number of epochs reached for each network 
according to the validation error were saved. The training and validation datasets were then 
combined so, together, they formed the in-sample dataset. During this training phase (with the 
full in-sample dataset) the RMSE was also calculated for each network, these networks were
then compared and ranked according to the lowest RMSE value. The network with the lowest 
RMSE value was considered as the best network. This process was repeated for all the 
networks, starting from one neuron up to 20 neurons in the hidden layer. Finally, the ten best 
performed networks according to the RMSE were selected and applied to the testing data set. 
The network with the smallest RMSE in the testing phase was chosen as the final model.  
The whole training procedure was applied twice, once for the networks with a logistic 
function in the hidden layer and another when the hyperbolic tangent function was used in the 
hidden layer. Each time the ten best network architectures from each of these were chosen and 
compared according to the lowest RMSE and, finally, the best overall network was considered 
as our final model.  
4.5.3.2.1 Training Algorithm 
According to the learning rules discussed earlier (section 4.3.1.8), the LM algorithm was
found to be the best choice as a training algorithm. This was because it allowed for the 
combining of two algorithms (one linear and another nonlinear, 2nd order) and it also 
converges faster compared with other algorithms used in ANN modelling thus, allowing us to 
investigate the architecture of different networks. This widened our domain of search for the 
best model and shortened the time needed to train many networks. There are many 
comparative studies on the training algorithms for ANN that show that the LM algorithm was
the best performing algorithm when compared with others.
In addition to training the network with LM, Genetic Algorithm was also used to optimise the 
number of neurons in the hidden layer and the weights and the biases of the network. This 
was an attempt to provide an automated ANN training procedure in order to achieve, if 
possible better results. The parameters used for LM and GA are presented next.
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4.5.3.2.2 Training Parameters 
The training parameters were set according to MATLAB, the software used in modelling 
ANN. Prior to training, users needed to specify two main parameters to terminate the training.
First, a goal of the performance function (MSE in MATLAB) needed to be set. The goal was
the minimum error needing to be achieved. Second, the maximum epochs/iteration for the 
training had to be specified prior to training. Since the Levenberg-Marquardt (LM) algorithm 
was used to train the network, four additional parameters also needed to be specified, namely, 
an initial value for the Marquardt parameter (mu in MATLAB), a decrease factor (mu_dec in 
MATLAB), an increase factor (mu_inc in MATLAB) and the maximum step size (mu_max in 
MATLAB). For more explanation about these factors/parameters see section 4.3.1.8.8 in 
chapter 4. The default parameters set byMATLAB were used in this study, as presented in 
Table 4.4. Genetic algorithms (GA) were also utilised in this study for optimising the weights 
and the hidden neurons of the MLP network thus some parameters also needed to be set 
before training, as detailed in Table 4.4. GA parameters were discussed in section 4.3.1.8. In 
summary, the main parameters used in this study for modelling ANN are presented in Table 
4.4.   
Table  4.4: The Parameters used in ANN and GA Modelling 
General ANN Training Parameters
Maximum number of epochs 10,000
Goal (Minimum error to be achieved) 0
Performance Function  MSE (modified to RMSE) 
Levenberg- Marquardt (LM) Parameters
Initial  Marquardt Parameter(mu) 0.001 (default )
decrease factor (mu_dec) 0.1     (default) 
Increase factor (mu_inc ) 10
Maximum step size (mu_max) 1e10
Genetic Algorithms Parameters ( the main five) 
Generation (iterations) 1000
Population size Yearly: max 100
Daily:  max 100
Monthly: max 150
Crossover Probability Scattered (0.7)
Mutation Rate Uniform (0.02)
Fitness limit ( Precision ) 0
Fitness Function MSE  (modified to RMSE)
78
4.5.4 Hybrid Modelling Procedure 
Residuals generated from the ARIMA modelling were introduced to the best neural network
obtained by ANN modelling described previously. The error lag/s was set as input, and the 
error series obtained from the ARIMA modelling was set as the target. During the training,
the forecast error from ANN (the network output) and the forecast value from the ARIMA 
were combined and the RMSE was calculated. The best performance network (with smallest 
RMSE) was attained and the test set was used to validate the model. This formed our final 
forecast. The obtained model was called a hybrid system.  
4.5.5 Measuring Forecasting Accuracy 
The error of the forecast for each method used in the study was measured using three 
measurement tools; these were the root mean squared error (RMSE), the mean absolute error 
(MAE) and the mean absolute percentage error (MAPE). Each of these measures is expressed 
in the following equations:
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where E t is the error,  N is the number of samples and  Yt is the actual value. 
79
Chapter 5
Model Development and Results 
5.1 ARIMA Model Development and Results
5.1.1 Yearly Gold Price Forecasting with ARIMA Modelling
5.1.1.1 Graphic Analysis 
The average yearly price of gold from 1968 to 2008 represented by 41 observations is shown 
in Figure 5.1. From the graph, we can see that the time series had an upward trend. As a first 
indication, this implied that the price level was non-stationary. Also, it can be seen from the 
statistics that the series had a positive skewness and the kurtosis was greater than 3, which 
indicated a slightly peaked distribution. Despite the skewness and kurtosis statistics, the 
Jarque-Bera statistic suggested that the series was normally distributed as the p-value was
greater than 5%.
Figure  5.1 Yearly gold price plot and statistics
5.1.1.2 Stationarity Test 
5.1.1.2.1 Augmented Dickey-Fuller test for Original Series 
The ADF test was applied to test for stationarity. If the absolute critical values of the three 
tests shown in Tables 5.1 are greater than the value of the test at the 5% level, the null 
hypothesis (series is non-stationary) is accepted. As the results show, null hypothesis is not 
rejected; the series has a unit root problem (non-stationary). 
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Table  5.1: ADF test for the raw data of the yearly gold price 
Augmented Dickey-Fuller test With Intercept With Trend & Intercept With neither intercept nor trend
test statistic -0.059580 -0.977122 1.486510
Test critical values: 1% level -3.605593 -4.205004 -2.624057
5% level -2.936942 -3.526609 -1.949319
10% level -2.606857 -3.194611 -1.611711
To make the series stationary, we differenced it once. After applying the first-differencing, the 
series became stationary which was confirmed when tested with the ADF. However, by 
looking at the graph of the differenced series (Appendix A.1.1) the series showed signs of 
non-constant variance. Therefore, the Box-Cox transformation was performed in order to 
obtain the optimum Lambda (㮰) for the power transformation. The result of the 
transformation is presented in Figure 5.2. According to the test, the best Lambda value was 
found to be between -0.21 and 0.53 (marked on the graph vertically) and the best estimate of 
Lambda was 0.15 or 0 when rounded.  Since the rounded value fell within the range of 
confidence interval indicated by the test, it was the preferred value for Lambda. It was always 
better to try to choose the value of Lambda so that it represented one of the transformations 
indicated earlier in Table 4.1. In this example, the natural log was used as the transformation 
method.
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Figure  5.2: The Optimal value of Lambda for transforming the yearly gold price
The Box-Cox transformation was again used to check if the logarithmic transformation was 
an adequate type of transformation. The result of the test is presented in appendix A.1.2.  
From the plot statistics we confirmed that the transformation used was satisfactory since a
Lambda value of one was suggested (In table 4.1, the value of 1 meant no transformation was 
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needed).  Thus, the logarithmic transformation was applied to the original series and then 
differenced to stabilise the mean. The first difference of the log-transformed series (Figure 
5.3, left) showed a pattern of upward trend starting from 1997. In addition to the presence of a 
trend, the variance was not constant and the variation was large prior to 1980. This meant that 
the series was still not stationary. This was confirmed after dividing the series into three 
subgroups and examining the standard deviations for equality test (appendix A.2.1). The test 
showed that the standard deviations of the three subgroups were not equal. Therefore, a 
second order of differencing was needed to stabilise the series that was stabilised as shown in 
Figure 5.2 (right). Further tests to check the stationarity are discussed next.   
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Figure  5.3 : Left to Right, First and Second difference of the log-transformed data
5.1.1.2.2 Augmented Dickey-Fuller test for the Transformed Series
The Augmented Dickey-Fuller test confirmed that the series had become stationary after the 
second-differencing of the logarithm transformed series. The critical values of the three tests 
presented in Table 5.2 are smaller than the value of the test at the 5% level; thus, the null 
hypothesis is rejected. The data were stationary and had no unit root problem. In summary, 
the results suggested that this series became stationary after the second differencing of the 
logarithm transformed series and there was no need for any additional order of differencing. 
By looking at the graph of the series (Figure 5.3, right) one can notice a trough in 1981. This 
extreme value or an increase in the gold price in that year was mainly as a result of the war in 
Afghanistan. Regardless of this, we preferred to keep this observation and not consider it as 
an outlier.  Also, one would argue that the variance was still not constant. Therefore, in 
addition to the ADF test, we tested the series by dividing it into three subgroups and 
examining their standard deviations to check if they were different or not. The test confirmed
that there were no differences among the standard deviations of the three subgroups at the 5% 
level of significance (see appendix A.2.2). This test was conducted to ensure that the period 
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prior to 1981 was equal to that of post 1981 and to make sure that the trough in 1981 (see 
Figure 5.3, right) had no effect on the stationarity of the series. Moreover, a test has been 
conducted to check if the right order of differencing had been reached as well as to check if 
the series has been over-differenced. The result of this test, shown in appendix A.3.1,
indicated a sign of over-differencing as the sample variance increased after the first 
differencing (see section 4.2.1.8.2 for more details). Nevertheless, the series was stationary 
and the trend had been removed when differenced twice and, as a result, we accepted the 
series as being over-differenced. This decision was also supported in the literature by Sánchez 
and Peña,(2001) who stated that it was better to over-difference than to under-difference if the 
purpose was to forecast. 
Tale  5.2:  ADF test of the second difference of the log yearly gold price
Augmented Dickey-Fuller test With Intercept With Trend & Intercept With neither intercept nor trend
test statistic -4.044982 -4.044108 -3.725788
Test critical values: 1% level -3.610453 -4.211868 -2.625606
5% level -2.938987 -3.529758 -1.949609
10% level -2.607932 -3.196411 -1.611593
5.1.1.3 Data Division 
The yearly average price of gold from 1968 to 2008, represented by a total of 41 observations 
was used in the previous stages. However, the data need to be divided into two portions: in-
sample for model development and out-sample for model validation.  This was performed 
before proceeding into the subsequent steps of modelling in order to keep some of the data to 
validate our model. The validation data here referred to the out-of-sample set. Table 5.3 
shows details of the division. 
Table  5.3 Yearly data partitioning
Division Useage Period # of Observations
In-sample Training 1968 to 1997 30        (75%)
Out-of-sample Validation 1998 to 2008 11        (25%)
5.1.1.4 Model Identification 
For model identification we used samples of the autocorrelation and the partial 
autocorrelation of the in-sample data set. The correlogram in Figure 5.4 suggested that there
was one significant spike in the autocorrelation at lag 2 and significant spikes in the partial 
autocorrelations, at lags 2 and 4. This gave us an indication to investigate ARIMA models up 
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to order 4. Normally, if a lag lay outside the 95% confidence limit line which, in this case,
was (-0.378, 0.378) it was considered a significant (spike). However, since there were some 
values in both the autocorrelation and the partial autocorrelation that were greater than the rest 
(see Figure 5.4 at lag 6) we included them in the modelling. In this case the order of ARIMA 
that needed to be investigated was extended to order 6. 
Figure  5.4 Correlogram of the second difference of logarithmic yearly gold price  
5.1.1.5 Model Estimation and Selection 
Based on the above identification, we ran a program with the help of EViews software that 
generated ARIMA models up to AR (6) and MA (6) and reported the values of three criteria. 
These criteria were the Akaike information criterion (AIC), the Schwarz Bayesian 
information criterion (BIC) and the coefficient of determination (R-squared). The results 
showed that some models did not pass the stability and invertibility conditions, including MA 
(6). We therefore, considered a lower order until we reached the result that satisfied the two 
conditions and found that models up to order 4 could be considered. The results are shown in 
Appendix A Tables, (A.3.2, A.3.3 and A.3.4, respectively). In these tables MA is represented 
by the rows and AR by the columns. From the results of the three tables in the appendix AIC 
and BIC have chosen the same model with low values for both tests ARIMA (3, 2, 1) (the 
shaded cells). In contrast, R-Squared identified a different model of order AR (3) and MA (3).  
After examining the two models we found that both models did not satisfy the invertibility
condition. Another approach for estimation and selection was then used. Each possible 
combination of AR and MA up to order 6 were estimated. These models are presented in 
Table A.3.5 in Appendix A. The root conditions in this table, for being stationary for the AR 
and invertible for the MA were satisfied for all the models presented. A quick look at the 
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correlogram of the residuals for each model revealed the presence of autocorrelation in the 
residuals in some models. The correlograms were used as a visualization tool only to check 
for possible autocorrelation problems and allow us to narrow the search. Form the 
correlograms visualisation; eight models were identified as possible models for forecasting 
the yearly gold price (shaded in yellow in Appendix A.3.5). These eight models were further 
compared using the three criteria previously discussed and then ranked according to the 
highest R-squared, lowest AIC and BIC, respectively. The results are presented below in 
Tables 5.4, 5.5, and 5.6.  From the eight models only two models were selected as the best 
models according to all three criteria. These models are shaded in yellow in the tables below.    
Table  5.4 Best eight models ranked according to the highest R-squared criterion
Number AR MA R-squared AIC BIC *Roots 
1 (with constant) 1 2,4 0.673067 -0.53651 -0.34453 Yes 
2 1 2,6 0.63559 -0.50206 -0.35808 Yes
3 2,4 1 0.579519 -0.29057 -0.14332 Yes 
4 (with constant) 1 2 0.513721 -0.21356 -0.06957 Yes 
5 1 2,4 0.506551 -0.19892 -0.05494 Yes
6 2 6 0.48108 -0.21208 -0.11531 Yes 
7 2 4 0.411497 -0.08625 0.010521 Yes
8 0 2 0.372845 -0.13366 -0.08608 Yes 
*Roots: all the roots are inside the unit circle, the model is stationary and invertible 
Table  5.5 Best eight models ranked according to the lowest AIC criterion
Number AR MA R-squared AIC BIC *Roots 
1 (with constant) 1 2,4 0.673067 -0.53651 -0.34453 Yes 
2 1 2,6 0.63559 -0.50206 -0.35808 Yes
3 2,4 1 0.579519 -0.29057 -0.14332 Yes 
4 (with constant) 1 2 0.513721 -0.21356 -0.06957 Yes 
6 2 6 0.48108 -0.21208 -0.11531 Yes 
5 1 2,4 0.506551 -0.19892 -0.05494 Yes
8 0 2 0.372845 -0.13366 -0.08608 Yes 
7 2 4 0.411497 -0.08625 0.010521 Yes
*Roots: all the roots are inside the unit circle, the model is stationary and invertible 
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Table  5.6 Best eight models ranked according to the lowest BIC criterion
Number AR MA R-squared AIC BIC *Roots 
2 1 2,6 0.63559 -0.50206 -0.35808 Yes
1 (with constant) 1  2,4 0.673067 -0.53651 -0.34453 Yes 
3 2,4 1 0.579519 -0.29057 -0.14332 Yes 
6 2 6 0.48108 -0.21208 -0.11531 Yes 
8 0 2 0.372845 -0.13366 -0.08608 Yes 
4 (with constant) 1 2 0.513721 -0.21356 -0.06957 Yes 
5 1 2,4 0.506551 -0.19892 -0.05494 Yes
7 2 4 0.411497 -0.08625 0.010521 Yes
*Roots: all the roots are inside the unit circle, the model is stationary and invertible 
Therefore, we considered the two best models for modelling the average yearly gold price. 
The parameters of the two chosen models are presented in equations 5.1 and 5.2.
ARIMA (1, 2, 4):     421 836.08046.18409.001418.0 --- +---= tttt YY ee   [ 5.1]
ARIMA (1, 2, 6):      621 5214.016.14196.0 --- +--= tttt YY ee   [ 5.2]
The estimation statistics of these two models are presented in the appendix A where Table
A.3.6 represents the restricted ARIMA (1, 2, 4) and A.3.7 the restricted ARIMA (1, 2, 6).
From the results in these tables, it was clear that all the coefficients of the two models were
significant. The model stability test also confirmed that the AR and MA roots were inside the 
unit circle, as shown in appendix A (A.3.8 and A.3.9).  The residuals diagnostic checking was
the last step in the Box-Jenkins modelling procedure, before the forecasting.
5.1.1.6 Model Diagnostic Checking  
The residual had to be white noise to satisfy the requirements of ARIMA time series 
modelling. As a result, diagnostic checking was applied to the two models. First, the residual 
was checked by graphing the autocorrelation correlogram to see if there was any sign of 
correlation left. The graph also calculated the Ljung-Box test.  From the Q-stat (Ljung-Box) 
in the correlogram of the residual (Figure 5.5), we concluded that there was no correlation left 
in ARIMA (1, 2, 4) and ARIMA (1, 2,6) as the p-value up to lag 12 were all greater than 0.05. 
Although the ARIMA (1, 2, 4) model was approximately white noise most of the p-values of 
this model were around the 0.05 and there was one value that was less than 0.05 (e.g. lag 4). 
For this reason we preferred ARIMA (1, 2, 6). To confirm that the residual of the chosen 
model was white noise, a further test, the Breusch-Godfrey test for serial correlation was
applied. The results are presented in Tables 5.7. 
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Figure  5.5 Correlogram of the residual for the two best ARIMA models 
Table  5.7 Breusch-Godfrey Serial Correlation LM Test, 6 Lags 
Breusch-Godfrey Serial Correlation LM Test: 6 Lags 
F-statistic 0.290015 Probability 0.933545
Obs*R-squared 2.496152 Probability 0.868898
The calculated Breusch-Godfrey test statistics (Obs*R-squared) of 2.49 of lag order 6 for 
ARIMA (1, 2, 6) in Table 5.7 was smaller than the values of the Chi-Squared, with 6 degrees 
of freedom, at 12.59. Based on the given results, we accepted the null hypothesis of no serial 
correlation up to lag order 6 at the 95% confidence level. Moreover, the p-values of the test 
were greater than 0.05 meaning that there was no correlation in the residuals. Therefore, 
ARIMA (1, 2, 6) can be used to forecast the yearly price of gold. Further to the previous tests,
which showed that the residuals were nearly white noise, the normality of estimated residuals 
were investigated. To test for normality, a Jarque-Bera test was employed. The normality 
statistics for the chosen model is shown in Figure 5.6. From the statistics of the residual, the 
Jarque-Bera outcome was 0.036 and the corresponding p-value was 0.98. Since the p-value 
was greater than 0.05 (5% level), we accepted the null hypothesis, meaning that the residual 
was approximately normally distributed.
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Figure  5.6 Residual statistics of ARIMA (1, 2, 6)
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5.1.1.7 Forecasting and Results 
All the tests and checking of the ARIMA assumptions were achieved and satisfied all the 
requirements of the Box-Jenkins approach and the model was ready to perform the 
forecasting. The Eq.5.3 repeated below represents the restricted ARIMA model used to 
forecast the yearly gold price.   
ARIMA (1, 2, 6):       621 5214.016.14196.0 --- +--= tttt YY ee     [ 5.3]
 
 
Table 5.8 shows the goodness-of-fit results for the in-sample and out-of-sample based on 
Root Mean Squared Error (RMSE), Mean Absolute Percentage Error (MAPE) and Mean 
Absolute Error (MAE). 
Table  5.8 Goodness-of-fit of the model for in-sample and out-of-sample
ARIMA (1, 2,  6):       
In Sample Out-of-Sample 
RMSE 58.2318 79.5626
MAPE 13.4246 12.1417
MAE 39.2265 57.9108
Table 5.8 shows that the out-of-sample results are similar to those for the in-sample indicating 
that the model generalises well to unseen data. Figure 5.7 below shows the actual and forecast 
yearly gold price for the out-of-sample (validation) data from 1998 to 2008. It also shows an 
overall good agreement between the actual and forecast with near perfect agreement for the 
period from 1998 to 2005.     
Figure  5.7 Predicted (Pre) and Actual (Act) data for the out-of-sample of yearly gold price 
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5.1.2 Monthly Gold Price Forecasting with ARIMA Modelling 
5.1.2.1 Graphical analysis 
The average monthly price of gold from January 1971 to September 2008 is graphed in Figure 
5.8. From this line graph, it was clear that the time series has upward and downward trends. 
From the statistics, the series had a positive skew; hence, its distribution had a long right tail 
with a prominent peak as the kurtosis was greater than 3. After looking at the p-value of the 
Jarque-Bera statistic we determined that the series was not normally distributed, as the p-
value was less than the 5%. 
Figure  5.8 Monthly gold price plot and statistics 
5.1.2.2 Stationarity Test 
5.1.2.2.1 Augmented Dickey-Fuller Test for Original Series 
In Table 5.9 below, the critical values of the three tests are greater than the value of the test at 
the 5% level. Hence, the null hypothesis is accepted and the series is considered non-
stationary. 
Table  5.9: ADF test for the original data of the monthly gold price
Augmented Dickey-Fuller test With Intercept With Trend & Intercept with neither intercept nor trend
test statistic -0.957076 -1.515219 0.961965
Test critical values: 1% level -3.444594 -3.978491 -2.570088
5% level -2.867715 -3.419795 -1.941526
10% level -2.570122 -3.132523 -1.616229
In order to make the series stationary, we differenced the series once and, after the first
differencing, the series became stationary. However, a look at the graph (Figure 5.10, left) of 
the first differenced series gave an indication of non-constant variance. Therefore, based on 
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the visual inspection we decided to transform the series using the Box-Cox transformation 
method. First, we used the Box-Cox transformation to identify the optimal value of Lambda, 
and then we used Box-Cox method again to justify the adequacy of the transformation type 
used. As can be seen from the Box-Cox transformation result in Figure 5.9, the best rounded 
value of Lambda suggested was 0. This suggested a log transformation for the monthly gold 
price series.  The adequacy of this choice was also confirmed when the Box-Cox
transformation was used on the log transformed series. As can be seen from Figure B.1.2 in 
Appendix B, the suggested rounded value of Lambda was 1 which was a strong evidence for
the adequacy of the transformation chosen for this series. 
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Figure  5.10 Left to right, first difference and the first difference of the log-transformed series 
Based on the results of the Box-Cox transformation, we accepted the suggested logarithmic 
transformation. The series was then differenced once after the transformation. Figure 5.10; 
right, represented the first difference of the logarithmic transformed series.  The stationarity of 
the first difference of the logarithmic transformed series was tested and the result discussed 
next. 
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5.1.2.2.2 Augmented Dickey-Fuller test for the Transformed Series
To check if the series had become stationary after the first-difference of the logarithmic 
transformed series, the ADF test was again applied and the results are presented in Table 5.10. 
As can be seen from the table, the critical values of the three tests (shaded) were smaller than 
the value of the test at 5% level; thus, the null hypothesis is rejected and the results suggest 
that the series has become stationary after the first difference of the log transformed series. 
Furthermore, visual inspection of the autocorrelation and partial correlation correlogram 
revealed that the series did not show any sign of seasonality (see Figure B.1.1 in Appendix
B).  Thus, there was no need for seasonal differencing. 
To check if there was a need for an additional order of differencing, the sample variance for 
three processes was examined. The variances of the transformed series, the transformed series 
after first and the second order of differencing were compared.  In general, the sample 
variance will decrease until the right order of differencing has been reached and will increase 
thereafter.  The sample of variance test, listed in Table B.2.1 in Appendix B show that the 
sample variance increased after the first differencing indicating that an additional differencing 
was not necessary as it would lead to an over-differencing. The sample variance start to 
increase when However, looking at the graph of the series (Figure 5.10, right) showed large 
volatility around 1980, this mainly due to the war in Afghanistan in addition to other major 
events around that period (refer to section 2.1.8 for more details). 
There should be no problem in modelling the series at this level by ARIMA. Thus, we
concluded that the first order of differencing was sufficient for this series. This decision was
also supported in many studies where series with similar sequence were modelled using 
ARIMA. For example, see (Enders, 1995, p. 106), (Hanke & Wichern, 2005, pp. 
397,408,416), and(Makridakis et al., 1998, p. 328). Moreover, Enders (1995, p. 106) stated 
that it was reasonable to estimate a model of a series that exhibit some volatility using 
ARIMA and the author explained it by saying “As always, you should maintain a healthy 
skepticism of the accuracy of your model”.
Table  5.10: ADF test after differencing the monthly time series
Augmented Dickey-Fuller test With Intercept With Trend & Intercept with neither intercept nor trend
test statistic (12 lags) -14.50205 -14.60552 -14.25509
Test critical values: 1% level -3.444594 -3.978491 -2.570088
5% level -2.867715 -3.419795 -1.941526
10% level -2.570122 -3.132523 -1.616229
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5.1.2.3 Data Division 
The monthly average prices of gold from January 1971 to September 2008, a total of 455 
observations, were used for the stationary test and transformation. The data now needed to be 
divided into two portions, an in-sample for model development and an out-of-sample for 
model validation. Table 5.11 shows the division details. 
Table  5.11: Monthly data partitioning
Division Useage Period # Observations
In-sample Training January 1971 to March 2003 387     85%
Out-of-sample Validation April 2003 to September 2008 68       15%
5.1.2.4 Model Identification 
For identification, the autocorrelation and the partial correlation functions were used. The 
correlogram in Figure 5.11 suggested that lags (1, 8, 9, 10, 11, 12, 14 and 29) in the 
autocorrelation and lags (1, 2, 7, 8, 11, and 18) in the partial correlation were statistically 
different from zero. This suggested that we needed to include these lags in our model. The 
significant autocorrelation lags will represent the AR terms, and the significant partial 
correlation lags will represent the MA terms. The significant value are beyond ±2/√T, where T
= 386. Thus, the limit line was (-0.1018, 0.1018). 
Figure  5.11 Correlogram of the first difference of the log transformed series 
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5.1.2.5 Model Estimation and Selection 
Before including the significant lags previously identified, we investigated possible models up 
to the order of 11 lags (maximum order number allowed by the software).  The results are
presented in three tables in Appendix B Tables (B.2.2, B.2.3 and B.2.4). Each table shows a 
selected model according to the criteria specified.  From the tables, according to two criteria, 
AIC and R-squared, ARIMA (11, 1, 10) (see shaded cell) was the best model and according to 
criterion BIC, ARIMA (0, 1, 1) was the preferred model. However, when investigating the 
coefficients of ARIMA (11,1,10) model we found that most of them were insignificant. Thus 
this model was excluded from any further test. Further, another approach for selecting 
potential models was employed. Based on the lags that have been identified previously in the 
identification phase as being significant, several ARIMA models were estimated (37 models).  
In total, there were 38 ARIMA models estimated including the model discussed above 
(ARIMA (0, 1,1). These models are presented in Table B.2.5 in Appendix B.  Table B.2.5 
also shows the status of the root/s for both AR and MA for all the models and they are all 
inside the unit circle for all models (indicated by yes in the seventh column in the table). 
Visualising the autocorrelation correlogram of the residuals for all the models in Table B.2.5 
revealed that only three models, the shaded ones, have white noise residuals. The p-value of 
the Ljung-Box Q-statistics (the last column in Table B.2.5 ) for these three models is greater 
than or around the level of significance of 0.05 .These models were selected and then ranked 
according to the highest R-squared value, lowest AIC and BIC values. The result of the 
ranking is shown in Tables 5.12, 5.13 and 5.14, respectively. All three models were without a 
constant term (an intercept).     
Table  5.12 Best three models ranked according to the highest R-squared criterion
Number AR MA R-squared AIC BIC *Roots 
1
1 2,7,8,11 0.178124 -3.21455 -3.16321 Yes 
2
1,2,3,4 1,2,3 0.167609 -3.184326 -3.112028 Yes 
3
14,29 1 0.11889 -3.19089 -3.1583 Yes
*Roots: all the roots are inside the unit circle, the model is stationary and invertible
Table  5.13 Best three models ranked according to the lowest AIC criteria
Number AR MA R-squared AIC BIC *Roots 
1
1 2,7,8,11 0.178124 -3.21455 -3.16321 Yes 
2
14,29 1 0.11889 -3.19089 -3.1583 Yes
3
1,2,3,4 1,2,3 0.167609 -3.184326 -3.112028 Yes 
*Roots: all the roots are inside the unit circle, the model is stationary and invertible
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Table  5.14 Best three models ranked according to the lowest BIC criteria
Number AR MA R-squared AIC BIC *Roots 
1
1 2,7,8,11 0.178124 -3.21455 -3.16321 Yes 
2
14,29 1 0.11889 -3.19089 -3.1583 Yes
3
1,2,3,4 1,2,3 0.167609 -3.184326 -3.112028 Yes 
*Roots: all the roots are inside the unit circle, the model is stationary and invertible
From the three models, one model was determined as the best model by the three criteria. This 
model is shaded in the above tables. According to the ranking based on the three criteria, the 
restricted ARIMA (1, 1, 11) was the preferred model among the three models examined. 
Hence, this model was considered. 
However, further tests were needed to validate it (e.g. diagnostic checking). The parameters of 
the selected model are shown in Eq.5.4 below and the estimation statistics for the model is in 
Table B.2.6 in Appendix B. 
ARIMA (1, 1, 11):  118721 157.016.0139.0213.0332.0 ----- +++-= tttttt YY eeee   [ 5.4]
The above equation represents the coefficients of the model. These coefficients were all 
significant and the AR and MA root/s were all inside the unit circle, meaning that the model 
was stable (see Table B.2.7 in Appendix B). To further confirm the validity of the model a
diagnostic checking for the residual was carried out.    
5.1.2.6 Model Diagnostic Checking  
A diagnostic checking for the model was applied to see if there was any correlation left in the 
residuals. The correlogram of the autocorrelations and partial correlations, shown in Figure 
5.12 confirmed that there were no significant spikes. This was also confirmed when the p-
values of the Ljung-Box Q-statistics were examined (see correlogram Figure 5.12). From the 
results for the p-values we cannot reject that the model was a white noise. The p-values of up 
to 50 samples were all greater than 0.05.  To further confirm that residuals were white noise a 
Breusch-Godfrey test for serial correlation was employed. The results are shown and 
discussed below.
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Figure  5.12 The Correlogram of the residual and Ljung-Box test (Q-test), columns from right, 
first is the p-value, second is Q-test, third is the PAC, Forth is AC, and fifth is lag number.                            
Table  5.15 Breusch-Godfrey –LM Test for up to 12 order 
Breusch-Godfrey Serial Correlation LM Test: Lag 12 
F-statistic 1.078387  Prob. F(12,368) 0.3771
Obs*R-squared 11.57397  Prob. Chi-Square(12) 0.4805
Since we were dealing with a monthly series, 12 lags of the error term were included. The 
Breusch-Godfrey test statistic (Obs*R-squared) for the chosen ARIMA models shown in 
Tables 5.15 was smaller than the Chi-Squared value of 21.03 with 12 degrees of freedom.
Based on this result, we accepted the null hypothesis of no serial correlation up to lag order 12 
at the 95% confidence level in the residuals of the chosen ARIMA model and, therefore,
proceeded to the next test. Testing the normality of the residuals was the last task before 
drawing any conclusions about the models. Thus, the Jarque-Bera test (Figure 5.13) for 
normality was used to investigate the assumption of normality of the residuals. 
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Figure  5.13 Normality test for the selected model 
The normality of residuals assumption was not satisfied as the Jarque-Bera tests for the model 
were significant, with p-values of 0.00 (less than the 5% level). This was not because of any 
error in the data collection but rather because of the extreme changes in gold prices in June 
and March 1980, where the price of gold rose dramatically because of the US-led war in
Afghanistan. This violation of normality assumption should not have affected our forecasts. 
However, we cannot use the t-test or the F-test to draw inferences as they were inappropriate 
to use in this case.  
5.1.2.7 Forecasting and Results 
As we had satisfied all the requirements of the Box-Jenkins approach, the last step was
performed, the forecasting step. The model shown down in Eq.5.5 was used to forecast the 
monthly gold price series using the in-sample data set and then out-sample data set to validate 
it. 
ARIMA (1, 1, 11):  118721 157.016.0139.0213.0332.0 ----- +++-= tttttt YY eeee   [ 5.5]
The model performance results are presented in Table 5.16 and Figure 5.14 and discussed 
next. 
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Table  5.16 Forecasting performance results for the three measures 
AR(1) MA(2) MA(7) MA(8) MA(11) 
In-Sample Out-of-Sample 
RMSE 18.6221 35.2654
MAPE 3.2645 3.7264
MAE 10.3968 23.5293
Table 5.16 and Figure 5.14 indicate that the developed model generalised reasonably well to 
unseen (out-of-sample) data. Compared to the yearly forecast (Table 5.8), the errors here were
of an order of magnitude smaller.  The monthly ARIMA model performed significantly well 
in-sample with an RMSE of 18.62, MAE of 10.39 and MAPE of 3.26.
In the out-of-sample the error almost doubled in RMSE and MAE, however, the MAPE was 
almost equal. Overall, the performance of the ARIMA model for the out-of-sample was
acceptable as indicated by Figure 5.14. Thus, the developed model can be considered as a 
univariate forecasting tool for the monthly gold price. 
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5.1.3 Daily Gold Price Forecasting with ARIMA Modelling
5.1.4 Graphical Analysis 
Daily gold prices data in US dollars per ounce were obtained for the period 4/1/2000 to 26/ 2 
/2009, a total of 2388 observations. The data is graphed in Figure 5.15.
From the line graph, we can see that the time series had an upward trend. The statistics 
showed a positive skew with a value of 0.853. The kurtosis value of 2.512 indicated that the 
series had a lower peak than a normal distribution. This was sometimes referred to as a 
Platykurtic distribution. The Jarque-Bera statistic and its p-value suggested non-normality. 
Figure  5.15 Daily gold price plot and statistics 
5.1.4.1 Stationarity Test 
5.1.4.1.1 Augmented Dickey-Fuller test on raw data series 
From Table 5.17 below, it was clear that the daily gold price series was non-stationary. This 
was confirmed by the ADF test statistic for the three tests, in which the value of ADF was
greater than the critical value of the test at the 5% level. 
Table  5.17: ADF test for the raw data of the daily time series
Augmented Dickey-Fuller test (5 lags) With Intercept With Trend & Intercept with neither intercept nor trend
test statistic        0.260145 -2.469756 1.768242
Test critical values: 1% level -3.432895 -3.961889 -2.565931
5% level -2.862550 -3.411691 -1.940956
10% level -2.567353 -3.127723 -1.616610
The series was differenced once, but there was evidence of unstable variance, therefore, the 
Box-Cox transformation was applied on the original data to find the best type of power 
transformation for this series. The results shown in Figure 5.16 suggested that an inverse 
200
300
400
500
600
700
800
900
1000
1100
00 01 02 03 04 05 06 07 08
Gold price (US$)
Year
98
transformation was the best type of power transformation for this series. The inverse of the 
square root was an option for transformation since the value of -0.6 (the upper confidence 
level) suggested in Figure 5.16 was close to the value of -0.5. However, since the value of -
0.5 was not included in the 95% confidence interval it was not considered. Hence, the 
suggested power of transformation was applied. To further justify the adequacy of this choice, 
the Box-Cox transformation was performed on the transformed series. The result presented in 
Figure C.1.1 in Appendix C agreed with adequacy of the chosen power transformation, as
illustrated by the rounded Lambda value of 1(falling within the confidence interval suggested 
by the test).  Thus, a power transformation of -0.68 was used for this series.         
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Figure  5.16 The Optimal value of Lambda for transforming the daily gold price
After the transformation, the series was differenced once. The results are shown in Figures 
5.17 and 5.18.  These two graphs showed how the variance was well stabilised after the 
power transformation. The series also showed a stable mean. Next, we tested the stationary of 
this series using the ADF test.
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5.1.4.1.2 Augmented Dickey-Fuller test for the Transformed Series
To confirm our claim that the series has became stationary after the transformation and the 
first-differencing, the ADF test was employed again. The results are presented in Table 5.18.  
From the critical value of the three tests, we rejected the null hypothesis and assumed the 
series had become stationary as all the ADF test statistics were smaller than the critical value 
of 5% level in all tests. Before confirming the status of this series another test was needed.  
The test was to check whether the performed order of differencing was satisfactory or a higher 
order of differencing was needed. This was achieved by examining the sample variances of 
three processes: the transformed series, the first difference of the transformed series and the 
second difference of the transformed series (a higher order than the applied one). The sample 
variances of the three processes shown in Table C.2.1 in Appendix C indicated that the first 
difference of the transformed series was sufficient and there was no need to apply a higher 
order of differencing due to the fact that the sample variance of the second difference only 
produced a negligible change. In this case, the lower order of difference was preferred and,
hence, retained.    
Table  5.18: ADF test after differencing the power transformed daily time series
Augmented Dickey-Fuller test (5 lags) With Intercept With Trend & Intercept with neither intercept nor trend
test statistic        -47.22151 -47.22867 -47.12773
Test critical values: 1% level -3.433376 -3.962573 -2.566103
5% level -2.862763 -3.412025 -1.940980
10% level -2.567467 -3.127921 -1.616594
5.1.4.2 Data Division 
After testing for stationarity and, before model identification process took place, the data was
divided into two sets: in-sample for estimation and out-sample for validating the model. Table 
5.19 shows the details of data partitioning.  
Table  5.19 Daily data partitioning
Division Useage Period # Observations
In-sample Training 4/1/2000 to 15/10/2007 2030     85%
Out-sample Validation 16/10/2007 to 26/2/2009 358       15%
100
5.1.4.3 Model Identification 
The autocorrelation and the partial correlation functions were employed as a tool to identify 
the order of AR and MA in the model in the first stage. Figures 5.19 show the correlogram of 
the series after transforming and differencing. The correlogram suggested that lags 1, 17 and 
31 in the autocorrelation were significant and lags 1, 17, and 31 in the partial correlation were
statistically significant. Their values were greater than ± 2/√T where T in this case was 2029, 
so the range was (-0.044, 0.044) and thus these spikes  needed to be included in the model and  
investigated further, as given next. 
Figure  5.19 The Correlogram of the first-difference of the transformed series        
5.1.4.4 Model Estimation and Selection 
We estimated the suggested ARIMA model and found that including the lags of 1, 17 and 31 
in both AR and MA satisfied the necessary conditions (all parameters were significant). 
Further, we also estimated each of the suggested order separately: for example, AR (1) and 
MA (1), then AR (17) and MA (17) and, finally, AR (31) and MA (31). After the estimation 
we found that one of the models could be considered a good model, namely, the restricted 
ARIMA (17, 1, 17) with R-squared equal to 0.037. The two models, the model with AR of 
order 1 and MA of order 1 and the model with AR of order 31 and MA of order 31 were 
insignificant in both parameters, so they were both excluded from further investigation. 
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In addition, we estimated different models with different orders using the three criteria, AIC, 
BIC and R-Squared as a tool to reveal other possible models. This was achieved by using the 
code written in EViews that was previously used in this study. We tried different models up to 
order 11 (the maximum order number allowed by EViews) and found that models after order 
6 were either insignificant or had a unit root problem. Thus, only models up to order 6 were
considered. The results (up to order 6) for the three criteria are shown in Tables C2.2, C.2.3 
and C.2.4 in Appendix C.  Two criteria, AIC and R-Squared, identified one model, ARIMA 
(6, 1, 6), as the best whereas the BIC criterion identified ARIMA (0, 1, 1) as the best model. 
After examining each of the chosen models, we found that ARIMA (0, 1, 1) was
inappropriate, as the MA parameter was insignificant. In contrast, some of the parameters of 
ARIMA (6, 1, 6) were insignificant so it was pruned until we found a model that included an 
AR of order 5 and MA of order 5 excluding MA of order 3. This model satisfied the 
conditions of parameters being significant and the root being inside the unit circle. Further 
search for more suitable model was investigated starting from order 1 up to order 31 and the 
three criteria for each model were reported. The results of this investigation are presented in 
Table C.2.5 in Appendix C. The autocorrelation correlogram of the residual for each the 
model revealed only 8 models out of the 37 investigated were approximately white noise 
(shaded in Table C.2.5). These models were ranked according to the three criteria, the R-
squared, the AIC and the BIC and presented in Table 5.20 to 5.23:  
Table  5.20 Best eight models ranked according to the highest R-squared criterion
Number AR MA R2 AIC BIC *Roots 
1 1,2,3,4,5 1,2,4,5 0.018534 -15.3403 -15.3126 yes 
2 1 1,17,31 0.008072 -15.3357 -15.3219 yes 
3 1,17 31 0.00794 -15.331 -15.3198 yes 
4 0 1,17,31 0.007702 -15.3367 -15.3256 yes
5 1,2 1,2 0.00745 -15.3348 -15.3209 yes 
6 1,17 1,2 0.007277 -15.3293 -15.3154 yes 
7 1 17,23 0.007007 -15.3356 -15.3246 yes 
8 1,17 0 0.004836 -15.3289 -15.3205 yes 
*Roots: all the roots are inside the unit circle, the model is stationary and invertible
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Table  5.21 Best eight models ranked according to the highest AIC criterion
Number AR MA R2 AIC BIC *Roots 
1 1,2,3,4,5 1,2,4,5 0.018534 -15.3403 -15.3126 yes 
2 0 1,17,31 0.007702 -15.3367 -15.3256 yes
3 1 1,17,31 0.008072 -15.3357 -15.3219 yes 
4 1 17,23 0.007007 -15.3356 -15.3246 yes 
5 1,2 1,2 0.00745 -15.3348 -15.3209 yes 
6 1,17 31 0.00794 -15.331 -15.3198 yes 
7 1,17 1,2 0.007277 -15.3293 -15.3154 yes 
8 1,17 0 0.004836 -15.3289 -15.3205 yes 
*Roots: all the roots are inside the unit circle, the model is stationary and invertible
Table  5.22 Best eight models ranked according to the highest BIC criterion 
Number AR MA R2 AIC BIC *Roots 
1 0 1,17,31 0.007702 -15.3367 -15.3256 yes
2 1 17,23 0.007007 -15.3356 -15.3246 yes 
3 1 1,17,31 0.008072 -15.3357 -15.3219 yes 
4 1,2 1,2 0.00745 -15.3348 -15.3209 yes 
5 1,17 0 0.004836 -15.3289 -15.3205 yes 
6 1,17 31 0.00794 -15.331 -15.3198 yes 
7 1,17 1,2 0.007277 -15.3293 -15.3154 yes 
8 1,2,3,4,5 1,2,4,5 0.018534 -15.3403 -15.3126 yes 
*Roots: all the roots are inside the unit circle, the model is stationary and invertible
From the above tables we can see that two of the criteria agreed on one model, for example R-
squared and AIC criteria have nominated the restricted ARIMA (5, 1, 5) whereas the BIC 
criterion nominated the restricted ARIMA (0, 1, 31). Since two criteria ranked the same 
model as the best among the rest, this first model was considered as the candidate model for 
the next step. The parameters of the two chosen models are presented in equations 5.1 and 
5.2.
ARIMA (5, 1, 5):     
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All the coefficients of the ARIMA models above were significant (see Table C.2.6 in 
Appendix C). When the roots of the models were examined all were stationary and invertible. 
The result of this test can be viewed in Table C.2.7 in Appendix C.  To further confirm that 
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this model was suitable for forecasting the daily gold price a diagnostic check was required, 
as discussed next.     
5.1.4.5 Model Diagnostic Checking  
Diagnostic checking for the selected models was applied to see if there was any correlation 
left in the residuals. We used the Q-test to check for correlations. The results revealed that 
there was no correlation left in the residual, hence, white noise. By looking at the p-value of 
the Ljung-Box Q-statistics (Figures 5.20) we cannot reject that this model is white noise. All 
p-values up to 50 lags were greater than 0.05 (last column in Figure 5.20).  Another test was
utilised to further confirm if the residual was white noise; the result of the Breusch-Godfrey 
test for serial correlation is discussed next.  
 
Figure  5.20 The Correlogram of the residual and Ljung-Box test (Q-test), columns from 
right, first is the p-value, second is Q-test, third is the PAC, Forth is AC, and fifth is lag 
number.                                           
Table  5.23: Breusch-Godfrey- LM test up to order 5
Breusch-Godfrey Serial Correlation LM Test: 5 Lags 
F-statistic 0.070942 Probability 0.996480
Obs*R-squared 0.356503 Probability 0.996443
Based on the results from the Breusch-Godfrey tests for up to five lags and at the 95% 
confidence level, we accepted the null hypothesis of no serial correlation for the chosen 
ARIMA (5, 1, 5). The Obs*R-squared values for the model in Table 5.23 was smaller than the 
value of the Chi-Squared statistic of 11.07 for 5 degrees of freedom.
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We therefore, concluded that the residual of this model was approximately white noise and 
can be used to forecast the daily gold price. Before using the model for forecasting the 
normality of the residual was examined. 
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Figure  5.21: Residual distribution for ARIMA (5, 1, 5)
From the above statistics, we concluded that the Jarque-Bera test for the ARIMA model tested 
was significant with p-values of 0.00, which was less than the 5% level. Therefore, the 
residuals failed the tests and we confirmed that the residual for this model was not normally 
distributed. A few outlier residuals caused the deviation from normality but the mean error 
was around zero. We still proceeded and used the models for forecasting, but we cannot use 
the t-test or the F-test to draw inferences, as they were inappropriate. 
5.1.4.6 Forecasting and Results 
All the requirements of the Box-Jenkins approach have been satisfied; thus, we used the 
ARIMA model for the forecasting. The ARIMA (5, 1, 5) model rejected can be used to 
forecast the daily price of gold. 
ARIMA (5, 1, 5):     
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The forecasting results of the gold price for both in-sample and out-sample data sets are 
presented in Table 5.24 and Figure 5.23.
Table  5.24: The three performance measure of the model 
AR(5) MA(1) MA(2) MA(4) MA(5)
In-Sample Out-of-Sample 
RMSE 4.645 15.5211
MAPE 0.6819 1.3312
MAE 2.9573 11.3278
 
The results in Table 5.24 and Figure 5.22 indicated that the restricted ARIMA (5, 1, 5) model 
generalised well to unseen (out-of-sample) data. Errors were an order of magnitude smaller 
than those for monthly data. 
Figure  5.22: Predicted (Pre) and actual (Act) data for the out-of-sample of the daily gold price
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5.2 ANN Model Development and Results 
A feed-forward neural network with back-propagation algorithm (LM) was the trained for 
three different time series; the yearly, monthly and daily gold price. First, the data were
divided into in-sample and out-of-sample sets in the same way as was done in the ARIMA 
approach. However, the in-sample data was further divided into two sets, a training set and a 
validation set, as explained previously in the section on ANN modelling approach. The 
division for each series was made according the following table.  
Table  5.25 Training and validation data percentage for each series 
Training  Validation  
Yearly  80% (24) 20% (6) 
Monthly  70% (271) 30% (116)
Daily 70% (1421) 30% (609)
As illustrated previously, the training set was used to train the network and the validation set 
was used as a stopping measure, so our neural network model would not over-fit the trained 
data. Also, one may notice that the yearly series was divided differently to the other series. 
This was because we found that the 70% of data for training and 30% of data for validation 
was too small. Thus, the percentages of training and validation sets were modified for the 
yearly time series to 80% and 20%, respectively, in order to yield better results.  
The networks were constructed with one input layer, one hidden layer and one output layer.  
The output layer contained only one neuron. For the input we used the same input variables as 
in ARIMA forecasting, in this case, the number of AR lags. The number of neurons in the 
hidden layer was obtained by trial and error, as explained previously. 
A code was developed in MATLAB environment to determine the optimal number of neurons 
in the hidden layer. The selection criterion was the network output’s RMSE. We trained the 
network with different numbers of neurons up to a maximum of 20 and each network was 
trained 20 times with different random initial weights. The Levenberg -Marquardt (LM) 
algorithm was used to train the network and a logistic and Tangent sigmoid function  (logsig 
and tansig in MATLAB) was used as the activation function in the hidden layer and a linear 
activation function (purelin in MATLAB) in the output layer. The network was implemented 
using the MATLAB Neural Network toolbox with the default setting for the learning 
algorithm. The Batch learning mode was used as the training method and the number of 
epochs/iterations (the number of times the whole training set is passed through the network) 
was set to 10,000 to ensure that the network was sufficiently trained. All the data were 
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linearly normalised to values between 0 and 1 before training and de-normalised after training 
in order to calculate the goodness of fit criteria (i.e. RMSE). This allowed us to compare the 
accuracy of the model with those achieved by the ARIMA models. To improve the 
forecasting results, an Elman recurrent neural network was also used to model the data. The 
training setting approach in the Elman recurrent neural network was identical to those used in 
building the MLP. However, the numbers of trainings were reduced to maximum of five with 
different random initial weights. This was because the training process of Elam network was
slower than the training process of the MLP and; hence, computationally expensive. In 
addition to the Elman network, we employed Genetic Algorithms (GA) to optimise the 
number of neurons in the hidden layer and the corresponding weights for the MLP. The 
results of the ANN modelling are presented next, starting with yearly gold price. 
5.2.1 ANN Modelling of Yearly Gold Price and Results 
A  Multilayer Perceptron was trained to learn the relationship between the inputs and its 
corresponding target. First, the network was trained with 80% of the data for the training and 
20% for the validation. To determine the optimum number of neurons in the hidden layer 
several networks were trained with hidden neurons up to 20 for the MLP, Elman and GA-
MLP networks, respectively. The networks were first trained with a logistic activation 
function in the hidden layer and then trained again with a tangent activation function in the 
hidden layer. The selection criterion used to select the best performance network during the 
training was the RMSE. The RMSE of various networks with different numbers of hidden 
neurons for the in-sample set (training + validation) and test (out-of-sample) were studied. 
The Elman recurrent network was trained with the same procedure and parameters as those 
for the MLP. An attempt to improve the accuracy of the MLP, the number of hidden neurons
and its weights were optimised using GA. Several GA-MLP models were built in order to find 
the best network architecture. However, the computational time taken by GA to optimise the 
number of neurons and weights of the MLP was higher than those of MLP and Elman.  Even 
though the number of generations in GA was set to 1000, the computational time was around 
13 hours.    
The three networks were found to be different in their architecture. The best network of type 
MLP was that with three neurons in the hidden layer with tangent activation function, and the 
best GA-MLP had only two neurons in the hidden layer and also the tangent function. The 
best Elman network had three neurons in the hidden layer with a logistic function. Figures 
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5.23 and 5.24 show the values of the RMSE for both the training and test datasets for the best 
ten performing networks. Figure 5.25 shows the best RMSE (fitness value) reached by GA. 
The final training results for each model are presented in the Tables 5.26 and 5.27 and Figures 
5.26, 5.27 and 5.28 (graphs for the test set only).
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Figure  5.23: The performance of the 10 best MLP networks
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Figure  5.24: The performance of the 10 best Elman Networks
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Figure  5.25: The performance of the best GA-MLP network (2 hidden neurons)
After the architecture of the best performing network with the lowest RMSE value was 
obtained for each network type, two further goodness-of-fit measures were calculated. These 
were MAPE and MAE. The results of the three measures are presented in Tables 5.26 and  
5.27.   
Table  5.26 Performance of the best neural networks on yearly in-sample data 
In-Sample                                RMSE MAPE MAE
MLP (1-3-1) 62.2646 14.2753 37.7109
GA-MLP (1-2-1) 76.4757 16.1870 47.5716
Elman (1-3-1) 78.9406 28.4142 53.0360
Table  5.27 Performance of the best neural networks on yearly out-of-sample data 
Out -of-Sample                      RMSE MAPE MAE
MLP (1-3-1) 71.7369 11.8461 55.2901
GA-MLP (1-2-1) 81.1840 12.7270 62.5948
Elman (1-3-1) 63.2342 10.9520 49.1328
According to Table 5.26 and 5.27, both the networks trained with Genetic Algorithm (GA) 
and MLP were found to be better in the training phase. However, Elman had performed well 
during the testing.  Tables 5.26 and 5.27 revealed that the best model was Elman (1, 3, 1) 
when compared with the other two. Although GA-MLP (1, 2, 1) showed lower errors on in-
sample sets (Table 5.26), its performance was poorer on the out-of-sample set (Table 5.27). 
This may indicate that more training is needed; however, we decided not to go further and 
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increase the number of generation as the computational time was already high (around nine
hours for this series). Another important reason is that there are not enough data points to 
allow the network learn properly. The MLP and Elman generalised well to unseen data or the 
out-of-sample but Elman was superior based on its performance on the out-of-sample data. 
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Figure  5.26 Predicted (Pre) and actual (Act) data of MLP (1-3-1) on yearly out-of-sample set 
Figure  5.27 Predicted (Pre) and actual (Act) data: Elman (1-3-1) on yearly out-of-sample set 
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Figure  5.28 Predicted (Pre) and actual (Act) data: GA-MLP (1-2-1) on yearly out-of-sample 
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5.2.2 ANN Modelling of Monthly Gold Price and Results 
The same approach used for training the yearly gold price was used here. Three different 
models were trained, MLP, GA-MLP and Elman. The data were divided as follows: 70% for 
training and 30% for validation. The testing data set was put aside to validate our model after 
the training and allowed us to choose the best performance network architecture. The number 
of hidden neurons was varied to obtain good results; networks up to 20 neurons in the hidden 
layer were modelled. Here, the RMSE measure was also used as a selection criterion. 
As can be seen from Figure 5.29, the optimal number of neurons for the MLP was found to be 
four with activation functions of type hyperbolic tangent. In Figure 5.30, Elman network with 
eight neurons of type logistics had the minimum RMSE. The optimum number of neurons in 
the genetically trained network, GA-MLP was determined to be seven with logistic activation 
functions (Figure 5.31). The RMSE values of the ten best networks for training and validation 
sets for the MLP, GA-MLP, and Elman networks are shown in Tables 5.28 and 5.29.  
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Figure  5.29 The performance of the 10 best MLP networks
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Figure  5.30 The performance of the 10 best Elman networks
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Figure  5.31 The performance of the best GA-MLP network (7 hidden neurons)
The above results of the training set showed that of the three networks, MLP and Elman 
performed better compared to the GA-MLP for the monthly series.  Moreover, the RMSE, 
MAPE and MAE for the in-sample and out-of-sample were also calculated and presented 
below in Tables 5.28 and 5.29, respectively. 
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Table  5.28 Performance of the best neural networks on monthly in-sample data
In-Sample                                RMSE MAPE MAE
MLP (1-4-1) 14.6002 3.5521 9.7533
GA-MLP (1-7-1 ) 19.7406 4.2434 11.2601
Elman  (1-8-1) 16.2763 3.3457 9.8489
Table  5.29 Performance of the best neural networks on monthly out-of-sample data
Out -of-Sample                      RMSE MAPE MAE
MLP (1-4-1) 33.7145 3.9180 23.9649
GA-MLP (1-7-1) 40.3797 4.3394 28.0364
Elman (1-8-1) 33.9309 3.6811 23.5286
The results in the above tables showed that the MLP network outperformed the other two 
models on the in-sample data set. The three goodness-of-fit measures of the MLP were
smaller than those of the GA-MLP and Elman networks.  However, the best generalisation 
was achieved by the Elman network which had smaller error values on two performance 
measures. MLP was a close second but GA-MLP seemed less capable of generalising to out-
of-sample data (unseen data), especially for the period starting from March 10, 2005. This 
may be because that GA may require a longer time (more generations/ training) to reach the 
optimum solution. The forecasting graphs for the three ANN models are shown in Figures 
5.32 to 5.34.   
Figure  5.32 Predicted (Pre) and actual (Act) data: MLP (1-4-1) on monthly out-of-sample 
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Figure  5.33 Predicted (Pre) and actual (Act) data: Elman (1-8-1) on monthly out-of-sample
MonthlyGold Price Forecasting Result for the 
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Figure  5.34 Predicted (Pre) and actual (Act) data: GA-MLP (1-7-1) on monthly out-of-sample
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5.2.3 ANN Modelling of Daily Gold Price and Results 
A comparison among networks with different neurons in the hidden layer was also performed 
for the daily series. The results of the MLP training showed that a network with three neurons 
and network with four neurons in the hidden layer had the lowest RMSE values. The 
performance was almost identical. However, the network with the lower number of 
parameters was considered, hence a network with three neurons.  When examining the RMSE 
value of the Elman networks we also found that two networks had similar RMSE values. The 
Elman network with three hidden neurons and the Elman network with seven hidden neurons 
both achieved similar RMSE values. Since the former network, the one with three neurons 
had a lower number of parameters (number of neurons and weights) it was chosen as the 
preferred model.  
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Figure  5.35 The performance of the 10 best MLP networks
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Figure  5.36 The performance of the 10 best Elman networks
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Figure  5.37 The performance of the best GA-MLP network (5 hidden neurons)
Overall, the MLP with three hidden neurons and with logistic activation functions in the 
hidden layer and Elman with four neurons with tangent functions in the hidden layer 
performed better than the genetically optimised network. We trained the data many times in 
an attempt to achieve better results when using GA, but the final results were not satisfactory 
when compared to those of MLP and Elman. The best GA-MLP was found to be with five 
neurons in the hidden layer with logistic functions. The results can be seen in Tables 5.30 and 
5.31 and Figures 5.35, 5.36, and 5.37.    
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Table  5.30: Performance of the best Neural Networks Models on the Daily In-Sample Data
In-Sample                                RMSE MAPE MAE
MLP (4-3-1) 4.6244 0.6790 2.9466
GA-MLP(4-5-1) 7.2693 1.2712 5.2030
Elman (4-3-1) 4.6243 0.6790 2.9466
Table  5.31: Performance of the best Neural Networks Models on the Daily Out-of-Sample 
Data
Out -of-Sample                      RMSE MAPE MAE
MLP (4-3-1) 16.1215 1.4156 12.0517
GA-MLP (4-5-1) 50.1229 4.8610 43.4495
Elman (4-3-1) 16.1005 1.4066 12.0139
From the above results, we can see that, in general, the Elam network performed slightly 
better on out-of-sample data than either the MLP or GA-MLP. Even though the difference
between Elman and MLP was not large, but it could be critical when accuracy was of
concern. In addition, the forecasting in Elman was for one-step ahead only and it had better
accuracy over longer forecasting period than the other two models. Thus, we concluded that 
the Elman network with only three neurons was capable of producing the lowest RMSE, 
MAPE and MAE compared to the other two models. 
Figure 5.38 through 5.40 show point-to-point comparisons between actual (Act) and predicted 
(Pre) observations for each model. Overall, the MLP and Elman models performed well in 
capturing the unseen data (out-of-sample). These two models tended to behave similarly in 
terms of capturing the movement of the trend. GA-MLP model had difficulty capturing the 
unseen data as well as the other too models. The forecast fluctuated around the $800 level (see 
Figure 5.40) and it was the worst model with the highest RMSE, MAPE and MAE. We found 
that GA required a longer time to find the optimum solution compared to MLP and Elman. 
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Figure  5.38 Predicted (Pre) and Actual (Act) data: MLP (4-3-1) on the daily out-of-sample
Figure  5.39 Predicted (Pre) and Actual (Act) data: Elman (4-3-1) on the daily out-of-sample
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Figure  5.40 Predicted (Pre) and Actual (Act) data: GA-MLP (4-5-1) on the daily out-of-
sample
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5.3 Hybrid Model Development and Results 
In this section, the concept of combining the two forecasts explained earlier in Chapter 4, 
Section 4.4 is implemented. According to (Zhang, 2004), any time series can consist of both 
linear and nonlinear patterns. The linear patterns can be dealt with a linear method such as 
ARIMA, while the nonlinear patterns can be modelled with a nonlinear method, such as 
ANN.    
The two methods, ARIMA and ANN, applied to gold price modelling were combined to form 
a hybrid system. The first strategy in the hybrid modelling was that the error generated from 
the ARIMA model was normalised to the range of [0, 1]. The next step was to generate lags 
from the error term generated by the ARIMA models for each series.  The error lags were
used as input into ANN and the forecast errors from ARIMA model were set as the target for 
ANN network. We used MLP and Elman networks for modelling the non-linear patterns, the 
error in this case. In the previous section (Section 5.2, Chapter 5), the MLP and Elman 
networks achieved the highest forecasting accuracy and faster convergence when compared to 
the GA. Thus, they were considered the best two models for modelling the error. Both 
networks were trained with the same procedure that was used previously in forecasting the 
price of gold except that the input now was the error lags where the number of inputs was
varied in each training phase. First, the network was trained with different network 
architecture, such as a different number of lags as input (up to 6 lags) and different numbers
of neurons in the hidden layer. The ANN forecast was then combined with the forecast from 
the ARIMA model and the RMSE was calculated. This process was carried out during 
network training for all combinations of inputs and hidden neurons. The network with the 
lowest RMSE value was determined and the test set was used to validate the network. If the 
network, however, did not perform well in the testing (validation) set compared to the 
performance of a single model (ARIMA, MLP and Elman), the process of training the 
network was repeated until a better solution was found. This network was saved and its 
forecasting result used for later comparison. The results of the hybrid modelling are presented 
and discussed next.
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5.3.1 Hybrid Modelling of Yearly Gold Price and Results 
Two hybrid systems were developed to model the yearly gold price data. The first system was 
a combination of ARIMA and MLP and the second system was a combination of ARIMA and 
Elman. A program code written in MATLAB environment was used to model the errors 
obtained from ARIMA forecast using MLP and Elman. First, the error was modelled and 
combined with the ARIMA forecast and then the RMSE was calculated during the training. 
Several networks with different architectures were modelled, where the number of inputs and 
hidden neurons varied each time. The number of inputs ranged from [1, 6] and the number of 
hidden neurons from [1, 20]. Each network was trained with 20 different initial weights. 
Moreover, each network was trained twice, one time with logistic activation function and the
second time with hyperbolic tangent activation function in the network’s hidden layer, similar 
to the approach used when modelling the ANN in the previous section. This made a total of 
4800 different trained networks. The training was carried out until the network with the best 
performance was found; the network with the lowest RMSE was considered the best network. 
In the yearly data modelling, the best hybrid model was that of an ARIMA and MLP 
(ARIMA-MLP) combination which has one input and four hidden neurons. The RMSE for 
the ARIMA-MLP in the training dataset was 59.56 whereas the RMSE for the testing dataset 
was 54.65 (Figure 5.41). The best hybrid model that combined ARIMA and Elman (ARIMA-
Elman) also had one input.  However, there were 5 neurons in the hidden layer, which were
greater than the first hybrid model. For this model, the RMSE on the training set was 56.62, 
whereas testing RMSE was 61.79 (Figure 5.42). After the best hybrid models had been
identified, the next step was to use them in modelling and forecasting the yearly gold price 
and to calculate two further performance measures; MAPE and MAE. As can be seen from 
Tables 5.32 and 5.33, the hybrid model, which combined ARIMA and Elman, outperformed 
the ARIMA-MLP hybrid model in all three measures for the in-sample dataset. However, in 
the out-of-sample dataset (testing), ARIMA-MLP hybrid model reported better results (see 
Table 5.33). Although the ARIMA-MLP model was outperformed by the ARIMA-Elman 
model for the in-sample dataset it generalised to the data better. This indicated that this model 
was superior to ARIMA-Elman model that had been tested on the yearly gold price according 
to its performance. The actual and forecast yearly gold price for the out-of-sample (validation) 
data from 1998 to 2008 for the two hybrid models are given in Figure A.1.3 and A.1.4 in
Appendix A.  Figures show that both models generalised well to unseen data when compared 
to a single model (e.g. ARIMA, MLP, and Elman).
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Figure  5.42 The best ARIMA-Elman hybrid system for yearly gold price forecasting 
Table  5.32: Performance of ARIMA-ANN hybrid on yearly in-sample data 
In-Sample                                RMSE MAPE MAE
Hybrid (ARIMA-MLP(1-4-1)) 59.5626 13.0645 42.6709
Hybrid (ARIMA-Elman(1- 5-1)) 56.6201 12.2983 38.9352
122
Table  5.33: Performance of ARIMA-ANN hybrid on yearly out-of-sample data
Out –of-Sample                      RMSE MAPE MAE
Hybrid (ARIMA-MLP(1-4-1)) 54.6541 9.3079 40.7098
Hybrid (ARIMA-Elman(1- 5-1)) 61.7932 10.8364 45.7453
5.3.2 Hybrid Modelling of Monthly Gold Price and Results 
In order to obtain optimum network architecture for the monthly gold price, several networks 
with different numbers of inputs and neurons in the hidden layer were trained. Each network 
was trained with a logistic function for the hidden layer and retrained again with the 
hyperbolic tangent function. The architecture of the network that had the minimum RMSE 
value was saved along with the best nine networks. This approach was applied to each 
network until the maximum numbers of inputs and neurons in the hidden layer were reached. 
Figures 5.43 and 5.44 show the performance of the two hybrid models according to RMSE 
value for training (in-sample) and testing (out-of-sample). For example, according to Figure 
5.43, the red column indicates the minimum RMSE obtained in the testing dataset. From the 
results, the best performing ARIMA-MLP architecture was that with five inputs and thirteen 
neurons in the hidden layer with tangent activation function. However, since this model has
great number of parameters that need to be optimised, the second best model has been chosen
that has less parameters.  ARIMA-MLP with five inputs and six neurons in the hidden layer 
was considered the best model.
Figure 5.44 shows the value of RMSE for ARIMA-Elman for both training and testing data 
set. The result in the figure, which is superimposed by a red column, represents the best 
performing ARIMA-Elman model. This best ARIMA-Elman hybrid model was also found to 
have five inputs but with seven neurons in the hidden layer and with a tangent activation 
function. 
Tables 5.34 and 5.35 illustrate comparison of forecasting performance of the best two hybrid 
models, ARIMA-MLP and ARIMA-Elman. According to the results presented in Table 5.34 
and 5.35, the error values of ARIMA-MLP were slightly higher than those of ARIMA-Elman
in all the criteria for in-sample sets. However, ARIMA-MLP model outperformed ARIMA-
Elman in all the criteria for the out-of-sample set. This revealed that ARIMA-MLP model 
performed better than ARIMA-Elman model in modelling the monthly gold price. Although 
ARIMA-MLP did not achieve better in the in-sample set, it was capable of generalising to 
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unseen data better. The actual and forecast monthly gold price for the out-of-sample data for 
the two hybrid models are given in Figure B.1.3 and B.1.4 in Appendix B.  The graphs of the 
two models (in Appendix B) show an overall good agreement between the actual and forecast 
with near perfect agreement.
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Table  5.34: Performance of ARIMA-ANN hybrid on monthly in-sample data
In-Sample                                RMSE MAPE MAE
Hybrid (ARIMA-MLP(5-6-1)) 12.4623 2.9557 8.5004
Hybrid (ARIMA-Elman(5-7-1)) 11.8851 2.9080 8.1906
Table  5.35: Performance of ARIMA-ANN hybrid on monthly out-of-sample data
Out -of-Sample                        RMSE MAPE MAE
Hybrid (ARIMA-MLP(5-6-1)) 32.5256 3.4864 21.5475
Hybrid (ARIMA-Elman(5-7-1)) 32.7475 3.6257 22.8241
5.3.3 Hybrid Modelling of Daily Gold Price and Results 
As before, the root mean square error (RMSE) was employed as the criterion for choosing the 
best models out of many that had varied number of inputs and hidden neurons. After 
identifying the best two models among the several hybrid models of ARIMA-MLP and 
ARIMA-Elman, a comparison between the best two hybrid models was conducted. Figure 
5.45 shows that the best ARIMA-MLP model had four inputs and two neurons in the hidden 
layer that have logistic functions.  Figure 5.46, shows the best ARIMA-Elman model which 
consisted of only one input and four neurons in the hidden layer with logistic functions.  A 
further comparison of the chosen hybrid models is presented in the form of tables and figures 
(figures are given in Appendix C, Figure C.1.2 and C.1.3). Table 5.36 shows the in-sample 
RMSE, MAPE and MAE performance measures, respectively, and Table 5.37 shows the 
corresponding out-of-sample performance measures.  The in-sample RMSE, MAPE and MAE 
for the two models revealed that ARIMA-MLP model outperformed ARIMA-Elman model 
according to only one criterion, RMSE. However, it outperformed ARIM-Elman model in all 
measures on the out-of-sample dataset (Table 5.37).  
Overall, the ARIMA-MLP model gave slightly better results than the ARIMA-Elman. This 
observation showed that choosing the best hybrid model among the two hybrid models was
difficult as the differences between them were negligible ( see Tables 5.36 and Table 5.37);
however, the best model was the one that was less complicated (had fewer numbers of inputs 
and a smaller network ). On this basis, ARIMA-MLP was considered the best hybrid model 
for modelling the daily gold price.      
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Table  5.36: Performance of ARIMA-ANN hybrid models on daily in-sample data
In-Sample                                RMSE MAPE MAE
Hybrid (ARIMA-MLP(4-2-1)) 4.6049 0.6885 2.9671
Hybrid (ARIMA-Elman(1-4-1)) 4.6386 0.6846 2.9443
Table  5.37: Performance of ARIMA-ANN hybrid models on daily out-of-sample data
Out -of-Sample                       RMSE MAPE MAE
Hybrid (ARIMA-MLP(4-2-1)) 15.4681 1.3262 11.2879
Hybrid (ARIMA-Elman(1-4-1)) 15.5080 1.3315 11.3329
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Chapter 6
Model Comparisons and Summary
6.1 Comparison
For the purposes of comparison, the ARIMA, ANN and the hybrid methods were all 
evaluated using the same evaluation methods as used previously; namely, RMSE, MAE and 
MAPE. The results of the hybrid systems are presented in tables together with the results for
each of the individual methods, ARIMA and ANN (e.g. MLP and Elman), developed in the 
first and the second modelling stages. The comparison is given in the order, yearly, monthly 
and daily. 
6.1.1 The Yearly time series 
When comparing the non-hybrid models, the artificial neural networks MLP model performed
better than the ARIMA model, according to the MAE on the in-sample dataset (Table 6.1). 
However, in the out-of-sample dataset, MLP outperformed ARIMA in all three measures
(Table 6.2). Hence, MLP was better than ARIMA on generalising to unseen dataset. On the 
in-sample dataset (see Table 6.1) the ARIMA model performed better than the Elman model 
in all three criteria. However, Elman model was superior to both MLP and ARIMA on out-of-
sample data (Table 6.2).
The forecasting results obtained by the hybrid approach indicated that both hybrid models 
(ARIMA-MLP and ARIMA-Elman) in comparison to each individual model (ARIMA and 
ANN) achieved the lowest forecasting error in the out-of-sample. However, the hybrid model 
of ARIMA and Elman had the best performance score according to the two performance 
measures (RMSE, and MAPE) on the in-sample. On the other hand, the hybrid model
ARIMA-MLP was the best model achieving better accuracy on the out-of-sample data. As
shown in Tables 6.1 and 6.2, the hybrid ARIMA-MLP model outperformed the other three 
models. 
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Table  6.1 Performance of all models on the in- sample yearly gold price 
In-Sample                                RMSE MAPE MAE
ARIMA 58.2318 13.4246 39.2265
MLP (1-3-1) 62.2646 14.2753 37.7109
Elman (1-3-1) 78.9406 28.4142 53.0360
Hybrid (ARIMA-MLP(1-4-1)) 59.5626 13.0645 42.6709
Hybrid (ARIMA-Elman(1- 5-1)) 56.6201 12.2983 38.9352
Table  6.2 Performance of all models on the out-of-sample yearly gold price
Out-of-Sample                     RMSE MAPE MAE
ARIMA 79.5626 12.1417 57.9108
MLP (1-3-1) 71.7369 11.8461 55.2901
Elman (1-3-1) 63.2342 10.9520 49.1328
Hybrid (ARIMA-MLP(1-4-1)) 54.6541 9.3079 40.7098
Hybrid (ARIMA-Elman(1- 5-1)) 61.7932 10.8364 45.7453
6.1.2 The Monthly Time Series 
The monthly gold price modelling results are shown in Table 6.3 for the in-sample data set 
and Table 6.4 for the out-of-sample data set.  According to these two tables, MLP and Elman 
as single models showed improvements in forecasting accuracy when compared with ARIMA
on in-sample data. This improvement can be seen in two criteria, RMSE and MAE compared 
with the ARIMA model on in-sample data. However, in the out-of-sample, Elman model was 
superior to ARIMA in all three measures and superior to MLP in two measures, by a small 
margin. The accuracy of the forecasting improved noticeably when the two types of models 
were hybridised. For example, an improvement in forecasting accuracy can be noticed for the 
in-sample (see Table 6.3); the values of the RMSE, MAPE, and MAE were all lower than 
those of the ARIMA, MLP and Elman.  
The results on the out-of-sample dataset (Table 6.4) also indicated that the forecasting 
accuracy improved when ARIMA and MLP were combined. The modelling results revealed
that ARIMA-MLP hybrid model provided a better alternative to monthly gold price
forecasting that has low error in comparison with the single models, ARIMA and MLP. The 
second alternative was the hybrid ARIMA-Elman model with the second lowest forecasting 
error according to the out-of-sample data set. The two hybrid modelling approaches for the 
monthly gold price prediction showed potential to improve the forecasting accuracy. Overall, 
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the hybrid approach was favoured in the monthly series over the non-hybrid models due to the 
improvements in accuracy achieved in the in-sample and out-of-sample forecasting results.      
Table  6.3 Performance of all models for the in-sample monthly gold price 
In-Sample                                RMSE MAPE MAE
ARIMA 18.6221 3.2645 10.3968
MLP (1-4-1) 14.6002 3.5521 9.7533
Elman  (1-8-1) 16.2763 3.3457 9.8489
Hybrid (ARIMA-MLP(5-6-1)) 12.4623 2.9557 8.5004
Hybrid (ARIMA-Elman(5-7-1)) 11.8851 2.9080 8.1906
Table  6.4 Performance of all models for the out-of- sample monthly gold price
Out -of-Sample             RMSE MAPE MAE
ARIMA 35.2654 3.7264 23.5293
MLP (1-4-1) 33.7145 3.9180 23.9649
Elman (1-8-1) 33.9309 3.6811 23.5286
Hybrid (ARIMA-MLP(5-6-1)) 32.5256 3.4864 21.5475
Hybrid (ARIMA-Elman(5-7-1)) 32.7475 3.6257 22.8241
6.1.3 The Daily Time Series 
The daily gold price modelling results revealed that all the models presented in Tables 6.5 and 
6.6 (in-sample and out-of-sample data sets, respectively) performed reasonably well in 
capturing the daily gold price movement. On in-sample data the MLP and Elman performed 
slightly better in the three measures compared to the ARIMA performance. However, these 
two models failed to outperform ARIMA on the out-of-sample dataset. The two hybrid 
models showed no improvements in the forecasting accuracy over the single models on in-
sample data. However, out-of-sample results show that hybrid ARIMA-MLP outperformed 
ARIMA in all three measures and ARIMA-Elman outperformed ARIMA in two measures, 
RMSE and MAE. Although differences are minor, hybrid ARIMA-MLP model was
preferable. This was because the ANN model selection procedure was nonlinear and was
mainly based on its performance on a single measure, the RMSE, which was achieved by the 
ARIMA-MLP hybrid model that had lowest out-of-sample RMSE (Table 6.6). Moreover, the 
comparison in this study made over one-step ahead forecasting which is considered short
period to judge the performance of the models. 
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Table  6.5 Performance of all models for the in-sample daily gold price
In-Sample                                RMSE MAPE MAE
ARIMA 4.645 0.6819 2.9573
MLP (4-3-1) 4.6244 0.6790 2.9466
Elman (4-3-1) 4.6243 0.6790 2.9466
Hybrid (ARIMA-MLP(4-2-1)) 4.6049 0.6885 2.9671
Hybrid (ARIMA-Elman(1-4-1)) 4.6386 0.6846 2.9443
Table  6.6 Performance of all models for the out-of-sample daily gold price
Out -of-Sample                      RMSE MAPE MAE
ARIMA 15.5211 1.3312 11.3278
MLP (4-3-1) 16.1215 1.4156 12.0517
Elman (4-3-1) 16.1005 1.4066 12.0139
Hybrid (ARIMA-MLP(4-2-1)) 15.4681 1.3262 11.2879
Hybrid (ARIMA-Elman(1-4-1)) 15.5080 1.3315 11.3329
6.2 Summary 
The results presented in this research showed that, generally, using a hybrid system was more 
accurate than using either of the models individually for gold price modelling in the three 
series. This supported the claims made by many authors in the literature review. Thus, this 
study confirmed that using a hybrid approach for forecasting financial time series was better 
than using non-hybrid methods. The accuracy was improved after modelling the residual and 
combining it with the forecast produced by the ARIMA technique. Even though hybrid results 
were only slightly better in some cases, this difference was critical when a decision needs to 
be taken. When comparing the individual methods used to forecast gold price series, the ANN 
outperformed the ARIMA approach. For example, in the yearly gold price modelling, ANN 
approach achieved higher accuracy than that achieved by ARIMA when introduced to the 
unseen data. Nevertheless, the performance of ANN on the in-sample dataset was poorer than 
ARIMA which could be mainly due to the number of samples used for modelling ANN. 
Normally, ANN require large sample size in order to learn the patterns. ANN outperformed 
ARIMA in both in-sample and out-of-sample datasets (Tables 6.3 and 6.4) on monthly data. 
Only on the daily gold price modelling, all the models achieve similar accuracy. ARIMA-
MLP achieved a slightly higher accuracy on out-of-sample data compared to other models.
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This research showed that there was no one ANN method that can provide the absolute 
solution in modelling the gold price. MLP showed better results in some cases and Elman was 
better than MLP in others. Also, the trail-and-error procedure used in this study was different 
from the approaches for modelling time series using ANN methods that were discussed in the 
literature review. When modelling the gold price using the ANN approach, several networks 
were trained with the logistic function and retrained with tangent function in the hidden layer. 
In some cases, the accuracy when using logistic function showed some improvement, but in 
others the tangent function was a better alternative. Generally, the results of the hybrid models 
were more accurate than those of the individual methods (ARIMA, MLP, GA-MLP, and 
Elman). 
In this research an attempt was made to automate the selection of the MLP architecture, hence 
improve the accuracy, by utilising Genetic Algorithms (GA) to optimise the number of hidden 
neurons and the weights of the MLP network. Usually, GA took a long time, longer than MLP 
and Elman to reach the solution. For GA, we limited the number of generations (training) to 
1000 which took GA around 13 hours to converge. This number of generations was not 
enough for the GA to reach the optimum solution which, in turn, reflected on its optimisation 
accuracy. We decided not to increase the number of generations as the computational time 
was a concern. It is also worth noting that the population size was varied according to the 
number of variables needing to be optimised by GA; for example, if the number of variables 
was equal to or less than 10 then the population size was set to 10 and so forth. This approach 
was used in order to improve the accuracy and speed up the convergence process of the GA. 
This method was also suggested byMATLAB help documents where it stated that the 
population size should not be less than the number of variables needed to be optimised by 
GA.  The final result of GA-MLP modelling was less accurate than all the models used in this 
study. Nevertheless, we believe that if GA was given more/longer time by increasing the 
number of generations to optimise the given problem, the accuracy would be improved. This 
issue could be looked at and resolved in future work.
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Chapter 7
Conclusions and Recommendations for Further
Research
The main question addressed in this study was whether a neural network hybrid system can 
produce better results than an individual model in forecasting the price of gold. In this study 
two hybrid models were developed that combined the ARIMA and ANN methods. The 
ARIMA and two types of ANN methods (MLP and Elman) were used to model three time 
series of gold price namely; yearly, monthly and daily. Several ARIMA models for each 
series were built, and the best model was chosen in each case to forecast the price of gold. 
Several MLP and Elman networks were also built in order to find the best network 
architecture. The networks were trained several times with different number of hidden 
neurons and different types of activation functions (logistic and tangent) using the LM 
algorithm. In an attempt to improve the MLP accuracy, Genetic algorithm (GA) was 
employed to find the optimal number of neurons and weights for MLP; however, it was found 
to be slower and less accurate than MLP and Elman trained with LM. 
The results, in general, showed that ANN techniques were better than ARIMA as individual 
methods for gold price modelling. For example, in the yearly and monthly gold price 
modelling, MLP and Elman produced better results than the ARIMA model. Only on the in-
sample predictions from yearly gold price modelling was the ANN approach less accurate 
than ARIMA because ANN required more data to learn its patterns. However, in the monthly 
gold price modelling MLP and Elman were found to be better when compared to ARIMA. In 
order to further improve gold price forecasting accuracy, two hybrid methods were developed 
where MLP and Elman were used to model the residuals generated from modelling the price 
of gold using the ARIMA technique.  Generally, these results showed that using either of the 
two hybrid methods (ARIMA-MLP and ARIMA-Elman) in modelling the price of gold 
yielded better results than those achieved by the individual methods, such as ARIMA or 
ANN. For yearly gold price modelling, the ARIMA-MLP model was found to be the best 
combination. Similarly, the ARIMA-MLP model was found to be the best model for 
forecasting the monthly gold price. Therefore, combining the two methods, ARIMA to model
the process of gold prices over time and ANN to model the residuals of the ARIMA process 
was the best approach to forecast the yearly and monthly price of gold. Since the results of 
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this study used one-step ahead forecasting, it was difficult to give justification for the 
performance of some models, for example, the daily gold price modelling. 
It would be better if these models are tested over a longer period to reveal the stability of the 
model and the ability to generalise to unseen data. Thus, one suggested future work is to test 
the models over longer periods.  Another future work we suggest is to compare our proposed 
method with some of the methods suggested in the literature review over the same time period 
to see how accurate they are in comparison to the other models.  Another possible future work 
would be to investigate different types of dynamic/ recurrent neural networks, for example, 
the Jordan network, one of the most widely used approaches in time series forecasting. 
Moreover, improving the optimisation time taken by GA would also be a possible aspect to 
look at in future. We also suggest using wavelet transform technique along with the ANN to 
improve time series prediction accuracy. Furthermore, on a broad scale, a multivariable 
hybrid system could be built and compared with the univaraite hybrid system used in this 
study; for example, Vector Autoregressive (VAR) and ANN could be a possible multivariable 
hybrid system. Also the order of implementation of the hybrid system could be looked at. One 
possible method suggested in the literature review is to model the nonlinear patterns first and 
then use a linear model to capture the remaining linear patterns (e.g. ANN-ARIMA).
Finally, this study provided some insights that revealed how to address and deal with some 
aspects related to modelling time series using different approaches. Moreover, a 
comprehensive knowledge was gained from conducting this study and the methods presented 
that can be considered as tools in handling and modelling time series based on statistics and 
neural networks in future work. 
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Appendix A
Yearly Gold Price Series 
A.1 Figures  
A.1.1 The first difference of the yearly gold price  
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A.1.3 Predicted (Pre) and Actual (Act) data: ARIMA-MLP (1-4-1) on the yearly out-of-
sample  
Yearly Gold Price Forecasting Result: 
Hybrid ARIMA-MLP
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A.1.4 Predicted (Pre) and Actual (Act) data: ARIMA-Elman (1-5-1) on the yearly out-of-
sample  
Yearly Gold Price Forecasting Result: Hybrid ARIMA-Elman
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A.2 Tests  
A.2.1 Standard deviation test for the three subgroups of first difference of the log-
transformed series  
0.05).
D ifferences among the standard dev iations are significant (p <
> 0.50.10.050
NoYes
P = 0.000
dln1970-1982
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dln1983-1995
0.50.40.30.20.1
implicat ions.
the d ifferences to determ ine if they hav e pract ical
dev iations that d iffer from each other. C onsider the size o f
Red interv als that do not ov erlap ind icate standard
Comparison Chart to identify standard dev iat ions that differ.
standard dev iat ions at the 0.05 lev el o f significanc e. Use the
You can conc lude that there are differences among the
1 dln1983-1995 3
2 dln1996-2008 3
3 dln1970-1982 1 2
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Which standard deviations differ?
Standard Deviations Test for dln1970-1982, dln1983-1995, dln1996-2008
Summary Report
Do the standard deviations differ?
Standard Deviations C omparison Chart
Red interv als that do not ov erlap d iffer.
Comments
A.2.2 Standard deviation test for the three subgroups of second difference of the log-
transformed series
(p > 0 .0 5 ).
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A.3 Tables  
A.3.1 Detecting change in the  variance to check for over-differencing problem  
Level Variance 
Logarithmic transformed  series 0.652862
1st difference of logarithmic transformed series 0.046737
2nd difference of logarithmic transformed series 0.059228
A.3.2 The best ARIMA model according to the AIC criteria for the yearly gold price  
AIC
AR/MA 0 1 2 3 4
0 0.332897 0.050082 -0.178607 -0.158358 0.049803
1 0.422230 0.005022 -0.188456 -0.089742 0.108573
2 0.311819 -0.117621 -0.098959 -0.053863 0.153717
3 0.412351 -0.481884 -0.447444 -0.440761 -0.337777
4 0.007066 -0.333166 -0.236659 -0.167257 -0.050379
A.3.3 The best ARIMA model according to the BIC criteria for the yearly gold price  
BIC
AR/MA 0 1 2 3 4
0 0.380476 0.145240 -0.035870 0.031957 0.287697
1 0.518217 0.149004 0.003520 0.150227 0.396537
2 0.456984 0.075933 0.142982 0.236467 0.492436
3 0.607371 -0.238109 -0.154914 -0.099476 0.052264
4 0.252494 -0.038653 0.106940 0.225428 0.391391
A.3.4 The best ARIMA model according to the R-squared criteria for the yearly gold price  
R-squared 
AR/MA 0 1 2 3 4
0 0.000000 0.298296 0.480226 0.506159 0.433800
1 0.011047 0.394918 0.536960 0.525410 0.462627
2 0.188622 0.510996 0.538672 0.553123 0.490749
3 0.187280 0.693213 0.706877 0.727599 0.721265
4 0.520676 0.686183 0.682021 0.686420 0.675723
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A.3.5 Possible ARIMA models for modelling the yearly gold price  
Number AR MA R-squared AIC BIC Root Q-stat up to 12 lags (residuals )
1 2 0 0.169854 0.18084 0.229229 Yes 12.858   0.303      (spikes)
2 6 2 0.47442 -0.1612 -0.06202 Yes 17.396  0.066 (spike at 1 in both)
3 0 2,6 0.563554 -0.42476 -0.3296 Yes 10.854  0.369       (spike at 1 in both)
4 0 1,2,6 0.553778 -0.33118 -0.18845 Yes 7.6947  0.565        ( spikes) 
5 (with constant) 0 1,2,6 0.633865 -0.45757 -0.26725 Yes 6.6363  0.675  (spikes)
6 1 2,6 0.63559 -0.50206 -0.35808 Yes 3.8093  0.924
7 2 4 0.411497 -0.08625 0.010521 Yes 6.5083  0.771
8 4 4 0.643247 -0.53826 -0.44009 Yes 18.641  0.045        ( spikes at 2 and 5)
9 2,4 4 0.758362 -0.84453 -0.69728 Yes 25.704  0.002  (spikes)
10 2,4 1 0.579519 -0.29057 -0.14332 Yes 5.4888   0.790
11 1 2,4 0.506551 -0.19892 -0.05494 Yes 9.9956    0.351
12 2,4 6 0.635973 -0.43474 -0.28749 Yes 9.0871   0.429      (spike at 1) 
13 0 2 0.372845 -0.13366 -0.08608 Yes 8.7024  0.649
14 (with constant) 1 2 0.513721 -0.21356 -0.06957 Yes 10.959  0.361
15 (with constant) 1 2,4 0.673067 -0.53651 -0.34453 Yes 15.478  0.079  
16 4 2,4,6 0.763173 -0.78131 -0.58497 Yes 12.948   0.114      (spikes)
17 2 6 0.48108 -0.21208 -0.11531 Yes 7.7923  0.649
18 0 1,2,5 0.573378 -0.30467 -0.11435 Yes 10.460  0.315       ( spikes)
19 2,4 4 0.758362 -0.84453 -0.69728 Yes 25.704  0.002       (spikes) 
20 1 1,4 0.433379 -0.06065 0.08333 Yes 10.445   0.316      (spikes)
A.3.6 Table of the restricted ARIMA (1,2,4) estimation results  
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A.3.7 Table of the restricted ARIMA (1,2,6) estimation results  
A.3.8 Inverse Roots of AR/MA Polynomial/s for the restricted ARIMA (1,2,4)  
Sample: 1968 1997
Included observations: 27
AR Root(s) Modulus Cycle
-0.840903 0.840903
No root lies outside the unit circle.
ARMA model is stationary.
MA Root(s) Modulus Cycle
0.953130 ±  0.078265i 0.956338 76.68974
-0.953130 ±  0.078265i 0.956338 2.053555
No root lies outside the unit circle.
ARMA model is invertible.
ARIMA (1, 2, 4)
A.3.9 Inverse Roots of AR/MA Polynomial/s for the restricted ARIMA (1,2,6)  
Sample: 1968 1997                
Included observations: 27
AR Root(s) Modulus Cycle
 -0.419663 0.419663
No root lies outside the unit circle.
ARMA model is stationary.
MA Root(s) Modulus Cycle
0.956040 ±  0.240895i 0.985922 25.45517
-0.956040 ±  0.240895i 0.985922 2.170538
2.12e-22 ±  0.742913i 0.742913 4.000000
No root lies outside the unit circle.
ARMA model is invertible.
ARIMA (1, 2, 6)
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Appendix B
Monthly Gold Price Series 
B.1 Figures  
B.1.1 The correlogram of the first difference of the log transformed monthly gold price  
B.1.2 Test the Adequacy of the Transformation Method Used  
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B.1.3 Predicted (Pre) and Actual (Act) data:ARIMA-MLP  (5-6-1) on the monthly out-of-
sample  
Monthly Gold Price Forecasting Result:Hybrid ARIMA-MLP 
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B.1.4 Predicted (Pre) and Actual (Act) data:ARIMA- Elman (5-7-1) on the monthly out-of-
sample  
Monthly Gold Price Forecasting Result: 
Hybrid ARIMA-Elman
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B.2 Tables  
B.2.1 Detecting change in the  variance to check for over-differencing problem  
Level Variance 
Logarithmic transformed  series 0.388
1st difference of logarithmic transformed series 0.002666
2nd difference of logarithmic transformed series 0.003863
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B.2.2 The best ARIMA model according to the AIC criteria for the monthly gold price  
AIC
AR/MA 0 1 2 3 4 5 6 7 8 9 10 11
0 -3.042 -3.168 -3.166 -3.160 -3.155 -3.155 -3.155 -3.150 -3.164 -3.181 -3.184 -3.190
1 -3.136 -3.163 -3.160 -3.179 -3.174 -3.150 -3.148 -3.191 -3.203 -3.202 -3.197 -3.198
2 -3.153 -3.156 -3.158 -3.175 -3.168 -3.180 -3.175 -3.206 -3.201 -3.211 -3.210 -3.200
3 -3.153 -3.148 -3.171 -3.166 -3.156 -3.199 -3.177 -3.198 -3.194 -3.188 -3.186 -3.220
4 -3.146 -3.152 -3.167 -3.185 -3.199 -3.198 -3.192 -3.234 -3.230 -3.218 -3.215 -3.216
5 -3.139 -3.146 -3.172 -3.150 -3.202 -3.211 -3.205 -3.232 -3.235 -3.210 -3.228 -3.205
6 -3.136 -3.138 -3.166 -3.183 -3.166 -3.183 -3.145 -3.234 -3.240 -3.217 -3.258 -3.227
7 -3.154 -3.177 -3.192 -3.194 -3.203 -3.239 -3.237 -3.220 -3.239 -3.239 -3.213 -3.196
8 -3.160 -3.170 -3.165 -3.183 -3.180 -3.207 -3.229 -3.211 -3.216 -3.239 -3.216 -3.209
9 -3.157 -3.165 -3.204 -3.172 -3.193 -3.210 -3.216 -3.242 -3.268 -3.205 -3.188 -3.201
10 -3.156 -3.161 -3.178 -3.190 -3.213 -3.182 -3.214 -3.203 -3.198 -3.249 -3.218 -3.253
11 -3.174 -3.169 -3.188 -3.183 -3.178 -3.180 -3.221 -3.196 -3.231 -3.229 -3.277 -3.248
B.2.3 The best ARIMA model according to the BIC criteria for the monthly gold price  
SIC
AR/MA 0 1 2 3 4 5 6 7 8 9 10 11
0 -3.0313 -3.1474 -3.1348 -3.1194 -3.1040 -3.0940 -3.0837 -3.0683 -3.0720 -3.0780 -3.0715 -3.0674
1 -3.1150 -3.1324 -3.1192 -3.1281 -3.1127 -3.0785 -3.0658 -3.0990 -3.1003 -3.0890 -3.0737 -3.0646
2 -3.1226 -3.1146 -3.1066 -3.1136 -3.0956 -3.0972 -3.0824 -3.1034 -3.0882 -3.0875 -3.0763 -3.0557
3 -3.1116 -3.0962 -3.1091 -3.0936 -3.0736 -3.1064 -3.0743 -3.0850 -3.0702 -3.0543 -3.0414 -3.0658
4 -3.0944 -3.0896 -3.0952 -3.1022 -3.1061 -3.0944 -3.0789 -3.1099 -3.0953 -3.0733 -3.0605 -3.0509
5 -3.0769 -3.0732 -3.0892 -3.0565 -3.0983 -3.0973 -3.0813 -3.0973 -3.0902 -3.0550 -3.0624 -3.0288
6 -3.0632 -3.0552 -3.0731 -3.0790 -3.0524 -3.0582 -3.0105 -3.0892 -3.0843 -3.0514 -3.0817 -3.0399
7 -3.0710 -3.0832 -3.0877 -3.0797 -3.0780 -3.1044 -3.0918 -3.0646 -3.0729 -3.0620 -3.0256 -2.9982
8 -3.0663 -3.0663 -3.0505 -3.0580 -3.0443 -3.0612 -3.0724 -3.0445 -3.0387 -3.0517 -3.0178 -3.0009
9 -3.0531 -3.0498 -3.0786 -3.0364 -3.0468 -3.0540 -3.0494 -3.0645 -3.0800 -3.0067 -2.9793 -2.9818
10 -3.0408 -3.0359 -3.0419 -3.0440 -3.0563 -3.0152 -3.0358 -3.0152 -2.9995 -3.0399 -2.9990 -3.0229
11 -3.0479 -3.0325 -3.0414 -3.0256 -3.0100 -3.0018 -3.0322 -2.9966 -3.0216 -3.0095 -3.0461 -3.0068
B.2.4 The best ARIMA model according to the R-Squared criteria for the monthly gold 
price  
R-squared
AR/MA 0 1 2 3 4 5 6 7 8 9 10 11
0 0.000 0.123 0.126 0.126 0.126 0.131 0.135 0.135 0.151 0.169 0.177 0.186
1 0.097 0.126 0.128 0.149 0.149 0.133 0.135 0.176 0.190 0.193 0.193 0.199
2 0.120 0.126 0.133 0.152 0.150 0.164 0.165 0.195 0.195 0.207 0.210 0.206
3 0.126 0.126 0.151 0.151 0.147 0.187 0.173 0.195 0.195 0.195 0.197 0.229
4 0.126 0.135 0.153 0.172 0.188 0.191 0.191 0.228 0.229 0.224 0.226 0.231
5 0.127 0.137 0.164 0.149 0.197 0.208 0.208 0.233 0.239 0.224 0.242 0.228
6 0.131 0.137 0.166 0.183 0.174 0.192 0.166 0.241 0.249 0.236 0.270 0.251
7 0.152 0.175 0.192 0.198 0.209 0.242 0.244 0.235 0.253 0.257 0.241 0.232
8 0.163 0.177 0.176 0.195 0.197 0.223 0.243 0.234 0.242 0.263 0.250 0.249
9 0.168 0.178 0.214 0.193 0.214 0.232 0.240 0.263 0.286 0.244 0.235 0.249
10 0.173 0.182 0.200 0.214 0.236 0.216 0.244 0.241 0.241 0.282 0.264 0.292
11 0.195 0.195 0.214 0.215 0.215 0.221 0.256 0.241 0.271 0.274 0.311 0.295
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B.2.5 Possible ARIMA models for modelling the monthly gold price  
Number AR MA R-squared AIC BIC Root Q-stat test Up to 
50 lags  
(residuals)
1
1 0 0.091419 -3.135037 -3.124768 Yes 118.05         0.000
2
2 0 0.112479 -3.150671 -3.130094 Yes 92.968         0.000     
3
8 0 0.033057 -3.057461 -3.047052 Yes 129.45         0.000
4
9 0 0.012319 -3.033608 -3.023178 Yes 146.73         0.000
5
10 0 0.003023 -3.021578 -3.011127 Yes 156.60         0.000
6
11 0 0.026774 -3.043085 -3.032613 Yes 128.31         0.000
7
12 0 0.010242 -3.02549 -3.014997 Yes 133.52         0.000
8
14 0 0.004652 -3.01665 -3.006116 Yes 135.91         0.000
9
29 0 0.016319 -3.09197 -3.081108 Yes 109.86         0.000
10
1,2 0 0.112479 -3.150671 -3.130094 Yes 92.968         0.000
11
1,8 0 0.123836 -3.15076 -3.12994 Yes 96.844         0.000
12
0 1 0.117394 -3.166387 -3.156138 Yes 91.660 0.000
13
0 7 0.003951 -3.045469 -3.035221 Yes 151.95         0.000
14
0 8 0.027448 -3.069343 -3.059095 Yes 135.06         0.000
15
0 11 0.027893 -3.069801 -3.059552 Yes 126.44         0.000
16
1 2 0.118535 -3.160141 -3.139604 Yes 89.224   0.000
17
1 1,2 0.126035 -3.163491 -3.132687 Yes 89.263         0.000
18
1 7 0.098346 -3.137495 -3.116959 Yes 114.41         0.000
19
1 7,8 0.118064 -3.154412 -3.123607 Yes 99.874         0.000
20
1 7,8,13 0.127544 -3.160024 -3.118952 Yes 88.019         0.000
21
1 2,7 0.133918 -3.17255 -3.14175 Yes 81.210         0.001
22
1 2,7,8 0.157697 -3.1952 -3.15412 Yes 74.256         0.005
23
1 8 0.112789 -3.15364 -3.13311 Yes 98.036         0.000
24
1 8,11 0.135754 -3.17467 -3.14387 Yes 81.148  0.001
25
1 2,11 0.134539 -3.17327 -3.14247 Yes 82.967         0.001
26
1 11 0.111234 -3.15189 -3.13136 Yes 102.87         0.000
27
1, 2 8,11 0.155231 -3.18962 -3.14847 Yes 69.392         0.014
28
1,2 2,7,8 0.164577 -3.19554 -3.1441 Yes 79.877         0.001
29
1,2 7,8 0.14353 -3.17587 -3.13472 Yes 75.992         0.004
30
1,2,3 1,2,3,4 0.148597 -3.16348 -3.09132 Yes 85.799         0.000
31
1,2,3,4 1,2,3 0.167609 -3.184326 -3.112028 Yes 58.487         0.058
32
1 2,7,8,11 0.178124 -3.21455 -3.16321 Yes 60.985         0.056
33
1,29 0 0.08511 -3.1588 -3.13714 Yes 91.79           0.00 
34
1,14,29 0 0.099752 -3.16939 -3.1368 Yes 74.6             0.006
35
1,14,29 18 0.11255 -3.1781 -3.1346 Yes 69.23           0.015
36
1,14,29 11,18 0.12211 -3.1833 -3.129 Yes 66.28           0.021
37
14,29 1 0.11889 -3.19089 -3.1583 Yes 65.316         0.040
38
1,14,29 11,18 0.12211 -3.1833 -3.129 Yes 66.28           0.021
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B.2.6 Table of the restricted ARIMA (1,1,11) estimation results  
Sample (adjusted): 1971M03 2003M03
Included observations: 385 after adjustments
Convergence achieved after 5 iterations
MA Backcast: 1970M04 1971M02
Variable Coefficient Std. Error t-Statistic Prob.  
AR(1) 0.332262 0.050689 6.554908 0.0000
MA(2) -0.213407 0.050205 -4.250685 0.0000
MA(7) 0.139002 0.048070 2.891672 0.0041
MA(8) 0.159840 0.048156 3.319201 0.0010
MA(11) 0.156909 0.048345 3.245598 0.0013
R-squared 0.178124  Mean dependent var 0.005646
Adjusted R-squared 0.169472  S.D. dependent var 0.052875
S.E. of regression 0.048187  Akaike info criterion -3.214552
Sum squared resid 0.882356  Schwarz criterion -3.163211
Log likelihood 623.8012  Hannan-Quinn criter. -3.194190
Durbin-Watson stat 2.009044
Inverted AR Roots  .33
Inverted MA Roots .87+.30i  .87-.30i  .50-.58i .50+.58i
.18+.82i  .18-.82i  -.39+.77i -.39-.77i
-.73+.42i  -.73-.42i  -.86
B.2.7 Inverse Roots of AR/MA Polynomial/s for the restricted ARIMA (1,1,11)  
 
Inverse Roots of AR/MA Polynomial(s)
Specification: DLNMGP  AR(1)  MA(2) MA(7) MA(8) 
MA(11)
Sample: 1971M02 2003M03
Included observations: 385
AR Root(s) Modulus Cycle
 0.332262 0.332262
No root lies outside the unit circle.
ARMA model is stationary.
MA Root(s) Modulus Cycle
 0.869031 ±  0.297076i 0.918405 19.07503
-0.390071 ±  0.772479i 0.865378 3.082404
-0.857751 0.857751
 0.182553 ±  0.822105i 0.842130 4.646343
-0.727746 ±  0.415922i 0.838216 2.395988
 0.495110 ±  0.579724i 0.762374 7.272547
No root lies outside the unit circle.
ARMA model is invertible.
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Appendix C
Daily Gold Price Series 
C.1 Figures  
C.1.1 Test the Adequacy of the Transformation Method Used
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Box-Cox Plot of the Box-Cox Transformed Series
C.1.2 Predicted (Pre) and Actual (Act) data: ARIMA-MLP (4-2-1) on the daily out-of-
sample
Daily Gold Price Forecasting Result:
Hybrid ARIMA-MLP
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C.1.3 Predicted (Pre) and Actual (Act) data: ARIMA-Elman (1-4-1) on the daily out-of-
sample
Daily Gold Price Forecasting Result:
Hybrid ARIMA-Elman
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C.2 Tables  
C.2.1 Detecting change in the  variance to check for over-differencing problem
Level Variance 
Power transformed  series 0.000018
1st difference of power transformed series 0.0000000134
2nd difference of power transformed series 0.0000000275
C.2.2 The best ARIMA model according to the AIC criteria for the daily gold price
AIC
AR/MA 0 1 2 3 4 5 6
0 -15.33193 -15.33320 -15.33237 -15.33297 -15.33216 -15.33155 -15.33262
1 -15.33289 -15.33191 -15.33151 -15.33175 -15.33084 -15.33422 -15.33194
2 -15.33161 -15.33119 -15.33475 -15.33819 -15.33580 -15.33573 -15.33506
3 -15.33219 -15.33127 -15.33502 -15.33252 -15.33499 -15.33836 -15.33852
4 -15.33096 -15.33002 -15.33337 -15.33819 -15.33512 -15.33265 -15.33340
5 -15.32970 -15.33275 -15.33177 -15.33394 -15.33330 -15.33296 -15.33878
6 -15.33005 -15.33131 -15.33002 -15.33739 -15.33650 -15.33691 -15.34481
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C.2.3 The best ARIMA model according to the BIC criteria for the daily gold price
BIC
AR/MA 0 1 2 3 4 5 6
0 -15.32916 -15.32767 -15.32406 -15.32190 -15.31833 -15.31494 -15.31325
1 -15.32735 -15.32360 -15.32044 -15.31790 -15.31423 -15.31484 -15.30979
2 -15.32330 -15.32011 -15.32090 -15.32158 -15.31641 -15.31357 -15.31013
3 -15.32111 -15.31742 -15.31840 -15.31313 -15.31282 -15.31342 -15.31081
4 -15.31710 -15.31339 -15.31397 -15.31601 -15.31017 -15.30493 -15.30291
5 -15.31306 -15.31334 -15.30959 -15.30898 -15.30556 -15.30246 -15.30550
6 -15.31063 -15.30912 -15.30506 -15.30965 -15.30598 -15.30361 -15.30875
C.2.4 The best ARIMA model according to the R-Squared criteria for the daily gold price
R-Squared 
AR/MA 0 1 2 3 4 5 6
0 0.000000 0.002260 0.002410 0.003993 0.004172 0.004539 0.006591
1 0.002302 0.002306 0.002896 0.004112 0.004195 0.008534 0.007250
2 0.002358 0.002926 0.007450 0.011840 0.010446 0.011354 0.011667
3 0.003713 0.003779 0.008491 0.006990 0.010413 0.014714 0.015840
4 0.003930 0.003972 0.008286 0.014024 0.011972 0.010510 0.012227
5 0.004117 0.008136 0.008142 0.011266 0.011608 0.012253 0.018956
6 0.005941 0.008182 0.007883 0.016137 0.016231 0.017604 0.026306
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C.2.5 Possible ARIMA models for modelling the daily gold price
Number AR MA R2 AIC BIC Roots Q-stat up to 50 lags 
1 1,2,3,4,5,11 1,2,4,5 0.027418 -15.3463 -15.3157 yes 50.652 0.121
2 1,2,5,23 1,2,4,5 0.046356 -15.3715 -15.3463 yes 57.338 0.058
3 1,2,3,4,5 1,2,4,5 0.018534 -15.3403 -15.3126 yes 46.32 0.262
4 1,2,5 2,5 0.016912 -15.3426 -15.326 yes 54.002 0.168
5 1,2,5 2 0.006434 -15.333 -15.3192 yes 58.526 0.102
6 1,2 1,2 0.00745 -15.3348 -15.3209 yes 52.684 0.231
7 1,2,17 1,2 0.0089 -15.33 -15.3133 yes 45.411 0.455
8 1,17,31 1,17,31 0.009133 -15.4005 -15.3808 yes 45.386 0.414
9 11,17,23 11,23 0.047152 -15.3753 -15.3585 yes 58.086 0.091
10 17,23 23 0.044085 -15.3741 -15.3629 yes 59.168 0.11
11 17,23 11,23 0.045778 -15.3749 -15.3609 yes 56.866 0.131
12 1,17,31 1,17,31 0.009133 -15.4005 -15.3808 yes 45.386 0.414
13 1,17 0 0.004836 -15.3289 -15.3205 yes 56.813 0.18
14 1,17 31 0.00794 -15.331 -15.3198 yes 50.649 0.332
15 1,17 1,2 0.007277 -15.3293 -15.3154 yes 48.703 0.365
16 1 17,23 0.007007 -15.3356 -15.3246 yes 54.229 0.218
17 1,31 1,17,31 0.005858 -15.3992 -15.3851 yes 47.85 0.358
18 23 17,23 0.043681 -15.3737 -15.3625 yes 58.865 0.115
19 6 6 0.012727 -15.3409 -15.3325 yes 65.042 0.051
20 7 7 0.012735 -15.3404 -15.332 yes 60.396 0.108
21 8 8 0.012935 -15.3402 -15.3319 yes 65.206 0.05
22 9 9 0.013616 -15.3408 -15.3324 yes 63.6 0.065
23 10 10 0.019493 -15.3463 -15.3379 yes 217.83 0
24 12 12 0.022592 -15.3488 -15.3404 yes 62.646 0.076
25 13 13 0.029889 -15.3558 -15.3474 yes 61.607 0.09
26 14 14 0.036729 -15.3624 -15.354 yes 58.129 0.15
27 15 15 0.032273 -15.3573 -15.349 yes 61.143 0.096
28 16 16 0.03901 -15.3643 -15.3559 yes 62.945 0.073
29 17 17 0.037 -15.3617 -15.3534 yes 52.084 0.318
30 18 18 0.031292 -15.3554 -15.3471 yes 60.64 0.104
31 19 19 0.036518 -15.3616 -15.3532 yes 62.11 0.083
32 20 20 0.033214 -15.3577 -15.3493 yes 64.663 0.055
33 21 21 0.044371 -15.3694 -15.3611 yes 66.437 0.04
34 0 1,17,31 0.007702 -15.3367 -15.3256 yes 50.678 0.331
35 1 1,17,31 0.008072 -15.3357 -15.3219 yes 50.056 0.316
36 1 0 0.002302 -15.3329 -15.3274 yes 63.779 0.076
37 0 1 0.00226 -15.3332 -15.3277 yes 64.441 0.069
154
C.2.6 Table of the restricted ARIMA (5,1,5) estimation results
C.2.7 Inverse Roots of AR/MA Polynomial/s for the restricted ARIMA (5,1,5)
Inverse Roots of AR/MA Polynomial(s)
Specification: DBOXGPD C  AR(1)  AR(2) AR(3)
AR(4) AR(5) MA(1) MA(2) MA(4) MA(5)
Sample: 1/04/2000 10/15/2007
Included observations: 2024
AR Root(s) Modulus Cycle
-0.775772 ±  0.606871i 0.984944 2.535842
0.958324 0.958324
0.458165 ±  0.693244i 0.830965 6.367250
No root lies outside the unit circle.
ARMA model is stationary.
MA Root(s) Modulus Cycle
-0.777597 ±  0.608985i 0.987684 2.536403
0.975903 0.975903
0.476142 ±  0.724838i 0.867238 6.349283
No root lies outside the unit circle.
ARMA model is invertible.
