Additive mappings on symmetric matrices  by Kuzma, B. & Orel, M.
Linear Algebra and its Applications 418 (2006) 277–291
www.elsevier.com/locate/laa
Additive mappings on symmetric matrices 
B. Kuzma a,b, M. Orel a,∗
a IMFM, Jadranska 19, 1000 Ljubljana, Slovenia
b University of Primorska, Cankarjeva 5, 6000 Koper, Slovenia
Received 30 September 2005; accepted 7 February 2006
Available online 3 April 2006
Submitted by R.A. Brualdi
Abstract
Additive mappings, which do not increase the minimal rank of symmetric matrices are classified in
characteristic two or three.
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1. Introduction
It is a common practice in solving (linear) preserver problems by reducing them to preservers
of some ‘minimal’ set. As a typical example, this ‘minimal’ set may consist of the elements whose
square does not change [3,1], or it may consist of operators of minimal rank [14,6].
Similar technique proved useful in studying the more challenging problem of preservers that
are merely additive [7,8,13,16,2,18,19].
Recently, Lim [11] characterized additive mappings that do not increase rank-one on symmetric
matrices (i.e., rk A = 1 implies rk(A)  1). It was also demanded that the underlying field is of
characteristic different from two and three. Recall, however, [15] that bijections, which preserve
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adjacency onSn(F) in both directions have already been classified on arbitrary fields, even without
additivity assumption. Unless the field equals Z2, they are all of the form A → λPAσP tr + S0 for
some invertible P. When F = Z2, there is an extra map. We refer to [9] for further developments
on this theme.
Without bijectivity, things are more complicated, and we know only of one such result [10]
of adjacency preserving maps on complex Hermitian matrices. However, if we add the additivity
assumption, we could still hope for a nice structural result.
Presently we are able to fill in the missing gap in [11], and give a fairly complete description
of additive mappings, which do not increase rank-one on symmetric matrices if the underlying
field has characteristic two or three.
2. Preliminaries and statement of the main result
Unless otherwise stated, F will stand for any field of characteristic two or three and Fn will
denote the space of all column-vectors of length n. Given x ∈ Fn we can, and will do so, identify
it with an n-by-1 matrix. Moreover, we let {e1, . . . , en} be the standard basis of Fn, and let{
E
(k×h)
11 , E
(k×h)
12 , . . . , E
(k×h)
kh
}
be the standard basis in the space Mk×h(F) of all rectangular
k-by-h matrices with entries from F. To avoid long expressions, we will write shortly Eij when
matrices are quadratic, i.e., when k = h. Further, we let, Dij := Eij + Eji for i /= j . Primarily,
our interest is in the subset of symmetric matrices, Sn(F) ⊂Mn(F), which are defined below.
We also collect the relevant properties, and refer to a book [15] for the proofs and additional
information.
A matrix A ∈Mn(F) is called symmetric if Atr = A (Atr is the transpose of A); it is called alter-
nate ifAtr = −A and the main diagonal of A is zero. The following facts will be used freely:Sn(F)
is spanned by matrices Eii and Dij . Since Dij = (Eii + Eij + Eji + Ejj ) − Eii − Ejj , the
symmetric matrices of rank-one additively generateSn(F). Note that Dij are rank-two symmetric
matrices, that are also alternate, when char F = 2. Moreover, if A is symmetric, nonalternate, then
it is cogredient to a diagonal matrix. More precisely, there exists invertible P ∈Mn(F), and
nonzero scalars λi such that
PAP tr =
r∑
i=1
λiEii (r := rk A).
Note that Eii = eietri . Consequently, any symmetric, nonalternate matrix A can be written as
A =∑ λixixtri , where xi := P−1ei are linearly independent vectors.
This is no longer true of alternate matrices since any cogredience preserves them and thus, the
diagonal remains zero. However, any alternate matrix A is cogredient to a block-diagonal matrix
of the form
(
0 1
−1 0
)
⊕
(
0 1
−1 0
)
⊕ · · ·
Finally, if σ : F1 → F2 is a field homomorphism (=additive and multiplicative function; σ = 0
is not ruled out!) we let Aσ be the matrix obtained from A by applying σ entry-wise. Recall that a
mapping f is additive if f (x + y) = f (x) + f (y). If, in addition, f (λx) = σ(λ)f (x), it is called
σ -quasilinear (see [13]).
We are now ready to state the main theorem of the paper:
Theorem 2.1. Let F1, F2 be two fields, and n,m  2. Suppose  :Sn(F1) →Sm(F2) is an
additive, rank-one nonincreasing mapping. Then it is of the following forms:
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(A)=γ T AσT tr, (i)
(A)=Pf1(A)P tr, (ii)
(A)=Pf3(A)P tr if F1 = Z2, (iii)
(A)=Pf2(A)P tr if F1 = Z3. (iv)
Here, σ : F1 → F2 is a field homomorphism, γ ∈ F2 a scalar, T ∈Mm×n(F2) arbitrary matrix,
while in the singular cases (ii)–(iv), P ∈Mm(F2) is invertible, and fi :Sn(F1) →Si (F2) ⊕ 0
are additive functions that map on upper i-by-i block.
We next list a few remarks.
Remark 2.2. The map  from case (i) preserves rank-one if and only if: γ /= 0, σ /= 0, and the
columns of T are linearly independent over the subfield σ(F1) ⊆ F2. This is easily deduced by
writing a symmetric rank-one matrix as A = αxxtr .
Remark 2.3. A nontrivial example for the function f3 :S2(Z2) →S3(Z2) from case (iii) is
f3((αij )) = α11E11 + α22E22 + α12(E11 + E22 + E33). A nontrivial example for f2 from case
(iv) can be found in [11, Example 2.7]. On real symmetric matrices we can takef1(A) = Tr(A)E11
in (ii), see [4, Remark 3.6]. All these examples even preserve rank-one.
Remark 2.4. Note that in (iii), the functions of type f3 include those of the form f2.
Remark 2.5. If the characteristics of the two fields differ then any additive  :Sn(F1) →
Sm(F2) is zero, hence of the form (i) with γ = 0.
3. The proofs
As explained in Remark 2.5, we need only consider char F1 = char F2. Moreover, the case
char F1 = char F2 /∈ {2, 3} was already done by Lim [11] (actually, he considered only the case of
F1 = F2 with minute adaptation needed to work for F1 /= F2). Hence, we will assume throughout
that char F1 = char F2 ∈ {2, 3}.
It was already observed [15,11] that the cases F1 ∈ {Z2,Z3} are special. We overcome this
by considering the low-dimensional version of F1 /∈ {Z2,Z3} separately from F1 ∈ {Z2,Z3}. We
then join the two separate results to prove the theorem in arbitrary dimension.
3.1. Case F1 ∈ {Z2,Z3} for 2-by-2 matrices
We start with the following lemma.
Lemma 3.1. Let F be any field, let D :=∑rk=1 αkEikik ∈Sn(F) be a diagonal matrix and let
M :=∑mijEij ∈Sn(F)be a rank-one symmetric matrix. Ifmts /= 0 for some s /∈ {i1, i2, . . . , ir}
then
rk(D + M) = rk D + rk M.
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Proof. Assume with no loss of generality that (i1, i2, . . . , ir ) = (1, 2, . . . , r); so s > r . Note that
the s-es column of M is nonzero. Moreover, M = M tr and rk M = 1 imply that mss /= 0, and that
all other columns are multiples of the s-es column. Using column reductions, we may transform
M into a matrix with all, but s-es, columns zero. Same reductions, performed on M + D instead
of M, produce a matrix whose upper left r-by-r block equals D, and has a nonzero (s, s) entry
(equal to mss). Hence, its rank equals rk D + 1 = rk D + rk M . 
The next lemma characterizes (nonsingular) additive, rank-one nonincreasing mappings on
2-by-2 symmetric matrices. It will play a crucial role in the sequel:
Lemma 3.2. Let F1 /∈ {Z2,Z3}, and char F1 = char F2 ∈ {2, 3}. Suppose an additive, rank-one
nonincreasing mapping :S2(F1) ⊕ 0n−2 →Sm(F2) satisfies(Eii) = δiEii /= 0 (i = 1, 2).
Then, there exists
√
δ1δ2 ∈ F2, and there exists a nonzero field homomorphism σ : F1 → F2 such
that
(A) = δ1WAσW tr (A ∈S2(F1) ⊕ 0n−2),
where W := E(m×n)11 +
√
δ1δ2/δ1E
(m×n)
22 ∈Mm×n(F2). Consequently,  preserves the rank.
Proof. We consider five steps.
Step 1.(xEii) = hi(x)Eii for some additive functions h1, h2 : F1 → F2, with hi(1) = δi /=
0.
Namely, rk(xEii)  1, and also rk((1 + x)Eii) = rk(δiEii +(xEii))  1. Then, how-
ever, δiEii +(xEii) = δieietri + νxixtri which is of rank at most one precisely when xi ∈ F2ei ,
so (xEii) ∈ F2Eii . The rest follows by additivity.
Step 2. Suppose additive h1, h2 from Step 1 satisfy
h1(y)h2
(
x2
y
)
= h1(z)h2
(
x2
z
)
(∀x, y, z ∈ F1\{0}). (1)
Then, 1/δ1h1 = 1/δ2h2 =: σ is a nonzero field homomorphism.
To see this, we evaluate (1) at x, z := 1 to deduce h1(y)h2(1/y) = h1(1)h2(1) = δ1δ2. In
particular, Ker h1 = 0 = Ker h2. Next, evaluate (1) at y := 1 and z := x (respectively, at y := x2
and z := x) to obtain
δ1h2(x
2)= h1(x)h2(x), (2)
δ2h1(x
2) = h1(x)h2(x). (3)
Evaluate (2) and (3) at x + y in place of x, and rearrange, to get δ1h2(2xy) = h1(y)h2(x) +
h1(x)h2(y) = δ2h1(2xy). When char F1 = 3 this immediately gives (1/δ1)h1 = (1/δ2)h2. If,
however, char F1 = 2 then we divide the resulting identity 0 = h1(y)h2(x) + h1(x)h2(y)
with h1(y)h1(x) to obtain h2(x)/h1(x) = −h2(y)/h1(y) = h2(y)/h1(y) = const., so again:
(1/δ1) h1 = (1/δ2) h2 =: σ .
Consequently, Eq. (3) reduces into σ(x2) = σ(x)2. When char F1 = 3 this suffices for multi-
plicativity of σ . If, however, char F1 = 2 we produce additional σ(y)σ (x2/y) = σ(x2) = σ(x)2
from Eq. (1). Hence, with y := t2, σ(x/t)2 = σ((x/t)2) = σ(x2/t2) = σ(x)2/σ(t)2. In a field
of characteristic two, the equation A2 = B2 has a unique solution A = B. Hence, σ(x/t) =
σ(x)/σ (t).
Step 3. (xD12) = a1(x)E11 + b(x)D12 + a2(x)E22 ∈S2(F2) ⊕ 0 for some additive func-
tions a1, b, a2 : F1 → F2.
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Fix x ∈ F1. By the assumptions on F1, there exists y ∈ F1\{0, x}. Put A := E11 + E22 +
(yE11 + xD12 + x2/yE22). Obviously, rk A  2, and it is nonalternate (this is clear when char F1 =
3; if char F1 = 2 then 1 + y = 0 and 1 + x2/y = 0 would wrongly imply y = x). Hence, A is a sum of
two matrices of rk  1, so that
2  rk(A) = rk(δ1E11 + δ2E22 +(yE11 + xD12 + x2/yE22)).
Now, if M := (yE11 + xD12 + x2/yE22) /∈S2(F2) ⊕ 0 we use Lemma 3.1 on D := δ1E11 +
δ2E22 and M to deduce rk(A) = 3, a contradiction. Consequently,(xD12) = M −(yE11) −
(x2/yE22) ∈S2(F2) ⊕ 0, by Step 1. The rest follows by additivity.
Step 4. We have a1(x) ≡ 0 ≡ a2(x).
We consider separately the case when char F1 = 3 and when char F1 = 2. Assume the former.
For each scalars x, y; y /= 0, the matrix (yE11 + xD12 + x2/yE22) is of rank-one at most. Hence,
the principal 2-by-2 minor of its -image vanishes, i.e.,
det
(
a1(x) + h1(y) b(x)
b(x) a2(x) + h2
(
x2
y
))
= (a1(x) + h1(y))
(
a2(x) + h2
(
x2
y
))
− b(x)2 = 0. (4)
We evaluate (4) with 2y in place of y, and compare the two results, using h2(t/2) = 1/2h2(t):
a2(x)h1(y) = 1/2a1(x)h2(x2/y). (5)
With this in mind, we can simplify Eq. (4), in a field of characteristic three, into: h1(y)h2( x2y ) =
b(x)2 − a1(x)a2(x). Clearly, the right side is independent of y, so
h1(y)h2
(
x2
y
)
= h1(z)h2
(
x2
z
)
(∀y, z ∈ F1\{0}).
By Step 2, h1 = δ1σ and h2 = δ2σ , where σ : F1 → F2 is a field homomorphism. Consequently,
Eq. (5) simplifies into
δ2σ(x)
2a1(x) = 2δ1σ(y)2a2(x).
Since F1 /= Z3, σ(y)2 is a nonconstant function of y. Therefore, the above identity is possible
only when both sides are zero, so that a1(x) = 0 = a2(x), as anticipated.
In the remaining case of char F1 = 2 we argue with contradiction. So assumea1(x) /≡ 0 (the case
a2(x) ≡ 0 is symmetric). Deduce Eq. (4) as before. Now, b(x) is additive, and in a commutative field
F2 of char F2 = 2, the mapping b(x)2 is also additive. Hence, F(x) := (a1(x) + h1(y))(a2(x) +
h2(
x2
y
)) must be additive as well. Rearranging the defining equation F(x + z) = F(x) + F(z) in
characteristic two, we easily derive
a1(z)
(
h2
(
x2
y
)
+ a2(x)
)
= a1(x)
(
h2
(
z2
y
)
+ a2(z)
)
. (6)
By the assumption, there exists z such that a1(z) /= 0. Fix arbitrary x /= 0. Since h2 is additive,
nonzero, and #F1  4, we may find y such that h2(x2/y) + a2(x) /= 0. Therefore, the left-hand
side is nonzero, so a1(x) /= 0. We deduce that Ker a1 = 0.
Choose z /= 0, divide Eq. (6) with a1(z) and compute it at y := 1/t to derive
h2(tx
2) − h2(tz
2)a1(x)
a1(z)
= a1(x)a2(z)
a1(z)
− a2(x) (t, z /= 0). (7)
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The left-hand side is an additive function of t, while the right is independent of t. Since #F1  4
this is possible only when both sides equal zero. Therefore, a2(z)
a1(z)
= a2(x)
a1(x)
for all nonzero x, z.
Hence,
a2(x) = γ a1(x) (γ ∈ F2). (8)
This also simplifies Eq. (7) into h2(tx2) = h2(tz2)a1(x)a1(z) (t, z /= 0). Compute it at z := 1, respec-
tively, at z := 1 and t := 1, to derive
h2(tx
2)=h2(t) · a1(x)
a1(1)
=: h2(t) · φ(x)
(
φ(x) := a1(x)
a1(1)
; t, x /= 0
)
, (9)
h2(x
2)=h2(1) · φ(x) = δ2φ(x). (10)
Write a1(x) = γ1φ(x), rewrite Eq. (8) into a2(x) = γ a1(x) = γ2φ(x), and use together with (9)
evaluated at t := 1/y, in the starting equation (4):
b(x)2 = (h1(y) + γ1φ(x)) ·
(
h2
(
1
y
)
φ(x) + γ2φ(x)
)
. (11)
Evaluate at y := 1 to get b(x)2 = (δ1 + γ1φ(x))(δ2φ(x) + γ2φ(x)). Put back into (11), divide
by φ(x), and rearrange:
γ1φ(x)
(
h2
(
1
y
)
− δ2
)
= δ1δ2 + γ2(δ1 − h1(y)) − h1(y)h2
(
1
y
)
.
The left-hand side is an additive function in x, while the right is independent of x. Since #F1  4
this is possible only when both sides equal zero. Therefore, h2( 1y ) ≡ δ2 for y /= 0, which again
contradicts additivity of h2.
Step 5. We claim that ∃√δ1δ2 ∈ F2, and that 1δ1 h1(x) = 1√δ1δ2 b(x) =
1
δ2
h2(x) = σ(x), where
σ : F1 → F2 is a field homomorphism. Consequently, (xE11 + yD12 + zE22) = δ1W(σ(x)
E11 + σ(y)D12 + σ(z)E22)W tr , where W := E(m×n)11 +
√
δ1δ2/δ1E
(m×n)
22 .
To see this, we again use Eq. (4) which now reads:
h1(y)h2
(
x2
y
)
= b(x)2. (12)
Evaluate at y := z and compare with (12), to get Eq. (1) from Step 2. The conclusion is that
h1 = δ1σ and h2 = δ2σ , where σ : F1 → F2 is a field homomorphism. Putting back into (12),
we deduce b(x)2 = δ1δ2σ(x)2. Hence, µ := b(1) ∈ F2 satisfies µ2 = δ1δ2. Moreover, b(x) =
µ signx · σ(x), where signx = ±1. Additivity of b(x) easily implies that signx is independent of
x. Hence, b(x) = ±µ · σ(x) = √δ1δ2σ(x). 
Corollary 3.3. Suppose Im contains a matrix of rank two or more. Then  is σ -quasilinear.
Proof. Since rank-one symmetric matrices additively generateSn(F1), we may find two of them,
say A = λ1x1xtr1 and B = λ2x2xtr2 such that (A),(B) are linearly independent. Obviously,
A,B are independent as well. Moreover, we may assume λ1 = λ2 =: λ: Namely, (λ2/λ1A) ∈
F2(A). If it is nonzero, we merely replace A by λ2/λ1A = λ2x1xtr1 . Similarly we proceed if
(λ1/λ2B) /= 0. If both are zero, then we consider (1 + λ2/λ1)A and (1 + λ1/λ2)B.
Consequently, (A) = δ1y1ytr1 , (B) = δ2y2ytr2 , and there are invertible matrices P,Q, such
that A = λQE11Qtr , B = λQE22Qtr , and P(A)P tr = δ1E11, P(B)P tr = δ2E22. By Lemma
3.2, applied on  := P(λQ unionsq Qtr)P tr ,  is σ -quasilinear on a subspace, spanned by A,B.
B. Kuzma, M. Orel / Linear Algebra and its Applications 418 (2006) 277–291 283
Finally, let X be any rank-one symmetric matrix. Now, if (FX) = {0}, then obviously,
(λX) = σ(λ)(X). Assume lastly that (α0X) /= 0. Then, at least one pair among (A),
(α0X) or (α0X),(B) is linearly independent, say, the first one. As above we conclude
that the restriction of  to a subspace LinF1{A, α0X} is quasilinear; obviously, with the same
homomorphism σ as before. Hence, (λX) = σ(λ)(X) holds for every rank-one X. Since they
additively generateSn(F1),  is indeed quasilinear. 
3.2. Case F1 ∈ {Z2,Z3} for low-dimensional matrices
In the present subsection, we let ∗ be any scalar, and let • be any nonzero scalar. Let A(•)i1i2...ik :=∑k
s=1 •Eisis +
∑
1s<tk •Disit be a rank-one matrix with nonzero entries exactly at the inter-
sections of i1, i2, . . . , ik rows and i1, i2, . . . , ik columns. It is not difficult to see that any rank-one
matrix fromSn(F) is of this type. For i /= j we also let Aij := Eii + Dij + Ejj be a matrix of
the form A(•)ij , with all • equal to 1.
Lemma 3.4. Let F be any field. Suppose M1,M2, . . . ,Mp ∈Sn(F) are p matrices with
rk Mi  1. If rk(
∑p
i=1 Mi)  r then there exist r indices i1, . . . , ir such that rk(
∑r
k=1 Mik ) = r.
Proof. We can clearly assume rk Mi = 1 for all i. Hence, Mi = βixixtri . Let xi1 , . . . , xit be lin-
early independent, while the rest of xj are their linear combination. It is readily seen that then,
r  rk
∑p
i=1 Mi  rk
∑t
k=1 Mik = t . Consequently, we may drop some of the xik to achieve that
r = rk∑rk=1 Mik . 
Lemma 3.5. Assume (F1, r) = (Z2, 4) or (F1, r) = (Z3, 3). If  is as in Theorem 2.1, then the
following assertions hold:
(a) If B is a sum of r matrices of rank-one and if rk(B) = r then rk B = r.
(b) If rk(A)  r for some A, then there exists a matrix A0 ∈Sn(F1) with rk A0 = r =
rk(A0).
Proof. (a) Assume first F1 = Z2. Then, B =∑4i=1 αixixtri , and rk(B) = 4. Now, if rk B = 3
then B is nonalternate, hence a sum of three rank-one symmetric matrices. If rk B = 2, it is a
sum of at most three such matrices. Consequently, each of the two cases give rk(B)  3, a
contradiction. Hence, rk B = 4.
When F1 = Z3 we can have no nonzero alternate matrices, and the above arguments are valid
for r = 3.
(b) Write A =∑pi=1 αixixtri , and apply Lemma 3.4 to matrices Mi := (αixixtri ). Hence,
A0 :=∑rk=1 αik xik xtrik satisfies rk(A0) = r . By (a), we also have rk A0 = r . 
Lemma 3.6. Let A :=∑3i,j=1 αijEij be a 3-by-3 symmetric matrix with rk (A)  1. Suppose
that at least two out of the three entries α12, α13, α23 are nonzero. Then all entries of matrix A
are nonzero. Furthermore, diagonal entries are uniquely determined by nondiagonal entries.
Proof. A straightforward computation with minors. 
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Lemma 3.7. Assume (F1, r) = (Z2, 4) or (F1, r) = (Z3, 3). Suppose char F2 = char F1 and an
additive  :Sr (F1) ⊕ 0n−r →Sm(F2) does not increase rank-one. Suppose furthermore,
(Eii) = δiEii /= 0 (i = 1, . . . , r). Then there exists
√
δiδj for all 1  i < j  r such that
 is of the form:
(A) = δ1WAW tr (A ∈Sr (F1) ⊕ 0n−r ),
where W := E(m×n)11 +
√
δ1δ2/δ1E
(m×n)
22 + · · · +
√
δ1δr/δ1E
(m×n)
rr ∈Mm×n(F2). Consequently,
 preserves the rank.
Proof. We first consider the case F1 = Z2, and then proceed with F1 = Z3.
When F1 = Z2 we easily see that the following matrices have rank at most one:
M1 :=δ2E22 + δ3E33 + δ4E44 +(A23) +(A24) +(A34), (13)
M2 :=δ1E11 + δ3E33 + δ4E44 +(A13) +(A14) +(A34), (14)
M3 :=δ1E11 + δ2E22 + δ4E44 +(A12) +(A14) +(A24), (15)
M4 :=δ1E11 + δ2E22 + δ3E33 +(A12) +(A13) +(A23), (16)
M :=(A12) +(A13) +(A14) +(A23) +(A24) +(A34). (17)
We proceed with F1 = Z2 in six steps.
Step 1. (Aij ) ∈ {∗Eii, ∗Ejj , A(•)ij } for all 1  i < j  4.
Namely, all matrices of rank-one inSm(F2) are of the type A(•)i1i2...ik . Consider the matrix M4.
We claim that
(A12),(A13),(A23) ∈ {A(•)12 , A(•)13 , A(•)23 , A(•)123} ∪ {∗E11, ∗E22, ∗E33}. (18)
In fact if, say, [(A12)]jk /= 0, for some k > 3 then, by Lemma 3.1, we would have
rk(δ1E11 + δ2E22 + δ3E33 +(A12)) = 4
and hence the classical inequality rk(A + B)  rk A − rk B would give
rk M4 = rk(δ1E11 + δ2E22 + δ3E33 +(A12) +(A13) +(A23))
 rk(δ1E11 + δ2E22 + δ3E33 +(A12)) − rk((A13) +(A23))  2,
a contradiction. Similarly, rk Mi  1(i = 1, 2, 3) gives
(A12),(A14),(A24)∈{A(•)12 , A(•)14 , A(•)24 , A(•)124} ∪ {∗E11, ∗E22, ∗E44} (19)
(A13),(A14),(A34)∈{A(•)13 , A(•)14 , A(•)34 , A(•)134} ∪ {∗E11, ∗E33, ∗E44} (20)
(A23),(A24),(A34)∈{A(•)23 , A(•)24 , A(•)34 , A(•)234} ∪ {∗E22, ∗E33, ∗E44} (21)
Clearly, (18)–(21) imply (Aij ) ∈ {∗Eii, ∗Ejj , A(•)ij }, as anticipated.
Step 2. There exists Aij such that (Aij ) = A(•)ij .
Assume otherwise. We first show that (F2\{0})Eii ∩ {(Aij ); 1  i < j  4} = ∅ holds for at
least one i ∈ {1, 2, 3, 4}. Otherwise {•E11, •E22, •E33, •E44} ⊆ {(Aij ); 1  i < j  4}would
hold for some nonzero scalars •, and by inequality rk(A + B)  rk A − rk B, we would have the
following contradiction:
rk Mrk(•E11 + •E22 + •E33 + •E44 +(Ai1j1) +(Ai2j2))
rk(•E11 + •E22 + •E33 + •E44) − rk((Ai1j1) +(Ai2j2))  2.
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We may, consequently, assume without loss of generality that •E44 /∈ {(Aij ); 1  i < j  4}
for all nonzero scalars •.
Then, however, Mi (i /= 4) from Eqs. (13)–(16) are diagonal, and of rank  1, and their (4, 4)
entry equals δ4 /= 0. Hence, Mi − δ4E44 = 0, and so
0 =
∑
i∈{1,..,4}
i /=4
Mi − 3δ4E44 = (A12) +(A13) +(A23).
Therefore, rk M4 = 3, a contradiction.
Step 3. (Aij ) = A(•)ij for at least two distinct matrices Aij .
Assume otherwise. Then, (Ai0j0) = A(•)i0j0 (i0 /= j0) and
(Aij ) ∈ {∗Eii, ∗Ejj } for all (i, j) /= (i0, j0). (22)
Let {1, 2, 3, 4}\{i0, j0} = {s, t}. Then, the only nonzero nondiagonal entries of matrices Ms
and M lie at the positions (i0, j0), (j0, i0). Consequently, since rk Ms , rk M  1, they both have
zero entry at the position (t, t). By (22), this means that
[δtEtt +(Ai0t ) +(Aj0t )]t t = [Ms]t t = 0 = [M]t t = [(Ai0t ) +(Aj0t ) +(Ast )]t t ,
which gives [(Ast )]t t = δt . By (22) we deduce (Ast ) = δtEtt . Repeat the procedure with
interchanged indices s, t to deduce (Ast ) ≡ (Ats) = δsEss , a contradiction.
Step 4. There are two matrices with(Aij ) = A(•)ij and(Ast ) = A(•)st , and such that {i, j} ∩{s, t} /= ∅.
Assume otherwise, and pick two distinct Aij , Ast from Step 3. Say, Aij = A12 and Ast = A34,
for simplicity. Then, (Auv) ∈ {∗Euu, ∗Evv} for (u, v) /∈ {(1, 2), (3, 4)}. This implies that the
matrix M has nonzero nondiagonal entries exactly at the positions (1, 2), (2, 1), (3, 4), (4, 3), and
so rk M > 1, a contradiction.
Step 5. (Aij ) = A(•)ij for all 1  i < j  4.
Let {1, 2, 3, 4} = {s, t, u, v}. Pick the two matrices, (Ast ) = A(•)st , (Asu) = A(•)su , from
Step 4. Apply Lemma 3.6 to the 3 × 3 submatrix of Mv with entries at intersections of s, t, u
rows/columns to deduce [Mv]tu /= 0 i.e. (Atu) = A(•)tu . Consider also the 3 × 3 submatrix of
M with entries at the same positions as previous mentioned submatrix of Mv . Both submatrices
have the same nonzero nondiagonal entries. By Lemma 3.6 they must have the same entries also
on diagonal. Hence,
[δsEss + δtEtt + δuEuu]ii = [(Asv) +(Atv) +(Auv)]ii (i = s, t, u). (23)
Now, assume erroneously (Aiv) ∈ {∗Eii, ∗Evv} holds for i = s, t, u. The only, by (23),
allowed option is that(Aiv) = δiEii holds for all i = s, t, u. It is now easy to see that rk Ms =
rk Mt = rk Mu = 2, a contradiction. Hence, (Aiv) = A(•)iv for some i ∈ {s, t, u}. But then, we
can, as above, apply Lemma 3.6 to appropriate 3 × 3 submatrices of matrices Ms,Mt ,Mu to
deduce (Aij ) = A(•)ij for all 1  i < j  4.
Step 6. (A) = δ1WAW tr holds for all A ∈S4(Z2) ⊕ 0n−4, where W := E(m×n)11 +√
δ1δ2/δ1E
(m×n)
22 +
√
δ1δ3/δ1E
(m×n)
33 +
√
δ1δ4/δ1E
(m×n)
44 .
By Step 5, we can write
(Aij ) = d{i,j}ii Eii + dijDij + d{i,j}jj Ejj ,
where d{i,j}ii d
{i,j}
jj = d2ij /= 0 holds. Take arbitrary 1  i < j < k  4. Compare submatrices with
entries on rows/columns i, j, k between M and a typical representative of (13)–(16)
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δiEii + δjEjj + δkEkk +(Aij ) +(Aik) +(Ajk).
They are clearly of rank-one at most and have the same nonzero nondiagonal entries. By Lemma
3.6 the two submatrices must have equal entries also on the diagonal. Hence,
δi + d{i,j}ii + d{i,k}ii =d{i,j}ii + d{i,k}ii + d{i,l}ii ,
δj + d{i,j}jj + d{j,k}jj =d{i,j}jj + d{j,k}jj + d{j,l}jj ,
δk + d{i,k}kk + d{j,k}kk =d{i,k}kk + d{j,k}kk + d{k,l}kk ,
where l ∈ {1, 2, 3, 4}\{i, j, k}. Therefore δi = d{i,l}ii , δj = d{j,l}jj , δk = d{k,l}kk . Since 1  i < j <
k  4 were arbitrary, it follows:
δ1 =d{1,2}11 = d{1,3}11 = d{1,4}11 ,
δ2 =d{1,2}22 = d{2,3}22 = d{2,4}22 ,
δ3 =d{1,3}33 = d{2,3}33 = d{3,4}33 ,
δ4 =d{1,4}44 = d{2,4}44 = d{3,4}44 ,
which further implies (Dij ) = dijDij and d2ij = δiδj for all 1  i < j  4. Since equation
A2 = B2 has a unique solution A = B in characteristic two, we get that dij dik/δi = djk holds
for all 1  i < j < k  4 (compare the squares!). Hence, (A) = δ1WAW tr holds for all A ∈
S4(Z2) ⊕ 0n−4, where W := E(m×n)11 + d12/δ1E(m×n)22 + d13/δ1E(m×n)33 + d14/δ1E(m×n)44 . This
finishes the case F1 = Z2.
Finally, consider the case F1 = Z3.
We easily deduce rk (δiEii + δjEjj +(Aij ))  1 for all 1  i < j  3. Consequently,
Lemma 3.1 on D := δiEii + δjEjj and M := (Aij ) gives (Aij ) = d{i,j}ii Eii + dijDij +
d
{i,j}
jj Ejj , where d
{i,j}
ii d
{i,j}
jj = d2ij . Actually, rk(M + D)  1 implies more:
(Aij ) ∈ {−δiEii,−δjEjj , A(•)ij } and d{i,j}ii d{i,j}jj = d2ij for all 1  i < j  3;
(24)
here, A(•)ij = d{i,j}ii Eii + dijDij + d{i,j}jj Ejj , with dij /= 0. We claim that (Aij ) = A(•)ij for all
1  i < j  3. To see this, we will make use of the following matrices:
N1 :=2δ2E22 + 2δ3E33 +(A12) +(A13) + 2(A23),
N2 :=2δ1E11 + 2δ3E33 +(A12) + 2(A13) +(A23),
N3 :=2δ1E11 + 2δ2E22 + 2(A12) +(A13) +(A23),
N :=2δ1E11 + 2δ2E22 + 2δ3E33 +(A12) +(A13) +(A23).
It is easily seen that they are of rank-one at most. Now, (24) implies that rk N > 1, if d12 = d13 =
d23 = 0. Hence dij /= 0 for some 1  i < j  3, say d12 /= 0. Assume erroneously d13 = d23 =
0. Then (24) implies (A13) ∈ {−δ1E11,−δ3E33} and (A23) ∈ {−δ2E22,−δ3E33}. None of
the four options, regarding(A13),(A23), satisfy both rk N  1 and rk N1  1. Hence d13 /= 0
or d23 /= 0. Apply Lemma 3.6 on N to deduce dij /= 0 i.e. (Aij ) = A(•)ij for all 1  i < j  3.
Let {1, 2, 3} = {i, j, k}. The minor at the positions (i, i), (i, j), (k, i), (k, j) of matrix N, as
well as of matrix N1, vanishes. Hence, since djk /= 0, we can deduce
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2δi = d{i,j}ii + d{i,k}ii for all distinct i, j, k ∈ {1, 2, 3}. (25)
Since (25) holds and all 2 × 2 minors of matrix N vanish, we obtain
δiδj = d2ij = d{i,j}ii d{i,j}jj for all 1  i < j  3. (26)
Since also the main 2 × 2 minor of matrix N1 vanishes, we deduce d{1,2}22 = δ2 from (25) and
(26). Once again use (25) and (26) to obtain δi = d{i,j}ii = d{i,k}ii for all distinct i, j, k ∈ {1, 2, 3}.
Therefore (Dij ) = dijDij for all 1  i < j  3, where d2ij = δiδj . Since, in particular, minor
of matrix N at the positions (1, 1), (1, 2), (3, 1), (3, 2) vanishes, we further get d12d13/δ1 =
d23. Consequently,(A) = δ1WAW tr holds for all A ∈S3(Z3) ⊕ 0n−3, where W := E(m×n)11 +
d12/δ1E
(m×n)
22 + d13/δ1E(m×n)33 . 
3.3. The proof for general matrices
The rest of proof follows the footsteps of Lim [11]. Given vectors x1, . . . , xk ∈ Fn we let, simi-
larly to [11], 〈x1, . . . , xk〉(2) be the subspace of all symmetric matrices, spanned by xixtri , (xixtrj +
xjx
tr
i ). In addition, if xi are linearly independent, then so are these matrices. Consequently then, any
σ -quasilinear g : LinF1{x1, . . . , xk} → Fm2 induces a well-defined σ -quasilinear mappingP2(g) :
〈x1, . . . , xk〉(2) →Sm(F2) by P2(g) : (xixtri ) → g(xi )g(xi )tr , and P2(g) : (xixtrj + xjxtri ) →
g(xi )g(xj )
tr + g(xj )g(xi )tr .
We continue by restating the main lemmas of the preceding sections.
Corollary 3.8. Assume that either F1 /∈ {Z2,Z3} or else that there exists a matrix A with (F1 =
Z2, rk(A)  4), or (F1 = Z3, rk(A)  3), respectively.
If dim(〈u1, u2〉(2))  2 then |〈u1,u2〉(2) = ξP2(g) for some scalar ξ ∈ F2 and some
σ -quasilinear g : LinF1{u1, u2} → Fm2 . Moreover, |〈u1,u2〉(2) preserves the rank.
Proof. Suppose first F1 /∈ {Z2,Z3}.
By Corollary 3.3, dim(〈u1, u2〉(2))  2 implies that  is quasilinear. Hence, u1, u2 are line-
arly independent (otherwise, 〈u1, u2〉(2) = F1u1utr1 ) and therefore, there exist invertible P,Q, and
scalars ξ1, ξ2 ∈ F2, with uiutri = QEiiQtr , and P(QE11Qtr)P tr = ξ1E11 and P(QE22Qtr)
P tr = ξ2E22. By Lemma 3.2:
|〈u1,u2〉(2) (wwtr) = ξ1P−1W((Q−1w)(Q−1w)tr)σW tr(P−1)tr. (27)
Obviously, a σ -quasilinear function g, defined by g(w) := P−1W(Q−1)σ wσ , solves the problem.
The rest follows by addendum to Lemma 3.2.
Suppose next F1 = Z2. Then,  is linear. By Lemma 3.5(b) there exists A0 =∑4i=1 xixtri
such that rk A0 = 4 = rk(A0). Write (xixtri ) = βiyiytri for i = 1, 2, 3, 4. Vectors xi as well
as yi are clearly linearly independent. Now, by the assumption, there exist two rank-one matrices
x5xtr5 , x6x
tr
6 ∈ 〈u1, u2〉(2), with-images(x5xtr5 ) =: β5y5ytr5 ,(x6xtr6 ) =: β6y6ytr6 linearly inde-
pendent. We now enlarge {y5, y6} with two vectors among y1, . . . , y4, to linearly independent set
of four, as follows:
Since vectors y1, . . . , y4 are linearly independent, we can easily find at least two of them,
say, yi , yj such that LinF2{yi , yj } ∩ LinF2{y5, y6} = 0. Then, {y5, y6, yi , yj } are indeed linearly
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independent vectors. We can assume (i, j) = (3, 4), and consequently,B :=∑6i=3 xixtri is mapped
into (B) =∑6i=3 βiyiytri of rank four. By Lemma 3.5(a), rk B = 4 as well.
Using similarity in starting and ending space we may assume xixtri = E(n×n)ii and yiytri =
E
(m×m)
ii . We now invoke Lemma 3.7 to deduce|〈x3,x4,x5,x6〉(2) (wwtr) is same as in Eq. (27), with
σ = Id. Note that 〈u1, u2〉(2) = 〈x5, x6〉(2) ⊂ 〈x3, x4, x5, x6〉(2), so we can finish as above.
The case F1 = Z3 is similar. Here we consider A˜0 =∑4i=2 αixixtri in place of A0. We write
(αixixtri ) = βiyiytri and then choose α5x5xtr5 , α6x6xtr6 ∈ 〈u1, u2〉(2) such that (α5x5xtr5 ) =:
β5y5ytr5 , (α6x6x
tr
6 ) =: β6y6ytr6 are linearly independent. Following the arguments above, we
may assume that {y5, y6, y4} are linearly independent. Then B :=∑6i=4 xixtri is mapped into
(B) =∑6i=4 βi/αiyiytri of rank three and we proceed as before. 
Lemma 3.9. Under the assumptions of Corollary 3.8, suppose further (u1utr1 ) = ν1yytr /= 0
and (u2utr2 ) = ν2yytr for ν1, ν2 ∈ F1. Then (〈u1, u2〉(2)) ⊆ F2yytr.
Proof. Otherwise, (〈u1, u2〉(2)) spans a subspace of dimension 2. Consequently, by Corol-
lary 3.8, (u1utr1 ) = ξg(u1)g(u1)tr and (u2utr2 ) = ξg(u2)g(u2)tr are linearly independent, a
contradiction. 
Lemma 3.10. Under the assumptions of Corollary 3.8, suppose further the three vectors u1, u2,
u3 ∈ Fn1 are such that |〈u2,u3〉(2) = ξP2(g)|〈u2,u3〉(2) and |〈u1,u3〉(2) = ξP2(g)|〈u1,u3〉(2) , where
ξ /= 0. If g(u2), g(u3) are linearly independent, and g(u1) /= 0, then also |〈u1,u3,u2〉(2) =
ξP2(g)|〈u1,u3,u2〉(2) .
Sketch of the Proof. We introduce the symbol x ◦ y := xytr + yxtr . By the assumptions,
dim(〈u2, u3〉(2))  2, so  is σ -quasilinear. Therefore, it suffices to show that (u1 ◦ u2) =
ξ(g(u1) ◦ g(u2)).
Consider first the case g(u1) = γ g(u2). We want to see that then, (u1 ◦ u2) = 2ξγg(u2)
g(u2)tr . In fact, by Lemma 3.9, there exists c ∈ F2 such that (u1 ◦ u2) = c · ξγg(u2)g(u2)tr .
Denote z := u1 + u2 + u3. Then,
(zztr) = ξ
( 3∑
i=1
g(ui )
)( 3∑
i=1
g(ui )
)tr
+ (c − 2) · ξγg(u2)g(u2)tr, (28)
and it is of rank  1. Since g(u1) = γg(u2) and vectors g(u2), g(u3) are linearly independent,
it follows that (28) is of rk  1 only when c = 2, as anticipated.
If, on the other hand, g(u1), g(u2) are linearly independent then|〈u1,u2〉(2) = ξ˜P2(g˜), by Cor-
ollary 3.8. Hence, (u1 ◦ u2) = ξ˜ g˜(u1) ◦ g˜(u2). We now compare ξ˜ g˜(ui )g˜(ui )tr = (uiutri ) =
ξg(ui )g(ui )
tr
. Therefore, g˜(ui ) ∈ F2g(ui ), and after a straightforward computation,(u1 ◦ u2) =
d · ξg(u1) ◦ g(u2), with d := ±1.
Consequently, if char F2 = 2 we are done. If, however, char F2 = 3 we compute(zλztrλ ) with
zλ := u1 + u2 + λu3. Since rk(zλztrλ )  1 for every λ ∈ {−1, 0, 1} we can derive d = 1 (see
[12, Lemma 3]). 
Proof of Theorem 2.1. Let A ∈Sn(F1) be a matrix that maximizes rk(X), and write (A) =∑r
i=1 βiyiytri , where r := rk(A). Choose invertible P with yi = P ei . Since symmetric matri-
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ces of rank-one additively generate Sn(F1), Lemma 3.1 gives that Im ⊆ P(Sr (F2) ⊕ 0)P tr .
Consequently, the cases r < 2, or (F1 = Z2, r < 4), or (F1 = Z3, r < 3) give respectively (ii),
or (iii), or (iv).
Otherwise, the assumptions of Corollary 3.8 become valid, and is σ -quasilinear, by Corollary
3.3. Hence, there exist linearly independent vectors x1, x2, such that (x1xtr1 ) and (x2x
tr
2 ) are
linearly independent symmetric matrices. Extend {x1, x2} to a basis {x1, . . . , xn} of Fn1. This can
be done in such a way that (xixtri ) /= 0:
Namely, if (xixtri ) = 0 for some i  3 then it is easily seen that at least one of the equalities:
((xi + x1)(xi + x1)tr) = 0, ((xi + x2)(xi + x2)tr) = 0, ((xi + x1 + x2)(xi + x1 + x2)tr) =
0 does not hold. In fact, otherwise we would deduce (x1xtr2 + x2xtr1 ) = 0, a contradiction, since
|〈x1,x2〉(2) preserves rank by Corollary 3.8. We now merely replace vector xi with the correspond-
ing xi + x1, or xi + x2, or xi + x1 + x2.
Choose vectors ui ∈ {x1, x2} such that (uiutri ) and (xixtri ) are linearly independent for
i = 1, . . . , n. Hence, by Corollary 3.8, |〈ui ,xi 〉(2) = ξiP2(gi). Note that uiutri ∈ 〈ui , xi〉(2) ∩
〈x1, x2〉(2), so
ξigi(ui )gi(ui )
tr = |〈ui ,xi 〉(2) (uiutri ) = |〈x1,x2〉(2) (uiutri ) = ξ1g1(ui )g1(ui )tr, (29)
and we must have g1(ui ) = cigi(ui ) ∈ F2gi(ui ). Put this back into Eq. (29) to deduce that ξi =
ξ1c
2
i .
We now define a σ -quasilinear mapping f : Fn1 → Fm2 on a basis x1, . . . , xn by f (x1) :=
g1(x1), and f (x2) := g1(x2), and f (xi ) := cigi(xi ) for i  3. Since ui ∈ {x1, x2} we have, by
(29), and by ξi = ξ1c2i that
|〈ui ,xi 〉(2) = ξ1P2(f )|〈ui ,xi 〉(2) (i = 1, 2, . . . , n).
We claim that also|〈xi ,xj 〉(2) = ξ1P2(f )|〈xi ,xj 〉(2) for any i /= j . Recall thatSn(F1) is spanned
by xixtri , (xix
tr
j + xjxtri ) ∈ 〈xi , xj 〉(2), so once this is established, we would have  = ξ1P2(f ),
and consequently, (A) = ξ1TAσT tr for a matrix T, defined by T ei := f (ei ), as anticipated.
Choose z ∈ {x1, x2, x1 + x2} such that f (z), f (xi ), as well as f (z), f (xj ), are linearly
independent. We now apply Lemma 3.10 on vectors z, xi , ui to deduce that |〈z,xi ,ui 〉(2) =
ξ1P2(f )|〈z,xi ,ui 〉(2) ; likewise,|〈z,xj ,uj 〉(2) = ξ1P2(f )|〈z,xj ,uj 〉(2) . Using Lemma 3.10 once more,
on vectors xi , xj , z, gives the desired |〈xi ,xj ,z〉(2) = ξ1P2(f )|〈xi ,xj ,z〉(2) . 
4. Applications
In a recent article [17], a complete characterization of linear mappings that preserve rank-
additivity on symmetric matrices was given (however, see also Remark 4.2 below!). We recall that a
pair (A,B) of symmetric matrices is called rank-additive (=rank-sum-maximal), if rk(A + B) =
rk A + rk B. Our Theorem 2.1 enables us to give an additive version:
Theorem 4.1. Let F be any field, n  3 be an integer and  :Sn(F) →Sn(F) be an additive
mapping that preserves rank-additivity. Then, (A) = γ T AσT tr for some invertible matrix T , a
(possibly zero) scalar γ and a field homomorphism σ.
Sketch of the Proof. Pick any rank-one symmetric matrix X. Write it as X = αPE11P tr for some
invertible P, and define Xi := αPEiiP tr (then, X1 = X). Clearly, rk∑i∈Xi =∑i∈ rk Xi
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for any subset of indices  ⊆ {1, . . . , n}. Since  preserves rank-additivity, a simple induction
argument gives
rk
∑
i
(Xi) =
∑
i
rk(Xi).
Now, the left side is at most n. Consequently, if it can be shown that rk(Xi) = rk(Xj ) for
each i, j , then the above identity implies rk(X) = rk(X1)  1, and we could use Theorem
2.1. Moreover, if rk(X) = 1 for at least some X of rank-one, then rk∑(Xi) = n. Thus, we
can only have (i) of Theorem 2.1 (cases (iii)–(iv) would be possible only when F ∈ {Z2,Z3}, but
then  is linear, and we can rule them out by [17, Theorem 2]). Also, T has to be invertible, since
n = rk∑(Xi) = rk(αPP tr) = rk γ T (αPP tr)σ T tr .
It hence remains to see that rk(Xi) = rk(Xj ). This, however, follows almost verbatim
from [17, Proof of Lemma 5], when char F /= 2 (respectively, from [17, Proof of Lemma 6], when
char F = 2). In the first case we merely have to replace, in [17, Proof of Lemma 5], A1 = (1 −
x)Eii withA1 := (1 − x)PαEiiP tr(= (1 − x)Xi), and replaceB1 = xEii + x−1Ejj + Dij with
B1 := xPαEiiP tr + x−1PαEjjP tr + PαDijP tr (likewise for A2, B2), and then use x := 2. In
the second case, we similarly replace A1 = Ejj with A1 := PαEjjP tr(= Xj), and likewise for
B1, A2, B2, in [17, Proof of Lemma 6]. 
Remark 4.2. When char F /= 2, a more detailed description of additive mappings that preserve
rank-additivity was given in [5].
Similar results for additive rank-subtractivity preservers or rank-sum-minimal preservers can
also be derived from [17].
We call an additive map  :Sn(F) →Sn(F) a Jordan triple product homomorphism, if it
preserves the productA · B = ABA i.e.(ABA) = (A)(B)(A)holds for allA,B ∈Sn(F).
Similarly, we call an additive map  :Sn(F) →Sn(F) a Jordan homomorphism, if it preserves
the product A · B = AB + BA.
With assumption that char F /∈ {2, 3}, Jordan triple product homomorphisms were classified
in [5]. Theorem 4.1 enables us to classify Jordan triple product homomorphisms for any field.
Corollary 4.3. Let F be a field, n  3 an integer and  :Sn(F) →Sn(F) a nonzero Jordan
triple product homomorphism. Then, (A) = γ T AσT tr where γ /= 0 is a scalar, σ is a nonzero
field homomorphism and T is an invertible matrix such that γ T trT = ±I.
Sketch of the Proof. As in the proof of [16, Theorem 4.1] we deduce that  preserves rank-
additivity. By Theorem 4.1 (in this paper),  is of the form (A) = γ T AσT tr . Then we proceed
as in the proof of [16, Theorem 4.1]. 
Corollary 4.4. Let char F /= 2, n  3 be an integer and  :Sn(F) →Sn(F) be a nonzero Jor-
dan homomorphism. Then, (A) = γ T AσT tr where γ /= 0 is a scalar, σ is a nonzero field
homomorphism and T is an invertible matrix such that γ T trT = I.
Sketch of the Proof. Put B := A, respectively, B := A2 into A · B := AB + BA, and divide by
2, to get (A2) = (A)2, respectively, (A3) = (A)3. We now compute ((A + B)3 − (A −
B)3) in two ways. Firstly, we expand (A + B)3 − (A − B)3 and afterwards apply. In the second
way, we firstly use  to get ((A + B)3 − (A − B)3) = ((A) + (B))3 − ((A) − (B))3
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and then expand the later expression. Since char F /= 2, we get (ABA) = (A)(B)(A). We
now apply Corollary 4.3. It is easy to check that only the case when γ T trT = +I gives a Jordan
homomorphism. 
Remark 4.5. We could use almost the same technique as above to see that, in the case when
char F /= 2 and n  3, an additive mapping  :Sn(F) →Sn(F) preserves the product A · B :=
ABA if and only if it preserves the product A · B = A2B + BA2.
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