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Uma Introduc¸a˜o ao Controle do Caos em Sistemas Hamiltonianos Quase Integra´veis
Vilarbo da Silva Junior∗ and Alexsandro M. Carvalho†
Centro de Cieˆncias Exatas e Tecnolo´gicas, Universidade do Vale do Rio dos Sinos,
Caixa Postal 275, 93022-000 Sa˜o Leopoldo RS, Brazil
Sistemas Hamiltonianos quase integra´veis sa˜o de grande interesse em diversos campos de pesquisa
da f´ısica e da matema´tica. Nestes sistemas, o espac¸o de fase apresenta trajeto´rias regulares e cao´ticas.
Essas trajeto´rias dependem, em parte, da amplitude da perturbac¸a˜o que quebra a integrabilidade
do sistema. O valor da perturbac¸a˜o cr´ıtica responsa´vel por esta transic¸a˜o e´ um elemento chave no
controle do caos.
No presente trabalho, exploramos um procedimento para o controle do caos em sistema hamilto-
niano quase integra´vel via mapa canoˆnico. Inicialmente, apresentamos as ferramentas ba´sicas para
este estudo: mapa hamiltoniano, linearizac¸a˜o do mapa e crite´rio de Chirikov. Posteriormente, inves-
tigamos o comportamento de uma interac¸a˜o do tipo onda-part´ıcula frente a perturbac¸a˜o. Por fim,
confrontamos os resultados anal´ıticos com uma abordagem nume´rica (iterac¸a˜o do mapa), mostrando
um bom acordo.
I. INTRODUC¸A˜O
To´picos relacionados a` sistemas Hamiltonianos quase
integra´veis sa˜o importantes em diversos campos de pes-
quisa, tais como: sistemas dinaˆmicos [7], f´ısica es-
tat´ıstica [8], f´ısica da mate´ria condensada [9], mecaˆnica
quaˆntica semicla´ssica [10] e f´ısica de plasma [11, 18, 19].
Por exemplo, na mecaˆnica cla´ssica, embora se possa ge-
ralmente formular equac¸o˜es de movimento para um sis-
tema arbitrariamente complexo que descrevam comple-
tamente a sua dinaˆmica, essas equac¸o˜es resultantes na˜o
sa˜o, em geral, exatamente solu´veis. Neste caso, a te´cnica
de perturbac¸a˜o [3] e´ um recurso anal´ıtico relevante.
Ao pertubar um sistema Hamiltoniano, verificamos
que uma perturbac¸a˜o na˜o nula e pequena pode destruir
parcialmente os toros ressonantes, apenas uma parte dos
toros sobrevivem distorcidos. Neste caso, dizemos que o
sistema e´ quase integra´vel, na medida em que o espac¸o
de fase e´ ainda povoado por toros sobre os quais temos
trajeto´rias com as mesmas caracter´ısticas dos sistemas
integra´veis. E´ de interesse saber quais destes toros sa˜o
destru´ıdos e quais sobrevivem. De acordo com o teorema
KAM [13–15], os toros que sobrevivem sa˜o aqueles que
teˆm um quociente de frequeˆncia suficientemente irracio-
nal.
Entretanto, gostar´ıamos de ter um crite´rio preciso para
essa transic¸a˜o. Um crite´rio u´til e intuitivo foi formulado
por Chirikov [16]. Na sua formulac¸a˜o mais simples, o
crite´rio diz que o caos global se inicia quando a intensi-
dade da perturbac¸a˜o e´ suficientemente grande para que
a diferenc¸a na ac¸a˜o de ressonaˆncias vizinhas seja com-
para´vel a` largura na ac¸a˜o das ilhas de estabilidade. Nesta
situac¸a˜o, a part´ıcula passa a “viajar” por todo o espac¸o
de fase e o´rbitas cao´ticas se formam.
Neste trabalho examinamos um procedimento para
investigar o caos em sistemas Hamiltonianos quase in-
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tegra´veis. Em particular, exploramos uma versa˜o sim-
plificada para o modelo de uma part´ıcula relativ´ıstica
movendo-se sob a influeˆncia de um campo magne´tico uni-
forme e onda estaciona´ria eletrosta´tica [18, 19].
Este trabalho esta´ organizado como segue: Na sec¸a˜o II
revisamos alguns conceitos ba´sicos na investigac¸a˜o do
caos em sistemas hamiltonianos. Primeiro, indicamos
como converter as equac¸o˜es de Hamilton a um mapa e,
posteriormente, como lineariza´-lo. Na sequeˆncia, apre-
sentamos um me´todo que estabelece um paraˆmetro f´ısico
para o in´ıcio do movimento cao´tico em sistemas hamilto-
nianos determin´ısticos, crite´rio de Chirikov. Baseado no
exemplo da interac¸a˜o onda-part´ıcula, sec¸a˜o III, indica-
mos como as ferramentas apresentadas na sec¸a˜o anterior
sa˜o u´teis no controle do caos. Para tanto, determinamos
expresso˜es anal´ıticas para localizac¸a˜o das ressonaˆncias
prima´rias bem como para o valor cr´ıtico da perturbac¸a˜o.
Adicionalmente, confirmamos estas soluc¸o˜es pela imple-
mentac¸a˜o nume´rica do mapa. Por fim, na sec¸a˜o IV rea-
lizamos nossas considerac¸o˜es finais.
II. ASPECTOS GERAIS
Caos aparece como consequeˆncia natural da na˜o inte-
grabilidade das equac¸o˜es de Hamilton para sistemas com
mais de um grau de liberdade. Nesta sec¸a˜o apresentare-
mos alguns conceitos preliminares para o estudo do caos
em sistemas hamiltonianos.
A. Mapa Hamiltoniano
Mapas sa˜o importantes ferramentas no estudo da
dinaˆmica da evoluc¸a˜o temporal de sistemas dinaˆmicos
por serem de fa´cil implementac¸a˜o computacional. Para
tanto, considere um Hamiltoniano H(q, p) em que q e
p representam as coordenadas de posic¸a˜o e momentum
generalizados, respectivamente. Assim, H satisfaz as
2equac¸o˜es de Hamilton
q˙ =
∂H
∂p
(1)
p˙ = −∂H
∂q
. (2)
Agora, escrevemos
q˙n =
qn+1 − qn
∆t
(3)
em que qn = q(t) e qn+1 = q(t + ∆t). Sendo assim, as
equac¸o˜es de movimento tornam-se
qn+1 = qn +∆t
(
∂H
∂p
)
(qn,pn)
(4)
pn+1 = pn −∆t
(
∂H
∂q
)
(qn,pn)
. (5)
As equac¸o˜es anteriores correspondem ao mapeamento
que fornecem q e p no instante n + 1, conhecidos seus
valores no instante n. Vale salientar que dependendo da
forma do Hamiltoniano, o sistema anterior na˜o preserva
a a´rea ∂(qn+1, pn+1)/∂(qn, pn) 6= 1 (determinante do ja-
cobiano diferente da unidade). Assim, para preservar a
a´rea, por vezes, e´ interesse realizar (qn, pn)→ (qn+1, pn)
na segunda equac¸a˜o do mapa. Para mais detalhes veja o
trabalho de Lichtenberg [5].
B. Linearizac¸a˜o do Mapa
Por vezes e´ u´til linearizar um sistema dinaˆmico a tempo
discreto (mapa) em torno de seus pontos fixos [2].
Consideremos o caso de um mapa bidimensional T :
R
2 → R2 definido por
xn+1 = f(xx, yn) (6)
yn+1 = g(xx, yn), (7)
ou, em notac¸a˜o compacta
xn+1 = T(xn), (8)
onde xn = (xn, yn) e T(xn) = (f(xx, yn), g(xx, yn)).
Um ponto xo ∈ R2 e´ dito de equil´ıbrio, ou fixo para a
dinaˆmica gerada por T se, ∀ k ∈ N vale a condic¸a˜o
T
k(x0) = x0. (9)
Assim, o mapeamento linearizado em torno de um
ponto fixo x0 tem a forma
zn+1 =
(
fxn(x0) fyn(x0)
gxn(x0) gyn(x0)
)
zn, (10)
onde os subscritos em cada entrada da matriz Jacobi-
ana indicam as respectivas derivadas parciais. De forma
compacta, escrevemos a eq. (10) como zn+1 = Azn. Esta
forma linearizada do mapa T permite-nos empregar (lo-
calmente) as te´cnicas de estabilidade linear. Em outras
palavras, analisamos a estabilidade dos pontos fixos da
equac¸a˜o anterior por meio de um estudo dos autovalores
da matriz Jacobiana. Posteriormente, recordamos que a
equac¸a˜o caracter´ıstica associada a matriz A pode ser ex-
pressa na forma λ2 − λ tr(A) + det (A) = 0, onde λ e´ um
autovalor de A, tr(A) seu trac¸o e det (A) seu determi-
nante.
C. Crite´rio de Chirikov
O crite´rio Chirikov, foi introduzida em 1959 por Bo-
ris Chirikov [17] e aplicado com sucesso para explicar a
fronteira de confinamento de plasma em “armadilhas”
observadas em experimentos no Instituto Kurchatov.
De acordo com este crite´rio, uma trajeto´ria deter-
min´ıstica comec¸ara´ a mover-se entre duas ressonaˆncias
na˜o lineares de uma maneira cao´tica e imprevis´ıvel, logo
que estas ressonaˆncias se sobrepo˜em. Isto ocorre quando
a perturbac¸a˜o ou paraˆmetro de caos torna-se maior do
que um determinado valor (ǫc). Desde a sua introduc¸a˜o,
o crite´rio Chirikov tornou-se uma importante ferramenta
anal´ıtica para a determinac¸a˜o da fronteira do caos em
sistemas Hamiltonianos. No que segue, iremos esboc¸ar a
teoria que arquiteta tal crite´rio.
Vamos supor que um Hamiltoniano gene´rico (fraca-
mente) perturbado possa ser escrito na forma
H(J, θ, t) = Ho(J) + ǫH1(J, θ, t), (11)
onde J e θ sa˜o varia´veis de ac¸a˜o e aˆngulo para um sistema
na˜o-perturbativo de um grau de liberdade, mas perio´dico
no tempo e que ǫ e´ relativamente pequeno.
Por ser θ uma varia´vel de aˆngulo, segue que H1(J, θ, t)
e´ uma func¸a˜o perio´dica de θ com um certo per´ıodo Tθ.
Vamos supor tambe´m que seja uma func¸a˜o perio´dica do
tempo com per´ıodo Tλ (e assim com frequeˆncia ωλ =
2π/Tλ). Deste modo, H1(J, θ, t) pode ser expandido em
uma se´rie dupla de Fourier, ou seja,
H1(J, θ, t) =
∑
m,n∈Z
(H1(J))m,ne
iΩ, (12)
onde Ω = mθ + nωλt e
(H1(J))m,n =
1
TθTλ
∫ Tθ
0
∫ Tλ
0
H1(J, θ, t)e
−iΩdθdt. (13)
A condic¸a˜o de ressonaˆncia e´ dada por
d
dt
(mθ + nωλt) = 0↔ mωo + nωλ = 0, (14)
3para algum par (m,n) ∈ Z2 e
ωo(m,n) =
∂Ho(Jm,n)
∂J
. (15)
Evidenciamos que primeiro devemos derivar Ho(J) com
respeito a` ac¸a˜o para depois avaliar seu valor no particular
ponto Jm,n (valor da ac¸a˜o para o qual vale a condic¸a˜o de
ressonaˆncia, eq. (14)).
Afim de realizar uma transformac¸a˜o canoˆnica depen-
dente do tempo, tomamos a func¸a˜o geratriz
F2(θ, I, t) = (I + Jm,n)(θ − ωo(m,n)t). (16)
Deste modo, pela teoria das transformac¸o˜es canoˆnicas [4]
segue que
J =
∂F2
∂θ
= I + Jm,n (17)
ϑ =
∂F2
∂I
= θ − ωo(m,n)t. (18)
Assim, as novas varia´veis de ac¸a˜o e aˆngulo ficam
I = J − Jm,n; ϑ = θ − ωo(m,n)t. (19)
Portanto o novo Hamiltoniano K(ϑ, I, t) deve ser es-
crito, utilizando as equac¸o˜es (11), (12), (16) e (19), como
K(ϑ, I, t) = H +
∂F2
∂t
=
= Ho(Jm,n)− ωo(m,n)Jm,n + I
2
2
∂2Ho(Jm,n)
∂I2
+ ǫ2 (H1(Jm,n))m,n cos (mϑ), (20)
onde para o desenvolvimento da expressa˜o (20) realiza-
mos:
1. expansa˜o de Taylor (I = J − Jm,n ≪ 1)
2. expansa˜o de Fourier (termos ressonantes)
3. (H1)−m,−n = (H1)m,n (coeficientes reais)
4. cos (x) = (eix + e−ix)/2
Posteriormente, definimos o Hamiltoniano Ressonante
hrm,n := K(ϑ, I, t)−Ho(Jm,n) + ωo(m,n)Jm,n, (21)
a massa efetiva
M−1 :=
∂2Ho(Jm,n)
∂I2
(22)
e a intensidade de ressonaˆncia
Λm,n := 2ǫ(H1(Jm,n))m,n. (23)
Em s´ıntese, todo este procedimento nos leva a` forma
hrm,n =
1
2M
I2 + Λm,n cos (mϑ). (24)
O Hamiltoniano efetivo (24) controla a dinaˆmica
nas imediac¸o˜es de uma ressonaˆncia caracterizada pela
relac¸a˜o (14). A ac¸a˜o I que aparece na eq. (24) repre-
senta a flutuac¸a˜o da ac¸a˜o em torno de Jm,n.
A separatriz corresponde a tomar hrm,n = Λm,n o que
conduz-nos a Jmax = 2
√
M Λm,n e assim limita regio˜es
do espac¸o de fases com largura ma´xima
∆J =
√√√√32ǫ(H1(Jm,n))m,n∣∣∣∂2Ho(Jm,n)∂I2
∣∣∣ . (25)
Se Jm+1,n e´ a pro´xima ressonaˆncia estima-se, para m
suficientemente grande, que
δ := |Jm+1,n − Jm,n| ≈ ωλ
m2
∣∣∣∣∂
2Ho(Jm,n)
∂I2
∣∣∣∣
−1
, (26)
onde a condic¸a˜o δ = ∆J fornece o valor cr´ıtico de ǫc para
a superposic¸a˜o de regio˜es m-ressonantes. Mais especifi-
camente,
ǫc =
ω2λ
32m4(H1(Jm,n))m,n
∣∣∣∣∂
2Ho(Jm,n)
∂I2
∣∣∣∣
−1
. (27)
Esse e´ um crite´rio aproximado para que o campo cr´ıtico
destrua as superf´ıcies KAM entre a m-e´sima e a (m +
1)-e´sima ilha, possibilitando que a part´ıcula excursione
livremente de uma ressonaˆncia cla´ssica a outra. Para m
maior a eq. (27) mostra que ǫc e´ menor e, portanto, ha´
mais caos.
III. EXEMPLO: INTERAC¸A˜O
ONDA-PARTI´CULA
A interac¸a˜o onda-part´ıcula aparece no estudo de pro-
blemas, tais como: aceleradores de part´ıculas e lasers de
ele´trons livres (para mais exemplos veja o trabalho de
Souza et al. [18]). Este tipo de interac¸a˜o resulta em um
processo na˜o linear que pode apresentar trajeto´rias regu-
lares e cao´ticas no espac¸o de fase. A presenc¸a de uma ou
outra trajeto´ria depende principalmente da amplitude de
perturbac¸a˜o aplicada ao sistema.
A. Modelo
Consideramos uma part´ıcula relativ´ıstica de carga e,
massam e momento canoˆnico p que se move sobre a ac¸a˜o
combinada de um campo magne´tico uniforme B = Bok
e de uma “onda” eletrosta´tica da forma
U(x, t) = εx2
∞∑
k=−∞
δ(t− kTλ), (28)
onde Tλ e´ o per´ıodo de modulac¸a˜o e ε e´ a intensidade
dos impulsos (perturbac¸a˜o) ao longo do eixo x. Desta
4maneira, toda vez que t = kTλ com k ∈ Z, a perturbac¸a˜o
e´ ativada por um instante infinitesimalmente pequeno.
Deste modo, a dinaˆmica transversal deste sistema e´
descrita pelo Hamiltoniano [18, 19]
H =
√
m2c4 + c2p2x + c
2(py + eBox)2 + εU(x, t), (29)
onde c e´ a velocidade da luz. Note que o Hamiltoniano
na˜o depende da varia´veis y (varia´vel c´ıclica) e, consequen-
temente, py e´ uma constante de movimento. Assuminos
sem perda de generalidade que py = 0. Destacamos que
embora py seja nula, dy/dt e´ diferente de zero.
Indo de encontro a reescrever o Hamiltoniano (29) em
termos de quantidades adimensionais, definimos as se-
guintes mudanc¸as de varia´veis H/mc2 → H, px/mc→ p,
eBox/mc→ q e e2B2oε/m→ ǫ. Com efeito,
H =
√
1 + p2 + q2 + ǫ q2
∞∑
k=−∞
δ(t− kTλ). (30)
E´ conveniente escrever o Hamiltoniano anterior em ter-
mos das varia´veis de aˆngulo e ac¸a˜o que diagonalize a parte
na˜o perturbada. Para tanto, consideramos a func¸a˜o ge-
ratriz [3] S(I, q) que gera a seguinte mudanc¸a de coorde-
nadas
p =
√
2I cos (θ); q =
√
2I sin (θ), (31)
onde I e θ sa˜o as varia´veis de ac¸a˜o e aˆngulo, respectiva-
mente.
Substituindo a eq. (31) na eq. (30) chegamos em
H(I, θ, t) =
√
1 + 2I+ǫ 2I sin2 (θ)
∞∑
k=−∞
δ(t−kTλ). (32)
Observe que o Hamiltoniano acima esta´ na forma H =
Ho(I) + ǫH1(I, θ, t), onde
Ho(I) =
√
1 + 2I, (33)
e
H1(I, θ, t) = 2I sin
2 (θ)
∞∑
k=−∞
δ(t− kTλ). (34)
Perceba que Ho so´ depende da varia´vel de ac¸a˜o I, e
que H1 e´ uma func¸a˜o perio´dica do tempo, com per´ıodo
Tλ. Por conseguinte, podemos associar uma frequeˆncia
temporal ωλ = 2π/Tλ ao termo perturbado. Ale´m disso,
a “onda” depende funcionalmente de sin2 (θ), deste modo
sua periodicidade ba´sica e´ π.
B. Ressonaˆncias
Afim de localizar as ressonaˆncias prima´rias do sis-
tema, devemos escrever o Hamiltoniano (34) como uma
dupla expansa˜o de Fourier tanto no tempo quanto
na varia´vel angular. Assim, levando em conta que
sin2 (θ) = (2−e2iθ−e−2iθ)/4 e que∑∞k=−∞ δ(t−kTλ) =∑∞
n=−∞ e
inωλt/Tλ segue que o Hamiltoniano (32) assume
a forma
H(I, θ, t) =
√
1 + 2I + ǫ
I
Tλ
Θ(θ, ωλ), (35)
onde
Θ(θ, ωλ) =
∞∑
n=−∞
[
einωλt − 1
2
(
ei△− + ei△+
)]
, (36)
onde △± := ±2θ + nωλt.
As expresso˜es (35)-(36) nos permite detectar a pre-
senc¸a de ressonaˆncias. As ressonaˆncias esta˜o localiza-
das, como visto na sec¸a˜o (II C), em particulares va-
lores m,n, os quais denotaremos por m e n tais que
d(mθ + nωλt)/dt = 0. Considerando a condic¸a˜o de res-
sonaˆncia, conclu´ımos que as mesmas encontram-se em
0ωo(I) + nωλ = 0, (37)
2ωo(I) + nωλ = 0, (38)
−2ωo(I) + nωλ = 0. (39)
onde a frequeˆncia ωo(I) deve ser calculada como na
eq. (15). Assim, resulta que
ωo(I) =
∂Ho
∂I
=
1√
1 + 2I
. (40)
Observando as eq. (37)-(39) vemos que existe, em
princ´ıpio, treˆs valores poss´ıveis para m (m = 0, m = 2
e m = −2). Entretanto, pela forma funcional de ωo(I),
os dois u´ltimos valores de m sa˜o equivalentes e assim as
ressonaˆncias sera˜o encontradas variando n. Da eq. (37)
segue que n = 0. Decorre, para as demais ressonaˆncias
I2,n =
1
2
(
4
(nωλ)2
− 1
)
(41)
Por exemplo, se Tλ = 2.5π (ωλ = 4/5) para
n = 1 obtemos I2,1 = 2.625. Analogamente, para
n = 2 encontramos I2,2 = 0.281. Todas estes va-
lores de I ocorrem em θ = π/2 e θ = 3π/2, pon-
tos fixos. Assim, as ressonaˆncias esta˜o localizadas em
(π/2, 2.625), (3π/2, 2.625), (π/2, 0.281) e (3π/2, 0.281)
(notac¸a˜o (θ, I)). Ale´m disso, determinamos ǫc = 0.1364,
valor cr´ıtico para o qual o´rbitas iniciando nas vizinhanc¸as
de I2,2 comecem a migrar para a ressonaˆncia I2,1.
C. Mapa
A dinaˆmica gerada pelo Hamiltoniano (32) pode ser
parcialmente integrada. Para tal, fazemos uso do es-
quema apresentado na Fig. 1. Sendo assim, In e θn sa˜o os
5valores de I e θ na “entrada” (logo a esquerda) da func¸a˜o
delta correspondendo a t = nTλ. Assim, podemos cons-
truir analiticamente a conexa˜o gene´rica entre (θn, In) e
(θn+1, In+1). Com efeito, se denotarmos por ∆θ e ∆I as
Figura 1: Esquema para obtenc¸a˜o do mapeamento associado
ao Hamiltoniano (32).
variac¸o˜es de θ e I apo´s a travessia de uma func¸a˜o delta
centrada em t = nTλ teremos, baseado na subsec¸a˜o II A,
∆θ =
∫ nTλ+0
nTλ−0
θ˙ dt =
Tλ√
1 + 2In+1
+ 2ǫ sin2 (θn), (42)
e
∆I =
∫ nTλ+0
nTλ−0
I˙ dt = −2ǫIn+1 sin (2θn). (43)
Portanto,
θn+1 = θn +
Tλ√
1 + 2In+1
+ 2ǫ sin2 (θn), (44)
In+1 =
In
1 + 2ǫ sin (2θn)
. (45)
Note que o mapa pode ser interpretado como uma trans-
formac¸a˜o canoˆnica [3] entre as varia´veis “velhas” (θn, In)
e as “novas” (θn+1, In+1), gerada pela seguinte func¸a˜o
geratriz
G(θn, In+1) = θnIn+1 + Tλ
√
1 + 2In+1
+ 2ǫIn+1 sin
2 (θn), (46)
onde θn+1 = ∂G/∂In+1 e In = ∂G/∂θn.
Cabe observar que o mapa poderia ter sido escrito
com o mesmo grau de complexidade nas varia´veis (q, p).
No entanto, o uso das varia´veis de aˆngulo e ac¸a˜o (θ, I)
sa˜o mais conveniente posto que a ac¸a˜o e´ conservada na
auseˆncia de perturbac¸a˜o.
D. Linearizac¸a˜o do Mapa
Aplicaremos as te´cnicas apresentadas na subsec¸a˜o II B
ao caso particular do mapa definido anteriormente, afim
de estudar a estabilidade das ressoaˆncias. Desta maneira,
segue que os elementos da matriz Jacobiana sa˜o
∂θn+1
∂θn
= 1+ 2ǫ sin (2θn)− ∂In+1
∂θn
Tλ√
β3n
, (47)
∂θn+1
∂In
= −∂In+1
∂In
Tλ√
β3n
, (48)
∂In+1
∂θn
= − 4 ǫIn cos (2θn)
(1 + 2 ǫ sin (2θ))2
, (49)
∂In+1
∂In
=
1
1 + 2 ǫ sin (2θ)
, (50)
onde βn := 1 + 2In+1.
Agora, vamos nos concentar na ressonaˆncia principal
do mapa na qual cada ciclo da onda corresponde a uma
rotac¸a˜o orbital completa das part´ıculas magnetizadas.
Tal ressonaˆncia esta´ localizada no ponto fixo angular
θ = π/2, obtido com a condic¸a˜o θn+1 − θn = 2π, que
define a posic¸a˜o da ressonaˆncia principal
Ires =
T 2λ − 4(π − ǫ)2
8(π − ǫ)2 . (51)
Ao substitu´ırmos θ = π/2 e In = Ires nos elementos
da matriz Jacobiana acima, somos conduzidos ao mapa
linearizado zn+1 = Azn, onde
A =
(
1− 4ǫTλIres
(1+2Ires)3/2
− Tλ
(1+2Ires)3/2
4ǫIres 1
)
. (52)
Os autovalores de A sa˜o obtidos como soluc¸a˜o da
equac¸a˜o caracter´ıstica
λ2 − 2λΓ + 1 = 0, (53)
onde Γ := 1− 2ǫTλIres
(1+2Ires)3/2
. A soluc¸a˜o da eq. (53) nos leva
a
λ1,2 = Γ±
√
Γ2 − 1. (54)
Note que det(A) = 1, o que evidencia a propriedade de
preservac¸a˜o da a´rea no espac¸o de fase.
Nosso objetivo e´ determinar o valor de ǫ a partir do
qual um dos autovalores se torna maior do que 1. Neste
instante o ponto el´ıptico esta´vel centrado, por exemplo,
em π/2 se torna um ponto hiperbo´lico insta´vel. Afim de
realizar esta estimativa para o paraˆmetro de perturbac¸a˜o
ǫ, devemos impor a condic¸a˜o de que o argumento da raiz
quadrada na eq. (54) seja maior do que zero. Este pro-
cedimento nos conduz a
ǫ >
(1 + 2Ires)
3/2
TλIres
, (55)
onde Ires depende de ǫ via eq. (51).
Por exemplo, para Tλ = 2.5π estima-se ǫ > 0.67.
6Figura 2: Espac¸o de fases associado ao mapa na˜o linear,
equac¸o˜es (44) e (45). Implementado com Tλ = 2.5π e
ǫ = 0.05.
E. Resultados Nume´ricos
Nesta parte do trabalho implementamos o mapa defi-
nido pelas equac¸o˜es (44) e (45). Inicialmente, iteramos o
mapa para ǫ = 0.05 e Tλ = 2.5π > 2π (maior do que a
frequeˆncia de ciclotron), tal soluc¸a˜o nume´rica esta´ apre-
sentada na Fig. 2. Desta figura, e´ poss´ıvel verificar que
as posic¸o˜es das ressonaˆncias prima´rias (ǫ relativamente
pequeno) esta˜o de acordo com nossas previso˜es anal´ıticas
feitas na subsec¸a˜o III B. Em adic¸a˜o, percebemos que para
este valor de ǫ na˜o ha´ constatac¸a˜o de o´rbitas cao´ticas e
assim a estrutura do espac¸o de fases e´ regular.
Entretanto, vimos na eq. (51) que o valor ressonante
da varia´vel de ac¸a˜o Ires depende do paraˆmetro de per-
turbac¸a˜o ǫ. Na Fig. 3a destacamos a janela {(θ, I) ∈
[0, π]×[0, 0.6]} da Fig. 2, onde marcamos com um ponto a
correta localizac¸a˜o da ressonaˆncia principal (π/2, 0.307).
Ale´m disso, e´ interessante ressaltar que tal ressonaˆncia se
apresenta como no caso de um peˆndulo, sendo um ponto
fixo el´ıptico (portanto esta´vel).
Na subsec¸a˜o III B estimamos o valor cr´ıtico de ǫ, a
partir do qual o´rbitas de ressonaˆncia correspondeno a
∆θ = 2π comec¸am a migrar para as de ressonaˆncia
∆θ = π, como sendo ǫc = 0.1364. Motivados por este
valor, analisamos na Fig. 3b a mesma janela {(θ, I) ∈
[0, π] × [0, 0.6]} analisada na Fig. 3a para Tλ = 2.5π e
ǫ = 0.15 > ǫc. Destacamos com um ponto a correta loca-
lizac¸a˜o da ressonaˆncia principal para este valor de ǫ, ou
seja, em (π/2, 0.3615). Ale´m disso, conforme se aumenta
a intensidade da pertubac¸a˜o vai ocorrendo a destruic¸a˜o
dos toros com frequeˆncias de raza˜o racionais e uma estru-
tura auto similar vai surgindo. Fica evidente a presenc¸a
(a) Tλ = 2.5π e ǫ = 0.05.
(b) Tλ = 2.5π e ǫ = 0.15.
Figura 3: Janela {(θ, I) ∈ [0, π]× [0, 0.6]} associado ao mapa
na˜o linear, equac¸o˜es (44) e (45).
de zonas cao´ticas. Estas sa˜o na˜o conectadas, o que e´
devido a existeˆncia de superf´ıcies KAM entre elas. Pode-
mos ver que dentro das zonas cao´ticas existem ilhas sem
caos.
Na subsec¸a˜o IIID, foi previsto que e´ necessa´rio ǫ > 0.67
afim de que um dos autovalores da matriz (52) do mapa
linearizado se torne maior do que 1 (implicando na insta-
bilidade de alguma ressonaˆncia). Entretanto, apo´s algu-
mas experieˆncias nume´ricas, constatamos que ao tratar
diretamente o mapa na˜o linear o maior valor admiss´ıvel
para ǫ foi 0.5 e a implementac¸a˜o para este valor de ǫ
esta´ apresentada na Fig. 4. O problema computacional
encontrado para ǫ > 0.5 foi que o mapeamento passou
a retornar valores na˜o reais. Notamos que, neste caso,
7Figura 4: Plano de fases associado ao mapa na˜o linear ,
eq. (44) e (45). Implementado com Tλ = 2.5π e ǫ = 0.5.
todo espac¸o de fases apresenta-se cao´tico e assim as ilhas
na˜o cao´ticas desapareceram.
IV. CONCLUSO˜ES
Em conclusa˜o, analisamos e desenvolvemos um mo-
delo que descreve a dinaˆmica de interac¸a˜o de uma
part´ıcula relativ´ıstica com um campo magne´tico uni-
forme e uma onda eletrota´tica dada como uma se´rie de
pulsos. Partindo do Hamiltoniano do sistema, apresenta-
mos um procedimento para obtenc¸a˜o do mapa que des-
creve sua evoluc¸a˜o temporal. Realizamos algumas pre-
viso˜es anal´ıticas, tais como, obtenc¸a˜o de um valor cr´ıtico
ǫ a partir do qual da´-se in´ıcio o movimento cao´tico (ǫc =
0.1364) e a localizac¸a˜o das ressonaˆncia prima´rias. Ao li-
nearizar o mapa, estimamos o valor de ǫ que torna uma
ressonaˆncia principal originalmente esta´vel em insta´vel
(ǫ = 0.67).
Com o mapa obtido construimos o espac¸o de fases do
sistema e analisamos seu comportamento como sendo re-
gular ou cao´tico. Basedo nos espac¸os de fases vemos que
a natureza qualitativa do movimento depende da intensi-
dade de amplitude da onda eletrosta´tica (ǫ). Verificamos,
numericamente, a posic¸a˜o das ressonaˆncias e estas esta˜o
de acordo com as previso˜es anal´ıticas. Na Fig. 2 apre-
sentamos o espac¸o de fases para ǫ = 0.05, onde na˜o ha´
percepc¸a˜o de comportamento cao´tico mas sim de uma es-
trutura relativamente regular. Na Fig. 3a destacamos a
janela {(θ, I) ∈ [0, π]× [0, 0.6]} da Fig. 2, onde fica claro
que a ressonaˆncia marcada com um ponto se trata de um
ponto fixo el´ıptico (esta´vel).
Na subsec¸a˜o III B estimamos que ǫ > ǫc = 0.1364, a
fim de que o´rbitas vivendo nas vizinhanc¸as correspon-
dendo a ∆θ = 2π comecem a migrar para a ressonaˆncia
correspondente a ∆θ = π. Deste modo, analisamos na
Fig. 3b a mesma janela {(θ, I) ∈ [0, π] × [0, 0.6]} desta-
cada na Fig. 3a para ǫ = 0.15 > ǫc. Assim, verificamos
que conforme se aumenta a intensidade da pertubac¸a˜o
vai ocorrendo a destruic¸a˜o dos toros com frequeˆncias de
raza˜o racionais e uma estrutura auto similar vai surgindo
(figura 3b ) ale´m das zonas cao´ticas.
Finalmente, conclu´ımos que o algoritmo empregado
para gerar a iterac¸a˜o nume´rica do mapa e´ robusto e
pode ser empregado para iterac¸o˜es de outros mapas bi-
dimensionais deste tipo. Entretanto, a implementac¸a˜o
deste mapa espec´ıfico apresentou limitac¸o˜es para ǫ > 0.5
o que nos impossibilitou verificar a estimativa de que
ǫ > 0.67 afim de que um dos autovalores da matriz (52)
do mapa linearizado se torne maior do que 1 (implicando
na insta´bilidade da ressonaˆncia entrada em π/2). In-
terpretamos esta discrepaˆncia como sendo devida a na˜o
linearidade do mapa original (em contrapartida ao mapa
linearizado).
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