Abstract. We present and analyze a waveform relaxation version of the Dirichlet-Neumann and Neumann-Neumann methods for parabolic problems. Like the Dirichlet-Neumann method for steady problems, the method is based on a non-overlapping spatial domain decomposition, and the iteration involves subdomain solves with Dirichlet boundary conditions followed by subdomain solves with Neumann boundary conditions. For the Neumann-Neumann method, one step of the method consists of solving the subdomain problems using Dirichlet interface conditions, followed by a correction step involving Neumann interface conditions. However, each subdomain problem is now in space and time, and the interface conditions are also time-dependent. Using Laplace transforms, we show for the heat equation that when we consider finite time intervals, the Dirichlet-Neumann and Neumann-Neumann methods converge superlinearly for an optimal choice of the relaxation parameter, similar to the case of Schwarz waveform relaxation algorithms. The convergence rate depends on the size of the subdomains as well as the length of the time window. For any other choice of the relaxation parameter, convergence is only linear. We illustrate our results with numerical experiments.
Introduction.
We introduce and analyze new types of Waveform Relaxation (WR) methods based on the Dirichlet-Neumann and Neumann-Neumann algorithms for steady problems. To solve time-dependent problems in parallel, one can either discretize in time to obtain a sequence of steady problems, which is called Rothe's method after the German analyst Erich Rothe, and then one applies domain decomposition algorithms to solve the steady problems at each time step in parallel. Or one can first discretize in space, which is called the method of lines, and then apply WR to the large system of ordinary differential equations (ODEs) obtained from the spatial discretization. WR methods have their origin in the work of Picard [27] and Lindelöf [18] for the existence proof of solutions of ODEs in the late 19th century. Lelarasmee, Ruehli and Sangiovanni-Vincentelli [17] were the first to introduce WR as a parallel method for the solution of ODEs. For WR methods applied to ODEs, we have two classical convergence results: (i) linear convergence on unbounded time intervals under some dissipation assumptions on the splitting ( [24] , [25] , [15] and [23] ); and (ii) superlinear convergence for nonlinear systems (including linear ones) on bounded time intervals, assuming a Lipschitz condition on the splitting function ( [24] , [25] , [1] and [3] ). The main computational advantage of the WR method next to parallelization is that one can use different time discretizations for different components of the system. Domain decomposition methods for elliptic PDEs can be extended to time dependent problems by using the same decomposition in space, but then solving time dependent problems in the subdomains during the iterative solution process. This leads to WR type methods, see the early references [3] and [15] . The systematic extension of the classical Schwarz method to time dependent problems was started independently in [13, 14] ; Gander and Stuart [13] showed linear convergence of overlapping Schwarz WR iteration for the heat equation on unbounded time intervals with a rate depending on the size of the overlap; Giladi and Keller [14] proved superlinear convergence of the Schwarz WR method with overlap on bounded time intervals for the convection-diffusion equation. Like WR algorithms in general, the so called Schwarz Waveform Relaxation algorithms (SWR) converge relatively slowly, except if the time window size is very short. A remedy is to use optimized transmission conditions, which leads to much faster algorithms, see [11, 2] for parabolic problems, and [12, 10] for hyperbolic problems, and this technique also led to the so called optimized Schwarz methods for elliptic problems, for an overview, see [9] .
The Dirichlet-Neumann and Neumann-Neumann methods belong to the class of substructuring methods for solving elliptic PDEs. The Dirichlet-Neumann algorithm was first considered by Bjørstad & Widlund [4] and further studied in [6] , [22] and [21] ; the Neumann-Neumann algorithm was introduced by Bourgat et al. [5] , see also [29] and [31] . The performance of these algorithms for elliptic problems is now well understood, see for example the book [32] . However, no substructuring-type analogue of the WR method has been proposed so far. In this paper, we propose the Dirichlet-Neumann Waveform Relaxation (DNWR) and the Neumann-Neumann Waveform Relaxation (NNWR) methods, which generalize the use of substructuring methods to the case of time-dependent problems in a natural way. We define and analyze these methods in the continuous setting to ensure the understanding of the asymptotic behavior of the methods in the case of fine grids.
We formulate the new algorithms for the following parabolic equation on a bounded domain Ω ⊂ R d , 0 < t < T , d = 1, 2, 3:
∂u ∂t = ∇ · (κ(x, t)∇u) + f (x, t), x ∈ Ω, 0 < t < T, u(x, 0) = u 0 (x), x ∈ Ω, u(x, t) = g(x, t),
x ∈ ∂Ω, 0 < t < T,
where κ(x, t) ≥ κ > 0. In Section 2, we introduce the non-overlapping DNWR algorithm with two subdomains for the model problem (1.1), and we present sharp convergence estimates for DNWR obtained for the special case of the one dimensional heat equation, κ(x, t) = 1. In Section 3 we present the NNWR algorithm for multiple subdomains for the general problem (1.1), and present sharp convergence estimates again for the one dimensional heat equation. Our convergence analysis shows that both the DNWR and NNWR algorithms converge superlinearly on finite time intervals, T < ∞. It is based on detailed, technical kernel estimates, which we show in Section 4. Section 5 contains the proofs of our main convergence results for both DNWR and NNWR. We then show in Section 6 how the analysis of the NNWR can be generalized to higher spatial dimensions, and prove that the convergence estimates do not change. We finally show numerical results in Section 7, which illustrate our analysis. We also test the algorithms in configurations not covered by our analysis, and still observe the same convergence behavior.
2. The Dirichlet-Neumann Waveform Relaxation algorithm. To define the Dirichlet-Neumann WR algorithm for the model problem (1.1) on the space-time domain Ω×(0, T ) with Dirichlet data given on ∂Ω, we assume that the spatial domain Ω is partitioned into two non-overlapping subdomains Ω 1 and Ω 2 , as illustrated in Figure 2 .1. We denote by u i the restriction of the solution u of (1.1) to Ω i , i = 1, 2, and by n i the unit outward normal for Ω i on the interface Γ := ∂Ω 1 ∩ ∂Ω 2 . The Dirichlet-Neumann Waveform Relaxation algorithm consists of the following steps: given an initial guess h 0 (x, t) along the interface Γ × (0, T ), compute for k = 1, 2, . . . 
1) and then update the value along the interface using
θ ∈ (0, 1] being a relaxation parameter. Now the main goal of the analysis is to study how the error h k−1 (x, t) − u Γ×(0,T ) converges to zero, and by linearity it suffices to consider the so called error equations, f (x, t) = 0, g(x, t) = 0, u 0 (x) = 0 in (2.1), and examine how h k−1 (x, t) converges to zero as k → ∞. We present now sharp convergence estimates for algorithm (2.1,2.2) for the special case of the heat equation, κ(x, t) = 1, on the one dimensional domain Ω = (−a, b) with subdomains Ω 1 = (−a, 0) and Ω 2 = (0, b). Our convergence analysis is based on Laplace transforms. We define the Laplace transform of a function u(x, t) with respect to time t asû
where s is a complex variable. If L {u(x, t)} =û(x, s), then the inverse Laplace transform ofû(x, s) is defined by 4) and maps the Laplace transform of a function back to the original function. For more information on Laplace transforms, see [8, 26] . After a Laplace transform, the DNWR algorithm (2.1,2.2) for the error equations in the one dimensional heat equation setting becomes
followed by the updating step
Solving the two-point boundary value problems in the Dirichlet and Neumann step in (2.5), we getû
By induction, we therefore find for the updating step the relation
Theorem 2.1 (Convergence of DNWR for a = b). When the subdomains are of the same size, a = b in (2.5,2.6) , the DNWR algorithm converges linearly for 0 < θ < 1, θ = 1/2. For θ = 1/2, it converges in two iterations. Convergence is independent of the time window size T .
Proof.
Thus the convergence is linear for 0 < θ < 1, θ = 1/2. If θ = 1/2, we have h 1 (t) = 0, and hence one more iteration produces the desired solution on the entire domain.
Having treated the simple case where the subdomains are of the same size, a = b, we focus now on the more interesting case where a = b. Defining
the recurrence relation (2.9) can be rewritten aŝ
where q(θ) = 1 − 2θ. Note that for Re(s) > 0, G(s) is O(s −p ) for every positive p, which can be seen as follows: setting s = re iϑ , we obtain for a ≥ b the bound
→ 0 as r → ∞, and for a < b, we get the bound
Therefore, by [8, p. 178 ], G(s) is the Laplace transform of an infinitely differentiable function F 1 (t), which is the reason why we introduced G(s) in (2.10). We now define
In what follows, we study the special case θ = 1/2, when h k is given by a convolution of h 0 with the analytic function F k . For θ not equal to 1/2, different techniques are required to analyze the behavior of the DNWR algorithm, and this will be done in a future paper. We also have to consider two cases: a > b, which means that the Dirchlet subdomain is bigger than Neumann subdomain, and a < b, when the Neumann subdomain is bigger than the Dirichlet 
On a finite time interval t ∈ (0, T ), the DNWR method converges superlinearly with the estimate 
For a finite time interval t ∈ (0, T ), the DNWR converges superlinearly with the estimate 3. The Neumann-Neumann Waveform Relaxation algorithm. We now introduce the NNWR algorithm for the model problem (1.1) for multiple subdomains; for the case of two subdomains in 1d, see [16] . Suppose Ω is partitioned into nonoverlapping subdomains {Ω i , 1 ≤ i ≤ N }, as illustrated in Figure 3 .1. For i = 1, . . . , N set Γ i := ∂Ω i \ ∂Ω, Λ i := {j ∈ {1, . . . , N } : Γ i ∩ Γ j has nonzero measure} and Γ ij := ∂Ω i ∩ ∂Ω j , so that the interface of Ω i can be rewritten as Γ i = j∈Λi Γ ij . We denote by n ij the unit outward normal for Ω i on the interface Γ ij .
The NNWR algorithm starts with an initial guess w 0 ij (x, t) along the interfaces Γ ij × (0, T ), j ∈ Λ i , i = 1, . . . , N , and then performs the following two-step iteration: at each iteration k, one first solves Dirichlet problem on each Ω i in parallel,
One then solves Neumann problems on all subdomains,
The interface values are then updated with the formula
where θ ∈ (0, 1] is a relaxation parameter.
As in the case of the DNWR algorithm, we prove our results first for the one dimensional heat equation on the domain Ω := (0, L) with boundary conditions u(0, t) = g 0 (t) and u(L, t) = g L (t), for higher spatial dimensions, see Section 6. We decompose Ω into non-overlapping subdomains Ω i := (x i−1 , x i ), i = 1, . . . , N , and define the subdomain length h i := x i − x i−1 , and h min := min 1≤i≤N h i . Our initial guess is denoted by w
on the interfaces x i . By linearity, we again study the error equations, f = 0, g 0 = g L = 0 and u 0 = 0, which leads with w 
We have the following convergence result for NNWR: Theorem 3.1 (Convergence of NNWR). For θ = 1/4 and T > 0 fixed, the NNWR algorithm (3.4 
)-(3.5) converges superlinearly with the estimate
The proof of Theorem 3.1 will also be given in Section 5. As in the case of the DNWR, the parameter choice θ = 1/4 requires different analysis techniques and is the subject of further studies. 1. If g(t) ≥ 0 and w(t) ≥ 0, the convolution (g * w)(t) :
, H(t) being the Heaviside step function. Proof. The proofs follow directly from the definitions. Lemma 4.2. Let, w(t) be a continuous and
Proof. With the definition of the Laplace transform (2.3) and using positivity, we have
where the dominated convergence theorem was used to exchange the order of limit and integration.
Positivity.
In order to use Lemma 4.2 in our analysis, we have to show positivity of inverse transforms of kernels appearing in the DNWR and NNWR iteration. These results are established in the following lemma.
Lemma 4.3. Let β > α ≥ 0 and s be a complex variable. Then, for t ∈ (0, ∞)
Proof. We first prove that ϕ and ψ are well-defined and continous functions on (0, ∞). Setting s = re iϑ , a short calculation shows that for β > α ≥ 0 and for every positive p
so by [8, p. 178] , its inverse Laplace transform exists and is continuous (in fact, infinitely differentiable). Thus, ϕ is a continuous function. A similar argument holds for ψ.
Next, we prove the positivity of ϕ and ψ by noting that these kernels are related to solutions of the heat equation. Let us consider the heat equation u t −u xx = 0 on (0, β) with initial condition u(x, 0) = 0 and boundary conditions u(0, t) = 0, u(β, t) = g(t). If g is non-negative, then by the maximum principle, this boundary value problem has a non-negative solution u(α, t) for all α ∈ [0, β], t > 0. Now performing a Laplace transform of the heat equation in time, we obtain the transformed solution along
We now prove that ϕ(t) ≥ 0 by contradiction: suppose ϕ(t 0 ) < 0 for some t 0 > 0. Then by the continuity of ϕ, there exists δ > 0 such that ϕ(τ ) < 0 for τ ∈ (t 0 −δ, t 0 +δ). Now for t > t 0 + δ, we choose a non-negative g as follows:
which is a contradiction, and hence ϕ must be non-negative. To prove the result for ψ, we use again the heat equation u t − u xx = 0, u(x, 0) = 0, but on the domain (−b, b) and with boundary conditions u(−β, t) = u(β, t) = g(t). Using a Laplace transform in time gives as solution at x = αû
and hence a similar argument as in the first case proves that ψ is also non-negative.
Specific kernel estimates.
The following lemma contains specific estimates for the inverse Laplace transform of two kernels in terms of infinite sums.
Lemma 4.4. For k = 1, 2, 3, . . ., we have the identities
In particular, both functions are positive for t > 0. Proof. Using that e −2α √ s < 1 for Re(s) > 0, we first expand cosech into an infinite binomial series,
Now using the inverse Laplace transform (see Oberhettinger [26] )
we obtain
To justify taking the inverse Laplace transform term by term, we prove that the Laplace transform of the right-hand side of (4.6) indeed gives cosech
2 /4t be the mth term of the series. Then for any real parameter s 0 > 0, we have for Re(s) > s 0
Thus, we have
This allows us to use Fubini's theorem, where the product measure is between the discrete counting measure and the Lebesgue measure on [0, ∞). We thus obtain for all Re(s) ≥ s 0
The first identity (4.2) then follows by taking the inverse Laplace transform on both sides. Since each f m (t) is positive for t > 0, we conclude that the limit function ∞ m=0 f m (t) is also positive. For the second identity, we need the inverse Laplace transform
By dividing the expansion (4.4) by s, we obtain
where we justify the interchanging of sums and inverse transforms in the same way as above. Since erfc is a positive function, so is the kernel (4.3).
Proofs of the main theorems.
We now prove the main convergence results for the DNWR and NNWR algorithms stated in Section 2 and 3.
Proof of Theorem 2.2 for DNWR.
For θ = 1/2 we get from (2.11) and using part 3 of Lemma 4.1
So in order to get an L ∞ convergence estimate, we need to bound
.
This bound is valid for arbitrary values of T , and hence we get from (5.1)
which shows that the algorithm is converging at least linearly for a > b. To get a more accurate bound, we definev
, and rewrite (2.11) for θ = 1/2 asv
, then part 3 of Lemma 4.1 yields
By Lemma 4.2,
k , and we therefore obtain
we have
from which it follows, using again part 3 of Lemma 4.1 that
By Lemma 4.3, f k (t) ≥ 0 for all t. To obtain a bound for
√ s ) is greater than or equal to f k (t) for all t > 0, and then bound
Note that in addition to 
where we expressed the second integral as an inverse Laplace transform using Lemma 4.1, part 4, which we then evaluated using (4.7). Finally, we combine the bound above with (5.2) and (5.3) to obtain the second estimate of Theorem 2.2, which concludes the proof of this theorem.
Proof of Theorem 2.3 for DNWR.
For the case a < b, a linear estimate which does not depend on T has been given in [20] . For the second part, we rewrite (2.11) in the formĥ
and definingφ(s) :=
, we can rewrite
This motivates the definition of the new sequenceθ 2k (s) := sinh 2k (a √ s)ĥ 2k (s), which from (5.4) satisfies the recurrencê
Now using part 3 of Lemma 4.1, we obtain the estimate 5) and using Lemma 4.2 leads to
By induction, we therefore obtain
, we have
from which it follows by part 3 of Lemma 4.1 and using (5.6) that
where B(k, T ) := 
where we used for the first inequality the estimate
and for the third inequality
Inserting the estimate for B(k, T ) into (5.7) gives then the result of the theorem. 
Thus, if √ 2α/(1 − α 4 ) < 1, then the factor ( * ) is less than 1 and the bound B(k, T ) contracts superlinearly for k > 2l. This is true whenever α < α 0 , where α 0 ≈ 0.6095 is the unique positive root of ψ(α) = α 4 + √ 2α−1. Hence, we get superlinear convergence for k > 2l > 0.99T /a 2 .
Proof of Theorem 3.1 for NNWR.
We start by applying the Laplace transform to the homogeneous Dirichlet subproblems in (3.4), and obtain
for i = 2, ..., N − 1. These subdomain problems have the solutionŝ
Next we apply the Laplace transform to the Neumann subproblems (3.2) for subdomains not touching the physical boundary, and obtain
where the notation σ i := sinh (h i √ s) and γ i := cosh (h i √ s) gives
We therefore obtain for i = 2, ..., N − 2, at iteration k 
Using the identity γ
(5.8)
13
For i = 1 and i = N , the Neumann conditions on the physical boundary are replaced by homogeneous Dirichlet conditions ψ 1 (0, t) = 0 and ψ N (L, t) = 0, t > 0. For these two subdomains, we obtain as solution after a Laplace transform
and thus the recurrence relations on the first interface iŝ
and on the last interface, we obtain 
Similarly, we obtain for (5.9)
where we definedt 1,1 := σ
. From (5.10), we obtain
where we definedt N −1,N −1 := σ . If h i+1 = h i+2 = h min , then the terms int i,i+2 cancel and we simply gett i,i+2 = 1. If h min ≤ h i+1 and h min ≤ h i+2 , then the kernel t i,i+2 , being a convolution of two positive functions, is positive by part 1 of Lemma 4.1, and using Lemma 4.2 its integral is bounded by
The same argument also holds for the term involvingν
Assuming that h i ≥ h i+2 , we use Lemma 4.3 and Lemma 4.2 to get a bound of the form
and similarly for the term involvingν 
Each term is again a ratio of hyperbolic sines, so we only need to pair the factors so that the coefficient in the numerator is always smaller than the one in the denominator. 
A similar argument holds also for the second term. Now using Lemma 4.2, we have again integrals of kernels bounded by 1. In summary, we get for 2 
shows that one can bound
If h 3 > h 1 , then we rewritê
which again shows using Lemma 4.2 that the integral is bounded by 1. Finally we consider
Using the inequalities −h 2 ≤ h min + 2h 1 − h 2 ≤ 2h 1 and −2h 1 ≤ h min − 2h 1 + h 2 ≤ h 2 we can again, with an appropriate pairing of factors, bound the integral of each term by 1. Thus we have for the subdomain touching the left physical boundary
A similar result holds forν k N −1 (s), and hence the inequality (5.15) holds for all 1 ≤ i ≤ N − 1. Therefore, by induction, we obtain
, a similar estimate using part 3 of Lemma 4.1 as in the proof of Theorem 2.3 leads to the superlinear convergence estimate (3.6).
Analysis of the NNWR in 2D.
In this section we formulate and analyze the NNWR algorithm, applied to the two-dimensional heat equation
with initial condition u(x, y, 0) = u 0 (x, y) and Dirichlet boundary conditions. To define the Neumann-Neumann algorithm, we decompose Ω into strips of the form
The Neumann-Neumann algorithm, considering directly the error equations with f (x, y, t) = 0, u 0 (x, y) = 0 and homogeneous Dirichlet boundary conditions, is then given by performing iteratively for k = 1, 2, . . . and for i = 1, . . . , N the Dirichlet and Neumann steps
1) except for the first and last subdomain, where in the Neumann step the Neumann conditions are replaced by homogeneous Dirichlet conditions along the physical boundaries, as in the one dimensional case. The new interface values for the next step are then defined as
To analyze the NNWR algorithm (6.1) in two dimensions, we first reduce the problem to a collection of one-dimensional problems by performing a Fourier transform along the y direction. More precisely, we use a Fourier sine series along the y-direction,
Thus, the 2D problems in the NNWR algorithm (6.1) become a sequence of 1D problems indexed by n,
and the boundary conditions for U k i (x, n, t) are identical to the one-dimensional case for each n. 
where h min is the minimum subdomain width.
Proof. We take Laplace transforms in t of (6.2) to get
and now treat each n as in the one-dimensional analysis in the proof of Theorem 3.1, where the recurrence relations (5.8), (5.9) and (5.10) of the form
now become for each n = 1, 2, . . .
then if we replace s by s + n 2 in (6.4), we get A
−n 2 t . Hence taking the inverse Laplace transform of (6.3), we get
So the interface functions g k i (y, t) can be written as
Next, we justify the exchange of the infinite sum and the integrals using Fubini's theorem. Here, we need to check that
2 τ remains bounded for all τ ≥ 0. For τ bounded away from zero, this follows from the boundedness of |a (k) ij | and from the geometric series, so it suffices to show boundedness for τ close to zero. To do so, note that A In particular, for 0 < τ < 1, we have
, so the sum (6.5) is bounded above by 2Cτ , which is independent of M . Therefore,
2 τ is bounded uniformly for all τ ∈ (0, ∞), so we can apply Fubini's theorem to interchange sums and integrals and get Interchanging the sum and the integral, (6.6) gives
(6.7) Now splitting the two integrals and performing the change of variables ζ = η − 2kπ in the first integral and ζ = 2kπ − η in the second, (6.7) gives
Letting m = −k in the first integral, we obtain
Defining the 2π-periodic odd extension of g 0 j as
we can rewrite (6.7) as
Now sinceḡ 0 j and g 0 j have the same maxima and minima, we have
where g 0 j = max 0<y<π max 0<t<T |g 0 j (y, t)| is the L ∞ norm of the initial guess. Also note
which means we have the same bounds as in the 1D case.
Numerical Experiments.
We perform experiments to measure the actual convergence rate of the discretized DNWR and NNWR algorithms for the problem
We discretize (7.1) using standard centered finite differences in space and backward Euler in time on a grid with ∆x = 2×10 −2 and ∆t = 4×10 −3 . For the DNWR method, we consider two cases: first, we choose a = 3 and b = 2, i.e., we split the spatial domain Ω := (−3, 2) into two non-overlapping subdomains Ω 1 = (−3, 0) and Ω 2 = (0, 2), see Figure 2 .1. This is the case of DNWR when the Dirichlet subdomain is larger than the Neumann subdomain (a > b), corresponding to Theorem 2.2. For the second case, we take a = 2 and b = 3, so that the Dirichlet domain is smaller than the Neumann one, as in Theorem 2.3. We test the algorithm by choosing h 0 (t) = t 2 , t ∈ [0, T ] as an initial guess. Figures 7.1 and 7.2 give the convergence curves for T = 2 and for different values of the parameter θ for κ(x) = 1 on the left, and κ(x) = 1 + e x on the right. We see that for a small time window, we get linear convergence for all relaxation parameters θ, except for θ = 1/2, when we observe superlinear convergence.
Next, we show an experiment for the NNWR algorithm in the spatial domain Ω = (0, 6), with the same discretization parameters ∆x and ∆t as above, and for the time window T = 2. Now onward we always use κ(x) = 1, unless otherwise specified. In Figure 7 .3, we consider a decomposition into two to six unequal subdomains, whose widths are shown in Table 7 .1. On the left panel, we show the convergence in the four-subdomain case as a function of the relaxation parameter θ, whereas on the right panel, we show the convergence for θ = 1/4 as we vary the number of subdomains. We observe superlinear convergence for θ = 1/4, and only linear convergence for the other choices, and also that convergence slows down as the number of subdomains is increased, as expected. We now compare the numerical behavior of DNWR and NNWR with our theoretical estimates in Sections 2 and 3. In Figure 7 .4, we show for the DNWR algorithm a comparison between the numerically measured convergence for the discretized problem, the theoretical convergence for the continuous model problem (calculated using inverse Laplace transforms), and the linear and superlinear convergence estimates shown in Theorem 2.2, for a = 3, b = 2, κ(x) = 1. We see that for a short time interval, T = 2, the algorithm converges superlinearly, and the superlinear bound is quite accurate. For the long time interval T = 50, the algorithm converges linearly, and the linear convergence estimate is now more accurate. Similarly, we show in Figure  7 .5 a comparison of the numerically measured convergence for the NNWR algorithm for θ = 1/4 and κ(x) = 1, and the theoretical estimates from Theorem 3.1. On the left, we show the results for the two subdomain case (subdomain lengths are as in the first line of Table 7 .1), where we also plotted the linear estimate from [16] , and on the right, we show the results for the case of many subdomains of equal length for Ω = (0, 6).
We now compare in Figure 7 .6 the performance of the DNWR and NNWR algorithms for two subdomains with the Schwarz Waveform Relaxation algorithms from [11, 2] with overlap. We use an overlap of length 2∆x, where ∆x = 1/50. We observe that the DNWR and NNWR algorithms converge faster than the overlapping Schwarz WR iteration. Only a higher order optimized Schwarz waveform relaxation algorithm comes close to the performance of the DNWR algorithm in this experiment.
We show an experiment for the NNWR algorithm in two dimension for the following model problem ∂ t u − (∂ xx u + ∂ yy u) = 0, u(x, y, 0) = sin(2πx) sin(3πy). We conclude this section with a numerical experiment not covered by our analysis: we decompose the two dimensional domain Ω := (0, 1) × (0, 1) into four nonoverlapping subdomains Ω 1 = (0, 1/2) × (0, 1/2), Ω 2 = (0, 1/2) × (1/2, 1), Ω 3 = (1/2, 1) × (1/2, 1), Ω 4 = (1/2, 1) × (0, 1/2), such that a cross point is present, see Figure 7 .8 on the left. On the right, we show that the convergence of the NNWR algorithm is again superlinear.
8. Conclusions. We introduced two new classes of space-time parallel algorithms, the Dirichlet-Neumann waveform relaxation (DNWR) and the NeumannNeumann waveform relaxation (NNWR) algorithms. For the one-dimensional heat equation, we proved superlinear convergence for both algorithms for a particular choice of the relaxation parameter. For the NNWR, our convergence estimate holds for a decomposition into many subdomains, and we also gave an extension to two spatial dimensions. We are currently working on the generalization of our analysis for the DNWR algorithm to the case of many subdomains and higher spatial dimensions, and we are also studying the convergence for θ = 1/2 in more detail. 
