In this paper we investigate the nonnegative martingale Wn = Zn= n(U); n¿ 0 and its a.s. limit W , when (Zn)n¿0 is a weighted branching process in random environment with stationary ergodic environmental sequence U = (Un)n¿0 and n(U) denotes the conditional expectation of Zn given U for n ¿ 0.
Introduction
The paper studies the normalized limit of a weighted branching process in random environment. In order to give an informal description of the underlying model, ÿrst without random environment, we consider a population of cells all stemming from one ancestor cell, denoted ∅. As usual, we label each cell of a subsequent generation by an element v = (v 1 ; : : : ; v n ) of the Ulam-Harris tree N = {∅} ∪ n¿1 N n which encodes its line of descent. Suppose that each cell v =(v 1 ; : : : ; v n ) has a lifespan of one unit of time and carries a random weight (or size) L(v) obtained as the product of the mother's weight L(v 1 ; : : : ; v n−1 ) and a random factor T vn (v 1 ; : : : ; v n−1 ). This re ects that every cell grows or shrinks during its life period and splits into a random number of o spring cells at its death. By normalization, let the ancestor have weight one, i.e. L(∅) = 1, and let the inÿnite vectors T (v) = (T i (v)) i¿1 ; v ∈ N be i.i.d. The latter expresses the standard assumption in many branching models that all population members exhibit the same biological performance (growth, reproduction) and that all cells develop independently of one another. Note that every cell can produce inÿnitely many daughter cells, but that only cells with positive weight are alive. Now, if
denotes the total weight of all cells of the nth generation, then (Z n ) n¿0 forms a weighted branching process. In many biological contexts the assumption of independent and identical biological performance of all cells seems doubtful because various exogenous environmental factors like temperature, food supply, competition etc. may cause a variation of cell behaviour over generations. If this variation shows a recurrent (seasonal) pattern the following generalization of the above model may be viewed as a reasonable alternative: Suppose that, given a stationary ergodic sequence (U n ) n¿0 , the weight factors T (v); v ∈ N, are conditionally independent with a conditional distribution depending only on U n if v belongs to the nth generation. This means that the U n are the random parameters re ecting the environmental uctuations over time. A rigorous description is given further below. The sequence (Z n ) n¿0 thus obtained is our main object of interest and called a weighted branching process in random environment.
If L(v) ∈ {0; 1} a.s. for all v ∈ N and each cell has only a ÿnite number of living daughters, (Z n ) n¿0 is a Galton-Watson process in random environment as will be explained below. Fig. 1 shows the ÿrst generations (denoted by G 0 ; : : : ; G 3 ) of the corresponding family tree. It only contains living cells, i.e. those cells with a positive weight.
We are interested in the total weight or size of the nth generation, called Z n hereafter, and its behaviour as n → ∞ (when appropriately normalized).
In order to introduce the process rigorously, put : [0; ∞)
and let U = (U n ) n¿0 be a stationary ergodic sequence of (M; M)-valued random variables (deÿned on some suitable probability space ( ; A; P)), where M denotes the collection of probability measures Q on ([0 and M is the -algebra generated by the total variation norm.
Additionally, let N := {∅} ∪ n¿1 N n and T (v) = (T i (v)) i¿1 ; v∈ N; be a family of [0; ∞) N -valued random variables that are conditionally independent given U with conditional distribution given by
|v| denoting the length of v, in particular |∅| = 0. Note that for ÿxed v, we allow arbitrary dependencies of the random variables T i (v); i ¿ 1. As U n ; n ¿ 0, are identically distributed, the same is true for T (v); v ∈ N. However, T (v); v ∈ N are in general not independent.
Recursively, deÿne the random weights L(v); v ∈ N, by L(∅) := 1 and
Furthermore, let
be the sum of weights of all individuals or cells in generation n. Given v; w ∈ N, we will say that w stems from v if v = ∅ or if w = (v; v ) for some v ∈ N. v is called alive if its weight is positive.
For simplicity, we abbreviate T := (T i ) i¿1 := T (∅) and for Q = (Q n ) n¿0 ∈ M N0 0 (Q) := 1 and
In addition, we assume that
and that
In case
is ÿnite, we have the decomposition = + − − . Finally, note that the sequence ( (U n )) n¿0 is stationary ergodic as well.
The following examples describe special cases of the above scenery and motivate the rest of this paper.
Example 1 (Galton-Watson processes in random environment). Suppose that P(T i ∈ {0; 1} ∀i ¿ 1) = 1 or equivalently, U 0 ({0; 1} N ) = 1 a:s:
As T (v); v ∈ N are identically distributed, this yields
and (Z n ) n¿0 is a Galton-Watson process in random environment. The latter process has been introduced by Smith and Wilkinson (1969) in the special situation of i.i.d. random environment and later by Athreya and Karlin (1971a, b) in the more general setting of stationary ergodic random environment. Although Galton-Watson processes in random environments are well-studied objects (see for example Agresti, 1975; Athreya and Karlin, 1971a, b; Co ey and Tanny, 1984; Dekking, 1987; Geiger and Kersting, 2000; Geiger et al., 2003; Lindvall, 1974; Lyons et al., 1995; Smith and Wilkinson, 1969; Tanny, 1977 Tanny, , 1978 Tanny, , 1981 Tanny, , 1988 , there seems to be no work on weighted branching processes in random environment. The precise connection of our results to similar results on Galton-Watson processes in random environment will be discussed in detail in Remark 7.1 in Section 7.
In contrast to Galton-Watson processes (in random environment), we do not only distinguish whether any cell is alive, but also consider its random size. This di erence is emphasized by introducing the corresponding Galton-Watson process (in random environment) with state space N 0 ∪ {∞}, given by
which counts the number of living cells in generation n.
Example 2 (Ordinary weighted branching processes): If the sequence (U n ) n¿0 is deterministic and nonvarying, i.e. P(U 0 ∈ ·) = P(U 1 ∈ ·) = · · · = for some ∈ M, it is easily checked that T (v); v ∈ N are even independent. Hence, (Z n ) n¿0 forms an ordinary weighted branching process with := EZ 1 = ( ) ∈ (0; ∞). This special case will be dealt with in Theorem 2.7.
Weighted branching processes have been discussed in a variety of contexts. In Graf et al. (1988) and Mauldin and Williams (1986) , they are used for the study of random Cantor sets and their Hausdor dimensions. In this context, the L(v); |v|=n, denote the volumes of the remaining sets after n steps in a so-called random recursive construction.
In a slightly more general form, weighted branching processes have appeared in the analysis of certain stochastic ÿxed point equations and recursive algorithms like Quicksort, see R osler (1991, 1992) and R osler and R uschendorf (2001) .
Moreover, the study of weighted branching processes is closely related to the analysis of so-called multiplicative cascades (see Liu, 2000) and the Laplace functional of branching random walks (see e.g. Biggins, 1977 Biggins, , 1979 Biggins, , 1992 Biggins and Grey, 1979; Biggins and Kyprianou, 1997; Liu, 1997 Liu, , 1998 Liu, , 1999 Lyons, 1997) .
For more background material on ordinary weighted branching processes, we refer to R osler (1993, 1999), R osler et al. (2000, 2001) .
Example 3 (Galton-Watson Processes): If the conditions of the previous examples hold simultaneously, (Z n ) n¿0 is a Galton-Watson process with reproduction mean ∈ (0; ∞), see for example Asmussen and Hering (1983) and Athreya and Ney (1972) .
Our main object of interest is the sequence (W n ) n¿0 , deÿned by
We will see in Lemma 5.1 that (W n ) n¿0 forms a nonnegative martingale with respect to an appropriate ÿltration (G n ) n¿0 of ( ; A; P) and therefore converges a.s. to a nonnegative random variable W satisfying EW 6 1. Informally speaking, it is natural to ask for necessary and su cient conditions for
More precisely, our aim is to determine when n (U), the conditional mean of Z n given U, appropriately describes the growth of Z n as n → ∞ in the sense that W = lim inf n→∞ W n is nondegenerate, i.e. satisÿes P(W ¿ 0) ¿ 0, or even fulÿlls EW = 1. For the special situation of Example 1, this question has been thoroughly dealt with in Tanny (1988) and Lyons et al. (1995) . Concerning ordinary weighted branching processes, a complete answer can be found in Lyons (1997) . Finally, in the context of (supercritical) Galton-Watson processes, we refer to the famous Kesten-Stigum theorem (see e.g. Asmussen and Hering, 1983; Athreya and Ney, 1972 ). We will comprehensively explain the connection of our results to those just mentioned in Remark 7.1 in Section 7.
The following section contains our main results. In analogy to the investigations by Lyons (1997) for branching random walks and by Lyons et al. (1995) for ordinary Galton-Watson processes, their proofs to be given in Section 6 are based on viewing a weighted branching process as the sequence of generation sizes of an appropriate (weighted) random family tree. Therefore we examine the latter object in Section 3. In Section 4 we construct a size-biased version of the random tree mentioned above and ÿnd an important connection between the distributions of these two types of trees. Section 5 provides some lemmata required in the proofs of our main results that are given in Section 6. The ÿnal section contains some additional remarks, in particular dealing with special cases and examples.
Main results

Recall the deÿnitions
Theorem 2.1. Suppose that + ¡ ∞; −∞ 6 ¡ 0 and there is some a ¿ 1 such that
(a n ;∞) xU n (d x) ¡ ∞ with positive probability:
is inÿnite with positive probability for some a ¿ 1, then P(W = 0) = 1.
The proof of the following corollary shows that the series G(U; a) introduced in Theorem 2.1 converges a.s. for all a ¿ 1 if Z 1 log + Z 1 = (U 0 ) is integrable. However, we will see in Remark 7.2 that in general, the integrability of this random variable is not a necessary condition for W to be nondegenerate.
Corollary 2.4. Suppose that −∞ 6 ¡ 0 and that there is some ' ¿ 1 such that P(T i = 0 for all i ¿ ') = 1: (2.1)
The following theorem deals with the important special case where the environmental sequence U = (U n ) n¿0 consists of independent components. In this case, it is easy to see that cells in di erent generations reproduce independently of one another.
As in the case of ordinary Galton-Watson processes or branching processes in i.i.d. random environment, a Z log Z-condition plays an essential role (see Lyons et al., 1995; Tanny, 1988) .
Theorem 2.5. Suppose that the random variables U n ; n ¿ 0 are i.i.d.
(a) If − ¡ ∞ and c := P i¿1 {T i = 0 or T i = (U 0 )} ¡ 1, the following conditions are equivalent:
Corollary 2.6. If U n ; n ¿ 0 are i.i.d., c ¡ 1 and (2.1) holds, then
We now consider ordinary weighted branching processes (see for example R osler, 1993, 1999; R osler and R uschendorf, 2001; R osler et al., 2000, 2001) . In this special case, the environmental sequence U = (U n ) n¿0 is deterministic and nonvarying, i.e.
It is obvious that cells reproduce independently of each other. Furthermore,
In a slightly di erent form, the following result can be found in Biggins (1977) and Lyons (1997) .
Theorem 2.7. Suppose that (Z n ) n¿0 is a weighted branching process with = EZ 1 ∈ (0; ∞).
(a) If − ¡ ∞ and c = P(T ∈ {0; } N ) ¡ 1, then the following conditions are equivalent:
Weighted trees
We have already mentioned that our method of proof is based on analysing the weighted family tree associated with (Z n ) n¿0 . For this reason, we formally introduce the space of weighted trees in this section and endow it with an appropriate -ÿeld, following Chauvin's and Neveu's approaches (see Chauvin, 1986; Neveu, 1986) .
Denote by T the set of all nonnegative mappings deÿned on N, i.e.
Any t ∈ T is called a weighted tree and will be identiÿed with the family (
will play an important role in our analysis. Finally, endow T with the -ÿeld
To get the connection to the weighted branching process (Z n ) n¿0 introduced in Section 1, we consider the random tree
which is obviously F-measurable because each L(v) is a random variable.
Size-biased weighted trees
The proofs of our main results exploit a fundamental relation between the random weighted tree L and the so-called size-biased treeL to be deÿned hereafter. Lemma 4.1 compares the distributions of L andL.
Let ((T (n); C n )) n¿0 = (((T i (n)) i¿1 ; C n )) n¿0 be a sequence of random variables (deÿned on ( ; A; P)) meeting the following conditions:
• Conditionally upon U; (T (v)) v∈N and ((T (n); C n )) n¿0 are independent.
• Conditionally upon U, the random variables (T (n); C n ); n ¿ 0 are independent with conditional distributions determined by
where v n is an arbitrary element of N n and i : R N → R denotes the projection to the ith coordinate. Note that this implies
Now deÿne the random variables
; otherwise for all w ∈ N and i ¿ 1. After these preliminaries, we note that the random treê
is F-measurable as well.
In the remainder of this paper we shall make frequent use of the relation between
described in Lemma 4.1 below. For this purpose, put
w := lim sup n→∞ w n ;
and note that w n is F n -measurable (n ¿ 0). In addition, we have the representations
Lemma 4.1. Let n ¿ 0.
(a) For any A ∈ F n , we have the identity
(b) For any B ∈ F n , we havê
Proof.
(a) Obviously, it su ces to show that for all n ¿ 0 and A v ∈ B (|v| 6 n),
For this purpose, we introduce the auxiliary random variablesT (v); v∈ N, deÿned bỹ
SinceL(∅) = L(∅) = 1, we may suppose n ¿ 1. Considering the representations
for some measurable mapping : × v∈N; |v|6n−1 R N → × v∈N; |v|6n R, it is enough to prove that for all B v ∈ B N (|v| 6 n − 1),
Choose ∈ N n . We claim (and prove by induction) that
Once this identity is veriÿed, summation over all ∈ N n yields (4.4). First note that the case n = 1 in (4.5) is obviously true because
for any B ∈ B and ¿ 1. Now ÿx n and suppose that (4.5) is proved for all B v ∈ B N (|v| 6 n−1) and all ∈ N n . Let =(i 0 ; : : : ; i n )∈N n+1 and :=(i 0 ; : : : ; i n−1 ) and observe that L( ) = L( ) · T in ( ), and V n+1 = ⇔ V n = and C n = i n . Then it follows by hypothesis and construction that
where the ÿrst identity holds in view of the conditional independence of the random variables ((T (v)) |v|6n−1 ; V n ), (T (v)) |v|=n; v = and (T (n); C n ). The inductive hypothesis and (4.1) have been used in the second equation, while the third identity is once more due to conditional independence. The proof of (a) is now complete. (b) Without loss of generality, we may suppose that B is of the form B = C × D for some C ∈ F n and D ∈ M N0 . Now (a) giveŝ Part (b) and Theorem (4.3.4) in Durrett (1991) imply that for all C ∈ F ⊗ M N0 ,
ensuring (i) and (ii).
Auxiliary lemmata
Introducing the ÿltration (G n ) n¿0 , given by G 0 := (U) and G n := (U; T (v); |v| 6 n − 1) for n ¿ 1, we can easily establish the a.s. convergence of (W n ) n¿0 .
Lemma 5.1.
The sequence (W n ) n¿0 forms a nonnegative martingale with respect to (G n ) n¿0
with EW 0 = 1 and therefore converges a.s. to a nonnegative random variable W satisfying EW 6 1.
(a) By construction, we have that
(b) We prove the claim by induction. As Z 0 = 0 (U) = 1 a.s., we may suppose that E(Z n |U) = n (U) a.s. for some n ¿ 0. Then using the decomposition
the conditional independence of L(w) and • T (w), the monotone convergence theorem and Part (a), we infer that
To justify (?), observe that for all A ∈ M N0 and B ∈ ⊗ v∈N; |v|6n
for the random variables • T (w) and (T (v)) |v|6n−1 are conditionally independent with E( • T (w)|U) = (U n ) a.s. as seen in (a). Since W 0 = 1 we can ÿnish the proof by applying the martingale convergence theorem and Fatou's lemma.
Denote by M the set of all probability measures on (R; B) and endow M with the -algebra M generated by the total variation norm. Moreover, put : R × M → R,
. components, the same is true for the sequences (X n ) n¿0 and (X n ) n¿0 , respectively.
(a) Fix any ∈ R. Then we have that
Since for ÿxed , the mapping Q → Q ( ) is continuous (and therefore measurable), the claim follows. (b) Let Y = (Y n ) n¿0 be a sequence of i.i.d. random variables (deÿned on ( ; A; P)) which are uniformly distributed in the interval (0; 1) such that Y and U = (U n ) n¿0 are independent. First note that by (4.3), P(0 ¡ X n ¡ ∞) = 1. Now (4.2) says that for any A ∈ B,
Since U is stationary ergodic, the same is true forŨ = (Ũ n ) n¿0 . Now put X n := −1 (Y n ;Ũ n ), n ¿ 0. Then (X n ) n¿0 is stationary ergodic as well (see Proposition I.4.1.6 in Brown (1976) and Proposition 6.31 in Breiman, 1968) , and it is readily checked that the random variables X n ; n ¿ 0 are conditionally independent given U with P(X n ∈ · |U) =Ũ n a.s., n ¿ 0. Thus, (X n ) n¿0 d = (X n ) n¿0 and (X n ) n¿0 is stationary ergodic, as asserted.
(c) The conditional independence of the random variables (T (n); C n ); n ¿ 0 entails that for any sequence (A n ) n¿0 in B,
where for n ¿ 0, (4.1) shows that
Now deÿne X n := −1 (Y n ; U * n ) and X n := X n = (U n ); n ¿ 0. Then it is again easy to see that the random variables X n ; n¿ 0 are conditionally independent given U with conditional distribution given by P(X n ∈ · |U) = U * n a.s. for all n ¿ 0. Thus, (X n ) n¿0 forms a copy of (X n ) n¿0 , and since (X n ) n¿0 is stationary ergodic (see Proposition I.4.1.6 in Brown (1976) and Proposition 6.31 in Breiman, 1968) , the proof is complete. (d) As the random variables X n ; n ¿ 0 are conditionally independent given U with P(X n ∈ · |U) =Ũ n a:s:; the independence ofŨ n ; n ¿ 0 ensures that for any sequence (A n ) n¿0 in B,
i.e. the independence of X n ; n ¿ 0. The assertion on (X n ) n¿0 follows by an analogous argument.
Lemma 5.3. (a) Suppose that + or − is ÿnite. Then
(c)X 0 = 1 a:s: ⇔ c = 1.
(a) By construction, it follows that for all A ∈ B N , i ¿ 1 and B ∈ M N0 ,
proving that
for all C ∈ B N ⊗ M N0 and i ¿ 1. Consequently,
Now ÿrst turning to the positive part of logT C0 (0)= (U 0 ), we obtain the decomposition
where
On the basis of (5.3), we infer that for arbitrary t ¿ 0 and k ¿ 1,
and therefore by Fubini's theorem
Thus, by monotone convergence, we have
Since an analogous calculation gives
and one of the terms + ; − is ÿnite by assumption, it follows that
as demanded. (b) As seen in the proof of Lemma 5.2(b),
This implies by Fubini's theorem that
(c) In analogy to (5.2), we have that for all A; B ∈ B,
Now the claim follows from the decomposition
Lemma 5.4.
(a) For a ¿ 1, G(U; a) = n¿0 P(X n ¿ a n |U) a.s. Proof.
(a) Fix n ¿ 0 and a ¿ 1. Then (4.3) and (5.1) yield P(X n ¿ a n |U) =Ũ n ((a n ; ∞)) = (U n ) −1 { ¿a n } dU n a:s:
and therefore n¿0 P(X n ¿ a n |U) = G(U; a) a:s:
(b) By Theorem 1 in Tanny (1974 ), Lemma 4 in O'Brien (1982 or Lemma 7.2 in Lyons et al. (1995) , lim sup n→∞ (1=n)log + X n =0 a.s. or lim sup n→∞ (1=n)log + X n = ∞ a.s., for the sequence (X n ) n¿0 is stationary ergodic (Lemma 5.2). Now if G(U; a) is ÿnite with positive probability for some a ¿ 1, the Borel-Cantelli Lemma implies that P(X n ¿ a n i:o:|U) = P((1=n)log X n ¿ log a i:o:|U) = 0 with positive probability, i.e. lim sup n→∞ (1=n)log + X n ¡ ∞ a.s. Consequently,
by what has been mentioned above.
(c) Considering the conditional independence of X n ; n ¿ 0, a similar argument gives P(X n ¿ a n i:o:|U) = P((1=n)log X n ¿ log a i:o:|U) = 1 with positive probability, i.e.
lim sup n→∞ 1 n log + X n ¿ log a ¿ 0 a:s:
Since lim sup n→∞ (1=n)log + X n ∈ {0; ∞} a.s., this implies lim sup n→∞ 1 n log + X n = ∞ a:s:
(d) is an immediate consequence of (b) and (c).
Proofs of the main results
We can now proceed to the proofs of our results stated in Section 2.
Proof of Theorem 2.1. Deÿne G := ((T k ; C k ) k¿0 ; U) and ÿx n ¿ 0. We start by calculating the conditional expectation ofŴ n given G. For this purpose, we decomposê Z n = z n •L, the sum of all weights in the nth generation ofL in the following way: Given any k ∈ {0; : : : ; n − 1}, letR k be the sum of weights of all cells in generation n stemming from V k , but not from V k+1 . Then we have the representation
or more explicitlŷ
T w1 ( 1 ; : : : ; k ; j) · : : :
·T w n−k−1 ( 1 ; : : : ; k ; j; w 1 ; : : : ; w n−k−2 ); k ¡n − 1; 1; k = n − 1; writing = ( 1 ; : : : ; n ) and w = (w 1 ; : : : ; w n−k−1 ). We claim that
Then the conditional independence of ; k; j and (T (n); C n ) n¿0 (given U) implies
i.e. E( ; k; j |G) = E( ; k; j |U) a:s:
because (U) ⊂ G. Moreover, it follows by construction that for all k ¿ 0,
where for l ¿ 1, v l is an arbitrary element of N l . Thus, (6.2) is proved, and consequently,
Now invoking the G-measurability of V 0 ; : : : ; V n ,
Our aim is to see that the last expression converges a.s. as n → ∞. Now using the obvious product representation
the ergodic theorem (see e.g. Corollary 6.23 in Breiman, 1968) and Lemma 5.3(a) show that
= 0 a:s:;
and it remains to verify that
converges a.s. For this purpose, note that the ergodic theorem gives
and therefore
= e ¡ 1 (6.6) by (6.3). Referring to Lemma 5.4, the assumption G(U; a) ¡ ∞ with positive probability for some a ¿ 1 ensures lim n→∞ 1 n log + X n = 0 a:s:; (6.7)
and together with (6.6), this guarantees that there is some ∈ (e ; 1) such that for almost every ! ∈ , ÿxed Á ∈ (1; −1 ) and all su ciently large k,
Now putting these estimates together, the a.s. convergence of series (6.4) is evident since Á ¡ 1. Therefore, it follows by Fatou's lemma that
i.e. lim inf n→∞Ŵn ¡ ∞ a.s., in other wordŝ
In addition, note thatQ(w n ¿ 0) = 1 for all n since by Lemma 4.1(b),
w n dQ = 0:
n is F n -measurable for all n. In the next step we show that the sequence ((w −1 n ; F n )) n¿0 is a nonnegative supermartingale with respect toQ. In fact, letting n ¿ 0; A ∈ F n ⊂ F n+1 and recalling Lemma 4.1(b), the computation
nQ -a.s. as well as integrability of w −1 n with respect tô Q. To justify the last inequality, consider that {W n = 0} ⊂ {W n+1 = 0} for n ¿ 0. Therefore, (w This implication is stated here explicitly because it will be used in the proof of Theorem 2.5.
Proof of Theorem 2.2. First suppose that
Then (6.1), the ergodic theorem and Lemma 5.3(a) show that analogously to (6.3), Furthermore, we have the estimatê
and therefore Remark 6.2. We have particularly proved the implication − ¡ ∞; lim sup n→∞ 1 n log X n = ∞ a:s: ⇒ P(W = 0) = 1 (6.13) which will be used in the proof of Theorem 2.5.
Proof of Corollary 2.3. We have seen in Lemma 5.3(b) that E log
Consequently, the stationarity of (X n ) n¿0 implies that for arbitrary a ¿ 1,
P(X n ¿ a n |U) dP = n¿0 P(X n ¿ a n |U) dP = EG(U; a);
i.e. P(G(U; a) ¡ ∞)=1. Moreover, the integrability of (Z 1 log + Z 1 )= (U 0 ), the inequality T i 6 Z 1 for i ¿ 1 and the fact that x → log + x is nondecreasing in [0; ∞] ensure that
(6.14)
Hence, the assertion follows from Theorem 2.1.
Proof of Corollary 2.4. Put (x) := x log x; x ¿ 0 and note that is convex with sup 0¡x¡1 | (x)| = 1=e. Consequently, − 6 '=e ¡ ∞; −∞ ¡ ¡ 0 and additionally
This gives
in particular E[(Z 1 log + Z 1 )= (U 0 )] ¡ ∞. Now Corollary 2.3 gives the claim.
Proof of Theorem 2.5. Since the random variables X n ; n ¿ 0 are independent and identically distributed (Lemma 5.2(d)), this guarantees (see for example Lemma 1.1 in Lyons et al., 1995) lim sup n→∞ 1 n log + X n = ∞ a:s:
and therefore lim sup n→∞ 1 n log X n = ∞ a:s:
as well. Now W = 0 a.s. follows from (6.13) in Remark 6.2. Summarizing, we have proved that (i) implies
We claim that lim n→∞ 1=n log + X n = 0 a.s.: As E log Lemma 5.3(b) ), the independence of X n ; n¿ 0 (Lemma 5.2(d)) in combination with Lemma 1.1. in Lyons et al. (1995) 
it follows that for all v ∈ N; P( • T (v) = (U |v| )) = 1. Hence, c = 1 implies Z n = n (U) a.s. for all n ¿ 0 and W = 1 a.s.
is the uniquely determined weighted branching process with the factors T * (v); v ∈ N. Consequently, P( • T * (v) ∈ N 0 ) = 1 for all v ∈ N. More precisely, we will see that (W n ) n¿0 may be viewed as an ordinary branching process in stationary ergodic random environment. To be rigorous, let U * := (U * n ) n¿0 and observe that U * is stationary ergodic, too. Additionally, let Y (v); v ∈ N be a family of N 0 -valued random variables (deÿned on ( ; A; P)) that are conditionally independent given U * := (U * n ) n¿0 with P(Y (v) ∈ · |U * ) = U * |v| a:s: for all v ∈ N;
and recursively deÿne Z * 0 := 1; I * 0 := {∅}, I * n+1 := {(w; i) ∈ N n+1 : w ∈ I * n and 1 6 i 6 Y (w)} and
for n ¿ 0. Thus, (Z * n ) n¿0 forms a branching process with environmental sequence
To get the connection to the original process (W n ) n¿0 , note that for all ÿnite N ⊂ N and all A v ⊂ N 0 (v ∈ N ), the conditional independence of the random variables (T (v); (U |v| )); v ∈ N (given U) on the one hand and of Y (v); v ∈ N (given U * ) on the other hand yields
showing that ( • T * (v)) v∈N and (Y (v)) v∈N have the same distribution. From this it easily follows that (W n ) n¿0 and (Z * n ) n¿0 are identically distributed, in particular
In the next step we show that A := {U * 0 ({0; 1}) = 1} has P(A) = 0. To see this, observe that P(U * 0 ({0; 1}) = 1; U * 0 ({0}) ¿ 0) = 0 because j¿0 jU * 0 ({j}) = 1 a.s. Therefore, P(A) = P(U Proof of Corollary 2.6. We have seen in Corollary 2.4 that − is ÿnite and that ¡ 0 implies E[(Z 1 log + Z 1 )= (U 0 )] ¡ ∞. Now Theorem 2.5(a) completes the proof.
Proof of Theorem 2.7. 
Additional remarks
At the end of this paper we give some supplementary remarks.
Remark 7.1.
(a) Suppose that P(T ∈ {0; 1} N ) = 1 and ÿ = E(log (U 0 )) ∈ (0; ∞). Then (Z n ) n¿0 may be viewed as an ordinary branching process in random environment with stationary ergodic environmental sequence U := (U n ) n¿0 , for if |v n | = n ¿ 0,
Besides, (U n ) = k¿1 kU n ({k}) a:s: for all n ¿ 0; by the ergodic theorem, we have that for almost every !, there are constants a 1 ; a 2 ∈ (1; ∞) with a n 1 6 n+1 (U)(!) 6 a n 2 for all su ciently large n. Since G(U; a) is ÿnite with positive probability for some a ¿ 1 if and only if it is ÿnite a.s. for all a ¿ 1 (Lemma 5.4(d)), this shows that G(U; a) ¡ ∞ w:p:p: for some a ¿ 1 ⇔ n¿0 1 (U n ) ( n+1 (U);∞) x U n (d x) ¡ ∞ a:s:; the latter condition being part of Theorem 1 in Tanny (1988) . Note that the additional technical assumption made there is dispensable. Summarizing, we can state that Theorem 2.1 forms a generalization of known results on branching processes in stationary ergodic random environment. (b) If in the situation of (a) the random variables U n ; n¿ 0 are even i.i.d., then = −ÿ ¡ 0, and Theorem 2.5 implies that
in accordance with Theorem 2 in Tanny (1988) . (c) If additionally, the sequence (U n ) n¿0 is deterministic and nonvarying, then = −log ¡ 0 ⇔ ¿ 1, and Theorem 2.7 says that for the classical Galton-Watson process (Z n ) n¿0 with normalized limit W := lim n→∞ Z n = n and o spring distribution (p k ) k¿0 satisfying p 1 = P(Z 1 = 1) ¡ 1, EW = 1 ⇔ EZ 1 log + Z 1 = k¿2 p k k log k ¡ ∞ and ¿ 1;
which is the classical result by Kesten and Stigum (see e.g. Theorem II.2.1 in Asmussen and Hering (1983) or Theorem I.10.1 in Athreya and Ney, 1972) .
Remark 7.2. The following example shows that in the general case of stationary ergodic random environment the ÿniteness of E[Z 1 log + Z 1 = (U 0 )] is not a necessary condition for W to be nondegenerate (see Example 3.1 in Tanny (1988) for a similar construction): Let (X n ) n¿0 be a stationary ergodic sequence of N-valued random variables (deÿned on ( ; A; P)) satisfying (i) EX 0 = ∞ and (ii) lim n→∞ X n =n = 0 a.s.
(see Example (a) in Tanny (1974) In the next step we will show that the conditions of Theorem 2.1 are fulÿlled: We have already seen in Remark 7.1 that + ¡ ∞ and = −E[log (U 0 ))], i.e. −∞ ¡ ¡ 0 by (7.1). Furthermore, it follows from (ii) that for almost every ! ∈ and all su ciently large n that X n (!)=n ¡ 1 − 2=n, i.e. 2 Xn(!)+2 ¡ 2 n and therefore (2 n ;∞)
x U n (!) (dx) = 0:
Consequently, G(U; 2) is a.s. ÿnite, whence EW = 1 by Theorem 2.1. It remains to show that E[Z 1 log + Z 1 = (U 0 )] is inÿnite. But (7.1) and (i) ensure that as claimed.
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