Abstract-A low density parity check (LDPC) decoder provides a most powerful error control capability for mobile communication devices and storage systems, due to its performance being close to Shannon's limit. In this paper, we introduce an efficient overlapped LDPC decoding algorithm using a upper dualdiagonal parity check matrix structure. By means of this algorithm, the LDPC decoder can concurrently execute parts of the check node update and variable node update in the sum-product algorithm. In this way, we can reduce the number of clock cycles per iteration as well as reduce the total latency. The proposed decoding structure offers a very simple control and is very flexible in terms of the variable bit length and variable code rate. The experiment results show that the proposed decoder can complete the decoding of codewords within 70% of the number of clock cycles required for a conventional nonoverlapped decoder. The proposed design also reduces the power consumption by 33% when compared to the non-overlapped design.
I. INTRODUCTION
Low density parity check (LDPC) codes are one of the forward error correcting (FEC) codes which are able be adopted in communication systems, such as WLAN, WiMAX/WiBro, DVB-S2, 10 GBaseT, and are even applicable to storage systems [1, 2] . LDPC codes perform near Shannon's limit and are generally improved by a randomly constructed and long bit length parity check matrix, H. However, due to short cycle times and limited memory size, it is difficult to make a good parity check matrix. Moreover, an LDPC decoder must have several parity check matrices corresponding to each code rate in order to support variable code rates; this may require a greater circuit area to implement. The algebraic method with an extension factor can make it easy to construct a long bit length parity check matrix [3] . The puncturing and shortening method can be used to support a variable code rate with a low area requirement [4] .
The sum-product algorithm (SPA) is one of the better known message-passing techniques [5] . LDPC codes generally use the SPA to decode codewords. The SPA consists of three steps, namely, initialization, check node update (CNU), and the variable node update (VNU) and decision. The decoder mainly uses iteration for the last two steps. Because the CNU and VNU operate exclusively, the LDPC decoder has a low hardware utilization efficiency (HUE). If these two steps could be operated concurrently, we would increase the HUE and reduce the latency incurred in completing the decoding process. Several methods to accomplish this have been reported [6] [7] [8] . The decoders find a sequence which can partially execute the CNUs and VNUs concurrently. However, such scheduling techniques generally require complex and inflexible sequence controls for CNU/VNU and address map controls of the memory blocks. Its control block should be also changed when the parity check matrix changes due to a change in the code rate.
The main contribution of this paper is to propose an overlapped LDPC decoder structure with a very simple control. It is based on a quasi-cyclic and (upper) dualdiagonal parity check structure used to support both the variable bit length decoding and efficient encoding architectures. The dual-diagonal and quasi-cycle structures for LDPC codes provide the efficient way to implement low complex encoder in large code length without significant loss of bit error rate (BER) performance [3, 9-11, 19, 20] . These methods make it possible for parts of the CNU and VNU to be operated concurrently.
II. THE SUM-PRODUCT ALGORITHM AND DUAL-DIAGONAL QUASI-CYCLIC STRUCTURE
The Dual-diagonal Structure
The LDPC encoding process is given by v sG = , where v is an n-bit codeword, s is the k-bit information, and G is the generation matrix. The generation matrix is obtained by the Gaussian elimination of H. However, Gaussian elimination removes the sparseness of H. Therefore, the encoding process becomes complex. If the parity check matrix H possesses a dual-diagonal structure, we can encode the information very efficiently into a systematic codeword without needing Gaussian elimination. If we make a sparse H matrix consisting of two parts, H 1 and H 2 , we can express H=[H 1 |H 2 ], where H 1 is made up of an m×k matrix, and H 2 is an m×m dualdiagonal matrix.
Therefore, the generation matrix can be described by 1 2 [ | ]
triangular matrix, as shown in Fig. 1(b) . Therefore, by using a differential encoder, the encoding process is simplified [12] . We can apply a quasi-cyclic property to the dual-diagonal structure, which results in H 1 consisting of L×L sub-matrixes. H 2 can be constructed in two ways. One possibility is the full mL×mL dualdiagonal structure, such as the one shown in Fig. 1(a) . The other method uses a dual-diagonal structure with an L×L non-shifted identity matrix and an L×L zero matrix. Both quasi-cyclic dual-diagonal structures will have similar properties, efficient encoding, and a variable bit length. Moreover, the dual-diagonal structure allows the code rate to be adjusted without any complex control. A variable code rate is simply implemented by shortening and puncturing [4] .
The Quasi-cyclic LDPC Decoder Implementation
In the decoding process, the check nodes and variable nodes need only each other's messages in the CNU and VNU. If we have an mL×nL quasi-cyclic structure, then there are two ways of grouping the nodes. In the first method, the L nodes are assigned to one group. This requires m clock cycles to complete all of the CNUs and n clock cycles to complete all of the VNUs. The other way is to assign m nodes to each parity check group and n nodes to each variable group. This requires 2×L clock cycles to complete all of the CNUs and the VNUs. When we construct the parity check matrix with a large L factor, the former method has a more parallel property compared to the latter. Therefore, the semi-parallel architecture implemented herein is grouped using the first method in verifying the proposed design.
Generally, LDPC decoders update the check nodes corresponding to H from the first row to the last row in that order in the CNU step and update the variable nodes from the first column to the last column in that order in the VNU step in SPA. Because each VNU and CNU requires each other's messages, they cannot operate concurrently. There are a few studies on overlapped LDPC decoders which execute CNUs and VNUs concurrently [6] . The conventional overlapped LDPC decoders do not process CNUs and VNUs in order. The decoders find a sequence which can execute CNUs and VNUs partially. However, it is difficult to find such a sequence. Its control block must be changed when the parity check matrix changes in the case of a variable code rate. We can use the conventional differential encoder structure and still obtain the same efficiency. The upper-dual-diagonal structure in the overlapped LDPC decoder will reduce the number of clock cycles required for the computation to a larger extent than the dual-diagonal structure. The detailed explanation for this is given in section 3.2.
III. THE OVERLAPPED (UPPER) DUAL-
DIAGONAL LDPC DECODER 1. The Upper Dual-diagonal Structure
The Proposed Dual-diagonal LDPC Decoder Structure
The proposed structure shown in Fig. 2 requires only the (upper) dual-diagonal parity check matrix structure. All of the decoding operations are executed in the CNU and the VNU blocks with accessing the memory block. The semi-parallel scheduling is controlled by the sequence control block. It has flexibility in the change of the parity check matrix. It allows the decoders to accept the variable code rate property without any large control overhead. In conventional overlapped decoders, to change the LDPC code rate, even if the decoder uses shortening or puncturing, a new control is required in order to find the decoding sequences that allow the decoders to operate concurrently.
The proposed overlapped LDPC decoder reduces the clock latency needed to decode the received signal and simplifies the decoding algorithm by using an (upper) dual-diagonal structure. In the proposed LDPC decoder, the CNUs are executed from the first row to the last row in order, as is in the case of the basic conventional nonoverlapped LDPC decoder. The VNUs start from the first column of the dual-diagonal matrix, H 2 . The rest of the H 1 variable nodes are then executed in order. The proposed overlapped (upper) dual-diagonal LDPC decoder expands the conventional SPA decoding steps from three steps to four. These four steps consist of "Initialization,"
"Only Check Node Update," "Overlapped Check Node and Variable Node Update", and "Only Variable Node Update." In the first step, Initialization, the initialization process is executed in the same manner as the conventional decoder. Next, in the Only Check Node Update step, the check nodes are updated from the first row in parity matrix H until the variable node corresponding to the first column in H 2 is ready to be executed. Then, in the Overlapped Check Node and Variable Node Update step, the check node update process is continued in an orderly fashion and the variable node update process starts from the nodes corresponding to the first column in H 2 . That is, the CNUs and VNUs are executed concurrently in the third step. In the Only Variable Node Update step, the rest of the columns in H 2 and H 1 are executed. Tentative decisions can be obtained easily from the variable node update process. Therefore, all of the tentative decisions are executed with each variable node update. Once the four steps are completed, the decoder determines whether or not the decoding should iterate the decoding process from Step 2. Fig. 3 shows two examples of semi-parallel quasi-cyclic upper-dual-diagonal structures. Both of these examples have a 12×12 H 1 parity check matrix consisting of a quasi-cyclic matrix which has the extension factor, L. Fig. 3(a) shows a full upper-dualdiagonal matrix H 2 . It is extended to 12(L)×12(L) using extension factor L. Fig. 3(b) shows a 12×12 upper-dualdiagonal mother matrix. Each 1-element of H 2 is substituted by the identity matrix using extension factor L.
In this example, after the Initialization step, the Only Check Node Update executes the check node update of the L nodes in one clock cycle. Then, if the VNU starts from the L variable nodes corresponding to the 13 column of the mother matrix, the CNUs and VNUs can be executed concurrently. Therefore, in the Overlapped Check Node and Variable Node Update step, the CNUs for rows 2-12 and the VNUs for column 13-23 can be executed concurrently in 11 clock cycles. If the parity check matrix were dual-diagonal, rather than upper-dualdiagonal, step 2 would operate for rows 1 and 2 in 2 clock cycles, and the overlapped operation of the CNUs and VNUs would be executed in 10 clock cycles. This means that the use of LDPC decoders employing an upper-dual-diagonal structure can reduce the number of clock cycles to a larger extent than LDPC decoders using a dual-diagonal structure. The clock latency for both nonoverlapped and the proposed designs are generalized as shown in Fig. 4 
where NC means the number of clock cycles required for each step. The initialization step is completed in just one clock cycle by using buffers. For higher iteration numbers, NC init can be disregarded. Therefore, in the case of the given R=1/2 WiBro spec., we can reduce the clock latency by 30.6%, as compared to the non-overlapped decoder. At R=2/3, 3/4 and 5/6, the corresponding reduced clock ratios are 22.9%, 18.3% and 13.1% from (1), respectively.
IV. THE EXPERIMENT RESULTS
In order to evaluate the decoding latency, we used a WiBro system, which is based on Mobile-WiMax [13] , an 12×24 H matrix and a 2304-bit codeword through an AWGN channel with an Eb/No of 2.5 dB and a clock rate of 100 MHz. The H matrix specified in the standard, was modified by the upper dual-diagonal structure as shown (a) The full upper-dual-diagonal structure (b) The upper-dual-diagonal structure using L×L identity matrix Fig. 3 . The quasi-cyclic upper-dual-diagonal parity check matrix structure.
in Fig. 3 . The number of iterations was fixed at 12. The proposed overlapped LDPC decoder consumed 3,040 ns from the initialization step to complete decoding, whereas the non-overlapped decoder consumed 4,335 ns. We saved about 30% of the clock cycles for the coded data with a 1/2 code rate. The reduction in clock latency was obtained only through the decoding sequence control. Next, in order to validate the design efficiency of our approach at the implementation stage, we designed the proposed overlapped LDPC decoder and a conventional non-overlapped decoder in the RTL (register-transfer level). Two decoders are non-overlapped and overlapped designs with the same H-matrix and have the same decoding capability. The non-overlapped design is the fully-serial architecture of the LDPC decoder and it has the meaning of "smallest size but slowest speed" for given LDPC codes. We then synthesized both designs using a 90-nm process library. Table 1 shows the synthesized areas of both decoders. The overhead circuit area for the controls in the proposed design is about 10,000 gates; additional controls are required for the iterative step, "Overlapped Check Node and Variable Node Update" as described in section 3.2. This increase is only a small percentage of the overall area.
The overlapped design proposed in this paper, reduces 30% clock cycles compared to the non-overlapped one which is the reference design having the same parity check matrix. That means, even if we lower the target clock speed of the proposed design by 30% than the one of non-overlapped design, both designs have the same decoding rate. Different timing constraints mean the different target clock speeds as the design goal, defined to the non-overlapped and the overlapped designs. Moreover, such a timing margin enables to further apply the voltage scaling to the proposed design.
The energy consumption shown in Table 1 indicates that the reduced latency of our design decreases the total energy consumption for the same decoding capability with the voltage and frequency scaling technique, compared to the non-overlapped design. For the comparison, the experiment equalizes the output decoding rate as 531Mbps in two cases. Two different design constraints are defined to achieve the target speed, 531 Mbps. In order to simulate the energy consumption, we synthesized a non-overlapped design for 1.0 [V] that had a timing constraint of 10 ns and an overlapped design with a timing constraint of 13 ns for 0.7 [V] using the logic synthesis. Although the overlapped design had a less tighter timing constraint than the non-overlapped design, due to the difference in the clock cycle latency, both designs have nearly the same throughput of 531 Mbps and also satisfy the given timing constraint. We measured the power consumption with 5000-set test vectors (about , the decoding speed is increased up to 696 Mbps but, the total energy consumption is also slightly increased to 1.9 mJ. Table 2 summarizes the comparison results between the existing designs and the proposed design for WiBro/WiMax system. The technology library applied is different from each other, but our design has the competitive decoding rate for given clock speed and the circuit size. For FPGA designs, the gate counts are roughly estimated by the percentage of the macro-cells occupied and the supported total gate counts for given FPGA. Each memory bits are also converted to 8 equivalent logic gates. V. CONCLUSION
In this paper, we presented an SPA, and explained its quasi-cyclic structure and dual-diagonal structure for the purpose of achieving an efficient implementation which can handle a variable bit length and variable code rate supporting the WiMax/WiBro specification. By using the proposed structure, we were able to reduce the overall clock latency needed to decode codewords by about 30% and reduced the energy consumption by 33% as compared to the conventional decoder design. 
