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1 序論
1.1 研究背景
情報検索を行うためのアルゴリズムとして，ベクトル空間モデル [12] がある．ベクト
ル空間モデルによる検索では，検索対象となるデータを何らかの形でベクトル表現し，そ
の相関量を内積や距離によって計算し，関連度を求める．このモデルは自然言語処理の分
野においてもよく用いられ，その結果は電子メールのフィルタリング*1や利用者が興味を
持つと思われる重要なニュース記事の推薦，Web検索エンジンでの検索結果をより目的
に応じたものにするといった問題に応用されている．
文書分類もまた自然言語処理の問題の一つであるが，ベクトル空間モデルを適用するた
めには，どのようにしてデータをベクトル化するかが重要となる．文書をベクトル化する
手法は様々であり，単語の出現分布を用いた Bag of Wordsやトピックモデル，新しいも
のではニューラルネットワークを用いた doc2vec などが提案されている．文書分類に適
した手法として提案された SCDV（Sparse Composite Document Vectors）もその一つ
である [5]．SCDVは近年の自然言語処理研究に大きく影響を与えた単語のベクトル表現
手法 word2vec [10] と混合ガウス分布によるクラスタリング，tf-idfによる単語の重要度
を組み合わせた文書のベクトルであり，SVM（Support Vector Machine）[15] を用いた
機械学習による文書分類において，実際にテストデータでは従来の多くの手法を超える精
度を示している．
本論文は，この SCDVを構成する単語のベクトル表現手法に関して，文書分類に最適
な手法はどのようなものであるか，実験的に考察を行ったものである．
1.2 主結果
[5]と同様の文書データ（英文書）を用いた実験，および和文書の文書データに対して，
[5]より分類精度の高いベクトル表現を得た．また，近年盛んに研究されているカーネル
法に関連した手法による，興味深い実験結果を得た．
*1 必ずしも必要ではないメール（ダイレクトメールなど）を自動分類するシステム．
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1.3 本論文の構成
2章では単語のベクトル化手法の概略を述べる．3章では 2.1節で説明する単語文脈行
列を実際の問題に適用するためのデータの圧縮法を紹介する．4章では文書のベクトル化
手法について述べ，5章で実際の実験の結果と考察を述べる．
2 単語のベクトル化
単語を実数ベクトルで表現したものを単語の分散表現といい，以下，何らかの手法によ
り取得した単語の分散表現を単語ベクトルと呼ぶことにする．本論文で扱う単語ベクトル
の取得手法は，分布仮説を仮定する．分布仮説は「単語の意味はその周辺に出現する単語
によって決定される」というものである．単語 wi のベクトルを −→wvi とするとき，単語 wi
と wj の類似度 sim(wi, wj)は，そのベクトルの成す余弦
sim(wi, wj) = cos (
−→wvi,−→wvj) =
−→wvi · −→wvj
|−→wvi||−→wvj | (1)
によって求めることができる．
単語のベクトル化手法は，単語の数え上げや行列の変形といった統計・数理的なもの
と，ニューラルネットワークを用いた学習によるものに大別される．本章では前者として
単語文脈行列を，後者として word2vec，fastTextを説明する．
2.1 単語文脈行列
文書を収集したデータをコーパスという．コーパス中に出現する各単語について，その
単語の前後 δ 語に出現する単語を文脈語または文脈といい，単語 cj が単語 wi の文脈語と
なるとき，単語 wi と文脈語 cj は共起するという．例えば δ = 1のとき，以下の文章にお
ける “play”の文脈語は “can”，“tennis”，“to”，“a”となる:
I can play tennis. I want to play a tennis player.
コーパスに出現する単語の集合を VW，文脈語の集合を VC とし，#VW = I, #VC = J
とおく．単語 wi と文脈語 cj の共起の強さを行列M ∈ RI×J で表現したものを単語文脈
行列という．単語 wi と文脈語 cj が共起する（すなわち，単語 wi の周辺に文脈語 cj が出
現する)回数を #(i, j)で表すとき，最も単純な単語文脈行列M は，その (i, j)成分mij
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を共起する回数で定義する:
mij ≡ #(i, j). (2)
他にも様々な共起の尺度が提案されているが，次の自己相互情報量を用いた尺度がよく用
いられる．
定義 2.1（自己相互情報量）
pmi(wi, cj) = log
#(i, j)
#(∗, ∗)
#(i, ∗)
#(∗, ∗) ×
#(∗, j)
#(∗, ∗)
= log
#(i, j)×#(∗, ∗)
#(i, ∗)×#(∗, j) (3)
を自己相互情報量（Pointwise Mutual Information）という．ここで，
#(i, ∗) =
J∑
j=1
#(i, j), #(∗, j) =
I∑
i=1
#(i, j), #(∗, ∗) =
I∑
i=1
J∑
j=1
#(i, j) (4)
である．
PMI の非負値 Positive PMI を共起の尺度としたものは，頻出する文脈語（”have”
や”new”など）の影響を軽減する [3]．
mppmiij ≡ ppmi(wi, cj) = max {0,pmi(wi, cj)}. (5)
また，ハイパーパラメータ*2κを考慮した Shifted PPMIは word2vec（2.2節）との関
連性が説明されている [8][9]．
msppmiij ≡ sppmi(wi, cj) = max {0,pmi(wi, cj)− log κ}. (6)
単語文脈行列 M ∈ RI×J に対して，その第 i 行ベクトルを単語 wi の単語ベクトル
−→wvi ∈ RJ として用いる．
2.2 word2vec
word2vec [10] は指定した次元の単語ベクトルをニューラルネットワークにより得られ
るモデルであり，加法構成性が示唆されたことで注目を集めた:
argmax−→w∈VW
(−→w king −−→wman +−→wwoman) · −→w = −→w queen. (7)
*2 機械学習のモデルの性能に影響を与える，調整可能なパラメータ．このパラメータを学習することは容易
ではなく，一般にはモデルを使用する側が予め決め打ちで設定する必要がある．
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word2vecにはいくつかのモデルがあるが，ここでは負例サンプリングに基づく skip-gram
モデルの概要を述べる [6]．コーパス中の単語の列 w〈1〉, w〈2〉, . . . , w〈T 〉 に対して，t番目
の単語 w〈t〉 の前後 δ 個の単語列
C〈t〉 = (w〈t−δ〉, . . . , w〈t−1〉, w〈t+1〉, . . . , w〈t+δ〉) (8)
を考える．skip-gramモデルは単語 w〈t〉 から C〈t〉 が実現する確率 p(C〈t〉|w〈t〉)を最大化
させるように学習する．
p(C〈t〉|w〈t〉) =
∏
c∈C〈t〉
p(c|w〈t〉) (9)
に自然対数をとり，すべての単語について足し合わせた対数尤度関数
L =
T∑
t=1
log
 ∏
c∈C〈t〉
p(c|w〈t〉)
 = T∑
t=1
∑
c∈C〈t〉
log p(c|w〈t〉) (10)
を最大化する．確率 p(c|w〈t〉)はソフトマックス関数を仮定する:
p(c|w〈t〉) =
exp s(c, w〈t〉)∑
c′∈VW exp s(c
′, w〈t〉)
. (11)
ここで，s(c, w) = −→u c · −→v w であり，−→u , −→v はそれぞれニューラルネットワークの入力ベ
クトル，出力ベクトルを表す．式 (10)に代入すると
L =
T∑
t=1
∑
c∈C〈t〉
{
s(c, w〈t〉)− log
( ∑
c′∈VW
exp s(c′, w〈t〉)
)}
. (12)
現実的な問題として c′ ∈ VW の和を計算することは難しいため，いくつかの仮定の下で
ロジスティック回帰問題へ帰着させる．単語 w に対して単語 cが同じ文脈上に存在する
確率を p(D = 1|w, c)，存在しない確率を p(D = 0|w, c)とすると
p(D|w, c) = p(D = 1|w, c)Dp(D = 0|w, c)1−D (13)
が成り立つ．w〈t〉 と c ∈ C〈t〉 は同じ文脈上に存在し，w〈t〉 と c ̸∈ C〈t〉 は存在しないとす
ると，式 (12)の代わりに
L̂ =
T∑
t=1
∑
c∈C〈t〉
log p(Dt = 1|c, w〈t〉)Dt + ∑
c′ ̸∈C〈t〉
log p(Dt = 0|c′, w〈t〉)1−Dt
 (14)
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を最大化すればよい．確率 p(D = 1|c, w)はシグモイド関数
σ(x) ≡ 1
1 + e−x
(15)
を用いて
p(D = 1|c, w) = σ(s(c, w)), (16)
p(D = 0|c, w) = 1− σ(s(c, w)) = σ(−s(c, w)) (17)
となると仮定する．c′ ̸∈ C〈t〉 の和を計算することが難しいため，単語 w の頻度 U(w)に
対する分布（ユニグラム分布）
P(w) = U(w)
α∑T
t=1 U(w〈t〉)
α
(18)
に従って k 個の単語をサンプリングし，それらについて式 (14)を最大化する．この手法
を負例サンプリングといい，k = 10程度でも良い結果が得られることが実験的に示され
ている．また，ハイパーパラメータ αは 0.75がよく用いられる．
2.3 fastText
fastText は word2vec の発展として，綴りが近い単語のベクトルをまとめて扱うこと
で，“go”,“goes”,“going”のような単語どうしが近いベクトルを与えられるように改良し
たモデルである [2]．word2vecでは各単語に異なるベクトル表現を与えたが，fastTextで
は部分語（subword）を考慮する．例えば単語 “where”に対して 3文字の nグラム
〈wh〉, 〈whe〉, 〈her〉, 〈ere〉, 〈re〉
は “where”の部分語の一部である．fastTextでは部分語を含めたすべての単語について
学習を行い，それらのベクトルの和として最終的な単語のベクトルを与える．これによ
り，接頭辞や接尾辞を考慮することができるほか，未知の単語に対するベクトルを考える
ことも可能になる．部分語はデフォルトの設定で n = 3, 4, 5, 6に対する nグラムを考え
ている．
3 次元削減によるデータの圧縮
2.1節で述べた I × J の単語文脈行列によって得られる単語ベクトルは J 次元の疎ベク
トルであるが，実際の問題では値 J が非常に大きく，計算が困難である．また，“alcohol”
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や “liqueur”のように類似した性質をもつ文脈語が異なる次元に対応しているため，これ
らの共通性を活用できていないとされる．これらの理由から，行列の情報を保持しつつ，
低次元の密行列に変形して用いられることが多い．単語文脈行列に対する次元削減法とし
ては特異値分解が一般的であるが，その他のいくつかの手法も試行した．ここでは予備実
験でとくに文書分類に効果的であったものを取り上げる．
3.1 特異値分解（SVD）
定義 3.1 階数 r ̸= 0の行列M ∈ Rm×n を 3つの行列の積
M = USV T (19)
に分解することを 特異値分解（Singular Value Decomposition）という．ここで
• U : r 個の列ベクトルが正規直交なm× r 行列 ⇐⇒ UTU = Er
• S : r × r の対角行列で，S = diag (σ1, . . . , σr), σ1 ≥ · · · ≥ σr > 0
• V : r 個の列ベクトルが正規直交な n× r 行列 ⇐⇒ V TV = Er
であり，S の対角成分を特異値という．また，U, V の第 i列目の列ベクトルを，それぞれ
特異値 σi に対する左特異ベクトル，右特異ベクトルという．
定理 3.2 式 (19)を満たす直交行列 U, V および対角行列 S が存在する．
定理 3.3（Eckart & Young） 階数 r ̸= 0 の行列 M ∈ Rm×n の特異値の大きい方から
ρ (< r)個を対角成分に並べた対角行列を Sρ とする．各特異値に対応する特異ベクトル
を順に並べた行列 Uρ, Vρ に対して
Mρ = UρSρVρ
T (20)
は階数 ρの行列の中で行列M をフロベニウスノルムの意味で最良近似する．すなわち，
Mρ = argmin
X∈Rm×n
rankX=ρ
‖M −X‖F . (21)
ここで，フロベニウスノルム ‖ · ‖F は，行列M = [mij ] ∈ Rm×n に対して
‖M‖F =
∑
i,j
|mij |2
1/2 (22)
で定められるノルムである．Mρ をM の ρランク近似という．
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単語文脈行列 M の ρ ランク近似を踏まえて，単語 wi に対する ρ 次元の単語ベクト
ルを
M˜ = UρS
γ
ρ ∈ RI×ρ (23)
の第 i行ベクトルとして取得する．ハイパーパラメータ γ は 0, 0.5, 1がよく用いられ，と
くに γ = 1のときは
MρMρ
T = (UρSρVρ
T)(UρSρVρ
T)
T
= UρSρVρ
TVρSρ
TUρ
T
= (UρSρ)(UρSρ)
T
= M˜M˜T (24)
であるから，式 (1)の単語 wi と wj の単語ベクトルの類似度が保存される．
3.2 ランダム・プロジェクション
ランダム・プロジェクションは n個の d次元ベクトル u ∈ Rd を，k個の任意の d次元
ベクトル r ∈ Rd との内積により k 次元空間へ射影する線形写像を用いた変換である:
U ′ = RTU. (25)
ここで，Rは r1, . . . , rk を列ベクトルとする d×k行列，U は u1, . . . ,unを列ベクトルと
する d× n行列であり，U ′ の列ベクトルが u1, . . . ,un の k次元への圧縮である．行列 R
として，平均 0，分散 1のガウス分布 N (0, 1)のような確率分布からサンプリングされた
行列の各列ベクトルを正規直交化したものを用いて射影することで，射影前後の任意のベ
クトル間の距離は高い確率で保存されることが示されている [1]．本論文では R ∈ Rd×k
を次の確率分布
SR(s) =

−√s/k with Prob. 1/2s
0 with Prob. 1− 1/s√
s/k with Prob. 1/2s
(26)
からサンプリングするスパース・ランダム・プロジェクションを採用した．ここで
s ∈ (0, 1]は非零要素の密度を制御するハイパーパラメータであるが，本論文では Pingら
[11]により推奨された
s = 1√
d
(27)
を用いる．
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3.3 カーネル主成分分析
カーネル主成分分析はカーネル法を用いたデータ解析の手法の一つで，正定値カーネル
によって定まる非線形写像によって変換されたデータに対して主成分分析を行うことで，
変換前のデータがもつ非線形な特徴を考慮した分析を行う．正定値カーネルは以下で定義
される．なお，本節で紹介する定理の証明等は [13]に詳しい．
定義 3.4 X を集合とする．関数 k : X ×X −→ Rが次の 2つの条件
1) （対称性） 任意の x, y ∈ X に対して k(x, y) = k(y, x).
2) （正値性） 任意の n ∈ Nおよび x1, x2, . . . , xn ∈ X, c1, c2, . . . , cn ∈ Rに対して
n∑
i,j=1
cicjk(xi, xj) ≧ 0. (28)
を満たすとき，kを（X 上の）正定値カーネル（positive definite kernel）という．また，
X の点 x1, . . . , xn に対して，(i, j)成分を k(xi, xj)とする n次対称な半正定値行列をグ
ラム行列という．
定義 3.5 (H, 〈·, ·〉)を内積空間とする．内積により誘導される距離 d(x, y) = ‖x− y‖ =√〈x− y, x− y〉が完備であるとき，Hをヒルベルト空間という．
定義 3.6 H を集合 X 上のヒルベルト空間とする．任意の x ∈ X に対して kx ∈ H が
あって
〈f, kx〉H = f(x) (∀f ∈ H) (29)
が成り立つとき，H を 再生核ヒルベルト空間（reproducing kernel Hilbert space）とい
う．式 (29)を再生性といい，k(y, x) = kx(y)により定まる関数 kを再生核（reproducing
kernel）という．
命題 3.7 H を集合 X 上の再生核ヒルベルト空間，k を H の再生核とする．次が成り
立つ．
1) 再生核 k は X 上の正定値カーネルである．
2) 再生核 k は一意的である．
3) 再生核 k に対して ‖k(·, x)‖H =
√
k(x, x) (∀f ∈ H)が成り立つ．
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定理 3.8（Moore-Aronszajn） 集合 X 上の正定値カーネル k に対し，X 上の再生核ヒ
ルベルト空間Hで次の 3条件を満たすものが一意的に存在する．
1) 任意の x ∈ X に対して k(·, x) ∈ H．
2) Span {k(·, x) | x ∈ X}はH内で稠密．
3) k はHの再生核．
系 3.9 集合 X 上の正定値カーネル k と対応する再生核ヒルベルト空間Hk に対し，
〈ϕ(x), ϕ(y)〉 = k(x, y) (30)
を満たす ϕ : X −→ Hk が存在する．
これらの結果により，写像 ϕによって変換されたデータの間の内積は，正定値カーネル
の計算のみで評価できる（カーネルトリック）．したがって実際のデータ解析ではどの正
定値カーネルを用いるかの選択が重要となる．本論文ではガウスカーネル
k(x, y) = exp
(
− |x− y|
2
2σ2
)
= exp
(−γ|x− y|2) (31)
を用いる．
カーネル主成分分析は，I × J 単語文脈行列M から得られる {xi}Ii=1 ⊂ RJ に対する
正定値カーネル k のグラム行列K ∈ RJ×J を変形した行列
K˜ ≡ K − JK −KJ + JKJ (32)
に対して特異値分解を行い，各成分の分散が最大となるような空間へデータを写す手法で
ある．ここで，
J ≡（すべての要素の値が 1/J の J 次正方行列）= 1
J2
1J1J
T (33)
である．この手法は計算量が問題となる．そのため，単語文脈行列にそのまま適用するの
ではなく，実験な手法を 3.4節にて提案する．
3.4 カーネル主成分分析の代替手法
3.3節で述べたカーネル主成分分析は計算量が多く，本論文の実験では代替手法として，
Halkoら [7]によって提案された近似計算アルゴリズム及び Halkoらの手法をさらに（実
験的に）改良したアルゴリズムである redsvd*3を参考に，カーネル主成分分析を近似して
*3 https://code.google.com/archive/p/redsvd/
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いると思われる計算方法を考案して用いている．本節ではその手法の説明と，簡単な実験
の結果から観察される近似の可能性について述べる．
3.4.1 代替手法の概要
単語文脈行列M ∈ RI×J をカーネル主成分分析を用いて r 次元に圧縮した行列の代わ
りに，次の手順に従って得られる行列を用いた．p > q > 0とする．
1. 特異値分解によりM を (r + p)次元に圧縮した行列を Aとする．
2. G1 ∈ Rm×(r+q) を N (0, 1)からサンプリング．
3. 積 ATG1 の各列を正規直交化して得られる行列 Y に対し，P = AY を計算．
4. G2 ∈ R(r+q)×(r+q) を N (0, 1)からサンプリング．
5. 積 PG2 の各列を正規直交化して得られる行列 Z に対し，Q = ZTP を計算．
6. カーネル主成分分析によってQを r次元に圧縮した行列Kr に対して，Mr = ZKr
を計算．
単語 wi に対する単語ベクトル −→wvi を，手順 6で得られた行列の第 i行ベクトルとして
取得する．
m× n m× (r + p) m× (r + q)
(r + q)× (r + q) (r + q)× r
m× r
特異値分解 P = AY Q = ZTP kPCA Mr = ZKr
M A P Q Kr Mr
à × à ×
(r + p)× (r + q) (r + p)×m m× (r + q) m× (r + q) m× (r + q)
(r + q)× (r + q)
Y AT
G1 Z P G2
G1，G2 はガウス分布 N (0, 1) からサンプリング
図 1 カーネル主成分分析による次元圧縮の代替手法の流れ．
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図 2 N (20, 10) からサンプリングした m× 1500 行列に対するカーネル主成分分析の近似誤差．
3.4.2 代替手法の考察
3.4.1節の手順 6で得られた行列が，行列M に対するカーネル主成分分析の r 次元圧
縮を近似している保証はないが，いくつかの実験により近似できている可能性が観察さ
れた．
図 1，図 2はガウス分布 N (0, 1)から要素をサンプリングした行列M を 300次元に圧
縮する際に，M のサイズを変化させたときの圧縮の誤差を，図 3はガウス分布 N(µ, σ)
や一様分布 U(a, b)などから要素をサンプリングした行列M を 300次元に圧縮する際の
近似誤差を示している．誤差はいずれも正しいカーネル主成分分析による圧縮行列と近似
行列と差の最大ノルム
‖A‖∞ = max
i,j
|aij | (34)
を 300回計算し，その平均（青色，目盛りは左）と分散（橙色，目盛りは右）で示した．ま
た，手順 6で用いたカーネルはガウスカーネル（γ = 20）であり，p = 200, q = 10とし
た．この結果から，m× n行列の要素の大きさや nの大きさと誤差はほとんど関係なく，
mの大きさによって誤差を見積もることができると推測できる．また，誤差はmが大き
くなるほど小さくなる傾向があり，本論文で扱う単語文脈行列のサイズ（m = 114260，
91464）に対しては十分小さな誤差で近似ができていると考えられる．
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図 3 N (20, 10) からサンプリングした 1000× n 行列に対するカーネル主成分分析の近似誤差．
図 4 いくつかの分布からサンプリングした 1000 × 1500 行列に対するカーネル主成
分分析の近似誤差．
12
4 単語のベクトルを用いた文書のベクトル化
単語ベクトルを用いて文書をベクトル化する方法としてまず考えられるのは，文書に現
れる単語に対する単純な単語ベクトルの和（または平均）を文書のベクトルとみなす方法
であるが，本論文では SCDVによる文書のベクトル化を考える．本章では，SCDV及び
関連するアルゴリズムについて説明する．
4.1 SCDV
SCDV（Sparse Composite Document Vectors）は，word2vec によって得た r 次元
の単語ベクトルから，Algorithm 1 によって取得する rK 次元の文書ベクトルである [5]．
ここで，K はクラスタの個数を決定するパラメータである．また，Algorithm 1の単語辞
書はコーパスに含まれる有効な単語の集合，idf(w)は単語 w を含む文書の数 df(w)の逆
数に対数をとった値である．idf(w)は単語 w がどのような文書にもよく使われる単語で
あれば小さな値を，逆に特定の文書でのみ用いられる単語であれば大きな値をとる．
[5] では得られた −−→scdvDn が，文書ベクトルを得る様々な手法と比較して文書のカテゴ
リ分類に優れた性能を発揮することを実験的に示した．
4.2 GMMクラスタリング
ガウス分布の線形重ね合わせ
p(x) =
K∑
k=1
pikN (x|µk,Σk),
K∑
k=1
pik = 1, 0 ≦ pik ≦ 1 (35)
を混合ガウス分布（Gaussian Mixture Model）という．i = 1, 2, . . . , I に対して xiT =
−→wvi を単語 wi の r 次元の単語ベクトルとし，第 i行を xiT とする I × r 行列（r 次元に
圧縮した単語文脈行列）を X とする．各単語ベクトル x1, . . . ,xI が混合ガウス分布から
独立に生成されると仮定すると，p(X|pi,µ,Σ)の対数尤度関数 Lは
L = log p(X|pi,µ,Σ) =
I∑
i=1
log
(
K∑
k=1
pikN (xi|µk,Σk)
)
(36)
である．この関数の最大化は解析的に求めることが難しいため，EM アルゴリズム
（Algorithm 2）を用いた逐次的な更新手続きにより解を見出す [4]．
単語 wi がクラスタ ck に属する確率 P (ck|wi)を，P (ck|wi) = γi(k)として取得する．
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Algorithm 1 Sparse Composite Document Vector
Require: コーパス ，単語辞書 V，単語ベクトル −→wv1, . . . ,−→wvI
Ensure: 文書ベクトル −−→scdvD1 , . . . ,
−−→
scdvDN
1: for wi ∈ V do
2: idf(wi) = log
#
#{D ∈ | wi ∈ D} を計算
3: end for
4: 単語 wi がクラスタ ck に属する確率 P (ck|wi)を取得（4.2節）
5: for wi ∈ V do
6: for k = 1 to K do
7: クラスタを考慮した単語ベクトル −−→wcvik = P (ck|wi) −→wvi を計算
8: end for
9: end for
10: for wi ∈ V do
11: idf値とクラスタを考慮した単語ベクトル −−→wtvi = idf(wi)
⊕K
k=1
−−→wcvik を計算
12: /⋆ ⊕は連結作用素: −→a ⊕−→b = [−→a −→b ], ⊕k −→a k = −→a 1 ⊕−→a 2 ⊕ · · · ⋆/
13: end for
14: for Dn ∈ do
15: 文書ベクトルを初期化: −→dvDn =
−→
0
16: for wi ∈ Dn do
17:
−→
dvDn+ =
−−→
wtvi /⋆ここでの Dn は多重集合で，重複要素を含む ⋆/
18: end for
19: end for
20: for Dn ∈ do
21:
−−→
scdvDn = sparse(
−→
dvDn)を取得（4.3節）
22: end for
4.3 スパース化
疎率パラメータ p > 0を任意に固定する．−→dvDn の i番目の要素を a(i)n として
amax = avg
n
(max
i
(a(i)n )) =
1
N
N∑
n=1
max
i
(a(i)n ), (37)
amin = avg
n
(min
i
(a(i)n )) =
1
N
N∑
n=1
min
i
(a(i)n ), (38)
t =
|amax|+ |amin|
2
(39)
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Algorithm 2 GMM clustering with EM algorithm
Require: 単語ベクトル x1, . . . ,xI（= −→wv1T, . . . ,−→wvIT）
Ensure: γi(k), pik,µk,Σk,L
1: パラメータの初期化し，対数尤度 Lの初期値を求める
θ = {pik,µk,Σk}Kk=1
L =
I∑
i=1
log
(
K∑
k=1
pikN (xi|µk,Σk)
)
2: while Lが収束基準を満たさない do
3: パラメータ θ を固定して負担率 γn(k)を求める:
γi(k) =
pikN (xi|µk,Σk)∑K
j=1 pijN (xi|µj ,Σj)
4: 負担率 γi(k)を固定してパラメータの値を更新する:
Ik =
I∑
i=1
γi(k)
pik =
Ik
I
µk =
1
Ik
I∑
i=1
γi(k)xi
Σk =
1
Ik
I∑
i=1
γi(k) (xi − µk) (xi − µk)T
5: 対数尤度 Lを計算
6: end while
を計算し，すべての −→dvDn および iに対して
a(i)n =
{
a
(i)
n if |a(i)n | ≧ p
100
t
0 otherwise
(40)
を適用する．[5] では，p = 0.04 のスパース化により要素全体の約 80% が削減されて
いる．
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5 実験
本章では実験に用いたコーパスと環境，および実験の結果・考察を述べる．
5.1 コーパス
それぞれのコーパスのより詳細な情報は本論文末尾の補足資料に載せる．
• 20Newsgroups
– 文書数: 18846（内テストデータ: 7532）
– 単語種類数: 114260
– 言語: 英語
– カテゴリ数: 20
• livedoorニュースコーパス
– 文書数: 7367（内テストデータ: 2221）
– 単語種類数: 91464（分かち書き辞書に依存）
– 言語: 日本語
– カテゴリ数: 9
前処理として，英文コーパスはアルファベットをすべて小文字に変換し，アルファベッ
トではない文字をすべて除去した．その後，前置詞や接続詞のように，文書の内容に関わ
らずに出現する単語（ストップワード）及び 1 文字になった単語を除去した．なお，ス
トップワードは Python 用の自然言語処理ライブラリ “NLTK” に用意されたストップ
ワードリスト（127語）を用いた．
和文コーパスは記号や数字などを除去した後に単語を分割した（分かち書き）．単語の
分割に形態素解析エンジン “MeCab” の分かち書き辞書 “mecab-ipadic-NEologd” を用
いた*4．この辞書はWeb上の言語資源を活用して新しい固有表現を採録した辞書であり，
週に 2回程度更新されている．ストップワードは予備実験において slothlib*5を用いて除
去したが，分類精度が低下したため本実験では除去していない．
*4 https://github.com/neologd/mecab-ipadic-neologd．
*5 http://svn.sourceforge.jp/svnroot/slothlib/CSharp/Version1/SlothLib/NLP/Filter/
StopWord/word/Japanese.txt.
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5.2 実験環境
• ハードウェア（英文コーパス）
– HP EliteDesk 800 G1 SFF（Windows 7 Professional）
– CPU: Intel Core i7-6700 （４コア８スレッド）
– メモリ: 16GB
• ハードウェア（和文コーパス）
– Lenovo ThinkServer TS1-40 （CentOS 6.7）
– CPU: Intel Xeon Processor E3-1226 v3 （４コア）
– メモリ: 16GB
• ソフトウェア
– 統合開発環境: Spyder 3.3.2
– プログラミング言語: Python 3.6.7 :: anaconda 1.7.2（64bit）
– 日本語分かち書きライブラリ: MeCab 0.996（Linux機のみ）
∗ 辞書: mecab-ipadic-NEologd（2018/12/21取得）
5.3 比較手法
[5]で提案された word2vecを用いた SCDVと，次の文書ベクトルを比較する．
5.3.1 単語文脈行列を用いた SCDV
[5] において word2vec により取得している単語ベクトルを，単語文脈行列から取得し
たものと差し替えたものを考える．word2vecはニューラルネットワークを用いたアルゴ
リズムであり，各次元が何を表現しているのかを捉えることが難しい．一方，統計的な手
法を下にした単語の分散表現は各次元の意味について比較的見通しが良い場面が多く，詳
細な分析に有用である．
word2vec は出力される単語のベクトルの次元 r をパラメータとして任意に指定でき，
[5]では自然言語処理でよく用いられる r = 300を採用している．そこで，単語文脈行列
を 300次元まで圧縮した行列から取得した単語のベクトルを用いて [5]と比較する．圧縮
に用いた 3種類の手法（特異値分解，ランダム・プロジェクション，カーネル主成分分析
の代替手法）に応じて，それぞれ SVD + SCDV，RP + SCDV，kPCA + SCDVと表
記する．
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5.3.2 fastTextを用いた SCDV
SCDV で用いる単語ベクトル −→wvi を，fastText で取得したものに差し替える（以下，
fastText + SCDV）．fastTextは word2vecの発展手法に位置づけられており，より高い
精度での分類が期待される．
5.3.3 単語ベクトルの平均
文書 Dn の文書ベクトルを
−−−→
avgdvn =
1
#Dn
∑
wi∈Dn
−→wvi (41)
として取得したものを考える．ただし，ここでの Dn は多重集合で，重複を許すとする．
−→wvi が 300次元であれば −−−→avgdvDn もまた 300次元のベクトルとなり，SCDVを用いたベ
クトルとは次元が大きく異なるが，この結果から SCDVが単語ベクトルをどの程度文書
分類に適したものへ変換したかを観察できる．なお，単語文脈行列から得られたベクトル
の平均は予備実験において文書分類にまったく有用でなかったため，word2vec，fastText
の単語ベクトルの結果のみ示した．
5.4 評価方法
5.4.1 分類器
分類器は線形 SVM（[4] §7，[15] §1）による one-versus-the-rest方式の多クラス分類
を用いる．これは d次元空間内のデータ点に対して，あるカテゴリに含まれるデータ点と
含まれないデータ点を分類する d− 1次元超平面をカテゴリの数だけ用意して判定する．
5.4.2 評価基準
評価基準は主に正解率，適合率，再現率，F値による．
• 正解率（accuracy）: 予測結果のうち，真の結果と一致しているものの割合
Accuracy = TP + TN
TP+ FP + FN+ TN
• 適合率（precision）: 正と予測したデータのうち，実際に正であるものの割合
Precision = TP
TP + FP
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真の結果
正 負
予測 正 TP FP
結果 負 FN TN
表 1 真の結果と予測結果の正負対応．表中の Tは True，Fは False，Pは Positive，
N は Negativeを表す．
• 再現率（recall）: 実際に正であるもののうち，正であると予測されたものの割合
Recall = TP
TP + FN
• F値（F-measure, F1）: 適合率と再現率の調和平均
F = 2
1
Precision
+ 1
Recall
= 2 · Precision · Recall
Precision + Recall
文書分類の結果をどのような問題に応用するかによって重視すべき評価基準は異なる
が，本論文では分類結果の具体的な使用目的を考慮していないため，適合率・再現率の双
方に均等に重みをおいた F値による評価で主に比較する．
5.5 結果と考察
SCDV及び 5.3節で述べた 6種，全 7種の文書ベクトルの分類精度を比較した．全デー
タを用いて文書のベクトルを取得した後，コーパスをテストデータ 30% と訓練データ
70% に分割し，テストデータに対して線形 SVM の結果を評価基準の値を用いて比較す
る．線形 SVMはハイパーパラメータ C により分類結果が変わるため，分類に最適なパ
ラメータを決定するために，訓練データに対して交差検証（cross-validation)を用いたグ
リッドサーチ (後述)を実行し，パラメータとして訓練データに対する最適スコアを与え
たものを用いた．
5.5.1 交差検証を用いたグリッドサーチ
グリッドサーチは与えた変数のすべての組み合わせをすべて試行し，最適スコアとそれ
を与える変数の組み合わせを走査する手法である．この手法は結果が訓練データの選び方
に依存するため，汎化性能を保証するために交差検証を組み合わせている（[15] §8）．
1. 訓練データを各カテゴリの文書の比率を保つように n分割
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図 5 英文コーパス（20NewsGroup）に対する文書分類の精度の比較（10 回の平均）．
2. 各分割に対して，その分割だけを取り除いた残りのデータでグリッドサーチを実行
し，得られたパラメータを用いて取り除かれたデータを評価
3. n回のグリッドサーチの結果として得られた n個のパラメータとスコアの平均を求
める
実験では分割数を n = 5とし，パラメータ C の候補を
0.1, 0.3, 0.5, . . . , 6.7, 6.9
の 35値としたため，1つのモデルに対する計算は 5× 35 = 175回実行される．計算時間
を考慮し，４コアで並列して時間の節減を図っている．
5.5.2 実験結果
各手法のパラメータの値については，ニューラルネットワーク・単語文脈行列の双方に
共通するパラメータは [5]との比較を考慮のために固定し，その他のパラメータについて
は，単語文脈行列で用いる shift値 κ，近似カーネル主成分分析のガウスカーネルのパラ
メータ γ のみ予備実験でいくつかの値をテストし，良い精度を示したものを採用した．和
文コーパスに対する fastText，fastText + SCDVの n-gramは，1文字の単語が多く含
まれることを考慮して設定した．特異値行列の乗数パラメータは，使用したライブラリ
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図 6 和文コーパス（livedoor ニュース）に対する文書分類の精度の比較（10 回の平均）．
−→wvi の次元 r クラスタ数K 疎率 p 文脈幅 δ shift値 κ
ニューラルネット 300 60 0.04 10 ×
単語文脈行列 300 60 0.04 10 1.6
表 2 各手法の共通パラメータの値．
fT n-gram: 英文 3 ∼ 6，和文 1 ∼ 5
SVD 特異値行列 S の乗数パラメータ: γ = 1
RP 確率分布: SR(s)（スパース・ランダム・プロジェクション）
kPCA カーネル: ガウスカーネル，γ = 20
表 3 各手法の固有パラメータの値．
（sklearn）の特性上，γ = 1のみ実験を行った．
いずれのコーパスに対しても，[5]で提案された SCDVと比較して分類精度が高い文書
ベクトルを得ることができた．英文コーパスでは word2vecよりも単語のベクトルを適切
に表現できるとされる fastText を用いた SCDV が最も高い精度を，次いで fastText の
平均ベクトルが高い精度を示し，単語文脈行列を基にした手法では kPCAが最も良い精
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度を示した．一方で和文コーパスに対しては，kPCAが最も高い精度を示した．fastText
も [5]よりもよい精度を示したが，英文コーパスほどの差は見られなかった．
5.5.3 考察
英文書に対しては，SCDVを通じて変換された単語ベクトルから構成された文書ベクト
ルは，もとの単語ベクトルの平均に比べて分類精度を上げていることが確認できた．和文
コーパスにおいては fastTextは SCDVによって再構築したものの方が精度が低い．これ
は SCDVに含まれる単語ベクトルのクラスタリングや idf の値が適切に作用していない
ことがが考えられる．また，fastText全体が英文コーパスに比較して大きく精度を向上で
きなかった原因として，部分語のアルゴリズムが，英語に比べて日本語に適していないこ
とが考えられる．これは日本語の形態素解析の問題であり，例えば現状「雨」「あめ」「飴」
が同じ意味を指すとしても異なる単語として認識するが，前処理の段階ですべて平仮名に
統一するといずれも同じ単語として認識してしまい，適切な処理が難しいと考えられる．
統計・数理的な手法の中では，近似カーネル主成分分析が両コーパスにおいて良い性能を
見せた．この手法がある程度近似を実現しているとすると，文書ベクトルの非線形な要素
を考慮したことが，特異値分解に比較して高い精度を示した要因と考えられる．また，ラ
ンダム・プロジェクションは単語文脈行列の圧縮としては計算コストが最も低く，結果の
散らばりは見られたものの，有用な手法の一つと考えられる．近似カーネル主成分分析と
同様に確率分布からのランダムサンプリングを用いていることから，単語文脈行列の変形
は線形的なものだけでなく，非線形な，あるいはランダムな要素を考慮する方が文書分類
に適したベクトルの構築につながると推測できる．全体として，英文書に対する結果と比
較して，和文書に対する結果はあまり大きな差が現れなかった．これはコーパスのサイズ
やカテゴリ数，類似カテゴリの存在などが大きく影響していると思われる．言語間で異な
る点も多く，一概に結論付けることはできないが，より多くのコーパスを利用した実験の
余地があると考える．
6 まとめ
6.1 結論
本論文では文書分類に適した文書のベクトル化手法である SCDVに対して，基となる
単語のベクトルの構成を変えることで，テストデータに対してさらに分類精度の高いベ
クトルを取得することができた．とくにニューラルネットワークを用いた構成としては
22
fastTextが，統計・数理的処理を用いた構成としてはガウス分布からサンプリングした行
列を用いて圧縮した行列に対する近似的なカーネル主成分分析から取得したベクトルが良
い精度で分類できることが示された．英文書については SCDVによる変換が実験に用い
たすべての単語ベクトルを，文書分類により有効なベクトルに変換していることが確認さ
れた．
6.2 課題と展望
fastTextは自然言語処理特有の手法であるが，統計・数理的な手法は画像解析（BoVW）
や商品のレコメンドといった別分野での応用にも適用できると考えられる．本論文の分類
問題において有用な結果を示した近似カーネル主成分分析は通常のカーネル主成分分析に
比べて計算量が小さく，理論的な議論が進めば，さらに発展させることができるのではな
いかと考えられる．また，SCDV も同様に自然言語処理の外の分野でも適用可能なアル
ゴリズムであると考えられ，様々な応用が期待される．
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補足資料
A 20Newsgroups
20Newsgroups*6は 20の異なるカテゴリのニュースを収集したコーパスであり，テキス
ト分類のような機械学習に関する実験で一般的に用いられるデータセットである．なお，
【】内の数字は各カテゴリに含まれる文書の数を表す．
1. alt.atheism【799】 2. comp.graphics【973】
3. comp.os.ms-windows.misc【985】 4. comp.sys.ibm.pc.hardware【982】
*6 http://qwone.com/~jason/20Newsgroups/
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5. comp.sys.mac.hardware【963】 6. comp.windows.x【988】
7. misc.forsale【975】 8. rec.autos【990】
9. rec.motorcycles【996】 10. rec.sport.baseball【994】
11. rec.sport.hockey【999】 12. sci.crypt【991】
13. sci.electronics【984】 14. sci.med【990】
15. sci.space【987】 16. soc.religion.christian【997】
17. talk.politics.guns【910】 18. talk.politics.mideast【940】
19. talk.politics.misc【775】 20. talk.religion.misc【628】
comp.sys.ibm.pc.hardware と comp.sys.mac.hardware のように密接に関連したカテゴ
リや，misc.forsale と soc.religion.christian のように無関係なカテゴリを含む．
B livedoorニュースコーパス
livedoorニュースコーパスは*7，NHN Japan株式会社が運営する「livedoor ニュース」
のうち，次の 9カテゴリの記事を 2012年 9月上旬に収集したものである．なお，【】内の
数字は各カテゴリに含まれる記事の数を表す．
1. トピック・ニュース【770】 2. Sports Watch【900】
3. ITライフハック【870】 4. 家電チャンネル【864】
5. MOVIE ENTER【870】 6. 独女通信【870】
7. エスマックス【870】 8. livedoor HOMME【511】
9. Peachy【842】
トピック・ニュースは幅広いジャンルの記事を扱うカテゴリであり，livedoor HOMME
は男性向けニュースを，Peachyは女性向けニュースを総合的に扱っている．また，エス
マックスは「スマホなどのモバイルを活用するブログメディア」に関する記事を扱って
いる．
*7 https://www.rondhuit.com/download.html#ldcc
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