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Abstract
Breast cancer is the most common cancer in women in the UK. Breast screening using 
mammography imaging is performed to detect cancers early and reduce the death rate from 
breast cancer. It is important that the effect of new imaging technologies on cancer detec­
tion is known prior to their use in breast screening. Clinical trials can measure this, however 
these are expensive and time consuming. In comparison, observer studies with simulated 
cancers can be performed in a fraction of the time. This thesis focuses on the simulation 
of calcification clusters and their use in observer studies. Once inserted into breast images 
the simulated calcification clusters have been shown to look realistic and have the correct
contrast and sharpness.
The calcification clusters have been used in observer studies to compare two different 
types of digital detector - computed radiography (CR) and direct digital (DR) systems, 
different dose levels and different image processing algorithms. Calcification detection 
is significantly poorer when using a CR system compared with a DR system, and also 
sensitive to dose used. It has also been shown that image processing has a significant impact 
on calcification detection. However, this difference in calcification detection is smaller than 
the difference in calcification detection due to differences in detector type or dose. Image 
processing was not found to significantly impact detection of non-calcification cancers.
The calcification detection measured using observer studies was compared to the thresh­
old gold thicknesses measured with the CDMAM phantom. Threshold gold thickness 
was found to be relevant to calcification detection, however the acceptable and achiev­
able threshold limits set in the European quality control protocol using this phantom need 
revising.
The results of this work are important, providing evidence that can be used when se­
lecting the optimal digital detector, dose and image processing.
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1 Introduction
1.1 Motivation
Breast cancer is the most common cancer in women in the UK [1]. In order to detect 
cancers within the breast at an early stage and aid successful treatment the National Health 
Service Breast Screening Programme (NHSBSP) invites women between the ages of 50 and 
70 years (extending to 47-73 years) to undergo mammography x-ray imaging every three 
years. More recently the mammography units used in the NHSBSP have been updated from 
screen-film imaging receptors to digital detectors, with the aim of overcoming some of the 
limitations of film-screen imaging. Use of digital imaging also provides the opportunity 
for more advanced imaging technologies to be used such as tomosynthesis imaging, breast 
CT, dual energy mammography and contrast enhanced mammography.
Large clinical trials [2,3] have shown that there may be substantial advantages in using 
digital systems over screen-film particularly for women under the age of 50 years, women 
with radiographically dense breasts and pre- or peri- menopausal women. However, there 
are several different digital detectors in clinical use, each of which can be operated in a 
variety of ways that affects performance. Their relative merits and how best to use them 
remains unclear. In addition, each manufacturer applies their proprietary image processing 
algorithm and the image appearances resulting from this processing can be very different. 
Whether these differences in image appearance result in a difference in detection of cancers 
is also unclear.
Due to the low prevalence of cancer in breast screening it would be time consuming 
and costly to perform clinical trials to achieve detailed comparisons between multiple sys­
tems or ways of operating these systems. Instead observer performance studies can be 
performed. One way an observer study can be performed is to mimic mammography imag­
ing by inserting simulated cancers into digital mammography images assessed as normal 
(no cancer). To simulate different manunography systems and different ways in which 
these systems can be operated, models based on physical measurements performed on the 
different imaging systems can be used to modify the breast images to have the appropriate 
contrast, noise and sharpness properties. To investigate different image processing algo­
rithms the same patient image with a simulated cancer inserted can be processed with dif­
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ferent image processing algorithms. The advantage of these approaches is that the inserted 
cancers and anatomical backgrounds are identical between the different imaging conditions 
used in the observer study. This is important because variations in anatomical background 
are expected to have a major impact on cancer detection and are a confounding factor in 
studies of this type. The images with inserted cancers at different image qualities are then 
shown to radiologists who must locate the cancers within the images and assign a rating 
for their confidence that they have identified a cancer. Statistical analysis is then performed 
in order to determine if there is a significant difference in cancer detection between the 
different imaging conditions investigated.
There are several types of malignant breast mastopathies, described in more detail in 
Section 2.1. Broadly, these split into soft tissue densities and calcification clusters. The 
work in this thesis focusses on the detection of calcification clusters. The first aim of this 
thesis was to simulate and insert calcification clusters into breast images with a realistic 
appearance and the correct contrast and sharpness. The second aim was to use the images 
with simulated calcification clusters in observer studies to investigate the effect of various 
imaging factors on calcification detection. The results of the observer study were then com­
pared to the performance measured with the current gold standard test object for measuring 
image quality as outlined in the European protocol for the quality control of the physical 
and technical aspects of mammography screening [4]. From this it was possible to deter­
mine whether the physical performance of digital mammography systems measured with 
the test object relates to calcification detection and if the current limits for such physical 
measurements are set appropriately. The results of this work are important for the physics 
community, providing evidence which can be used when selecting the optimal digital de­
tector, dose and image processing.
1.2 Thesis organisation
The rest of this chapter describes the structure of the remaining parts of the thesis. In 
Chapter 2 a description of the anatomical structure of the breast and the structure of benign 
and malignant breast mastopathies is given. Next, the use of screening for breast cancer 
in the UK is introduced, including details of the radiological signs used by radiologists to 
determine if a breast contains malignant mastopathies. An explanation of the recall process 
if a radiologist finds a region which requires further attention is then given, including a 
description of ‘over-diagnosis’. Mammographie imaging is the imaging modality of choice 
for breast screening and the next two sections of the chapter describe the physics of x-ray
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mammography imaging and the types of digital mammography detectors available. The 
final section of the chapter introduces the measures of image quality used in mammography 
including phantom measurements and observer performance studies.
Following from this, chapter 3 provides an introduction of the statistical analysis as­
sociated with observer performance studies. The statistical analysis of observer studies 
consists of two stages: first the performance of each observer inspecting each image tech­
nology is calculated. The choice of analysis paradigm used to calculate observer perfor­
mance depends upon the clinical application of the imaging technology. Four different 
analysis paradigms are described in this chapter. Once the performance of each observer 
inspecting each imaging technology is calculated, significance testing must be performed 
to determine if there is a significant difference in performance between different imaging 
technologies. Therefore, the next section in this chapter describes such significance testing. 
When planning observer studies prospective power analysis is performed to calculate the 
number of cases required in the study for sufficient statistical power. This is described in 
the third section of the chapter. Finally, a study design for reducing the number of image 
interpretations required per observer is introduced.
As described earlier in this chapter, when performing observer studies in mammog­
raphy to compare different imaging conditions it can be advantageous to use simulated 
cancers. In Chapter 4 a description is given of the method developed for the simulation 
of calcification clusters from unprocessed digital images of mastectomy samples acquired 
at x5 magnification on a digital specimen cabinet. The second section of the chapter de­
scribes the characterisation of these calcification clusters in terms of diameter of cluster and 
number of contained calcifications, and also the diameter and contrast of individual calcifi­
cations. When performing measurements using a phantom in mammography or when using 
3D computer simulations to study imaging performance, it is important that the model of 
the breast, including simulated abnormalities such as calcifications is sufficiently realis­
tic. It is a requirement that calcifications have a certain contrast for their size in order to 
have a realistic appearance, which requires knowledge of the attenuation properties of the 
calcification. In the final section of this chapter, the relationship between the diameter and 
contrast of the simulated calcifications are compared to the contrast of aluminium under the 
same imaging conditions. Using this information it is possible to determine if aluminium 
is a suitable tissue substitute for calcifications. In addition, using the calculated values of 
the attenuation coefficients of hydroxyapatite and calcium oxalate, the suitability of these 
materials as calcification substitutes is also considered.
Prior to use in an observer study the simulated calcifications must be inserted into
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breast images. Chapter 5 includes details of this insertion procedure. There are differ­
ences in imaging conditions when imaging the sliced mastectomy samples from which 
the simulated calcification clusters are extracted and when imaging patients. These cause 
a difference in pixel pitch, sharpness and contrast. Therefore, it is necessary to modify 
the calcification cluster images prior to insertion into the breast images. The first section 
in the chapter describes the methodology used for this modification. The second section 
describes the results of quantitative phantom measurements performed to verify that this 
insertion methodology results in the correct contrast and sharpness of the calcification. As 
well as being of the correct contrast and sharpness it is important that the calcification clus­
ters have a realistic appearance. Therefore, in the final section in this chapter a study is 
performed to determine whether the appearance of the simulated calcification clusters is 
comparable to the appearance of real calcification clusters.
Whereas, chapter 4 and 5 focus on the development and validation of inserted simulated 
calcification clusters for use in an observer study, chapters 6 and 7 show the results of two 
observer studies in which these simulated calcification clusters were used. In Chapter 6 
an observer study is performed to determine if digital detector type, x-ray dose level and 
image processing have a significant effect on calcification detection. Phantom measure­
ments are also acquired at the same image qualities investigated in the observer study and 
the results compared to the observer study results. In summary chapter 6 aims to answer 
three questions: Is calcification detection affected by a change in digital mammography 
detector, dose level and image processing? How do measures of the physical performance 
of digital mammography systems relate to calcification detection? Are the current limits 
for such physical measurements set appropriately?
The observer study performed in chapter 6 investigates the effect of detector type, dose 
and image processing on calcification cluster detection only and not mass detection. The re­
lationship between image quality and detection may differ for various radiological features, 
and so investigating both calcification and mass detection is important. In chapter 7 the ef­
fect of change in image processing on both mass and calcification cluster detection was 
investigated. At the time of the study a simulation model of masses (or non-calcification 
cancers) which was suitably advanced for use in the study was not available to this project. 
Therefore, simulated calcification clusters inserted into normal breast images and breast 
images already containing subtle non-calcification cancers were used.
The final chapter in this thesis summarises the work included in this project, the limita­
tions of the work and future extensions.
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1.3 Achievements and contributions to the field
This work forms part of the OPTIMAM project, a five year research project which aimed 
to optimise the use of digital breast imaging technologies in a way that increases cancer 
detection whilst maintaining radiation doses at acceptable levels. Here the main achieve­
ments and contributions to the field resulting from the work in this thesis are described.
A simulation model of calcification clusters was developed. The use of imaging sliced 
mastectomy samples for this simulation ensured that larger calcification clusters could be 
extracted than if needle biopsy specimens had been used, whilst maintaining a smaller 
amount of surrounding tissue than if breast images had been used. Once the simulated 
calcification clusters were inserted into breast images, they were shown to be realistic in 
appearance and of the correct contrast and sharpness.
Hydroxyapatite and calcium oxalate are commonly chosen as being representative of 
calcifications when simulating calcifications in computational models, and aluminium is 
often used as a substitute material for calcifications in phantoms as it is generally assumed 
that these materials have similar attenuation properties to breast calcifications. However, 
there is very little work to verify this. By analysing the attenuation properties of the cal­
cifications extracted from the mastectomy samples, it has been shown in this work that 
calcium oxalate and aluminium were suitable to use as replacement materials when simu­
lating calcification clusters. However, if calcifications were assumed to be made of solid 
hydroxyapatite when being simulated, their contrast would be too high.
Using these simulated calcification clusters in observer studies it has been shown here 
that detector type and dose have a significant and large impact on calcification detection. 
Image processing also has a significant but smaller impact on the detection of the simulated 
calcification clusters.
Finally, the observer performance with different doses and detector types was compared 
to the threshold gold thickness measured with the CDMAM phantom. From this it was 
found that the threshold gold thickness is a good predictor of calcification detection. This 
has not been shown previously.
2 Background Theory
2.1 Breast cancer
Breast mastopathies are all diseases that can occur in the breast. The anatomic details of 
the breast are important since certain breast mastopathies arise from specific locations. The 
anatomical structure of the healthy female breast is shown in Figure 2.1a.
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Figure 2.1. (a) Anatomic breast structure [5] (b) A single lobe shown on the breast [6] (c) Lobe with 
terminal ductal lobular unit (TDLU) shown [7].
The base of the breast overlies the pectoralis major muscle between the second and 
sixth rib (with no ptosis or ‘sagging’ of the breast). The breast volume is anchored to the 
pectoralis major fascia by Cooper suspensory ligaments [8].
The breast volume contains 15-20 glandular lobes (a single lobe is shown in Figure
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2.1b). Each lobe has a main duct which converges at the nipple. A lobe consists of sev­
eral lobules connected to the main duct by the extra-lobular duct. A lobule consists of a 
intra-lobular terminal duct and ductules (or acini) surrounded by intra-lobular connective 
tissue. The terminal ductal lobular unit (TDLU) consists of a lobule and the extra-lobular 
duct which joins the lobule to the interlobular duct which feeds into the main duct (Figure 
2.1c). Adipose tissue surrounds the glandular lobes. There are significant variations in the 
proportion of adipose and glandular tissue within and between populations of women, and 
with breast size [9].
Breast mastopathies can be either malignant or benign. Additionally, mastopathies can 
present as soft tissue changes or calcification. The most common benign tumours are fi­
broadenomas which develop from the lobules. The glandular tissue and fibrous connective 
tissue grow over the lobule forming a lump [10]. Another type of benign tumour is a 
Lipoma. Lipomas form as a pocket of adipose tissue encased by connective tissue. The 
final benign tumour described here are cysts. These consist of a fluid-filled capsule caused 
by the accumulation of secretions in the lobules. Benign calcification usually form within 
the lobular. They fill the acini (figure 2.2a) which results in uniform, homogeneous and 
sharply outfined calcifications. These usually have a diffuse or scattered distribution [11].
The vast majority of malignant tumours occur in the terminal ductal lobular unit (TDLU) 
[12], usually in the ductules [13]. The tumours are classified according to their starting lo­
cation in the breast. If the tumour originates in the ducts in the TDLU it is termed a ductal 
carcinoma, or if the tumour originates in the lobules in the TDLU it is termed a lobular 
carcinoma. Intraductal calcifications are calcified cellular debris or secretions within the 
intraductal lumen (figure 2.2b). These calcifications are extremely variable in size, density 
and form [11]. Sometimes they form a complete cast of the ductal lumen resulting in fine 
linear branching form and distribution. Intraductal, malignant calcifications are usually 
clustered within an area of the breast, often within one lobe [12].
If the cancer cells remain within the membrane of the duct or lobule, the tumour is 
called an in situ cancer - ductal carcinoma in situ (DCIS) and lobular carcinoma in situ 
(LCIS). When the cancer cells migrate outside the membrane of the duct or lobule this 
is termed invasive cancer - infiltrating (invasive) ductal carcinoma (IDC) and infiltrating 
(invasive) lobular carcinoma (ILC).
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(a) (b)
Figure 2.2. (a) Lobular calcifications forming in the ductules (acini) (b) Intraductal calcifications 
forming in the ducts [11].
The cause of breast cancer is uncertain and so the most effective method of preventing 
death due to breast cancer is early detection whilst the cancer is an in situ cancer [13]. To 
this end, breast screening using mammography imaging is performed in the UK (described 
in Section 2.3). The radiological features that radiologists consider when interpreting mam­
mography images are described in the next section.
2.2 Radiological signs of breast cancer
When interpreting a mammography image there are four radiological signs which a radiol­
ogist will consider. First, the radiologist will look for a tumour mass. The morphology of 
the mass can be circumscribed or stellate. Circumscribed masses (Figure 2.3a) are oval or 
lobulated lesions which may be sharply or poorly outlined, whereas stellate masses (Figure 
2.3b) have ill-defined borders with radiating spicules. Stellate lesions are the more common 
appearance of breast carcinomas [12]. Second, the radiologist will look for calcifications 
(Figure 2.3c). These have a higher density than the soft tissue masses and appear with high 
contrast within the image. As with masses, calcifications also have different morphological 
appearances. The calcifications can be ‘casting’ in appearance or ‘punctate’. It may be that 
calcifications are the only visible sign of cancer on the mammogram. Traditionally, it is 
said that casting calcifications are a feature of high-grade DCIS [12], however it has been 
shown that small clusters of punctuate or granular calcifications may represent high-grade 
DCIS and therefore an aggressive clinical approach is required to avoid a later diagnosis of 
high-grade invasive cancer [14]. The third feature a radiologist will look for is architectural
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distortion of normal tissue patterns caused by the disease (Figure 2.3d). Finally, they will 
compare left and right breasts to look for areas of asymmetry (outlined in Figure 2.3e).
(a) (b) (c) (d)
(e)
Figure 2.3. Radiological features of cancer (a) Circumscribed mass - 42x42 mm (b) Stellate mass - 
81x81 mm (c) Calcification cluster -21x21 mm (d) Architectural distortion - 47x47 mm (e) Focal 
Asymmetry.
2.3 . BREAST CANCER SCREENING___________________________________________________________________ 10
2.3 Breast cancer screening
In the United Kingdom the National Health Service Breast Screening Programme (NHS­
BSP) invites women aged 50-70 years (extending to 43-73 years) to undergo mammo­
graphie screening every 3 years. Women older than 70 years may refer themselves. The 
examination consists of two views of each breast, a cranial-caudial (CC) view and a medio- 
lateral obhque view (MLO). When mammography film readers interpret mammography 
images they visualise the breast in three dimensions and use the two views to determine 
if the suspicious region of breast identified is the superposition of overlapping tissue or if 
the breast contains an abnormality. Use of two views rather than one view has been shown 
to increase overall incident screen cancer detection rate by 20% with a 11% drop in recall 
rate [15]. Each mammography examination is double read, meaning that two radiologists 
independently inspect the patients images. Double reading can lead to a 15% increase in 
the number of cancers detected with an almost unchanged positive predictive value (num­
ber of true positives divided by the number of true positives and false positives) compared 
with single reading [16].
If a radiologist identifies an area within the breast they suspect is a cancer, the patient 
will be ‘recalled’ for further tests. In the UK NHSBSP it is estimated that some 41 out 
of 1000 women screened will be recalled [17]. When a patient is recalled she may have 
further mammography imaging which can include magnification views where the breast is 
placed onto a platform made of carbon fibre which provides geometric magnification of the 
breast (usually by a factor of 1.8). This will be used with a smaller focal spot size (nomi­
nally 0.1 mm) compared with contact imaging (nominal focal spot size is typically 0.3 mm) 
to compensate for the increase in geometric blurring. Magnification imaging provides in­
creased effective resolution due to the reduced effective pixel size, a reduction in effective 
image noise and a reduction in scattered radiation. If a cancer is still evident in magnifi­
cation, and additional views, a needle biopsy will be performed to confirm the presence 
of cancer. Cancer will be present in one in five of the recalled women (8 of the originally 
1000 women screened [17]).
The aim of mammography screening is to detect cancers early to improve the chances 
of successful treatment. A review of the national breast screening programme in the UK 
concluded that breast screening extended lives, suggesting a 20% reduction in mortality in 
women invited to participate in a 20 year screening programme [17]. However, there are 
some screen-detected cancers which might never had progressed to become symptomatic 
in the absence of screening. In this instance the woman will die from a cause other than the
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screen-detected cancer. This is termed an over-diagnosis and the same review [17] found 
that of the roughly 307 000 women aged 50-52 years who are invited to begin screening 
every year, just over 1% would have an over-diagnosed cancer in the next 20 years. After 
diagnosis of breast cancer a women will undergo treatment such as surgery, radiotherapy 
or chemotherapy. Receiving a diagnosis of breast cancer and treatment has been shown 
to have an adverse psychological effect on patients [18]. Therefore over-diagnosis is con­
sidered a major harm of breast screening since these adverse effects are not offset by a 
potential reduction in mortahty. However, it is not possible to determine which screen de­
tected cancers will result in mortality during the women’s lifetime and which will result 
in over-diagnosis. The review [17] concluded that the benefits of treatment substantially 
outweighed any excess mortality arising from investigation, however the risks and benefits 
of breast screening should be communicated to patients to allow the patient to make an 
informed decision.
2.4 Mammography x-ray imaging
During a mammography image acquisition the breast is exposed to a spectrum of x-rays. 
The x-rays are attenuated by the breast, and incident upon an image receptor. X-rays ab­
sorbed within the image receptor form the projection image of the attenuation of the breast. 
The small x-ray attenuation differences between normal and cancerous tissues (such as 
masses, focal asynunetries and architectural distortions) in the breast requires maximisa­
tion of the contrast of cancers within the image. In addition, it is important to identify high 
contrast small calcification within the image, which are represented by high frequency sig­
nals. The rest of this section contains a description of how the mammography system 
(shown in Figure 2.4) is optimised to ensure detection of small calcifications and reducing 
dose whilst enhancing low contrast detection.
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Figure 2.4. Schematic diagram of mammography system (screen-film) [19].
The first component of the mammography system to be considered is the x-ray spec­
trum generated from the x-ray tube. Electrons are generated in the cathode and accelerated 
towards the anode due to the electrical potential difference (tube voltage) between the neg­
atively charged cathode and positively charged anode. Whilst accelerating, the electrons 
gain kinetic energy, the magnitude of which is proportional to the tube voltage. The physi­
cal area of the anode which is struck by electrons is called the focal spot size. The effective 
focal spot size is the length and width of the focal spot as projected down the central ray 
in the x-ray field. A smaller focal spot size is used in mammography compared to other 
diagnostic imaging situations to reduce geometric blurring. On impact with the anode the 
kinetic energy of the electrons is converted to other forms of energy. A large proportion of 
the energy is converted to heat due to collisions of the bombarding electrons with electrons 
within the anode. A small proportion of the energy is emitted as Bremsstrahlung and char­
acteristic x-rays. The x-ray spectrum emitted from the x-ray tube is a combination of the 
Bremsstrahlung and characteristic spectrum.
Bremsstrahlung x-ray radiation is emitted when electrons are deflected and decelerated 
(causing a loss of kinetic energy) by the positively charged nuclei of the anode. The energy 
of the emitted x-ray is dependent upon the distance of the electron from the nucleus. When 
the electron directly impacts the nucleus of the anode this results in an x-ray with the max­
imum kinetic energy of the electron. The probability of a distant interaction (low energy 
x-rays) is higher than the probability of a close interaction or direct impact with the nu­
cleus, and therefore the resultant bremsstrahlung x-ray spectrum is a continuous spectrum 
which decreases with energy, up to the maximum kinetic energy of the electron (determined 
by the tube voltage). Typically, low tube voltages (25-35 kV) are used in mammography
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compared with other x-ray diagnostic imaging. This ensure that photoelectric absorption 
dominates rather than Compton (or incoherent) scattering. The probability of photoelectric 
absorption per unit mass is dependent on the material atomic number (Z) and the energy of 
the incident photon (E), with the dependency 7?!E^ , whereas the probabihty of Compton 
scattering per unit mass depends linearly on Z [20]. Glandular tissue and fat have similar 
density but fat has a different Z to glandular tissue and therefore to maximise the contrast 
between glandular and fat tissue it is best to use a tube voltage where photoelectric absorp­
tion dominates. A proportion of the low energy x-rays will be absorbed within the anode 
material itself and the Beryllium window of the x-ray tube which reduces the photon flu­
ence at the low energies (as shown by the drop in photon fluence below lOkeV in Figure 
2.5).
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Figure 2.5. Photon fluence from Boone et al [21] when using a tube voltage of 30kV Molybde­
num anode with no additional filtration. The Bremsstralung spectmm and Characteristic peaks are 
shown.
Characteristic radiation results from the interaction of the incident electron with a K 
shell electron in the anode. If the incident electron interacts with a K-shell electron and 
has a kinetic energy higher than the binding energy of the K-shell electron, the K-shell 
electron will be ejected from the shell. The unfilled shell is energetically unstable and 
so an electron from an outer shell with a lower binding energy will fill the vacancy. The 
difference in energy between the K-shell and the outer shell is then released in the form 
of a characteristic x-ray or an Auger electron is emitted. Binding energies are unique to a
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particular element. Typical anode materials for mammography are molybdenum, rhodium 
and tungsten.
Monoenergetic beams of energy 15-25 keV have been shown to be theoretically optimal 
for mammography [22], but these are technologically difficult to generate and as such the x- 
ray spectrum described above is polyenergetic. The low energy x-rays in this polyenergetic 
spectrum would be attenuated within the patient before reaching the image receptor and 
therefore contribute to the patient dose without improving the diagnostic content in the im­
age. The higher energy x-rays reduce subject contrast since the probability of photoelectric 
absorption decreases within increasing energy. To attenuate these undesirable low and high 
energy x-rays and move towards the optimal monoenergetic x-ray beam additional filtra­
tion is placed within the x-ray beam. The filtration material is selected to have appropriate 
energy of K-edge so that the characteristic x-rays are still present in the x-ray beam after 
filtration, whilst the Bremsstrahlung x-rays at high and low energies are attenuated. The 
effect of filtration on the photon fluence is shown in Figure 2.6. Typical filtration materials 
used in mammography imaging are molybdenum, rhodium, silver and aluminium.
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Figure 2.6. Photon fluence from Boone et al [21] when using a tube voltage of 30kV Molybde­
num anode with no additional filtration (shown in red) and photon fluence after 0.03 mm Rhodium 
Alteration (shown in blue).
After filtration the x-ray beam is incident upon the patient’s breast. As stated above low 
tube voltages are used in mammography to ensure that photoelectric absorption is the pre­
dominant interaction contributing to the image formation. However, although photoelectric
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interactions are predominant for lower photon energies, for an average breast, 40% or more 
of the x-rays directed towards the detector may have scattered one or more times in the 
breast [23]. The majority of these scattering interactions are incoherent scattering interac­
tions. Primary radiation retains the information regarding the attenuation characteristics of 
the breast and dehvers the maximum possible subject contrast. Scattered radiation how­
ever, is an additive slowly varying radiation distribution that degrades subject contrast [19]. 
Therefore, it is preferable to reduce the scatter in the image. The mammography imaging 
procedure is optimised in several ways to reduce the scatter. First, when the breast is imaged 
it is compressed using a compression paddle. This serves several purposes - it minimises 
the thickness of tissue reducing the scattering volume, it also ensures a uniform thickness 
across the image and reduces overlapping anatomy. In addition, it moves objects to be im­
aged closer to the detector reducing geometric blurring and also reduces patient movement 
during the exposure to reduce motion blurring. Second the x-ray beam is collimated to the 
diagnostic region to reduce the scattering volume. This is particularly important for higher 
magnification views which are sometimes performed once a suspicious area has been iden­
tified in the original contact mammography image (breast on breast support). Collimation 
is also necessary to reduce the dose to the patient. The final scatter reduction method is use 
of a grid. This usually consists of a parallel linear or cellular (rejects scatter in 2 dimen­
sions) grid which has a high Z material such as lead strips interspaced with a low Z material 
such as paper or cotton fibre to give the grid structure. The grid will allow the primary beam 
which transmits parallel to the grid to be absorbed but rejects scatter which is not travelling 
parallel to the grid. The grid moves throughout the exposure so that it is "blurred out" and 
not visible in the image. As well as rejecting scatter the grid also causes a reduction in the 
amount of primary radiation reaching the image receptor. There is therefore a compromise 
between reduction in scatter and increase in patient dose.
The final part of the mammography imaging system is the image receptor. Tradition­
ally the image receptor used in mammography imaging was screen-film. Screen-film had 
many advantages - the technology is relatively inexpensive, the image receptor is capable of 
achieving very high limiting spatial resolution and images can be displayed on light boxes 
all around the hospital. However, screen-film also had some disadvantages. Once a screen- 
film image has been exposed the display contrast characteristics are fixed (as demonstrated 
in the characteristic curve in Figure 2.7). The automatic exposure control (AEG) attempts 
to terminate a film exposure at a point when the tissue above the sensor in the AEG has 
transmitted an appropriate number of x-rays to expose the film to a level where the gradi­
ent of the characteristic curve is at a maximum [24]. In addition, it aims to fit the image
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within the dynamic range of the film as far as possible. However, if a cancer appears in the 
other more lucent or opaque regions of the image, the contrast will be reduced due to the 
low gradient of the film over that part of the range. Additionally, screen-film imaging is 
not quantum noise limited because at high spatial frequencies, noise in the imaging system 
is dominated by film glanularity and screen structure and not the number of x-ray quanta 
recorded [13].
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Figure 2.7. Typical characteristic curve for a mammographie screen-film combiuation [13].
With the use of digital mammography these disadvantages can be overcome, since the 
image storage and display are two separate processes and can he optimised separately. 
After image acquisition on a digital detector image processing is applied to enhance the 
diagnostic content within the image. This includes several stages for instance greyscale 
transforms, unsharp masking, adaptive histogram equalisation, multi-scale image enhance­
ment and peripheral enhancement [24]. In addition, the image can be windowed when 
viewing, all with the aim to enhance the diagnostic content displayed to the radiologist. In 
digital mammography the AEC is not used for determining the image brightness or contrast 
as with screen-film but is used to assist in achieving a predetermined signal-to-noise ratio 
and a reasonable dose to the breast [24].
The performance of an imaging technology can be described in terms of its sensitivity 
and specificity (a detailed description of measures of performance are given in chapter 3). 
The sensitivity of a system is defined as the fraction of patients actually having the disease 
in question who are correctly diagnosed as positive and the specificity is the fraction of 
patients actually without the disease who are correctly diagnosed as negative. Screen- 
film has been shown to have a sensitivity of 86.6% and a specificity of 96.8% [25]. The
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sensitivity of digital mammography has heen shown to be not significantly different to 
screen-film [2,3,26].
The sensitivity and specificity are less than 100% due to the inherent limitations related 
to mammography screening. First, in this project the minimum size of calcification de­
tectable in digital mammography has been found to be around 100/im. The detectability of 
an object within a mammography image depends upon its size and the contrast-to-noise ra­
tio. The contrast-to-noise ratio is improved as the dose is increased. However, in screening 
the patients screened are asymptomatic and so it is important to keep doses as low as rea­
sonably possible (ALARP) whilst maintaining sufficient image quality. There is therefore 
always a compromise between dose and contrast-to-noise ratio. The detectability of objects 
(in particular small calcifications) is therefore limited by the noise within the image.
Second, since the mammography image is a projection image, the projection of over­
lapping structures within the breast can generate ‘features’ which are mistaken for a cancer 
(false positive result) or the overlapping tissues can hide a cancer which is present (false 
negative result). As described in Section 2.3 two views are used with manunography imag­
ing a caudal-cranial (CC) and media-lateral oblique (MLO) view. The radiologist is then 
able to visualise the breast in three dimensions and determine whether the ‘feature’ they 
are able to see is a result of superposition of structures within the breast or if it is actually 
a cancer. An additional advantage of digital mammography is that it provides the op­
portunity for more advanced technologies such as breast CT, dual energy mammography, 
contrast enhanced mammography imaging and tomosynthesis imaging. Breast tomosyn­
thesis imaging involves acquiring several low dose projections over a limited angular range 
(<50 degrees), which are reconstructed into tomosynthesis planes. This attempts to remove 
the effect of the overlapping and underlying tissue on the image display making it easier 
for radiologists to distinguish between superposition of tissue and cancers. Initial studies 
show a promising increase in performance when tomosynthesis is used in addition to 2D 
digital mammography [27]. As with digital mammography compared to screen-film, it is 
expected that breast tomosynthesis will show an improvement in cancer detection in dense 
breasts and this is one of the factors being tested in a large UK tomosynthesis clinical trial 
(TOMMY trial) [28] currently underway.
The different digital mammography detectors available are described in the following 
section.
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2.5 Digital mammography detectors
This section discusses four different digital manmiography detectors available - computed 
radiography (CR) systems, phosphor flat panel detectors, selenium flat panel detectors and 
x-ray quantum counting systems.
Powder phosphor computed radiography (CR) systems use a phosphor material con­
taining a high prevalence of trapping sites e.g. BaFBrrEu. When x-rays are incident upon 
the CR plate they interact with the phosphor and excite electrons into a higher energy state. 
The majority of these excited electrons promptly de-excite giving off light. However, the 
rest reside in the ‘metastable’ energy states (or traps), forming a latent image (Figure 2.8).
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Figure 2.8. Latent image formation (a) After excitation some electrons naturally return to the va­
lence band emitting visible light photons (b) Some fall into traps with energies slightly below the 
conduction band forming the latent image.
The latent image is then ‘read-out’ using photo-stimulated luminescence. A laser light 
excites the electrons from the trap, the electrons then de-excite to their original energy 
state emitting energy in the form of light which is detected by a photodetector. The energy 
released is proportional to the x-ray energy absorbed in the CR plate.
A newer type of imaging plate is available called a needle imaging plate (NIP). This 
uses a CsBr based phosphor grown into needle-like structures as opposed to the BaFBr- 
type powder phosphor detectors [29]. The dominant source of unsharpness in point-scan 
CR arises from the scatter of laser light during the readout process. The unsharpness due to 
the lateral spread of the read-out laser is reduced with the ‘channelled’ phosphor structure, 
resulting in an improved spatial resolution compared with a BaFBr-type powder phosphor 
of the same thickness. As a result adequate spatial resolution is maintained as the thickness 
of the CsBr layer is increased significantly. Additionally, the phosphor packing density is
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higher in CsBr channelled phosphor plates (-90%) than a BaFBr-type powder phosphor 
(-50%) as no binder is present causing an improved x-ray absorption efficiency [30].
Flat panel phosphor detectors consist of a phosphor screen (CsI(Tl)) and silicon pho­
todiode. The incident X-ray photons interact with the phosphor screen producing light 
photons. These light photons are then incident upon the silicon photodiode causing the 
release of electron/hole pairs in the silicon. Electron/hole pairs discharge the bias voltage 
initially applied to the silicon. The degree of discharge is proportional to the absorbed 
x-ray energy. The discharge information is read out by a thin-film transistor (TFT) active 
matrix. The active matrix is a 2D array of thin switches, with one diode per detector pixel. 
It is read in a raster fashion, each element in the TFT matrix being read row-by-row. The 
electronic charge read-out per pixel is proportional to the x-ray energy absorbed per pixel 
in the Csl detector. Because the phosphor screen can be manufactured into needle-like or 
columnar crystal structure (Figure 2.9) it can provide a better compromise between quan­
tum efficiency and spatial resolution than powder phosphor CR [24].
Figure 2.9. Scanning electron micrograph image of evaporated Csl layer [31].
Selenium fiat panel detectors consist of a thin layer (roughly 200/xm) of photoconduc- 
tive amorphous selenium a-Se (Figure 2.10). X-rays interact with the selenium and produce 
energetic photoelectrons which lose their kinetic energy through multiple interactions with 
electrons in the outer orbitals of selenium atoms. The process causes some of the elec­
trons to be liberated, generating electron/hole pairs. An electric field is applied across the 
selenium and the electrons are swept towards the electrodes. The bias voltage on each elec­
trode is again read out using TFT image receptors and is proportional to the x-ray energy
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absorbed in the detector. The CR and phosphor flat panel detectors can be described as 
an indirect conversion detector, since it consists of a scintillator which detects the x-rays, 
producing light photons which are converted to charge. During this process, there is spread 
of the light photons which degrades the resolution (although to a lesser extent in phos­
phor flat panels than CR due to their columnar structure). Selenium flat panel detectors 
are direct-conversion detectors where the x-rays are directly converted to electrical charge. 
There is very little spread of the electrons when they are swept towards the electrodes as the 
electrons and holes travel along the direction of the electric field lines, leading to excellent 
resolution.
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Figure 2.10. Amorphous selenium flat panel detector containing an array of electrodes and thin-film 
transistor switches for readout [32].
The detectors described above are integration detectors. A final type of detector de­
scribed here is a photon counting system. In these systems rather than measuring electronic 
charge which is proportional to the energy of the x-rays absorbed within the detector, the 
number of x-ray quanta absorbed within each pixel in the detector is counted. For the 
present designs, the system is composed of several linear slits covering individual pixel 
rows. A pre-collimator has multiple slits at the projections of the detector lines [33]. A 
post-collimator is placed between the breast and the detector to remove radiation scattered 
in the breast from one beam line to another. The x-ray tube, collimators and detector box 
containing the silicon strip detectors and read-out electronics are fixed to a common me­
chanical structure performing the scan-motion. The detector consists of a thick layer of 
crystalline silicon with high absorption capacity. The x-rays are absorbed in a crystalline 
silicon, producing electron-hole pairs. The electrons are collected in an electric field and 
shaped into a pulse which is counted (Figure 2.11). Pulses below a few keV are regarded 
as noise and are rejected by a low-energy threshold in a discriminator [34]. This elim­
inates the noise from the detector and associated electronics whose energy is below the
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threshold. Therefore the only noise source is the fundamental uncertainty in the statisti­
cal distribution of the incident X-ray photons, and the system can be considered quantum 
limited [35]. In the integration systems described above low-energy photons make less 
contribution to forming the image than high-energy photons. However, in photon counting 
systems each interacting quantum contributes exactly one count regardless of the energy of 
the x-ray photon. This is important because the informative content of low-energy photons 
with regard to image contrast is higher due to the larger differences in linear attenuation 
coefficient between healthy and cancerous tissue at lower energies [19]. The detector has a 
high efficiency of scatter rejection due to the collimated x-ray beam and linear detector but 
a long overall imaging time and high x-ray tube loading.
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Figure 2.11. Schematic of a linear Si-strip detector [36].
Detector performance can be measured using the signal transfer properties (STP), mod­
ulation transfer function (MTF), noise power spectrum (NFS) and detector quantum effi­
ciency (DQE). The STP is the relationship between x-ray exposure to the detector and pixel 
value. The types of response typically seen in digital mammography are linear, logarithmic 
and power relationships. From this relationship it is possible to linearise the pixel values 
prior to performing any additional calculations on acquired images.
Any pattern can be represented as a combination of sinusoidal shapes, each spatial 
frequency having a specific amplitude. The MTF of a system describes how well the imag­
ing system transfers signal at each spatial frequency [24]. It provides a description of the 
resolution properties of the imaging system. In cascaded systems each component in the 
imaging chain has an associated MTF and the system MTF is the product of the MTF from 
all components. When assessing the physical performance of the digital detector only the 
MTF associated with the detector is of interest and not the other components of this sys­
tem. Therefore the pre-sampled MTF [37] is measured, which contains contributions from
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the convertor blur (due to spread of the signal within the detector) and aperture blur (due to 
signal averaging across the finite sized detector aperture). Signal averaging across the aper­
ture of size b causes the MTF to decrease to zero at \!b. Generally, digital mammography 
systems are limited by aperture blur rather than convertor blur. The aperture spacing (a) de­
termines the maximum frequency (Nyquist frequency) which can be accurately transferred 
to the image, above which aliasing occurs. The Nyquist frequency is equal to l/2a [19]. 
Pre-sampled MTF curves for the different detector types (with different aperture sizes) are 
shown below.
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Figure 2.12. Pre-sampling MTF for digital mammography detectors averaged in the left-right and 
front-back directions, with the exception of the photon counting detector, which is presented sepa­
rately for the scan and orthoscan directions. The aperture size is given in brackets. (Adapted from 
Marshall et al [38]).
The pre-sampled MTF is measured by imaging a steel edge placed on the breast sup­
port, 2 mm of aluminium is placed at the tube head and the x-ray beam is collimated to 
10 X 10 mm at the breast support, centred 60 mm from the chest wall edge. The edge is 
placed at an angle (1.5-3 degrees) to the matrix of detector pixels as described in lEC 
62220 Part 1-2 [39]. The images of the MTF edge can be analysed using software available 
online (OBJ IQ reduced v2 software [40]).
The noise in an image has both power (strength) and coarseness (spatial frequency) 
dependence. The noise power spectrum (NPS) is a measure of the variation of signal vari­
ance with spatial frequency. The noise processes in medical imaging can be thought of as 
ergodic, which means the expected value of the noise can be determined from spatial av­
erages. Also, the noise processes are wide-sense stationary (WSS) noise processes, which
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means that at least the expected value or the autocorrelation (the correlation of the noise 
source with itself) have a fixed value (are stationary) [13]. The NPS for an ergodic WSS 
noise process g is given by the following expression [41]. Here, g(x,y) is the pixel value 
at a position (x,y) in the image and g is the average pixel value in the region of interest of 
dimensions X x Y in the image.
N P S { u , v )  — lim
1
2X2Y -X  J - Y
{g{x, y) — g) exp(—27tz(wx +  vy))dxdy
(2.1)
It is common to also normalise the NPS to the square of the mean large area signal, 
giving the normalised noise power spectra (NNPS). The NNPS for the different detector 
types (with different aperture sizes) are shown in figure 2.13. All were acquired with an air 
kerma at the detector of around 100//Gy.
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Figure 2.13. Radially averaged NNPS for digital mammography detectors with the exception of the 
photon counting detector, which is presented separately for the scan and orthoscan directions. The 
aperture size is given in brackets. (Adapted from Marshall et al [38]).
The NFS is measured by placing 2 mm of aluminium at the tube head. The beam is 
collimated to 10 x 10 mm at the breast support, centred 60 mm from the chest wall edge 
and images are acquired at a range of air kerma. Again the images can be analysed using 
software available online (OBJ IQ reduced v2 software [40]). The noise equivalent quanta 
(NEQ) is the effective number of x-ray quanta per pixel used in acquiring the image (if
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all noise could be attributed to x-ray photon counting statistics), at a particular dose level 
and as a function of spatial frequency. It is dependent on the MTF and NNPS as shown in 
Equation 2.2.
The detective quantum efficiency (DQE) describes how an imaging system passes the 
signal-to-noise ratio (SNR). This can be thought of as the dose efficiency of the system. The 
DQEs for different detectors are shown in Figure 2.14. The DQE is given by the following 
equation where Q is the photon fluence incident on the detector. This can he calculated 
by integrating the x-ray photon spectrum and then normalizing for the air kerma to give 
photons per unit air kerma per mm^ for the x-ray beam (calculated from the data of Boone 
e ta l[21]).
DQE(u) =  (2.3)
It has been found that the different types of detector described in this section vary in 
terms of their physical performance measured with the MTF, NNPS and DQE [38,42]. In 
addition each of these systems can also be operated in a variety of ways. It is important to 
measure whether these differences in physical performance produce a difference in clinical 
image quality and ultimately cancer detection. Optimisation of techniques and equipment 
are required to maintain sufficient image quality at the lowest possible dose. A description 
of measures of image quality is given in the next section.
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Figure 2.14. DQE for digital mammography detectors averaged in the left-right and front-back 
directions, with the exception of the photon counting detector, which is presented separately for the 
scan and orthoscan directions. The aperture size is given in brackets. (Adapted from Marshall et 
al [38]).
2.6 Measurement of image quality in mammography
In the UK and across Europe before a digital mammography system can be used for breast 
screening it must meet the minimum image quality performance standard as defined in the 
relevant guidelines (NHSBSP Report 0604 [43] or European guidelines for quality assur­
ance in mammography screening [4]). The image quality performance is specified in these 
guidelines in terms of threshold-detail detectability using a CDMAM mammography test 
object (Artinis Medical Systems, Zetten, The Netherlands).
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Figure 2.15. CDMAM mammography test object.
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This test object (Figure 2.15) consists of a matrix of gold discs with thicknesses from
0.03 fjm to 2 /zm, and diameters from 0.06 mm to 2 mm, on a 2 mm aluminium base encased 
in polymethyl methacrylate (PMMA). This phantom is positioned with 20 mm PMMA 
blocks placed above and below when imaged, and the automatic exposure control (AEC) 
selected imaging parameters are used for the image acquisition. Human readers (or au­
tomated software mimicking readers) determine the minimal detectability performance in 
terms of threshold gold tiiickness for given disc sizes. The performance of the system 
measured is then compared to the acceptable and achievable limits of image quality set 
in the European protocol for the quality control of the physical and technical aspects of 
mammography screening [4] or NHSBSP Report 0604 [43]. The acceptable limit is the 
border between acceptable and unacceptable performance of a system and the achievable 
limit is the performance which systems should aim to achieve. Figure 2.16 shows a plot 
of the threshold gold thickness for gold disc diameters 0.1 mm and 0.25 mm at a range of 
dose levels for a Hologic Selenia system (adapted from NHSBSP Report 1101 [44]). The 
acceptable and achievable limits are shown as horizontal dashed lines. The dose limit for 
a 63mm thick breast equivalent to the thickness of the CDMAM phantom with PMMA is 
3 mGy shown as a vertical dashed line in Figure 2.16. From this it is possible to estimate 
the dose required to achieve the acceptable and achievable limits allowing different systems 
to be compared. The CDMAM test object is used to measure the system performance of 
the digital mammography system rather than the detector performance which is measured 
with quantitative tests such as the MTF, NNPS and DQE described in the previous sec­
tion. However, it does have some limitations as a test of system performance - the image 
is different in terms of greyscale, spatial frequency and contrast range compared with a pa­
tient image [38]. Partial volume effects also affect the efficiency of scoring of the smallest 
CDMAM discs compared to the pixel size. Therefore, during the acquisition it is recom­
mended that the CDMAM test object is shifted slightly between acquisitions. Finally, it 
is important to have tight tolerances on the manufacture of the gold discs within the test 
object to ensure that sufficient accuracy of the gold thickness down to microns is achieved. 
Errors in the gold thickness in the test object can lead to systematic differences between 
different CDMAM test objects [45].
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Figure 2.16. Threshold gold thickness (predicted for a typical observer using automatic CDMAM 
reading) at different doses for (a) 0.1mm gold disc diameter (b) 0.25mm gold disc diameter (Error 
bars indicate 95% confidence hmits). The doses are for a breast equivalent to a 5 cm thickness of 
PMMA. Adapted from NHSBSP Report 1101 [44].
There has been some encouraging work performed which proposes use of the MTF 
and NNPS with a model observer to predict the performance measured using a CDMAM 
phantom [46,47]. Therefore, the threshold detectability could be calculated using the MTF, 
NNPS and model observer rather than using the CDMAM test object. This overcomes sev­
eral of the disadvantages described - the measurement is not effected by the partial volume 
effect and the test object for measuring MTF is much simpler in design to the CDMAM 
phantom and therefore there are no associated issues with differences between test ob­
jects causing systematic differences in measurements. However, this is still a measurement 
based on images of test objects which differ in terms of greyscale, spatial frequency and 
contrast range compared with a patient image. An alternative approach is to perform an ob­
server performance study in which the system performance is measured in terms of cancer 
detection.
Observer performance studies measure the performance of an imaging system accord­
ing to cancer detection. One method to perform an observer study is to simulate a mam- 
mography image by inserting simulated cancers into breast images containing no cancer. 
The image can then be modified to simulate the different imaging situations being com­
pared. In an observer study, radiologists or radiographers trained to interpret mammogra­
phy images (observers) are shown the images and asked to locate any areas they suspect to
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be cancerous, and to rate their confidence that there is a cancer present in that area. There 
are several advantages to using simulated cancers. First, in breast cancer screening the 
incidence of breast cancer is very low and therefore to use real cancers in a clinical trial 
requires large numbers of patient images to be collected which is both time consuming and 
costly. Second, comparing different detector types using real cancers would require mul­
tiple radiation exposures of the same patient which would involve ethical issues. Finally, 
the inserted cancers and anatomical backgrounds will be identical between the different 
imaging conditions being investigated. This is important because variation in anatomical 
background is expected to have a major impact on cancer detection. Using an observer 
study it is possible to perform a paired comparison between the different imaging condi­
tions being investigated. There are several statistical analysis methods suitable for analysis 
of data from observer studies. Choice of the type of analysis depends on the clinical sit­
uation. The next chapter describes in detail the different types of analysis and in which 
situation each analysis is optimal.
3 I Analysis of observer study data
Observer studies are a useful tool to compare the performance of different imaging 
technologies according to cancer detection. There are two stages to the analysis of ob­
server study data. First the performance of each observer inspecting each imaging technol­
ogy is calculated. The choice of analysis paradigm used when calculating the performance 
of each observer/imaging technology combination depends upon the clinical apphcation of 
the imaging technology. In the first section of this chapter four different analysis paradigms 
are described: receiver operating characteristic (ROC) analysis, localisation receiver oper­
ating characteristic (LROC) analysis, region of interest (ROI) analysis and free response 
operating characteristic (FROG) analysis.
Once the performance of each observer inspecting each imaging technology is calcu­
lated, testing must be performed to determine if there is a significant difference in perfor­
mance between the different imaging technologies being investigated. The two most com­
mon methodologies used for significance testing of observer study data are the Dorfman- 
Berbaum-Metz (DBM) method [48] and the Obuchowski-Rockette (OR) method [49]. In 
this work the DBM method was used, which is described in more detail in the second 
section of this chapter. When planning observer studies prospective power analysis is per­
formed to calculate the number of cases required in the study for sufficient statistical power. 
After an observer study has been performed reterospective power analysis is performed to 
determine if the study was sufficiently powered. Therefore, the third section of this chap­
ter describes the calculation of sample size and power analysis. It is common in observer 
studies to use an approach in which multiple observers take part in the study and all ob­
servers inspect all the cases for each imaging technology. This is termed a ‘fully-crossed’ 
study design, and is employed to reduce the variability within the study and improve sta­
tistical power. However, this study design requires each observer to read a large number of 
images. The fourth section of this chapter describes two types of split-plot design which 
aim to reduce the number of interpretations required per observer. The final section of 
this chapter describes the choice of analysis methodology for the analysis of the observer 
studies performed in this work.
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3.1 Observer study paradigms
This section introduces four different observer study paradigms: receiver operating char­
acteristic analysis, localisation receiver operating characteristic analysis, region of interest 
analysis and free response operating characteristic analysis. A description of the measures 
of performance used in each paradigm is given and the advantages and disadvantages of 
each paradigm.
3.1.1 Receiver operating characteristic (ROC) analysis
In an ROC study images are collected from a sample of patients. These patients will have 
had further tests (e.g. biopsy) to confirm if they have or do not have a particular disease. 
Observers take part in the ROC study and have to classify each patient as being either 
with or without the disease. For diagnostic imaging an observer wiU be a radiologist or 
radiographer with a high level of experience in interpreting images acquired on the imaging 
technology under question. If an observer correctly identifies a patient with the disease as 
having the disease from the images this is a true positive (TP). If an observer incorrectly 
identifies a patient with the disease as not having the disease this is a false negative (FN). 
A patient without the disease incorrectly identified as having the disease is a false positive 
(FP) and finally a patient without the disease correctly identified as not having the disease 
is a true negative (TN). The true positive fraction (TPF) is equal to the number of true 
positives divided by the number of patients with the disease, and the false positive fraction 
(FPF) is equal to the number of false positives divided by the number of patients without the 
disease. As described in Section 2.4 the sensitivity is defined as the fraction of patients who 
have the disease in question who are correctly diagnosed as positive and the specificity is 
the fraction of patients who are without the disease who are correctly diagnosed as negative. 
Therefore FPF = 1-specificity. It is inadequate to quote just the sensitivity or TPF since then 
the performance of the imaging technology for non-diseased cases is not known. Instead, 
the sensitivity-specificity pair or TPF-FPF pair should be considered.
When an observer inspects an image they will calculate in their mind the likelihood 
that the patient is diseased. This likelihood is termed the latent decision variable (DV) [50]. 
The observer then compares DV to their internal ‘decision threshold’. If the value of DV 
exceeds their decision threshold, they will categorise the patient as having the disease, or 
if the value of DV is below their decision variable they will categorise the patient as not 
having the disease. In the case of mammography screening, a radiologist with a low (or
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relaxed) decision threshold will recommend biopsy if a mammography image indicates 
even the slightest possibility of an abnormality. This radiologist will detect more cancers 
than a radiologist with a high (or strict) decision threshold, but will also generate more 
negative biopsy results.
In the ROC model [50] it is assumed that the DV for diseased and non-diseased cases 
are given as overlapping gaussian curves as given in Figure 3.1. In this figure a particular 
decision threshold is also shown. If these two curves were entirely separated then the 
observer would be able to perfectly discriminate between the diseased and non-diseased 
cases. As the curves overlap more and more the discrimination between diseased and 
non-diseased cases becomes more difficult. The TPF is the area underneath the DV for 
the diseased cases which is above the decision threshold (shaded green). The FPF is the 
area underneath the DV for the non-diseased cases which is above the decision threshold 
(shaded red). The area underneath the DV for the diseased cases which is to the left of the 
decision threshold is the false negative fraction (FNF), shaded light blue.
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Latent decision  variable (D V )
Figure 3.1. The binormal ROC model (adapted from ICRU Report 79 [50]).
If the observer is asked to make a binary decision of ‘diseased’ or ‘non-diseased’ this 
results in the single specificity-sensitivity pair. However a single sensitivity-specificity 
pair is also not entirely adequate when comparing imaging technologies because often one 
technology is more accurate for actually positive patients, and another technology is more 
accurate for actually negative patients. Instead, the sensitivity and specificity change as 
the observer’s decision threshold changes should be considered. It is more useful in a 
diagnostic test to ask the radiologist to rate their decision of ‘diseased’ or ‘non-diseased’ 
on an ordinal or continuous scale. An example of an ordinal scale is given below:
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1. Disease is definitely absent
2. Disease is probably absent
3. Disease is possibly present
4. Disease is probably present
5. Disease is definitely present
A continuous scale will go from 0 - Disease definitely absent, to 100 - Disease definitely 
present. A continuous scale is useful as it can be binned after data capture to ensure that 
the data points are equally distributed tiiroughout the bins. Continuous scales are typically 
used for model observers or computer aided design (CAD) where the output is usually a 
probability of an abnormalities presence from 0% to 100%. Human observers tend to find 
it unnatural to record answers in terms of the probability of an abnormahtie’s absence or 
presence, and it is more common to use an ordinal scale in human observer studies. The 
ratings on the ordinal scale can be thought of as increasing decision thresholds as shown in 
Figure 3.2a. As the decision threshold is increased from 1-5 (getting stricter), the TPF and 
FPF decrease (or the sensitivity decreases, and the specificity increases). The ROC is a plot 
of the TPF and FPF at each decision threshold. Figure 3.2b illustrates the ROC curve that 
is obtained by increasing the decision threshold continuously.
1.0
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Figure 3.2. (a) The binormal ROC model with different decision thresholds indicated. Moving 
from 1 to 5 increases the decision threshold (stricter threshold), (b) The result ROC curve from 
the increasing the decision threshold continuously. The dashed lines show possible locations for 
decision thresholds 1 to 5.
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The performance of an observer can be calculated as the area underneath the ROC 
curve. The area underneath the curve ranges from the minimum value of 0 to a maximum 
value of 1.0 where the ROC curve is a unit square. Using the area under the curve rather 
than sensitivity-specificity pair at a single operating point reduces inter-observer variability. 
Beam et al [51] for instance found a reduction in the variability between observer perfor­
mance from 40% with a sensitivity-specificity pair to 11% when using the area under the 
ROC curve. The area under the ROC curve can be calculated by joining the TPF-FPF pair 
at increasing decision levels with straight lines and adding straight line segments to extend 
the end points to (0,0) and (1,1) as shown in Figure 3.3. This is a quick method, however 
it will lead to an under-estimation of the area underneath the curve. The magnitude of this 
underestimation becomes non-negligible when the data points are clustered to the left of 
the graph (low false positive fractions). An example of this underestimation is shown as 
the green area in Figure 3.3.
Instead a curve can be fitted to the data, and the area underneath this fitted curve calcu­
lated. Maximum-likelihood methods can be used to estimate the required parameters of the 
ROC decision model in order to fit a curve to the TPF-FPF pair calculated at the various 
decision thresholds. There are several widely used computer programs to perform such 
curve fitting, such as ROCKIT [52].
1.0
in
» i . o
False Posith'e Fraction
Figure 3.3. The TPF-FPF pair at each decision threshold is shown with a black cross. The trape­
zoidal area underneath the TPF-FPF pairs is the area underneath the black curve. The fitted ROC 
curve is shown in red. The underestimation of the trapezoidal area to the area underneath the fitted 
curve is the green area shown.
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There are several other measures of performance which can be calculated from an ROC 
curve, which in certain circumstances can be more suitable than the area underneath the 
curve. When the data points are clustered in a region of the ROC curve, it may be more 
suitable to quote the TPF at a specified FPF within this region rather than the area under­
neath the ROC curve. Another circumstance when the area under the curve may be less 
suitable is when the ROC curves cross. In this instance, it may be that the areas underneath 
the ROC curves are the same but within the clinical range of FPFs the performance of one 
modality may be higher or lower than the other. Two types of partial area indices developed 
for this purpose [53] include the area under the ROC curve for a particular range of FPFs 
and the the area under the ROC curve for a particular range of TPFs. With all of these 
alternative methods the challenge (and limitation) is the selection of a clinicaUy realistic 
range of TPFs or FPFs.
ROC analysis is the statistical methodology of choice when detection of a single ab­
normality is the major focus of the clinical task under consideration or if the treatment for 
the patient is the same no matter the extent (or location) of the disease. In some clinical 
situations there may be more than one abnormality under consideration and the location 
of the abnormality may be important for diagnosis. Mammography is an example of such 
a clinical situation. In mammography if an area is seen to be abnormal, a biopsy will be 
performed. If the biopsy is performed in the wrong location the diagnosis will be incorrect 
and the patient will not receive the correct treatment. ROC analysis is insufficient in such 
a situation because location is not taken into consideration. An example to illustrate this 
is shown in Figure 3.4. The diseased area is outlined with a red circle. The blue cross 
indicates where an observer believes there is a cancer. In ROC analysis this would count 
as a true positive case because the patient with the disease has correctly been identified 
as diseased case. However, the observer is actually looking at the incorrect region of the 
breast and biopsy at this location would result in a false negative biopsy result. Therefore 
analysis which takes into account the location of the disease is required for this application. 
The rest of this section focuses on such location specific observer study paradigms.
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A
Figure 3.4. A mammography image with the cancer outlined with a red circle. The location marked 
by the observer is shown with a blue cross. In ROC analysis this would be a true positive case even 
though the location is incorrect.
3.1.2 Localisation receiver operating characteristic (LROC) analysis
Starr et al. [54] first proposed the idea of location ROC curves, for which a true positive 
event occurs only for detection and correct localisation of the abnormality. In LROC anal­
ysis the observer is informed that there can be at most one lesion per image. The observer 
rates each image and is asked to mark the most likely area of the abnormality. The lo­
cation data obtained in this way is used to score each response as a ‘true positive correct 
localisation’ event if it matches the location of an abnormality, a ‘true positive incorrect lo­
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calisation’ event if it does not match the location of the abnormality but occurs in an image 
which contains an abnormality and a ‘false positive’ event, if it occurs in a normal image.
The LROC curve is a plot of the proportion of ‘true positive cases with correctly lo­
cated lesions’ against the false positive rate among normal cases [55]. With a conventional 
ROC curve as described in Section 3.1.1, if an observer marked all cases (both normal and 
abnormal) as diseased this would correspond to a TPF of 1.0 and a FPF of 1.0 which cor­
responds to the top point (1.0, 1.0) on the ROC curve (see Figure 3.3). For LROC curves, 
when all cases are reported as positive, the maximum FPF will reach 1.0 but it is possible 
that the maximum TPF will not reach 1.0 if the incorrect location was reported (as shown 
in Figure 3.5).
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Figure 3.5. Example of LROC curves for two modalities [50].
In LROC analysis the performance of an observer inspecting a particular imaging tech­
nology is given by the area underneath the LROC curve. The advantages of LROC over 
ROC are that the lesion location is taken into consideration and it has been shown that this 
location data provides higher statistical power [53]. In addition Swensson et al. [55] found 
that including the localisation task reduced intra- and inter- observer variability compared 
with ROC analysis. However, the disadvantages are that this analysis is limited to a max­
imum of one lesion per patient, the performance will depend on the tolerance set by the 
experimenter for the distance from the cancer which constitutes a correct localisation, and 
all cases must have the most likely area of an abnormality marked, even normal images, 
which is counter-intuitive. LROC studies are suited to clinical situations where only one 
abnormality is present per image, and the location of that abnormality is important.
3 .1 . OBSERVER STUDY PARADIGMS__________________________________________________________________ ^
3.1.3 Region of interest (ROI) analysis
Obuchowski et al. [56] proposed the ROI method in which localisation information is ac­
counted for as with LROC analysis but multiple lesions can occur per image. In ROI 
analysis the experimenter divides each image into n regions of interest (ROI) and asks the 
observer to rate each region for confidence of presence of an abnormality. A case with n 
regions will therefore have n ratings. An ROC curve can then be calculated. The y-axis 
on the ROC curve for ROI analysis is the number of true positive regions divided by the 
total number of regions containing an abnormality. The x-axis on the ROC curve for ROI 
analysis is the number of false positive regions divided by the number of ROIs without an 
abnormality. The performance of an observer inspecting a particular imaging technology 
is measured as the area underneath the ROC curve, which is equivalent to the probability 
that the score given by an observer to a ROI containing a malignant lesion (randomly sam­
pled from all ROIs containing a malignant lesion), is higher than the score assigned by that 
observer to a ROI which does not contain a malignant lesion (randomly sampled from all 
ROIs which do not contain malignant lesions).
The advantage of ROI analysis over ROC and LROC analysis is that it allows for the 
localisation of multiple abnormalities per patient. However, disadvantages of this method 
include the selection of the number of regions of interest. The number of regions of interest 
{n) is selected arbitrary however, it is important because the number of ROIs has a large 
influence on the x-axis of the analysis (the number of ROIs with no lesions), which can 
substantially influence the results of the analysis. The larger the number of ROIs the more 
precisely the reader must locate the abnormality. However, it is recommended that the 
number of ROIs be guided by the clinical need for precision in locating the abnormality 
[56]. Studies which are well suited to ROI analysis are those in which the clinical task 
already includes interpretation of the images in regions, and those regions are naturally 
defined. For instance, to test the observer’s ability to diagnose cerebral infarction the brain 
might be divided into two ROIs: left hemisphere and right hemisphere (Figure 3.6a). In 
mammography, the breast could be split into quadrants (upper outer, upper inner, lower 
outer and lower inner) as shown in Figure 3.6b. However, whereas in the CT scan of the 
brain there will always be two roughly equally sized and shaped regions, for mammography 
the size, shape and number of ROIs would need to be changed for each patient depending 
on the size and shape of the breast.
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Figure 3.6. (a) CT scan of brain with left and right hemisphere ROIs indicated (adapted from [57]) 
(b) Cranial-Caudal (CC) mammography images shown on left hand side with outer and inner areas 
marked and medio-lateral oblique (MLO) mammography image shown on right hand side with 
upper and lower areas marked. The CC and MLO views are used in combination to define the upper 
outer, upper inner, lower outer and lower inner ROIs.
3.1.4 Free response operating characteristic (FROC) analysis
When more than one abnormality is present in the image and a more precise (or strict) 
location criterion is required, ROC, LROC and ROI analyses are not applicable. FROC 
analysis was first proposed by Bunch et al. in 1977 [58] as a method to handle the task of
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detecting and localising multiple abnormalities when measuring radiological performance.
In FROC analysis the observer has no prior knowledge of how many lesions are within 
the breast and can mark as many suspected lesions as required or none. For each cancer 
in the study a ground-truth is defined prior to the study, where an expert radiologist marks 
the outline of the cancer. When observers take part in the FROC study they are asked to 
mark the location of each suspected cancer and assign a confidence rating. If the location 
of a suspected cancer marked by the observer is within the ground-truth outline made by 
the expert radiologist this is a true positive. If the location of a suspected cancer marked 
outside file ground truth outline or is located on an image which does not contain a cancer 
this is a false positive.
One method of analysing FROC study data proposed by Chakraborty et al. [59] uses 
jack-knifed free-response operating characteristic (JAFROC) analysis. In this analysis, the 
performance of a single observer inspecting images from a single treatment (or the figure 
of merit 9) is calculated in the following equation where Nt is the total number of cases 
indexed by /, Na is the total number of abnormal cases indexed by j, rij is the number of 
lesions on the yth abnormal case indexed by k, Xi is the highest rating for the /th normal 
case (FP), Yjk is the highest TP rating for the Mi lesion on case j  and Wjk is the weighting 
of the &th lesion on abnormal case j  given by l/nj.
 ^ N t  N a  n j
^ tNa U
where x
1, Xi < Yjk
0.5, =  %  (3.1)
0, > Kj k
and ^  Wjk =  1
k = l
When images have a single lesion the figure of merit 9 can be thought of as the trape­
zoidal area underneath the alternative firee response operating characteristic (AFROC) curve. 
The AFROC curve is a plot of the number of true positives at a particular decision threshold 
divided by the total number of lesions (referred to as the lesion localisation fraction 11 F) 
against the fraction of normal images with at least one false positive at the same decision 
threshold. The fraction of normal images with at least one false positive on the x-axis of an 
FROC curve is equivalent to the false positive fraction (FPF) found in ROC analysis. An
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example of an AFROC curve is given in Figure 3.7 below.
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Figure 3.7. Alternative free response operating characteristic (AFROC) curve.
An alternative method for analysing FROC data has been proposed by Bandos et al. 
[60]. In this method the performance of an observer inspecting a particular imaging tech­
nology is derived from the FROC curve, rather than the AFROC curve as used by Chakraborty 
et al. [59]. The FROC curve is a plot of the LLF against the number of false positives di­
vided by the number of images or the false positive rate (FPR). Since observers can mark 
as many suspicious regions as they like, there can be more than one false positive per image 
and therefore unlike the ROC curve and AFROC curve, the x-axis on the FROC curve can 
have a value exceeding 1.0 (see Figure 3.8).
In the method by Bandos et al. [60] the figure of merit is considered the superiority 
of the system over an artificial ‘guessing’ FROC process which randomly places multi­
ple marks on the image, while each mark has the same probability to ‘hit’ a cancer. The 
derivation of the area underneath the FROC curve and the area underneath a curve rep­
resenting the ‘guessing’ FROC process is described elsewhere [60]. Graphically, 6 is the 
area between the FROC curve and the FROC curve of the ‘guessing’ free-response pro­
cess. (see Figure 3.8). The main limitation of this figure of merit is that it is dependent 
on very high FPFs which are not clinically relevant for mammography imaging. It is also 
disadvantageous because it has been shown in some situations to depend more strongly on 
the ‘satisfaction of search effect’ than the AFROC curve. The satisfaction of search causes 
observers to limit their numbers of false positive reports in a subjective and unpredictable 
way that is not related to lesion detectability [53].
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Figure 3.8. FROC curve and ‘guessing’ curve. The figure of merit Ag is shown (adapted from 
Bandos et al. [60]).
A third performance measure or figure of merit used in FROC studies is the false posi­
tive fraction (FPF) or false positive rate (FPR) at a particular LLF. This is commonly used 
when analysing data collected from CAD algorithms, because CAD algorithms generally 
operate at a higher FPF than radiologists. Therefore, the research being performed aims 
to reduce the FPF at a particular LLF or false positive rate [61], and so this is a more 
useful measure than the area under the AFROC or FROC curve. As with LROC analysis, 
FROC analysis provides potentially greater statistical power due to the location informa­
tion provided [59] but the results of FROC studies depends on the location error set by the 
experimenter (i.e. the area of the outline around the cancer).
3.2 Significance testing
The previous section described four observer study paradigms and the various performance 
measures or figures of merit which can be calculated. Once these figures of merit have 
been calculated, an experimenter will wish to determine if there is a significant difference 
between different imaging technologies. This is performed using hypothesis testing as 
described in the next section.
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3.2.1 Introduction to hypothesis testing
Hypothesis testing is used to compare the magnitude of the difference in performance be­
tween the two imaging conditions to the standard error in measuring the performance of 
each imaging condition. The standard error in the measurement depends on variance and 
correlations involved in the comparison of the imaging technologies. There are three possi­
ble sources of variance - the variance due to cases, the variance between observers and the 
variance within observers. Case variance occurs due to variability in the difficulty of finite 
case samples that are drawn independently from a population of cases. Substituting a few 
different normal or abnormal cases would result in different performance. In addition, dif­
ferent observers have a different performance when inspecting the same images (between 
observer variance), and the same observer wiU perform differently when inspecting the 
same images twice (within observer variance). There are also correlations to consider. The 
reports of each observer on the same case acquired with different imaging technologies are 
very likely to be correlated - the observer who performs the best in one imaging technol­
ogy is likely to perform the best in a second imaging technology. In addition, the reports of 
different observers wiU be correlated - the observers wUl tend to perform better in the same 
imaging technology.
In hypothesis testing a test statistic is compared to the known distribution expected 
when the nuU hypothesis is true. To compare two sample means a t-test statistic can be 
used. The t-test statistic is defined as the ratio of the difference between sample means to 
the estimated standard error of the difference between the means. The value of the t statistic 
is used to determine if it is possible to reject the null hypothesis. When comparing imaging 
technology 1 to imaging technology 2 the null hypothesis is that the two imaging tech­
nologies are identical in performance. If the test being performed is a two-tailed test, then 
the alternative hypothesis is that the two imaging modalities are different in performance. 
This is because both a positive and negative difference can lead to a rejection of the null 
hypothesis. If the test being performed is a one-tailed test, the alternative hypothesis is that 
imaging condition 1 is better than imaging condition 2 and only positive differences can 
lead to the rejection of the nuU hypothesis. A large value of the t-test statistic is evidence 
against the null hypothesis because there is a greater difference between performance of 
the imaging technologies than the standard error in the measurement of performance for 
each imaging technology. The p-value is then calculated. This indicates how frequently 
a difference in performance between the imaging technologies at least as large as the ob­
served difference would be measured as a result of random fluctuations. The convention is
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to reject the null hypothesis when p<0.05. When determining if the null hypothesis can be 
rejected on the basis of the calculated p-value it is important to distinguish between two- 
tailed and one-tailed statistical tests. In a one-tailed test the p-value is defined as the area 
underneath the t distribution above the test statistic (t). In a two tailed test, the /7-value is the 
combined area underneath the t distribution above -ht and below -t. Since, the t- distribution 
is symmetrical, the p-value for a two-tailed t test is double the /7-value for a one-tailed t 
test.
When there are more than two sample means to compare, a F-test is used. Here the total 
amount of variability in a response resulting from the variance and correlations described 
above is given by the sum of square differences. The mean square is then calculated as 
the sum of square differences divided by the appropriate degrees of freedom. The degrees 
of freedom can be considered as the number of values you are free to vary to get a given 
number. An F test is calculated using two different degrees of freedom dfl and df2 (which 
will be described later), and the notation for an F test is ‘F(dfl,df2) =
The variability between imaging technologies is given by the ‘model sum of squares 
(SSmY. This is the sum of the square differences of the mean performance of each imaging 
technology from the overall mean performance of all imaging technologies investigated. If 
you are comparing K different imaging technologies, the degrees of freedom is the number 
of values you are free to vary to give the overall mean performance of aU the imaging 
technologies investigated. Once you have selected the performance of (K-1) of the imaging 
technologies, in order to give the overall mean performance of the imaging technologies 
the performance of the remaining technology is pre-defined, you are not able to vary it, 
therefore there are K-1 degrees of freedom. This number of degrees of freedom, which 
is related to the between imaging technology variability, is referred to as dfl. The model 
mean square {MSm) is then given by MSm = S S m /(K  -  1),
The variability within imaging technologies is given by the ‘residual sum of squares 
{SSrY. This is the sum of the squared difference of the performance of each observer 
inspecting a particular imaging technology from the mean performance of that imaging 
technology. There are t mean performances for the t imaging technologies, and these are 
pre-defined. Therefore the number of terms which are free to vary or the degrees of free­
dom is equal to the number of observations (n) minus the number of imaging technologies. 
This number of degrees of freedom, which is related to the within imaging technology vari­
ability, is referred to as df2. The F test can be considered as a one-way analysis of variance 
(ANOVA). For more complicated designs df2 will have a more complicated formula de­
pendent on the correlations and interactions involved. The residual mean square (MSr)  is
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then given by MSr SSr/ {n — t). The test statistic (F) is calculated as:
F  = (3.20
The /7-value is calculated as the area to the right of F, underneath the F probability 
distribution for the appropriate degrees of freedom as demonstrated in Figure 3.9.
2.0
F
Figure 3.9. F probability distribution for degrees of freedom dfl = 100 and df2 = 100. The critical 
value is shown with a green line is equal to 1.39. The corresponding p value is calculated as the area 
to the right of the F test statistic under the probability distribution filled orange.
Hypothesis testing has associated type I and type II errors. A type I error occurs when 
a nonexistent difference is falsely detected, or in other words the null hypothesis is incor­
rectly rejected. If the null hypothesis is rejected when the p-value is less than 0.05, then the 
probability of a type I error (a) is at most 5%. A type II error occurs when the test failed to 
detect a difference which was actually present, or the null hypothesis was incorrectly not 
rejected. The probability of a Type II error is denoted by /3. The power of a study is related 
to the type II error and is given by (1-/3), and is the probability of correctly detecting a true 
difference between the imaging conditions. A description of how to calculate the statistical 
power of a study is given in Section 3.3.
The observer study paradigms described in Section 3.1 all consist of methods in which 
the study has multiple observers inspecting all images from several different imaging con­
ditions. This is termed a ‘fully-crossed’ multi-reader multi-case (MRMC) study. The
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two most commonly used methods of significance testing for fully-crossed studies are the 
method of Dorfman, Berbaum and Metz (DBM) [48] or the method of Obuchowski and 
Rockette (OR) [49]. If we consider a study has r observers (termed readers in this section) 
indexed by j, who inspect images from t imaging technologies (termed treatments in this 
section) indexed by i and each treatment has c cases indexed by k. The analysis of fully- 
crossed MRMC studies introduced by Dorfman, Berbaum and Metz [48] involves two steps 
- first pseudovalues are generated using jack-knifing over the c cases, and then the pseu­
dovalues are analysed using a fully crossed three-factor analysis of variance (ANOVA). 
In the Obuchowski and Rockette (OR) method [49] the pseudo-values are not calculated 
but instead the area under the curve is calculated using the original data of the jth read­
ers using the /th treatment. The ANOVA model contains the fixed treatment effect and 
the random reader and readerx treatment effects. Although there is no case factor in the 
model, cases are effectively treated as random by allowing the ANOVA model errors to be 
correlated [62]. Hillis et al. [62] have shown that results from the DBM method and the 
OR method are identical when generalised to include variations in the accuracy measure, 
covariance method and the degrees of freedom. In this work DBM methodology was used 
(the reason for this is described in section 3.5). Greater detail of the DBM methodology is 
given in the section which follows.
3.2.2 DBM methodology
Considering the same study with r readers indexed by j, who inspect images from t treat­
ments indexed by i and each treatment has c cases indexed by k. When jack-knifing, each 
case is removed from the analysis in turn and the figure of merit (be it the area underneath 
the ROC curve or the TPF at a particular FPF) is recalculated. The pseudo-value (Yÿ^) for 
reader i and treatment y when a case k has been removed is calculated from the following 
equation [59] where %(fc) is the figure of merit calculated with the case ^ jack-knifed and 
9ij is the figure of merit with all cases included.
Yijk =  cdij — (c — l)%(fc) (3.3)
The pseudovalue calculated when case k has been removed represents the contribution 
of case k to the figure of merit calculated with all cases included. The use of pseudovalues 
is important for statistical analysis of data from paradigms with multiple abnormalities such 
as ROI or FROC since when a case is removed during jack-knifing all the ratings associated 
with that case are removed and so each case is represented by a single pseudovalue. This
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means no assumptions regarding the correlation between multiple responses on a single 
case are required [59]. As noted above, these pseudovalues are then analysed using a fully- 
crossed three factor ANOVA. In ANOVA there are two types of factors - fixed factors and 
random factors. Fixed factors are those which will not change when the study is repeated. 
Random factors are those which are assumed to be a random sample from a population and 
therefore would change if the study were repeated. It is typical in an MRMC experiment 
to treat treatments as fixed factors and readers and cases as random factors. By doing this 
it means that the results of the study can be generalised to the population of readers and 
cases from which the readers and cases used in the study have been sampled. The ANOVA 
model used in the DBM methodology is given by the following expression [48]:
Yijk = fJ' + TiY Rj + Ck + ( tR)ij + {rC)ik +  {RC)jk +  {rRC)ijk +  (3.4)
where, fx is the overall population mean pseudovalue, n the fixed effect of the treatment 
/, Rj the random effect of reader j, Ck is the random effect of case k and is the random 
error associated with one reading of treatment f, and case k by reader j. Fixed effects 
are denoted by greek letters and random effects are denoted by a capital latin letter. The 
symbols in parentheses denote corresponding interactions. The interaction terms (treatment 
X reader ( r i ^ ) ÿ ,  treatment x  case {rC)ik, reader x  case {RC)jk and treatment x  reader 
X case {rRC)ijk) are all random effects. In this analysis it is assumed that all effects are 
mutually independent and that all random effects and the random error term are normally 
and independently distributed with zero means and variances cr^ ,^ c r^ ,
and respectively. Further details of this fully crossed three-factor ANOVA are given in 
Myers [63].
MS(T), MS(T*R), MS(T*C) and MS(T*R*C) are the mean squares corresponding to 
the treatment, treatment x reader, treatment x case and treatment x reader x case effects cal­
culated from the pseudovalues using the following expressions [64]. When a subscript 
contains a dot the pseudovalue is averaged over this index:
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MS(T) =
MS{T*R)  =  c E ‘= iE ; = i ( % - ^ . . - X , - .  +  t . ) V [ ( < - l ) ( r - - l ) ]
MS{T *C) =  r  E L i  -  ?i.. -  +  Ÿ . r / [ { t  -  l)(c -  1)]
MS{R*C)  =  ( E ; . i  E L i ( Ë k  -  Ê .  -  t k  +  X..)V[(r -  l)(c -  1)]
MS{T * R * 0 )  =  E l l  E l l  E L i(% k -  %  - 1 . ,  -  F #  +  ?i.. +  +  Ek -  Ë..):
/ [ ( i - l ) ( r - l ) ( c - l ) ]
(3.5)
The F statistic for testing for a significant difference between treatments is then given 
by the following equation [65]:
F D B M ( d f l , d f 2 )  M S { T * R ) + m a K [ M S i T * C ) - M S { T * R * C ) , 0 ]
The numerator degrees of freedom (dfl) are given by t-1. The denominator degrees of 
freedom (df2) are given by [65]:
+  ?7^ a2;[M5'(T * C) -  M5'(T * * C), 0]
MS(T*R)^-------------------------------------- (3
The /7-value is then be calculated for F^^M(t-l,df2). A p-value less than the signifi­
cance level (typically 0.05) indicates that the null hypothesis of equality of the t imaging 
technologies should be rejected. Or in other words, at least two of the population means 
are significantly different.
3.3 Power/sample size estimation
As Stated in Section 3.2 when testing different imaging technologies the null hypothesis is 
that the two imaging technologies are identical in performance. The alternative hypothesis 
(for a two-tailed test) is that the imaging technologies differ in performance. The statis­
tical power is the probability that the alternative hypothesis is true [50]. The power of a 
study is dependent on the following factors - variability of readers, accuracy of the readers, 
the expected effect size (expected difference in performance between imaging technologies 
investigated) and the ratio of the number of normal-to-abnormal cases. One way the exper­
imenter planning the observer study can increase the power of a study is by increasing the 
number of readers and/or number of cases.
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Estimation of the power of a study and therefore the number of cases and readers re­
quired to achieve a particular power is useful in the planning of observer studies. However, 
the limitations of sample size estimation have been discussed in the literature. Chakraborty 
et al. (2011) [66] note that sample size estimation is very dependent upon the expected ef­
fect size. Often the effect size can only be estimated from a pilot study. However Kraemer 
et al. (2006) [67] have found that use of püot studies to estimate the effect size is inac­
curate due to the smaller number of cases used in the pilot study in comparison with the 
main study planned. Both authors suggest that the sample size be estimated for a clinically 
relevant effect size. However, methods of estimating such an effect size and indeed power 
calculations for mixed model ANOVA in general are stül a subject of active statistical re­
search.
3.4 Fully-crossed v. split-plot study designs
Traditionally in observer performance studies, a fiiUy-crossed multi-reader multi-case (MRMC) 
study design is used. This means that a study will compare X different imaging technolo­
gies using Y cases acquired on each imaging technology, and the study has Z observers, 
all of whom interpret all Y cases from all X imaging technologies. Therefore the study 
will involve a total of XYZ interpretations. This fully-crossed design is advantageous be­
cause both patients and observers introduce variability to the measurement of diagnostic 
accuracy, and variability in the measurement from these sources can be reduced if study 
patients undergo all modalities and if study observers interpret all of the test results. How­
ever, the disadvantage is that each observer must interpret a large number of images.
When each image interpretation takes a long time, the number of interpretations per 
observer may be the limiting factor in the execution of a study. To overcome this, split-plot 
designs can be used. There are two types of split plot design: hybrid and mixed. In the 
hybrid design there will be a total number of patients (N^) in the study, who will have been 
imaged on each of the imaging technologies under investigation. Each of the Nr observers 
will interpret a sample of the Ny images (NJ. The observer wül interpret these same Nt 
images for all imaging technologies under investigation. This has the advantage that each 
reader is not required to read every image and so the number of interpretations per reader 
is reduced (N^<Y). However a large number of readers and cases must be sampled to gain 
sufficient statistical power.
The mixed method takes advantage of the strengths of the fully-crossed and hybrid 
methods. The design has the following features: at least two of the Nr readers interpret
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the same cases, at least two of the Nr readers interpret different samples of cases and 
each reader is assigned a subset of cases to interpret and they must interpret these for 
all imaging technologies investigated. The mixed study design aims to reduce the total 
number of reader interpretations whilst not creating too much of an added burden in terms 
of additional cases that must be truth-verified. Obuchowski (2009) [68] has shown that for 
a five-reader study with 200 cases (100 normal and 100 abnormal), the number of reader 
interpretations in the mixed design is 17.2% less than in the fully-crossed design, however 
the total number of cases which must be ground-truth verified increases by 65.5%. For 
a 20 reader study, the number of reader interpretations is 34.5% less in the mixed design 
than the fully-crossed design, but the total number of cases which must be ground truth 
verified increases by 31%. Therefore, the mixed study design is most advantageous when 
used in large studies with lots of readers, and the fully-crossed method is most suitable 
in smaller studies or when investigations of conditions which are rare or difficult to truth- 
veiify. Significance testing for the fully-crossed method can be performed using the DBM 
and OR methods described in Section 3.2. Split-plot studies requires different analyses as 
described in Obuchowski et al. (2012) [69].
3.5 Choice of methodology for this work
All the observer performance studies performed in this work use 2D digital mammography 
images. The prevalence of cancer in breast screening is very low and so collecting a large 
sample of subtle cancers for use in the observer studies was the main limitation in the 
organisation of the studies. In addition, 2D digital mammography images are quick to 
interpret (l-2mins per image). Therefore, it was more applicable in this work to use a 
fully-crossed study design rather than a split-plot study design. lAFROC analysis was 
most suited to the studies performed here as the location of the cancer is accounted for, 
it had been used in previous sunilar studies [70], we had collaborations with experts of 
this type of analysis to provide advice with study design and the software for analysis was 
readily avafiable. As previously stated Hillis et al. [62] have shown that results from the 
DBM method and the OR method are identical when generalised to include variations in 
the accuracy measure, covariance method and the degrees of freedom. Therefore choice 
between the methods depends mainly on software preference and availability. This formed 
the basis of the decision for use of the DBM method in our work. The JAFROC software 
has DBM significance testing already incorporated and therefore JAFROC analysis with 
DBM MRMC significance testing was the optimal choice for the observer studies in this
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work. I rewrote the JAFROC software analysis in Matlab to improve my understanding of 
each stage in the analysis. However, analysis of the studies was performed using JAFROC 
software version 4.0 to ensure the analysis could be referenced when published.
For all observer studies, a pilot study was performed prior to the observer study using 
a smaller set of images. Using software ‘Sample Size Calculator’ from Chakraborty et 
al. [71] which implements the method of Hillis et al. [72] the number of cases and readers 
required for an ROC effect size of 0.05 at a power of 80% was calculated.
4 I  Simulation of calcification clusters
4.1 Introduction
As described in Chapter 2 observer performance studies can be used to measure the perfor­
mance of an imaging system according to cancer detection. It can be advantageous when 
performing an observer performance study to simulate a mammography image by insert­
ing simulated cancers into breast images containing no cancer. The advantage of using 
normal breast images with inserted simulated cancers are described extensively in Section 
2.6. However, briefly the incidence of breast cancer in breast screening is very low and 
therefore to use real cancers in observer studies requires large numbers of patient images 
to be collected which is both time consuming and costly. In comparison, a large database 
of simulated cancers can be generated in a shorter period of time. In this work a sim­
ulation model is developed for one of the radiological features described in Section 2.3, 
calcification clusters. The simulated calcification clusters are extracted from digital images 
of sliced mastectomy samples containing calcification clusters, and a description of this 
methodology is given in the next section.
The main limitation of this simulation model is that it is a 2D simulation model. There­
fore, it is not possible to re-orientate the calcification cluster for insertion into multiple 
views as typically acquired in mammography imaging or for use in three-dimensional 
breast imaging such as breast CT or tomosynthesis. A 3D simulation model has been 
formed by Shaheen et al. [73] using micro-CT images of biopsy specimens containing a 
calcification cluster. The micro CT image of the specimen is segmented forming a binary 
3D image of the calcification cluster. When inserting this 3D simulated calcification cluster 
the shape and size of each calcification is known but some assumptions must be made re­
garding the attenuation properties of the calcifications. This will also be true for 3D models 
of calcification clusters based on mathematical models [74,75]
In Section 4.3 the clusters within the sliced mastectomy samples have been charac­
terised in terms of numbers of calcifications and diameter. Additionally, the individual 
calcifications have been characterised in terms of size and contrast. In the final section of 
this chapter (Section 4.4) the size and contrast of the calcifications in the mastectomy sam­
ples have been related to the contrast of aluminium, hydroxyapatite and calcium oxalate.
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From this it was possible to determine if it would be suitable to use these materials to model 
the attenuation properties of calcifications when using 3D calcification models.
4.2 Simulation methodology
4.2.1 Introduction
Calcification cluster simulation has been performed extensively in the past using materials 
such as specks of human bone [76], egg shell placed on a breast phantom [77] or mathe­
matical models using characteristics from databases of real cancers [78-80]. Mathematical 
models can produce large numbers of unique simulations. However since these simulations 
are not derived from real calcification clusters it can be difficult to prove the simulations 
are realistic looking enough to produce clinically relevant results. Another method, uses 
extracted calcification cluster images from images of needle biopsy specimens [81, 82]. 
Since the calcifications are extracted from real specimens, the limitation of appearing re­
alistic is overcome however in this method the cluster size is limited to the gauge of the 
needle biopsy. Therefore it is possible that only a part of the cluster may be extracted. In 
addition, the process of removing the cluster with a needle is quite aggressive and therefore 
it is possible that the calcifications may be distorted from their original orientation within 
the breast during the biopsy. In our work calcification cluster images were extracted from 
images of sliced mastectomy samples containing calcification clusters. The sliced mastec­
tomy samples covered a larger area than a biopsy specimen and so the whole cluster was 
extracted rather than just part of the cluster. In addition the slicing of the mastectomy sam­
ple was performed in the pathology laboratory and the process is less aggressive than the 
needle biopsy so the calcifications within a cluster are likely to remain in the same orien­
tation with respect to one another after slicing. The disadvantage of this method compared 
with the method by Zanca et al. [82] is that a larger amount of surrounding tissue is present 
compared with the needle biopsy specimen which could potentially inhibit the extraction 
of the calcifications. However, a method of calcification extraction has been developed in 
this work such that this is not a problem.
4.2.2 Method
Simulated calcification clusters were extracted from unprocessed digital images of sliced 
mastectomy samples (Figure 4.1). These samples were from seven patients, had an average
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thickness of 5 mm and contained calcification clusters which were a mixture of DCIS and 
invasive carcinoma. The samples were imaged on a digital x-ray specimen cabinet (model: 
MX 20 DC 2, Faxitron x-ray co-orporation, Qados, Sandhurst, Berkshire, UK), at x5 mag­
nification with a tube voltage of 18 kV and tube loading of 750 mAs. The specimen cabinet 
has a caesium iodine (Csl) detector and no filter. The specimen cabinet was chosen for 
imaging the specimens due to the high magnification achievable. At this high magnifica­
tion the modulation transfer function or MTF (see section 2.5) was better than at normal 
magnification on a conventional full field digital mammography (FFDM) system due to the 
reduced aperture blurring (the effective pixel size at this magnification was lOyum). These 
characteristics allowed for smaller calcifications to be extracted with greater accuracy.
I
(a) (c)
Figure 4.1. Imaging mastectomy samples (a) Digital specimen cabinet (b) Two slices of a mastec­
tomy sample (c) Image of mastectomy sample acquired on digital specimen cabinet.
The method used for extraction of the calcification clusters from the unprocessed dig-
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ital images of the mastectomy samples built on work by Zanca et al. [70]. Therefore this 
text concentrates mainly on the differences of this method from that used previously. In 
the work of Zanca et al. [70] the entire calcification clusters were extracted in a single op­
eration. This has the advantage of maintaining the spatial orientation of the calcifications 
within the cluster, which can be a predictive factor of malignancy. However, the anatomical 
background within the cluster can generate undesirable structures surrounding the calcifi­
cations. Therefore in this work instead each calcification was extracted separately. A small 
region of interest (ROIcaic) containing each calcification was cropped from the image of the 
sliced mastectomy sample (shown in yellow in Figure 4.2). The mean background pixel 
value for that calcification was calculated as the average pixel value within multiple small 
regions drawn within ROIcaic, but outside the calcification, called ROIbkg (shown in red in 
Figure 4.2). Each pixel value in ROIcaic was divided by the mean background pixel value 
calculated from ROIbkg, generating a normalized ealcification image.
Figure 4.2. Regions of interest used in calcification extraction shown on unprocessed digital image 
of calcification cluster. ROIcaic is shown in yellow and ROIbkg is shown in red.
The pixels in ROIcaic with values higher than the mean background (due to the non- 
uniform soft tissue structure within the sliced mastectomy sample) resulted in pixel values 
greater than one in the normalized ealcification image. These were assigned a value of 
one, so that when the calcification cluster was later inserted into an unprocessed breast 
image, these pixels associated with the background were not altered in the unprocessed 
breast image. This may have left background in the vicinity of the calcification due to 
background pixel values being lower than the mean. This method does however avoid the 
creation of unrealistically sharp edges on the extracted calcifications.
I performed the extraction process described above using a Matlab program written by 
Edmund Brookes, a computer science placement student from the University of Surrey. I 
supervised him on this projeet. The extraction process was repeated for all calcifications 
within the cluster and the calcifications were re-combined into the original spatial configu­
ration creating a normalised cluster image (Figure 4.3).
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Figure 4.3. Clusters were extracted on a calcification-by-calcification and then recombined into the 
original spatial configuration.
Thirty-three unique normalised cluster images were generated from the seven mastec­
tomy slices in this way (several clusters were extracted from each sample). At x5 mag­
nification the field of view of the specimen cabinet was 1 cm x 1 cm and so all clusters 
encompassed an area smaller than 1 cm x 1 cm.
The next section describes the results of characterisation measurements performed on 
the extracted calcifications.
4.2.3 Results
Figure 4.4 shows four example images of extracted calcifications. In total 1346 calcifica­
tions were extracted in this way.
(a) (b) (c) (d)
Figure 4.4. Examples of extracted calcifications. The diameters of the calcifications shown range 
from 280^m to 470/im.
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4.3 Characterisation of simulated clusters
4.3.1 Introduction
In the previous section, the methodology used to extract images of calcifications from sliced 
mastectomy samples was described. In this section the 1346 calcifications are characterised 
in terms of their diameter and contrast. These measurements are used later in this chapter 
to assess the attenuation properties of calcifications. Calcifications have been characterised 
previously from xl.8  magnification images [83] and contact images [84]. Here the char­
acteristics of the calcifications are derived from x5 magnification images acquired on a 
digital specimen cabinet resulting in a higher MTF and smaller effective pixel size so the 
calcifications could be characterised accurately.
4.3.2 Method
Each cluster was quantified in terms of its diameter and the number of contained calcifica­
tions. Each cluster contained calcifications in different spatial configurations. Therefore to 
compare the sizes of clusters the area was calculated using the convex hull, i.e. the smallest 
polygon which would fully enclose the cluster. The cluster size was then calculated as the 
diameter of a disc of area equal to that calculated using the convex hull.
Additionally, the diameter of individual calcifications and the contrast of individual 
calcifications were characterised. The size of each calcification was characterized by fitting 
a Gaussian surface to the calcification (Figure 4.5). This surface had different parameters 
for the x- and y- directions as shown below:
where, a is a fitted constant, ax and ay are the standard deviations of the Gaussian distri­
bution in the x and y directions, xq and yo are the mean values of the Gaussian distribution 
in the x and y directions and z^  is the pixel value at the location (Xj, y j. The full-width half 
maxima of the fitted Gaussian surface in the x- and y- directions (FWHMa; and FWHM^) 
were calculated from the parameters ax and ay using:
FWHM^/y =  2v'21n(2)(Tx/j, (4.2)
4.3. CHARACTERISATION OF SIMULATED CLUSTERS 57
0)3
CO
>
1
Q .
C0
1
s
60  ■ 0 .0 5
y coordinate (pixels) 0 0 X coordinate (pixels)
Figure 4.5. Typical calcification with fitted Gaussian surface. The filled in surface plot is the raw 
calcification data. The mesh is the fitted Gaussian surface. When the raw calcification data has an 
amplitude below the fitted Gaussian it is not seen in the graph.
For the purposes of characterisation, the equivalent FWHM of a spherical calcification 
was then calculated as:
X F W H M y  (4.3)
This FWHM was then converted to the diameter D of the spherical calcification using:
2 X F W H M sp h ere
V3
(4.4)
Only calcifications for which the Gaussian curve fitted well were included within the 
analysis (the goodness of fit was a subjective judgement). As a result, 558 calcifications 
were used in the analysis. The majority of calcifications not included were either very small 
(covering one or two pixels in the x5 magnification image - such calcifications would not 
be visible in a clinical mammographie image) or very large (often being a superposition 
of several calcifications). Thus the calcifications characterized were those of most interest 
for any study of detail visibility. The contrast of each calcification was calculated as the 
amplitude of the fitted gaussian surface. All characterisation measurements were performed 
using a program 1 wrote in Matlab.
4.3.3 Results
The diameter of the clusters ranged from 1.23 mm to 8.50 mm with a mean value of 3.89 mm 
(Figure 4.6a) and the number of calcifications per cluster ranged from 7 to 46 with a median 
value of 16 (Figure 4.6b).
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Figure 4.6. Characteristics of extracted calcification clusters (a) cluster diameters (b) number of 
calcifications in a cluster.
The frequency distribution of the diameter of the 558 calcifications included in the 
characterisation is shown in Figure 4.7a. The mean diameter of a single calcification was 
96Jim and the diameters ranged from 15-491 /xm. The contrast ranged from 0.03 to 0.65 
with a mean value of 0.16.
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Figure 4.7. Characteristics of extracted calcifications (a) calcification diameter (b) calcification 
contrast.
In the next section these characterisation measurements are used to assess the attenua­
tion properties of the calcifications.
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4.4 X-ray attenuation properties of breast calcifications
4.4.1 Introduction
When performing measurements using a phantom in mammography or when using com­
puter simulations to study imaging performance, it is important that the model of the breast, 
including simulated abnormalities is sufficiently realistic. In the case of the simulation of 
small details such as a breast calcification it is a requirement that both the contrast and 
size of the detail are well matched, which requires knowledge of the attenuation properties 
and (ideally) the composition of the calcification. Although breast calcifications have been 
studied for many years in radiology, there are only a few works dealing with their chem­
ical compositions [85-91]. Further, most studies published to date have analysed only a 
small number of samples. In general, these authors found in breast calcifications: calcium 
oxalate in the form of weddellite [85-89,91], calcium and phosphorus, mainly in the form 
of hydroxyapatite [85,86,90] or tricalcium phosphate [90], but the presence of some type 
of specific chemical composition relating to the benign or malignant condition of breast tu­
mours is still an open subject. Flaka et al. [85] and Frappait et al. [86] found that there were 
two types of calcifications; type I which consisted of calcium oxalate were associated with 
benign calcifications and type 2 which consisted of hydroxyapatite were associated with 
malignant calcifications. Busing et al. [92] found using x-ray diffiaction the presence of 
calcium hydroxyapatite (Ca5(P04)3(0H)) in cases of invasive carcinoma and the presence 
of calcium oxalate (CaC204) in cases of non-invasive disease. In contrast Fandos-Morera 
et al. [91] detected calcite, aragonite or calcium oxalate depending on the case, and found 
that calcium oxalate was found only in malignant breast tissues. Barth et al. [89] investi­
gated a case of proliferative mastopathy and detected calcium oxalate. Tomos et al. [87] 
found that in cases of intraductal and infiltrating ductal carcinoma the calcium oxalate 
crystals were seen within areas of benign histology. As a consequence, hydroxyapatite or 
calcium oxalate are often used to simulate calcification in computer models [73,93,94]. 
For measurements using phantoms, it is generally more practical to use aluminium as a 
substitute material for calcification.
The relationship between the attenuation properties of micro-calcifications and alu­
minium has been investigated by Carton et al. [95] and Zanca et al. [96]. Carton et al. [95] 
compared the change in x-ray transmission for micro-calcifications and aluminium im­
aged under high and low tube voltages, using a molybdenum target and molybdenum fil­
ter. They found that the changes in contrast of the calcification and aluminium images
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with tube voltage were similar. Zanca et al. [96] extended this further to three anode-filter 
combinations Molybdenum-Molybdenum (Mo-Mo), Molybdenum-Rhodium (Mo-Rh) and 
Tungsten-Rhodium (W-Rh). They found that the change in contrast with change in spec­
trum was similar for calcifications and aluminium, with the smallest difference in contrast 
occurring when the Mo-Mo and Mo-Rh target-filter combinations were used. However, 
the relationship between the size of calcification and the equivalent aluminium thickness of 
that calcification was not discussed. This correlation is important for the simulation of cal­
cification clusters using a 3D model of simulated calcifications of known dimension, since 
it provides the attenuation coefficient of calcifications which could be used with the 3D 
model to insert the clusters with the correct contrast as if imaged within the breast. When 
inspecting mammography images often the contrast of a structure relative to its size will be 
assessed as part of the diagnostic process. Therefore, if this relationship is not correct the 
simulation will not appear realistic.
In the present work, the suitability of aluminium as a tissue substitute for calcifica­
tions have been investigated by comparing measurements of calcification contrast from 
high magnification images acquired in a digital specimen cabinet of mastectomy specimens 
(as described in section 4.3) and measurements of contrast for aluminium foils. By match­
ing the two, the aluminium equivalent thickness of each calcification could be determined 
and compared to the measured calcification size. In addition, by integrating over the X-ray 
spectrum of the specimen cabinet, the contrasts of images of aluminium, hydroxyapatite 
and calcium oxalate were calculated using tabulated data for the attenuation coefficients of 
the materials intercepting the x-ray beam and the energy absorption efficiency of the detec­
tor in the specimen cabinet. From this, the suitability for using the latter two materials as 
calcification substitutes could be assessed in comparison to that for aluminium. This work 
is published in Physics in Medicine and Biology [97].
4.4.2 Method
For each of the 558 calcifications characterised in Section 4.3 the ‘maximum equivalent 
thickness of aluminium’ was calculated from the calcification contrast. To achieve this, 
the contrasts of the individual calcifications imaged on the specimen cabinet were com­
pared to the contrasts of different thicknesses of aluminium foil (dimensions: 1 cm x 
1 cm, thicknesses: 0.1 to 0.4 mm) imaged with 5 mm PMMA (equivalent to the approx­
imate attenuation of the sliced mastectomy samples) in the specimen cabinet in the same 
imaging configuration as the mastectomy specimens. Matching the maximum contrast for
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each calcification to the contrast measured for the aluminium foils thus gave the maximum 
equivalent thickness of aluminium for each calcification. This methodology has been used 
previously by Zanca et al. [82,98] and Carton et al. [81,95].
The error associated with the use of 5 mm thickness of PMMA to approximate the atten­
uation of the sliced mastectomy sample was investigated by varying the PMMA thickness 
by drl mm and recalculating the equivalent aluminium thickness for each calcification. Us­
ing the FWHM in the x- and y- directions from the fitted Gaussian curves, and assuming 
these were the axes of an ellipse, the eccentricity of each calcification was calculated. The 
relationship between aluminium equivalent thickness and calcification diameter was calcu­
lated including only calcifications with an eccentricity below a threshold value. The effect 
of the eccentricity on this relationship was studied by varying the threshold between 0.1 
and 1.0.
Calcium oxalate and hydroxyapatite are commonly used as substitute materials for cal­
cification. Therefore the equivalent aluminium thicknesses of calcium oxalate and hy­
droxyapatite were studied by calculation, using photon interaction cross section data from 
XCOM [99]. For this purpose, the energy absorbed in the detector with the material m 
of thickness and total attenuation coefficient present within breast tissue was cal­
culated. The glandularity of the specimen samples was not known. Instead the typical 
glandulaiity for a breast thickness of 60 mm of 21% was assumed [9]. The energy ab­
sorbed in the detector without the presence of a material of thickness Xm within the breast 
is given by the following equation:
ISkeV /  N  \
Eabs{xm =  0) =  ^  N{E)  exp I -jj,i{E)xi j x Es{E) (4.5)
E=Q.5keV \  i=l J
In this equation N(E) is the X-ray spectrum emitted by the X-ray tube in the specimen 
cabinet. The X-ray spectrum was for a molybdenum target at a tube voltage of 18 kV with 
no filter, and was taken from the work of Boone et al. [21]. The x-ray beam intercepts sev­
eral materials before it is incident upon the detector surface. The term exp —f i^{ )^xi^
accounts for the attenuation due to these materials (including breast tissue). In this expres­
sion there are N materials and and x* are the total attenuation coefficient and thickness 
of the ith material. An additional aluminium filter was included. The thickness of this 
filter was altered so that the theoretical x-ray spectrum matched the actual x-ray spectrum 
from the digital specimen cabinet using the measured half value layer (HVL) thickness 
(0.068 mmAl). The aluminium thickness was adjusted until the ratio of the air kerma in­
cident on the detector with the aluminium filter was half of the air kerma incident on the
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detector with no filter present. The energy absorption efficiency (e) is the fraction of energy 
incident upon the detector which is absorbed within the detector and was calculated for a 
250 ym Csl detector from Monte Carlo calculations by Diaz et al. [100].
If a material of thickness Xm is present in the breast (this material replaces a thickness 
Xm of breast tissue) the energy absorbed in the breast is given by the following equation:
ISfceV /  N  \
Eobs{xm) =  ^  N{E)  exp I y ]  -Hi{E)xi j x Ee{E) x exp(-æm(/(m(^) -  lib{E)))
E=QXkeV V i=l /
Here is the attenuation coefficient of the breast tissue, and the values of the are those
used in Equation 4.5. The contrast C for each material was then calculated using the fol­
lowing equation:
C = ^ absip^ m  0) Eabsip^rrt^ / (4.6)
^absip^m  — 0)
In this expression Ea6g(a:  ^ = 0) is the energy absorbed in the detector when the material 
m is not present within the breast, Eo6s(Xm) is the energy absorbed in the detector when 
material m is present within the breast (replacing breast tissue of the same thickness) and 
S/P is the scatter-to-primary ratio.
The densities of aluminium, hydroxyapatite and calcium oxalate were taken to be 2.70, 
3.08 and 2.12 gcm~^ respectively, and the above theoretical expressions were implemented 
in an Excel spreadsheet produced by Professor David Dance. The contrast for each of 
the three materials was calculated for a range of thicknesses appropriate to the range of 
calcification contrasts measured. By matching these calculated contrasts, the equivalence 
between aluminium and each of the two other materials was determined. Because only a 
comparison of contrast was required to determine this equivalence, it was only necessary 
for S/P in Equation 4.6 to be the same for each calculation, and knowledge of its actual 
value was not required.
The sensitivity of the aluminium/hydroxyapatite equivalence and aluminium/calcium 
oxalate equivalence thus calculated to changes in the thickness of PMMA in which the cal­
cifications are imaged, the thickness and absorption efficiency of the detector, glandularity 
of breast tissue and the x-ray spectrum used was tested by changing these values and re­
calculating the ratio of the alumimum thickness to the hydroxypatite and calcium oxalate 
thickness to produce an image of the same contrast.
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4.4.3 Results
The equivalent aluminium thickness of each calcification is plotted against its diameter in 
Figure 4.8. The fitted straight line to the data demonstrates that on average the equivalent 
aluminium thickness is 0.85 times the diameter of the calcification (95% confidence inter­
val (Cl) is 0.82 to 0.87). Changing the thickness of PMMA which represent the sample 
thickness to 4 mm meant that on average the equivalent aluminium thickness is 0.80 times 
the diameter of the calcification. Changing the thickness of PMMA to 6 mm meant that on 
average the equivalent aluminium thickness is 0.88 times the diameter of the calcification.
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Figure 4.8. The relationship between equivalent aluminium thickness and the diameter of each 
calcification. The solid line is a least squares fit to the data. The aluminium equivalent attenuation 
coefficient was calculated from images of aluminium with 5 mm PMMA. The dashed lines show 
the 95% Cl in the straight line fitted to the data.
Figure 4.9a shows a plot of the FWHM in the x and y direction for each calcification. 
This shows that on average the FWHM in the y direction is 0.95 times the FWHM in 
the X direction. This shows that our assumption that on average the calcifications which
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were used in the analysis (good fit of Gaussian surface to the calcification) are spherical is 
reasonable. There is a spread in the data due to deviations from this average shape.
Figure 4.9b shows the fitted curves to data when including calcifications with eccen­
tricity less than a threshold Cq. Including only calcifications with eccentricity of less than 
0.1 the aluminium equivalent thickness was 0.84 times the calcification diameter. As the 
eccentricity increased the aluminium equivalent thickness increased to 0.90 times the cal­
cification diameter, decreasing back down to 0.85 times the calcification diameter as the 
threshold for eccentricity is further increased and more calcifications are included. Using 
all calcifications produced a very similar result to including only the calcifications with an 
eccentricity closest to that of a circle (eo =  0).
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Figure 4.9. (a) FWHM in y direction against FWHM in x direction, (b) Fitted curve to the alu­
minium equivalent thickness against diameter for calcifications with eccentricity less than a thresh­
old value eo of 0.1 to 1.0.
The thickness of aluminium required to achieve the same contrast as a particular thick­
ness of hydroxyapatite or calcium oxalate, calculated as described in Section 4.4.2 is shown 
in Figure 4.10. The results show that calcium oxalate has similar attenuation properties to 
aluminium, and has an aluminium equivalent thickness of 1.01 times its own thickness. Hy­
droxyapatite is much more attenuating than aluminium, and has an aluminium equivalent 
thickness of 2.19 times its own thickness. Therefore, of these three materials aluminium 
and calcium oxalate are the most suitable substitute materials for calcifications.
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Figure 4.10. The theoretically calculated aluminium thickness required to achieve the same contrast 
as a particular thickness of hydroxyapatite and calcium oxalate
The calculated thickness of aluminium to produce the same contrast as a particular 
thickness of hydroxyapatite and calcium oxalate was found to have very little dependence 
on the specific values of parameters used. Changing, the thickness of breast tissue from 
5mm to a thickness of 60mm which is more representative of a real breast thickness in­
creased the ratio of aluminium thickness to hydroxyapatite and calcium oxalate thickness 
by 0.03 (1.6%) and 0.02 (2.0%) respectively. Increasing the detector thickness from 250 //m 
to 1 mm, increasing the detector efficiency to 100% and changing the breast glandularity 
from 21% to 60% changed the ratio of alununium thickness to hydroxypatite or calcium 
oxalate by less than 1%. Finally, changing the x-ray spectrum to a more clinically rele­
vant spectrum resulting from using a tube voltage of 32 kV rather than 20 kV, introducing a 
rhodium filter of thickness 0.025 mm and using a half value layer of 0.47 mmAl rather than 
0.068 mmAl increased the ratio of aluminium thickness to hydroxypatite by 0.06 (2.9%) 
and increased the ratio of aluminium thickness to calcium oxalate by less than 1%.
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4.4.4 Discussion
It is generally assumed that aluminium has similar attenuation properties to breast calcifica­
tion and therefore is a suitable substitute material for phantom or computational simulation 
of calcification; however there is very little previous work to verify this [95,96]. The re­
sults shown here confirm that aluminium is a good replacement material for calcification. 
Assuming calcifications are on average spherical and therefore that the thickness of the cal­
cification is equal to its diameter, the thickness of aluminium required to achieve the same 
contrast in an image as a calcification was found on average to be equal to 0.85 (95% con­
fidence interval: 0.82, 0.87) times the thickness (or diameter) of that calcification (Figure 
4.8). Assuming a bnear relationship between aluminium equivalent thickness and calcifi­
cation diameter which averages over thickness and composition variations is sufficient for 
simulation purposes. Some of the spread in the data will be due to the deviation of the 
shape of the calcifications from spherical and some from the varying composition of the 
calcifications. It is not possible to determine the relative magnitude of these two effects.
The aluminium thickness required to produce the same contrast as a particular calcifi­
cation was dependent upon the thickness of PMMA with which the aluminium was imaged 
(up to 5% per mm PMMA). The results quoted used 5 mm of PMMA to equal the atten­
uation of the sliced mastectomy samples imaged. This result is valid for small spherical 
calcifications which provide realistic detection tasks. Calcifications which were very small 
(covering a few pixels) and large (often superposition of several calcifications) were re­
jected from the analysis. The effective diameter of each calcification was calculated using 
the FWHM in the x and y direction. The eccentricity (e) of an ellipse using these FWHM 
as the axes was calculated. Including only the most circular calcifications (e<0.1) the 
aluminium equivalent thickness was equal to 0.84 times the diameter of the calcification. 
Therefore, although deviations in the shapes of the calcifications from spherical resulted in 
a spread of the data, the average result was representative of the most spherical calcifica­
tions.
Previous work demonstrated that changes in the contrast of calcifications and alu­
minium when imaged at varying tube voltage were similar [95,96]. However, this is the first 
piece of work to show the relationship between the attenuation properties of calcifications 
and their size. This relationship is useful when simulating calcifications with a realistic ap­
pearance. Three-dimensional calcification models of known dimensions [73-75] could be 
used in conjunction with the attenuation data presented in this paper to insert the simulated 
calcifications with the correct attenuation properties.
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The suitability of hydroxyapatite and calcium oxalate for mimicking the contrast of cal­
cifications was also investigated, since these materials are often chosen as being represen­
tative of calcifications when simulating calcifications in computational models [73,93,94]. 
The aluminium equivalent thickness of calcium oxalate was 1.01 times its actual thickness. 
The use of aluminium or calcium oxalate when simulating calcifications would therefore 
yield similar results. However, the aluminium equivalent thickness of hydroxyapatite was 
2.19 times the thickness of this material (Figure 4.9). Therefore, if calcifications were 
assumed to be spherical and made of solid hydroxyapatite when being simulated, their 
contrast would be too high. When inspecting mammography images for radiological signs 
of cancer, clinicians look for structures of a certain contrast relative to their size. It is there­
fore important that in experimental or theoretical studies, simulated calcifications are not 
displayed at too high contrast for their diameter or they will appear unrealistic.
There are limitations to this work. The calcifications were imaged using a two dimen­
sional imaging modality and therefore the actual thickness of the calcifications was not 
known. Instead the calcifications were assumed to be on average spherical. Imaging the 
calcifications using a three dimensional method such as micro-CT would have allowed a 
more accurate estimation of the thickness of the calcifications and how this relates to equiv­
alent aluminium thickness. Additionally, no experimental measurements were performed 
using hydroxyapatite and calcium oxalate. Instead calculated values of the attenuation 
coefficients of these materials were used to theoretically estimate the thicknesses of alu­
minium required to match the contrast obtained for given thicknesses of hydroxyapatite 
and calcium oxalate.
4.5 Summary
This chapter described the methodology developed to simulate 2D images of calcification 
clusters and also the characteristics of these calcifications prior to insertion. Comparing 
the diameter and contrast of the calcification clusters to the attenuation properties of alu­
minium, hydroxyapatite and calcium oxalate, it was possible to assess the suitability of 
these materials for replacement materials for calcifications models. Aluminium and cal­
cium oxalate were found to be suitable replacement materials, but hydroxyapatite would 
overestimate the contrast of the calcification. The next chapter describes the method used 
to insert these simulated calcification clusters into breast images at the correct contrast 
and sharpness. Also described are the results of measurements performed to check the in­
serted calcification clusters had the correct contrast and sharpness after insertion and also
4.5. SUMMARY______________________________________    6 8
the results of a study performed to check the realism of the appearance of the inserted 
calcification clusters.
5 I Insertion of simulated calcification clusters
5.1 Introduction
Chapter 4 described the simulation methodology developed to extract calcification clusters 
from images of sliced mastectomy samples at x5 magnification in a digital specimen cab­
inet. After extraction tiiese calcification clusters are inserted into breast images containing 
no cancer for use in observer studies. However, the patients breast is imaged at normal 
magnification (contact imaging) on a clinical mammography system, not at x5 magnifica­
tion in a digital specimen cabinet as when imaging mastectomy samples for calcification 
simulation. These differences in imaging conditions will cause a difference in pixel pitch, 
sharpness and contrast of the calcification cluster image compared with the breast image. 
Therefore, it is necessary to modify the pixel pitch, sharpness and contrast of the calcifi­
cation cluster image prior to insertion into the breast images, so that it has the appearance 
as if it were within the patient’s breast when she/he was imaged. Such a methodology is 
developed in this work, building on the work of Zanca et al [82] as described in the first 
section of this chapter. In the second section of this chapter phantom measurements are pre­
sented that were performed to compare the contrast and sharpness of the inserted simulated 
images to real images acquired under the same conditions as the simulation. Once inserted 
it is also important that the appearance of the calcifications is realistic. The final section 
of this chapter describes a study performed to determine if radiologists found a significant 
difference in the appearance of real and simulated clusters.
5.2 Insertion methodology
The following describes the methodology used to modify the sharpness, pixel pitch and 
contrast of images of the simulated calcification clusters (simulation methodology de­
scribed in Section 4.2) prior to insertion into breast images, for use in an observer study. 
This methodology has been used previously by Zanca et al [82] however several adjust­
ments were made here to the simulation process to make it appropriate for my needs as 
described later in this section.
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5.2.1 Sharpness and pixel pitch modification
The sharpness and pixel pitch of the simulated calcification cluster image were modified 
using the method by Yip et al [101]. The blurring in an image due to the detector can 
be broadly split into blurring associated with the X-ray convertor and blurring associated 
with the digital pixel sampling. The blumng in an image can be characterised using a pre­
sampled MTF (H), which describes how well the spatial frequencies in the incoming signal 
is transferred to the output image. The pre-sampled MTF can be split into the components 
associated with converter blur and pixel sampling. The MTF associated with the pixel 
sampling is described as a sine function and the MTF due to the convertor (H’) can be 
calculated using equation 5.1:
Where u is the spatial frequency, Ax is the pixel pitch. The calcification cluster image 
(C) was adjusted to have the blurring of the converter blur of the detector on which the 
breast image was acquired, resulting in calcification cluster image C':
C'{x, y) = FFT-^ { {C(x, %)}} (5.2)
Where H’c and H’/ are the convertor blur MTF of the specimen cabinet on which the 
calcification cluster images were acquired and the convertor blur MTF of the detector on 
which the breast image was acquired respectively. This method differs from the method 
by Zanca et al. [82] where the MTF including both convertor blur and pixel sampling was 
used rather than the convertor blur MTF. The resulting calcification cluster image C’ was re­
binned using nearest neighbour averaging to have the same pixel pitch as the breast image. 
It has been shown that this is a good approximation for adjusting the pixel digitisation 
blur [101].
5.2.2 Contrast modification
To change the contrast of the simulated cluster image realistically the variation in contrast 
with differing tube voltage, target/filter combination and increased attenuator thickness 
must be known. It was assumed that the variations of attenuation properties of micro­
calcification with the parameters described above are similar to aluminium. This assump­
tion was verified in section 4.4. This required measurements of the aluminium equivalent 
attenuation coefficient on the specimen cabinet and imaging systems on which the breast
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images were acquired. The aluminium equivalent attenuation coefficient is the attenuation 
coefficient of aluminium when imaged under certain conditions (with a particular thickness 
of PMMA, tube voltage, target and filter).
The next section describes measurements performed to validate that the methodology 
described above results in an inserted calcification cluster with the correct contrast and 
sharpness.
5.3 Validation of contrast and sharpness of calcifications 
inserted into 2D mammography images
5.3.1 Introduction
Before inserting our simulated calcification cluster images into normal breast images for 
use in an observer study, the sharpness and contrast of the calcification cluster was modified 
using the methodology described above. The contrast was adjusted using aluminium as a 
calibration material. The sharpness was adjusted using the differences in the modulation 
transfer function (MTF) measured on the digital specimen cabinet on which the sliced mas­
tectomy samples were imaged and the mammography system on which the breast image 
was acquired. Finally, the calcification cluster image was re-binned to match the pixels in 
normal magnification mammography images. This methodology is referred to as ‘Modi­
fication of Calcifications’ or MoCa here, and this work describes the validation of MoCa. 
MoCa was implemented using a computer program written in Matlab. The program was 
originally written by our collaborator in Leuven, Belgium and then updated by Edmund 
Brookes, a computer science student fi*om the University of Surrey.
Zanca et al. [102] investigated the effect of their simulation steps on the calcification 
image. This process verified that the contrast of the simulated calcification displayed the 
expected trend with changing breast thickness, MTF, pixel size and imaging parameters. 
Not included in their work was a comparison of the measured contrast and sharpness of 
the simulated calcification and the contrast and sharpness expected if the cluster had been 
imaged within a breast using a digital mammography system. This work performs such 
a study using quantitative phantom measurements for two different digital mammography 
systems. This work is published in Physics in Medicine and Biology [103].
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5.3.2 Method
5.3.2.1 Characterisation of systems
Description of Systems
The calcification cluster images were acquired on a digital specimen cabinet (Model No. 
MX 20 DC2 Faxitron Bioptics, LLC, Lincolnshire, IL) at x 5 magnification (effective pixel 
size 10 pm). The specimen cabinet has a caesium iodine (Csl) detector and no filter. The 
specimen cabinet was chosen for imaging the specimens due to the high magnification 
achievable. At this high magmfication the MTF was better than at normal magnification on 
a conventional full field digital mammography (FFDM) system due to the reduced aperture 
blurring. In addition, the smaller effective pixel size allows smaller calcification clusters to 
be extracted and the lower tube voltage available provides higher contrast of calcifications.
For the validation, insertion into breast images acquired on two digital manunography 
systems was studied. The first system was a Hologic Selenia (Hologic, Inc., Bedford, MA) 
x-ray system with an amorphous selenium (a-Se) detector. The pixel pitch of this system 
was 70 ^ m. This detector will be referred to as the DR system in the following text. The 
second system was a Carestream CR950 (Carestream Health, Inc., Rochester, NY) reader 
with EHR-M2 CR plates, used on a GE Senographe DMR+ x-ray system. The pixel pitch 
was 50 ^ m. This detector will be referred to as the CR system in the following text. In order 
to use MoCa to modify the calcification clusters for insertion into breast images, the mod­
ulation transfer function and aluminium equivalent attenuation coefficient were measured 
on the specimen cabinet, DR and CR systems. The aluminium equivalent attenuation co­
efficient is the attenuation coefficient of aluminium when imaged under certain conditions 
(with a particular thickness of PMMA, tube voltage, target and filter). The measurements 
on the specimen cabinet were performed by myself with Faith Green, a physics placement 
student from the University of Surrey who I was supervising. The measurements on the DR 
and CR systems were performed by my colleague Alistair Mackenzie with Lebina Shretha, 
a placement student from the University of Surrey who he was supervising.
Modulation Transfer Function 
The MTF was measured on the digital specimen cabinet, CR and DR systems in the vertical 
and horizontal directions by imaging a steel edge. On the specimen cabinet images were 
acquired at a tube voltage of 18 kV with the steel edge placed at x5 magnification (ap­
propriate to the exposure of the mastectomy samples from which the calcification clusters 
were extracted). This measured the system pre-sampled MTF which included the geometric
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blurring due to the finite focal spot size.
On the DR and CR systems, the pre-sampled 1-dimensional MTF was measured in the 
vertical and horizontal directions by imaging the steel edge placed directly on the detector 
(on the breast support for DR and on the imaging plate for CR). The images were acquired 
at a tube voltage of 29 kV, with a molybdenum (Mo) target and a rhodium (Rh) filter. The 
grid was removed for the measurements. The effect of geometric blurring due to the finite 
focal spot size was not incorporated into the measurement. The focal spot size of the DR 
and CR systems used in this work were measured as (0.34x0.52) mm and (0.34x0.43) mm 
respectively. The geometric blumng MTF was estimated using the expression given in 
Sandborg et al [104] for the height of 10 mm above the breast support considered in this 
work and for the largest focal spot dimension measured on the DR and CR systems, as 
0.997 and 0.998 at a spatial frequency of 5 mm“  ^for DR and CR. This is very close to the 
ideal MTF of 1.0. Therefore, the geometric blurring can be considered a small contributor 
to the overall blumng in the validation measurements performed here. If the measurements 
had been performed at a greater height above the breast support or on a system with a 
larger focal spot size then the effect of this could have been incorporated into the measure­
ment by calculating the geometric blurring MTF as described in Sandborg et al [104] and 
multiplying the pre-sampled MTF by the geometric blurring MTF before use.
The images of the MTF edge were analysed using OBJ IQ reduced v2 software [40]. 
The MTF was then interpolated over two dimensions using bilinear interpolation, assuming 
the MTF was symmetrical in the positive and negative ‘directions’ in frequency space.
Aluminium equivalent attenuation coefficient 
On the digital specimen cabinet, aluminium foils of thickness 0.1-0.4 mm were imaged 
with a range of PMMA thicknesses (0-6 mm), at 18 kV and at x5 magnification to match 
the conditions under which the specimens were imaged. On the DR and CR systems, alu­
minium foils of thickness 0.1-0.4 mm were also imaged with a range of PMMA thicknesses 
(20-70 mm), tube voltages (25-37 kV) and target/filter combinations (Mo/Mo and Mo/Rh 
and Rh/Rh) relevant to the breast images into which the simulated clusters may be inserted. 
The alununium foils were placed at a height of 10 mm allowing greater thicknesses of 
PMMA to be added without changing the magnification of the image. The equivalence 
described in Dance et al [9] and also used in the European protocol [4] between different 
thicknesses of PMMA and breasts of typical composition was assumed. The contrast of 
each aluminium foil was measured for each aluminium thickness. An exponential curve 
was fitted to the contrast at each aluminium thickness from which an aluminium equiva­
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lent attenuation coefficient common to all four thickness of aluminium could be estimated. 
As the x-ray beam is polyenergetic the true value of this aluminium equivalent attenuation 
coefficient will change with aluminium thickness, however for this range of thickness the 
effect was assumed to be small. Scatter did not need to be accounted for explicitly since it 
was incorporated into the calculation of the equivalent aluminium attenuation coefficient.
5.3.2.2 Validation of MoCa
In order to validate that MoCa modifies the cluster image correctly, the contrast and sharp­
ness of the images simulated with MoCa were compared to the values of contrast and 
sharpness on real images. To this end, the large area contrast and degradation of peak 
contrast with object size due to unsharpness were measured. For this purpose two sets of 
test objects were used: four aluminium foils (dimensions of 1x1 cm^ and thickness 0.1- 
0.4 mm) to measure large area contrast, and gold discs (disc thickness 1.6//m and diameter
0.13-0.8 nun) on top of a 0.5 mm aluminium base to measure the degradation of peak con­
trast with disc diameter. This latter test object is referred to as the ‘gold disc strip’.
Imaging test objects on DR and CR detectors 
The aluminium foils and gold disc strip were separately imaged with 30, 50 and 70 mm 
PMMA on the DR and CR systems at a height of 10 mm from the breast support (to match 
the conditions under which the aluminium attenuation coefficient was measured). The alu­
minium foils were placed in a row perpendicular to the anode-cathode direction, and the 
centre of each square was placed 6 cm in from the chest wall edge. The gold disc strip 
was placed perpendicular to the anode-cathode direction, and the centre of the strip was 
placed 6 cm in from the chest wall edge. The beam quality selected (i.e. tube voltage, 
target and filter) was that chosen by the automatic exposure control (AEG) for that partic­
ular thickness of PMMA. The current-time product (mAs) was chosen to be four times the 
AEG selected mAs. This reduced the relative noise in the image and improved the contrast 
to noise ratio. In a lower dose image it would be difficult to measure the contrast of the 
smallest diameter of gold disc (0.13 mm), since the disc is equivalent to 1-2 pixels on the 
DR and GR systems and so could be indiscernible from the noise due to the low contrast 
to noise ratio. Therefore, use of a higher dose image allowed more accurate measurements 
of the contrast degradation (sharpness) to be made. Five images were acquired of each test 
object with each thickness of PMMA. These images will be referred to as the ‘real images’. 
PMMA slabs of thickness 30, 50, 70 mm with no test object present were also imaged on 
the DR and GR detector using the imaging parameters noted above.
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Imaging test objects on specimen cabinet 
The aluminium foils and gold disc strip were also imaged using the digital specimen cabinet 
at x5 magnification and using a tube voltage of 18 kV The aluminium foils were imaged 
on top of 4 mm PMMA.
Generation of simulated images 
The images from the specimen cabinet were modified with MoCa using the appropriate 
equivalent attenuation coefficient for the specimen cabinet and the DR and CR system 
according to the PMMA thickness, tube voltage and target/filter combination used when 
acquiring the images and the MTFs measured on the digital specimen cabinet, DR and 
CR systems. The modified image of the test objects were then inserted into the images of 
PMMA alone acquired on the DR and CR systems. The insertion co-ordinates for the alu­
nunium were the same as the co-ordinates of the test objects in the ‘real images’ described 
above. These images are referred to as the ‘simulated images’.
S.3.2.3 Measurements
Large Area Contrast
The mean pixel values were calculated using Image J in the background and aluminium 
regions of the real and simulated images of the aluminium squares and linearised giving 
PVsfcp and PV^f. The large area contrast of the aluminium squares in the real DR and CR 
images and the simulated DR and CR images was calculated as the ratio of the difference 
in pixel value in the background and aluminium (PV k^g ~ PV^^), to the pixel value in the 
background (PVgtg). The ratio of the large area contrast of the aluminium foil in the real 
image to the large area contrast in the simulated image was calculated. If the contrast of 
the simulated image was exactly the same as the contrast of the real image this ratio would 
be equal to 1.0. A one-sample t test was performed to compare the mean ratio (averaged 
over all aluminium thicknesses and PMMA thicknesses) to the ideal value of 1.0 using 
GraphPad Prism Software Version 5 (GraphPad Software, Inc., 2236 Avenida de la Playa, 
La Jolla, CA 92037 USA).
Contrast Degradation
The contrast degradation due to unsharpness was the second measure of image quality. 
This is a relevant measure since calcifications are small objects which could suffer from
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degradation of peak contrast due to unsharpness. The contrast of each disc was calculated 
in both the ‘reaT and ‘simulated’ images. The contrast degradation was quantified using the 
contrast degradation factor (CDF). The largest diameter disc (0.8 mm) was assumed to have 
no degradation of peak contrast. The CDF for each disc diameter (d) was calculated as the 
contrast of each disc (C'(d)) normalised to the contrast of the largest disc (C(d=0.8mm)):
CDF was then plotted against the gold disc diameter (d) for the real and simulated CR 
and DR images, for each PMMA thickness. The following curve was fitted to the data 
points [47].
This allowed the trends in peak contrast degradation with size for the real and simulated 
images to be compared.
5.3.3 Results
5.3.3.1 Characterisation of systems
Modulation Transfer Function
Figure 5.1 shows the pre-sampled MTF of the DR and CR systems investigated, and the 
system MTF of the digital specimen cabinet.
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— Specimen cabinet - horizontal 
Specimen cabinet - vertical
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DR - vertical
—  CR - horizontal
— CR - vertical
Spatial frequency (mm )
Figure 5.1. Modulation transfer functions of DR system, CR system and digital specimen cabinet 
investigated.
Aluminium equivalent attenuation coefficient 
The aluminium equivalent attenuation coefficient measured on the specimen cabinet with a 
tube voltage of 18 kV and 0-6 mm PMMA is shown in figure 5.2.
PMMA Thickness (mm)
Figure 5.2. Aluminium equivalent attenuation coefficient measured on the digital specimen cabinet.
The aluminium equivalent attenuation coefficient measured on the DR system when 
the aluminium foils were imaged with a tube voltage ranging from 25-37 kV, with PMMA 
equivalent to breast thicknesses of 21-90 mm and for a Mo target and Rh filter is shown
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in figure 5.3a. The aluminium equivalent attenuation eoefficient on the CR system when 
the aluminium foils were imaged with a tube voltage ranging from 25-34kV, with PMMA 
equivalent to a breast thickness of 21-90mm and for a Mo target and Mo filter is shown in 
figure 5.3b. The aluminium equivalent attenuation coefficient was also measured with the 
other target and filter combinations available on the mammographie system.
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Figure 5.3. Aluminium equivalent attenuation coefficient measured on (a) DR system with Mo 
target and Rh filter, a tube voltage between 25-37 kV (b) CR system with Mo target and Mo filter, a 
tube voltage between 25-34 kV and PMMA equivalent to breast thicknesses of 21-90 mm.
S.3.3.2 Validation of MoCa
Large Area Contrast
The large area contrasts of the aluminium foils for the simulated and real images acquired 
on the DR detector are shown in figure 5.4a. The data points for the contrast of the simu­
lated images are joined with dashed lines to make it easier to differentiate these from the 
points representing the contrast of the real images of the aluminium foils.
5.3. VALIDATION OF INSERTION METHODOLOGY 79
0.4
0.3
Û 0.2
0.1
0.04
0.0
y
0.1 0.2 0.3
mrtiAl
(a)
30mm PMMA
/ î
50mm PMMA
"1 
70mm PMMA
0.4 0.5
0.4
-K 0.3
y  0.2
0.1
0.04
0.0 0.1
A"
i"'
0.2 0.3
mmAl
(b)
30mm PMMA 
. / ' ï
50mm PMMA
''' i  
70mm PMMA
0.4 0.5
Figure 5.4. Large area contrast of aluminium foils with 30, 50 and 70mm PMMA in real (dashed 
lines) and simulated (crosses) images (a) DR images (b) CR images. Error bars display two standard 
errors from the mean.
For DR there is good agreement within experimental errors at all aluminium thick­
nesses, the average ratio of the contrast of simulated to the contrast of real images over 
all aluminium and PMMA thicknesses being 1.034:0.04 (2 standard errors in the mean or 
sem). This average ratio did not significantly differ from the ideal value of 1.0 (p=0.09).
The large area contrasts of the aluminium foils for the simulated and real images ac­
quired on the CR detector are shown in figure 5.4b. This also shows good agreement. 
The average ratio of the contrast of the aluminium square in the simulated CR images to 
the contrast in real CR images (over all aluminium and PMMA thicknesses) was equal to
0.994:0.03. Again this did not significantly differ from the ideal value of 1.0 (p=0.36).
From figure 5.4b it would appear that the contrast of the specimen cabinet images mod­
ified with MoCa were systematically lower with 0.4 mm thickness of aluminium. The 
cause of this is unknown, however this is not of concern since the majority of the sim­
ulated calcification clusters used in this work have an aluminium equivalent thicknesses 
between 0.1-0.2 mm [97] (see figure 4.8), and so this is the most appropriate range to con­
sider. When reducing the range of aluminium thicknesses to 0.1-0.2 mm this ratio became 
1.014:0.03, which again did not significantly differ from the ideal value of 1.0 (p=0.73). It 
was therefore concluded that the contrast of the aluminium square was correctly modified 
by MoCa for both DR and CR images.
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Peak contrast degradation
The contrast degradation factors for the real and simulated CR and real and simulated DR 
images when the gold disc strip was imaged with 50 mm PMMA are shown in figure 5.5. 
The horizontal dashed line on the graph displays a contrast degradation factor of 1.0 for all 
disc diameters. This would occur with an imaging system suffering from no degradation 
of contrast with size. The data points with associated error bars (2 sem estimated from 
multiple images) are shown together with the fitted curve according to equation 5.4.
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Figure 5.5. Degradation of contrast for ‘real’ and ‘simulated’ images o f gold discs when the gold 
disc strip is imaged with 50mm PMMA on the DR and CR system. Error bars display two standard 
errors from the mean.
The fitted values of the parameter a (equation 5.4) are shown in Table 5.1 for the simu­
lated and experimental images.
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For 30, 50 and 70 nun PMMA the variation of contrast degradation with size was not 
significantly different for the ‘real’ and ‘simulated’ images as shown in Table 5.1. The ratio 
of the degradation of the contrast of the gold discs in the ‘simulated’ images to the degra­
dation of contrast of the gold discs in the ‘real’ images for DR and CR detectors, averaged 
over all three PMMA thicknesses were 1.007±0.008 and 1.002±0.013 respectively.
5.3.4 Discussion
In this work it was found that the contrast and sharpness of calcification clusters were 
correctly modified using MoCa for insertion into breast images acquired on the DR and 
CR systems investigated. Previous work [102] tracked the peak contrast of a cluster with 
changing exposure setting, breast thickness, MTF and pixel size. The general trends found 
by Zanca et al [102] were in agreement with this work. For instance, as the breast thickness 
increased the contrast decreased. Here the contrast and sharpness of images of test objects 
acquired on two clinical systems were compared to the contrast and sharpness of simulated 
Ullages of the same test objects (obtained under the same imaging conditions). It was found 
that the contrast and sharpness of real and simulated images were equal within experimental 
errors.
The alteration of the contrast of an image using MoCa is based on the assumption that 
the object being imaged has similar attenuation properties to aluminium. This has been 
shown to be valid for calcification clusters [95—97]. Gold discs were used to measure 
the sharpness of the images and it is less clear whether gold is suitable to simulate the 
contrast of calcifications. However since the gold discs were only being used to estimate 
the degradation of contrast due to unsharpness and not to measure the absolute value of 
contrast this is not believed to be a limitation.
In conclusion, for both the CR and DR systems investigated it was found that the con­
trast and degradation of contrast (or sharpness of the image) did not differ significantly 
between the images acquired on the DR and CR systems and the images acquired on a 
specimen cabinet, modified with MoCa and then inserted into DR and CR images. This 
work therefore concludes that use of MoCa to modify the sharpness and contrast of simu­
lated calcification clusters prior to insertion into breast images for use in observer studies 
results in inserted calcification clusters with the correct contrast and sharpness.
As well as being of the correct contrast and sharpness it is important that the calcifica­
tion clusters are clinically realistic. The next section describes an observer study performed 
to test if the simulated calcification clusters have a realistic appearance when inserted into
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breast images.
5.4 Realism of inserted calcification clusters
5.4.1 Introduction
The simulated calcification clusters were developed to be used in observer studies to inves­
tigate the effect of several factors on the detection of calcification clusters. It is important 
that the calcification clusters have a realistic appearance and are not detected in these ob­
server studies because they have an unusual appearance within the image. In this work a 
receiver operating characteristic (ROC) study was performed to determine whether radi­
ologists are able to distinguish between the appearance of real and simulated calcification 
clusters. ROC studies have been used for this purpose extensively in the past for the valida­
tion of simulated calcification clusters [73,105] and masses [105-108]. In these studies real 
and simulated cancers are shown to observers, who must rate whether each cancer is real 
or simulated. These ROC experiments are location-known-exactly experiments. Either the 
cancer is circled within the breast [73,107,108] or located at the centre of a region of the 
breast [106]. In this work the latter approach has been used. This was to prevent other fea­
tures in the breast apart from the simulated calcification cluster influencing the results, for 
instance surgical wires or other cancers. Although this does not allow the placement of the 
calcification cluster to be validated, all images with inserted calcifications were inspected 
by a radiologist who confirmed the locations were realistic. In addition, unlike masses or 
distortions where location and the distortion of the surrounding tissue is an indication of 
realism, due to the small size of the calcifications minimal distortion would be expected 
and so this is less important when validating the realism of calcification clusters.
5.4.2 Method
5.4.2.1 Image collection
In the study 45 breast images containing real calcification clusters were selected from the 
cancers which had been collected over a period of 18 months from two clinical sites. The 
calcification clusters were selected as being subtle or very subtle in appearance, having a 
similar size as the simulated clusters (less than 1 cm x 1 cm in area) and not being associ­
ated with any other cancerous feature, i.e. mass, asymmetric distortion and focal distortion. 
In addition, 45 normal breast images with inserted simulated calcification clusters were
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used. These were randomly selected from all the simulated calcification clusters gener­
ated using the methodology described in section 4.2 and inserted into normal breast images 
using the method described in section 5.2. The raw images with simulated calcification 
clusters were processed using Hologic image processing which matched the processing of 
the clinical images containing real calcification clusters (Selenia V.4.7.3 FFDM image pro­
cessing). Examples of real (bottom row) and simulated (top row) clusters are shown in 
figure 5.6.
Figure 5.6. Examples of clusters used in the realism study. Top row shows simulated clusters and 
bottom row shows simulated clusters. Each region is 14x 14 mm.
5.4.2.2 Study design
Six experienced observers took part in the observer study. The observers were all radi­
ologists from the same centre with between 3-19 years experience reading mammography 
images (average = 12 years), and each reading at least 5000 screening examinations per 
year. All observers were certified to interpret mammography images as defined by the UK 
NHS Breast Screening Programme [109].
As described above observers were shown the portion of the breast (200x200 pixels) 
containing the calcification cluster as performed by Berks et al [106]. The images of the 90 
calcifications clusters (45 real and 45 simulated) were shown randomly, and for each cluster 
the observers were asked to rate the cluster on a six point scale according to whether they
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thought the calcification cluster was real or simulated. An even number of ratings was used 
so there was an unambiguous selection of a central cutoff:
1. SIMULATED: High Confidence
2. SIMULATED: Moderate Confidence
3. SIMULATED: Low Confidence
4. REAL: Low Confidence
5. REAL: Moderate Confidence
6. REAL: High Confidence
A piece of software written by Premkumar Elangovan was used to display the calcifi­
cation clusters and record the selected ratings.
5.4.2.3 Statistical analysis
First, a simple analysis of the scores given to real and simulated calcification clusters was 
performed. Due to the even number of ratings, it was possible to re-bin the scores for 
each observer into two categories - calcification clusters marked as simulated (rating 1- 
3) and calcification clusters marked as real (rating 4-6). For each observer the data were 
bootstrapped 5000 times. The mean number of times the real and simulated calcification 
clusters were marked as real or simulated, and the associated 95% confidence interval were 
calculated. From this data for each observer an average difference in the percentage of 
actually simulated and actually real calcification clusters marked as real and the associated 
95% confidence interval were calculated. Calculating the 95% confidence interval and 
mean using bootstrapping assumes that the distribution can be approximated by a normal 
distribution. Therefore a Jarque-Bera test was applied to check this assumption.
After this simple analysis of the scores, ROC analysis was performed. The fitted ROC 
curves were calculated using ROCkit software (Metz ROC Software, The University of 
Chicago), which uses maximum likelihood estimation to fit a binormal ROC curve to the 
ratings. This software does not allow generalisation to a population of readers and so 
overall performance was assessed using DBM MRMC 2.1 software (Metz ROC Software, 
The University of Chicago) and the trapezoidal area underneath the ROC curve as the figure 
of merit. This software performs significance testing using the Dorfman-Berbaum-Metz 
(DBM) analysis of variance (ANOVA) technique as described in section 3.2.
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The closer the reader-averaged area under the ROC curve is to one, the better the ob­
servers were able to distinguish the real and simulated calcification clusters. If the reader- 
averaged area under the ROC curve is equal to 0.5 within the 95% confidence interval then 
the observers found no significant difference in the appearance of the real and simulated 
clusters.
Finally, the experience of each observer was plotted against their area under the ROC 
curve. The Spearman correlation test was performed to investigate if there is a correlation 
between performance and experience when investigating the difference between real and 
simulated calcification clusters.
5.4.3 Results
After each observer had taken part in the study they were asked for feedback. All observers 
said they hadn t seen any very simulated’ looking clusters and they thought the simulations 
were very good. This is evident in the distribution of scores for all six observers (shown 
in figure 5.7). It can be seen that five out of the six observer did not consider any of the 
calcifications to have a simulated appearance with a high confidence. Only one out of the 
six observers considered none of the calcifications as real with a high confidence, however 
this observer used mainly low confidence scores of 3 and 4 (figure 5.7d).
5.4. REALISM OF INSERTED CALCIFICATION CLUSTERS 87
A ctually Simulated 
Actual l\ Real
High confidence
simulated Score - - -- - -- - - - confidence real
(a) Observer 1
J i
■  Actually Simulated
■  Actually Real
H
High confidence 
simulated
High 
confidence real
(d) Observer 4
I  A ctually Simulated 
I  A ctually Real
JillI
High 
confidence real
(b) Observer 2
I  Actually Simulated 
I Actually Real
I ll il
High confidence 
simulated
High 
confidence real
(e) Observer 5
I Actually Simulated 
I A ctia llv  Real
L I I  i
High confidence 
simulated
High 
confidence real
(c) Observer 3
Actually Simulated 
A ctualh Real
confidence real
High confidence 
simulated
(f) Observer 6
■  Actually Simulated
■  Actually Real
1
High confidence 
simulated Score -
High 
confidence real
(g) Observer 7 
Figure 5.7. Frequency of score by each observer.
Scores 1-3 were re-binned as having been marked as simulated and scores 4-6 were re­
binned as having been marked as real. The number of actually real and actually simulated 
calcification clusters marked as real or simulated for each observer is given in Table 5.2.
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Observer Actual Status Marked Status
Simulated Real
1 Simulated 51 (36, 64) 49 (33,62)
Real 44 (31, 60) 56 (40,69)
2 Simulated 13 (7,29) 87 (73, 93)
Real 22(11,36) 78 (62, 89)
3 Simulated 22(11,38) 78 (64, 89)
Real 11 (4,22) 89 (76,96)
4 Simulated 47 (33,62) 53 (40, 69)
Real 49 (33,64) 51 (36,67)
5 Simulated 31 (18,47) 69 (56, 82)
Real 20(11,33) 80 (67, 91)
6 Simulated 24 (13,40) 75 (62, 87)
Real 18(9,31) 82 (68,91)
6 Simulated 18 (9, 31 ) 82 (69, 91)
Real 20(11,33) 80 (67,91)
Table 5.2. Percentage of actually real and actually simulated calcification clusters which each ob-
server marked as real or simulated. Bracketed values show 95% confidence intervals calculated 
using bootstrapping.
It can be seen that observers distributed their scores differently. Observer 1 and 4 had
more spread scores and marked roughly 50% of both the real and simulated calcifications
to be real. Observers 2, 3, 5 and 6 on the other hand marked around 70-90% of the real
and simulated clusters to be real. However, for all observers the 95% confidence intervals
for the marked status of actually real and simulated calcification clusters were overlapping 
(table 5.3).
The area underneath the ROC curve (A^) and the 95% confidence interval for each
observer is given in Table 5.3. For all observers the 95% confidence interval includes the 
value 0.5.
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Observer Ag Lower Cl Upper Cl
1 0.53 0.41 0.65
2 0.49 0.37 0.61
3 0.57 0.47 0.61
4 0.49 0.37 0.67
5 0.56 0.44 0.60
6 0.52 0.40 0.64
7 0.49 0.37 0.64
Table 5.3. Area under the ROC curve (A^) and 95% confidence interval for each observer.
The fitted ROC curves with 95% confidence intervals shown as dashed lines are given 
in figure 5.8a. The empirical curves are shown in figure 5.8b. There are very wide error 
bars on the fitted curves. The area underneath the ROC curve in Table 5.3 is derived from 
the trapezoidal area underneath the empirical curves (figure 5.8b).
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— Observer 3
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— Observer 7
— Observer 1 
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Figure 5.8. ROC curve for each observer, (a) Fitted curves calculated with ROCkit. The dashed 
lines show upper and lower limit in fit. (b) Empirical ROC curves.
The area under the ROC curve for each observer is plotted against their number of years 
experience interpreting mammography images in figure 5.9. The Spearman correlation test 
indicated that there was no significant change in the performance of observers distinguish­
ing real and simulated calcification clusters with increasing years of experience (p = 0.50).
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Figure 5.9. Area underneath the ROC curve plotted against number of years experience interpreting 
mammography images.
Averaged over all observers and taking into account of the associated correlations, the 
area underneath the ROC curve was 0.52 (0.48,0.56) with readers and cases treated as 
random factors in the ANOVA analysis.
5.4.4 Discussion
The simulated calcification clusters were found to have a realistic appearance. First a basic 
comparison of the scores assigned to real and simulated calcification clusters was per­
formed and found that on average there was not a significant difference in the fraction of 
actually real and simulated calcifications marked as real. Quantitative ROC analysis was 
performed, using the area underneath the ROC curve as the measure of performance. Since 
the 95% confidence interval for the reader-averaged area underneath the ROC curve in­
cluded 0.50 it was concluded that the observers did not find a significant difference in the 
appearance of the simulated calcification clusters from the appearance of the real clusters.
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Other work has used two forced alternative choice experiments to validate the realism 
of simulated calcification clusters [82]. In these experiments pairs of real and simulated 
calcification clusters are shown and the observer must select which of the two clusters they 
believe to be simulated. Such a study design was not chosen in this work because as has 
been discussed by other authors also [105], this type of study measures whether the sim­
ulated clusters can be distinguished from the real clusters, but not whether the simulated 
clusters are realistic. All of our calcification clusters were extracted from x5 magnifica­
tion images of mastectomy samples imaged on a specimen cabinet. At this magnification 
the field of view of the detector is 1x1 cm^. Therefore all the simulated calcifications will 
cover an area less than 1x1 cm^, whereas real calcification clusters will be more variable 
in size. Using a 2AFC experiment an observer may distinguish between the real and sim­
ulated calcification clusters because the real calcification clusters have a larger variation in 
size than the simulated calcification clusters. However, this does not mean the simulated 
calcification clusters are not realistic just that they only represent a proportion of real cal­
cifications. Because this study is interested in whether the simulated calcification clusters 
were realistic an ROC approach was more appropriate.
There are several limitations to this piece of work. Although, the number of cases used 
was larger than some previous studies in which the realism of simulated cancers has been 
measured [106,107], it was smaller than others [73,105,108] and less than would have 
ideally been used. This is because collection of suitable real calcification clusters (small, 
subtle and without the presence of a mass) was very time consuming. As described in 
section 3.3, the power of a study can be increased by increasing the number of observers or 
the number of cases. Therefore, to increase the power of the study and compensate for the 
limited number of cases all experienced radiologists and radiographers trained to interpret 
digital mammography images at the local centre were invited to participate in the study to 
ensure a large pool of readers.
In addition to being limited in the number of cases, some of the real cases with calcifi­
cation clusters had other features present in the breast distant from the calcification cluster, 
such as other cancers, surgical scars or surgical wires. In order to prevent the other features 
in the breast causing observers to tell which calcification clusters were real and which are 
simulated observers were shown only a portion of the breast centred on the calcification 
cluster in question. Ideally the entire breast would be shown, however due to the small 
size of a calcification, distortion of breast tissue from calcifications in the breast is minimal 
and therefore the surrounding tissue is of less importance for the validation of calcification 
clusters in comparison to the validation of masses.
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In conclusion, this work found that our simulated calcification clusters have a realistic 
appearance.
5.5 Summary
This chapter described the methodology used when inserting calcification clusters into 
breast images for use in an observer study. Using quantitative measurements it was shown 
that the contrast and sharpness of the simulated calcification clusters after insertion is cor­
rect, and an observer study demonstrated that the simulated calcification clusters are realis­
tic in appearance. In the next chapter an observer study is described in which breast images 
with inserted calcification clusters were used. The observer study aims to investigate if de­
tector type, x-ray dose level or image processing algorithm significantly effect calcification 
detection.
6 I Observer Study 1: Effect of detector type, dose 
and image processing on detection of 
calcifications
6.1 Introduction
Chapters 3-5 focussed on the preparation required for observer studies. In chapter 3 the 
statistical methodologies used when analysing observer studies were detailed. In chapters 
4 and 5, the simulation and insertion methodologies used during calcification simulation 
were described. In this chapter, an observer study is described in which breast images with 
inserted simulated calcification clusters (as described in chapters 4 and 5) are used, and the 
results of the study are analysed using the statistical methodologies described in chapter
3. The observer study aims to determine if there is a significant difference in calcification 
detection between different digital mammography systems, different x-ray dose levels and 
different image processing.
Commercially available direct digital (DR) and computed radiography (CR) mammog­
raphy systems (described in Section 2.5) vary greatly in terms of physical performance and 
cost. Some large clinical trials have provided insight on the clinical performance of various 
detectors [2,3]. However, the authors did not intend to compare one digital manufacturer’s 
equipment to another but to compare digital with screen-film mammography for each digi­
tal manufacturer. Since different women were imaged on different digital systems it would 
not have been possible to perform a paired comparison between different manufacturers.
As well as different digital systems, each system can be operated in a variety of ways 
that affects its performance. The automatic exposure control (AEC) can be set to give 
a higher or lower dose for a particular breast thickness. Also each manufacturer’s system 
uses a different image processing algorithm. Therefore, as well as investigating the effect of 
different detectors on calcification detection it is also important to investigate the effect of 
dose and image processing. Previous work comparing the detection of micro-calcification 
clusters in mammographie images have found mixed results [110, 111]. A phantom study 
[110] found that an a-Se flat-panel detector outperformed a CCD system, a high resolution 
CR detector and a screen-film system. Finally, a prospective clinical study [111] found that
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detection of lesions containing calcification was higher with an a-Si DR detector compared 
to CR. Both these studies however, suffered from one of the following limitations: images 
of phantoms were used rather than clinical images [110], hard copy of digital images was 
viewed [110,111] (this is not current clinical practice in the UK), subjective measures of 
image quality were used [111] and sophisticated ROC/FROC analysis was not performed.
The effect of change in dose on micro-calcification detection has also been investigated 
in the past [77,112,113]. Two studies using phantom and clinical images with simulated 
calcifications found a significant reduction in detection at quarter the dose level but not half 
the dose level [77,113]. Both these studies used a location-known exactly experimental 
paradigm. Using this paradigm is a liimtation if it is aimed to predict the clinical perfor­
mance that requires both search and classification [114]. A further study [112] inserted 
simulated mass and calcification clusters into clinical images. These images were then 
simulated to 50% and 30% of the original dose level. The entire image was viewed during 
the study, and observers were required to localise the lesions prior to rating the lesion on 
how confident they were that they had identified a lesion. This study found a significant 
reduction in detection at 50% and 30% the original dose level.
Finally, several previous studies have investigated the effect of image processing on 
calcification detection [70,115—117]. One small study [116] found no significant difference 
in detection due to image processing. Three other studies [115,117,118] compared digital 
images with different image processing to screen-film imaging, but did not compare image 
processing software directly. The remaining study by Zanca et al. [70] used unprocessed 
clinical images into which simulated calcification clusters were inserted. This study found 
significant differences in detection between several image processing algorithms.
In theory one could investigate calcification detection by organising clinical trials to 
measure detection for different image qualities. In practice such trials would be very ex­
pensive due to the low incidence of cancer in screened populations and there would be 
ethical issues if there were multiple radiation exposures on the same women. The alter­
native approach used here mimics mammographie imaging by inserting simulated calci­
fication clusters into normal digital mammograms acquired with an amorphous selenium 
DR detector. The images were then modified using a method described previously [119] 
to have the appearance of images acquired on a CR detector typical of the single-sided 
granular type widely used in Europe. The images were also modified to have the appear­
ance as if they were acquired on both systems at lower dose levels. An advantage of this 
approach is that the inserted calcifications and anatomical backgrounds were identical be­
tween the different test sets used in the observer study. This is important because variations
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in anatomical background are expected to have a major impact on cancer detection and are 
a confounding factor in studies of this type. Thus our approach allowed paired comparisons 
of images of different image qualities, and was suitable for FROC analysis, overcoming the 
limitation of some of the previous studies described above.
There are various methods of measuring the physical performance of digital mammo­
graphie imaging systems. Currently acceptable and achievable limits of image quality as 
set in the European protocol for the quality control of the physical and technical aspects of 
mammography screening [4] are based on images obtained with the CDMAM mammogra­
phy test object (Artinis Medical Systems, Zetten, The Netherlands). The acceptable limit is 
the border between acceptable and unacceptable performance of a system, and the achiev­
able limit is the performance which systems should aim to achieve. However, it is uncertain 
how the results of such tests relate to clinical performance. An obvious criticism of the test 
object is that it lacks structured noise equivalent to normal breast structure. Another dif­
ference is that current measures of image quality use unprocessed images of test objects 
whereas radiologists only look at images that have undergone additional processing e.g. by 
reducing noise and/or enhancing edges and contrast. There has been very little work in­
vestigating this in the past. Carton et al. [120] performed three different contrast resolution 
tests for four different detectors: noise equivalent quanta, contrast-detail curves using the 
CDMAM phantom and detection of simulated calcifications in mastectomy samples. All 
three tests ranked the systems in the same order but the correlation between contrast-detail 
curves and detection of simulated calcification was not directly reported. There is an urgent 
need to evaluate how performance assessed using the CDMAM phantom relates to cancer 
detection, and whether the current limits for image quality are set appropriately.
In summary this work aims to answer three questions: Is calcification detection affected 
by a change in digital mammography detector, dose level and image processing? How do 
measures of the physical performance of digital mammography systems relate to calcifica­
tion detection? Are the current limits for such physical measurements set appropriately?
This work is published in Medical Physics [121]
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6.2 Method
6.2.1 Case preparation
6.2.1.1 Image generation
One hundred and sixty two unprocessed anonymous patient images were collected from a 
Hologic Selenia mammography unit (Hologic Inc., Bedford, Massachusetts, USA). These 
images were read as normal but there has been no follow up to confirm this. Each image 
used in the study was a single view of one patient’s breast: the view (CC or MLO) and 
breast (left or right) were randomly selected. Ideally, two views of both breasts would be 
displayed as would be the case in the clinic. However, only 2D simulated calcification clus­
ter images (as described in section 4.2) were available and these could not be re-oriented for 
insertion into both views. Patients were aged between 47-73 years, and had been referred 
for a mammography examination as they were either symptomatic or high risk. The com­
pressed breast thicknesses ranged from 24-92 mm (average of 54 mm), mean glandular dose 
for a 50-60 mm breast was 2.09 mGy, calculated using the methodology described in the 
European protocol [4]. The images were acquired at 24-34kVp (average of 29 kVp), with 
a target/filter combination of either molybdenum/molybdenum or molybdenum/rhodium. 
The pixel size was 70 fjm.
Simulated calcification clusters were extracted from unprocessed digital images of sliced 
mastectomy samples as described in Section 4.2. A total of thirty-three unique normalised 
cluster images were generated from 7 mastectomy slices (several clusters were extracted 
from each sample). The number of unique cluster images which could be generated was 
limited by the number of mastectomy samples available during the period of preparation 
for the study. However, it was preferable to use a large number of clusters in the study 
as this is expected to increase the statistical power [72]. Therefore, to increase the num­
bers available the calcifications within each cluster were re-arranged. When rearranging 
the calcifications the orientations of the calcifications were unchanged but the positions of 
their centroids were swapped. The rearranged clusters were inspected by a radiologist who 
confirmed that they looked sufficiently different in the image to the original clusters, and 
so could be treated as unique clusters. Including the original 33 clusters this gave a total of 
66 clusters. Forty-seven of the clusters were repeated twice within the image set, however 
each repeated cluster was rotated and/or flipped horizontally or vertically in relation to the 
original cluster. The final number of clusters inserted into the clinical images was 113. As 
described in section 5.2 prior to inserting the cluster image into a normal breast image, the
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appearance of the cluster image was adjusted to ensure it had the correct contrast and sharp­
ness as if it had been within the patient when she was imaged on the digital mammography 
system.
Half of the 162 normal breast images collected had 1-3 cluster templates inserted (using 
the software Sara [122]). Of the 81 abnormal images 70% had one cluster inserted, 20% 
had two clusters inserted and 10% had three clusters inserted (replicating the proportions 
used by Zanca et al. [70]). This encourages readers to search for more clusters after finding 
one or two and replicates clinical reality. At the location of each cluster insertion the pixel 
value of each pixel in the normalised cluster image was multiplied by the pixel value of the 
corresponding pixel in the unprocessed linearized breast image. The regions of breast tissue 
into which the clusters were inserted were assigned to the broad categories: glandular, fatty, 
mixed with high density structure and mixed without high density structure. The regions 
were selected so that there were equal numbers of each category in the study. Clusters were 
inserted in any location over the breast (excluding the nipple and skin edge). All images 
were reviewed by an experienced radiologist for the realism of the cluster and its location in 
the breast. This resulted in 81 images with inserted calcification clusters (abnormal images) 
and 81 images which remained normal. These 162 images are referred to below as ‘normal 
dose DR’ images. Examples of calcifications inserted into each of the four categories of 
background (taken from four different clinical images) are shown in figure 6.1.
(a) (b) (c) (d)
Figure 6.1. Examples of clusters used in the observer study (inserted in four different categories of 
background (a) Fatty (b) Mixed without high density structure (c) Mixed with high density structure 
(d) Glandular. Each image segment is 200 x 200pixels (pixel size of 70/im).
6.2.1.2 Image modification
The normal dose DR images were copied and modified to generate image sets at four 
different image qualities: CR images at the same dose level as the normal dose DR images 
(‘normal dose CR ) and at half this dose level (‘half dose CR ), and DR images at half and
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quarter the original dose level (‘half dose DR’ and ‘quarter dose DR’ respectively). The CR 
system simulated is not exactly like one particular CR system but instead representative of 
the so called ‘phosphor powder plates’ available. We have characterized the system which 
has been simulated in terms of performance with the CDMAM test object to investigate 
how its performance compares with other systems. This simulation was achieved using the 
validated methodology described by Mackenzie et al. [119] where differences in the MTF, 
noise power spectra and signal transfer properties were accounted for. The simulation was 
performed by Alistair Mackenzie using a program he had written in Matlab.
The modification process to simulate the four different image qualities described above 
consists of several stages. In the description of these stages, the DR system is called the 
original system and the image quality being simulated, e.g half dose DR or normal dose 
CR, is called the target system. First the unprocessed image from the original system was 
linearised. This linearised image was then blurred in the Fourier domain by multiplying it 
by the ratio of the pre-sampled MTF of the target system to the pre-sampled MTF of the 
original system. The blurred image was in turn then multiplied by a factor to account for 
the dose change between the target and original systems. The latter multiplication does 
not account correctly for the change in image noise between the original and target systems 
and a zero mean image with the appropriate amount of correlated noise was finally added to 
account for this difference. The simulation procedure required the noise equivalent quanta 
(NEQ) of the image being simulated to be poorer than the NEQ of the image from which it 
is being simulated. This holds true for CR and DR at the same dose level as shown in figure 
6.2a which displays the NEQ of the Hologic Selenia DR and simulated CR at an incident air 
kerma to the detector of 89 //Gy. The simulated CR image was not re-sampled and so had 
a pixel size of 70//m. The simulation methodology has been validated using quantitative 
measurements of the MTF, NFS and threshold gold thickness (using the CDMAM test 
object) for real and simulated images [119]. The MTF and NNFS of the simulated images 
closely matched those of the real images. The MTFs of the DR and simulated CR system 
are shown in figure 6.2b. The threshold gold thicknesses for the CDMAM test object for 
the simulated and real images were also similar.
6.2 . METHOD 99
X  1 0 - "
— DR x-direction
— DR y-direction
— CR x-direction
— CR y-direction
S 2.0
Frequency (nim )
(a)
— DR x-direction
— DR y-direction
— CR x-direction
— CR y-direction
S
0 10 15
Frequency (mm' )
(b)
Figure 6.2. Characterisation measurements on Hologic Selenia DR system and simulated CR used 
in study, (a) NEQ for DR and simulated CR (incident air kerma to detector = 89 fiGy) (b) MTF for 
DR and simulated CR. (Graphs provided by Ahstair Mackenzie).
6.2.1.3 Image processing
The final step in the imaging chain prior to display was processing the images using a com­
mercial image processing package. The two packages available were from Hologic who 
manufactured the DR system used to obtain the original images and Agfa Musica-2 (Agfa 
Healthcare, Mortsel, Belgium). The normal dose DR images were processed with both Ho­
logic and Agfa image processing software. All other image quality levels were processed 
only with the Agfa software. The Agfa software is useable for a range of detectors and has 
been routinely used with images from systems using both DR and CR detectors making 
it suitable for this study where two detector types were being compared. Examples of the 
same portion of an image with inserted cluster, at the six different image qualities described 
in section 6.2.1.2 are shown in figure 6.3. In the study observers inspected the entire image 
not just the portion shown in the figure.
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(a)
(d)
(b) (c)
(e) (f)
Figure 6.3. Processed regions of interest (200x200 pixels) from an image in the study at all image 
qualities (a) normal dose DR images with Hologic image processing (b) normal dose DR images 
with Agfa image processing (c) half dose DR with Agfa image processing (d) quarter dose DR 
images Agfa image processing (e) normal dose CR with Agfa image processing (f) half dose CR 
with Agfa image processing.
6.2.2 Study protocol
Seven observers took part in the study: 5 radiologists and 2 radiographers all certified 
as defined by the UK NHS Breast Screening Programme [109] and reading a minimum of 
5000 examinations per year. Each observer read 972 images (162 images at each of 6 image 
qualities). The observer study was performed in our laboratory. The room illuminance 
was monitored before each session, and was maintained at the ambient level of 3.6-8.2 
lux [123]. The breast images were displayed on calibrated 5Mpixel monitors (BARCO 
Model: MDMG-5121) using Sara software [122] and were scaled to fit the monitors. Since 
the DR and CR images used in the study had the same pixel size this scaling factor was 
the same for all image qualities. An electronic magnification tool (dimensions 200 x 200 
pixels) was provided which could be moved freely over the image to display the selected 
portion of the image so that one monitor pixel corresponded to one image pixel. The
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observers were asked not to alter the window or zoom the entire image. Every observer 
inspected 162 images in a session with a break after 81 images. To minimise the effect 
of learning during the course of the study equal numbers of images from the six image 
quahties were randomly distributed in each session with a minimum of one week between 
sessions. Prior to the study observers were trained for the task using a pilot study of 60 
images and 50 calcification clusters not included in the current study. Before starting each 
session the observers reviewed a short training set comprising five images not included in 
the study to re-familiarise with the task and the software. The observers were asked to 
ignore single calcifications and vascular calcification. On identifying a suspicious region 
within an image the observer marked its location and assigned a rating on a five point scale 
according to their confidence that the suspicious region was a calcification cluster:
1. Probably not a calcification cluster
2. Possibly a calcification cluster
3. Somewhat confident this is a calcification cluster
4. Moderately confident this is a calcification cluster
5. Very confident this is a calcification cluster
Observers were encouraged to use the full range of scores as required for statistical 
analysis. The co-ordinates of the marked location and the rating were recorded automati­
cally for subsequent statistical analysis.
6.2.3 Statistical analysis
In this study the location of the disease is important and there can be multiple lesions per 
case. In such circumstances free response operating characteristics (FROC) analysis should 
be used (as described in section 3.1.4). Free response operating characteristic (FROC) 
analysis has been used in similar studies [70,98,112,124]. When inspecting an image, 
if the observer correctly identifies the location of a cancer within a specified area, this 
results in a lesion localisation (LL). If the observer marks outside this specified area or 
marks a region on a normal image, this is a non-lesion localisation (NL). In this study, the 
specified area was the area within the smallest rectangle bounding the cluster. The points 
on the alternative FROC (AFROC) curve are the fraction of lesions localised (LLF) against 
the fraction of normal images with at least one NL at a particular level of confidence.
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The most lax point is when all suspicions regions marked within the rectangle containing 
the cluster with a score 1-5 are considered a LL. The most stringent point is when only 
suspicious regions marked within the specified area with a score 5 are considered a LL. 
There are then 3 intermediate points between these two extremes. The performance of an 
observer inspecting images of a particular image quahty is expressed as a figure of merit 
(FoM) calculated as the trapezoidal area underneath the points in the AFROC curve when 
joined with a line segment to (1, 1) [124]. In this study jack-knifed FROC (JAFROC) 
[59] was performed (using the software JAFROC Version 4.0). Using this methodology, 
each case was removed in turn from the analysis, the FoM recalculated and a pseudo­
value calculated using the equation 3.3. The pseudo-values were then analysed using the 
Dorfman-Berbaum-Metz (DBM) analysis of variance (ANOVA) technique [48], and the 
reader averaged JAFROC FoM for each image quality and the associated 95% confidence 
intervals were calculated. The confidence lumts for differences in FoM between different 
image qualities were estimated using the same methodology.
ROC analysis has traditionally been the most commonly used method of analysis for 
studies comparing modalities and so ROC analysis was also performed as a secondary 
analysis. The equivalent ROC rating was assumed to be the highest FROC rating for a 
given image and a score of 0 was assigned to any unmarked images. ROC analysis was 
performed using the software DBM MRMC Beta Version 2.0. The figure of merit for ROC 
analysis is the area underneath the trapezoidal ROC curve. Finally, many previous studies 
using FROC analysis quote lesion localisation fraction (LLF) and non-lesion localisation 
fraction (NLF) pairs [61,112,124]. The LLF at a NLF of 0.1 was also calculated. The NI F  
rate seen clinically would be much lower, however this was the lowest possible NLF value 
which allowed stable results.
6.2.4 CDMAM measurements
Images of a CDMAM test object were obtained as described in the European protocol [4]. 
As described in Section 2.6 the CDMAM test object (figure 6.4) consists of a matrix of 
gold discs with thickness from 0.03 //m to 2 and diameters from 0.06 nun to 2 mm, on 
a 2 nun aluminum base encased in PMMA.
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Figure 6.4. CDMAM test object.
The phantom was positioned with 20 mm PMMLA blocks above and below. Sixteen im­
ages of the CDMAM phantom were acquired using the automatic exposure control (AEC) 
selected imaging parameters (29 kV molybdenum target and rhodium filter) on the DR sys­
tem. The CDMAM images were then modified as described in section 6.2.1.2 to have the 
appearance of CR images at the same and half the original dose level and DR images at half 
and quarter the original dose level. This modification was performed by Alistair Macken­
zie. Each set of unprocessed images was automatically analysed to determine the threshold 
gold thickness at all disc diameters [45,125]. The measurements were then compared to 
the limiting threshold gold thickness for the 0.1 mm and 0.25 mm gold disc diameters as 
set out in the European protocol [4].
6.3 Results
6.3.1 Observer study
The raw data points and fitted AFROC curves for two observers who took part in the ob­
server study are shown in figure 6.4 (the two observers were randomly selected from the 
tota] seven). Error bars are shown for three image qualities and display the 95% confidence 
interval calculated by bootstrapping the data.
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Figure 6.4. Alternative free response operating characteristic (AFROC) curves for two observers 
((a) and (b)) inspecting the six image qualities. The crosses show the raw data points calculated 
using the confidence scores for three of the image quahties. The associated error bars show the 95% 
confidence intervals estimated using bootstrapping. Data points and error bars for the remaining 
three image qualities have been omitted to reduce clutter in the figure.
The reader-averaged AFROC curve for all six image qualities is shown in figure 6.5.
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Fraction of normal images with at least one NL 
Reader averaged AFROC curves showing performance at all six image qualities.
The reader-averaged JAFROC and ROC figure of merits for each image quality are 
given in table 6.1. The reader-averaged LLF (or lesion sensitivity) at NLF equal to 0.1 is 
also given in Table 6.1. Lesion sensitivity dropped by 42% at this NLF for CR compared to 
DR at the same dose level. There were also 35% and 29% drops in lesion sensitivity when 
halving the dose for DR and CR respectively.
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The ANOVA procedure displayed significant differences in performance between sev­
eral image quality pairs (Fig. 6.6). The error bars are the associated 95% confidence limits. 
The difference in FoM between two image qualities is significant if the 95% confidence 
interval does not include zero. From this figure it can thus be seen that the same image 
quality pairs were found to be significantly different from one another when using ROC 
or JAFROC analysis. The other 8 possible pairs compare image qualities where multiple 
factors have changed, e.g. Normal dose DR v. Half dose CR and so are less noteworthy. 
The observers’ detection performance decreased significantly when inspecting CR images 
compared to DR images at the same dose level with Agfa image processing (change in 
JAFROC FoM o f-0.20 [95% confidence interval Cl: -0.25, -0.14]). Detection performance 
also decreased significantly when halving the DR and CR doses (change in JAFROC FoM 
of -0.15[95% Cl: -0.21, -0.10] and -0.09 [95% Cl: -0.14, -0.03] for DR and CR respec­
tively). In addition, there was a significant difference in detection performance between 
DR at half and quarter the dose level (change in JAFROC FoM of -0.15 [95% Cl: -0.21, 
-0.10]). Finally, the observers’ performance did not differ significantly between the two 
types of image processing investigated (change in JAFROC FoM of -0.005 [95% Cl: -
0.060, 0.05]).
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Image Quality (IQ) paws
Figure 6.6. Difference in FoM between several image quality pairs (error bars indicate 95% confi­
dence intervals).
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6.3.2 CDMAM measurements
The threshold gold thickness for each image quality is plotted against the corresponding 
dose for the 0.1 mm and 0.25 mm disc diameters in figure 6.7a and figure 6.7b respectively. 
A power law has been fitted to the data as performed when test-typing digital mammogra­
phy equipment [4,43]. The acceptable and achievable limits for the 0.1 mm and 0.25 mm 
disc diameters set in the European protocol [4] are also shown, along with the dose limit 
for a breast equivalent to 50 mm thickness of PMMA. Following the European protocol, 
a system must perform below the dashed line denoting the acceptable limit and to the left 
of dashed line denoting the dose limit. From the figures it is evident that a wide range in 
performance was simulated in this study. However, all image qualities apart from half dose 
CR passed the acceptable limit.
2.5-,
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1.0- Achievable
fS 0 .5 -
DR  
-B - CR
0.0
0.0 0.5 1.0 2.0  2.5 3.0
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I
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(a) (b)
Figure 6.7. Threshold gold thickness at five different image qualities: DR at normal, half and quarter 
dose level shown with disc points, and CR at normal and half dose level shown with square points 
(a) 0.1 mm gold disc diameter (b) 0.25 nun gold disc diameter. Acceptable and achievable standards 
as set in the European protocol [4] are also shown along with the dose hmit for a breast thickness 
equivalent to 50 mm PMMA.
6.3.3 Relating CDMAM threshold gold thicknesses and observer per­
formance
In order to determine the relationship between CDMAM threshold gold thickness and 
reader performance, the reader-averaged JAFROC figure of merit for each image quality 
has been plotted against the threshold gold thickness determined from the CDMAM im­
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ages for the 0.1 mm and 0.25 mm disc diameters (figure 6.8a and figure 6.8b). A power law 
relationship has been fitted to the data, which shows a strong correlation for both detail sizes 
(R^=0.94 and R^=0.88 for 0.1 mm and 0.25 mm disc diameters respectively). The probabil­
ity that such a relationship would occur by chance is less than or equal to 5% (p<0.05). It 
can therefore be concluded that lower threshold gold thickness suggests good calcification 
cluster detection, and so CDMAM measurements provide a measure of performance which 
is relevant to calcification detection.
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Figure 6.8. Reader-averaged JAFROC FoM from the observer study plotted against the threshold 
gold thickness from CDMAM phantom images at the same IQ for (a) 0.10 mm and (b) 0.25 mm 
gold disc diameter. DR at normal, half and quarter dose level shown with cross points, and CR at 
normal and half dose level shown with diamond points. The results from the observer study include 
only images processed using Agfa image processing. The CDMAM analysis was performed on 
the unprocessed image. Error bars represent the 95% confidence interval. The acceptable and 
achievable limits as set in the European protocol [4] are displayed as dashed fines.
6.4 Discussion
This observer study found significant differences in calcification detection between several 
of the image quality pairs investigated. There was a significant reduction in calcification
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detection when inspecting CR images compared with DR images. This result is consistent 
with the prospective study by Schueller et al. [111] in which 150 patients were imaged on 
both a CR and DR detector. More calcifications were detected using DR compared with 
CR. The work described here overcomes several limitations of this study. In the study by 
Schueller et al. [ I ll]  images were printed on film before being read, whereas my study 
better replicated clinical practice in the UK where the majority of digital images are read 
soft copy. Additionally, when imaging the same patient on two different modalities (CR 
and DR), it is impossible to achieve exactly the same patient position and compression. 
This would result in a difference in the appearance of the breast structure in the images, 
which would have an un-measureable effect on cancer detection. In my study however, the 
use of simulated images allows a paired comparison of CR and DR with no difference in 
positioning. The simulated CR image quality levels were representative of the so called 
powder phosphor CR plates, as opposed to the needle photostimulable phosphor based 
CR systems which have been shown to have better physical performance [29].
Micro-calcification detection was also found to be significantly reduced when halving 
and quartering the dose level. In two previous studies [77,113] a significant difference in 
calcification detection was evident between full and quarter dose images but not between 
full and half dose unages. In both these studies the localisation aspect of the task was 
removed. The result found in the present study is however in agreement with the previous 
study by Ruschin et al. [112] which had a very similar design to the study described in 
this current work. There are however, some differences between the two studies. Ruschin 
et al. used a smaller number of unique clusters (5 compared to 66 in the present study) 
and the cluster sizes were much larger (average diameter = 9.1 mm compared to 3.9 nun 
in this study). Finally, Ruschin et al. only investigated the effect of dose on detection. 
The study in this work also investigated the effect of change in detector providing a wider 
picture as to the effect on detection of a change in image quality, and also allowed us to 
relate our results to CDMAM measured threshold gold thickness. It is interesting to note 
that the DR system in the present study happens to operate at a relatively high dose (mean 
glandular dose (MOD) of 2.09 mGy for breasts 50-60 mm thick). Oduko et al. [126] found 
that for different DR systems in the UK the MOD for this breast thickness ranged from 0.8 
to 2.2 mGy. Therefore, the half dose level considered here is still clinically relevant.
There was no significant change in micro-calcification detection found between the two 
image processing algorithms investigated which supports a previous smaller study [116]. 
This result is however contrary to the result found by Zanca et al. [70]. The designs of this 
study and that of Zanca et al. [70] are very similar, suggesting that this difference in results
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might be due differences in the image processing algorithms investigated.
It has been shown that a good physical performance measured using the CDMAM 
phantom, was matched to good performance in the observer study. This would imply that 
CDMAM-determined threshold gold thickness is a good predictor of micro-calcification 
detection. All image qualities apart from half dose CR passed the minimum acceptable im­
age quality standard as set in the European protocol, [4] for both the 0.1 mm and 0.25 mm 
gold disc diameters (figure 6.7). However, statistical analysis demonstrated significant dif­
ferences in detection between several image quality pairs (figure 6.6). When considering 
the optimal use of X-ray imaging technology in breast cancer screening it is important to 
consider both risk and benefits. These results provide some data from which to estimate 
the risks and benefits of using greater or lower radiation dose levels. For example it would 
seem to be unwise to operate equipment at relatively low dose levels as the reduction in 
radiation risk may be more than offset by a reduction in cancer detection. Similarly these 
results suggest that the use of better quality detectors may improve cancer detection at the 
same dose levels. Such considerations are likely to lead to a revision of the standards in 
the European Guidelines to ensure adequate detection of calcifications. One option would 
be to require that systems be as good as or better than the achievable image quality level to 
optimise calcification detection while meeting existing dose limits. It is expected that most 
modem DR system could meet such a standard.
This study has two main limitations. Only calcification clusters were inserted and not 
other radiological features such as masses. The relationship between image quality and 
detection may differ for various radiological features, and so investigating both micro- 
calcification and mass detection is important. Also the calcifications inserted were all ma­
lignant. Introducing benign calcification clusters would allow any difference in recall (i.e. 
the interpretation of the feature as well as detection) between the different image qualities 
to be assessed. In the next chapter an observer study is performed using both masses and 
calcifications and benign and malignant lesions, overcoming these limitations.
6.5 Summary
Significant differences were found between detection of subtle calcification clusters in CR 
and DR images at the same dose level. There was also a significant reduction in detection 
with reduced dose for both CR and DR images.
When relating the results of the observer study to the measured threshold gold thick­
nesses for 0.25 mm and 0.1mm gold disc diameters, a smaller threshold gold thickness
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correlated with better performance in the observer study. This is an important new finding 
and demonstrates that threshold gold thickness measurements using a CDMAM phantom 
relate to calcification detection. However, when relating measured threshold gold thickness 
measurements to European standards for mammographie image quality, image qualities 
with significantly poorer calcification detection rates still gave better performance than the 
current minimum acceptable standard. This suggests that the current EU standards may 
need revising.
There was no significant difference in detection between the two image processing al­
gorithms investigated. In this study only one type of radiological feature was investigated. 
It is possible that response to image processing will differ with type of radiological fea­
ture. Therefore, the next chapter describes an observer study in which the effect of image 
processing on simulated calcifications and subtle non-calcification cancers (masses, archi­
tectural distortion and focal asymmetries) was investigated.
7 I Observer study 2: Effect of image processing on 
mass and calcification detection
7.1 Introduction
In chapter 6, an observer study investigating if calcification detection was significantly 
affected by detector type, x-ray dose level and image processing algorithm applied is de­
scribed. However, the relationship between image quality and detection may differ for 
various radiological features, and so investigating both calcification and mass detection is 
important. This chapter therefore describes an observer study performed in which the effect 
of image processing on both mass and calcification cluster detection is investigated.
In digital mammography the final stage in the image formation process is the applica­
tion of image processing. Image processing is applied to enhance the diagnostic content 
within the image, e.g. by reducing the noise and/or enhancing edges and image contrast. 
Each manufacturer applies their proprietary image processing algorithm and the image ap­
pearances resulting from this processing can be very different. There have been a number of 
studies performed to investigate the effect of the difference in image appearance as a result 
of applying different image processing algorithms. These include both preference stud­
ies [127,128] and objective studies [70,117,121,129-132] and the results of these studies 
are mixed. Some of the objective studies found significant differences between different 
image processing algorithms [70,129,130], and others did not find a significant differ­
ence [117,121,131,132]. However, these studies suffered from the following limitations: 
different image processing algorithms were used on systems with different detectors [129], 
different radiologists inspected different images [117], localization was not included in the 
task [130], not all cases were from different patients to maintain independence between 
cases which is assumed in the analysis [131], all cancers tended to be obvious findings and 
so were easily detected in all image processing types investigated [132], only calcifications 
were investigated and not non-calcification cancers [70,121]. Therefore, the effect of the 
difference in image appearance resulting from using different image processing algorithms 
on the detection of the various radiological features of breast cancer is still unclear.
The purpose of this work was to perform a retrospective observer study to investigate
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the impact of different image processing algorithms on the detection of cancers in digital 
manmiography. The approach used here overcame several of the hmitations described pre­
viously. Subtle simulated calcifications and subtle non-calcification cancers were included 
in the study, all the observers inspected all images processed with all image processing al­
gorithms investigated, the cases were from different patients maintaining independence of 
cases, the image processing algorithms investigated were representative of the range cur­
rently used in chnical practice, and the study was based on objective measurements rather 
than observer preference. This work has been accepted for publication in American Journal 
of Radiology [133].
7.2 Method
7.2.1 Case preparation
7.2.1.1 Case collection
An expert breast radiologist (25 years experience and 6000 cases read annually) who did 
not take part in the study inspected 238 consecutively collected pathology proven malig­
nant patient cases and the associated chnical information (185 screen detected cases and 53 
symptomatic cases). These cases were collected at two sites using eight Hologic mammog­
raphy systems with amorphous selenium (a-Se) detectors (Hologic, Inc., Bedford, MA). As 
described in section 2.3 each patient examination consisted of two views of each breast - a 
mediolateral obhque (MLO) view and a craniocaudal (CC) view. The radiologist marked 
the outline of each cancer in both views (MLO and CC) on the digital image using an in- 
house web interface, and rated the lesion conspicuity in each view (very subtle, subtle or 
visible).
Eighty cases with malignant non-calcification lesions (mass, architectural distortion or 
asymmetric density) were selected from these 238 cases by the expert radiologist to be 
subtle or very subtle but still detectable within the image, since obvious cancers would be 
easily detected under all image processing options. In total there were 83 non-calcification 
cancers within the 80 cases (one case had bi-lateral cancer with non-calcification cancers 
in both breasts). A more detailed description of these cancers is given in Table 7.1.
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Table 7.1. Malignant mammographie abnormahties in patient cases used in study
Abnormahty Number Percentage
Soft tissue density (mass) 40 48%
Distortion 19 23%
Asymmetry 24 29%
In addition, the expert radiologist also inspected 52 consecutively collected patients 
images with biopsy proven benign lesions (50 screen detected and 2 symptomatic) and 
marked the location of the lesions. Thirty patient images with biopsy proven benign lesions 
were randomly selected from these 52 for the study. These were a mixture of calcification 
and non-calcification lesions with a mixture of conspicuities. One hundred and sixty patient 
images assessed as normal (not recalled from screening) were also used in the study. Due 
to the time constraints of the study the patients had not yet returned for their next screening 
session and so these normal cases have not been followed up. The interval cancer rate has 
been shown to be 0.55 per 1000 women screened for the 12-month period after a negative 
screen in the UK [134]. Therefore for the 270 patient cases in our study 0.15 interval 
cancers could be expected. As such, although ideally all normal patients would have been 
followed up, this has not significantly impacted the results of this study.
The number of subtle calcification clusters within the 238 cancer cases collected was 
smaller than the number of calcification clusters required for sufficient statistical power 
in this study. Therefore, instead simulated calcifications were inserted into 80 of the 160 
normal images collected. The methodology used for calcification cluster simulation is 
described in the following section. At the time of the study a simulation models of non­
calcification cancers which were suitably advanced for use in the study was not available 
for this project and therefore images of real non-calcification cancers as described above 
were used.
7.2.1.2 Calcification cluster simulation
Simulated calcification clusters were generated using the methodology described in section
4.2. Briefly, the simulated calcification cluster images were derived from unprocessed 
digital images of sliced mastectomy samples imaged on a digital microfocus specimen x- 
ray cabinet (model: MX20 DC2, Faxitron x-ray corporation, Qados, Sandhurst, Berkshire, 
UK), at x5 magnification with an effective pixel size of 10 //m. The clusters within the 
mastectomy samples were a mixture of DCIS and invasive carcinoma.
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Calcification clusters were inserted into 80 of the 160 normal images collected using 
the method described in section 5.2. The clusters were inserted into the breast images using 
a range of locations avoiding positions very close to the skin edge and nipple. The breasts 
into which the calcification clusters were inserted were randomly selected from all normal 
images collected and so the breasts were of all density types. When selecting the location 
to insert a cluster, the breast tissue immediately surrounding the cluster was categorized 
as either homogeneously fatty, mixture of fatty and glandular tissue and homogeneously 
glandular. The locations were selected so that there were equal numbers of clusters in the 
following broad categories of breast density: homogeneously fatty, mixture of fatty and 
glandular tissue and homogeneously glandular. In total 89 calcification clusters were in­
serted, with between 1 and 3 clusters inserted per case. Examples of simulated calcification 
clusters inserted into breast images are shown in figure 7.1. Once inserted within the breast 
images, the calcification clusters were inspected by the same expert radiologist and judged 
to be in a realistic location and subtle in appearance.
(a) (b) (c)
Figure 7.1. Three examples of calcification clusters inserted into breast images. The regions shown 
are 17.5x 17.5 mm^.
7.2.1.3 Image processing
The 80 cases with inserted calcification clusters, 80 normal cases with no cancer present, 
80 cases with non-calcification cancers and 30 cases with biopsy proven benign lesions 
made up the set of 270 cases used in the study. These 270 cases were processed using 
three different types of Hologic image processing (figure 7.2). The first type was the man­
ufacturer’s standard image processing and is referred to as the ‘Standard’ image processing 
(figure 7.2a). The second version has an intermediate amount of enhancement. This is re­
ferred to as the ‘Low Contrast’ image processing (figure 7.2b). The third has no additional
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enhancement (except for skin edge enhancement) simulating the appearance of a screen- 
hlm like image. This is referred to as ‘Screen-film’ image processing (figure 7.2c). The 
low contrast and the screen-film image processing were developed by Hologic for investi­
gational purposes only. However, the three types of image processing were selected for this 
study to be representative of the wide range in processing algorithms seen on the different 
digital mammography systems currently used in clinical practice.
For all the cases used in the study, images of both breasts were displayed but only one 
view (MLO or CC). Ideally, two views of both breasts would be displayed as would be 
the case in the clinic. However, only 2D simulated calcification clusters were available 
and these could not be re-oriented for simulation into both views. For normal and benign 
cases the view was selected randomly (subject to the constraint that the benign lesions be 
visible in the randomly selected view) and for cases containing non-calcification cancers 
the view in which cancer was most subtle whilst remaining detectable was selected. Of the 
270 image pairs used in the study 142 were MLO views and 128 were CC views.
(a) (b) (c)
Figure 7.2. Case used in study containing subtle non-calcification cancer (shown in insert) with (a) 
standard image processing (b) low contrast image processing (c) screen-film image processing.
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7.2.2 Observer study protocol
Seven mammography readers (six radiologists and one radiographer), with experience of 
reading mammograms which ranged from 2 to 22 years (2 to 7 years with digital mam­
mography) and each reading at least 5000 screening examinations per year took part in the 
observer study. AU observers were certified to interpret mammography images as defined 
by the UK NHS Breast Screening Programme [109] and had experience reading similar 
images (i.e. from this manufacturer) in their clinical practice. Each observer inspected the 
images in six sessions, and a break was taken halfway through each session. The images 
were organised so that there was at least two weeks between each observer seeing the same 
image pair with different image processing appUed, and the sequence was also randomised 
so that each observer was shown the images in a different order. Observers were trained 
before the study in a pilot study (using 180 image parrs) to become famUiar with the soft­
ware, the different image processing types and the task they were being asked to perform. 
Additional training with a smaller set of 10 image pairs was performed at the beginning of 
the main study.
The study was performed using a web-based interface developed in-house. This al­
lowed the study to be performed remotely at two sites simultaneously using the clini­
cal workstation in each site. Each workstation contained a pair of 5 megapixel monitors 
(BARCO Model: MDMG-5121 at site 1 and Eizo Model: GS521-CL at site 2) calibrated 
using the vendor’s software to the DICOM grayscale standard display function (14). At 
both sites the room iUuminence was maintained at an ambient level during sessions [123].
Observers were told there could be no lesions, one lesion or multiple lesions present 
within each image. They were asked to mark the centre of any region that they were 
suspicious of being cancerous and were asked not to mark benign features. They were 
asked to identify if they were marking a calcification cluster, non-calcification cancer or 
both. The observer was then asked ‘What is the Ukelihood that this lesion is malignant?’. 
This question was answered on a five point scale:
1. Lowest likelihood of mahgnancy
2. Low likelihood of malignancy
3. Moderate likelihood of malignancy
4. High likelihood of malignancy
5. Highest likelihood of malignancy
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7.2.3 Statistical analysis
When analysing the data, cases containing biopsy proven malignant non-calcification can­
cers and simulated calcification clusters were assumed to be positive for disease. Cases 
containing biopsy-proven benign lesions or normal cases were assumed to be negative for 
disease. A mark made by an observer had to be within the outline of the cancer made by the 
expert radiologist in order to be a correctly localised cancer. All other marks were consid­
ered incorrect termed a non-lesion locahsation (NL) in FROG analysis. The ratings given 
to each lesion were analysed using jack-knife alternative free response operating character­
istic (JAFROC) analysis [59] as described in section 3.1.4 and used in the previous observer 
study (Chapter 6).
JAFROC analysis was performed using JAFROC 4.0 software. This analysis per­
forms significance testing using the Dorfman-Berbaum-Metz (DBM) analysis of variance 
(ANOVA) technique [48,65] - the machine code for the requisite ANOVA module was ob­
tained from the authors of that software package. In the primary analysis, cases and not 
readers were treated as a random sample (so fiiat the results apply to the population of cases 
but only for the readers used in the study). Secondary analysis was also performed with 
both cases and readers treated as a random sample. For both a p-value less than 0.05 was 
required for significance.
Additional analysis compared the number of false positives (FPs) marked in images in 
each image processing, using a program I had written using Matlab. The number of FPs was 
jack-kmfed over cases and DBM ANOVA performed. This analysis was first performed 
using false positives on all cases. The analysis was then repeated for two subgroups of case 
- normal cases and cases with biopsy-proven benign lesions. Finally, the number of times 
a cancer was correctly localised (with any rating) was determined.
7.3 Results
7.3.1 Non-calcification cancers
The reader-averaged AFROC curves for the non-calcification cancers are shown in figure
7.3. The reader-averaged figure of merit (FoM) was equal to 0.726 (95% Cl: 0.681, 0.770), 
0.717 (95% Cl: 0.670, 0.763) and 0.719 (95% Cl: 0.673, 0.765) for the standard, low con­
trast and screen-film image processing. The differences between the reader-averaged FoM 
for each pair of image processing types are given in table 7.2. No significant difference
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was found between any of the three image processing pairs (p>0.40) when readers were 
treated as fixed or random factor in the ANOVA analysis.
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Figure 7.3. Reader-averaged AFROC curves for the non-calcification cancers for the three different 
image processing types. Empirical curves are shown.
Table 7.2. Difference in reader-averaged FoM for the non-calcification cancers, when readers are 
treated as ‘fixed’ and ‘random’ factors in the ANOVA analysis.
IP pair Difference in reader-averaged FoM (95% confidence interval)
Readers fixed factor Readers random factor
Standard v. Screen-film 
Standard v. Low contrast 
Screen-film v. Low contrast
0.007 (-0.015, 0.029) 
0.009 (-0.013, 0.031) 
0.002 (-0.020, 0.024)
0.007 (-0.020, 0.034) 
0.009 (-0.017, 0.036) 
0.002 (-0.024, 0.029)
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7.3.2 Calcification cancers
The reader-averaged AFROC curves for calcification clusters are shown in figure 7.4. The 
reader-averaged figure of merit (FoM) was equal to 0.652 (95% Cl: 0.606, 0.698), 0.628 
(95% Cl: 0.584, 0.673) and 0.612 (95% Cl: 0.568, 0.655) for the standard, the low contrast 
and the screen-film image processing types. The differences between the reader-averaged 
FoM for each pair of image processing types are given in table 7.3. When readers were 
treated as fixed factors in the ANOVA analysis the standard image processing was signif­
icantly better than both the screen-film image processing, p=0.0005 and the low contrast 
image processing, p=0.04. There was no significant difference between the screen-film and 
the low contrast image processing (p=0.15). When readers are treated as random factors in 
the ANOVA analysis the difference between standard and low contrast image processing 
became non-significant however, the difference between standard and screen-film remained 
significant (p=0.03).
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Figure 7.4. Reader-averaged AFROC curves for the calcification clusters for the three different 
image processing types. Empirical curves are shown.
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Table 7.3. Difference in reader-averaged FoM for the calcification clusters, when readers are treated 
as ‘fixed’ and ‘random’ factors in the ANOVA analysis. An asterisk denotes a significant difference 
between an image processing pair.
IP pair Difference in reader-averaged FoM (95% confidence interval) 
Readers fixed factor Readers random factor
Standard v. Screen-film 0.040 (0.018,0.063)* 0.040 (0.004,0.077)*
Standard v. Low contrast 0.024 (0.001,0.046)* 0.024 (-0.013,0.060)
Screen-film v. Low contrast -0.017 (-0.040,0.006) -0.017 (-0.053,0.020)
7.3.3 Additional analysis
The numbers of false positive non-calcification marks were not significantly different for 
any of the image processing pairs investigated (table 7.4). The number of false positive cal­
cification clusters marks increased by 15% for screen-film image processing compared with 
standard image processing (p=0.047) as shown in table 7.5. When analysing the subgroup 
of cases containing biopsy-proven benign lesions there was no significant difference in the 
number of false positive calcification cluster marks for any image processing pair (p>0.16). 
For the subgroup of normal images the number of false positive calcification cluster marks 
was significantly lower for standard image processing compared with screen-film image 
processing (p=0.041).
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The number of times each cancer was correctiy localised (mark made within outline 
of cancer made by expert radiologist) was calculated. The maximum number of times a 
cancer can be localised is 21 (seven observers reading all three image processing types). 
The proportion of times the cancers were localised by all the observers in all the image 
processing types and the number of times the cancer was not localised at all are given in 
Table 7.6.
Table 7.6. Percentage of cancers which were not correctly localised at all (by any of the seven 
observers in any of the three image processing types investigated) and percentage of cancers which 
were seen every time (by all seven observers in all three image processing types investigated).
Non-calcification cancers Calcification clusters
% cancers not localised at all 1% 16%
% cancers localised every time 26% 6%
7.4 Discussion
In this Study the effect of image processing on the detection of calcification clusters and 
non-calcification cancers was investigated. It was found that image processing had a sig­
nificant effect on the detection of calcification clusters but not non-calcification cancers. 
Several studies have investigated the effect of image processing on breast cancer detection 
in general (including both calcifications and non-calcification cancers together) [130,131] 
or one cancer type only [70,121]. The non-calcification cancers and calcification clusters 
were analysed separately in order to determine if image processing had a different effect 
on the detection of the different radiological features. Cole et al. [117] and Kamitani et 
al. [132] also analysed calcification and non-calcification cancers separately. However, 
Kamitani et al. [132] used a smaller number of cancer cases than this study, 11 calcification 
cases and 34 non-calcification cases. Cole et al. [117] also used a much smaller num­
ber of cancer cases acquired on an a-Se detector (8 calcification cases and 13 mass cases) 
compared to the present study and different observers read images with different image 
processing algorithms, whereas in this work the same readers interpreted the same cases 
with different image processing allowing for a paired comparison.
The work present here foimd that the standard image processing provided significantly 
higher detection of calcification clusters for standard image processing than the low con­
trast and screen-film image processing. These results are in agreement with the work by 
Zanca et al. [70], which performed a study with a similar design to the present work and
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found significant differences in calcification detection between several pairs of image pro­
cessing versions. However, the study by Warren et al. [121], which also performed a study 
of similar design, found no significant differences in detection between the different image 
processing algorithms investigated. Since the designs of these three studies were similar, 
the differences in results may be due to differences in the image processing algorithms 
investigated.
The presented work also found that there were no significant differences in detection of 
non-calcification cancers between different types of image processing. This is in agreement 
with the study by Cole et al. [117], which found no significant difference in area under the 
ROC curve for the likelihood of malignancy of masses. However, this study was limited to 
small numbers of cases as described above.
In this study marks made by observers on biopsy-proven benign lesions were consid­
ered to be false positives. This approach has been used elsewhere [135] and assumes the 
ground truth is based on biopsy-proven cancers. If instead, biopsy-proven benign lesions 
are not considered to be false positives because a radiologist must have recalled this patient 
originally for a biopsy to be performed (correct recall), and the results are re-analysed, the 
same conclusions are reached.
Visser et al. [131] found that image processing affected the suspiciousness of normal 
and malignant features in the breast. In the work presented here it was found that there was 
no significant difference in the number of false positives with change in image processing 
for non-calcification cancers. However, for calcification clusters there was a significant de­
crease in the number of false positives reported on normal images for the standard image 
processing compared to screen-film image processing. Some of these images contained 
benign features that were not recalled for biopsy in the clinic. The change in the num­
ber of false positives in these images indicates that benign features which did not appear 
suspicious enough to recalled in the clinic, appear suspicious enough to be recalled when 
different image processing has been applied.
The biggest limitation to this work is the number of cases and readers. There was large 
variability between readers, demonstrated by the wide 95% Cl for the reader-averaged 
figure of merit for each image processing type. In addition, a proportion of the non­
calcification cancers were seen by all observers in all image processing algorithms (table 
7.6). These lesions were too obvious to detect possible differences between image process­
ing algorithms. A proportion of the calcifications were not seen at all (table 7.6). These 
lesions were too subtle to be useful in the study. Therefore, in retrospect this study would 
have had more power had some more subtle non-calcification cancers and some more ob­
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vious calcifications been included in the image set and more observers had been enrolled 
in the study. There is a limit to the number of readers it is practical to enroll on such stud­
ies and therefore the power limitations of this study emphasize the need for careful case 
selection when preparing observer studies.
7.5 Summary
In summary, for the particular image processing algorithms and systems investigated it 
was found that the standard image processing was superior for calcifications, and there 
was no significant difference between image processing algorithms for non-calcification 
lesions. The differences in calcification detection found were between 4-6%. This is small 
in comparison to the change in cancer detection for other factors such as detector type or 
dose [121] (Chapter 6).
Finally, the results in this study are applicable for the particular image processing algo­
rithms and systems investigated. It is recommended that objective measurements, such as 
the method used in this paper should be used when selecting the optimal image processing 
to be used by radiologists for other image processing algorithms and systems.
8 I Conclusions and future work
In this chapter the work presented in this thesis is summarised and the limitations are 
presented along with suggestions for future work.
8.1 Summary of work
The first aim of this thesis was to simulate and insert calcification clusters into breast images 
with a realistic appearance and correct contrast and sharpness. The second aim was to use 
the simulated calcification clusters in observer studies to investigate the effect of various 
imaging factors on calcification detection.
As with other screening programmes worldwide, the national breast screening pro­
gramme in the UK has been gradually transitioning all its equipment from screen-film 
imaging receptors to digital detectors. Using digital detectors not only overcomes some of 
the inherent limitations of screen-film it also allows for the use of more advanced imaging 
technologies such as tomosynthesis imaging. However, it is important that the best detec­
tor is used, and that it is used in the optimal way. Clinical trials can be used to test new 
imaging modalities. However, the prevalence of cancer in breast screening is very low and 
therefore large numbers of image interpretations are required, making the clinical trials 
time consuming and costly. If instead simulated cancers are inserted into breast images 
which previously contained no cancers, observer performance studies can be performed at 
a fraction of the time and cost.
There has been extensive amounts of work simulating calcification clusters. Some mod­
els have been derived from test objects [76,77] or mathematical models [78,79]. The 
advantage of mathematical models is that large numbers of unique simulations can be pro­
duced, however proving the realism of these models can be difficult. Previous simulations 
using images of real calcification clusters overcome this limitation. However these were 
limited in size by the needle gauge of the biopsy needle [81,82]. Here, sliced mastec­
tomy samples were imaged at x 5 magnification on a digital specimen cabinet were used. 
Due to the larger area of the mastectomy sample it was possible to extract larger regions 
of calcification than previous work, allowing for a greater variety in the radiological ap­
pearance of the simulations. From the images of the mastectomy samples, calcification
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clusters were extracted, which were then inserted into breast images. Using quantitative 
test object measurements it was demonstrated that the simulated calcification clusters had 
been inserted with the correct contrast and sharpness. Additionally, an observer study per­
formed in which radiologists were shown both real and simulated calcification clusters 
demonstrated that radiologists were not able to distinguish between the real and simulated 
calcification clusters.
The simulated calcification clusters were used in two observer studies. The first inves­
tigated the effect of dose, detector type and image processing on calcification detection. 
The simulated calcification clusters were inserted into half of a set of normal breast images 
acquired on an amorphous selenium (a-Se) detector. The image set was then modified to 
have the appearance of images acquired on a powder phosphor CR detector at the same dose 
level, images acquired on both detectors at half the dose level and finally images acquired 
on the a-Se detector at a quarter the dose level. The original image set was also processed 
using two types of image processing: Hologic and Agfa Musica-2 image processing. As a 
result of this study it was found that calcification detection was significantly poorer when 
using powder phosphor CR type detectors compared with amorphous selenium (a-Se) de­
tectors, reducing calcification detection by 42% at a false positive fraction (FPF) of 0.1. 
Calcification detection was also found to be sensitive to the dose used. Halving the x- 
ray dose caused the calcification detection to decrease by 35% for images acquired on the 
amorphous selenium (a-Se) detector and 29% for images simulated to the image quality of 
a powder-phosphor CR detector (again at a FPF of 0.1). The DR system in this study hap­
pened to operate at a fairly high dose (mean glandular dose (MGD) of 2.09 mGy for breasts 
50-60mm thick). For different DR systems in the UK the MGD for this breast thickness 
ranged from 0.8 to 2.2mGy. Therefore the half dose level was a clinically realistic dose 
within the existing range used clinically.
The final imaging factor investigated in this study was image processing. It was found 
that for the two image processing algorithms investigated there was no significant differ­
ence in the detection of calcification clusters. It is possible that different radiological fea­
tures are affected differently by image processing, and therefore a second observer study 
was performed in which again the simulated calcification clusters were inserted into breast 
images, but additionally breast images with non-calcification cancers (masses, architectural 
distortion and focal asymmetries) were included. Other differences from the first study in­
cluded the introduction of the image of the other breast, and benign features within the 
breast (both biopsy-proven benign lesions and benign lesions not warranting investigated 
at screening). In the second study it was found that for the image processing algorithms
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investigated there was a significant difference in the detection of calcification clusters but 
not lion-calcification cancers. Since the studies had similar designs and one found a sig­
nificant difference in calcification detection and the other did not, it can be assumed that 
this is due to differences in the image processing algorithms investigated. The detection 
of calcification clusters in the first study was also higher than the detection in the second 
study. Since the same simulated calcifications were used in both studies this could be is 
due to the increased complexity of the task in the second study (both breasts were shown, 
difference types of cancer and benign lesions present within the breast).
The current acceptable and achievable limits of image quality in the European pro­
tocol [4] are based on measurements performed using the CDMAM test object. It was 
uncertain whether the results of these tests related to calcification detection. The results of 
the first observer performance study investigating dose and digital detector, were compared 
to the threshold gold thickness measured at these same image qualities using the CDMAM 
test object. It was found that the threshold gold thickness measured with the CDMAM 
phantom correlate with to calcification detection. The current acceptable and achievable 
limits of image quality were also compared to the results of the observer performance 
study. The majority of image qualities met the acceptable and achievable limits set in the 
European protocol even though significant (and large) changes in calcification detection 
were measured in the observer study. It is therefore recommended that the acceptable and 
achievable limits be revised.
The results of the work in this thesis involve 2D digital mammography imaging. How­
ever, there are many aspects of the work which are usefiil for assessing the suitability of 
new technologies for use in screening. In this work, the attenuation properties of the cal­
cification clusters imaged in the digital specimen cabinet were compared to aluminium, 
calcium oxalate and hydroxyapatite to assess the suitability of these materials to represent 
calcification in test objects or simulation. It was found that both aluminium and calcium 
oxalate would be suitable materials for calcification sunulation. New imaging technologies 
such as tomosynthesis or breast CT will require 3D models of calcification clusters for as­
sessment. Current methods of simulating three dimensional calcification clusters involve 
mathematical models [74,75] or segmentation of biopsy specimens [73]. Both approaches 
could be used in conjunction with the attenuation data presented in this work to insert the 
3D simulated calcification clusters with the correct attenuation properties. Additionally, 
the methodology developed in this work to vahdate the contrast and sharpness of the in­
serted calcification clusters has been used to validate insertion of objects into tomosynthesis 
planes (personal communication: Premkumar Elangovan, University of Surrey) and could
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potentially be extended to other imaging technologies also.
8.2 Limitations and future work
This section covers the limitations of the existing work and outlines the possible future 
developments. Chapter 4 in this thesis described the development of simulated malignant 
calcification clusters. The first area of possible future work is the extension of the simula­
tion methodology to include other radiological features such as benign calcifications. The 
current calcification methodology is limited to malignant calcification clusters, since cal­
cification clusters are extracted from sliced mastectomy samples and mastectomy tends to 
occur only in cases of malignancy. I have begun developing a methodology to extract cal­
cification clusters instead from breast images acquired at x 1.8 magnification on the digital 
mammography imaging systems. It is common practice to acquire such images during the 
recall process if suspicious calcification is present within the breast. Therefore there are 
a large number of such images available, and these images contain a mixture of calcifica­
tions - calcifications which were seen to be benign on closer inspection on the magnified 
view, calcifications which appeared to be malignant in the magnified view and then after 
biopsy found to be benign and finally calcifications which were malignant after biopsy. 
Because of the small size of the calcifications it is not possible to outline each calcification 
manually as has been completed in this work (chapter 4) and so instead an automated (or 
semi-automated) methodology is required. One methodology I have begun investigating 
is the use of a combination of morphological operations to extract the entire cluster. Ex­
amples of the simulated benign and malignant calcifications as a result of this process are 
given in figure 8.1.
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(d) (e)
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(f)
Figure 8.1. Six simulated calcification clusters inserted next to naturally occurring calcification 
clusters. The clusters in (a)-(c) are benign and the clusters in (d)-(f) are malignant.
Initial feedback from two experienced film readers about these six clusters indicates 
that the simulations are realistic, however further development is required. This future 
development could include region growing to extract calcifications from regions of breast 
with highly variable breast structure surrounding the calcifications.
The simulated calcification clusters have been shown in this thesis to be realistic and of 
the correct contrast and sharpness when inserted. However, no attempt has been made here 
to account for the change in noise at the location of the calcification due to the presence 
of the calcification. This was also not accounted for in previous similar work [82]. This 
could be developed in future using the noise properties of the imaging system. Although 
the simulated clusters had been shown to be realistic, it was not clear is what proportion 
of all screen-detected cancers the simulated calcification clusters represent. I have super­
vised Louise Dummott a Masters student from the University of Surrey on her dissertation 
project to investigate this. In this project images from a database of all the 266 screen- 
detected cancers detected between June 2011 and December 2012 were analysed. Along
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with the digital images, the database also contained the associated biopsy and surgery re­
sults from the national breast screening information system (NBSS). The biopsy confirmed 
cancer cases have been annotated by an experienced radiologist, who outlined the cancer, 
provided a description of the radiological appearance by selecting as many as appropri­
ate from the following list: mass, architectural distortion, focal asymmetry or calcification 
cluster. Finally, the radiologist categorised the conspicuity of the cancer as ‘obvious’, ‘sub­
tle’, ‘very subtle’ or ‘occult’. It was found that 9% of screen-detected cancers present 
radiographically as subtle or very subtle calcification clusters. Around 25% of the subtle 
clusters were invasive and 75% were in-situ. All the in-situ cancers were ductal (DCIS) 
and 33% were high grade. Quantitative measurements were performed on the simulated 
clusters and the subtle and very subtle real clusters. It was found that the simulated cal­
cification clusters had comparable diameter and contrast of calcifications, and number of 
calcifications in a cluster and cluster diameter to the subtle and very subtle calcification 
clusters identified in the database. We could therefore conclude that our simulated calci­
fication clusters represent around 9% of screen-detected cancers, 25% of which could be 
high grade ductal carcinoma in situ (DCIS) cancers. However, this is also an area of furtiier 
development. The process of the experienced radiologist categorising the conspicuity of 
each cancer is subjective. Therefore, the border between ‘subtle’ and ‘obvious’ is not a 
quantitative measure. For a more accurate measure of the proportion of real calcification 
clusters represented by the simulated calcification clusters all the real calcification clus­
ters within our database would need to be characterised. This would be incredibly time 
consuming with the current manual method and is therefore not feasible. Using the semi­
automated techmque as described above to identify the calcifications within a cluster would 
allow all the calcification clusters within the 266 cancers to be assessed.
Chapters 6 and 7 describe two observer studies in which simulated calcification clusters 
have been used to measure the effect of different factors on calcification detection. There 
are two ways in which the design of these studies could be improved to make them more 
clinically realistic. In both studies only one view was used. This was because the simulated 
calcification clusters used were 2D images and so it was not possible to reoriented the 
clusters for insertion into two views. Use of a 3D simulation model in future work would 
overcome this limitation. In addition, the images were viewed to fit the screen with a 
digital magnification tool provided. Use of quadrant zoom would be more relevant to the 
current way in which digital mammography images are viewed clinically. Development 
of software for viewing images with quadrant zoom would allow quadrant zooming to be 
used in future observer studies.
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In chapter 6 the results of the observer performance study were related to the perfor­
mance measured with the CDMAM test object, and it was found that the CDMAM test 
object was relevant to calcification detection. This result is an important new finding, how­
ever the data included only two types of detector. Future development would be needed to 
extend this work to cover the wide range of detectors on the clinical market. This work is 
ongoing, and preliminary results indicate that for a wider range of detectors the CDMAM 
test object is still relevant to calcification detection [136].
The observer study in chapter 7 investigated the effect of image processing on calcifica­
tion cluster and non-calcification cancer detection. A simulation model of non-calcification 
cancers which was sufficiently advanced to use was not available for use in this project at 
the time of the study. The same advantages of using simulated calcification clusters in ob­
server studies over real calcification clusters hold true for non-calcification cancers also. 
Therefore, a further piece of future work would be the development of simulated non­
calcification cancers. This is an area of active development elsewhere [74,107].
Finally, use of 3D simulation models of both calcification clusters and non-calcification 
cancers would allow observer studies like those described in this work to be performed to 
compare cancer detection in 2D and tomosynthesis imaging. Such studies are important to 
provide information as to whether use of tomosynthesis in screening would be beneficial. 
Additionally, there are a range of tomosynthesis systems available on the market. Observer 
studies could be performed to compare cancer detection with the different systems and 
optimise their use.
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