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Abstrakt 
Vi har i nærværende projekt undersøgt muligheden for at implementere en Instant 
Messenger (IM) applikation, som gør brug af et Peer-To-Peer (P2P) netværk uden en 
central server. 
En messengertjeneste stiller, i kraft af dens funktionalitet, krav til netværket den skal 
anvende, hvilke analyseres og løsningsforslag hertil beskrives, ligesom de 
eksemplificeres ved en implementering, der anvender en hybridbaseret 
netværkstopologi, hvor peers og superpeers sørger for konstruktionen og 
vedligeholdelsen af P2P-netværket. 
 
I slutningen af projektet lægges op til yderligere undersøgelser af problemer inden for 
konstruktionen af netværket, og anvendelsesmulighederne i forbindelse med 
Internettet. 
 
 
 
 
Abstract 
We have examined the possibility of implementing an Instant Messenger application 
on top of a P2P network, with no use of a central server. 
Because of the messenger service there are some requirements for the P2P network, of 
which we do an analysis and propose a solution, which is exemplified by an 
implementation that uses a hybrid network design where peers and superpeers handle 
the construction and maintenance of the network. 
 
We end the project by proposing topics concerning network construction and use of 
the application on the internet, which could be further examined 
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Forord 
Vi vil i dette projekt komme med et løsningsforslag til, hvorledes man kan lave en Instant 
Messenger (IM) applikation, som gør brug af et P2P-netværk uden en central server. I 
projektarbejdet har vi lagt vægt på at lave en fungerende applikation, hvorfor vi i denne rapport 
gennemgår teorier og metoder, der kan ligge til grund for en sådan. 
 
Rapportens struktur er som følger: 
 
Problemanalyse 
I dette kapitel beskriver vi de problemstillinger der opstår, i forbindelse med kombinationen mellem 
en Instant Messenger og et P2P-netværk, der ikke anvender en central server. 
 
Afgrænsning 
I dette kapitel afgrænser vi de fundne problemstillinger til et omfang, der muliggører afslutning af 
projektet inden for den afsatte tidsperiode. 
 
Kravspecifikation 
I dette kapitel definerer vi de krav, vi mener vores applikation skal leve op til, for at kunne løse 
opgaven. 
 
Metode 
I dette kapitel beskrives hvorledes vi har arbejdet os frem imod vores løsning på de afgrænsede 
problemstillinger. 
 
Teori 
I dette kapitel gennemgår vi de teorier, som vi mener er nødvendige for en fungerende løsning. 
 
Vores løsning 
I dette kapitel beskrives vores løsning, SLIM, herunder vores brug af de beskrevne teorier. 
 
Implementering 
I dette kapitel beskriver vi implementeringen af applikationen med uddybning af applikationens 
arkitektur, og hvilke teknologier vi har gjort brug af. 
 
Test af applikationen 
I dette kapitel gennemår vi de tests vi har udført, for at afprøve den implementerede applikation. 
 
Diskussion 
I dette kapitel diskuterer vi vores løsning på problemstillingerne, og de yderligere, i løbet af 
projektet, opståede problemer.  
 
Konklusion 
I dette kapitel afrunder vi projektarbejdet, og beskriver de konklusioner vi kan drage ud fra arbejdet 
med kombinationen af en Instant Messenger og et P2P-netværk uden en central server. 
 
Perspektivering 
I dette kapitel giver vi bud på, hvorledes man kunne arbejde videre med uddybende undersøgelser. 
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Indledning 
Ideen til computerbaseret kommunikation og netværk blev grundlagt i 1950'erne, og har siden hen 
udviklet sig til blandt andet Internettet, hvilket i sin nuværende form blev introduceret i 1990’erne1. 
Med Internettet blev et væld af nye muligheder inden for kommunikation, formidling, deling af 
ressourcer med videre introduceret. Blandt disse findes i dag applikationstyper som Instant 
Messengers (IM), der muliggør øjeblikkelig tekstudveksling mellem to personer, og Peer-To-Peer 
tjenester (P2P), der muliggør dataudveksling direkte mellem to eller flere computere i et virtuelt 
netværk, med videre.  
 
Instant Messengers, herefter forkortet IM, var blandt den første type af computerbaseret 
kommunikation, og er i dag meget udbredte og vældig populære, grundet sin funktionsmåde, og 
muligheder for kommunikation i nutid. De første IM-applikationer så dagens lys allerede i 
1970’erne og 1980’erne og var meget simple, mens den første generelle IM var ICQ2, som blev 
introduceret i 1996. Siden hen har utallige andre IM-tjenester set dagens lys, hvor de mest kendte 
og udbredte er MSN Messenger, AIM, Yahoo Messenger og Jabber [5]. Konkurrencen blandt IM er 
hård, hvilket har medført en konstant udvikling og søgen efter nye funktioner, metoder og 
teknikker, der kan gøre IM-tjenesterne hurtigere, mere driftsikre og dermed mere attraktive overfor 
brugerne.  
 
Internettets introduktion og dets stadig større udbredelse og kapacitet muliggjorde også en anden 
type applikation, der er blevet meget populær de senere år, men også kontroversiel grundet sine 
brugsmuligheder, især inden for udveksling af ophavsretsligt beskyttet materiale, nemlig Peer-To-
Peer tjenester, herefter forkortet P2P. 
Blandt de første rigtigt populære og udbredte P2P-applikationer, der for alvor udnyttede P2P-
teknologiens potentiale, findes Napster3. Denne er en musikdelingstjeneste, der blev introduceret i 
1999, og for alvor fik internetbrugernes øjne op for P2P-teknologiens muligheder. Siden har en 
skov af forskellige P2P-applikationer og tjenester set dagens lys. Størstedelen af disse er dog ikke-
kommercielle projekter grundet P2P-applikationernes kontroversielle brugsmuligheder, hvilket 
indirekte har sat gang i P2P-teknologiens udvikling, for blandt andet at gøre dem mere sikre for 
brugerne. 
 
IM og P2P-applikationer deler på nogle områder teknikker blandt andet til opbygningen af det 
virtuelle netværk og kommunikationen mellem computere, om end P2P-applikationer de senere år, 
grundet deres kontroversielle brug, er begyndt at udvikle stadigt mere decentrale P2P-netværk, 
mens IM netværk fortrinsvis stadig anvender mere centraliserede netværk. 
                                                 
1 http://en.wikipedia.org/wiki/The_Internet 
2 http://www.icq.com/ 
3 http://www.napster.com/ 
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Formål og motivation 
Formålet med og motivationen for dette projekt er at implementere en Instant Messenger (IM), der 
ikke gør brug af en central server, men i stedet baserer sig på et mere decentraliseret Peer-To-Peer 
(P2P) netværk, hvor den centrale servers opgaver uddelegeres til medlemmer af netværket. 
Messengertjenester der anvender en central server, lider nemlig ofte under den centrale servers 
mangel på ressourcer, som netværksforbindelse og cpu regnekraft, hvorfor den er et svagt led, der i 
værste fald kan nedlægge messengertjenesten, hvilket f.eks. er set hos messengertjenesten MSN. 
  
Vi vil gennem kombinationen af en messengertjeneste og et decentraliseret P2P-netværk undersøge 
mulighederne for at skabe en fungerende messengertjeneste med en IM-applikation, der 
understøtter den mest gængse IM-funktionalitet. 
Problemanalyse 
Følgende kapitel beskriver en analyse af problemet med at implementere en Instant Messenger , der 
ikke gør brug af en central server, men i stedet baseres på et decentraliseret Peer-To-Peer netværk. 
 
En IM-applikation, der implementerer den mest gængse IM-funktionalitet, såsom mulighed for at 
finde andre brugere af messengertjenesten, definere egen vennelise, se brugeres onlinestatus og 
udføre private samtaler, stiller en række krav til det underliggende netværks funktionalitet. 
Netværkets funktionalitet skal nemlig sikre, at en bruger af messengertjenesten til enhver tid fx kan 
finde en anden bruger af messengertjenesten, eller se den aktuelle onlinestatus på brugere tilføjet 
vennelisten. 
 
I et netværk, der anvender en central server, kan denne påtage sig at tilbyde disse funktionaliteter, 
hvorfor de her vil være forholdsvis simple at implementere, mens fraværet af en central server, som 
i dette projekt, hvor vi anvender et decentraliseret P2P-netværk, introducerer en række 
problemstillinger. Funktionaliteten kan nemlig ikke implementeres centralt i et decentraliseret 
netværk, hvorfor den må uddelegeres til medlemmer af netværket. Disse medlemmer besværliggør 
implementeringen af funktionaliteten, idet de, modsat en central server, kun er midlertidige 
medlemmer, og forholdsvis ofte forbinder til og forlader netværket. 
 
Kombinationen af en Instant Messenger baseret på et decentraliseret P2P-netværk introducerer 
derfor følgende problemstillinger: 
 
1. Konstruktion og vedligeholdelse af P2P-netværket og messengertjenesten 
I messengertjenester som ICQ og MSN, der anvender en central server, sikre denne, at der 
til enhver tid kun eksisterer ét netværk, som brugerne kan forbinde til og forlade, uden at det 
bliver usammenhængende. 
En messengertjeneste, der baserer sig på et decentraliseret P2P-netværk, har ikke en central 
server til at varetage denne opgave, hvorfor den må løses af medlemmer af netværket. 
Nødvendigheden af netop ét netværk er nemlig fundamentalt for visse af en 
messengertjenestes funktionalitet, som fx søgning efter andre brugere af 
messengertjenesten. 
 
2. Forbinde til P2P-netværket og messengertjenesten 
I en messengertjeneste uden en central server mangler et kendt og altid eksisterende medlem 
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af messengertjenestens netværk, hvortil brugere kan forbinde til.  
Processen, at forbinde til messengertjenesten, kompliceres herved, fordi det underliggende 
P2P-netværk vil bestå af et skiftende antal medlemmer, der hele tiden får nye IP-adresser. 
Dette nødvendiggør en brugers kendskab til minimum ét aktivt medlem af netværket, som 
brugeren kan skabe forbindelse til messengertjenesten igennem.  
 
3. Finde andre brugere af messengertjenesten 
I messengertjenester, som ICQ og MSN, skaber og vedligeholder en central server en 
database over brugere af messengertjenesten. Dette giver en bruger mulighed for at finde 
samtlige andre brugere af messengertjenesten, ved blot at sende en forespørgsel til den 
centrale server. 
En messengertjeneste, der anvender et decentraliseret P2P-netværk, mangler denne centrale 
database over samtlige brugere af messengertjenesten, hvorfor en søgning efter en given 
bruger kompliceres. Brugere af messengertjenesten er repræsenteret som medlemmer af 
netværket, og søgningen efter en given bruger må derfor foretages heri. Dette stiller 
yderligere krav til netværkets udformning, idet en søgning efter en given bruger af 
messengertjenesten, for at give et korrekt svar på en forespørgsel, må ramme samtlige 
medlemmer af netværket, der hver repræsenterer en bruger af messengertjenesten. 
netværket er derfor nødt til at være sammenhængende det vil sige, at et medlem af netværket 
til enhver tid kan finde en vej til ethvert andet medlem af netværket. 
 
4. Brugeres onlinestatus 
I en messengertjeneste uden en central server, hvor enhver bruger ville have mulighed for at 
finde informationer om brugere tilføjet deres venneliste, kompliceres processen at finde en 
brugers onlinestatus. En brugers onlinestatus kan nemlig ikke længere opdateres centralt, 
men må i stedet opdateres direkte hos de brugere af messengertjenesten, der har en given 
bruger på deres venneliste. 
I en messengertjeneste, der anvender et decentraliseret P2P-netværk, besværliggøres denne 
direkte opdatering af brugeres onlinestatus på andre brugeres vennelister, da medlemmerne 
af P2P-netværket er midlertidige, idet de ofte forbinder til og forlader P2P-netværket. I 
denne proces får mange brugere nye IP-adresser, der ellers anvendes til at identificere og 
etablere forbindelser mellem to brugere af messengertjenesten i det underliggende netværk. 
En bruger, der får en ny IP-adresse, kan dermed ikke opdatere sin onlinestatus hos andre 
brugere, medmindre brugeren aktivt sender sin onlinestatus til de andre brugere, hvilket dog 
ikke kan lade sig gøre, hvis også de har fået ny IP-adresse. I så fald må en ny søgning efter 
brugeren foretages med de komplikationer det medfører. 
 
Som det ses af ovenstående problemanalyse stiller en messengertjeneste en række krav til det 
underliggende netværk, for at kunne tilbyde den mest gængse IM-funktionalitet. Den mest 
afgørende funktionalitet eller egenskab det underliggende netværk skal besidde er, at det skal være 
sammenhængende, og forblive sådan, selv hvis medlemmer af netværket forsvinder, således at et 
medlem af netværket til enhver tid kan finde en vej til et andet medlem af netværket. 
 
Det er således vigtigt, at det P2P-netværk vi udvikler til messengertjenesten, har følgende 
egenskaber og funktionalitet: 
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• P2P-netværket skal være selvorganiserende og konsistent 
Dette betyder, at P2P-netværket selv skal kunne organisere medlemmer af netværket, 
herunder uddelegere opgaver efter et givent sæt regler således, at netværket udvikler sig 
sammenhængende. 
 
• P2P-netværket skal være stabilt og selvtilstrækkeligt 
Dette betyder, at P2P-netværket skal kunne registrere, samt agere hvis medlemmer af 
netværket forsvinder således, at eventuelle huller i netværket, skabt på baggrund heraf, 
udbedres og netværket forbliver sammenhængende. 
 
• P2P-netværket skal være fleksibelt 
Dette betyder, at P2P-netværket skal tillade medlemmer af netværket, brugere af 
messengertjenesten, at forbinde til og forlade netværket uden det påvirker 
messengertjenestens funktionalitet. 
 
For at P2P-netværket kan opnå disse egenskaber og funktionalitet, og samtidig leve op til kravene, 
stillet af messengertjenesten, på en fornuftig måde, er det nødvendigt, at uddelegere de opgaver en 
central server ellers ville have ansvaret for. Disse opgaver vil i et P2P-netværk, der anvender en 
decentraliseret netværkstopologi, blive uddelegeret til medlemmerne af netværket, der således gør 
dem i stand til, på egen hånd, at vedligeholde netværket. Dette kræver dog, grundet det midlertidige 
tidsrum de enkelte medlemmer af netværket er til stede, at der udveksles en del informationer 
netværkets medlemmer imellem, primært omhandlende naboer og genboer. 
Afgrænsning 
Der er flere områder inden for især P2P, der er relevante og ikke mindst interessante at undersøge i 
forbindelse med udviklingen af et P2P-netværk. Projektet her vil dog udelukkende koncentrere sig 
om de mest grundlæggende elementer i udviklingen af et P2P-netværk, der skal understøtte og give 
mulighed for den mest gængse funktionalitet i en IM-applikation. Således vil vi ikke i større 
omfang, hvis overhovedet, beskæftige os med emner som sikkerhed, i forhold til en computer på et 
P2P-netværk, eller identifikation i IM-tjenester, skalerbarhed og ydelse, i forhold til hvor godt P2P-
netværket skalerer og samtidig præsterer. 
Foruden dette vil vi afgrænse og fokusere applikationens funktionsområde til udelukkende at 
omfatte et lokalt netværk (LAN), og ikke som udgangspunkt søge en applikation, der også kan 
fungere på Internettet. Opbygningen af Internettet med routere, firewalls og NAT, introducerer 
nemlig flere problemer, som blot vil besværliggøre applikationens kommunikationsmuligheder. 
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Kravspecifikation 
Følgende kapitel udgør en kravspecifikation, der beskriver hvilken funktionalitet Instant Messenger 
(IM) applikationen og P2P-netværket skal implementere. 
Instant Messenger funktionalitet 
Instant Messenger applikation skal tilbyde den mest gængse IM-funktionalitet, som venneliste, 
mulighed for at søge efter andre brugere og se brugeres onlinestatus, samt gennemføre private 
samtaler, i form af chats med tekstbeskeder. 
 
• Venneliste 
Brugeren skal have mulighed for at definere sin egen venneliste, bestående af andre brugere 
af messengertjenesten. 
 
• Søge efter andre brugere 
Brugeren skal have mulighed for at søge efter andre brugere af messengertjenesten. 
 
• Brugeres onlinestatus 
Brugeren skal kunne se onlinestatus for de brugere, der findes i brugerens venneliste. 
 
• Private samtaler 
Brugeren skal have mulighed for at føre private samtaler med andre brugere af 
messengertjenesten, som findes i brugerens venneliste. 
P2P-netværkets funktionalitet 
P2P-netværket skal leve op til en række krav stillet af messengertjenesten, der skal anvende det, 
hvilke søges opfyldt gennem nedenstående implementering. 
 
• Ingen central server 
P2P-netværket skal ikke anvende en central server, men i stedet benytte en decentraliseret 
netværkstopologi, hvor en central servers opgaver uddelegeres til medlemmer af netværket. 
 
• Selvorganiserende og sammenhængende 
P2P-netværket skal være selvorganiserende, således at det kan udvikle sig og forblive 
sammenhængende, selv hvis medlemmer af netværket forsvinder. Denne opgave kræver en 
del funktionalitet og information, herunder kendskab til naboer og genboer.  
 
• Kun ét selvtilstrækkeligt P2P-netværk 
P2P-netværket skal være selvtilstrækkeligt således, at det selv kan registrere og tage hånd 
om problemer, der kan gøre netværket usammenhængende. En bruger af messengertjenesten 
skal nemlig kunne finde enhver anden bruger af messengertjenesten, repræsenteret ved et 
medlem i netværket, hvorfor netværket skal være sammenhængende. Ansvaret for at 
netværket forbliver sammenhængende tildeles således medlemmer af netværket. 
 
• Søgning 
P2P-netværket skal gøre det muligt, for brugerne af messengertjenesten, at finde enhver 
anden bruger af messengertjenesten, i netværket repræsenteret ved et medlem. 
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Metode 
For at implementere en IM-applikation, der anvender et P2P-netværk, vil vi undersøge teori inden 
for emnerne Instant Messengers og P2P, samt udforske eksisterende P2P-applikationer, herunder 
deres opbygning og anvendelse af og erfaring med forskellige teknikker til opbygning af P2P-
netværket. 
På baggrund af den viden vi tilegner os gennem denne proces, vil vi udvikle en Instant Messenger 
således, at den indfrier formålet med projektet, at eliminere centrale elementer i 
messengertjenestens netværk. 
 
Selve udviklingsprocessen og opstillingen af regler, inden for hvilke P2P-netværket skal 
konstrueres og udvikle sig, vil vi gribe eksperimenterende an, for derved at undersøge hvilke 
problemer, foruden de af teorien nævnte, som kombinationen af en Instant Messenger og et P2P-
netværk giver anledning til, samt hvilke løsningsmuligheder der findes. 
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Teori 
Følgende kapitel beskriver den undersøgte og anvendte teori, hvilket omfatter teori inden for 
områderne Instant Messengers, P2P og netværkstopologier. 
Instant Messenger – en introduktion 
Instant messaging er et begreb, der dækker over øjeblikkelig tekstudveksling mellem to personer, 
også kendt som chat [5]. En IM, eller blot en messenger, er en applikation, der gør det muligt for to 
personer at chatte med hinanden over eksempelvis Internettet. 
En messengertjeneste anvender et netværk bestående af brugere, som benytter en bestemt IM-
applikation. En bruger kan ved denne messengertjeneste søge efter og tilføje andre brugere til en 
liste, kaldet en venneliste, på engelsk Buddylist [5], med hvem brugeren kan starte private samtaler, 
i form af chats, ligesom det ved vennelisten er muligt at se den enkelte brugers onlinestatus. For at 
starte en samtale mellem to brugere er de begge derfor nødt til at være medlem af den samme 
messengertjeneste, samt være tilføjet hinandens vennelister. 
 
En bruger findes og identificeres, som medlem af messengertjenesten, ved en række oplysninger, 
knyttet til den enkelte bruger, hvilke oftest udgøres af navn, øgenavn, emailadresse mv. ligesom der 
oftest anvendes et unikt id, der entydigt identificerer den enkelte bruger af messengertjenesten. 
  
Hvorledes messengertjenesten opbygges, og brugernes informationer gemmes, er meget forskelligt, 
og afhænger ikke mindst af hvilken netværkstopologi der anvendes. Den hyppigst anvendte 
netværkstopologi i messengertjenester, arrangerer brugerne omkring en central server, som 
illustreret på figur 1, der foruden at fungere som opkoblingspunkt, også etablerer og vedligeholder 
en database med informationer om brugerne af messengertjenesten.  
 
 
Figur 1: Den hyppigst anvendte netværkstopologi i messengertjenester. 
P2P – en introduktion 
P2P er en forkortelse for Peer-To-Peer, og betyder lige kommunikation, hvilket foregår mellem 
peers, der betyder ligemand, som befinder sig i udkanten af et P2P-netværk [3]. Begrebet dækker 
over en netværksmodel der, i sin reneste form, bygger på den enkelte computers deltagelse i et 
netværk, som en peer, og direkte kommunikation de enkelte peers imellem. Herudover er en af 
grundidéerne i P2P, at alle peers i et P2P-netværk er ligeværdige, det vil sige, at ingen peer har 
større status, flere opgaver eller mere funktionalitet i P2P-netværket end de øvrige peers [3]. 
Med P2P forsvinder den oftest anvendte klient/server model, som eksempelvis anvendes i web- og 
FTP-applikationer, hvor en central server udbyder en service, såsom at stille en række filer eller 
informationer til rådighed fra centralt hold, som en klient dernæst kan tilgå og hente ved at forbinde 
til serveren. I P2P er hver peer både klient og server, således at den kan forbinde direkte til andre 
peers, ligesom andre peers kan forbinde direkte til den. 
Sammensmeltningen af klient og server i ét var med til at realisere formålet og idéen med 
udviklingen af P2P-netværksmodellen, nemlig bedre mulighed for at kontrollere og udnytte den 
enkelte computers, den enkelte peers, ressourcer såsom cpu regnekraft, båndbredde og lagerplads 
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[2]. Netop den bedre kontrol og udnyttelse af den enkelte computers ressourcer, er en af 
hovedårsagerne til, at applikationer baseret på P2P, eller idéer herfra, er blevet så populære, fordi 
sådanne applikationer er effektive, fleksible og stabile. Disse egenskaber gør P2P anvendelig i 
mange sammenhænge, såsom fildeling, informationssøgning, direkte kommunikation, distribuerede 
systemer med mere, hvilket applikationer som Gnutella og Napster (fildeling), Gnutella Infrasearch 
(informationssøgning), ICQ (direkte kommunikation) og SETI@HOME (distribueret system) 
vidner om [2]. 
P2P-netværksmodellen er dog ikke uproblematisk, hvis man søger at implementere den i sin reneste 
form til brug på nutidens Internet, idet Internettet grundet en begrænset mængde IP-adresser har 
medført brugen af dynamiske IP-adresser og opdeling i lokale netværk, der anvender NAT 
(Network Address Translation) og firewalls, hvilket besværliggør, og i værste tilfælde umuliggør, 
kommunikation til og fra computere på lokalnetværk [3]. Dette har medført en række forskellige 
P2P-modeller, der hver især gør brug af P2P-filosofien i større eller mindre omfang. 
P2P-netværkstopologier 
Følgende kapitel vil omhandle de mest anvendte netværkstopolgier inden for P2P-netværk. En 
netværkstopologi beskriver strukturen i hvilken computere, kaldet knuder i denne sammenhæng, 
arrangeres. De forskellige netværkstopologier er i P2P-kontekst søgt implementeret og anvendt i 
forskellige sammenhænge, hvilket har medført mere eller mindre rene P2P-netværk, med hver deres 
styrker og svagheder. 
P2P-netværk 
P2P-netværk bygger på direkte forbindelser mellem peers, i netværksterminologier kaldet knuder, 
om end peer herefter vil være den benyttede betegnelse herfor. Forbindelserne er dog ikke direkte, 
de enkelte peers imellem, da forbindelser over netværk, som eksempelvis Internettet, er etableret 
igennem routere mv. P2P-applikationer konstruerer i stedet et virtuelt netværk, et såkaldt 
overlagsnetværk, på engelsk overlay network, der, som et abstrakt logisk netværk, ligger oven på 
det fysiske netværk, hvori peers arrangeres. Overlagsnetværket får forbindelsen mellem peers til at 
se direkte ud, selv om P2P-applikationen anvender det underliggende fysiske netværk til at sende 
data mellem peers, som illustreret på figur 2. De deltagne peers, i netværket indgår derfor kun i 
virtuelle naboskaber, hvor naboerne hele tiden kan skifte, idet forbindelserne er midlertidige og 
netværket heraf er særdeles dynamisk, hvor peers kommer og går [1, 3]. 
Med introduktionen af overlagsnetværket forsvinder de enkelte peers unikke identitet, hvorfor det 
er op til overlagsnetværket og P2P-applikationen, at implementere funktionalitet, der tillader 
entydig identifikation af den enkelte peer. Oftest anvendes et navn til hver enkelt peer, som senere 
oversættes til identifikationsmodellen i det underliggende netværk [3], fx. en IP-adresse der 
anvendes ved Internettet og lokale netværk (LAN), når to computere skal identificeres, og data 
imellem dem sendes. 
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Figur 2: Abstrakt overlagsnetværk oven på et LAN. Forbindelsen ser i overlagsnetværket direkte ud, men er 
 det ikke grundet routere i det underliggende LAN, der reelt behandler kommunikationen. 
 
Et overlagsnetværk kan arrangere peers på forskellige måder, alt efter hvilken netværkstopologi der 
anvendes. I de følgende afsnit vil den centraliserede, den decentraliserede og en hybrid herimellem 
blive behandlet. Disse har alle deres fordele og ulemper, som vil blive beskrevet nærmere. 
Den centraliserede netværkstopologi 
Den centraliserede netværkstopologi koncentrerer i P2P sammenhæng de forbundne peers omkring 
en central server, som det illustreres på figur 3. Napster er et eksempel på brug af en sådan 
netværkstopologi. 
 
 
Figur 3: Centraliseret P2P-netværk, hvor peers arrangeres omkring en central server. 
 
En central server fungerer i P2P sammenhæng som et fælles forbindelsespunkt for nye peers, og 
som administrator af P2P-netværkets status, herunder forbundne peers og hvor de kan findes. 
Foruden disse opgaver kan den centrale server have en række andre forholdsvis administrative 
opgaver, herunder indekseringsservice i en fildelingstjeneste eller informationskatalog i en 
messengertjeneste, hvilket oftest sker ved brug af en central database [1]. 
Alle peers i et centraliseret P2P-netværk er, grundet eksistensen af en central server, ikke lige, idet 
den centrale server med sine administrative opgaver har højere status, og indirekte administrerer 
netværket, herunder hvem der forbinder til netværket, hvorfor det ikke er et rent P2P-netværk, 
ifølge den oprindelige P2P-tankegang. 
 
Der er flere fordele ved den centraliserde netværkstopologi i P2P sammenhænge herunder, at der 
kun er ét centralt sted, hvor netværkets status skal vedligeholdes, at der altid er et kendt sted, hvor 
nye peers kan forbinde til netværket, og at det er nemt at implementere yderligere services, som fx 
en indekseringsservice i en fildelingstjeneste, hvori peers kan søge efter filer. Ligeså kan 
kommunikationen foregå direkte mellem peers, eller med en central server som mellemled, hvilket 
kan løse nogle af de problemer som Internettets opbygning medfører [1]. 
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Omvendt giver den centraliserede netværkstopologi i P2P sammenhænge en række ulemper eller 
svagheder, der relaterer sig til, og har sit udgangspunkt i, brugen af en central server og dennes 
tilgængelige ressourcer. En central server kan eksempelvis hurtigt blive flaskehals i netværket og 
derved sænke dets ydeevne, hvis eksempelvis for mange peers på én gang søger at forbinde til 
netværket, eller søger efter information om andre peers i et centralt informationskatalog. I værste 
tilfælde kan dette få den centrale server til at gå ned, og dermed nedlægge netværket, idet netværket 
kun eksisterer i kraft af den centrale servers skabende og vedligeholdende rolle. Med den 
manglende centrale server forsvinder nye og eksisterende peers muligheder for at forbinde til 
netværket og finde andre brugere eller indhold heri. Dette betyder i sidste ende, at netværket 
skalerer dårligt, og har en begrænsning for hvor stort det kan blive [1]. 
Den decentraliserede netværkstopologi 
Den decentraliserede netværkstopologi er i P2P sammenhænge et ægte P2P-netværk, hvor alle 
peers er lige, og ingen peer har flere administrative opgaver eller rettigheder i forhold til andre peers 
[2]. Dette betyder, at der ikke eksisterer centrale servere eller peers af højere status, og at de 
forbundne peers i netværket ikke arrangeres efter nogen bestemt struktur, men nærmere udvikler sig 
anarkistisk, som illustreret på figur 4 [1]. 
 
 
Figur 4: Fuldt decentraliseret P2P-netværk, hvor peers arrangeres tilfældigt. 
 
Dette giver et meget dynamisk netværk [1], som har mange fordele frem for den centraliserede 
netværkstopologi eller en hybridbaseret netværkstopologi.  
 
P2P-netværk, der anvender den decentraliserede netværkstopologi, er særdeles dynamiske og har 
mange fordele frem for den centraliserede eller den hybridbaserede netværkstopologi. Det er 
dynamisk i en sådan udstrækning, at så snart netværket er etableret, er det selvtilstrækkeligt og 
selvorganiserende, det betyder, at peers kan forbinde til og forlade netværket vilkårligt, men ikke 
uden risiko for at det påvirker sammenhængen i netværket. Således er netværket ikke afhængig af 
en central server eller peer, med højere status og flere opgaver, til at administrere og vedligeholde 
netværket og de peers, der forbinder til og forlader det. Dette gør P2P-netværk af denne type yderst 
skalerbare, stabile og fleksible, idet der ikke er nogen nævneværdige flaskehalse, fx i form af en 
central server, der kan gå ned, og derved nedlægge netværket. Dog er et sådan netværk ikke 
stærkere end det svageste led, her en peer med få ressourcer. 
 
Den decentraliserede netværkstopologi har dog et fundamentalt problem, der opstår i fraværet af en 
central server, og den store dynamik i netværket, hvor peers konstant forbinder til og forlader 
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netværket, nemlig hvordan en peer forbinder til, og bliver en del af netværket. For at en 
nytilkommen peer kan dette, er det nødvendigt, at den i forvejen kender en peer på netværket, som 
den kan forbinde til [1]. Et problem der kan løses ved to forskellige metoder, som vil blive forklaret 
senere. 
En hybridbaseret netværkstopologi 
Et P2P-netværk, der anvender hybridbaseret netværkstopologi, benytter elementer og teknikker fra 
henholdsvis den centraliserede og decentraliserede netværkstopologi, med det formål at eliminere 
og optimere på de problemer, de to netværkstopologier hver især har. Kombinationen heraf 
medfører dog, at et hybridbaseret P2P-netværk distancerer sig lidt fra den oprindelige P2P 
tankegang, idet ikke alle peers i et netværk af denne type vil være lige. 
 
Oftest implementeres en form for styrende peer, en gruppeleder kaldet en superpeer [1], omkring 
hvilken almene peers arrangeres. Inspirationen kommer fra den centraliserede netværkstopologi, og 
implementeres i den decentraliserede netværkstopologi, hvorved man får en hybrid. For at et sådan 
hybridbaseret netværk ikke skal lide under de samme svagheder, som et fuldt centraliseret eller 
decentraliseret netværk, implementeres flere superpeers i netværket, der kontrollerer skabelsen og 
udviklingen af netværket, samt vedligeholder dette. Derved deles ansvaret for netværket, som i den 
centrale netværkstopologi er pålagt én server, ud på flere superpeers, hvorved flaskehalsproblemer 
minimeres og stabiliteten øges. Samtidig skabes og udvikler netværket sig ikke på anarkistisk vis, 
men efter en bestemt struktur, hvor peers arrangeres omkring superpeers, der indbyrdes skaber et 
internt netværk, som illustreret på figur 5. 
 
 
Figur 5: P2P-netværk, der anvender hybridtopologien, hvor peers er arrangeret omkring 
superpeers, som etablerer et internt netværk superpeers imellem. 
 
En peer skal nu, når den ønsker at forbinde til netværket, gøre dette gennem en superpeer, men da 
peers i et hybridbaseret netværk ofte kan antage rollen som både almen peer og superpeer, og en 
superpeer dermed ikke altid er eksisterende, opstår samme problem, som hvis en peer skulle 
forbinde til et fuldt decentraliseret P2P-netværk, nemlig at skulle bestemme hvor, der findes en 
superpeer, der kan forbindes til [1, 3]. Et problem man kan løse ved de selv samme metoder, som 
anvendes i et decentraliseret netværk, og som vil blive forklaret senere. 
Foruden forbindelsesproblemet skal også problemet omkring tildelingen af rollen som superpeer 
løses, noget som oftest afgøres på baggrund af beregninger af den enkelte peers ressourcer, såsom 
cpu regnekraft, netværksforbindelse mm. [3], idet rollen som superpeer kræver ekstra ressourcer, 
hvilke en ressourcefattig peer ikke besidder, og derved ville blive en flaskehals i netværket. 
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Søgning i P2P-netværk 
Følgende afsnit vil beskrive hvorledes søgning efter brugere af eller indhold i et P2P-netværk, der 
anvender en hybridbaseret netværkstopologi, fungere. En søgning i et sådan P2P-netværk anvender 
teknikker fra P2P-netværk, der anvender henholdsvis den centrale og decentrale netværkstopologi, 
hvorfor søgning i disse P2P-netværk også vil blive beskrevet, dog i mindre omfang. 
 
I et netværk, der anvender en hybridbaseret netværkstopologi, eksisterer ingen central server med et 
indeks over indholdet i eller brugerne af netværket. Hver superpeer kender kun til indhold og 
brugere på de peers, som er forbundet til den selv, hvorfor en forespørgsel i sådanne netværk må 
sendes til flest mulige superpeers for at finde det søgte. Her har netværk, der anvender en 
hybridbaseret netværkstopologi, en klar fordel frem for den fuldt decentrale netværkstopologi, idet 
forespørgsler kun skal sendes til superpeers og ikke til hver enkelt peer i netværket. Superpeers 
kommer dermed til at fungere som en slags semi-centralt søgeindeks inspireret af den centrale 
netværkstopologi, hvilken kort vil blive gennemgået i det følgende.  
Søgning i centraliserede P2P-netværk 
Ved et P2P-netværk, der anvender den centraliserede netværkstopologi, fx Napster, informerer nye 
peers, der forbinder til den centrale server, om hvilket indhold de er i besiddelse af eller hvilken 
bruger de repræsenterer, som den centrale server etablerer og vedligeholder en database på 
baggrund af, hvori der kan udføres forespørgsler. Peers kan sende forespørgsler til den centrale 
server, som udfører forespørgslen i den centrale database, og svarer den spørgende peer på dens 
forespørgsel, eksempelvis hvilken peer, der har en given fil eller repræsenterer en bestemt bruger. 
Den forespørgende peer kan efterfølgende kontakte den peer, der er i besiddelse af det søgte [1]. 
Processen er illustreret på figur 6, og forløber som følgende: 
 
1. Peers indrapporterer, til den centrale server, hvilket indhold de er i besiddelse af eller 
hvilken bruger de repræsenterer. 
 
2. En peer sender en forespørgsel, til den centrale server, efter et givent indhold eller en given 
bruger, hvilket den centrale server svarer tilbage på, i form af hvilken peer, der har det 
søgte. 
 
3. Den søgende peer etablerer en direkte forbindelse til den peer, som den centrale server 
henviste til, hvilken skulle besidde det søgte.  
 
 
Figur 6: Søgning i et centraliseret P2P-netværk, som fx Napster. 
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Søgning i hybrid P2P-netværk 
Superpeers i hyrbridnetværk fungerer på samme måde, bortset fra den centrale database over 
indhold eller brugere, her er delt ud på flere superpeers. For at en søgning kan nå flest mulige 
superpeers anvendes forespørgselsfloder, på samme vis som man ville gøre i den fuldt 
decentraliserede netværkstopologi. Her sendes forespørgsler mellem de enkelte peers, som udfører 
forespørgslen i deres lokale database over indhold og svarer den spørgende peer tilbage ved positive 
resultater, hvilket kan ske direkte eller indirekte [1]. En peer, der besidder det søgte indhold eller 
bruger, kan således vælge, at svarer den forespørgende peer direkte tilbage, ved at etablere en 
direkte forbindelse de to peers imellem, eller den kan vælge at svare indirekte og sende svaret 
tilbage ad samme rute, som forespørgslen kom frem, for at nå til den svarende peer. Sidstnævnte 
metode kræver dog, at denne rute registreres med forespørgslen, hvilken dog kan brydes hvis en 
peer på ruten i mellemtiden er forsvundet, hvorved resultatet vil have sværere ved at nå 
forespørgslens afsender, i værste fald vil være umuligt [3]. 
 
På samme måde kan peers i et netværk, der anvender en hybridbaseret netværkstopologi, sende en 
forespørgsel til den superpeer den er forbundet til, der således, foruden at udfører forespørgslen i 
sin egen database, videresender forespørgslen til de superpeers, som den er forbundet til. De 
superpeers, der modtager forespørgslen, gør det samme, og på den måde spredes forespørgslen i 
netværket. Superpeers, der har et positivt resultat på forespørgslen, svarer den spørgende peer 
direkte eller indirekte tilbage med oplysning om hvilken peer, der enten ligger inde med det søgte 
indhold eller repræsenterer en given bruger. Processen er illustreret på figur 7 og forløber som 
følge: 
 
1. En bruger Pingvin sidder på en peer og sender en forespørgsel, hvor den søger brugeren 
Giraf. Forespørgslen sendes til superpeer s1, den superpeer som Pingvins peer er forbundet 
til. 
 
2. Superpeer s1 behandler forespørgslen, registrerer ruteinformation og videresender 
forespørgslen til de sine nabosuperpeers, s2 og s3. Superpeers s2 og s3 behandler, 
registrerer ruteinformation og videresender ligeledes forespørgslen til deres nabosuperpeers, 
hvilket kunne være hinanden, som det ses ved at s2, sender forespørgslen til s3.  
 
3. Superpeer s3 kender brugeren Giraf, og svarer Pingvin, hvilket kan ske på to måder: 
a. Superpeer s3 etablerer en direkte forbindelse til Pingvins peer, hvorigennem svaret 
sendes, bestående af hvilken peer, der repræsenterer brugeren Giraf. 
b. Superpeer s3 sender svaret tilbage til Pingvins peer, via samme rute som 
forespørgslen er nået frem. 
Dette er illustreret med røde pile på figur 7, hvor det ses, at forespørgslen kan være 
fremkommet til s3 af to veje. Antager vi, at forespørgslen kom til s3 ad ruten 
Pingvins peer ? s1 ? s2 ? s3, sendes forespørgslen tilbage ad ruten s3 ? s2 ? s1 
? Pingvins peer. 
 
4. Brugeren Pingvins peer opretter en direkte forbindelse til brugeren Girafs peer. 
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Figur 7: Søgning i et P2P-netværk, der anvender en hybridbaseret netværkstopologi. 
 
Forespørgselsfloder introducerer dog to problemer nemlig, at en given forespørgsel kan florere i 
P2P-netværket til evig tid, hvorved forespørgsler vil ophobe sig i netværket, selv om de kan være 
besvaret for lang tid siden, ligesom en superpeer kan modtage og behandle den samme forespørgsel 
flere gange, da forespørgsler sendt med forespørgselsfloder er svære at kontrollere. 
For at løse dette kan man benytte dels et unikt id, der entydigt identificerer den enkelte 
forespørgsel, samt en TTL (Time To Live) attribut, der begge sendes med forespørgslen [1]. 
Et unikt id, der entydigt identificerer den enkelte forespørgsel, gør det muligt for en superpeer at 
registrere behandlede forespørgsler, hvorved den kan afgøre om den skal behandle en modtaget 
forespørgsel, eller om den tidligere har gjort dette [3].  
TTL-attributten angiver, hvor mange hop forespørgslen skal foretage, fx syv, startende fra den 
superpeer forespørgslen oprindeligt er sendt til af den spørgende peer. En forespørgsels TTL-
attribut fortæller således en modtagende superpeer, om forespørgslen skal droppes eller om den skal 
videresendes til dens nabosuperpeers, i så fald tælles forespørgslens TTL-attribut én ned inden 
afsendelse [1, 3]. 
 
Med en TTL-attribut begrænses spredningen af forespørgslen i netværket, og dermed også antallet 
af brugere den potentielt kan ramme til følgende: 
 
x = maximalt antal nabosuperpeers pr. superpeer 
y = maximalt antal peers pr. superpeer 
z = TTL-attribut værdi 
maximalt potentielt antal ramte brugere = xz · y 
 
Det faktiske antal ramte brugere vil i praksis være mindre, da alle af netværkets superpeers med stor 
sandsynlighed ikke vil have opnået maximalt antal forbundne peers. 
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Ser vi på et eksempel hvor 
• maximalt antal nabosuperpeer pr. superpeer på x = 5 
• maximalt antal peers pr. superpeer på y = 2 
• TTL-attribut værdi på z = 3 
vil det maximalt potentielt antal ramte brugere være = 53 · 2 = 250. 
 
Som det ses af figur 8, har det reelle antal peers og superpeers, som den enkelte superpeer er 
forbundet til, betydning for hvor mange brugere forespørgslen rammer. TTL-attributtens værdi 
begrænser ligeledes antallet af hop forespørgslen foretager, hvorfor en bruger Pingvin ved en TTL-
attributværdi på 3 kun vil kunne finde brugeren Giraf og ikke brugeren Zebra, selv om denne er 
koblet på netværket, som illustreret på figur 8.  
 
 
Figur 8: TTL (Time To Live) illustreret. Brugeren Pingvin kan med en 
TTL-attributværdi på 3 ikke finde brugeren Zebra. 
Forbinde til et P2P-netværk 
Der eksisterer, som tidligere nævnt, i forbindelse med P2P-netværk, der anvender den 
decentraliserede eller hybridbaserede netværkstopologi, et fundamentalt problem, nemlig når en ny 
peer ønsker at forbinde til et eksisterende netværk. Den nye peer er nødt til at kende en aktiv peer 
eller superpeer, der er medlem af netværket, men de to netværkstopologier mangler i fraværet af en 
central server, et kendt punkt som nye peers kan forbinde til. 
Der findes to metoder til løsning af dette problem, nemlig anvendelsen af en broadcast protokol, 
eller metoden kaldet bootstrapping [3]. 
 
En broadcast protokol er en metode, hvor en ny peer, der ønsker at forbinde til P2P-netværket, 
sender en broadcastbesked herom ud på netværket, i dette tilfælde det fysiske netværk under P2P- 
netværket, eksempelvis Internettet. Alle computere bør modtage denne broadcastbesked, men som 
Internettet er bygget i dag, er det langt fra sikkert. De computere, der modtager broadcastbeskeden, 
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og som er medlem af P2P-netværket, kan svare tilbage, som en aktiv peer eller superpeer, som den 
nye peer kan forbinde til [3]. 
 
Metoden kaldet bootstrapping, illustreret på figur 9, hjælper en ny peer til at forbinde til P2P-
netværket, gennem kendskab til en pålidelig peer eller superpeer, fx en der ofte er koblet til 
netværket. Den nye peer kontakter således den pålidelige peer eller superpeer, for at blive henvist til 
en superpeer i netværket, den kan forbinde til [3]. 
Listen over pålidelige peers og superpeers bliver oftest distribueret sammen med selve P2P-
applikationen, og opdateres når der opnås forbindelse til netværket. Herved vil en peer med stor 
sandsynlighed altid kunne forbinde til netværket via en af disse pålidelige peers eller superpeers. 
 
 
Figur 9: En ny peer ønsker at forbinde til P2P-netværket, og kontakter en pålidelig peer, 
der henviser den til en superpeer s1, som den efterfølgende kan forbinde til. 
 
Hvilken metode man anvender, afhænger af P2P-applikationens formål, samt P2P-netværkets 
underliggende netværk. Eksempelvis vil en P2P-applikation med et underliggende lokalt netværk 
(LAN) fint kunne anvende en broadcast protokol, mens dette ville være særdeles vanskeligt og 
uhensigtsmæssigt på Internettet. 
Sammenhæng i netværk 
P2P-netværket skal anvendes af en Instant Messenger, som stiller det særlige krav, at netværket skal 
være sammenhængende. Dette betyder, at enhver peer på netværket, til enhver tid, skal kunne finde 
en vej at komme i kontakt med enhver anden peer på netværket. Med andre ord skal det sikres, at 
netværket ikke deler sig i flere små netværk, hvilket kan ske, hvis en af de peers med få forbindelser 
forsvinder fra netværket. Sammenhængen kan nemlig visse steder i netværket være afhængig af en 
enkelt peers eksistens og forbindelser, hvorfor dens forsvinden vil gøre netværket 
usammenhængende og dermed ikke brugbart til en messengertjeneste. Brugen af netværket til en 
messengertjeneste kræver derfor en stærk kobling de deltagende peers imellem, hvilket vil sige, at 
jo flere peers hver enkelt peer har forbindelse til, des bedre. 
Omvendt skaber anvendelsen af forespørgselsfloder i P2P-netværk det modsatte krav, nemlig lav 
kobling de enkelte peers imellem, idet forespørgsler i et decentraliseret P2P-netværk ikke kan stilles 
til en central server, men må sendes til flest mulige af netværkets medlemmer. Dette kan skabe store 
mængder trafik, der er svære at kontrollere, hvorfor et netværk med lav kobling, hvor peers har få 
indbyrdes forbindelser, her er at foretrække, idet en peer ikke overbebyrdes med den samme 
forespørgsel fra flere nabopeers. 
Trafikken kan yderligere begrænses ved at benytte en hybridbaseret netværkstopologi, hvor 
superpeers udvides med en database indeholdende informationer om deres forbundne peers, hvori 
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forespørgsler kan foretages. En forespørgsel er nu ikke nødvendig at sende til flest mulige peers i 
netværket, men blot til netværkets superpeers. 
Når man således skal designe et P2P-netværk til en messengertjeneste, med de krav denne stiller, 
gælder det om at finde en passende balance mellem antallet forbindelser de enkelte peers imellem, 
og mængden af trafik i netværket således, at netværket bliver tilstrækkeligt sammenhængende og 
modstandsdygtigt overfor peers forsvinden og så den enkelte peer ikke overbebyrdes med trafik 
skabt af messengertjenesten. 
Hvor sammenhængende et netværk er, kan gennemsnittet af forbindelser, den enkelte peer i 
netværket har etableret, være et forsigtigt estimat for, om end det langt fra er et sikkert estimat, idet 
et større antal forbindelser kan være samlet om få peers i netværket som illustreret på figur10 [4]. 
For at fordele dette gennemsnit over samtlige af netværkets peers, og gøre estimatet mere brugbart, 
kan indføres værdier for minimum og maximum antal forbindelser den enkelte peer i netværket skal 
søge at skabe til øvrige peers, hvorved chancen for at skabe et sammenhængende netværk øges. 
 
 
Figur 10: Gennemsnittet af forbindelser den enkelte peer i netværket har, angivet ved E, kan anvendes som et 
forsigtigt estimat for hvor sammenhængende et netværk er. Forbindelser kan dog være samlet om enkelte peers i 
netværket, og give et forkert billede. 
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Vores løsning - SLIM 
Følgende kapitel omhandler SLIM, en forkortelse for ServerLess Instant Messenger, der er en 
serverløs Instant Messenger baseret på P2P-teknologi. Formålet med SLIM er at demonstrere en 
Instant Messenger baseret på et P2P-netværk, der anvender en hybridbaseret netværkstopologi uden 
en central server, hvorved den vil adskille sig fra andre gængse Instant Messengers som fx ICQ og 
MSN. 
Gennem den valgte teknologi og netværkstopologi er det SLIM’s formål, at eliminere hvad vi 
karakteriserer som svage led, i form af centrale servere, der kan udgøre en flaskehals i netværket og 
i værste fald nedlægge messengertjenesten. Dette søges opnået gennem anvendelsen af et fleksibelt 
P2P-netværk, der i stor udstrækning vil være selvorganiserende og selvtilstrækkeligt, og dermed 
sammenhængende og mere stabilt. 
Overlagsnetværket 
Vi har valgt at implementere SLIM ved brug af et P2P-netværk, der anvender en hybridbaseret 
netværkstopologi, idet vi mener denne, ved den rette implementering, kan tilbyde de egenskaber en 
messenger kræver af et netværk. Et netværk, der anvendes af en messengertjeneste, skal nemlig 
være konsistent, fleksibelt og stabilt, med andre ord selvorganiserende og selvtilstrækkeligt. Således 
kan alle computere, peers som superpeers, forbinde til og forlade netværket, uden at øvrige 
medlemmer får afbrudt deres forbindelse til netværket, og uden at netværket bliver 
usammenhængende eller nedlagt, hvoraf de to sidstnævnte begge kan umuliggøre grundlæggende 
funktionalitet i messengertjenesten. 
Samtidig giver en hybridbaseret netværkstopologi mulighed for, i nogen grad, at kontrollere 
netværkets udvikling, der således udvikler sig knapt så anarkistisk, ligesom det giver mulighed for, 
at holde antallet af forbindelser og mængden af trafik nede, hvorved problemer med netværkets 
skalerbarhed og ydelse mindskes. Man vil endvidere kunne finde flere brugere ved færre led i 
forbindelse med forespørgsler i et sådan netværk. 
  
Anvendelsen af en hybridbaseret netværkstopologi betyder, at det overlagsnetværk SLIM, som 
P2P-applikation, konstruerer, på et abstrakt logisk plan vil organiserer peers omkring udvalgte 
superpeers, der igen etablerer et internt netværk superpeers imellem. Medlemmer af netværket vil 
derfor kunne påtage sig én af to roller som enten almen peer, eller superpeer med administrative 
opgaver. 
En peer betragtes som alment medlem af netværket, mens en superpeer betragtes som en peer med 
yderligere administrative forpligtelser i form af udvikling og vedligeholdelse af netværket, således, 
at det ikke bliver usammenhængende. Superpeers, og i nogen grad almene peers, skal derfor 
implementere funktionalitet, der gør dem i stand til dette, funktionalitet, der baseres på følgende 
regler, som P2P- netværket udvikles og vedligeholdes efter, hvilke efterfølgende bliver begrundet: 
 
Hvad angår forbindelse superpeers imellem, gælder følgende 4 regler: 
 
1. En superpeer kan maximalt have forbindelse til n andre superpeers. 
 
2. En superpeer skal altid stræbe efter, at have forbindelser til minimum q andre superpeers. 
 
3. En fyldt superpeer med n forbindelser til andre superpeers, der modtager en 
forbindelsesforespørgsel fra en ny superpeer, skal altid lukke den forbindelsessøgende 
superpeer ind i det interne netværk mellem superpeers. Dette sker ved, at den fyldte 
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superpeer fortæller en tilfældig af de allerede forbundne superpeers, at forbindelsen mellem 
dem bliver afbrudt, og at denne superpeer istedet forbinder til den forbindelsessøgende 
superpeer. Denne proces er forklaret og illusteret i forbindelse med figur 16. 
 
4. En superpeer skal kende sin nabos naboer (sin genbo), illustreret på figur 11, hvor superpeer 
s1 er forbundet til superpeer s3, der er forbundet til superpeer s4. Her skal superpeer s1 
vide, at superpeer s3 er forbundet til superpeer s4, for at kunne lukke eventuelle huller, der 
ville gøre P2P-netværket usammenhængende, hvis superpeer s3 forsvinder. 
 
Hvad angår forbindelse superpeer og peer imellem gælder følgende fem regler: 
 
1. En peer kan maximalt have forbindelse til én superpeer. 
 
2. En superpeer kan maximalt have forbindelser til m peers. 
 
3. En superpeer med forbindelser til m peers, dvs. den er fyldt, der modtager en 
forbindelsesforespørgsel fra endnu en peer, skal henvise denne til en anden superpeer, hvor 
den forbindelsessøgende peer kan forsøge at forbinde. 
 
4. En peer skal altid kende sin superpeers naboer, illustreret på figur 11, hvor peer 1, der er 
forbundet til superpeer s1, som er forbundet til superpeer s3, skal vide, at superpeer s1 er 
forbundet til superpeer s3 for, at den igen kan forbinde til P2P-netværket, hvis superpeer s1 
forsvinder. 
 
5. En peer skal, hvis der ikke kan opnås forbindelse til en superpeer, fx hvis alle superpeers har 
opnået forbindelser til m peers, dvs. de er fyldte, påtage sig selv rollen som superpeer, og 
indgå i det interne netværk superpeers imellem. 
 
 
Figur 11: Et P2P-netværk, peers og superpeers skal kende sin nabo- og genboer. 
 
Det er på baggrund af disse regler, at SLIM’s P2P-netværk skal udvikles og vedligeholdes, hvorfor 
det også er disse regler, der i sidste ende er afgørende for, hvor fleksibelt og selvtilstrækkeligt 
netværket bliver. Her er især parametrene n, m og q interessante, idet de har betydning for, hvor 
komplekst og sammenhængende netværket kan konstrueres, kontra mængden af trafik de enkelte 
superpeers kan blive udsat for, hvorfor deres værdi har stor betydning for netværkets succes. 
 
Vi har i vores implementering af SLIM gjort det muligt at ændre værdierne for n, m og q, om end 
de skal være sat før programmet startes. 
Etablering af og forbindelse til P2P-netværket 
For at SLIM kan etablere et P2P-netværk, kræver det minimum to computere, hvor den ene 
forbinder til den anden, og derved starter netværket, så det senere kan udvikle sig. En peer er, i kraft 
af netværkets dynamik og manglende centrale enhed, nødt til at kende et aktivt medlem af 
Udarbejdet af: Ronni  Feldt & Teis V. K. Nielsen 21
netværket i form af en peer eller en superpeer, hvorigennem den kan forbinde sig til og blive en del 
af netværket.. Vi valgt at benytte metoden bootstrapping, hvor en peer forbinder til netværket 
gennem en pålidelig peer eller superpeer. Listen med disse peers og superpeers følger med SLIM, 
og må derfor opdateres løbende i SLIM. 
Når en peer først er forbundet til netværket, vil den dynamisk konstruere og vedligeholde sin egen 
liste over andre peers og superpeers, der kan anvendes ved senere forbindelser til netværket. 
 
Når SLIM opstarter netværket, vil der være relativt få computere, og en af de deltagende peers skal 
således påtage sig rollen som superpeer. Denne rollefordeling kan afgøres på mange måder. Vi har 
valgt den simplest mulige, hvor det er den af de to peers, der modtager forbindelsesforespørgslen, 
som påtager sig rollen af superpeer, som illustreret på figur 12, hvor peer 2 modtager en 
forbindelsesforespørgsel fra peer 1, og dermed påtager sig rollen som superpeer. Når netværket er 
etableret med minimum én superpeer, vil det udvikle sig indenfor reglerne for netværket 
specificeret tidligere. 
 
 
Figur 12: Etableringen af P2P-netværket mellem to almene peers, hvor den peer, der modtager 
forbindelsesforespørgslen, påtager sig rollen som superpeer. 
Udvikling og vedligeholdelse af P2P-netværket 
Udviklingen og vedligeholdelsen af P2P-netværket foregår indenfor de tidligere specificerede 
regler, og har til formål at sikre netværkets konsistens, stabilitet og funktionalitet. 
 
Udviklingen af netværket er forholdsvis ligetil, idet en peer altid vil søge at forbinde til en 
superpeer, hvilket kan ske gennem et eller flere af følgende scenarier: 
 
1. Den forbindelsessøgende peer får fat i en peer 
Hvis en peer, der selv er forbundet til en superpeer i netværket, modtager en 
forbindelsesforespørgsel fra en anden peer, henviser den til sin superpeer, som illustreret på 
figur 13. 
 
Figur 13: En forbindelsessøgende peer henvises til en superpeer, af en almen peer. 
 
2. Den forbindelsessøgende peer får fat i en fyldt superpeer 
Modtager en fyldt superpeer en forbindelsesforespørgsel fra en peer, afslår den 
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forbindelsesforespørgslen, men sender samtidig en liste over dens nabosuperpeers, som den 
forbindelsessøgende peer kan forsøge at forbinde til, som illustreret på figur 14.  
 
Figur 14: En forbindelsessøgende peer får fat i en fyldt superpeer, og får henvist en nabosuperpeer. 
 
3. Den forbindelsessøgende peer får fat i en fyldt superpeer, som ikke er forbundet til 
andre superpeers 
Får en forbindelsessøgende peer fat i en fyldt superpeer, og der ikke er andre superpeers at 
forbinde til, påtager den forbindelsessøgende peer sig selv rollen som superpeer, og søger 
herefter at indgå i det interne netværk mellem superpeers, som illustreret på figur 15. 
 
Figur 15: En peer får fat i en fyldt superpeer, og bliver selv superpeer. 
 
Det interne netværk, superpeers imellem, udvikler sig også efterhånden som nye superpeers 
kommer til, hvilket sker på følgende måde: 
Som nævnt har en superpeer en minimumsgrænse q, for hvor mange andre superpeers den altid vil 
søge at opnå forbindelse til. Når den søger at skabe forbindelse til en anden superpeer, kan denne 
allerede have opnået sit maximale antal forbundne superpeers. 
Er dette tilfældet, sendes den forbindelsessøgende superpeer, i modsætning til en 
forbindelsessøgende peer, ikke videre til en anden superpeer, men lukkes i stedet ind i det interne 
netværk mellem superpeers. Denne proces er illustreret på figur 16 og forløber, med en q-værdi på 
2, som følge: 
 
1. En fyldt superpeer modtager en forbindelsesforespørgsel fra en ny superpeer. 
 
2. Den fyldte superpeer, der modtog forbindelsesforespørgslen, bryder forbindelsen til en 
tilfældig af sine nabosuperpeers, og fortæller samtidig denne, at den skal forbinde til den 
forbindelsessøgende superpeer. 
 
3. De to superpeers, mellem hvem forbindelsen lige er blevet afbrudt, etablerer begge 
forbindelse til den forbindelsessøgende superpeer. 
 
4. Den forbindelsessøgende superpeer indgår nu det interne netværk mellem superpeers. 
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Figur 16: En ny superpeer søger forbindelse til P2P-netværket gennem en fyldt superpeer, hvorefter den lukkes 
ind i det interne netværk mellem to superpeers. 
 
Vedligeholdelsen af P2P-netværket er noget mere omfattende, og indebærer at registrere, hvis en 
peer eller superpeer forsvinder, samt handle på baggrund af dette således, at messengertjenesten 
forbliver funktionel og netværket sammenhængende. 
 
For at en peer eller superpeer kan registrere, samt agere hvis en peer eller superpeer forsvinder, skal 
de bruge nogle informationer vedrørende det omkringliggende netværk, hvilke omfatter kendskab 
til deres nabopeers, samt nabo- og genbosuperpeers. Informationerne udveksles en peer og 
superpeer eller superpeer og superpeer imellem, når en forbindelse mellem dem etableres, fx når en 
ny peer forbinder til netværket, som illustreret på figur 17. 
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Figur 17: Når brugeren Pingvin forbinder til P2P-netværket gennem superpeer s1, udveksles informationer om 
nabo- og genbosuperpeers, således at brugeren Pingvins peer får kendskab til superpeers s2 og s3. 
 
Foruden udvekslingen af informationer mellem en ny peer og superpeer, som illustreret på figur 17, 
udveksles også informationer superpeers imellem ved nye forbindelser således, at superpeer s1, på 
figur 17, får kendskab til superpeers s2’s og s3’s nabosuperpeer s4, hvilket er superpeer s1’s 
genbosuperpeer. 
 
Netværket udvikler sig hele tiden, hvorfor disse informationer må opdateres med jævne mellemrum, 
fx hvert femte minut således, at de informationer, den enkelte peer og superpeer ligger inde med, er 
opdateret. På samme tid som udvekslingen af informationer om nabo- og genbosuperpeers finder 
sted, indrapporterer den enkelte peer og superpeer sin onlinestatus til sine nabopeers og 
nabosuperpeers. 
  
Med disse informationer er det muligt, for den enkelte peer og superpeer, at registrere når en nabo 
forsvinder. Dette kan en peer eller superpeer ved, med jævne mellemrum, at tjekke hvornår 
nabopeer og nabosuperpeer, sidst har rapporteret deres onlinestatus. Intervallet, hvormed peers og 
superpeers tjekker dette, skal minimum være det samme som det interval, der er imellem, at peers 
og superpeers udveksler informationer om nabosuperpeers og rapporterer sin onlinestatus. Derved 
opdateres peers og superpeers onlinestatus mindst én gang, for hver gang en peer eller superpeer 
tjekker onlinestatus på nabopeers og nabosuperpeers. Herigennem kan en peer eller superpeer 
således antage, at en nabopeer eller nabosuperpeer er forsvundet, hvis den ikke har rapporteret sin 
onlinestatus siden forrige opdateringsperiode, hvilket illustreres på figur 18. 
 
Forsvinder en peer, registrerer dens nabosuperpeer blot, at den er væk, hvormed den kan frigøre en 
plads, så en ny peer kan forbinde til den. 
En superpeers forsvinden kræver derimod, at både nabopeers og nabosuperpeers registrerer, at den 
er væk og efterfølgende lukker det hul i netværket, dens forsvinden eventuelt har skabt, hvilket i 
værste tilfælde kan have gjort netværket usammenhængende. For peers betyder det, at de skal søge 
at oprette en forbindelse til en af den netop forsvundne superpeers nabosuperpeers, for derved ikke 
at miste forbindelsen til netværket. For superpeers betyder det, at de skal søge at oprette en 
forbindelse til en af den netop forsvundne superpeers nabosuperpeer, som den ikke selv i forvejen 
har som nabo, da dette ikke vil lukke et eventuelt hul i netværket, skabt af den forsvundne 
nabosuperpeer. 
Processen er illustreret på figur 18 og forløber som følge: 
 
1. Et sammenhængende netværk bestående af tre superpeers, hver med én peer forbundet. 
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2. Superpeer s1 forsvinder pludseligt og netværket bliver usammenhængende, hvilket 
superpeers s2 og s3, samt peer p1 registrerer, idet superpeer s1 ikke længere rapporterer sin 
onlinstatus. 
 
3. For at bringe netværket tilbage i en sammenhængende tilstand, forsøger superpeers s2 og s3 
at lukke det hul superpeer s1’s forsvinden har skabt, ved at forbinde til superpeer s1’s 
nabosuperpeers, deres egen genbosuperpeer, i dette tilfælde hinanden. De har informationer 
om hinandens tilstedeværelse gennem de nabo og genbo informationer, der er blevet 
udvekslet. Således forsøger superpeer s2 at forbinde til superpeer s3. Peer p1 har helt mistet 
forbindelsen til netværket, og skal forbinde til dette igen, gennem en af superpeer s1’s 
nabosuperpeers, superpeers s2 eller s3, hvilke den kender gennem de nabosuperpeers 
informationer, der er udvekslet. Således forbinder peer p1 til superpeer s3. 
 
4. Netværket er efter superpeer s1’s forsvinden igen sammenhængende. 
 
 
Figur 18: Et netværk bliver usammenhængende pga. superpeer s1’s forsvinden. 
Netværket er dog selvtilstrækkeligt, ved peers og superpeers funktionalitet, og kan derfor 
 bringe sig selv tilbage i en tilstand af sammenhængende. 
Søgning i P2P-netværket 
Søgning efter brugere af SLIM’s messengertjeneste, og dermed medlemmer af P2P-netværket, sker 
ved anvendelsen af forespørgselsfloder, hvor en forespørgsel efter en given bruger sendes ud i 
netværket, og svar på forespørgsler sendes indirekte tilbage til den forespørgende peer via ruten 
forespørgslen kom frem til den svarende superpeer. Den valgte hybridbaserede netværkstopologi 
giver her nogle fordele frem for en fuld decentral netværkstopologi, idet en forespørgsel ved færre 
led kan ramme flere brugere. Dette kan en forespørgsel, idet den kun sendes mellem superpeers, og 
hver superpeer kender et antal almene peers, som hver især repræsenterer en bruger af SLIM’s 
messengertjeneste. 
Beskeder med messengertjenesten i P2P-netværket 
To brugere af messengertjeneste skal kunne føre en privat samtale i form af en chat med 
tekstbeskeder. Disse tekstbeskeder sendes direkte mellem to peers i P2P-netværket, som illustreret 
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på figur 19, hvor en bruger af messengertjenesten, Pingvin, ønsker at føre en privat samtale med en 
anden bruger, Gnu, og derfor etablerer en direkte forbindelse deres to peers imellem. 
 
Figur 19: En bruger af messengertjenesten, fx Pingvin, ønsker at føre en privat samtale 
med en anden bruger, fx Gnu, og etablerer derfor en direkte forbindelse. 
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Implementering 
Følgende kapitel beskriver implementeringen af vores Instant Messenger, SLIM, foretaget ved 
hjælp af Microsofts .Net framework, og C#. Først vil IM-applikationens grafiske grænseflade blive 
beskrevet, dernæst den anvendte programarkitektur, og kommunikationsprotokoller, og til sidst 
selve klasserne i applikationen. Når vi i det følgende omtaler de enkelte dele af applikationen, vil vi 
typisk omtale dem med deres klassenavne. 
Grafisk grænseflade design 
Følgende afsnit beskriver de forskellige vinduer, i applikationen SLIM, herunder hvordan de er 
opbygget og de forskellige elementers funktion. 
MainView 
MainView vises, når applikationen SLIM startes, og det er fra dette vindue, at man kan forbinde til 
netværket, se sin venneliste, starte samtaler, se applikationens netværkssstatus mm. Grænsefladen 
er konstrueret så simpelt som muligt, og ser ud som på figur 20, der består af følgende elementer fra 
toppen og ned: 
 
• En statusbar, med to status ikoner 
• En knap Connect 
• En venneliste 
• En søgebar, bestående af et tekstfelt og 
en knap Search 
 
Figur 20: SLIM’s grafiske  grænseflade. 
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Statusbar 
I statusbaren vises status for to ting; onlinestatus og hvilken status ens peer har i netværket. 
Connected angiver onlinestatus, dvs. om ens peer er forbundet til netværket, hvor et rødt ikon 
betyder ikke forbundet, mens et grønt ikon betyder forbundet. 
Superpeer angiver hvilken status ens peer har i netværket, dvs. om ens peer har status af superpeer i 
netværket, hvor et rødt ikon betyder superpeer, mens et grønt ikon betyder ikke superpeer. 
 
Knappen Connect 
Knappen Connect vil ved aktivering, forbinde ens peer til netværket. Når ens peer er forbundet vil 
Connected i statusbaren ændres. Påtager ens peer sig samtidig opgaven at være superpeer, ændres 
også Supernode i statusbaren. 
 
Venneliste 
Vennelisten viser de venner i netværket, der er tilføjet ens egen liste, og som man kan sende 
beskeder til. Man kan kun sende beskeder til venner, der er online, dvs. forbundet til netværket, og 
en samtale (chat) med en ven startes ved at klikke på vennens navn, hvorefter ChatWindow 
fremkommer.  
 
Søgebar 
Søgebaren består af et tekstfelt og en knap Search. 
I tekstfeltet indtastes navnet på den bruger af SLIM’s messengertjeneste, man ønsker at finde. 
Knappen Search vil ved aktivering, da søge efter det indtastede brugernavn, og findes brugeren i 
SLIM’s messengertjeneste, tilføjes denne automatisk til vennelisten. 
ChatWindow 
Et ChatWindow vises hver gang, der startes en samtale med en person fra vennelisten, og ser ud 
som på figur 21, der består af følgende elementer fra toppen og ned: 
 
• Et samtaleområde 
• Et skriveområde 
• En knap Send 
 
Figur 21: Chatvindue i SLIM. 
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Samtaleområde 
I samtaleområdet vises samtalen, dvs. de beskeder, der er sendt frem og tilbage mellem de to 
personer, der fører samtalen (chatten). En samtale består af beskeder, og en besked i samtalevinduet 
har følgende udformning: <person>: <besked> 
 
Eksempel på samtale, her set fra brugeren tvkns chatvindue: 
rfeldt wrote: FreeBSD er godt 
You wrote: Linux er bedre 
rfeldt wrote: Nej 
rfeldt wrote: Hvis Linux var bedre, tror du så ikke flere ville bruge det? 
You wrote: Der er også mange der bruger Linux 
rfeldt wrote: Ikke lige så mange som der bruger FreeBSD 
You wrote: Jo, der er milliader! 
 
Skriveområde 
I skriveområdet kan der skrives beskeder, som kan sendes til den ven, med hvem samtalen føres. 
 
Knappen Send 
Knappen Send vil ved aktivering, sende beskeden skrevet i skriveområdet, til den person som 
samtalen (chatten) føres med. 
SLIM programarkitektur 
Følgende afsnit vil kort beskrive den arkitektur vi har valgt ved implementering af SLIM, herunder 
hvilke hovedklasser vi har delt applikationen op i for, at den afspejler de omtalte elementer i 
netværket.  
 
Ligesom vi i hele projektet har beskæftiget os med et P2P-netværk, og en messengertjeneste som 
skal fungere herpå, har vi valgt at opdele applikationen i to tilsvarende lag, P2P-laget og IM-laget. 
 
• I P2P-laget har vi implementeret funktionaliteten til konstruktion, udvikling, 
vedligeholdelse og brug af P2P-netværket.  
 
• I IM-laget har vi implementeret den ekstra funktionalitet som IM kræver, herunder at 
superpeers kan holde styr på brugernavne på tilkoblede peers, og at peers kan sende og 
modtage beskeder, og holde styr på en venneliste, samt en grafisk grænseflade til 
vennelisten og private samtaler imellem brugere på de enkelte peers. 
 
Lagdelingen giver en løs kobling de enkelte applikationsdele imellem således, at de hver for sig kan 
anvendes i andre sammenhægende, fx kan en fildelingstjeneste implementeres oven på P2P-laget i 
stedet for en IM. 
 
I vores tidligere behandling af P2P-netværket og IM, har vi omtalt de to roller, peer og superpeer. 
Superpeers administrerer netværket, og fungerer samtidig som serviceudbydere for peers, for hvilke 
de tilgængelige tjenester muliggør søgning efter brugere af messengertjenesten. Peers har således 
status som servicebrugere. Vi har ligeledes implementeret disse to roller i applikationen, så vi på 
P2P-laget har en serviceudbyder og en servicebruger, i form af klasserne henholdsvis SuperNode og 
EndNode. 
 30 
• SuperNode er serviceudbyderen, og stiller services til rådighed, der sørger for at nye peers 
kan forbinde til netværket, og samtidig sørger for at netværket forbliver konsistent og 
funktionsdygtigt, således at netværket ikke udvikler sig ukontrolleret anarkistisk, hvormed 
chancen for at det bryder sammen eller bliver usammenhægende stiger. 
 
• EndNode er servicebrugeren, og har funktionalitet til at koble op mod en superpeer og sende 
og modtage forespørgsler til og fra denne. 
 
På IM-laget har vi udvidet P2P-lagets serviceudbyder og servicebruger til henholdsvis 
ServiceProvider og Messenger: 
 
• ServiceProvider er serviceudbyderen og stiller en messengertjeneste med mulighed for 
brugersøgning til rådighed. Denne gør det muligt at søge efter andre brugere af 
messengertjenesten og medlemmer af netværket. 
 
• Messenger er servicebrugeren, der gør det muligt for brugeren af IM-applikationen, at 
definere sin egen venneliste, ved at søge efter og tilføje andre brugere af SLIM’s 
messengertjeneste, som brugeren efterfølgende kan starte private samtaler med. 
 
SLIM er, med sin brug af P2P-netværk, en applikation, der benytter netværksforbindelser, hvorfor 
vi yderligere har implementeret en klasse, Gateway, hvis opgave udelukkende er at håndtere 
indkomne netværksforbindelser, og vurdere hvilken del af applikationen, 
SuperNode/ServiceProvider eller EndNode/Messenger, forbindelsen skal gives videre til, ud fra 
hvilken rolle, efterfølgende pakker sendt via forbindelsen, henvender sig til. 
 
SLIM’s programarkitektur er illustreret på figur 22. 
 
 
Figur 22: SLIM’s programarkitektur, hvor Gateway modtager indkomne netværksforbindelser, og 
SuperNode/ServiceProvider og EndNode/Messenger etablerer netværksforbindelser. 
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Kommunikationsprotokoller 
Vi vil i det følgende gennemgå protokollerne for kommunikationen, der finder sted mellem de 
forskellige peers og superpeers i netværket. Denne kommunikation foregår via pakker, der er 
udformet som syv XML-dokumenter med forskellige brugsformål og derfor forskellige strukturer 
for indholdet.  
Pakker 
EstablishConnection 
<package> 
 <handler></handler> 
</package> 
Attribut Beskrivelse 
handler Navnet på det objekt der skal modtage 
efterfølgende pakker. 
 
EstablishConnection-pakken er den første pakke, der bliver sendt, når der er skabt en ny 
netværksforbindelse mellem to peers. Den bliver sendt fra den peer som har åbnet forbindelsen, og 
fortæller den peer, til hvem forbindelsen er blevet åbnet, hvilket objekt der skal håndtere 
efterfølgende pakker. Pakkerne der efterfølgende bliver sendt via denne forbindelse kan være af de 
øvrige seks typer. 
 
ConnectionRequest 
<package> 
 <type>connectionRequest</type> 
 <fromIp></fromIp> 
</package> 
Attribut Beskrivelse 
type Beskedens type. 
Værdien er enten connectionRequest (en peer 
som ønsker at forbinde til en superpeer), eller 
superNodeConnectionRequest (en superpeer 
som ønsker at forbinde til en anden superpeer). 
fromIp Hvilken IP-adresse der har afsendt 
forespørgslen om en forbindelse. 
 
ConnectionRequest-pakken fortæller den modtagne peer, at afsenderen ønsker at få lov til at have 
en peerforbindelse med den, dvs. en forbindelse mellem to peers i overlagsnetværket. Pakken kan 
have en af to forskellige værdier i type feltet, nemlig connectionRequest eller 
superNodeConnectionRequest, hvilke fortæller den modtagne peer, om det er en almen peer som 
søger peerforbindelse, eller om det er en anden superpeer. Det er da op til den modtagne peer at 
undersøge sin egen tilstand, om den er i stand til at acceptere den forespurgte forbindelse. Svaret til 
afsenderpeeren bliver sendt, udformet som en ConnectionRequestAnswer-pakke. 
 
ConnectionRequestAnswer 
<package> 
 <type>connectionRequestAnswer</type> 
 <answer></answer> 
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 <why></why> 
 <listOfSupernodes> 
  <ip></ip> 
  ... 
 </listOfSuperNodes>  
</package> 
Attribut Beskrivelse 
type Beskedens type. 
Værdien er en connectionRequestAnswer (ved 
svar på en connectionRequest), eller 
superNodeConnectionRequestAnswer (ved svar 
på en superNodeConnectionRequest). 
answer Kan have værdierne: 
accepted: forbindelsen er accepteret 
rejected: forbindelsen er ikke accepteret  
why Bruges hvis answer er rejected til at fortælle en 
forbindelsessøgende peer, hvilken tilstand den 
peer der søges forbindelse hos, er i, så den kan 
finde ud af hvordan den skal fortsætte. 
superNodeIp Bruges hvis typen er connectionRequest og den 
peer der forbindes til ikke er en superpeer, men 
selv er forbundet til en anden superpeer. Da 
returneres adressen på den superpeer, som den 
aktuelle peer selv er forbundet til, så den 
forbindelsessøgende peer kan forsøge at 
forbinde til denne i stedet. 
listOfSupernodes Bruges hvis typen er en connectionRequest og 
den superpeer der søges forbindelse til, er fyldt 
op, men har forbindelse til andre superpeers. Da 
returneres en liste over de superpeers den er 
forbundet til. 
listOfSupernodes.ip IP-adresse på en superpeer. 
 
ConnectionRequestAnswer-pakken beskriver som sagt svaret på en ConnectionRequest-pakke. 
Ligesom denne kan ConnectionRequestAnswer-pakken have en af to forskellige værdier i feltet 
type. Disse er connectionRequestAnswer og superNodeConnectionRequestAnswer, som fortæller 
modtagerpeeren om pakken er svar på henholdsvis en connectionRequest-pakke eller en 
superNodeConnectioRequest-pakke. 
 
Query 
<package> 
 <type>query</type> 
 <query></query> 
 <ttl></ttl> 
 <id></id> 
</package> 
Attribut Beskrivelse 
type Beskedens type 
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query Det der forespørges. 
På IM-laget er dette et brugernavn. 
id Forespørgslens unikke id 
fromIp IP-adressen på den peer der har sendt 
forespørgslen 
ttl TimeToLive, antallet af hop mellem superpeers 
som forespørgslen skal foretage, før den 
droppes 
 
Query-pakken benyttes til at sende en forespørgsel ud i netværket. I vores implementation bruger vi 
query-pakken til at søge efter andre brugere af messengertjenesten. Hvis en superpeer, der modtager 
pakken, har kendskab til den søgte bruger, returnerer den en QueryAnswer-pakke. 
 
QueryAnswer 
<package> 
 <type>queryAnswer</type> 
 <queryAnswer> 
  <userName></userName> 
<ip></ip> 
 </queryAnswer> 
</package> 
Attribut Beskrivelse 
type Beskedens type 
id Den unikke id på den forespørgsel som 
besvares. 
queryAnswer Indeholder svaret. 
queryAnswer.userName Brugernavnet på den søgte bruger. 
queryAnswer.ip IP-adresse som passer på forespørgslen 
 
QueryAnswer-pakken bruges som nævnt ovenfor til at besvare en forespørgsel. I vores 
implementering består svaret af oplysning af den søgte brugeres IP-adresse, så den søgende peer 
selv kan skabe efterfølgende kontakt til den søgte. 
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OnlineStatus 
<package> 
 <type>onlineStatus</type> 
 <fromIp></fromIp> 
<senderRole></senderRole> 
</package> 
Attribut Beskrivelse 
type Beskedens type 
fromIp IP-adressen på peer eller superpeer der 
rapporterer sin onlinestatus 
senderRole Bruges til at fortælle den modtagne peer om det 
er en peer eller superpeer som er afsender. Dette 
benyttes hvis den modtagne peer er en 
superpeer, så denne let kan bestemme hvilken 
tabel den skal søge efter den afsendende peer i, 
så tidsstemplet kan blive opdateret. 
 
OnlineStatus-pakken fortæller den modtagne peer, at afsenderen stadig er aktiv. Når pakken 
modtages, undersøger modtageren hvilken type peer der har afsendt den, og søger så at finde denne 
i den respektive tabel, for så at opdatere tidsstemplet. 
 
Message 
<package> 
 <type>message</type> 
 <fromIp></fromIp> 
 <message></message> 
</package> 
Attribut Beskrivelse 
type Beskedens type. 
fromUserName Brugernavnet på afsenderen. 
fromIp IP-adressen på den peer der har sendt beskeden. 
message Selve beskeden. 
 
Message-pakken bruges til at sende tekstbeskeder fra en peer til en anden, hvilket bruges når disse 
er i færd med at chatte med hinanden. 
Netværksprotokol 
SLIM-applikationen gør, i kraft af sin P2P-netværksfunktionalitet, brug af netværksforbindelser 
mellem computere. Vi har valgt at gøre brug af TCP-forbindelser frem for fx UDP, idet TCP-
protokollen giver os nogle værktøjer som pålidelige forbindelser og dataoverførsler. 
Klassebeskrivelser 
Vi har tidligere, ved beskrivelsen af den valgte programarkitektur for SLIM, defineret 
hovedklasserne i applikationen. Der er dog implementeret en række yderligere klasser og interfaces, 
hvilke hjælper hovedklasserne til at opnå den krævede funktionalitet. Vi vil i det følgende kort 
beskrive alle klasserne. 
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Opdelingen af applikationen i to lag, P2P-laget og IM-laget, er i implementeringen foregået ved 
brug af en programpakke for hvert lag, her P2PFramework til P2P-laget og SLIMessenger til IM-
laget, i hvilken de tilhørende klasser er placeret, som illustreret på figur 23. 
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Figur 23: Klassediagram over SLIM. 
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P2PFramework 
Connection 
Denne klasse håndterer netværksforbindelser mellem to computere på det fysiske netværk. Klassen 
indeholder en pointer til den anvendte netværkssocket, og metoder til at lytte efter indkomne 
beskeder, samt til at sende beskeder. Klassen kan instantieres på to måder: 
 
• Gateway-klassen (beskrives senere), kan instantiere Connection-klassen, med en nyoprettet 
socket (hvilken oprettes når der åbnes en ny forbindelse til Gatewayen) og en pointer til et 
objekt som implementerer Interpretor-interfacet (beskrives senere), som parameter. 
 
• En af de øvrige klasser, som oftest SuperNode/ServiceProvider eller EndNode/Messenger, 
kan åbne en netværksforbindelse til en lyttende Gateway, ved at lave en ny instans af 
Connection-klassen, uden parametre, og dernæst kalde open metoden. Denne metode tager 
en streng med en IP-adresse og en pointer til et Interpretor-objekt som parameter. 
 
Ved begge instantieringer sker efterfølgende det, at der bliver skabt en StreamReader og en 
StreamWriter til henholdsvis at læse og skrive til netværksforbindelsen gennem den etablerede 
netværkssocket. Herefter startes en tråd til en metode, som står og lytter efter indkomne pakker på 
netværksforbindelsen. Hver gang der kommer en pakke, kaldes interpret metoden i det Interpretor-
objekt, som er defineret ved Connection-objektets instantiering, hvilken da håndterer pakken. 
Med metoden setInterpretor kan man til enhver tid ændre, hvilket Interpretor-objekt Connection-
objektet vil sende indkomne pakker til. 
Når der skal sendes en pakke, gøres dette ved brug af sendPackage metoden, som tager pakken der 
ønskes sendt, som parameter. 
 
Interpretor 
Interfacet Interpretor foreskriver, at en klasse, der implementerer det, skal indeholde en metode, 
interpret, som tager en streng package og en pointer til et Connection-objekt, som parameter. 
Herved kan vi let uddelegere ansvaret for håndtering af indkomne pakker, mellem applikationens 
hovedklasser. 
 
Gateway 
Gateway-klassen er den klasse, der står for at lytte efter indkomne netværksforbindelser. Når en 
netværksforbindelse etableres, pakker Gatewayen denne ind i et Connection-objekt, og sætter sig 
selv som Interpretor, hvorfor den implementerer Interpretor-intterfacet. Derved vil indkomne 
pakker herefter vil blive behandlet af Gatewayen. Praktisk set er det kun den første pakke (en 
EstablishConnection-pakke) som behandles af Gateway-klassen, som nævnt i afsnittet om 
Kommunikationsprotokoller. 
 
EndNode 
EndNode-klassen repræsenterer servicebrugeren og kan sende forespørgsler til superpeers, som da 
vil sørge for at sende disse videre. Dette kan, som vi vil beskrive senere i forbindelse med 
SLIMessenger pakken, bruges til for eksempel at søge efter brugere af messengertjenesten. 
EndNode-klassen implementerer Interpretor-interfacet og kan derfor håndtere indkomne pakker fra 
en netværksforbindelse. De pakker, som EndNode-klassen håndterer, er typisk svar fra superpeers 
på peerforbindelsesforespørgsler, eller pakker, der fortæller om den forbundne superpeers 
onlinestatus. En vigtig funktionalitet, som EndNode-klassen har, er at kunne besøge superpeers og 
deres nabosuperpeers indtil den finder en superpeer, som har plads til flere peers. Den kan også 
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holde øje med, om den superpeer, der er forbindelse til er aktiv. Dette foregår ved en metode, som 
kører i sin egen tråd, hele tiden tjekker, dels om der er forbindelse til en superpeer, og hvis ikke, så 
søger at skabe forbindelse til en, og dels holder øje med, hvor lang tid der er gået siden den 
forbundne superpeer sidst har sendt en pakke med onlinestatus, for at skifte denne ud, hvis den er 
for gammel.  
 
SuperNode 
SuperNode-klassen rummer superpeer funktionaliteten og er den, der sammen med andre 
superpeers på nettet, skaber kernen i P2P-netværket, samt sørger for at holde det ved lige. Klassen 
implementerer Interpretor-interfacet, for at kunne håndtere pakker sendt fra andre superpeers og 
peers, hvad end det er pakker med forespørgsler om at skabe peer- eller superpeerforbindelser, eller 
pakker med onlinestatus fra allerede forbundne peers og superpeers. For at holde styr på de 
forbundne peers, har SuperNode-klassen en hashtabel4, hvori IP-adresserne på de forbundne peers 
holdes sammen med et tilsvarende Node-objekt (beskrives senere), som repræsenterer den forbudne 
peer. Ligeledes holder vi styr på forbundne superpeers ved at have Node-objekter, der repræsenterer 
disse, i en hashtabel, dog med den forskel, at disse er yderligere pakket ind i et SCacheObj-objekt, 
hvori der er endnu en hashtabel, med Node-objekter, som repræsenterer den pågældende superpeers 
nabo-superpeers. Dette kræver vi som en del af det kendskab en superpeer skal have til sine naboer, 
for at kunne udbedre huller i netværket, hvis en superpeer forsvinder.  
Ligesom EndNode-klassen har også SuperNode-klassen hele tiden en metode kørende i en tråd, 
som sørger for at reglerne bliver fulgt. Den holder øje med de forbundne peers, om de har sendt 
pakker med onlinestatus inden for et bestemt tidsrum. Hvis ikke fjernes de fra listen, og 
forbindelsen mellem dem ophører. Den holder også øje med de forbundne superpeers, om der er 
gået for længe siden sidst de har sendt en onlinestatus. Hvis det er tilfældet konkluderer den, at den 
forbundne superpeer er forsvundet, og søger at reparere hullet ud fra sit kendskab til den forsvundne 
superpeers naboer, ud fra de regler vi har foreskrevet. 
 
NodeTools 
Da SuperNode- og EndNode-klassen har en del praktisk funktionalitet tilfældes, i form af, at de 
begge skal kunne sende peerforbindelsesforespørgsler og pakker med onlinestatus, har vi valgt at 
putte denne fælles funktionalitet i en klasse kaldet NodeTools, som de to klasser nedarver. 
 
Node 
Node-klassen er som nævnt en klasse, som bruges til at repræsenterer en peer eller superpeer på 
netværket. Klassen har således variable for en peers IP-adresse, et tidsstempel, som bruges til at 
holde øje med hvornår denne sidst har sendt en pakke med sin onlinestatus, et navn, som skal 
indeholde en unik identifikation af denne og en pointer til det Connection-objekt, der har 
netværksforbindelsen til denne. 
 
SCacheObj 
SCacheObj-klassen bruges til at gemme information om nabo- og genbosuperpeers. Dette kan vi 
bruge til at lappe huller i netværket, hvis en superpeer forsvinder, da vi så kan forsøge at skabe 
forbindelse til den forsvundne superpeers nabosuperpeers. 
                                                 
4 Kendt som HashMap i JAVA 
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SLIMessenger 
På IM-laget udvider vi P2P-lagets serviceudbyder (SuperNode-klassen) og servicebruger 
(EndNode-klassen), for at tilføje den ekstra funktionalitet vi har brug for i vores IM.  
 
ServiceProvider 
ServiceProvider-klassen er IM-lagets serviceudbyder, og nedarver således SuperNode-klassen. Det 
der adskiller ServiceProvider-klassen fra SuperNode-klassen er måden pakker af typen query og 
queryAnswer håndteres. I SuperNode-klassen sendes query-pakker videre til alle nabosuperpeers og 
peers, efter at TTL-attributtens værdi er blevet talt én ned, og queryAnswer-pakker håndteres slet 
ikke. I ServiceProvider-klassen er der tilføjet en hashtabel, som sammenholder en indkommen 
query-pakkes id, med det Connection-objekt den er kommet igennem, og der tjekkes, når en query-
pakke ankommer, om den allerede er registreret i denne tabel.  
 
Messenger 
Messenger-klasserne er IM-lagets servicebruger, og nedarver P2P-lagets EndNode-klasse. 
Servicebrugeren på IM-laget er markant anderledes fra den på P2P-laget, idet denne skal have en 
grafisk grænseflade med venneliste og mulighed for brugerinteraktion, så brugere af 
messengertjenesten kan føre private samtaler med hinanden. Vi har valgt at gøre brug af Model, 
View, Control opdelingen (MVC) til denne del af applikationen, og bruger endvidere Observer-
mønsteret ved opdatering af den grafiske grænseflade, når modellen ændres. Derfor er 
servicebrugeren på IM-laget udgjort af tre klasser, nemlig Messenger (controller), MessengerModel 
(model-klassen), som implementerer Subject-interfacet og MessengerView (brugergrænseflade-
klassen), som implementerer Observer-interfacet. 
Selve Messenger-klassen er den, som nedarver EndNode-klassen, og er udvidet med håndtering af 
queryAnswer-pakker, og message-pakker. Når der modtages en queryAnswer-pakke, er en bruger, 
man har søgt efter, blevet fundet, så der tilføjes et User-objekt (beskrives senere) til listen over 
brugere i modellen. Ligeledes tilføjes en bruger til modellen, hvis der kommer en message-pakke 
fra en bruger, som man ikke allerede har på sin liste. Hver gang der tilføjes en bruger til listen i 
modellen, kaldes metoden notifyObservers, som er en del af observer mønsteret og kalder en 
metode notify i de objekter, som er registreret som observatører, her MessengerView, af Subject-
objektet, her MessengerModel. Når Messenger-klassen modtager en message-pakke, kalder den 
MessengerView-klassens receiveMessage metode med pakken som parameter. 
 
MessengerModel 
MessengerModel-klassen bruges til at gemme en liste over brugere, som skal vises på vennelisten i 
den grafiske grænseflade. Elementerne på denne liste er User-objekter. 
 
MessengerView 
MessengerView-klassen har metoder til grafisk at tilføje brugere på vennelisten og til at tegne røde 
og grønne prikker ud for connected og supernode for at vise grafisk, om brugerens peer er 
forbundet til en superpeer eller ej, og om den selv er en superpeer. Der er ligeledes metoder til at 
åbne chatvinduer, hvori der kan sendes tekstbeskeder mellem brugere. Som nævnt har denne klasse 
også en metode, receivePackage, til at håndtere modtagede message-pakker. Denne metode 
undersøger hvem pakken er sendt fra, og om der allerede er et chatvindue åbent med den 
pågældende bruger. Hvis ikke, så åbnes et sådan vindue, og besked teksten i pakken tilføjes, 
ligesom den tilføjes hvis vinduet allerede var åbent. 
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Observer 
Observer-interfacet, som er en del af observer-mønsteret, bliver som nævnt implementeret af 
MessengerView-klassen, og dikterer, at klassen skal indeholde en metode notify, som kan kaldes af 
de objekter som klassen holder øje med. 
 
Subject 
Subject-interfacet, som er det andet af de to interfaces i observer-mønsteret, implementeres af 
MessenglerModel-klassen, og dikterer at klassen skal indeholde metoderne registerObservers, 
unregisterObservers og notifyObservers. Disse bruges til dels at registrere hvilke objekter, der skal 
underrettes når der sker ændringer, til at fjerne sådanne observatører fra registeret, og den sidste til 
at kalde notify-metoden i alle de registrerede Observer-objekter. 
 
ChatWindow 
ChatWindow-klassen viser et chatvindue, og har metoder til at åbne et forbindelse til den brugere 
der chattes med, ved brug af Connection-klassen, for derigennem at sende en message-pakke med 
det indtastede tekst. 
 
User 
User-klassen bruges til at indeholde informationer om brugere på vennelisten. I vores 
implementering er det kun brugernavnet, og IP-adressen. 
SLIMToolkit 
I SLIMToolkit pakken, har vi lavet nogle praktiske værktøjsklasser, for at kunne genanvende fælles 
funktionalitet og kode. 
 
XmlHandler 
XmlHandler-klassen, indeholder metoder til at indlæse XML fra enten en fil, eller som en 
parameter, samt metoder til at søge efter værdier, og tilføje og erstatte værdier, ved brug af XPath-
teknologien. 
 
Settings 
Settings-klassen indeholder metoder til hurtigt at få adgang til de variable vi har placeret i 
settings.xml filen (se beskrivelse af denne i appendiks). Dette muliggør det at stille parametre for 
applikationen, efter den er kompileret. 
 
ArrayListTool 
ArrayListTool-klassen har en enkelt metode, som tager et ArrayList-objekt som parameter og 
returnerer et ArrayList-objekt med samme indhold, men i en tilfældig orden. Den ”blander” 
indholdet af listen. 
SLIM_prj 
SLIM_prj pakken er applikationens hovedpakke og har en enkelt klasse. 
 
SLIM 
SLIM-klassen har applicationens Main-metode, i hvilken Messenger-klassen, ServiceProvider-
klassen og Gateway-klassen instantieres og metoderne til at styre P2P-netværket startes. 
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Test af applikationen 
Følgende kapitel omhandler afprøvning af Instant Messenger (IM) applikationen, og dens 
underliggende P2P-netværk. Kapitlet er opdelt i en række afsnit, der hver især omhandler 
afprøvning af en given funktionalitet. Fælles for afprøvningerne er anvendelsen af henholdsvis fire 
eller fem computere på et lokalt netværk, som vi i det følgende vil referere til med bogstaverne A, 
B, C, D og E. 
P2P – Opbygning af netværk 
Konstruktionen og sammenhængen i P2P-netværket er blevet testet med nogle forskellige værdier 
for henholdsvis n, m og q for at undersøge hvordan P2P-netværket udviklede sig og at det skete 
inden for det givne regelsæt. 
 
Med hensyn til parametrene m og q er udført en række testscenarier med forskellige værdier, 
hvilket har medført en nogle forskellige netværksstrukturer. Det er kun netværket, efter at det har 
stabiliseret sig, vi har undersøgt, og dernæst illustreret i testen her, idet vi antager, at hvis netværket 
til slut er konstrueret efter reglerne, må det også have udviklet sig inden for regelsættets grænser. 
 
Testscnarie 1 
Udført med fire computere (A, B, C og D) og parametrene: n = 2, m = 1, q = 2 
Hvilket gav et P2P-netværk med følgende struktur: 
 
 
Testscnarie 2 
Udført med fem computere (A, B, C, D og E) og parametrene: n = 2, m = 1, q = 2 
Hvilket gav et P2P-netværk med følgende struktur: 
 
 
Testscnarie 3 
Udført med fire computere (A, B, C og D) og parametrene: n = 3, m = 1, q = 3 
Hvilket gav et P2P-netværk med følgende struktur: 
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Testscnarie 4 
Udført med fem computere (A, B, C, D og E) og parametrene: n = 3, m = 1, q = 2 
Hvilket gav et P2P-netværk med følgende struktur: 
 
 
IM – Finde en person og tilføje vedkommende til vennelisten 
Når P2P-netværket i hver af de foregående testscenarier har stabiliseret sig til det illustrerede 
netværk, har vi testet messengertjenesten og IM-klientens funktionalitet på hver af de involverede 
computere, ved at søge efter personer i det etablerede IM-netværk og konstateret at de efterfølgende 
er tilføjet vennelisten. 
IM – Sende en besked til en person på vennelisten 
Når en person i foregående afprøvning, at finde en person og tilføje vedkommende til vennelisten, 
var udført, testede vi efterfølgende IM-klientens funktionalitet til at sende beskeder med ved at 
sende en besked til hver af personerne på vennelisten, hvilket sker over P2P-netværket, og 
konstaterede at de blev modtaget af den rette person. 
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Diskussion 
I dette projekt har vi undersøgt muligheden for at implementere en Instant Messenger (IM) baseret 
på et P2P-netværk, der ikke anvender en central server. Problemanalysen har belyst en række 
problemstillinger, denne kombination netop giver, hvilket vi har søgt at løse i den foreslåede 
implementering, som vi i det følgende vil diskutere. 
 
Implementering vs kravspecifikation 
Den implementerede løsning lever på ét punkt ikke op til kravspecifikationen, idet en bruger ikke 
kan se onlinestatus på de brugere af SLIM’s messengertjeneste, som er tilføjet vennelisten. 
Funktionaliteten til denne proces er dog den samme, der anvendes ved opdatering af informationer 
om nabo- og genbopeers, samt nabo- og genbosuperpeers, hvorfor den er eksemplificeret i 
implementeringen. 
 
Direkte og indirekte kommunikation - implementering af søgning og beskeder 
I P2P-applikationer kan der anvendes direkte og indirekte kommunikation mellem medlemmer af 
netværket, her peers og superpeers, hvilket vi har valgt at illustrere i implementeringen af SLIM. 
Således har vi illustreret direkte kommunikation i implementeringen af funktionaliteten, der gør det 
muligt for brugere af SLIM’s messengertjeneste at føre private samtaler via tekstbeskeder. Disse 
tekstebeskeder sendes via en direkte netværksforbindelse brugerne imellem og går således ikke 
gennem P2P-netværket. Dette gør svar på forespørgsler efter brugere af messengertjenesten 
derimod, idet kommunikationen her er indirekte, hvor ruten for en forespørgsel registereres og 
svaret sendes tilbage ad samme vej, som forespørgslen nåede den superpeer, der kender den søgte 
bruger. 
 
Indirekte kommunikation mellem netværkets medlemmer strider imod P2P-tankegangen, om 
direkte kommunikation, men vi har valgt at illustrere begge metoder, da indirekte kommunikation 
oftest anvendes i forbindelse med P2P-applikationer, der skal fungere på fx Internettet, hvor der kan 
være forhindringer for direkte kommunikation.  
 
Den valgte netværkstopologi og sammenhæng i netværk 
SLIM’s P2P-netværk er implementeret ved brug af en hybridbaseret netværkstopologi, idet denne, 
teoretisk og med den rette implementering, synes at besidde de rette kvaliteter og egenskaber, som 
gør det muligt at anvende den til en messengertjeneste. Det interessante i forbindelse med den 
valgte netværkstopologi og en messengertjeneste er, hvor sammenghængende P2P-netværket kan 
konstrueres og vedligeholdes. Netop denne sammenhæng har vi, i implementeringen af SLIM’s 
P2P-netværk, søgt at give mulighed for at justere ved hjælp af tre parametre n, m og q. Disse sætter 
rammerne inden for hvilke P2P-netværket skal udvikle sig, dvs. hvor mange forbindelser den 
enkelte peer og superpeer i P2P-netværket henholdsvis skal søge at opnå og kan have til øvrige 
medlemmer af netværket. 
Parametrene har i afprøvningen af applikationen vist sig at give P2P-netværk med forskellige 
strukturer, hvorfor de synes at fungere efter hensigten, om end de optimale værdier for et 
sammenhængende og fungerende P2P-netværk er værd at undersøge nærmere. En sådan 
undersøgelse omfatter bla. kendskab til gennemsnitstiden en peer er online og størrelsen af P2P-
netværket ved antallet af peers, superpeers og forbindelser herimellem, hvilke ændrer sig konstant, 
hvorfor parametrene, formentlig med fordel, skal kunne sættes dynamisk. 
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Man vil dog aldrig kunne garantere et fuldstændigt sammenhængende P2P-netværk, idet netværkets 
dynamiske udvikling umuligør dette, hvorfor kun et estimat herfor kan gives gennem statistiske 
beregninger. 
 
Trafikmængde og forespørgsler efter brugere af messengertjenesten 
Implementeringen af en TTL-attribut i forespørgsler efter brugere af messengertjenesten, begrænser 
dennes udbredelse i SLIM’s P2P-netværk. TTL-attributen er hentet med inspiration fra 
fildelingstjenesten Gnutella, for at begrænse forespørgslers levetid og udbredelse i P2P-netværket. I 
en fildelingstjeneste gør dette ingen skade, om end en bruger af en messengertjeneste, må kunne 
forventes at have mulighed for at finde enhver anden bruger af messengertjenesten. TTL-attributten 
kan i værste fald forhindre dette og give fejlagtige resultater på forespørgsler, hvor en bruger ikke 
kan findes, selv om denne er online og medlem af netværket, idet ruten til brugerens peer kan kræve 
flere hop end TTL-attributten tillader. Derfor vil det optimale være, at enhver superpeer modtager 
en forespørgsel hvilket kræver, at en forespørgsel skal spredes mere i P2P-netværket, hvorfor TTL-
attributten bør fjernes. Dette vil dog resultere i en stigning af trafikmængden i P2P-netværket, idet 
forespørgsler nu kan ankomme til og videresendes fra den samme superpeer flere gange, hvilket 
dog kan minimeres ved at lade en superpeer droppe forespørgsler, som den har behandlet og 
videresendt tidligere og kan genkende ved forespørgslens unikke id. 
Mængden af trafik i P2P-netværket er ikke en ubetydelig faktor, idet det har betydning for, hvor 
godt P2P-netværket skalerer og yder. Derfor må der i konstruktionen af P2P-netværket, herunder 
hvor sammenhængende det skal være, tages højde for denne parameter, idet et fuldt forbundet 
netværk vil skabe mere trafik, end et mindre forbundet netværk, da en forespørgsel med stor 
sandsynlighed modtages af den enkelte superpeer flere gange. 
 
Netværksprotokoller 
Vi har i implementeringen af SLIM anvendt TCP-protokollen, grundet dens pålidelighed med 
hensyn til korrekt afsendelse og modtagelse af data. Der kan dog stilles spørgsmålstegn ved 
anvendelsen af TCP-prokollen i et dynamisk P2P-netværk, hvor medlemmer hele tiden forbinder til 
og forlader netværket, idet dette kræver etablering af netværksforbindelser og yderligere ressourcer 
hos den enkelte peer. En eventuel anvendelse af fx UDP-protokollen til konstruktion og 
vedligeholdelse af P2P-netværket, kan mindske trafikmængden og frigive ressourcer hos den 
enkelte peer i kraft af, at den er tilstandsløs. Dette medfører dog, at man som bruger ikke kan være 
sikker på, at de data man sender ud på P2P-netværket når frem, hvorfor det kun kan anbefales, at 
den anvendes ved forespørgsler, samt konstruktion og vedligholdelse af P2P-netværket og ikke i 
SLIM’s messengerfunktionalitet til at føre private samtaler. 
 
Yderligere messengerfunktionalitet 
SLIM’s messengertjeneste implementerer den mest gængse IM-funktionalitet, hvorfor der er 
enkelte, men fundamentale, problemstillinger ved implementeringen. Den mest betydnigsfulde 
mangel er identifikation af den enkelte bruger af messengertjenesten. Som SLIM er implementeret, 
er der ingen garanti for, at brugeren man føre en privat samtale med, er den som brugeren udgiver 
sig for at være. Dette kan løses ved at lade en bruger ”oprette” en profil til messengertjenesten fx 
indeholdende en digital signatur, som udveksles automatisk, når brugere tilføjes venneslister. 
En yderligere problemstilling er muligheden for at anvende messengertjenesten med sin egen 
identitet fra forskellige lokationer. I et centraliseret P2P-netværk holder en central server styr på 
brugerne og deres informationer, hvorfor man oftest blot skal huske et brugernavn og et kodeord, 
hvilket ikke er muligt i SLIM’s messengertjeneste, grundet fraværet af netop en central server. 
Dette betyder, at man, hvis man ønsker at anvende SLIM’s messengertjeneste, må medbringe egne 
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konfigurations- og identifikationsfiler, hvilket ikke er praktisk. En løsning herpå bør undersøges, fx 
mulighed for at gemme brugernes oplysninger via en distribueret database i P2P-netværket. 
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Konklusion 
Vi har i nærværende projekt undersøgt muligheden for at implementere en Instant Messenger (IM) 
applikation baseret på et P2P-netværk, der anvender en hybridbaseret netværkstopologi, uden en 
central server. Netop denne kombination har vist sig at medføre en række komplikationer og 
problemstillinger, der besværliggør dels konstruktionen af et, i konteksten, anvendeligt P2P-
netværk, og efterfølgende implementering af IM-applikationens funktionalitet.  
Teorien og den implementerede løsning i form af SLIM, ServerLess Instant Messenger, har dog 
givet indikationer, der peger i retning af, at kombinationen, af en messengertjeneste baseret på et 
hybridbaseret P2P-netværk, kan lade sig gøre. Dette dog ikke uden at nye spørgsmål og 
problemstillinger introduceres, herunder håndtering af trafikmængde, og konstruktion af og 
kommunikationen i P2P-netværket, hvilke må løses, hvis en IM-applikation med tidssvarende 
funktionalitet skal implementeres. 
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Perspektivering 
Med de nye spørgsmål og problemstillinger, som arbejdet med en Instant Messenger baseret på et 
hybridbaseret P2P-netværk, lægger projektet op til videre undersøgelse af følgende punkter: 
 
Den valgte netværkstopologi og begrænsning af trafikmængden 
En messengertjeneste, der anvender et P2P-netværk, har et behov for at holde trafikmængden i 
netværket så lav som mulig, for at kunne fungere, hvorfor det med fordel kan undersøges, om andre 
netværkstopologier vil kunne give et bedre resultat end den valgte hybridbaseret netværkstopologi, 
ved at gøre netværket mere sammenhængende eller dataflowet mere jævnt. 
Ligeså kan identifikationsmodellen, der anvendes i netværket og messengertjenesten, med fordel 
undersøges og eventuelt videreudvikles således, at brugere og peers i netværket nemmere kan 
lokaliseres.  
 
Sammenhængende netværk 
Messengertjenesten og IM-applikationen stiller det særlige krav til det underliggende netværk, at 
det skal være sammenhængende. Dette kan passende danne grobund for yderligere undersøgelse, 
hvor P2P-netværket simuleres og sammenhængen testes ved ustabiliteter, i form af tilfældige peers 
og superpeers forsvinden, således, at et næsten optimalt estimat for parametrene n, m og q kan 
tilnærmes. 
 
Brugssituation 
Vi har i vores arbejde kun sat som krav til applikationen, at den skal fungere på et lokalt netværk 
(LAN). Problemstillinger vedrørende anvendelsen af IM-applikationen på større netværk, som fx 
Internettet, har vi ikke behandlet, bortset fra en kort illustration med direkte og indirekte 
kommunikation de enkelte peers imellem. Den indirekte kommunikation kan nemlig være en nyttig 
teknik i større netværk, hvor direkte netværksforbindelse de enkelte peers imellem, ofte vil være 
umulige, da mange peers fysisk befinder sig på netværk, der anvender routere, NAT og firewalls.  
Da Internettet må anses som det endelige mål for en messengertjeneste, idet størstedelen af en 
potentiel brugerskare findes her, anses det for interessant at undersøge muligheder for SLIM’s 
anvendelse her, herunder hvorledes kommunikationsproblemerne kan løses, fx via tunneling og 
indirekte kommunikation. 
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Appendiks: Filer 
De følgende to beskrevne filer indeholder parameter, der kan tilpasses før applikationen startes. 
 
supernodes.xml 
<superNodes> 
<ip></ip> 
… 
<superNodes> 
Attribut Beskrivelse 
ip Indeholder en IP-adresse på en superpeer, som 
den aktuelle peer skal forsøge at få forbindelse 
til, når netværket initieres. 
 
supernodes.xml indeholder listen over de pålidelige superpeers, som en peer kan benytte ved 
bootstrapping 
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settings.xml 
 
Attribut Beskrivelse 
path Stien til placering af mappen XML hvori de af 
programmet benyttede XML filer ligger. 
superNode_endNodeMax Bestemmer hvor mange peers en superpeer 
maximalt kan have forbindelse til 
sCacheMin Bestemmer hvor mange øvrige superpeers, en 
superpeer minimim skal søge at have 
forbindelse til. 
sCacheMax Bestemmer hvor mange øvrige superpeers, en 
superpeer maximalt kan have forbindelse til. 
endNode_maxConnectionTry Bestemmer hvor mange forsøg en peer skal gøre 
på at få forbindelse til en superpeer, inden den 
selv skal blive superpeer. 
nodecheckSleep Bestemmer hvor lang tid (i millisekunder) der 
skal gå mellem hver gang den aktuelle peer og 
superpeer tjekker, hvornår de tilkoblede 
superpeers og peers sidst har indeberettet 
onlinestatus, og rydder op blandt disse. 
endNodeConnectSleep Bestemmer hvor længe der skal gå mellem hvert 
forsøg en peer gør, for at få forbindelse til en 
superpeer. Gør dermed, at der tillades, at den 
aktuelle superpeer ikke når at svare tilbage med 
det samme. 
nodeToOld Bestemmer hvor lang tid i sekunder, der 
maximalt må være gået, siden en forbundet peer 
sidst har indrapporteret sin onlinestatus. 
nick Bestemmer en peers unikke brugernavn. Bruges 
i vores implementering til at beskrive brugeren 
af IM programmet. 
 
I settings.xml filen er dels angivelse af placeringen af XML kataloget på den computer SLIM-
applikationen afvikles på, samt parameterne, der bestemmer SLIMs opbygning af netværket med 
hensyn til, hvor mange peers, der kan være til forbundet til en superpeer, og hvor mange 
nabosuperpeers en superpeer skal søge at tildele sig, mm. 
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Appendiks: Brugervejledning til SLIM 
Følgende er en brugervejledning til SLIM, der beskriver systemkravene, samt hvordan man starter 
og anvender programmet. 
Systemkrav 
• Microsoft Windows 98, ME, 2000, XP (Kun testet på XP) 
• Microsoft .Net Framework version 1.1 eller højere 
• Computer med adgang til et netværk (minimum to på samme netværk hvis man ønsker at 
teste programmet). 
Anvendelse af SLIM 
Følgende afsnit forklarer, hvorledes SLIM konfigureres og startes, samt hvordan der forbindes til 
SLIM’s P2P netværk, hvordan en ven findes, og en samtale med en ven startes. 
Konfigurer SLIM 
Som SLIM er implementeret, er det nødvendigt dels at rette en række informationer i en XML fil, 
og dels at kende et aktivt medlem af SLIM’s P2P netværk, for at anvende SLIM’s 
messengertjeneste. Disse informationer tilpasses i de to, i appendiks tidligere omtalte XML filer. 
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Start SLIM 
SLIM startes efterfølgende ved at eksekvere filen SLIM.exe, hvorefter MainView fremkommer, 
hvilket er SLIM’s hovedvindue, som illustreret på figur 1. 
 
Figur 24: SLIM’s hovedvindue. 
Forbind til SLIM tjenestens P2P netværk 
Når SLIM programmet er startet, skal der efterfølgende forbindes til SLIM’s messengertjeneste, 
konstrueret oven på et P2P netværk, før personer kan tilføjes vennelisten, og samtaler i form af 
chats hermed kan begyndes. Der forbindes til SLIM’s messengertjeneste ved at klikke på knappen 
Connect, hvorefter status Connected i statusbaren ændres fra rød til grøn. Får computeren du sidder 
ved status af superpeer i SLIM’s P2P netværk, ændres også statusen Supernode fra rød til grøn. 
 
På figur 1 er der klikket på knappen Connect, og applikationen SLIM er forbundet til SLIM’s 
messengertjeneste, hvilket ses ved, at Connected i statusbaren har et grønt ikon, ligesom den har 
fået status af superpeer, idet Supernode i statusbaren ligeledes har et grønt ikon. 
Søg efter en ven 
For at finde en person i SLIM’s messengertjeneste indtastes personens navn i søgefeltet til venstre 
for knappen Search, hvorefter der klikkes på knappen Search. Findes personen i SLIM’s P2P 
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netværk, og er personen online, tilføjes denne automatisk til vennelisten, hvorimod intet sker, hvis 
personen ikke findes. 
 
På figur 1 er der indtastet personen ’tvkn’ i søgefeltet og klikket på knappen Search, hvorefter 
personen ”tvkn” er tilføjet til vennelisten, der nu indeholder to personer, henholdsvis rfeldt og tvkn. 
Start samtale (chat) med en ven 
En samtale (chat) kan starte på to måder, enten ved at en person skriver en besked til én, eller man 
selv skriver en besked til en person på vennelisten. 
Modtager man en besked fra en person, vil denne person, hvis ikke personen i forvejen findes på 
vennelisten, blive tilføjet denne, hvorefter et samtale-vindue vises, som det illustreret på figur 1. 
Vælger man selv, at starte en samtale (chat) med en anden person, kan dette kun lade sig gøre med 
personer, der i forvejen er tilføjet vennelisten, hvilket gøres ved, at klikke på personens navn i 
vennelisten, hvorefter et samtale-vindue (ChatWindow) fremkommer, som illustreret på figur 2. 
 
 
Figur 25: Samtalevindue i SLIM. 
At føre en privat samtale (chat) med en ven 
Man fører en samtale med en person fra vennelisten ved samtale-vinduet (ChatWindow), illustreret 
på figur 2, ved at indtaste beskeder i beskedområdet til venstre for knappen Send, og dernæst klikke 
på knappen Send. Beskeden vil derefter blive sendt til personen, som samtalen føres med, ligesom 
den vil blive vist i samtaleområdet over beskedområdet og knappen Send. 
Indkomne beskeder bliver ligeledes vist i samtaleområde, hvor beskeder, både indkomne og dem 
man selv har sendt, vises i den rækkefølge de er sendt de to personer imellem således, at 
samtaleområdet viser hele samtaleforløbet. 
 
Appendiks: Kode 
1C:\SLIM\P2PFramework\Connection.cs
1 using System;
2 using System.Threading;
3 using System.Net;
4 using System.Net.Sockets;
5 using System.IO;
6
7
8 namespace P2PFramework
9 {
10  /* Klasse til at holde styr på TCP forbindelser */
11  public class Connection
12  {
13   private Interpretor interpretor;
14   
15   private NetworkStream sockStream;
16   
17   private bool active = true;
18   
19   private TcpClient tcpClient;
20   private Socket listenerSocket;
21   private bool server = false;
22
23   private StreamReader streamReader;
24   private StreamWriter streamWriter;
25
26
27   public Connection()
28   {}
29
30   
31   /* Bruges af serveren nåren klient har åbnet en forbindelse til den */
32   public Connection(Socket socket, Interpretor interpretor)
33   {
34    listenerSocket = socket;
35
36    setInterpretor(interpretor);
37    sockStream = new NetworkStream(listenerSocket);
38    
39    server = true;
40    
41    prepare();
42   }
43
44   /* Ændrer pointeren til det objekt indkomne pakker skal sendes til */
45   public void setInterpretor(Interpretor interpretor)
46   {
47    this.interpretor = interpretor;
48   }
49
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50
51   /* Åbner en TCP forbindelse til en lyttende server, givet ud fra serverens ip */
52   public bool open(string ip, Interpretor interpretor)
53   {
54    setInterpretor(interpretor);
55    bool status = false;
56
57    try
58    {
59     tcpClient = new TcpClient(ip,5113);
60     this.sockStream = tcpClient.GetStream();
61     status = true;
62    }
63    catch(Exception e)
64    {
65     Console.WriteLine("Connection.cs, open(string, inter): Could not connect to supernode (" +ip+ ")");
66    }
67
68    if(status)
69    {
70     prepare();
71    }
72
73    return status;
74   }
75
76
77    
78   /* Initierer streamReaderen og streamWriteren, 
79    * igennem hvilke pakker modtages og sendes
80    * og starter en tråd til listen metoden */
81   public void prepare()
82   {
83    streamReader = new StreamReader(this.sockStream);
84    streamWriter = new StreamWriter(this.sockStream);
85    
86    /* Hvis der er sat en pointer til et fortolker startes lytteren */
87    if(interpretor != null)
88    {
89     Thread tc = new Thread(new ThreadStart(this.listen));
90     tc.Start();
91    }
92   }
93
94
95   /* Lukker forbindelsen */
96   public void close()
97   {
98    active=false;
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99    
100    if(server && listenerSocket != null)
101     listenerSocket.Close();
102    else if(tcpClient != null)
103     tcpClient.Close();
104   }
105
106
107   /* Sender en "bye" besked igennem forbindelsen 
108    * (Når den anden ende modtager en bye, sender den 
109    * en "byebye" tilbage og hopper ud af lytte lykken.
110    * Når en "byebye" modtages hopper lytteren ud af lytte lykken.
111    * Dvs. lytteren i begge ender er stoppet).
112    * */
113   public void sayBye()
114   {
115    this.sendPackage("bye");
116   }
117
118   /* Lytter efter indkomne pakker på streamReaderen */
119   public void listen()
120   {
121    try
122    {
123     while(active)
124     {
125      string received = streamReader.ReadLine();
126      if(received.CompareTo("bye")==0 || received.CompareTo("byebye")==0) 
127      {
128       if(received.CompareTo("bye")==0) this.sendPackage("byebye");
129       this.close();
130       break;
131      }
132      this.interpretor.interpret(received, this);
133     }
134    }
135    catch(Exception e)
136    {
137     Console.WriteLine("\n\nConnection.cs, listen(): "+e.Message);
138     Console.WriteLine("intepretor = "+ this.interpretor);
139    }  
140   }
141
142
143   /* Sender en pakke via streamWriteren */
144   public void sendPackage(string package)
145   {
146    try 
147    {
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148     streamWriter.WriteLine(package); 
149     streamWriter.Flush();
150    }
151    catch(Exception e)
152    {
153     Console.WriteLine("Connection.cs, sendPackage(): " + e.Message);
154    }
155   }
156  }
157 }
158
1C:\SLIM\P2PFramework\InterfaceInterpretor.cs
1 namespace P2PFramework
2 {
3  /* Interface der definerer kravet for de objekter der kan håndtere 
4   * når der modtages pakker fra en forbindelse */
5  public interface Interpretor
6  {
7   void interpret(string package, Connection conn);
8  }
9 }
10
1C:\SLIM\P2PFramework\SuperNode.cs
1 using System;
2 using System.Collections;
3
4 using SLIMToolkit;
5
6 using System.Threading;
7
8 namespace P2PFramework
9 {
10  /* P2P lagets serviceudbyder */
11  public class SuperNode : NodeTools, Interpretor
12  {
13   public Hashtable endNodes;   /* Hashtabel til at holde styr på tilkoblede endNoder.
14             *  - Som nøgle bruges endNodernes ip
15             *  - Som værdi et Node objekt */
16
17   private int endNodeMax;    /* Max antal endNoder der tillades */
18
19   private bool iAmSuperNode = false; /* Boolsk værdi der bestemmer om noden er en superNode eller ej
20             * og dermed om den tager mod forbindelser fra endNoder og superNoder */
21
22   private Hashtable sCache;   /* Hashtabel til at holde styr på de tilkoblede superNoder.
23             *  - Som nøgle bruges superNodernes ip
24             *  - Som værdi bruges et SCacheObj objekt */
25
26   private int removedCounter;   /* En tæller der bruges til at sikre pause fra en supernode er blevet
27             * fjernet (ved for gammelt timestamp), til noden forsøger at 
28             * genoprette forbindelse til minimum antallet af superNode forbindelser */
29   
30   private int sCacheMax;    /* Max antal superNoder der tillades at være forbundet */
31   
32   private int sCacheMin;    /* Minimum antal superNoder der skal søges at skabe forbindelse til */
33    
34
35   /* Constructor.
36    * Indlæser max og min. værdier fra settings.xml */
37   public SuperNode()
38   {
39    endNodes = new Hashtable();
40    endNodeMax = Convert.ToInt16(Settings.setting("superNode_endNodeMax"));
41
42    sCacheMax = Convert.ToInt16(Settings.setting("sCacheMax"));
43    sCacheMin = Convert.ToInt16(Settings.setting("sCacheMin"));
44    sCache = new Hashtable();
45
46    removedCounter = 0;
47
48    setSuperNode(this);
49   }
2C:\SLIM\P2PFramework\SuperNode.cs
50
51   
52   /* Sætter boolsk værdi for hvorvidt noden er en superNode eller ej */
53   public void setIAmSuperNode(bool val)
54   {
55    iAmSuperNode = val;
56    Console.WriteLine("log (SuperNode): "+(true?"I am superNode":"I am no longer superNode"));
57   }
58
59   
60   /* Returnerer boolsk værdi for om noden er superNode eller ej */
61   public bool getIAmSuperNode()
62   {
63    return iAmSuperNode;
64   }
65
66   
67   #region Metoder til at tilføje og slette Noder til listerne mm.
68
69   /* Tilføjer et Node objekt til endNode listen, 
70    * hvis der ikke allerede er et Node objekt i listen for den endNode,
71    * ellers opdateres timestamp'et */
72   public void addEndNode(Node node)
73   {
74    if(!endNodes.Contains(node.getIp()))
75    {
76     endNodes.Add(node.getIp(), node);
77     Console.WriteLine("log (SuperNode): nr of connected endNodes: "+endNodes.Count);
78    }
79    else
80    {
81     Node oldNode = (Node)endNodes[node.getIp()];
82     oldNode.updateTimestamp();
83    }
84   }
85
86   
87   /* Fjerner Node objekt fra endNode listen */
88   public void removeEndNode(Node node)
89   {
90    endNodes.Remove(node.getIp());
91   }
92
93   /* Tilføjer en superNode til superNode cachen,
94    * hvis den ikke allerede er i listen,
95    * ellers opdateres timestamp'et */
96   public void addSuperNode(Node node)
97   {
98    if(!sCache.Contains(node.getIp()))
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99    {
100     /* Wrapper Node objektet i et SCacheObj objekt */
101     sCache.Add(node.getIp(), new SCacheObj(node));
102     Console.WriteLine("log (SuperNode): nr of connected superNodes: "+sCache.Count);
103    }
104    else
105    {
106     SCacheObj obj = (SCacheObj)sCache[node.getIp()];
107     obj.updateTimestamp();
108    }
109   }
110
111   /* Fjerner superNode fra cachen */
112   public void removeSuperNode(Node node)
113   {
114    sCache.Remove(node.getIp());
115   }
116
117   /* Returnerer hele superNode cachen */
118   public Hashtable getSCache()
119   {
120    return sCache;
121   }
122
123   #endregion
124
125
126   /* Kigger på indholdet af modtaget pakke, og handler på baggrund heraf */
127   public virtual void interpret(string package, Connection conn)
128   {
129    XmlHandler xmlhandler = new XmlHandler();
130    xmlhandler.loadXml(package);
131
132    switch(xmlhandler.getSingle("/package/type"))
133    {
134     /* Har modtaget en connectionRequest fra en endNode */
135     case "connectionRequest":
136      recieveConnectionRequest(package, conn);
137      break;
138     
139     /* Har modtaget en superNodeConnectionRequest fra en superNode */
140     case "superNodeConnectionRequest":
141      receiveSuperNodeConnectionRequest(package, conn);
142      break;
143
144     /* Har modtaget et superNodeConnectionRequestAnswer 
145      * (svar på superNodeConnectionRequest) fra en superNode */
146     case "superNodeConnectionRequestAnswer":
147      receiveSuperNodeConnectionRequestAnswer(package, conn);
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148      break;
149
150     /* Har modtaget onlineStatus, fra enten en superNode eller en endNode */
151     case "onlineStatus":
152      receiveOnlineStatus(package, conn);
153      break;
154
155     /* Har modtaget en query pakke fra enten en superNode eller en endNode */
156     case "query":
157      receiveQuery(package, conn);
158      break;
159    }
160   }
161
162
163   #region Metoder brugt til at handle på baggrund af modtagede pakker
164
165   /* Håndterer connectionRequest fra en endNode */
166   public void recieveConnectionRequest(string package, Connection conn)
167   {
168    string answer = "";
169
170    /* Hvis noden ikke er superNode */
171    if(!iAmSuperNode)
172    {
173     /* Hvis noden ikke er forbundet til en supernode, skal den selv blive supernode
174      * og acceptere den forbindelsessøgende endNodes request */
175     if(!endNode.hasRemoteSuperNode())
176     {
177      setIAmSuperNode(true);
178      answer = getConnectionRequestAnswer("accept", null);
179      
180      XmlHandler xmlhandler = new XmlHandler();
181      xmlhandler.loadXml(package);
182    
183      Node node = new Node(); 
184      node.setIp(xmlhandler.getSingle("/package/fromIp"));
185      node.updateTimestamp();
186      node.conn = conn;
187
188      /* Tilføjer den forbindelsessøgende endNode 
189       * til listen over forbundne endNoder */
190      addEndNode(node);
191     }
192     /* Hvis noden selv er forbundet til en supernode, sendes "reject" som svar
193      * med adresse til supernoden vedhæftet i svarpakken */
194     else
195     {
196      answer = getConnectionRequestAnswer("reject", "isNotSuperNode");
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197     }
198    }
199
200    /* Hvis noden allerede er superNode */
201    else
202    {
203     /* Hvis der er plads til flere endNoder, sendes "accept" svarpakke tilbage til 
204      * den forbindelsessøgende endNode, og den tilføjes listen over endNoder */
205     if(getNumberOfConnectedEndNodes() < endNodeMax)
206     {
207      XmlHandler xmlhandler = new XmlHandler();
208      xmlhandler.loadXml(package);
209      Node endNode = new Node();
210      endNode.setIp(xmlhandler.getSingle("/package/fromIp"));
211      endNode.conn = conn;
212      addEndNode(endNode);
213      answer = getConnectionRequestAnswer("accept", null);
214     }
215
216     /* Hvis der ikke er plads, sendes "reject" pakke, med forklaring om,
217      * at superNoden er fyldt og enten 
218      * - ikke kender andre supernoder (dvs. at den forbindelsessøgende
219      *   endNode selv må blive superNode, og indgå i superNode netværk 
220      *   sammen med superNoden)
221      * - kender andre supernoder, og inkludere adresserne på disse i 
222      *   svar pakken, så den forbindelsessøgende kan forsøge at forbinde 
223      *   til dem i stedet. */
224     else
225     {
226      /* superNoden kender ingen andre superNoder */
227      if(sCache.Count==0)
228      {
229       answer = getConnectionRequestAnswer("reject", "aloneSuperNode");
230      }
231
232      /* superNoden kender en eller flere andre superNoder */
233      else
234      {
235       answer = getConnectionRequestAnswer("reject", "full");
236      }
237     }
238    }
239    conn.sendPackage(answer);
240   }
241
242
243   /* Håndterer superNodeConnectionRequest pakker fra superNoder */   
244   public void receiveSuperNodeConnectionRequest(string package, Connection conn)
245   {
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246    /* Skal kun håndteres hvis noden rent faktisk er supernode */
247    if(iAmSuperNode)
248    {
249     XmlHandler xmlhandler = new XmlHandler();
250     xmlhandler.loadXml(package);
251
252     string newNodeIp = xmlhandler.getSingle("/package/fromIp");
253
254     /* Hvis der ikke er plads til flere superNode forbindelser, 
255      * skal der vælges en tilfældig af de eksisterende superNoder.
256      * Den fjernes fra superNode cachen og den nye superNode erstatter den.
257      * Den tilfældige superNode bliver ligeledes bedt om at bryde forbindelsen,
258      * så den er klar til at tage en ny forbindelse.
259      * Den forbindelsessøgende superNoder, bliver sat til også at forbinde til
260      * den tilfældigt valgte superNode.
261      * 
262      * Resultat: Den forbindelsessøgende superNode, får plads i superNode netværket
263      * imellem den adspurgte supernode, og den tilfældigt valgte supernode */
264     if(getNumberOfConnectedSuperNodes() >= getSuperNodeMax())
265     {
266      /* vælg tilfældig supernode i sCache */
267      Random r = new Random();
268      int nr = r.Next(0,sCache.Count);
269      
270      /* Stiller superNoderne op i en ArrayList, da der ikke kan bruges 
271       * numerisk indeksering i hashtabellen */
272      ArrayList tmp = new ArrayList();
273      foreach(DictionaryEntry de in sCache)
274      {
275       tmp.Add((SCacheObj)de.Value);
276      }
277      
278      SCacheObj tmpObj = (SCacheObj)tmp[nr];
279      Node randomNode = tmpObj.getNode();
280      
281      /* Der sendes sendes superNodeConnectionRequestAnswer pakker 
282       * med nødvendige informationer at kunne ondirigere forbindelsen 
283       * igennem den forbindelsessøgende supernode.
284       * Sendes til den forbindelsessøgende, og den tilfældigt valgte 
285       * 
286       * Informationerne er:
287       *  - at der er tale om omdirigering
288       *  - at modtager noden enten er den nye eller den tilfældigt valgte
289       *  - den nye og den tilfældigt valgte nodes adresser */
290      conn.sendPackage(getReRouteMessage("newNode", randomNode.getIp(), newNodeIp));
291      randomNode.conn.sendPackage(getReRouteMessage("oldNode", randomNode.getIp(), newNodeIp));
292
293      /* Udskifter den tilfældigt valgte superNode, med den forbindelsessøgende */
294      sCache.Remove(randomNode.getIp());
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295      removedCounter+=5;
296      randomNode.conn.sayBye();
297      
298      Node newNode = new Node();
299      newNode.setIp(newNodeIp);
300
301      newNode.conn = conn;
302      addSuperNode(newNode);
303     }
304     
305     /* Hvis der er plads til flere superNoder sendes en "accept" svar pakke,
306      * og den forbindelsessøgende superNode tilføjes superNode cachen */
307     else
308     {
309      string answer = getSuperNodeConnRequestAccept();
310      Node sn = new Node();
311      sn.setIp(newNodeIp);
312      sn.conn=conn;
313      addSuperNode(sn);
314      conn.sendPackage(answer);
315     }
316    }
317    else conn.sayBye();
318   }
319
320
321   /* Håndterer superNodeConnectionRequestAnswer pakker.
322    * Bemærk: Denne sendes også til superNoder som ikke har bedt om den 
323    * (hvis superNoden er tilfældigt valgt ved omdirigering af forbindelser
324    *  - se kommentare i receiveSuperNodeConnectionRequest metoden) */ 
325   public void receiveSuperNodeConnectionRequestAnswer(string package, Connection conn)
326   {
327    XmlHandler xmlhandler = new XmlHandler();
328    xmlhandler.loadXml(package);
329    switch(xmlhandler.getSingle("/package/answer"))
330    {
331     /* Forespørgslen er blevet accepteret:
332      * den adspurgte superNode tilføjes superNode cachen */
333     case "accept":
334      Node sn = new Node();
335      sn.setIp(xmlhandler.getSingle("/package/fromIp"));
336      sn.conn = conn;
337      addSuperNode(sn);
338      Console.WriteLine("log (SuperNode): Connected to "+sn.getIp());
339      break;
340
341     /* En forbindelse skal omdirigeres */
342     case "reroute":
343
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344      /* Hvis denne superNode er den tilfældigt valgte (den gamle),
345       * skal den fjerne den eksisterende superNode (den først adspurgte)
346       * og vente med at fylde Cachen op (den nye superNode, skal have en
347       * chance for at nå at sende connectionRequest) */
348      if(xmlhandler.getSingle("/package/role")=="old")
349      {
350       string oldNodeIp = xmlhandler.getSingle("/package/fromIp");
351       
352       if(sCache.Contains(oldNodeIp))
353       {
354        SCacheObj killNode = (SCacheObj)sCache[oldNodeIp];
355        killNode.getNode().conn.sayBye();
356        sCache.Remove(oldNodeIp);
357        removedCounter+=5;
358       }
359      }
360      
361      /* Hvis denne superNode er den nye (forbindelsessøgende),
362       * skal den tilføje den adspurgte superNode til superNode cachen,
363       * og sende en superNodeConnectionRequest til den tilfældigt valgte */
364      else if(xmlhandler.getSingle("/package/role")=="new")
365      {
366       Node sNode = new Node();
367       string fromIp = xmlhandler.getSingle("/package/fromIp");
368       sNode.conn = conn;
369       sNode.setIp(fromIp);
370       addSuperNode(sNode);
371       
372       /* send connectionrequest til random noden 
373        * Sleep: giver den lige 2 sekund til at fjerne den anden node */
374       Thread.Sleep(2000);
375       string randomNodeIp = xmlhandler.getSingle("/package/oldNode");
376       Connection randomConn = new Connection();
377       randomConn.open(randomNodeIp, this);
378       sendConnectionRequest(randomConn, "superNode", "superNode");
379      }
380
381      break;
382    }
383   }
384
385
386   /* Håndterer onlineStatus pakker fra endNoder og superNoder
387    * og opdatere timestamps */
388   public void receiveOnlineStatus(string package, Connection conn)
389   {
390    XmlHandler xmlhandler = new XmlHandler();
391    xmlhandler.loadXml(package);
392    string nodeIp = xmlhandler.getSingle("/package/fromIp");
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393    switch(xmlhandler.getSingle("/package/senderRole"))
394    {
395     /* Hvis afsenderen er en superNode, skal timestamp'et opdateres
396      * og superNodens nabo liste skal opdateres */
397     case "superNode":
398      if(sCache.Contains(nodeIp))
399      {
400       ArrayList newSCache = xmlhandler.getList("/package/superNodes/ip");
401       SCacheObj obj = (SCacheObj)sCache[nodeIp];
402       obj.updateTimestamp();
403       
404       /* Fjerner gammel nabo liste */
405       obj.clearLevel2();
406
407       /* Og tilføjer ny */
408       foreach(string ip in newSCache)
409       {
410        Node node = new Node();
411        node.setIp(ip);
412        obj.addLevel2(node);
413       }
414
415      }
416      break;
417     
418     /* Hvis afsenderen er en endNode, skal timestamp'et opdateres */
419     case "endNode":
420      if(endNodes.Contains(nodeIp))
421      {
422       Node obj2 = (Node)endNodes[nodeIp];
423       obj2.updateTimestamp();
424      }
425      break;
426    }
427   }
428
429   
430   /* Dummy håndtering af query pakker.
431    * (Sender videre til alle superNoder og endNoder).
432    * Bemærk: Denne metode bør overskrives med anden logik
433    * ved udvidelse */
434   public virtual void receiveQuery(string package, Connection conn)
435   {
436    XmlHandler xmlhandler = new XmlHandler();
437    xmlhandler.loadXml(package);
438
439    /* Tæller ttl 1 ned */
440    int ttl = Convert.ToInt16(xmlhandler.getSingle("/package/ttl"));
441    ttl--;
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442    
443    xmlhandler.setValue("/package/ttl",ttl.ToString());
444
445    
446    string establishConnectionXmlEndNode = getEstablishConnectionXml("endNode");
447    
448    /* Videresender til endNoder */
449    foreach(DictionaryEntry de in endNodes) 
450    {
451     Node node = (Node)de.Value;
452     if(node.conn!=null)
453     {
454      node.conn.sendPackage(xmlhandler.getSingle("/"));
455     }
456    }
457    
458    /* Videresender til superNoder */
459    if(ttl > 0)
460    {
461     foreach(DictionaryEntry de in sCache)
462     {
463      SCacheObj obj = (SCacheObj)de.Value;
464      if(obj.getNode().conn!=null)
465      {
466       obj.getNode().conn.sendPackage(xmlhandler.getSingle("/"));
467      }
468     }
469    }
470   }
471
472   #endregion
473
474  
475  
476
477   #region Metoder til at generere xml pakkerne
478
479   /* Returnerer en connectionRequestAnswer pakke */
480   private string getConnectionRequestAnswer(string answer, string why)
481   {
482    XmlHandler xmlhandlerAnswer = new XmlHandler();
483    xmlhandlerAnswer.loadFile(Settings.setting("path")+"\\XML\\ConnectionRequestAnswer.xml");
484
485    xmlhandlerAnswer.setValue("/package/fromIp", Settings.ip);
486    xmlhandlerAnswer.setValue("/package/answer", answer);
487    
488    /* Hvis svaret er reject, er why en af de 3 følgende */
489    switch(why)
490    {
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491     /* Vedhæfter endNodens superNode adresse */
492     case "isNotSuperNode":
493      Node mySuperNode = endNode.getRemoteSuperNode();
494      xmlhandlerAnswer.add("/package", "<superNodeIp>"+mySuperNode.getIp()+"</superNodeIp>");
495      xmlhandlerAnswer.add("/package", "<why>"+why+"</why>");
496      break;
497     
498     case "aloneSuperNode":
499      xmlhandlerAnswer.add("/package", "<why>"+why+"</why>");
500      break;
501     
502     /* Vedhæfter adresser til alle superNoder i superNodens superNode cache*/
503     case "full":
504      xmlhandlerAnswer.add("/package", "<why>"+why+"</why>");
505      string superNodeList = "";
506      foreach(DictionaryEntry de in sCache)
507      {
508       SCacheObj obj = (SCacheObj)de.Value;
509       superNodeList += "<ip>" + obj.getNode().getIp() + "</ip>";
510      }
511      xmlhandlerAnswer.add("/package", "<listOfSuperNodes>"+superNodeList+"</listOfSuperNodes>");
512      break;
513    }
514
515    return xmlhandlerAnswer.getSingle("/");
516   }
517
518   /* Returnerer en superNodeConnectionRequestAnswer pakke */
519   private string getSuperNodeConnRequestAccept()
520   {
521    XmlHandler xmlhandlerAnswer = new XmlHandler();
522    xmlhandlerAnswer.loadFile(Settings.setting("path")+"\\XML\\ConnectionRequestAnswer.xml");
523
524    xmlhandlerAnswer.setValue("/package/type", "superNodeConnectionRequestAnswer");
525    xmlhandlerAnswer.setValue("/package/fromIp", Settings.ip);
526    xmlhandlerAnswer.setValue("/package/answer", "accept");
527
528    return xmlhandlerAnswer.getSingle("/");
529   }
530
531   
532   /* Returnerer en superNodeConnectionRequestAnswer pakke 
533    * med besked om omdirigering af forbindelse */
534   private string getReRouteMessage(string receiver, string oldNodeIp, string newNodeIp)
535   {
536    XmlHandler xmlhandler = new XmlHandler();
537    xmlhandler.loadFile(Settings.setting("path")+"\\XML\\ConnectionRequestAnswer.xml");
538
539    //xmlhandlerAnswer.setValue("/package/listOfSupernodes", ip);
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540    // Bliver kun brugt ved full
541
542    xmlhandler.setValue("/package/type", "superNodeConnectionRequestAnswer");
543
544    xmlhandler.setValue("/package/fromIp", Settings.ip);
545    xmlhandler.setValue("/package/answer", "reroute");
546
547    xmlhandler.add("/package", "<oldNode>"+oldNodeIp+"</oldNode>");
548    xmlhandler.add("/package", "<newNode>"+newNodeIp+"</newNode>");
549
550    //xmlhandler.loadFile();
551    switch(receiver)
552    {
553     case "newNode":
554      xmlhandler.add("/package", "<role>new</role>");
555      break;
556
557     case "oldNode":
558      xmlhandler.add("/package", "<role>old</role>");
559      break;
560    }
561    return xmlhandler.getSingle("/");
562   }
563   #endregion
564
565   
566   
567   
568   #region Metoder til at vedligeholde og opdatere netværket
569   
570   /* Sender onlineStatus pakke til forbundne superNoder og endNoder */
571   private void sendOnlineStatus()
572   {
573    /* Sender til superNoder */
574    foreach(DictionaryEntry de in sCache)
575    {
576     SCacheObj obj = (SCacheObj)de.Value;
577     Connection conn = obj.getNode().conn;
578     sendOnlineStatus(conn, "superNode");
579    }
580
581    /* Sender til endNoder */
582    foreach(DictionaryEntry de in endNodes)
583    {
584     Node node = (Node)de.Value;
585     Connection conn = node.conn;
586     sendOnlineStatus(conn, "superNode");
587    }
588   }
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589
590   /* Starter en tråd til netCheck metoden */
591   public void startNetCheck()
592   {
593    Thread nCheck = new Thread(new ThreadStart(netCheck));
594    nCheck.Start();
595   }
596   
597   
598   /* 1: Tjekker timestamp'et på de forbundne superNoder.
599    *    Hvis superNoden er for gammel fjernes den fra superNode cachen, 
600    *    og der forsøges at skabe forbindelse til en tilfældig af den fjernede
601    *    superNodes nabo superNoder.
602    * 
603    * 2: Forsøger at opnå forbindelse til minimum antallet af superNoder der skal
604    *    søges at være forbindelse til. Dette gøres ved at forsøge at tilkoble
605    *    tilfældige nabo superNoder til de superNoder der allerede er forbindelse til.
606    * 
607    * 3: Tjekker timestamp'et på endNoderne, og fjerner dem hvis de er for gamle.
608    * 
609    * 4: Kalder sendOnlineStatus() (som sender onlineStatus ud til endNoder og superNoder)
610    * 
611    * */
612   private void netCheck()
613   {
614    while(true)
615    {
616     Thread.Sleep(Convert.ToInt32(Settings.setting("nodecheckSleep"))); // sleeps in 5 minutes
617     
618     /* Tjekker timestamp'et på superNoderne i superNode cachen */
619     ArrayList toOldSuperNodes = new ArrayList();
620     foreach(DictionaryEntry de in sCache)
621     {
622      SCacheObj obj = (SCacheObj)de.Value;
623      DateTime nodeTime = obj.getNode().getTimestamp();
624      DateTime nu = System.DateTime.Now;
625      nodeTime = nodeTime.AddSeconds(Convert.ToInt32(Settings.setting("nodeToOld")));
626      
627      /* Hvis superNoden er for gammel, fjernes den, og der forsøges at blive skabt
628       * forbindelse til en af dens nabo superNoder */
629      if(nodeTime.CompareTo(nu)<=0)
630      {
631       /* Tilføjer superNodern til listen over superNoder der skal fjernes */
632       toOldSuperNodes.Add(obj);
633      }
634     }
635     
636     foreach(SCacheObj obj in toOldSuperNodes)
637     {
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638      /* Fjerner for gammel superNode */
639      sCache.Remove(obj.getNode().getIp());
640      obj.getNode().conn.sayBye();
641      Console.WriteLine("fjerner superNode: "+obj.getNode().getIp());
642
643      /* Hvis den for gamle superNode havde nabo superNoder, vælges en tlfældig,
644       * hvilken der søges skabt forbindelse til */
645      if(obj.getLevel2().Count>0)
646      {
647       ArrayList tmp = obj.getLevel2();
648       Random r = new Random();
649       int randomIndex = r.Next();
650       Node randomNode = (Node)tmp[randomIndex];
651
652       if(randomNode.getIp().CompareTo(Settings.ip)!=0)
653       {
654        Connection conn = new Connection();
655        conn.open(randomNode.getIp(), this);
656        sendConnectionRequest(conn, "superNode", "");
657       }
658      }
659     }
660
661     
662     /* Hvis antallet af forbundne superNoder ikke er lig med eller over minimum
663      * Forsøges der at blive skabt forbindelse til nabo superNoder til de allerede
664      * forbundne superNoder.
665      * 
666      * Bemærk! Hvis en superNode er blevet fjernet for at gøre plads til omdirigering
667      * da skal der ventes nogle omgange (removedCounter tælles ned) */
668     if(sCache.Count<sCacheMin && removedCounter<=0)
669     {
670      if(removedCounter>0)removedCounter--;
671      
672      int neededSuperNodes = sCacheMin-sCache.Count;
673      int foundSuperNodes = 0;
674
675      /* laver ArrayList med samlet alle superNodernes nabo superNoder */
676      ArrayList level2SuperNodes = new ArrayList();
677      foreach(DictionaryEntry de in sCache)
678      {
679       SCacheObj obj = (SCacheObj)de.Value;
680       
681       foreach(Node sNode in obj.getLevel2())
682       {
683        /* forsøg ikke at forbinde til dig selv */
684        if(sNode.getIp().CompareTo(Settings.ip)!=0 && !sCache.Contains(sNode.getIp())) 
685        {
686         level2SuperNodes.Add(sNode);
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687        }
688       }
689      }
690
691      /* Blander listen (for at gøre det tilfældigt, hvem der vælges) */
692      level2SuperNodes = ArrayListTool.shuffle(level2SuperNodes);
693      
694      /* Gennemgår den blandede liste 1 for 1, indtil der er sendt 
695       * superNodeConnectionRequests ud til nok superNoder */
696      while( foundSuperNodes < neededSuperNodes && level2SuperNodes.Count > 0 )
697      {
698       /* Checker den første superNode på den blandede liste.
699        * Hvis der kan skabes forbindelse, sendes en superNodeConnectionRequest.
700        * Resultatet vil da blive at vi får forbindelse ved at superNoden enten acceptere
701        * direkte, eller kræver en omdirigering af en eksisterende forbindelse. */
702       Connection conn = new Connection();
703       Node node = (Node)level2SuperNodes[0];
704
705       if(!sCache.Contains(node.getIp())) // don't connect to the same node twice
706       {
707        if(conn.open(node.getIp(), this))
708        {
709         sendConnectionRequest(conn, "superNode", "superNode");
710         foundSuperNodes++;
711        }
712       }
713       level2SuperNodes.RemoveAt(0);
714      }
715     }
716
717     
718     /* Tjekker alderen på endNoder */
719     ArrayList removeEndNodes = new ArrayList();
720     foreach(DictionaryEntry de in endNodes)
721     {
722      Node node = (Node)de.Value;
723      DateTime nodeTime = node.getTimestamp();
724      DateTime nu = System.DateTime.Now;
725      nodeTime = nodeTime.AddSeconds(Convert.ToInt32(Settings.setting("nodeToOld")));
726      
727      /* Hvis endNoden er for gammel, fjernes den */
728      if(nodeTime.CompareTo(nu)<=0)
729      {
730       removeEndNodes.Add(node);
731      }
732     }
733     foreach(Node node in removeEndNodes)
734     {
735      endNodes.Remove(node.getIp());
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736      node.conn.sayBye();
737      Console.WriteLine("Fjerner EndNode: "+node.getIp());
738     }
739
740
741     
742     /* Udskriver lidt stats*/
743     Console.WriteLine("log (SuperNode): Antal SuperNodes: "+sCache.Count+", Antal EndNodes: "+endNodes.Count);
744     foreach(DictionaryEntry de in sCache)
745     {
746      SCacheObj obj = (SCacheObj)de.Value;
747      Console.WriteLine(obj.getNode().getIp());
748     }
749     
750     Thread.Sleep(1000);
751
752     /* sender onlineStatus */
753     sendOnlineStatus();
754    }
755   }
756
757   #endregion
758
759   /* Returnerer antallet af forbundne endNoder */
760   private int getNumberOfConnectedEndNodes()
761   {
762    return endNodes.Count;
763   }
764
765   /* Returnerer max antal endNoder der må forbinde */
766   private int getEndNodeMax()
767   {
768    return endNodeMax; 
769   }
770
771   /* Returnerer antallet af forbundne superNoder */
772   private int getNumberOfConnectedSuperNodes()
773   {
774    return sCache.Count;
775   }
776
777   /* Returnerer max antal af superNodet der må forbinde */
778   private int getSuperNodeMax()
779   {
780    return sCacheMax;
781   }
782  }
783 }
784
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1 using System;
2 using System.Collections;
3 using System.Threading;
4
5 using SLIMToolkit;
6
7 namespace P2PFramework
8 {
9  /* P2P lagets servicebruger */
10  public class EndNode : NodeTools, Interpretor
11  {
12   private Node remoteSuperNode;    /* Den aktive supernode, som endNoden er koblet op mod */
13   private ArrayList sCache;     /* Cache til at lagre superNodens naboer */
14   
15   private ArrayList superNodeIPList;   /* Liste der bruges til at indeholde ip'er på de
16               * supernoder connect metoden skal forsøge at 
17               * forbinde til */
18              
19   private ArrayList superNodeIPListVisited; /* Liste der bruges til at indeholde ip'er på de
20               * supernoder connect metoden har forsøgt at forbinde til, 
21               * således at den samme ikke besøges mere end 1 gang. */
22
23   private bool connecting;     /* Boolsk variabel der viser om EndNoden er i gang med at forbinde */
24
25   private int maxConnectionTry;    /* Antal forsøg på at skabe forbindelser */
26   private int connectionTryCount;    /* Tæller til ovenstående */
27
28   /* Constructor */
29   public EndNode()
30   {
31    superNodeIPList = new ArrayList();
32    superNodeIPListVisited = new ArrayList();
33    connecting = false;
34    connectionTryCount = 0;
35    maxConnectionTry = Convert.ToInt16(Settings.setting("endNode_maxConnectionTry"));
36    sCache = new ArrayList();
37    setEndNode(this);
38   }
39
40   /* Sætter den aktive supernode */
41   public void setRemoteSuperNode(Node node)
42   {
43    remoteSuperNode = node;
44   }
45
46   /* Returnere den aktive supernode */
47   public Node getRemoteSuperNode()
48   {
49    return remoteSuperNode;
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50   }
51
52   /* Returnerer boolsk værdi, der fortæller om endNoden er forbundet til en supernode */
53   public bool hasRemoteSuperNode()
54   {
55    return (remoteSuperNode!=null);
56   }
57
58   /* Kigger på indholdet af modtaget pakke, og handler på baggrund heraf */
59   public virtual void interpret(string package, Connection conn)
60   {
61    XmlHandler xmlhandler = new XmlHandler();
62    xmlhandler.loadXml(package);
63
64    switch(xmlhandler.getSingle("/package/type"))
65    {
66     /* Har modtaget svar fra supernode, på en connectionRequest */
67     case "connectionRequestAnswer":
68      recieveConnectionRequestAnswer(package, conn);
69      break;
70
71     /* Har modtaget onlineStatus fra supernoden */
72     case "onlineStatus":
73      receiveOnlineStatus(package, conn);
74      break;
75
76     /* Har modtaget en query sendt videre fra supernoden til endnoden */
77     case "query":
78      receiveQuery(package, conn);
79      break;
80    }
81   }
82
83   
84   
85   #region Metoder brugt til at handle på baggrund af modtagede pakker
86
87   /* Håndterer connectionRequestAnswer
88    * (svar fra supernoder, som endnoden har sendt connectionRequest til) */
89   public void recieveConnectionRequestAnswer(string package, Connection conn)
90   {
91    if(!hasRemoteSuperNode())
92    {
93     XmlHandler xmlhandler = new XmlHandler();
94     xmlhandler.loadXml(package);
95
96     /* ConnectionRequesten er accepteret.
97      * Den aktive superNode sættes til at være den supernode
98      * som svaret er kommet fra */
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99     if(xmlhandler.getSingle("/package/answer")=="accept")
100     {
101      Node node = new Node();
102      node.setIp(xmlhandler.getSingle("/package/fromIp"));
103      remoteSuperNode = node;
104      remoteSuperNode.conn = conn;
105      Console.WriteLine("log (EndNode): connected to superNode: "+remoteSuperNode.getIp());
106     }
107     else
108     {
109      /* Der er modtaget afslag på connectionRequesten.
110       * Undersøger årsagen: */
111      switch(xmlhandler.getSingle("/package/why"))
112      {
113       /* Den kontaktede supernode, viser sig ikke at være supernode
114        * (dvs det er en endnode!!) */
115       case "isNotSuperNode":
116        Connection connNew = new Connection();
117        // en supernode adresse er returneret - connect til den (start forfra).
118        conn.sayBye();
119        connNew.open(xmlhandler.getSingle("/package/superNodeIp"), this);
120        sendConnectionRequest(connNew, "endNode", "superNode"); // send connectionrequest til conn
121        break;
122
123       /* Den kontaktede supernode er fuld, og ikke forbindelse til andre supernoder */
124       case "aloneSuperNode":
125        becomeSuperNode(conn);
126        break;
127
128       /* Den kontaktede supernode er fuld.
129        * Den har inkluderet liste over de supernoder den selv er forbundet til */
130       case "full":
131        ArrayList ipList =  xmlhandler.getList("/package/listOfSuperNodes/ip");
132        
133        ///// MÅSKE BARE NØJES MED 1 random?
134        foreach(string ip in ipList)
135        {
136         Node node = new Node();
137
138         if(!superNodeIPList.Contains(ip))
139          superNodeIPList.Add(ip);
140        }
141        break;
142      }
143     }
144    }
145   }
146
147  
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148   /* Håndterer onlineStatus pakke fra superNoden
149    * og opdaterer superNodens timestamp, samt opdaterer 
150    * listen over supernodens nabo supernoder */
151   public void receiveOnlineStatus(string package, Connection conn)
152   {
153    XmlHandler xmlhandler = new XmlHandler();
154    xmlhandler.loadXml(package);
155
156    if(xmlhandler.getSingle("/package/fromIp") == remoteSuperNode.getIp())
157    {
158     /* Opdaterer timestampet */
159     remoteSuperNode.updateTimestamp();
160     
161     /* Fjerner den gamle liste over supernodens naboer */
162     sCache.Clear();
163     
164     ArrayList newSCache = xmlhandler.getList("/package/superNodes/ip");
165
166     /* Tilføjer ny liste over superpeerens naboer */
167     foreach(string ip in newSCache)
168     {
169      Node node = new Node();
170      node.setIp(ip);
171      sCache.Add(node);
172     }
173    }
174   }
175
176
177   /* Håndterer Query pakker.
178    * Bemærk denne er "virtual", og bør overskrives med 
179    * noget funktionalitet i den applikation der skal udbygge den */
180   public virtual void receiveQuery(string package, Connection conn)
181   {
182    /* Udskriver pakkens indhold (ingen yderligere handling) */
183    Console.WriteLine("EndNode - received query: "+package);
184   }
185
186   
187   #endregion
188
189
190   /* Metode til at sende query pakke til supernoden */
191   public void sendQuery(string query)
192   {
193    if(hasRemoteSuperNode())
194    {
195     XmlHandler xmlhandler = new XmlHandler();
196     xmlhandler.loadFile(Settings.setting("path")+"\\XML\\Query.xml");
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197     xmlhandler.setValue("/package/ttl", "7");
198     xmlhandler.setValue("/package/query", query);
199     
200     /* Laver en random ID streng (bruges til at backtracke) */
201     string chars = "0123456789abcdefghijklmnopqrstuvxyABCDEFGHIJKLMNOPQRSTUVXYZ";
202     int length = 30;
203     string id = "";
204     Random r = new Random();
205     for(int i = 0; i<length; i++)
206     {
207      id += chars[r.Next(0, chars.Length-1)];
208     }
209     
210     xmlhandler.setValue("/package/id", id);
211     remoteSuperNode.conn.sendPackage(xmlhandler.getSingle("/"));
212    }
213   }
214
215   
216   /* Metode til at gøre noden til supernode.
217    * Bruges som regel efter at have forsøgt at forbinde 
218    * til andre superNoder som endNode */
219   private void becomeSuperNode(Connection conn)
220   {
221    Connection connNew = new Connection();
222    superNode.setIAmSuperNode(true); // now i am supernode
223    
224    /* endNoden forbinder til den nu lokale supernode */
225    connNew.open("", this); // connect to local supernode
226    sendConnectionRequest(connNew, "endNode", "superNode");
227
228    if(conn!=null)
229    {
230     /* Noden er nu superNode, og denne skal forsøge 
231      * at forbinde til andre supernoder, hvorfor det er superNoden, 
232      * der også skal modtage svar */
233     conn.setInterpretor(superNode);
234     /* send request til aktiv forbindelse (handler er allerede sat) */
235     superNode.sendConnectionRequest(conn, "superNode", ""); 
236    }
237   }
238
239
240   /* Starter en tråd til connect metoden */
241   public void startConnecting()
242   {
243    if(!connecting)
244    {
245     connecting = true;
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246     Thread connectThread = new Thread(new ThreadStart(connect));
247     
248     connectThread.Start();
249    }
250   }
251
252
253   /* Hvis endNoden ikke er forbundet til en supernode:
254    *  - Forsøger at skabe en forbindelse til en supernode på superNodeList */
255   private void connect()
256   {
257    Random r = new Random();
258    int randomIndex;
259    int count = 0;
260    while(true)
261    {
262     if(!hasRemoteSuperNode())
263     {
264      /* Vælg en tilfældig og forbind 
265       * og tilføj den til visited listen */
266      if(superNodeIPList.Count>0)
267      {
268       randomIndex = r.Next(0,superNodeIPList.Count);
269       string ip = (string)superNodeIPList[randomIndex];
270       
271       if(!superNodeIPListVisited.Contains(ip))
272       {
273        Console.WriteLine("log (EndNode): connecting to: " + ip);
274        Connection conn = new Connection();
275        if(conn.open(ip, this))
276        {
277         connectionTryCount++;
278         sendConnectionRequest(conn, "endNode", "superNode");
279        }
280        superNodeIPList.RemoveAt(randomIndex);
281        superNodeIPListVisited.Add(ip);
282       } 
283      }
284
285      
286      /* Hvis antallet af forsøg på at forbinde til en supernoder når maximum:
287       * Bliv selv supernode og indgå i supernodenetværket via en tilfældig 
288       * af de besøgte supernoder (fra visited listen) */
289      if(count>=maxConnectionTry)
290      { 
291       ArrayList tryConnect = (ArrayList)superNodeIPListVisited.Clone();
292       bool connected = false;
293       int randomIndex2;
294       
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295       Connection snConn = null;
296       
297       /* Tester om der kan skabes forbindelse til en supernode 
298        * (for så skal min egen kommende supernode forbinde til den) */
299       while(!connected && tryConnect.Count>0)
300       {
301        randomIndex2 = r.Next(0,tryConnect.Count);
302        Connection tryConn = new Connection();
303        string snIp = (string)superNodeIPListVisited[randomIndex2];
304        
305        tryConnect.RemoveAt(randomIndex2);
306        if(tryConn.open(snIp, superNode))
307        {
308         connected=true;
309         snConn = tryConn;
310         string establishConnectionXml = getEstablishConnectionXml("superNode");
311         snConn.sendPackage(establishConnectionXml);
312        }
313       }
314       becomeSuperNode(snConn);
315      }
316      count++;
317     }
318     Thread.Sleep(Convert.ToInt16(Settings.setting("endNodeConnectSleep")));
319    }
320   }
321
322   
323   /* Læser supernoderne fra supernodes.xml ind i superNodeList listen */
324   public void initiateNetwork()
325   {
326    XmlHandler xmlhandler = new XmlHandler();
327
328    xmlhandler.loadFile(Settings.setting("path")+"\\XML\\supernodes.xml");
329    ArrayList nodes = xmlhandler.getList("/superNodes/ip");
330
331    foreach(string ip in nodes)
332    {
333     superNodeIPList.Add(ip);
334    }
335   }
336
337
338   /* Sender onlineStatus pakke til den forbundne supernode (hvis der er en sådan) */
339   private void sendOnlineStatus()
340   {
341    if(hasRemoteSuperNode())
342    {
343     sendOnlineStatus(remoteSuperNode.conn, "endNode");
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344    }
345   }
346
347   
348   
349   #region Metoder til at tjekke den supernode der er forbundet til
350   
351   /* Starter en tråd til netCheck metoden */
352   public void startNetCheck()
353   {
354    Thread snCheck = new Thread(new ThreadStart(netCheck));
355    snCheck.Start();
356   }
357   
358   /* Checker timestampet på den aktive supernode.
359    * Hvis den er for gammelt, forsøges der at skabes forbindelse til
360    * en af supernodens nabo supernoder */
361   private void netCheck()
362   {
363    while(true)
364    {
365     Thread.Sleep(Convert.ToInt32(Settings.setting("nodecheckSleep")));
366     
367     /* Skal kun udføres hvis der er en supernode */
368     if(hasRemoteSuperNode())
369     {
370      DateTime nodeTime = remoteSuperNode.getTimestamp();
371      nodeTime = nodeTime.AddSeconds(Convert.ToInt32(Settings.setting("nodeToOld")));
372      if(nodeTime.CompareTo(System.DateTime.Now)<=0)
373      {
374       remoteSuperNode.conn.sayBye();
375       setRemoteSuperNode(null);
376       
377       /* Nodetime er for gammel: Erstat supernoden. 
378       * Sender connectionRequest til en tilfældig på listen sCache. 
379       * HVIS sCache er tom, skal noden selv blive supernode */
380       if(sCache.Count<=0)
381       {
382        becomeSuperNode(null);
383       }
384       else
385       {
386        Random r = new Random();
387        int randomIndex = r.Next(0,sCache.Count);
388   
389        Node randomNode = (Node)sCache[randomIndex];
390        Connection conn = new Connection();
391        conn.open(randomNode.getIp(), this);
392        /* send connectionrequest til conn */
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393        sendConnectionRequest(conn, "endNode", "superNode"); 
394       }
395      }
396     }
397
398     /* Sender onlineStatus til superNoden */
399     sendOnlineStatus();
400    }
401   }
402
403   #endregion
404  }
405 }
406
1C:\SLIM\P2PFramework\Gateway.cs
1 using System;
2 using SLIMToolkit;
3 using System.Threading;
4 using System.Net;
5 using System.Net.Sockets;
6
7 namespace P2PFramework
8 {
9  /* Gateway klassen implementerer Interpretor interfacet */
10  public class Gateway : Interpretor
11  {
12   private EndNode endNode;
13   private SuperNode superNode;
14
15   public Gateway(EndNode endNode, SuperNode superNode)
16   {
17    this.endNode = endNode;
18    this.superNode = superNode;
19
20    startConnectionListenerThread();
21   }
22  
23
24   /* Overskriver Gateway klassens interpret metode, så lytteren 
25    * forbindelser sættes til enten at være endNode objektet eller 
26    * superNode objektet, alt efter indholdet af den første 
27    * EstablishConnection pakke (hvori der står et handler navn) */
28   public void interpret(string package, Connection conn)
29   {
30    XmlHandler xmlhandler = new XmlHandler();
31    xmlhandler.loadXml(package);
32
33    switch(xmlhandler.getSingle("/package/handler"))
34    {
35     case "superNode":
36      conn.setInterpretor(superNode);
37      break;
38     
39     case "endNode":
40      conn.setInterpretor(endNode);
41      break;
42    }
43   }
44
45   
46   /* Starter en tråd til connectionListener metoden */
47   private void startConnectionListenerThread()
48   {
49    Thread tc = new Thread(new ThreadStart(connectionListener));
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50    tc.Name = "serverLyttertraad";
51    tc.Start();
52   }
53
54
55   /* Lytter efter nye TCP forbindelser på port 5113 */
56   private void connectionListener()
57   {
58    XmlHandler xmlhandler = new XmlHandler();
59
60    IPAddress ipAd = IPAddress.Parse(""); //use local m/c IP address, and use the same in the client
61    TcpListener myList = new TcpListener(ipAd, 5113);
62    try
63    {
64     myList.Start();
65     Console.WriteLine("log (GateWay): Connection listener Active...");
66     while(true)
67     {
68      /* Lytter efter nye forbindelser */
69      Socket clientsock = myList.AcceptSocket();
70      Console.WriteLine("log (GateWay): Client connected...");
71      
72      /* Når ny forbindelse er etableret, skabes et Connection objekt
73       * til at håndtere forbindelsen, og objektets fortolker sættes til at 
74       * være Gatewayen.
75       * 
76       * (I Connection objektet er en pointer til det objekt, som implementerer 
77       * Interpretor interfacet, til hvilket skal Connection objektet skal sende
78       * indkomne pakker) */
79      if (clientsock.Connected)
80      {
81       Connection conn = new Connection(clientsock, this);
82      }
83      Thread.Sleep(1000);
84     }
85    }
86    catch (Exception e) 
87    {
88     Console.WriteLine(e.Message.ToString()); 
89    }
90   }
91  }
92 }
93
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1 using System;
2 using SLIMToolkit;
3 using System.Collections;
4
5 namespace P2PFramework
6 {
7  /* Denne klasse indeholder metoder der er fælles for superNoder og endNoder */
8  public class NodeTools
9  {
10   public SuperNode superNode;
11   public EndNode endNode;
12
13   public NodeTools()
14   {}
15
16   
17   /* Sætter pointer til superNode objektet */
18   public void setSuperNode(SuperNode node)
19   {
20    superNode=node;
21   }
22
23   /* Sætter pointer til endNode objektet */
24   public void setEndNode(EndNode node)
25   {
26    endNode=node;
27   }
28
29   /* Sender onlineStatus pakke via en given forbindelse */
30   public void sendOnlineStatus(Connection conn, string senderRole)
31   {
32    /* Hvis det er en superNode der sender pakken, skal superNodens nabo superNoder
33     * vedhæftes. Derfor bruges "senderRole" parameteren */
34    string onlineStatusPackage = getOnlineStatusPackage(senderRole);
35    conn.sendPackage(onlineStatusPackage);   
36   }
37
38   
39   /* Sender en connectionRequest pakke via en given forbindelse */
40   public void sendConnectionRequest(Connection conn, string sender, string receiver)
41   {
42    /* Hvis receiver parameteren er andet end "", er forbindelsen nyoprettet og
43     *  der ikke tidligere sendt noget gennem den - det vil sige at gatewayen i 
44     * modtagerenden endnu ikke har modtaget en besked om hvorvidt fremtidige 
45     * pakker skal håndteres af superNode objektet eller endNode objektet. */
46    if(receiver!="")
47    {
48     string establishConnectionXml = getEstablishConnectionXml(receiver);
49     conn.sendPackage(establishConnectionXml);
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50    }
51
52    string connectionRequestXml = getConnectionRequestXml(sender);
53    conn.sendPackage(connectionRequestXml);
54   }
55
56
57
58   #region Metoder til at generere XML pakkerne
59
60   /* Returnerer en establishConnection pakke, 
61    * hvori der står hvem den fremtidige pakke handler er */
62   public string getEstablishConnectionXml(string handler)
63   {
64    XmlHandler xmlhandler = new XmlHandler();
65    xmlhandler.loadFile(Settings.setting("path")+"\\XML\\EstablishConnection.xml");
66    xmlhandler.setValue("/package/handler", handler);
67    return xmlhandler.getSingle("/");
68   }
69
70   
71   /* Returnerer en connectionRequest pakke eller superNodeConnectionRequest pakke,
72    * alt efter hvilken nodetype der er afsender */
73   public string getConnectionRequestXml(string nodeType)
74   {
75    XmlHandler xmlhandler = new XmlHandler();
76    xmlhandler.loadFile(Settings.setting("path")+"\\XML\\ConnectionRequest.xml");
77    xmlhandler.setValue("/package/fromIp", Settings.ip);
78    
79    if(nodeType == "superNode")
80    {
81     xmlhandler.setValue("/package/type", "superNodeConnectionRequest");
82    }
83    else
84    {
85     xmlhandler.add("/package", "<nick>"+Settings.setting("nick")+"</nick>");
86    }
87    return xmlhandler.getSingle("/");
88   }
89
90
91   /* Returnerer en onlineStatus pakke */
92   public string getOnlineStatusPackage(string senderRole)
93   {
94    XmlHandler xmlhandler = new XmlHandler();
95    xmlhandler.loadFile(Settings.setting("path")+"\\XML\\OnlineStatus.xml");
96    xmlhandler.setValue("/package/fromIp", Settings.ip);
97    xmlhandler.setValue("/package/senderRole", senderRole);
98
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99    /* Hvis afsenderen er en superNode, skal en liste med nabo superNoder vedhæftes */
100    if(senderRole=="superNode")
101    {
102     Hashtable list = superNode.getSCache();
103     string xmlSn = "";
104     foreach(DictionaryEntry de in list)
105     {
106      SCacheObj obj = (SCacheObj)de.Value;
107      xmlSn += "<ip>"+obj.getNode().getIp()+"</ip>";
108     }
109
110     xmlhandler.add("/package", "<superNodes>"+xmlSn+"</superNodes>");
111    }
112
113    return xmlhandler.getSingle("/");
114   }
115
116   #endregion
117  }
118 }
119
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1 using System;
2 using System.Net;
3 using SLIMToolkit;
4 using System.Collections;
5
6 namespace P2PFramework
7 {
8  /* Klassen beskriver en Node, hvad end det er en superNode eller en endNode
9   * med informationer om ip, timestamp, og et tilhørende nickname, samt en forbindelse */
10  public class Node
11  {
12   private string ip;
13   private DateTime timestamp;
14   private string nick;
15
16   public Connection conn;
17
18   public Node()
19   {
20    updateTimestamp();
21   }
22
23
24   #region Metoder til at håndtere nodens informationer
25   
26   /* Opdaterer timestamp'et */
27   public void updateTimestamp()
28   {
29    timestamp = DateTime.Now;
30   }
31
32   /* Returnerer timestamp'et */
33   public DateTime getTimestamp()
34   {
35    return timestamp;
36   }
37
38   /* Sætter værdi for nodens ip */
39   public void setIp(string ip)
40   {
41    this.ip = ip;
42   }
43
44   /* Returnerer nodens ip */
45   public string getIp()
46   {
47    return ip;
48   }
49
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50   /* Sætter værdien for nodens nickname */
51   public void setNick(string nick)
52   {
53    this.nick = nick;
54   }
55
56   /* Returnerer nodens nickname */
57   public string getNick()
58   {
59    return nick;
60   }
61
62   #endregion
63
64  }
65 }
66
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1 using System;
2 using System.Collections;
3
4 namespace P2PFramework
5 {
6  /* Wrapper til at indeholde en superNode og en liste med tilhørende nabo superNoder */
7  public class SCacheObj
8  {
9   /* Nabo superNoderne */
10   public ArrayList level2;
11
12   /* SuperNoden */
13   private Node node;
14   
15   
16   public SCacheObj()
17   {
18    level2 = new ArrayList();
19   }
20
21   public SCacheObj(Node node)
22   {
23    this.node = node;
24    level2 = new ArrayList();
25   }
26
27
28   /* Returnerer superNoden */
29   public Node getNode()
30   {
31    return node;
32   }
33
34   /* Sætter superNoden */
35   public void setNode(Node node)
36   {
37    this.node = node;
38   }
39
40   
41   /* Kalder superNodens updateTimestamp metode */
42   public void updateTimestamp()
43   {
44    node.updateTimestamp();
45   }
46
47   /* Returnerer listen over nabo superNoder */
48   public ArrayList getLevel2()
49   {
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50    return level2;
51   }
52
53   /* Tilføjer en node til nabo supernode listen */
54   public void addLevel2(Node node)
55   {
56    if(!level2.Contains(node))
57     level2.Add(node);
58   }
59
60   /* Fjerner en node fra nabo superNode listen */
61   public void removeLevel2(Node node)
62   {
63    if(level2.Contains(node))
64     level2.Remove(node);
65   }
66
67   /* Tømmer hele nabo superNode listen */
68   public void clearLevel2()
69   {
70    level2.Clear();
71   }
72  }
73 }
74
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1 using System;
2
3 namespace SLIMessenger
4 {
5  /* Interface der bruges til Observer patternet */
6  public interface Observer
7  {
8   //EventHandler notify();
9   void notify();
10  }
11 }
12
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1 using System;
2
3 namespace SLIMessenger
4 {
5  /* Interface der bruges til observer patternet */
6  interface Subject
7  {
8   void registerObserver(Observer observer);
9   void unregisterObserver(Observer observer);
10   void notifyObservers();
11  }
12 }
13
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1 using System;
2 using P2PFramework;
3 using SLIMToolkit;
4 using System.Collections;
5
6
7 namespace SLIMessenger
8 {
9  /* IM lagets Serviceudbyder - udvider SuperNode */
10  /* Mangler:
11   *  - Timestamps til registreringer af query id, og en metode
12   *    der gennemløber tabellen hvert x'de minut og fjerner dem
13   *    der er over y minutter gamle, hvor y>x.
14   *    evt. x = 2 minutter (Så skal der være kommet svar inden for 2 minutter,
15   *    ellers sendes det ikke videre) */
16  public class ServiceProvider : SuperNode
17  {
18   /* Tabel til at holde øje med, hvorfra en query er kommet.
19    *  - Nøgle: query id
20    *  - Værdi: pointer til forbindelsen, igennem hvilken queryen er kommet
21    * 
22    * Bruges til at sende queryAnswer tilbage. */
23   private Hashtable queryTrack;
24   
25   public ServiceProvider()
26   {
27    queryTrack = new Hashtable();
28   }
29
30
31   /* Overskriver SuperNode:interpret metoden, så der efter connectionRequest
32    * tjekkes om endNoden er accepteret
33    *  - da tilføjes brugerens brugernavn til en userliste */
34   public override void interpret(string package, Connection conn)
35   {
36    XmlHandler xmlhandler = new XmlHandler();
37    xmlhandler.loadXml(package);
38
39    switch(xmlhandler.getSingle("/package/type"))
40    {
41     case "connectionRequest":
42      recieveConnectionRequest(package, conn);
43      string fromIp = xmlhandler.getSingle("/package/fromIp");
44      if(endNodes.Contains(fromIp))
45      {
46       /* Tilføjer en værdi til "nick" parameteren i endNode tabellen */
47       Node node = (Node)endNodes[fromIp];
48       node.setNick(xmlhandler.getSingle("/package/nick"));
49      }
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50      break;
51     
52     case "superNodeConnectionRequest":
53      receiveSuperNodeConnectionRequest(package, conn);
54      break;
55
56     case "superNodeConnectionRequestAnswer":
57      receiveSuperNodeConnectionRequestAnswer(package, conn);
58      break;
59
60     case "onlineStatus":
61      receiveOnlineStatus(package, conn);
62      break;
63
64     case "query":
65      receiveQuery(package, conn);
66      break;
67
68     /* Tilføjet case til at håndtere queryAnswer (svar på query) */
69     case "queryAnswer":
70      receiveQueryAnswer(package, conn);
71      break;
72    }
73   }
74
75
76   /* Overskriver SuperNode:receiveQuery metoden, så query id registreres,
77    * og der kun videresendes til nabo superNoder (og IKKE endNoder) */
78   public override void receiveQuery(string package, Connection conn)
79   {
80    XmlHandler xmlhandler = new XmlHandler();
81    xmlhandler.loadXml(package);
82    string id = xmlhandler.getSingle("/package/id");
83    
84    /* Hvis query'en er ankommet til noden for første gang
85     * (er ikke registreret tidligere) */
86    if(!queryTrack.Contains(id))
87    {
88     /* Tilføjer forbindelsen til track listen */
89     queryTrack.Add(id, conn);
90
91     /* Tæller ttl 1 ned */
92     int ttl = Convert.ToInt16(xmlhandler.getSingle("/package/ttl"));
93     ttl--;
94     
95     xmlhandler.setValue("/package/ttl",ttl.ToString());
96
97     /* Tjekker om brugeren (endNoden) er forbundet til noden */
98     string username = xmlhandler.getSingle("/package/query");
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99     Node foundUser = null;
100     foreach(DictionaryEntry de in endNodes)
101     {
102      Node node = (Node)de.Value;
103      if(node.getNick().CompareTo(username)==0)
104      {
105       foundUser = node;
106      }
107     }
108
109     /* Hvis brugeren er forbundet, laves en queryAnswer pakke, som sendes retur */
110     if(foundUser != null) 
111     {
112      XmlHandler xmlAnswer = new XmlHandler();
113      xmlAnswer.loadFile(Settings.setting("path")+"\\XML\\QueryAnswer.xml");
114      xmlAnswer.setValue("/package/queryAnswer/userName", foundUser.getNick());
115      xmlAnswer.setValue("/package/queryAnswer/ip", foundUser.getIp());
116      xmlAnswer.setValue("/package/id", id);
117      conn.sendPackage(xmlAnswer.getSingle("/"));
118     }
119
120     /* Videresend query til nabo superNoder hvis ttl > 0, 
121      * og hvis brugeren ikke var forbundet til dig. */ 
122     if(ttl > 0 && foundUser == null) 
123     {
124      foreach(DictionaryEntry de in superNode.getSCache())
125      {
126       SCacheObj obj = (SCacheObj)de.Value;
127       /* skal ikke sende hvis der ikke er nogen forbindelse, 
128        * eller hvis forbindelsen er den samme som den der er modtaget igennem
129        * (mindsker redundans) */
130       if(obj.getNode().conn!=null && obj.getNode().conn!=conn) 
131       {
132        obj.getNode().conn.sendPackage(xmlhandler.getSingle("/"));
133       }
134      }
135     }
136    }
137   }
138
139
140   /* Sender svaret videre ud fra queryTracker listen */
141   public void receiveQueryAnswer(string package, Connection conn)
142   {
143    XmlHandler xmlhandler = new XmlHandler();
144    xmlhandler.loadXml(package);
145
146    string id = xmlhandler.getSingle("/package/id");
147
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148    /* Hvis queryens id er registreret, sendes svaret til
149     * den forbindelse der er registreret sammen med den */
150    if(queryTrack.Contains(id))
151    {
152     Connection forward = (Connection)queryTrack[id];
153     forward.sendPackage(package);
154     
155    }
156   }
157
158  }
159 }
160
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1 using System;
2 using P2PFramework;
3 using System.Collections;
4 using SLIMToolkit;
5
6 using System.Drawing;
7 using System.ComponentModel;
8 using System.Windows.Forms;
9
10 namespace SLIMessenger
11 {
12  /* IM lagets servicebruger - udvider EndNode */
13  public class Messenger : EndNode
14  {
15   private MessengerView view;
16
17   public Messenger()
18   {
19    MessengerModel model = MessengerModel.Instance();
20   }
21
22   
23   /* Overskriver EndNode:interpret metode for at tilføje gui funktionalitet
24    * (grøn knap hvis vi bliver forbundet) */
25   public override void interpret(string package, Connection conn)
26   {
27    XmlHandler xmlhandler = new XmlHandler();
28    xmlhandler.loadXml(package);
29
30    switch(xmlhandler.getSingle("/package/type"))
31    {
32     case "connectionRequestAnswer":
33      recieveConnectionRequestAnswer(package, conn);
34      /* Hvis EndNoden er forbundet til en superNode,
35       * efter at have modtaget en connectionRequestAnswer
36       * kaldes MessengerModellens notifyObservers metode,
37       * så GUI'en genopfriskes */
38      if(hasRemoteSuperNode())
39      {
40       MessengerModel model = MessengerModel.Instance();
41       model.notifyObservers();
42      }
43      break;
44
45     case "onlineStatus":
46      receiveOnlineStatus(package, conn);
47      break;
48
49     /* Tilføjet til Messenger */
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50     case "queryAnswer":
51      receiveQueryAnswer(package, conn);
52      break;
53
54     case "message":
55      view.receiveMessage(package);
56      break;
57    }
58   }
59
60
61   /* Modtager svar på en bruger søgning:
62    * Opretter et User object til brugeren og tilføjer denne til 
63    * vennelisten med MessengerModel objektets addUser metode (denne
64    * kalder notifyObservers, så GUI'en genoptegnes) */
65   public void receiveQueryAnswer(string package, Connection conn)
66   {
67    XmlHandler xmlhandler = new XmlHandler();
68    xmlhandler.loadXml(package);
69
70    string userName = xmlhandler.getSingle("/package/queryAnswer/userName");
71    string ip = xmlhandler.getSingle("/package/queryAnswer/ip");
72
73    User user = new User();
74    user.setIp(ip);
75    user.setName(userName);
76
77    MessengerModel model = MessengerModel.Instance();
78    model.addUser(user);
79   }
80
81
82   
83   /* Starter GUI'en (MessengerView) */
84   public void Run()
85   {
86    view = new MessengerView(this, (ServiceProvider)superNode);
87    
88    MessengerModel model = MessengerModel.Instance();
89    model.registerObserver(view);
90    
91    Application.Run(view);
92   }
93  }
94 }
95
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1 using System;
2 using System.Collections;
3 using P2PFramework;
4
5 namespace SLIMessenger
6 {
7  /* Model til Messengerens informationer */
8  public class MessengerModel : Subject
9  {
10   /* Singleton instance */
11   private static MessengerModel instance;
12
13   /* Til at indeholder observere (Observer pattern) */
14   private ArrayList observers;
15
16   private Hashtable userList;
17   
18   public MessengerModel()
19   {
20    observers = new ArrayList();
21    userList = new Hashtable();
22   }
23
24   /* Singleton */
25   public static MessengerModel Instance()
26   {
27    if(instance==null)
28     instance = new MessengerModel();
29    return instance;
30   }
31
32
33   /* Observer pattern: Subject - start */
34   public void registerObserver(Observer observer)
35   {
36    observers.Add(observer);
37   }
38
39   public void unregisterObserver(Observer observer)
40   {
41    observers.Remove(observer);
42   }
43
44   public void notifyObservers()
45   {
46    foreach(Observer observer in observers)
47    {
48     observer.notify();
49    }
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50   }
51   /* Observer pattern: Subject - slut */
52
53   
54   /* Tilføjer en bruger til vennelisten, 
55    * hvis den ikke allerede er der (bestemt ud fra navnet) */
56   public void addUser(User user)
57   {
58    if(!userList.Contains(user.getName()))
59    {
60     userList.Add(user.getName(), user);
61     notifyObservers();
62    }
63   }
64
65   /* Returnerer ArrayListen med brugere (User objekter) */
66   public Hashtable getUserlist()
67   {
68    return userList;
69   }
70
71   /* Returnerer et User objekt ud fra brugernavnet */
72   public User getUser(string username)
73   {
74    if(userList.Contains(username))
75    {
76     return (User)userList[username];
77    }
78
79    else return null;
80   }
81  }
82 }
83
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1 using System;
2 using System.Drawing;
3 using System.Collections;
4 using System.ComponentModel;
5 using System.Windows.Forms;
6 using System.Threading;
7 using System.Timers;
8 using P2PFramework;
9 using SLIMToolkit;
10
11 namespace SLIMessenger
12 {
13  /* Viewet til Messengeren */
14  public class MessengerView : System.Windows.Forms.Form, Observer
15  {
16   private System.Windows.Forms.Panel userListPanel;
17
18   /* Holder styr på chatvinduerne 
19    *  - Nøgle: brugernavn
20    *  - Value: pointer til vinduet
21    * 
22    * Bruges til at sikre at der kun åbnes 1 vindue pr bruger,
23    * der chattes med */
24   private Hashtable chatWindows;
25
26   /* Holder styr på den vertikale placering af brugeres 
27    * navne på vennelisten */
28   private int labelY = 0;
29   /* Afstanden mellem hvert navn */
30   private int labelSpaceY = 23;
31
32   /* Pointere til de andre objekter */
33   private MessengerModel model;
34   private ServiceProvider serviceProvider;
35   private Messenger messenger;
36
37   /* Elementerne som udgør GUI'en */
38   private System.Windows.Forms.Button buttonConnect;
39   private System.Windows.Forms.Button buttonSearch;
40   private System.Windows.Forms.Label labelConnected;
41   private System.Windows.Forms.Label labelSupernode;
42   private System.Windows.Forms.TextBox textBoxSearch;
43
44   private System.ComponentModel.Container components = null;
45
46   /* Constructer med pointere til messenger og serviceProvider objekterne */
47   public MessengerView(Messenger messenger, ServiceProvider serviceProvider)
48   {
49    this.messenger = messenger;
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50    this.serviceProvider = serviceProvider;
51    model = MessengerModel.Instance();
52    
53    chatWindows = new Hashtable();
54
55    //
56    // Required for Windows Form Designer support
57    //
58    InitializeComponent();
59      
60    /* Når GUI'en aktiveres kaldes notify fra GUI tråden,
61     * så net status prikkerne lige tegnes */
62    Activated+= new EventHandler(notify);
63   }
64
65
66   
67         /* Observer pattern : Observer */
68   public void notify()
69   {
70    /* Kalder notify Eventen via formens Invoke metode (det vil sige at
71     * notify eventen bliver kørt i formens tråd), 
72     * hvilket er nødvendigt da kun form tråden selv kan tilgå userListPanelet*/
73    Invoke(new EventHandler(notify));
74   }
75
76   /* Observer pattern : Observer
77    * notify metode der kan kaldes via en EventHandler 
78    * (med Invoke så den bliver kørt i formens tråd).
79    * 
80    * Den genoptegner GUI'en */
81   public void notify(object obj, System.EventArgs args)
82   {
83    labelY = 0; // Nulstiller placeringen af labels
84      
85    Hashtable userList = model.getUserlist();
86    
87    /* Fjerner lige alle gamle labels på vennelisten */
88    userListPanel.Controls.Clear();
89    
90    /* Tilføjer alle venner fra modellen */
91    foreach(DictionaryEntry de in userList)
92    {
93     User user = (User)de.Value;
94     if(this.Visible)
95     {
96      addUser(user);
97     }
98    }
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99
100    /* Kalder paint metoden */
101    if(this.Visible)
102     paint(new Object());
103   }
104
105   
106   /* Metode som sørger for at paintDots metoden bliver kørt næste gang formen gentegnes.
107    * Derefter kaldes Refresh, som gentegner formen.
108    * Resultat: paintDots kaldes, når paint kaldes. */
109   public void paint(object obj)
110   {
111    Paint += new PaintEventHandler(paintDots);
112    Refresh();
113   }
114
115   /* Tegner en rød eller grøn prik ud for "Connected" og "Supernode"
116    * på GUI'en, alt efter om noden er forbundet til en supernode eller ej,
117    * og om den er supernode eller ej */
118   private void paintDots(object sender,PaintEventArgs e) 
119   {
120    Graphics g = e.Graphics; 
121
122    Color colorConnected;
123    if(messenger.hasRemoteSuperNode())
124     colorConnected = Color.FromArgb(0,255,0);
125    else
126     colorConnected = Color.FromArgb(255,0,0);
127    g.FillEllipse (new SolidBrush(colorConnected), 75,12,8,8);
128
129    Color colorSupernode;
130    if(serviceProvider.getIAmSuperNode())
131     colorSupernode = Color.FromArgb(0,255,0);
132    else
133     colorSupernode = Color.FromArgb(255,0,0);
134    g.FillEllipse (new SolidBrush(colorSupernode), 230,12,8,8);
135   }
136
137
138
139   protected override void Dispose( bool disposing )
140   {
141    if( disposing )
142    {
143     if(components != null)
144     {
145      components.Dispose();
146     }
147    }
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148    base.Dispose( disposing );
149   }
150
151   #region Windows Form Designer generated code
152   /// <summary>
153   /// Required method for Designer support - do not modify
154   /// the contents of this method with the code editor.
155   /// </summary>
156   private void InitializeComponent()
157   {
158    this.userListPanel = new System.Windows.Forms.Panel();
159    this.buttonConnect = new System.Windows.Forms.Button();
160    this.buttonSearch = new System.Windows.Forms.Button();
161    this.labelConnected = new System.Windows.Forms.Label();
162    this.labelSupernode = new System.Windows.Forms.Label();
163    this.textBoxSearch = new System.Windows.Forms.TextBox();
164    this.SuspendLayout();
165    // 
166    // userListPanel
167    // 
168    this.userListPanel.AutoScroll = true;
169    this.userListPanel.Location = new System.Drawing.Point(8, 80);
170    this.userListPanel.Name = "userListPanel";
171    this.userListPanel.Size = new System.Drawing.Size(232, 320);
172    this.userListPanel.TabIndex = 1;
173    // 
174    // buttonConnect
175    // 
176    this.buttonConnect.Location = new System.Drawing.Point(8, 32);
177    this.buttonConnect.Name = "buttonConnect";
178    this.buttonConnect.Size = new System.Drawing.Size(232, 23);
179    this.buttonConnect.TabIndex = 2;
180    this.buttonConnect.Text = "Connect";
181    this.buttonConnect.Click += new System.EventHandler(this.buttonConnect_Click);
182    // 
183    // buttonSearch
184    // 
185    this.buttonSearch.Location = new System.Drawing.Point(184, 424);
186    this.buttonSearch.Name = "buttonSearch";
187    this.buttonSearch.Size = new System.Drawing.Size(56, 23);
188    this.buttonSearch.TabIndex = 3;
189    this.buttonSearch.Text = "Search";
190    this.buttonSearch.Click += new System.EventHandler(this.buttonSearch_Click);
191    // 
192    // labelConnected
193    // 
194    this.labelConnected.Location = new System.Drawing.Point(8, 8);
195    this.labelConnected.Name = "labelConnected";
196    this.labelConnected.Size = new System.Drawing.Size(64, 16);
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197    this.labelConnected.TabIndex = 5;
198    this.labelConnected.Text = "Connected";
199    // 
200    // labelSupernode
201    // 
202    this.labelSupernode.Location = new System.Drawing.Point(160, 8);
203    this.labelSupernode.Name = "labelSupernode";
204    this.labelSupernode.Size = new System.Drawing.Size(64, 16);
205    this.labelSupernode.TabIndex = 6;
206    this.labelSupernode.Text = "Supernode";
207    // 
208    // textBoxSearch
209    // 
210    this.textBoxSearch.Location = new System.Drawing.Point(8, 424);
211    this.textBoxSearch.Name = "textBoxSearch";
212    this.textBoxSearch.Size = new System.Drawing.Size(168, 20);
213    this.textBoxSearch.TabIndex = 7;
214    this.textBoxSearch.Text = "User name";
215    // 
216    // MessengerView
217    // 
218    this.AutoScaleBaseSize = new System.Drawing.Size(5, 13);
219    this.ClientSize = new System.Drawing.Size(248, 454);
220    this.Controls.Add(this.textBoxSearch);
221    this.Controls.Add(this.labelSupernode);
222    this.Controls.Add(this.labelConnected);
223    this.Controls.Add(this.buttonSearch);
224    this.Controls.Add(this.buttonConnect);
225    this.Controls.Add(this.userListPanel);
226    this.Name = "MessengerView";
227    this.Text = "MainView";
228    this.ResumeLayout(false);
229
230   }
231   #endregion
232
233   /* Tilføjer en Label med brugernavn, til vennelisten.
234    * Til Label'en tilføjes en Click Event, som kalder openWindow 
235    * (åbner et chat vindue, når der klikkes på brugernavnet).
236    * Bemærk:
237    *  - Når der tilføjes til Vennelisten (userListPanel), er det 
238    *    indholdet af userListPanel.Controls som ændres, og denne er
239    *    låst til kun at være tilgængelig for den tråd som har skabt den.
240    *    Derfor denne metode bliver kaldt af notify metoden, som er kaldt via
241    *    en EventHandler med formens Invoke metode. */
242   public void addUser(User user)
243   {
244    try
245    {
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246     System.Windows.Forms.Label userLabel = new System.Windows.Forms.Label();
247     userLabel.Location = new System.Drawing.Point(0, this.labelY);
248     userLabel.Name = user.getName();
249     userLabel.Size = new System.Drawing.Size(112, 16);
250     userLabel.TabIndex = 0;
251     userLabel.Text = user.getName();
252     userLabel.Click+=new EventHandler(openWindow);
253
254     if(!userListPanel.Controls.Contains(userLabel))
255     {
256      userListPanel.Controls.Add(userLabel);
257      labelY+=this.labelSpaceY;
258     }
259    }
260    catch(Exception e)
261    {
262     Console.WriteLine("MainView.cs:addUser() - " + e.Message);
263    }
264   }
265
266
267   /* Metode som kaldes via en EventHandler, så openWindow metoden
268    * kan blive kaldt fra formens tråd */
269   public void openWindow(object obj, System.EventArgs args)
270   {
271    Label tmp = (Label)obj;
272    string username = tmp.Text; //  <-- brugernavn!!
273
274    openWindow(username);
275   }
276
277   /* Hvis et chat vindue med den aktuelle bruger ikke er åbent,
278    * laves et sådan, og det registreres i listen over aktive vinduer */
279   public ChatWindow openWindow(string username)
280   {
281    ChatWindow win = null;
282
283    if(chatWindows.Contains(username))
284    {
285     win = (ChatWindow)chatWindows[username];
286     if(win.IsDisposed)
287     {
288      chatWindows.Remove(username);
289      chatWindows.Add(username, new ChatWindow(model.getUser(username))); 
290      win = (ChatWindow)chatWindows[username];
291     }
292    }
293    else
294     chatWindows.Add(username, new ChatWindow(model.getUser(username))); 
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295    win = (ChatWindow)chatWindows[username];
296
297    win.Show();
298
299    return win;
300   }
301
302
303   /* To variabel til at rumme brugernavn (un) og beskedtekst (m)
304    * når en besked er modtaget, og skal vises i et chatvindue.
305    * En halvhjertet løsning, da det ikke lykkedes os at sende variable med,
306    * når vi bruger Invoke metoden! */
307   private string un;
308   private string m;
309   
310   /* Metode der kaldes når en Message pakke er modtaget */
311   public void receiveMessage(string package)
312   {
313    XmlHandler xmlhandler = new XmlHandler();
314    xmlhandler.loadXml(package);
315
316    string fromIp = xmlhandler.getSingle("/package/fromIp");
317    string username = xmlhandler.getSingle("/package/fromUserName");
318    string message = xmlhandler.getSingle("/package/message");
319
320    User user = new User();
321    user.setIp(fromIp);
322    user.setName(username);
323
324    /* Tilføjer brugeren til vennelisten */
325    model.addUser(user);
326
327    /* Skriver brugernavnet i un variablen, 
328     * og beskedteksten i m vaiablen.
329     * Straks herefter kaldes receiveMessageInChat metoden
330     * via Invoke i formens tråd */
331    un = username;
332    m = message;
333    Invoke(new EventHandler(receiveMessageInChat));  
334   }
335
336   /* Åbner et chatvindue til den aktive bruger (un)
337    * og tilføjer beskedteksten (m).
338    * 
339    * NB! brugernavn og beskeden burde blive sendt som parameter til metoden,
340    * men det lykkedes os ikke */
341   public void receiveMessageInChat(object obj, System.EventArgs args)
342   {
343    ChatWindow window = openWindow(un);
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344    window.addMessage(un+" wrote: "+m);
345   }
346
347   /* Click Eventhandlere til knapperne:
348    * Når Connect knappen trykkes, kaldes Messenger:startConnecting metoden.
349    * Når Search knappen trykkes, sendes en query til den forbundne superNode,
350    * med det søgte brugernavn */
351   private void buttonConnect_Click(object sender, System.EventArgs e)
352   {
353    messenger.startConnecting();
354   }
355   private void buttonSearch_Click(object sender, System.EventArgs e)
356   {
357    messenger.sendQuery(this.textBoxSearch.Text);
358   }
359  }
360 }
361
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1 using System;
2 using System.Drawing;
3 using System.Collections;
4 using System.ComponentModel;
5 using System.Windows.Forms;
6
7 using P2PFramework;
8 using SLIMToolkit;
9
10 namespace SLIMessenger
11 {
12  /* Chat vinduet */
13  public class ChatWindow : System.Windows.Forms.Form
14  {
15   /* Brugeren der chattes med */
16   private User user;
17
18   private System.Windows.Forms.TextBox textBoxChat;
19   private System.Windows.Forms.TextBox textBoxSendMessage;
20   private System.Windows.Forms.Button buttonSend;
21   
22   private System.ComponentModel.Container components = null;
23
24   public ChatWindow(User user)
25   {
26    this.user = user;
27
28    //
29    // Required for Windows Form Designer support
30    //
31    InitializeComponent();
32   }
33
34   protected override void Dispose( bool disposing )
35   {
36    if( disposing )
37    {
38     if(components != null)
39     {
40      components.Dispose();
41     }
42    }
43    base.Dispose( disposing );
44   }
45
46   #region Windows Form Designer generated code
47   /// <summary>
48   /// Required method for Designer support - do not modify
49   /// the contents of this method with the code editor.
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50   /// </summary>
51   private void InitializeComponent()
52   {
53    this.textBoxChat = new System.Windows.Forms.TextBox();
54    this.textBoxSendMessage = new System.Windows.Forms.TextBox();
55    this.buttonSend = new System.Windows.Forms.Button();
56    this.SuspendLayout();
57    // 
58    // textBoxChat
59    // 
60    this.textBoxChat.AutoSize = false;
61    this.textBoxChat.Location = new System.Drawing.Point(8, 8);
62    this.textBoxChat.Multiline = true;
63    this.textBoxChat.Name = "textBoxChat";
64    this.textBoxChat.Size = new System.Drawing.Size(424, 168);
65    this.textBoxChat.TabIndex = 0;
66    this.textBoxChat.Text = "";
67    // 
68    // textBoxSendMessage
69    // 
70    this.textBoxSendMessage.AutoSize = false;
71    this.textBoxSendMessage.Location = new System.Drawing.Point(8, 184);
72    this.textBoxSendMessage.Multiline = true;
73    this.textBoxSendMessage.Name = "textBoxSendMessage";
74    this.textBoxSendMessage.Size = new System.Drawing.Size(320, 136);
75    this.textBoxSendMessage.TabIndex = 1;
76    this.textBoxSendMessage.Text = "";
77    // 
78    // buttonSend
79    // 
80    this.buttonSend.Location = new System.Drawing.Point(336, 184);
81    this.buttonSend.Name = "buttonSend";
82    this.buttonSend.Size = new System.Drawing.Size(96, 136);
83    this.buttonSend.TabIndex = 2;
84    this.buttonSend.Text = "Send";
85    this.buttonSend.Click += new System.EventHandler(this.buttonSend_Click);
86    // 
87    // ChatWindow
88    // 
89    this.AutoScaleBaseSize = new System.Drawing.Size(5, 13);
90    this.ClientSize = new System.Drawing.Size(440, 325);
91    this.Controls.Add(this.buttonSend);
92    this.Controls.Add(this.textBoxSendMessage);
93    this.Controls.Add(this.textBoxChat);
94    this.Name = "ChatWindow";
95    this.Text = "ChatWindow";
96    this.ResumeLayout(false);
97
98   }
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99   #endregion
100
101   
102   /* Når der klikkes på Send knappen, laves en Message pakke med 
103    * indholdet af texBoxSendMessage feltet, som sendes til modtageren,
104    * gennem en ny forbindelse, der lukkes igen bagefter */
105   private void buttonSend_Click(object sender, System.EventArgs e)
106   {
107    NodeTools tool = new NodeTools();
108    Connection conn = new Connection();
109    conn.open(user.getIp(), null); // null fordi der ikke skal sendes noget tilbage!
110
111    XmlHandler xmlhandler = new XmlHandler();
112    xmlhandler.loadFile(Settings.setting("path")+"\\XML\\Message.xml");
113    xmlhandler.setValue("/package/fromIp", Settings.ip);
114    xmlhandler.setValue("/package/message", this.textBoxSendMessage.Text);
115    xmlhandler.setValue("/package/fromUserName", Settings.setting("nick"));
116    conn.sendPackage(tool.getEstablishConnectionXml("endNode"));
117    conn.sendPackage(xmlhandler.getSingle("/"));
118    conn.sendPackage("bye");
119    
120    /* Tilføjer det indtastede til Chat textboxen */
121    addMessage("You wrote:"+this.textBoxSendMessage.Text);
122    this.textBoxSendMessage.Text = "";
123   }
124
125
126   public void addMessage(string message)
127   {
128    this.textBoxChat.Text += message+"\r\n";
129   }
130
131   
132  }
133 }
134
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1 using System;
2
3 namespace SLIMessenger
4 {
5  /* Klasse til at holde styr på IM brugeres informationer */
6  public class User
7  {
8   private string name;  // Brugerens navn
9   private string ip;   // Brugerens IP
10
11   public User()
12   {
13   }
14
15   public void setName(string name){this.name=name;}
16   public void setIp(string ip){this.ip=ip;}
17
18   public string getName(){return name;}
19   public string getIp(){return ip;}
20  }
21 }
22
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1 using System;
2 using System.Net;
3 using System.Collections;
4
5 namespace SLIMToolkit
6 {
7  /* Klasse der bruges til at finde lokal ip adresse, 
8   * og læse indstillinger ind fra settings.xml filen */
9  public class Settings
10  {
11   private static string Ip;
12   private static Hashtable settings = new Hashtable();
13
14   private static string getSetting(string var)
15   {
16    XmlHandler xmlhandler = new XmlHandler();
17    xmlhandler.loadFile("settings.xml");
18
19    return xmlhandler.getSingle("/settings/"+var);
20   }
21
22   
23   /* Hvis den ønskede indstilling ikke er indlæst, læses den ind i hashtabellen
24    * og returnerer derefter værdien */
25   public static string setting(string var)
26   {
27    if(!settings.Contains(var))
28     settings.Add(var, getSetting(var));
29    return (string)settings[var];
30   }
31
32
33   /* Finder den lokale ip, og returnerer den
34    * Bemærk: ip adressen tildeles en statisk variabel, så værdien
35    * efter første gang, blit kan hentes fra variablen, istedet for at kalde
36    * DNS kaldende */
37   public static string ip
38   {
39    get
40    {
41     if(Ip == null)
42      Ip = Dns.GetHostByName(Dns.GetHostName()).AddressList.GetValue(0).ToString();
43     return Ip;
44    }
45   }
46
47   public Settings()
48   {
49    
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50   }
51  }
52 }
53
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1 using System;
2 using System.Xml;
3 using System.Xml.XPath;
4 using System.Collections;
5
6 namespace SLIMToolkit
7 {
8  /* Klasse der bruges til at læse og manipulere xml strenge og filer */
9  public class XmlHandler
10  {
11   private XmlDocument xml;
12   
13   public XmlHandler()
14   {
15    this.xml = new XmlDocument();
16   }
17
18   /* Læser XML fra en fil */
19   public void loadFile(string filename)
20   {
21    try
22    {
23     this.xml.Load(filename);
24     }
25    catch(Exception e)
26    {
27     Console.WriteLine("XmlHandler:loadFile - "+e.Message); 
28    }
29   }
30
31   
32   /* Læser xml fra en streng */
33   public void loadXml(string xml)
34   {
35    try
36    {
37     this.xml.LoadXml(xml);
38    }
39    catch(Exception e)
40    {
41     Console.WriteLine("XmlHandler:loadXml - "+e.Message+"\n"+xml); 
42    }
43   }
44
45   /* Returnerer en enkelt værdi ud fra det givne XPath */
46   public string getSingle(string xpath)
47   {
48    string val="";
49    try
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50    {
51     val = this.xml.SelectSingleNode(xpath).InnerXml;
52    }
53   
54    catch(Exception e)
55    {
56     Console.WriteLine("XmlHandler:get("+xpath+") - "+e.Message+"\nin: "+this.xml.SelectSingleNode("/").InnerXml);
57    }
58
59    return val;
60   }
61
62   /* Returnerer et ArrayList med værdier ud fra det givne XPath */
63   public ArrayList getList(string xpath)
64   {
65    ArrayList container = new ArrayList();
66    try
67    {
68     XmlNodeList tmp = this.xml.SelectNodes(xpath);
69     foreach(XmlNode node in tmp)
70     {
71      container.Add(node.InnerXml);
72     }
73    }
74    catch(Exception e)
75    {
76     Console.WriteLine("XmlHandler:getList() - "+e.Message);
77    }
78
79    return container;
80   }
81
82   /* Sætter en værdi, ud fra det givne XPath */
83   public void setValue(string xpath, string val)
84   {
85    try
86    {
87     XmlNode oldNode = this.xml.SelectSingleNode(xpath);
88     oldNode.InnerXml = val;
89    }
90    catch(Exception e)
91    {
92     Console.WriteLine("XmlHandler:setValue() - "+e.Message);
93    }
94   }
95
96
97   /* Tilføjer værdi ud fra givne XPath */
98   public void add(string xpath, string val)
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99   {
100    XmlNode oldNode = this.xml.SelectSingleNode(xpath);
101    oldNode.InnerXml += val; 
102   }
103  }
104 }
105
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1 using System;
2 using System.Collections;
3
4 namespace SLIMToolkit
5 {
6  public class ArrayListTool
7  {
8   /* Metode der tager et ArrayList som parameter, og returnerer
9    * et ArrayList med samme indhold men i randomiseret rækkefølge */
10   public static ArrayList shuffle(ArrayList ordered)
11   {
12    ArrayList shuffled = new ArrayList();
13    Random r = new Random();
14    int i = 0;
15    while(ordered.Count>0)
16    {
17     i = r.Next(0,ordered.Count);
18     shuffled.Add(ordered[i]);
19     ordered.RemoveAt(i);
20    }
21
22    return shuffled;
23   }
24  }
25 }
26
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1 using System;
2 using System.Threading;
3 using System.Net;
4 using P2PFramework;
5 using SLIMToolkit;
6 using SLIMessenger;
7
8 using System.Collections;
9
10 namespace SLIM_prj
11 {
12  class SLIM
13  {
14   //private static EndNode node;
15
16   [STAThread]
17   static void Main(string[] args)
18   {
19    Thread.CurrentThread.Name="Hovedtraad";
20
21    /* Laver en ny EndNode af typen Messenger */
22    EndNode node = new Messenger();
23
24    /* Laver ny SuperNode af typen ServiceProvider */
25    SuperNode snode = new ServiceProvider();
26
27    /* Sætter pointere */
28    node.setSuperNode(snode);
29    snode.setEndNode(node);
30
31    /* Laver en ny Gateway */
32    new Gateway(node, snode);
33    
34    /* Sætter EndNoden til at indlæse liste med supernoder */
35    node.initiateNetwork();
36
37    /* Sætter SuperNoden til at starte sit check af netværket */
38    snode.startNetCheck();
39
40    /* Sætter EndNoden til at starte sit check af netværket */
41    node.startNetCheck();
42
43    /* Caster EndNoden til Messenger og starter GUI'en */
44    Messenger messenger = (Messenger)node;
45    messenger.Run();
46   }
47
48   public SLIM()
49   {
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50    
51   }
52  }
53 }
54
