Inverse scattering theory is extended to one-dimensional Schrödinger problems with nearboundary singularities of the form v(z → 0) −z −2 /4 + v−1z −1 . Trace formulae relating the boundary value v0 of the nonsingular part of the potential to spectral data are derived. Their potential is illustrated by applying them to a number of Schrödinger problems with singular potentials.
Inverse scattering theory is extended to one-dimensional Schrödinger problems with nearboundary singularities of the form v(z → 0) −z −2 /4 + v−1z −1 . Trace formulae relating the boundary value v0 of the nonsingular part of the potential to spectral data are derived. Their potential is illustrated by applying them to a number of Schrödinger problems with singular potentials.
I. INTRODUCTION
Inverse scattering theory, developed more than 60 years ago by Gel'fand, Krein, Levitan, Marchenko, and others [1] [2] [3] [4] [5] [6] , enables one to reconstruct potentials of Sturm-Liouville or Schrödinger problems from scattering data provided they satisfy certain mild mathematically conditions [7] . In the case of Sturm-Liouville problems on the half-line, the potential v(z) is typically required to be continuous, to decay sufficiently fast at infinity so that it is absolutely integrable, and to remain finite on approaching the boundary z = 0. In the accompanying paper [8] (hereafter referred to as I), we investigate the exact solution of the O(n) φ 4 theory on a three-dimensional film bounded in one direction by a pair of planar free surfaces in the many-component limit n → ∞. As has been recognized a long time ago in studies of the semi-infinite case where one surface plane is located at z = 0 while the other is at z = ∞, the exact n = ∞ solution of this model at the bulk critical temperature T c leads to a selfconsistent one-dimensional Schrödinger equation with a singular potential v(z) = −z −2 /4 [9, 10] . Moreover, at temperatures above and below T c , one must deal with (rescaled) potentials that behave as [11] [12] [13] [14] v(z → 0) = − 1 4z 2 +
on approaching the z = 0 surface plane and a corresponding behavior at the second one. Although there exist a number of studies of inverse-scattering theory with singular potentials in the literature (see [6] and its references), none of those known to us covers the case of potentials with the particular kind of near-surface behavior (1.1). The work which comes closest to it seems to be that of Freiling and Yurko [15] , who studied inverse SturmLiouville-type problems with surface singularities of the form v −2 z −2 but assumed the coefficient v −2 to be strictly larger than the critical value of −1/4 and moreover did not allow for an additional singularity v −1 /z.
The aim of this paper is to explore how standard tools of inverse scattering theory such as the Povzner-Levitan representation and the Gel'fand-Levitan equation [6] can be extended to one-dimensional Schrödinger problems on the half-line and finite intervals with potentials that exhibit the singular behavior (1.1) at the boundary. In addition, we will derive trace formulae whose combination with inverse scattering tools will enable us to express the potential coefficient v 0 through scattering data. In I, we apply some of the results obtained here to the analysis of the exact n → ∞ solution of the above-mentioned O(n) φ 4 model, using them to determine a number of quantities exactly.
The remainder of this paper is organized as follows. In the next section we begin by defining more precisely the type of Schrödinger problems we will be concerned with. Both Schrödinger problems on the half-line (0, ∞) and on a finite interval (0, N ) will be considered.
We then recall some necessary background of inverse scattering theory for nonsingular potentials, discuss their generalization to potentials with near-boundary singularities of the form specified in Eq. (1.1), and explain the modifications of the required equations of inverse scattering theory implied by these singularities. In Sec. III, we turn to the derivation of trace formulae for Schrödinger problems with singular potentials on finite intervals [0, N ] and the half-line [0, ∞). Both the trace formula and its corollary we exploited in I are proven. ln Sec. IV we demonstrate the potential of these trace formulae by applying them to a number of illustrative examples. Section V contains concluding remarks.
II. SCHRÖDINGER PROBLEMS FOR POTENTIALS WITH SINGULARITIES AT BOUNDARIES
We will be concerned with the differential equation (Schrödinger equation)
where H v denotes the operator
Here z ranges either over the half-line (0, ∞) or the finite interval (0, N ). Note that both z and N are dimensionless variables: they correspond to the distance from z = 0 and the length of the interval measured in units of a reference length scale, respectively. In I, a number of different reference lengths scales were encountered, namely, the lattice constant a of the discrete model which we used as a starting point there, the correlation and Josephson coherence lengths 1/|m| (depending on whether m ≷ 0), and the film thickness L = N a. In applying the results of this paper to I, the proper identification of the variables z and N must be made. For example, depending on whether |m| or L is scaled to unity, z corresponds to the variables denoted z and z, respectively, in I.
In the half-line case we assume the potential to have a Laurent series about z = 0 of the form
with a singular part
and a nonsingular contribution (Taylor series part) with the series expansion
For the sake of simplicity, we take u(z) to be analytic for all z ≥ 0. Although the self-consistent potentials that yield the exact large-n solution are expected to involve nonanalytic contributions of order z 3 ln z, this is not a severe restriction and could be relaxed because we shall essentially only rely on the existence of u(0) = v 0 and its first derivative u (0) = v 1 . We also assume that v(∞) = 0 and that v(z) vanishes sufficiently fast for z → ∞ so that
We shall also consider the analogous problems on the finite interval I = [0, N ]. When dealing with this finiteinterval case, we shall assume the potential to have the symmetry property
and to be decomposable as in Eq. (2.3). Note that because of the symmetry (2.7), u(z) contains singular boundary terms of the form v (sg) (N − z) unless it is explicitly stated that no singular part is included in the potential. Depending on the choices of I = [0, ∞) and I = [0, N ] and the presence or absence of a singular potential term, we will refer to these cases as half-line or finite-interval problem with singular or non-singular potentials, respectively. To fully define these problems, we must also specify the boundary conditions.
Consider first the half-line case with non-singular potential. It will be appropriate and sufficient for our purposes to choose Dirichlet boundary conditions ψ(0) = 0 and assume the absence of bound states. Extensions to Neumann and Robin boundary conditions are straightforward and are described, for example, in [6] and [4] . Likewise, generalizations to cases in which bound states appear can be found in these review articles and their references. Let = k 2 and ϕ(z, k) andφ(z, k) with = k 2 denote solutions of this Dirichlet problem on the half-line with two non-singular potentials v(z) ≡ u(z) andv(z) ≡ů(z), respectively, which are normalized such that
(2.8)
These regular solutions are related by a unitary transformation, which entails the so-called Povzner-Levitan (PL) representation [4] [5] [6] 
Here the PL kernel P depends on the potentials v and v, but not on the spectral parameter . From rigorous mathematical work (see [6] ), it is known that the kernel satisfies the conditions [16] 
10)
and the partial differential equation
(2.11) A case of particular interest is the choicev = 0. In this case the regular solution becomes
As is known from the classical work of Gel'fand and Levitan [1] (see also [6] ), one can reconstruct from the scattering data the function
14) where F (k) is the Jost function, while dρ( )/d and dρ( )/d denote the densities of eigenvalues = k 2 of the Hamiltonians H v and Hv, respectively. The function K(z.z ) can then be used as input for a Fredholm integral equation, the Gel'fand-Levitan (GL) equation
(2.15) from whose solution for the PL kernel P (z, z ) the potential v(z) can be recovered via
The above equations carry over to the Dirichlet problem on the unit interval with non-singular potential, with obvious adjustments. The spectrum becomes discrete; let
ν denote the eigenvalues one obtains for the potentials v(z) andv(z), respectively, and ϕ(z, k ν ) andφ(z,k ν ) be the associated regular solutions. Instead of Eq. (2.14), we then have
17) where κ ν andκ ν are the squares of the L 2 ([0, N ]) norms of ϕ(z, k ν ) andφ(z,k ν ), e.g., [1] at first glance may seem to be generalizable in a straightforward fashion to cases with singular potentials. However, on second thought, one realizes that subtle issues such as the choice of boundary conditions and the interrelated ones of the existence of self-adjoint extensions of the Hamiltonian H v (2.2) and of the completeness of the set of eigenfunctions arise for potentials v(z) involving singularities of the form (2.4).
These issues have been investigated in some detail for the critical-point Hamiltonian
over the interval [0, 1] in a recent paper [17] . But this work does not fully cover the cases we are concerned with. First of all, no additional singular term v −1 /z was included. Second, no contribution that becomes singular at the plane z = 1 was included. Nevertheless, the paper provides helpful guidance. Let us briefly summarize some of its results relating to our investigations. The authors (KLP) of [17] show that the boundary conditions which square-integrable functions ψ belonging to the maximal domain
) must satisfy at z = 1 can be parametrized through an angle β 2 ∈ [0, π) such that they can be written as
The choices β 2 = π/2 and β 2 = 0 correspond to Dirichlet and Neumann boundary conditions, respectively. Owing to the singular behavior of H c at z = 0, the boundary conditions there must be defined via a limiting procedure. KLP also show that any function ∈ D max (H c ) can be decomposed as
where c j (ψ), j = 1, 2, are constants andψ is a continuously differentiable function with
). This leads them to consider self-adjoint realizations of H c on subspaces
, (2.22) which are maximal in the sense that
According to KLP, given any β 2 ∈ [0, π), one can choose anyone of these maximal subspaces D β1,β2 as domain of H c and obtain thereby a self-adjoint realization, where the choice β 1 = π/2 corresponds to what is known as Friedrichs realization.
For the special case of the Friedrichs realization, i.e., β 1 = π/2 and hence c 2 (ψ) = 0, KLP found that the trace of the resolvent tr(E − H c ) −1 , the heat kernel tr(e −tHc ), and the zeta function ζ(s, H c ) ≡ tr(H −s c ) exhibit a "usual" type of behavior of the following kind: If |E| → ∞ , with E belonging to any sector (of given opening angle) that does not intersect the positive real axis, then the first two quantities have series expansions in powers of (−E) k/2 and t (k−3)/2 , k = 1, 2, . . . , ∞, respectively. Furthermore, the zeta function ζ(s, H c ) can be continued from Re s > 1/2 to a meromorphic function on the complex plane C with poles at s = 3/2 − k, k = 1, 2, . . . , ∞. However, for all other self-adjoint extensions (β 1 ∈ [0, π) with β 1 = π/2), logarithmic anomalies appear in the corresponding expansion of these quantities and ζ(s, H c ). Thus the latter zeta function have a logarithmic branch point at s = 0 for such self-adjoint realizations.
Let us now see how these findings relate to our Schrödinger problem with singular potentials on the interval [0, N ]. We are interested in the case where boundary conditions of the form specified in Eq. (2.21) with c 2 = 0 hold at z = 0 and z = N . Owing to the symmetry of the potential with respect to reflections about the midplane z = N/2, the operator H v commutes with the corresponding reflection operator R mid : ψ(z) → ψ(N − z). We can choose eigenfunctions ϕ ν (z) ≡ ϕ(z, k ν ) that are even with respect to these reflections for odd values ν = 1, 3, . . . , ∞, but odd with respect to R mid for even values ν = 2, 4, . . . , ∞, by imposing the boundary conditions
The even eigenfunctions then satisfy Dirichlet boundary conditions at the midplane z = N/2, ψ ν (N/2) = 0, ν = 1, 3, 5, . . . ; the odd ones Neumann boundary conditions ψ ν (N/2) = 0, ν = 2, 4, . . . . The Hamiltonian H v becomes block-diagonal when represented in this basis. Hence, for v(z) = v (sg) (z) with v −1 ≡ 0, we are back to the situation with β 1 = π/2 investigated by KLP, and we are dealing with the Friedrichs extension of the even and odd 'blocks' of H v . This means, in particular, that in the case of a potential which involves only the leading singular term specified in Eq. (2.4) (i.e., v −1 = 0 and no nonsingular contributions), the trace of the resolvent, the heat kernel, and the zeta function ζ(s, H v ) should display what KLP termed the "usual" behavior and hence not involve logarithmic anomalies.
However, it is clear that the addition of singular terms of the form v −1 /z will destroy this usual behavior and lead to the appearance of logarithmic anomalies. As we know from previous work [11] [12] [13] and can also be seen from the results discussed in Sec. VII of I, the surface free energy f s has a leading thermal singularity ∼ m 2 ln |m| whose proportionality coefficient is ∝ v −1 . Consequently, logarithmic anomalies do occur when v −1 = 0 in quantities such as the surface free energy and the surface excess energy. Owing to the close relationship of the above-mentioned three quantities investigated by KLP with quantities such as the energy and free energy of our model, similar logarithmic anomalies are to be expected in the former when v −1 = 0. Although a generalization of KLP's work to singular potentials (2.4) with v −1 = 0 appears possible, no attempt will be made here since this is beyond the scope of the present paper.
With regard to our subsequent considerations let us simply stress that the self-adjoint realizations of H v and H v (sg) we are concerned with are specified by the boundary conditions (2.23) and their analogs forφ(z,k), respectively, where we assume that both sets of functions {ϕ(z, k ν )} ∞ ν=1 and {φ(z,k ν )} ∞ ν=1 satisfy standard completeness relations, viz.,
We can now follow the steps taken by Gel'fand and Levitan in their original derivation [1] of the GL equations to convince ourselves that the PL equations hold also in our case with singular potentials. The starting point is the observation that the PL representation (2.9) for ϕ(z, k) can be inverted to obtain a corresponding one forφ(z, k),
with a different kernelP (z, z ). This equation tells us thatφ(z, k) depends for given z ∈ (0, 1) on all ϕ(z , k) with 0 < z < z.
Following [1] , we can now choose z and z < z in the completeness relation (2.24) . Then the righthand side vanishes. Let us introduce the scalar product
and Y = (Y ν ) with real-valued components, using the coefficients 1/κ ν defined in Eq. (2.18) as (fixed) metric coefficients. The vanishing of the lefthand side of Eq. (2.24) then means that the vectors Φ(z) = (ϕ(z, k ν )) and Φ(z ) = (ϕ(z , k ν )) are orthogonal to each other, Φ(z), Φ(z ) = 0. Since we know from Eq. (2.25) thatφ(z , k ν ) depends only on ϕ(z , k ν ) with z < z , the vector (φ(z , k ν )) must also be orthogonal to Φ. Hence we have
Substitution of the PL representation (2.9) then gives
Both contributions to the left-hand side diverge in the limit z → z. We can get rid of this divergence by subtracting the completeness relation (2.24) for the set of functions {φ(z ,k ν )}. This yields the GL Eq. (2.15) with the kernel K given by (2.17) .
In order to show that the differential equation, Eq. (2.11), for P (z, s) remains valid, we proceed along the lines of Rundell [4] in his derivation of his Eq. (6.6): We subtract the Schrödinger equations H v ϕ(z) = ϕ(z) and Hvφ(z) = φ(z) from each other, use the PL representation (2.9) to express ϕ (z) and v(z) ϕ(z) as
where
We then integrate the term of (ϕ −φ) = H v ϕ − Hvφ involving second derivatives twice by parts. We thus arrive at
If we set =k 2 ν , thenφ(z) becomes the corresponding eigenfunctionφ ν (z) ≡φ(z,k). These eigenfunctions should be complete for the chosen boundary conditions (2.23). In order that the term P (z, s)∂ sφν (z)
We therefore require that P satisfies the boundary condition 
(sg) (z) with u(z) of the form specified in Eq. (2.5) in the finite-interval or half-space case, then u(z) could be reconstructed via Eq. (2.16) as
Rather than aiming at a full analytic solution, we will content ourselves here with a somewhat less ambitious agenda: using appropriate series expansion ansätze, we will determine the PL kernel P (z, s) for small values of its arguments z and s. We first consider the simpler case in which the contribution v −1 /z to v (sg) (z) is absent and the Taylor expansion (2.5) of u involves only powers of z 2 .
A. The case of v−1 = 0 and a nonsingular potential of the form u =ũ(z 2 )
We set v −1 = 0 in (2.4), together with all coefficients v 2l−1 = 0 with l = 1, 2, . . . , ∞ in the Taylor expansion (2.5) of u(z) and use the ansatz
Inserting both series expansions into Eq. (2.16) and equating the series -expansion terms of orders z 0 , z 2 , and z 4 yields the conditions 
These 6 equations for the six unknowns P j,k with 0 ≤ j + k ≤ 2 can be solved in a straightforward fashion. The results are
36c)
36d)
The corresponding expansion of the kernel K(z, s) can then be determined from the GL Eq. (2.15). One obtains We proceed to the general case of a potential whose Laurent expansion near the origin has the form
We allow all coefficients v j , j = −1, 0, . . . , ∞, in this expansion to be nonzero and include a contribution v −1 /z inv(z) = v (sg) (z). In this case, the ansatz (2.33) does no longer work and must be generalized. We use instead one of the form
39) where 0 < s < z < 1. We insert this ansatz along with the Taylor series (2.5) into Eq. (2.11), make the change of variable s → ρ = s/z and Laurent expand in z. Matching the terms of order z −1 and z 0 gives us the differential equations
and
Two linearly independent solutions of Eq. (2.40) are √ ρ and √ ρ ln ρ. The second one cannot contribute because it would be incompatible with the boundary condition (2.31) for P (z, s). The coefficient of the first is fixed by Eq. (2.32). It follows that
We can now insert this result into Eq. (2.41). The solution of this differential equation that is consistent with the boundary condition (2.31) and Eq. (2.32) is given by given by a Meijer G-function. It does not contribute to the solution because its behavior 
44) is incompatible with the boundary condition (2.31).
Upon substituting the series expansion (2.39) along with a similar ansatz
into the GL integral Eq. (2.15), one can solve for the lowest-order term of K 1 in a straightforward fashion. The result
Hence we have
III. TRACE FORMULAE, THEIR PROOFS, AND CONSEQUENCES
In this section we will present and prove a trace formulae for Schrödinger problems on finite intervals and the half-line whose potential involves singular terms of the form specified in Sec. II [see Eqs. (2.3) and (2.5)] on approaching the boundary. We start by recalling some background.
Trace formulae (see, e.g., [6] ) allow one to relate properties of the potential to spectral or scattering data. Perhaps the earliest formula of this kind is the following theorem due to Gel'fand and Levitan [2] . In I a trace formula for singular potentials of the kind occurring in the exact n → ∞ solution of the O(n) φ 4 model on a film was needed to relate the coefficient v 0 of the nonsingular part of the potential to its scattering data. Here we derive a more general trace formula from which the one exploited in I follows in a straightforward fashion:
Theorem III.2 (Finite-interval trace formula) Let Hv be the analog of the operator defined by Eq. (2.2) for the potential
where v (sg) (z) is the singular potential (2.4). Let˚ ν =k 2 ν andφ(z,k ν ), ν = 1, 2, . . . , ∞, denote the eigenvalues and eigenfunctions of Hv that satisfy the boundary conditions (2.23). Furthermore, let ϕ(z, k ν ) and ν = k 2 ν be the corresponding eigenfunctions and eigenvalues of the singular boundary problem specified by equations (2.1)-(2.7), and (2.23). Then the coefficient v 0 satisfies the relation To prove this theorem we start from Eq. (2.48) and use Eq. (2.17) for the kernel K(z, z) to obtain
Since the small-z behavior of S(z) is controlled by contributions with ν 1, we can replace the quantitiesk ν , k ν , and κ ν by their asymptotic large-ν forms. They are conveniently expressed in terms of the momenta
We assert that the above quantities behave asymptotically as
To show this, note first that the regular solutionφ(z, k) that satisfies the boundary condition (2.23) at z = 0 and for k =k ν becomes the eigenfunction pertaining to the eigenvaluek 2 . It is given bẙ [18] [19] [20] . When v −1 = 0, the result simplifies to
where J ν (u) is a Bessel function of the first kind. Second, the eigenvaluesk ν follow from the Neumann and Dirichlet boundary conditions the functionsφ(z,k ν ) fulfill at z = N/2 for odd and even values of ν, respectively.
The boundary conditions at z = N/2 yield fork ν the equations
which simplify to
We first consider the solution of these equations in the simpler case v −1 = 0. The asymptotic expansions of the roots of J 0 can be found in Eq. (10.21.19) of [20] . From them, the result given Eq. (3.6) with v −1 set to zero follows at once for even ν. To derive the corresponding v −1 = 0 result for odd ν, one can use the familiar asymptotic expansions of the Bessel functions. Equating the leading contribution ∝k , one can expand ink ν − a ν to obtain for the difference the result 1/(2N 2 a ν ) + O(1/a 3 ν ) in accordance with Eq. (3.6). To do the analogous computation when v −1 = 0, we need the asymptotic large-k behaviors ofφ(N/2, k) and its derivative ∂ zφ (N/2, k). These can be determined by using the asymptotic expansion of the function M −iκ,0 (−iz) for z → ∞ given in Eq. (13.5.1) of [18] and then expanding the truncated series to first order in v −1 . The calculations are conveniently performed with the aid of Mathematica [21] . One obtains
The boundary conditions at z = N/2 imply for ν = 1, 3, . . . , ∞ that the cos{. . .} z=N/2 must vanish, and for ν = 2, 4, . . . , ∞ one finds the condition [tanh{.
, where the ellipses in both cases represent the argument of the cosine in Eq. (3.14). From these conditions, the result fork ν given by Eqs. (3.6) and (3.5) follows at once.
To derive Eq. (3.7), we can use first-order perturbation theory in u = v − v (c) to determine the energy ν = k 2 ν . This gives
Taking into account the familiar identity cos 2 x = [1 + cos(2x)]/2, we conclude from the asymptotic expansion (3.14) that
cos[k ν z+O(1)]u(z)dz vanishes ask ν → ∞ by the Riemann-Lebesgue lemma. Consequently, we have
ν ). Equation (3.7) follows from these results in conjunction with Eq. (3.6). Finally, Eq. (3.8) also follows because perturbative corrections of order u and higher are smaller by at least one factor of 1/a ν .
Having established the above results, we can now exploit them to work out the small-z behavior of S(z). An elementary calculation gives
2 is a function f (a ν z), the required limit becomes that of a Riemann sum lim z→0 πz ν f (a ν z) yielding the integral
(c) for u and exploiting the boundary condition (2.23) at z = 0, we arrive at
whose insertion into Eq. 
21) whereκ ν is the analog of κ ν .
We next turn to the derivation of the trace formula for the half-line case used in I. It is not difficult to see that the following theorem can be inferred from Theorem III.2 by taking the limit N → ∞.
Theorem III.3 (Trace formula for half-line case)
Let v(z) andṽ(z) be two potentials on the half-line (0, ∞) that vanish faster than z −1 as z → ∞ and behave as 22) with the same singular part (2.4). Let ϕ ν (z), ν = 1, . . . , n b , be the regular solutions to the Schrödinger equation H v ϕ ν (z) = ε ν ϕ ν (z) subject to the boundary conditions
that correspond to bound states (where n b may be zero). Denote by
the squares of the L 2 ([0, ∞)) norms of these (real-valued) functions. Denote furthermore by A(k) = e σ(k) and η(k) the scattering amplitude and the scattering phase, respectively, which are defined through the large-z asymptotics of the regular solution
in the continuum spectrum k > 0. Furthermore, letφν, n b ,κν, andÃ(k) = eσ (k) be the analogous quantities pertaining to the potentialṽ(z). Then the following relation holds
To derive this theorem, note first that the integral on the right-hand side of Eq. (3.2) is O(1/N ) and hence vanishes as N → ∞. Owing to the symmetry property (2.7), the eigenfunctions for finite N come in pairs that are even or odd with respect to reflections about the midpoint N/2. For each even (odd) eigenfunction that becomes a scattering states in the limit N → ∞, there is an odd (even) eigenfunction approaching the same scattering state. For either one of these eigenfunctions of any such pair we can use the fact that the regular solutions can be approximated as (3.27) in the inner region 1 z N − 1 of the film. The associated norm parameters behave as
because the error resulting from the differences in the boundary regions is O(1). Using this, one concludes that the resulting sum Then the following relation holds between the difference of the latter coefficients and σ(k), the logarithm of the scattering amplitude:
IV. APPLICATIONS OF TRACE FORMULAE
To illustrate the potential of the above trace formulae and the Corollary III.1, we now discuss their application to several illustrative cases. Only potentials are considered whose leading near-boundary singularity −(4z 2 )
for z → 0 agrees with that of the self-consistent potential of the exact n → ∞ solution of the O(n) φ 4 theory on a film discussed in [12] , [13] and I.
A. Half-line case with v(z) = −(4 sinh 2 z)
We begin by discussing the application of Corollary III.1 to the Schrödinger problem on the half-line with the potential
From its Laurent expansion about z = 0,
one finds
In order to apply Corollary III.1, we choose the auxiliary reference potentialṽ(z) as
so that the corresponding potential parameterṽ
(4.5)
The regular solution satisfying the Schrödinger equation defined by Eqs. (2.1), (2.2), and (4.1) subject to the boundary condition (2.23a) is
where Q µ ν (ζ) is an associated Legendre function of the second kind [18] [19] [20] . The result given in the second line of Eq. (4.6) holds for z > 0 and k > 0 because Q µ ν (ζ) can be written as
when ζ ∈ (1, ∞).
To determine the asymptotic large-z behavior of ϕ (1) (z, k), we set t = 1−ζ = 1−coth z = 2e −2z +O(e −4z ) and expand in t. We thus arrive at the limiting form
with the Jost function
From the latter, the associated scattering amplitude A (1) (k) can be computed in a straightforward manner via the familiar relation A(k) = F (k) F (−k) between the Jost function F (k) and the amplitude A(k). The result is
The regular solution for the auxiliary Schrödinger problem with the potential (4.15) problem is given bỹ
From its asymptotic behavior
we can read off the scattering datã 
(4.14)
B. Half-line case with
As second example, we consider the Schrödinger problem on the half-line for the potential v (2) (z) ≡ v(z; ∞, 1), where v(z; L, m) represents the self-consistent potential of I. As auxiliary potential, we now choosẽ
which fulfills Eq. (4.5). As before, it is understood that the boundary condition (2.23a) is imposed on the respective Schrödinger equations (2.1). According to I, the regular solution of the Schrödinger problem for the auxiliary potential is given bỹ
where M −iκ,0 (z) is a Whittaker-M function [18] [19] [20] . It behaves as
(4.17) for small z. Its asymptotic large-z behavior is of the form
with the amplitudẽ
and the logarithmic phase shift
The appearance of the z-dependent logarithmic term inη(k, z), the analog of the phase shift, is due to the slow decay ∼ z −1 of the potential for z → ∞ and well-known from the case of scattering by a Coulomb potential.
These results can be inserted into Eq. (3.29) to compute v (2) 0 . Since the calculation of the required integral has been explained in I, we just quote the result
We next consider the case of the Schrödinger problem on the half-line for the case of the self-consistent potential v (3) (z) ≡ v(z; ∞, −1). As reference potential we choosẽ
In the case of the Schrödinger problem with the potential v (3) (z), the spectrum of the Hamiltonian H v is continuous; no discrete (pure point) spectrum exists. However, the spectrum of the Hamiltonian Hṽ(3) can be decomposed as spec(Hṽ(3)) = {Ẽ The summation of the series and the computation of the integral one encounters when applying the trace formula (3.22) have been performed in I. We therefore again just quote the result where the k ν are to be determined from the Neumann or Dirichlet boundary conditions at z = 1/2, depending on whether ν is odd or even.
Let us use the standard notation j 0,m for the mth zero of the Bessel function J 0 (k) and denote the mth zero of the function J 0 (k/2) − k J 1 (k/2) as m , i.e., where we evaluated the series ∞ ν=1 numerically using Mathematica [21] , verifying that the resulting number agrees to 9 digits with the exact value given in Eq. (4.33).
V. CONCLUDING REMARKS
In this paper we have extended standard tools of inverse scattering theory such as the Povzner-Levitan representation and the Gel'fand-Levitan equation to onedimensional Schrödinger problems on the half-line and finite intervals whose potentials exhibit near-boundary singularities of the form (1.1) known from the self-consistent potential of the exact n → ∞ solution of the O(n) φ 4 model. As we have seen, the boundary singularities of the potentials imply modifications of the analogs of these equations for nonsingular potentials.
We have also derived new trace formulae for Schrödinger problems on the half-line and finite intervals for such singular potentials. As is borne out by these trace formulae, the boundary singularities entail important modifications of known trace formulae for nonsingular potentials (cf. [6] ). We checked these trace formula or the implied Corollary III.1 here by applying them to four illustrative cases, for some of which exact results for the potential parameters v (j) 0 , j = 1, . . . , 4, are available. In I we benefited from the trace formulae in that they enabled us to determine the potential parameter v 0 of the self-consistent potential.
We expect both the inverse scattering techniques for singular potentials and the trace formulae described here to have useful applications to other interesting problems.
