Abstract. In this paper, we consider a microscopic semi-linear elliptic equation posed in periodically perforated domains and associated with the Fourier-type condition on internal micro-surfaces. The first contribution of this work is the construction of a reliable linearization scheme that allows us, by choice of scale arguments and stabilization constant, to prove the weak solvability of the microscopic model. Asymptotic behaviors of solution with respect to the microscale parameter are thoroughly investigated in the second step, based on several cases of scalings. Following this path, we encapsulate such behaviors in the derivation of convergence rates in the microscopic domain. As an outcome of homogenization for multiscale elliptic problems, we derive the corresponding macroscopic equation whenever the scaling choices are compatible. Moreover, we prove a high-order corrector estimates for the homogenization limit in the energy space H 1 ; one of the main ingredients for the error analysis of the so-called multiscale finite element method. Our working techniques rely on a variational framework with distinctive types of two-scale asymptotic expansions to carry out energy-like estimates. A numerical example is provided to corroborate the asymptotic analysis.
1. Introduction.
1.1. Background and statement of the problem. We assume that a porous medium, denoted by Ω ε ⊂ R d , d ∈ N is the space dimension (d = 2, 3) possesses a uniformly periodic microstructure whose length scale is defined by a small parameter (microscale parameter) 0 < ε 1. In practice, ε is defined as the ratio of the characteristic length of the microstructure to a characteristic macroscopic length. More precisely, the porous medium of interest contains a large amount of very small holes and thus can be viewed as a perforated domain.
Inspired by [23] , our work aims at understanding the spread of concentration of colloidal particles u ε : Ω ε → R in a saturated porous tissue Ω ε with cubic periodicity cell Y = [0, 1] d . This kind of tissues can be illustrated through Figure 1 as a schematic representation of a natural soil. Since the constitutive properties of the microstructure repeat periodically, the molecular diffusion coefficient A : Y → R d×d is assumed to vary in the cell or in a material point x ∈ Ω ε . It can be expressed as A (x/ε). We also consider the presence of a volume reaction R : R → R combined with an internal source f : Ω ε → R. Moreover, we also consider chemical reaction S : R → R for the immobile species along with deposition coefficients at the internal boundaries, denoted by Γ ε . On the other hand, the colloidal species stays constant on the exterior boundary, denoted by Γ ext . Mathematically, the governing equations describing this process is given by (P ε ) :
−A (x/ε) ∇u ε · n = ε β S (u ε ) across Γ ε , u ε = 0 across Γ ext .
land surface water table Fig. 1 : A schematic representation of a natural soil. The figure is followed from [29] .
The structure of the family of problems (P ε ) has the form of standard model for diffusion, aggregation and surface deposition of a concentration in a porous and highly heterogeneous medium. It also arises in the determination of concentration of a radioactive pollutant in groundwater problems and in heat-conductivity problems in composite materials with inclusions (see in [30, 10] ). Also, it has a strong relation to spectral problems as investigated in e.g. [6, 26] . The analysis of this typical elliptic problem has been considered in different contexts including rigorous mathematical treatments, physical modelling and numerical studies; see e.g. [12, 15, 34, 31] .
It is well known that due to the fast oscillation in the diffusion coefficient A (x/ε), the number of mesh nodes at any discretization level is of the order ε −d , which consequently reveals the huge complexity for computations grow exponentially as ε 0 + . Therefore, when dealing with such multiscale problems, one usually targets at upscaled models where the oscillations are not involved. One of the modest methods for the upscaling is the asymptotic expansion. In a former work [20] , we showed that the structure of the problem can be self-linear at the macroscale level even when it is semi-linear at the microscopic scale. Essentially, this depends on the scaling structure of the involved nonlinear reaction and then is given by the self-iterative auxiliary problems contributed in the expansion. As shown in [21] , completing structure of the expansion can be impossible by the presence of a semi-linear auxiliary problems. We could use a fixed-point homogenization argument, but a mild restriction (L + L s ) C p / min {α, L s } < 1 for the convergence is required. Here, L is the Lipschitz constant of R, L s is given as a free-to-choose positive number, α describes the lower bound of the diffusion coefficient and C p is the Poincaré constant. In fact, this restriction seems not widely applicable to many problems in the same field, especially in physical models with small diffusion.
First, the present study aims to alleviate this issue by an improved linearization scheme and, at the same time, show the well-posedness of (P ε ) by following a similar line of argument as described in [20] . It should be noted that the scheme derived in this paper can be applied to solving the problem (P ε ) but it is not our key target due to the numerical issue mentioned earlier in the text. Regarding the appropriate numerical methods for multiscale problems, a variety of techniques exist such as the multiscale finite element method (MsFEM) by Hou et al. [16] and the heterogeneous multiscale finite element method postulated in [2, 1] .
As far as the linearization-based algorithm is concerned, it has profoundly been developed for a long time and its broad range of applicability is an obvious indication. It is worth mentioning the Jäger-Kačur scheme (see e.g. [18] ) is investigated as the very first contribution in the area of numerical methods for nonlinear PDEs. It plays a vital role in classes of one-dimensional parabolic problems, but it is not so effective in high dimensions problems. Using the same idea, Long et al. [24] rigorously proved the local existence and uniqueness of a weak solution to a family of Kirchoff and Carrier wave equations in one-dimension. We also recall the linearization by the monotonicity of iterations, for example, introduced in the monograph [28] involving the concepts of sub-and super-solution. However, its drawback comes from the way the initial loop is chosen, which must be far away from the true solution, whilst in general it can possibly be taken by the already known initial or boundary information.
Our second goal is to explore the asymptotic behavior of the microscopic concentration as ε 0 + . Depending on scaling variables, we derive the limit equation by using the concepts of two-scale homogenization (introduced in [4] ) and obtain the so-called corrector estimates based on high-order expansions. It is worth mentioning that higher order correctors is not common in practical applications of the homogenization theory for partial differential equations. In the process of performing the asymptotic passage to a homogenized description, the mainly difficulty we have lies in the scaling parameters α, β considered in the real line. By using the strategy doing this work covers a large amount of work in previous papers. The motivation for the negative case of α not only dwells in the previous result in [21] , but also comes from Nicholson's model of brain tissues with Michele-Menten kinetics [27, 25] , and further the Schrödinger equation in [5] . Likewise, various values of β are discussed in [9, 8, 11] . In addition, solving (P ε ) can mark an advance to treat the smouldering combustion model derived in [17] in the forthcoming work.
1.2. Outline and main results. Our paper is structured as follows. In section 2, we provide the description of geometry and the assumptions on data used in the analysis. In section 3, we design a linearization scheme to prove the weak solvability of the microscopic model. Then, the main result in this part is stated in Theorem 3.5. Note that we have also assume f ≡ 0 here for ease of presentation.
Applications of two-scale asymptotic expansions are contained in Section 4. In subsection 4.1, we treat separately the problem with the nonlinear volume reaction and the problem with the nonlinear surface reaction. Since the latter problem can be extended easily, we concentrate on the former problem in this part. The structures of the limit problem and the cell problems are all determined and hence, the asymptotic expansion is computable. We obtain in Theorem 4.3 a high-order corrector estimate when α > 0. When α < 0, the limit of u ε tends 0 as ε 0 + , stated in Theorem 4.4. The solution to the problem with nonlinear surface reaction yields the same behavior as follows: when β > 1, the concentration converges to a limit function, but it tends to 0 if β < 1 (see Theorem 4.6 and Theorem 4.7). We mention also that the cases α = 0 and β = 1 have already been reported in [20, 19] , thus it is outside the scope of this work.
In subsection 4.2, we design an extended asymptotic expansion to deal with the problem (P ε ). Since the homogenization procedures is similar to that of subsection 4.1, we only provide a short discussion surrounding the auxiliary problems. Further, we focus on the asymptotic behaviors of u ε and distinguish some distinct cases. The results obtained in Theorem 4.8 and Theorem 4.9 are also similar to the ones in subsection 4.1. We conclude this paper by some numerical examples included in subsection 4.3.
Preliminaries.
2.1. Geometrical description of the porous medium. Let Ω be a bounded, open and connected domain in R d with a Lipschitz boundary. Typically, we can consider it as a reservoir in three dimensions. Now, let Y be the unit cell defined by
where e i denotes the ith unit vector in R d . In addition, we assume that this cell is made up of two open sets: Y l -the liquid part and Y s -the solid part which is impermeable to solute concentrations satisfyȲ l ∪Ȳ s =Ȳ and
On the other hand, suppose that the solid part Y s stays totally inside in the cell Y , i.e. it does not intersect the cell's boundary ∂Y . Consequently, the liquid part Y l is connected.
Let Z ⊂ R d be a hypercube. For X ⊂ Z we denote by X k the shifted subset
where
is a vector of indices. We scale this reservoir by a parameter ε > 0 which represents the ratio of the cell size to the size of the whole reservoir. Often, this scale factor is small. We further assume that Ω is completely covered by a regular mesh consisting of three ε-scaled and shifted cells: the scaled liquid, solid parts and boundary. More precisely, the solid part is defined as the union of the cell regions εY 
and we denote the micro-surface by Γ ε := ∂Ω ε 0 . Note that we now assume ∂Ω ≡ Γ ext and our perforated domain Ω ε is bounded, connected and possesses C 2 -internal boundary. We also denote throughout this paper n := (n 1 , ..., n d ) as the unit outward normal vector on the boundary Γ ε . In Figure 2 , we show an illustration of scales from a soil structure and the perforated domain with its unit cell. The representation of the periodic geometries is in line with [20, 30] and references therein.
2.2. Notation and assumptions on data. We denote by x ∈ Ω ε the macroscopic variable and by y = x/ε the microscopic variable representing fast variations at the microscopic geometry. With this convention, we write A(x/ε) = A ε (x) = A(y). Let us define the function space which is a closed subspace of the Hilbert space H 1 (Ω ε ), and thus endowed with the semi-norm
Obviously, this norm is equivalent uniformly in ε to the usual H 1 −norm by the Poincaré inequality (cf. [10, Lemma 2.1]).
Let us define the function space
and the norm
Then for each ε > 0 we introduce the function space W ε equipped with the following inner product
and the corresponding norm is given by
This space can be considered as the intersection between V ε (Ω ε ) and the ε−scaled W ε . Hereby, W ε is a Hilbert space. We introduce a bilinear form a :
To be successful with our analysis below, we need the following assumptions:
is Y -periodic, symmetric and globally Lipschitz. It satisfies the uniform ellipticity condition, i.e there exists positive constants γ, γ independent of ε such that
(A 2 ) The reaction terms S : R → R and R : R → R are Carathéodory functions and globally Lipschitz.
(A 4 ) S and R do not degenerate, i.e there exist positive constants δ 0 and δ 1 independent of ε such that 0 < δ 0 ≤ S , R ≤ δ 1 a.e. in R. In the sequel, all the constants C are independent of the scale factor ε, but their precise values may differ from line to line and may change even within a single chain of estimates. Throughout this paper, we use either the superscript or subscript ε to emphasize the dependence of C on the heterogeneity of the material characterized by ε. In the following, we also use dS ε where S ε can be viewed as a common notation for a boundary of any surface. In addition, the notation |·| for a domain indicates the volume of that domain.
3. Weak solvability of (P ε ). In this section, we design a linearization scheme in line with [33] to investigate the well-posedness of (P ε ). To do so, we accordingly need to derive the weak formulation of (P ε ). Multiplying (P ε ) by a test function ϕ ∈ W ε and using Green's formula, we arrive at
As a consequence, we have the following definition of a weak solution for (P ε ).
Let us now introduce the definition of an approximation of (3.1).
Definition 3.2. For each ε > 0, the linearization for the weak formulation in Definition 3.1 is defined by
for all ϕ ∈ W ε and k ∈ N * with the initial guess u 0 ε ∈ W ε chosen as 0 and the stabilization constants L, M > 0 to be chosen later on.
Denote by (P 1 ε ) the first-loop problem for (P k ε ) defined in Definition 3.2. Then it admits a unique solution u ∈ W ε for each ε > 0.
Proof. Due to (A 3 ) and the choice of u 0 ε , the problem (P 1 ε ) reads as
Clearly, this form is bilinear in W ε and its coerciveness is easily guaranteed. Therefore, by the Lax-Milgram argument there exists a unique u ∈ W ε satisfies (P As a consequence of Lemma 3.3, the sequence u k ε k∈N * ⊂ W ε is well-defined under condition (3.3). The notion of having this assumption is transparent in the next theorem where the choice of our stabilization terms is included.
There exists choices for L and M such that (3.3) holds and the sequence of solutions {u
is Cauchy in W ε . Moreover, the following estimate holds
where η ∈ (0, 1) is ε-independent and k, r ∈ N * .
Proof. Define v
correspond to the solutions of (P k ε ), respectively. Then we have the following difference equation
Then taking the first-order derivative of h and g with respect to t, we get
Notice that because of the structure of h and g, (3.5) becomes
At this stage, we have to choose L and M such that
As a result, h and g computed in (3.6) can be bounded with the help of (A 4 ) by
or it is equivalent to
Combining (3.9) and (A 1 ), (3.7) leads to the following estimate:
Using the Cauchy-Schwarz inequality, we have that
Omitting the first term of the left-hand side of (3.10), we obtain
Rewriting (3.11), we thus have
where we denote by
According to the linearization procedures, we need to find an ε-independent bound for η ε in (3.12) such that it is strictly less than 1. Accordingly, we choose the stabilization constants L and M such that η ε < 1 for all ε > 0 and α, β ∈ R. Now, we may write η ε = η, i.e. it is independent of ε by suitable choices of L, M . Note that
because of the choices (3.9). Therefore, we target the following cases:
From (3.13), a suitable choice is to take
Hence, in accordance also with (3.8) the suitable choice we obtain is provided, as follows:
Interestingly, this choice work for all real scaling parameters α, β. It also agrees with (3.8) and guarantees the positivity of such stabilization constants. In addition, we now observe that (3.14) and (3.15) are well-suited for the condition (3.3) in Lemma 3.3 where the well-posedness of the first-loop problem of (P k ε ) is proved. Collectively, we have demonstrated that there exists a choice of L and M satisfying (3.8) such that η ε = η < 1 for all scaling factor ε > 0 and scaling parameters α, β ∈ R.
As a consequence of (3.12) and (3.14)-(3.15), we claim that for every ε > 0 and k ∈ N * , the following estimate holds
On the other hand, for any k, r ∈ N * we have
From now on, it remains to estimate the difference gradient we omitted in (3.10). Once again, it follows from (3.10) and (3.14)-(3.15) that
We then combine this with (3.16) to get
which also leads to the following estimate
At this moment, we proceed as in (2) to arrive at
This completes the proof of the theorem.
It is worth noting that from (2), the iterative sequence {u k ε } k∈N * is Cauchy in W ε for any ε > 0 in the case α = β = 0. From (3.18), this sequence is Cauchy in W ε . Consequently, there exists a unique u ε ∈ W ε such that u k ε → u ε as k → ∞ and for each ε > 0. On the other side, using the Lipschitz properties of the volume and surface reaction rates assumed in (A 2 ), we have
Hence, u ε is a unique solution of the microscopic model (P ε ) in the sense of Definition 3.1. Besides, when taking r → ∞ in (3.18), its stability is confirmed by
As a result, we state the following theorem.
Theorem 3.5. Assume (A 1 )-(A 4 ) hold. Then for each ε > 0 there exists a unique solution of (P ε ) in the sense of Definition 3.1.
Remark 3.6. Essentially, the existence and uniqueness results presented here are described in the diagram below:
Wε . Therefore, there exists a unique u ε ∈ W ε such that u k ε → u ε for any ε > 0. Henceforth, the convergence results stated in (3.19) and (3.20) is confirmed for any ε > 0. Indeed, due to (A 2 ) and with α, β ≥ 0 we get the strong convergence as
4. Asymptotic behavior and high-order corrector estimates.
4.1. Volume reaction and surface reaction. In this subsection, we consider the passage to the homogenization limit for two distinct problems of (P ε ): either the volume reaction P R ε or the surface reaction P S ε , which is given as
The investigation of these two problems is somewhat evident. Indeed, observe in the inhomogeneous case (i.e. the reaction terms are independent of the concentration u ε ) that the solution u ε of (P ε ) can be defined by the sum of two functions U ε and V ε satisfying P R ε and P S ε , respectively. It is worth noting that in [20] , Khoa et al. studied the corresponding system with the parameter set α = 0, β = 1. In [21] , they discussed briefly the case α = −2 and S ≡ 0. In addition, G.A. Checkin et al. [7] solved the microscopic problem in locally periodic media with R ≡ 0, S(u ε ) = q(x, x/ε)u ε and β ∈ R. The asymptotic expansion we consider here is structured as follows:
where x ∈ Ω ε , y ∈ Y l and all components u k,l are periodic in y. Assume that there exists a Lipschitz-continuous functionR such that
This corresponds to the fact that there exists L R > 0 such that
Remark 4.1. In the sequel, our new assumptions (4.3) and (4.4) on the reaction rate R are termed as (A 5 ) and (A 6 ), respectively. It resembles the definition of almost additive functions with positive homogeneity in stochastic processes (see, e.g. [32] ).
Due to the simple relation ∇ = ∇ x + ε −1 ∇ y , it follows that
where N α,θ = M α,θ \ {(0, 1)}. Hereafter, the diffusion term of the PDE of P R ε can be expressed as
while relying on (A 5 ), the reaction term can be decomposed as
In the same vein, the term on internal micro-surfaces are determined by
where K α,θ = N α,θ \{(1, 0)}.
From now on, we set:
Observe that to obtain the auxiliary problems from collecting coefficients of the same powers of ε in (4.1.1) and (4.7), we need to argue different cases for α. Indeed, when α ≥ θ − 1, we are led to the following systems of elliptic problems:
(ε α−2 ) :
(ε −1 ) :
(ε α−1 ) :
(ε 0 ) :
(ε α ) :
(4.14)
. . .
(ε k(α+1)+l ) :
for all pairs (k, l) ∈ K α,θ−2 .
By classical arguments in homogenization procedures, one has directly from (4.9) and (4.10) that u 0 and u 1,−1 are independent of y. Without loss of generality, we take u 1,−1 ≡ 0 and by substitution, we also get u 1,0 ≡ 0 in (4.12). Besides, we write
Therefore, the auxiliary problem (4.11) is solvable in u 0,1 . Plugging all solutions that have been deduced into (4.13) and (4.14), we easily obtain u 0,2 and u 1,1 . On the whole, we repeat the same strategy and ensure the solvability of the high-order auxiliary problem (4.15) .
From e.g. [10] , the existence and uniqueness results for (4.11) are trivial and the solution u 0,1 is sought in the sense of separation of variables. In other words, we have that
Hereby, the following cell problem for the field χ 0,1 (y) is obtained: 
d exists uniquely in these cell problems. Conversely, when α ≤ θ − 1, the structure of the auxiliary problem (4.14) up to high-order problems (4.15) will be associated with the reaction term. For example, when α = 0.5, the problem (4.14) and (4.15) become:
for all pairs (k, l) ∈ K α,θ−2 , whilst the auxiliary problems (4.10)-(4.13) remain unchanged.
Thanks to the structural condition (A 5 ), these auxiliary problems are linear and behave like a self-iterative scheme, albeit the nonlinear volume reaction rate. Notice that when α = 0.5, similar statements can be obtained and the only difference lies in the term ε αR (u 1,−1 ) which remains in the problem (4.20) . Therefore, different scaling choices may lead to dissimilar structures of high-order auxiliary problems.
From the cell function χ 0,1 in (4.17), we obtain the limit equation by taking into account the auxiliary problem (4.13). In fact, the limit equation is of the following structure:
where the coefficient |Y l | / |Y | is referred to as the volumetric porosity andĀ given byĀ
is the effective diffusion coefficient corresponding to A with I being the identity matrix.
Obviously, this limit equation is supplemented with the zero Dirichlet boundary condition on Γ ext andĀ satisfies the ellipticity condition (cf. [10, Proposition 2.6]).
Remark 4.2. We recall from [19] that when α = 0, the limit equation becomes semi-linear, i.e.
where we have omitted f , for simplicity. Based on the Lax-Milgram argument, the limit problem (4.25) with the homogeneous Dirichlet boundary condition admits a unique solutionũ 0 ∈ H 1 0 (Ω) due to the Lipschitz reaction term. Moreover, from [13, Lemma 5] , it is essentially bounded and the following estimate holds
Accordingly, these results can be applied to the limit problem (4.23), including the existence and uniqueness ofũ 0 ∈ H Due to the structure of the auxiliary problems (4.9)-(4.15), we get u k,l ≡ 0 for all k ≥ 1 and (k, l) ∈ K α,θ . In line with [19] , we obtain when k = 0 that
Thus, we obtain the following high-order cell problems in this case: Combining (4.16), (4.17) and (4.26) we recover the structure of the asymptotic expansion for u ε defined in (4.2), as follows:
with the cell functions χ 0,l for 1 ≤ l ≤ θ satisfying the cell problems defined in (4.18) and (4.27).
For the case where the problems (4.19)-(4.22) occur, ifR(u k,l ) = 0 is multiplicatively separable for any u k,l , i.e. there exist functions P k,l , Q k,l such thatR(u k,l ) = P k,l (x)Q k,l (y) for all x ∈ Ω ε and y ∈ Y l , then we can define u 1,1 (x, y) = χ 1,1 (y)P 1,1 (x) where χ 1,1 satisfies the following cell problem:
which is linear and solvable. Hence, for any k > 1 and (k, l) ∈ K α,θ , we write u k,l (x, y) = χ k,l (y)P k,l (x) and plug it into (4.15) to get
in Y l while on Γ, we deduce that
From (4.30) and (4.31), we finalize the high-order cell problems, as follows:
Collectively, the structure of the asymptotic expansion can be represented as:
with χ 0,l , χ k,l being the cell functions for (k, l) ∈ K α,θ and k ≥ 2 satisfying the cell problems (4.18), (4.27), (4.29) and (4.32), respectively.
At this point, we have derived the structure of two-scale asymptotic expansions where the scaling parameter α is positive. In the following, we show that the speed of convergence can be accelerated if the high-order asymptotic expansion is chosen appropriately. In addition, this questions how much regularity on the involved data we require to achieve the desired order of expansion as well as the rate of convergence.
We introduce a smooth cut-off function m ε ∈ D(Ω) such that 0 ≤ m ε ≤ 1 with
for which the following helpful estimates hold (cf. e.g. [10] ):
Given a natural number µ ∈ [0, θ − 1], we define the function ψ ε by
Observe that ψ ε can be decomposed further as
From the auxiliary problems (4.9)-(4.15) and the operators defined in (4.8), one can deduce, after some rearrangements, the following equation for ϕ ε in (4.35), which we refer to as the first difference equation:
associated with the boundary condition at Γ ε :
From the auxiliary problem (4.15), the first term and the second term of the right-hand side of (4.37) vanishes naturally on the micro-surface Γ ε . Thus, it yields
Multiplying (4.36) by a test function ϕ ∈ V ε , integrating the resulting equation by parts and then using the boundary information (4.38) together with the zero Dirichlet exterior condition, we get
where a : V ε × V ε → R is the bilinear form defined in (2.1). In order to find the upper bound of ψ ε , we need to estimate from above all terms on the right-hand side of (4.39). We begin with the estimate for I 1 by the following structural inequality:
by virtue of the globally Lipschitz functionR. Due to (4.40), one can estimate from above I 1 by
By the definition of the operators A 1 and A 2 , we get for (k, l) ∈ M α,θ ,
As stated in Remark 4.2, we only need the source f to be very smooth, say f ∈ C ∞ (Ω), to guarantee the uniform bound (with respect to ε) of all the involved derivatives ofũ 0 in (4.42) and (4.43). We combine this with the fact that χ k,l ∈ H 1 # (Y l )/R and the assumptions (A 1 ) and P k,l ∈ W 2,∞ (Ω) for all (k, l) ∈ M α,θ to get
where we have used the Poincaré inequality.
To estimate I 4 , we note that by the change of variables x = εy, the following estimate holds
Since |Ω| ≥ ε d |Y | (due to our choice of perforated domains that εY ⊂ Ω) together with the fact that the trace inequality in Y l is uniform with respect to ε, we estimate the above inequality as
Combining (4.45) with assumption (A 1 ), the trace inequality (cf. [3, Lemma 2.31]) for Γ ε and the Poincaré inequality, we obtain
It now remains to estimate the second part σ ε of the decomposition (4.35). Similar to the above estimates of ϕ ε , we consider the following quantity σ ε , ϕ V ε for any ϕ ∈ V ε . Observe that by the definition of V ε and by using the simple chain rule of differentiation, the estimate for σ ε is given by
Consequently, we finalize the estimate in (4.47) by
Thanks to the triangle inequality, we combine (4.39), (4.41), (4.44), (4.46) and (4.48) to get
By choosing ϕ = ψ ε and then by simplifying both sides of the resulting estimate, we arrive at the following theorem.
Theorem 4.3. Assume (A 1 ), (A 5 ) and (A 6 ) hold. Furthermore, suppose that f ∈ C ∞ (Ω) and let M α,θ be defined as in (4.26) for given parameters α > 0 and 2 ≤ θ ∈ N. Let u ε andũ 0 be unique weak solutions of the microscopic problem P R ε and the limit problem (4.23), respectively. Let u k,l be defined as in (4.26) and/or (4.29)-(4.32) for (k, l) ∈ M α,θ . Then, for any µ ∈ [0, θ − 1] the following high-order corrector estimate holds:
In the case α < θ − 1, this estimate holds ifR (u k,l ) is further multiplicatively separable for some
4.1.2. The case α < 0. In this section, we consider the limit behavior for the problem (P R ε ) when α < 0. Recalling from Theorem 3.5, we have u ε ∈ W ε for each ε > 0, i.e. u ε 2 Wε ≤ C. Note that our the underlying problem (P R ε ) is associated with the zero Neumann boundary condition on the micro-surfaces. Thus, the structure of W ε -norm reduces to
As a result of (4.49), we get
which proves the strong convergence in L 2 (Ω ε ) of u ε to zero as α < 0 and ε 0 + . Moreover, by using the trace inequality for hypersurfaces Γ ε in (cf. [15, Lemma 3]), which reads as
for any ε > 0, (4.51) we combine (4.50) and the fact that ∇u ε
Consequently, it follows from (4.52) that
for any ε > 0. (4.53)
In conclusion, combining (4.50) and (4.52) we claim the following theorem for the limit behavior of solution to problem (P R ε ) in the case α < 0.
Remark 4.5. From (4.53), u ε converges strongly to zero in L 2 (Γ ε ) when α < −1 and ε 0 + . We also remark that the internal source f in Theorem 4.4 just belongs to L 2 (Ω ε ), which is quite different from the very smoothness of f in Theorem 4.3. It is because in Theorem 4.3 we need the boundedness of all the high-order derivatives ofũ 0 that solves (4.23), while the linearization in section 3 only requires f ∈ L 2 (Ω ε ) to fulfill the estimate (4.49) by the Lax-Milgram-based argument.
Results on P
S ε . For the problem (P S ε ), we can proceed as in [7] . If β > 1 we consider the following asymptotic expansion:
where x ∈ Ω ε , y ∈ Y l , u k,l are periodic in y and for 2 ≤ θ ∈ N, we define
Taking assumptions on S as in (A 5 )-(A 6 ) and the fact that u k,l can be obtained by a family of linear partial differential equations for (k, l) ∈ Q β,θ , we thus state the following result.
Theorem 4.6. Assume that (A 1 ) holds. Suppose that f ∈ C ∞ (Ω) and let Q β,θ be defined in (4.54) for given parameters β > 1 and 2 ≤ θ ∈ N. Let u ε andũ 0 be unique weak solutions of the microscopic problem (P R ε ) and the limit problem (4.23), respectively. For any µ ∈ [0, θ − 1] the following higher-order corrector estimate holds
One has immediately, by the same argument as in (4.50) , that u ε converges strongly in L 2 (Ω ε ) to zero if β < 0 and hence, a similar result to Theorem 4.4 can be obtained. Moreover, it remains to derive the convergence for 0 ≤ β < 1. If for any 
By a simple decomposition with the choice ϕ = u ε , one thus has
We turn our attention to the weak formulation for (P S ε ), which reads as
Therefore, by choosing ϕ = u ε and (A 1 ), one can estimate that
Combining (4.57) and (4.58) and thanks to the trace inequality (4.51), we state the following theorem which summarizes the corrector results for (P S ε ).
(Ω ε ) and β < 1. Let u ε be a unique solution in W ε of the problem (P S ε ). Then it holds:
4.2. Volume-Surfaces reactions. This part is devoted to tackling the porescale elliptic problem (P ε ). Let us start off with the case α > 0, β > 1 and consider
where x ∈ Ω ε , y ∈ Y l and all components u k,l,n are periodic in y. For θ ≥ 2 we define the set M θ as
inspired very much by (4.1) and (4.54). Moreover, we assume there exist Lipschitzcontinuous functionsR andS such that
To avoid repeating cumbersome computations and unnecessary arguments, we only state the auxiliary problems and the limit system below, while the others are left to the interested reader. Using the convention in (4.8), the auxiliary problems are given by (ε −2 ) :
(ε 0 ) : 
(ε β−1 ) :
(ε k(α+1)+lβ+n ) : Once again, we obtain from (4.61) that u 0 (x, y) =ũ 0 (x), and hence the problems (4.62) and (4.63) are solvable in u 0,0,1 and u 0,0,2 , respectively. On the other hand, from (4.64) and (4.67), we may take u 1,0,−1 and u 0,1,−1 as a zero function, without loss of generality. From (4.65) and (4.68), we have u 1,0,0 = u 0,1,0 ≡ 0 in accordance with (A 3 ) and so is the function u 0,1,1 in (4.69). Therefore, we conclude that the family of cell problems can be solved up to the high-order problems (4.70). As a consequence, the corresponding cell problems can be obtained.
From the auxiliary problems (4.61)-(4.63), we know that u 0,0,1 (x, y) = −χ 0,0,1 (y)· ∇ xũ0 (x), where χ 0,0,1 (y) is a field of cell functions whose cell problems are given by
which resembles the problem (4.18). These cell problems admit a unique weak solution
d . As in (4.26), we get for k = l = 0 that u 0,0,n = (−1) n χ 0,0,n (y) · ∇ n xũ0 (x), and then the high-order cell problems for this case are also determined, similar to (4.27) . In this context, the limit problem remains unchanged and can be recalled from (4.23)-(4.24) with the zero Dirichlet boundary condition for the exterior boundary.
Let us now turn our attention to the corrector estimate in this case. To do so, the energy-like approach is still valid. In fact, we set ψ ε := ϕ ε + σ ε , where
Therefore, we derive the difference equation for ϕ ε as in (4.36), while the associated boundary condition is
For a test function ϕ ∈ V ε , one can get the weak formulation of the difference equation for ϕ ε , as follows:
At this stage, we observe that (4.72) resembles (4.39) except the last term on the right-hand side. Thus, it remains to estimate it from above. Clearly, using the Lipschitz property of S with the Poincaré inequality and the trace inequality on hypersurfaces, one gets
following the same argument as for the estimate (4.48), we can bound the inner product of σ ε from above:
Thanks to the triangle inequality. By choosing ϕ = ψ ε , we combine (4.72), (4.73) and (4.74) to get the corrector estimate
Eventually, we have the following theorem.
Theorem 4.8. Assume (A 1 ), (A 5 ) and (A 6 ) hold. Assume that f ∈ C ∞ (Ω) and let M θ be defined as in (4.60) for given parameters α > 0, β > 1 and 2 ≤ θ ∈ N. Let u ε andũ 0 be the unique weak solutions of the microscopic problem (P ε ) and the limit problem (4.23), respectively. Let u k,l,n be solutions to the cell problems determined by the auxiliary problems (4.61)-(4.70) for (k, l, n) ∈ M θ . Then, for any µ ∈ [0, θ − 1] the following high-order corrector estimate holds:
When either α < 0 or β < 0 is satisfied, the asymptotic limit of u ε is close to zero. Indeed, we recall from section 2 that
Thanks to the elementary Bunyakovsky-Cauchy-Schwarz inequality, we deduce from (4.75) that
Henceforth, the theorems for these cases can be stated as in Theorem 4.4. When α > 0 and 0 ≤ β < 1, we proceed as in subsection 4.1.3: for any
such that (4.55) holds. Then we are led to the estimates (4.56) and (4.57). Recalling the weak formulation of (P ε ), which reads as
by choosing ϕ = u ε and (A 1 )-(A 4 ) one can get 
A numerical example.
Here, we illustrate the asymptotic behaviors of the microscopic problem for different values of the scaling factors α, β ∈ R. For simplicity, we consider (P ε ) in two dimensions with the linear mappings R, S of the form R(z) = C 1 z, S(z) = C 2 z for C 1 > 0 and C 2 ≥ 0. Taking C 1 = 1, we arrive at a Helmholtz-type equation. We choose the unit square Ω = (0, 1) × (0, 1) the domain of interest and the oscillatory diffusion as A(x/ε) = 1 2 + cos Comments on numerical results. To verify our theoretical results, we divide the scale factors α and β into three cases:
1. When α > 0 and β > 1, u ε converges toũ 0 of the homogenized problem (4.23)-(4.24). 2. When either α < 0 or β < 0, u ε converges to 0. 3. When α > 0 and 0 ≤ β < 1, u ε converges to 0. Suppose we take C 2 = 1. We consider the first case by fixing α = 1 and β = 2. Here, we use the standard linear FEM with a mesh discretization, which Table 2 : Numerical results in the 2 -norm of u ε at the micro-surfaces for α = −2, C 2 = 0.
is much more smaller than ε to solve the microscopic problem for various values of ε ∈ {0.25, 0.05, 0.025, 0.01, 0.005}. In Figure 3 , we compare the homogenized solutioñ u 0 with the microscopic solution u ε at some chosen values of ε ∈ {0.25, 0.01, 0.025}. It can be seen that the microscopic solution converges to the homogenized solution as ε tends to 0. This confirms the usual performance of our homogenization procedure. Based on Table 1a , it can also be seen that the homogenized solutionũ 0 is the excellent approximation candidate when ε gets smaller and smaller.
For the second case, we verify the sub-cases α = −1, β = 1 and α = 1, β = −1, respectively. Physically, the former sub-case corresponds to the fact that the volume reaction is large, while the surface reaction of the concentration is slow. Thus, u ε is slowly changing on Γ ε . The latter case means that we have a dominant surface reaction and the volume reaction is negligible. On Γ ε , this means that u ε is rapidly changing. As depicted in Figure 4 , this implies that u ε converges to 0 as ε 0 + , which agrees with Theorem 4.4. Moreover, we have tabulated in Table 1b the smallness of the microscopic solution in 2 -norm of these cases at various ε ∈ {0.25, 0.025, 0.00125, 0.001}. In the same spirit, choosing α = 1 and β = 1/2 the convergence to 0 of u ε is guaranteed by Theorem 4.9 and this is verified by the numerical results tabulated in Table 1c .
It is worth mentioning that we can also corroborate the case α < −1 discussed in Remark 4.5 where u ε converges to 0 at the micro-surfaces. Indeed, taking C 2 = 0 and α = −2 we obtain the numerical results in Table 2 , which are consistent with Theorem 4.4.
