Abstract-Poisson's equation, a fundamental partial differential equation in classical physics, has a number of properties that are interesting for shape analysis. In particular, the equipotential sets of the solution graph become smoother as the potential increases. We use the displacement map, the length of the streamlines formed by the gradient field of the solution, to measure the "complexity" (or smoothness) of the equipotential sets, and study its behavior as the potential increases. We believe that this function complexity = (potential), which we call the shape characteristic, is a very natural way to express shape. Robust algorithms are presented to compute the solution to Poisson's equation, the displacement map, and the shape characteristic. We first illustrate our technique on two-dimensional synthetic examples and natural silhouettes. We then perform two shape analysis studies on three-dimensional neuroanatomical data extracted from magnetic resonance (MR) images of the brain. In the first study, we investigate changes in the caudate nucleus in Schizotypal Personality Disorder (SPD) and confirm previously published results on this structure [1]. In the second study, we present a data set of caudate nuclei of premature infants with asymmetric white matter injury. Our method shows structural shape differences that volumetric measurements were unable to detect.
ysis of their distinct characteristics. In fact, there has been significant progress in the development of algorithms for use in computational anatomy, as described by several recent articles in [2] . A first class of methods uses a global feature vector, e.g., determined by spherical harmonics or invariant moment representations [3] , [4] , and attempts to discriminate between classes of shapes using clustering techniques. Such methods are usually numerically stable and allow for the computation of relevant statistics. However, the resulting feature vector is rarely intuitive, hence an interpretation of the results in terms of anatomical changes can be difficult. A second class of methods is based on a representation of an object's surface or interior, along with a study of the mechanical deformations required to transform one object into another [5] [6] [7] [8] . This popular class of techniques is very intuitive, but relies heavily on the use of nonlinear registration techniques to establish one to one correspondences between subjects. There are two main issues with these techniques. First, the hypothesis that a one to one correspondence must be established is not obvious. Objects under study must have very similar shapes in order for this hypothesis to make sense. For example, it is not clear how such methods would perform if they were confronted with the task of comparing hands with four fingers versus hands with five fingers. An interesting discussion of this problem has been argued in the context of Voxel Based Morphometry [9] , [10] . Second, automatic nonlinear registration is a challenging problem and the accuracy and robustness of current algorithms is difficult to validate [11] . The calculation of statistical significance from the recovered deformation fields also poses a challenge as the number of tests is usually much larger than the number of subjects under study [12] , [13] . A third class makes use of medial representations which provide information on an object's reflective symmetries. Unfortunately, the one to one correspondence assumption is still necessary whether it is done through registration [14] or modeling [15] . In medical studies, different classes of methods are often combined in order to obtain intuitive and statistically significant results (see, for example, [13] ).
The main focus of this paper is to try to detect shape differences of anatomical structures between different populations (e.g., the shape of the hippocampus in Schizophrenics versus Depressives versus Normal controls). Given binary maps (representing a specific anatomical structure) divided into groups, we want to know if the shape of the structure is statistically significantly different across groups. In order to accomplish such a task, one first has to settle on a mathematical model for shape and the means to compute it robustly. Second, one has to derive a computational framework in which objects can be compared. This involves the definition of a metric and a notion of correspondence between models. Finally, one has to be able to ex-0278-0062/$20.00 © 2006 IEEE tract statistics that are sensitive enough to detect subtle changes between populations yet robust enough to avoid common statistical errors.
We propose a novel approach to shape analysis based on a well-known partial differential equation (PDE), Poisson's equation This equation, which is best known in electrostatics, has very interesting properties for the study of shape. First, we model shape by the solution to Poisson's equation over the interior of the object with a constant Dirichlet boundary condition. The solution, often called the potential function, is smooth, has a finite set of local maxima, and is invariant to rigid transformations. We then study the smoothness of the level sets of the potential function by designing a feature vector expressing for each equipotential level set a simple smoothness measure. The feature vector is used to compare different objects and allows for robust statistics through randomization tests. This method is in essence a global feature vector based technique, although we believe the vector contains information that is sufficiently intuitive to allow for an anatomical interpretation of the results. Our technique is conceptually related to the work of Gorelick et al., who recently investigated the potential of Poisson's equation to describe and classify two-dimensional (2-D) objects [16] . The method we propose was developed independently and has a number of key differences which will be explained in Section II-B.
We illustrate the power of this representation in 2-D with both simple synthetic shapes and silhouettes of natural objects. We also evaluate our shape model on medical data, by performing two studies in which we show differences in the shape of the caudate nucleus between subject affected with an illness and normal controls. The first study analyzes a group of subjects diagnosed with Schizotypal Personality Disorder (SPD) and age matched normal controls. A significant difference in the shape of the right caudate was found between SPD subjects and normal controls , replicating a result previously found in the same subjects but using an entirely different shape analysis approach [1] . The second study investigates the effect of unilateral white matter injury on the shape of the caudate nucleus of premature infants. Again, a significant difference was found between the shape of the caudate on the injured side compared with the normal side whereas no difference between sides was found in the shape of the caudate nucleus in premature infants with no brain injury. More importantly, even though we detected no difference in size between the caudate nucleus on the unaffected side of infants with white matter injury and the caudate of normal infants, we found shape differences . where is the charge density and is the permittivity of free space.
II. METHODS

A. Poisson's Equation
In this paper, we use a very simple version of this equation in order to model shape. First, we consider that our domain of interest is made of equally distributed positive unit charges. Second, we assume that the potential on the boundary of the domain is known (Dirichlet boundary condition) and constant. In order to find the potential field over the entire domain, one has to solve the following canonical form of Poisson's equation: (1) where is a constant.
Functions satisfying Poisson's equation are often called potential functions. They have many mathematical properties related to the geometry of the boundary of the domain. First, the solution to Poisson's equation is unique and smooth, and in the special case of Dirichlet conditions the potential function has a finite set of local maxima. A unique streamline can be drawn from each point on the boundary to each local maximum by following the gradient field ( Fig. 1) . In electrostatics, the length of the streamline is referred to as the electric displacement and can be plotted as a function over the domain. The shape and length of the streamlines are independent of the constant value of the potential on the boundary and are closely related to the shape of the domain. For example, an interesting approach to partition a shape into different parts would be to separate sets of boundary points associated with different local maxima. The function can also be seen as an embedding of equipotential level curves
Interesting properties of the level curves can be computed from . The normal to the curve is . The curvature is given by . Expressing the shape of an object by a function over its interior is not new. For example, the solution to the Laplace equation, , has been used for measuring thickness between two surfaces [17] , [18] . Also, a large body of work has been concentrating on the distance transform, the solution of the following Eikonal equation [12] , [19] , [20] . One disadvantage of the distance function is that it is not smooth and there are locations in the interior of the object for which is not defined. These discontinuities are very interesting to study, as they define the location of the medial axis [21] , a shape representation central to many imaging studies [14] , [15] , [22] , [23] . On the other hand, as Gorelick et al. noted, one very interesting property of the level curves of the solution to Poisson's equation is that they become smoother and smoother as the potential increases, eventually collapsing to one of the maxima of [16] . The main idea of this paper is to use this property to characterize shape, by measuring the "smoothness" of the equipotential level sets as they approach a maximum and express it as a function 2) Numerical Solutions: Our shape analysis technique relies on the computation of two functions. First, we need to obtain the potential defined by (1) . Second, we are interested in computing the displacement function in a robust and efficient manner.
a) Poisson's potential function: Computational methods to solve elliptic partial differential equations are standard [24] [25] [26] . In this paper, we implemented an efficient algorithm for finding the solution to this equation on a 3-D voxel grid based on our previous work for solving the Laplace equation [27] . The algorithm is based on finite difference approximations, which are discrete techniques wherein the domain of interest is represented by a set of points or nodes and information between these points is commonly obtained using Taylor series expansions. In our application, we use a second-order finite difference approximation to solve Poisson's equation. The algorithm consists of representing the 3-D potential function as a simple linear regression of three orthogonal 2-D potential functions, each representing the solution of a Poisson equation in 2-D. For a more detailed description of this algorithm, we refer the reader to [27] .
b) Displacement maps:
Computing the displacement at each point in the domain, is equivalent to computing the geodesic distance from the boundary to . A streamlining algorithm can be used to calculate the displacement at voxel by integrating the Euclidean distance between consecutive voxels along the streamlines connecting the boundary to the local maxima. Unfortunately, this technique will have trouble converging as the automatic detection of local maxima can be particularly difficult in the discrete domain of a 3-D grid.
A more elegant method is the one proposed by Yezzi and Prince for the measurement of thickness [18] . They define thickness between two surfaces as the summation of the length of two different streamlines, one that follows the gradient field of some potential function to the inner surface (downwind) and another that goes against the gradient field to reach the outer boundary (upwind). They derive a robust and efficient iterative algorithm for computing these lengths which can be directly applied to compute our displacement.
In our work, we only have one surface and the information flows inwards, we thus need to apply an upwind scheme to compute the displacement. Such scheme has no problem converging to the boundary of the structure and allows for the computation of the displacement maps without the explicit detection of potential multiple maxima.
Let , , and be the , , and components of the normalized gradient of the potential function. The displacement can be computed by the following recurrence:
The displacement information flows in the forward direction of the gradient field (downwind). It is important to define an upwind differencing scheme so that the computation of is accurate and handles multiple maxima in . Thus, , , and are defined in the backward direction of the normalized gradient :
The process is stopped when , a predefined convergence threshold. As suggested by Yezzi and Prince, there are different traversal strategies to update the displacement grid. In our framework, we used the "Gauss-Seidel" traversal. We refer the reader to [18] for more details on computing efficiently. Figs. 2 and 4 show a number of synthetic and natural planar objects for which the potential function and the displacement have been computed. Note that in Fig. 4 many of the structures have potential functions with more than one local maxima, which our algorithm is able to handle properly. 
B. Shape Characteristic
We believe the Poisson equation can open the door to many types of shape measurements. Its smooth nature and uniqueness can allow for very robust computations, and the discrete finite number of local maxima suggests its use for partitioning shape into parts. In 2-D, Gorelick et al. have derived a number of very interesting measures from the potential that can help detect corners, extract different parts of the object or describe a skeleton-like structure. They combined a number of these measures in a feature vector which was then used for shape classification and matching [16] .
Our application is 3-D and our aims are different; thus, a different feature vector was designed. Our primary objective is to establish a framework to differentiate the shape of an anatomical structure of interest between two populations. From a numerical standpoint, we need a feature vector that is easy to compute and of reasonable size so that the statistical analysis is not impaired by an unmanageable number of tests. From an anatomical standpoint, we wish to obtain information that can be easily interpreted in terms of anatomical changes and biological hypotheses about the populations under study. There is always a trade off between precision (detection of subtle changes) and easy interpretation on one hand, and robustness of the computation on the other hand. One has to find a good compromise, our approach emphasizes on robustness while trying to preserve some intuition on the possible underlying anatomical differences.
As we have noted in Section II-A, the equipotential surfaces become smoother as the potential increases in the domain. Our assumption is that the dynamics of change of the equipotential surfaces as they reach maximal potential is closely related to the geometry of the boundary and can help differentiate different types of objects. To model this process, we introduce a function which evaluates the amount of complexity the equipotential surfaces lose as they approach a maximum point. We measure complexity by the coefficient of variance of the displacement along the current equipotential. We recognize that other measures, such as the surface's mean curvature (or curve curvature in 2-D), could be used, but have found our measurement to be quite stable and applicable to arbitrary dimensions. This function is the basis of our analysis. It can be viewed as a feature vector that can be easily incorporated in a robust statistical framework. The precise nature and location of the shape change cannot be inferred from this function, but its interpretation in terms of anatomical phenomena is still relatively intuitive. For example, a quick drop of complexity at a low potential is probably due to boundary noise or bumps. An overall, slower slope would mean a more elongated shape.
We now turn to the formal mathematical definition of our complexity(potential) function. In order to compare different objects, we decided not to use the absolute potential, but to normalize it between 0 and 1. This notion of a normalized drop of potential at an equipotential surface is expressed as (4) ,
, and are the potentials on the boundary, at the global maximum point, and on the current equipotential surface, respectively. We then introduce , the coefficient of variance of the displacement along the current equipotential surface (5) The function , which we call the shape characteristic, has some interesting properties. By design, it is independent of the size of the object and of the initial potential on the outer boundary. Because the equipotential surfaces get smoother as the potential increases, the curve monotically decreases and reaches zero when . We believe that the rate at which decreases is characteristic of the shape of an object. For example, a 3-D sphere will have for any . Similarly, of a cube should be quite different from the one of an ellipsoid. In the next section, we present the shape characteristics for a number of canonical 2-D objects and natural silhouettes. We suggest it could be used for object classification. Fig. 3 is a plot of the shape characteristics of different synthetic images. Even though we only have four objects, the shape characteristic curves are clearly distinct. As expected for the circle, . As the energy level increases, it takes relatively little effort to "round" the corners of the square, whereas the ellipse keeps its smooth shape for longer until it "collapses" to a circle.
C. 2-D Examples
For natural shapes, we had nine objects equally partitioned in three different classes: hands, horses, and reptiles. We computed the solution to Poisson's equation and calculated the displacement for each object, as shown in Fig. 4 . Their respective shape characteristics were derived and are displayed in Fig. 5 . First, observe that the shapes are in many ways similar, they all have a central part from which emerge a few "limbs." Nevertheless, the shape characteristic is able to capture the subtle differences between the classes and one can clearly observe three different profiles for the curves corresponding to the three different classes of objects under study. We have not done any 2-D classification experiments, but it would be interesting to train a standard classifier such as a neural network or support vector machine to test the discriminative power of this simple curve [28] . Our intuition, from Figs. 3 and 5, is that the shape characteristic may be quite appropriate to discriminate between different classes of shape, but not precise enough to distinguish shapes that are only slightly different (e.g., different hands). Nevertheless, as we will show in the next sections, our technique is sufficiently powerful to detect subtle group differences between pa- tients and normal controls in the shape of a neuroanatomical structure.
D. Statistical Analysis Framework
Given two populations and , we wish to know if the shape of the subjects in is different than the shape of the subjects in . Our shape characteristic is clearly nonlinear and no assumption of normal or Gaussian distribution of the data can safely be made, thus, we chose nonparametric permutation tests as the basis of our statistical analysis [29] . Permutation tests have become increasingly popular in the medical imaging community as they assume very little about the distribution of the data and allow for robust and elegant handling of the multiple comparisons problem [13] , [30] , [31] .
Our null hypothesis is that there is no difference between the mean shape characteristic of population of size and of size . We test this null hypothesis as follows.
1) Discretize the shape characteristics at the following normalized potential levels: 0.1, 0.2, 0.3, , 0.9, 1. 2) Calculate the difference between the mean discretized shape characteristics of the two groups as the norm of the difference vector between the mean characteristics. 3) Set the true difference between group A and B. 4) Put all shapes from groups A and B into a common basket, and create two new sets, of size , and of size , by randomly selecting shapes from the basket. 5) Repeat steps 2, 3, and 5 times. Store the mean difference at each iteration. 6) Calculate the number of selections for which . 7) The -value for the significance of shape difference between groups A and is then given as: . Fig. 8 illustrates how distributions are created using the permutation process for the SPD data. Note the non parametric nature of the distributions especially on the right anterior caudate. We now have all the necessary tools to analyze medical data to detect possible shape changes in a neuroanatomical structure between two populations.
III. ANALYSIS OF MEDICAL DATA
A. Schizotypal Personality Disorder
The caudate nucleus is an essential part in the cognitive circuitry connecting the frontal lobe to subcortical structures of the brain. Pathology in any of the core components of this circuitry may result in a neuropsychiatric condition such as schizophrenia [32] , [33] or SPD. Previous studies have shown volumetric and shape differences of the caudate between normal controls and SPD subjects [1] , [34] . In this section, we propose to test our methodology by applying our shape analysis method to the data used in [1] and [34] and observe if the results are similar to our previous studies.
1) Data:
Fifteen right-handed male subjects with SPD with no previous neuroleptic exposure and fourteen normal comparisons subjects (NC), underwent magnetic resonance imaging (MRI) scanning. Subjects were matched for parental socioeconomic status, handedness, and gender. MRI images were acquired with a 1.5T GE scanner, using a SPoiled Gradient Recalled (SPGR) sequence yielding a volume with mm voxel dimensions. The scans were acquired coronally. The caudate nuclei were drawn manually and separated by an Anterior/Posterior boundary (see Fig.  6 ). Details of the segmentation procedure can be found in [34] . The subjects and manual segmentations studied in this paper are identical to the ones used in [1] and [34] .
2) Results and Discussion: a) Previous volumetric and shape findings:
In a previously published analysis of the caudate nucleus, parcellated into anterior and posterior regions, repeated measures analysis of covariance (ANCOVA) with age as covariate, group as the between-subject factor and laterality or laterality plus region as the within-subject factor, revealed a significant group difference in total relative (corrected for brain size) volumes . Followup Student's tests showed that right and left caudate nucleus total relative volumes were significantly smaller in subjects with schizotypal personality disorder than in normal comparison subjects. However, Student's t tests did not yield significant differences for the left or right anterior caudate relative volume but did yield a significant difference for the right but not for the left posterior caudate relative volume, [34] . In a recent analysis of the shape of the anterior caudate nucleus, repeated measures ANCOVA with age as covariate, group as the between-subject factor and laterality as the within-subject factor, revealed no main effect for diagnosis but a main effect for side and a significant interaction between side and diagnosis. Followup planned Student's tests showed a significant group difference for the right but not the left anterior caudate nucleus Shape Index measure [1] .
The reported values for the followup tests were not corrected for multiple comparisons.
b) Shape characteristic findings: We applied our method to the anterior part of the caudate to investigate any possible difference in the shape between normal controls and SPD subjects. For each subject, the solution to Poisson's equation and its corresponding displacement map were computed for both left and right anterior caudate, as described in Section II. Shape characteristics were computed and our permutation test (Section II-D) showed a significant shape difference in the anterior right caudate . A mean/std plot of the full feature vector is shown in Fig. 7 . No significant difference was found on the left side . The number of permutation used to establish the level of significance was . We are pleased to report that our method corroborates the shape findings, suggesting shape information may be able to find differences not otherwise detected by volume. Of note, the shape characteristic seems to have greater discriminatory power than the shape index measure. In fact, after Bonferroni correction for the shape characteristic tests only (corrected significance level is 0.025), the difference on the left side is still significant.
B. Premature Infants
A full term baby is born after 40 weeks of gestation. In the United States, 12% of newborns are born prematurely each year. Recent reports have demonstrated an increase in cerebral palsy (a disorder of posture and movement) among children due to increased survival of premature infants born at less than 32 weeks gestational age and weighing less than 1500 grams. In fact, over 50% of such very low birthweight infants will develop school difficulties (cognitive and behavioral), and about 10% will manifest cerebral palsy. The motor control and cognitive difficulties of these premature infants have long been thought to be related to white matter injury (WMI) [35] . Surprisingly, quantitative MRI studies have demonstrated that children born prematurely have evidence of predominantly cortical and subcortical gray matter abnormalities [36] [37] [38] [39] . Since these gray matter structures are essential to cognitive function, it is hypothesized that these abnormalities may underlie the frequent cognitive impairments. One study of adolescents born prematurely showed that lower IQ scores correlated with smaller right caudate and left hippocampal nuclei [38] . Quantification of changes in these structures during the neonatal period will improve our understanding of the complex impact of early acquired injury on various brain structures and improve our ability to predict neurodevelopmental outcome. In this work, we applied our method for shape analysis to compare the shape of caudate nuclei of premature infants with and without asymmetric WMI. Our preliminary results demonstrate the ability of our method to find differences in the shape of such a small structure between the two groups of newborn infants.
1) Data: Thirteen premature infants with asymmetric WMI and eight premature infants without evidence of WMI (no injury, NI) underwent MRI scans at term equivalent age (39-42 weeks postconceptional age, PCA). All infants were born at 24-29 weeks gestational age, but infants with WMI had germinal matrix-intraventricular hemorrhage and a unilateral periventricular hemorrhagic infarction (WMI). MRI data were acquired in the coronal plane with a 1.5T GE scanner, using a 3-D SPoiled Gradient Recalled (3-D SPGR) sequence yielding a voxel size of mm, as shown in Fig. 9 . An expert user segmented the anterior part of the caudate nuclei (head of the caudate) manually using the 3-D SPGR images. Details of the technique of manual segmentation have been previously described [34] .
2) Results and Discussion: a) Volumetric findings: To investigate the difference in volumes in the anterior caudates between the infants with and without WMI in the two groups, we first normalized their volumes to intracranial cavity volume (ICC) and then performed . Post-hoc Tukey HSD tests (corrected for multiple comparisons), revealed a significant group difference between the WMI injured side and unaffected WMI , left NI and right NI . We found no difference between left and right NI and no difference between unaffected WMI and left or right NI sides. b) Shape findings: Next, we applied our novel method to investigate whether there was any difference in the shape of the caudate head between the two groups of infants, and between sides. The caudate of an infant is much smaller than that of an adult and the segmented caudate nuclei are very coarse; thus, we used trilinear interpolation to increase the resolution of the segmented data to mm. Our permutation test ( permutations) revealed a statistically significant difference in the shape of the injured side in infants with WMI when compared with the contralateral side . A mean/std plot of the full feature vector is shown in Fig. 10 . We also found a statistically significant difference in the shape of the injured caudate head of the WMI group when compared with either caudate head of the NI group , see Fig. 11 . Of note, we found a statistically significant difference in shape between the unaffected side of the WMI group and either caudate of the NI group , as shown in Fig. 12 . No significant difference in the shape of the caudate head was found between the left and right sides in the NI group . The reported values were not corrected for multiple comparisons, the new significance level using Bonferroni method is 0.0125, a very stringent threshold considering our sample size. Nevertheless, the difference in shape between affected WMI and either NI sides remains significant, even after this strict correction.
Hence, we were able to show significant differences in the shape of the head of the caudate nucleus, not only in the nuclei obviously affected by an ipsilateral hemorrhagic infarction, but also in the contralateral caudate in infants with WMI. These findings demonstrate the discriminative power of the method to detect changes in the shape of a structure, even when there is no difference in the volume when compared with normal controls. This technique will likely help elucidate the often subtle anatomical changes in structures affected directly or even at a distance by disease processes such as ischemic brain injury.
IV. CONCLUSION
In this paper, we have presented a novel method to analyze the shape of anatomical structures. Our method is based on studying the solution of Poisson's equation and its associated displacement map to assess the dynamics of change of the equipotential surfaces as the potential increases inside the structure. We model this process by a simple function, called the shape characteristic, which expresses shape as "complexity potential ." The complexity is expressed as the coefficient of variance of the displacement along the equipotential set. This function is illustrated on 2-D synthetic and natural silhouettes, and we suggest that the shape characteristic could be used to automatically classify objects into different shape classes.
The main objective of this project was to compare the shape of an anatomical structure between different populations. We performed two neuroimaging studies, one on SPD for which we already had well-established volume and shape differences, and one on infants with WMI with no prior knowledge of the potential shape differences. Our results on the shape of the caudate nucleus in SPD correlated well with our previously reported finding [1] , using an entirely different methodology, that the shape of the anterior portion of right caudate nucleus differed between subjects with SPD and NCs. This suggests that our method can be used as a powerful tool to correlate the shape of anatomical structures with different factors such as aging or disease type. We further illustrated the potential advantage of our approach by studying the effect of early acquired injury on the caudate nucleus in premature infants. Our technique not only confirmed the volumetric findings but also detected differences in shape not detected by the volumetric analysis. Namely, even though the caudate nucleus on the unaffected side of infants with white matter injury is not different in size than the caudate of normal infants, its shape is.
The "shape characteristic" is one of many tools one can build based upon Poisson's equation. It can certainly be improved, and we hope that our work will inspire others to further explore its potential for shape analysis. Nevertheless, our particular technique is already quite useful as it allows us to perform very simple statistical tests that are easy to understand and interpret. Unfortunately, the precise nature and location of the shape difference cannot be expressed with the "shape characteristic" due to its global nature. In future work, we propose to investigate how one can derive more local and intuitive representations from this equation and its solution and at the same time keep the statistical analysis simple and easily interpretable.
