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Introduction
Texture is generally recognized as being fundamental to perception.
Texture provides useful information in identifying objects in images.
Texture is different from color. Texture is defined as something
composed of closely interwoven elements. Spectral properties are
found on the Fourier spectrum and they yield global periodicity in the
image or a region of the image. In this paper we suggest texture
features extracted from the two-dimensional Discrete Cosine Transform
(DCT) domain that capture directional and coarseness properties of the
texture. We propose a new algorithm for extracting texture features
from the two –dimensional DCT of the image. These features capture
directional and coarseness properties of the texture. We classify
texture images using these features with statistical models. The texture
recognition plays an important role in computer vision and has many
practical applications such as robotics, reconnaissance, and
biometrics. We have used three classifiers Support Vector Machine
(SVM), Decision Tree (DT), and Logarithmic Regression (LR). We can
also use a neural network with a backpropagation learning algorithm as
a classifier. The main advantage of the proposed algorithm is that it can
be incorporated in layers of a Convolution Neural Network (CNN)
Proposed Approach:
In our proposed approach we use ring and wedge bins to extract
texture features in the DCT domain. The DCT coefficients are given by
the following:
Methodology
Figure 1. Pruned decision tree
Table 1. Accuracy and F1 score of different classifiers 
Results
Conclusions
As we move away from the origin (0, 0), DCT coefficients become
smaller and thus less significant. DCT coefficients allow us to
reconstruct images with very few redundancies.
Some interesting points to note about the DCT representation of
images:
1. Rotating an image also causes its DCT visualization to rotate
2. More coarse textures have higher amounts of high spatial
frequencies and their DCT coefficients are more spread out
When extracting the features, we use for classification, we use radial
and angular bins as shown by the figure below. Through the
combination of the features captured by these bins, we hope to group
similar textures together during classification.
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In conclusion, the results of this experiment supported our claims that
we can classify texture from the texture features extracted from the
image’s two dimensional DCT. In total, we considered 34 features.
Following the use of K-means clustering with 5 clusters in order to
generate classes from our unlabeled dataset, we train three classifiers
using extracted features: a Decision Tree, SVM, and a Logarithmic
Regression classifier. Logarithmic Regression classifier performs best
on the Brodatz image dataset with an accuracy of 94.1%.
Classifier Accuracy Score (%) F1 Score
SVM 82.4 0.727
Decision Tree 79.4 0.753
Regression 94.1 0.864
In the SVM model, two hyper-planes are selected to maximize the
distance between the two classes and not to include any points
between them. The SVM algorithm is extended to non-linearly
separable classes by mapping samples to a higher dimensional feature
space. SVM was chosen as one of the classification methods because
it has been shown to successfully handle small datasets in comparison
to other traditional methods. The algorithm uses information gain to
decide as to which attribute is the best for the split at each non-terminal
node. It is a recursive algorithm that starts with the root node and the
leaf nodes represent the classes. C4.5 algorithm is an extension of ID3
algorithm, and it allows usage of both discrete and continuous
variables.
Logarithmic Regression can be implemented as shown in the following
equation:
In order to test our approach, we use Brodatz texture image data set 
consisting of 111 images of different texture patterns. We use 
supervised classifiers as a model for decision making. To generate 
training set data, we group texture images in the Brodaz data set into 
five categories using K-means clustering algorithm.
We choose to work with DCT coefficients because it allows us to reduce 
the amount of data needed. The most relevant parts of the image are 
concentrated in coefficients in the top left corner of the DCT 
representation.
Where y is the predicted output and b0 and b1 are coefficients that are 
estimated using training set data. The model predicts the probability of 
a default class .
