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A Non-Deterministic Planner for Planetary Rover Autonomy  
Matteo Ceriotti,1 Massimiliano Vasile2 
University of Glasgow, Glasgow, G12 8QQ, United Kingdom 
and 
Giovanni Giardini,3 Mauro Massari4  
Politecnico di Milano, Milano, 20156, Italy 
Autonomy is an important feature for space systems, especially for planetary exploration 
rovers. Furthermore, for every rover activity, there are intrinsic uncertainties on activity 
duration, position of the rover, and other environment characteristics that affect each 
operation, like soil condition, dust on solar panels, temperature, etc.: disregarding them 
during planning would bring unreliable plans, that are likely to fail. In this paper, a novel, 
non-deterministic planning approach for autonomous planetary exploration rovers will be 
presented. Uncertainties in modeling the surrounding environment and in the input from 
sensors are integrated in the planning process in order to make the rover activity more 
reliable and to prevent failures. For each plan created by a planner a measure of reliability 
is computed and used to predict and select the safest one. The evaluation of the plan has 
been performed with the Dempster-Shafer Theory of Evidence, that allows to deal with both 
aleatory and epistemic uncertainties. Moreover the rover has been endowed with the 
capability of reallocating its goals. By data-fusing payload and navigation information, 
gathered by the rover during its mission, assigns interest values to the existing goals or 
generates new goals.. The fusion yields an “interest map,” that quantifies the level of interest 
of each area around the rover. In this way the planner can choose the most interesting 
scientific objectives to be analyzed, with limited human intervention, and reallocates its goals 
autonomously. The novel Dezert-Smarandache Theory of Plausible and Paradoxical 
Reasoning has been used for information fusion: this theory allows to deal with vague and 
conflicting data. Finally the paper shows some applications of the proposed approach to the 
generation of reliable plans. These tests demonstrate how the planner is able to generate 
plans that maximize at the same time reliability and the level of interest. 
Nomenclature 
2Θ  = Power set of Θ  
, ,A B C  = Generic sets of events 
Bel  = Belief function 
DΘ  = Hyper-power set of Θ  
f  = Function of merit of a plan 
m  = Basic probability assignment (bpa) or general basic belief number (gbba) 
p  = Power required by an action to be performed 
Pl  = Plausibility function 
u  = Value in the uncertainty map 
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θ  = A generic event 
Θ  = Frame of discernment 
tΔ  = Time required by an action to be performed 
I. Introduction 
 
HE study of the autonomy of modern space exploration systems has become a priority in modern times: these 
systems require to be as more independent as possible from human intervention, mainly because of 
telecommunication difficulties. For example, delays in sending and receiving data can be quantified from 8 to 22 
minutes on Mars. Furthermore, telecom windows are not always available, and sometimes several hours are needed 
before it is possible to communicate. The low level of power of every space system, combined with limited 
telecommunication windows, demands that telecom activities should be short, thus limiting the amount of data that 
can be transmitted. 
These problems are particularly critical on planetary exploration rovers. In the case of a partial failure of the 
system, or an unexpected situation, a sudden intervention may be required, not to lose the entire rover. The ground 
segment of the mission can not send any command in such a short time, so the rover should react autonomously to 
this situation, at least to reach a safe condition, waiting for human intervention. 
There are many other situations – although not critical – in which the rover may be, that could not have been 
foreseen, due to the lack of knowledge of the environment in which the rover acts. If the system has not the skill of 
taking decisions, it could stop at every unforeseen event (e.g. a rock on the path, or a steep hill, or a partial lack of 
power). Even if the life of the rover is not at risk, every stop means a waste of time, and since the lifetime of the 
system is limited, a loss of scientific activities. 
It has been estimated that NASA Sojourner rover1 in 1997 spent from 40 % to 75 % of time doing nothing, 
because of a failure of the plan.2 As a consequence, there is the need for strong autonomy of the rover, so it can 
solve itself most of the problems encountered during its exploration. The MER mission rovers3 are loaded from the 
Earth with a daily plan, containing the objectives to be analyzed. The rovers are able to decide autonomously the 
best path to reach the goals, by means of the information from navigation cameras, and thus are able to avoid 
obstacles. Anyway, there is no autonomous planner on these systems. 
The only flight example of a planning and scheduling algorithm is Remote Agent.4-9 Tested on the NASA Deep 
Space One probe, it allowed the spacecraft to operate over a long period of time without human intervention. 
A second example is the planner ASPEN,10,11 that is able to plan and schedule the operations of a space satellite, 
generating low level commands, starting from a set of objectives. The planning process is continuous, allowing to 
repair the plan during execution. 
The advantage of autonomous planning is great even for a planetary exploration rover: the ground segment has 
only to decide high level mission goals (like looking for water, or examining some kind of rock), and the rover will 
execute the best actions to achieve that objectives, sending to Earth only scientific data, once it has finished the 
mission. 
However, the two autonomous systems mentioned above do not consider any uncertainty in the planning 
domain: this is composed of an initial state, a set of scientific objectives and a set of possible actions that change the 
state. The two planners are completely deterministic, i.e. they have to know exactly the whole domain with absolute 
certainty. This hypothesis can not be verified, especially in the exploration rover problem, because of errors in every 
measure, in the models, and for accidental failure of any activity. For each rover activity, in fact, there is inherent 
uncertainty about the duration of tasks, the energy required, the data storage necessary, position and orientation, and 
environmental factors such as soil characteristics, dust on the solar panels, ambient temperature, etc. It can not be 
assumed that each action acts on the state as expected. 
A typical approach to avoid this problem is to use a deterministic planner, together with a FDIR (Failure 
Detection, Isolation and Recovery). For example, the JIC planner12,13 generates a plan, then searches its weakest 
points, in which a failure is more probable, and creates alternative (contingent) plans. 
Another approach is the real time replanning in case of failure. This is what Remote Agent does. Anyway, there 
are some difficulties: 
• Rovers have limited computational resources in relation to the available planning time. A rover has to react to 
a contingency faster than an interplanetary probe as Deep-Space 1; 
• Many actions are risky, so the reliability of the plan must be known in advance; 
• Some contingencies are required to be known in advance. 
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For these reasons, it is advisable to consider, in the planning phase, that some information is affected by some 
degree of uncertainty. Plans that do not consider uncertainty are likely to fail. 
The problem of planning with uncertainty has been deeply studied in many works, especially in computer 
science and artificial intelligence: CNLP,14 Buridan,15-17 Witness,18-20 Maxplan,21,22 Zander,23 Puccini,24 Prodigy,25,26 
Mahinur27 are some examples of non-deterministic planners. 
Anyway, most of these non-deterministic planners has been developed on abstract domains: a very simple world 
is assumed, in which no simultaneous action are permitted, there are no temporal constraints and only a limited 
number of effects for each action is admitted. Moreover, these algorithms are so expensive in terms of computer 
resources, that they are useless even for very simple practical problems. 
The planning domain of a typical rover is much more complex, and requires the creation of a completely 
different algorithm. In particular, the features that make the problem difficult are: 
• Time. The actions have different duration and can be simultaneous; 
• Continuous action effects. Most of actions have an unlimited number of effects on the state of environment; 
• Size of problem. A typical plan can involve tens of actions. 
Another limitation of existing planners is that the objectives must be specified in terms of a goal state, or a 
function to be maximized. It is expected, instead, that the planner itself may choose the objectives, on the basis of 
high level scientific goals. 
A. The Wisdom System 
The Wisdom system is a project developed at the Department of Aerospace Engineering of Politecnico di 
Milano. This system has been implemented and tested on Nausicaa, a six-wheeled rover equipped with solar panels 
and batteries. It has also two optical cameras for the stereographic vision, an infrared camera. 
Wisdom is a bio-inspired, non-deterministic, deliberative-reactive system for autonomy in harsh, unknown 
environments. It is made of  three layers: 
• Sapiens. It is composed of a non-deterministic planner and scheduler module and an embedded reliability 
forecast module. The former, based on a particular implementation of multiobjective co-evolutionary 
algorithms, generates some feasible plans; the latter, described in this paper, evaluates the reliability of 
each plan and executes the safest one. Through a data fusion procedure which generates an interest map of 
the environment, the sapiens layer can reallocate mission goals in order to maximize the scientific return; 
• Behavioral. This layer decomposes the plan chosen by the sapiens into low level actions, directly 
executable. The action-selection algorithm is based on fuzzy logic and on a state space representation of 
the behaviors. The feedback from the instruments is used to modify the selected actions in order to react in 
real time and to partially repair the plan under execution; 
• Reflexive. This layer is based on neural networks and directly commands the actuators executing the low 
level actions provided by the behavioral layer. 
Moreover, a number of expert modules give information about specific subsystems of the rover and of the 
environment. 
The work presented in this paper is the development of the non-deterministic part of the sapiens layer of 
Wisdom. The first part of the work concerns the creation of a particular map – named interest map – that can 
quantify the interest level of analyzing each point, starting from high level mission goals. This map has been created 
combining uncertain and conflicting information from navigation sensors optical stereo cameras) and scientific 
payload (infrared camera). The Dezert-Smarandache theory has been used. 
The second part of this work is the introduction of uncertainty in the planning process, evaluating each plan 
generated by the planner. In other words, a plan reliability forecast is done, considering the uncertainty of each 
information. The Dempster-Shafer Evidence Theory has been used. 
II. Uncertainty Treatment 
A brief introduction to the two uncertainty theories, that will be used, is presented. Both theories are 
generalization of the classical probability theory. They are more suitable to deal with epistemic uncertainties, since 
do not require to specify the probability density over the set of possible values. 
A. Evidence Theory 
The Dempster-Shafer Theory28 (DST, or Evidence Theory) has been developed by Shafer in 1976, following a 
former study by Dempster. It allows to deal with various kinds of evidence combining notions from both the 
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probability notion and the classical theory of sets. The theory has been successfully applied in recent times to 
engineering problems.30-34 
This theory can be seen as a generalization of the classical probability theory, where the probabilities are 
assigned not only to mutually exclusive events, but also to their unions. In the classical theory, indeed, the evidence 
is associated to only one event. In the DST, instead, the evidence can be given to more events at the same time, that 
is a union of them. 
The model assumes an exhaustive and exclusive frame of discernment (set of all possible events) of the problem 
under consideration { }1 2, ,..., nθ θ θΘ = . The model actually requires that an ultimate refinement of the problem is not 
possible, so that iθ  can always be well precisely defined/identified in a way that we are sure that they are exclusive 
and exhaustive. Let consider the set of all the possible subsets of Θ , indicated with 2Θ . For this model, a basic 
belief assignment (bpa) ( ) [ ]: 2 0,1m Θ⋅ →  is introduced, such that: 
 
( )
( )
( )
2
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The measures of uncertainty of the Evidence Theory are the belief function and the plausibility function: they are 
defined as follows: 
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It can be noticed that the belief of an event A is the sum of all the prepositions that totally agree with event A, 
while plausibility sums up all the prepositions that agree with A totally or partially. This means that belief and 
plausibility are the lower and the upper limits of an imaginary interval in which the classical probability may be. 
This theory is particularly suitable to deal with intervals of real values, without specifying the actual distribution 
of probability in it. In order to do this, the real numbers set shall be chosen as frame of discernment: of course, this 
set satisfies exclusivity and exhaustivity. Then, a bpa assignment can be considered, as follows: 
 
[ ]( )
[ ]( )
2, 4 0.4
3,5 0.6
m
m
=
=  (3) 
meaning that a bpa of 0.4 is assigned to the union of all the real values between 2 and 4, and 0.6 to numbers between 
3 and 5. Nothing is known about how likely each number is, with respect to the others in the same interval. 
Various data fusion rules for combining evidences from different experts have also been developed, using this 
theory. 29 
A. Plausible and Paradoxical Reasoning 
The foundations of the DSmT35 (Dezert-Smarandache Theory of Plausible and Paradoxical Reasoning) is to 
abandon the Shafer’s model (i.e. the exclusivity constraint between iθ  of Θ ) just because for some fusion problems 
it is impossible to define or characterize the problem in terms of well-defined and precise and exclusive elements. 
The model on which the DSmT is based allows to deal with imprecise (or vague) notions and concepts between 
elements of the frame of discernment Θ . The DSmT includes the possibility to deal with evidences arising from 
different sources of information which don’t have access to absolute interpretation of the elements iθ  under 
consideration. 
From this very simple idea and from any frame Θ , a new space DΘ , called hyper-power set,36,37 is defined as 
follows: 
 ( ) ( )
1, ,..., ;
, , , .
n D
A B D A B D A B D
θ θ Θ
Θ Θ Θ
∅ ∈
∀ ∈ ∪ ∈ ∩ ∈  (4) 
No other elements belong to DΘ , except those obtained by using rules 1 or 2. 
By adopting this model and from any general frame of discernment Θ , is possible to define a map 
( ) [ ]: 0,1m DΘ⋅ → , called general basic belief number, or gbba, such that ( ) 0m ∅ =  and ( ) 1A D m AΘ∈ =∑ . This 
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approach allows to model any source which supports paradoxical (or intrinsic conflicting) information. From this 
very simple model, the classical Dezert-Smarandache rule of combination for intrinsically conflicting and/or 
uncertain independent sources can be defined. If two experts give their opinions in terms of bodies of evidence 1m  
and 2m , so the combined evidence is given by: 
 ( ) ( ) ( )12 1 2
, 2
,
B C
B C A
m A m B m C A D
Θ
Θ
∈∩ =
= ∀ ∈∑ . (5) 
This rule, dealing with uncertain and/or paradoxical/conflicting information is commutative and associative and 
requires no normalization procedure. Moreover, it can manage the paradoxical information without any other 
assumption, thus avoiding the problems of the data fusion in the Evidence Theory. 
Belief and plausibility functions are evaluated as in the Evidence Theory. 
III. Goal Transformation and Interest Map 
The high level of autonomy required to Nausicaa demands for the ability to choose the scientific objectives to 
analyze, without human intervention, once high level mission goals have been chosen. These kind of goals, such as 
“look for water” or “examine some kind of rock,” do not identify exactly where to go and which experiments to 
perform. 
Nausicaa shall be able to understand what is interesting, by means of the information that it has gathered during 
the mission, which can be incomplete and uncertain. 
The rover has an infrared camera, that is the scientific payload, and two optical navigation cameras, that give a 
stereographic view of the surrounding environment, and are used for navigation purposes. The optical stereo images 
are used to generate an elevation map of the ground38 (called DEM, digital elevation map). The DEM is a matrix 
containing the height of the corresponding point on the ground. 
The DEM can be a partial reconstruction of the surroundings. Some parts of the terrain may not be in sight, 
because hidden by higher parts (e.g. rocks or hills), and thus it is not possible to estimate their features. Furthermore, 
the algorithm can fail to determine the height of some points, especially if the image quality is not high. For these 
reasons, a second matrix is stored together with the DEM: it contains the uncertainty on the elevation of the 
corresponding points of the DEM. Values are between 0 and 1, where the former means total certainty on the 
elevation. 
If an infrared photo is taken, together with an optical one, it is possible to create an infrared map: this map is 
analogous to the DEM, but contains the temperature of each point visible on the ground. Even in this case, an 
uncertainty map has been associated, in order to consider non visible areas and errors of the infrared sensor. 
In addition, through the optical images, it is possible to create a map of the textures. This map contains integer 
values, each of them is associated to some kind of texture from a database. Again, a map of uncertainty is associated 
to the texture map. 
Thus, the available information is stored in three maps, with associated uncertainty: the following step is to fuse 
the data of the three maps, to generate the interest map. 
A. Definition of the Interest Map 
The interest map shall be a matrix in which each element represents the interest of the corresponding spot on the 
ground. The interest level is mapped in the [ ]0,1  range, where 1 is the greatest interest. 
A frame of discernment { },I NIΘ =  has been considered, where I is the interesting hypothesis, NI the non-
interesting one, referred to each point on the map. Since the two hypothesis are not well defined, and can even be 
overlapped, they can not be considered as mutually exclusive. Due to this reason, in order to represent the 
uncertainty, the DSmT has been chosen, with the following advantages: 
• It can manage conflict among various experts; 
• There is only one rule of combination: the combined evidence is not dependent on the particular rule that 
has been chosen. 
The interest map is created point by point, fusing all the available information about each point on the map. The 
procedure is summarized in Fig. 1. 
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Each expert is called for each point of which the interest is needed, and it gives the gbba assignment, referred to 
the considered universal set Θ . Then, the general combination rule for paradoxical sources of DSmT is applied, and 
the combined evidence is obtained. To get the value to be inserted in the interest map, the belief of the interesting 
hypothesis, ( )Bel I , is considered. This value gives a pessimistic estimation (lower boundary) of the probability of 
that point to be interesting. As it can be seen, the mean is different from what looked for, that is the “degree of 
interest.” Anyway, in a probabilistic framework, with information affected by uncertainty, and especially 
considering the use of this value by the planner, the probability that a point is interesting can lead to a correct 
interpretation of the map. In fact, the planner tries to examine those areas that are, more probably, interesting. 
B. Experts 
A set of independent experts is needed in order to create the bodies of evidence to fuse. Each expert has to assign 
the gbba for each point whose interest level is required, considering information on the maps, and uncertainty levels. 
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Figure 1. Diagram of the procedure to create the interest map. 
 
American Institute of Aeronautics and Astronautics 
 
7
The experts are low-level computational modules 
that can be upgraded and replaced during the 
mission, to the aim of changing what the rover will 
analyze. The experts shall be chosen considering 
the geological features of the environment. In this 
work, a sample set of experts has been chosen, in 
order to test the algorithm. 
In particular, three experts have been created, 
one for each available map. It has been decided that 
the absolute height of each point is not useful, thus 
the DEM expert builds a gradient map, in order to 
identify the borders of the rocks, that are considered interesting in this example. Each expert compares the value of 
the map to the one in a upgradeable database, and assigns its own gbba. For example, a database for the DEM expert 
can be like the one in Table 1. 
In this phase, the uncertainty has not been considered, in fact no gbba has been assigned to the uncertain 
hypothesis I NI∪ . Subsequently, each expert redistributes part of the basic probability associated to the hypothesis 
, ,I NI NI I∩  on the hypothesis I NI∪ , proportionally to the value u of the corresponding uncertainty map in the 
following way: 
  
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
, ,
i m i u
m i m i i i I NI NI I
m I NI m I NI i
δ
δ
δ
← ⋅ ⎫⎪← − = ∩⎬⎪∪ ← ∪ + ⎭
 (6) 
This is the final assignment of each expert. 
In this work, the DEM expert assigns high gbba to the interesting hypothesis to the points with high slopes 
(gradients), the infrared expert to the hottest points, the texture expert to the points with certain textures. 
C. Results 
In order to test the creation of the interest map, six maps from which the experts attain information are needed. 
To this aim, the maps have been generated partly using the code of a previous work,39 partly using software 
developed on purpose. The DEM used for the test in the followings is the one represented in Fig. 2. The x-y plane in 
the figure represents an ideal horizontal plane, while z is the elevation of each point of the terrain with respect to this 
plane. The lengths, as well as the temperature, have been adimensionalized. 
Given the position of the rover on the map, and the height of the camera, it has been possible to calculate 
whether each point of the map is in sight of the camera or not (Fig. 3). 
In this way, the uncertainty map contains 
only values of zero (point in sight, no uncertainty 
on its elevation) or one (hidden point, no 
information about its elevation). The uncertainty 
due to errors of recognition of the disparity maps 
has been simulated by introducing a noise 
component, with value in the interval [ ]0,0.2 . 
The resulting uncertainty map is represented in 
Fig. 4. 
An infrared map suitable for the tests should 
have a certain variety of temperatures, without 
discontinuities between the soil and the objects 
on it. The map used in the test is presented in 
Fig. 5. 
The map of the textures, instead, has to 
contain only integer values. Every rock could 
have a different texture, as well as the ground 
(Fig. 6). 
Table 1. Example of database for the DEM expert. 
Modulus of the 
gradient of the DEM ( )m I NI∩  ( )m NI  ( )m I  
[ )0,1  0.20 0.80 0 
[ )1,3  0.30 0.60 0.10 
[ )3,9  0.10 0.10 0.80 
[ )9,+∞  0.05 0.05 0.90 
Figure 2. An example of a DEM. Some rocks have been
placed on the hills. 
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For what concerns the creation of the uncertainty maps associated to the infrared map and the texture map, it is 
possible to proceed in a similar way to what done for the DEM, i.e. checking for visibility of each point and surface. 
In fact, if the infrared image and optical image are captured simultaneously, without moving the rover, the unknown 
areas must be the same. This would bring to have the same level of uncertainty on every map. To guarantee variable 
uncertainty levels, and to test the fusion of uncertain data, a different method has been followed: the uncertainty on 
the maps grows linearly in a given direction on the plane of the maps. In order to obtain various combinations of 
certain and uncertain data, these two directions are orthogonal to the two maps, as shown in Fig. 7. 
Figure 4. The uncertainty matrix of the DEM. The 
high-uncertainty areas, which are those not in sight, are 
clearly visible in red. Slight uncertainty variations have 
been introduced on all the map. 
Figure 6. The ground texture map. Each color is 
associated to a different texture in the database.
Figure 3. The same DEM as in previous figure, but 
colored depending on the visibility of each area from 
the camera. In dark grey, surfaces that are not in sight. 
The camera is in the middle of the map, at a high of 40 
from the ground. 
Figure 5. Representation of the infrared map. A hot 
area is clearly visible. 
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At this point, all the information needed by the experts for the creation of the interest map is available. 
In Fig. 8 there is a representation of the absolute value of the gradient of the DEM, as computed by the 
corresponding expert. It must be noted that the gradient is higher on the borders of the objects that represent the 
rocks. The aim of this expert, in fact, is to make interesting those particular points. 
The interest map obtained with the information from other maps presented above is shown in Fig. 9. As stated 
before, it represents, for each point, the belief that the point is interesting. 
The areas identified by A, B, C, D, E, F, G, H and I in Fig. 9, corresponding to rock borders, are marked as very 
interesting because of the high gradient value. It shall be noted that only the part in sight of the rover cameras (this is 
particularly noticeable in B, C, D, G). Where the rock is hidden, the gradient is high, but its unreliability is high, as 
well; thus, the assignment from the expert is uncertain. 
The circular area identified with letter L is very interesting, too. This is due mainly to the information given by 
the expert of the infrared map. Figure 5 shows that the temperature is high in that area, and the database of the 
expert considers interesting the hottest zones. From Fig. 7a, it shall be also noted that in that area the infrared map is 
almost sure (low uncertainty), thus the information it gives is very reliable. 
a)           b)
Figure 7. The uncertainty of infrared map (a) and the one of the texture map (b). 
 
Figure 8. Representation of the absolute value of the gradient of the 
DEM. Highest values are on the rock sides. 
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The small area with letter M is 
the most interesting of the whole 
map, with a value close to one. This 
is due to the synergy between DEM 
and infrared map experts. Both have 
certain information, and the gradient 
and the temperature are both high. 
The sudden change in the level 
of interest on area N is a 
consequence of the discontinuity of 
the soil texture, as can be seen in 
Fig. 6. Looking at the map, starting 
from the area N, and moving right, 
the degree of interest gradually 
decreases: this is because the texture 
information is gradually less reliable 
on the right part of the map, as can 
be seen in Fig. 7b. 
Finally, in Fig. 10 there is a three 
dimensional representation of the 
DEM, colored according to the level 
of interest of each point. 
IV. Plan reliability forecast 
The reliability of a plan is 
fundamental when the rover is acting 
in a harsh and unknown 
environment. It is not admissible to 
execute a plan that has been created 
only considering nominal 
information, without evaluating at 
all how much this information is 
reliable. 
To better understand the 
problem, the following example can 
be considered. The rover has to 
examine a rock at log distance. The 
planner will allocate a movement 
action to reach the site, and then a 
scientific experiment. Let us suppose 
that the scientific experiment 
requires a lot of energy to be 
performed, so there must be 
daylight, and the batteries must be 
charged. The movement to reach the 
rock may require more time than 
planned, especially if the ground is not perfectly known. Moreover, the energy consumption may be high, due to 
unforeseen hills and holes. If the rover arrives late at the rock, and with low battery, the plan is failed, since the 
experiment can not be performed. A replanning is needed, in order to perform the experiment in the correct 
conditions. 
In order to create more reliable plans, a classical “margin approach” can be chosen. This implies that each 
parameter of each action is considered with a certain margin of safety. Thus, in the example presented before, the 
planner should consider that the duration of the movement action is more than the nominal one, together with its 
required power. In other words, the plan which will be executed is made considering all the “pessimistic” values for 
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Figure 9. The resulting interest map, given by Bel(I). See the text for 
detailed explanation about the letters. 
Figure 10. Three dimensional representation of the DEM, colored 
following the interest value. 
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each variable, to take into account even slight uncertainties. This could lead to plans which imply a great waste of 
time and resources. 
The approach considered in this work, instead, is substantially different. While planning, only nominal 
parameters are used, without taking into account any kind of margin. A set of feasible plans is generated. Then, the 
most reliable is executed. The objective of the non deterministic planner is then to evaluate the reliability of the 
nominal plans, created by the planning algorithm, considering the uncertainty on environment data and on action 
models. To this aim, the ERF, or Embedded Reliability Forecast module, has been developed, as a part of the 
autonomous control system of Nausicaa. 
A. The evaluation of the plan 
Evidence Theory has been used to evaluate the plan. As stated before, this theory allows to deal with interval 
quantities, and the fusion of the corresponding values. The following process has been developed. First of all, some 
functions of merit of the plan have been defined. Each one of these functions provide a value which is a measure of 
the goodness of the plan, considering one particular aspect of it. For example, there is a function which estimates the 
final battery level after executing the plan, another which considers the feasibility of the plan, etc. The functions of 
merit are listed from Table 2 to 5. 
Then the duration of the actions in the plan is considered as uncertain: the expert systems are inquired to provide 
evidences (i.e. intervals on duration with an associated bpa) on the uncertain duration of the actions. By using these 
evidences, it is possible to generate a set of modified plans, that have the same actions of the original one, but in 
each plan, the actions have a different duration with respect to the original plan. Using this set of plans, it is possible 
to evaluate the belief and the plausibility referred to the hypothesis that a merit function has a value below or above 
a specific threshold. Of course, since the only difference between each modified plan and the nominal plan is the 
duration of the actions, only some merit functions are used: those related with the temporization of the plan. 
The same procedure is followed, but considering: uncertainty on the power required by each action, uncertainty 
on downloaded or uploaded data into memory, and finally uncertainty on the map of the environment. 
As a result of this process, a set of couples of belief and plausibility values are obtained. 
Once have been obtained different couples of belief and plausibility values, a fusion of this information is 
performed. Each couple of values, calculated by means of a merit function, is considered an expert, which gives 
evidence on the reliability of the whole plan. Remembering that belief and plausibility are the boundaries of an 
interval containing the classical probability, so it is possible to generate, for each expert, the following evidence: 
 [ ], , 1.Bel Pl m =  (7) 
At this point, it is possible to combine all the evidences, in order to obtain an index of the global reliability of the 
plan. Mixing rule has been used in the fusion,29 because it can weigh differently the various experts. This is 
particularly important, since the various experts do not have the same importance on the global reliability of the 
plan: some of them may be relevant to choose the plan (for instance, the battery charge or the safeness of the path); 
some others, that do not regard the survival of the rover (for instance, the feasibility of the plan), may be not. 
Next to the data fusion, a pignistic transformation40,41 is used to determine a value (between zero and one) that 
summarizes the reliability of the plan. The most reliable plan, among those given by the planner, is then executed. If 
two plans have the same reliability index, then the pignistic probability, that quantify the certainty of the fusion, is 
compared. 
1. Uncertainty on action duration 
Time is one of the most important parameters in the correct execution of the plan. A delay in the duration of an 
action can postpone the beginning of the following actions, if there are mutual exclusion constraints. The problem is 
not limited to the higher time needed to complete the execution of the plan. If the actions last more, the previsions 
about illumination conditions are not valid anymore. This can influence the power available from the solar panels. 
Even the environment temperature can change. Moreover, the higher time needed by an action imply a higher 
energy consumption, and so a lower battery level at the end of the action. Telecommunication actions can not be 
delayed, because they must be executed when a communication window is available. 
Considering the uncertainty on action duration, 16 belief and plausibility values are computed, and briefly 
summarized in Table 2. 
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2. Uncertainty on required power and battery 
The amount of power supplied by the solar panels, 
and the available electrical energy stored in the 
batteries, are very important for the survivability of the 
rover. The mission might fail if the battery goes down 
below a certain level, especially when the solar panels 
are not in sunlight. 
The required power for each action in the plan is 
not known exactly. Although some electronic systems 
have a precise electrical consumption, some other 
actions, like movement ones, have a great uncertainty 
level. The consumption of electric motors strongly 
depends on the velocity and the terrain conditions. In 
the same way, the power needed for the scientific 
payload or the telecommunications is not known 
exactly. 
The process consists in creating a power profile, as 
a function of time, of the modified plan (Fig. 11), then 
recalling the power expert. This module gives the 
corresponding battery profile, starting from the battery 
level at the beginning of the plan. Table 3 shows the 
functions used for evaluating the plan. 
 
 
Table 2. Functions of merit used on the plan with uncertain action duration. 
Evaluation i Function of merit if  Threshold if  
Corresponding belief 
and plausibility 
1 Temporal feasibility 0 ( )1 1,Bel Pl f f>  
2 Total duration of the plan 
Total duration 
of the nominal plan ( )2 2,Bel Pl f f<  
3 Min. level of battery Min. level of battery of the nominal plan ( )3 3,Bel Pl f f>  
4 Final level of battery Final level of battery of the nominal plan ( )4 4,Bel Pl f f>  
5 Max. level of memory Max. level of memory of the nominal plan ( )5 5,Bel Pl f f<  
6 Final level of memory Final level of memory of the nominal plan ( )6 6,Bel Pl f f<  
7…11 Min. temperature of nodes Min. allowed temperature for the nodes ( )7...11 7...11,Bel Pl f f>  
12…16 Max. temperature of nodes Max. allowed temperature for the nodes ( )12...16 12...16,Bel Pl f f<  
 
Table 3. Functions of merit used on the plan with uncertain power of the actions. 
Evaluation i Function of merit if  Threshold if  
Corresponding belief 
and plausibility 
17 Final level of battery Final level of battery of the nominal plan ( )17 17,Bel Pl f f>  
18 Min. level of battery Min. level of battery of the nominal plan ( )18 18,Bel Pl f f>  
19 Min. level of battery Min. allowed level of battery for the rover ( )19 19,Bel Pl f f>  
 
a)
 
 
t
P 
 
 
 
 Uncertainty 
b)
Comm 
Act payload 
Move to 
t
Gen. dem 
Look spot 
Figure 11. An example of an uncertain power profile 
vs. time (a) associated to the modified plan (b).  The 
uncertainty is due to the not well known power of actions 
Move to, Act payload and Comm. 
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In case the power needed instantly exceeds the available power, the power expert gives a battery profile that 
drops to a null value. So, it is possible to check whether the power level is allowable by simply checking that the 
battery is non completely discharged. 
3. Uncertainty on data transmission and memory 
When the rover performs scientific activity, or takes some panoramic photos of the surrounding environment, it 
loads a certain amount of data in its memory, waiting to download them to Earth. Telemetry data are also stored. 
Once again, it is not possible to know exactly the amount of data given by each action, especially for those 
which use scientific instruments. When the planner allocates a telecom action, during a communication window in 
which the Earth or the satellite is in sight, the rover downloads the data and empties its memory. The amount of 
data, that can be downloaded during a communication session, is not know exactly: big noise may require the 
retransmission of some packets, thus reducing the amount of transferred data. Table 4 summarizes the considered 
credibility functions used for plan evaluation. 
 
4. Uncertainty on the path 
The path chosen by the planner is generated by means of the path planner expert module. Given a target point, 
the path passes through the most interesting areas of the environment, avoiding the obstacles (rocks, holes, high 
slopes) and minimizing resource consumption. Furthermore, the path is designed optimizing the traversability, that 
is a parameter which expresses how easy is for the rover to follow that path. Thus, the path planner computes a 
figure of merit for the path, quantifying its traversability (the lower the value, the easier the path). 
Since the elevation value at a certain point can be completely unreliable, depending on the corresponding value 
in the associated uncertainty map, the choice of the best path must consider the uncertainty in the DEM. 
To this aim, evidence on the elevation of 
each point on the DEM is created, starting from 
the punctual DEM and uncertainty values. 
Then, it is possible to create many perturbed 
maps of the environment, by which the expert 
can re-evaluate the path. The perturbed maps 
are generated by varying the height of the 
points which are touched by the rover during 
the movement, and depending on their 
uncertainty value. If the uncertainty of a point is 
high, the height of that point may vary a lot in 
the modified DEMs. Finally, belief and 
plausibility can be calculated, using as 
threshold the figure of merit of the path on the 
nominal map.  
Figure 12 represents a path (red line), and 
the points whose elevation has been modified 
and considered in order to evaluate the path 
have been marked with a blue dot. Table 5 
shows the credibility function associated with 
the path. 
 
Table 4. Functions of merit used on the plan with uncertain upload and download of data. 
Evaluation i Function of merit if  Threshold if  
Corresponding belief 
and plausibility 
20 Final level of memory Final level of memory of the nominal plan ( )20 20,Bel Pl f f<  
21 Max. level of memory Max. level of memory of the nominal plan ( )21 21,Bel Pl f f<  
22 Max. level of memory Max. available memory of the rover ( )22 22,Bel Pl f f<  
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Figure 12. Points used to evaluate the DEM. The red line is a 
path, the blue dots are the DEM points considered in the 
uncertainty evaluation.
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B. Results 
In the following paragraphs 
some tests are presented. These tests 
have been done to check the correct 
evaluation of the plan, as described 
before. The numerical values which 
have been used in the test have been 
chosen foreseeing characteristics 
and performances of Nausicaa. 
The tests consist in an evaluation 
of some simple plans, by means of 
the belief functions described above. 
It has been also verified that, if the 
evidences from the experts are 
representative of the uncertainty, 
then the plan evaluation is correct. 
In order to do so, a Montecarlo 
statistical approach has been used. 
1. Uncertainty on the path 
In this test, two plans with the 
same actions have been considered. 
In both cases the rover has to 
perform a movement action to reach 
a distant objective. At the beginning 
of the plan, the rover takes some 
photos of the environment, and 
creates a DEM. The rover starts at 
point ( )75,25 , and it has to reach 
point ( )25,75  on the map. The 
DEM reveals that the ground is 
substantially flat, apart from a 
central area, in which there is a rock. 
To simulate this condition, the map 
has been created with random values 
of elevation, with a maximum height 
of 10, in order to simulate the 
roughness of the soil, such that can 
be easily crossed by the rover. The 
rock on the centre has a higher 
elevation, and the path can not pass 
through it. 
The two paths, associated with 
the plans, are different. They get 
round the obstacle on the left and on the right respectively, as it can be seen in Fig. 13 and 14. However, they have 
the same figure of merit, with a value of about 0.1. So, the planner can not prefer one plan or the other. 
Now the uncertainty on the DEM is considered: for example, it can be assumed that a problem in the creation of 
the DEM has lead to a poor recognition of one quadrant of the map. Elevation data is available, but is unreliable, and 
Table 5. Functions of merit used on the plan with uncertain path. 
Evaluation i Function of merit if  Threshold if  
Corresponding belief 
and plausibility 
23 Value of the path on the modified DEM 
Value of the path on the 
nominal DEM ( )23 23,Bel Pl f f<  
 
Figure 13. The first path considered, the DEM, and the uncertainty 
map (in semi-transparency). 
Figure 14. The second path. It crosses the area with high uncertainty. 
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affected by great errors. Thus, the uncertainty map has very low values (like 0.019) everywhere, but higher values, 
close to 0.8, in that quadrant. The uncertainty map has been overlapped over the DEM (shaded area), again in Fig. 
13 and 14, to emphasize the considered uncertain area. 
It is to be noted that the whole DEM is known: there is a difference on the reliability of the information in it. If 
no information on elevation was available, referred to the lower right quadrant (so unitary uncertainty values), the 
expert would not have been able to create paths that go through it. 
The evaluation of the reliability of the two plans gives the following results: 
• The evaluation of the first path gives unitary values of Bel and Pl. This means that there is complete 
certainty that the information on the map, even if a little uncertain, do not make worse the evaluation of the 
path. In other words, even in the most pessimistic case, the path will be traversable with the same level of 
safety of the nominal case. This is due to the low uncertainty on the DEM in the traversed area of the map, 
and so nominal values of the DEM are quite sure. The combination of data with other evaluations, different 
from the path, and the pignistic transformation bring to a total reliability value of 0.775, with an associated 
pignistic probability of 1 (i.e. absolute certainty on reliability value). 
• The evaluation of the second path gives a belief of 0, and a plausibility of 0.23. This means that, due to 
uncertain values of elevations on the map, the likelihood that the path is better than the nominal one is 
bounded by these two values. The corresponding evaluation of the whole plan brings to a reliability value 
of 0.225, that is lower than the previous one, and with a unitary associated probability. 
Thus, the first plan is more reliable. 
2. Uncertainty on the action duration 
To the aim of testing the evaluation of 
the plan, when there is an action with huge 
uncertainty on duration, two plans are 
considered, and they are represented in Fig. 
15. 
In each one of the plans, the rover does 
three actions. The first is a Look around, in 
which it takes some photos in order to have 
a panoramic view of the surrounding 
environment. This action, once executed, 
loads 2500 Kb of data in the memory of the 
rover. Then a movement action begins, to 
approach a distant target. After 300 
seconds from the time the plan began, there 
is an Earth communication window. So the 
planner allocates a telecommunication 
action lasting 200 seconds, that is enough to dump the whole memory, freeing it completely. All the actions in the 
plan are executed sequentially (i.e. there is no parallel action), because there are mutual exclusion constraints among 
them: while the rover is moving, it is not possible to take photos or communicate with Earth. 
The difference between the considered plans is in the type of the movement action. The action Move to, that is in 
the first plan, finishes when the rover reaches the specified target position. The action Move for, instead, ends after a 
predefined time. The action in the plan ends after 300 seconds, regardless of the position of the rover at that time. 
The black lines in Fig. 16 represent the memory load as a function of time in the nominal case for the two plans: 
this is the same in both cases, since they are nominally identical. 
According to the planner, without considering uncertainties, the two plans have the same figure of merit: there is 
no reason to execute a plan with respect to the other. If the uncertain duration of the actions is considered, the 
evaluation can be substantially different. The expert of the movement action gives the evidence about the duration of 
the Move to action in the first plan: 
 
[ ]
[ ]
2 2 2 2
2 2 2 2
0.05 , 0.10 , 0.3;
0.10 , 0.20 , 0.7;
t t t t m
t t t t m
Δ − Δ Δ + Δ =
Δ − Δ Δ + Δ =  (8) 
in which 2tΔ  is the planned duration of the second action of the plan (i.e., Move to), that is 300 s. From these values, 
it is clear that the action can last 20 % more, in order to get to the target point. As can be seen, if the movement 
action lasts too long, the rover delays the start of the telecommunication action; but, because of the limited time of 
the telecom window, it is not possible to download the same amount of data as predicted in the nominal plan 
 
Comm 
Move to
Look around 
Comm 
Move for
Look around 
t, s
60 360 560 0 
Earth communication window 
300 
Figure 15. The two plans considered in the test. The interval of time 
in which is possible to communicate with the Earth has been 
emphasized. 
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(Fig. 16a). Thus, the free memory on the rover will be less in the uncertain case, than in the nominal one; this is 
revealed during the calculation of the belief and plausibility values. In particular, in this example, the function of 
merit which determine the evaluation is number 20 (Table 4): it compares the amount of busy memory at the end of 
the uncertain plan with the nominal one: the belief related to this function is 0, and the plausibility is 1. So, this 
evaluation responds with absolute uncertainty on the final amount of busy memory at the end of the plan. After the 
fusion with all the belief and plausibility values related to the other functions of merit, a global reliability of 0.22 is 
obtained, with a pignistic probability of 0.5. 
In the second plan, the evidence on the action Move for given by the expert is different from the previous one: 
 
[ ]
[ ]
2 2 2 2
2 2
0.05 , 0.05 , 0.4;
10s, 10s , 0.6.
t t t t m
t t m
Δ − Δ Δ + Δ =
Δ − Δ + =  (9) 
Here, the error on the duration of the action is limited (about 10 seconds), and there is a little confidence on an 
error of 5 % of the planned duration. However, the uncertainty on this action is much less: in fact, the duration of the 
action is fixed by the nature of the action itself. As a consequence, the delay on the start of the telecom action is low, 
and the same action can download all the data even in the most pessimistic case, i.e. longest duration of the 
movement action (Fig. 16b). For the same evaluation function, number 20, the Bel is 0.6 and Pl is 1. This result 
confirm that there are some cases in which the plan, although  considering uncertainties, has the same value of the 
nominal case. This plan has the same evaluation of the previous one altogether, 0.22, but with a higher associated 
probability, equal to 0.54. Thus, the second plan is considered to be more reliable, thus it is executed. 
 
3. Uncertainty on the required power 
In order to evaluate the uncertainty on the required power of each action, the two plans in Fig. 17 are considered. 
Differently from the previous test, in this one the two plans have the same actions, but with a different 
temporization. Since there is not any mutual exclusion constraint between actions Comm and Look spot, the planner 
can decide to start them simultaneously (first plan) or sequentially (second plan). In this example, the plans may not 
have the same nominal value given by the planner. Depending on the fitness functions of the planner, the first one 
can be better, because reaches the same goal in less time. 
A different evaluation can be obtained 
considering the reliability of the plans. The 
communication action, in fact, is 
characterized by a great uncertainty in the 
needed power to data transmission. The 
telecom expert module can provide, during 
the planning phase, the nominal power 
required by this action, but this power is 
extremely variable: first of all, it depends on 
the type of communication (with the Earth 
directly or through a data-relay satellite); 
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Figure 16. Different memory levels vs. time for the first plan (a) and the second plan (b). In red, the most 
pessimistic case (longer actions), in black the nominal case, in blue the most optimistic case (shorter actions). It is 
noticeable that, in the first plan, the delay of the movement action leads not to empty the memory at the end of the 
plan. 
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Figure 17. The two simple plans used in the test. 
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furthermore, the power depends on atmospheric conditions, temperature, etc. A possible evidence on the power of 
that action can be: 
 
[ ]
[ ]
[ ]
1 1 1 1
1 1 1 1
1 1 1 1
0.03 , 0.01 , 0.6;
0.04 , 0.10 , 0.3;
0.02 , 0.15 , 0.1.
p p p p m
p p p p m
p p p p m
− + =
− + =
+ + =
 (10) 
In these formulae, 1p  is the nominal power required by the first action of the plan, i.e. Comm. In some cases, the 
telecom action can require 15 % more than what was foreseen. 
Even the Look spot action has some uncertainty on the required power, but less than the previous one: 
 
[ ]
[ ]
[ ]
2 2 2 2
2 2 2 2
2 2 2
0.02 , 0.01 , 0.2;
0.03 , 0.01 , 0.3;
, 0.01 , 0.5.
p p p p m
p p p p m
p p p m
− − =
− + =
+ =
 (11) 
If the telecom action is simultaneous with other actions, like in the first plan, the maximum available power from 
solar panels or battery may be exceeded, while executing those actions. This can happen when considering the 
excess of power due to uncertainties, and not in the nominal case. 
As stated above, the power expert gives a prediction of the battery profile as a function of time, even if the 
required power exceeds the available power. In this case, the battery profile goes to zero at the time of the excess of 
power (Fig. 18a). This has an effect on the three belief values associated with functions 17, 18, 19 (see Table 3). 
In the first plan, with simultaneous actions, these values are obtained: 
 
17
18
19
: 0.1, 1;
: 0.1, 1;
: 0.1, 1.
f Bel Pl
f Bel Pl
f Bel Pl
= =
= =
= =
 (12) 
So there is total uncertainty on the battery level. In the second plan, instead, the function values are: 
 
17
18
19
: 0.1, 1;
: 0.1, 1;
: 1, 1.
f Bel Pl
f Bel Pl
f Bel Pl
= =
= =
= =
 (13) 
The belief value referred to 19f  is the one that checks that the battery does not go below a minimum safety level, 
regardless the battery profile of the nominal plan. This value, now, assures that there is total certainty that the battery 
does not discharge below this threshold. Since the needed power never exceeds the available power, the power 
experts always returns a feasible battery profile, i.e. without any null value (Fig. 18b). Functions 17f  and 18f , 
instead, claim that there is not certainty about the level of the battery with respect to the nominal plan. While in the 
latter case the plan is always feasible, in the former case the plan may become unfeasible. 
If other belief values, not related the battery or the power, are the same for both plans, then the most reliable plan  
after the fusion is the second one. 
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Figure 18. Different battery levels vs. time for the first plan (a) and the second one (b). In red, the most 
optimistic case (lowest required power by the actions), in black the nominal case, in blue the most pessimistic one 
(highest required power by the actions). In the first plan, it is visible the null battery due to the excess of power. 
 
American Institute of Aeronautics and Astronautics 
 
18
4. Test with Montecarlo algorithm 
In order to verify the correctness of the proposed approach with the Evidence Theory, a Montecarlo simulation 
has been run on the plans considered before. It consisted of generating a sufficiently great number of plans, which 
differ one another for some parameters, and then evaluating the probability for those plans to be feasible. 
The analysis has been made in the following way: 
• The experts have been asked for uncertainty intervals with bpa for all the parameters involved in a given 
plan (like the duration of the actions, their required power, the amount of data, etc.); 
• For each parameter, a set of samples have been considered. The number of samples of a certain interval has 
been required to be proportional to the corresponding bpa. The distribution of the samples in each interval 
is not important, since the Evidence Theory must provide correct results for any distribution. 
• A set of plans has been generated, and their execution simulated, through the propagation of the states in 
time. The final conditions are different from those of the nominal plan, since the parameters have been 
changed; 
At this point, it is possible to compute the (classical) probability of the nominal plan of being feasible, dividing 
the number perturbed plans resulting successful by the total number of perturbed plans considered. The probability 
should be bounded by the values of belief and plausibility found with the Evidence Theory. 
The first Montecarlo analysis has been performed on the two plans in paragraph IV.B.1, which differ for the 
path. The approach be applied, in order to sample some perturbed DEM maps and then to evaluate the path on the 
map. Taking 100 samples, that lead to 100 different maps, the average figure of merit provided by the expert for the 
first path is 0.1563, with a very low variance, of about 710− . Although the figure of merit on the nominal DEM of 
this path is about 0.16, everyone of the 100 considered DEMs have given paths with values very close to the 
nominal one. The likelihood that the path on the perturbed DEM is as safe as, or safer than the nominal one, is 
unitary. It shall be noted that this result agrees on what stated before: for this path, unitary values for belief and 
plausibility have been found. The associated classical probability is found to be equal to one, as a check of the 
correctness of the Evidence Theory, since the belief was unitary. 
Taking into account the second path, the one that crosses the uncertain zone, the result is different. The nominal 
figure of merit of the path is 0.1, while its average on the samples is 0.47, with a variance of 0.18. This means that 
the nominal path is a very optimistic estimation of what can happen during the execution of the plan. It has been 
calculated that the probability that the path is better than the nominal one is 0.07. In other words, this path is 
probably not traversable. 
Similarly, an analogous process has been done on plans presented in the paragraph IV.A.3. Here, samples on 
intervals regarding the power needed by Look spot and Comm actions have been considered. In the first plan, the one 
with simultaneous actions, taking again 100 random samples for each interval, a probability of 0.57 that the battery 
does not go below 0.1 is obtained. The variance of the same function is high (0.13), as belief and plausibility of 
function 19f , respectively of 0.1 and 1, found above, have foreseen. The average battery level at the end of the plan 
is 0.42. If the second plan is considered, the one with sequential actions, as stated by evaluated belief functions, the 
likelihood that the battery does not discharge below minimum level is unitary (certainty), and the variance is very 
low. If a plan is considered failed when the battery goes below the minimum level, the last plan is totally safe and 
reliable. In fact, this plan has been chosen during the evaluation phase. 
V. Conclusion 
In this paper an algorithm for non deterministic planning and data fusion has been presented. The algorithm, 
called Wisdom, was tested on a six-wheeled rover called Nausicaa, developed at Politecnico di Milano. The 
Evidence Theory and the Theory of Plausible and Paradoxical Reasoning have been used to treat uncertainties in the 
planning and scheduling process when information is incomplete or affected by errors. The algorithm provides a 
plan reliability forecast, which allows to execute only the plans that are safe and robust against failures. This system 
reduces the need for a re-planning algorithm or for a FDIR procedure. 
Moreover by fusing navigation data and payload data (infrared camera in this specific case), the rover has been 
endowed with a higher level of autonomy.  The modern theory of Plausible and Paradoxical Reasoning has been 
used generate an interest map by which the rover can reallocate its goals autonomously in order to maximize the 
scientific return of the mission. The advantage of this theory is the intrinsic possibility to combine uncertain or 
conflicting data, which come from different instruments onboard the rover Nausicaa, together with the possibility of 
dealing with vague quantities, like the degree of interest of an object. 
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The downside of using interval quantities is the computational cost required for the evaluation of the credibility 
functions. Present research is addressing this issue, in order to decrease the computational cost of evaluating belief 
and the plausibility and to increase the number of evaluation functions.  
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