Abstract. We prove the existence of stationary solutions for certain systems of reactiondiffusion type equations in the corresponding H 2 spaces. Our method relies on the fixed point theorem when the elliptic problem involves second order differential operators with and without Fredholm property.
Introduction
We recall that a linear operator L, which acts from a Banach space E into another Banach space F possesses the Fredholm property when its image is closed, the dimension of its kernel and the codimension of its image are finite. Consequently, the equation Lu = f is solvable if and only if φ k (f ) = 0 for a finite number of functionals φ k from the dual space F * . Such properties of Fredholm operators are broadly used in various methods of linear and nonlinear analysis.
Elliptic problems considered in bounded domains with a sufficiently smooth boundary satisfy the Fredholm property when the ellipticity condition, proper ellipticity and Lopatinskii conditions are fulfilled (see e.g. [1] , [11] , [13] ), which is the main result of the theory of linear elliptic problems. When dealing with unbounded domains, these conditions may not be sufficient and the Fredholm property may not be satisfied. For instance, for the Laplace operator, Lu = ∆u considered in R d Fredholm property does not hold when the problem is studied either in Hölder spaces, such that L :
For linear elliptic problems studied in unbounded domains the Fredholm property is fulfilled if and only if, in addition to the conditions stated above, limiting operators are invertible (see [14] ). In certain simple cases, limiting operators can be constructed explicitly. For instance, when Lu = a(x)u ′′ + b(x)u ′ + c(x)u, x ∈ R, with the coefficients of the operator having limits at infinity, a ± = lim x→±∞ a(x), b ± = lim x→±∞ b(x), c ± = lim x→±∞ c(x), the limiting operators are given by
Due to the fact that the coefficients here are constants, the essential spectrum of the operator, which is the set of complex numbers λ for which the operator L − λ does not possess the Fredholm property, can be found explicitly via the standard Fourier transform, such that
The limiting operators are invertible if and only if the origin is not contained in the essential spectrum.
For general elliptic problems the analogous assertions are valid. The Fredholm property is fulfilled when the essential spectrum does not contain the origin or when the limiting operators are invertible. Such conditions may not be written explicitly.
For non-Fredholm operators we may not apply the standard solvability conditions and in a general case solvability conditions are unknown. However, solvability conditions were obtained recently for certain classes of operators. For instance, consider the following equation
Here the operator L and its limiting operators coincide. The corresponding homogeneous equation admits a nontrivial bounded solution, such that the Fredholm property is not fulfilled. Due to the fact that the differential operator involved in (1.1) has constant coefficients, we are able to find the solution explicitly by applying the standard Fourier transform. In [25] we obtained the following solvability
a.e.
Here and further down S d r stands for the sphere in R d of radius r centered at the origin. Hence, although the Fredholm property is not fulfilled for the operator, we are able to formulate solvability conditions in a similar way. Note that this similarity is only formal due to the fact that the range of the operator is not closed. In the situation when the operator involves a scalar potential, such that
we cannot apply the standard Fourier transform directly. However, solvability conditions in three dimensions can be derived by means of the spectral and the scattering theory of Schrödinger type operators (see [16] ). As in the constant coefficient case, solvability conditions are expressed in terms of orthogonality to solutions of the adjoint homogeneous problem. We obtain solvability conditions for several other examples of non Fredholm linear elliptic operators (see [14] - [22] , [25] ).
Solvability conditions are crucial in the analysis of nonlinear elliptic equations. When non-Fredholm operators are involved, in spite of some progress in studies of linear problems, nonlinear non-Fredholm operators were analyzed only in few examples (see [5] - [7] , [23] , [25] ). Obviously, this situation can be explained by the fact that the majority of methods of linear and nonlinear analysis rely on the Fredholm property. In the present work we study certain systems of N nonlinear integro-differential reaction-diffusion type equations, for which the Fredholm property may not be satisfied:
are the more physically relevant dimensions. In population dynamics the integro-differential problems are used to describe biological systems with intra-specific competition and nonlocal consumption of resources (see e.g. [2] , [4] , [8] , [24] ). The stability issues for the travelling fronts of reaction-diffusion type equations with the essential spectrum of the linearized operator crossing the imaginary axis were also addressed in [3] and [9] . Note that the single equation of (1.2) type has been studied in [23] . Reaction-diffusion type equations in which in the diffusion term the Laplacian is replaced by the nonlocal operator with an integral kernel were treated in [12] .
The nonlinear terms of system (1.2) will satisfy the following regularity requirements.
with a constant k > 0 and h(x) :
where a constant l > 0.
Here and further down we use the notations for a vector u := (u 1 , u 2 , ..., u N ) ∈ R N and its norm |u| R N := N k=1 u 2 k . Apparently, the stationary solutions of system (1.2), if any exist, will solve the system of nonlocal elliptic equations
For the technical purposes we consider the auxiliary semi-linear problem
, with a slight abuse of notations in the case when these functions do not belong to L 2 (Ω), like for instance those used in the orthogonality conditions of the assumption below. Indeed, if f 1 (x) ∈ L 1 (Ω) and f 2 (x) is bounded there, then the integral over Ω mentioned above is well defined. We begin the article with the studies of the whole space case, such that Ω = R d and the corresponding Sobolev space is equipped with the norm
The primary obstacle in solving problem (1.5) is that operators
, a k ≥ 0 do not satisfy the Fredholm property. The analogous situations in linear problems, which can be self-adjoint or non self-adjoint containing non Fredholm second, fourth and sixth order differential operators or even systems of equations including non Fredholm operators have been studied actively in recent years (see [16] - [22] ). We manage to prove that system of equations (1.5) defines a map T a :
which is a strict contraction under specified technical conditions. The notation S d r will designate the sphere of radius r in R d centered at the origin. We make the following assumption on the integral kernels involved in the nonlocal parts of system (1.5).
We will use the hat symbol here and further down to denote the standard Fourier transform, such that
We define the following auxiliary quantities
Note that expressions (1.9) and (1. 
where M k are given by (1.9) and (1.10). We have the following statement.
, Assumptions 1 and 2 hold and √ 2(2π) 
Then we turn our attention to the studies of the analogical system of equations on the interval Ω = I := [0, 2π] with periodic boundary conditions for the solution vector function and its first derivative. Let us assume the following about the integral kernels present in the nonlocal parts of problem (1.5) in this case.
Let us introduce the Fourier transform for functions on the [0, 2π] interval as
and define the following expressions
(1.14)
(1.15)
By means of Lemma A3 of [23] under Assumption 4 the quantities given by (1.14), (1.15) and (1.16) are finite, which enables us to define
where P k are stated in formulas (1.14), (1.15) and (1.16). For the studies of the existence of stationary solutions of our problem we use the corresponding functional space
Then we introduce the following auxiliary constrained subspaces
with the goal of having
And, finally
Our goal is to have u k (x) ∈ H 2 0 (I), q + 1 ≤ k ≤ N. The constrained subspaces defined above are Hilbert spaces as well (see e.g. Chapter 2.1 of [10] ). The resulting space used for establishing the existence of solutions u(x) : I → R N of problem (1.5) will be the direct sum of the spaces mentioned above, namely
such that the corresponding Sobolev norm is given by
where u(x) : I → R N . We show that the system of equations (1.5) in this case defines a map on the space mentioned above, which will be a strict contraction under given assumptions. 
having the Fredholm property, possess trivial kernels.
Finally, we turn our attention to the studies of our system of equations in the layer domain, which is the product of the two spaces, such that one is the I interval with periodic boundary conditions as in the previous part of the article and another is the whole space of dimension either one or two, namely
, where x 1 ∈ I and x ⊥ ∈ R d . The total Laplace operator in this context will be
. The corresponding Sobolev space for our problem will be
where x ⊥ ∈ R d a.e. It is equipped with the norm
Analogously to the whole space case discussed in Theorem 3, the operators −∆ − a k :
(Ω) for a k ≥ 0 do not have the Fredholm property. We prove that problem (1.5) in this case defines a map t a :
, which is a strict contraction under the appropriate technical assumptions given below.
(1.20)
We will use the Fourier transform for functions on such a product of spaces, such that
Let us introduce the following quantities
(1.23)
(1.24) Note that the maps considered in the theorems above are applied to real valued vector functions by means of the assumptions on F k (u, x) and G k (x), k = 1, ..., N present in the nonlocal terms of (1.5).
The Problem in the Whole Space
Proof of Theorem 3. First we suppose that in the case of
solves the homogeneous system of equations
Since the negative Laplacian does not possess any nontrivial eigenfunctions belonging to
and apply the standard Fourier transform to both sides of system (1.5). This yields
Here f k (p) stands for the Fourier image of F k (v(x), x). We have the trivial estimates using expressions (1.9) and (1.10)
This implies the upper bound for the norm
, which solves problem (1.5) and its Fourier image is given by (2.26), such that the map T a :
and arrive easily at the bounds for k = 1, ..., N u (1)
Here f
. This implies the bound on the corresponding norm of the difference of vector functions
Due to the Sobolev embedding theorem for k = 1, ..., N we have v
The constant in the right side of this estimate is less than one according to the assumption of the theorem. Hence, the Fixed Point Theorem yields the existence of a unique vector
Finally, let us suppose that v a (x) = 0 a.e. in R d . This will imply the contradiction to our assumption that for some k = 1, ..., N the Fourier transforms of G k (x) and F k (0, x) do not vanish simultaneously on some set of nonzero Lebesgue measure in R d .
The Problem on the [0, 2π] Interval
Proof of Theorem 5. Let us first suppose that for v(x) ∈ H 2 c (I, R N ) there exist two solutions
c (I, R N ) will satisfy the equation
But according to Assumption 4, we have a k = n 2 , n ∈ Z when k = 1, ..., m and consequently, they are not the eigenvalues of the operator − d with periodic boundary conditions. Thus, w k (x) vanishes a.e. in I when k = q + 1, ..., N as well. Let us assume that v(x) ∈ H 2 c (I, R N ) is arbitrary. We apply the Fourier transform to both sides of the system of equations (1.5) considered on the interval [0, 2π] and obtain
where f k, n := F k (v(x), x) n . Evidently, the Fourier coefficients of the second derivatives are given by
We easily arrive at the upper bound 
Clearly, via the Sobolev embedding theorem v
.., N. Using (1.4) we easily arrive at
c (I, R N ) . The constant in the right side of this inequality is less than one by the assumption of the theorem. Hence, the Fixed Point Theorem yields the existence and uniqueness of a vector function v a (x) ∈ H 2 c (I, R N ), which satisfies τ a v a = v a . This is the only stationary solution of the system of equations (1.2) in H 2 c (I, R N ). Finally, let us suppose that v a (x) vanishes a.e. in the interval I. This will imply the contradiction to our assumption that the Fourier coefficients G k, n F k (0, x) n = 0 for some k = 1, ..., N and some n ∈ Z.
The Problem in the Layer Domain
Proof of Theorem 7. Let us suppose that there exists
, which solve system (1.5). Then the difference of these vector functions w(
will satisfy the homogeneous system of equations
Let us apply the partial Fourier transform to this system, which yields
does not possess any nontrivial square integrable eigenfunctions. Therefore, w(x) = 0 a.e. in Ω.
Consider an arbitrary vector function v(x) ∈ H 2 (Ω, R N ) and apply the Fourier transform to both sides of the system of equations (1.5). We arrive at
where f k, n (p) denotes the Fourier image of F k (v(x), x). Evidently, for the above mentioned values of k, n and p we have the bounds in terms of the quantities given by (1.23), (1.24) and (1.25) as
Hence using (1.3) of Assumption 1 we obtain
Therefore, for any vector function v(x) ∈ H 2 (Ω, R N ) there exists a unique u(x) ∈ H 2 (Ω, R N ) which satisfies the system of equations (1.5) and its Fourier transform is given by formula (4.1). Thus, the map t a : H 2 (Ω, R N ) → H 2 (Ω, R N ) is well defined. Let us consider two arbitrary functions v (1),(2) ∈ H 2 (Ω, R N ) such that their images under the map discussed above are u (1),(2) = t a v (1),(2) ∈ H 2 (Ω, R N ). Thus
Evidently, due to the Sobolev embedding theorem v 
H 2 (Ω, R N ) , such that the constant in its right side is less than one according to our assumption. Hence, the Fixed Point Theorem implies the existence and uniqueness of a function v a (x) ∈ H 2 (Ω, R N ), for which t a v a = v a holds. This is the only stationary solution of the system of equations (1.2) in H 2 (Ω, R N ). Let us suppose that the function v a (x) vanishes a.e. in Ω. This will imply the contradiction to the assumption of the theorem that there exists k = 1, ..., N and n ∈ Z, such that supp F k (0, x) n (p) ∩ supp G k, n (p) is a set of nonzero Lebesgue measure in R d .
