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In the framework of the density functional theory of freezing proposed in our previous works, we
calculate the phase diagram of two-dimensional system of particles interacting through the repulsive
shoulder potential. This potential consists of the hard core and repulsive shoulder of the larger
radius. It is shown that at low densities the system melts through the continuous transition in
accordance with the Kosterlitz-Thouless-Halperin-Nelson-Young (KTHNY) scenario, while at high
densities the conventional first order transition takes place.
PACS numbers: 61.20.Gy, 61.20.Ne, 64.60.Kw
A large number of papers studying the melting tran-
sition in two dimensions have been published during
last decades. They include results of real experiments,
computer simulations and various theoretical approaches.
This is dictated by the growing interest to the behav-
ior of the nanoconfined systems. Confining drastically
changes the spatial distribution and the ways of dynamic
rearrangement of the molecules in the system. The con-
fined fluids microscopically relax and flow with character-
istic times that differ from the bulk fluids. These effects
play important role in the thermodynamic behavior of
the confined systems and can considerably change the
topology of the phase diagram. In general, the motiva-
tion for the study of the confined systems follows from
the fact that there are a lot of real physical, chemical
and biological processes which drastically depend on the
properties of such systems [1–6].
It is not surprising that the spatial ordering of
molecules depends on the dimensionality of the space to
which it is confined. Mermin [7] has shown that in in two
dimensions (2D) the long-range crystalline order can not
exist because of the thermal fluctuations and transforms
to the quasi-long-range order. On the other hand, the
real long range bond orientational order does exist in this
case. At high temperatures one can find the conventional
isotropic fluid.
The melting scenario in two dimensions is a subject
of long lasting controversy. Now it is widely believed
that the Kosterlitz, Thouless, Halperin, Nelson, and
Young theory (KTHNY theory) [8–11] correctly describes
the melting transition in 2D. In the framework of the
KTHNY theory the two-dimensional melting occurs in
the way which is fundamentally different from the melt-
ing transition of three-dimensional systems. In 2D, the
bound dislocation pairs dissociate at some temperature
Tm transforming the quasi-long range translational or-
der in the short-range, and long-range orientational order
into the quasi-long range order. The new phase with the
quasi-long range orientational order is called the hexatic
phase. After consequent dissociation of the disclination
pairs at some temperature Ti the system transforms into
the isotropic liquid. Both transitions are continuous, in
contrast with the conventional first order three dimen-
sional melting.
The unambiguous confirmations of the KTHNY the-
ory have been obtained, for example, from the recent ex-
periments on the colloidal model system with repulsive
magnetic dipole-dipole interaction [12–16]. On the other
hand, the first-order melting in 2D is also possible [17–
24]. In Refs. [23, 24] it was shown that at low disclination
core energy system can melt through one first-order tran-
sition as a result of the dissociation of the disclination
quadrupoles.
KTHNY theory is independent on the pair potential of
the system and seems universal, however, numerous ex-
perimental and simulation studies demonstrate the con-
troversial results: the systems with very short range or
hard core potentials melt through weak first-order tran-
sition, while the melting scenarios for the soft repulsive
particles favor the KTHNY theory [2, 25–50].
In our previous publications the density functional ap-
proach for the description of the 2D melting was pro-
posed [19, 20] and it was shown that the hard disk system
melts through the first order phase transition, while in
the 2D Coulomb system the melting transition occurs in
accordance with the KTHNY scenario. In Refs. [21, 22]
the density functional calculations were used for the de-
scription of the melting transition in the 2D square-well
system. It was shown that this system can demonstrate
both first-order and continuous melting transitions de-
pending on the width of the attractive well.
In the present paper we extend our previous results to
the melting transition in the 2D square-shoulder system
in order to study the influence of the width of the shoul-
der on the phase diagram. The potential is given by the
equation:
U(r) =


∞, r ≤ d
ε, d < r ≤ σ
0, r > σ
. (1)
2where d is the diameter of the hard core, σ is the
width of the repulsive step, and ε its height. As it was
discussed before [51, 52], in the low-temperature limit
T˜ ≡ kBT/ε << 1 the system reduces to a hard-disk
system with hard-disk diameter σ. At the same time,
in the limit T˜ >> 1 the system reduces to a hard-disk
model with a smaller hard-disk diameter d. In this case,
melting at high and low temperatures are described by
the simple hard-disk melting curve P = cT/σ′2, where
σ′ is the hard-disk diameters (σ and d, respectively).
A crossover from the low-T to high-T melting behav-
ior takes place for T˜ = O(1). The precise form of the
phase diagram depends on the ratio s ≡ σ/d. For large
enough values of s one should expect to obtain the melt-
ing curve with a maximum that should disappear as
s → 1 [51, 52]. In what follows we will use the reduced
units r′ = r/d, ρ′ = ρ/d2 and omit tilde.
The different smoothed versions of the potential (1)
(core softened potentials) were discussed recently in order
to study the water-like anomalies which appear due to the
existence of two length scales in the potential [52–59].
In two dimensions the melting scenarios of the sys-
tems with the core softened potentials were studied in
Refs. [31–33] in the framework of computer simulations.
It was shown, that at low width of the soft core, when the
system behaves like an ordinary soft disk system, melting
occurs through one weak first order transition. However,
with increasing the width of the repulsive shoulder, the
phase diagram becomes much more complex. As in Ref.
[25], we found that the phase diagram consists of three
different crystal phases, one of them with square sym-
metry and the other two triangular. At low densities,
when the soft core of the potential is effective, melting of
the triangular phase is a continuous two-stage transition,
with an intermediate hexatic phase, in accordance with
the KTHNY scenario for this melting transition. At high
density part of the phase diagram one finds the square
and triangular phases, which melt through one first-order
transition. The thermodynamic and dynamic anomalies
do exist in this case, however, the order of this anoma-
lies is inverted in comparison with the three-dimensional
case [33].
At the same time, in Ref. [4] the phase diagram
of a square-shoulder square-well potential was studied
in two dimensions. It has been previously shown that
this potential exhibits liquid anomalies consistent with a
metastable liquid-liquid critical point [60]. It was shown
that the melting occurs through the first order transition,
despite a small range of metastability.
In order to continue, let us for completeness briefly
recall the main ideas of the 2D density functional theory
of freezing [19–22]. As it was mentioned above, in 2D
the long range translational order can not exist due to
the thermal fluctuations. Therefore, at low temperatures
the local density of a solid, which is proportional to the
one-particle distribution function, can be expanded in a
Fourier series in reciprocal lattice vectors G:
ρ(r) =
∑
G
ρG(r)e
iGr, (2)
where ρG(r) are the order parameters for the liquid-solid
phase transition. Because of the thermal fluctuations,
the order parameters ρG(r) slowly vary at distances of
order G−1 and have the amplitude and the phase:
ρG(r) = ρGe
iGu(r). (3)
Here u(r) has the meaning of the displacement field,
which, in general, can be decomposed into the smooth
part corresponding to the phonon field, and singular part,
which can be interpreted as the Kosterlitz-Thouless vor-
tices [8] or dislocations.
Taking into account the long range fluctuations, one
can write the Landau expansion in the form:
∆F =
1
2
∫
d2r
∑
G
[
A|G×∇ρG|2 +B|G · ∇ρG|2+
+ |ρG(G · ∇)ρG|] +
+
1
2
aT
∑
G
|ρG|2 + bT
∑
G1+G2+G3=0
ρG1ρG2ρG3 +
+ O(ρ4). (4)
∆F corresponds to the difference of the free energy of
crystal and isotropic liquid. The first term in the expan-
sion (4) has the form of the free energy of a deformed
solid. The Lame coefficient µ is a function of the pa-
rameters A, B, and C and is proportional to the squared
modulus of the order parameter (2).
With the help of equation (4), the 2D melting scenario
can be described in the following way. First of all, one
can neglect the fluctuations of the order parameter (like
in three dimensions). In this case, from Eq. (4) one can
see that there is a possibility of the ordinary transition
when at some temperature TMF the modulus of the or-
der parameter becomes zero. Because of the third-order
term in the Landau expansion (4), the transition is of
the first order. However, there is another possibility: at
temperature Tm the singular fluctuations of the phase
of the order parameter (vortices), which corresponds to
the free dislocations, appear in accordance with the stan-
dard Kostelitz-Thouless paradigm. In this case the mod-
ulus of the order parameter is not zero, however, the
system will respond to shear stress with no resistance
(µ = 0), and it is therefore possible to call the phase
above Tm as a liquid. Really this is a hexatic phase with
the quasi-long range orientational order [9–11]. There
are two possibilities: (i) Tm < TMF , and the system
melts through the continuous Kosterlitz-Thouless tran-
sition; (ii) Tm > TMF , the system melts through the
first-order transition.
Tm and TMF can be calculated using the microscopic
expressions for the (Helmholtz) free energy F of the solid
3and for the elastic moduli. These expressions may be ob-
tained in the framework of the density functional theory
of freezing [19–22]. In this case the local density of the
solid, ρ(r), can be represented as localized Gaussians (of
width 1/α1/2) at lattice sites, i.e., with Fourier compo-
nents ρG = ρ exp(−G2/4α), where ρ =
∫
drρ(r)/V is the
average density. Because our main purpose is to obtain
a qualitative description of the melting transition in the
system with the repulsive step potential, we use the sim-
plest but correct enough version of the density functional
theory [19–22, 61, 62]:
β∆F =
∫
drρ(r) ln[ρ(r)/ρ]− (5)
−1
2
∫
dr
∫
dr′ c(2)(|r− r′|, ρ)[ρ(r) − ρ][ρ(r′)− ρ],
where c(2)(|r − r′|, ρ) is the direct correlation function
[63], β = 1/kBT . The localization parameter α is fixed
by minimizing the total free energy with respect to it. In
principle, the parameters of the first order melting transi-
tion should be determined from Eq. (6) using the double
tangent construction, however, for the approximate qual-
itative description of the phase diagram it seems sufficient
to apply the equation ∆F = 0 in order to determine TMF .
The temperature Tm can be determined from the
KTHNY criterion [9–11] which determines the instability
of the crystal lattice with respect to the appearance of
free dislocations:
K(Tm) =
a20
kBTm
4µ(Tm)(µ(Tm) + λ(Tm))
2µ(Tm) + λ(Tm)
= 16pi, (6)
where µ(T ) and λ(T ) are the Lame coefficients and a0
is the lattice constant for the triangular lattice: a20 =
2/(
√
3ρ).
Expressions for the Lame coefficients have the form
[21, 22]:
µ =
kBT
16ρ
∑
G
ρ2GmGG
2(γG + 2δG), (7)
λ =
kBT
16ρ
∑
G
ρ2GmGG
2(γG − 6δG) +
+ kBTρ(1− ρc˜(2)(0)), (8)
where
γG = 2piρ
∫
r3dr c(2)(r; ρ)J0(Gr),
δG = 2piρ
∫
r3dr c(2)(r; ρ)J1(Gr)/(Gr),
and J0(x) and J1(x) are the Bessel functions, mG is the
number of reciprocal vectors with the same length, and
c˜(2)(q) is the Fourier transform of the direct correlation
function.
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FIG. 1: ∆F (a), α (b), and Keff = K/16pi (c) as functions
of temperature for ρ = 0.34.
For the further calculations one needs an approximate
expression for the direct correlation function. We use the
simple approximation for the direct correlation function
[63] of the hard-core system, suggested by Lovett [64] (see
also [21, 22, 65, 66]):
c(2)(r, ρ) =
{
c
(2)
HD(r, ρ), r ≤ d
− φ(r)kBT , r > d
, (9)
where c
(2)
HD(r, ρ) is the hard disks direct correlation func-
tion and φ(r) is the repulsive shoulder or attractive part
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FIG. 2: ∆F (a), α (b), and Keff = K/16pi (c) as functions
of temperature for ρ = 0.40.
of the potential. This approximation should be a good
one when − φ(r)kBT is small. The approximation, though
rough, is similar in spirit to the mean spherical model
approximation which has been found to be a good ap-
proximation in many cases [63]. In the case of the poten-
tial (1), Eq. (9) takes the form:
c(2)(r, ρ) ≈


c
(2)
HD(r, ρ), r ≤ d
−ε
kBT
, d < r ≤ h
0, r > h
. (10)
For c
(2)
HD(r, ρ) we use the approximate analytic equa-
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FIG. 3: ∆F (a), α (b), and Keff = K/16pi (c) as functions
of density for T = 1.0.
tion obtained in Refs. [67, 68]:
c
(2)
HD(x; η) = −
[
∂
∂η
(ηZ(η))
]
Θ(1− x)×
×
{
1− a2η + 2
pi
a2η
[
arccos
x
a
− x
a
(
1− x
2
a2
)1/2]}
,
Z(η) = (1 + c2η
2)/(1− η)2,
a = (2 + ηα2(η))/(1 + η + ηα2(η)), (11)
where c2 = 0.128;α2(η) = −0.2836 + 0.2733η; η =
piρd2/4.
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FIG. 4: Phase diagram of the system with the potential (1)
for three repulsive shoulder widths: σ = 1.50 (triangles), σ =
1.35 (circles), σ = 1.65 (squares). Open symbols correspond
to the continuous transitions, while the bold symbols mark
the first order transitions.
In Figs. 1 and 2 we represent the behavior of ∆F
(see Eq. (4)), localization parameter α, and Keff =
K(T )/16pi (Eq. (6)) as a function of T for σ = 1.5 and
ρ = 0.34 (Fig. 1) and ρ = 0.4 (Fig. 2). One can see,
that for ρ = 0.34 the solution of equation ∆F = 0 which
determines the first-order transition temperature TMF ,
is TMF = 0.231 (Fig. 1(a)), while the solution of the
equation Keff = 1 (Fig. 1(c)) Tm = 0.183 < TMF . As it
was discussed above, in this case the melting should occur
in accordance with the KTHNY scenario. From Fig. 1(b)
one can conclude that the localization parameter α is
well defined till the limit of metastability of the crystal
lattice Tmet = 0.248. On the other hand, for ρ = 0.40 the
situation is different. In this case TMF = 0.196 while the
equation Keff = 1 does not have solution till the limit of
metastability Tmet = 0.278. In this case melting occurs
through the first order transition.
At high densities there is only weak dependence of the
melting density on temperature (see below). In this case,
in calculations it is more convenient to fix the temper-
ature and change the density. The typical results are
shown in Fig. 3 for σ = 1.5 and T = 1.0. One can see
that at high densities for T = 1.0 there is the first or-
der melting transition at ρMF = 1.015. The equation
Keff = 1 does not have solution till the limit of metasta-
bility ρmet = 1.009.
In Fig. 4 we present the resulting phase diagram for
three widths of the repulsive shoulder in the potential (1):
σ = 1.50, σ = 1.35, and σ = 1.65. In accordance with the
qualitative discussion after Eq. (1), the phase diagram
consists in two parts - the low density triangle lattice
with the maximum on the melting curve and the high
density triangle lattice. It is interesting that at lowest
density part of the phase diagram the KTHNY scenario
takes place, while with the increasing density the melting
becomes the first order transition. Taking into account
the fact, that with increasing the density the hard core
of the potential (1) becomes effective, one can conclude
that this result is consistent with the mentioned above
possibility that the systems with soft potentials proba-
bly melt in accordance with the KTHNY scenario, while
the hard core systems melt through the first order transi-
tion. It should be noted that with increasing temperature
the system has to behave more and more closely to the
hard disk system. There are different estimates for the
melting density of hard disk systems [19, 20, 35, 36, 38]
which vary from ρ = 0.905 to ρ = 0.933. One can see
that despite very simple approximations, the results pre-
sented in Fig. 4 for high temperatures, are in good enough
qualitative agreement with previous estimates.
We also considered the possible square lattice but
found that it is less stable than the triangle lattice for
all densities.
It should be noted that the similar behavior was found
in computer simulation of the smoothed version of the
potential (1) [31–33]. As it was mentioned in the in-
troduction, in Refs. [31–33] it was shown that at low
densities melting occurs through two continuous transi-
tions with the intermediate hexatic phase, however, at
high densities only first order transition takes place. As
in the present case, the ”gap” between the two parts of
the phase diagram takes place which increases with in-
creasing the width of the repulsive shoulder. In principle,
some crystal lattice can exists in this range of densities
at low enough temperatures, however, we could not find
it in the present work. Another open question exists for
further study. It is related with the crossover from the
continuous to first order transition in the phase diagram
in Fig. 4. It must be the tricritical point on the melt-
ing line, however, in the present study we could give only
rough enough estimate for the location of this point with-
out investigation of the properties of this point.
In conclusion, in the present study we consider the
melting transition of the repulsive shoulder potential
system (1). In the framework of the density func-
tional theory of freezing we calculate the phase dia-
gram and show that it consists of two parts with dif-
ferent melting scenarios (see Fig. 4). At low densities the
system melts through the continuous transition in ac-
cordance with the Kosterlitz-Thouless-Halperin-Nelson-
Young (KTHNY) scenario, while at high densities the
conventional first order transition takes place. Taking
into account the fact, that with increasing the density
the hard core of the potential (1) becomes effective, one
can conclude that this result is consistent with the possi-
bility that the systems with soft potentials probably melt
in accordance with the KTHNY scenario, while the hard
core systems melt through the first order transition.
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