Abstract. We study the generation of an analytic semigroup in L p (R d ) and the determination of the domain for a class of second order elliptic operators with unbounded coefficients in R d . We also establish the maximal regularity of type L q -L p for the corresponding inhomogeneous parabolic equation. In contrast to the previous literature the coefficients of the second derivatives are not required to be strictly elliptic or bounded. Interior singularities of the lower order terms are also discussed.
Introduction

Regularity properties of elliptic operators
Au(x) = div(a(x)∇u(x)) + F (x) · ∇u(x) − V (x)u(x), x ∈ R d , (at first defined on the test function space C ∞ 0 (R d )) with unbounded coefficients on R d have intensively been investigated in recent years. Besides the traditional applications to Schrödinger equations, this line of research is motivated by the fact that such operators A arise as generators of transition semigroups in stochastic analysis (possibly after some transformations, [9] , [25] ). In this G. Metafune, D. Pallara, Dipartimento di Matematica "E. De Giorgi", Università degli Studi di Lecce, C.P. 193, I -73100 Lecce, Italy; giorgio.metafune@unile.it, diego.pallara@unile.it J. Prüss, R. Schnaubelt, FB Mathematik und Informatik, Martin-Luther-Universität, 06099 Halle, Germany; pruess@mathematik.uni-halle.de, schnaubelt@mathematik.uni-halle.de 498 G. Metafune et al.
paper we establish L p -estimates for the elliptic and parabolic problems associated with A. These estimates are closely related to the property that A with the domain
generates a positive, contractive, and analytic C 0 -semigroup on L p (R d ), 1 < p < ∞.
Since we do not assume that the coefficients of A are bounded in R d , the classical theory of elliptic equations does not apply. Nevertheless, nowadays many generation results are available for elliptic operators with unbounded coefficients in L p (R d ), including the enormous literature on Schrödinger operators, corresponding to a ij = δ ij and F = 0. In particular, it is known that an extension of (A, C ∞ 0 (R d )) generates a C 0 -semigroup on L p (R d ) (which is not necessarily analytic) if the dissipativity condition pV + div F ≥ 0 holds. Recent and quite general results in this direction are presented in [23] and [28] using form methods; see also [3] for a different approach based on an approximation procedure.
However, the determination of the domain is a quite different question which requires more assumptions on the coefficients. This problem has been treated supposing that the diffusion coefficients a ij belong to C 1 b (R d ) and are strictly elliptic. In this case the diffusion part
satisfies the classical Calderón-Zygmund estimates, so that D(A 0 ) = W 2,p (R d ) and A 0 can be controlled by the Laplacian. In this setting the domain of A was computed, e.g., in [4] , [5] , [7] , [9] , [25] under similar assumptions as in the present paper; see also the references therein and in particular [8] for further results. In these papers it was also assumed that the lower order coefficients have no singularities inside R d .
In the case of unbounded and non-strictly elliptic a ij , we are only aware of the domain characterizations given in [18] and [19] . In these papers it was supposed that the coefficients a ij have a special structure. In the present paper we study diffusion coefficients which may be unbounded or degenerate at ∞ without restrictions on their structure, and we also allow for singularities of the lower order coefficients inside R d . In order to facilitate the understanding, we first treat the case where F and V have no singularities in R d in Sections 2 and 3. In contrast to our previous work [25] , now the diffusion part A 0 cannot be controlled by the Laplacian anymore. In order to overcome this difficulty, we had to develop various new arguments and to treat the cases p ≤ 2 and p > 2 separately. The case of singular F and V poses further technical problems and requires additional approximation procedures which are presented in the last section.
We first introduce our assumptions for the case without singularities of V and F . We assume that the coefficients of A satisfy the following hypotheses, where 1 < p < ∞ is given and the scalar products corresponding to the matrices a(x) are denoted by
There is a constant θ < p such that θU + div F ≥ 0.
Condition (H1) already implies that an extension of (
, for all 1 < p < ∞; see, e.g., the form-method approach in [10] . Under further assumptions, the closure of (A 0 , C
The closure is again denoted by A 0 . It is not difficult to see that in this case the closure is the only generator extending (A 0 , C ∞ 0 (R d )). Moreover, the domain of the closure is given by
(see Lemma 2.1 below). In our paper we will assume a rather sharp condition for the property that test functions are a core for A 0 (see Theorem 2.3 and Section 2.b.1 of [15] , and the Remark after Lemma 2.1):
To state our main results, we introduce the subspace
Since A 0 and V are closed operators, D p is a Banach space endowed with the norm
Let us first suppose that either F = 0 (and 1 < p < ∞) or 1 < p ≤ 2. For these cases we show in Section 2 that (A,
, under assumptions (H1), (H2), (H3), (H4), (H5), and (2.4).
As mentioned above, (H1) and (H5) take care of the diffusion part, and (H4) implies the dissipativity of A. Hypothesis (H3) allows to control the drift term F · ∇u by A 0 u and V u, due to the interpolation Lemma 2.5. But we point out that the drift is not a small perturbation of A 0 or A 0 − V , cf. Remark 3.6 in [25] .
The oscillation condition (H2) (together with the bound (2.4) on γ) plays a the central role in the identification of the domain of A. It was already used in [12] and [13] to show that the domain of the Schrödinger operator
both for smooth and singular potentials. There are counterexamples where this domain characterization fails and (H2) is true with a too large γ, see [11, Note 22] , [25, Example 3.7] . The operator ∆−V was studied in L p (R d ) in the papers [26] and [27] also under assumption (H2).
We remark that in (H2) the auxiliary potential U is introduced to obtain more flexible assumptions for V . In Section 7 of [25] we have used this freedom to treat a class of Ornstein-Uhlenbeck type operators on an L p -space with a weighted measure. Changing the measure to the usual Lebesgue measure, we obtained an operator with nonzero potential V which in fact dominates the resulting new drift term, as required by (H3).
The arguments used in Section 2 are based on variational estimates combined with methods from semigroup theory. In the case p > 2, the variational estimates are not sufficient anymore to control the drift term by the diffusion part and the potential as in Lemma 2.5. This problem is solved in Proposition 3.3 with considerable efforts, employing a lengthy localization/covering procedure. Unfortunately, this method requires a stronger version of (H2) and additional estimates which control the growth and the oscillation of the matrix a by means of the potential U :
and ν(x) = inf
hold for x ∈ R d and some constants c j , γ, C γ ≥ 0.
Condition (H2') again allows to interpolate the term F · ∇u between A 0 u and V u. So we can adopt the arguments from Section 2 in order to establish in Theorem 3.5 that A with domain D p generates an analytic semigroup also if p > 2 provided (H1), (H2'), (H3), (H4), (H5) and (2.4) hold. If a is strictly elliptic, in addition, then the domain D p is continuously embedded into
Using certain regularizations of V and F , we can modify our approach to obtain essentially the same theorems if V and F are singular at 0 and satisfy the hypotheses on R d \ {0}, see Section 4. However, in the case p > 2 the regularization procedure is rather involved, since the regularized coefficients do not satisfy (1.2), in general.
The result that A with domain
has many immediate consequences for the regularity properties of the parabolic problem
see, e.g., [24] . For instance, the solution u belongs to
. In Lunardi's monograph [24] one finds plenty of regularity results for u if f is, e.g., Hölder continuous in time. In addition, our results yield maximal regularity of type
, see Theorems 3.7 and 4.4. We refer to [2] , [14] , and [22] for comprehensive accounts of the theory of maximal regularity, though we will not need the (quite involved) recent theorems presented in [14] and [22] .
Finally, let us point out that for p > 2 the operators satisfying our hypotheses with bounded V must have bounded coefficients, because of (1.2). For 1 < p ≤ 2, we present a simple example of an operator satisfying (H1) -(H5) with unbounded diffusion matrix and drift coefficients but bounded potential:
with real constants b kl and c (where c is sufficiently large).
The cases
In this section we prove our generation theorem in the cases F = 0 and 1 < p < ∞ or for any F and 1 < p ≤ 2. However, some of the auxiliary results will be also valid for p > 2 and F = 0.
We first show that
is a core for the Schrödinger operator A 0 − V if (H1) and (H5) hold. Observe that V = 0 is allowed in the next lemma.
Lemma 2.1. Assume that (H1) and (H5) hold, 1 < p < ∞,
Proof. One verifies as in the proof of Theorem 2.3 of [15] that
(In fact, at this point in [15] it is assumed that V = 0 and 1 < p ≤ 2, but the proof can be modified in a straightforward way if V = 0 and/or p > 2.) It is clear that
By standard elliptic regularity, see [1] , the domain of A max is given by 
Remark. We refer the reader to [21] for more general conditions under which
. It is not difficult to generalize these results to 1 < p < ∞. So one obtains weaker conditions than (H5) under which the above lemma holds. However, these more general assumptions require a control of the growth of a through the potential V and reduce to (H5) if V is bounded. Since we need Lemma 2.1 also when V = 0, i.e., for the operator A 0 , we are forced to retain (H5). We note that (H5) is almost optimal for the case V = 0, see [11, Example 3.5] 
We next want to show that A is regularly dissipative, that is, for some φ ∈ (0, π/2) the operators e ±iφ A are dissipative. This property is clearly equivalent to the estimate (2.3) below (with δ = cot φ). 
, with angle φ p > 0 only depending on p and the constants in (H3) and (H4).
Integrating by parts and using (H4), we calculate 
, we see that
This shows the assertion for p ≥ 2. If p ∈ (1, 2), we replace |u| by u ε = |u| 2 + ε for ε > 0 in the calculations involving A 0 . Passing to the limit as ε → 0 and using Fatou's lemma, one then establishes (2.1) and (2.2) (in particular, all integrands are integrable). Thus one can deduce (2.3) as above.
Then, for a test function u, we have
The constants c only depend on p and the constants in (H2)-(H4).
Proof. We assume preliminarily that (H2) is satisfied with C γ = 0. Observe that we can fix an α ∈ (0, 4) (depending on p, γ, κ, and θ) such that
We first consider the case p ≥ 2. For a fixed real
If we multiply (2.6) by U p−1 u|u| p−2 and integrate by parts, we obtain as in the proof of Proposition 2.2 the identity
We introduce the quantities
2 by (H2) and (H4). Employing (H2), (H3), Hölder's and Young's inequalities, we estimate the right hand side of (2.7) by
Combining these facts, we arrive at
If we use Young's inequality and (2.5) and take a sufficiently small ε > 0, then we deduce
for some constant c > 0. In order to remove the assumption C γ = 0, we fix a large λ (depending on γ and C γ ) such that U + λ + 1 and V + λ + 1 satisfy (H2) with C γ = 0 and apply the previous estimates to the operator A − λ − 1. Then
by the dissipativity of A. If p < 2, then one can verify as in the proof of Proposition 2.2 that d 2 is a finite number (taking the integral over {x ∈ R d : u(x) = 0}). The claim then follows as for p ≥ 2.
The above results allow us to treat the case F = 0, i.e., the Schrödinger operator
Proof. Lemma 2.3 (with F = 0, θ = κ = 0) shows that , where ε > 0. Then we have
Therefore there is a unique u ε ∈ D(A 0 ) satisfying
Here the constant C does not depend on ε due to (2.9) and (2.10). Using standard elliptic regularity on balls B(0, r), [17, Theorem 9.11], we see that
Thus there exists a sequence ε n → 0 such that the functions (u εn ) converge weakly to a function u ∈ W 2,p loc (R d ) as n → ∞. The Rellich-Kondrachov theorem implies that a subsequence of (u εn ) tends strongly to u in W
Let ϕ be a test function. Then we have
as n → ∞, and hence The last assertion immediately follows from Lemma 2.1. The positivity of A 0 − V is essentially known: One can argue as in Theorems 3.1 and 3.3 of [3] to obtain an extensionÃ of (A 0 − V, C ∞ 0 (R d )) which generates a positive C 0 -semigroup. Since test functions are a core of our generator A, we have A =Ã, and the positivity of T (t) follows. (We note that in [3] it was assumed that the coefficients a kl are uniformly elliptic, but this does not matter in this argument.)
In the case 1 < p ≤ 2 the above generation result can be extended to the operator A with F = 0 using the complete estimate proved in Lemma 2.3. This estimate leads to the following weighted Gagliardo-Nirenberg estimate.
Lemma 2.5. Let 1 < p ≤ 2. Assume that the hypotheses (H1) and (H2) are satisfied and γ 2 < 4(p − 1) −1 holds. Then for each ε > 0 there is a constant c ε (depending only on ε, p, and the constants in (H2)) such that Proof. Again we first suppose that (H2) holds with C γ = 0. The estimate (2.8) for the case F = 0 shows that
Let u ε = |u| 2 + ε for ε > 0 and denote by K the support of u. Assume that 1 < p < 2 for a moment. Hölder's inequality with the conjugate exponents
Clearly, this estimate also holds for p = 2. Using the theorem of dominated convergence, we obtain for 1 < p ≤ 2
Combining the above estimates with (H2) and Young's inequality, we deduce
If C γ = 0, we add a large constant λ > 0 such that U + λ and V + λ satisfy (H2) with C γ = 0. Then the first part of the proof implies that
Proposition 2.6. Let 1 < p ≤ 2. Assume that the hypotheses (H1)-(H5) are satisfied and that (2.4) holds. Then there are constants C, C ≥ 0 depending only on p and the constants in (H2)-(H4) such that
Proof. Let u ∈ D p . Due to Theorem 2.4 there are test functions u n such that u n → u, V u n → V u, and
; thus we may suppose that ∇u n → ∇u a.e.. Lemma 2.5 and (H3) then imply that
So it suffices to show the proposition for a test function u. The second asserted estimate follows directly from Lemma 2.5 and (H3). To prove the other one, we first suppose that C γ = 0 in (H2). We denote by c a generic constant only depending on p and the constants in (H2)-(H4) . We have V u p ≤ c Au p due to (2.8) and (H2). Moreover, assumption (H3) and Lemma 2.5 yield
where ε := (2κ) −1 . As a consequence, we have
These inequalities further imply that
so that A 0 u + V u p ≤C Au p in this case. Finally, in the general case we find again λ > 0 such that U + λ + 1 and V + λ + 1 satisfy (H2) with C γ = 0.
Then we obtain
by the dissipativity of A.
Theorem 2.7. Let 1 < p ≤ 2. Assume that the hypotheses (H1)-(H5) are satisfied and that (2.4) holds. Then A with domain D p generates a positive,
Proof. For t ∈ [0, 1] and u ∈ D p we set L t u := A 0 u + tF · ∇u − V u. Note that these operators satisfy (H1)-(H5) with the same constants. Proposition 2.6 thus shows that In the case p > 2 the elementary proof of Lemma 2.5 does not work anymore. Thus we need a different approach to control the drift term by the diffusion part and the potential. As in [4] , [5] , [25] , we employ localization techniques. To that purpose we change our hypothesis (H2) to the stronger assumption (H2').
The following version of the Besicovitch covering theorem follows from the proof of Lemma 2.2 in [25] .
Lemma 3.1. Let k > 1 and {B(x, r(x)) : x ∈ R d } be a collection of balls such that the radii r(x) are uniformly bounded and σr(y) ≤ r(x) ≤ 1 σ r(y) for a constant σ > 0 if two balls B(x, r(x)) and B(y, r(y)) overlap. Then there exists a natural number N (depending only on d, k, σ) and a countable covering
is contained in at most N of the balls B(x n , r(x n )).
From the proof of Proposition 3.3 we separate a lemma dealing with local perturbations of the Calderón-Zygmund estimate. We denote the norm of
T > 0 for y ∈ B(x, r), and 0 < νI ≤ q(x) ≤ ΛI for some numbers Λ, ν > 0. Set ω = sup{|q(y) − q(x)| ; y ∈ B(x, r)}. Then there are constants c, η > 0 only depending on d and p such that if
Proof. Throughout the proof, x ∈ R d is fixed and we write c for a generic constant only depending on d and p. Let ν ≤ λ 
We fix u ∈ C estimate (with v = χu) yields
To get rid of D 2 u p,r on the right hand side of (3.1), we shall derive an analogous estimate in the whole space and then use a covering argument.
Observe that |q(y)| ≤ |q(x)| + ω ≤ Λ(1 + ω/ν) and (q(y)ξ|ξ) ≥ ν − ω for y ∈ B(x, r) and |ξ| = 1. So if ω ≤ ν/2, we have
I ≤ q(y) ≤ 2ΛI for y ∈ B(x, r). We extend q to R d setting q(y) = q(x + r(y − x)/|y − x|) if |y − x| ≥ r so that ν 2 I ≤ q(x ) ≤ 2ΛI and |q(y) − q(x )| ≤ 2ω for all y, x ∈ R d . As a result (3.1) holds for all centers x ∈ R d . By Lemma 3.1 there exists a countable covering {B(x n , r/2)} of R d such that at each point y ∈ R d at most N of the balls B(x n , r) overlap. We then raise the estimates (3.1) with x = x n to the pth power and sum over n. Taking the pth root, we arrive at
for a constant C > 0 only depending on d and p. If ω/ν ≤ η := (2C ) −1 , we can eliminate the term D 2 u p on the right hand side thus obtaining
Now the assertion follows as in (3.1) using the same cut-off function.
Proposition 3.3. Assume that (H1) and (H2') hold and that 1 < p < ∞. Then, for each ε > 0, there exists a constant c ε only depending on p and the constants in (H2') such that
for every test function u.
Proof.
Step (1):
. For x ∈ R d and r > 0 we set ω(x, r) = sup{|a(y) − a(x)| ; y ∈ B(x, r)}.
Let δ ∈ (0, 1). Assumption (H2') implies that
for all x. So we can fix a number δ 1 ∈ (0, 1) such that
, and the constant η from Lemma 3.2. Moreover, the radii r = r(x) := δρ(x) and the quotients ω(x, r)/ν(x) are uniformly bounded for x ∈ R d and 0 < δ ≤ δ 1 by (H2') and (3.2). Replacing U and V by µ + U and µ + V for sufficiently large µ = µ(γ, C γ ) > 0, we can assume that (H2') holds with C γ = 0. This implies that
For y ∈ B(x, δρ(x)), x ∈ R d , and a suitable point z on the line segment between x and y, we thus obtain
In the last step we have used (3.2) and we take δ ∈ (0, δ 2 ] for a sufficiently small δ 2 ∈ (0, δ 1 ]. This estimate yields
for |ξ| = 1, δ ∈ (0, δ 3 ], and some δ 3 ∈ (0, δ 2 ]. From (3.5) and (3.6) we infer
Theorem 3.5. Let 2 < p < ∞. Assume that the hypotheses (H1), (H2'), (H3), (H4), and (H5) are satisfied and that (2.4) holds. Then A with
The above approach also shows that the graph norm of A is stronger than the norm of W 2,p (R d ) for 1 < p < ∞, provided that a is strictly elliptic.
Proposition 3.6. Let 1 < p < ∞ and assume that the hypotheses (H1), (H2'), (H3), (H4), and (H5) are satisfied and that (2.4) holds. We further suppose that a is strictly elliptic, i.e., νI ≤ a for a constant
Proof. We keep the notation introduced in the proof of Proposition 3.3 retaining the same choices of δ and r(x) = δρ(x). Let u ∈ C ∞ 0 (R d ). Employing Lemma 3.2 and proceeding as in the proof of Proposition 3.3, we obtain
The covering argument then yields
where we use Propositions 3.3 and 3.4 in the second inequality.
We further want to show that A has maximal regularity of type L q -L p . For that purpose we suppose that the assumptions of Theorem 2.7 hold for p = 2 and the assumptions of Theorem 2.7 or 3.5 hold for some p = r ≤ 2 or p = r > 2, respectively. Then the same assumptions are valid for some ρ ∈ (1, p) or ρ ∈ (p, ∞), respectively. Observe that the semigroups generated by A on
, and L ρ (R d ) are consistent, i.e., they coincide on the intersection of these spaces. (In fact, since test functions are a core for A on each space, the resolvents of A are consistent, which implies that the semigroups are consistent.)
By rescaling, we may assume that the spectrum of A is contained in the open left half plane. It is known that the operator A has maximal regularity of type
if its imaginary powers satisfy (−A)
is r ≤ M e a|s| for some a ∈ [0, π/2) and all s ∈ R thanks to the Dore-Venni theorem, see, e.g., [ is ρ ≤ M ε exp((ε + π/2)|s|) for each ε > 0 and s ∈ R because of the Coifman-Weiss transference principle, see [6, Theorem 5.8] . If we combine these facts with the Riesz-Thorin interpolation theorem, we obtain the following result.
Theorem 3.7. Let the assumptions of Theorem 2.7 hold for p = 2 and let the assumptions of Theorem 2.7 or 3.5 hold for some p = r ≤ 2 or p = r > 2,
) and ϕ = 0, for some q ∈ (1, ∞) and T > 0. Then the solution u of (1.
The same conclusion holds in the setting of Theorem 2.4 if either γ < 2 and 1 < r ≤ 2 or if γ 2 < 4/(r − 1) and r > 2.
Interior singularities
We now consider singularities of the lower order coefficients, again assuming that (H1) and (H5) hold and that 1 < p < ∞. For simplicity we suppose that F, V, and U satisfy (H2), (H3), and (H4) on R d \{0} and that (2.4) is true. Then
). In addition, we require that
As before, we may assume without loss of generality that (H2) holds with C γ = 0. Since a is uniformly elliptic in a neighborhood of 0, we can rewrite (H2) as |∇U So our methods only apply to strongly singular potentials. Of course, some weaker singularities can easily be handled by perturbation arguments based on Sobolev embeddings. However, the whole picture seems to be quite complicated even for Schrödinger operators in L 2 (R d ), see [12] , [13] . We further note that for sufficiently small γ 1 in (4.2) and a ij = δ ij the space C ∞ 0 (R d \ {0}) is a core for A 0 − V = ∆ − V due to Theorem 4.1 in [27] . Since the resulting upper bound for γ differs from our smallness condition (2.4), we do not invoke the results from [27] . Therefore, C ∞ 0 (R d \ {0}) could be not a core of the operators studied below, in general.
As in the proof of Theorem 2.4 we introduce the approximating potentials
, where ε ∈ (0, 1]. Observe that both functions can be extended continuously by setting V (0) = U (0) = 1/ε. Moreover, U ε belongs to C 1 (R d ) with ∇U ε (0) = 0 due to (4.2). One can check as in (2.10) that (H2) holds for U ε and V ε with constants independent of ε ∈ (0, 1]. We further define F ε = (1 + εU ) −3/2 F and F ε (0) = 0. Because of
for ξ ∈ R d , F ε and U ε satisfy hypothesis (H3) with the same constant. This estimate also shows that the function F ε belongs to
Hence F ε and U ε fulfill (H4) with a uniform constant if in addition
In view of (2.4) this condition holds automatically if p > 5/2.
As a consequence, Lemmas 2.3 and 2.5 and Propositions 2.2 and 2.6 hold for the operators
with uniform constants. Observe that in this case
We first consider the Schrödinger case F = F ε = 0. By approximation, Proposition 2.2 is true for Theorem 4.1. Let 1 < p < ∞. Assume that (H1) and (H5) hold and that U and V satisfy (H2) with γ 2 < 4(p − 1)
In a second step we treat the full operator A for the case
, by Lemma 2.1. Using Lemma 2.5 and (H3) for U ε and F ε , we see that
Further, F ε · ∇u converges to F · ∇u pointwise for x = 0, and |F ε · ∇u| ≤ |F · ∇u|. Fatou's Lemma, (H3), and Lemma 2.5 show that Finally we deal with the complete operator A for p > 2, now assuming (H2') on R d \ {0} instead of (H2). Again (1.1) (and thus (H2)) are satisfied by U ε , V ε , and a kl with uniform constants. But (1.2) is false for U ε if the diffusion coefficients are unbounded. So it is not clear a priori whether we can extend Proposition 3.3 to U ε with uniform constants. However, we can almost prove this fact by additional arguments, see (4.5). We write c (c η ) for a generic constant only depending on p and the constants in (H2'), (H3), and (H4) (and on η > 0). Take u ∈ D(A 0 ) ∩ D(V ) and a smooth function χ with support in B(0, 2) such that 0 ≤ χ ≤ 1 and χ = 1 on B(0, 1). Then we have 
Consider again the operator L t u = A 0 u − V u + tF · ∇u, 0 ≤ t ≤ 1. Note that the resolvent of A 0 − V = L 0 is consistent. For small t > 0 and large λ ∈ ρ(L 0 ), we have
Due to (4.9), this expansion implies that the resolvent of L t is consistent. By finitely many iterations of this argument, we derive the consistency of the resolvent of L 1 = A, whence the consistency of the semigroups follows. 
