Y-chromosome microsatellites (Y-STRs) are typically used for kinship analysis and forensic identification, as well as for inferences on population history and evolution. All applications would greatly benefit from reliable locus-specific mutation rates, to improve forensic probability calculations and interpretations of diversity data. However, estimates of mutation rate from father-son transmissions are available for few loci and have large confidence intervals, because of the small number of meiosis usually observed. By contrast, population data exist for many more Y-STRs, holding unused information about their mutation rates. To incorporate single locus diversity information into Y-STR mutation rate estimation, we performed a meta-analysis using pedigree data for 80 loci and individual haplotypes for 110 loci, from 29 and 93 published studies, respectively. By means of logistic regression we found that relative genetic diversity, motif size and repeat structure explain the variance of observed rates of mutations from meiosis. This model allowed us to predict locus-specific mutation rates (mean predicted mutation rate 2.12Â10 À3 , SD¼1.58Â10 À3 ), including estimates for 30 loci lacking meiosis observations and 41 with a previous estimate of zero. These estimates are more accurate than meiosis-based estimates when a small number of meiosis is available. We argue that our methodological approach, by taking into account locus diversity, could be also adapted to estimate population or lineage-specific mutation rates. Such adjusted estimates would represent valuable information for selecting the most reliable markers for a wide range of applications.
INTRODUCTION
Around 400 microsatellite markers from the Y human chromosome have been made available to date (eg, Hanson and Ballantyne 1 ), with important applications in forensic analyses and in genealogy research. However, reliable locus-specific mutation rates are needed to carefully choose loci to minimize the error rate in kinship analysis and sample identification 2 while obtaining the maximum discriminatory power (eg, Mulero et al, Lim et al and Vermeulen et al [3] [4] [5] . Also in population genetics and evolutionary studies, correct inferences on the timing of major demographic events, the age of the most common ancestor, as well as dating Y-lineages and tracing disease evolution are based on the knowledge of mutation rates (eg, Shi et al, Zerjal et al and Xue et al [6] [7] [8] ).
Population genetic theory predicts the genetic diversity of loci in function of their mutation rates (m) and the effective size of populations (N). Therefore, it is possible to obtain estimates of the joint parameter y¼2Nm from genetic diversity indices. In the case of loci evolving under a stepwise mutation model (SMM, generally assumed for microsatellites) it is possible to use the variance (V) in allele repeat count (ie, allele size measured in number of repeats) and the 'homozygosity' ( H ¼ P k i¼1 p 2 i , where k is the number of different alleles in the population and p i is the frequency of the i th allele; note that the term homozygosity is not biologically meaningful for haploid loci, but it will be used through the article for the sake of simplicity) for the estimation of y using the following relationships: 9 y V ¼V ð1Þ
where the hat denotes estimated values. However, because it is difficult to separate the effects of demography (ie, N), estimates of y provide little information about mutation rate. Nevertheless, it is possible to obtain information about relative mutation rates. In the case of effective population size being the same among loci within one population (ie, neutral loci with same ploidy level, such as the Y-STRs), the ratio between the y of two loci should be the same as the ratio between their mutation rates. 10 However, relative mutation rate estimates have limited utility for dating evolutionary events or calculating forensic probabilities. Absolute mutation rate estimates can be obtained by the analysis of allele transmissions in pedigrees (eg, Heyer et al and Gusmão et al 11, 12 ). The proportion of allele mismatches in father-son transmissions is currently the most widely used approach to obtain estimates of mutation rates for Y-STRs. Owing to the low values of mutation rates, large number of father-son pairs must be genotyped to obtain accurate estimates. This has limited the number of Y-STR loci for which these estimates exist and many of them have been obtained from rather low sample sizes. On the other hand, population diversity data exist for many more Y-STRs, holding unused information about their mutation rates. The objective of this work is to present a method to combine pedigree and population data for the estimation of mutation rates and to provide locus-specific mutation rate estimates for 110 Y-STR loci (71 of which had no previous estimate).
MATERIALS AND METHODS

Source of population data
Population data for 110 Y-chromosome microsatellite loci have been collected from 93 published works, for a total of 22 165 individual haplotypes (note that each individual was genotyped for a subset of loci and never for all of them). Locus names, sample sizes and references are detailed in Supplementary  Table S1 . Locus nomenclature and allele call have been thoroughly checked to assure congruence across works and to remove duplicate data. Any population data with incongruent allele codes were either made uniform (when information provided by authors made it possible unequivocally) or excluded from analysis. Specifically, data from GATA H4 and GATA H4.1 have been pooled under the name GATA H4.1 by applying the appropriate correction to allele calls 13, 14 and DYS389II has been transformed into DYS389B by subtracting allele size of DYS389I. 15 Multicopy loci and single individuals with duplicated or variant alleles were excluded from the analysis. Data sets were chosen in order to obtain a maximum representation of loci and of geographical areas; collection of data stopped when no additional data sets could be found that would add data for new loci or would increase the order of magnitude of the sample size for individuals genotyped for a locus.
Source of meiosis (father-son pair) data
Direct observations of mutation events from meiosis data (father-son pairs) have been collected for 80 loci among the 110 loci with population data, from 29 published studies (Supplementary Table 1 and Supplementary Table S2 ). Confidence intervals (CIs) from binomial probability distribution were estimated according to Wilson method. 16 Mutations assigned to DYS389II were carefully checked to discriminate those actually occurring in the DYS389I fragment from those occurred in the DYS389B fragment. Discrimination was always possible except for data from Heyer et al, 11 which were excluded for this locus.
Statistical analysis
Population data were analyzed to obtain estimates of relative mutation rates between pairs of loci from allele repeat count variance and homozygosity. The relationship between relative mutation rates and meiosis-based mutation rates was assessed by logistic regression using loci with both population and meiosis data. Inferred relationship was then used to predict mutation rates for all loci, including those lacking of meiosis data. Analysis procedure is detailed below.
First, we selected one locus to serve as reference (ie, mutation rates for all other loci will be relative to this one). As mentioned above, not all individuals are genotyped for the same set of loci (cf. Supplementary Table S1), and thus it is not possible to use the whole data set in the logistic regression (although data from unused loci will be useful for predictions, see below). As a consequence, a reference locus has to be chosen in a way to maximize the amount of information used (ie, to maximize the number of loci with meiosis participating in the regression analysis). In other words, the reference locus has to be the one that shares genotype data with the greatest number of loci with meiosis. To achieve this, we used the following criteria (in this order): (i) there should be meiosis data for the reference locus; (ii) the number of loci with meiosis data (for at least 100 transmissions) and genotyped in individuals (from the population data) also genotyped for the reference locus should be maximum; (iii) the number of loci genotyped in individuals also genotyped for the reference locus should be maximum; and (iv) the sampling size (number of individuals from population data) of the reference locus should be maximum. Note that the choice of the reference locus influences only the amount of data used in the analysis. Otherwise, the reference locus only sets an arbitrary scale to the relative mutation rates calculated from genetic diversity indices.
Relative mutation rate (R¼m l /m r ) for each locus l was estimated exclusively from individuals genotyped for both locus l and reference locus r. This ensures that the genetic diversity of the sample of both loci has been influenced by the same demographic history (this allows assuming the same effective population sizes). Thus, in the absence of selection, the differences in genetic diversity can be attributed solely to the mutation process. Moreover, because of the complete linkage of Y-STRs, data for both loci will also share the same exact genealogy (even if a selective process was in action). As both loci have the same genealogy, estimates of the mutation rate ratios will be more accurate than in unlinked loci whose genealogies would vary largely due to the randomness of the coalescent process (eg, nuclear STRs compared in Chakraborty et al 17 ) . Estimatesŷ V, l ,ŷ V, r , y H, l andŷ H, r were obtained from repeat count variance and homozygosity for loci l and r (using Equations 1 and 2) and two estimates of the relative mutation rate were calculated from ratios R V ¼ŷ V, l /ŷ V, r and R H ¼ŷ H, l /ŷ H, r .
A number of loci (24 out of 110, see Supplementary Table S1 ), for which there is population data available, were not genotyped at the reference locus in any of the samples. For those loci, relative mutation rates were estimated as described above but using the total number of individuals available for each locus (we will denote these estimates R¢ V and R¢ H ). It must be noted that R¢ V and R¢ H might have a larger error than R V and R H because the effects of demography are more loosely accounted for. For this reason, they were not used for the estimation of the logistic regression model but only in the prediction of mutation rates (see details below).
A generalized linear model (binary logistic regression 18 ) was applied to the proportion of mutations per meiosis. We tested for the relationship between meiosis mutation rate and population relative mutation rates (R V and R H ). Besides, some studies have proposed that microsatellite mutation rates depend on allele length, 19, 20 motif size and motif structure. 19 Thus, in addition to R V and R H , mean allele repeat count (A: estimated from the population data), CG content in motif (P CG : proportion of CG base pairs in the motif), and the categorical variables motif size (M: tri-, tetra-, penta-or hexanucleotide motif) and repeat structure (S: simple versus complex) were considered explanatory variables. Information about Y-STR motifs was obtained from Kayser et al, Järve et al, Gusmão et al and Leat et al. [21] [22] [23] [24] Problems of multicollinearity were evaluated on the full model (containing all explanatory variables), as collinear variables represent partial redundant information and correlations between variables generate unreliable individual estimates of regression coefficients. Alternative models obtained after removing different combinations of collinear variables were considered and reduced by stepwise removal of variables to minimize Akaike information criterion (AIC, ie, a standard procedure to find the explanatory variable combination, which accounts for the maximum of the variability with the minimum number of variables). Reduced models were hereafter compared through their pseudo-R 2 value (calculated by the maximum likelihood method 25 ). Pseudo-R 2 measures the amount of variation in the observed mutation rates explained by the model. The reduced model with the highest pseudo-R 2 was chosen to predict mutation rates for all loci. As explained before, for loci whose R V and R H could not be calculated, R¢ V or R¢ H was used as a proxy (estimates for those loci will be distinguished in the results, as they are theoretically less reliable).
All statistical analyses were performed in R, 26 using the packages binom 27 for calculation of CI, ape 28 for calculation of heterozygosity and pscl 29 for calculation of pseudo-R 2 . A script in R language with the detailed analysis is available from the authors upon request.
Validation of the approach
Performance of the statistical approach proposed was evaluated by means of simulations. In each simulation, a set of 108 fully linked loci was considered. Loci were divided in three motif size categories: 36 'tri' , 36 'penta' and 36 'tetra' . 'Tri' loci evolved at six different mutation rates (10 À4 , 2Â10 À4 , 4Â10 À4 , 8Â10 À4 , 1.6Â10 À3 and 3.2Â10 À3 , measured in mutations per generation). 'Penta' loci evolved at mutation rates double to those for 'tri' loci (ie, 2Â10 À4 , 4Â10 À4 , 8Â10 À4 , 1.6Â10 À3 , 3.2Â10 À3 and 6.4Â10 À3 ) and 'tetra' loci evolved at mutation rates quadruple to those for 'tri' loci (ie, 4Â10 À4 , 8Â10 À4 , Mutation rate estimates for Y-STRs C Burgarella and M Navascués 1.6Â10 À3 , 3.2Â10 À3 , 6.4Â10 À3 and 1.28Â10 À2 ). Note that categories 'tri' , 'penta' and 'tetra' are arbitrary (both in their name and their influence in mutation rate) and are only used to include the effect of a categorical variable in the evaluation of the proposed approach. For each mutation rate within each locus category, six loci differing in the amount of observed meiosis (ie, 50, 150, 500, 1500, 5000 and 15000 meiosis) have been considered. To sum up, three categories times six mutation rates, times six loci differing in the number of meiosis gives 108 total simulated loci.
Meiosis data were simulated using the binomial distribution, with the probability equal to the true mutation rate and the number of observations to the number of meiosis. Population data were simulated with the coalescent simulator SimCoal2 30 under an SMM. A sample size of 500 haplotypes was taken from a single population of constant effective size of 1500 individuals (this effective size combined with the simulated mutation rates yielded genetic diversity levels similar to those found on Y-STRs, ie, around 2-14 alleles per locus).
Mutation rates estimates were obtained for each locus either by using exclusively meiosis data or by using a logistic regression on the observed mutations in meiosis using R H and the simulated categorical variable ('motif size') as explanatory variables, according to the final model chosen with the real data (see results). The process was repeated 10 000 times. Root of the relative mean squared error (RrelMSE ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
, where n is the number of simulations,m i is the estimated mutation rate in simulation i and m is the true mutation rate) was calculated for the two types of mutation rate estimates at each of the 108 loci.
RESULTS
Locus DYS643 was selected as reference locus following the criteria described above. Mutation rates relative to reference locus were estimated from repeat count variance and homozygosity for 86 loci, which were used in the logistic regression model (Supplementary Table 1 ). Problems of multicollinearity were found between R V and the mean repeat count (A), between R H and A and between R H and CG content in motif (P CG ). Thus, we considered three alternative models with a different combinations of noncollinear variables each: model m1 including R H plus the motif size (M) and repeat structure (S); model m2 including R V plus M, content in motif (P CG ) and S; m3 including A plus M, P CG and S. The AIC minimization approach led to the removal of variable P CG in m2 and m3. Final models (Supplementary Tables S3, S4 and S5) were ranked by their pseudo-R 2 values: 0.84 for reduced m1, 0.83 for reduced m2 and 0.67 for reduced m3. Reduced m1 model was therefore selected to make predictions on mutation rates from population data for all loci, using R H or R¢ H . Reduced m1 (Lm¼b 0 +b 1 R H +b 2 M tri +b 3 M tetra +b 4 M penta +b 5 S simple +error; Supplementary Table S3 and Figure 1) shows that mutation rate estimated from meiosis (Lm) increases with R H (ie, b 1 40), depends on repeat size (highest for tetranucleotide loci followed by penta-and tri-, ie, b 3 4b 4 4b 2 ) and on the complexity of the loci (higher for simple than for complex loci, ie, b 5 40). Note that the coefficient of categorical variables is a value relative to the coefficient of the category no explicitly represented in the equation (ie, hexanucleotide repeat motif class and the complex structure class). For comparison, results from simple models (ie, including each explanatory variable separately) are reported in Supplementary  Table S6 . They show that all explanatory variables, but the repeat structure, explain significantly part of the variability of mutation rate estimates, although during the model minimization process some were excluded because they provide redundant or nonindependent information. Although repeat structure is not able to significantly explain mutation rate variability when it is the only explanatory variable, it is found to provide significant information when analyzed in combination with other explanatory variables (Supplementary  Tables S3, S4 and S5) .
Predicted values for mutation rates range from 3.60Â10 À4 mutations per generation for DYS645 to 9.64Â10 À3 for DYS449 (average 2.12Â10 À3 , SD¼1.58Â10 À3 ; Supplementary Table 1 ). For those loci that are not genotyped in any individual genotyped for the reference locus in the population data (see Supplementary Table 1) , differences in population history and genealogies are expected to make an additional contribution to the variance in mutation rate estimates, although this does not seem to be too important (exclusion of those loci hardly changes the average predicted mutation rate to 2.25Â10 À3 , SD¼1.65Â10 À3 ). In total, regression approach provides an estimate for 71 loci with either zero observed mutations in meiosis (ie, point estimate of mutation rate was zero) or lacking meiosis observations.
It is worth to notice that 45 out of 80 loci with meiosis data share their meiosis mutation rate estimates and CI with at least another locus (given that often the same number of mutations are observed in the same number of meiosis), while mutation rates predicted by regression are different from each other for all loci. Simulations showed that the error associated with meiosis mutation rate estimates is strongly influenced by the number of meiosis, whereas the error of regression estimates seems independent of the number of observed meiosis (Figure 2 reports results for the four simulated mutation rates shared by all loci categories, see Materials and methods). Error in Table S3 for coefficient P-values) gives the relationship between the logit of mutation rate (Lm) and the predictive variables R H (population relative mutation rate estimated using homozigosity), M (motif size: tri-, tetra-, penta-and hexanucleotide classes) and S (repeat structure: simple or complex). The model shows that Lm increases with R H and depends on repeat size (highest for tetranucleotide loci followed by hexa-, penta-and tri-in this order) and on the complexity of the loci (higher for simple than for complex loci).
Mutation rate estimates for Y-STRs
C Burgarella and M Navascués both estimates depends on the true mutation rate, decreasing for higher true mutation rates. However, this decrease is stronger for regression estimates than for meiosis estimates. An interesting feature is that regression estimates are more accurate than meiosis estimates when a low number of meiosis is available, but the contrary occurs for high number of meiosis observations. Although this general pattern seems to be independent of the true mutation rate, the threshold from which meiosis estimates are more accurate than regression estimates increases with the true mutation rate. It is important to remember that the behavior described by simulations concerns only loci for which a meiosis estimate is available; however, the regression approach provides an estimate even when meiosis data are not available. Tables S3  and S4 ) and mean repeat count (Supplementary Table S5 ), and depends on repeat motif and repeat structure (Supplementary Table S3 ). The model selection approach used in this work indicates that a model including relative genetic diversity (from homozygosity), repeat motif and repeat structure as predictive variables is the best one to explain the variability found in meiosis-based estimates of mutation rate. However, it should be noted that the alternative models tested (Supplementary Tables S4 and S5 ) are valid too, although their lower pseudo-R 2 values indicate that they might have a lower performance for making inferences. Correlation between mutation rates from meiosis and the relative mutation rates based on homozygosity was positive and highly significant (Supplementary Tables S3 and S6 ). The latter is estimated from population data, and thus corresponds to the 'evolutionary' mutation rates (ie, the effective mutation rate integrated over the history or gene tree of the sample). Pedigree-based mutation rate estimates have been shown to be up to 10-fold higher than evolutionary mutation rate estimates (for sequence data), not only in Y chromosomes (eg, Zhivotovsky et al 31 and Forster et al 35 ) but also in mitochondrial loci (eg, Macaulay et al 36 and Heyer et al 37 ). The reasons for this discrepancy are still under discussion and are likely to be found in the different temporal scale of estimation. In fact, slowly mutating loci or reverse mutations and demographic fluctuations or differential selection over generations are expected to affect population-based diversity (see discussion in Zhivotovsky et al 31 ). It must be noted that our reported estimates (predicted from the logistic model) correspond to the point estimates of mutation rates (ie, mutation occurrence in single generation).
Tri-, tetra-and pentanucleotide classes are well represented in the analyzed locus set (with 17, 55 and 7 loci, respectively), whereas hexanucleotide class did not contribute much to the regression model because it is present with only one locus (DYS448) with meiosis observations. We found that the value for the model coefficient (b) is much lower for tri-and pentanucleotide loci than for tetranucleotide loci (Supplementary Tables S3 and S4) , which corresponds to general lower mutation rates for tri-and pentanucleotide loci than for tetranucleotide loci (Supplementary Table 1 Mutation rate estimates for Y-STRs C Burgarella and M Navascués recently showed that pentanucleotide markers have two times lower repeat variance and diversity than tetranucleotide markers, a feature probably related to a lower occurrence of replication slippage with longer repeats. Regarding trinucleotide markers, Kayser et al 21 found that these had often lower variance than tetranucleotide markers, probably because of the effect of low absolute repeat allele lengths included in their sample. 21 Lower mutability of shorter alleles compared with longer ones has been observed several times. 32, 33, 12, 34 Accordingly, our results show that the variation in meiosis mutation rates could be significantly explained by mean repeat count (Supplementary Tables S5 and S6 ). Furthermore, when no diversity variable is included in the model, both repeat count and repeat motif contribute independently to explain the mutation rate variability (ie, model m3, Supplementary Table S5 ). The repeat structure explains very little the observed STR mutation rates (Supplementary Table S3 ), but it is maintained after model reduction using the AIC. However, the coefficient b for simple loci is positive in the final reduced m1 (Supplementary Table S3 ), whereas it is negative when the repeat structure is used as the only explanatory variable (Supplementary Table S6 ). Thus, the effect of the repeat structure on mutation rate is of difficult interpretation. Previous studies have failed to find a relationship of simple versus complex repeats with genetic diversity among loci. 38, 32, 22 These results might be due to the lack of effect of repeat structure. However, our qualitative classification of loci as 'simple' or 'complex' could be missing essential information of complex loci (ie, differential length of the homogeneous array or combination of variable and constant repeats 21 ) affecting the mutation rate. More precise definitions of the degree of complexity, similar to those used in Kayser et al, 21 could yield different results, but require detailed information on loci not readily available.
The model considered in this work for microsatellite evolution (SMM) predicts single-repeat-unit mutational changes. However, violations of this assumption have been reported both in phylogenetic and meiosis studies (eg, Dupuy et al, Ge et al, Forster et al and Nebel et al 33, 34, 38, 39 ), suggesting that more complex models than SMM would better explain microsatellite variation. The ratio of variances in number of repeats between two loci can be still considered a good estimator of the ratio of mutation rates even in case of multistep mutations, provided that deviation from the SMM is similar for both loci (cf. Equation 2 in Chakraborty et al 17 ) . Although the same argument is not strictly valid for the estimate of y from homozygosity, small deviations from the SMM change very little the expected homozygosity (cf. Supplementary Table 1 from Kimmel and Chakraborty 9 ). Only 14 mutations (3.1% of total) involving multiple repeat units are included in meiosis data; therefore, SMM can be considered a reasonable approximation. In addition, the great congruence in prediction between models m1 (using homozygosity) and m2 (using repeat count variance) suggests that the mutation model violation is not an issue for the analysis (results not shown).
Some important outcomes derive from the approach proposed, emphasizing the positive impact of including population polymorphism data for the improvement of mutation rate estimates and the identification of loci distinctiveness. First, mutation rate estimates were obtained for 30 loci lacking estimates from meiosis observations. Second, locus-specific values of mutation rates can be obtained, whereas meiosis-based estimates give often equal values for several loci. Third, estimates can be obtained also for loci with very low mutation rates, for which a large sample of meiosis data is required to obtain a nonzero mutation rate estimate. Regarding this point, this work provides mutation rate estimates for 41 loci whose mutation rate estimate from meiosis was zero because no mutations had been observed. Finally, regression-based estimates present lower error than estimates from meiosis when only a 'low' number of meiosis is observed.
The analysis performed in this work represents a valuable tool for selecting most reliable markers to increase Y-STR set currently applied in forensic and kinship analyses. Also, the choice of adequate mutation rates keeps being an issue of great concern when inferences on human diversity and population history are pursued, as put in evidence in a recent work. 6 To account for the different variability of microsatellite loci, these authors use repeat count variance to obtain recalibrated evolutionary mutation rates for groups of loci. Our approximation allows more detailed results by achieving an adjusted mutation rate for each locus separately. The same methodology could be used to estimate population or lineage-specific mutation rates, as different lineages and populations are often characterized by specific allele combinations 32, 33, 39 and mutation rate seems to be affected by allele size and structure. Finally, the analysis presented here can be easily automated for a database, allowing the updating of estimates when new population and meiosis data are incorporated from upcoming studies.
