



































































































































































































形パターン ０％ ０％ １００％
学位論文審査結果の要旨
立成9年７月２８日に開催された第１回学位論文審査委員会，及び平成9年８月６曰に行われた口頭発表
と第２回学位論文審査委員会で審査した結果，以下の通り判定した。
本論文は，部分的，または全体としてフィードバックを有するリカレント形ニューラルネットワー
ク（ＲＮＮ）において，そのダイナミクスの収束制御法及び解析法を提案し，応用における有効性を示
している。まず，ｌ価変数を多価関数に写像するネットワークと安定な引き込み特性を実現する学習
法を提案し，シミュレーションにより価数変化がある関数や不連続関数への写像も可能であることを
示している。次に，ニューロンの自己ループ，即ち結合行列の対角項操作とエネルギーが最小な最適
解への収束性の関係を理論的に解析し，収束確率が高い安定な解と最適解の関係の対角項依存性を明
らかにした。最後に，ＲＮＮを用いて組合せ最適化問題を解く際の制約条件を，従来の等号条件から制
約ニューロンを導入することにより不等号条件に拡張する方法を提案した。この方式を形状認識に応
用し，ある形状を複数個含む全体のパターンから当該形状を可能な組合せで認識できることを確認し
てｂ、る゜
以上の研究成果は，ＲＮＮのダイナミクスによるパターン写像について，収束の制御法を提案すると
ともに，その収束過程を理論的に解明したものであり，ニューラルネットワークの研究に学術的にも
実用的にも寄与するところ大であり，本論文は博士論文に値するものと判定する。
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