Towards a measurement of the effective gauge field and the Born-Huang
  potential with atoms in chip traps by Gürkan, Zeynep Nilhan et al.
September 11, 2018
Towards a measurement of the effective gauge field and the Born-Huang potential
with atoms in chip traps
Zeynep Nilhan Gu¨rkan,1, 2 Erik Sjo¨qvist,3 Bjo¨rn Hessmo,4, 2, 5 and Benoˆıt Gre´maud4, 2, 5, 6
1Department of Industrial Engineering, Gediz University, Seyrek, Menemen, 35665 Izmir, Turkey
2Centre for Quantum Technologies, National University of Singapore, 2 Science Drive 3, 117542 Singapore
3Department of Physics and Astronomy, Uppsala University, Box 516, Se-751 20 Uppsala, Sweden
4MajuLab, CNRS-UNS-NUS-NTU International Joint Research Unit UMI 3654, Singapore
5Department of Physics, National University of Singapore, 2 Science Drive 3, 117542 Singapore
6Laboratoire Kastler Brossel, UPMC-Sorbonne Universite´s, CNRS,
ENS-PSL Research University, Colle`ge de France, 4 Place Jussieu, 75005 Paris, France
We study magnetic traps with very high trap frequencies where the spin is coupled to the motion
of the atom. This allows us to investigate how the Born-Oppenheimer approximation fails and how
effective magnetic and electric fields appear as the consequence of the non-adiabatic dynamics. The
results are based on exact numerical diagonalization of the full Hamiltonian describing the coupling
between the internal and external degrees of freedom. The position in energy and the decay rate of
the trapping states correspond to the imaginary part of the resonances of this Hamiltonian and are
computed using the complex rotation method.
I. INTRODUCTION
Magnetic trapping is one of the workhorses for cold
atom physics. A commonly used trap is the Ioffe-
Pritchard trap [1], in which the magnetic field is non-zero
at the center to prevent Majorana transitions to scatter-
ing states. In most situations, it is highly desirable to
obtain high trapping frequencies and gradients for fast
thermalization and strong confinement of the atoms. One
method to reach high frequencies is to miniaturize the
magnetic trap by using microfabricated chips [2]. This
far most magnetic traps operate in a regime where the
atomic spin can adiabatically follow local changes in the
magnetic field. [3–5].
In this article, we analyze the situation in magnetic
traps with very high trap frequencies, where the spin is
coupled to the motion of the atom. This allows us to in-
vestigate how the Born-Oppenheimer approximation fails
and how effective magnetic and electric fields appear as
a consequence of the non-adiabatic dynamics [6–9]. The
results are based on exact numerical diagonalization of
the full Hamiltonian describing the coupling between the
internal and external degrees of freedom. Using the com-
plex rotation method, the position in energy and the de-
cay rate of the trapping states correspond to the imagi-
nary part of the resonances of this Hamiltonian are com-
puted [10].
II. MAGNETIC TRAPPING
A. Atoms in a magnetic field
The Hamiltonian of an atom with mass M and spin
operator J = (Jx, Jy, Jz) in a magnetic field B, is given
by
H =
p2
2M
+
gµB
~
J ·B, (1)
where µB is the Bohr magneton and g is the g−factor.
We consider the J = 1 case. By writing
B = B(sinα cosβ, sinα sinβ, cosα), (2)
where B, α and β values are varying in space, the Hamil-
tonian reads
H =
p2
2M
+
µBBtot√
2
 √2 cosα e−iβ sinα 0eiβ sinα 0 e−iβ sinα
0 eiβ sinα −√2 cosα
 ,(3)
in the eigenbasis | − 1〉, |0〉, |1〉 of Jz.
When the Larmor frequency ωL = µBBtot/~ is much
larger than the typical frequency of the atomic motion,
the fast spin dynamics decouple from the slow evolu-
tion of the center of mass of the atom. In the Born-
Oppenheimer approximation, the state of the system
Ψ(r) is written as
|Ψ(r)〉 ≈ ψj(r)|χj(r)〉, (4)
where ψj(r) is the wave function and |χj(r)〉 is an eigen-
vector of the position dependent spin-part of the Hamil-
tonian H in Eq. (3). The effective potential seen by
the atoms is just the associated eigenvalue Vj(r), whose
minimum, if existing, creates a trapping potential. In
addition, since the local eigenstates |χj(r)〉 are position
dependent a vector potential and an additional scalar po-
tential appear, for each component ψj(r):
Aj(r) = −i~〈χj(r)|∇χj(r)〉,
Φj(r) =
~2
2
[〈∇χj(r)| (1− |χj(r)〉 〈χj(r)|) · |∇χj(r)〉] .
(5)
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2These quantities are well-known in molecular physics
as Berry-Mead and Born-Huang potentials [7]. In cold
atomic gases, they appear in the situation of position
dependent dark-states [11], allowing experimental real-
izations of artificial gauge fields [12]. The eigenstates
|χj(r)〉 of the spin Hamiltonian are only defined up to a
phase factor, which can be position dependent. From the
preceding expression, one readily obtains that the change
|χj(r)〉 → eif(r)|χj(r)〉 amounts to the gauge transforma-
tion:
Aj(r)→ Aj(r) +∇f(r),
Φj(r)→ Φj(r). (6)
In addition to these adiabatic terms, there are also cou-
pling between the different eigenstates |χj(r)〉, which ap-
pears as off-diagonal terms of the Hamiltonian in the
|χj(r)〉 basis. They are precisely responsible for the Ma-
jorana losses.
B. Experimental set-up
To observe the effects of the effective Berry-Mead and
Born-Huang potentials, it is required to use magnetic
traps with high trap frequencies. One efficient way to re-
alize this is to use microfabricated magnetic traps, which
are formed when the magnetic field from a small current-
carrying wire is superimposed with an external bias field.
The magnetic field from a thin and long wire along the z-
axis is given by Bθ(r) =
µ0
2pi
Iω
r eθ, where θ is the polar an-
gle in cylindrical coordinates, and r is the distance from
the wire. We assume a homogeneous external bias field
Bbias = (
B0√
2
,−B0√
2
, Bz). Superimposing Bθ(r) and Bbias,
we obtain, in cartesian coordinates, the total magnetic
field
B = (
B0√
2
− µ0
2pi
Iωy
x2 + y2
,−B0√
2
+
µ0
2pi
Iωx
x2 + y2
, Bz)
= (B˜x, B˜y, B˜z). (7)
The magnitude of B is given by
B2 = B2z +B
2
0 −
√
2B0ξ(x+ y)
x2 + y2
+
ξ2
x2 + y2
(8)
with ξ = µ0Iω2pi . This has a minimum at the position
x0 = y0 =
ξ√
2B0
, where weak-field seeking atoms can be
trapped.
Introducing local coordinates (x˜, y˜) around the mini-
mum (x0, y0), the xy-components of the magnetic field
read:
B˜x =
B0√
2
((x0 + x˜)
2 + (y0 + y˜)
2)− ξ(y0 + y˜)
(x0 + x˜)2 + (y0 + y˜)2
,
B˜y =
−B0√
2
((x0 + x˜)
2 + (y0 + y˜)
2) + ξ(x0 + x˜)
(x0 + x˜)2 + (y0 + y˜)2
(9)
to first order in x˜ and y˜
B˜x ≈ B
2
0
ξ
x˜, B˜y ≈ −B
2
0
ξ
y˜. (10)
This approximation can be readily obtained from the
linearization of B at the minimum of the potential:
B ≈ (Gx˜,−Gy˜,Bz), where G is the gradient of the mag-
netic field in the (x˜, y˜) plane, i.e.,
G =
B20
ξ
=
2pi
µ0
B20
Iω
. (11)
C. Harmonic units
As explained just above, weak-field seeking atoms can
be trapped around the minimum of the magnetic field;
more precisely, the effective trapping potential is propor-
tional to:
µBB = µBBz
√
1 +
G2
B2z
(x˜2 + y˜2), (12)
where the harmonic approximation leads an effective trap
frequency (and harmonic length)
ωT =
√
µBBz
M
G
Bz
, `T =
√
~
MωT
. (13)
Using `T and ωT as harmonic units for length and en-
ergy and by introducing the Larmor-type frequency ωL =
µBBz/~, the Hamiltonian for a spin-1 reads
H
~ωT
=
p2
2
+
V (r)√
2
 √2 cosα e−iβ sinα 0eiβ sinα 0 e−iβ sinα
0 eiβ sinα −√2 cosα
 , (14)
where
V (r) =
µBBtot
~ωT
=
µBBz
~ωT
√
1 +
G2`2T
B2z
(x2 + y2). (15)
We are now using the notation x and y for the scaled
position around the minimum, not to be confused with
the original notation. In this rescaled units, one has p =
−i∇.
With the above definition, it follows that
µBBz
~ωT
=
ωL
ωT
≡ ρ−2,
G2`2T
B2z
=
ωT
ωL
≡ ρ2, (16)
in terms of which
V (r) =
1
ρ2
√
1 + ρ2(x2 + y2). (17)
3The ratio ρ precisely compares the motional dynam-
ics (frequency trap) to the spin dynamics (Larmor fre-
quency). As one can see, the full dynamics of the prob-
lem depend only on this single dimensionless parameter.
In the usual trapping situation, this is a small parame-
ter, typically ranging from 10−3 to 10−1, telling that, (i)
the Born-Oppenheimer approximation is valid, and (ii)
the trap is almost harmonic V (r) ≈ 1ρ2 + 12 (x2 + y2).
On the other hand, for ρ ≈ 1, i.e., the timescale of the
spin and the motional dynamics are comparable, devia-
tions from the harmonic behavior are marked and all the
effects beyond the Born-Oppenheimer approximation be-
come important, in particular the Majorana’s losses.
Finally, as functions of the magnetic field gradient G
(in T/m) and the bias field Bz (in Gauss), one has for
Rb87:
ωT =
√
µB
M
G√
Bz
= 8.135× 102 G√
Bz
νT =
ωT
2pi
= 129.47
G√
Bz
ωT
ωL
=
~√
µBM
G
B
3/2
z
= 9.25× 10−5 G
B
3/2
z
.
(18)
For a given value of G and Bz, the dimensionfull values
for frequencies and the decay rates are related to the
numerical ones as follows:
νexp = νT × Enum,
Γexp
2pi
= νT × Γnum,
(19)
see below for application.
III. BEYOND THE BORN-OPPENHEIMER
APPROXIMATION
A. Effective Hamiltonian
As mentioned above, beside the vector potentials Aj
and the Born-Huang scalar potentials Φj , off-diagonal
couplings between the components ψj arise because of
the motion of the atoms. From a mathematical point
of view, this is nothing but saying that the operator p
2
2
does not commute with the position dependent diagonal-
ization of the spin Hamiltonian. More precisely, decom-
posing the state of the system |Ψ(r)〉 in the eigenstates
of the spin Hamiltonian, |Ψ(r)〉 = ∑j ψj(r)|χj(r)〉, one
can derive the effective Hamiltonian Heff acting on the
wave functions ψj(r). One has
|χ−(r)〉 = sin2 α
2
|1〉 − 1√
2
sinαeiβ |0〉
+ cos2
α
2
e2iβ |−1〉 ,
|χ0(r)〉 = − 1√
2
sinα |1〉+ cosαeiβ |0〉
+
1√
2
sinαe2iβ |−1〉 ,
|χ+(r)〉 = cos2 α
2
|1〉+ 1√
2
sinαeiβ |0〉
+ sin2
α
2
e2iβ |−1〉 ,
(20)
where the |m〉 are the Zeeman states. The associated
eigenvalues are −V (r), 0 and +V (r), respectively.
Assuming that the magnetic field simply reads
(Gx,−Gy,Bz), one obtains
tanβ = −y/x = − tan θ
tanα =
G
Bz
√
x˜2 + y˜2 =
G`T
Bz
√
x2 + y2 = ρ
√
x2 + y2.
(21)
In the adiabatic limit, i.e., ρ → 0, α → 0, such that the
trapping state |χ+(r)〉 ≈ |m = 1〉, i.e., the atoms with a
Jz = 1 are the ones which are trapped.
In harmonic units, Heff acting on the vector
(ψ+, ψ0, ψ−) reads formally as follows:
Heff =
 h++ h+0 h+−h0+ h00 h0−
h−+ h−0 h−−
+
 V (r) 0 00 0 0
0 0 −V (r)
 (22)
The diagonal entries take the form
hjj =
1
2
(p−Aj)2 + Φj , (23)
where
A+(r) =
(
1− 1
γ
)
eθ
r
,
A0(r) =
eθ
r
,
A−(r) =
(
1 +
1
γ
)
eθ
r
,
Φ−(x) = 2Φ0(x) = Φ+(x) =
ρ2(1 + γ2)
4γ4
(24)
with r =
√
x2 + y2 and γ = γ(r) =
√
1 + ρ2r2.
4The off-diagonal entries of Heff are
h+0 = −1
2
[√
2ρ
rγ2
(
−r ∂
∂r
− iγ ∂
∂θ
)
−
√
2ρ
rγ4
(γ3 − γ2 + 1)
]
,
h+− =
r2ρ4
4γ4
,
h0+ = −1
2
[√
2ρ
rγ2
(
r
∂
∂r
− iγ ∂
∂θ
)
−
√
2ρ
rγ4
(γ3 − 1)
]
,
h0− = −1
2
[
−
√
2ρ
rγ2
(
r
∂
∂r
+ iγ
∂
∂θ
)
−
√
2ρ
rγ4
(γ3 + 1)
]
,
h−+ =
r2ρ4
4γ4
,
h−0 = −1
2
[√
2ρ
rγ2
(
r
∂
∂r
− iγ ∂
∂θ
)
−
√
2ρ
rγ4
(γ3 + γ2 − 1)
]
.
(25)
Heff is Hermitian with respect to the scalar product
〈f(r, θ) |g(r, θ)〉 = ∫∫ rdr dθ f∗(r, θ)g(r, θ).
B. Numerical implementation
The Hamiltonian Heff is invariant under spatial ro-
tations, therefore the eigenstates can be written as
eimθ(ψ+(r), ψ0(r), ψ−(r)). For each value of m, the re-
sulting Hamiltonian Hm only depends on the radial coor-
dinate r. Since the value of the functions ψj(r) at r = 0
is not fixed by any boundary condition, one uses a dis-
cretization scheme that does not contain the point r = 0,
namely the grid points are rn = (n+ 1/2)∆r, for n rang-
ing from 0 to a maximum valueN . 1/∆r fixes the number
of grid points per harmonic length, whereas N∆r corre-
sponds to the size of the system in harmonic length units.
The Hamiltonian Hm is Hermitian for the scalar product
〈F |G〉 = ∫ rdr (f∗+(r)g+(r) + f∗0 (r)g0(r) + f∗−(r)g−(r)),
where F = (f+(r), f0(r), f−(r)), such that it is the dis-
cretization of the equation rHmψ = Erψ that leads to
a generalized eigenvalue problem AX = EBX, where A
and B are (3N + 3) × (3N + 3) Hermitian matrices, B
being positive definite.
Neglecting the off-diagonal coupling, the effective po-
tentials seen by ψ0 and ψ− components being 0 and
−V (r), the corresponding eigenstates are not bound
states but scattering states, whereas they are bound
states for the ψ+ component. The off-diagonal coupling
allows this bound states to decay to the scattering chan-
nels, which, from a mathematical point of view, becomes
resonances, i.e., complex poles of the Green function
G(z) = 1/(z − H). The complex rotation method is
appropriate to compute directly the properties of these
resonances (energy, width). Its properties rely on math-
ematical properties of the analytic continuation of the
Green’s function in the complex plane [14, 15]. A review
of its application to atomic physics can be found in [10].
The method is implemented in our case by making the
radial coordinate complex: r → eiφr and ∂∂r → e−iφ ∂∂r ,
where φ is a real parameter (the rotation angle). The
matrix representations of the Hamiltonian then become
complex symmetric, but are no more Hermitian. The
fundamental properties of the complex spectra are :
• The bound states, if any, are still on the real axis.
• The continua are rotated by an angle 2φ on the
lower-half complex plane, around their branching
point.
• Each complex eigenvalue Ej gives the properties of
one resonance, i.e., the energy is the real part of
Ej , and the width is two times the negative of the
imaginary part. The complex eigenvalues are inde-
pendent of φ, provided that they are not covered
by the continua.
Note that in the present case, the branching point asso-
ciated to ψ0 is located at E = 0, whereas the one associ-
ated to ψ− is formally at E = −∞, since −V (r) ≈ −r/ρ
for large r. The scattering states for a linear potential
oscillate faster for large distance, such that they cannot
be accurately described within a discretization scheme.
On the other hand, the overlap with the bound states
at very large distance is negligible, so that the exact be-
havior barely impacts the position and the width of the
resonance. Therefore to avoid numerical artifacts and
increase the numerical accuracy, we replace the antitrap-
ping potential for ψ− by
Vscatt(r) =
1
ρ2
√
1 + ρ2
r2
1 + h2r2
, (26)
where h is a small parameter, typically h ≈ 10−2. For
hr  1, then Vscatt(r) ≈ V (r), whereas for hr  1, then
Vscatt(r) ≈ 1/hρ, such that the scattering states have
a well defined wavelength for large r values. We have
numerically checked that the results presented here are
insensitive to the actual h value.
C. Results
The properties of the resonances (position in energy
and width) are displayed, as functions of ωT /ωL, by the
Fig. 1 for the m = 0 states and by the Fig. 2 for the
m = ±1 states. In both cases, the zero of energy cor-
responds to the bottom of the trapping state, i.e., cor-
responding to a global shift of − 1ρ2 of the eigenergies of
Heff , such that in the adiabatic limit ρ → 0, the ener-
gies directly correspond to the harmonic oscillator levels.
This is clearly seen on the left part of the top plots. On
the contrary, for ρ ≈ 1 (right part), the energy levels dif-
fer from the harmonic one, in particular, the difference
in energy En+1−En gets smaller with higher n reflecting
the linear behavior of the trapping potential V (r) at large
r. The behavior in the adiabatic regime can be obtained
5from the perturbation expansion of h++ with respect to
A+ and φ+. More precisely, for a fixed value of m, h++
reads:
h++ = h
(0)
++−
m
r2
(
1− 1
γ
)
+
1
4r2
(
3γ4 − 4γ3 − 2γ2 + 1
γ4
)
.
(27)
The second term arises from the gauge field A+ and re-
sults in a energy splitting among the ±m states, which
is clearly observed in Fig. 2. A Taylor expansion of these
two terms at small distances ρr  1 leads respectively
to:
−m
r2
(
1− 1
γ
)
≈ −m
(
ρ2
2
− 3
8
ρ4r2
)
1
4r2
(
3γ4 − 4γ3 − 2γ2 + 1
γ4
)
≈ ρ
2
2
− 5
8
ρ4r2
(28)
The two terms proportional to ρ2 correspond to an en-
ergy shift whereas the two terms proportional to ρ4r2
correspond to modification of the trap frequency. How-
ever, the preceding formula cannot be compared directly
to the numerical results since at large distances ρr  1 ,
the two last terms in h++ leads to an effective centrifugal
potential
(−m+ 3
4
)
1
r2
, (29)
which is independent of ρ. This shows that, although A+
and φ+ are small perturbations to the h00, the resulting
energy shift has to be computed using their exact expres-
sions, not just their Taylor expansion around r = 0.
Furthermore, in the adiabatic regime, the decay rates
can be obtained from the Fermi golden rule. Assuming
that one can approximate the scattering states as plane
waves ψ0(r) ≈ eikr, i.e., neglecting the fact that r is
a radial coordinate, the decay rates are proportional to
the modulus square of the Fourier transform |ψ(n)+ (k)|2
of the harmonic trap wave functions, taken at the k cor-
responding to the energy of the bound state, i.e., such
that k
2
2 = En+
1
ρ2 . At first order the decay is dominated
by the Gaussian decay of the wave function e−r
2/2, such
that one has:
Γ ≈ e−k2 = e−2En−2/ρ2 . (30)
Therefore, one predicts a linear behavior of ln Γ as func-
tions of ρ−2 = ωL/ωT . This can be seen for both m = 0
and m = ±1 states (Figs. 1 and 2, bottom plots). The
behavior, at fixed ρ, is slightly more complicated since
one has to take into account the exact shape of the har-
monic functions, in particular to explain that for small
ρ, the decay rates increase with the principal quantum
number. We have checked on a simpler model that it
is indeed a generic behavior: for a fixed value of ρ, the
decay rates depict a maximum around an energy (which
depends on ρ), see Fig. 3.
From the numerical point of view, Table I summarizes
the expected decay rate of the m = 0 ground state and
0.0 0.2 0.4 0.6 0.8 1.0
ωT/ωL
0
2
4
6
8
R
e(E
i)
S=1, m=0 states
0.0 5.0 10.0 15.0
ωL/ωT
10-12
10-8
10-4
100
Γ i
/2
Figure 1. (color online) Properties of the m = 0 resonances of
the Hamiltonian Heff : position in energy (top plot) and decay
rates (bottom plot) as functions of ωT /ωL. A given symbol
and color correspond to the same state for the two plots.
the energy splitting between the first two m = ±1 states
for few values of ωT /ωL. From the experimental point of
view, for Rb87 Fig. 4 displays the life-time 2pi/Γ (solid
black line) and the gradient G (red dashed line) as func-
tions of the bias field along the z axis, for the four dif-
ferent values of ωT /ωL depicted in Table I. For instance,
for a value of ωT /ωL = 0.2 (top-left plot), for a bias field
value of 0.05 Gauss, the life-time is ≈ 70ms, whereas
G is ≈ 25T/m. For these values, the trap frequency is
≈ 14.5kHz. The energy splitting between the ±1 states
is 2.2kHz. The splitting of the energy levels can be mea-
sured using RF-spectroscopy on the magnetic trap for a
cold thermal cloud [16].
ωT /ωL 0.2 0.25 0.31 0.4
Γnum × 103 1.0 4.8 16.0 41.8
E−num − E+num 0.15 0.18 0.21 0.25
Table I. Decay rate of the m = 0 ground state and the energy
splitting between the first two m = ±1 states for four values
of ωT /ωL.
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Figure 2. (color online) Properties of the m = ±1 resonances
of the Hamiltonian Heff : positions in energy as functions of
ωT /ωL (top plot) and decay rates as functions of ωL/ωT (bot-
tom plot).
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S=1  m=0  ωT/ωL=0.8
Figure 3. (colour online) Resonances in the complex energy
plane for a fixed value of ρ2 = ωT
ωL
= 0.9. As one can see, the
decay rates are not simply decreasing with increasing energy,
but rather exhibit a maximum around an energy value that
depends on ρ.
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Figure 4. (color online) Lifetime 2pi/Γ (solid black line, left
axis) and the gradient G (red dashed line, right axis) as func-
tions of the bias field along the z axis, for the four different
values of ωT /ωL depicted in the table I. For instance, for a
value of ωT /ωL = 0.2 (top-left plot), for a bias field value of
0.05 Gauss, the life-time is ≈ 70ms, whereas G is ≈ 25T/m.
For this value, the trap frequency is ≈ 14.5kHz. The energy
splitting between the ±1 states is 2.2kHz.
IV. CONCLUSIONS
A tight magnetic trap allows you to investigate the
break-down of the Born-Oppenheimer condition. The
adiabatic corrections will appear as reduced trap fre-
quencies. The Born-Huang potential counteracts the
adiabatic potential. Losses will appear, but remain
small. Situation is experimentally tolerable. Molecular
Aharonov-Bohm effects and geometric phases appear be-
cause of the effective magnetic field associated with the
vector potential. Using experimentally accessible quan-
tities (reasonable Bz), Majorana losses could be mea-
sured experimentally. Splitting between m = ±1 is due
to Berry connection and Born-Huang terms. As a future
work dynamical properties for a wave packet (shift of the
trap center) and impact of interactions can be studied.
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