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UNITARY CORRELATION SETS
SAMUEL J. HARRIS AND VERN I. PAULSEN
Abstract. The unitary correlation sets defined by the first author in conjunc-
tion with tensor products of Unc(n) are further studied. We show that Connes’
embedding problem is equivalent to deciding whether or not two smaller ver-
sions of the unitary correlation sets are equal. Moreover, we obtain the result
that Connes’ embedding problem is equivalent to deciding whether or not two
cross norms on Mn ⊗Mn are equal for all n ≥ 2.
Introduction
Connes’ embedding problem [6] is one of the most important problems in
the theory of operator algebras. The problem is the following: does every finite
von Neumann algebra M with separable predual embed into the ultrapower of
the hyperfinite II1 factor in a way that preserves the trace on M? This problem
is equivalent to many other open problems in many areas of mathematics. One
such area is quantum information theory, as demonstrated by recent results from
[9], [11] and [15], which show that the embedding problem is intimately related
with one of Tsirelson’s problems regarding quantum bipartite correlations. In
particular, Connes’ embedding problem has a positive answer if and only if the set
Cqc(n,m) of quantum bipartite correlations in the commuting model for n inputs
and m outputs can be approximated by the set Cq(n,m) of such correlations in
the finite-dimensional tensor product model [9, 11, 15].
An analogous theory of unitary correlation sets was developed by the first
author in [10]. It was shown in [10] that Connes’ embedding problem is equivalent
to deciding whether the set UCqc(n, n) of unitary correlations in the commuting
model is equal to the closure of the set UCq(n, n) of unitary correlations in the
finite-dimensional tensor product model, for all n ≥ 2.
Our main result is Theorem 4.6, which states that Connes’ embedding prob-
lem is equivalent to deciding whether a certain compression Bqc(n, n) of UCqc(n, n)
is equal to the closure of the analogous compression Bq(n, n) of UCq(n, n). More-
over, certain cross norms on Mn ⊗Mn arise from the sets Bq(n, n) and Bqc(n, n),
and it is shown that the embedding problem is equivalent to determining whether
or not these cross norms are equal on Mn ⊗ Mn, for all n ≥ 2. Drawing on
techniques in [5], we show that Bq(n,m) 6= Bqc(n,m) for all n,m ≥ 2 and that
Bq(n,m) is not closed. This result is one way in which the unitary correlation sets
differ greatly from the quantum bipartite correlation sets.
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In this paper, we draw on some results from operator system tensor theory
and quotient theory, as well as recent work in quantum information theory regard-
ing the embezzlement of entanglement of states. In Section §1, we review some
results regarding operator system tensor products, quotients and coproducts that
we will use. In Section §2, we give a brief introduction to the probabilistic corre-
lation sets arising in Tsirelson’s problems. Section §3 gives some properties of the
smaller unitary correlation sets Bq(n,m) and Bqc(n,m), along with other related
unitary correlation sets. Moreover, the correspondence between these correlation
sets and cross norms onMn⊗Mm is given. We relate Connes’ embedding problem
to determining whether or not Bq(n, n) = Bqc(n, n) in Section §4. Finally, in Sec-
tion §5, we use the theory of embezzling entanglement of states from [5] and [22]
to demonstrate several separations between the various unitary correlation sets.
1. Preliminaries
The theory of operator systems has many connections to Connes’ embedding
problem. In this section, we will give a brief introduction to certain aspects of the
theory; namely, we will introduce duality, tensor products, quotients and coprod-
ucts. First, suppose that S is an operator system, and let Sd be its Banach space
dual. The space Sd can always be endowed with the structure of a matrix ordered
space [4, Lemma 4.2, Lemma 4.3]. The involution on Sd is given by f ∗(s) = f(s∗)
for each f ∈ Sd and s ∈ S. We say that an element (fij) ∈ Mn(Sd) is positive
provided that the map F : S → Mn given by F (s) = (fij(s)) is completely posi-
tive. With these notions, Sd is a matrix ordered space. Moreover, if dim(S) <∞,
then Sd is an operator system with order unit given by a faithful state on S [4].
In this case, the canonical map i : S → Sdd is a complete order isomorphism.
Throughout this paper, we will be considering three tensor products: the
minimal, the commuting, and the maximal tensor products. First, we briefly
summarize some of the theory of tensor products of operator systems from [13]
and [14] that we shall need.
Let O denote the category of operator systems with unital, completely pos-
itive maps as the morphisms. An operator system tensor product is a map
τ : O ×O → O, (S, T ) 7→ S ⊗τ T , satisfying the following conditions:
(1) S ⊗τ T has the structure of an operator system on the vector space S ⊗T ,
with adjoint given by (s⊗ t)∗ = s∗⊗ t∗ and Archimedean matrix order unit
given by 1S ⊗ 1T ;
(2) If X ∈ Mp(S)+ and Y ∈ Mq(T )+, then X ⊗ Y := (Xij ⊗ Ykℓ)(i,j),(k,ℓ) is in
Mpq(S ⊗τ T )+; and
(3) If ϕ : S → Mp and ψ : T →Mq are ucp maps, then ϕ⊗ψ : S ⊗τ T → Mpq
is ucp.
An operator system tensor product τ is said to be symmetric if, for every (S, T ) ∈
O, the canonical map s⊗ t 7→ t⊗s extends to a complete order isomorphism from
S⊗τ T onto T ⊗τ S. An operator system tensor product τ is said to be functorial
if it satisfies the following property:
• If S1,S2, T1 and T2 are operator systems and ϕ : S1 → T1 and ψ : S2 → T2
are ucp maps, then ϕ⊗ ψ : S1 ⊗τ S2 → T1 ⊗τ T2 is ucp.
UNITARY CORRELATION SETS 3
Following [13], we now define the minimal, commuting and maximal tensor
products of operator systems. Suppose that S and T are operator systems, and
let ι : S → B(H) and κ : T → B(K) be complete order embeddings, where H
and K are Hilbert spaces. The minimal tensor product of S and T , denoted
by S ⊗min T , is the operator system arising from the inclusion (ι ⊗ κ)(S ⊗ T ) ⊆
B(H ⊗ K). Equivalently, an element X ∈ Mn(S ⊗min T )sa is positive if and
only if for every pair of ucp maps ϕ : S → Mp and ψ : T → Mq, we have
(ϕ⊗ψ)(n)(X) ∈M+npq. In particular, the operator system S ⊗min T is independent
of the choice of Hilbert spaces H and K, and independent of the complete order
embeddings ι and κ [13, Theorem 4.4].
Given two linear maps ϕ : S → B(H) and ψ : T → B(H), we will let ϕ · ψ :
S ⊗ T → B(H) be the product map defined on simple tensors by (ϕ · ψ)(s⊗ t) =
ϕ(s)ψ(t). With this notion in hand, we define the commuting tensor product
of S and T to be the operator system S ⊗c T such that X ∈ Mn(S ⊗c T )sa is
positive if and only if (ϕ · ψ)(n)(X) ∈ Mn(B(H))+ for every pair of ucp maps
ϕ : S → B(H) and ψ : T → B(H) with commuting ranges.
Finally, themaximal tensor product of S and T is defined as the operator
system S ⊗max T such that X ∈Mn(S ⊗max T )sa is positive if and only if for every
ε > 0, there are Sε ∈Mp(S)+, Tε ∈Mq(T )+ and a linear map Aε : Cn → Cp ⊗Cq
such that
X + εIn = A
∗
ε(Sε ⊗ Tε)Aε.
Finally, if α and β are operator system tensor products, then we write α ≤ β
if for every pair of operator systems S and T , the identity map id : S⊗β T → S⊗α
T is completely positive. Each of min, c,max are symmetric functorial operator
system tensor products [13]. It is also shown in [13] that
min ≤ c ≤ max .
Before introducing coproducts of operator systems, it is helpful to consider
the theory of operator system quotients. Suppose that ϕ : S → T is a surjective
ucp map between operator systems, and let J = ker(ϕ). We can endow the
quotient vector space S/J with an operator system structure. We define an
involution on S/J as (x˙)∗ = ˙(x∗) for each x˙ ∈ S/J . We let
Dn(S,J ) = {X˙ ∈Mn(S/J )sa : X +K ∈Mn(S)+ for some K ∈Mn(S)sa}.
Finally, we define the set of positive elements of Mn(S/J ) to be the set
Cn(S,J ) = {X˙ ∈Mn(S/J )sa : X˙ + εI˙n ∈ Dn(S,J ), ∀ε > 0}.
Then by [14], S/J is an operator system with order unit 1˙.
Given an operator system S, a surjective ucp map ϕ : S → T and a kernel
J = ker(ϕ) as above, we will say that J is completely order proximinal
provided that Dn(S,J ) = Cn(S,J ) for all n ∈ N. While the notion of a first
isomorphism theorem fails in general for operator systems, the following weaker
version still holds.
Proposition 1.1. (Kavruk-Paulsen-Todorov-Tomforde, [14]) If ϕ : S → T is
a ucp map and J = ker(ϕ), then the induced map ϕ˙ : S/J → T given by
ϕ˙(x˙) = ϕ(x) is ucp.
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In general, given a surjective ucp map ϕ : S → T , we will say that ϕ is a
complete quotient map if ϕ˙ : S/ ker(ϕ) → T defined as above is a complete
order isomorphism. We have the following relation between complete quotient
maps and complete order injections:
Theorem 1.2. (Farenick-Paulsen, [8]) Let ϕ : S → T be a surjective ucp map
between finite-dimensional operator systems. Then ϕ is a complete quotient map
if and only if the adjoint mapping ϕd : T d → Sd given by [ϕd(f)](s) = f(ϕ(s)) for
all f ∈ T d and s ∈ S is a complete order embedding.
We will also consider coproducts of operator systems. These are akin to
free products of C∗-algebras amalgamated over the unit. For simplicity, we will
consider the coproduct of finitely many operator systems S1, ...,Sn with n ≥ 2.
More information can be found in [7]. Let S1, ...,Sn be operator systems, and let
ei denote the order unit of Si. The coproduct of S1, ...,Sn is an operator system⊕
1{Si}ni=1, together with unital complete order embeddings κi : Si →
⊕
1{Si}ni=1,
which satisfies the following universal property: for any operator system R and
any collection of ucp maps ϕi : Si → R for 1 ≤ i ≤ n, there is a unique ucp map
ϕ :
⊕
1{Si}ni=1 →R such that ϕ(κi(si)) = ϕi(si) for all si ∈ Si and 1 ≤ i ≤ n.
The coproduct
⊕
1{Si}ni=1 can always be realized as a complete quotient of
the direct sum
⊕n
i=1 Si of the operator systems S1, ...,Sn. Let S =
⊕n
i=1 Si be the
direct sum of S1, ...,Sn. This operator system has order unit (e1, ..., en). We let
J =
{
(xi)
n
i=1 ∈ S : xi = λiei, λi ∈ C,
n∑
i=1
λi = 0
}
.
Note that an element in S is positive if and only if each coordinate is positive.
Therefore, J has no positive elements except 0. It follows by [12, Proposition 2.4]
that J is a completely order proximinal kernel of a ucp map. Hence, we may form
the quotient operator system S/J .
Theorem 1.3. (Farenick-Kavruk-Paulsen-Todorov, [7]) Let S1, ...,Sn be operator
systems, let S = ⊕ni=1 Si and let J be defined as above. Then ⊕1{Si}ni=1 is
completely order isomorphic to S/J .
2. Probabilistic Correlation Sets
Before examining the unitary correlation sets from [10] in detail, it is helpful
to consider the correlation sets arising in Tsirelson’s problems as a comparison.
We give a brief introduction to these quantum bipartite correlation sets below; see
[9, 11, 21] for more information.
We recall that a projection valued measure with m outputs is a collection
of projections {Pi}mi=1 on a Hilbert space H such that
∑m
i=1 Pi = IH. The set
of quantum correlations in n inputs and m outputs, denoted by Cq(n,m), is
defined as the set of all coordinates of the form
(〈Ea,x ⊗ Fb,yξ, ξ〉)a,x,b,y,
where {Ea,x}ma=1 is a PVM on a finite-dimensional Hilbert space HA for each
1 ≤ x ≤ n, {Fb,y}mb=1 is a PVM on a finite-dimensional Hilbert space HB for each
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1 ≤ y ≤ n, and ξ ∈ HA ⊗ HB is a unit vector. The set of quantum spatial
correlations Cqs(n,m) is defined in the same manner, except that we no longer
assume that HA and HB are finite-dimensional.
The set of quantum commuting correlations in n inputs and m inputs,
denoted by Cqc(n,m), is the set of all coordinates of the form
(〈Ea,xFb,yξ, ξ〉)a,b,x,y,
where for each 1 ≤ x, y ≤ n, the collections {Ea,x}ma=1 and {Fb,y}mb=1 are PVM’s
on the same Hilbert space H, ξ ∈ H is a unit vector, and Ea,x commutes with Fb,y
for all a, b, x, y. For convenience, we will also let Cqa(n,m) = Cq(n,m).
Theorem 2.1. (Ozawa, [15]) The following are equivalent.
(1) Connes’ embedding problem has a positive answer.
(2) Cqa(n,m) = Cqc(n,m) for all n,m ≥ 2.
(3) Cqa(n,m) = Cqc(n,m) for a fixed m ≥ 2 and all n ≥ 2.
There is a natural link between the sets Ct(n,m) for t ∈ {qa, qc} and operator
system tensor products. Consider A = ∗ni=1ℓ∞m , the free product of n copies of ℓ∞m ,
amalgamated over the identity. Let e
(k)
i be the generator of the i-th coordinate of
the k-th copy of ℓ∞m in A. Let
Fn,m = span {e(k)i : 1 ≤ i ≤ m, 1 ≤ k ≤ n}.
By results from [9] and [11], the above correlation sets correspond to states
on various operator system structures on Fn,m ⊗ Fn,m. To simplify the notation,
we let ea,x correspond to the generator of the a-th coordinate in the x-th copy of
ℓ∞m on the left of the tensor product. We let fb,y correspond to the generator of the
b-th coordinate in the y-th copy of ℓ∞m on the right of the tensor product. Then
Cqa(n,m) = {(s(ea,x ⊗ fb,y))a,b,x,y : s ∈ S(Fn,m ⊗min Fn,m)},
whereas
Cqc(n,m) = {(s(ea,x ⊗ fb,y))a,b,x,y : s ∈ S(Fn,m ⊗c Fn,m)}.
We define the set of quantum maximal correlations with n inputs and
m outputs to be the set
Cqmax(n,m) = {(s(ea,x ⊗ fb,y))a,b,x,y : s ∈ S(Fn,m ⊗max Fn,m)}.
We will show that Cqmax(n,m) is precisely the set of all non-signalling box
correlation probabilities in the sense of [20]. Before we can prove this result, we
need a description of the dual of Fn,m. To this end, the following is very useful.
Theorem 2.2. (Farenick-Kavruk-Paulsen-Todorov, [7]) Fn,m is completely order
isomorphic to the coproduct of n copies of ℓ∞m . In other words,
Fn,m ≃
⊕
1
{ℓ∞m}ni=1.
Corollary 2.3. The dual of Fn,m is completely order isomorphic to
Sn,m = {(γ1, ..., γn) ∈
n⊕
i=1
ℓ∞m :
n∑
j=1
γi(j) =
n∑
j=1
γk(j), ∀1 ≤ i, k ≤ m}.
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Proof. Since Fn,m is a complete quotient of
⊕n
i=1 ℓ
∞
m by the kernel J in the sense
of Theorem 1.3, the adjoint map gives a complete order embedding of Fdn,m into
(
⊕n
i=1 ℓ
∞
m )
d ≃⊕ni=1 ℓ∞m by Theorem 1.2. Thus, the vector space dual of Fn,m with
the operator system structure inherited from
⊕n
i=1 ℓ
∞
m is the operator system dual
of Fn,m. This space is none other than the annihilator of J , which is exactly
Sn,m. 
For n,m ∈ N, we define the set of non-signalling box probabilities to be
the set of coordinates {(p(a, b|x, y)) : 1 ≤ a, b ≤ m, 1 ≤ x, y ≤ n}, subject to the
following conditions:
• p(a, b|x, y) ≥ 0, for all a, b, x, y;
• ∑ma,b=1 p(a, b|x, y) = 1 for all x, y;
• ∑ma=1 p(a, b|x, y) =∑na=1 p(a, b|x′, y) for all b, x, x′, y; and
• ∑mb=1 p(a, b|x, y) =∑mb=1 p(a, b|x, y′) for all a, x, y, y′.
We denote by Cnsb(n,m) the set of all non-signalling box probabilities.
Theorem 2.4. For all n,m ≥ 2, Cqmax(n,m) = Cnsb(n,m).
Proof. Let s ∈ S(Fn,m ⊗max Fn,m); we will show that (s(ea,x ⊗ fb,y))a,b,x,y is in
Cnsb(n,m). As ea,x and fb,y are positive elements in Fn,m, we have ea,x ⊗ fb,y ∈
(Fn,m ⊗max Fn,m)+. Since 1 =
∑m
a=1 ea,x and 1 =
∑m
b=1 fb,y, it is easy to see
that 1⊗ 1 =∑ma,b=1 ea,x ⊗ fb,y, so that the first two conditions of Cnsb(n,m) hold
for (s(ea,x ⊗ fb,y))a,b,x,y. We show that the third condition also holds; the fourth
condition is similar. Let x 6= x′; then since Fn,m is a coproduct,
∑m
a=1 ea,x =∑m
a=1 ea,x′ = 1. Hence,
m∑
a=1
ea,x ⊗ fb,y =
m∑
a=1
ea,x′ ⊗ fb,y.
The third and fourth conditions follow, so that (s(ea,x ⊗ fb,y))a,b,x,y is an element
of Cnsb(n,m).
Conversely, suppose that (p(a, b|x, y))a,b,x,y is in Cnsb(n,m). Define a function
s : Fn,m ⊗max Fn,m → C by s(ea,x ⊗ fb,y) = p(a, b|x, y). The third and fourth
conditions guarantee that s is a functional on Fn,m ⊗ Fn,m. We see that
s(1) =
m∑
a,b=1
s(ea,x ⊗ fb,y) =
m∑
a,b=1
p(a, b|x, y) = 1.
Hence, s is unital. Identify s with its image in
(⊕n
j=1 ℓ
∞
m
)
⊗min
(⊕n
j=1 ℓ
∞
m
)
. This
element is positive if and only if every coordinate is non-negative. The coordinates
of s in
(⊕n
j=1 ℓ
∞
m
)
⊗min
(⊕n
j=1 ℓ
∞
m
)
are precisely the elements s(ea,x ⊗ fb,y) =
p(a, b|x, y), so that s is positive. Hence, s is a state on Fn,m⊗maxFn,m, which shows
that (p(a, b|x, y))a,b,x,y ∈ Cqmax(n,m). Therefore, Cqmax(n,m) = Cnsb(n,m). 
3. Unitary Correlation Norms and Connes’ Embedding Problem
For n ∈ N with n ≥ 2, we let Unc(n) denote the universal C∗-algebra with
generators {uij : 1 ≤ i, j ≤ n} such that the matrix U = (uij) is unitary in
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Mn(Unc(n)). This C∗-algebra was defined by L. Brown in [3]. It possesses the
following universal property: if A is a unital C∗-algebra and {aij : 1 ≤ i, j ≤ n}
is a subset of A such that (aij) is unitary in Mn(A), then there is a unique
unital ∗-homomorphism π : Unc(n) → A such that π(uij) = aij . We let Vn =
span {1, uij, u∗ij}ni,j=1 ⊆ Unc(n) be the operator system spanned by the generators
of Unc(n). The operator system Vn has the following universal property:
Proposition 3.1. (Harris, [10]) Let {aij : 1 ≤ i, j ≤ n} be a subset of a unital
C∗-algebra A such that ‖(aij)‖ ≤ 1. Then there is a unique ucp map ψ : Vn → A
such that ψ(uij) = aij for all 1 ≤ i, j ≤ n.
The following theorem shows how Vn can be obtained as a quotient of M2n.
Theorem 3.2. (Harris, [10]) The map ϕn : M2n → Vn given by
ϕn(Eij) =

1
2n
1 i = j
1
2n
ui(j−n) i ≤ n, j ≥ n+ 1
1
2n
u∗j(i−n) i ≥ n+ 1, j ≤ n
0 otherwise
is a complete quotient map.
As an immediate corollary, we obtain the following:
Corollary 3.3. If n,m ∈ N with n,m ≥ 2, then ϕn ⊗ ϕm : M2n ⊗ M2m →
Vn ⊗max Vm is a complete quotient map.
Proof. It is straightforward to check that if J2n is the kernel of ϕn, then
ker(ϕn ⊗ ϕm) = J2n ⊗M2m +M2n ⊗ J2m.
Now, let X ∈ Mp(Vn ⊗max Vm) be strictly positive; that is, assume that X ≥ ε1
for some ε > 0. Then there are S ∈ Mk(Vn)+, T ∈ Mq(Vm)+, and a rectangular
matrix A ∈Mp,kq such that
X = A(S ⊗ T )A∗.
Since ϕn and ϕm are complete quotient maps and J2n and J2m are completely order
proximinal, we may find matrices P,Q with entries in M2n and M2m, respectively,
with quotient images equal to S and T respectively. Then X is the image of a
positive element in M2n ⊗M2m, and we are done. 
Recall that if X and Y are Banach spaces, then a reasonable cross-norm
on the vector space tensor product X ⊗ Y is a norm α on X ⊗ Y satisfying the
following:
• α(x⊗ y) ≤ ‖x‖‖y‖ whenever x ∈ X and y ∈ Y ; and
• if ϕ ∈ X ∗ and ψ ∈ Y∗, then ϕ⊗ ψ is bounded on X ⊗ Y , with
‖ϕ⊗ ψ‖ := sup{|(ϕ⊗ ψ)(u)| : u ∈ X ⊗ Y , α(u) ≤ 1} ≤ ‖ϕ‖‖ψ‖.
Given a reasonable cross-norm α on X ⊗Y , we denote by X ⊗αY the vector
space X ⊗Y with the norm α, and we denote by X⊗̂αY the completion of X ⊗Y
8 SAMUEL J. HARRIS AND VERN I. PAULSEN
with respect to the norm α. Two examples are in order. The first is the projective
Banach space tensor norm ‖ · ‖π, given by
‖u‖π = inf
{
n∑
i=1
‖xi‖‖yi‖ : xi ∈ X , yi ∈ Y , n ∈ N, u =
n∑
i=1
xi ⊗ yi
}
.
The second example is the injective Banach space tensor norm ‖ · ‖ε, given
by
‖u‖ε = sup{|(ϕ⊗ ψ)(u)| : ϕ ∈ X ∗, ψ ∈ Y∗, ‖ϕ‖ ≤ 1, ‖ψ‖ ≤ 1}.
It is well-known (see, for example, [17, Proposition 6.1]) that a norm α on X ⊗Y is
a reasonable cross-norm if and only if ‖ · ‖ε ≤ α(·) ≤ ‖ · ‖π. We will also say that a
reasonable cross-norm α that is defined for all pairs of Banach spaces is functorial
if, for all Banach spaces X1,X2,Y1,Y2 and bounded linear maps S : X1 → X2 and
T : Y1 → Y2, the map S⊗T : X1⊗Y1 → X2⊗Y2 extends to a bounded linear map
from X1⊗̂αX2 to Y1⊗̂αY2 with norm ‖S‖‖T‖. Both the injective and projective
Banach space tensor norms are functorial [17, p. 129].
We will explore properties of the unitary correlation sets defined in [10]. By
way of notation, whenever H is a Hilbert space and U = (Uij) ∈ Mn(B(H)) is
unitary, we will let Bn(U) = {IH} ∪ {Uij, U∗ij}ni,j=1. We define
UCq(n,m) = {(〈(X ⊗ Y )ψ, ψ〉)X∈Bn(U), Y ∈Bm(V )},
where U ∈ Mn(B(HA)) and V ∈ Mm(B(HB)) are unitary, HA and HB are
finite-dimensional Hilbert spaces, and ψ ∈ HA ⊗ HB is a unit vector. We de-
fine UCqs(n,m) to be the set of correlations in UCq(n,m), only dropping the
requirement that HA and HB be finite-dimensional. For the commuting model,
we define
UCqc(n,m) = {(〈XY ψ, ψ〉)X∈Bn(U), Y ∈Bm(V )},
where U ∈ Mn(B(H)) and V ∈ Mm(B(H)) are unitary, H is a Hilbert space,
ψ ∈ H is a unit vector, and XY = Y X for all X ∈ Bn(U) and Y ∈ Bm(V ). We
can also define a local model. For local correlations, we let UCloc(n,m) be the
set of correlations in UCqc(n,m) such that C
∗(Bn(U)∪Bm(V )) is a commutative
C∗-algebra.
For each of the above correlation sets UCt(n,m), we will consider the smaller
set Bt(n,m) obtained by only considering X ∈ {Uij : 1 ≤ i, j ≤ n} and Y ∈ {Vkℓ :
1 ≤ k, ℓ ≤ m}.
To define quantum maximal unitary correlation sets, we will require a slightly
different approach. We let
Gn,m = {x⊗ y : x ∈ {1} ∪ {uij, u∗ij}ni,j=1, y ∈ {1} ∪ {vkℓ, v∗kℓ}mk,ℓ=1}.
We let UCqmax(n,m) be the set of all coordinates of the form
(s(x))x∈Gn,m,
where s is a state on Vn ⊗max Vm. Similarly, we let
Bqmax(n,m) = {(s(uij ⊗ vkℓ))(i,j),(k,ℓ) : s ∈ S(Vn ⊗max Vm)}.
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We define UCqmin(n,m) to be the set of all coordinates of the form (s(x))x∈Gn,m ,
where s is a state on Vn ⊗min Vm, and
Bqmin(n,m) = {(s(uij ⊗ vkℓ))(i,j),(k,ℓ) : s ∈ S(Vn ⊗min Vm)}.
Some of the known properties of these sets are summarized in the following theo-
rem. Aside from the presence of UCqmax(n,m), the proof of this theorem can be
found in [10].
Theorem 3.4. (Harris, [10]) Let n,m ≥ 2. Then UCq(n,m) = UCqs(n,m) =
UCqmin(n,m) and
UCq(n,m) ⊆ UCqs(n,m) ⊆ UCqmin(n,m) ⊆ UCqc(n,m) ⊆ UCqmax(n,m).
Moreover, each of these sets is convex, and UCqc(n,m) is closed.
Proof. The last containment is the only result not shown in [10]. To show that
UCqc(n,m) ⊆ UCqmax(n,m), we use the fact that UCqc(n,m) corresponds to states
on Vn⊗cVm [10], while UCqmax(n,m) corresponds to states on Vn⊗maxVm. As every
state on Vn⊗c Vm is a state on Vn⊗max Vm, we obtain the desired inclusion. Since
UCqmax(n,m) corresponds to a state space, it is clearly convex, as required. 
To be consistent with the notation used for probabilistic correlation sets, we
set UCqa(n,m) = UCqmin(n,m) and Bqa(n,m) = Bqmin(n,m). The link between
unitary correlation sets and Connes’ embedding problem can be summarized as
follows:
Theorem 3.5. (Harris, [10]) The following are equivalent.
(1) Connes’ embedding problem has a positive answer.
(2) UCqa(n,m) = UCqc(n,m) for all n,m ≥ 2.
(3) UCqa(n, n) = UCqc(n, n) for all n ≥ 2.
A simple but crucial observation is that for t1, t2 ∈ {loc, qa, qc, qmax}, if
UCt1(n,m) = UCt2(n,m), then Bt1(n,m) = Bt2(n,m). Hence, one way to sepa-
rate UCt1(n,m) and UCt2(n,m) is by separating the sets Bt1(n,m) and Bt2(n,m).
We will see that, for Connes’ embedding problem, it suffices to consider the sets
Bt(n,m). Moreover, the sets Bt(n,m) for t ∈ {loc, qa, qc, qmax} have a very
special structure, as seen below.
Theorem 3.6. For t ∈ {loc, qa, qc, qmax}, the set Bt(n,m) is the unit ball of a
norm ‖ · ‖t on Mn⊗Mm. Moreover, ‖ · ‖loc is the norm arising from the projective
Banach space tensor product Mn ⊗π Mm.
Proof. As each set Bt(n,m) corresponds to images of states, it is easy to see that
Bt(n,m) is convex. Since 0 is a contraction in Mn, there is a state ηn : Vn → C
with η(uij) = 0 for all i, j. By functoriality of the min tensor product, ηn ⊗ ηm :
Vn ⊗min Vm → C⊗ C = C is a state, which corresponds to the matrix 0 ∈ Mnm.
Each entry of a matrix in Bt(n,m) must have modulus at most 1, so the set
Bt(n,m) is clearly compact inMnm. It remains to show that 0 is an interior point in
Bt(n,m). Since Bloc(n,m) is the smallest of the correlation sets, it suffices to prove
that 0 is an interior point for Bloc(n,m). Since C is a commutative C
∗-algebra, any
pair of unitary matrices X ∈Mn and Y ∈Mm satisfies X⊗Y ∈ Bloc(n,m). Using
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the fact that the convex hull of the unitaries in Mn is the unit ball of the operator
norm in Mn, we see that {X ⊗ Y ∈ Mn ⊗Mm : ‖X‖, ‖Y ‖ ≤ 1} ⊆ Bloc(n,m).
It is well-known that the closed convex hull of the former set is the unit ball of
the projective Banach space tensor product norm [17, Proposition 2.2]; hence, it
follows that 0 is an interior point for Bloc(n,m). Therefore, each Bt(n,m) is the
unit ball of a norm ‖ · ‖t on Mnm.
It remains to show that ‖ · ‖loc = ‖ · ‖π. To this end, let A be a uni-
tal, commutative C∗-algebra, and let U ∈ Mn(A) and V ∈ Mm(A) be uni-
tary. Note that A ≃ C(X) for some compact Hausdorff space X , so that the
extreme points of S(A) are just the evalation functionals {δx : x ∈ X}. The
matrix in Bloc(n,m) arising from one of these states corresponding to U and V is
(δx(uijvkℓ)) = (δx(uij)δx(vkℓ)). Note that (δx(uij)) and (δv(vkℓ)) are contractions
in Mn and Mm respectively, so that (δx(uij)δx(vkℓ)) is of the form A ⊗ B where
A ∈Mn and B ∈Mm are contractions. Taking the closed convex hull of the pure
states on C(X), we see that every element of Bloc(n,m) is in the closed convex
hull of {A ⊗ B : A ∈ Mn, B ∈ Mm, ‖A‖ ≤ 1, ‖B‖ ≤ 1}. This shows that ‖ · ‖loc
is the projective Banach space tensor norm on Mn ⊗Mm, as desired. 
We will see later that if t 6= qmax, then ‖ · ‖t cannot be unitarily invariant.
However, all of these norms satisfy a weaker condition.
Proposition 3.7. For t ∈ {loc, qa, qc}, the norm ‖·‖t is locally unitarily invariant
on Mn ⊗ Mm; i.e., for any unitaries U1, U2 ∈ Mn, unitaries V1, V2 ∈ Mm and
X ∈Mn ⊗Mm, we have
‖(U1 ⊗ V1)X(U2 ⊗ V2)‖t = ‖X‖t.
Proof. First, let s be a state on Vn⊗cVm. Then there is a Hilbert spaceH, unitaries
U = (Uij) ∈ B(Cn⊗H) and V = (Vkℓ) ∈ B(H⊗Cm), and a unit vector ψ ∈ H such
that s(uij ⊗ vkℓ) = 〈UijVkℓψ, ψ〉. Let X = (s(uij ⊗ vkℓ))(i,j),(k,ℓ) ∈ Mn ⊗Mm. We
will show that X [(αij)⊗I] ∈ UCqc(n,m) whenever (αij) is a unitary matrix inMn;
the rest of the cases will follow. Define Ûij =
∑n
p=1Uipαpj. Then (Ûij) = U(αij)
is unitary, and ÛijVkℓ = VkℓÛij . It follows that
X((αij)⊗ I) = (〈UijVkℓψ, ψ〉)(αij ⊗ I) = (〈ÛijVkℓψ, ψ〉) ∈ UCqc(n,m).
If the entries of U and V generate a commutative C∗-algebra, then the same is
true for the entries of Û = (Ûij) and V , so that Bloc(n,m) is locally unitarily
invariant. If we assume that X ∈ Bqs(n,m), then s(uij ⊗ vkℓ) can be written as
〈(Uij ⊗ Vkℓ)ψ, ψ〉, where U = (Uij) ∈ Mn(B(HA)) and V = (Vkℓ) ∈ Mm(B(HB))
are unitary, HA and HB are Hilbert spaces, and ψ ∈ HA ⊗ HB is a unit vector.
Applying the same approach as above, the matrix X((αij)⊗ I) arises from a state
induced by a tensor product of representations, so that X((αij)⊗ I) ∈ Bqs(n,m).
Therefore, the set Bqs(n,m) is also locally unitarily invariant. The fact that
Bqa(n,m) is locally unitarily invariant follows by taking limits and using the fact
that matrix multiplication is continuous in any norm topology on Mnm. 
Like the norm ‖·‖loc, each of the norms ‖·‖t must be a reasonable cross-norm.
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Theorem 3.8. For t ∈ {loc, qa, qc, qmax}, ‖ · ‖t is a reasonable cross-norm on
Mn⊗Mm. Moreover, if ‖ · ‖ denotes the operator norm on Mnm, then ‖ · ‖ ≤ ‖ ·‖t.
Proof. Since Bloc(n,m) ⊆ Bt(n,m) for t ∈ {qa, qc, qmax}, we know that ‖X ⊗
Y ‖t ≤ 1 whenever X ∈ Mn and Y ∈ Mm satisfy ‖X‖ ≤ 1 and ‖Y ‖ ≤ 1. Hence,
‖·‖t is a cross-norm. Once we show that ‖·‖ ≤ ‖·‖t, we will have ‖·‖ε ≤ ‖·‖t ≤ ‖·‖π,
where ‖ · ‖ε is the injective Banach space tensor norm, which shows that ‖ · ‖t is
a reasonable cross-norm. To see that ‖ · ‖t ≥ ‖ · ‖, we need only show that ‖ · ‖ ≤
‖·‖qmax, since ‖ ·‖qmax defines the smallest ‖ ·‖t. Let X ∈ Bqmax(n,m); then there
is a state s ∈ S(Vn⊗max Vm) with X = (s(uij⊗ vkℓ))(i,j),(k,ℓ). Any operator system
tensor product is an operator space tensor product [13, Proposition 3.4]. Since
‖(uij)‖ = 1 and ‖(vkℓ)‖ = 1, we must have ‖(uij ⊗ vkℓ)‖ = 1 in Mnm(Vn⊗max Vm).
Since s is completely contractive, we see that ‖X‖ ≤ 1 in Mnm, and the result
follows. 
The lower bound in Theorem 3.8 is attained by the norm arising from
Bqmax(n,m).
Theorem 3.9. For n,m ≥ 2, the norm ‖·‖qmax with unit ball equal to Bqmax(n,m)
is the operator norm on Mnm. In other words,
Bqmax(n,m) = {X ∈Mnm : ‖X‖ ≤ 1}.
Proof. Theorem 3.8 shows that Bqmax(n,m) ⊆ {X ∈ Mnm : ‖X‖ ≤ 1}. For the
reverse inclusion, let X ∈Mn⊗Mm with operator norm at most 1. We may write
X =
∑
1≤i,j≤n
1≤k,ℓ≤m
xijkℓEij ⊗ Ekℓ.
Define the element
χ =
∑
i,j,k,ℓ
xijkℓ ⊗E12 ⊗Eij ⊗ E12 ⊗Ekℓ ∈M2 ⊗Mn ⊗M2 ⊗Mm,
and let
P = I2 ⊗ In ⊗ I2 ⊗ Im + χ + χ∗.
Since ‖χ‖ ≤ 1 in M2n ⊗M2m, P is positive in M2n ⊗M2m. Therefore, the corre-
sponding map γP : M2 ⊗Mn ⊗M2 ⊗Mm → C with Choi matrix equal to P is a
positive linear functional; moreover, γP (I2 ⊗ In ⊗ I2 ⊗ Im) = 4mn.
Let J2n = kerϕn, where ϕn : M2n → Vn is the complete quotient map in
Theorem 3.2. We claim that γP (J2n⊗M2m+M2n⊗J2m) = 0, so that γP induces
a positive linear functional γ˜P on Vn⊗max Vm. To show this, we will show that γP
annihilates J2n ⊗M2m; the other part is similar. We may write J2n⊗M2m as the
set of all elements of the form
{(E11 ⊗ A+ E22 ⊗ B)⊗W},
where A,B ∈Mn, W ∈M2m and tr(A) + tr(B) = 0}. Applying γP to an element
C of J2n ⊗M2m, we obtain
γP (C) = tr(A)tr(W ) + tr(B)tr(W ) = (tr(A) + tr(B))tr(W ) = 0.
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It follows that γP (ker(ϕn ⊗ ϕm)) = 0. By Proposition 1.1 and Corollary 3.3, the
induced functional γ˜P : Vn ⊗max Vm → C is positive with γ˜P (1) = γP (I2 ⊗ In ⊗
I2⊗ Im) = 4mn. Let s = 14mn γ˜P , which is a state on Vn⊗max Vm. We observe that
s(uij ⊗ vkℓ) = 1
4mn
γ˜P (uij ⊗ vkℓ) = γ˜P
(
1
2n
uij ⊗ 1
2m
vkℓ
)
.
Recall that the quotient image of E12⊗Eij ∈M2⊗Mn under the map ϕn is 12nuij ,
and similarly, the quotient image of E12 ⊗ Ekℓ ∈ M2 ⊗Mm under the map ϕm is
1
2m
vkℓ. Therefore,
s(uij ⊗ vkℓ) = γP (E12 ⊗Eij ⊗ E12 ⊗ Ekℓ) = xijkℓ,
so that (s(uij ⊗ vkℓ)) = X . We conclude that X ∈ Bqmax(n,m), as desired. 
A careful examination of Theorem 3.2 and the proof of Theorem 3.9 shows
that for X ∈ Bqmax(n,m), there is a state on Vn ⊗max Vm such that (s(uij ⊗
vkℓ))(i,j),(k,ℓ) = X and s(x) = 0 for every x ∈ Gn,m \ {uij ⊗ vkℓ}i,j,k,ℓ. The following
proposition shows that such a state can always be found for elements of Bt(n,m),
where t ∈ {loc, qa, qc}.
Proposition 3.10. Let t ∈ {loc, qa, qc} and X ∈ Bt(n,m). Then there is a state
s on Vn ⊗c Vm such that s(uij ⊗ 1) = 0 = s(1 ⊗ vkℓ) and s(uij ⊗ v∗kℓ) = 0 for all
i, j, k, ℓ, and (s(uij ⊗ vkℓ)) = X. If X ∈ Bqa(n,m), then s can be taken to be a
state on Vn ⊗min Vm.
Proof. Using the containments Bloc(n,m) ⊆ Bqc(n,m) and Bqa(n,m) ⊆ Bqc(n,m),
there is a state ω on Vn⊗cVm with (ω(uij⊗vkℓ)) = X . Let Uij and Vkℓ be operators
on a Hilbert space H and let ψ ∈ H be a unit vector such that U = (Uij) and
V = (Vkℓ) are unitaries in Mn(B(H)) and Mm(B(H)) respectively; UijVkℓ = VkℓUij
for all i, j, k, ℓ; and ω(uij ⊗ vkℓ) = 〈UijVkℓψ, ψ〉. For θ ∈ [0, 2π], define ωθ to be
the state on Vn ⊗c Vm corresponding to the unitaries Uθ = (eiθUij) and Vθ =
(e−iθVkℓ) and unit vector ψ. Then the entries of Uθ and Vθ still ∗-commute, and
〈(Uθ)ij(Vθ)kℓψ, ψ〉 = X(i,j),(k,ℓ) for all i, j, k, ℓ. It is immediate that ωθ(uij ⊗ 1) =
eiθω(uij ⊗ 1), ωθ(1 ⊗ vkℓ) = e−iθω(1 ⊗ vkℓ) and ωθ(uij ⊗ v∗kℓ) = e2iθω(uij ⊗ v∗kℓ).
Define s : Vn ⊗ Vm → C by
s(x) =
1
2π
∫ 2π
0
ωθ(x) dθ,
which defines a state on Vn ⊗c Vm, satisfying s(1 ⊗ vkℓ) = 0 = s(uij ⊗ 1) and
s(uij ⊗ v∗kℓ) = 0. If X ∈ Bqa(n,m), then the state s can be taken to be be a limit
of states on Vn ⊗min Vm, so that s is a state on Vn ⊗min Vm. 
4. Connes’ Embedding Problem
We now move towards another equivalent statement of Connes’ embedding
problem. We will show that the equality of the qa and qc norms on Mn ⊗Mn
is equivalent to a positive answer to the embedding problem. First, we adopt
some notation. Let F∞ denote the free group on a countably infinite number of
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generators, and let (wi)
∞
i=1 be a set of universal generators for F∞. We define the
following operator systems:
Xn = span ({1} ∪ {wi ⊗ wj, w∗i ⊗ w∗j}ni,j=1) ⊆ C∗(Fn)⊗min C∗(Fn),
Yn = span ({1} ∪ {wi ⊗ wj, w∗i ⊗ w∗j}ni,j=1) ⊆ C∗(Fn)⊗max C∗(Fn),
X∞ = span ({1} ∪ {wi ⊗ wj, w∗i ⊗ w∗j}∞i,j=1) ⊆ C∗(F∞)⊗min C∗(F∞) and
Y∞ = span ({1} ∪ {wi ⊗ wj, w∗i ⊗ w∗j}∞i,j=1) ⊆ C∗(F∞)⊗max C∗(F∞).
Proposition 4.1. Let n ≥ 2. If Bqa(n, n) = Bqc(n, n), then the formal identity
map id : Xn → Yn is an order isomorphism.
Proof. Since Bqa(n, n) = Bqc(n, n), the formal identity map
id : span ({1} ∪ {uij ⊗ vkℓ, u∗ij ⊗ v∗kℓ}i,j,k,ℓ)→ Unc(n)⊗max Unc(n)
from Unc(n) ⊗min Unc(n) is an order isomorphism onto its range. By the proof
of [10, Theorem 4.10], there are ucp maps ψn : C
∗(Fn) → Unc(n) and πn :
Unc(n) → C∗(Fn) such that idC∗(Fn) = πn ◦ ψn. Moreover, ψn(wi) = uii and
πn(uij) = δijwi. By functoriality of the min and max tensor products, ψn ⊗ ψn :
C∗(Fn)⊗min C∗(Fn) → Unc(n) ⊗min Unc(n) and ψn ⊗ ψn : C∗(Fn)⊗max C∗(Fn) →
Unc(n)⊗maxUnc(n) are complete order embeddings. Therefore, Xn is completely or-
der isomorphic to span ({1}∪{uii⊗vjj , u∗ii⊗v∗jj}ni,j=1) inside of Unc(n)⊗minUnc(n);
the analogous result holds for Yn inside of Unc(n) ⊗max Unc(n). It follows that
id : Xn → Yn is an order isomorphism. 
We require a few results from [15]. We first recall that, given a C∗-algebra
A, the opposite algebra of A, denoted by Aop, is a C∗-algebra with the same
∗-vector space structure as A, but with multiplication given by (aopbop) = (ba)op.
A special case of the opposite algebra is for C∗(F∞). The mapping wi 7→ w∗i
extends to a unital ∗-isomorphism from C∗(F∞) onto C∗(F∞)op.
Theorem 4.2. (Ozawa, [15]) Let A be a unital C∗-algebra, and let τ be a tracial
state on A. Then the map sτ : A ⊗max Aop → C given by sτ (a ⊗ bop) = τ(ab)
extends to a state on A⊗max Aop.
We obtain the following description of traces in terms of certain states on
Y∞.
Theorem 4.3. (Ozawa, [15]) Let A be a separable C∗-algebra, and let (ui)∞i=1 be
a generating sequence of unitaries in the unitary group of A. Suppose that τ is a
tracial state on A. Then the mapping wi ⊗ wj 7→ τ(uiu∗j) extends to a state on
Y∞.
Proof. We let σ : C∗(F∞) → A be the surjective unital ∗-homomorphism given
by σ(wi) = ui. By Theorem 4.2, τ induces a state sτ on A ⊗max Aop given by
a ⊗ bop 7→ τ(ab). Let σop : (C∗(F∞))op → Aop denote the opposite representation
of σ, given by σop(wopi ) = u
op
i . Then σ⊗σop : C∗(F∞)⊗maxC∗(F∞)→ A⊗maxAop
is a ∗-homomorphism. Using the fact that C∗(F∞)op ≃ C∗(F∞), we see that the
mapping wi ⊗ wj 7→ τ(uiu∗j) = sτ ◦ (σ ⊗ σop)(wi ⊗ wopj ) extends to a state on
Y∞. 
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The key result that links X∞ to Connes’ embedding problem is the following.
Theorem 4.4. (Ozawa, [15]) Let A be a separable C∗-algebra with a countable
dense sequence (ui)
∞
i=1 of unitaries and a tracial state τ . Then (πτ (A)′′, τ) satisfies
Connes’ embedding problem if and only if the mapping wi⊗wj 7→ τ(uiu∗j) extends
to a state on X∞.
In order to use Theorem 4.4, we must ensure that each Xn and Yn can be
considered inside of the respective tensor product of C∗(F∞).
Lemma 4.5. For each n ≥ 2, the formal identity maps id : Xn → X∞ and
id : Yn → Y∞ are complete order embeddings.
Proof. Since the minimal operator system tensor product is injective and Xn ⊆
C∗(Fn)⊗minC∗(Fn) ⊆ C∗(F∞)⊗minC∗(F∞), the result immediately follows for Xn.
Now, the canonical embedding Fn →֒ F∞ and canonical quotient map F∞ → Fn
give rise to ∗-homomorphisms πn : C∗(Fn)→ C∗(F∞) and σn : C∗(F∞)→ C∗(Fn)
with σn ◦ πn = idC∗(Fn). By functoriality of the maximal tensor product, πn ⊗ πn
and σn ⊗ σn are ucp with respect to the maximal tensor product. Therefore, the
following diagram commutes:
C∗(F∞)⊗max C∗(F∞)
C∗(Fn)⊗max C∗(Fn) C∗(Fn)⊗max C∗(Fn)
σn⊗σnπn⊗πn
id
Hence, C∗(Fn) ⊗max C∗(Fn) is completely order isomorphic to the image of
C∗(Fn)⊗C∗(Fn) in C∗(F∞)⊗maxC∗(F∞). Restricting to Yn shows that the formal
identity map id : Yn → Y∞ is a complete order isomorphism onto its range. 
We are now ready for the main result of this section.
Theorem 4.6. The following are equivalent.
(1) Connes’ embedding problem has a positive answer.
(2) UCqa(n,m) = UCqc(n,m) for all n,m ≥ 2.
(3) Bqa(n,m) = Bqc(n,m) for all n,m ≥ 2.
(4) Bqa(n, n) = Bqc(n, n) for all n ≥ 2.
(5) Mn ⊗qa Mn =Mn ⊗qc Mn isometrically for all n ≥ 2.
Proof. The equivalence of (1) and (2) is by [10, Theorem 6.12]. Clearly (2) implies
(3) and (3) implies (4). Two norms on the same space are equal if and only if
their closed unit balls are identical, so (4) is equivalent to (5). Hence, it remains
to show that (4) implies (1).
Suppose that Bqa(n, n) = Bqc(n, n) for all n ≥ 2. By Proposition 4.1, the
formal identity map id : Xn → Yn is an order isomorphism for all n ≥ 2. Let A be
a separable C∗-algebra with a countable dense sequence (ui)∞i=1 of unitaries, and
let τ be a tracial state on A. By Theorem 4.3, the mapping wi ⊗ wj 7→ τ(uiu∗j)
extends to a state on Y∞.
Consider the C∗-algebra An = C∗(u1, ..., un), which has a generating se-
quence of unitaries given by (vi)
∞
i=1, where vi = ui for i ≤ n and vi = 1 for
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i > n. Define sn : Y∞ → C to be the unital, self-adjoint mapping given by
wi ⊗ wj 7→ τ(viv∗j ). Then sn is a state by Theorem 4.3. Restricting to Yn,
(sn)|Yn must be a state on Xn. By the Hahn-Banach theorem, we may ex-
tend (sn)|Yn to a state on X∞, which we will denote by ωn. If x ∈ X∞, then
x = λ1+
∑n
i,j=1(λijwi⊗wj+µijw∗i ⊗w∗j ) for some n, so that x ∈ Xn. It follows that
limm→∞ ωm(x) = ωn(x). Hence, (ωm)∞m=1 converges pointwise to the linear map
ω : X∞ → C given by ω(1) = 1, ω(wi ⊗ wj) = τ(uiu∗j) and ω(w∗i ⊗ w∗j ) = τ(uiu∗j).
Since the state space of X∞ is w∗-closed, ω is a state. Therefore, the mapping
wi⊗wj 7→ τ(uiu∗j) extends to a state on X∞, so that (πτ (A)′′, τ) satisfies Connes’
embedding problem. Since A was an arbitrary C∗-algebra with separable uni-
tary group, we see that Connes’ embedding problem must have a positive answer.
Hence, (4) implies (1). 
5. Separating the Unitary Correlation Sets
In this section, we will use results from [5] to show thatBqs(n,m) 6= Bqc(n,m)
for all n,m ≥ 2; moreover, we will show that Bqs(n,m) is not closed. Attempts to
obtain comparable results for the probabilistic quantum correlation sets given in
Tsirelson’s problem have a long history and are less definitive. It was only recently
shown by W. Slofstra [18] that there are n,m ∈ N such that Cqs(n,m) 6= Cqc(n,m),
but for which pairs these sets are not equal is unknown. Since our paper was posted
(arXiv:1612.02791), W. Slofstra has posted a new paper (arXiv:1703.08618) show-
ing that there exist n1, n2, k1, k2 for which the set Cqs(n1, n2, k1, k2) is not closed,
where n1 is the number of inputs for Alice, n2 is the number of inputs for Bob, k1
is the number of outputs for Alice, and k2 is the number of outputs for Bob [19].
(Slofstra’s counterexample has n1 = 184, n2 = 235, k1 = 8 and k2 = 2.) The two
analogous problems for unitary correlation sets have a negative answer for every
n,m ≥ 2, as we will see below.
Before we establish separations between some of the various unitary correla-
tion sets, we require some terminology involving state embezzlement, as described
in [5]. We give a somewhat simplified embezzlement framework here. Suppose
that Alice and Bob each have access to a finite-dimensional Hilbert space; we will
always assume that Alice’s space is Cn and Bob’s space is Cm for some n,m ≥ 2.
Suppose that Alice and Bob have access to a resource Hilbert space R, and are
able to act on the system Cn ⊗ R ⊗ Cm locally. We consider whether there is a
unit vector ψ ∈ R such that Alice and Bob’s operations can send e1 ⊗ ψ ⊗ e1 to∑
i,j αijei ⊗ ψ ⊗ ej , where
∑
i,j |αij|2 = 1. We will say that there is a perfect
embezzlement protocol in a finite-dimensional tensor product model
for
∑
i,j αijei ⊗ ej if there is a resource Hilbert space R = RA ⊗ RB, operators
Uij ∈ B(RA) and Vkℓ ∈ B(RB) for 1 ≤ i, j ≤ n and 1 ≤ k, ℓ ≤ m such that
U = (Uij) and V = (Vkℓ) are unitary on C
n⊗RA and RB ⊗Cm respectively, with
(U ⊗ V )(e1 ⊗ ψ ⊗ e1) =
∑
i,j
αijei ⊗ ψ ⊗ ej .
We will say that there is a perfect embezzlement protocol in a tensor prod-
uct model for
∑
i,j αijei⊗ej if the same conditions are met as above, except that
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we drop the requirement that dim(RA), dim(RB) < ∞. A perfect embezzle-
ment protocol in the commuting model for
∑
i,j αijei⊗ej will have the same
properties as above, except that we drop the assumption that R decomposes as a
tensor product, and instead assume that Uij , Vkℓ ∈ B(R) for all i, j, k, ℓ, and that
(U ⊗ Im)(In ⊗ V ) = (In ⊗ V )(U ⊗ Im).
The next two results relate perfect embezzlement and states on tensor prod-
ucts of Vn.
Proposition 5.1. (Cleve-Liu-Paulsen, [5]) Let Uij, Vkℓ ∈ B(R) for 1 ≤ i, j ≤ n
and 1 ≤ k, ℓ ≤ m be such that U = (Uij) and V = (Vkℓ) are unitary. Then
(U ⊗ Im)(In ⊗ V ) = (In ⊗ V )(U ⊗ Im) if and only if UijVkℓ = VkℓUij and U∗ijVkℓ =
VkℓU
∗
ij for all i, j, k, ℓ.
The following is a slight extension of a result from [5].
Proposition 5.2. (Cleve-Liu-Paulsen, [5]) A perfect embezzlement protocol in the
commuting model exists for
∑
i,j αijei ⊗ ej if and only if there is a state s ∈
S(Unc(n)⊗max Unc(m)) such that s(ui1 ⊗ vj1) = αij.
Proof. Suppose that Uij , Vkℓ ∈ B(R) are such that U = (Uij) and V = (Vkℓ) are
unitary and ψ ∈ R is a unit vector such that (U⊗Im)(In⊗V ) = (In⊗V )(U⊗Im)
and (U ⊗ Im)(In ⊗ V )(e1 ⊗ ψ ⊗ e1) =
∑
i,j αijei ⊗ ψ ⊗ ej . Then there is a unital
∗-homomorphism π : Unc(n)⊗max Unc(m)→ B(R) such that π(uij ⊗ vkℓ) = UijVkℓ.
Define the state s : Unc(n) ⊗max Unc(m) → C such that uij ⊗ vkℓ 7→ 〈UijVkℓψ, ψ〉.
Since Vn⊗cVm is completely order isomorphic to its inclusion in Unc(n)⊗maxUnc(m)
[10], we obtain a state s : Vn ⊗c Vm → C such that
s(ui1 ⊗ vj1) = 〈Ui1Vj1ψ, ψ〉 = αij .
Conversely, suppose that such a state s exists. Then (s(uij ⊗ vkℓ)) ∈ Bqc(n,m),
so there are unitaries U = (Uij) and V = (Vkℓ) with Uij , Vkℓ ∈ B(R) and UijVkℓ =
VkℓUij , and a unit vector ψ ∈ R such that, for each i, j, k, ℓ, we have s(uij⊗vkℓ) =
〈UijVkℓψ, ψ〉. Now,
1 =
∑
i,j
|αij |2 =
∑
i,j
|〈Ui1Vj1ψ, ψ〉|2
≤
∑
i,j
‖Ui1Vj1ψ‖2 =
∥∥∥∥∥∥∥∥(U ⊗ Im)(In ⊗ V )

ψ
0
...
0

∥∥∥∥∥∥∥∥
2
= 1,
using the fact that (U ⊗ Im)(In ⊗ V ) is unitary. Therefore, |〈Ui1Vj1ψ, ψ〉| =
‖Ui1Vj1ψ‖ for all i, j. Since 〈Ui1Vj1ψ, ψ〉 = αij , by the Cauchy-Schwarz inequality,
we must have Ui1Vj1ψ = αijψ. Therefore, we observe that
(U ⊗ Im)(In ⊗ V )(e1 ⊗ ψ ⊗ e1) =
∑
i,j
αijei ⊗ ψ ⊗ ej,
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so a perfect embezzlement protocol exists in the commuting model for the unit
vector
∑
i,j αijei ⊗ ej. 
We now give a proof that in the commuting model, any norm one vector in
Cn⊗Cm can be perfectly embezzled. In particular, we give an alternate proof that
any norm one vector in Cn⊗Cm can be approximately embezzled; i.e., one can use
unitaries (Uij) and (Vkℓ) to obtain the mapping e1⊗ψ⊗ e1 7→
∑
i,j αijei⊗ψε⊗ ej ,
where |〈ψ, ψε〉| ≥ 1 − ε for a small ε > 0. This fact was first proved in [22], and
was reproved in [5] for the vector 1√
n
∑n
i=1 ei⊗ei. Our method of proof here draws
on a simplification due to Richard Cleve; we kindly thank him for sharing this
simplification.
Theorem 5.3. Let n,m ≥ 2 and let ∑ni=1∑mj=1 αijei ⊗ ej ∈ Cn ⊗ Cm have norm
1. There is a state s ∈ S(Vn ⊗min Vm) such that s(ui1 ⊗ vj1) = αij for 1 ≤ i ≤ n
and 1 ≤ j ≤ m. In fact, this state can be taken such that s(uij⊗vkℓ) = 0 whenever
j 6= 1 or ℓ 6= 1.
Proof. Wemay reduce to the case when α11 ≥ 0. Indeed, we may choose z ∈ T such
that zα11 ≥ 0. Then we can first find s′ ∈ S(Vn⊗min Vm) such that s′(ui1⊗ vj1) =
zαij for 1 ≤ i ≤ n and 1 ≤ j ≤ m. As the matrix (zuij) is also unitary, the map
s : Vn ⊗min Vm → C given by s(uij ⊗ vkℓ) = s′(zuij ⊗ vkℓ) = zs′(uij ⊗ vkℓ) also
extends to a state on Vn⊗min Vm; moreover, s(ui1⊗ vj1) = αij and s(uij⊗ vkℓ) = 0
whenever j 6= 1 or ℓ 6= 1. Hence, we may assume without loss of generality that
α11 ≥ 0.
Let r ∈ N. Define h0 = e1⊗e1 and hr =
∑
i,j αijei⊗ej . Since 〈h0, hr〉 = α11 ≥
0, it follows that Rh0 + Rhr is a two-dimensional real Hilbert space, so there is a
unitary R : Rh0+Rhr → R2 such that R(h0) = e1. Since ‖h0‖ = ‖hr‖ = 1, there is
an orthogonal matrix W ∈M2 such thatWe1 = Rhr. It is clear thatW must be a
rotation of the formW =
(
cos θ − sin θ
sin θ cos θ
)
for some θ ∈ [0, 2π). For 1 ≤ j ≤ r−1,
let hj = R
−1Wje1, where Wj refers to the rotation
(
cos
(
jθ
r
) − sin ( jθ
r
)
sin
(
jθ
r
)
cos
(
jθ
r
) ). Then
WpWq = Wp+q and W
T
p =W−p for all p, q ∈ Z, so that, for 1 ≤ j ≤ r,
〈hj , hj−1〉 =
〈
R−1Wje1, R−1Wj−1e1
〉
= 〈W1e1, e1〉 = cos
(
θ
r
)
,
Let ψ = h1 ⊗ · · · ⊗ hr ∈ (Cn ⊗ Cm)⊗r. Define U ∈ B((Cn)⊗(r+1)) by cyclically
shifting the tensors to the right by one position; i.e., for x0⊗· · ·⊗xr ∈ (Cn)⊗(r+1),
we let
U(x0 ⊗ · · · ⊗ xr) = xr ⊗ x0 ⊗ x1 ⊗ · · · ⊗ xr−1.
Then U is unitary and can be identified as a unitary inMn(B((Cn)⊗r)). We define
V in the same way on (Cm)⊗(r+1). Then U ⊗ V is the unitary on (Cn⊗Cm)⊗(r+1)
that permutes the copies of Cn ⊗ Cm by the cyclic right shift. In particular, we
have
(U ⊗ V )((e1 ⊗ e1)⊗ ψ) = hr ⊗ ψr,
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where ψr = h0 ⊗ · · · ⊗ hr−1. In general,
(U ⊗ V )((ei ⊗ ej)⊗ ψ) = hr ⊗ (ei ⊗ ej)⊗ h1 ⊗ · · · ⊗ hr−1.
There is a ∗-homomorphism π : Unc(n) ⊗min Unc(m) → B((Cn ⊗ Cm)⊗(r+1)) such
that
(π(uij ⊗ vkℓ))(i,j),(k,ℓ) = U ⊗ V.
Define a state sr : Vn ⊗min Vm → C by
sr(x) = 〈π(x)ψ, ψ〉, ∀x ∈ Vn ⊗min Vm.
Then sr(ui1 ⊗ vj1) = αij〈ψ, ψr〉 for 1 ≤ i ≤ n and 1 ≤ j ≤ m. We will show that
|〈ψ, ψr〉| tends to 1 as r becomes large.
It is readily checked that
〈ψ, ψr〉 = 〈h1, h0〉〈h2, h1〉 · · · 〈hr, hr−1〉 = cos
(
θ
r
)r
.
In particular, |〈ψ, ψr〉| tends to 1 as r becomes large. By dropping to a subse-
quence if necessary, we may assume that (sr)
∞
r=1 is a sequence of states converging
pointwise. Then s : Vn ⊗min Vm → C given by s(x) = limr→∞ sr(x) is a state on
Vn ⊗min Vm such that s(ui1 ⊗ vj1) = αij for 1 ≤ i ≤ n and 1 ≤ j ≤ m.
It remains to show that s(uij ⊗ vkℓ) = 0 whenever j 6= 1 or ℓ 6= 1. Consider
the state sr above, corresponding to the unitaries U ∈ B((Cn)⊗(r+1)) and V ∈
B((Cm)⊗(r+1)) above. Then
(U ⊗ V )((ej ⊗ eℓ)⊗ ψ) = hr ⊗ (ej ⊗ eℓ)⊗ h1 ⊗ · · · ⊗ hr−1.
Note that sr(uij ⊗ vkℓ) corresponds to the quantity
〈(U ⊗ V )((ej ⊗ eℓ)⊗ ψ), (ei ⊗ ek)⊗ ψ〉.
Therefore,
sr(uij ⊗ vkℓ) = αik〈ej ⊗ eℓ, h1〉〈h1, h2〉 · · · 〈hr−1, hr〉.
Since |〈h1, h2〉 · · · 〈hr−1, hr〉| ≤ 1, we have
|sr(uij ⊗ vkℓ)| ≤ |αik||〈ej ⊗ eℓ, h1〉| ≤ |〈ej ⊗ eℓ, h1〉|.
The angle between h1 and e1⊗ e1 is θr , so it follows that ‖h1− e1⊗ e1‖ → 0. Thus,|〈ej ⊗ eℓ, h1〉| → 0 if j 6= 1 or ℓ 6= 1. This shows that sr(uij ⊗ vkℓ)→ 0 if j 6= 1 or
ℓ 6= 1. Hence, s(uij⊗vkℓ) = 0 when j 6= 1 or ℓ 6= 1, which completes the proof. 
Using the embezzlement framework, we can distinguish the unitary correla-
tion sets for qs and qc for all n,m ≥ 2 and show that the unitary qs sets are not
closed. The proof uses techniques found in [5, Theorem 2.1].
Corollary 5.4. For every n,m ≥ 2, Bqs(n,m) 6= Bqa(n,m). In particular,
UCqs(n,m) 6= UCqa(n,m), and neither UCqs(n,m) nor Bqs(n,m) are closed.
Proof. Without loss of generality, we may assume that n ≤ m. Let x = 1√
n
∑n
i=1 ei⊗
ei ∈ Cn ⊗ Cm. By Theorem 5.3, there is X ∈ Bqa(n,m) with X(i,1),(i,1) = 1√n and
X(i,1),(j,1) = 0 for i 6= j. If X ∈ Bqs(n,m), then there is a perfect embezzlement
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protocol in the tensor product model for 1√
n
∑n
i=1 ei⊗ ei. Let Uij , Vkℓ and ψ be as
in the perfect embezzlement framework. Then
(U ⊗ Im)(In ⊗ V )(e1 ⊗ ψ ⊗ e1) = 1√
n
n∑
i=1
ei ⊗ ψ ⊗ ei.
Let α1, α2, ... be the Schmidt coefficients of e1⊗ψ⊗ e1 with respect to the decom-
position (Cn ⊗RA)⊗ (RB ⊗ Cm), so that
e1 ⊗ ψ ⊗ e1 =
∑
j
αjxj ⊗ yj,
where {xj} ⊆ Cn ⊗RA and {yj} ⊆ RB ⊗ Cm are orthonormal sets. Since
1√
n
n∑
i=1
ei ⊗ ψ ⊗ ei = (U ⊗ Im)(In ⊗ V )(e1 ⊗ ψ ⊗ e1) =
∑
j
αj(Uxj)⊗ (V yj),
the Schmidt coefficients of e1⊗ψ⊗e1 must be the same as the Schmidt coefficients
of 1√
n
∑n
i=1 ei⊗ψ⊗ei. But if α0 > 0 is the largest Schmidt coefficient of e1⊗ψ⊗e1,
then the largest Schmidt coefficient of 1√
n
∑n
i=1 ei⊗ψ⊗ ei is at most 1√nα0, which
is a contradiction. Hence, Bqs(n,m) 6= Bqc(n,m).
Finally, since any vector can be approximately embezzled, X must be a limit
of elements in Bqs(n,m), so that Bqs(n,m) is not closed. It follows immediately
that UCqs(n,m) 6= UCqa(n,m) and that UCqs(n,m) is not closed. 
Suppose that n ≤ m and that d1, ..., dn > 0 are such that
∑n
i=1 d
2
i = 1.
Consider any state s : Vn⊗minVm → C such that s(ui1⊗vi1) = di and s(ui1⊗vk1) =
0 for i 6= k. Such a state arises from a perfect embezzlement protocol in the
commuting model for the vector
∑n
i=1 diei ⊗ ei. A surprising fact about the state
s is that its action on the elements {uij ⊗ vkℓ}i,j,k,ℓ is necessarily unique.
Proposition 5.5. Let n ≤ m and let d1, ..., dn > 0 be such that
∑n
i=1 d
2
i = 1.
Suppose that s : Vn ⊗c Vm → C is a state such that s(ui1 ⊗ vi1) = di for 1 ≤ i ≤ n
and s(uj1 ⊗ vk1) = 0 for j 6= k. Then
s(uij ⊗ vkℓ) =
{
di i = k ≤ n, j = ℓ = 1
0 otherwise.
Proof. Let s be a state satisfying the equations given. In the embezzlement setting,
s corresponds to the following: unitary operators U : Cn ⊗ R → Cn ⊗ R and
V : R ⊗ Cm → R⊗ Cm such that (U ⊗ Im)(In ⊗ V ) = (In ⊗ V )(U ⊗ Im), along
with a unit vector ψ ∈ R such that s(uij ⊗ vkℓ) = 〈UijVkℓψ, ψ〉 for all i, j, k, ℓ. We
may write the product of U ⊗ Im and In ⊗ V in block form as
(U ⊗ Im)(In ⊗ V ) = (uijV )ni,j=1 = (Im ⊗ V )(U ⊗ In) = (vkℓU)mk,ℓ=1.
With this identification in hand, one can check that
〈UijVkℓψ, ψ〉 = (〈(U ⊗ Im)(In ⊗ V )(ej ⊗ ψ ⊗ eℓ), ei ⊗ ψ ⊗ ek〉.
By Proposition 5.1, we must have
Ui1Vi1ψ = diψ, ∀1 ≤ i ≤ n,
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and similarly
Ui1Vk1ψ = 0, ∀i 6= k.
We aim to show that 〈UijVkℓψ, ψ〉 = 0 whenever (i, j, k, ℓ) 6= (i, 1, i, 1). We observe
that
n∑
j=1
n∑
i=1
diei ⊗ (U∗ijψ)⊗ ej = (U∗ ⊗ In)
(
n∑
i=1
diei ⊗ ψ ⊗ ei
)
= (In ⊗ V )(e1 ⊗ ψ ⊗ e1) =
n∑
i=1
ei ⊗ (Vi1ψ)⊗ e1.
Comparing entries, we must have U∗ijψ = 0 for all j 6= 1. Similarly, if we instead
apply (In ⊗ V ∗), we obtain the following:
m∑
k,ℓ=1
diek ⊗ (V ∗kℓψ)⊗ eℓ = (In ⊗ V ∗)
(
n∑
ℓ=1
dℓeℓ ⊗ ψ ⊗ eℓ
)
= (U ⊗ In)(e1 ⊗ ψ ⊗ e1) =
n∑
k=1
e1 ⊗ Uk1ψ ⊗ ek.
Comparing entries shows that V ∗kℓψ = 0 if ℓ 6= 1. At this point, it follows that
if (i, j, k, ℓ) is not equal to (i, 1, i, 1), then 〈UijVkℓψ, ψ〉 = 0, since UijVkℓ = VkℓUij
and one of U∗ijψ = 0 or V
∗
kℓψ = 0. This completes the proof. 
This phenomenon applies to any maximally entangled unit vector in Cn ⊗
Cm. Recall that any simple tensor x ⊗ y ∈ Cn ⊗ Cm has an associated map
Tx,y : C
m → Cn given by Tx,y(z) = 〈z, y〉x. Extending by bilinearity, for any
α ∈ Cn ⊗ Cm, there is an associated linear map Tα : Cm → Cn; moreover,
this is a 1-1 correspondence. We will say that a unit vector α ∈ Cn ⊗ Cm is
maximally entangled if rank(Tα) = min{n,m}. Recall that any x ∈ Cn ⊗ Cm
has a Schmidt decomposition x =
∑k
i=1 diui ⊗ vi, where {u1, ..., uk} ⊆ Cn is
orthonormal and {v1, ..., vk} ⊆ Cm is orthonormal, and di > 0 are in decreasing
order; moreover, the di are unique. Then a unit vector is maximally entangled if
and only if k = min{n,m}.
Corollary 5.6. Let α ∈ Cn ⊗ Cm, and let X ∈ Bqc(n,m) be any matrix obtained
by a perfect embezzlement protocol for α in the commuting model. Then X is
unique if and only if α is maximally entangled in Cn ⊗ Cm.
Proof. First, suppose that α is maximally entangled. Using the Schmidt decom-
position, we write α =
∑min(n,m)
i=1 diui ⊗ vi, where di > 0 for all i. The proof of
Proposition 5.5 shows that the embezzlement correlation is unique when ui = ei
and vi = ei. Thus, if X ∈ Bqc(n,m) is a correlation matrix corresponding to a
perfect embezzlement protocol for α, then we can apply a unitary of the form
A⊗B ∈Mn⊗Mm that sends ui⊗vi to ei⊗ ei, and we obtain a correlation matrix
UNITARY CORRELATION SETS 21
corresponding to a perfect embezzlement protocol for
∑n
i=1 diei ⊗ ei. This corre-
lation matrix is necessarily unique, so applying A∗⊗B∗, the same result holds for
α. Therefore, the matrix X is unique.
Conversely, suppose that rank(Tα) = p < min{n,m}. We may write the
Schmidt decomposition α =
∑p
i=1 diui ⊗ vi. Let Y ∈ Bqc(p, p) be any matrix
corresponding to a perfect embezzlement protocol for β :=
∑p
i=1 diei ⊗ ei, and let
U = (Uij) and V = (Vkℓ) be unitaries in Mn(B(H)) and Mm(B(H)) respectively
such that UijVkℓ = VkℓUij for all i, j, k, ℓ. Now, the matrix R = (Uij) ⊕ In−p
is unitary in Mn(B(H)). Similarly, S = (Vkℓ) ⊕ Im−p is unitary in Mm(B(H)),
and the entries of R commute with the entries of S. Therefore, there is a state
s : Unc(n)⊗maxUnc(m)→ C whose image in Bqc(n,m) is of the form Y ⊕Imin(n,m)−p,
and this will give rise to a perfect embezzlement protocol for β. Now, let A ∈
Mn and B ∈ Mm be unitary matrices such that Aei = ui and Bei = vi for
1 ≤ i ≤ p. Using Proposition 3.7, ‖ · ‖qc is locally unitarily invariant. Thus,
X := (A ⊗ B)(Y ⊕ Imin(n,m)−p) ∈ Bqc(n,m), and this corresponds to a perfect
embezzlement protocol for α in the commuting model. If Z is the matrix obtained
in Theorem 5.3 corresponding to α, then (A∗ ⊗ B∗)Z is the matrix obtained in
Theorem 5.3 corresponding to β. Since only one column of (A∗⊗B∗)Z is non-zero,
it is clear that Y ⊕ Imin(n,m)−p 6= (A∗ ⊗ B∗)Z. Therefore, X 6= Z. It follows that
the correlation matrix for α is not unique. 
Corollary 5.7. Let α =
∑
αi,kei ⊗ ek ∈ Cn ⊗Cm be a maximally entangled state
and let X = (x(i,j),(k,l)) ∈Mn ⊗Mm with
x(i,j),(k,l) =
{
αi,k, when j = l = 1
0, when j 6= 1 or l 6= 1.
Then X is an extreme point of Bqc(n,m) and of Bqa(n,m).
Proof. Since X ∈ Bqa(n,m) ⊆ Bqc(n,m), we need only show that X is an extreme
point of Bqc(n,m). Suppose that X =
1
2
(Y + Z) where Y, Z ∈ Bqc(n,m). Let
β =
∑
Y(i,1),(k,1)ei ⊗ ek and γ =
∑
Z(i,1),(k,1)ei ⊗ ek. Then β and γ are vectors in
Cn ⊗ Cm with norm at most 1. Moreover, α = 1
2
(β + γ). This forces β = γ = α.
In particular, Y and Z correspond to a perfect embezzlement protocol in the
commuting model for α. Since α is maximally entangled, Corollary 5.6 shows that
Y = Z = X . 
We now give a characterization for elements of Bloc(n,m) corresponding to
perfect embezzlement protocols in the commuting model.
Theorem 5.8. Let α =
∑
i,j αijei⊗ej ∈ Cn⊗Cm be a unit vector, where n,m ≥ 2.
The following are equivalent.
(1) There is a state s ∈ S(Vn ⊗min Vm) such that s(ui1 ⊗ vj1) = αij for all i, j
and X := (s(uij ⊗ vkℓ)) ∈ Bloc(n,m).
(2) There exist unit t1, ..., ts ≥ 0 such that
∑s
r=1 tr = 1, and unit vectors
y1, ..., ys ∈ Cn and z1, ..., zs ∈ Cm such that
α =
s∑
r=1
tryr ⊗ zr.
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(3) ‖α‖Cn⊗piCm = 1.
Proof. Since α is norm 1 in the Hilbert space tensor product Cn ⊗ Cm, we must
have ‖α‖π ≥ 1. Clearly by definition of the projective tensor product, (2) implies
(3). Suppose that (3) is true. The open ball of radius R > 0 about 0 in Cn⊗π Cm
is the convex hull of the set {x⊗ y ∈ Cn⊗Cm : ‖x‖‖y‖ ≤ R}. For each R > 1, we
may write α =
∑s
r=1 tryr ⊗ zr for some t1, ..., ts ≥ 0 with
∑s
r=1 tr = 1 and vectors
y1, ..., ys ∈ Cn and z1, ..., zs ∈ Cm such that ‖yr‖‖zr‖ ≤ R for all r. By a theorem
of Caratheodory, we may always assume that s ≤ 2 dim(Cn⊗Cm) + 1 = 2nm+1.
Since each tr ≤ 1 and ‖yr‖, ‖zr‖ < R, by compactness and letting R→ 1, we may
write
α =
s∑
r=1
tryr ⊗ zr,
where t1, ..., ts ≥ 0 with
∑s
r=1 tr = 1 and ‖yr‖ = ‖zr‖ = 1. Therefore, ‖α‖π ≤ 1,
so that ‖α‖π = 1. It follows that (2) and (3) are equivalent.
Suppose that (1) holds, and let X ∈ Bloc(n,m) be such that X(i,1),(j,1) = αij
for 1 ≤ i ≤ n and 1 ≤ j ≤ m. We assume without loss of generality that
n ≤ m. Since the first column of X is of norm 1, we have ‖X‖ ≥ 1; in particular,
‖X‖π ≥ 1. Therefore, ‖X‖π = 1. Let Pn : Mn → Cn and Pm : Mm → Cm be
the linear maps defined by sending a matrix to its first column. Then Pn and
Pm are contractive. Since the projective Banach space tensor norm is functorial,
Pn⊗Pm : Mn⊗πMm → Cn⊗πCm is contractive. We observe that (Pn⊗Pm)(X) =
α, so that ‖α‖Cn⊗piCm ≤ 1. The reverse inequality is immediate since ‖α‖Cnm = 1,
which shows that (1) implies (3).
Suppose that (3) is true. Let X ∈ Bqa(n,m) be the matrix obtained in
Theorem 5.3 corresponding to a perfect embezzlement protocol in the commuting
model for α. Then X is a matrix with 0’s in every column except that the first
column has the entries of α. The inclusion maps ιn : C
n → Mn and ιm : Cm →
Mm obtained by sending a vector x to the matrix of 0’s with first column x are
contractive, so ιn ⊗ ιm : Cn ⊗π Cm → Mn ⊗π Mm is contractive. Moreover,
(ιn ⊗ ιm)(α) = X , which forces X ∈ Bloc(n,m). This shows that (3) implies
(1). 
Since the state corresponding to perfect embezzlement in the commuting
model for 1√
n
∑n
i=1 ei ⊗ ei is unique and takes the form given in Theorem 5.3, we
can separate Bloc(n,m) and Bq(n,m); moreover, we can also separate Bqc(n,m)
and Bqmax(n,m).
Corollary 5.9. For all n,m ≥ 2, we have UCloc(n,m) ( UCq(n,m).
Proof. As usual, we may assume that n ≤ m. Let X be the matrix obtained from
the state s ∈ S(Vn ⊗min Vm) in Proposition 5.5. By Theorem 5.8, X ∈ Bloc(n,m)
if and only if
∥∥∥ 1√n∑ni=1 ei ⊗ ei∥∥∥
Cn⊗piCm
= 1. To see that this is not the case, Let
B : Cn × Cm → C be the bilinear form given by
B(v, w) =
n∑
k=1
vkwk.
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By Holder’s inequality, ‖B‖ ≤ 1 when regarded as a bilinear form from Cn ×
Cm into C. It follows (see [17, p. 23]) that ‖X‖π ≥
∣∣∣∑ni=1 1√nB(ei, ei)∣∣∣ = √n.
Hence, X 6∈ Bloc(n,m), which shows that UCloc(n,m) 6= UCqa(n,m). Since X can
be approximated by elements in Bq(n,m) and Bloc(n,m) is closed, we see that
Bloc(n,m) 6= Bq(n,m), so that UCloc(n,m) 6= UCq(n,m).
Finally, we will show that UCloc(n,m) ⊂ UCq(n,m). We first note that
UCloc(n,m) ⊆ C(2n2+1)(2m2+1) is the closed convex hull of states arising from eval-
uation functionals on commutative C∗-algebras. As in the proof of Theorem 3.6,
the resulting correlation in UCloc(n,m) will be of the form
(δz(X)δz(Y ))X∈Bn(U), Y ∈Bm(V ),
where U ∈ Mn(B(H)) and V ∈ Mm(B(H)) are unitary and K is a compact
Hausdorff space such that z ∈ K and C∗(Bn(U) ∪ Bm(V )) ≃ C(K). We saw
in the proof of Theorem 3.6 that (δz(X)δz(Y ))X,Y ∈ UCq(n,m). By a theorem
of Caratheodory, every element of UCloc(n,m) can be written as a finite convex
combination of at most 2(2n2+1)(2m2+1)+1 states of the form (δz(X)δz(Y ))X,Y .
Since UCq(n,m) is convex, it follows that UCloc(n,m) ⊆ UCq(n,m), which com-
pletes the proof. 
Corollary 5.10. For all n,m ≥ 2, Bqc(n,m) 6= Bqmax(n,m). In particular,
Vn ⊗c Vm 6= Vn ⊗max Vm. In fact, the identity map id : Vn ⊗c Vm → Vn ⊗max Vm
fails to be 1-positive.
Proof. The extreme points of Bqmax(n,m) are the extreme points of the unit ball
of Mn ⊗ Mm in the operator norm, which is just the set of unitaries in Mnm.
By Corollary 5.7, there are proper contractions in Bqc(n,m) that are extreme in
Bqc(n,m). Therefore, Bqc(n,m) 6= Bqmax(n,m). This shows that id : Vn ⊗c Vm →
Vn ⊗max Vm fails to be 1-positive. 
Corollary 5.11. None of the norms ‖·‖loc, ‖·‖qa or ‖·‖qc are unitarily invariant.
Proof. There is a unitary W ∈ Mn ⊗ Mm with W 6∈ Bqc(n,m); otherwise, we
would have Bqmax(n,m) ⊆ Bqc(n,m), since Bqmax(n,m) is the closed convex hull
of the unitaries in Mn ⊗Mm. Note that Inm = In ⊗ Im ∈ Bloc(n,m) by Theorem
3.8. However, InmW = W 6∈ Bqc(n,m), so that ‖InmW‖t > 1 for t ∈ {loc, qa, qc}.
Hence, ‖ · ‖loc, ‖ · ‖qa and ‖ · ‖qc are not unitarily invariant. 
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