We prove a determinantal type formula to compute the characters for a class of irreducible representations of the general Lie superalgebra gl(m|n) in terms of the characters of the symmetric powers of the fundamental representation and their duals. This formula was conjectured by J. van der Jeugt and E. Moens and was generalized the well-known Jacobi-Trudi formula.
INTRODUCTION
The classical Jacobi-Trudi formula computes Schur symmetric functions in terms of the elementary (resp. complete) symmetric functions. Since these symmetric functions can be realized as irreducible characters of a general linear group, we can interpret the Jacobi-Trudi formula as a formula for computing irreducible character of a general linear group in terms of the characters of symmetric (resp. anti-symmetric) tensor representations. This formula complements the Weyl determinantal formula which computes irreducible characters in terms of the root system. Although the Jacobi-Trudi formula is well-defined only for partitions, that is, for integral dominant weight with non-negative components, it is well-known that an integral dominant weight can be led to a partition by adding some multiple of the partition (1, 1, . . . , 1), which corresponds to the determinantal representation.
The aim of this work is to extend this famous formula to the case of the general linear Lie super algebras. According to V. Kac, irreducible representations of the general linear Lie super-algebra gl(m|n) are determined by means of dominant weights. We shall restrict ourselves to those representations with integral dominant weights, see Eq. (5) . In his foundational papers [12, 13, 14, 15] on Lie superalgebras, Kac raised the problem of determining the formal characters of finite dimentional irreducible representations of Lie superalgebras, and he established in the 70s an analog of Weyl formula to compute irreducible characters corresponding to typical weights. There have been many attempts to establish formulas to computing atypical irreducible characters, see e.g. [2, 3, 4, 5, 6, 17, 18, 19, 20, 21, 22, 23, 24, 25] . It took twenty years until V. Serganova provides a method to compute atypical irreducible characters, which was subsequently simplified by Brundan [2] and Su-Zhang [23] .
For some classes of integral dominant weights, Jacobi-Trudi formula has been established, for instance, when the weights correspond to partitions, i.e. the corresponding representation is constructed from the fundamental representation using only tensor products and decomposition into direct sums, see [1, 6] . However, due to the more complicated nature of the representation category of general linear Lie superalgebra, to extend Jacobi-Trudi formula to characters of the so-called mixed representations one will need 1 to incorporate characters of both symmetric tensor powers and their duals. A conjectural determinantal formula was explained in detail in [22] . In fact, there was an unsuccessful attempt to prove it in [20] . This formula can be considered as an analog of the Jacobi-Trudi formula for irreducible characters of the general linear Lie superalgebras.
In this work we prove the above mentioned determinantal formula for the case of irreducible representation correspond to integral dominant weight Λ which has the form Λ = (α 1 , α 2 , . . . , α m ; −k, −k, . . . , −k) such that 0 ≤ k ≤ m and α m−k ≥ 0 ≥ α m−k+1 (Theorem 3.1). A class of these weights corresponds to a class of m-standard composite partitions (cf. (11) ). In particular, we have also derived the results presented in [7] , that is Jacobi-Trudi type formula for character of irreducible representations of gl(m|1) (Corollary 3.3).
The structure of the paper is as follows. In section 2 we present some background materials on gl(m|n). In section 3 we state the main theorem (see Theorem 3.1) and some corollaries (Corollary 3.2 and Corollary 3.3). In section 4 we introduce the notion special weights (cf. (8) ) and establish the correspondence between these weights and the (m|n)-standard composite partitions (Proposition 4.2). In section 5 we give a reduction formula to represent irreducible characters of gl(m|n) in terms of irreducible characters of its subalgebras (Theorem 5.6). In section 6, we recall the notion of super-symmetric S-functions corresponding to a composite partitions and properties their (see Theorem 6.4). The last section gives a proof of the main theorem.
PRELIMINARIES
This section presents some results on linear Lie super-algebras for the later use. We shall work over the field of complex numbers C.
A super vector space is a Z 2 -graded vector space V = V0 ⊕ V1. The vector spaces V0, V1 are called the even and odd homogeneous components of V , their elements are also called homogeneous. A homogeneous element x ∈ V0 has degree 0, denoted deg(x) =0, while x ∈ V1 has degree 1, denoted deg(x) =1.
Let End(V ) be the space of linear endomorphisms of V . Then End(V ) = End0(V ) ⊕ End1(V ), where End0(V ) = End(V0) ⊕ End(V1) and End1(V ) = Hom(V0, V1) ⊕ Hom(V1, V0). (1)
We can equip End(V ) with the structure of a Lie superalgebra by defining the Lie bracket
for all homogeneous elements x, y, then extending it linearly to the whole space End(V ) with V = V0 ⊕ V1 and dimV0 = m, dimV1 = n. We use the notation gl(m|n) for the End(V ) with above Lie superalgebra structure.
2.1. The Lie superalgebra gl(m|n). In this paper, g will denote the Lie superalgebra gl(m|n) for fixed positive integers m, n. We can realize g as the set of (m + n) × (m + n) matrices. Hence
and
where M r,t denotes the set of r × t matrices.
The standard basis for g consists of the matrices E i,j , i, j = 1, 2, . . . , m + n, with 1 on the entry (i, j) and 0 elsewhere. The subalgebra h ⊂ g spanned by the elements E j,j : j = 1, 2, . . . , m + n, is called Cartan subalgebra of g. The dual vector space h * is called the weight space, it is spanned by the weights {ǫ i , δ j |i = 1, 2, . . . , m; j = 1, 2, . . . , n}, where ǫ i (E j,j ) = δ ij and δ j (E i,i ) = −δ (m+j)i , with δ is symbol Kronecker .
A weight Λ will be denoted as follows:
We fix simple root system
The set of positive even roots is denoted by
, and the set of positive odd roots is denoted by
(n, n, . . . , n; −m, −m, . . . , −m), ρ = (m, . . . , 2, 1; −1, −2, . . . , −n). There is a symmetric bilinear form ( , ) on h * is defined by
The Weyl group of g is the Weyl group W of g 0 , hence it identified with the product of the symmetric groups S m × S n . For w ∈ W , we denote by ǫ(w) its signature.
2.2.
Typical and atypical weights. Let Λ = (λ 1 , · · · , λ m ; µ 1 , µ 2 , . . . , µ n ) be an integral dominant weight. A positive odd root ǫ i − δ j , with i = 1, 2, . . . , m and j = 1, 2, . . . , n, is called an atypical root of Λ if
Explicitly, this condition reads: λ i + m + 1 − i = −µ j + j. Denote by Γ Λ the set of atypical roots of Λ:
A weight Λ is called typical if #Γ Λ = 0 and atypical if #Γ Λ = r ≥ 1 (in this case Λ is also called r-fold atypical weight). 
Kac modules. For every integral dominant weight
where e µ (µ ∈ h * ) are the formal exponential functions.
THE MAIN THEOREM
In this section we will state the main theorem, the Jacobi-Trudi type formular to compute characters of a class of irreducible representations of a general linear Lie superalgebra gl(m|n). This class consists of irreducible representations correspond to integral dominant weights Λ of the form Λ = (α 1 , α 2 , . . . , α m ; −k, −k, . . . , −k), with 0 ≤ k ≤ m and α m−k ≥ 0 ≥ α m−k+1 . Set x i = e ǫ i for i = 1, 2, . . . , m and y j = e δ j for j = 1, 2, . . . , n. It is well known that the character of the r-th the symmetric power of the fundamental representation of gl(m|n) is equal to
where e k (y) (resp. h k (x)) is the elementary (resp. complete) symmetric function on the variables y = (y 1 , y 2 , . . . , y n ) (reps. x = (x 1 , x 2 , . . . , x m )). It follows that the character of the dual of the r-th symmetric power of the fundamental representation isḣ r (x/y) witḣ 
where the indices i, j, s resp. t run from top to bottom, from left to right, from bottom to top resp. from right to left with i, j = 1, 2, . . . , m − k and s, t = 1, 2, . . . , k.
Example: For Λ = (3, 2, −1; −1 − 1), an integral dominant weight of the linear Lie superalgebra gl(3|2), we have
Consider the weight σ = (1, 1, . . . , 1; −1, −1, . . . , −1) which corresponds to the superdeterminantal representation. Let Λ = (λ 1 , λ 2 , . . . , λ m ; β, β, . . . , β) be an integral dominant weight. Then there is a unique integer j such that
where Λ 0 = (α 1 , α 2 , . . . , α m ; −k, −k, . . . , −k) with 0 ≤ k ≤ m and such that α m−k ≥ 0 ≥ α m−k+1 i.e, Λ 0 satisfies the condition of Theorem 3.1(see Proposition 4.1). We present an algorithm to find Λ 0 , i.e, to find j and k. First, we see that, if Λ = (λ 1 , λ 2 , . . . , λ m ; β, β, . . . , β) then Λ + βσ = (λ 1 + β, λ 2 + β, . . . , λ m + β; 0, 0, . . . , 0).
Without lost of generality, we can consider Λ = (λ 1 , λ 2 , . . . , λ m ; 0, 0, . . . , 0) instead of Λ = (λ 1 , λ 2 , . . . , λ m ; β, β, . . . , β). Now, we will show an algorithm for finding j and k :
Step 1: If λ m ≥ 0 then j = 0, k = 0. If λ m < 0, we move on to Step 2.
Step 2: If λ m−1 + 1 ≥ 0 then j = 1, k = 1. If λ m−1 + 1 < 0, we move on to Step 3.
Step 3: If λ m−2 + 2 ≥ 0 then j = 2, k = 2. If λ m−2 + 2 < 0, we move on to Step 4. . . .
Step m:
Thus, after no more than m steps we find j and k that satisfy the requirement. Corollary 3.2. Let Λ = (λ 1 , λ 2 , . . . , λ m ; β, β, . . . , β) be an integral dominant weight of gl(m|n). Then there is a unique integer j such that
Proof. This follows from the Theorem 3.1 and from the following formula, which is wellknown: chV (Λ + jσ) = (e σ ) j chV (Λ).
We now apply the above result to the case gl(m|1). The corollary below is proven by direct computation in [7] . 
with 0 ≤ k ≤ m and α m−k ≥ 0 ≥ α m−k+1 , is called a special weight. We denote by P the set of all special weights. And for each integer k, 0 ≤ k ≤ m, set
It's easy to see that
We will see that an arbitrary integral dominant weight of gl(m|n) is different from a weight in P by an integer multiple of the weight σ := (1, . . . , 1; −1, . . . , −1). Proposition 4.1. Let λ be an integral dominant weight. Then, there is unique integer j such that Λ := λ + jσ has the following form: Λ = (α 1 , α 2 , . . . , α m ; −k, β 2 , . . . , β n ) with 0 ≤ k ≤ m and α m−k ≥ 0 ≥ α m−k+1 .
Proof. Existence of j. We use induction on m. Let's consider the case m = 1. Consider a weight (α 1 ; β 1 , β 2 , . . . , β n ). Then by adding a mutiple of the weight σ: j = β 1 if
this is equivalent to
Suppose this holds for m. Consider a weight
using the induction hypothesis on the weight
we can bring it to the form
Note the shift of indices and the condition α 1 ≥ 0 is not imposed (when k = m) .
Thus, if in this new weight we have k < m, then it automatically satisfies the requirement. Similarly, if in this new weight we have k = m and α 1 ≥ 0 then it also satisfies the requirement. It remains the case k = m and α 1 < 0. Then adding σ to this weight we get the weight (α 1 + 1, α 2 + 1, . . . , α m+1 + 1; −(m + 1), . . . , β n − 1)
Finally, we prove the uniqueness assertion. Let λ be a integral dominant weight. Assume j, j ′ are integers such that
We need to show that j = j ′ . Assume the contrary i = j, then we can say j > j ′ . We have
Then
On the other hand,
Thus
which is a contradiction. Thus we conclude that j = j ′ .
4.2.
Composite partitions. Let ν, µ be two partitions. We shall refer toν; µ as a composite partition. A composite partition is called an m-standard composite partition if
A composite partitionν; µ is said to be an
For each 0 ≤ k ≤ m let Q k be the subset of (m|n)-standard composite partitionsν; µ, for which µ ′ 1 ≤ m − k and ν ′ n = k:
Put
We define a map ϕ k :
. . , α m−k ) and the partition ν is given by
Proof. It is easy to see that ϕ k is injective. For the surjectively, letν; µ ∈ Q k be an (m|n)-standard composite partition. Then ν, µ have the following form µ = (µ 1 , µ 2 , . . . , µ m−k ), ν = (ν 1 , ν 2 , . . .) and ν ′ n = k.
We set
It is obviously the preimage ofν; µ under ϕ k . Thus ϕ k and ϕ are bijection.
Letν; µ ∈ Q be an (m|n)-standard composite partition. We denote by Λν ;µ the corresponding special weight. In case µ = 0, we write Λν for Λν; 0.
Proof. (a) can be readily seen from proof of Proposition 4.2.
Thus η; µ ∈ Q 0 is an (m − k|n)-standard composite partition. It follows from proof of Proposition 4.2 that
We verify (c). We have κ = (ν 1 , . . . , ν k ) and κ ′ n = ν ′ n = k, thus κ; 0 ∈ Q k is an (k|n)-standard composite partition. By Proposition 4.2, we have
REDUCTION FORMULA FOR IRREDUCIBLE CHARACTERS OF gl(m|n)
In this section, we shall establish a reduction formula to represent irreducible characters of gl(m|n) in terms of irreducible characters of its subalgebras. Our main ingredient is the character formular of Su-Zhang. We shall start the section by reviewing the formula. We use notations of [23] 5.1. Su-Zhang's character formular. In this subsection we recall a result of Su-Zhang [23] , for that we shall need some notations. Assume
is r-fold atypical integral dominant weight with the set of atypical roots
Note that we have
The total order on ∆ + 1 is defined by
We call γ s the s-th atypical root of Λ for s = 1, 2, . . . , r.
For convenience, we introduce the notation Λ ρ for ρ-translation of Λ :
We define the atypical tuple of Λ aty Λ = (µ ρ n 1 , . . . , µ ρ nr ) = (µ n 1 − n 1 , . . . , µ nr − n r ),
and we call the s-th entry of aty Λ the s-th atypical entry of Λ for s = 1, 2, . . . , r. We also define the typical tuple of Λ typ Λ ∈ Z m−r|n−r (19) to be the element obtained from Λ ρ by deleting all entries λ ρ ms , µ ρ ns for s = 1, 2, . . . , r.
We call Λ lexical if its atypical tuple aty Λ is lexical in the following sence:
Then d s,t (Λ) is non-negative and one can observe that it is the number of integers between the s-th atypical entry µ ρ ns and the t-th atypical entry µ ρ nt which are not entries of Λ ρ . In orther words,
where
Set(µ) = the set of the entries of a weight µ.
For s ≤ t, we say that two atypical roots γ s ,
A weight Λ is said to be totally connected if two atypical roots γ s , γ t of Λ are c-related for all pairs (s, t) with s ≤ t.
For an r-fold atypical weight as given by (14) and σ is an element of symmetric group S r we define
Thus we also have the dot action
Define S Λ to be a subset of the symmetric group S r consisting of permutations σ which do not change the order of s < t when the atypical roots γ s and γ t of Λ are strongly c-related. That is, (14) be an r-fold atypical weight with atypical roots ordered as in (15): γ 1 < γ 2 < · · · < γ r . We define the normal cone with vertex Λ:
This number is called the level of λ. For λ ∈ C N orm Λ , denote by λ ↑ the maximal lexical weight which is ≤ λ, namely,
Denote by C r the subset of S r
where i 1 , i 2 , . . . , i t are positive integers such that t s=1 i s = r. And 
where S Λ , λ ↑ , C r are defined above and L 0 = α∈∆ + 0 (e α/2 − e −α/2 ).
5.2.
Reduction formula for irreducible characters of gl(m|n). The aim of this subsection is to prove a reduction formula, representing irreducible characters of gl(m|n) in terms of irreducible characters of its subalgebras (cf. Theorem 5.6).
Denote ρ(p|q) = (p, p − 1, . . . , 1; −1, −2, . . . , q) with p, q being positive integers.
Proof. First we prove (a). From Lemma 4.3 (a), (b) we have
. This is equivalent to
On the orther hand, if m − k < i ≤ m and 1 ≤ j ≤ n then (Λ + ρ(m|n),
Next, from property (c) of Lemma 4.3 we have Λ κ;0 = (n−ν k , . . . , n−ν 1 ; −k, . . . , −k). Clearly, Γ Λ κ;0 = ∅ because of (n − ν 1 ) + 1 ≤ (n − ν 2 ) + 2 ≤ . . . , (n − ν k ) + k ≤ k < −(−k − j) for all j = 1, 2, . . . n.
The second we prove (b). From (a), we have Γ Λ = Γ Λ η;µ . By assumption,
Lemma 5.3. Let Λ ∈ P k be a special weight corresponding toν; µ ∈ Q k . Set κ = (ν 1 , ν 2 , . . . , ν k ) and η = (ν k+1 , ν k+2 , . . .). Then we have
Proof. This follows from Lemma 4.3 and Lemma 5.2 with notice that σ.Λ = σ.Λ η;µ +Λ κ;0 and π.(σ.Λ) ↑ = π.(σ.Λ η;µ ) ↑ + Λ κ;0 .
Lemma 5.4. Let m, n, p, q be nonnegative integers such that m = p + q. We have Proof. We have
e ǫ p+j /2 p = L 0 (m|n)e 1 2 (q,...,q,p,...,p;0,...,0) .
This show (a).
Finally, (b) is obvious. Proof. Apply Theorem 5.1 with r = 0 we have
where w = w 0 × w 1 ∈ S m × S n . Since Λ = (λ 1 , . . . , λ m ; q, . . . , q) then w 1 (e Λ+ 1 2 (m−1,m−3,...,1−m;0,...,0) ) = e Λ+ 1 2 (m−1,m−3,...,1−m;0,...,0) , for all w 1 ∈ S n . And ρ 0 = 1 2 (m − 1, m − 3, . . . , 1 − m; 0, . . . , 0) + 1 2 (0, . . . , 0; n − 1, n − 3, . . . , 1 − n). These follow
× w 0 ∈Sm ǫ(w 0 )w 0 (e Λ+ 1 2 (m−1,m−3,...,1−m;0,...,0) w 1 ∈Sn ǫ(w 1 )w 1 (e 1 2 (0,...,0;n−1,n−3,...,1−n) )) We first define some substitution rules. Let x = (x 1 , x 2 , . . . , x m ) and y = (y 1 , y 2 , . . . , y n ) be the sets of variables. For an any weight λ = (α 1 , α 2 , . . . , α m ; β 1 , β 2 , . . . , β n ), we denote by (x; y) λ the monomial x α 1 1 . . . x αm 2 y β 1 1 . . . y βn n . Let r := {r 1 , r 2 , . . . , r m−k } ⊂ {1, 2, . . . , m} and s := {r m−k+1 , r m−k+2 , . . . , r m } = {1, 2, . . . , m}\r, where k is a nonnegative integer less than or equal m. For f , a rational function in x 1 , x 2 , . . . , x m−k , y 1 , y 2 , . . . , y n , define χ r (f ) to be the rational function obtained from f by substituting x i by x r i . That is, if f = P (x 1 , x 2 , . . . , x m−k , y 1 , y 2 , . . . , y n ) Q(x 1 , x 2 , . . . , x m−k , y 1 , y 2 , . . . , y n ) then χ r (f ) = P (x r 1 , . . . , x r m−k , y 1 , . . . , y n ) Q(x r 1 , . . . , x r m−k , y 1 , . . . , y n ) .
Theorem 5.6. Let Λ be a special weight in P k and letν; µ ∈ Q k be the corresponding composite partition. Then
where ν = (ν 1 , ν 2 , . . . , ν k , ν k+1 , ν k+2 , . . .), κ = (ν 1 , ν 2 , . . . , ν k ), η = (ν k+1 , ν k+2 , . . .) and the sum is over all possible decomposition {1, 2, . . . , m} = r ∪ s with |r| = m − k, |s| = k.
Proof . Because κ = (ν 1 , ν 2 , . . . , ν k ) so we have Λ κ = (n − ν k , n − ν k−1 , . . . , n − ν 1 ; −k, . . . , −k) (because of property (c) of Lemma 4.3) and Γ Λκ = ∅ (because of property (a) of Lemma 5.2). From Lemma 5.5, we have
By using Theorem 5.1 and Eq. (42), we obtain
where 
We can rewrite f = e 
where ∆ + 1 (m|n) = ∆ + 1 . We imply f = e 
It follows from property (b) of Lemma 5.4:
Now we consider the right of (41). Set
By applying substitution rule to (67) we have
where x ′ = (x r 1 , x r 2 , . . . , x rm ). Hence
For a fixed pair r, s, we have
is equal to
where w 1 , w 2 , . . . , w k!(m−k)! are k!(m − k)! the different permutations of {1, 2, . . . , m}.
We need a little explanation for the w i . If {1, 2, . . . , m − k}\r = {u 1 , u 2 , . . . , u h } then
is the permutation of {1, 2, . . . , m}. This permutation is a product of cycles which length equal to 2. Assume that σ 1 (resp. σ 2 ) is a permutation of {r 1 , r 2 , . . . , r m−k } (resp. {r m−k+1 , r m−k+2 , . . . , r m }) then w i , i = 1, 2, . . . , k!(m − k)! will be of the form σ 1 σ 2 τ (cf. Example 5.7). It's easy to see that
Because r is a set containing k different elements of {1, 2, . . . , m} so there are m! k!(m−k!) different sets r (in the orther words, there are m! k!(m−k!) different pairs of r, s). Thus
where the last equality comes from Theorem 5.1:
Example 5.7. Assume that Λ = (1, 0, −1; −1, −2) ∈ P k is special weight of gl(3|2). Then
where Λ η;µ = (1, 0; 0, −1), Λ κ = (−1; −1, −1), r = {r 1 , r 2 , } ⊂ {1, 2, 3} and s = {r 3 } = {1, 2, 3}\r.
Since π ∈ S 2 then π = (1) or π = (12). If π = (1) then (π.Λ η;µ ) ↑ = Λ η;µ and (π.Λ) ↑ = Λ. If π = (12) then (π.Λ η;µ ) ↑ = (−1, 0; 0, 1) and (π.Λ) ↑ = (−1, 0, −1; −1, 0).
We need to compute χ r (ch V (Λ η;µ )), χ s (ch V (Λ κ )) and χ t (chV (Λ)). First, we compute χ r (ch V (Λ η;µ )). We have
Hence
We have
where w 1 only acts on the indices of y.
The second, we Computate ch V (Λ κ ). Fallows by Lemma(5.5)
i<j≤1 (e (ǫ i −ǫ j )/2 − e −(ǫ i −ǫ j )/2 ) w∈S 1 ǫ(w)w(e Λκ+ 1 2 (0;0,0) ) = (e ǫ 3 + e δ 1 )(e ǫ 3 + e δ 2 ) e 2ǫ 3 e Λκ Thus χ s (ch V (Λκ)) = x −3 r 3 y −1 1 y −1 2 (x r 3 + y 1 )(x r 3 + y 2 ). The right hand side of (85)
Now, we rewrite
In the orther words
where w 1 = (1)(1)(1) = (1), w 2 = (12)(1)(1) = (12); w 3 = (1)(1)(23), w 4 = (13)(1)(23) = (132); w 5 = (1)(1)(13) = (13), w 6 = (23)(1)(13) = (123) are the permutation of {1, 2, 3} and w i only acts on the indices of x. From this we have
And
Rhs2 := r⊂{1,2,3}
The calculation is similar to the case of Rhs1, we have
The last, we compute chV (Λ). We have
Rhs2.
Finally, we have
6. SUPERSYMMETRIC S-FUCTIONS 6.1. Symmetric functions associated to composite partitions. Let x = (x 1 , . . . , x m ) be a set of variables. Letν; µ be a composite partition with lengths l(µ) = p, l(ν) = q such that p + q ≤ m. Thusν; µ is an m-standard composite partition (cf. (11) ). We can associate to it an m-tuple (µ 1 , . . . , µ p , 0, . . . , 0, −ν q , . . . , −ν 1 ) with the composie partition ν; µ. The symmetric Schur function indexed by this composite partition is defined by:
where λ is the partition of length m defined by
A formula for symmetric Schur function indexed by the composite partition was postulated by Balantekin and Bars [4] in terms of characters, and proved in [5] , namely
where the indices i, j, k resp. l run from top to bottom, from left to right, from bottom to top resp. from right to left andḣ r (x) = h r (x) = h r (x −1 1 , . . . , x −1 m ).
Let x ′ and x ′′ be two subsets of {x 1 , x 2 , . . . , x m }. Denote by E(x ′ , x ′′ ) = x i ∈x ′ x j ∈x ′′ (x i − x j ) and |x ′ | (resp. |x ′′ |) is size of x ′ (resp. x ′′ ). Lemma 6.1. For m = p + q, let µ = (µ 1 , µ 2 , . . . , µ p ), ν = (ν 1 , ν 2 , . . . , ν q ) be two partitions and λ = (µ 1 , . . . , µ p , ν 1 , . . . , ν q ). Then
where the sum is over all possible decompositions {x 1 , x 2 , . . . ,
Proof. This follows from [17, Lemma 3.3].
6.2.
Super-symmetric functions associated to composite partitions. Let x = (x 1 , x 2 , . . . , x m ) and y = y (n) = (y 1 , y 2 , . . . , y n ) be two sets of independent variables. The complete supersymmetric functions can be expressed in terms of the elementery symmetric and the complete symmetric functions:
Given the complete supersymmetric functions h r (x/y) and any partition λ = (λ 1 , λ 2 , . . .), one defines the supersymmetric Schur fuctions s λ (x/y):
Obviously, s (r) (x/y) = h r (x/y).
Given a composite partitionν; µ, one can define the corresponding supersymmetric Schur function, also called supersymmetric S-function [3, 4] :
where the indices i, j, k resp. l run from top to bottom, from left to right, from bottom to top resp. from right to left andḣ r (x/y) = h r (x/ȳ) withx = (x −1 1 , . . . , x −1 m ),ȳ = (y −1 1 , . . . , y −1 n ). For ν = 0, this supersymmetric S-function is so-called supersymmetric Schur function as defined in (90). 
for all positive integer m.
Theorem 6.4. Letν; µ be a composite partition. Assume q is a nonnegative integer such that 0 < q < m + 1 − l(µ) and p = m − q. Then
where κ = (ν 1 , ν 2 , . . . , ν q ), η = (ν q+1 , ν q+2 , . . .) and the sum is over all possible decom-
Proof. We use induction on n. Let's consider the case n = 0. We consider the following subcases: Subcase 1: l(µ) + l(ν) − m − 1 < 0, in the orther words ν; µ is m-standard composite partition. Since q < m + 1 − l(µ) hence η; µ is p-standard composite partition. The left hand side of (93) is:
where the last equality follows Lemma 6.1. We deduce
Subcase 2: 0 ≤ l(µ) + l(ν) − m − 1 < l(ν). We put
On the orther hand
By applying modification rule (see [5] ), we have
Here ν − q 0 , µ − q 0 ( resp. η − q 0 ) are derived from Young diagrams F ν , F µ (resp. F η ) by removing q 0 cells which are continuous boundaries starting at the foot of the first column of the Young diagram F ν , F µ (resp. F η ), and ending at the c, c (resp. c ) column of Young diagram F ν , F µ (resp. F η ). By applying repeatedly the modification rule after a finite number of steps, say affter k steps, we obtain:
where l(α) + l(β) < m + 1, l(α) + l(γ) < p + 1.
Here the number of times modification rule used to compute s ν;µ (x) is equal to the number of times that the used modification rule to compute s η;µ (x). At each step, their two sign are the same. In addition, the numbers of elements removed in each column of ν and η are the same. One have
where s i and t i , i = 0, 1, . . . , q 0 − 1, are positive integers.
We are now reduced to subcase 1. Therefore, we have
where κ = (β 1 , β 2 , . . . , β q ), γ = (β q+1 , β q+2 , . . .). So, we obtain
Let consider the induction step. Supose the equality holds for all values k < n. Denote y (n) = (y 1 , y 2 , . . . , y n ). We use Lemma 6.2 to isolate y n , this gives
. Further more, the last equality comes from the inductive hypothesis with composite partition τ ; α satifies q < m + 1 − l(µ) ≤ m + 1 − l(α). Now, by reusing Lemma 6.2 we have Lhs = s ν;µ (x/y).
From this the statment follows for n.
PROOF THE MAIN THEOREM
Now we restate the main theorem (Theorem 3.1) and prove it. 
where the sum is over all possible decomposition r ∪ s with r := {r 1 , r 2 , . . . , r m−k } ⊂ {1, 2, . . . , m} and s = {r m−k+1 , r m−k+2 , . . . , r m } = {1, 2, . . . , m}\r. By applying Theorem 6.4 withν; µ as above, η = 0, κ = ν and q = k, p = m − k we have Namely, in the formula (32), the formula used to calculate chV (Λ) if we substitute e δ i = x i for i = 1, 2, . . . , m and e δ j = y j for j = 1, 2, . . . , n then chV (Λ) = det ḣ n−α m−t+1 +s−t (x/y) h α j −s−j+1 (x/y) h n−α m−t+1 −i−t+1 (x/y) h α j +i−j (x/y) ,
CONCLUDING REMARKS
The starting point of this work is the construction of irreducible representations of gl(3|1), given in [8, 9, 10] , which suggests a determinantal type formula expressing an irreducible representations in terms of the symmetric powers of the fundamental representation and their duals. We later discover that a vast generalization of this formula has been provided by Moens and van der Jeugt. In the paper [20, 2004] , E.M. Moens and J. van der Jeugt announce the following theorem.
Theorem. [20, Theorem 4.3] Letν; µ be a standard and critical composite partition (see [20, Definition 3.1] ) with no overlap (see [20, Section 2] ) and Λν ;µ be the corresponding super weight. The character chV (Λν ;µ ) is equal to sν ;µ (x/y), which is defined in the same manner as in (92).
The proof of this theorem is based on the following lemma. Lemma. [20, Lemma A.5] Suppose |x| = m, |y| = n and h, p, q are positive integers with m = p + q. Let κ = (κ 1 , κ 2 , . . . , κ q ), η = (η 1 , η 2 , . . .) and µ be partitions, and ν = (κ 1 , κ 2 , . . . , κ q , η 1 , η 2 , . . .). Then
where the sum is over all possible decompositions x = x ′ + x ′′ with |x ′ | = p , |x ′′ | = q.
However, Moens notices in his thesis that this Lemma is false and proposes to prove the above theorem by using a weaker form of this Lemma, in which one assumes that ν; µ is a critical composite partition with no zeros in the overlap when presented in the m × n-rectangle [22, Lemma 5.14] .
However no proofs are provided. Thus the mentioned above theorem in its general form is still a conjecture.
ACKNOWLEDGMENT
The research of authors is supported in part by Vietnam National Foundation for Science and Technology Development (NAFOSTED), grant number 101.04-2020. 19 .
