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Attention has recently begun to focus on the use of asynchronous 
paradigms to support adaptive mobile applications. To investigate this issue 
the authors have developed an asynchronous distributed systems platform 
based on the tuple space paradigm [Gelernter,85b] coupled with extensions 
to support operation in mobile environments. This paper presents our 
experiences of developing and using this platform. The benefits of the tuple 
space approach are highlighted and we discuss in some detail the design, 
implementation and performance of our platform. We subsequently focus 
on the critical issues of the tuple space API and the level of support for 
adaptation which can be provided without compromising the elegance and 
simplicity of the paradigm. The paper concludes with an analysis of the 
suitability of platforms based on the tuple space paradigm for use in mobile 
environments.  
1. Introduction 
Mobile computing environments are characterised by change [Davies,95]. More 
specifically, in an environment in which users and end-systems are highly mobile the 
resources available to application and system components are subject to rapid and significant 
fluctuations. For example, an end-system which roams between different network overlays 
[Katz,96] may experience changes in network quality-of-service (QoS) which reduce the 
effective bandwidth by several orders of magnitude. Furthermore, these changes in resource 
availability may be mirrored by changes in service availability and, most crucially, user 
requirements as the context within which the user and end-system operates changes. In order 
to enable systems to continue to operate in such dynamic environments it is now widely 
accepted that system and application components must be adaptive [Davies,94], [Katz,94], 
i.e. they must be able to adapt their behaviour in response to changes in their context. 
Initial approaches to supporting adaptation have focused on one of two techniques: either 
extending existing distributed systems platforms to enable applications to obtain feedback on 
network QoS or using proxies to perform adaptation on behalf of applications. The first 
approach typically involves implementing new APIs which can be used to selectively remove 
aspects of network transparency and thus expose QoS information. Such extensions are often 
combined with further refinements such as message buffering which allow applications to 
continue operation during periods of network disconnection. This approach is typified by the 
work of Joseph et al. on the Rover system [Joseph,96]. In contrast, approaches based on 
proxy architectures [Zenel,95], [Yeadon,96], [Fox,96], [Seitz,98] allow the instantiation of 
filtering, caching or translation components into the communications path between clients and 
servers. Component instantiation is typically carried out either as part of the overall system 
configuration (usually explicitly by the user or a system administrator) or may be triggered 
transparently in response to pre-determined or pre-configured QoS events. 
More recently, attention has begun to focus on the use of asynchronous paradigms to 
support adaptive mobile applications. At Lancaster we have developed an asynchronous 
distributed systems platform based on the tuple space paradigm [Gelernter,85b] but extended 
to support operation in mobile environments. The platform has been fully implemented and 
used to support a wide range of applications, both mobile and fixed. In this paper we report 
on our experiences of developing and using the platform. In particular, we focus on the 
critical issues of the tuple space API and the level of support for adaptation which can be 
provided without compromising the elegance and simplicity of the paradigm. 
Section 2 presents an analysis of the theoretical benefits and shortcomings of the tuple 
space paradigm when applied to the field of mobile computing. Section 3 then describes in 
detail the computational and engineering models for our platform. We then consider the API 
of our platform and discuss support for adaptation in tuple space based architectures (sections 
4 and 5 respectively). Finally, we analyse our experiences and comment on the suitability of 
platforms based on the tuple space paradigm for use in mobile environments.  
 
2. An Analysis of the Tuple Space Approach 
2.1. Overview 
The tuple space paradigm was conceived in the mid-1980's by researchers at Yale 
University as a mechanism for coordinating the numerous processes involved in complex 
parallel computations [Gelernter,85a]. A tuple space is an abstract entity, akin to distributed 
shared memory, spread across all participant processes and/or hosts. Inter-process 
communications are conducted exclusively through the generation of tuples and anti-tuples 
which are submitted to tuple space. This is termed generative communication. 
Tuples are typed data structures, each formed from a collection of typed data fields, and 
every tuple represents a cohesive piece of data. Tuples are comparable to structures (structs) 
in the C programming language, or objects in languages like C++ and Java. Each tuple field is 
termed either actual or formal. Actual parameters have both a defined type and value while 
formal parameters have a defined type but no value, c.f. NULL pointers in C. Tuples of this 
form are classed as passive tuples and are composed entirely of actual and/or formal fields 
from the time of their creation though to that of their destruction. A second class of tuples, 
referred to as active tuples, is also defined by the tuple space model. In an active tuple, one 
field or more is of neither an actual or formal nature at the time of creation. Instead, such 
fields are wholly defined by functions which require evaluation. When an active tuple is 
deposited in tuple space, a separate process is spawned to calculate each such field and, over 
time, the tuple evolves into a passive tuple. 
Both active and passive tuples are persistent objects and cannot be altered by user 
processes while they reside in a tuple space. In order to effect changes to a tuple it must be 
explicitly withdrawn, changed and then re-inserted [Gelernter,85b]. Placing a tuple in a tuple 
space is analogous to transmitting a packet in an IP network and the packet remaining there 
until the recipient interface chooses to consume it. 
Anti-tuples are the antithesis of tuples. While tuples embody a piece of data which has 
been submitted to a tuple space, anti-tuples capture requests seeking to remove or copy data 
from the tuple space. In common with passive tuples, anti-tuples are composed from an 
arbitrary mix of actual and formal fields but instead of defining a piece of data, an anti-tuple 
contains a template against which to match tuple data. There are two flavours of anti-tuple: 
destructive and non-destructive. Destructive anti-tuples each seek to remove a matching tuple 
from the tuple space. In contrast, non-destructive anti-tuples merely are satisfied by making a 
copy of a matching tuple, thus leaving the original tuple unaffected. 
Tuples are matched against anti-tuples, and vice-versa, by comparing their types, fields, 
and the values contained in such. Actuals match either formals of the same type, or actuals of 
the same type and value. Formals only match actuals of the same type. When all the fields of 
a tuple satisfy an anti-tuple a successful match is made and the formals present in the anti-
tuple are replaced by the respective actuals in the matched tuple. 
The process of matching of tuples to anti-tuple is performed non-deterministically and, as 
such, where multiple tuples that satisfy an anti-tuple are available, an arbitrary choice is 
made. Similarly, if multiple destructive anti-tuples are in existence that match a newly 
deposited tuple, one of these if chosen at random and satisfied. The tuple space model 
guarantees the unique withdrawal of tuples, so each tuple can satisfy at most one destructive 
anti-tuple. Each tuple may, though, rightfully service an infinite number of non-destructive 
anti-tuples prior to its departure from tuple space. 
In itself, the tuple space paradigm is an abstract concept, so the researchers at Yale 
embodied the paradigm in a coordination language named Linda [Gelernter,85a]. Linda was 
designed with the goal of offering the same combination of simplicity and power to 
distributed domains that C had offered systems programmers in the sequential one. As such 
the language was defined with just four simple primitives: 
• eval: deposits a active tuple in a tuple space 
• in: seeks to withdraw information matching a query from a tuple space by submitting a 
destructive anti-tuple 
• out: deposits a passive tuple in a tuple space 
• rd: seeks to copy information matching a query from a tuple space by submitting a 
non-destructive anti-tuple 
2.2. Specific Benefits 
Because tuples remain in tuple space from the time of insertion to that of their destructive 
consumption, those processes producing and consuming tuples need not co-exist. This 
property is known as temporal decoupling. Indeed, once they have been deposited in tuple 
space, tuples can be consumed by a client at any time, even after the demise of the server(s) 
which generated them. Therefore, clients and servers can interact using a tuple space without 
needing to be synchronised with each other. This also means that instead of merely generating 
tuples in response to queries, producers can create tuples when the data they are to contain 
becomes available. For example, a weather station which produces hourly reports may deposit 
a new report tuple into tuple space once each hour, thus obviating the need to repeatedly issue 
the same information to clients. 
Tuple space communications are, by default, anonymous, meaning that the client and 
server are normally unaware of each others identity†. As a result of this, coupled with the 
above temporal decoupling property, there is no implicit requirement to form bindings 
between client and server processes. Indeed, in those instances where the producer and 
consumer of tuples do not co-exist, it would not be possible to do so. Thus, the tuple space 
model has a second important property, that of spatial decoupling. Producers simply deposit 
tuples into tuple space knowing that zero or more processes may access them over time. 
Because there is no binding, any suitable process can service a tuple which satisfies a request. 
Therefore, any reachable server that is capable of dealing with the request can destructively 
withdraw the associated tuple, perform the service and generate result tuples as appropriate. 
                                                
† It is possible to produce tuples for an identified consumer by encapsulating destination information in 
tuples. This is termed directed communications. Several schemes to achieve this have been proposed 
including an approach based on Amoeba ports [Pinakis,92]. 
The spatial decoupling property also enables tuple spaces to provide transparent support 
for group interactions. A tuple produced by one process can be read by multiple clients in 
parallel if they all access it using non-destructive anti-tuples. Consider, for example, a 
groupware application like the shared whiteboard wb [Floyd,95]. The whiteboard process 
could output tuples describing each drawing operation which are read and rendered by the 
other whiteboard processes. Through the persistent nature of the tuple space, clients 
(whiteboards) could join and leave the tuple space at will, with automatic state reconciliation. 
This greatly contrasts with existing groupware that is often based on RPC based paradigms 
which require additional, sophisticated group management protocols [Cheverst,96]. 
2.3. Significant Shortcomings 
2.3.1. Application Programmers Interface 
While the temporal decoupling of the tuple space model supports asynchronous 
communications between processes, Rowstron noticed that the operators which clients use to 
retrieve data from the tuple space are actually of a synchronous nature [Rowstron,97]. 
Specifically, while out asynchronously deposits data in the tuple space, the in and rd 
operators used to retrieve such are blocking and, thus, implicitly synchronous. This means 
that wherever a tuple matching a despatched anti-tuple is unavailable, the client becomes 
blocked. In a large number of distributed applications, this behaviour is undesirable. 
Furthermore, the problem would be further exacerbated in mobile environments where 
network partitions and disconnection would mean matching tuples remaining unknown, and 
hence unavailable, for particularly lengthy times. 
An additional, well known problem with the tuple space paradigm is often referred to as 
the 'multiple-rd problem' [Rowstron,96]. In essence, since rd requests are matched non-
deterministically it is not possible for an application to be sure that it has read in all the tuples 
which match a given anti-tuple. If these semantics are required, the application must in each 
tuple in turn (removing it from the tuple space) and then out the tuples once no more 
matches are found. While this provides a mechanism for achieving the desired results it 
places a significant burden on both the application programmer, who must write the 
appropriate code fragments, and the system which must support many, usually costly, in 
operations.  
2.3.2. Supporting Adaptation 
Mobile computing applications are subject to rapid and significant changes in the QoS 
available from their supporting environment. Previous research has shown that mobile 
computing platforms should provide a QoS management architecture that facilitates 
adaptation, either through application level adaptation or the installation of proxies 
[Friday,96], [Seitz,98]. However, these approaches have typically focused on 
communications related QoS, which has, logically, been measured and controlled using 
bindings. Since the tuple space model does not expressly employ bindings, these existing QoS 
management architectures cannot be readily integrated into the model in order to support its 
use in mobile arenas. 
3. L2imbo 
3.1. Objectives 
Given the potential benefits of the tuple space paradigm a number of researchers have 
attempted to build tuple space platforms based on Linda which target distributed processing 
over general purpose local-area workstation clusters [Leichter,89], [Xu,89], [Hupfer,90], 
[Pinakis,91], [Carriero,94]. These platforms have generally been designed with a very 
specific application focus and are not considered general purpose tools for building 
distributed applications. In our work however, we have concentrated on building a general 
purpose distributed systems platform (called L2imbo), built on the tuple space concept. Unlike 
existing distributed tuple space platforms, L2imbo has been designed to address typical 
distributed systems issues and function in heterogeneous hardware and software 
environments. Along with classic distributed systems issues such as portability and support 
for heterogeneous environments, L2imbo has been designed to offer a lightweight, minimal 
set of services (communication, network and architecture transparency) whilst also addressing 
issues highlighted by existing distributed tuple space implementations, namely, performance 
and scalability. 
One of the key objectives in the design of the L2imbo platform was to utilise the implicit 
time and space decoupling of the tuple space platform to facilitate network transparency. We 
believe traditional platforms suffer in mobile environments because application components 
must interact via directed synchronous communication. In a typical mobile (and thus 
currently failure prone) environment a mobile distributed systems platform has two new 
issues to address: firstly, in the event of failure the communication must be recovered 
(witnessed by approaches such as Rover's Q-RPC [Joseph,95]). Secondly, in heterogeneous 
networks consisting of wired and wireless components, platforms are required to adopt 
mechanisms to cope with the characteristics of each type of network on the communication 
path (e.g. M-RPC [Bakre,95] or Snoop-TCP [Amir,95]). However, we believe that with a 
tuple space based platform in which communications are undirected (mediated by the tuple 
space itself) it should be possible to deal with the network characteristics on a hop-by-hop 
basis. Moreover, since the integrity of the tuple space is the sole concern of the platform, one 
or more networks may be utilised (even simultaneously) without any implications to the 
platform services offered to the applications. This feature of the L2imbo platform is currently 
unique among distributed systems platforms. 
In the following sub-sections we examine the computational and engineering models 
offered by the L2imbo platform in more detail. In particular, we focus on the protocol 
architecture and techniques which allow the platform to achieve performance comparable to 
conventional distributed systems platforms. 
3.2. Computational Model 
Our distributed systems platform provides the same basic API and features as the original 
Linda model [Gelernter,85a] but has been developed to include a number of key extensions: 
(i) Extensions to the API to support asynchronous operations 
 We have extended the L2imbo API using operations based on the Bonita primitives 
proposed in [Rowstron,97]. These enable clients on each host to access tuple spaces 
asynchronously by replacing the in and rd operations by two separate operations: one to 
initiate the operation and one to collect the results at some later time. A further operator 
allows clients to poll their tuple space interface asking whether the results for a previous 
request are available. Asynchronous access to the tuple space can both simplify application 
code and structure (requiring less multi-threading to avoid blocking operations) and may yield 
improved performance. 
(ii) Multiple local, distributed and centralised tuple spaces which may be specialised for 
application level requirements such as consistency or security 
 The original Linda model allowed only a single shared tuple space (abstracting over a 
shared area of memory). To address issues of performance, partitioning and scalability, 
L2imbo allows the creation of multiple tuple spaces. A tuple space may be one of three basic 
classes; local (private to that host), distributed (cached at one or more hosts) and centralised 
(maintained on a single host but accessible from elsewhere). In addition, tuple spaces may be 
linked using bridging agents which copy tuples between tuple spaces based on factors such as 
tuple types and QoS parameters [Blair,97]. 
(iii) System agents which provide services such as tuple space creation, tuple type 
management, propagating tuples between tuple spaces and QoS monitoring. 
 All system operations are provided by system agents which the clients interact with 
using the standard tuple space API. A special set of system tuples are used to interaction with 
the platform agents. 
More details of our computation model can be found in [Blair,97], [Davies,97] and 
[Davies,98a]. 
3.3. Engineering Model 
The L2imbo platform has been split into two parts: a small stub library, which is compiled 
into each executable and a daemon process. The stub library maps the actual API calls to the 
application's host language (currently bindings for C, C++ and Java exist). The current 
version of the daemon process (version 1.3) is written solely in C and has been ported to run 
on SunOS 4.1.4 (MULTICAST 4.1.4), Solaris 2.5, Linux 2.0.30 and Windows NT 4.0.  
3.3.1. The L2imbo Daemon Process 
The L2imbo daemon process is built using a modular architecture loosely grouped into 
four layers (see figure 1). The uppermost layer interfaces to the API stub library and is 
responsible for all communications between the L2imbo daemon and client processes running 
co-located on the same host. As access to all tuple spaces is via the daemon process, tuples 
and anti-tuples generated by separate applications on the same host can be matched without 
generating network traffic. In addition, the platform is able to gauge the demands on the 
available network (or networks) of tuple space based applications. This information enables 
the platform to manage congestion and load balancing more effectively, but incurs a 
performance penalty since each message involves the overhead of additional local inter-
















Figure 1: Structure of the L2imbo daemon process 
Below the API interface layer are the tuple space management protocols. In the current 
implementation only two protocols have been implemented, the distributed tuple space 
module and the local tuple space module. The distributed tuple space module is responsible 
for managing a 'conceptually centralised' tuple space between a collection of collaborating 
platform nodes. We shall consider the distributed tuple space protocol in more detail in 
section 3.3.2. The local tuple space module is optimised for access by local applications only 
and is typically used both for local application inter-process communication and for passing 
QoS information between the layers of the platform and local applications (see section 5). 
The two lower layers of the platform are regarded as a network abstraction layer which 
collectively offer a set of transport services. The transport services remain largely 
independent of both tuple spaces and network technology. The network scheduler accepts 
protocol messages from the tuple space protocols and, based on associated priority and 
deadline QoS parameters, determines the order in which they are transmitted. Within each 
priority, messages are scheduled in earliest deadline first (EDF) order. Messages with the 
highest priority (lowest number) are considered most urgent and scheduled before those of 
successive priorities (even if a lower priority has an earlier deadline). This concept is based 
on previous work by Nieh on thread scheduling for continuous media applications [Nieh,95]. 
The lowest layer of the platform consists of a set of packet driver modules for each 
supported type of network. Each driver module presents a generic interface to the platform 
behind which details such as connection management and signalling are hidden (although 
detailed feedback is available via the local tuple space). Packets ready for transmission are 
delivered to an appropriate network interface module by the network scheduler. 
3.3.2. The Distributed Tuple space Protocol 
The distributed tuple space protocol module of the platform has been designed 
specifically to address the issues of scalability and availability of our tuple spaces. In 
particular, we wanted to avoid solutions which introduced points of failure (poor for networks 
with mobile elements) or consistency mechanisms based on acknowledgements or token 
passing (which would degrade performance unacceptably through artefacts such as 
acknowledgement implosion or the protracted latency of contacting all of the group 
members). 
In implementing the protocol we have chosen to taken advantage of the recent 
deployment of IP multicast together with application level framing concepts borrowed from 
work on Scalable Reliable Multicast (SRM) which underpins wb [Floyd,95] and Jetfile 
[Grönvall,96]. 
The DTS protocol consists of nine distinct protocol messages which are used in 
conjunction with a cache of tuples (OUT) and anti-tuples (IN) held on each host. Collectively, 
these caches represent the state of the tuple space. The messages are used to ensure timely 
propagation of tuples and anti-tuples between caches. An overview of the operation of the 
protocol is given in table 1 and the interested reader can find more details in [Davies,98a]. 
In order to retain the semantics of the tuple space, it is essential that tuples are never 
duplicated: once a tuple is injected into the tuple space it must remain unique and must only 
be withdrawn once by a single process. In existing distributed tuple space approaches this 
property is maintained by assigning or hashing certain tuples to particular network nodes 
[Douglas,95]. This approach would be undesirable in our network environment. Therefore, to 
ensure the uniqueness property in our platform without penalising system performance, we 
have introduced the concept of 'tuple ownership'. A tuple can only be removed from the tuple 
space by its designated owner. The initial owner of a tuple is normally the host which creates 
it, although the ownership can be reassigned using a message exchange (see CHOWN_REQ 
and CHOWN_ACK in table 1) with the current owner of the tuple. By observing sequences 
of interactions, the platform can determine if a tuple is probalistically likely to be consumed 
by the originator of the last tuple and can choose to nominate that host as the owner of new 
tuples it generates. Owner nomination allows RPC-like semantics to be modelled with greater 
efficiency. Note that since rd operations copy tuples non-destructively, they need not be 
concerned with tuple ownership and hence can be satisfied more quickly and efficiently as 
they require less communication. In particular, groupware applications in which the same 
tuple is obtained using rd by a number of hosts are supported highly efficiently. 
As with the SRM protocol, our platform relies on a 'local repair' mechanism for ensuring 
that eventual consistency of the tuple space is achieved and maintained. Each protocol 
module maintains a cache of tuples which have been snooped from the multicast group 
applying to a particular tuple space. Each tuple has a host-unique sequence number which can 
be used to detect missing tuples. When a tuple is unaccounted for, a repair message 
(REPAIR_REQ) is issued to request the retransmission of missing tuples and thus move 
closer to eventual global consistency. The structure of the network and the repair transmission 
backoff strategy implies that the 'nearest' platform who has the tuple cached will respond 
(with a REPAIR_ACK) first. If a host snoops an identical REPAIR_ACK message from 
another host, it avoids transmitting a response itself thus preventing acknowledgement 
implosion. 
To speed up detection of missing tuples we use the ACCESS and DELETE messages 
when tuples are rd'd or in'd respectively. These messages can be considered of 
comparatively low priority since they are used primarily to allow other hosts to detect missing 
tuples or prevent the use of stale tuples in rd requests. The earlier these messages are 
transmitted, the faster the independent views of a tuple space converge. However, as their 
delay does not alter the semantics of the tuple space, we can batch ACCESS's and DELETE's 
with other protocol traffic to reduce overall communication overhead. 
The protocol messages, their format and usage are more comprehensively explained in 
the following table (first published in [Davies,98b]). 
Message Format and Actions 
OUT [tuple_id, owner_id, type, tuple] 
If we already have information about this tuple ensure that the ownership 
details are up-to-date. Otherwise add the tuple to our queue, satisfy any 
matching RD requests made on the local host (transmitting an ACCESS 
message for each one), then look for a matching IN request. If we find one, 
check whether we are the current owner, transmitting a DELETE or 
CHOWN_REQ as appropriate. 
IN [client_id, request_id, type, spec] 
Should we have a matching tuple, multicast an appropriate OUT message, 
otherwise add the IN request to our queue. 
RD [type, spec] 
Check if we have a matching tuple and if so multicast an OUT message. 
CHOWN_REQ [tuple_id, client_id] 
First, check to see if we know about this tuple. If we don't, transmit a 
REPAIR_REQ. Should we know the tuple has been deleted, multicast a 
DELETE. If we own the tuple, we can transmit a CHOWN_ACK nominating 
the originator of the CHOWN_REQ as the new owner, otherwise we send a 
CHOWN_ACK stating who we understand to be the current owner. 
CHOWN_ACK [tuple_id, owner_id] 
If we know about this tuple update its ownership. If we are the new owner 
and have a pending local IN which matches, service the request and 
multicast a DELETE message. 
DELETE [tuple_id, request_id] 
Mark the unique tuple id as having been deleted and ensure both the tuple 
and the IN request it satisfied are removed from our cache. 
ACCESS [tuple_id] 
If we don't know about this tuple, transmit a REPAIR_REQ, otherwise if we 
know it to have been deleted, multicast a DELETE message. 
REPAIR_REQ [tuple_id] 
If we have this tuple multicast a REPAIR_ACK 
REPAIR_ACK [tuple_id, owner_id, type, tuple] 
Queue any unknown tuples. 
Table 1: Distributed Tuple Space (DTS) protocol messages 
The protocol has been designed with a degree of duplication to allow the protocol to 
recover from missed messages. For instance, when an application performs an in operation, 
the message corresponding to the operation will get propagated only if it cannot be satisfied 
from cached data. Therefore, in the case where the tuple data has been missed, the operation 
does not have to block until it is repaired. The redundancy in the protocol together with the 
local repair consistency mechanism allows hosts to connect and disconnect from tuple spaces 
at will and will ensure that consistency is eventually achieved. However, when a host 
'reconnects' to a tuple space it can generate a flurry of repair messages. In the case of a low-
bandwidth mobile network, this repair traffic is undesirable, particularly when the mobile 
host's client applications are only interested in particular subset of the available tuples. For 
this reason we have developed a simple proxy architecture which operates a split-level 
caching algorithm, allowing effectively redundant traffic to be filtered over low-bandwidth 
links (see section 5). 
3.4. Status 
The current version of the platform consists of approximately 4,000 lines of C for the 
daemon process and 500 lines for the API stubs. Bindings exist for the API in C, C++ and 
Java. We have used the platform to build a number of applications including a collaborative 
geographical information system (GIS), a group coordination service for a low bit rate video 
surveillance tool and a collaborative virtual environment.  
3.4.1. Applications 
Collaborative GIS  
The collaborative GIS application allows a group of users to share spatial information 
using a shared whiteboard metaphor (see figure 2). A common map can be displayed, over 
which highlighting operations, such as placing text or drawing one of a variety of simple 
shapes, may be performed. 
 
Figure 2 - The Collaborative GIS Tool 
Any operation performed on one whiteboard is mirrored in all others. Each drawing 
operation is translated into a unique tuple which is propagated to a shared tuple space (the 
universal tuple space). Clients utilise the platform to discover new drawing operations 
(tuples). The distributed systems platform allows simple applications such as the GIS to share 
group state without complex group management or floor control protocols. Since tuples are 
persistent, all group state remains in the universal tuple space. This allows late entry into any 
GIS based collaboration and, furthermore, enables participants in the group activity to leave 
and later rejoin the collaboration at any point. 
Video Application 
Based on the requirements of the Emergency Services [Yeadon,98] we have developed a 
rapidly deployable camera server demonstrator (see figure 3). This application allows users to 
quickly set-up ad-hoc surveliiance systems and view the resulting video streams on mobile 
devices. 
Each surveillance unit is capable of capturing frames of digital video, compressing them 
using a low-bitrate H.263 CODEC and transmitting them over a wireless local area network 
(in this case WaveLAN). A backchannel from the client allows the user to control the 
encoding process at the video source: the client may adjust the frame size and various camera 
parameters including contrast, brightness and so on. 
  
Figure 3: The rapidly deployable camera server demonstrator 
As new camera services become available a tuple is output describing the camera, it's 
field of view and position together with a communications end-point. The application 
removes the tuple from the tuple space and establishes a connection to build a low-resolution 
thumbnail view. The user of the application may choose to enhance the view if the output 
from the camera is of particular interest. The tuple space allows the demonstrator to be highly 
flexible, we can deploy both cameras and the application at any point of our network and the 
demonstrator will dynamically reconfigure itself. 
Virtual Collaborative Environments 
Recent years have witnessed the use of spatial metaphhors for presenting multimedia 
information. This has been recognised in the Inhabited Information Spaces schema of the I3 
initiative. The eSCAPE project is seeking to develop more inclusive virtual environments that 
encompass and involve the citizen. More specifically, eSCAPE is developing two thematic 
places that act as contrasting alternative instantiations of electronic landscapes. 
In the first of these places, the electronic realisation of where points meet in virtual space 
will be instantiated as a Virtual Cityscape. The Cityscape provides a concrete and familiar 
metaphor as a means of visualising the interconnection between shared virtual environments. 
The second thematic representation will represent the interconnection of virtual places as a 
Virtual Planetarium where shared virtual environments and the connections between them can 
be represented in more abstract forms. 
The L2imbo platform is being used as a communications substrate to provide distributed 
sharing of components of these virtual worlds. These components, which are built using a 
toolkit consisting of Java Beans, communicate by building tuple representations of 
themselves which are then distributed using L2imbo. Tuples are thereby used to represent 
both the real world data objects being modelled and their geometric virtual counterparts.  
3.4.2. Performance 
To evaluate the relative performance of L2imbo with respect to existing distributed 
systems platforms, we have compared it against both the ANSAware distributed systems 
platform (version 4.1) [A.P.M.,89] and raw BSD sockets. Our test suite consisted of three 
separate pairs of client and server processes which carry out 1,000 timed RPC interactions 
consisting of an n byte payload and null response. The test configuration was a pair of 
SparcStation 1 workstations networked with a moderately loaded 10Mbps Ethernet. 
An RPC is modelled in the tuple space by the exchange of two tuples with types request 
and response respectively. It is important to note that a directed communication of this kind is 
not well suited to the tuple space paradigm, as it represents two tightly couple tuple insertions 
and removals. However, we believe that it is important to demonstrate that the worst case 
performance of our platform is still within acceptable bounds.  
To isolate the additional overhead of splitting the L2imbo platform into separate processes 
(daemon and client libraries), we have run tests for both an optimised form (in which the 
daemon and API processes are linked into a single executable) and unoptimised (separate 













256 2.98 7.10 6.53 12.58 
512 3.45 10.48 7.20 13.47 
1024 3.93 11.17 8.64 15.10 
2048 5.85 13.14 11.97 20.28 
4096 9.46 21.14 18.06 28.26 
8192 15.83 34.83 29.93 44.82 
Table 2: Comparison of relative performance on SunOS  
The figures show that in optimised trim, L2imbo outperforms ANSAware RPC in all 
cases. However, the overhead of the context switch and local communication required in the 
standard L2imbo configuration does have a significant impact on the figures. Being able to 
minimise the overheads associated with exchanging messages between the application stubs 
and the daemon process is clearly an important factor in further improving the performance of 
L2imbo. 
We also compared our results with published figures for the Chorus Systèmes COOL 
ORB [Chorus,96] on the Linux platform. The figures suggest that the performance of L2imbo 
is comparable to conventional RPC based distributed systems platforms in RPC-like tests. 
More specifically, the COOL benchmark report quotes 3.8 ms for a basic request exchange of 
1000 bytes in each direction. On a similar specification Linux platform, the linked version of 
L2imbo takes 4.4 ms to perform this same test (averaged over 1000 interactions). 
Furthermore, for interactions of 100 bytes in each direction, COOL is quoted as taking 2.6 
ms, whereas the optimised form of L2imbo takes just 1.9 ms. Note that we have not attempted 
to verify the published figures for COOL. 
In considering these figures it is important to note that the test case demonstrates directed 
communication. In the conventional distributed systems platform the timing information is 
taken after an initial process of binding and thus represents the best possible case for these 
platforms. In the case of L2imbo however, the test case represents a worst case scenario; the 
tuples are being rapidly inserted and removed from the tuple space and the overhead 
associated with matching is not strictly necessary since only two well known processes are 
communicating. 
4. Application Programmer Interface Issues 
One of the most appealing features of the tuple space model is the simple yet expressive 
API. As discussed in section 3.1, we have implemented this fundamental set of operations 
(in, out, rd and eval) in the L2imbo platform. 
While it is true to say that one can construct any arbitrary application using the basic 
Linda API, we believe that performance and usability (particularly in distributed platforms) 
can be improved through the use of some additional, carefully chosen, operations. 
4.1. Enumeration 
Consider the case where an application was required to count the number of tuples 
matching a certain criteria. Ideally, such an application would simply access each tuple in 
turn, without removing each of them from the tuple space, using the rd operation. Using the 
standard API calls however, the application could not guarantee that each successive rd call 
would not return the same tuple over and over again, since both in and rd operations match 
tuples non-deterministically (this scenario is, as briefly discussed in section 2.3.1., known as 
the multiple-rd problem). The application would therefore have to remove each of the 
matching tuples using the in operation one at a time and, only when all of the relevant 
tuples were removed, would have to insert them back into the tuple space again. However, 
there is a further problem. As the application can not know how many tuples are going to 
match its criteria, it cannot know how many tuples to read in and must take some measure to 
ensure it doesn't block indefinitely. In short, using the standard API the application or 
applications generating the tuples would have to be restructured. 
To address these problems, we have implemented four further operators: inp and rdp 
[Leichter,89], collect and copy-collect [Rowstron,97]. The first two of these are non-
blocking versions of in and rd which evaluate to boolean values indicating their success. 
This allows application programmers to avoid having to determine for themselves when a 
blocking in or rd operation is not going to return. 
The collect and copy-collect operations are designed to optimise situations where 
tuple enumeration is required. Collect yields all the tuples matching a particular anti-tuple, 
copying each of them to a particular destination tuple space. Collect returns the number of 
tuples it copied to the API allowing the application to enumerate through the results more 
easily. The copy-collect operator behaves identically to collect except it does not remove the 
matching tuples. The two operations are analogous to in and rd respectively. 
4.2. Asynchronous Operation 
We have implemented a superset of Rowstron’s Bonita primitives [Rowstron,97]). These 
enhancements enable tuple space clients to access tuple spaces asynchronously by dispatching 
requests using one primitive and later collecting the results using another. A further operator 
allows clients to poll the platform to determine whether the results for a previous request are 
available. 
The Bonita primitives have two primary uses. Firstly, the primitives allow applications to 
be structured with less internal parallelism, since multiple operations can be executed 
simultaneously from a single thread of execution. The second reason is one of performance 
enhancement; the asynchronous primitives are analogous to splitting the standard 
synchronous in and rd operations into two phases; a request and yielding the results. In the 
situation where an application needs only to determine if a certain matching tuple exists and 
does not need the specific actuals from the matching tuple, then it is more efficient to use the 
asynchronous operation as the results do not need to be passed to the application and 
unmarshalled into application variables. 
Note that while Rowstron proposes an overloaded dispatch primitive to issue 
asynchronous in, out and rd requests, we instead use separate out, async_in and 
async_rd for enhanced code clarity. 
4.3 Eventing Services 
One of the more interesting applications of the L2imbo platform has been in supporting 
collaborative working in distributed virtual worlds under the auspices of the eSCAPE project. 
In the eSCAPE architecture, multimedia information such as documents and video clips can 
be exchanged using the tuple space. Furthermore, the platform is also used at a fundamental 
level to facilitate sharing of the actual geometric information that comprises the virtual world 
itself. 
This work has highlighted several issues concerning using the tuple space as a medium 
for supporting the sharing of timely information. Due to the non-deterministic matching of 
tuples with anti-tuples, it is difficult for applications to efficiently determine when new tuples 
of a certain type arrive. For example, if an application is producing a tuple describing the 
coordinates of a moving object in a virtual world, then other collaborating applications need 
to be able to identify the most recent set of coordinates. In existing tuple space platforms this 
functionality could only be achieved by layering timing or sequencing information in the 
tuples themselves, then enumerating through all the available tuples to find the most recent. 
In L2imbo we have chosen to solve this problem by adding simple eventing properties to 
the platform. The register operation allows applications to receive notification callbacks when 
new tuples matching a particular anti-tuple is observed in the tuple space. The register 
operation is functionally equivalent to a temporally extended rd operation (which can not 
yield the same tuple more than once). Register is functionality akin to the notify operation 
of Sun's JavaSpaces platform [Guth,97]. 
4.4. Analysis 
The L2imbo platform API has evolved as it has been used to support more diverse 
application domains. The full platform API (as of version 1.3) is shown in table 3 below. 
Primitive Syntax and description 
use ts = use(handle) 
Ensures the local tuple space daemon is operating a local cache for the 
specified unique tuple space handle and returns a local identifier for this 
tuple space. 
discard discard(ts) 
Used by clients to inform the local daemon that they no longer require 
access to the specified tuple space. 
out out(ts,type,<ACTUAL variable|UNDECLARED>,...) 
The standard Linda out primitive. 
async_in rqid = async_in(ts,type,<ACTUAL variable|FORMAL 
value>,...) 
A non-blocking operation used to withdraw a matching tuple from tuple 
space. async_in dispatches a request to the L2imbo platform and 
returns a request identifier to the client. A matching reply can later be 
retrieved by the client using obtain (described below) with this 
identifier.  
async_rd rqid = async_rd(ts,type,<ACTUAL variable|FORMAL 
value>,...) 
As async_in, expect that matching tuples are not withdrawn from tuple 
space. 
arrived boolean = arrived(rqid) 
A non-blocking primitive which returns a boolean indicating whether a 
tuple satisfying request rqid is available from the client stub. 
obtain obtain(rqid) 
Blocks the client until a tuple satisfying request rqid is received by the 
client stub. When a result is available, obtain populates any formal 
variables passed in the anti-tuple of the async_in or async_rd 
operation which created rqid with the appropriate values from the 
matched tuple. 
cancel cancel(rqid) 
Used by clients to cancel their need for a response to a previous 
async_in or async_rd request. 
in in(ts,type,<ACTUAL variable|FORMAL value>,...) 
The standard Linda in primitive. 
rd rd(ts,type,<ACTUAL variable|FORMAL value>,...) 
The standard Linda rd primitive. 
collect collect(srcid,dstid,type,<ACTUAL variable|FORMAL 
value>,...) 
Collect all tuples in the source tuple space which match the specified 





Find all tuples in the source tuple space which match the specified anti-
tuple and make a copy of them in the destination tuple space. 
register register(ts, ARRIVAL|DELETION, type, callback) 
Register for notification of the arrival/deletion of a particular tuple type. 
Primitive Syntax and description 
deregister deregister(tsId) 
Deregister for event notification. 
Table 3: The platform API 
Experience has shown that the most demanding application of the tuple space has been to 
support peer-to-peer collaborative activity. This application domain is far removed from the 
Gelernter's original tuple space work. However, it is important to note that we have changed 
only the API and not the paradigm to support these new domains. 
What the platform has gained in functionality however, it has lost in simplicity and 
elegance. We are therefore currently aiming to distil the concepts from the current API into a 
more elegant set of operations. We have identified the following issues that we will need to 
address with any new API : 
1. The API must be expressive enough to allow applications to enumerate through those 
tuples that match a given anti-tuple efficiently. Moreover, most applications require 
more flexible matching than the simple equality tests supported by the current API. 
2. An application must be able to find out whether a particular tuple is currently 
contained in the tuple space simply and quickly, without requiring complex 
application semantic changes. 
3. Some applications would be easier to engineer if more complex data types were 
allowed within tuple fields (e.g. lists, sets and so on). New data types imply new 
matching criteria, such as maximise, minimise and contained within relations. Such 
relations are not possible in any existing tuple space API and do not obviously fit in 
most programming languages. 
4. Lastly, the tuples in current tuple space paradigms are persistent and will remain until 
explicitly removed. Some applications seem to require new classes of tuples which 
are 'transient', i.e. contain information which is valid only for a particular period of 
time. The inclusion of such tuples require an adjustment to the tuple space paradigm 
and have an impact in both engineering and API terms. 
Based on our experiences of developing and using tuple space based platforms, we 
believe the above issues represent serious concerns for researchers considering using this 
paradigm. More specifically, before a tuple space platform can become widely applicable, 
solutions will need to be found to these problems. 
5. Adaptation 
The concept of adaptation is central to a modern distributed systems platform. In 
particular, platforms which wish to support either multimedia data or mobile operation must 
be able to adapt their behaviour in response to changes in their environment. Adaptation can 
be divided into a number of distinct facets, i.e. QoS and context monitoring, reporting and 
adaptation. It is important to stress at this point that we are not concerned with adaptation 
solely in response to changes in communications QoS but rather as a consequence of changes 
in a wide range of environmental factors including communications QoS and cost, physical 










Figure 4 : A Local QoS Tuple Space 
Our basic approach is to use a local tuple space to support QoS reporting (see figure 4). 
More specifically, we allow multiple, self-contained, QoS monitoring agents to deposit 
information into a local tuple space. This information takes the form of tuples of arbitrary 
types. Applications and system components which are interested in receiving this QoS 
information are able to carry out a rd operation on the local tuple space, thus non-
destructively obtaining a copy of the information. 
There are a number of significant advantages to this approach over conventional event 
based QoS architectures as typified by [Coulson,94]. Firstly, the local tuple space acts as an 
effective bi-directional 'layer-breaker'. This enables applications to both monitor and control 
underlying system components without requiring existing APIs to be modified. Secondly, by 
using a tuple space we are able to achieve temporal de-coupling between the producers and 
consumers of QoS information. This enables, for example, QoS monitors to run as periodic 
processes which deposit information into the QoS tuple space for consumption by 
applications some arbitrary time in the future. Examples of such monitors include position 
sensors which sample a local GPS compass and report on the user's physical position and 
communications monitors which are able to report on the state of the end-system's network 
interfaces. Finally, since QoS information is placed in the QoS tuple space as tuples they may 
be propagated (possibly using bridging agents) to other applications and end-systems. This 
enables nodes to determine the QoS of other nodes without requiring explicit application level 
support. 
However, despite the cited advantages of our approach the tuple space paradigm presents 
a number of unique challenges with respect to the support of adaptation. These challenges are 
discussed in detail in the following sections. 
5.1. Communications QoS Monitoring 
Conventional QoS monitoring techniques rely on the establishment of end-to-end 
communications paths. Traffic patterns on these paths can then be measured and reported to 
applications and users to enable adaptation. For example, the MOST platform used a 
modified version of the REX RPC package to monitor round-trip times between application 
level objects. These times were mapped onto estimations of latency and bandwidth and 
reported back to the applications involved in the communications. Using this technique 
programmers could construct applications which automatically adjusted their demands on the 
underlying communications infrastructure in line with changes in resource availability. 
Similar approaches have been used in a range of mobile platforms including [Joseph,95]. 
However, in a tuple space platform the concept of an end-to-end communications path is 
lost with the removal of the concept of directed communications and bindings. As a 
consequence, the production of communications related QoS figures becomes problematic. 
Furthermore, the production of such figures looses much of its significance since in many 
cases the eventual consumer of a tuple is not known in advance. Hence, it is not possible to 
provide predictions of, for example, the time taken to deliver a tuple to its destination (not 
least because the destination will depend on the existence of matching tuple requests on 
different nodes). Indeed, if we consider a scenario in which an end-system is disconnected 
then tuples issued by an application may be matched by a local service in which case 
propagation will be nearly instantaneous or, may not be propagated until connectivity is 
restored. 
In spite of the difficulties outlined above it is possible to provide an indication of 
connectivity on a per-node basis. In L2imbo this can be achieved using QoS monitoring 
agents which observe events at various points in the system including the: rate of injection of 
tuples into a given tuple space, rate of access to tuples in tuple space (through in or rd 
operations), the cost of the current channel and the level of connectivity (in terms of the raw 
capabilities of the network interface). The results of the QoS monitoring can be placed in the 
local QoS tuple space and, if required, propagated to other nodes (see previous section). This 
information can be used to, for example, start up local proxies to service application requests 
or to adapt application behaviour.  
Finally, we observe that if end-to-end QoS is important this can be engineered using tuple 
spaces with restricted memberships and additional QoS features such as admission control 
and traffic monitoring. An architecture for such a system is described in [Blair,97]. However, 
such an approach negates many of the benefits of using tuple spaces including temporal de-
coupling and undirected communications.  
5.2. Adaptation 
Given the problems in monitoring QoS in a tuple space based systems adaptation is often 
carried out on, or by, individual end-systems in response to changes in the availability of local 
network interfaces. More specifically, when an end-system is experiencing poor network 
connectivity it may take steps to optimise its use of available network resources. The simplest 
form of adaptation is for the end-system to instantiate local proxy services to deal with 
application requests. Such services are able to interact with applications without the need for 
additional support since communications is, in any case, undirected.  
A more complex form of adaptation involving the use of proxies is, however, possible. 
Proxies are the subject of intense research in the mobile computing community [Zenel,95], 
[Yeadon,96], [Fox,96], [Seitz,98]. In such systems a proxy is usually defined as an entity 
inserted into a communication stream somewhere between the client and server (see figure 5). 
This proxy can then modify the communication streams (either from client to server or vice 
versa) in order to adapt this technique to the current QoS characteristics. This adaptation can 
be done using one or more of the following basic proxy actions: 
  Filtering: A filtering proxy can reduce the amount of data to be transmitted by 
filtering out less relevant data making it loss-prone. An example could be the 
omission of colour information from a video stream. 
  Transforming: A transforming proxy can change the data type of the stream it 
processes to either reduce the data volume or to adapt the data format to be easily 
presentable on the client. For example, the proxy could transform a given PostScript 
document into a plain ASCII file, preserving the textual contents but omitting 
formatting information and graphics. 
  Caching: Finally, a caching proxy can be used to add asynchronicity to a 
communication stream decoupling it from bad transmission characteristics. Several 
caching strategies can be implemented by a proxy: An on-demand caching proxy 
could be used to minimise the amount of data to transmit over a link with bad QoS, 















(e.g., Internet)  
Figure 5: The concept of a proxy 
The above functions can, of course, be easily combined to allow, for example, filtering 
and transforming proxies. Since proxies rely on being inserted into the communications path 
between client and server it may appear at first glance that they have little relevance for tuple 
space platforms. However, if we view end-systems as having a point of connection to a tuple 
space this forms a natural point for installing proxies. In the L2imbo architecture we support 
this idea using a number of additional system services: 
(i) Tunnel agents. Tunnel agents are used to connect to a tuple space on an end-
system's behalf and to propagate (a subset of) tuples and tuple requests to the 
end-system. For example, if an end-system was accessing a tuple space via a 
GSM link a tunnel agent could be used to receive the tuples on the fixed network 
and to forward them to the mobile host. Note that tunnels are distinct from the 
bridging agents described in section 3 since they are intra rather than inter tuple 
space. Tunnel agents can be configured to only forward tuples of a specific type 
or which match a certain anti-tuple. This should be viewed as a delay in the 
transmission of certain classes of tuples rather than a discard operation since the 
tuples will remain available in the tuple space. 
(ii) Filter Agents. Filter agents rd tuples from the tuple space and place new versions 
of the tuples back into the tuple space. For example, a generic compression filter 
agent may read in all tuples as they arrive, compress the payload and output the 
compressed version as a new tuple.  
Such an architecture has a number of key advantages over a conventional proxy 
architecture. Firstly, it maintains a clean separation between the selective transmission of 
traffic, i.e. deciding which tuples to propagate, and the conversion of traffic (tuples). This 
separation is important because it enables the two concerns to be addressed independently. 
More specifically, it would be perfectly possible to set up a tunnel agent to delay tuples of a 
specific type and to use a third party filter agent to convert tuples from this type into a more 
acceptable format which can be transmitted straight away. Secondly, the results of a tuple 
conversion are, conceptually at least, propagated to other members of the tuple space. As a 
result, a single filter agent can carry out conversions which are of use to many tunnel agents. 
Finally, since tuples persist it is possible for clients who are connected to a tuple space to 
receive converted tuples while connected to the tuple space by a low-speed link and to then 
retrieve the original versions of the tuples when they re-connect using a high-speed link. 
Despite many promising aspects the above architecture requires significant further work 
before we can claim to have addressed the issues of proxies in tuple space based platforms.  
6. Concluding Remarks 
At first glance the tuple space paradigm appears to offer solutions to many of the 
problems inherent in mobile computing. In particular, the temporal de-coupling allows 
applications to survive periods of disconnection and the use of anonymous, undirected 
communications allows transparent rebinding to proxy services. Furthermore, the apparent 
ease with which group applications may be supported makes the paradigm appear attractive 
for use in collaborative applications running on both fixed and wireless networks. Motivated 
by these perceived benefits the authors have developed a comprehensive tuple space based 
platform called L2imbo. The platform offers a comprehensive selection of features including 
multiple tuple spaces, tuple typing and asynchronous operations. These features are further 
extended by the addition of a range of system services which provide facilities for tuple 
management and QoS monitoring and control. Our platform has been ported to SunOS, 
Solaris, Linux, Windows 95 and Windows NT and supports C, C++ and Java APIs. It has 
been used to support a number of applications including collaborative editors and virtual 
environments.  
The development of this platform and its subsequent use to support a range of mobile 
applications has provided us with a valuable insight into the practical problems of using the 
tuple space paradigm to support mobile applications. 
These problems can be divided into two distinct areas, the API and system support for 
adaptation. With respect to the API the problems focus on the suitability of the basic tuple 
space API for constructing general distributed applications. In our experience, programmers 
have substantial difficulties developing applications which use only the basic Linda API. 
More significantly, the addition of new features such as asynchronous operators and solutions 
to the multiple-rd problem only partially address these problems. In particular, we believe 
developers of collaborative applications require generalised event support and all application 
developers require significantly extended tuple data types and matching capabilities. 
However, adding such features to a platform such as L2imbo effectively transforms the 
platform into a distributed database with support for events.  
Supporting adaptation in a tuple space based platform also causes serious problems. Most 
significantly, the lack of an explicit representation of the end-to-end communications path 
(i.e. a binding) makes it difficult to monitor and adapt to fluctuations in QoS. This represents 
a fundamental dichotomy for developers of tuple space platforms. The absence of bindings 
brings significant advantages in terms of transparent service rebinding etc. but makes it 
impossible to develop adaptive applications. As a consequence we believe that tuple spaces 
represent only part of the solution: for many applications and communications scenarios 
explicit bindings with QoS will be required.  
Despite the comments we have made above, there are a number of positive features of the 
tuple space paradigm. In particular, the use of a tuple space as a means of disseminating QoS 
information appears extremely promising. More specifically, the undirected communications 
and temporal de-coupling appear ideally suited to the propagation of information between 
applications and system components on the local host (the ability to propagate this 
information using bridging agents and a distributed tuple space, while initially attractive, 
requires significant further research since the lack of propagation guarantees inherent in tuple 
space platforms may impinge on the general usefulness of such an approach). As a 
consequence we are currently investigating the use of tuple spaces as a component within a 
more generalised distributed systems framework. More specifically, we are considering the 
addition of tuple spaces to CORBA like platforms. We anticipate, in the first instance, that 
local tuple spaces will be used for QoS propagation. The integration of distributed tuple 
spaces into such an architecture raises significant new research issues in terms of the use of 
multiple communications paradigms within a single application framework.  
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