Abstract: Cell phone usage may impair a driver's decision-making at a dilemma zone. This research seeks to identify the impact of cell phone usage on different dilemma zone driver behaviors. Participants were exposed to different driving situations in a simulator where they had a phone call while driving through signalized intersections. A combination of variables was collected; therefore, this research estimates Classification and Regression Tree (CART) and stepwise logistic regression models to describe the factors influencing dilemma zone driver behavior. While the logistic regression models focus on the overall impact of the variables, the CART model develops subpopulations based on the variables' impact. Cell phone usage, especially incoming calls on a handheld device, and the overall experiment appear to encourage conservative behavior where the drivers opt to stop even when they are "expected" to go. Unfortunately, when the drivers decide to go, they tend to make the wrong choice and run the red light. Using hands-free devices on outgoing calls appears to reduce the likelihood of performing an illegal maneuver. This represents a potential opportunity for future policy and technological advancements to improve intersection safety by only permitting outgoing hands-free calls on arterials.
PUBLIC INTEREST STATEMENT
Cell phone usage creates a cognitive burden on driving and may jeopardize the safety of drivers, passengers, and other road users, and few studies have investigated this relationship comprehensively. This research considers three different behavioral reactions in a dilemma zone, such as stop vs. go, legal vs. illegal, and expected vs. unexpected, and studies the interrelated heterogeneity of variables when examining the stop vs. go behavior. Unlike other studies in the literature, the research methodology here controls for experimental treatment order, which is shown to be significant. All models, except a legal vs. illegal through movement model, show that the drivers using cell phones appear to behave conservatively, which is likely due to being observed. In addition, using hands-free devices on outgoing calls appear to significantly mitigate the likelihood of performing an illegal maneuver. This represents a potential opportunity for adjusting future policy and technological advancements to improve intersection safety.
Introduction
Cell phone usage creates a cognitive burden on the driving task and may jeopardize the safety of drivers, passengers, and other road users by reducing driving performance. In 2013, the Centers for Disease Control and Prevention (CDC, 2013) reported that about 69% of the total drivers of the United States (US) talk on their cell phone and 31% email or read and send text messages while driving. A 2014 report by the National Highway Traffic Safety Administration (NHTSA) found that approximately 3179 fatal crashes and 431,000 injury related crashes occurred due to distracted drivers (NHTSA, 2016) . In addition, distracted drivers pose an additional threat to others when they approach an intersection. At a signalized intersection, these distracted drivers often face a decisionmaking challenge of whether to stop or go at the onset of the yellow indication. An incorrect decision in a dilemma zone can result in a rear end or right-angle collision depending on the type of error (Hurwitz, Wang, Knodler, Ni, & Moore, 2012) . According to the 2014 Fatality Analysis Reporting System (FARS), 44,858 vehicles were involved in 29,989 fatal crashes with approximately ten percent occurring at an intersection (FARS, 2016) . Hence, a comprehensive study of driver decision-making at a dilemma zone while distracted by cell phone may identify opportunities for safety and operational improvements.
Distracted drivers
A cellular phone, once used only for call receiving or call dialing, has now become an essential device for each person to maintain his or her everyday life. With the improvement of modern technology, cell phone usage is not just limited to dialing and receiving calls by a handheld (HH), a headset (HS), or a hands-free (HF) device; rather, smart phones have created opportunities for users to be socially active while on the go. A cell phone distracts a driver by visually, physically, cognitively, and audibly impairing them. Drivers become visually impaired when they look away from the roadway to see who is calling, physically impaired when they dial a cell phone number using a handheld device, and cognitively and audibly burdened when they engage in a conversation. Thus, call receiving, call dialing, texting, chatting, or even a simple conversation can increase the chances of decision impairment in dilemma zones (Consiglio, Driscoll, Witte, & Berg, 2003; Hosking, Young, & Regan, 2006; Mazzae, Ranney, & Watson, 2004; Lissy, Cohen, Park, & Graham, 2000; Patten, Kircher, Östlund, & Nilsson, 2004; Schreiner, Blanco, & Hankey, 2004; Tornros & Bolling, 2005) . Several research studies have specifically focused on the decreasing driver performance, which increases the probability of crashes. Caird, Scialfa, Ho, and Smiley (2004) show in their research that drivers using a cell phone respond to a sudden event almost one fourth of a second later than undistracted drivers. Their research also shows that if the time to take emergency action goes beyond one and half seconds, the fatality risk increases from 6.6 to 100%. A study by Bogle (2001) shows that drivers make double or triple the number of errors in driving tasks when distracted by cell phones. These findings appear consistent with the findings of Redelmeier and Tibshirani (1997) . Bellavance (2005) , Violanti and Marshall (1996) , Sagberg (2001) , and Rakauskas, Gugerty, and Ward (2004) , which show that drivers distracted by cell phone use experience a higher crash risk than undistracted drivers. Researchers also consider the role that different cell phone interfaces may have on driving performance. A study by Brace, Young, and Regan (2007) examines the effects of hands-free (HF) and handheld (HH) cell phone use on driving performance. Their research indicates that using a cell phone while driving distracts a driver visually, physically, and/or cognitively, which increases the crash risk four fold. Alm and Nilsson (1994) , Bogle (2001) , Cain and Burris (1999) , and Strayers and Johnston (2001) address cognitive versus physical demand and observe a different risk associated with HH and HF devices. Recent research (Mazzae et al., 2004; Schreiner, Blanco & Hankey, 2004; Törnros & Bolling, 2006 ) also confirms that dialing either an HF or HH cell phone can have serious consequences on driving performance. Schreiner, Blanco and Hankey (2004) examine the effects of dialing tasks using HH and HF phones on the ability to detect forward and peripheral events. They reveal that reaction times to visual events increase when using a HH device. Strayer & Johnston (2001) also find that cell phone users react slower, have longer following distance, and take longer to recover to following speed. In another study, Mazzae et al. (2004) investigate the effects of wireless phone interfaces on both phone tasks and driving performance. They use driving simulator data and conclude that the HH interface proves to be the most difficult task to perform while driving, followed by the headset (HS) and HF interfaces. Strayer et al. (2006) find that the impairment associated with conversing on a cell phone while driving and driving under the influence of alcohol have the same impact. Patten et al. (2004) examine participants answering a phone in either HH or HF mode, but they do not distinguish between answering a phone call and holding a conversation. This study considers the cell phone interface type and its impact on drivers in a dilemma zone while controlling for the experimental effects of cell phone call order. Clearly, various studies (both field test and simulator based tests) have examined the behavioral change of distracted drivers while using a cell phone either HF or HH, but only a handful of them (Savolainen, 2016; Xiong et al., 2015) consider HF, HH, and HS devices all together in their research. Though these recent studies use the same experimental data-set used in this research, the other studies fail to control for treatment order. This study focuses on the impact of cell phone use driver decisions at the dilemma zone and considers the cell phone as well as driver and vehicle characteristics when constructing the final model.
Dilemma zone
At a dilemma zone, drivers face the challenge of deciding to stop or go when the signal indication changes from green to yellow. The original dilemma zone, also known as a Type I dilemma zone (Figure 1 ) represents the portion of the roadway approach to an intersection where a driver may not stop comfortably nor safely reach the other side of the intersection before the phase changes. This type of dilemma assumes that drivers possess awareness of the variables (e.g. perception of distance from the stop line and speed) that define a dilemma zone. However, in the absence of knowledge of these variables, drivers tend to face a different dilemma when making the stop vs. go decision at the onset of the yellow indication. In this Type II dilemma zone (Figure 1 ), drivers must still decide whether to stop or go, but the dilemma remains due to their uncertainty associated with the variables that define the dilemma zone. Traffic engineers recognize the importance of mitigating the effect of the dilemma zone at a signalized intersection.
The length and location of a dilemma zone may vary with the speed of the approaching vehicle, driver reaction time, vehicle acceleration and deceleration rates, vehicle distance from the intersection at the onset of the yellow indication and position in the traffic flow (Elmitiny, Yan, Radwan, Russo, & Nashar, 2010; Liu, Chang, Tao, Hicks, & Tabacek, 2007; Papaioannou, 2007; . Two types of driver error in the dilemma zone pose significant safety risks. In the first case, a rear-end crash may result if a driver decides to stop when he or she should have proceeded. The other error, where a driver decides to proceed when he or she should have stopped, will result in a red light violation and possible right-angle collision (Hurwitz et al., 2012) . The driver response to the dilemma zone makes a significant impact on intersection safety.
El
Several studies have used field data to evaluate drivers whereas several others use high-fidelity driving simulators. Elmitiny et al. (2010) shows that a vehicle's distance from the intersection at the onset of a yellow indication, operating speed, and the position in the traffic flow represent the most important predictors for both the stop vs. go decision and red-light running violation based on an analysis of 1292 drivers at an Orlando intersection. In a different approach, Liu, Chang, and Yu (2012) classify drivers into aggressive, conservative, and normal groups and apply an ordered-probit model on 1123 individual driver responses at six Maryland intersections. They consider many potential influential factors on driver behavior at a signalized intersection; the factors include vehicle characteristics and conditions, intersection layout, gradient, signal phasing sequence, cycle length, yellow signal duration and all red period, position in a platoon, vehicle speed, distance from the stop line, and driver characteristics. Their results show that a driver's age and gender, the difference between a vehicle's approaching speed and the average traffic flow speeds, and a vehicle's type and model characterize some major variables that define the dilemma zone distribution; these findings appear consistent with the results of Rakha et al. (2008) . Drivers with a higher approach speed with respect to a posted speed limit remain more prone to face a dilemma zone at the onset of the yellow indication (Papaioannou, 2007) . The decision at the dilemma zone also depends on the age of the participants. Caird, Chisholm, Edwards, and Creaser (2007) demonstrate that both young and older drivers appear less likely to run through the stop line when their time to the stop line is higher. On the other hand, Shinar and Compton (2004) and El-Shawarby, Amer, and show that young drivers appear more aggressive than adults at the onset of a yellow indication. Instead of trying to classify drivers based on their behavior, this paper recognizes that cell phone use multiplies the probability of crash occurrence at the onset of the yellow indication and assesses driver aggressiveness as one of many potential exogenous variables.
Some recent studies have considered the impact of cell phone use on driver decision-making in the dilemma zone. Savolainen (2016) compares several modeling frameworks such as pooled logit models, random parameter logit models, and latent class logit models for examining driver behavior. He uses the last two aforementioned models to mitigate the correlation of the decisions of participants and allows for the heterogeneity associated with them. Xiong et al. (2015) examine a stop vs. go situation along with fast go vs. slow go at the onset of the yellow indication by using General Linear Mixed models with a binomial distribution and logit link (mixed-effects logistic regression). Both of these previous approaches do not control for cell phone call order in their model estimation. Eluru and Yasmin (2015) use an econometric model to check the stop vs. go and success vs. failure decisions of participants and build distributions associated with different cell phone treatment types. Haque, Ohlhauser, Washington, and Boyle (2015) use Classification and Regression Tree (CART) to consider the underlying heterogeneity of the variables to examine the stop vs. go driver behavior. This data mining approach seems to consider the interrelated heterogeneity of variables very easily and represent the independent variables properly. Their model development uses crossvalidation, which can help limit the problems of overfitting the data on small data sets. However, with sufficient data, calibrating a CART model on a training data-set and validating it on a separate testing data-set reduces the likelihood of an overfit model. This study not only uses the CART modeling approach when examining stop vs. go behavior, but it also considers the controls for the experimental order of the phone calls (no call, incoming, and outgoing) and validates the models using a separate testing data-set to show these models are not overfitting the data.
Contribution
Cell phone use appears to multiply the risks associated with dilemma zone driver behavior, and very few studies have investigated this relationship comprehensively. This paper uses a different methodology than previous studies. This methodology considers three different behavioral reactions (i.e. stop vs. go, legal vs. illegal, and expected vs. unexpected) using logistic regression and using a nonparametric CART approach that considers the interrelated heterogeneity of variables when examining the stop vs. go behavior. As opposed to other studies, this paper's methodology controls for experimental treatment order and shows that it is significant and cannot be ignored. Finally, the methodology divides the data-set into training and testing sets to validate the results and ensure that the estimated models do not overfit the data. By controlling for demographics, driver behavior, and experimental design, the research team isolates the impact of cell phones under different use scenarios. While the logistic regression models focus on the overall impact of the variables, the CART model develops subpopulations based on the variables' impact. The first model out of the four considers whether the driver makes a legal or illegal maneuver. The next two models predict whether the driver decides to go through the intersection instead of stopping. The final model considers whether the driver performs an experimentally elicited expected maneuver or contradicts it by performing an unexpected maneuver. These models provide similar results; however, their descriptions of the influential factors differ.
Data source and description

Driving simulator
Examining cell phone induced driver behavior at the onset of the yellow indication at a dilemma zone requires a huge set of data with multiple explanatory variables. Running an experiment in the real world is not only costly and infeasible but also not safe for participants. The National Advanced Driving Simulator (NADS) at the University of Iowa provides an ideal mechanism for conducting this kind of experiment in a simulated environment. NADS-1 at this research facility is the world's 2nd largest high fidelity driving simulator, and it can create a realistic reproduction of motion cues for sustained acceleration and braking maneuver, movement across multiple lanes of traffic, and interaction with varying road surfaces (NADS, 2016) . This 24-ft dome shaped NADS-1 simulator can house an actual vehicle cab, which not only provides 360 o horizontal and 40 o vertical angle of view for the driver but also is equipped with 13-degree-of-freedom motion. A combination of these factors ensures the closest experience to driving an actual vehicle. Some of the results of output variables are recorded at rates up to 240 Hz. The analysis data-set originated from a study conducted by NADS and was made available in 2014 by the Transportation Research Board (TRB) Data Competition Committee (Statistical Methods ABJ80).
Participants
A total of 49 participants took part in the experiment. The experiment is structured in such a way that participants of different age groups and genders drive through a signalized intersection. The three different age groups defined for the experiment are young (18-25 years old), middle aged (30-45 years old), and old (50-60 years old).
Simulation experiment
All 49 participants had to complete four drives; the first drive familiarized the participant with the driving simulator environment. The remaining three drives represent the experiment and included three segments and two intersections. As a result, each participant encountered six intersections. On each of their drives, participants were randomly assigned to a HH, HF, or HS cell phone interface, and a sequence of baseline (no call), incoming call, and outgoing call (denoted BOI, BIO, OBI, OIB, IOB, and IBO).
During different phases, a signalized intersection presents a green, yellow, or red indication. NADS designed the experiment so that the signal indication changes from green to yellow based on the vehicle's speed when the front of the vehicle is either 3.0 or 3.75 s from the stop bar. The light remains yellow for 4.0 s. However, within the data, the yellow time ranges from 2.78 to 4.38 s because of observed deviations in the simulator. Later, the light transitions to red for another 5.0 s. Ambient traffic remains unchanged for all scenarios. After removal of several redundant data, the initial dataset contains 1157 observations and 17 variables where each row represents data for one yellow event. A summary of all these variables and their brief description with category examples are given in Appendix A, while a detailed data description can be accessed by going to the following website (http://trbstats.weebly.com/2014-trb-data-competition.html).
Data processing
Cleaning
The Data Competition Committee recommends omitting 291 of the initial 1157 observations, because they represent practice runs, which reduces the data-set to 866 observations. According to Safer Street L.A. (Beeber, 2011) , the upper 85th percentile of traffic on a 35 mph street will drive at 45 mph, and so a yellow time of only 3.6 s is almost one second shorter than the 4.3 s required for stopping a vehicle at the stop line. Based on this definition, the 866 observations have some data points that have short or long yellow times. The research team also notes that out of the 866 observations in the final data-set, some data observations show contradictory values in terms of representing the specific point where the vehicle stopped with respect to the stop line. Hence, a total of 361 of these observations are omitted from further analysis (Table 1) .
Even though the data-set is reduced to 505 observations (total set) from 866 observations, the distributions of the variables and treatment orders remain similar as shown in Table 2 . In the final dataset (total set), the frequencies among different age groups are 36.8% for young drivers, 30.3% for old drivers, and 32.9% for middle-aged drivers. On the other hand, among the participants almost 44.4% are females while 55.6% are males. These percentage ratios remain very similar as in initial 866 observations. In addition, the driving attributes are also similar. The range of velocity (vel), which is a continuous variable, remains similar between the initial set and the final data-set; velocity originally ranges from 24.61 to 53.95 mph and the range changes to 25.21 to 52.65 mph, in the final data-set.
Variables encoding
The study builds four models with different response variables such as stop vs. go, expected vs. unexpected decision, and legal vs. illegal through movement with a set of candidate predictor variables. The set of predictor variables include continuous and categorical variables of two or more levels, which are represented by a set of binary two-level categorical variables. In addition to the predictor variables defined in the original data-set and given in Appendix A, the research team defines four other binary predictor variables. Three of these predictor variables represent three possible types of driver aggressiveness; the subject is considered an aggressive driver if the "overall velocity at green to yellow" is greater than the 90th percentile (referred to as speed), if the "minimum acceleration after acceleration pedal change" is less than the 10th percentile (dec), or if the "maximum acceleration after acceleration pedal change" is greater than the 90th percentile (acc). Based on these definitions, the study classifies 7.3% of the drivers as aggressive based on the speed (speed), 11.9% based on deceleration (dec), and 10.1% based on acceleration (acc). The fourth predictor variable, elicit, is defined to be "stop" for observations in which the "time to stop bar" of the yellow signal is greater than 3.375 s; otherwise the elicit variable is classified as "go."
Data sets
From the final 505 observations (total set), 100 are randomly selected for model validation purposes and labeled as the testing set. The remaining 405 observations are labeled as the training set. Of the 505 observations in the total data-set, more than 81% of the responses are legal stops or legal goes. Therefore, the total set does not have enough balance between the legal and illegal through movements to develop an accurate model. As an alternative, the study considers a data-set with only the legal and illegal through movement cases. This data-set (through movement set) includes 108 observations, of which 59% are legal (represented by 1) and 41% are illegal (0).
Modeling and analysis
Four models are developed to assess driver behavior in a dilemma zone while distracted. The response variables considered in this study are: legal vs. illegal through movements (Model 1), stop vs. go driver decision (Models 2 & 3), and expected vs. unexpected decision (Model 4). For each of these responses, the statistical software SAS is used for generating logistic regression models (Models 1, 2 & 4) with the PROC LOGISTIC function including a stepwise selection where a significance level of 0.3 is required to allow a variable into the model, and a significance level of 0.35 is required for a variable to stay in the model. For all of the logistic regression models, the probability that an observation is true (i.e. legal, go, or expected) is defined by the following equation:
where n is the number of observations, and y i is a utility function of the binary dependent response variable, which takes the independent predictor variables x i. . Here, β is a vector of regression coefficients of the utility function, and P i is the probability that the response is true.
(1)
, where The legal vs. illegal through movement of drivers crossing a stop bar is considered for Model 1, and the through movement set is used for modeling. The other three models in this research use the total set. In Model 2, a stepwise logistic regression stop vs. go model is built with the training set, and further validated with the testing set. The dependent variable of Model 2 is defined based on the "first stop frame" variable, which has a frame number if the vehicle stopped, and a value of -1 if the vehicle did not stop. Therefore, Model 2 has as a response variable: stop (0) or go (1). The training set contains 101 go observations. In addition to the logistic regression models, the study uses a Classification and Regression Tree (CART) model (Model 3) as another tool to study the stop vs. go driver decision response. CART (Hastie, Tibshirani, & Friedman, 2001 ) uses decision trees to map observations to conclusions. This data mining strategy considers the stop vs. go driver decision response (Model 3) using the classregtree function from Matlab Statistics Toolbox on the training set. CART is a binary recursive partitioning methodology. A parent node is split exactly into two child nodes, and if required, each child node will act as a parent node and split again. Instead of attempting to decide whether a given node is terminal or not, CART proceeds by growing trees until it is not possible to grow them any further. A common technique among the first generation of tree classifiers is to continue splitting nodes (growing the tree) until some goodness-of-split criterion fails to be met. CART determines the best tree by testing for error rates or costs. The authors apply a constraint requiring that at least twelve observations be on a terminal leaf node. This ensures an ample number of observations at the terminal node, which reduces the chances of overfitting the data. The probability of a response variable being 1 within each leaf of a tree is the relative frequency of the response variable being 1 in the training data. Consequently, the probabilities within the leaves of the tree are considered conditional or posterior probabilities based upon the tree logic.
A stepwise logistic regression model is performed to investigate the probability of a driver making the expected decision based on the elicited maneuver (Model 4). The expected vs. unexpected response variable is defined based on the driver's decision (dependent variable in the previous model) and the elicit variable. If the driver's decision matches with the elicited maneuver, the decision is expected (1); otherwise, it is unexpected (0). In the training set, 174 observations are expected decisions. The following subsections describe the model formulation and validation process along with brief discussion on the hypothesis and results.
Legal vs. illegal through movement
A legal through movement occurs when the driver crosses the stop bar during a green or yellow indication, and on the other hand, an illegal through movement occurs when the driver crosses during a red indication. Model 1 is developed for predicting legal and illegal through movements, which considers IBO and OIB treatment orders and outgoing HF device. The function for Model 1 is given by
The p-values for the variables are shown in the parentheses.
The treatment orders IBO and OIB, and the outgoing call with a hands-free phone increase the probability of a driver performing a legal maneuver. The treatment orders' significance indicates that the experiment has some impact on behavior. Based on the coefficients of each independent variable of Model 1, the probability of each observation is calculated. This calculation indicates that there is an overall tendency (~60%) to engage in illegal behavior when a through movement occurs, but many drivers opt out of the go maneuver and simply stop. This overall tendency is true for most of the phone scenarios, although the outgoing hands-free phone call has a positive impact on performing a legal maneuver. Table 3 shows the odds ratios of the parameters. Once again, the results from Table 3 indicate that the outgoing hands-free phone call has a more significant effect on driver behavior than treatment order.
The study uses the Hosmer and Lemeshow probability test (see Hosmer, Lemeshow, and Sturdivant (2013) for complete details), which is based on a Chi-squared test (χ 2 = 0.0028, df = 2) as a goodnessof-fit test. After segmenting the model results into probability clusters, the observed probabilities do not appear significantly different from the expected probabilities and have a p-value of 0.999. In addition, three tests of the model significance are in Table 4 . The coefficient of determination, R 2 , of Model 1 is 16.1%.
Stop vs. go driver decision
Logistic regression model
Model 2 has as a response variable of two possible values: stop (0) or go (1). The function of the stop vs. go logistic regression model is presented in the following equation:
Most estimated parameters have a p-value of 0.10 or smaller, which indicates that they are likely to be significant parameters. The most significant variables are elicit and acc which have p-values of < 0.0001 and 0.0028, respectively, while the least significant parameters, accel and IHH, have pvalues between 0.22 and 0.24. This is also clear from estimated Odds ratio presented in Table 5 .
The value of the goodness-of-fit statistic computed by the Hosmer and Lemeshow probability test is χ 2 = 10.7, and the corresponding p-value computed from the chi-squared distribution with 8 degrees of freedom is 0.22. The p-value is not significant, so the null hypothesis that the model fits cannot be rejected, which indicates the model seems to fit well. The coefficient of determination Tjur-R 2 (Tjur, 2009 ) value for this model is 0.38, which is computed by obtaining the difference between the mean of the predicted probabilities of an event (i.e. the two categories of the response variable, stop or go).
Using the testing data, Model 3 is validated with a Hosmer and Lemeshow test. The test yields a goodness-of-fit statistic of χ 2 = 10.9 with 9 degrees of freedom and a p-value of 0.29, which suggests that the model presented above has a good fit. The Tjur-R 2 value for the testing data-set is 0.40, which is greater than that of the training set, suggesting that the model is not overfitting the data. 
Classification and regression tree model
CART (Hastie et al., 2001 ) uses decision trees to map observations to conclusions. The decision tree and posterior probabilities from the CART model are illustrated in Figure 2 . The splitting variables are: elicit, ageO, acc, gender, and treatments OIB and BIO.
Given the estimated probability distribution from the tree model, a driver is highly probable to stop when he or she is supposed to go (probability = 0.8916). If drivers are supposed to stop, many factors affect the probability of making the decision to go. For example, given they are asked to stop, old male drivers have a higher probability of going than stopping (probability = 0.6818). Given that a driver is not aggressive based on the acceleration in the top 10 percent and the driver is not in the old age group, treatment order such as OIB and IBO affect the probability of going significantly. A chi-square goodness of fit test is conducted and yields a goodness-of-fit statistic of 2.5 with 6 degrees of freedom and a p-value of 0.87. Therefore, the null hypothesis cannot be rejected, and it can be concluded that the posterior probability distribution of the decision tree model is a good fit. The R 2 value of this decision tree model is calculated from the posterior probabilities using the Tjur-R 2 mentioned previously. These values are 0.49 for the training set and 0.49 for the testing set, which suggests that the model does not overfit the data. This model generates a better fit and produces similar conclusions as the logistic regression models. However, the cell phone use is notably absent from this model. This supports the conclusion that the drivers' behaviors are impacted by being observed in an experiment.
Expected vs. unexpected driver decision
A stepwise logistic regression model is used to investigate the probability of a driver making the expected decision based on the elicited maneuver (Model 4). The expected vs. unexpected logistic regression model is presented in the following equation:
Equation (4) shows in parenthesis that all estimated parameters have small p-values (p-value < 0.2), which indicates that they are likely to be significant parameters. Based on the coefficients of each independent variable of Model 4, the probability of each record is calculated. This calculation indicates an overall tendency (~69%) to make an expected decision (1: probabilities greater than 0.5), while the rest indicates an unexpected decision (0: probabilities less than 0.5).
Like the previous models, the experimental treatment order appears to have an impact on driver decision-making. When no call occurs during the first run, drivers seem more likely to make expected decisions. Most significantly, the elicit variable is the strongest indicator of making an unexpected choice where the drivers elicited to go are almost twenty times more likely to be unexpected and stop. Driver aggression with respect to acceleration suggests a greater probability (73%) of making the expected choice. Similarly, changing the accelerator pedal also indicates a higher probability (55%) of making an expected choice. Older drivers appear to be 133% more likely to make unexpected decisions. While the other age groups may have coped with phone usage, older drivers may be significantly distracted. However, as a separate variable, cell phone use does not appear to be significant in influencing a driver's ability to make an expected or unexpected decision.
The value of the Hosmer-Lemeshow goodness of-fit-statistic for the training data-set is 2.6, and the corresponding p-value with 8 degrees of freedom is 0.96, which indicates that the model fits well. The coefficient of discrimination Tjur-R 2 value of Model 5 is 0.52. For the testing set, the value of the Hosmer and Lemeshow goodness-of-fit statistic is 4.8, and the corresponding p-value with 9 degrees of freedom is 0.78. The Tjur-R 2 value for the testing data-set is also 0.52, which demonstrates that the model does not overfit the training data.
Conclusions
The purpose of this study is to identify differences in driver behavior in a dilemma zone while distracted by cellular phone calls. The database and experimental data appear to have significant weaknesses. The data and experiment need more careful control to improve the quality of the final conclusions. Some potential confounding effects such as other vehicles on the road and platoon location are not clearly defined nor provided. Overall volume may also impact behavior.
Three different response variables are defined: legal vs. illegal through movement (Model 1), stop vs. go driver decision (Models 2 & 3), and expected vs. unexpected decision (Model 4). Statistical Analysis (Logistic Regression Models) suggest that the impact of cell phone use (treatment order) appears relatively inconclusive with the outgoing hands-free device appearing to have the most significant impact on performing a legal maneuver (Model 1). Overall, the drivers appear to be behaving conservatively; this is likely due to being observed. All models except the legal vs. illegal through movement model appear to support this conclusion. While the legal vs. illegal through movement models do not directly support this finding, they do not contradict it either. Instead, they offer further insight into the driver behavior. Overall, the drivers tend to stop (Models 2 & 3). However, when they decide to go, they tend to make the wrong choice and run the red light. Only one cell phone experimental case, the outgoing hands-free call, appears to mitigate this effect (Model 1). Contrary to likely expectations, Model 4 shows that aggressive drivers when defined based on acceleration tend to make expected decisions and appear more likely to stop when elicited to do so. The logistic regression model (Model 2) and the CART model (Model 3) on stop vs go driver decision show that older drivers appear to be particularly negatively impacted by this experiment. Based on the stop vs. go models, old drivers appear more likely to go, in particular when they are elicited to stop, which presents a particularly risky mistake. When most drivers behave conservatively, the old drivers appear less likely to make expected decisions. While cell phone usage rarely appears to be significant in any of the models, the outgoing hands-free treatment appears to significantly mitigate the likelihood of performing an illegal maneuver (Model 1). This represents a potential opportunity for adjusting future policy and technological advancements to improve intersection safety.
