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Abstract
The truncated singular value decomposition is a popular method for the solution of linear ill-posed problems. The method requires
the choice of a truncation index, which affects the quality of the computed approximate solution. This paper proposes that an L-curve,
which is determined by how well the given data (right-hand side) can be approximated by a linear combination of the ﬁrst (few) left
singular vectors (or functions), be used as an aid for determining the truncation index.
© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
Let A : X→ Y be a compact linear operator between the Hilbert spacesX andY. Let 〈·, ·〉 denote the inner products
in X and Y, and let ‖ · ‖ denote the associated norms, i.e., ‖f ‖ = 〈f, f 〉1/2 for f ∈ X and f ∈ Y. We are concerned
with the computation of the minimal-norm solution xˆ ∈ X of equations of the form
Ax = yˆ (1.1)
by the singular value decomposition. The right-hand side yˆ ∈ Y is assumed to live in the range of A, denoted byR(A).
Then Eq. (1.1) is well deﬁned and has a unique solution of minimal norm. We will assume that dim(R(A)) = ∞.
Introduce the singular triplets {j , uj , vj }∞j=1 consisting of the positive singular values j of A and the associated
left and right singular functions uj ∈ Y and vj ∈ X, respectively. The singular values are enumerated according to
123 · · ·> 0. The singular values and functions satisfy
〈uj , u〉 = 〈vj , v〉 =
{
1, j = ,
0, j 	= ,
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and
Avj = j uj , A∗uj = j vj , j = 1, 2, 3, . . . ,
Ax =
∞∑
j=1
j 〈x, vj 〉uj , ∀x ∈ X,
A∗y =
∞∑
j=1
j 〈y, uj 〉vj , ∀y ∈ Y,
where A∗ : Y → X denotes the adjoint of A. It follows from the compactness of A that the singular values cluster at
zero.
The minimal-norm solution of (1.1) can be expressed as
xˆ =
∞∑
j=1
〈yˆ, uj 〉
j
vj ;
in particular, xˆ ∈ X implies that the Picard condition
∞∑
j=1
|〈yˆ, uj 〉|2
2j
<∞ (1.2)
is satisﬁed. Due to the clustering of the j at zero, the Fourier coefﬁcients
cˆj = 〈yˆ, uj 〉, j = 1, 2, 3, . . . (1.3)
of the right-hand side yˆ have to converge to zero sufﬁciently rapidly in order for inequality (1.2) to hold.
The right-hand side of ill-posed problems that arise in applications in science and engineering often is obtained
through measurement and typically is contaminated by measurement error. Let y denote the available approximation
of the error-free right-hand side yˆ.Wewould like to determine an approximation of the solution xˆ of (1.1) by determining
an approximate solution of
Ax = y. (1.4)
The error y − yˆ in y will sometimes be referred to as “noise.” Due to this error, y might not be inR(A); in fact, y
is not even guaranteed to live in Y.
The truncated singular value decomposition (TSVD) determines an approximation xk of xˆ of the form
xk =
k∑
j=1
〈y, uj 〉
j
vj . (1.5)
The difference xk − xˆ depends on the truncation index k; generally ‖xk − xˆ‖ decreases as k increases and is fairly
small, but increases rapidly with k when k is large. Let kˆ1 denote the smallest index such that
‖x
kˆ
− xˆ‖ = min
k1
‖xk − xˆ‖. (1.6)
When a reliable estimate of the norm of the error
 = ‖y − y‖ (1.7)
is known, a suitable value of the truncation index k often can be determined by the discrepancy principle, which selects
the smallest index k = k such that ‖Axk − y‖. Here > 1 is a constant independent of . Note that ‖Axk − y‖
decreases monotonically as k increases, and therefore k increases monotonically as  decreases to zero. It can be
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shown that x
k
→ xˆ as  ↘ 0; see Engl [8, Section 4.3] and Hansen [11, Section 7.2] for discussions on properties and
applications of the discrepancy principle. Here we only remark for future reference that the index k does not explicitly
depend on ‖xk ‖.
In many applications an estimate (1.7) of the norm of the error in y is not available. Then the discrepancy principle
cannot be applied to determine a suitable value of the truncation index k. The present paper describes a new L-curve,
which can be used to choose a suitable value of the truncation index in this situation. This L-curve is determined by
the Fourier coefﬁcients
cj = 〈y, uj 〉, j = 1, 2, 3, . . . (1.8)
of the contaminated right-hand side. The L-curve of the present paper seeks to assess the error in the right-hand side y
by measuring how well y can be approximated by the ﬁrst k left singular functions u1, u2, . . . , uk . Since this L-curve
depends on the norm of the residual error∥∥∥∥∥∥y
 −
k∑
j=1
cj uj
∥∥∥∥∥∥= minj
∥∥∥∥∥∥y
 −
k∑
j=1
j uj
∥∥∥∥∥∥ ,
we refer to it as the residual L-curve. This L-curve differs from the L-curves considered in [14,9,13], which also take
the size of the approximate solutions xk into account; see Hansen [11] for insightful discussions on the latter kind of
L-curves.
This paper is organized as follows. Section 2 describes the residual L-curve and discusses an application to the
approximation of a smooth function, which has been contaminated by noise. The L-curve analyzed and advocated in
[11,13] is also described. Section 3 discusses the solution of ill-posed problems. Computed examples that illustrate the
application of the residual L-curve to the determination of a suitable truncation index k for the TSVD solution (1.5) are
presented, and comparisons with the L-curve described in [11,13] are provided. We use methods developed in [7,12]
for determining the “vertex” of a discrete L-curve. Section 4 contains concluding remarks.
2. The residual L-curve
Deﬁne the residual errors
rk = y −
k∑
j=1
cj uj , k = 1, 2, 3, . . . ,
where the Fourier coefﬁcients cj are deﬁned by (1.8). By the orthonormality of the uj , we have
‖rk ‖2 = ‖y‖2 −
k∑
j=1
|cj |2. (2.1)
Thus, ‖rk ‖>‖rk−1‖ implies that the Fourier coefﬁcient ck is of large magnitude, i.e., y is rich in the component uk .
The residual L-curve is the graph obtained by connecting consecutive points in the sequence
pk = (k, ln ‖rk ‖), k = 1, 2, 3, . . . (2.2)
by straight lines. This curve often looks roughly like the letter “L”, because typically the Fourier coefﬁcients cj decrease
rapidly to zero in magnitude for small values of j, but decrease slowly (if at all) to zero in magnitude for larger values
of j. The reason for this behavior of the cj is that the Fourier coefﬁcients cˆj , given by (1.3), of the error-free right-hand
side typically converge to zero quite rapidly with increasing index j. This is a consequence of the Picard condition
(1.2). Therefore, while the “signal” yˆ dominates the noise y − yˆ in y, we can expect rapid decrease in magnitude of
the Fourier coefﬁcients cj of the contaminated right-hand side y as well. We remark that similarly to the discrepancy
principle, the residual L-curve does not explicitly depend on how quickly the singular values decrease with increasing
index.
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The error y − yˆ typically is oscillatory with many sign changes. For many ill-posed problems, the number of sign
changes of the left singular functions uj increases only slowly with j; in fact, it is quite common that uj only has
j − 1 sign changes. Therefore, the left singular functions uj with a small to moderately sized index j are unable to
approximate the error y − yˆ well. This results in a very slow decrease of the norm of the residual error (2.1) when
the signal ceases to dominate the residual error. The rapid decrease of ‖rk ‖ for small values of k (when yˆ dominates
rk ) and the subsequent slower decrease of ‖rk ‖ (when rk is dominated by the error y − yˆ) give rise to an L-shape of
graph (2.2) with a more or less pronounced “vertex.” This vertex helps us separate the signal from the noise in y. Let
kL denote the index of the point at the vertex. Then, ideally, rk is dominated by noise for k > kL, but not for kkL.
This suggests that we should use xkL as an approximation of xˆ.
We note that Bakushinskii [1] shows that the design of a convergent regularization method requires knowledge of
the norm of the error  in y; see also [8, Theorem 3.3]. The residual L-curve is an aid for determining .
Example 2.1. We apply the residual L-curve to the approximation of an analytic function that has been contaminated
by noise. This example illustrates the ability of the residual L-curve to separate signal from noise. Thus, consider the
approximation of the function y(t) = 1/(2 − t) on the unit circle in the complex plane by a polynomial. Introduce the
inner product of functions g and h that are continuous on the unit circle:
〈g, h〉 = 1
2
∫ 2
0
g(ei)h(ei) d, i = √−1, (2.3)
where the bar denotes complex conjugation. The powers of t are orthonormal with respect to this inner product. Since
〈y, tj 〉 = 2−j−1, j = 0, 1, 2, . . . ,
the best polynomial approximant of degree k of y(t) with respect to the norm ‖g‖ = 〈g, g〉1/2 is given by
qk(t) =
k∑
j=0
2−j−1tj .
Assume that only a contaminated discrete approximation y = [yj ]nj=1 ∈ Cn of y(t) is available. Speciﬁcally, let
yˆ =[yˆj ]nj=1 ∈ Cn be a tabulation of y(t) at equidistant nodes, i.e., yˆj =y(e2i(j−1)/n), and let y be obtained by adding
a “noise” vector w ∈ Rn with normally distributed components with zero mean to yˆ. We would like to determine an
accurate polynomial approximant of y(t) from the available data y.
The powers tj are orthonormal also with respect to the discrete inner product
〈g, h〉n =
1
n
n−1∑
j=0
g(e2ij/n)h(e2ij/n), (2.4)
and we determine the polynomial approximants
qk (t) =
k∑
j=0
〈y, tj 〉ntj , k = 0, 1, 2, . . . .
We use n = 32 in the computations for this example.
Figure 1 displays the discrete error norm
‖qk (t) − y(t)‖m =
⎛
⎝ 1
m
m−1∑
j=0
|qk (e2ij/m) − y(e2ij/m)|2
⎞
⎠
1/2
, k = 0, 1, 2, . . .
for m= 10n. The errors can be seen to decrease as k increases up to k = 11, but increase slowly with k for k11. Thus,
the polynomial q11(t) furnishes the most accurate approximation of y(t) with ‖qk (t) − y(t)‖320 = 4.5 · 10−4. We
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Fig. 1. Example 2.1: discrete error norm ‖q
k
(t) − y(t)‖320 as a function of k. The polynomial q11(t) is seen to furnish the best approximation of
y(t). The error for this polynomial is marked by ∗ (in red).
remark that the random vector w is of size ‖w‖32 =6.8 ·10−4, where ‖w‖32 =〈w,w〉1/232 . It is constructed as described
in the beginning of Section 3 to yield a relative error of about 1 · 10−3; cf. (3.2).
Deﬁne the residual vectors rk ∈ Cn with components yj − qk (e2i(j−1)/n), 1jn, for k = 0, 1, 2, . . . . Fig. 2
displays the residual L-curve determined by the points (k, ln ‖rk ‖32), k=0, 1, 2, . . . .The residual L-curve is seen to be
L-shaped. We apply the triangle method in [7] to determine its “vertex.” This method yields the vertex (11, ln ‖r11‖32),
which is marked by ∗ in Fig. 2; see the end of this section for further discussion on methods for determining the vertex.
Thus, the residual L-curve combined with the triangle method suggests that the polynomial q11(t) can be used as an
approximation of y(t). Recall that Fig. 1 shows q11(t) to be the best polynomial approximant of y(t). Fig. 3 displays
the real and imaginary parts of y(t) and q11(t).
This example illustrates the possibility of using the residual L-curve for determining polynomial approximants in
the presence of errors in the data (function values). In Section 3 we describe applications of the residual L-curve to the
solution of ill-posed problems with contaminated data.
Hansen and O’Leary [13] consider the L-curve obtained by connecting consecutive points in the sequence
pk = (ln ‖xk ‖, ln ‖rk ‖), k = 1, 2, 3, . . . (2.5)
by straight lines; see also Hansen [9,11] and Lawson and Hansen [14]. We refer to this graph as the standard L-curve.
We remark that the ordering of the coordinates for the point pk is arbitrary. The ordering (2.5) is used in [14], as
well as in [5,6] in the context of Tikhonov regularization. The reverse ordering can be found in [7,9,11–13]. We use
ordering (2.5) in the present paper because this simpliﬁes comparison with the residual L-curve determined by points
(2.2). Ordering (2.2) of the coordinates for the latter L-cure is natural, because we consider log ‖rk ‖ as a function of k.
Differently from the discrepancy principle and the residual L-curve, the standard L-curve (2.5) explicitly takes the
growth of the norm of the computed approximate solutions
‖xk ‖ =
⎛
⎝ k∑
j=1
〈y, uj 〉2
2j
⎞
⎠
1/2
,
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Fig. 2. Example 2.1: residual L-curve with the vertex determined by the triangle method marked by ∗ (in red).
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Fig. 3. Example 2.1: real and imaginary parts of the function y(ei) and polynomial q11(ei) for 02: (a) real part of q11(ei) (black continuous
curve) and of y(ei) (blue dash-dotted curve), (b) imaginary part of q11(ei) (black continuous curve) and of y(ei). The curves in each graph are
too close to distinguish.
and thereby also the decrease of the singular values k to zero, as k increases into account. The standard L-curve has been
applied successfully to the solution of many linear discrete ill-posed problems. However, it does not always perform
well, e.g., when the norm of the error in y is small; see, e.g., Hansen [11, p. 190] for discussions on shortcomings and
references.
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While it is fairly straightforward to determine the rough location of the “vertex” in Example 2.1 by visual inspection,
the determination of the location of the vertex of the standard and residual L-curves can be a nontrivial task to carry
out for a computer program. A reason for this is that the vertex may not be very pronounced and this makes it difﬁcult
to deﬁne suitable computational criteria for identifying the vertex. Moreover, points pk for the standard L-curve may
be spaced irregularly; the distance between pairs of adjacent points (2.5) may be “tiny” for some values of k and this
can make it difﬁcult to deﬁne the vertex in a meaningful way. The latter difﬁculty does not arise with points (2.2) of
the residual L-curve since the spacing of the horizontal coordinate is prescribed.
Castellanos et al. [7] recently proposed a scheme referred to as the “triangle method” for locating the vertex of the
standard L-curve, and Hansen et al. [12] subsequently developed a faster method, referred to as the “pruning method,”
for the same purpose. We will apply the triangle and pruning methods to both the standard and residual L-curves in
the computed examples of Section 3 and compare the vertices determined by these methods. Note that the coordinates
of the data for the M-ﬁles by Castellanos et al. [7] and Hansen et al. [12], which implement the triangle and pruning
methods, respectively, are switched compared with the notation of the present paper.
The residual L-curve may also be considered within a statistical framework. Let x denote the least-squares solution
of minimal norm of (1.4) and let L be a linear functional deﬁned onX. By the Gauss–Markov theorem, the best linear
unbiased estimator of Lxˆ is given by Lx; see, e.g., Björck [2, Section 1.1.2]. However, the variance of x is large
when A is ill-conditioned. The residual L-curve seeks to determine a biased estimator of smaller variance than x.
3. Computed examples
The operators A of this section are n × n matrices, and the right-hand sides yˆ and y are n-vectors. The “noisy”
right-hand sides are determined by generating a vector w with normally distributed entries with mean zero and variance
one, and computing
y = yˆ + w‖yˆ‖ · 10−/√n (3.1)
for some 0. In this section ‖ · ‖ denotes the Euclidean vector norm. The Central Limit Theorem yields that the
relative error in y satisﬁes
‖y − yˆ‖
‖yˆ‖ ≈ 1 · 10
−; (3.2)
however, we will not use this fact in the numerical experiments. The purpose of the experiments is to demonstrate
the application of the residual L-curve to selecting a suitable approximation xk of xˆ in situations when an estimate of
‖y − yˆ‖ is not available.
We compute approximate solutions xk , k=1, 2, 3, . . . , using the tsvd function from the MATLAB program package
Regularization Tools by Hansen [10]. This package also contains MATLAB programs for discretizing several integral
equations of the ﬁrst kind. We use these programs for determining matrices A and right-hand sides yˆ for several
examples. The computed examples show the quality of the approximate solutions xkL determined by locating the vertex
of the residual and standard L-curves using the triangle and pruning methods. We report both the indices kL and errors
‖xkL − xˆ‖ obtained in this manner.
Similarly as for the inﬁnite-dimensional situation considered in Section 2, the norm of the residual error ‖rk ‖
typically decreases rapidly with k for small values of k, and slowly for larger values of k. However, due to the ﬁnite
dimensionality of the problems considered in this section, ‖rk ‖ may decrease rapidly again with k when k is close to
n; in exact arithmetic rn = 0. The latter rapid decrease can make it difﬁcult for the triangle and pruning methods to
determine an appropriate vertex index. We therefore in all experiments apply these methods to the data {pk}n/2k=1 with
pk deﬁned by (2.2) or (2.5). All computations were carried out using MATLAB with unit roundoff 	 ≈ 2 · 10−16.
Example 3.1. Consider the solution of the Fredholm integral equation of the ﬁrst kind
∫ 6
−6

(s, t)x(t) dt = y(s), −6s6 (3.3)
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Table 1
Example 3.1:  = 2, kˆ = 7
L-curve Vertex algor. Vertex index Error
Residual Triangle 7 1.1 · 10−1
Residual Pruning 7 1.1 · 10−1
Standard Triangle 8 1.5 · 10−1
Standard Pruning 11 2.8 · 10−1
Table 2
Example 3.1:  = 3, kˆ = 11, ‖x11 − xˆ‖ = 3.7 · 10−2
L-curve Vertex algor. Vertex index Error
Residual Triangle 7 7.3 · 10−2
Residual Pruning 7 7.3 · 10−2
Standard Triangle 19 2.5 · 10−1
Standard Pruning 19 2.5 · 10−1
Table 3
Example 3.1:  = 4, kˆ = 12, ‖x12 − xˆ‖ = 1.2 · 10−2
L-curve Vertex algor. Vertex index Error
Residual Triangle 14 2.3 · 10−2
Residual Pruning 5 3.2 · 10−1
Standard Triangle 20 3.1 · 10−2
Standard Pruning 19 2.5 · 10−2
discussed in [16]. Its solution, kernel, and right-hand side are given by
x(t) =
{
1 + cos
(
3
t
)
if |t |< 3,
0 otherwise.

(s, t) = x(s − t),
y(s) = (6 − |s|)
(
1 + 1
2
cos
(
3
s
))
+ 9
2
sin
(
3
|s|
)
.
We use the code phillips from [10] to discretize (3.3) by a Galerkin method with orthonormal box functions as test
and trial functions to obtain the symmetric indeﬁnite matrix A ∈ R40×40 and a scaled approximate solution xˆ ∈ R40.
We determine the error-free right-hand side from yˆ = Axˆ, and the contaminated right-hand sides y are computed
according to (3.1) for  ∈ {2, 3, 4}.
Tables 1–3 summarize the results obtained. The triangle method applied to the residual L-curve determines approx-
imate solutions xk , whose error
2 is less than a factor 2 larger than the error in the best approximate solution x
kˆ
. In our
experiments the triangle method applied to the residual L-curve often determined approximate solutions xk with index
k close to kˆ. For many problems, but not all, the index k determined is smaller than kˆ. Thus, the triangle method applied
to the residual L-curve tends to deliver an over-regularized approximate solution. This is also true for the pruning
method applied to the residual L-curve. In our experience, the triangle and pruning methods applied to the standard
L-curve often determine approximate solutions xk with index k > kˆ; hence, the approximate solutions x

k obtained in
this manner tend to be under-regularized.
2 We refer to ‖x
k
− xˆ‖ as the error.
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Fig. 4. Example 3.1: residual L-curve for  = 2 with the vertex determined by the triangle and pruning methods marked by ∗ (in red). The graph
displays the 10-logarithm of ‖r
k
‖ as a function of k.
Fig. 4 shows the residual L-curve for  = 2 with the vertex determined by the triangle and pruning methods marked
by ∗. Fig. 5 is analogous for the standard L-curve. The approximate solutions selected by these methods, as well as xˆ,
are displayed in Fig. 6. The magnitude of the exact Fourier coefﬁcients cˆk and of the contaminated Fourier coefﬁcients
ck for = 2 and 4 in (3.1) are displayed in Fig. 7 for 1k40. In particular, the ﬁgure shows that cˆ2k = 0 for all k1.
The ability of the vertex of the residual L-curve to determine an index k close to the optimal index kˆ, deﬁned by (1.6),
depends on whether the magnitude of the contaminated Fourier coefﬁcients c2k−1 decreases rapidly, like the magnitude
of the exact Fourier coefﬁcients cˆ2k−1 as k increases and k(kˆ + 1)/2, and ceases to decrease for k > (kˆ + 1)/2. Fig.
7 shows that the coefﬁcients c2k−1 essentially behave in this manner.
We remark that the location of the vertex may vary with the noise vector w. The examples presented in this paper
display typical performance of the residual L-curve.
Example 3.2. We consider the integral equation
∫ /2
−/2

(s, t)x(t) dt = y(s), −
2
s 
2
, (3.4)
where

(s, t) = (cos(s) + cos(t))2
(
sin()

)2
,  = (sin(s) + sin(t)),
and the right-hand side y(s) is chosen so that the solution x(t) is a sum of two Gaussian functions. This integral
equation is discussed in [17]. We use the code shaw from [10] to discretize (3.4) by a quadrature rule with 40 nodes.
This yields the matrix A ∈ R40×40 and solution xˆ ∈ R40. The error-free right-hand side is determined by yˆ = Axˆ and
the contaminated right-hand sides by (3.1) for  ∈ {2, 3, 4}. The computed results are reported in Tables 4–6.
Fig. 8 is analogous to Fig. 7 and shows the magnitude of the exact and contaminated Fourier coefﬁcients cˆk and ck ,
respectively, for right-hand side vectors y generated by (3.1) with  = 2 and 4.
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Fig. 5. Example 3.1: standard L-curve for  = 2 with the vertex determined by the triangle method marked by ∗ (in red) and the vertex identiﬁed by
the pruning method marked by o (in red). The graph shows the 10-logarithm of ‖r
k
‖ as a function of the 10-logarithm of ‖x
k
‖.
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1.2
Fig. 6. Example 3.1: computed approximate solutions for  = 2: x7 (black continuous graph), x8 (blue dashed graph), and x11 (red dash-dotted
graph). The error-free solution xˆ is displayed by a black-dotted graph. The horizontal axis gives the entry number of the vectors.
Similarly as in Example 3.1, the triangle and pruning methods applied to the residual L-curve give smaller vertex
indices than when these methods are applied to the standard L-curve. For  ∈ {2, 3, 4}, the approximate solutions
determined using the residual L-curve are better approximations of xˆ than the approximate solutions determined using
the standard L-curve.
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Fig. 7. Example 3.1: magnitude of noise-free Fourier coefﬁcients cˆj (1.3) marked by (o) in black and of the noise-contaminated Fourier coefﬁcients
c
j
(1.8) marked by (+) in blue for  = 2 and 4.
Table 4
Example 3.2:  = 2, kˆ = 5, ‖x5 − xˆ‖ = 1.1
L-curve Vertex algor. Vertex index Error
Residual Triangle 4 1.1
Residual Pruning 4 1.1
Standard Triangle 7 2.0
Standard Pruning 7 2.0
Table 5
Example 3.2:  = 3, kˆ = 7
L-curve Vertex algor. Vertex index Error
Residual Triangle 7 3.6 · 10−1
Residual Pruning 7 3.6 · 10−1
Standard Triangle 8 6.9 · 10−1
Standard Pruning 8 6.9 · 10−1
Table 6
Example 3.2:  = 4, kˆ = 7
L-curve Vertex algor. Vertex index Error
Residual Triangle 7 3.0 · 10−1
Residual Pruning 7 3.0 · 10−1
Standard Triangle 9 3.0 · 10−1
Standard Pruning 9 3.0 · 10−1
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Fig. 8. Example 3.2: magnitude of noise-free Fourier coefﬁcients cˆj (1.3) marked by (o) in black and of the noise-contaminated Fourier coefﬁcients
c
j
(1.8) marked by (+) in blue for  = 2 and 4.
We remark that the residual and standard L-curves also can be applied in conjunction with other approaches to
selecting a suitable approximate solution. For instance, we may use the approximate solution selected by the triangle
or pruning methods as starting point for the selection criterion described by Morigi et al. [15], who advocate to choose
an approximate solution xk with ‖xk+1 − xk ‖ small. Let kL be a vertex index determined by the triangle or pruning
method. The function
f (k) = ‖xk+1 − xk ‖, 1k <n (3.5)
typically has many local maxima and minima. Let k′ be a local minimum closest to kL. In the present example, for
 ∈ {2, 3, 4}, this selection criterion, with the vertex indices kL obtained from the standard L-curve as input, determines
the vertex indices selected by the triangle and pruning methods applied to the residual L-curve. For example, when
 = 3, the triangle and pruning methods applied to the standard L-curve determine the vertex index 8; see Table 5. The
closest local minimum of function (3.5) is at k = 7.
Example 3.3. The inverse Laplace transform∫ ∞
0
exp(−st)x(t) dt = 2
2s + 1 , s0 (3.6)
has the solution x(t)=exp(−t/2).We discretize (3.6) using the function ilaplace in [10] to obtain thematrixA ∈ R20×20
and vectors xˆ, yˆ, y ∈ R20 similarly as in Example 3.1.
Tables 7–9 present the performance of the triangle and pruningmethods applied to the residual and standard L-curves.
As in the previous examples, the residual L-curve yields vertices with a smaller index. The approximate solutions xk
associated with vertices of the residual L-curve are more accurate approximations of xˆ than the approximate solutions
associated with vertices of the standard L-curve.
Fig. 9 shows the residual L-curve for  = 4 with the vertex determined by the triangle and pruning methods marked
by ∗. Fig. 10 is analogous for the standard L-curve. The approximate solutions selected by these methods are displayed
in Fig. 11. Finally, Fig. 12 is analogous to Fig. 8 and shows the magnitude of the exact and contaminated Fourier
coefﬁcients cˆk and ck , respectively, for  = 2 and 4 in (3.1).
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1 2 3 4 5 6 7 8 9 10
Fig. 9. Example 3.3: residual L-curve for  = 4 with the vertex determined by the triangle and pruning methods marked by ∗ (in red).
0 2 4 6 8 10 12
Fig. 10. Example 3.3: standard L-curve for  = 4 with the vertex determined by the triangle and pruning methods marked by ∗ (in red).
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Table 7
Example 3.3:  = 2, kˆ = 4, ‖x4 − xˆ‖ = 4.4 · 10−2
L-curve Vertex algor. Vertex index Error
Residual Triangle 3 7.2 · 10−2
Residual Pruning 3 7.2 · 10−2
Standard Triangle 5 2.7 · 10−1
Standard Pruning 5 2.7 · 10−1
Table 8
Example 3.3:  = 3, kˆ = 4
L-curve Vertex algor. Vertex index Error
Residual Triangle 4 8.4 · 10−3
Residual Pruning 4 8.4 · 10−3
Standard Triangle 6 3.4 · 10−2
Standard Pruning 6 3.4 · 10−2
Table 9
Example 3.3:  = 4, kˆ = 6, ‖x6 − xˆ‖ = 4.0 · 10−3
L-curve Vertex algor. Vertex index Error
Residual Triangle 4 7.1 · 10−3
Residual Pruning 4 7.1 · 10−3
Standard Triangle 7 2.8 · 10−1
Standard Pruning 7 2.8 · 10−1
Fig. 11. Example 3.3: computed approximate solutions for  = 4: x4 (black continuous graph), x6 (blue dashed graph), and x7 (red dash-dotted
graph). The error-free solution xˆ is displayed by a black-dotted graph. All but the graph for x7 are too close to distinguish.
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Fig. 12. Example 3.3: magnitude of noise-free Fourier coefﬁcients cˆj (1.3) marked by (o) in black and of the noise-contaminated Fourier coefﬁcients
c
j
(1.8) marked by (+) in blue for  = 2 and 4.
4. Conclusion and extensions
This paper introduces a new aid, the residual L-curve, for determining a suitable truncation index for the TSVD
method. The residual L-curve is designed to determine the amount of noise in the data (the available right-hand side).
The computed examples illustrate that the vertex of the residual L-curve may determine better approximations of the
error-free solution xˆ than the vertex of the standard L-curve. We therefore believe that the residual L-curve can be a
valuable aid for determining approximate solutions of ill-posed problems in situations when not enough information
of the solution and the error in the right-hand side is available to allow the application of other techniques with a better
theoretical justiﬁcation, such as the discrepancy principle.
In most of our examples, the triangle and pruning methods determined the same vertex, but occasionally the triangle
method performed better than the pruning method; see Tables 1 and 3.
The residual L-curve also can be applied in conjunction with other solution methods than TSVD, such as with
iterative methods, extrapolation methods, and multi-parameter methods; see, e.g., Brezinski et al. [3,4] for discussions
of the latter kinds of methods. We are presently investigating the application of the residual L-curve with some of these
methods.
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