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Abstract
A gauge theory equivalent to the hamiltonian reduction scheme for
rational Calogero - Moser model is presented.
1 Introduction
Hamiltonian reduction [1], [2] is one of the most powerful methods of con-
structing integrable models. In particular, the celebrated Calogero - Moser
system can be described within this framework, both in degenarate [3], [4]
as well as in general elliptic case [5].
The general reduction scheme can be described as follows. There is a sym-
plectic manifold (M,ω) on which a Lie group G acts in a symplectic way.
It is assumed that this action is strongly hamiltonian. One selects a G -
invariant function H on M as a hamiltonian of the dynamical system to be
reduced. Clearly, H has vanishing Poisson brackets with all hamiltonians
generating the action of G. The reduced phase space is defined as follows.
Let g be the Lie algebra of G; for any ξ ∈ g let hξ denote the corresponding
hamiltonian. Obviously, hξ is a linear function of ξ , so that hξ(p), p ∈ M
defines an element of g∗; the mapping µ : M → g∗, < µ(p), ξ >= hξ(p) is
called the momentum map. In order to define the reduced phase space one
∗supported by KBN grant 2 P03B 134 16
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selects an element α ∈ g∗ and consider the subset Pα ⊂M corresponding to
µ(p) = α. Under suitable assumptions Pα is a submanifold of M. However,
Pα is in general not sympletic: ω |Pα is degenerate. Fortunately, this degen-
eracy can be easily characterized: let Gα ⊂ G be a stability subgroup of α
under coadjoint action. It appears then that Qα = Pα/Gα (which, again,
under some suitable assumptions is a manifold ) is symplectic, i. e. ω |Qα is
nondegenerate. Now, with H being G - invariant the momentum map is a
constant of motion so that Pα is invariant under dynamics generated by H.
The essence of the method is that the trajectories on Pα when projected on
Qα are hamiltonian, the hamiltonian function being H |Qα .
One can now pose the question what is the lagrangian theory behind this
scheme. To answer this question let us note that we are eventually looking
for is the dynamics in terms of canonical variables on Qα . It is obvious that
any function of these variables can be regarded as Gα - invariant function
on Pα ( any Gα invariant function on Pα is constant on Gα orbits so it is a
function on Qα ). Therefore, a given reduced trajectory on Qα corresponds
to an infinite set of curves on Pα, all of them being related to each other by
the time - dependent action of Gα.
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This suggests strongly that the corresponding lagrangian dynamics possess
gauge symmetry related to Gα.
It seems that the above reasoning is fairly general, i.e. the hamiltonian reduc-
tion can be described within the framework of lagrangian gauge theory. The
details of this general scheme will be published elsewhere. Here we consider a
particular example of ( degenerate) Calogero - Moser systems [6], [7]. An ex-
plicit construction of relevant gauge theory has been given by Polychronakos
[8]. In order to obtain a lagrangian theory he made first the trick consisting
essentially in taking Gα = G. This is achieved by viewing the value α of
momentum map as a dynamical variable transforming under G according to
coadjoint representation. The advantage is that the constraint concerning
the value of momentum map becomes now G - invariant, Gα = G. On the
other hand the new dynamical variables do not appear in hamiltonian, so
they are frozen on any particular trajectory. The reduced theory appears
then to be the gauge theory with the gauge group G while the reduced dy-
namics corresponds to the temporal gauge.
The aim of the present note is to construct the lagrangian dynamics for
Calogero - Moser model without enlarging the set of dynamical variables. It
is not surprising that the resulting lagrangian theory is a gauge theory with
the gauge group G broken down explicilty to Gα.
2 Calogero model as a gauge theory.
(i) Hamiltonian reduction
We start with a brief description of general reduction method mentioned
3
above as applied to rational Calogero - Moser model [3].
As an unreduced phase space T one takes the set of pairs of traceless hermi-
tian nxn matrices A and B.
T = {(A,B);A = A+, B = B+, T rA = 0 = TrB} (1)
The symplectic form on T is given by
ω = Tr(dB ∧ dA) (2)
and implies following Poisson brackets
{Aij, Bmn} = δinδjm −
1
N
δijδmn (3)
There is a natural symplectic action of SU(N) group on T
SU(N) ∋ U : (A,B)→ (UAU+, UBU+) (4)
which generates a hamiltonian vector fields ζ on T
ζ(A,B) = ({A,H
ζ̂
}, {B,H
ζ̂
}) (5)
with hamiltonians
H
ζ̂
(A,B) = Tr (i[A,B]ζ̂), ζ̂ ∈ sU(N) (6)
Hence, the momentum map reads
Φ(A,B) = i[A,B] (7)
Dynamics on our unreduced phase space is defined by SU(N)-invariant hamil-
tonian
H(A,B) =
1
2
TrB2 (8)
The element α of sU(N) algebra and the reduced phase space Qα constructed
along lines sketched in the introduction read
α = ig(v+ ⊗ v − I); v = (1, 1, ..., 1) (9)
Qα = Pα/Gα
Pα = {(A,B) ∈ T ; [A,B] = α}
Gα = {C ∈ SU(N) CαC
+ = α}
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In other words, Qα consists of pairs of matrices (Q,L) which solve momentum
map equation Φ(A,B) = α and cannot be related by Gα action.
One can show that these matrices can be parametrized in the following nice
way
Q(q) = diag(q1...qN )
(L(q, p))ij = pjδij + ig(1− δij)
1
qi − qj
; (10)
here L(p, q) is nothing but the Lax matrix of rational Calogero - Moser
system.
In such a way the unreduced dynamics given by H(A,B) = 1
2
TrB2 with
constraint Φ(A,B) = α when solved ”modulo” the transformations from sta-
bility group Gα provides the rational C-M model.
(ii) Lagrangian gauge theory
Now, to discuss the equivalence of rational C-M model to some gauge theory
let us consider the SU(N) gauge theory (we assume that we are in the center -
of - mass system) broken explicitly by linear term. The ”matter” transforms
according to the adjoint representation of SU(N). The simplest lagrangian
reads
L(q, q˙) =
1
2
(q˙α + fαβγqβAγ)
2 − vαAα , (11)
where fαβγ are SU(N) structure constants, vα is a fixed vector in adjoint rep-
resentation of SU(N) and Aα is a gauge field. L is invariant ( up to a total
derivative ) under the stability subgroup Gv ⊂ SU(N) of vα :
qα → q
′
α = Dαβ(t)qβ
Aα → A
′
α = Dαβ(t)Aβ − ̺α(t), fαβγ̺γ = D˙α̺(t)D
−1
̺β (t) (12)
Dαβ(t)vβ = vα
The corresponding equations of motion read
fαβγqβ(q˙α + fαζσqζAσ)− vγ = 0 (13)
d
dt
(q˙α + fαβγqβAγ)− fαβγAβ(q˙γ + fγζσqζAσ) = 0 (14)
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Let us pass to the hamiltonian formalism. The canonical momenta are
pα ≡
∂L
∂qα
= q˙α + fαβγqβAγ (15)
πα ≡
∂L
∂A˙α
= 0
The theory is constrained, πα ≈ 0 being the primary constraints. The hamil-
tonian is constructed according to the standard rules [9].
H = pαqα − L =
1
2
p2α − fαβγpαqβAγ + Aαvα (16)
and yields the following canonical equations
q˙α = pα − fαβγqβAγ (17)
A˙α = uα (18)
p˙α = fαβγAβpγ (19)
π˙α = fαβγpβqγ − vα (20)
resulting from H˜ ≡ H + uαπα, uα being the Lagrange multipliers.
Following the standard procedure [9] we obtain the secondary constraints.
First, π˙α ≈ 0 gives, together with (20),
χα ≈ fαβγpβqγ − vα = 0 (21)
which is nothing but the momentum map condition. Taking again a time
derivative of (21) and using Jacobi identity we arrive at
χ˜α ≡ fαβγvβAγ ≈ 0 (22)
This completes the list of constraints since χ˙α ≈ 0 yields
fαβγvβuγ ≈ 0 (23)
which is a constraint for Lagrange multipliers.
The full set of constraints reads
πα ≈ 0 − the primary constraints (24)
χα ≡ fαβγpβqγ − vα = 0
χ˜α ≡ fαβγuβAγ = 0
}
− the secondary constraints (25)
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The nontrivial Poisson brackets are
{πα, χ˜β} = −fαβγvγ (26)
{χα, χβ} = −fαβγ(χα + vγ)
The next step is to identify the first- and second-class constraints. Let aα
be the generators of Gv, (aα)̺σ ≡ aαβfβ̺σ, while bα ((bα)̺σ ≡ bαβfβ̺σ) - the
remaining ones;
Obviously
aαβfβ̺σvσ = 0 (27)
Let us define
πα ≡ aαβπβ, πα ≡ bαβπβ
χα ≡ aαβχβ, χα ≡ bαβχβ (28)
χ˜α ≡ aαβχ˜β, χ˜α ≡ bαβχ˜β
It follows then from (27) that χ˜α = 0 as an identity while
{πα, • } ≈ 0 (29)
{χα, • } ≈ 0
which means that πα and χα are first class constraints. In order to deal
with the remaining ones let us denote by (aβγ, b˜βγ) the matrix inverse to
(aαβ, bαβ)
T
aαβa˜βγ = δαγ , aαβ b˜βγ = 0
bαβ a˜βγ = 0, bαβ b˜βγ = δαγ (30)
a˜αγaγβ + b˜βγbγβ = δαβ
and define new variables which extend πα → (πα, πα) to the full canonical
transformation
Aα ≡ a˜βαAβ, Aα = b˜βαAβ; (31)
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the inverse transformations read
Aα = aβαAβ + bβαAβ (32)
πα = a˜αβπβ + b˜αβπβ (33)
We supply (32) with the analogous transformation for uα
uα = aβαuβ + bβαuβ (34)
Inserting (32) ÷ (34) into the constraints πα ≈ 0, χα ≈ 0, χ˜α ≈ 0 we
conclude that these constraints are equivalent to the following ones
πα = 0 − primary
χα ≡ aαβ(fβγδpγqδ − vβ) = 0 − secondary
}
I-st class (35)
πα = 0 − primary
χα ≡ bαβ(fβγδpγqδ − vβ) = 0 − secondary
χ˜α ≡ Aα = 0 − secondary
 II-nd class (36)
As always the Lagrange multipliers related to second - class constraints are
fixed; here uα = 0. On the other hand the arbitrary functions entering the
general solution to Lagrange equations are Aα(t); consequently, u˙α ≡ Aα(t)
are also arbitrary.
In order to put the theory in Dirac form let us cosider first the second - class
constraints. The matrix of Poisson brackets of these constraints takes the
form  {πα, Aβ} 0
0 {χα, χβ}
 (37)
where, on the constrained submanifold
{χα, χβ} = −bαγbβδfγδ̺v̺ ≡ Vαβ (38)
It is not difficult to prove from the definition of bαβ that this matrix is
nonsingular which confirms our classification (35), (36). One can now write
out the basic Dirac brackets. First we note that due to the form of (37) the
8
variables Aα πα do not enter the Dirac bracket - they disappear from the
theory altogether. For the remaining variables we find
{Aα, πβ}D = δαβ
{qα, qβ}D = ∆αβξχqξqχ
{pα, pβ}D = ∆αβξχpξpχ (39)
{qα, pβ}D = δαβ + ∆αβξχqξpχ
where ∆αβξχ ≡ v
−1
̺σ b̺γbστfγαξfτβχ
It is not difficult to show that this theory is equivalent to the hamiltonian
reduction for CM model. Let v = (1, ..., 1) be the vector in defining repre-
sentation of SU(N) and
vα ≡ ν Tr(λα(v ⊗ v
+ − 1)), (40)
where {λα} is a basis of sU(N) such that [λα, λβ ] = ifαβγλγ , T r(λαλβ) =
δαβ. Therefore, Gv ⊂ SU(N) consits of all matrices such that Uv = e
iθv, i.e.
Gv = S(U(N − 1)×U(1)), dimGv = (N − 1)
2. The initial set of dynamical
variables (i.e. the ”large” phase space to be reduced) consist of 4(N2 − 1)
variables qα, pα, Aα,Πα. Now, the I-st and II-nd class constraints are given
by eqs.(34) and (35), respectively. The primary constraints Πα ≈ 0 elimi-
nate Πα altogether. The secondary constraints χα ≈ 0, χα ≈ 0 determine
the preimage of momentum map. The remaining II-nd class secondary con-
straints Aα ≈ 0 reduce the number of gauge fields to that of the dimension of
residual gauge symmetry Gv. It is important to note that we are considering
only the Gv-invariant sector of our theory. This is because, on Hamiltonian
picture level, the reduced phase space is not the preimage of the momentum
map but rather the latter divided by the action of Gv group; therefore, all
points on a given orbit are identified. Any function on phase space, when
reduced to the submanifold of constraints, depends a priori on qα, pα and Aα.
The invariance under time-dependent Gv transformations implies that it does
not depend on Aα and is a function of Gv-invariants built out of qα and pα. To
get a number of degrees of freedom of find theory let us note that the number
of first-class constraints (34) equals twice the dimension of Gv, 2(N − 1)
2.
The number of second-class ones (35) is 3(dimG−dimGv) = 6N −6. There-
fore, there remains 4(N2− 1)− 2(N − 1)2− (6N − 6) = 2N2− 2N degrees of
freedom which is just the dimension of preimage of momentum map N2 − 1,
plus the number of Aα variables, (N − 1)
2. For Gv-invariant functions the
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number of independent variables is 2N2 − 2N minus the number of Aα vari-
ables, (N − 1)2, minus the dimension of Gv, again (N − 1)
2, which gives
2N −2, as it should be. Summarizing, the second-class costraints reduce the
system to the one based on Gv invariance with ”matter fields” qα, pα being
reduced to the preimage of momentum map.
In order to put the dynamics in the form which is explicitly equivalent to
CM one we can fix the temporal gauge Aα = 0. Then all primary constraints
become second - class and the modified Dirac bracket does not contain Aα
and πα variables. The only constraints are now
χα ≡ aαβ(fβγδpγqδ − vβ) = 0 - I-st class
χα ≡ bαβ(fβγδpγqδ − vβ) = 0 - II-nd class (41)
which is equivalent to
fβγδpγqδ − vβ = 0 (42)
while hamiltonian equations become
q˙α = pα (43)
p˙α = 0
Identifying A ≡ qαλα , B ≡ pαλα we get
ω = Tr(dB ∧ dA), H =
1
2
TrB2
A˙ = B
B˙ = 0
}
(44)
and the standard constraint
[A,B] = iν(v ⊗ v+ − I) (45)
the invariant under time independent Gv − transformations solutions to this
constraint are provided by C-M model as it was described in introduction.
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