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1 Introdution1.1 RésuméDans e mémoire, nous présentons d'abord brièvement l'imagerie par ré-sonane magnétique fontionnelle, et nous dégageons les diultés posées parle traitement statistique automatisé des images obtenues par ette tehnique.Puis nous présentons quelques unes des méthodes existantes, se basant surun modèle xe de la HRF, pour un tel traitement. La ontribution de emémoire onsiste en la proposition d'une méthode bayésienne pour estimerla HRF et prendre en ompte la orrélation spatiale des ativations via unmodèle markovien. Après la desription de ette méthode, nous l'évaluonssur des données simulées et réelles, et nous terminons en présentant des axespossibles d'extension.1.2 Présentation des équipes d'aueilCe stage de reherhe s'est déroulé au sein de deux équipes de reherhe : l'équipe MISTIS, dépendant de l'INRIA Rhne-Alpes, dont l'objetifest de développer des méthodes statistiques adaptées à l'étude de phé-nomènes, de modèles et de données omplexes, ave pour orientationsappliatives privilégiées le traitement d'images et de données spatialesdans les domaines biomédiaux et industriels ; l'approhe de l'équipeest basée sur l'introdution de la notion de struture dans les modèleset dans les données ; les thèmes de reherhe sont les suivants : lesmodèles de mélange, les modèles markoviens, et les méthodes semi etnon-paramétriques. l'équipe 5 (Neuro-imagerie Fontionnelle et Métabolique) de l'Institutdes Neurosienes de Grenoble, qui s'intéresse aux appliations bio-médiales in vivo de la résonane magnétique nuléaire (RMN). Lestravaux, eetués tant sur l'homme que sur petit animal (rat, souris),visent au développement, à l'évaluation et à l'exploitation du potentielen neurosienes liniques, biologiques et ognitives de l'ensemble desméthodes de neuroimagerie par RMN. Les travaux ont été développésautour de trois thèmes de reherhe : la miro-vasularisation érébrale,le métabolisme érébral et l'IRM fontionnelle (IRMf) des ativationsérébrales.
3
1.3 Présentation de l'imagerie par résonane magné-tiqueL'IRM (imagerie par résonane magnétique) est une tehnique non in-vasive permettant d'obtenir une image en trois dimensions d'une partie duorps. Elle est basée sur la mesure de la réponse de la zone étudiée à l'appli-ation d'un hamp magnétique de forte intensité (atuellement entre 2 et 4T), la distintion entre deux milieux diérents étant fondée sur leurs réponsesdiérentes.Cette tehnique peut être utilisée pour produire une vue 3D du erveauoù sont distingués matière grise, matière blanhe et liquide éphalo-rahidien,ave une résolution de l'ordre du millimètre ; on parle alors d'IRM anatomiqueérébrale. Voir en Figure 1 pour un exemple d'image obtenue.Une autre appliation de l'IRM, plus réente, est la mesure de l'ativitédu erveau au ours du temps. Elle se base sur la diérene de réponsemagnétique entre une moléule d'hémoglobine oxygénée et une désoxygénée.Lorsqu'un neurone est ativé, l'aux sanguin autour de e neurone augmente,e qui se traduit par l'augmentation de la onentration en hémoglobineoxygénée et don par une modiation du signal IRM observé. Ce prinipese nomme eet BOLD (pour blood-oxygen-level-dependent) et est à la basede l'IRM fontionnelle (en abrégé IRMf). En IRMf, les aquisitions sontrépétées au ours du temps ; la durée entre deux aquisitions étant le tempsde répétition (TR), de l'ordre de deux à trois seondes ; voir Figure 2. And'avoir un rapport signal-sur-bruit susant, une résolution spatiale de l'ordrede 3 millimètres est utilisée.La oneption d'une expériene d'IRMf onsiste à dénir diérentes ondi-tions qui sont répétées suessivement. Ces onditions sont la réalisation dediérentes tâhes motries ou ognitives (bouger les doigts de la main droite,omparaison d'objets...) ou enore une ondition  nulle  (de ontrle). Parexemple, lors d'une expériene sur la vision des ouleurs, on peut alterner laprésentation d'une image en niveaux de gris (ondition A), la présentationd'une image en ouleurs (ondition B) ou une ondition C de repos (ondi-tion nulle). Chaque ondition peut être présentée plusieurs fois au ours d'unesession, et durant un temps plus ou moins long ; par exemple la ondition Apeut être présentée pendant 5 seondes, puis la B pendant 3 seondes, la Cpendant 10 seondes, ensuite la B pendant 7 seondes, et. La desriptiondes intervalles de temps durant lesquels haque ondition est ative onstituele design de l'expériene.L'analyse fontionnelle des données issues de l'expériene onsiste alorsen la détermination des zones du erveau ativées lors de haune des dié-rentes onditions, et la omparaison des ativations orrespondant aux ondi-4
Fig. 1: Un exemple de oupe obtenue par IRM anatomique.
Fig. 2: Les données IRMf sont en quatre dimensions : la zone étudiée estdéoupée en petits ubes (d'environ 3 millimètres de té) appelés voxels ;en haque voxel on dispose d'un déours temporel (à droite) représentantl'évolution du signal BOLD mesuré au ours du temps.5
tions entre elles (ontraste) : par exemple, dans l'expériene sur la vision desouleurs, on peut vouloir déterminer les zones impliquées dans la vision engénéral (onditions A et B ontre ondition C) ou les zones atives dans lavision des ouleurs (ondition A ontre B).Ces expérienes permettent d'améliorer la ompréhension du fontionne-ment du erveau ; elles ont également des appliations liniques, telles que ladélimitation des aires visuelles ou motries pour préparer une interventionhirurgiale.1.4 Problèmes posés par le traitement des données IRMf1.4.1 Quantité de données à traiterDe part leur nature quadri-dimensionnelle, les données reueillies lorsd'une expériene d'IRMf sont relativement volumineuses. A titre d'exempleréaliste, onsidérons une session de 360 seondes omportant une aquisitiontoutes les 3 seondes, et une zone d'aquisition étant un pavé de dimensions20 m, 20 m et 10 m, ainsi qu'une résolution spatiale de 3 millimètres ; sil'on suppose que les mesures sont stokées sous forme de oat (2 otets), lesdonnées à traiter, pour un seul sujet, ont une taille de
360× 200× 200× 100
3× 3× 3× 3 × 2 ≈ 34 Mo.Cette taille est à multiplier par le nombre de sujets, une étude ognitive étantrarement menée sur un seul sujet.L'importane du volume des données impose l'utilisation de tehniquesspéiques pour eetuer le traitement des données.1.4.2 BruitLe signal reueilli en IRM est bruité de manière importante, les souresde bruit inluant : le bruit généré par la mahine (bruit thermique, manque d'homogénéitéde l'aimant produisant le hamp magnétique...) ; le bruit physiologique, dû aux artefats ardio-respiratoires ; le bruit  ognitif , dû aux soures de  distration  du patient durantl'expériene (stimuli indésirables, endormissement du patient...) ;A signaler également, même s'ils ne sont pas à lasser dans les  bruits ,les artefats générés par les pré-traitements appliqués sur les données brutes,tels que : slie orretion (orretion du fait que les diérentes oupes ne sontpas aquises au même moment) ou la orretion des mouvements du patient.6
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() Signal BOLD attendu dans une zone ativée par ette ondi-tion. Fig. 3
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2 Analyse des signaux en IRMf2.1 Modélisation du signal (GLM)Le signal IRM mesuré est modélisé par une olletion de veteurs yi =
(yi1, . . . , yiT ), i = 1, . . . , J (où J est le nombre de voxels omposant l'imagetraitée et T la durée de l'expériene), vériant l'équation suivante, appeléeGLM pour General Linear Model :
∀i = 1, . . . , J yi =
M∑
m=1
aim(xm ⋆ h) + ni1 + ǫi (1)où : l'indie m désigne une des onditions expérimentales, et M désigne lenombre de es onditions ; le réel aim est le niveau de réponse du voxel i à la ondition m ; le veteur xm est le veteur binaire indiateur des instants où la ondi-tion m est ativée (onsets) : xm,t = 1 si 'est le as à l'instant t, et
xm,t = 0 sinon ; le veteur h est un éhantillonage de la fontion de réponse hémodyna-mique, de sorte que la onvolution xm ⋆ h ontienne la  réponse atten-due  illustrée en Figure 3 ; il est à noter que la période d'éhantillonagede h peut être inférieure au temps de répétition TR, an d'améliorerle alage des onsets qui ne sont pas forément des multiples du TR ; le veteur 1 est le veteur de dimension T ne ontenant que des 1, ni1représente don la  omposante ontinue  du signal, qui n'est dûeà auune des onditions prévues dans l'expériene ; ertains modèlesinluent de la même manière des omposantes  basses fréquenes (drifts) dûes aux mouvements lents du patient, aux artefats ardio-vasulaires, à la respiration, ainsi qu'aux dérives de l'appareil d'aqui-sition (f. [14℄, hapitre 2, 4.3). le veteur ǫi est le veteur des résidus ; le modèle le plus simple (bruitblan gaussien) suppose (ǫi)i=1,...,J indépendants, suivant une loi nor-male N (0, σ2IT ) (où IT désigne la matrie identité T × T ) ; ette hy-pothèse, peu réaliste, est souvent remplaée par elle d'une olletion
(ǫi)i=1,...,T de séries hronologiques indépendantes suivant haune unmodèle AR(1) gaussien (f [26℄).L'équation 1 peut s'interpréter omme une régression linéaire multiple :
yi = Xãi + ǫi9
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Lorsque X est onnue, es paramètres peuvent être estimés par la méthodedes moindres arrés :









T − (M + 1)− 12.2 Contrastes entre onditionsLa détermination des zones ativées par une ondition expérimentale enomparaison d'une autre se fait en alulant pour haque voxel l'eet
γ̂i = c
T âioù ai = (ai1, . . . , aim)T et c est le veteur des ontrastes, qui indique lesonditions expérimentales que l'on veut omparer. Par exemple si l'on sou-haite omparer les zones ativées par la ondition 1 par rapport à la ondition3, on prendra c = (1, 0,−1) ; pour omparer la ondition 1 ave la moyennedes onditions 2 et 3, on hoisira c = (−1, 0.5, 0.5).2.3 Approhe standard par testsUne fois l'eet γ̂i alulé (phase d'estimation), il reste à déterminer sielui-i est statistiquement signiatif ou non (phase de détetion). Pour elaon utilise un test statistique, visant à omparer l'hypothèse nulle  le voxeln'est pas ativé  ontre l'hypothèse  le voxel est ativé .10






cT (XT X)−1cqui, sous l'hypothèse nulle, suit une loi de Student à M +1 degrés de libertés(f. [6℄, hapitre 7).Les statistiques tj étant alulées pour haque voxel, on obtient une SPM  (statistial parameter map) qui donne le niveau de signiativitédu ontraste mesuré dans haque voxel. Il faut alors hoisir une valeur seuilen dessous de laquelle un voxel est onsidéré omme non signiatif.Le hoix de ette valeur seuil est rendu diile par le fait que des testsmultiples sont eetués. En eet supposons que nous utilisions sur haquevoxel un test possédant un risque de première espèe (faux-positif) α ; sinous eetuons e test n fois le nombre moyen de faux-positifs détetés serade nα. Par exemple supposons α = 0.05 et n = 104 (nombre réaliste devoxels dans une image), il y aura en moyenne 50 faux-positifs détetés. Pourrésoudre e problème, une orretion possible est la orretion de Bonferroni,qui néessite d'utiliser un test ave un risque de première espèe α/n pourobtenir un niveau de risque  global  majoré par α, ette borne pouvant êtreatteinte dans le as où les tests sont indépendants. Cette orretion est trop onservative  dans le as qui nous intéresse ar les tests sont loin d'êtreindépendants : les ativations ont lieu dans des zones ontigües de plusieursvoxels, et le résultat d'un test sur un voxel est très orrélé ave les résultatsdes tests sur les voxels voisins. Pour tenir ompte de ette dépendane, on doitabandonner les tests voxel par voxel et onsidérer la SPM dans son ensemble,en la modélisant omme un hamp gaussien (gaussian random eld, GRF) ;f. [6℄, hapitre 14.Pour plus de généralités sur l'approhe GLM, on pourra se reporter àl'ouvrage [13℄.2.4 Lissage spatialPréalablement à l'estimation des paramètres dans l'équation 1, on ap-plique généralement un lissage de l'image, an d'augmenter le rapport signal-sur-bruit (SNR), au prix d'une détérioration de la résolution spatiale.Une méthode de lissage lassique est la onvolution ave une gaussienne ;ependant ils existe d'autres lissages dits adaptatifs, qui tiennent mieuxompte des ontours de l'image, tels que l'algorithme PS (propagation-sé-paration), f. [20℄ et [19℄. 11







(2)Un modèle purement bayésien onsidère tous les paramètres omme des va-riables aléatoires et leur donne une loi a priori, mais un modèle peut tout àfait ontinuer à traiter ertains paramètres omme de  vrais  paramètres,sans leur donner de lois a priori. Ces derniers paramètres sont alors estimésde manière  lassique , par exemple par maximum de vraisemblane.Un inonvénient des méthodes bayésiennes est que l'intégrale gurantdans (2) est souvent inalulable analytiquement, et un alul numérique ap-prohé est souvent infaisable, ompte tenu de la dimension de ette intégrale(qui est égale aux nombre de paramètres). La loi a posteriori est dans e asonnue à une onstante multipliative près, et il faut alors avoir reours àdes méthodes partiulières, dont ertaines seront dérites en setion 2.5.2.12
2.5.1 Champs de MarkovLe signal mesuré en IRMf est très orrélé spatialement, puisque les zonesativées s'étendent sur plusieurs voxels. Tenir ompte de ette dépendanespatiale permet d'améliorer onsidérablement la détetion et l'estimation desativations. Dans ette partie, nous dérivons une manière de tenir omptede la dépendane spatiale entre les voxels.Champs de Markov et lois de Gibbs. Soit V un ensemble (ni) depoints appelés sites. On se donne un graphe G non orienté, sans boule,dont les sommets sont les éléments de V . Pour un site v ∈ V , on note N (v)l'ensemble des voisins de v, 'est à dire l'ensemble des sites reliés à v par unearête de G. Comme G n'a pas de boule, un sommet ne peut être son proprevoisin.Une olletion (Zv)v∈V de variables aléatoires est un hamp de Markovsur G si la loi onditionnelle de Zv sahant Zv′ pour v′ 6= v est égale à la loionditionnelle de Zv sahant Zv′ pour v′ ∈ N (v). Le graphe G donne donl'information sur les interations possibles entre les variables (Zv).Une loi de Gibbs sur G est une loi dont la densité se fatorise suivant lesliques de G, i.e. une loi dont la densité p est de la forme :
p(z1, . . . , z|V |) ∝
∏
C∈C(G)
VC(zv; v ∈ C) (3)où on a noté C(G) l'ensemble des liques de G, une lique étant un ensemblemaximal de sites deux à deux voisins. Les fontions VC sont appelées poten-tiels de Gibbs.Il est faile de vérier que si (Zv)v suit une loi de Gibbs sur G, alors 'estun hamp de Markov sur G. La réiproque est également vraie, si la densitéde la loi de (Zv)v est stritement positive (théorème de Hammersley-Cliord,f. [3℄, [1℄).Modèle de Potts Un exemple important de loi de Gibbs est donné parle modèle de Potts dans lequel toutes les liques sont d'ordre 2 et où haquevariable peut prendre un nombre ni de valeurs appelées lasses et où pourhaque lique C = {v, v′}, supposée d'ordre au plus égal à 2, le potentiel deGibbs est donné par











où δ désigne le omplémentaire du symbole de Kroneker : δ(x, y) = 0 si










 (6)Le oeient β > 0 est toujours un oeient traduisant la fore de l'inter-ation entre deux variables  voisines .Modélisation de l'interation spatiale entre les voxels. Lors dutraitement bayésien d'une image IRMf, un modèle de Potts peut être utiliséomme a priori régularisant de la manière suivante : les sommets du graphede dépendane sont les voxels eux-mêmes, les lasses sont {ativé, non ativé}et les voisins d'un voxel sont ses 6 voisins au sens physique (en haut, en bas, àgauhe, à droite, en avant, en arrière). L'équation (5) rend alors bien omptedu fait que si un voxel est ativé (resp. non ativé), alors ses voisins ont uneprobabilité importante d'être ativés (resp. non ativés). Ce modèle permetdon d'eetuer simultanément la lassiation des voxels et la régularisationspatiale. Nous utilisons e modèle dans nos deux premières approhes.Notre troisième approhe ne lassie pas les voxels, mais impose unerégularisation spatiale diretement au travers du prior auto-gaussien utilisésur les niveaux de réponse aim, ave le même graphe de dépendene quei-dessus.2.5.2 InféreneDans ette partie nous présentons quelques méthodes d'inférene utiliséespour obtenir des informations sur une loi a posteriori Θ|y (Θ est l'ensembledes  paramètres et y sont les données observées), dont la densité est onnueseulement à une onstante multipliative près, ainsi que dérit dans la setion2.5.
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,qui est une manière de quantier la  distane  entre les deux lois q et p(.|y).L'approhe EM variationnelle (f. [11℄ ou [22℄), basée sur une versionfontionnelle de l'algorithme EM, applique e prinipe en remplaçant la loi a15




















)ave t le temps exprimé en seondes. Les valeurs anoniques données auxparamètres sont les suivantes (f. [20℄) a1 = 6, a2 = 12, b1 = b2 = 0.9,
di = aibi pour i = 1, 2 et c = 0.35. Voir en Figure 4 pour une représentationde ette fontion.On peut également vouloir estimer la HRF du sujet à partir des mesureseetuées et l'utiliser pour la détetion/estimation des ativations. Pour unsujet sain, ette estimation supplémentaire permet d'espérer  raner  ladétetion des ativations ; pour un sujet très jeune ou atteint d'une maladie,ette estimation est néessaire si l'on veut traiter l'image, ompte tenu de laforme très diérente de la HRF hez es sujets.Des approhes paramétriques d'estimation de la HRF ont été proposées,ave estimation des paramètres par maximum de vraisemblane (ou maxi-mum a posteriori) (f. [25℄) ; il existe également des approhes semi-para-métriques, où la fontion HRF est dérite omme une ombinaison linéaire(ave d'éventuelles ontraintes sur les oeients pour que la HRF estiméefasse sens physiologiquement) de fontions de base ; enn on peut égalementfaire une estimation non-paramétrique. Dans e as, pour améliorer l'estima-tion de la HRF h on peut intégrer deux onnaissanes a priori (f. [15℄) : la fontion h vérie h(0) = 0 et que h(D) = 0 pour D de l'ordre de 25à 30 seondes 1 ;1même si dans ertains as pathologiques le retour à zéro peut être plus long, f. [4℄16
 la fontion h est à variations lisses, 'est-à-dire que sa dérivée seondea une norme L2  petite .A noter également que lors de l'estimation de la HRF un problème d'iden-tiabilité se pose : en eet, dans le modèle linéaire (1), si on multiplie lafontion h par un fateur onstant k 6= 0 et que l'on divise les niveaux deréponse a par le même fateur k, on obtient deux valeurs des variables à esti-mer qui maximisent la vraisemblane du modèle (ou la densité a posteriori).On peut résoudre e problème en normalisant h, soit en imposant ||h||2 = 1,e qui devrait rendre le problème bien posé (f. [15℄), au signe de h près ; ouenore en xant le maximum de |h| à 1.
17
 0  50  100  150  200  250  300
t (0.1 s)Fig. 4: Prol de la fontion de réponse hémodynamique anonique.
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aim(Xmh) + ni1 + ǫi, i = 1, . . . , J (7)où Xm désigne l'appliation linéaire h 7→ xm ⋆ h.Pour omprendre la forme de ette matrie Xm, voii l'exemple (peu réa-liste) d'un expériene de 6 seondes, ave un TR de 2 seondes ; supposonsque le temps de retour à zéro de h soit de 3 seondes, et que nous éhan-tillonions la fontion de réponse hémodynamique toutes les 0.5 seondes ;le veteur h est alors de taille 6. Considérons une ondition expérimentale
19




1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

La matrie Xm est don formée d'une suession blos  identité  quand laondition est ative ou  nul  sinon.Nous faisons l'hypothèse d'un bruit blan gaussien : les (ǫi)i sont indépen-dants et suivent une loi normale entrée, de matrie de variane/ovariane
σ2eIT , de sorte que yi|ai, h suit une loi normale, de moyenne
M∑
m=1





+1 si le voxel i est ativé dans la ondition m
−1 si le voxel i est désativé dans la ondition m
0 si le voxel i est neutre dans la ondition mCes étiquettes ne sont pas diretement observées (e sont don des don-nées manquantes), elles sont introduites artiiellement, an de modéliser leniveau de réponse aim omme dépendant de zim.20
Pour haque m, les variables (aim)i sont supposées former une famille devariables indépendantes onditionnellement aux (zim)i et pour haque i, lafamille (aim)m est une famille de v.a. indépendantes, de même que (zim)m (onsuppose don qu'il n'y a pas d'inuene entre deux onditions expérimentalesdiérentes).La vraisemblane omplète du modèle à estimer s'érit
p(y, a, h, z) = p(y|a, h)p(a|z)p(h)p(z)soit, ompte tenu des hypothèses d'indépendane formulées plus haut :








































0 0 0 0 · · · 0
1 −2 1 0 · · · 0
0 1 −2 1 · · · 0
0 0
. . . . . . . . . ...
0 0 · · · 1 −2 1
0 0 · · · 0 0 0


























a2imoù N0 = Card {i|zim = 0}. Les paramètres α±1m et β±1m sont estimés en utilisant les estimateursde Thom pour une loi Gamma (f. [10℄), qui s'expriment ainsi, pour un22
























0 si α′ < 0.9
0.0092 +
α′ − 1
24− 96α′ sinon.3.3 Inférene ICM3.3.1 Algorithme d'inféreneNous utilisons des itérations ICM, la mise à jour d'un paramètre θ ∈
{a, h, z} se faisant en maximisant (le logarithme de) p(θ|y, autres paramètres)et en itérant sur le paramètre θ à mettre à jour.3.3.2 Mise à jour de hLe veteur h est hoisi de façon à maximiser ln(p(h|y, a)) ; or :



























ci = yi − ni1 = ǫi + MihOn a :
∑
i























MTi ci − β2hT Sh



























i ciNous voulons don maximiser hT Qh+hT v par rapport à h, sous les ontraintes
h1 = e
T
1 h = 0 (le symbole T désignant la transposée) et hD = eTDh = 0. Lethéorème des multipliateurs de Lagrange donne une ondition néessaire, àsavoir l'existene de réels µ et ν tels que
2Qh + v + µe1 + νeD = 0 (8)En faisant le produit salaire de l'équation (8) ave le veteur e1 on trouve :
2eT1 Qh + e
T
1 v + µ = 0 (9)soit
µ = −(2eT1 Qh + eT1 v) (10)De même, en faisant le produit salaire de (8) ave eD on trouve :






2Qh + v − (2eT1 Qh + eT1 v)e1 − (2eTDQh + eTDv)eD = 0






où BW > 0 est un paramètre qui ontrle la  largeur  de la gaussienneutilisée pour ltrer ; plus BW est grand, plus le lissage est important.Enn h est normalisé, 'est à dire qu'il est remplaé 2 par
1
||h||ℓ2
h.Nous avons onstaté qu'en estimant h de ette manière, nous obtenons quel-quefois l'opposé de la HRF réelle ; 'est un eet dû au problème d'identiabi-lité que nous avons mentionné en 2.6. Pour régler e problème, nous alulonsla valeur moyenne de h ; si elle-i est négative 'est que nous avons trouvél'opposé de la HRF réelle et h est alors remplaé par −h.3.3.3 Mise à jour de aPour maximiser p(a|z, h, y), il sut, par indépendane des (aim)m, demaximiser p(ai|z, h, y) pour haque i xé.Or
ln(p(ai|z, h, y) = Cste + ln(p(ai|zi)) + ln(p(yi|ai, h))



































= ||ci||2 − 2
∑
m







































− β1m si zim = 1
α−1m − 1
aim
+ β−1m si zim = −1
− 1
σ20m












si zim = 1
−α−1m − 1
a2im
si zim = −1
− 1
σ20m






< Xmh, Xnh >L'itération de Newton est initialisée ave la valeur de (ai) avant mise à jour.26
3.3.4 Mise à jour de zLa mise à jour de zim se fait enore par ICM :














 (13)L'argmax est alulé en alulant la fontion objetif pour les trois valeurspossibles de z̃im et en onservant la valeur donnant la plus grande valeur àl'objetif.Nous retrouvons la remarque faite dans [2℄, partie 3, à savoir que l'équa-tion (13) réalise un ompromis entre d'une part l'adaptation aux données(pour le premier terme), et d'autre part, l'homogénéité spatiale de la lassi-ation gérée par le seond terme. Pour β1 = 0 on retrouve une lassiationsans auune homogénéité imposée a priori ; lorsque β1 → +∞ on retrouveun vote à la majorité des voisins.3.3.5 InitialisationPour initialiser la lassiation, nous alulons, pour haque voxel i ethaque ondition expérimentale m, le oeient de orrélation linéaire entre
yi et Xmh. Un voxel dont le déours temporel a une orrélation ave Xmhsupérieure à un ertain seuil s > 0 sera lassé omme  ativé , un voxel dontla orrélation est inférieure à −s sera lassé omme  désativé , et enn unvoxel ave une orrélation entre −s et s sera lassé omme  neutre . Le seuil
s peut être spéié diretement par l'utilisateur, ou alulé automatiquementomme une fration (dénissable par l'utilisateur) du plus grand (resp. duplus petit) oeient de orrélation, pour haque ondition expérimentale.Nous obtenons également des valeurs initiales pour les niveaux de réponse








aim Cov(Xmh, Xnh) + ni Cov(Xnh, 1) + Cov(ǫi, Xnh)27



















Var(X1h) Cov(X1h, X2h) · · · Cov(X1h, XMh)
Cov(X2h, X1h) Var(X2h) · · · Cov(X2h, XMh)... . . . . . . ...
Cov(XMh, X1h) · · · Cov(XMh, XM−1h) Var(XMh)
























1 Corr(X1h, X2h) · · · Corr(X1h, XMh)
Corr(X2h, X1h) 1 · · · Corr(X2h, XMh)... . . . . . . ...
Corr(XMh, X1h) · · · Corr(XMh, XM−1h) 1

Notons que pour mener les aluls de ette phase, nous initialisons lafontion de réponse hémodynamique à la réponse  anonique (f. 2.6).28







Xmh + b1 + ǫioù b est un réel, c un réel positif, et (ǫi)i est une suite de variables aléatoiresvetorielles indépendantes où ǫi est un proessus AR(1) gaussien ; 'est à direque quelque soit i,
ǫi,1 = σei,1
ǫi,2 = ρǫi,1 + σei,2
ǫi,3 = ρǫi,2 + σei,3... ...
ǫi,T = ρǫi,T−1 + σei,T29
ave les (ei,t)i,t tous indépendants et suivant une loi normale entrée réduite.Le oeient ρ ∈ [0; 1[ est le oeient d'autoorrélation du bruit ; dansles appliations typiques de l'IRMf sa valeur varie entre 0 et 0.4 (f. [26℄, p.5). Le oeient c est xé à 1000, la valeur de σ (éart-type du bruit) estalors adaptée pour presrire le rapport signal sur bruit. Ce rapport signal surbruit est alulé ainsi (f. [21℄) :
SNR =
1000µ










.Les valeurs de SNR sont généralement omprises entre 0.1 et 4.0 (f. [27℄).3.5 Evaluation de l'approhe3.5.1 Evaluation de l'estimation/détetionDans un premier temps, nous ne testons que l'estimation/détetion desativations ou des désativations. Nous simulons don des données à partirde la HRF anonique, et nous forçons le programme à ne pas estimer de HRFmais à utiliser la HRF anonique tout au long du traitement.Comme paradigme expérimental, nous utilisons deux onditions qui s'al-ternent toutes les 15 seondes, trois fois haune. Le TR est xé à 1 seonde.L'image, formée de 6 oupes ontigües formant un total de 900 voxels,omporte deux zones parallélépipédiques : une de 12 voxels ativés dansla ondition 1, désativés dans la ondition 2 ; et une seonde de 8 voxelsdésativés dans la ondition 1 et ativés dans la ondition 2. Les imagesmontrées s'intéressent uniquement à la ondition 1 (l'autre étant symétrique).Comme nous pouvons le voir sur la Figure 5, le SNR a bien entenduune grande importane dans la qualité de l'estimation obtenue. La Figure 6montre que le oeient de orrélation ρ n'a pas une grande importane surla reonstrution de l'image.Au niveau du paramètre de régularisation spatiale β1, nous voyons surla Figure 7 que plus β1 est grand, plus notre estimateur reherhe des blos30
ontigus d'ativation ; par ontre si β1 est trop fort, la méthode perd ensensibilité de détetion des petites ativations. Par exemple, dans l'image(e), (pour β2 = 5) le groupe des 8 voxels désativés n'est plus déteté ; parontre les 12 voxels ativés sont toujours bien détetés.Enn, la Figure 8 montre que notre méthode de lassiation par a priorimarkovien donne de biens meilleurs résultats que la tehnique de seuillagesur les oeients de orrélation, utilisée pour initialiser l'algorithme d'esti-mation.
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(a) Image originale (non bruitée)
(b) Niveaux de réponses estimés pourSNR=0.1. () Voxels ativés estimés pourSNR=0.1.
(d) Niveaux de réponses estimés pourSNR=0.02. (e) Voxels ativés estimés pourSNR=0.02.
(f) Niveaux de réponses estimés pourSNR=0.01. (g) Voxels ativés estimés pourSNR=0.01.Fig. 5: Inuene du SNR. (β1 = 1, ρ = 0).32
(a) Image originale (non bruitée)
(b) ρ = 0.2
() ρ = 0.4
(d) ρ = 0.6Fig. 6: Inuene du oeient d'autoorrélation AR(1) ρ. (β1 = 1,SNR=0.02). 33
(a) Image originale.
(b) β1 = 0.5
() β1 = 1
(d) β1 = 2
(e) β1 = 5Fig. 7: Inuene du oeient β1 (SNR=0.04, ρ=0). Les niveauxd'ativations sont à gauhe et les voxels ativés à droite.34
(a) Image originale
(b) Seuillage sur les oeients de orrélation(seuil=0.5×le plus grand oeient de orré-lation)
() Estimation par ICM (β1 = 2)Fig. 8: Comparaison des lassiations voxels ativés/désativés(SNR=0.04).
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3.5.2 Evaluation de l'estimation de la HRFPour tester notre méthode d'estimation de la HRF sur des données fai-sant sens physiologiquement, nous simulons des données générées à partirde la onvolution ave une HRF dont le retour à zéro après la stimulationest anormalement lente ; ette forme de HRF a été observée hez les ratsépileptiques (f. [4℄, Figure 3 (B)).Une formule donnant une telle HRF est la suivante (voir Figure 9) :
h(t) =
{
−0.694t2 + 8.33t si t < 6
−10.54 ln t + 43.88 si t ≥ 6Pour tenir ompte de ette réponse hémodynamique plus lente, nous hoi-sissons d'estimer la HRF sur une durée de 60 seondes (au lieu de 28 seondeshabituellement). Toutes les simulations de ette setion ont été eetuées enxant β1 = 1.SNR élevé Nous voulons d'abord tester le omportement de notre estima-tion de la HRF pour un niveau de bruit très faible. Pour ela nous hoisissons
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 0  10  20  30  40  50  60Fig. 11: HRF estimée pour SNR=2, β2 = 0, auun lissage gaussien et unparadigme expérimental  lent .
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(a) Image originale.
(b) Image reonstruite ave estimation de laHRF.
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 0  10  20  30  40  50  60(d) HRF estimée ave β2 = 0.5.Fig. 14: Inuene de β2 (sans lissage gaussien).
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A la leture des gures 12 à 14, nous pouvons don dire que l'estimationde la HRF fournit une meilleure estimation des niveaux de réponse, et quele lissage gaussien donne de bons résultats, à omparer ave le lissage par β2qui semble ne pas fontionner.3.5.3 Evaluation sur des données réellesNous avons testé notre programme sur des données issues d'une expé-riene de vision des ouleurs ; on présente au sujet pendant 200 milliseondesune image en noir et blan (ondition 1), repos durant 12.3 seondes, pen-dant 200 milliseondes une image en ouleur (ondition 2), repos durant 12.3seondes, et enore repos pendant 12.5 seondes (ondition 3). Ce blo detrois onditions est répété 8 fois. Le temps de répétition est de 2.5 seondes.La résolution spatiale est de 3 mm.Les paramètres utilisés pour le traitement sont visibles dans le hier dedesign que nous donnons intégralement en partie A.2.3.Les données ont été préalablement traitées pour orriger les mouvementséventuels du patient et ont subi un lissage gaussien.Les résultats, sous forme de ontrastes entre les diérentes onditions,sont dans les Figures 15 à 17. La HRF estimée est montrée en Figure 18.L'interprétation de es résultats n'est pas enore parfaitement terminée,ependant on peut déjà dire que l'on retrouve bien des ativations dans lesaires visuelles, e qui est normal.
43
Fig. 15: Condition 1 vs. 2 (en vert les voxels ativés dans la ondition 1 etnon dans la ondition 2 ; en rouge les voxels désativés dans la ondition 1 etnon dans la ondition 2).
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Fig. 16: Condition 2 vs. 3
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 0  2  4  6  8  10Fig. 18: Estimation de la HRF (1 unité en absisses = 2.5 s).46






























λim si zim = 1
µim si zim = −1
























p(z|a) = Cste +∑
m,i
ln qim(zim)− ln p(aim|zim)− β
∑
j∈N (i)
1zim=zjmPrenons maintenant l'espérane par rapport à q ; nous avons :





= proba, sous q, que zim = zjm





D1(aim) si zim = 1
D0(aim) si zim = 0
D−1(aim) si zim = −1(D1, D0 et D−1 sont des log-densités de lois normales). on a :
Eq [ln p(aim|zim)] = λimD1(aim) + µimD−1(aim) + (1− λim − µim)D0(aim)Don :
KL = Cste +∑
m,i
[λim ln λim + µim ln µim + (1− λim − µim)× ln(1− λim − µim)




λimλjm + µimµjm + (1− λim − µim)(1− λjm − µjm)]D'où en dérivant par rapport à λim :




0 = ln µim−ln(1−λim−µim)−D−1(aim)+D0(aim)−2β
∑
j∈N (i)
(2µjm+λjm−1)(15)Ces relations  appelées équations de hamp moyen  forment, pour haque
m = 1, . . . , M , un système de 2×J équations non linéaires, dont les inonnuessont les λim et les µim. 48







1− (λ + µ)
l = ln
µ
1− (λ + µ)ave
k = D1(aim)−D0(aim) + 2β
∑
j∈N (i)
(2λjm + µjm − 1)
l = D−1(aim)−D0(aim) + 2β
∑
j∈N (i)






1− (λ + µ)
L =
µ
1− (λ + µ)Soit :
λ =
K
1 + K + L
=
ek
1 + ek + elet
µ =
L
1 + K + L
=
el
1 + ek + elPour des raisons de stabilité numérique, nous devons remplaer es formulespar des formules équivalentes : si k ≥ l on utilise :
λim =
1




e−k + 1 + el−k
(17)et si k < l :
λim =
ek−l




e−l + 1 + ek−l
(19)49
La résolution des équations (14) et (15) se fait don itérativement, en appli-ant (16)-(19). L'initialisation des itérations se fait en résolvant les équationsdéouplées (14)-(15) érites pour β = 0 :
λ =
D1
D1 + D0 + D−1
µ =
D−1






















qim(zim = c) ln p(aim|zim = c)

Soit, d'après le alul préliminaire eetué en 3.3.3,






















)]Par onséquent, sous qa, les veteurs (ai·)i sont des veteurs gaussiens indé-pendants ; le veteur ai· suit une loi normale dont la moyenne âi et la matriede ovariane Σi sont trouvés en identiant les termes apparaissant dans l'ex-pression de ln qa(a) i-dessus. En eet, si X suit une loi Normale(µ, Σ) ona :
ln p(x) = Cste− 1
2















si n = m
< Xmh, Xnh >
σ2e





< Xmh, ci >
σ2e
+ qim(zim = 1)
µ1
σ21
+ qim(zim = −1)
µ−1
σ2−1Le alul de la loi a posteriori des a se ramène don à l'inversion de J matries
M ×M .4.3 Comparaison de onditions4.3.1 ContrasteEtant donné un veteur k ∈ RM de ontrastes, alulons la probabilité(a posteriori) que le ontraste < k, ai > d'un voxel soit positif :







2s2 dxEn eet, a posteriori, < k, ai > est une v.a. réelle gaussienne de moyenne
m =< k, âi > et de variane s2 = kT Σik.Après hangement de variable, ette probabilité s'exprime à partir de lafontion d'erreur erf :























− 1 + (µ1 − µ2)
2
σ22pour aluler la divergene KL entre deux gaussiennesN (µ1, σ21) etN (µ2, σ22).4.4 Estimation de hNous donnons une estimation pontuelle (maximum de vraisemblane)du veteur de HRF h, hoisie de manière à maximiser :
Eqa [ln p(y|a, h)] .51
































aimain < Xmh, Xnh >En utilisant les formules :
E(X2) = Var(X) + E(X)2et
E(XY ) = Cov(X, Y ) + E(X)E(Y )Nous trouvons omme quantité à maximiser en h :


















(âimâin + Σi,mn) < Xmh, Xnh >
}où Σi,mn est le oeient (m, n) de la matrie Σi, et âim est la m-ème om-posante du veteur âi.La quantité à maximiser est don similaire à elle de 3.3.2, en remplaçant





ãimain = âimâin + Σi,mn
52























tout en onservant par ailleurs le même modèle que dans la deuxième ap-prohe.On trouve :

















































































aimainLa loi a posteriori des a est don une loi normale, dont les paramètres peuventêtre trouvés omme préédemment en identiant les termes linéaires et qua-dratiques dans l'expression au-dessus.6 Conlusion et perspetives6.1 ConlusionNous avons don présenté des méthodes automatisées de dépouillementdes données issues d'une expériene d'IRM fontionnelle. Les apports de esméthodes par rapport aux modèles ourants sont l'estimation non-paramétriquede la HRF et la prise en ompte de l'homogénéité spatiale des données àtraiter dans un adre bayésien bien établi, et l'utilisation d'algorithmes d'in-férene rapides.Voyons maintenant quelques uns des axes d'amélioration.6.2 Extensions possibles6.2.1 Meilleure prise en ompte du bruitUn modèle de bruit AR(1) pourrait être estimé dans l'équation (7) pourtenir ompte de la orrélation temporelle des erreurs (f. [26℄).Nous avons ommené à implémenter la gestion du bruit AR(1).6.2.2 Estimation de la HRF par zonesA l'aide de logiiels de parellisation, on peut délimiter des zones d'intérêtdans le erveau qui sont anatomiquement ou fontionnellement homogènes.Par exemple, dans le adre d'une expériene sur la vision humaine, on peutdélimiter les diérentes aires visuelles V1, V2, et. L'idée est d'estimer uneHRF dans haune de es régions, et non plus une HRF globale pour tout leerveau. 54














aim(Xmhr(i)) + ni1 + ǫi, i = 1, . . . , Joù r(i) désigne la région à laquelle appartient le voxel i.On peut enore améliorer e modèle, en onsidérant qu'un voxel n'est ja-mais exatement dans une région ou une autre, mais que la délimitation deszones nous apporte une onnaissane oue, exprimable sous forme de proba-bilités d'appartenane d'un voxel à haune des régions. La HRF propre àun voxel est alors une ombinaison des diérentes HRF régionales estimées,haune apparaissant ave un poids d'autant plus important que la proba-bilité d'appartenane du voxel à la zone est élevée. Si la diérene entre lesHRFs estimées est susament importante, on peut même imaginer qu'unetelle estimation permettra de raner la délimitation des zones, deux voxelsave une HRF  prohe  ayant une probabilité plus importante d'être dansune même zone.Référenes[1℄ J. Besag. Spatial interation and the statistial analysis of lattie sys-tems. Journal of the Royal Statistial Soiety. Series B (Methodologial),32(2) :192236, 1974.[2℄ J. Besag. On the statistial analysis of dirty images. Journal of RoyalStatistis Soiety, 48 :259302, 1986.[3℄ J. T. Chang. Markov Random Fields and Hidden Markov Models, 1999.http://www.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.edu/~hang/203/mrf_short.ps.[4℄ O. David, I. Guillemain, S. Saillet, S. Reyt, C. Deransart, C. Segebarth,and A. Depaulis. Identifying neural drivers with funtional MRI : anele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al validation. PLoS Biology, 6(12) :268397, 2008.55
[5℄ Wellome Trust Centre for Neuroimaging. Statistial Parametri Map-ping. http://www.fil.ion.ul.a.uk/spm.[6℄ R.S.J. Frakowiak, K.J. Friston, R.J. Dolan, C.D. Frith, C.J.Prie, J.T. Ashburner, S. Zeki, and W.D. Penny. Humanbrain funtion. Aademi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.duke.edu/eduation/ourses/fall03/fmri/.A Première implémentationA.1 DesriptionNous avons implémenté en C++, à l'aide de la librairie LAPACK++[12℄, la première approhe (Gamma-Gamma-Gaussien et ICM) dérite danse mémoire. Les deux programmes prinipaux sont : analyse, qui eetue le traitement d'une série d'images au format Nifti ; simul, qui permet d'eetuer les simulations.Nous avons également érit deux programmes simples : l'un pour eetuerla onversion d'images Nifti 3D vers PGM (pour traitement ultérieur desimages) et un autre pour aluler la diérene entre deux images Nifti.57
A.2 Format de hier de designLe hier de design est un hier texte ontenant des paramètres et ladesription des onditions ainsi que leurs instants d'arrivées (onsets).A.2.1 Paramètres hier : le nom du hier à partir duquel lire les données 4D ; si eparamètre se termine par un undersore (_) une série d'images 3D estlue ; image1 : si une série d'images 3D est lue, numéro de la première imageà traiter (défaut 1) ; tr : temps de répétition en seondes ; duree : durée de l'expériene en seondes ; hrfsample : période d'éhantillonnage de la HRF en seondes (dé-faut=tr) ; hrfano : si présent, la HRF n'est pas estimée (défaut : la HRF estestimée) ; ar1 : si présent, un modèle AR(1) est utilisé pour le bruit (semble nepas fontionner) ; beta1, beta2 : les oeients β1 et β2, f desription du modèle (dé-faut : β1 = 1, β2 = 0 ; bw_hrf : largeur de la gaussienne utilisée pour lisser la HRF (défaut=0,pas de lissage) seuil : seuil utilisé pour ne pas onsidérer un voxel omme  fond  ;e paramètre est à adapter en fontion des données si le fond n'est pasuniformément à 0 (défaut : 0). frainit : lors de la lassiation initiale, un voxel est lassé ommeativé (resp. désativé) si le oeient de orrélation est supérieur àfrainit×maxorrel, (resp. inférieur à frainit×minorrel), où maxorrelet minorrel sont respetivement les plus grands et plus petits oe-ients de orrélation alulés (défaut=0.5) ; seuilinit : si seuilinit6=-1, frainit est ignoré et la règle de lassiationinitiale suivante est utilisée : si le oeient de orrélation est supérieurà seuilinit (resp. inférieur à -seuilinit) le voxel est lassé omme ativé(resp. désativé) (défaut=-1) ; blo : si présent, les onsets sont spéiés en mode blo (défaut : modeévènements).
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A.2.2 ConditionsUne ligne par ondition, ave une haîne de aratères nommant la ondi-tion, puis les instants d'arrivée des onsets (en seondes), terminée par unpoint.A.2.3 Exemples de hier de designfihier /tmp/aaa.niitr 1duree 360beta1 1hmax 60ev1 0 120 240 .ev2 60 180 300 .Exemple utilisé pour les données de la setion 3.5.3 :fihier /data/map284/1801/smoothed/srua1801_bloseuil 1000beta1 1beta2 0tr 2.5duree 288image1 6hrfsample 1bw_hrf 20frainit 0.91 0 12 36 48 72 84 108 120 144 166 190 202 226 238 262 274 .2 12 24 48 60 84 96 120 132 166 178 202 214 238 250 274 286 .3 24 36 60 72 56 108 132 144 178 190 214 226 250 262 .B Deuxième implémentationNous avons implémenté, toujours en C++  mais sans dépendane sur lalibrairie LAPACK++  les deuxième et troisième approhes dérites dans emémoire. Nous avons également implenté pour le seond modèle la méthoded'inférene ICM, an de pouvoir omparer les résultats obtenus suivant lesdeux méthodes d'inférene. L'implémentation de la troisième approhe (mo-dèle auto-gaussien) est enore à l'état de prototype et n'est pas utilisable surdes données réelles (pour des raisons de performane).59
En plus de ressortir les résultats sous forme de hiers Nifti, le programmeressort un  rapport  au format HTML omprenant un graphe de la HRF es-timée, ainsi que les valeurs des diérents ontrastes, superposées ave l'imageanatomique si elle-i est disponible, ou par défaut, ave la moyenne desimages fontionnelles.Les répertoires de sortie sont dénis par des maros #define du hierlib.hpp : CACHE_DIR : répertoire ontenant les images en ahe ; FILTERED_DIR : répertoire ontenant les images après appliation dultre passe-haut ; OUT_DIR : répertoire ontenant les artes résultats au format Nifti ; REPORT_DIR : répertoire ontenant les rapports au format HTML.Les paramètres sont toujours lus dans un hier de design ; la desriptionde l'expériene suit le même format que dans la première implémentation.Voii la liste des paramètres ainsi que leur signiation : hier : le nom du hier à partir duquel lire les données 4D ; si eparamètre se termine par un undersore (_) une série d'images 3D estlue ; freq : fréquene de oupure du ltre passe-haut appliqué sur les données(mettre au moins à 1 pour retirer la omposante ontinue) ; le paramètreà donner est le numéro de la dernière omposante DCT à ouper. image1 : si une série d'images 3D est lue, numéro de la première imageà traiter (défaut 1) ; tr : temps de répétition en seondes ; duree : durée de l'expériene en seondes ; hrfsample : période d'éhantillonnage de la HRF en seondes (dé-faut=tr) ; hrfano : si présent, la HRF n'est pas estimée (défaut : la HRF estestimée) ; hmax : taille de la HRF à estimer en seondes (défaut : 28) ; ar1 : si présent, un modèle AR(1) est utilisé pour le bruit (semble nepas fontionner) ; beta1 : pour le modèle auto-gaussien uniquement, oeient β3 ; pourle modèle mélange de gaussiennes, beta1 est estimé et e paramètre estignoré ; beta2 : ignoré ; bw_hrf : largeur de la gaussienne utilisée pour lisser la HRF (défaut=0,pas de lissage) seuil : seuil utilisé pour ne pas onsidérer un voxel omme  fond  ;e paramètre est à adapter en fontion des données si le fond n'est pasuniformément à 0 (défaut : 0). 60
 frainit : ignoré ; seuilinit : ignoré ; soreinit : t-sore minimal pour la lassiation initiale omme voxelativé (défaut : 1) ; soreinitn : t-sore maximal pour la lassiation initiale omme voxeldésativé (défaut : -soreinit) ; blo : si présent, les onsets sont spéiés en mode blo (défaut : modeévènements) ; fontio : hemin d'aès vers l'image anatomique pour superpositiondes résultats (défaut : superposer la moyenne des images fontion-nelles) ; im : utiliser ICM (défaut : ne pas utiliser) ; ppseuil : seuil d'ahage des ontrastes dans les pages de résultats ; masque : hemin d'aès vers le masque de traitement, au format Nifti ; dumptted : ressortir le modèle ajusté ; dumpaz : ressortir les hiers Nifti ontenant les paramètres estimésà haque itération de l'algorithme ; lambda : rapport minimal entre les deux onditions à omparer ; ag : utiliser le modèle auto-gaussien (expérimental).
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