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w. X = WIXl + .+ WnXn 
z == f(u) = f(w. x -h) 



















7 ・也 =-u+w.x-h 





3 l-Iayer network 
次に相互に結合していないニューロンが並列に沢山あるときを考
える.
4M) X ••• Z 
W = [Wl W2…wnf 
z = Twx = sgn(Wx) 
t番目のニューロンは n次元の入力 xを受けとり，重みベクト/レ Wi
を使って出力みを出力する.基本的には前章の 1つのニューロンの場合と同じだが，式を簡単にするため出
力を少し変え Wi'xが正のときは1，負のときは -1としている.また， w とxを調整することで省ける関














変換の法則を決める W がランダムであるときを考える.例えば，平均 0，分散 1の正規分布から，それぞ
れ独立にとってくるとしたとき，取り得る W の空間には確率密度が入ってくる.この確率分布がある種の対
称性をもっていれば，それに対応して xから Zへの変換に対称性が表れる.つまり，一見違う W を持って
し、る神経団路網にも共通の法則が考えられる.今，W は独立IRJ一分布からとってきているので，W の中の順
番は問題にならなくなり，この強力な性質からいろんなことが伺える.例えば，入力 xがきたときに，それ




入力の発火率 Xが同じなら，ある出力の発火率 Zが出てくるというマクロな法則 F(.)が，すべてのwに
ついて，ほぽ近似的に成立するだろうと想像できる.




Z = Prob{Ziニ 1}-Prob{zi = -1} 
P帥 {Zi= 1} = Prob{乞叫jXj> O} 
j=l 
期待値を求めるには Prob{Zi= 1}が計算できればよい つまり， ε;=1叫 jXjが O以上になる確率を計算
する.L7=1 叫jXj は中心極限定理により N(nwX， nð~) に従うため，誤差関数を使って計算することがで
きる.










D(x，x') =会乞IXi-x~1 = D 




























3.2 Associative memory 
というのをネズミの行動をみて示している.








TUi(t) = -Ui +乞ωijZj(t)
3 
勺(t)= f(uj(t)) 
















ここで， U の平均を U とし膜電位の平均だと考え，Uの微分方程式を
考える u
Uzizuz 
Uニ Wf(U)+ 8 -U 
もし.Wが小さければ -Uの項が勝ち，この微分方程式は単安定になる.
逆に W が大きければ Wf(U)の項が強くなり大きい値か小さい値に発散
する方向に働くが.f(.)はシグモイド状であるので上限・下限ができ，双
安定になる.この場合，外部入力 Sによって Uのとる状態が変わる.8が小さいときは Uは小さい値で安









を Xtで表すとすると， Xt+l 二 sgn(Wxdという状態方程式で表せる.3章で、はニューロン集団の状態 xを
平均したものを発火率 X として表したが，相E結合のあるモデルにおいても単純に発火率 X の状態方程式
Xt+1 = F(Xt} 
が成り立つのだろうか.実はここに問題がある.時刻 2と3のXtは以下のようになる.
X2 = X(X2) = X(T，山 xd
X3 = X(X3) = X(T，叩X2)= X(TwT，山xd
















強い意味での成立 limsup E[lIXt -Xtl12J = 0 
弱い意味での成立 limE[lIXt -Xt 12J= 0 
を考える.つまり，時刻 tを固定して n→∞としたときに成立することを証明するのが弱L、意味である.w
が正規分布ではなく安定分布に従うとき， ~~"、意味での証明はされ，また非常に単純な確率分布に従う W を
考えたときは強し、意味でも証明されている.結局，この問題は未だに限られた状況でしか証明されていない.
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