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1. Introduction
For a projective algebraic curve C over a perfect field k, the famous Weil
reciprocity law states that for f, g ∈ k(C)×, {f, g}p = 1 for almost all closed
points p ∈ C, and ∏
p∈C
Nk(p)/k{f, g}p = 1,
where k(p) is the residue field of p, Nk(p)/k stands for the norm map, and
{f, g}p is the one-dimensional tame symbol defined by
{f, g}p = (−1)
νp(f)νp(g)
f νp(g)
gνp(f)
(p).
The Weil reciprocity law, as well as the analogous reciprocity law for
residues of differential forms, can be proved by reduction to P1k (see e.g. [26]),
in which case everything can be calculated explicitly. On the other hand, in
[27] Tate gave an intrinsic proof of the residue formula for differential forms
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by defining the local residues in terms of traces of certain linear operators
on infinite dimensional vector spaces. This approach and its multiplicative
analog were further developed by many authors (see e.g. [1] [2] [21] [23])
with applications to reciprocity laws on algebraic curves and surfaces. In
particular, Osipov and Zhu [21] gave a categorical proof of the Parshin reci-
procity laws for two-dimensional tame symbols on algebraic surfaces, where
the notion of non-strictly commutative Picard groupoid (cf. [5]) was adopted.
Instead of algebraic surfaces, in this paper we will study the symbols and
reciprocity laws on an arithmetic surface X → S, where S is the spectrum
of a characteristic zero Dedekind domain OK with finite residue fields. For
example we may take OK to be the ring of integers of a number field K. For
any closed point x of X lying over a closed point s of S, and an irreducible
curve y ⊂ X passing through x, we will obtain a product of two-dimensional
local fields Kx,y and a local symbol {, }x,y, which is a Steinberg symbol
{, }x,y : K
×
x,y ×K
×
x,y → K
×
s ,
where Ks is the completion of K = Frac(OK) at s. Then our main results
concerning reciprocity laws are the following
Theorem 1.1. (i) Reciprocity around a fixed point x (Theorem 4.3): Let
f, g ∈ K(X)×. Then {f, g}x,y = 1 for almost all curves y passing through x,
and
∏
y∋x{f, g}x,y = 1.
(ii) Reciprocity along a vertical curve y (Theorem 5.1): Let f, g ∈ K(X)×y .
Then
∏
x∈y{f, g}x,y converges to 1 in K
×
s , where K(X)y is the fraction field
of ÔX,y, the completion of the discrete valuation ring OX,y.
(iii) Reciprocity along a horizontal curve y (Theorem 5.7): assume K is
a number field, compactify X and S by including archimedean places, and
use an idele class character χ = (χs)s∈S to induce local symbols
χx,y : K
×
x,y ×K
×
x,y
{,}x,y // K×s
χs // S1.
Let f, g ∈ K(X)×y . Then χx,y(f, g) = 1 for almost all x ∈ y, and
∏
x∈y χx,y(f, g) =
1.
These results are inspired by many works, among which we would like
to mention Kato’s work [12] on residue homomorphisms in Milnor K-theory,
Morrow’s work [17] [18] on dualising sheaves and residues of differential forms
2
on arithmetic surfaces, all the analogues of these results in the geometric
case proved by Osipov [20], and more recently Osipov and Zhu’s work [21]
on Parshin reciprocity laws on algebraic surfaces. Our basic settings and
strategy of proofs combine certain ideas in the papers cited above, and the
new ingredients will be discussed in the paragraphs below. We remark that it
will be interesting to investigate the relations between residues and the mul-
tiplicative analog via certain exponential homomorphisms, see e.g. [10] [13].
Also for future works, it is natural and important to consider applications
to higher adelic method, e.g. generalizing the adelic approach to intersec-
tion theory, chern classes and L-functions in [25] from algebraic surfaces to
arithmetic surfaces.
To construct the local symbols, given a two-dimensional local field F and
an embedding of a local field k into F , we will define a Steinberg symbol
{, }F/k : F
× × F× → k×.
In contrast to the categorical approach as developed in [21] for algebraic
surfaces, our definition of the symbol makes use of explicit structures of two-
dimensional local fields, in particular that of the so-called standard fields of
mixed characteristic. In that case, we will apply Kato’s residue homomor-
phisms in terms of Milnor K-theory, and write down the explicit formula
(see section 3.2) for the symbol. The definition of the symbol extends to
non-standard fields once we apply the norm map in K-theory and establish
the functorial properties. The passage from standard fields to non-standard
ones can be viewed as generalizations of the classical methods of “reduction
to P1”, which we mentioned at the beginning.
An important feature of Kato’s residue symbol for standard fields is that,
modulo a power of the maximal ideal it coincides with the famous Contou-
Carre`re symbol (see section 3.3). This fact was proved by Pa´l in [24]. Thus
we may derive the rigidity of the symbol from the fact that Contou-Carre`re
symbols are invariant under reparametrizations. On the other hand, this con-
nection suggests that it is also likely to give an intrinsic treatment of Tate’s
style (cf. [2]), which might involve functional analysis on two-dimensional
local fields [6]. We hope to address this question somewhere else.
The paper is organized as follows. In section 2 as preliminaries we briefly
review Kato’s residue homomorphisms in Milnor’s K-theory. In section 3 we
apply Kato’s theory to define the symbols for two-dimensional local fields,
establish the rigidities and functorialities, and discuss the relations with
3
Contou-Carre`re symbols. In section 4 we apply previous results to prove
a reciprocity for certain two-dimensional normal local rings, and then ge-
ometrize to prove the reciprocity around a closed point on an arithmetic
surface. In section 5 we prove the reciprocities along irreducible vertical
and horizontal curves, using certain density arguments. The treatment in
the last two sections follows [18] closely. Analogous counterparts of many
propositions and proofs can be found in [18].
2. Milnor’s K-theory and Kato’s residue homomorphisms
In this section we briefly review Kato’s definition of residue homomor-
phisms for two-dimensional local fields of mixed characteristic.
Throughout this paper, we use Kn to denote Milnor, rather than Quillen
K-theory, with the only exception in section 3.3 where we will consider
Quillen K-groups for semi-local rings. Although for our purpose we are only
concerned with K2, let us recall the general construction from [12] for com-
pleteness. For a field k, let Kn(k) (n ≥ 0) be the nth Milnor’s K-group of k
(cf. [15] [16]), i.e. Kn(k) = (k
×)⊗n/J, where J = 〈a1⊗a2⊗· · ·⊗an, ai+aj =
1 for some i 6= j〉. For a discrete valuation field k, let νk be the normalized
additive discrete valuation of k. Let
Ok = {x ∈ k : νk(x) ≥ 0}, mk = {x ∈ k : νk(x) ≥ 1},
U ik = {x ∈ k : νk(x− 1) ≥ i}, i ≥ 1.
The residue class field of k is denoted by k¯, and for x ∈ Ok let x¯ be the
residue class of x in k¯. For i ≥ 1 let
⊕
n≥0 U
iKn(k) be the graded ideal of⊕
n≥0Kn(k) generated by elements of U
i
k ⊂ k
× = K1(k). Let
K̂n(k) = lim←−
i
Kn(k)/U
iKn(k).
If kˆ is the completion of k, then there are canonical isomorphismsKn(k)/U
iKn(k) ∼=
Kn(kˆ)/U
iKn(kˆ), i ≥ 1 and K̂n(k) ∼= K̂n(kˆ).
Let us recall the boundary homomorphism ∂ and the norm homomor-
phism of Milnor’s K-group [4]. For a discrete valuation field k, there exists
the higher tame symbol, which is the unique homomorphism
∂ : Kn+1(k)→ Kn(k¯) (n ≥ 0)
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such that
∂{x1, · · · , xn, y} = νk(y) · {x¯1, · · · , x¯n}
for any x1, · · · , xn ∈ O
×
k and y ∈ k
×. For a given parameter π, there is also
a specilization map
λpi : Kn(k)→ Kn(k¯)
defined by
λpi{u1π
i1, . . . , unπ
in} = {u¯1, . . . , u¯n}
where u1, . . . , un ∈ O
×
k .
For any finite field extension E/F , there exists a canonical norm homo-
morphism, or transfer map, NE/F : Kn(E) → Kn(F ), which satisfies the
projection formula, functoriality, and reciprocity (cf. [4]). Let k′ be a finite
extension of a discrete valuation field k. If the integral closure of Ok in k
′
is a finitely generated Ok-module (e.g. if k is complete), then the following
diagram is commutative
Kn+1(k
′)
Nk′/k

(∂v)v//
⊕
v
Kn(κ(v))
∑
v Nκ(v)/k¯

Kn+1(k)
∂ // Kn(k¯)
(1)
where v runs over all normalized discrete valuations of k′ such that {x ∈ k :
v(x) ≥ 0} = Ok, and κ(v) is the residue field of v.
Now let us give Kato’s definition of the residue homomorphism. Let k be
a complete discrete valuation field, and let M be the fraction field of Ok[[T ]].
Let k{{T}} be the completion of M with respect to the discrete valuation
of M defined by the height 1 prime ideal mkOk[[T ]] of Ok[[T ]]. In concrete
terms, k{{T}} is the field of all formal series
∑
i∈Z
aiT
i over k such that νk(ai) is
bounded below and lim
i→−∞
ai = 0. The valuation νk{{T}} is given by inf
i∈Z
νk(ai)
and the residue field of k{{T}} is k¯((T )).
Let S = {p : p is a height 1 prime ideal of Ok[[T ]], p 6= mkOk[[T ]]}. By
Weierstrass’s preparation theorem, each element of S is generated by an
irreducible, distinguished polynomial (i.e. of the form T l + a1T
l−1 + · · ·+ al
with ai ∈ mk). Let resM : Kn+1(M)→ Kn(k) be the composition map
Kn+1(M)
(∂p)p
−→
⊕
p∈S
Kn(κ(p))
∑
p
Nκ(p)/k
−→ Kn(k). (2)
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In [12] K. Kato proved the following
Theorem 2.1. The homomorphism resM : Kn+1(M)→ Kn(k) satisfies
resM(U
iKn+1(M)) ⊂ U
iKn(k) for any i ≥ 1,
and hence induces a homomorphism
resk{{T}} : K̂n+1(k{{T}}) ∼= K̂n+1(M)→ K̂n(k).
For any field extension E/F let jE/F stand for the natural map Kn(F )→
Kn(E). We have the functoriality jE/E = Id and jE/F ◦ jF/K = jE/K . If E/F
has degree d, then the composition
Kn(F )
jE/F // Kn(E)
NE/F // Kn(F )
is multiplication by d. Note that in general jE/F is not injective, but its
kernel is torsion provided that E is algebraic over F .
The following local-global norm formula for K-groups is standard, see [4]
and [11] Lemma 7.3.6.
Proposition 2.2. Let E/F be a separable field extension. Then for any
discrete valuation y of F , and any n ≥ 0, we have
jFy/F ◦NE/F =
∏
Y |y
NEY /Fy ◦ jEY /E : Kn(E)→ Kn(Fy),
where Y runs over all discrete valuations of E which extend y.
Finally let us recall a very useful theorem of Kato ([12] Proposition 2),
which states that if k′/k is a finite extension of complete discrete valuation
fields, then Nk′/kU
ieKn(k
′) ⊂ U iKn(k) for all i ≥ 1, where e = e(k
′/k) is the
ramification index. This result was recently reproved in an explicit way by
M. Morrow in [19].
3. Symbols on two-dimensional local fields
Most of the materials in this section can be viewed as a survey of Kato’s
residue symbol [12] in case of two-dimensional local fields and the Contou-
Carre`re symbol [8]. We will give some explicit descriptions and then discuss
the relation between these two symbols. Moreover, certain expected functo-
riality results will be proved.
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3.1. Classical tame symbols
From now on, local fields are always assumed to have finite residue fields.
A two-dimensional local field is a complete discrete valuation field F whose
residue field F is a local field. We are only interested in the case that F is
of characteristic zero and F is non-archimedean. Then we say that F has
equal or mixed characteristic according to F has characteristic zero or not.
Assume that an embedding of a local field k into F has been fixed. We will
define a Steinberg symbol
{, }F/k : F
× × F× → k×.
And we shall denote by ∂F/k the induced homomorphism ∂F/k : K2(F ) →
K1(k).
In the equal characteristic case, let kF be the algebraic closure of k inside
F , which is called the constant field of F . Then kF is a finite extension of k
and there is a kF -isomorphism F ∼= kF ((t)) by choosing a uniformiser t ∈ F .
We define {, }F/k to be the composition
F× × F×
{,}F // k×F
NkF /k// k×, (3)
where {, }F is the classical tame symbol
{f, g}F = (−1)
νF (f)νF (g)
f νF (g)
gνF (f)
mod mF . (4)
Note that in this case F = kF , and we shall denote by ∂F the boundary
map ∂ : K2(F ) → K1(kF ). The following functoriality can be deduced as a
corollary of (1).
Proposition 3.1. Let F ′ be a finite extension of F . Then the following
diagram commutes:
K2(F
′)
NF ′/F

∂F ′ //K1(kF ′)
Nk
F ′
/kF

K2(F )
∂F // K1(kF ).
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3.2. Kato’s residue homomorphisms for standard fields
From now on assume that F has characteristic p. Let kF be the algebraic
closure of Qp inside F , which is called the coefficient field of F . Then k ⊂ kF
are finite extensions of Qp. Similarly as the equal characteristic case, we will
define a symbol
{, }F : F
× × F× → k×F (5)
and compose with the norm map NkF /k to obtain {, }F/k.
By structure theory of two-dimensional local fields of mixed characteristic,
there is a two-dimensional local field L inside F such that F/L is finite,
L = F , kL = kF and L is kL-isomorphic to kL{{T}}, see [7] and [17] Lemma
2.14. With the last property, L is called a standard two-dimensional local
field of mixed characteristic. We will study only standard field L in this
section and the next, then return to F in section 3.4.
Let M be the field of fractions of A = OkL[[T ]]. Due to Weierstrass’s
preparation theorem (see e.g [28] Theorem 7.3), any f ∈M× can be uniquely
factored as
f = f0 ·
af
bf
· uf , (6)
where f0 ∈ k
×
L , af , bf ∈ OkL [T ] are relatively prime distinguished polynomi-
als, and uf ∈ 1 + TOkL[[T ]]. Define the winding number of f to be
w(f) = deg(af)− deg(bf). (7)
Fix an algebraic closure kalL of kL. For any p(T ) ∈ kL[T ] denote by V (p) the
set of roots of p in kalL counting multiplicities. We now explicitly describe
Kato’s residue symbol, by defining a map {, }M : M
× ×M× → k×L :
{f, g}M = (−1)
w(f)w(g) g0
w(f)
f
w(g)
0
∏
αf∈V (af )
ug(αf)∏
αg∈V (ag)
uf(αg)
∏
βg∈V (bg)
uf(βg)∏
βf∈V (bf )
ug(βf )
. (8)
Since roots of a distinguished polynomial lie in mkalL , the right-hand-side of
(8) makes sense and belongs to k×L , which can be easily seen.
We will see shortly (Proposition 3.5 below) from Pa´l’s work [24] that {, }M
is induced from the negative of Kato’s residual symbol resM . Before that let
us first establish some basic properties of {, }M and extend the symbol to the
standard field L.
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Lemma 3.2. {, }M is a Steinberg symbol, i.e. is bi-multiplicative and satis-
fies the Steinberg property {f, 1− f}M = 1 for f ∈M
×, f 6= 1.
Proof. {, }M is obviously bi-multiplicative. Let us prove the Steinberg prop-
erty, which is in fact an elementary exercise. Write g = 1 − f and suppose
that f, g decompose as above. Then it is easy to see that bf = bg. Since
f + g = 1, for any αf ∈ V (af) one has g(αf) = 1, which implies that
ug(αf ) = g
−1
0
bg(αf)
ag(αf)
.
We also have a similar equation with f and g exchanged. For any β ∈
V (bf ) = V (bg), again from f + g = 1 we may derive that
f0af(β)uf(β) = −g0ag(β)ug(β),
uf(β)
ug(β)
= −
g0
f0
ag(β)
af (β)
.
For two monic polynomials p(T ), q(T ) ∈ kL[T ], by factoring into linear factors
one may deduce the formula∏
α∈V (p)
q(α) = (−1)deg p·deg q
∏
β∈V (q)
p(β).
Applying this formula for (p, q) = (af , ag), (af , bf) and (ag, bg), from all the
above one can check that {f, g}M = 1. ✷
Therefore {, }M descends to a homomorphism ∂M : K2(M) → K1(kL).
We have the following
Proposition 3.3. The homomorphism ∂M : K2(M)→ K1(kL) satisfies
∂M (U
iK2(M)) ⊂ U
iK1(kL) = U
i
kL
for any i ≥ 1,
hence induces a homomorphism
∂̂L : K̂2(L) ∼= K̂2(M)→ K̂1(kL) = K1(kL),
noting that kL is complete.
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Proof. Let B be the set of all normalized additive discrete valuations v
of kL(X) such that v(k
×
L ) = 0, i.e. corresponding to the set of closed
points of P1kL. Let S be the subset of B corresponding to irreducible dis-
tinguished polynomials in OkL [T ]. Let A+ = OkL[[T ]] ⊗OkL kL, A− =
{f ∈ kL(X) : v(f) ≥ 0 if v ∈ B − S − {∞}}. By [12] Proposition 1,
U iKn(M) = U
iKn(A+) + U
iKn(A−) (see [loc. cit.] for the precise def-
initions of these notations). From the definition of {, }M it is clear that
∂M(U
iK2(A+)) = 1 for any i ≥ 1.
Let us prove that ∂M (U
iK2(A−)) ⊂ U
iK1(kL) for any i ≥ 1, i.e. prove
that {f, g}M ∈ U
i
kL
for any f ∈ A×−, g ∈ U
iK1(A−). We may write g as
g0
ag
bg
such that g0 ∈ U
i
kL
, ag and bg are distinguished polynomials such that
ag ≡ bg mod m
i
kL
OkL[T ]. In particular ag and bg have the same degree, i.e.
w(g) = 0. Then we have
{f, g}M = g0
w(f)
∏
β∈V (bg)
uf(β)∏
α∈V (ag)
uf(α)
.
From ag ≡ bg mod m
i
kL
OkL[T ], it is easy to show that
∏
β∈V (bg)
uf(β) ≡∏
α∈V (ag)
uf(α) mod m
i
kL
. Indeed, let n = deg(ag) = deg(bg) and consider
the series
∏n
j=1 uf(xj) in the variables x1, . . . , xn. Then one may write the se-
ries as a formal sum of symmetric polynomials in x1, . . . , xn. If we substitute
α ∈ V (ag) or β ∈ V (bg) for these xi’s, then the values of symmetric polyno-
mials can expressed in terms of the coefficients in ag or bg. The convergence
of the formal sum is obvious. Hence from above arguments it follows that
{f, g}M ∈ U
i
kL
. ✷
Now define {, }L to be the composition
L× × L× // K2(L) // K̂2(L)
∂̂L // K1(kL), (9)
and {, }L/k = NkL/k ◦ {, }L. We also denote by ∂L the map K2(L)→ K1(kL)
in (9). Before we proceed further let us give the explicit formula of {, }L (see
[3] section 4 for a similar treatment). Any f ∈ L× can be expressed in a
unique way (see e.g. [3] section 4.1) as
f = f0T
w(f)
∞∏
i=1
(1− f−iT
−i)(1− fiT
i), (10)
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with w(f) ∈ Z, f0 ∈ k
×
L , fi ∈ OkL , f−i ∈ mkL for i > 0, and limi→∞
f−i = 0. In
(10) we call w(f) the winding number of f , extending the definition (7), and
we call the sequence {fi}i∈Z the Witt parameters of f .
Lemma 3.4. If f, g ∈ L× have winding numbers w(f), w(g) and Witt pa-
rameters {fi}, {gj} respectively, then
{f, g}L = (−1)
w(f)w(g) g
w(f)
0
f
w(g)
0
∏
i,j≥1
(1− f
j/(i,j)
−i g
i/(i,j)
j )
(i,j)
(1− f
j/(i,j)
i g
i/(i,j)
−j )
(i,j)
(11)
where (i, j) is the greatest common divisor of i and j.
Proof. Consider the special case f = 1 − aT−i, g = 1 − bT j with a ∈ mkL ,
b ∈ OkL . Let α ∈ k
al
L be an ith root of a, and ξ ∈ k
al
L be a primitive ith root
of unity. Then ξj is a primitive i/(i, j)-th root of unity, and thus one has
i∏
l=1
(1− bαjξjl) = (1− bi/(i,j)αji/(i,j))(i,j) = (1− bi/(i,j)aj/(i,j))(i,j).
Thus (11) holds in this case. In a similar fashion, it is also straightforward
to check other cases, e.g. f = 1 − aT i, g = 1 − bT j with a, b ∈ OkL, or
f = 1 − aT−i, g = 1 − bT−j with a, b ∈ mkL (see also [25] Lemmas 3.4 and
3.5).
Now let us consider the general case. For N ≥ 0 let
f+N =
N∏
i=1
(1− fiT
i), f−N =
N∏
i=1
(1− f−iT
−i), f (N) = f0T
w(f)f+Nf
−
N ,
f˜+N =
∏
i>N
(1− fiT
i), f˜−N =
∏
i>N
(1− f−iT
−i).
Then f = f (N)f˜+N f˜
−
N . Define g
(N), g±N , g˜
±
N similarly. Then we have
{f (N), g(N)}L = (−1)
w(f)w(g) g
w(f)
0
f
w(g)
0
N∏
i,j=1
(1− f
j/(i,j)
−i g
i/(i,j)
j )
(i,j)
(1− f
j/(i,j)
i g
i/(i,j)
−j )
(i,j)
Note that the right-hand-side of (11) is a convergent product in k×L , we only
need to show that {f (N), g(N)}L → {f, g}L as N →∞. From lim
i→∞
f−i = 0 it
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follows that f˜−N → 1 and f
−
N → f˜
−
0 as N → ∞. Since {, }L is continuous by
Proposition 3.3, it suffices to prove that {f˜+N , g}L → 1. From (8) we obtain
{f˜+N , g0T
w(g)g˜+0 }L = 1 and
{f˜+N , g}L = {f˜
+
N , g˜
−
0 }L = lim
j→∞
{f˜+N , g
−
j }L =
∏
i>N,j>0
(1− f
j/(i,j)
i g
i/(i,j)
−j )
−1,
which converges to 1 as N → ∞. In the above we used g−j → g˜
−
0 and again
the continuity of {, }L, while {f˜
+
N , g
−
j }L was calculated using (8), similar to
the special case we considered at the beginning of the proof. This justifies
the lemma. ✷
Proposition 3.5. We have ∂̂L = −resL : K̂2(L) → K1(kL), where ∂̂L and
resL are defined by Proposition 3.3 and Theorem 2.1 respectively.
Proof. The assertion follows from [24] Lemmas 3.4 and 3.5 immediately,
noting that both symbols are continuous. ✷
We remark that given Proposition 3.5, a priori we will have the continuity
of {, }L, and thus Proposition 3.3 is an immediate consequence.
3.3. Rigidity of Kato’s residue symbol: reduction to Contou-Carre`re symbols
In [12] Kato proved the rigidity of the residue homomorphism, which
implies the independence of the choice of the local parameter T . In conjunc-
tion with Proposition 3.5, this guarantees the well-definedness of the symbol
{, }L for standard fields. Since Kato’s proof involves a certain amount of
labors, for the case of standard fields we offer an alternative proof which
meanwhile serves another purpose of illustrating the connections with the
Contou-Carre`re symbols. Similar results are given by Pa´l in [24] section 4.
For completeness let us recall from [8] the basic theory of Contou-Carre`re
symbols. For an artinian local ring R with maximal ideal m, any f ∈ R((T ))×
can be written in exactly one way as
f = f0T
w(f)
∞∏
i=1
(1− f−iT
−i)(1− fiT
i)
with w(f) ∈ Z, f0 ∈ R
×, fi ∈ R, f−i ∈ m for i > 0, and f−i = 0 for i ≫ 0.
We call w(f) the winding number of f and {fi}i∈Z the Witt parameters of f .
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The Contou-Carre`re symbol 〈, 〉R((T )) : R((T ))
× × R((T ))× → R× is defined
by
〈f, g〉R((T ))× = (−1)
w(f)w(g) f
w(g)
0
g
w(f)
0
∏
i,j≥1
(1− f
j/(i,j)
i g
i/(i,j)
−j )
(i,j)
(1− f
j/(i,j)
−i g
i/(i,j)
j )
(i,j)
. (12)
The definition makes sense because only finitely many terms in the infinite
product differ from 1. The Contou-Carre`re symbol is a Steinberg symbol,
which generalizes the classical tame symbol, and also contains the residue as
a special case (see the introduction of [2] for more precise statements, and
[22] for a proof of the Steinberg property).
The relations between Kato’s residue symbol for standard fields and
Contou-Carre`re symbols are obtained in the following lemma, via reduction
modulo a power of mkL. Let OkL{{T}}
def
= OL be the ring of integers of L,
and let Rn = OkL/m
n
kL
which is an artinian local ring for n ≥ 1. Then there
is a compatible family of natural maps OkL{{T}}
× → Rn((T ))
× for n ≥ 1
such that
OkL{{T}}
× = lim
←−
n
Rn((T ))
×.
Lemma 3.6. For any n ≥ 1, the following diagram commutes:
OkL{{T}}
× ×OkL{{T}}
× //
{,}L

Rn((T ))
× × Rn((T ))
×
〈,〉−1
Rn((T ))×

O×kL
// R×n
where the left vertical arrow is the restriction of the symbol {, }L, and the
right vertical arrow is the inverse of the Contou-Carre`re symbol 〈, 〉Rn((T ))× .
Proof. Direct consequences of (11) and (12). ✷
Corollary 3.7. The definition of {, }L does not depend on the choice of the
kL-isomorphism L ∼= kL{{T}} (i.e. the choice of the local parameter T ).
Proof. It is known that the Contou-Carre`re symbol is invariant under reparametriza-
tion of R((T )) in the sense that, if t ∈ R((T )) is an element with winding
number equal to 1, then 〈f, g〉R((T ))× = 〈f ◦ t, g ◦ t〉R((T ))× . See [22] for a proof
of this fact, which is an application of the “adjunction formula” [loc. cit.]
(2.3).
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From this fact together with Lemma 3.6, by taking limit we deduce that
{, }L is well-defined when restricted on O
×
L ×O
×
L . To complete the proof, we
note that L× = O×L ⊗O×kL
k×L , while {f, a}L = a
w(f) for any f ∈ O×L , a ∈ k
×
L .
Then it remains to show that the winding number w(f) is independent of
the choice of T . In fact this is true for any f ∈ L× and the assumption that
f ∈ O×L makes no loss of generality. From either (7) or (10) we can see that
w(f) = ν(f¯), where f¯ is the image of f under the map O×L → L
× ∼= k¯L((T )),
and ν is the normalized valuation of k¯L((T )). A different choice of T gives
another local parameter of k¯L((T )), hence does not change the valuation ν.
The proof is finished. ✷
Let us give the relation between Kato’s residue symbol for standard fields
and the tame symbol for the residue fields. We consider Quillen K-groups
of a commutative semi-local ring R. It is known that (cf. [9]) K1(R) = R
×
and K2(R) is generated by Steinberg symbols {r, s} with r, s ∈ R
×, subject
to certain relations. Using this it is not hard to show that by restriction
one may obtain a symbol ∂L : K2(OL) → K1(OkL). On the other hand,
we have a k¯L-isomorphism L ∼= k¯L((T )), and thus the classical tame symbol
∂L : K2(L)→ K1(k¯L).
Corollary 3.8. The following diagram commutes:
K2(OL)
∂L //

K1(OkL)

K2(L)
∂−1
L // K1(k¯L).
Proof. This follows from Lemma 3.6 with n = 1. Notice that the Contou-
Carre`re symbol reduces to the classical tame symbol when the base artinian
local ring R is a field. ✷
Corollary 3.9. Let k ⊂ L be a local field. Then the following diagram
commutes:
K2(OL)
∂L/k //

K1(Ok)

K2(L)
e(L/k)Nk¯L/k¯
∂−1
L // K1(k¯),
where e(L/k) = e(kL/k) is the ramification index.
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Proof. Combine Corollary 3.8 with the following commutative diagram
O×kL
NkL/k //

O×k

k¯×L
e(kL/k)Nk¯L/k¯ // k¯×.
✷
Let us establish the functoriality of Kato’s residue symbol for standard
fields.
Proposition 3.10. Suppose that L′ is a finite extension of L, and that L′ is
also standard. Then the following diagram commutes:
K2(L
′)
∂L′ //
NL′/L

K1(kL′)
Nk
L′
/kL

K2(L)
∂L // K1(kL).
Proof. Similar to [17] Proposition 2.20, using the intermediate extension LkL′
and functoriality of norm homomorphisms, we are reduced to two cases: (i)
we have compatible isomorphisms L ∼= kL{{T}}, L
′ ∼= kL′{{T}}, (ii) we have
kL′ = kL. For case (ii), by the usual “principle of prolongation of algebraic
identities” trick [26] II.13, we may further reduce to the case L ∼= kL{{T}},
L′ ∼= kL{{t}} with T = t
e.
Let A′ = Ok′L [[T ]] or OkL [[t]] for these two cases respectively, and let M
′
be the fraction field of A′. Recall that previously we defined M to be the
fraction field of A = OkL[[T ]]. Let y be the height 1 prime ideal mkLOkL [[T ]]
of A. In both cases, L′ = M ′Y where Y is the unique height 1 prime ideal of
A′ lying over y. Applying Proposition 2.2 for the Dedekind domains Ay and
A′y = (A\y)
−1A′, we obtain the following commutative diagram
K2(M
′)
jL′/M′ //
NM′/M

K2(L
′)
NL′/L

K2(M)
jL/M // K2(L).
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By [12] Proposition 2, the norm homomorphism in MilnorK-theory is contin-
uous for complete discrete valuation fields, hence passing to the limit yields
K̂2(M
′)
≈ //
NM′/M

K̂2(L
′)
NL′/L

K̂2(M)
≈ // K̂2(L).
To finish the proof, it remains to show that the following diagram commutes
K2(M
′)
∂M′ //
NM′/M

K1(kL′)
Nk
L′
/kL

K2(M)
∂M // K1(kL).
This follows from (1), (2) and Proposition 3.5. ✷
3.4. Kato’s residue homomorphisms for non-standard fields
For a two-dimensional local field F of mixed characteristic which is not
necessarily standard, choose a standard subfield L inside F such that F/L is
finite and kF = kL. The symbol {, }F is defined to be the composition
F× × F× // K2(F )
NF/L // K2(L)
∂L // K1(kL), (13)
and we denote by ∂F the induced map K2(F )→ K1(kF ). By [12] Proposition
3, ∂F is independent of the choice of L. If we let e := e(F/L) = e(F/kL),
then by [12] Proposition 2 one has
∂F (U
ieK2(F )) ⊂ ∂LU
iK2(L) ⊂ U
iK1(kF ) = U
i
kF
. (14)
Hence we see that ∂F factors through K̂2(F ). We also remark that ∂F induces
a map K2(OF )→ K1(OkF ), similar with the case of standard fields.
Proposition 3.11. Let F ′/F be a finite extension of two-dimensional local
fields of mixed characteristic. Then the following diagram commutes:
K2(F
′)
∂F ′ //
NF ′/F

K1(kF ′)
Nk
F ′
/kF

K2(F )
∂F // K1(kF ).
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Proof. Let L be a standard subfield of F used to define ∂F . Then L
′ = kF ′L
is also standard and can be used to define ∂F ′. By functoriality of norm
homomorphisms for Milnor K-groups and Proposition 3.10, we have
∂FNF ′/F = ∂LNF ′/L = ∂LNL′/LNF ′/L′ = NkL′/kL∂L′NF ′/L = NkF ′/kF ∂F ′.
✷
4. A reciprocity for two-dimensional normal local rings
Our settings in this section and the next are almost identical to those in
[17] and [18], and in the proofs we shall apply many similar arguments as in
[18] to the K-groups instead of differential forms.
In this section, all rings are assumed to be Noetherian.
4.1. Reciprocity for complete rings
Assume that A is a two-dimensional normal complete local ring of charac-
teristic zero with finite residue field of characteristic p. Let F be the fraction
field and m be the maximal ideal of A. For each height 1 prime y of A, the
localization Ay is a discrete valuation ring, and denote by Fy the fraction
field of Ây, which is a two-dimensional local field of characteristic zero.
Fix a finite extension Ok of Zp inside A, where Ok is the ring of integers
of a finite extension k of Qp inside F . For each height 1 prime y of A,
the constant/coefficient field ky := kFy of Fy is a finite extension of k. Let
{, }Fy : F
×
y × F
×
y → k
×
y be the symbol defined in section 3, and let {, }Fy/k
be the composition Nky/k{, }Fy : F
×
y × F
×
y → k
×.
Theorem 4.1. Let f, g ∈ F×. Then {f, g}Fy = 1 for almost all height 1
primes y of A, and in k× one has∏
ht(y)=1
{f, g}Fy/k = 1.
Proof. By [17] Lemma 3.7, there is a subring B of A which contains Ok
and is Ok-isomorphic to Ok[[T ]], such that A is a finite B-module. Then
the theorem holds for B, by Proposition 3.5 and Kato’s reciprocity law ([12]
Proposition 4). Let M be the fraction field of B. Let us first prove that, for
a fixed height 1 prime y of B,
∂My/kjMy/MNF/M{f, g} =
∏
Y |y
{f, g}FY /k, (15)
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where {f, g} is the image of (f, g) in K2(F ), and Y runs over the finitely
many height 1 primes of A lying over y. Applying Proposition 2.2 for By and
Ay := (B\y)
−1A one has the following local-global norm formula
jMy/M ◦NF/M =
∏
Y |y
NFY /My ◦ jFY /F : K2(F )→ K2(My).
Composing ∂My/k on both sides of the last equation, we see that (15) follows
from Propositions 3.1 and 3.11. For almost all height 1 primes Y of A, we
have p 6∈ Y and f, g ∈ A×Y . In particular FY is of zero residue characteristic,
and in this case {f, g}FY = 1 by (4). This proves {f, g}FY = 1 for almost
all height one primes Y of A. The theorem now follows from (15) and the
reciprocity for B. ✷
4.2. Reciprocity for incomplete rings
Similar to [17] section 3.3, we remark that it is possible to remove the
restriction that A be complete. Let Ok be a discrete valuation ring of char-
acteristic zero with finite residue field. Assume that A is a two-dimensional
normal local ring with finite residue field, and that A is the localization of a
finitely-generated Ok-algebra.
Let Â and Ôk be the completions, which then satisfy the conditions in
section 4.1. Let F , F̂ and kˆ be the fraction fields of A, Â and Ôk respectively.
For a height 1 prime y of A, we define
{, }Fy/kˆ =
∏
Y |y
{, }F̂Y /kˆ : F
× × F× →֒ F̂× × F̂× → kˆ×, (16)
where Y runs over the finitely many height 1 primes of Â lying over y.
Following [17] section 3.3, a prime Y of Â is called transcendental if
Y ∩ A = 0. If the height 1 prime Y of Â is not transcendental, then it is
a prime minimal over yÂ where y = Y ∩ A. On the other hand, if Y is
transcendental, then p 6∈ Y and F ⊂ ÂY , which implies that {f, g}F̂Y /kˆ = 1
for any f, g ∈ F× ⊂ Â×Y . Hence we deduce
Theorem 4.2. Let f, g ∈ F×. Then {f, g}Fy = 1 for almost all height 1
primes y of A, and in kˆ× one has∏
ht(y)=1
{f, g}Fy/kˆ = 1.
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4.3. Geometrization: reciprocity around a point
Let OK be a Dedekind domain of characteristic zero with finite residue
fields, and let K be its fraction field. Let X be a two-dimensional normal
scheme, flat and of finite type over S = Spec OK , with function field denoted
by K(X). Let x ∈ X be a closed point lying over a closed point s ∈ S,
and let y ⊂ X be an irreducible curve (one-dimensional closed subscheme)
passing through x. Then A = ÔX,x satisfies the conditions in section 4.1,
and contains the complete discrete valuation ring ÔK,s. Let K(X)x and Ks
be the fraction fields of ÔX,x and OKs := ÔK,s respectively.
Assume that the curve y has formal branches Y1, . . . , Yn at x ∈ y, i.e.
y|Spec ÔX,x =
⋃
1≤i≤n
Yi,
where Yi is irreducible in Spec ÔX,x for 1 ≤ i ≤ n. By abuse of notations,
let the height 1 primes y of OX,x and Yi of ÔX,x be the local equations of y
and Yi at x respectively. Then we have
{Yi, i = 1, . . . , n} = {height 1 primes Y of OX,x : Y |y}.
Let Ôx,Y be the completion of the localization (ÔX,x)Y of ÔX,x with respect
to Y , and let Kx,Y be its fraction field, which is a two-dimensional local field.
Then we define
Kx,y :=
∏
Y |y
Kx,Y , Ôx,y :=
∏
Y |y
Ôx,Y . (17)
Notice that there are embeddings K(X) →֒ K(X)x →֒ Kx,y. Now we let
{, }x,y
def
=
∏
Y |y
{, }Kx,Y /Ks : K
×
x,y ×K
×
x,y → K
×
s , (18)
where {, }Kx,Y /Ks : K
×
x,Y×K
×
x,Y → K
×
s is as defined in section 3. Then we have
the following reciprocity around a point, which is a geometric translation of
Theorem 4.2.
Theorem 4.3. Fix a closed point x and let f, g ∈ K(X)×. Then {f, g}x,y =
1 for almost all y passing through x, and in K×s one has∏
y⊂X,y∋x
{f, g}x,y = 1.
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Proof. By Theorem 4.1 one has∏
height 1 primes Y of ÔX,x
{f, g}Kx,Y /Ks = 1.
If a height 1 prime Y of ÔX,x is not a formal branch at x of some irreducible
curve y ⊂ X , then Y is transcendental and {f, g}Kx,Y /Ks = 1. Hence the
theorem follows. ✷
5. Reciprocities for arithmetic surfaces
Let OK and K be as in section 4.3, and let X be an OK-curve, i.e. a
normal scheme, proper and flat over S = Spec OK , whose generic fibre XK
is a smooth and geometrically connected curve. We shall keep the notations
in section 4.3. Moreover, for an irreducible curve y ⊂ X , let K(X)y be the
fraction field of ÔX,y, the completion of the discrete valuation ring OX,y.
Then there are embeddings K(X) →֒ K(X)y →֒ K(X)x,y, where x ∈ y is a
closed point.
5.1. Reciprocity along vertical curves
We shall establish the following reciprocity law for vertical curves on an
arithmetic surface, which is similar to [18] Theorem 3.1.
Theorem 5.1. Let y ⊂ X be an irreducible component of a special fibre Xs,
where s ∈ S is a closed point. Let f, g ∈ K(X)×y . Then
∏
x∈y
{f, g}x,y converges
to 1 in K×s , where the product is taken over all closed points x of y.
As preparations, let us first prove the convergence of the product in the
last theorem (cf. [17] Lemma 3.3).
Lemma 5.2. With the conditions in Theorem 5.1,
∏
x∈y
{f, g}x,y converges in
K×s . Moreover, the pairing
K(X)×y ×K(X)
×
y → K
×
s , (f, g) 7→
∏
x∈y
{f, g}x,y
is continuous.
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Proof. Let π be a parameter of Ks and let ey = νy(π), where νy is the
normalized valuation on K(X)y. Since K(X) is dense in K(X)y, for any
n ≥ 1 we may write f = fnun, g = gnvn with fn, gn ∈ K(X)
×, un, vn ∈
U
ney
K(X)y
. Almost all x ∈ y satisfy the following conditions:
(i) Xs has no other irreducible components passing through x,
(ii) x 6∈ y′ for any horizontal y′ appearing in div(fn) or div(gn).
For such x, by Theorem 4.3 we have
{fn, gn}x,y =
∏
y′∋x,y′ horizontal
{fn, gn}
−1
x,y′ = 1,
where the last equality follows because fn, gn ∈ O
×
X,y′ and Kx,y′ is of equal
characteristic for each horizonal y′ ∋ x. Then from (14) we deduce that
{f, g}x,y = {fn, vn}x,y{un, g}x,y ∈ U
n
Ks.
Hence we have proved that for any n ≥ 1, {f, g}x,y ∈ U
n
Ks for almost all x ∈ y.
This implies
∏
x∈y
{f, g}x,y converges in K
×
s . Guaranteeing the convergence, we
have
∏
x∈y
{f, g}x,y ∈ U
n
Ks whenever f or g lies in U
ney
K(X)y
, again using (14).
Thus we obtain the continuity of the pairing. ✷
We also need the following simple but useful lemma, which is similar to
[18] Lemma 5.1.
Lemma 5.3. Let C be a smooth and geometrically connected curve over a
field K of characteristic zero, L an extension of K, and z a closed point of
C.
(i) Let z′ be a closed point of CL lying over z. Then the following diagram
commutes:
K(C)×z ×K(C)
×
z
{,}z //

k(z)×

K(CL)
×
z′ ×K(CL)
×
z′
{,}z′ // k(z′)×,
where {, }z is the one-dimensional tame symbol associated to the closed point
z on C, and k(z) is the residue field of z; {, }z′ and k(z
′) are defined similarly.
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(ii) Let z′ run over all closed points of CL lying over z. Then the following
diagram commutes:
K(C)×z ×K(C)
×
z
Nk(z)/K{,}z //

K×
∏
z′|z
(K(CL)
×
z′ ×K(CL)
×
z′)
∏
z′|z
Nk(z′)/L{,}z′
// L×.
Proof. (i) follows from the compatible isomorphisms K(C)z ∼= k(z)((t)),
K(CL)z′ ∼= k(z
′)((t)), where t ∈ K(C) is a local parameter at z. Since
k(z) ⊗K L ∼=
∏
z′|z
k(z′), we have Nk(z)/K =
∏
z′|z
Nk(z′)/L. (ii) follows from this
fact together with (i). ✷
Let X ′ = X ×OK OKs, and p : X
′ → X be the natural morphism. Then
p induces an isomorphism of special fibres X ′s
∼= Xs, and for any x
′ ∈ X ′s, p
induces an isomorphism of complete local rings ÔX,p(x′) ∼= ÔX′,x′. Note that
X ′ is an OKs-curve with generic fibre XKs. The following lemma is similar
to [17] Lemma 3.5.
Lemma 5.4. Let y ⊂ X be an irreducible curve and x ∈ y be a closed point
lying over s. Then the following diagram commutes:∏
y′|y,y′∋x′
(K(X ′)×y′ ×K(X
′)×y′)∏
y′|y{,}x′,y′
**❚❚❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
K(X)×y ×K(X)
×
y
OO
{,}x,y // K×s ,
where x′ is the unique closed point of X ′s lying over x, and y
′ runs over
irreducible curves of X ′ which lie over y and contain x′.
Proof. This follows from definitions (17) and (18). Indeed, by abuse of
notation let the height 1 prime y of OX,x be the local equation of y. Then
{, }x,y =
∏
height 1 primes Y of ÔX,x,Y |y
{, }Kx,Y /Ks.
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Similarly, one has
∏
y′|y,y′∋x′
{, }x′,y′ =
∏
height 1 primes y′ of OX′,x′ ,y
′|y
 ∏
height 1 primes Y ′ of ÔX′,x′ ,Y
′|y′
{, }Kx′,Y ′/Ks

=
∏
height 1 primes Y ′ of ÔX′,x′ ,Y
′|y
{, }Kx′,Y ′/Ks.
The equality of maps {, }x,y =
∏
y′|y,y′∋x′
{, }x′,y′ follows from the isomorphism
ÔX,x ∼= ÔX′,x′ remarked above. ✷
Let z be the generic point of y. Since OX,y = OX,z ∼= OXK ,z (see e.g. [14]
Chap 8. Exercise 3.7) and XK has the same function field as X , we see that
K(X)y = K(XK)z.
Corollary 5.5. Let y be an irreducible horizontal curve on X, whose generic
point z is a closed point of XK . Then for f, g ∈ K(X)
×
y one has∏
x∈y∩Xs
{f, g}x,y = Nk(z)/K{f, g}z
where {, }z is the usual tame symbol for the curve XK at the closed point z.
Proof. Applying Lemma 5.3 for C = XK and L = Ks we obtain
Nk(z)/K{f, g}z =
∏
z′|z
Nk(z′)/Ks{f, g}z′,
where z′ runs over all closed points of XKs lying over z. Each closed point
z′ ∈ XKs has a unique reduction x
′ on X ′s, i.e. z
′ meets the special fibre
X ′s at a unique point x
′. This implies that the irreducible curve y′ := z′
on X ′ sits over y = z¯ and contains x′. Therefore by Lemma 5.4 we obtain
{f, g}x,y = {f, g}x′,y′, where x = p(x
′) ∈ y∩Xs. To finish the proof it remains
to show that Nk(z′)/Ks{f, g}z′ = {f, g}x′,y′.
It can be shown that (see e.g. [18] Lemma 3.8) that ÔXKs ,z′ = Ôx′,y′ ,
where Ôx′,y′ is the completion of ÔX′,x′ with respect to the discrete valuation
given by the height 1 prime y′ of ÔX′,x′. Then the one-dimensional tame
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symbol for the curve XKs at z
′ gives the tame symbol for the two-dimensional
local field Kx′,y′ = Frac ÔXKs ,z′, which is of equal characteristic. ✷
Using arguments similar to the proof of [18] Theorem 3.1, now we can
prove Theorem 5.1. Let y1 := y, y2, . . . , yl be the irreducible components
of Xs. By the continuity proved in Lemma 5.2 we only need to show that∏
x∈y
{f, g}x,y = 1 for any f, g ∈ K(X)
×. From the Weil reciprocity law for the
curve XK and Corollary 5.5, it follows that∏
y horizontal
∏
x∈y∩Xs
{f, g}x,y = 1.
Since {f, g}z′ = 1 for almost all closed points z
′ ∈ XKs, from the proof of
previous corollary we see that only finitely many terms in the last product
differ from 1. Hence we may rewrite it as∏
x∈Xs
∏
y∋x,y horizontal
{f, g}x,y = 1.
Using Theorem 4.3 we deduce that∏
x∈Xs
∏
y∋x,y vertical
{f, g}x,y = 1,
which by Lemma 5.2 can be rearranged as
l∏
i=1
∏
x∈yi
{f, g}x,yi = 1.
Let νi be the discrete valuation on K(X) corresponding to yi, i = 1, . . . , l.
For any n ≥ 1 choose fn ∈ K(X)
× such that ν1(fn − 1) ≥ n, νi(fn − f) ≥ n,
i = 2, . . . , l. Replacing f by f/fn and letting n→∞, we see that
∏
x∈y
{f, g}x,y = lim
n→∞
l∏
i=1
∏
x∈yi
{f/fn, g}x,yi = 1.
Here we have used Lemma 5.2. This finishes the proof of Theorem 5.1.
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5.2. Reciprocity along horizontal curves
We shall follow the treatment in [18] section 5. Assume that OK is the
ring of integers of a number field K. Let S = Sf ∪S∞ denote the set of places
of K, where Sf denotes the finite places, i.e. closed points of S = Spec OK ,
and S∞ the infinite ones. Write Xv for XKv , where v ∈ S. Note that for
v ∈ S∞, Xv is a smooth projective curve over Kv = R or C.
Let y be an irreducible horizontal curve on X . Then its generic point
z is a closed point of XK . For any place v, let y ∩ Xv denote the set of
closed points of Xv lying over z, i.e. the preimage of z under the projection
Xv → XK . Let k(z) be the residue field of z, which is a finite extension of
K. Then y ∩Xv is finite and corresponds to the places of k(z) extending v.
We now compactify y by adding all the finite sets y ∩Xv for v ∈ S∞, and by
abuse of notation still denote by y the compactification.
For x ∈ y ∩Xv, define a symbol {, }x,y : K(X)
×
y ×K(X)
×
y → K
×
v by
K(X)×y ×K(X)
×
y
// K(Xv)
×
x ×K(Xv)
×
x
{,}x // k(x)×
Nk(x)/Kv// K×v ,
where K(Xv) is the function field of Xv, {, }x is the one-dimensional tame
symbol associated to the closed point x on Xv, and k(x) is the residue field
of x.
Applying Lemma 5.3 for C = XK and L = Kv we obtain
Corollary 5.6. With previous notations, for f, g ∈ K(X)×y one has∏
x∈y∩Xv
{f, g}x,y = Nk(z)/K{f, g}z.
Let IK be the idele group of K, and χ =
⊗
v∈S
χv : IK → S
1 be an idele
class character, i.e. a continuous character of IK which is trivial on K
×.
For a closed point x ∈ y lying over v ∈ S, define the symbol χx,y to be the
composition
χx,y : K(X)
×
y ×K(X)
×
y
{,}x,y // K×v
χv // S1.
The following reciprocity along horizontal curves is analogous to [18] Theorem
5.4.
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Theorem 5.7. Assume that OK is the ring of integers of a number field
K. Let y be an irreducible horizontal curve on X and f, g ∈ K(X)×y . Then
χx,y(f, g) = 1 for almost all closed points x ∈ y, and in S
1 one has∏
x∈y
χx,y(f, g) = 1.
Proof. Let π be the morphism X → S. Using that K(X) is dense in K(X)y,
we may write f = f˜u1, g = g˜u2, where f˜ , g˜ ∈ K(X)
×, u1, u2 ∈ U
1
K(X)y
. Then
almost all x ∈ y satisfy the condition that x 6∈ y′ for any irreducible curve
y′ 6= y which appears in div(f˜) or div(g˜). For such x, we have f˜ , g˜ ∈ Ô×X,y′
for any y′ ∋ x, y′ 6= y. Then by Theorem 4.3 we have
{f˜ , g˜}x,y =
∏
y′∋x,y′ 6=y
{f˜ , g˜}−1x,y′ =
∏
y′∋x,y′ vertical
{f˜ , g˜}−1x,y′ ∈ O
×
Kpi(x)
.
By properties of tame symbols for two-dimensional local fields of equal char-
acteristic, we also have
{f˜ , u2}x,y = {u1, g˜}x,y = {u1, u2}x,y = 1
for any x ∈ y. Therefore we have proved that {f, g}x,y ∈ O
×
Kpi(x)
for almost
all x ∈ y. Since the character χv is unramified for almost all v ∈ Sf , we
obtain the first statement of the theorem. The idele( ∏
x∈y∩Xv
{f, g}x,y
)
v∈S
is global by Corollary 5.5 and 5.6, hence the product formula follows. ✷
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