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Abstract. We describe all degenerations of the variety Jord3 of Jordan algebras of dimension three over
C. In particular, we describe all irreducible components in Jord3. For every n we define an n-dimensional
rigid Jordan algebra of level one.
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1. INTRODUCTION
Degenerations of algebras is an interesting subject that was studied in various papers (see, for example, [4,
5,7,8,18–20]). In particular, there are many results concerning degenerations of algebras of low dimensions
in a variety defined by a set of identities. One of important problems in this direction is the description
of so-called rigid algebras. These algebras are of big interest, since the closures of their orbits under
the action of generalized linear group form irreducible components of a variety under consideration (with
respect to the Zariski topology). For example, the rigid algebras were classified in the varieties of low
dimensional associative [19], Jordan [13], and Leibniz [11] algebras. There are fewer works in which the
full information about degenerations was found for some variety of algebras. This problem was solved for
two-dimensional Jordan algebras in [2], for four-dimensional Lie algebras in [5], for nilpotent five- and
six-dimensional Lie algebras in [7, 20], for three-dimensional Novikov algebras in [4], for nilpotent four-
dimensional Jordan algebras in [3], for nilpotent five- and six-dimensional Malcev algebras in [14], for
four-dimensional Zinbiel and nilpotent Leibniz algebras [15], and all 2-dimensional algebras [16]. Another
interesting notion concerning degenerations is the so-called level of an algebra, which is the maximal length
of a chain of nontrivial degenerations starting with this algebra. The algebras of the first level are classified
in [17]. In the paper [6], the author proved that in the variety on n-dimensional Lie algebras there exists an
algebra with nontrivial multiplication which lies in all irreducible components.
Jordan algebras appeared as a tool for studies in quantum mechanic in the paper of Jordan, von Neumann
and Wigner [10]. A commutative algebra is called a Jordan algebra if it satisfies the identity
(x2y)x = x2(yx).
The study of the structure theory and other properties of Jordan algebras was initiated by Albert in [1].
The paper is organized as follows. In the sections 2 and 3 we give the definitions, notation and methods
that we use in the paper. The section 4 contains full information about degenerations of Jordan algebras
of dimension 3. Particularly, we construct the graph of primary degenerations. The vertices of this graph
are the isomorphism classes of algebras in the variety under consideration. An algebra A degenerates to
an algebra B iff there is a path from the vertex corresponding to A to the vertex corresponding to B. Also
we describe rigid algebras and irreducible components in the varieties of algebras under consideration. The
section 5 is dedicated to a family of ”marginal” Jordan algebras. In this section we prove that for each
dimension n ≥ 2 there exists an n-dimensional rigid Jordan algebra of level one. Hence, it follows that
there is no Jordan n-dimensional algebra, n ≥ 2, with nonzero multiplication which lies in the intersection
of all irreducible components in the variety of n-dimensional Jordan algebras. Therefore, we show that the
analouge of result of Gorbatsevich [6] is not true for Jordan algebras.
1The work was supported by RFBR 17-01-00258 and the Presidents Programme Support of Young Russian Scientists (grants
MK-6118.2016.1 and MK-1378.2017.1).
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22. DEFINITIONS AND NOTATION
All spaces in this paper are considered over C, and we write simply dim, Hom and ⊗ instead of dimC,
HomC and ⊗C. An algebra A is a set with a structure of a vector space and a linear map from A⊗ A to A.
Given an n-dimensional vector space V, the set Hom(V ⊗ V,V) ∼= V∗ ⊗ V∗ ⊗ V is a vector space of
dimension n3. This space has a structure of the affine variety Cn
3
. Indeed, let us fix a basis e1, . . . , en of
V. Then any µ ∈ Hom(V⊗ V,V) is determined by n3 structure constants cki,j ∈ C such that µ(ei ⊗ ej) =
n∑
k=1
cki,jek. A subset ofHom(V⊗V,V) is Zariski-closed if it can be defined by a set of polynomial equations
in the variables cki,j (1 ≤ i, j, k ≤ n).
Let Jordn be the set of all Jordan algebras of dimension n, understood as a subset of an affine variety
Hom(V⊗V,V). Then one can see that Jordn is a Zariski-closed subset of the varietyHom(V⊗V,V) (the
defining identities of Jordan algebras induce corresponding polynomial relations in the variables cki,j). The
general linear group GL(V) acts on Jordn by conjugations:
(g ∗ µ)(x⊗ y) = gµ(g−1x⊗ g−1y)
for x, y ∈ V , µ ∈ Jordn ⊂ Hom(V ⊗ V,V) and g ∈ GL(V). Thus, Jordn is decomposed into GL(V)-
orbits that correspond to the isomorphism classes of algebras. LetO(µ) denote the orbit of µ ∈ Jordn under
the action of GL(V) and O(µ) denote the Zariski closure of O(µ).
Let A and B be two n-dimensional Jordan algebras and let µ, λ ∈ Jordn represent A and B respectively.
We say thatA degenerates toB and writeA→ B if λ ∈ O(µ). Note that in this case we haveO(λ) ⊂ O(µ).
Hence, the definition of a degeneration does not depend on the choice of µ and λ. If A 6∼= B, then the
assertion A→ B is called a proper degeneration. We write A 6→ B if λ 6∈ O(µ).
Let A be represented by µ ∈ Jordn. Then A is rigid in Jordn if O(µ) is an open subset of Jordn. One of
the ways (which has the advantage to be independent of classification) of proving the rigidity of an algebra
J is to show that its secong cohomology group H2(J, J) with coefficients in itself is zero (the definition of
the second cohomology group can be seen in the section 5).
Recall that a subset of a variety is called irreducible if it cannot be represented as a union of two non-
trivial closed subsets. A maximal irreducible closed subset of a variety is called its irreducible component.
In particular, A is rigid in Jordn iff O(µ) is an irreducible component of Jordn. It is well known that any
affine variety can be represented as a finite union of its irreducible components in a unique way. We denote
by Rig(Jordn) the set of rigid algebras in Jordn.We use the notation Si = 〈ei, . . . , en〉, i = 1, . . . , n.
3. METHODS
In the present work we use the methods for proving degenerations and non-degenerations applied to Lie
and Jordan algebras in [5, 7, 8, 13, 20]. First of all, if A → B and A 6∼= B, then Der(A) < Der(B),
where Der(A) is the algebra of derivations of A. We compute the dimensions of algebras of derivations
and check the assertion A → B only for such A and B that Der(A) < Der(B). Secondly, if A → C and
C → B then A → B. If there is no C such that A → C and C → B are proper degenerations, then the
assertion A → B is called a primary degeneration. If Der(A) < Der(B) and there are no C and D such
that C → A, B → D, C 6→ D and one of the assertions C → A and B → D is a proper degeneration, then
the assertion A 6→ B is called a primary non-degeneration. It suffices to prove only primary degenerations
and non-degenerations to describe degenerations in the variety under consideration. It is easy to see that
any algebra degenerates to the algebra with zero multiplication. From now on we use this fact without
mentioning it.
To prove primary degenerations, we will construct families of matrices parametrized by t. Namely, let
A and B be two algebras represented by the structures µ and λ from Jordn respectively. Let e1, . . . , en be
a basis of V and cki,j (1 ≤ i, j, k ≤ n) be the structure constants of λ in this basis. If there exist rational
functions aij(t) ∈ C (1 ≤ i, j ≤ n, t ∈ C
∗) such that the vectors Eti =
n∑
j=1
aij(t)ej (1 ≤ i ≤ n) form a basis
3of V for any t ∈ C∗, and the structure constants of µ in the basis Et1, . . . , E
t
n are such rational functions
cki,j(t) ∈ C[t] that c
k
i,j(0) = c
k
i,j , then A → B. In this case E
t
1, . . . , E
t
n is called a parametrized basis for
A→ B.
Let us describe the methods for proving primary non-degenerations. The main tool for this is the follow-
ing lemma.
Lemma 1 ( [7]). Let B be a Borel subgroup of GL(V) and R ⊂ Jordn be a B-stable closed subset. If
A→ B and A can be represented by µ ∈ R then there is λ ∈ R that represents B.
To prove the degenerationA 6→ B we will define R by a set of polynomial equations and will give a basis
of V, in which the structure constants of µ give a solution to all these equations. We will omit everywhere
the verification of the fact that R is stable under the action of the subgroup of upper triangular matrices and
of the fact that λ 6∈ R for any choice of a basis of V. These verifications can be done by direct calculations.
If the number of orbits under the action of GL(V) on Jordn is finite, then the graph of primary degener-
ations gives the whole picture. In particular, the description of rigid algebras and irreducible components
can be easily obtained.
The degenerations must also preserve the action of semisimple subalgebras:
Lemma 2. For a non-nilpotent Jordan algebra J consider the pair (Jss,Γ(J)), where Jss is the maximal
semisimple subalgebra of J and Γ(J) is the representation of Jss on J (obtained by the restriction of the
regular representation of J). Then for any irreducible component T of Jorn , (Jss,Γ(J)) is constant on an
open subset of T. If J → J1 ∈ T then (J1)ss is a subalgebra of Jss and Γ(J1) is the restriction of Γ(J) on
(J1)ss.
Let J be a non-nilpotent finite-dimensional Jordan algebra. Then J has a nonzero idempotent e, and J
admits the following decomposition:
J = J0 ⊕ J1 ⊕ J2,
where Ji = {x ∈ J : ex =
i
2
x}, called the Peirce decomposition of J with respect to e. The spaces J0, J1
and J2 satisfy the following multiplicative relations:
(1) J0J0 ⊆ J0, J2J2 ⊆ J2, J0J2 = 0, J0J1 ⊆ J1, J2J1 ⊆ J1, J1J1 ⊆ J0 + J2.
Analogously, if J ∈ 1 = e1 + . . . + en is the sum of n orthogonal idempotents, then J has the following
Peirce decomposition with respect to e1, . . . , en :
J =
n⊕
i,j=1
Jij ,
where
Jii = {x ∈ J : eix = 0, ejx = 0, j 6= i},
Jij = {x ∈ J : eix = ejx =
1
2
x, ekx = 0, k 6= i, j} = Jji, i 6= j.
As a corollary of the previous lemma, we get
Lemma 3. If J→ J1 for J1 non-nilpotent, then (J1)ss is a subalgebra of Jss and the degeneration preserves
the corresponding Peirce decomposition.
4. DEGENERATIONS OF LOW DIMENSIONAL JORDAN ALGEBRAS
In this section we apply the methods described in the previous sections to completely describe the degen-
erations of low-dimensional Jordan algebras.
44.1. Jord2. The description of degenerations in Jord2 follows from [16]. For a more convenient notation,
we will list here all 2-dimensional Jordan algebras:
Table 1. Jordan algebras of dimension 2.
A multiplication tables Der
BA1 e
2
1
= e1, e1n1 = n1 1
B2 e
2
1
= e1, e1n1 =
1
2
n1 2
BAN3 n
2
1 = n2 2
BA
4
e2
1
= e1, e
2
2
= e2 0
BA
5
e2
1
= e1 1
Theorem 4. The graph of primary degenerations for Jord2 has the following form:
0
1
2
4
B4
B1
B2
B5
B3
C2
Corollary 5. The irreducible components of Jord2 are
C1 = O(B2) = {B2,C
2};
C2 = O(B4) = {B1,B3,B4,B5,C
2}.
In particular, Rig(Jord2) = {B2,B4}.
4.2. Jord3. In the Table 2 we list all algebras from Jord3.
Table 2. Jordan algebras of dimension 3.
A [13] Decomposition multiplication tables Der Rad
TAUS
01
A11 Ce1 ⊕ Ce2 ⊕ Ce3 e
2
1
= e1, e
2
2
= e2, e
2
3
= e3 0 0
TUS02 J1 − e
2
1
= e1, e
2
2
= e2, e
2
3
= e1 + e2, e1e3 =
1
2
e3, e2e3 =
1
2
e3 1 0
TAU
03
A12 B1 ⊕ Ce2 e
2
1
= e1, e
2
2
= e2, e1n1 = n1 1 1
TU
04
J2 − e
2
1
= e1, e
2
2
= e2, e1n1 =
1
2
n1, e2n1 =
1
2
n1 2 1
T05 J3 B2 ⊕ Ce1 e
2
1
= e1, e
2
2
= e2, e1n1 =
1
2
n1 2 1
TA
06
A1 Ce1 ⊕ Ce2 ⊕ Cn1 e
2
1
= e1, e
2
2
= e2 1 1
TAU
07
A13 − e
2
1
= e1, e1n1 = n1, e1n2 = n2, n
2
1
= n2 2 2
TAU
08
A14 − e
2
1
= e1, e1n1 = n1, e1n2 = n2 4 2
TA
09
A2 B1 ⊕ Cn2 e
2
1
= e1, e1n1 = n1 2 2
T10 J7 − e
2
1
= e1, e1n1 =
1
2
n1, e1n2 = n2, n
2
1
= n2 2 2
T11 J4 − e
2
1
= e1, e1n1 =
1
2
n1, e1n2 = n2 3 2
T12 J5 − e
2
1
= e1, e1n1 =
1
2
n1, e1n2 =
1
2
n2 6 2
T13 J6 − e
2
1
= e1, e1n1 =
1
2
n1, n
2
1
= n2 2 2
T14 J8 B2 ⊕ Cn2 e
2
1
= e1, e1n1 =
1
2
n1 3 2
T
A
15 A3 B3 ⊕ Ce1 e
2
1 = e1, n
2
1 = n2 2 2
TA
16
A5 Ce1 ⊕ Cn1 ⊕ Cn2 e
2
1
= e1 4 2
TAN17 A4 − n
2
1
= n2, n1n2 = n3 3 3
T
AN
18 A6 − n1n2 = n3 4 3
TAN
19
A7 B3 ⊕ Cn1 n
2
1
= n2 5 3
Theorem 6. The graph of primary degenerations for Jord3 has the following form:
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2
3
4
5
6
9
T07
T03
T09
T17
T01
T06
T15
T16
T02
T04
T18
T19
T13
T14
T08
T12
T05
T11
T10
C3
Proof. First we note that the set of rigid 3-dimensional Jordan algebras is {T01,T02,T05,T10,T12} (follows
from [13]).
Then we list all primary degenerations of Jord3 :
(1) Primary degenerations from [13]:
T01 → T03,T01 → T06,T02 → T04,T02 → T13,T03 → T07,T04 → T14,T06 → T09,
T06 → T15,T07 → T08,T10 → T11,T15 → T16,T15 → T17,T17 → T18,T18 → T19.
(2) The list of all possible degenerations is completed in the table below.
Table. Primary degenerations of 3-dimensional Jordan algebras.
Degenerations Parametrized bases
T03 → T09 Et1 = e1 E
t
2
= n1 E
t
3
= te2
T03 → T15 Et1 = e2 E
t
2
= te1 + n1 E
t
3
= −t2n1
T04 → T08 Et1 = e1 + e2 E
t
2
= t(e1 − e2) Et3 = tn1
T04 → T17 Et1 = t
2e1 + te2 + 2(t− 1)n1, Et2 = t
2e2 − 2tn1, Et3 = t
2n1
T05 → T11 Et1 = e1 + e2 E
t
2
= n1 E
t
3
= te1
T05 → T14 Et1 = e1 E
t
2
= n1 E
t
3
= te2
T05 → T16 Et1 = e2 E
t
2 = te1 E
t
3 = n1
T05 → T17 Et1 = t
2e1 + te2 E
t
2 = t
2e2 − n1 Et3 = te1
T07 → T17 Et1 = te1 + n1 E
t
2 = tn1 + n2 E
t
3 = tn2
T08 → T19 Et1 = te1 + n1 E
t
2 = tn1, E
t
3 = n2
T09 → T17 Et1 = te1 + n1 + n2 E
t
2 = tn1 − tn2 E
t
3 = t
2n1
T11 → T18 E
t
1 = te1 E
t
2 = n1 + 2n2 E
t
3 = tn2
T13 → T14 E
t
1 = e1 E
t
2 = tn1 E
t
3 = n2
T14 → T18 E
t
1 = te1 E
t
2 = n1 − 2n2 E
t
3 = tn2
T16 → T19 Et1 = te1 + n1 E
t
2
= tn1 E
t
3
= n2
Finally, we give a descriprion of all primary non-degenerations. This description has three parts:
(1) Non-degenerations which follows from lemma 3:
T02 6→ T09,T11,T16;T05 6→ T08;T06 6→ T07,T08;T07 6→ T16;
T09 6→ T16;T10 6→ T08,T14,T16;T13 6→ T08.
(2) To prove the assertions T10 6→ T17 and T13 6→ T17 let us consider the set
R =
{
µ ∈ Jord3
∣∣ c211 = 0, S1S3 + S22 ⊆ S3, S2S3 = 0
}
.
It is not difficult to show that R is a closed subset of Jord3 stable with respect to the action of the
subgroup of upper triangular matrices and that R contains the structures T10 and T13 (to see this, it
6is enough to consider the elements of Jord3 corresponding to these algebras in the bases e1, n1, n2).
It is also not difficult to show that R ∩ O(T17) = ∅.
(3) To prove the assertion T02 6→ T07 let us consider the set
R =
{
µ ∈ Jord3
∣∣ c211 = c323 = c313 = c213 = 0, S22 ⊆ S2, S23 ⊆ S3
}
.
It is not difficult to show that R is a closed subset of Jord3 stable with respect to the action of the
subgroup of upper triangular matrices and that R contains the structure T02. To see this it is enough
to consider the element corresponding to this algebra in the basis e3, e2, e1+e2. It is also not difficult
to show that R ∩O(T07) = ∅.
✷
Corollary 7. The irreducible components of Jord3 are
C1 = O(T01) = {T01,T03,T06,T07,T08,T15,T16,T17,T18,T09,T19,C
3};
C2 = O(T02) = {T02,T04,T08,T13,T14,T17,T18,T19,C
3};
C3 = O(T05) = {T05,T11,T14,T16,T17,T18,T19,C
3};
C4 = O(T10) = {T10,T11,T18,T19,C
3};
C5 = O(T12) = {T12,C
3}.
In particular, Rig(Jord3) = {T01,T02,T05,T10,T12}.
5. ”MARGINAL” JORDAN ALGEBRAS
In this section we consider a special series of Jordan algebras Jk of dimension k, k ≥ 2. The algebra Jk
has a basis e, n1, . . . nk−1, and its multiplication table is given by:
e2 = e, eni =
1
2
ni, ninj = 0, where i, j = 1, . . . , k − 1.
In the 2-dimensional case we denoted this algebra as B2, and in the 3-dimensional as T12. These algebras
have a certain ”marginal” behavior in the varieties Jordn, n = 2, 3: the algebras B2 and T12 are rigid, but
only degenerate to the algebra with zero multiplication. The goal of this section is to prove that the algebras
Jk exhibit this behavior for all k ≥ 2.
The Peirce decomposition of this algebra (which from now on we will refer to simply as J) with respect
to the idempotent e is the following:
J0 = 0, J1 = 〈n1, . . . , nk−1〉, J2 = 〈e〉.
Firstly, we show that the algebra Jk is of level one, that is, if Jk → J, where J ∈ Jordk, then J is an algebra
with zero multiplication. Note that this was already proved in the paper [17], but here we present a simpler
proof of this fact.
First of all, we will need the following technical statement:
Lemma 8. The dimension of the derivation algebra of Jk is equal to k
2 − k.
Proof. Let d be a derivation of Jk. Then
d(e) = d(e2) = 2ed(e),
therefore d(e) ∈ J1 = 〈n1, . . . nk−1〉. Now let a ∈ J1. Then
1
2
d(a) = d(ea) = d(e)a+ ed(a) = ed(a),
since d(e) ∈ J1 and J
2
1 = 0. The defining relation for d to be a derivation is therefore easily seen to hold
for a, b ∈ J1. Thus a linear map d on J is a derivation if and only if its image is contained in J1. Hence
dimDer(J) = k(k − 1). The lemma is now proved.
7Alternatively, we could use the proof of this lemma in the work [12] (J is a ”T -algebra” in the terminology
of this paper).
Now we can show the following statement:
Lemma 9. Let Jk → J
′ be a proper degeneration, where J′ is an algebra of dimension k. Then J′ has zero
multiplication. In other words, Jk is of level one.
Proof. From the results of the paper [12], an algebra of dimension k has a derivation algebra of dimension
less or equal than k2−k. Therefore the previous lemma and the fact that the dimension of derivation algebra
grows strictly under proper degeneration imply the statement of the lemma.
Another peculiar property of the algebra Jk is that it is rigid in the variety Jk. We will prove this fact
by showing that the second cohomology group of Jk with coefficients in itself is zero. Let us recall the
definition of the second cohomology group of a Jordan algebra: Let J be a Jordan algebra. Let V be the
space of the bilinear maps h : J× J→ J such that (see [9])
(2) h(a, b) = h(b, a),
(3) (h(a, a)b)a + h(a2, b)a+ h(a2b, a)− a2h(b, a) + h(a, a)(ba) + h(a2, ba) = 0.
For example, if µ : J→ J is a linear mapping, then the map dµ : J× J→ J given by
dµ(a, b) = µ(a)b+ aµ(b)− µ(ab)
lies in V . The quotient space of V by the space consisting of the maps dµ is called the second cohomology
group of J with coefficients in itself and is denoted byH2(J, J).
Theorem 10. The second cohomology group of the algebra Jk is zero. Hence, Jk is rigid.
Proof. Let h be any bilinear map from the space V. Let a = b = e in the relation (3). Reducing the
identical terms that appear on both sides of the equation, we have
(h(e, e)e)e = h(e, e)e,
hence h(e, e)e ∈ J2. Using the multiplication table of J it is now easy to see that
(4) h(e, e) ∈ J2.
Let a ∈ J1, b = e in the relation (3):
(h(a, a)e)a =
1
2
h(a, a)a
Representing the element h(a, a) as the sum of its Peirce components, we have
((h(a, a)1 + h(a, a)2)e)a =
1
2
(h(a, a)1 + h(a, a)2)a.
Simplifying, we have h(a, a)2a = 0, which implies that h(a, a)2 = 0, since the Peirce component J2 is
one-dimensional. Linearizing the last relation (i.e., putting in it a + b, b ∈ J1 instead of a) and using the
relation (2) we have
(5) h(a, b) ∈ J1, where a, b ∈ J1.
Now let us linearize the relation (3), that is, substitute the element a in it with the sum a + c. The resulting
relation (which, for our convenience, we will write as h = 0) has 36 terms, but we can simplify it consid-
erably. Write the expression h as the sum of its ”homogeneous components”: h =
∑
ia,ib,ic
h(ia,ib,ic), where
h(ia,ib,ic) is the sum of terms in h in which the element a occurs ia times, b occurs ib times and c occurs ic
times (in other words, if a, b and c are consiered as variables, then h(ia,ib,ic) is the homogeneous component
of h of the multidegree (ia, ib, ic)). Then it is easy to see that
h = h(3,1,0)(a, b, c) + h(2,1,1)(a, b, c) + h(1,1,2)(a, b, c) + h(0,1,3)(a, b, c) = 0.
8The terms h(3,1,0) and h(0,1,3) are in fact zero, since they are exactly the left side of the relation (3) (the term
h(0,1,3) with the element c instead of a). Hence we are left with the relation
(6) h(2,1,1)(a, b, c) + h(1,1,2)(a, b, c) = 0.
Now let λ 6= 0, 1 ∈ C. Substituting in the relation (6) λa instead of a, we have
λ2h(2,1,1)(a, b, c) + λh(1,1,2)(a, b, c) = 0.
Dividing the last relation by λ and subtracting the relation (6), we have h(2,1,1) = 0. This relation has 12
terms and can be written explicitely:
(7) 2(h(a, c)b)a+ (h(a, a)b)c+ 2h(ac, b)a + h(a2, b)c + 2h((ac)b, a) + h(a2b, a) =
2(ac)h(b, a) + a2h(b, c) + 2h(a, c) + h(a, a)(bc) + 2h(ac, ba) + h(a2, bc).
Let a = b = e, c ∈ J1 in the relation (7). Using the relation (4) and reducing the identical terms that appear
on both sides of the equation, we have
2(h(e, c)e)e+
1
2
h(e, e)c = 2h(e, c)e.
Representing the element h(e, c) as the sum of its Peirce components, we have
2h(e, c)2 +
1
2
h(e, c)1 +
1
2
h(e, e)c = 2h(e, c)2 + h(e, c)1.
Simplifying, we obtain
(8) h(e, e)c = h(e, c)1, where c ∈ J1.
Let a ∈ J1, b, c = e in the relation (7). Using the relation (5) and reducing the identical terms that appear
on both sides of the equation, we have
2(h(a, e)e)a = h(a, e)a +
1
4
h(a, a).
Representing the element h(a, e) as the sum of its Peirce components, we have
h(a, a) = 4h(a, e)2a.
Linearizing this relation, we have
(9) h(a, b) = 2(h(a, e)2b+ h(b, e)2a), where a, b ∈ J1.
The relations (4), (8) and (9) are satisfied by any element h of the space V . Now we can show the statement
of the proposition. To do this, we construct a map µ : J→ J such that h = dµ. Firstly, take a linear map µ1
defined by µ1(a) = h(a, e). Then by (4)
dµ1(e, e) = h(e, e)e + eh(e, e)− h(e, e) = h(e, e).
Thus for the map h′ = h− dµ1 we have h
′(e, e) = 0, therefore by (8) we have h′(e, c)1 = 0. Now let µ2 be
a linear map on J defined by µ2(a) = 2h
′(a, e). Then for a, b ∈ J1 we have
dµ2(e, e) = 0 = h
′(e, e),
dµ2(a, e) = 2h
′(a, e)e + 2h′(e, e)a− h′(a, e) = (since h′(a, e)1 = 0) = h
′(a, e).
dµ2(a, b) = 2h(a, e)b+ 2h(b, e)a− 2h(ab, e) = (since h
′(a, e)1 = h
′(b, e)1 = 0)
= 2h′(a, e)2b+ 2h
′(b, e)2a = (by (9)) = h
′(a, b).
Hence h′ = dµ2 and h = dµ1 + dµ2. Therefore, h = dµ, where µ is the map given by
µ(a) = 3h(e, a)− 2(h(e, e)a+ h(e, a)e+ h(ea, e)),
and H2(J, J) = 0. The proposition is now proved.
Now we see that the algebras Jk stand out in a certain way. They are rigid, but can only degenerate to
zero algebra, which means that the closure of the GLk-orbit of the point corresponding to the algebra Jk
has a one-point intersection with the intersection of all other irreducible components of Jordk. Therefore,
9there exists no non-trivial Jordan algebra of dimension k ≥ 2 which lies in the intersection of all irreducible
components in the variety of k-dimensional Jordan algebras. Note that in the variety of Lie algebras such
algebra exists [6].
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