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Abstract
It is shown how the central limit theorem for U -statistics of spatial Poisson
point processes can help to derive the central limit theorem for U -statistics of
a Gibbs facet process from stochastic geometry. A full-dimensional submodel
enables a simpler approach to its investigation. Finally the general situation
is studied and the asymptotics with increasing intensity is described.
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1 Introduction
Central limit theorems for U -statistics of spatial Poisson processes with in-
creasing intensity were derived based on Malliavin-Stein method in [7]. Later
in [4] a multivariate version of this result was achieved using the Malliavin-
Stein method and alternatively the moment and/or the cumulant method.
The aims to extend developments of this type to functionals of a wider class
of spatial processes, e.g. Gibbs processes [2], were initiated by [8].
In [9] we introduce facet processes in arbitrary Euclidean dimension.
These are finite Gibbs type processes of compact subsets of hyperplanes in
which repulsive interactions enter by penalizing intersections of facets. In
1
dimension 2 or 3, cf. [1], facet process is the segment, surface process, re-
spectively, which may serve for modeling real data from biology or materials
research. The exponential type density w.r.t. Poisson process has been used
earlier in a planar disc model by [3], [5]. For both mathematical and statisti-
cal purposes limit behavior of functionals of the process is of interest. In [9]
natural U -statistics of the model are studied in case when the intensity of the
reference Poisson process tends to infinity. In [10] the multivariate central
limit theorem for this system of U -statistics of the facet process is derived.
In the present paper two results concerning the facet process are derived
which complement and improve [9] and [10]. First we show how the full-
dimensional submodel can be investigated in a simpler way which enables to
track the distribution on the way to the limit case. Secondly the proof of the
multivariate central limit theorem for the vector of U -statistics of the Gibbs
facet process is naturally shortened using the recent result for the Poisson
process from [4].
2 The facet process
We call facets compact subsets of hyperplanes in Rd with a given shape. In
the space Y = B × (0, b] × Sd−1 a compact window B is the set of facet
centres, (0, b] is an interval of limited sizes of facets, Sd−1 is the hemisphere
of normal orientations. Since the investigation of a general Gibbs type model
for randomly dispersed facets with interactions is hardly tractable, recently
in [9] and also in the present paper we have been studying a special case
Y = [0, b]d × {2b} × {e1, . . . , ed}, (1)
i.e. the size is fixed and d orientations correspond to the basic orthonormal
system of vectors in Rd. Y is isomorphic with the space of facets, i.e. for a
point ((z1, . . . , zd), 2b, el) ∈ Y, l ∈ [d] = {1, . . . , d} a facet is defined to be
the set
{(x1, . . . , xd) ∈ R
d, xl = zl; |xi − zi| ≤ b, i ∈ [d] \ {l}}.
In this setting all non-parallel facets intersect and denoting Hk the Hausdorff
measure of order k in Rd, we have bounds for the measure of intersection of
c mutually non-parallel facets
bd−c ≤ Hd−c(∩ci=1yi) ≤ (2b)
d−c. (2)
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Consider a finite measure λ on Y of a form
λ(dx) = λ(d(z, r, φ)) = χ(z)dzδ2b(dr)
1
d
d∑
i=1
δei(dφ), (3)
where δ is the Dirac measure and χ is a bounded intensity function of facet
centres. Further let (N,N ) be a measurable space of integer-valued finite
measures on Y , where each atom has measure one. Here N is the smallest
σ-algebra which makes the mappings x 7→ x(A) measurable for all Borel sets
A ⊂ Y and all x ∈ N. An alternative meaning of x is being the support of
the measure, a finite point set.
A U -statistic of order k is a measurable function F on N given by a
formula
F (x) =
∑
(x1,...,xk)∈x
k
6=
f(x1, . . . , xk), (4)
where f ∈ L1(λk) is called a driving function. f is symmetric which means
invariant with respect to permutations of its variables. In (4) we sum over
ordered k-tuples of distinct points from x.
Let (Ω,A, P ) be a probability space. We denote for a ≥ 1
ηa : (Ω,A, P )→ (N,N )
a finite Poisson process of facets with intensity measure aλ. We will consider
a system of U -statistics of order j
Gj , j = 1, . . . , d, (5)
with driving functions g(j) defined as
g(j)(x1, . . . , xj) =
1
j!
H
d−j(∩ji=1xi), j = 1, . . . , d.
Further from [7]
g(j)n (y1, . . . , yn) =
(
j
n
)∫
g(j)(y1, . . . , yn, x1, . . . , xj−n)λ(d(x1, . . . , xj−n)), n ≤ j,
using notation λ(d(x1, . . . , xk)) = λ(dx1) . . . λ(dxk). We will standardize the
vector (5) of U -statistics in a form
G˜j(ηa) =
Gj(ηa)− EGj(ηa)
aj−
1
2
, 1 ≤ j ≤ d. (6)
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The following asymptotic results for Poisson processes when a → ∞ follow
from [4]. The asymptotic covariances are
Cij = lim
a→∞
cov(G˜i(ηa), G˜j(ηa)) = 〈g
(i)
1 , g
(j)
1 〉1, (7)
where 〈·, ·〉p is the inner product in L2(λp).
Theorem 1 Let Md be a d-dimensional centered Gaussian random vector
with covariance matrix (Cij), i, j = 1, . . . , d. Then
(G˜1(ηa), . . . , G˜d(ηa))→ Md
in distribution.
The integrability assumptions of the central limit theorem as stated in Propo-
sition 5.1 in [4] are fulfilled in our setting since the space Y is bounded and
the intensity measure is finite.
In the following we will study the facet process µa with a density
p(x) = ca exp
(
d∑
i=1
νiGi(x)
)
(8)
with respect to ηa, where a ≥ 1, νi, i = 1, . . . , d, are real parameters and ca is
the normalizing constant. Fulfilling of condition νi ≤ 0, i = 2, . . . , d assures
that p ∈ L1(Pηa) ∩ L
2(Pηa), where Pηa is the probability distribution of ηa.
We will use the notion of a submodel of order l
µ(l)a , 1 ≤ l ≤ d,
where in (8) we have νj = 0, j 6= l, νl < 0. The properties of submodels of
the order higher than 1 will be explored, since µ
(1)
a is a Poisson process.
3 The full-dimensional submodel
Among the U -statistics (5) Gd plays a special role and in this section we
restrict our attention to it. Without much loss of generality we assume
χ(z) ≡ 1. In g(d) we have H0 which is a counting measure and therefore
Gd depends only on orientations of facets and not on their locations. The
submodel µ
(d)
a will be studied, writing νd = ν. Consider a map
θ : (N,N )→ Nd0; x 7→ (θ1(x), . . . , θd(x)), (9)
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where N0 = N ∪ {0}. The U -statistic Gd(x), x ∈ N, can be expressed by
means of variables θi(x) which correspond to the numbers of facets in x which
have orientation ei i = 1, . . . , d. We have that
Gd(x) =
1
d!
∑
(x1,...,xd)∈x
d
6=
H
0(∩dj=1xj) =
d∏
i=1
θi(x). (10)
A discrete probability distribution
pi = P
µ
(d)
a
θ−1
is defined on Nd0, pi(k1, . . . , kd) is symmetric.
Proposition 1 For the distribution pi and (k1, . . . , kd) ∈ Nd0 it holds
pi(k1, . . . , kd) ∝
A
∑
ki
k1! . . . kd!
exp
(
νd
d∏
i=1
ki
)
, (11)
where A = ab
d
d
and the symbol ∝ means proportionality.
Proof: We use the Radon-Nikodym theorem
P
µ
(d)
a
(dx) = p(x)Pηa(dx).
Random variables θi(ηa) are Poisson distributed with mean
aλ({ei}) = A,
where we used formula (3). Also here θi(ηa) are independent and thus
Pηaθ
−1(k1, . . . , kd) = e
−dA A
∑
ki
k1! . . . kd!
.
Using θi(x) = ki and
p(x) ∝ exp(ν
d∏
i=1
θi(x))
we obtain the result. 
We will show that asymptotically for a→∞ the distribution pi tends to
be concentrated on the set Nd0 \ N
d.
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Proposition 2 We have
lim
a→∞
∞∑
k1=1
· · ·
∞∑
kd=1
pi(k1, . . . , kd) = 0. (12)
Proof: From Theorem 3 in [9]
lim
a→∞
EGd(µ
(d)
a ) = 0.
In our setting this means that
E
[
d∏
i=1
θi(µ
(d)
a )
]
=
∞∑
k1=0
· · ·
∞∑
kd=0
(
d∏
i=1
ki
)
pi(k1, . . . , kd)→ 0, a→∞. (13)
The right hand side is zero if some ki = 0 and otherwise it is not smaller
than the expression in (12). This implies the assertion of the Theorem. 
4 Multivariate central limit theorem
In the following we study the asymptotic behavior in general situation for
any submodel µ
(c)
a and a vector of U -statistics Gj, 2 ≤ c ≤ d, 1 ≤ j ≤ d. We
will focus on the central limit theorem since it has been already shown in [9]
that
lima→∞ EGj(µ
(c)
a ) = 0, j ≥ c,
> 0, j < c.
Let for an hereditary density p, i.e. satisfying p(x) > 0 ⇒ p(x˜) > 0
whenever x˜ ⊂ x,
λ∗n(u1, . . . , un;x) =
p(x ∪ {u1, . . . , un})
p(x)
,
u1, . . . , un ∈ Y \ {x} distinct, be the conditional intensity of n-th order of
µa, λ
∗
0 ≡ 1. We observe that λ
∗
n is symmetric in the variables u1, . . . , un. The
expectation of conditional intensity
ρn(u1, . . . , un;µa) = Eλ
∗(u1, . . . , un;µa) = E[p(ηa ∪ {u1, . . . , un})], (14)
is called n−th correlation function of the facet process µa, analogously for
µ
(c)
a .
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Lemma 1 Let p ∈ N, 2 ≤ c ≤ d. Then there exist R, S > 0 such that for
any a > 0 and {x1, . . . , xp} ⊂ Y we have∣∣∣∣∣ρp(x1, . . . , xp;µ(c)a )−
(
d−k
d−c+1
)
(
d
d−c+1
)
∣∣∣∣∣ < Re−Sa,
where k is number of distinct facet orientations among {x1, . . . , xp}.
Sketch of the proof: First consider p ≤ c and let facets x1, . . . , xp have
orientations e1, . . . , ep (without loss of generality). It holds [1]
ρp(x1, . . . , xp;µ
(c)
a ) =
E exp(νcGc(ηa ∪ {x1, . . . , xp}))
E exp(νcGc(ηa))
=
=
∑∞
n=0
an
n!
∫
Y n
exp (νcGc({u1, . . . , un, x1, . . . , xp})) λn(d(u1, . . . , un))∑∞
n=0
an
n!
∫
Y n
exp (νcGc({u1, . . . , un})) λn(d(u1, . . . , un))
. (15)
Let θ = (θ1, . . . , θd) = θ({u1, . . . , un}), cf. (9). Define
A(c, q, s, θ) =
∑
F⊂[s]
c−q≤|F |≤c
|F∪[q]|≥c
∏
j∈F
θj. (16)
A(c, p, d, θ) is the number of intersections of c-tuples of the facets among all
n + p facets with orientations of u1, . . . , un described by θ and orientations
of x1, . . . , xp equal to e1, . . . , ep, respectively. For n = (n1, . . . , nd) ∈ Nd0 put
B(c, Q, a, q, s) =
∞∑
n1=0
. . .
∞∑
nd=0
an1+...+ nd
n1! . . . nd!
exp
(
νcQ
d−cA(c, q, s,n)− a(c− 1)
)
.
(17)
Substituting a for aT
d
, where T =
∫
[0,b]d
χ(z)dz we obtain bounds for (15) by
means of (2) and (3):
B(c, 2b, a, p, d)
B(c, b, a, 0, d)
≤ ρp(x1, . . . , xp, µ
(c)
a ) ≤
B(c, b, a, p, d)
B(c, 2b, a, 0, d)
. (18)
Using techniques analogous to those in [9] it can be shown that for q ≤ c ≤ s,
c ≥ 2 and any Q > 0 there exist R, S > 0 such that∣∣∣∣B(c, Q, a, q, s)−
(
s− q
s− c+ 1
)∣∣∣∣ < Re−Sa. (19)
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Thus the limits of the bounds on both sides in (18) are the same, also for
other cases (p > c). The rate of convergence (19) extends to the fractions in
(18). 
The next step is the evaluation of moments of U -statistics. We can use a
short expression for moment formulas using diagrams and partitions, see [6],
[4]. Let
∏˜
k be the set of all partitions {Ji} of [k] = {1, . . . , k}, where Ji are
disjoint blocks and ∪Ji = [k]. For k = k1 + · · ·+ km and blocks
Ji = {j : k1 + · · ·+ ki−1 < j ≤ k1 + · · ·+ ki}, i = 1, . . . , m,
consider the partition pi = {Ji, 1 ≤ i ≤ m} and let
∏
k1,...,km
⊂
∏˜
k be
the set of all partitions σ ∈
∏˜
k such that |J ∩ J
′| ≤ 1 for all J ∈ pi and
all J ′ ∈ σ. Here |J | is the cardinality of a block J ∈ σ. For a partition
σ ∈
∏
k1,...,km
we define the function (⊗mj=1fj)σ : B
|σ| → R by replacing all
variables of the tensor product ⊗mj=1fj that belong to the same block of σ
by a new common variable, |σ| is the number of blocks in σ. We denote
Π
(m1,...,ms)
1,...,s = Π1,...,1,...,s,...,s, where i repeats mi times for i = 1, . . . , s.
For 2 ≤ c ≤ d denote Yc−1 = [0, b]d × {2b} × {e1, . . . , ec−1} the space of
facets with d−c+1 orientations omitted, λc−1 is the restriction of measure λ
onto Yc−1. η
(c−1)
a is the Poisson process on Yc−1 with intensity measure aλc−1.
Note that Theorem 1 holds also for η
(c−1)
a and vector (G˜1(ηa), . . . , G˜c−1(ηa)),
in this case it yields convergence in distribution to (c−1)-dimensional Gaus-
sian random vector. Further for k ≤ p, k ≤ d, k, p ∈ N let
Y
p
[k] = {x = (u1, . . . , up) ∈ Y
p; {j; 1 ≤ j ≤ d, θj(x) > 0} = [k]}.
In the following let mj ∈ N0, j = 1, . . . , c− 1 and σ ∈ Π
(m1,...,mc−1)
1,...,c−1 . We will
omit arguments and write for short
ρ|σ| = ρ|σ|(u1, . . . , u|σ|;µ
(c)
a ),
gσ =
(
⊗c−1j=1
((
g(j)
)⊗mj))
σ
(u1, . . . , u|σ|).
Lemma 2 There exist S,R > 0 such that for all a > 0∣∣∣∣∣
∫
Y |σ|
gσρ|σ|dλ
|σ| −
∫
Y
|σ|
c−1
gσdλ
|σ|
c−1
∣∣∣∣∣ < Re−Sa. (20)
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Proof: From Lemma 1 we have R1, S > 0 so that
d∑
k=1
(
d
k
)∫
Y
|σ|
[k]
((
d−k
d−c+1
)
(
d
d−c+1
) −R1e−Sa
)
gσdλ
|σ| <
∫
Y |σ|
gσρ|σ|dλ
|σ| <
<
d∑
k=1
(
d
k
)∫
Y
|σ|
[k]
((
d−k
d−c+1
)
(
d
d−c+1
) +R1e−Sa
)
gσdλ
|σ|. (21)
Since
(
n
k
)
= 0 for k > n, we have
d∑
k=1
(
d
k
)( d−k
d−c+1
)
(
d
d−c+1
) = c−1∑
k=1
(
c− 1
k
)
and it holds
c−1∑
k=1
(
c− 1
k
)∫
Y
|σ|
[k]
gσdλ
|σ| =
∫
Y
|σ|
c−1
gσdλ
|σ|
c−1.
Finally putting R = R1
∫
Y |σ|
gσdλ
|σ| we obtain the desired bounds for (20)
from (21). 
In the following we deal with
G˜j(µ
(c)
a ) =
Gj(µ
(c)
a )− EGj(µ
(c)
a )
aj−
1
2
, (22)
1 ≤ j ≤ d, 2 ≤ c ≤ d, cf. (6).
Theorem 2 For fixed c = 2, . . . , d consider facet processes µ
(c)
a , a ≥ 1. Then
(G˜1(µ
(c)
a ), . . . , G˜c−1(µ
(c)
a ))→Mc−1, (23)
in distribution as a → ∞, where Mc−1 is a (c − 1)-dimensional centered
Gaussian random vector with covariance matrix {Cij}
c−1
i,j=1, Cij = 〈g
(i)
1 , g
(j)
1 〉1,
cf. (7).
Proof: All joint moments of U -statistics Gj(µ
(c)
a ), j = 1, . . . , c − 1, can be
expressed, see [1], Theorem 2.6, as a finite sum
E
c−1∏
j=1
G
mj
j (µ
(c)
a ) =
∑
σ∈Π
(m1,...,mc−1)
1,...,c−1
a|σ|
∫
Y |σ|
gσρ|σ|dλ
|σ|, (24)
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while for the Poisson process η
(c−1)
a all joint moments of Gj(η
(c−1)
a ) have form
E
c−1∏
j=1
G
mj
j (η
(c−1)
a ) =
∑
σ∈Π
(m1,...,mc−1)
1,...,c−1
a|σ|
∫
Y
|σ|
c−1
gσdλ
|σ|
c−1, (25)
since ρ|σ|(u1, . . . , u|σ|; η
(c−1)
a ) ≡ 1. We deal with the joint moments of the
standardized random variables
E
c−1∏
j=1
G˜
mj
j (µ
(c)
a ) =
1
aq
E
c−1∏
j=1
(
Gj(µ
(c)
a )− EGj(µ
(c)
a )
)mj
=
1
aq
m1∑
i1=0
· · ·
mc−1∑
ic−1=0
(26)
(
m1
i1
)
. . .
(
mc−1
ic−1
)
(−1)
∑c−1
j=1 ij
c−1∏
j=1
(
EGj(µ
(c)
a )
)ij
E
c−1∏
j=1
G
mj−ij
j (µ
(c)
a ),
where q =
∑c−1
j=1(j −
1
2
)mj . The terms of the latter formula form products
of expressions of type (24), cf. also Theorem 2 in [9], while the terms of the
same formula for the Poisson process form products of expressions of type
(25). From Lemma 2 we have
|E
c−1∏
j=1
Gj(µ
(c)
a )
mj−ij − E
c−1∏
j=1
Gj(η
(c−1)
a )
mj−ij | ≤ C exp(−Qa) (27)
with some constants C,Q > 0. All moments involved in these investigations
are finite from the assumptions, it suffices to verify this for the Poisson case:
E
c−1∏
j=1
Gj(η
(c−1)
a )
mj−ij ≤ e−λ(Y )
∞∑
l=1
1
l!
c−1∏
j=1
[
(2b)d−j
(
l
j
)]mj−ij
alλ(Y )l <∞,
using the formula for expectation of a Poisson functional and the upper bound
in (2). The moments of the Poisson U -statistics behave asymptotically as the
moments of a Gaussian distribution, see [4], Corollary 4.3 and Proposition
5.1. Because of (27) the same holds for all joint moments in (26). There-
fore using the moment method we have the central limit theorem (23) for
(G˜1(µ
(c)
a ), . . . , G˜c−1(µ
(c)
a )). 
Remark 1 From Theorem 3 in [9], cf. the beginning of Section 4, it follows
that the random variables Gj(µ
(c)
a ) tend to zero in distribution for j ≥ c.
Therefore it is relevant to study the vector (G˜1(µ
(c)
a ), . . . , G˜c−1(µ
(c)
a )) in The-
orem 2.
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