Recent studies have analyzed whether one forecast method dominates another under a class of consistent scoring functions. For the mean functional, we show that dominance holds under simple conditions: Both forecasts must be auto-calibrated, and one forecast must be greater than the other in convex order. Conditions for quantile forecasts are similar but more complex. Unlike existing results, the new conditions allow for the case that the forecasts' underlying information sets are not nested, a situation that is highly relevant in applications.
Introduction
It is well known that squared error loss sets the incentive to forecast the mean of a random variable, conditional on a certain information set. This basic insight underlies the use of squared error for estimating regression models. A less well known fact is that there are infinitely many other scoring (or loss) functions that are also consistent with the goal of forecasting the mean (Savage, 1971; Gneiting, 2011) . The situation is similar for quantiles: While the piecewise linear loss function underlying quantile regression (Koenker and Bassett Jr, 1978) is most popular in applications, there is an entire family of other choices that are theoretically plausible as well.
This multitude of scoring functions is challenging, in that rankings of forecast methods may depend on the specific function chosen. Ehm et al. (2016) propose tools to analyze whether this is the case in a given application, where a sequence of realizations and two sequences of mean forecasts are available. In their terminology, one forecast method dominates another if it performs better in terms of every consistent scoring function.
From a theoretical perspective, Holzmann and Eulert (2014) show that a correctly specified forecast method dominates a competitor that is based on a smaller (nested) information set. However, forecasts based on diverse and thus non-nested information sets play a major role in applications, and are often encouraged by designers of forecast surveys and contests (e.g. Satopää et al., 2017) . It is thus interesting to analyze the possibility of forecast dominance in the presence of non-nested information sets. This question has been tackled for probability forecasts of a binary variable (DeGroot and Fienberg, 1983; Krzysztofowicz and Long, 1990) , but results for more general situations are available only under specific assumptions. In contrast, the present paper derives generic conditions for forecast dominance that allow for non-nested information sets. For the mean functional, the conditions turn out to be simple: If the forecasts in question are auto-calibrated (see Definition 2.2), then one forecast dominates the other if and only if it is greater in convex order (see Definition 2.3 and Theorem 2.1). Our result applies to several analytical examples that have been studied in the recent literature, typically involving tedious calculations that exploit the specific nature of the problem. We also derive generic conditions for quantiles that are conceptually similar to the ones for the mean, albeit somewhat more complex (see Theorem 3.1).
The remainder of this paper is structured as follows. Section 2 develops conditions for dominance among mean forecasts, and Section 3 does the same for quantiles. Section 4 considers the empirical plausibility of the conditions in economic data examples, and Section 5 concludes. Savage (1971) considers scoring functions of the form
Mean Forecasts
where x is a forecast, y is a realization, and φ is a convex function with subgradient φ . Here, a scoring function assigns a negatively oriented penalty, such that a smaller value of S corresponds to a better forecast. Functions of the form given in (1) are consistent for the mean (Gneiting, 2011) , in the following sense: If Y is distributed according to
for any x ∈ R. Here m(F ) = x dF (x) is the mean implied by F , and E denotes expectation. In words, Equation (2) states that a forecaster minimizes their expected score when stating what they think is the mean of Y . The scoring function S is strictly consistent for the mean if equality in (2) implies that x = m(F ). Strict consistency corresponds to a strictly convex function φ in (1). Under some additional assumptions, the scoring functions given at (1) are the only consistent scoring functions for the mean; see Gneiting (2011, Theorem 7) for details.
Consider two generic forecasters (or forecasting methods) A and B who issue forecasts X A and X B of the mean of Y . We treat these forecasts as random variables and consider their joint distribution with Y , the random variable to be predicted. We assume throughout that X A , X B and Y are integrable. The random variables are defined on the probability space (Ω, A, Q) whereby the point forecasts X A , X B are measurable with respect to information sets A A , A B ⊆ A; see Ehm et al. (2016, Section 3 .1) for a detailed discussion. Notice that this setup includes the special case of a binary predictand Y ∈ {0, 1}, in which the mean forecasts X A , X B quote the probability that Y = 1, conditional on their respective information sets. Furthermore, we emphasize that the setup is consistent with the case that Y ≡ Y t is a time series and X j ≡ X tj , j ∈ {A, B} are associated forecasts. The only requirement is that the joint distribution of the forecasts and the predictand is strictly stationary, such that the objects that we use in the following (notably expectations and cumulative distribution functions) are well defined and do not depend on time. See Strähl and Ziegel (2017, Definition 2.2) for a formal probability space setup involving time series of forecasts and realizations; furthermore, Examples 2.3 and 2.4 below illustrate our results in a time series context.
The following notion of forecast dominance is central to this paper.
for every function S of the form given in (1).
In order to derive conditions for forecast dominance, the notion of an auto-calibrated forecast will be important.
The definition implies that the forecast X of Y can be used 'as is', without any need to perform bias correction. Note that the prefix 'auto' indicates that X is an optimal forecast relative to the information set σ(X) generated by X itself. Patton (2017, Proposition 2) also considered this notion of auto-calibration in the context of forecast dominance. In the literature on forecasting binary probabilities, which are mean forecasts and thus nested in the current setting, the same notion is often called 'calibration', see e.g. Ranjan and Gneiting (2010, Section 2.1) . Furthermore, the definition coincides with the null hypothesis of the popular Mincer and Zarnowitz (1969, henceforth MZ) regression, given by
the null hypothesis (α, β) = (0, 1) corresponds to X being an auto-calibrated forecast of Y .
for all convex functions φ such that the expectations exist.
By Strassen's (1965) 
, where V denotes variance. The converse is generally false; however, in the special case that Z 1 and Z 2 are both Gaussian with the same mean,
If Z 1 is greater than Z 2 in convex order, then −Z 2 second-order stochastically dominates −Z 1 . 1 Furthermore, writing Z 1 = Z 2 + ε with ε = Z 1 − Z 2 , we obtain E ε Z 2 = 0. In the economic literature, Z 1 is sometimes referred to as being equal in distribution to 'Z 2 plus noise' (Rothschild and Stiglitz, 1970; Machina and Pratt, 1997) . The term 'noise' for ε suggests that the variation in Z 1 is undesirable. Indeed, if −Z 1 and −Z 2 represent two investments with stochastic monetary payoffs, then every risk-averse decision maker with concave utility function will prefer −Z 2 to −Z 1 . We avoid the 'noise' terminology since the negative connotation of the term is not justified in the present context; by contrast, our results indicate that being more volatile is highly desirable in the context of auto-calibrated mean forecasts.
Theorem 2.1. Assume that A and B are both auto-calibrated mean forecasts. Then, A dominates B if and only if X A is greater than X B in convex order.
Proof. Here, we only sketch the proof of Theorem 2.1 assuming that all considered expectations exist and are finite. A complete proof is given in Appendix A. Equation (1) and the law of iterated expectations yield that
for forecast j ∈ {A, B}. Thus, if A and B are both auto-calibrated, A dominates B iff
for all convex functions φ.
1 A random variable V second-order stochastically dominates another random variable W if
) for all non-decreasing and concave functions u (see Levy, 2016, Section 3.6) .
Note that this definition is weaker than convex order since the latter involves both increasing and decreasing functions φ.
The intuition behind Theorem 2.1 is that it is desirable for a forecast to be large in convex order: Given the assumption that forecasts are auto-calibrated, being large in convex order implies that the forecast is more variable and is based on a 'larger' information set A j . Note the crucial role of the auto-calibration assumption: Without that assumption, a forecast could be more variable simply because of erratic variation (see Example 2.6 below).
In the special case that Y is binary and X A , X B are discretely distributed with finite support, Theorem 2.1 coincides with DeGroot and Fienberg (1983, Theorem 1). However, Theorem 2.1 is much more widely applicable since it imposes no assumptions on the distribution of Y and no assumptions on the distributions of X A and X B . Next, we illustrate Theorem 2.1 with examples.
are independent random variables with that follow the same distribution with zero mean. This distribution may be non-Gaussian and may involve, for example, skewness and excess kurtosis. Alternatively, the distribution may be discrete. Now let X A = Z 1 + Z 2 and X B = Z 3 , such that both A and B are auto-calibrated for Y , and X A is greater than X B in convex order. Then, by Theorem 2.1, A dominates B. Notice that this setup includes the example of Ehm et al. (2016, p. 557 ) as a special case when the Z k are all standard normal. Ehm et al. (2016) establish dominance via calculations that exploit normality.
Example 2.2. Let Y = Z 1 + Z 2 + Z 3 , with Z i being correlated Gaussian random variables with zero mean. Suppose that X A = E Y Z 1 , Z 3 and X B = E Y Z 2 , Z 3 , so that both A and B are auto-calibrated for Y , and their information bases are overlapping since they both include Z 3 . If V (X A ) > V (X B ), then normality implies that X A is greater than X B in convex order, so that A dominates B by Theorem 2.1. Note that the example satisfies the assumptions of (Patton, 2017, Proposition 2) . However, Theorem 2.1 yields a stronger statement since it establishes dominance under all consistent scoring functions (by contrast, Patton (2017) considers a subclass called exponential Bregman losses).
Example 2.3. Following Ehm and Krüger (2017, Example 2.1), consider a time series example in which the predictand (Y t ) is the sum of two independent autoregressive processes:
where ε tk , k = 1, 2 are independent Gaussian random variables with zero mean and variance σ 2 k . Stationarity of Z tk requires that |a| < 1. Ehm and Krüger (2017) consider two forecasters, each of whom has access to one recent signal (from date t) and one outdated signal (from date t − 1). This leads to the following two forecasts:
This setup implies that both forecasts are auto-calibrated, that is, E Y t X tj = X tj for j ∈ {A, B}. Furthermore, the unconditional (or stationary) distributions of X tA and X tB are both Gaussian with mean zero and variances given by
(recall that |a| < 1). Due to normality, the forecast with larger variance is greater in convex order than the other forecast, and hence Theorem 2.1 states that A dominates B if σ 2 1 > σ 2 2 . Ehm and Krüger (2017, Proposition 2.1) arrive at the same conclusion using arguments that are much more involved than the ones presented here.
The following example illustrates that the assumption of auto-calibration does allow for certain forms of misspecification.
Example 2.4. Consider a stationary autoregressive model of order two, given by
note that θ A is the population least squares coefficient in a regression of Y t on Y t−1 . Forecast B is based on a linear regression of Y t on Y t−2 , implying that Example 2.5. Let Y = Z 1 + Z 2 + Z 3 , where the Z i are generic random variables with zero mean and arbitrary correlation structure. Let X A = E Y Z 1 , Z 2 and X B = E Y Z 1 , such that both A and B are auto-calibrated and A's information base nests that of B. By the properties of conditional expectation, X A is greater than X B in convex order, such that A dominates B by Theorem 2.1. In this example, dominance is also implied by Holzmann and Eulert (2014, Corollary 2) who assume that forecasts' information bases are nested.
The previous examples illustrate that Theorem 2.1 is useful to establish dominance in analytical settings. All examples feature auto-calibrated forecasts, such that variability in the forecasts is desirable by Theorem 2.1. Observe that the auto-calibration assumption essentially rules out uninformative variation in a forecast (that may result from an overfitted statistical model, for example). The following example illustrates this point.
Example 2.6. Let Y = X A + ε, where X A and ε are independently standard normal. Suppose forecaster A quotes X A as a mean forecast for Y , and forecaster B quotes
, independently of X A and ε. Hence forecast B is a perturbed variant of forecast A, and X B is greater than X A in convex order. Since X A , X B , Y are jointly normal, one obtains easily that
, which implies that forecast B is not auto-calibrated. Thus, Theorem 2.1 does not apply to the present example. However, one can use Theorem A.4 to show that forecast A dominates forecast B as our intuition would suggest. Example 2.6 also implies that the conditions of Theorem 2.1 cannot be gamed by simply adding random noise to a forecast. Finally, the following corollary describes a simple implication of Theorem 2.1 that is closely related to empirical practice in econometrics.
Corollary. Consider MZ regressions as in Equation (3), conducted separately for forecast j ∈ {A, B}. Suppose that A and B satisfy the conditions of Theorem 1. Then in population, the MZ regression for A attains a higher R 2 than the one for B.
Proof. Due to auto-calibration, Cov (X j , Y ) = V (X j ) for j ∈ {A, B}, where Cov denotes covariance. The convex order condition implies that V (X A ) ≥ V (X B ), and hence that Cor(X A , Y ) = R This implication relates to the empirical literature on forecasting financial volatility, where R 2 s of Mincer-Zarnowitz regressions are commonly used to assess the forecasting ability of alternative methods (e.g. Andersen et al., 2003, Tables III.A and III.B) . We provide an empirical illustration in Section 4.1.
Quantile Forecasts
Quantile forecasts which play a major role in applications, notably in financial risk management where quantiles are referred to as 'Value-at-Risk'. Let α ∈ (0, 1). To simplify the presentation, we assume that the α-quantile of Y and the conditional α-quantiles of Y we consider are all unique and that the distribution and the conditional distributions of Y are continuous at their α-quantiles. Consistent scoring functions for quantiles at level α ∈ (0, 1) are of the form
where 1 (E) is the indicator function of the event E, and g is an increasing function. Analogous to the case of the mean (Definition 2.1), one forecast dominates another if it attains a lower expected score for all functions covered by Equation (5).
Definition 3.1. Auto-calibrated quantile forecast Forecast X is auto-calibrated for
This notion of auto-calibration is analogous to the one for mean forecasts (Definition 2.2), and corresponds to the null hypothesis of a Mincer-Zarnowitz type regression for quantile forecasts as proposed by Guler et al. (2017) ; see also Nolde and Ziegel (2017, Definition 3) . Note that auto-calibration of a quantile forecast is equivalent to independence of the random variables X and Z = 1 (X>Y ) , where P(Z = 1) = α.
Theorem 3.1. Suppose X A and X B are both auto-calibrated quantile forecasts. Then A dominates B if and only if one of the following equivalent conditions hold
for every θ ∈ R.
The distribution L(Y |X
A > Y ) stochastically dominates L(Y |X B > Y ).
Proof. From Ehm et al. (2016, Corollary 1a), A dominates B if and only if
where
is the elementary scoring function for quantiles. Using the auto-calibration assumption and the law of iterated expectations yields that
for j ∈ {A, B}. Hence
leading to the first statement. The equivalence of the second statement follows because auto-calibration of the forecasts implies that P(X A > Y ) = P(X B > Y ) = α.
Theorem 3.1 characterizes dominance relations among auto-calibrated quantile forecasts. Interestingly, the condition in Equation (6) does not depend on the quantile level α of interest. Furthermore, the conditions involves the joint distribution of the forecast X j and the predictand Y . This situation is different from the corresponding condition for mean forecasts in Theorem 2.1, which involves the convex ordering of the forecast distributions but does not depend on the predictand. To understand the interpretation of Equation (6), it is useful to consider the following simple example.
Example 3.1. Let Y = Z + ε, where Z, ε are independent and standard normal. The two forecasts are given by X A = Z + Φ −1 (α) and X B = √ 2 Φ −1 (α), where Φ is the CDF of the standard normal distribution. Both forecasts are correctly specified given their information sets, whereby the latter is empty in case of X B . Hence Holzmann and Eulert (2014, Corollary 2) implies that X A must dominate X B , which means that condition (6) must be satisfied. Note that
Hence for dominance to hold, P(X A > Y > θ) > 0 must hold even for some 'large' values θ > √ 2 Φ −1 (α). 2 Heuristically, due to the variability of X A there is a nonzero chance that X A exceeds Y even in cases where Y is large. This situation is in contrast to X B which does not vary at all.
As illustrated in the example, the condition in Equation (6) requires X A to be more variable than X B in a certain sense. Similar to the case of the mean, the auto-calibration assumption rules out artificial (uninformative) variation in the forecasts X j . Furthermore, note that Equation (6) is satisfied with equality for θ → −∞, in which case P(X j > Y > θ) → P(X j > Y ) = α, where the last equality follows from autocalibration.
Equation (6) is useful in that it yields a better understanding of the conditions under which dominance occurs. Furthermore, the condition can easily be checked for empirical data. However, in contrast to Theorem 2.1 the conditions are not easily verified in analytical examples where conditional probabilities under inequality constraints are rarely available in closed form.
Data Examples
This section illustrates the conditions for forecast dominance in two empirical examples. For brevity, we focus on mean forecasts as covered by Theorem 2.1.
Volatility forecasting
Following Andersen et al. (2003) , a large literature is concerned with modeling and forecasting realized measures of asset return volatility. Here we consider forecasting log RK t , where RK t is a realized kernel estimate (Barndorff-Nielsen et al., 2008) for the Dow Jones Industrial Average on day t. The two forecast specifications we compare are of the form
where {Z t } is a sequence of predictor variables. The functional form the equation follows Corsi (2009) , and provides a simple way of capturing the temporal persistence in log RK t that is typical of financial volatilities. For forecast A, Z t corresponds to the daily logarithmic value of the VIX index, an implied volatility index computed from financial options. For forecast B, Z t corresponds to the logarithmic value of the absolute index return on day t. We estimate both specifications using ordinary least squares, based on a rolling window of 1000 observations. Data on the realized kernel measure and daily returns are from the Oxford-Man Realized library at https://realized.oxford-man. ox.ac.uk/; data on the VIX are from the FRED database of the Federal Reserve Bank of St. Louis (https://fred.stlouisfed.org/series/VIXCLS). The sample obtained from merging both data sources covers daily observations from January 4, 2000 to May 9, 2018. While the initial part of the sample is reserved for estimating the models, we evaluate forecasts for an out-of-sample period ranging from September 16, 2004 to May 9, 2018 (3015 observations).
To illustrate the conditions for Theorem 2.1 empirically, we first consider MZ regressions for both forecasts, based on the out-of-sample period. For forecast A (based on VIX), we obtain the estimate Y t = 0.040 + 1.012
the R 2 of the regression is 62.3%, and standard errors that are robust to autocorrelation and heteroscedasticity are reported in brackets.
34 For forecast B (based on absolute returns), we obtain et al. (2005) show that the R 2 s of MZ regressions are downward biased when interpreting the realized measure Y t as a proxy for the latent true volatility, and propose a multiplicative correction factor (see their Section 2.2). Importantly, this correction factor does not depend on the forecast X tj , j ∈ {A, B}, and hence leaves the ranking of the R 2 j s unaffected. Hence, the implications of the corollary at the end of Section 2 are robust to their correction, and we omit the correction for simplicity.
4 The standard errors are computed using the function NeweyWest from the R package sandwich (Zeileis, 2004) , which implements the Newey and West (1987, 1994) variance estimator. with an R 2 of 48.6%. In both regressions, a Wald test of the hypothesis of autocalibration (corresponding to an intercept of zero and a slope of one) cannot be rejected at conventional significance levels.
To assess the convex order condition empirically, let F j denote the CDF of forecast j ∈ {A, B}. Then A is greater than B in convex order if and only if
for every x ∈ R, and equality holds in the limit as x → ∞ (see Appendix A.2 and the references therein). Figure 1 plots the empirical CDFs of both forecasts. Visual inspection suggests that the integral condition in Equation 7 is plausible in the current example.
5 Hence both conditions of Theorem 2.1 seem plausible, and forecast A appears to be more informative than forecast B. Figure 2 provides an empirical assessment of forecast dominance, by plotting the so-called Murphy diagram (Ehm et al., 2016) comparing both methods. In a nutshell, the diagram shows the mean difference in the elementary scores of methods A and B, as a function of the auxiliary parameter θ (c.f. Ehm et al., 2016, Theorem 1b) . Dominance of A requires that the difference be negative for all values of θ. Figure 2 is indicative of this result, although it provides no formal hypothesis test (in particular, the confidence bands shown in Figure 2 are pointwise and do not account for dependence across θ). 
Forecasting the US Gross Domestic Product (GDP)
As a second empirical illustration, we consider one-quarter ahead forecasts of the real GDP growth rate in the US. Forecast A is the quarterly average of the Survey of Professional Forecasters (SPF), whereas forecast B employs a simple regression model using the Aruoba et al. (2009, henceforth ADS) index of economic conditions as the only predictor variable. All data are available from the Federal Reserve Bank of Philadelphia (https://www.philadelphiafed.org/research-and-data/real-time-center/). Denoting the GDP growth rate in quarter t by Y t , the regression model is given bŷ
where Z t−1 is the average value of the ADS index in the first six weeks of quarter t − 1. This timing convention roughly matches the deadline by which SPF participants must submit their forecasts. 6 We estimate the model parameters in Equation (8) using least squares, based on a rolling window of 40 observations. Having constructed forecasts in this way, we obtain an out-of-sample period of 188 quarterly forecasts and realizations (1970:Q4 to 2017:Q3) .
The MZ regression for the SPF yields the following estimates: the R 2 of the regression is 8.5%. In both regressions, a Wald test for auto-calibration cannot be rejected at conventional significance levels. Figure 3 seems broadly in line with the integral condition of Equation (7), with the SPF forecast being more volatile than the ADS regression model. These results indicate that the conditions of Theorem 2.1 are plausible in the present example, such that the SPF forecast should dominate the regression model. The Murphy diagram in Figure  4 shows that the average score differences are in favor of the SPF; that said, there is considerable sampling uncertainty owing to the relatively small sample size.
Discussion
Patton (2017) identifies three reasons why forecast dominance may not hold in practical situations: Misspecification, estimation error, and non-nested information sets. In the present paper, we provide simple conditions for forecast dominance, and illustrate that these conditions may well be compatible with non-nested information sets (see Examples 2.1 to 2.5), as well as certain types of model misspecification (see Example 2.4). Furthermore, our empirical case studies in Section 4 illustrate that the conditions can still be plausible in the likely presence of misspecification and estimation error. That said, a formal analysis of forecast dominance in the presence of misspecification and/or estimation error remains an intriguing topic for future research.
More broadly, our results are useful in that they lead to a better understanding of the concept of forecast dominance. Resonating with Patton's work, these theoretical insights help to interpret the lack of robustness that is often observed in practical forecast rankings. In future research, they may also motivate weaker notions of forecast dominance (e.g., based on relevant subclasses of consistent scoring functions, or imposing additional assumptions on the forecasting setup).
Lemma A.2. Let X, Z be two random variables such that E (XZ) exists and is finite. Then,
where H(x, z) = P(X ≤ x, Z ≤ z), F (x) = P(X ≤ x), G(z) = P(Z ≤ z) be the joint and marginal cumulative distribution functions of (X, Z), X and Z, respectively. is the elementary scoring function for expectiles up to a summand that only depends on y and is always integrable if Y is integrable. Applying Lemma A.2 to the random variables 1 (X≥v) and |1 (y≤v) − τ |(v − y), we obtain
We can rewrite this as ψ j (θ) = A.2 The special case of mean forecasts Müller and Rüschendorf (2001, Corollary 4.1) shows that Z 1 is greater than Z 2 in convex order if and only if 
see also Machina and Pratt (1997) for a similar but weaker result. As a corollary to Theorem A.3, we obtain the following result which shows in particular Theorem 2.1. for j ∈ {A, B}. If A and B are auto-calibrated, then A dominates B if and only if X A is greater than X B in convex order.
