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Abstract  
Euro-Par costituisce una serie annuale di conferenze internazionali dedicate alla divulgazione e promozione dei 
molteplici aspetti del calcolo parallelo. I temi trattati, nell’edizione di Pisa 2004, hanno riguardato le attuali linee 
di ricerca nel campo delle componenti hardware e software, e lo sviluppo di applicazioni ed algoritmi studiati per 
sfruttare al meglio le tecnologie emergenti. L’obiettivo di Euro-Par è stato quello di raccogliere all’interno delle sue 
giornate un’utenza in grado di promuovere il calcolo parallelo come un utile strumento per l’industria ed una disci-
plina per l’ambiente accademico. 
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Euro-Par 2004 a Pisa 
 Euro-Par 2004, la decima nella cronologia 
delle edizioni di questo evento di importanza in-
ternazionale, si è svolta a Pisa dal 31 Agosto al 3 
Settembre nella sede del Palazzo dei Congressi, 
presso l'Università di Pisa. 
 La conferenza è stata organizzata dal dipar-
timento di Informatica dell’Università di Pisa e 
dal CNR - Istituto di Scienza e Tecnologia 
dell’Informazione (ISTI). Tra gli sponsor di que-
sta edizione si segnalano l’Association for 
Computing Machinery (ACM) in cooperazione 
con SIGACT, SIGARCH e SIGMM, 
l’International Federation for Information 
Processing (IFIP), l’Istituto IEEE in collabora-
zione con il TCPP e la EXADRON. 
 Le conferenze Euro-Par sono organizzate 
annualmente da un comitato di rappresentanti 
di tutto il mondo, che curano il buon andamento 
delle manifestazioni e decidono di anno in anno 
dove tenere le manifestazioni. Il comitato orga-
nizzativo è costituito da una dozzina di rappre-
sentanti europei e da due rappresentanti extra 
europei, più alcuni membri onorari. I rappre-
sentanti europei del comitato organizzativo sono 
eletti dagli esperti del comitato consultivo e ri-
mangono in carica normalmente tre anni. Un 
rappresentante dell'organizzazione del convegno 
successivo viene inserito ogni anno come osser-
vatore.  La prossima edizione si terrà a Lisbo-
na dal 30 Agosto al 2 Settembre 2005. 
 Vista la vastità e l’eterogeneità degli argo-
menti trattati, il programma della conferenza è 
strutturato secondo alcuni temi generali, pre-
sentati in sessioni parallele.  Quest’anno i te-
mi affrontati sono stati ben 19, interessando così 
la maggior parte delle aree di ricerca del calcolo 
parallelo.  Nelle accoglienti aule del Palazzo 
dei Congressi sono stati presentate relazioni re-
lative  allo sviluppo di componenti hardware e 
software, sviluppati in un’ottica rivolta 
all’utilizzo intensivo delle risorse del calcolo di-
stribuito e del grid computing. 
I temi delle quattro giornate 
 La prima giornata è stata dedicata ad 
un’introduzione di quelli che sono gli attuali sce-
nari del calcolo ad alte prestazioni, attraverso la 
presentazione di tre tutorials. 
 Sono stati affrontati i principali aspetti ri-
guardanti l’implementazione di componenti mid-
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dleware open-source nate come  supporto allo 
sviluppo di applicazioni per il grid, seguiti da 
una panoramica sull’attuale situazione e 
sull’esperienza maturata per la gestione e la 
schedulazione delle risorse in questo settore. 
Sempre nell’ambito del grid computing sono sta-
te presentate soluzioni avanzate per la creazio-
ne di Web Services e Workflow Tools. 
 Si sono investigate le tecniche utilizzate per 
la costruzione di cluster ad alte prestazioni, e-
sponendo le soluzioni più recenti nel campo del-
le reti di interconnessione, con un accento par-
ticolare rivolto alla progettazione di processori 
innovativi atti a ridurre la latenza dovuta 
all’accesso alla memoria. 
 Nelle tre giornate successive si è assistito ad 
un susseguirsi incalzante di interventi nei di-
versi settori del calcolo distribuito e del Grid 
computing. Vista l’impossibilità a trattare in po-
che colonne la vastità e l’eterogeneità dei temi 
affrontati ci limiteremo a citarne alcuni tra i più 
interessanti. 
Valutazione delle prestazioni 
 Nonostante gli eccellenti risultati raggiunti 
da alcune applicazioni, spesso i test prestazionali 
mostrano i limiti che caratterizzano gli algorit-
mi di calcolo parallelo, soprattutto se coinvolgo-
no un numero elevato di processori. 
 Le cause possono generalmente essere impu-
tate all’architettura (organizzazione della me-
moria, hardware di connessione) o  al software 
(compilatori paralleli, implementazioni delle li-
brerie per il message passing, sistemi operativi) 
che compongono il sistema, ma a volte il pro-
blema va ricercato negli aspetti implementativi 
dell’applicativo in esame. 
 Durante le giornate si sono susseguiti una 
serie di interventi riguardo la modellazione, la 
valutazione, la previsione, la misurazione e la 
visualizzazione delle prestazioni di applicativi 
per architetture parallele. 
 Malony[2] e Shende[2] hanno presentato un 
metodo innovativo per minimizzare l’errore do-
vuto alla misura dell’ overhead causato dalla 
misurazione stessa. 
 La libreria per il message passing (MPI) ri-
sulta ancora il paradigma dominante nella paral-
lelizzazione per computazioni su larga scala. Un 
contributo in questo senso è stato portato da L. 
A. Bongo[3] il quale ha presentato il lavoro svol-
to dal suo gruppo di ricerca per investigare le 
prestazioni delle direttive parallele per opera-
zioni collettive.  
 In particolare per la direttiva “allreduce” so-
no stati identificati alcuni parametri fondamen-
tali i quali ottimizzano il bilanciamento del cari-
co di lavoro sui vari processori. 
Compilatori per il calcolo ad alte presta-
zioni 
 I compilatori svolgono un ruolo determinante 
per la generazione  di eseguibili ottimizzati per 
le differenti architetture disponibili. A tal fine 
sono stati presentati interventi riguardanti la 
compilazione di codici su diverse configurazioni 
di piattaforme  caratterizzate da componenti 
hardware specifiche. Al loro interno sono stati 
affrontati gli aspetti relativi ai molteplici lin-
guaggi disponibili, evidenziando alcuni sistemi di 
trasformazione dei codici, ideati per ottimizzare 
le prestazioni computazionali.  Non sono stati 
trascurati gli aspetti relativi all’interazione fra 
compilatori e hardware-sistema operativo, me-
todi di runtime e compilazioni adattative. 
 In particolare il lavoro di Cedric Bastoul[4] e 
Paul Feautrier[4] ha posto l’accento sulla neces-
sità di disporre di compilatori che trasformino il 
codice in maniera tale da mantenere la località 
dei dati proponendo un metodo che rende tali 
trasformazioni applicabili anche in casi con di-
pendenza complessa dei dati. 
Applicazioni per il calcolo ad alte presta-
zioni 
La ricerca nel calcolo ad alte prestazioni trova 
giustificazione nei continui progressi degli appli-
cativi utilizzati  non solo nel mondo accademico 
ma anche in quello industriale. 
 I recenti progressi nello sviluppo di pacchetti 
middleware per il grid computing hanno reso 
possibile l’utilizzo di cluster di computer etero-
genei geograficamente distribuiti, allo scopo di 
risolvere problemi onerosi da un punto di vista 
computazionale o della quantità di dati da elabo-
rare. 
 Nella sua presentazione Jeremie Allard[5] ha 
esposto le caratteristiche di FlowVR, un compo-
nente middleware per applicazioni riguardanti la 
realtà virtuale su clusters o su griglie di compu-
ters. Questa potrebbe essere una soluzione alle 
limitazioni che contraddistinguono la maggior 
parte delle attuali applicazioni per la realtà vir-
tuale, le quali vengono generalmente eseguite 
su modesti sistemi paralleli a memoria condivi-
sa. 
 Molto interessante è risultato anche il lavoro 
svolto dal gruppo di Pierluigi Ammirati[6] ri-
guardo l’utilizzo di ASSIST, un ambiente di pro-
grammazione parallela altamente strutturato. I 
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risultati ottenuti aprono buone prospettive per 
un suo utilizzo nel mondo del Grid computing 
vista l’alta scalabilità dimostrata in un test per 
l’estrazione di isosuperfici rispetto ad un approc-
cio alternativo nel quale MPI veniva diretta-
mente utilizzato per la comunicazione fra i pro-
cessori. 
Sistemi distribuiti ed algoritmi 
 L’accettazione generale degli standard e delle 
tecnologie adatte allo scambio dei dati via rete 
permette di immaginare una realtà in cui i si-
stemi distribuiti e gli algoritmi paralleli avranno 
un'importanza sempre maggiore. 
 La crescente disponibilità di connessioni a 
banda larga ha già permesso un notevole incre-
mento del traffico su rete con la conseguente 
necessità di disporre di Web server ad alte pre-
stazioni. 
 A tal proposito il CNR di Pisa ha presentato 
HOC[7] (Herd of Object Caches), una libreria di 
oggetti distribuiti pensata in particolare per clu-
sters Beowulf e da loro utilizzata su un sistema 
di Web servers Apache. Questa applicazione è in 
grado di virtualizzare la memoria primaria dei 
processori del cluster in un’unica memoria co-
mune. Il loro test ha dimostrato un netto mi-
glioramento delle prestazioni del sistema avve-
nuto senza modificare il core code 2.x di Apache, 
soddisfacendo in tal modo anche i requisiti per 
l’industria. 
 Curioso e non meno interessante è stato il 
contributo dato da Jens Muller[8] ed i suoi colla-
boratori riguardo l’implementazione di una nuo-
va topologia per la costruzione di una rete di 
server proxy per l’utilizzo di computer games in 
rete. 
 I risultati ottenuti hanno evidenziato una 
maggiore scalabilità del sistema distribuito ri-
spetto alle comuni configurazioni client-server e 
peer-to-peer con la conseguente possibilità di in-
crementare il numero di utenti contemporanei. 
Programmazione parallela: modelli, meto-
di e linguaggi di programmazione 
 Questo tema ha posto l’accento sui risultati 
che hanno permesso di incrementare il processo 
di sviluppo per codici ad alte prestazioni anche 
nel caso di sistemi eterogenei dal punto di vista 
hardware e di sistema operativo. 
 Infatti, sebbene alcune versioni di MPI, come 
il LAM MPI, permettono l’utilizzo di processori 
con caratteristiche differenti, la maggior parte 
non prevedono tale possibilità, così come la qua-
si totalità degli altri sistemi di programmazione 
parallela, incluso HPF.   
 A tal proposito M. Aldinucci[9] durante il suo 
intervento ha dimostrato come ASSIST supporti 
l’interoperabilità con altri ambienti di sviluppo 
(i. e.  COBRA) e la possibilità di lanciare porzioni 
dello stesso applicativo su macchine caratteriz-
zate da processori e sistemi operativi diversi.    
 Particolarmente interessanti sono risultate 
nuove tecniche secondo le quali è possibile as-
semblare software parallelo attraverso compo-
nenti riutilizzabili completamente od  in parte 
senza compromettere l’efficienza del codice. 
 Di estrema attualità è stato l’intervento di 
Jarmo Rantakokko[10] riguardo lo sviluppo di 
modelli di programmazione per il raffinamento 
di mesh adattative strutturate.  Questi ultimi 
infatti rientrano all’interno di una complessa 
classe di applicazioni numeriche. Inoltre tale 
studio è stato fatto utilizzando un approccio di-
namico atraverso un modello ibrido MPI-
OpenMP  il quale ha dimostrato una buona effi-
cienza ed un’ottima scalabilità, modificando du-
rante l’esecuzione il numero dei processori adat-
tandolo in fase di runtime alle reali necessità 
del codice. 
 Infine sono stati presentati studi incentrati 
alla formulazione di nuovi linguaggi come il mo-
dulo CoArray di Pyton sviluppato da Rasmus-
sen[11] ed altri, il quale permette al program-
matore di indirizzare dati co-array  su un pro-
cessore remoto. 
Algoritmi numerici 
 La comunità scientifica nutre un fervido in-
teresse in questo ambito; non a caso agli orga-
nizzatori di Euro-Par sono giunte ben quindici 
proposte di cui solo sei sono state accettate. 
 Algoritmi paralleli veloci e funzionali per la 
soluzione di problemi matematici basilari sono 
cruciali per la progettazione di codici efficienti in 
campo scientifico ed ingegneristico. 
 In questa sezione della conferenza sono stati 
ricoperti diversi aspetti, dallo sviluppo di  nuovi 
algoritmi per moderne architetture distribuite 
alla creazione di prototipi di software matemati-
ci. 
 In particolare fra le aree di interesse esiste 
una nutrita bibliografia per equazioni differen-
ziali alle derivate parziali, vasti sistemi lineari 
densi o sparsi, sistemi non lineari, algebra line-
are e trasformazioni veloci. 
 Notevole è stata la presentazione di Jorg 
Stiller[12] in cui viene descritto un approccio col 
metodo agli elementi finiti per flussi incompri-
mibili. 
 Gli esperimenti hanno dimostrato un’ottima 
scalabilità ben oltre i 120 processori su un si-
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stema SGI Origin 3800; in alcuni casi è stato os-
servato uno speedup superlineare attribuibile ad 
effetti della cache. 
Teoria ed algoritmi per il calcolo parallelo 
 Questo tema, attinente al precedente, tratta-
to durante l’ultima giornata di Euro-Par, è stato 
uno degli argomenti conclusivi del congresso, 
ma per questo non meno importante, dal mo-
mento che la teoria degli algoritmi e dei modelli 
sta alla base del calcolo parallelo. 
 Sono stati accettati solo quattro articoli in 
quanto si è voluto prediligere quelli maggior-
mente attinenti all’incremento delle capacità 
computazionali e comunicative per architetture 
pensate nell’ottica del Grid. 
 Nella sua presentazione Daniel A. Spiel-
man[13] ha mostrato una soluzione alternativa 
nella generazione di mesh per la discretizzazio-
ne di un dominio di input.  Ottenere mesh con 
un basso numero di elementi senza perdere di 
raffinatezza nella simulazione è un elemento 
cruciale per la velocità di esecuzione dei calcoli. 
Il metodo esposto, basato sugli “off-centers” si è 
dimostrato molto efficiente, producendo griglie 
di calcolo con un numero di elementi decisa-
mente inferiore rispetto ad esempio al metodo 
dei “circumcenters”.   
 Jennie Hansen[14] ed il suo gruppo di ricerca 
hanno invece ideato un algoritmo distribuito 
probabilistico per la colorazione dei vertici di un 
grafo. La colorazione ottenuta risulta ottimale 
per numerose classi di grafi e la velocità di ese-
cuzione notevole con un’ottima scalabilità. 
Conclusioni 
 Le quattro giornate di Euro-Par sono quindi 
servite a delineare quelle che sono le attuali li-
nee di sviluppo per la comunità del calcolo 
scientifico intensivo. 
 Gli interventi ed i contributi apportati dagli 
oratori provenienti da tutte le parti del mondo 
lasciano trasparire una frenetica attività di ri-
cerca.  Il congresso ha evidenziato un obiettivo 
comune ai diversi gruppi che hanno partecipato, 
ovvero trovare soluzioni che permettano, in un 
futuro abbastanza vicino, di sfruttare efficace-
mente  le risorse disponibili nei vari centri di 
calcolo del mondo. 
Bibliografia 
[1]Euro-Par2004 
http://www.di.unipi.it/europar04/ 
[2] Allen D. Malony, Sameer S. Shende “Overhe-
ad compensation in performance profiling” M. 
Dalenutto, D. Laforenza, M. Zanneschi 
(Eds.): Euro-Par 2004, LNCS 3149, pp. 119-
132, 2004. © Sprinter-Verlag Berlin Heidel-
berg 2004. 
[3] Lars Ailo Bongo, Otto J. Anshus, John Mar-
kus Bj?rndalen “Collective Communication 
Performance Analysis Within the Communi-
cation System” M. Dalenutto, D. Laforenza, 
M. Zanneschi (Eds.): Euro-Par 2004, LNCS 
3149, pp. 163-172, 2004. © Sprinter-Verlag 
Berlin Heidelberg 2004. 
[4] Cedric Bastoul, Paul Feautrier “More legal 
transformations for locality” M. Dalenutto, 
D. Laforenza, M. Zanneschi (Eds.): Euro-Par 
2004, LNCS 3149, pp. 272-283, 2004. © 
Sprinter-Verlag Berlin Heidelberg 2004. 
[5] Jérémie Allard et al. “FlowWR: A Middle-
ware for Large Scale Virtual Reality Applica-
tions” M. Dalenutto, D. Laforenza, M. Zanne-
schi (Eds.): Euro-Par 2004, LNCS 3149, pp. 
497-505, 2004. © Sprinter-Verlag Berlin 
Heidelberg 2004. 
[6] Pierluigi Ammirati et al. “Using a Structured 
Programming Environment for Parallel Re-
mote Visualization” M. Dalenutto, D. 
Laforenza, M. Zanneschi (Eds.): Euro-Par 
2004, LNCS 3149, pp. 477-486, 2004. © 
Sprinter-Verlag Berlin Heidelberg 2004. 
[7] M. Aldinucci, M. Torquati “Accelerating 
Apache Farms Through Ad-HOC Distributed 
Scalable Object Repository” M. Dalenutto, D. 
Laforenza, M. Zanneschi (Eds.): Euro-Par 
2004, LNCS 3149, pp. 606-613, 2004. © 
Sprinter-Verlag Berlin Heidelberg 2004. 
[8] Jens Müller et al. “A Proxy Server-Network 
for Real-Time Computer Games” M. 
Dalenutto, D. Laforenza, M. Zanneschi 
(Eds.): Euro-Par 2004, LNCS 3149, pp. 606-
613, 2004. © Sprinter-Verlag Berlin 
Heidelberg 2004. 
[9] M. Aldinucci et al. “Targeting Heterogeneous 
Architectures in ASSIST: Experimental Re-
sults” M. Dalenutto, D. Laforenza, M. 
Zanneschi (Eds.): Euro-Par 2004, LNCS 3149, 
pp. 638-643, 2004. © Sprinter-Verlag Berlin 
Heidelberg 2004. 
[10] Jarmo Rantakokko “Comparison of Paral-
lelization Models for Structured Adaptive 
Mesh Refinement” M. Dalenutto, D. 
Laforenza, M. Zanneschi (Eds.): Euro-Par 
2004, LNCS 3149, pp. 615-623, 2004. © 
Sprinter-Verlag Berlin Heidelberg 2004. 
[11] Craig E. Rasmussen “Co-array Python: A 
Parallel Extension to the Python Language” 
M. Dalenutto, D. Laforenza, M. Zanneschi 
(Eds.): Euro-Par 2004, LNCS 3149, pp. 632-
637, 2004. © Sprinter-Verlag Berlin 
Heidelberg 2004. 
SUPERCALCOLO 
BOLLETTINO DEL CILEA N. 94 OTTOBRE 2004 19 
[12] Jörg Stiller et al. “A Parallel PSPG Finite 
Element Method for Direct Simulation of In-
compressible Flow” M. Dalenutto, D. La-
forenza, M. Zanneschi (Eds.): Euro-Par 2004, 
LNCS 3149, pp. 726-733, 2004. © Sprinter-
Verlag Berlin Heidelberg 2004. 
[13] Daniel A. Spielman et al. “Parallel Delaunay 
Refinement with Off-Centers” M. Dalenutto, 
D. Laforenza, M. Zanneschi (Eds.): Euro-Par 
2004, LNCS 3149, pp. 812-819, 2004. © 
Sprinter-Verlag Berlin Heidelberg 2004. 
[14] Jennie Hansen et al. “Distributed Largest-
First Algorithm for Graph Coloring” M. 
Dalenutto, D. Laforenza, M. Zanneschi 
(Eds.): Euro-Par 2004, LNCS 3149, pp. 804-
811, 2004. © Sprinter-Verlag Berlin 
Heidelberg 2004. 
