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The problem of estimating, under unweighted quadratic loss, the mean of a 
multinormal random vector X with arbitrary covariance matrix V is considered. 
The results of James and Stein for the case VA Z have since been extended by Bock 
to cover arbitrary V and also to allow for contracting X towards a subspace other 
than the origin; minimax estimators (other than X) exist if and only if the eigen- 
values of V are not “too spread out.” In this paper a slight variation of Bock’s 
estimator is considered A necessary and sufficient condition for the minimaxity of 
the present estimator is (*): the eigenvalues of (I- P) V should not be “too spread 
out,” where P denotes the projection matrix associated with the subspace towards 
which X is contracted. The validity of (*) is then examined for a number of 
patterned covariance matrices (e.g., intraclass covariance, tridiagonal and first 
order autocovariance) and conditions are given for (*) to hold when contraction is 
towards the origin or towards the common mean of the components of X. (*) is 
also examined when X is the usual estimate of the regression vector in multiple 
linear regression. In several of the cases considered the eigenvalues of V are “too 
spread out” while those of (Z -P) V are not, so that in these instances the present 
method can be used to produce a minimax estimate. 
1. INTR~DUCTTON 
Suppose that X -X(0, v) follows a p(>3)-variate normal distribution and 
consider the problem of estimating B based on an observation of X when V is 
known and of full rank. The loss function is assumed to be quadratic, 
L@, 0) = 118 - t? ]I*. For V = I James and Stein [ 121 proposed the estimate 
S(x)= I- (px;ly2))x 
( 
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and proved that S dominates the maximum likelihood estimate X and is thus 
minimax. Their result has since been generalized by numerous authors in 
many directions. One useful generalization, due to Bock [5], treats the case 
of arbitrary V and considers estimators of the form 
&xl = 4u) x, (1.2) 
where u = X’V-‘X and R is a real-valued function. To state Bock’s results, 
adopt the following convention: Suppose that A is a p x p matrix with eigen- 
valuesL,>&>... 2 A, > 0. We shall say that (*) holds for A if 
(*I 24 < tr(A) 
holds, where tr denotes the trace. Bock proved that (*) holding for V is 
necessary and sufficient for the existence of estimators of the form (1.2) 
(with A not identically 1) which dominate X with respect to quadratic loss. 
A number of cases have been listed by Fomby and Hill [8] in which (*) 
holds in the context of regression, where now X is /I and V is u*(i?Z)-’ for 
p the maximum likelihood estimate in the model 
y=@+E, & - x-(0, u21). (1.3) 
Another useful generalization of (1.1) arises if one contracts X towards its 
projection onto some linear subspace Y of Rp. That is, one can consider 
S(x)=PlpX+ l- 
( 
(p-2-z) (I-P&X, 
X’(I - Pg) x 1 
(14 
where here and in the sequel PIP denotes the orthogonal projection matrix, 
with respect to the Euclidean inner product, associated with the Z- 
dimensional subspace Y. This was proposed by Lindley [ 151 for Y = sp{ o} 
(here and in the sequel, w  = (l,..., l)‘), in which case the components of X 
are contracted towards their common mean; some applications can be found 
in Efron and Morris [7]. Choices of Y which are natural in the context of 
regression were discussed by Sclove [ 191, while .P appropriate for the 
analysis of variance may be found in Stein [21]. Sclove et al. [20] 
considered the relation of (1.4) to pretest estimators of the hypothesis that 
0 E 9’. In all these instances it is straightforward to show that the estimate 
(1.4) dominates X with respect to quadratic loss if p > 2 + 1, providing 
v= I. 
The requirement that V =I is clearly a limiation; for example, in the 
context of regression (1.3) typically 2 will not be orthogonal and hence V 
will not be the identity. One solution is to transform X to a*JTOI, I), 
compute S(& in (1.4) and then retransform back to the original units. This 
is essentially the approach taken by Bock in the context of preliminary test 
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estimation; see Aigner and Judge [ 11. In this case a minimax estimator again 
results provided that (*) holds for V. If one is also willing to change one’s 
loss function (to L(& t9) = E(g - 8)’ V-*(8 - 0)) then this procedure gives 
an estimator dominating X without limitations on V, provided that p > 2 + 1. 
A similar variant of a preliminary test estimator, when V is partially 
unknown, is also considered by Berger and Bock [3]. However, the linear 
restrictions on 0 which they consider are of a somewhat specialized nature, 
and in particular do not allow for contraction towards the common mean 
when V is nondiagonal. 
The purpose of this paper is to consider an alternative modification of 
(1.4) when V is arbitrary. The estimator is of the form 
S,,,(x) = P,X + 
( r(uJ) 1 - y (Z - PIP) x, (l-5) 
where r is a real-valued function and 
u=x’(z-Pp,)~-(z-Ppy)x; (l-6) 
here Z- denotes a generalized inverse of 
c s cov(Z - Pip) x. (1.7) 
In the next section it is proved that a necessary and sufficient condition for 
the existence of estimates of the form (1.5) dominating X with respect to 
quadratic loss is that (*) hold for C defined by (1.7). 
The validity of (*) for Z depends on the eigenvalues of Z = 
(I- PIP) w  - Ps!), and these are determined by the subspace 9 and the 
covariance matrix V. It is then natural to ask whether anything can be said 
about the combinations of V and 9’ for which (*) holds. For example, 
suppose the components of X are measurements of different dimensions of an 
organism; it often occurs that V is approximately of the form 
vi, = 1, i =j = 1, 2,...,p 
= r, i#j 
(1.8) 
(see, e.g., Kshirsagar [ 14, p. 2251). In this case the mean of the components 
X, is a measure of the “size” of the organism, and it seems reasonable to 
contract the X, towards their common mean rather than towards 0. 
Contracting towards the common mean can also be motivated by the fact 
that (1.8) defines the correlation matrix of an exchangeable distribution. In 
this case it is therefore of interest to know for what values of p and r (*) 
holds when 9 = sp{w}. 
A general result useful for checking (*) is given in Section 3, Its 
applicability, with regard to specific choices of V and 9, depends on 
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whether or not one can easily express the vectors generating Y in terms of 
the eigenvectors of I’. Several examples of patterned covariance matrices 
(including V defined by (1.8)) for which this is possible are discussed in 
Sections 4 and 5. There are a number of other frequently occurring patterned 
covariance matrices, however, whose eigenvectors are such that it is a bit 
difficult to apply the results of Section 3. However, information on their 
eigenvalues enables partial results to be given when LP = (0) or LY = sp(o}. 
This is done in Sections 6 and 7. The results for 4p = {0} extend some 
results of Fomby and Hill [9]. In several cases it turns out that contracting 
towards a natural choice of LP results in (*) holding for C (so that (1.5) 
results in an estimate dominating X’) when it does not hold for V (and thus 
neither (1.2) nor the modification cited in Aigner and Judge [ 1 ] gives an 
estimate which dominates X). 
Finally, our results extend in a straightforward way as do, for example, 
those of Bock [5] to the case where X-X(@, u*V) for V known and u* 
unknown, providing that an independent estimate of u* is available. This is 
the situation which typically arises in regression. 
2. A CONDITION FOR MINIMAXITY 
Here and in the sequel Z(>O) denotes the dimension of Y; it is always 
assumed that p - 12 3. The one-dimensional subspace spanned by 
w  = (1, l,..., 1)’ is denoted by 4k; and its projection, by an abuse of notation, 
by P,. The eigenvalues of V and corresponding eigenvectors are 
a,>a,>.**>a,>O and U(1),..., u&q ; (2-l) 
the V(i) are assumed to form an orthonormal set. C will always denote the 
covariance matrix of (Z - PY) X. 
Let &F,, be defined by (1.5). Theorem 2.1 below is a special case of 
Theorem 1 of Berger [2], while Theorem 2.2 (as well as Theorem 2.1) 
generalizes results of Bock [S]. 
THEOREM 2.1. Suppose that (*) holds for Z and let 1 denote the 
maximum eigenvalue of Z. Then for any monotone nondecreasing function r 
such that 0 Q r Q 2[tr(X)/l- 21, 81P,r is a minimax estimator for 8 with 
respect to quadratic loss 118- 8j12. 
THEOREM 2.2. Suppose a,,, is minimax for B with respect to quadratic 
loss and that (*) does not hold for Z. Then it must be that r = 0. 
Before proving Theorem 2.2, the connection of 8Y,r with the smoothed 
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pretest estimators studied by Bock et al. [6] will be indicated. They 
considered estimators of the form 
y(X) = X - (a/v) VM(M’ Vhf) - ’ M’X, (2.2) 
where a is a suitable constant and 
v = x’M(Mt VM) - 1 M’X (2.3) 
is, except for a constant, the likelihood ratio statistic for testing 
H: M’i3 = 0; 
here A4 is a known p x m matrix of rank m. (They actually considered more 
general hypotheses of the form H: M?? = r for r a known vector; however, 
for comparison with our estimator the choice r = 0 is appropriate.) Observe 
that H is equivalent to the hypothesis that 0 E H, where A’- =A@ is the 
orthogonal complement of J in IF?‘. 
Let V-i’* be such that V-“*V( V-“*)’ = I and define Y= V-“2X, 
9 = { V1’2x: x E M} and 9 = 9’l. One may then rewrite Y in (2.3) as 
v = Y’P,Y 
= (P&S? 0’ cap.9 r) 
= [(I - Py) Y]‘[ cov(1 - Py) Y] -(I - Py) Y 
andyas 
y(x) = v2 
[ 
Y-%P,Y 1 
=P2 [p,y+ (l-+)(I-P9)Y]. 
A comparison with (1.5) and (1.6) shows that the estimator y arises by 
“scaling” X to the orthogonal case, contracting towards a subspace and then 
“unsealing.” X is in fact contracted towards a point in M since for any 
m E M and 4 E 9 one has (V”24)t~ = Q ‘( V”*m) = 0, resulting in a 
projection with respect to the inner product defined by V-i. By contrast, 
S,,, applies a Stein-like contraction without a preliminary scaling and results 
in an orthogonal projection with respect to the Euclidean inner product. 
Another difference between the two estimates, as mentioned in the 
Introduction, is that the conditions for minimaxity of y defined by (2.2) 
involve the spread of the eigenvalues of V, while the conditions for BIP,r 
involve the spread of the eigenvalues of Z. 
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In order to prove Theorem 2.2, first observe that u defined by (1.6) is 
invariant to the choice of F; this is because u may be written as c’.4 -c, 
where A is symmetric and c is in the range space of A (e.g., see Graybill [9, 
p. 1241). Hence if 
Z = Q%Q (2.4) 
for Q orthogonal and fi = diag(d, ,..., d4, O,..., 0) (q =p - I) then E7- may be 
without loss of generality taken to be 
where 8 = diag(d; ’ ,..., d; ‘, 0 ,..., 0). Thus 
u = X'(Z -P& Q%Q(Z - Py) X. 
Next define the quantities 
.Zo, = diag(l,..., 1,O ,..., 0) (JJ x p, with 1 appearing q times); 
J~,,=~----{,,; 
ii= Q(Z-P9) 8; 
tl = (tl, ,**-, ‘ig)‘; 
D = diag(d, ,..., d,); 
B=D--‘; 
(2.5) 
Also, S, will denote a noncentral x2 variable with t degrees of freedom and 
noncentrality parameter rZ (given by (2.6)), so that E(S,) = r + 1. 
LEMMA 2.3. Let 
6(x) = P&s-X + R(u)(Z - Pip) x, 
where I( is given by (1.6) and R is an arbitrary function. Then 
E1j6(X)-0112 =trP,V+ tr(Z-P,) V.EA’(S,+,)+ t’rj .BA2(S,+,) 
+ flrft - wtl * WS,+2). 
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Proof: Using the fact that P, is idempotent, one has 
~~s(x)-e~~‘=(x-e)‘P,(x-e)+~‘2(u)x’(I-P,)x 
+e’(l-~,)e-2~(u)~‘(1-p,)e 
= I + II 
+ III - 2*zv. 
The expectations of the terms above will now be computed. Define 
w=Q(I-P&X, 
so that 
Fv - Jfqfj, B). 
Thus 
E(H) = i%*(u) X’(I-P,)’ Q’Q(l - PIP) X 
= Ek2(u) i w; + fjfJc2,ff - ER2(u). I=1 
Now we let the vector W denote the first q components of w, so that 
From (2.5) one has that 
(2.7) 
hence Corollary 2 of Bock [5] shows that the first term in (2.7) is equal to 
lS2(W’D-‘W) W’W=tr(D)EX2(S,+2) + qf+!%2(S,+,). P-8) 
Regarding the second term in (2.7), we assert that 
ritJt2, ij = 0. 
To see this, write 
P-9) 
S’J,,, 4 = e’V - p,)(O: Q:,,) Qtl - Pu) 0, 
where Q has been partitioned as 
(2.10) 
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for Qtl,q x p and Q(*, 1 x p. Now (2.4) shows that the first q columns of Qr 
are eigenvectors corresponding to nonzero eigenvalues of z= 
(Z - Py) V(Z - PIP) and hence are in the range space of Z - PY (see 
Lemma 3.1). Since the remaining 1 columns are orthogonal to these columns, 
it follows that they are orthogonal to Wp\4p. In other words, 
(Z - P?) Q[,, = 0, which with (2.10) establishes (2.9). 
In a similar manner Corollary 1 of Bock [5] gives 
E(Zv)=EA(www) w’?j+tf’.r,,,q 
= ~tIIEw,+*). (2.11) 
One also has that 
E(Z) = tr [ cov PAX - f9)] 
=trP,V 
and that IV= rf’q= #q. 
Combining this with (2.7), (2.8), (2.9), (2.11) and the fact that 
trD=tr(Z-PY) V 
then proves the lemma. 1 
Proof of Theorem 2.2. For 9 = {0} denote 6,, by 6,; this type of 
estimator was considered in Bock [5]. Denote the risk of an estimator s(X) 
of the p-vector 0 under the loss function IIS(X) - 1911’ by R,(& 0, I’) when 
X N ~‘(0, v). By comparing Lemma 2.3 with formula (1) in Bock [5] one 
sees that 
Rp(b,r; 6 v> = W, v) + 4#, ; tl, W. (2.12) 
Theorem 2.2 then follows immediately from Theorem 2 in Bock IS]. 1 
Observe that (2.12) may also be used, together with Theorem 1 in Bock 
[5], to prove Theorem 2.1. 
3. VERIFICATION OF (*)IN GENERAL 
(*) is expressed in terms of the eigenvalues of the matrix 
x = (Z - PIP) V(Z - Pg). The purpose of this section is to examine these 
eigenvalues in terms of the structure of Y and of I’. A simple result will be 
given which can be applied when the vectors spanning &? can be easily 
expressed in terms of the eigenvectors uClt of V, The following lemma is 
standard: 
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LEMMA 3.1. Let .?Z haoe eigenvalues A, 2 . . I >, I, > 0 with cowe- 
spending eigenuectors Wan),,.., wCq). Then 
(i) each wtg satisfies P9wCI) = 0 and 
(ii) the li and wCi, are the nonzero eigenvalues and corresponding 
eigenvectors of (I - Pip) V. 
The following result says that if .Y is spanned by I of the vo), then (*) 
depends on the eigenvalues a, corresponding to the v(r) which do not span 
9: 
PROPOSITION 3.2. Let V have eigenvalues and eigenvectors given by 
(2.1) and suppose Y is an l-dimensional subspace spunned by Vti,),..., vti,). 
Let J= { 1,2,...,p}\{i 1 ,..., i,} = {jl ,..., j,}, where j, < *Se <jq. Then (*) holds 
for 2 ifand only if2a,, < a,, + ..a + aj,. 
ProoJ: Let v be an eigenvector corresponding to a z a, for j E J; it 
suffices to prove that v and a are an eigenvector and eigenvalue for Z. By 
Lemma 3.1 it is suffkient to show that 
(I - P9) Vu = au. 
Since v is an eigenvector for V, this is equivalent to 
(I-PIp)v=v, 
and this is true because v 1 sp{v(,,, ,..., vu,)} = 9. 1 
The simplest case in which this result may be applied is of course the one 
in which V is diagonal. Sections 4 and 5 contain some applications of 
Proposition 3.2 to several nondiagonal patterned matrices for which explicit 
information about the eigenvalues and eigenvectors is available. In 
Sections 6 and 7 the Frobenius bound on the eigenvalues of a matrix (see 
Marcus and Mint [16, p. 1451) is used to examine (*) for some additional 
patterned matrices for which explicit information on the eigenvalues is not 
available. For convenience the required notation and theorem are stated here. 
For an arbitrary p x p matrix A = (ali) let 
RI= k laij(v 1 <.i<p, 
i=l 
T ,=  j j  laul, l<i<p, 
j=l 
R = max{R, ,..., R,}, 
T= max{T,,..., T,}. 
(3.1) 
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THEOREM (Frobenius-Perron-Brauer). Each eigenuatue Iz of A satisfies 
]A] < min(R, 7). 
4. REGRESSION WITH MULTICOLLINEAR DATA AND AN UNFAVORABLE/~ 
Consider the regression context (1.3) when the independent variables are 
(approximately) multicollinear; that is, at least one column of Z is approx- 
imately a linear combination of the remaining columns. If the eigenvalues of 
Z’Z areI,<..* (&, this means that $/A, will be “very large.” Since the 
eigenvalues of V are a, = r~‘&:~, this oftentimes will result in (*) not holdng 
for V (c.f. Judge and Bock [ 131). 
Suppose, however, that one takes Y = sp{r~~,,,..., b(,)}, where the first I a,‘s 
are the “very large” eigenvalues; by Proposition 3.2 the eigenvalues of C 
will be a,, i ,..., aD, and hence might now satisfy (*) so that an estimator 
dominating s with respect to mean squared error (MSE) would result. Of 
course it is only reasonable to use this estimate if one believes on a priori 
grounds that /3 is in fact “near” 9, since the improvement in MSE over fi 
decreases as ]]bP&]] increases. 
As an example, consider the matrix 
1 (4.1) 
discussed by Fomby and Hill [8]. The eigenvalues for V (assuming u* = 1 
and 0 Q r < 1) are a, = (1 - r)-l (with u(r) = (O,..., 0, l/d, -l/t/z)‘), 
a,= . . . =a 
P-1 
= 1 and ap = (1 + r)-‘. As they pointed out, (*) holds for V 
provided r Q F(p), where f(p) ranges from 0.414 for p k 3 to 0.883 for 
p= 10. 
Suppose now that one takes Y’ = sp{v(,,}; then (*) is equivalent to 
1 <p- 3 + (1 + r)-‘. 
Since this holds for any r > 0 when p > 4, one sees that by contracting 
towards sp{u(,,} one is guaranteed a minimax estimator for any r > 0, 
provided that p > 4. 
The choice of sp(v,,,} has a natural interpretation in terms of pretesting. 
That is, contracting towards sp{u,,, } corresponds approximately to testing 
the hypothesis 
H:p, = ..* =pp--2=Q Pp-I=-Pp. (4.2) 
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Now r z 1 in (4.1) means that in the model 
y=p,z, + *** f&Z,+& 
one has Zp-, z Zp, so that one may write 
Y z:p1z1+ *-* +Pp-*Zp--2 + c&l +Pp)Z+E 
=p,z, + *.- +pp-gp-* +pz+c, (4.3) 
where 2 = (Z,- i + Z&2, say. Hypothesis (4.2) then corresponds to a test of 
the null hypothesis appropriate for the model (4.3), namely, 
H:4, = ..a =pp-*=p=o. 
It is also perhaps of interest to mention a connection with the ridge 
estimators proposed by Hoer1 (see Hoer1 and Kennard [ 111). They were 
proposed precisely for regression with m_ulticollinear data, in part in the hope 
that they could reduce the MSE of 8. Numerous simulations and some 
theoretical results, however (see, for example, Newhouse and Oman [ 171, 
Thisted [22] and Bingham and Larntz [4]), have shown that although this 
can in fact occur when p is_“far” from sp{u,,,}, when /I is “near” sp{u,,,} 
ridge estimators can exceed /3 considerably in MSE; thus one would not want 
to use a ridge estimator if one felt that /I were near sp(u(,,}. If instead one 
used the estimate (1.5) then one would be guaranteed an improvement in 
MSE over b (assuming (*) now held for C), and moreover this improvement 
would be substantial if one’s prior information on /I was accurate. In other 
words, (1.5) can provide an alternative to ridge estimators when it is 
suspected that /I is “unfavorable” to ridge estimation. 
5. THE INTRACLASS CORRELATION MATRIX AND ITS INVERSE 
Let V be defined by (1.7), where 0 < r < 1. It is well known that Vs 
eigenvalues are a, = 1 + (p - 1) I and a2 = a.. = ap = 1 - r. It follows that 
(*) holds for V if and only if 
P-2 
r< 2(p- 1) 
5 f(p). 
Since F(p) increases from 4 to + as p + a~, the values of I for which an 
estimate of the form (1.2) is minimax are somewhat limited. 
Suppose, however, that one contracts the Xi towards their common mean 
as discussed in the Introduction. Since q = sp{v,,,}, Proposition 3.2 applies 
and it follows that (*) holds for JC if and only if 
2(1 -r) < (p- l)(l -r). 
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Thus one has the following result: 
THEOREM 5.1. For the intraclass correlation matrix defined by (1.7) and 
for 9 = g, (*) holds for 2 for any r > 0 provided that p > 4. 
Now suppose that V is the inverse of an intraclass correlation matrix; this 
could arise in the regression context when the independent variables 
Z , ,..., Zp satisfy 
zi = 240 + &li, l<i<p (5.1) 
for variables q,, ur,..., p u which are uncorrelafed with one another and which 
have the same variance. Suppose that r > 0. V’s eigenvalues are then 
a, = *** = ape1 = (1 - r)-‘, with corresponding eigenvectors v(,) ,..., vW- ,) 
being any set of p - 1 vectors which are orthonormal and perpendicular to 
o; and ag = [ 1 + (p - 1) r] -‘, with v@) = o. As pointed out by Fomby and 
Hill [S], (*) holds for V whenever p > 3. 
Suppose now one takes 9 to be a 1 (0 - 3)-dimensional subspace 
orthogonal to sp(w}; then by Proposition 3.2 one has that (*) holds for E if 
and only if 
(1 -r>-’ < (p-f-2)(1 -r)-’ + [l$ (p- l)r]-I, 
which may be rewritten as 
r[ 1 - (p - I- 3)(p - l)] <p - 3. 
Thus the following result obtains: 
THEOREM 5.2. Let V be the inverse of an intraclass correlation matrix 
with r.> 0 and let 9 be any l-dimensional subspace orthogonal to sp{w}. 
Then (*) holds for Z; provided 1 < p - 3. 
An interpretation of this choice of Y is as follows: Substituting (5.1) into 
gives 
y=@, +**- +p,)u,+P,Su,+...+p,6u,+E. 
Now if /? E L/ as defined in Theorem 5.2 then j?, + ..a + & = 0. Thus /3 E 9 
implies that the change in y only depends on the “specific” component ul in 
each Z,, and not on the “common” component u,,. 
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6. THE TRIDIAGONAL MATRIX 
Let V be given by 
(6-l) 
such a matrix can arise in distributed lag models or, for example, when Xi is 
the signal received at one of p equidistant points on a circle (see Press [ 18, 
P. 161). 
We first examine when (*) holds for V. For simplicity assume r > 0. The 
eigenvalues and eigenvectors of V are given for 1 < i <p by (see Grenander 
and Szegii [lo]) 
a, = 1 + 2r cos(i 4) (6.2) 
and 
vu) = (sin(i d), sin(2i 4) ,..., sin(pi #))‘, 
where # = n/(p + 1). For V to be positive definite it is necessary that aP > 0, 
i.e., that 
1 
I-< 2cos4 
-E r*(p). 
From (6.2) one computes directly that (*) holding for V is equivalent to 
1+2rcos#<p- 1+2r i cos(ig), 
I=2 
(6.3) 
Since Cf:i cos(i )) = 0, (6.3) is equivalent to 
P-2 
r < 4 cos 4 
~ = F(p). 
Now for p = 3, i’(p) = (2fi-’ < (@)-’ = r*(p); while for p > 4 one has 
r*(p) < F(p). This proves the following result: 
THEOREM 6.1. Let V be given by (6. l), where r > 0. If p = 3 then (*) 
holds for V if and only ifr < (2 fi)- ‘. If p > 4 then (*) holds for Vfor any 
nonnegative r such that V is positive definite. 
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Now consider contraction towards a subspace Y # (0). If Y is spanned 
by some of the ogIj then Proposition 3.2 may be used to check whether (*) 
holds for Z This choice of 4p could be appropriate if one felt there were 
seasonal trends in the successive e,‘s, as might occur in time series 
applications. 
Suppose, on the other hand, one wishes to contract the X, towards their 
common mean; this could be reasonable, for example, in the signal detection 
example. In this case Proposition 3.2 cannot be applied. However, the 
Frobenius Theorem may be applied directly to the matrix (I-P,) V to yield 
the following result: 
THEOREM 6.2. Let V be given by (6.1) for r > 0 and suppose 
9 = sp{w}. Then (*) holds for C for any r such that V is positive definite, 
provided p >, 7. 
Proof. One has that 
l-a r-b -b .*a -a 
r-a l-b r-b 
r-b l-b 
-b -b . . . 
(6.4) 
where 
a=(1 +r)/p and b=(l +2r)/p. 
Denote the maximum eigenvalue of Z by 1. Since the Frobenius theorem 
depends on the absolute values of Z’s entries, several cases need to be 
considered depending on the relation of r to p. Observe that Z’s form 
guarantees that for the sums R, in (3.1) one has R, = R, and 
R, = ..a = Rpml, and similarly for T,. 
Case I. 0 < r < l/(p - 1). In this case one finds that 
R,= (p-22)(1 +d + l-r , 
P 
R,= (p---)0 +2r) + 1 -2r<R 
P 
A 17 
Tl = (P - 2)(1 + 2r) 
P 
+ I -r>max(R,,R,). 
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It follows that 1 ,< R 1. Thus (*) holds for C if 
2 (P-2)(1 +r> 
[ +1-r <p- 1 
2(1 +r) (p-2)(1 +2r) 
P P - P ’ 
This simplifies to 
which holds for any r provided p > 4. 
Case II. l/(p - 1) < r < l/(p - 2). In this case one has 
R, = (P - 4)(1 + r) + 1 + r 
, 
P 
R2 = (P - 2)(1 + 2r) + 1 - 2r, 
P 
T, 2 max(R,,R,) for p>5. 
One checks that R, < R i if and only if r 2 l/p, which is the case here. Thus 
I< R, and (*) holds for Z if 
+l+r cp- 1 2(1 + r) (p - 2)(1 + 2r) P - P * (6.5) 
This may be rewritten as 
r<P2-5P+8 
6p- 10 
= F(p). (6.6) 
Differentiating F(p) with respect to p one finds that F’(p) > 0 if p > 5. Since 
I/(p - 2) < F(p) for p = 5 and I/(p - 2) is decreasing in p, it follows that 
for all p > 5, (*) holds for .Z in Case II. 
Case III. l/(p - 2) < r < l/(2 cos(x/(p + 1))). In this case one has 
R, = (Pe4)t1 + r, tltr, 
P 
R, = (P - W + 2r) + 1 + 2r 9 
P 
T, = (P - 4)(1 + 24 
P 
t 1 +raR,, 
T, =R,. 
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Thus 2 < max(R i , R,). One checks that R , ( R2 exactly when r > l/(p - 4). 
Suppose r < l/(p - 4). Then (*) holds for ,?Z if 2J? i < tr C, which again may 
be written as (6.5). Thus it is sufficient that (6.6) be true. Since 
F(p) > l/(p - 4) for p = 6, it follows as in Case II that (*) holds for Z 
provided p > 6 and r < l/(p - 4). 
Now suppose that I > l/(p - 4). Then I< R, and (*) holds for C if 
2 
[ 
(P - W + 2r) 
+I+2r <p- 
I 
2(1 + r) (p - 2)(1 + 2r) 
P P - P ’ 
or equivalently 
r < p2 - 5p + 12 
lop-26 
= r’(p). 
One has that (d/dp) f(p) > 0 if p > 7 and that F(p) > l/(2 cos(n/(p + 1))) 
for p = 7. As in the previous cases this guarantees that (*) holds for all 
p > 7, completing the proof. 1 
7. THE FIRST ORDER AUTOCORRELATION MATRIX AND ITS INVERSE 
Let V be of the form 
(7-I) 
where 0 < T < 1. Matrices of this form arise in several contexts, expecially 
time series. For p > 3, closed form solutions for the eigenvalues a,. of V are 
unavailable. However, it is known (see Grenander and Szegd [ 10, p. 701) 
that the a, satisfy 
ai =fM l<i<p, (7.2) 
where 
f(x)= 
1 -r2 
1-2rcosx+r* 
and t, ( t2 < . . . < tp are the nonzero roots in (0, x) to 
g(t) = sin(p + 1) t - 2r sinpt + r2 sin(p - 1) t = 0. (7.4) 
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It also can be shown that 
O<t,<x,<t,<x,<*~~<t,<x*<n, (7.5) 
where xi = in/(p + 1). These facts can be used to obtain sufficient conditions 
for (*) to obtain for V and V-l. 
THEOREM 7.1. Let V be given by (7. I), where p 2 3. Then (*) holds for 
V if0 < I < T(p), where 
qp) =P * u(p) - d/4 -PW -u*(P)) 
P+2 
(7.6) 
fir u(p) = cos(7r/2p). 
Table I gives a number of values of f(p). Observe from (7.6) that F(p) + 1 
asp-t co. 
ProoJ First note that 
4 -p*(l -a’(p)) = 4 -p* sin(lr/2p) 
>o 
for any p since sin(lr/2p) < 7r/2p; hence the radicand in (7.6) is positive. 
Next observe that i(p) defined by (7.6) is the smaller root of q(r) = 0, where 
q(r) = r* - - 2PU(P) r + (P - 2) 
P+2 p+2 a 
(7.8) 
It follows that q(r) 2 0 for 0 ,< r < i;(p). Now q(r) > 0 may be written as 
2 
( 
1 -r* 
1 - 2ru(p) + r* ) 
Qp=tr V. 
Suppose it can be shown that whenever 0 Q r < F(p), 
1 -r* 
a1 ’ 1 - 2ru(p) + r* ’ 
TABLE 1 
Values of F(p) Defined by (7.6) 
(7.10) 
p 3 4 5 6 7 8 9 10 15 20 30 
f(p) 0.255 0.401 0.498 0.567 0.619 0.660 0.692 0.719 0.804 0.850 0.897 
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it will then follow from (7.9) that (*) holds for V for all such r, proving the 
theorem. 
To establish (7.10) observe that the right-hand side is equal to f(7r/2p), 
where f is defined by (7.3). By (7.2) and the fact that f is decreasing on 
[0, 7~1, it suffices to show that 
t, > 71/2p. (7.11) 
Since t, is the smallest positive root to (7.4), (7.11) is true provided that 
g(t) > 0 whenever 0 < t < n/2p. (7.12) 
Now g may be written as 
g(t) = sinpt(r* cos t - 2r + cos t) + (1 - r2) cospt sin t 
> sinpt(r* cost - 2r + cos t) 
if 0 < t < 7r/2p. Therefore (7.12) will hold if 
r*cost-22r+cost>o for 0 < t < n/2p, 
and this is true if 
s(r) 3 r* - 
2 
-r+l>O. 
U(P) 
Comparing with (7.8), one has 
s(r) - q(r) = 2 
( 
Pa*(P)-P-2 r+ 4 
(P + 2) U(P) 1 p+2’ 
The right-hand side above is positive if 0 < r < r*(p), where 
2U(P) 
r*(p)=p(l -u’(p))+ 2’ 
(7.13) 
(7.14) 
and thus s(r) > q(r) for all such r. Now comparing (7.14) with (7.6) shows 
that F(p) < r*(p) is equivalent to 
a(P)[P*(l -U’(P)) - 41 < [P(l - U’(P)) + 21 d4 - P2(1 - U’(P)), 
and by (7.7) this is true for all p. Therefore whenever r Q F(p), one also has 
r < r*(p) and consequently s(r) > q(r). Since also q(r) > 0 for 0 < r < F(p), 
it follows that s(r) > 0 for 0 < r Q F(p). Thus (7.13) is established, 
completing the proof. I 
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Now consider the inverse of the matrix in (7.1); i.e., suppose 
[ 
1 --r 0 . . . 0 
v= 
1 -r (1 +r2) -r ... 0 
1; 
0 . . . - r 1 1. 
(7.15) 
Again V is of interest in the context of regression. Fomby and Hill [8] state 
that numerical investigations show that (*) holds for Y when 0 < r < F(p), 
where F(4) G 0.7 and F(p) > 0.9 for p > 4. They also present the value 
f(3) A 0.35 1 which can be obtained from explicit formulas for V’s charac- 
teristic roots when p = 3. In the following result we make this more precise: 
THEOREM 7.2. Zf V is defined by (7.15) and p 2 5 then (*) holds for V 
foranyO<r< 1. 
Proof: One has 
t’(V)= P + tp - 2)r2 
1-r’ ’ 
For the purposes of this proof denote the eigenvalues of V by 
Yl > .-.>yr,>O, and let a,=y;’ denote the eigenvalues of the matrix 
defined by (7.1). From (7.2), (7.5) and the decreasing nature off defmed by 
(7.3) one has 
1 
y’ =f (tp) 
1 
<fo= 
1 + 2rb(p) + r2 
l-r2 ’ 
where b(p) = cos(n/@ + 1)). Thus (*) holds for V if 
2 1 + 2rb(p) + r2 
1 -r2 
< p + (p - 2)r2 
. 1-r’ ’ 
This may be written as 
qJr)s(p-4)r2-44b(p)r+(p-2)>0. (7.16) 
It is easily checked that qp(r) > 0 for any 0 < r < 1 provided that p 2 5, 
completing the proof. m 
Observe that solving (7.16) when p = 3 or 4 shows that (*) holds for V 
for p=3 if OGr(0.318 (approximately), and forp=4 if OGrC0.618 
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(approximately). These bounds are fairly close to the previously mentioned 
values of 0.351 and 0.7 reported by Fomby and Hill. 
For contracting towards the mean, the following result obtains: 
THEOREM 7.3. Let V be given by (7.15), let 4p = sp{o} and suppose 
~25. Then (*)holdsforZforanyO<r< 1. 
Proof: Let A = (1 - r*)Z. As in the proof of Theorem 6.2 one finds 
from explicit calculations that the quantities R, and T, of (3.1) satisfy 
T,<R,<R,<T, for anyp>4 and O<r< 1. Thus ifI(p,r)denotes the 
maximum eigenvalue of A one has 
(1 - r)* 1 P ’ 
so that (*) holds for 2: provided that twice the right-hand side above is less 
than tr(A). After some simplifications this inequality may be written as 
(p--7f+)r2+ (2-$)r+p-5++->O. (7*17) 
It is simple to check that (7.17) holds for all p ) 5, proving the theorem. 1 
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