Abstract. In Wavelength Division Multiplexing (WDM) networks, the huge capacity of wavelength channels is generally much larger than the bandwidth requirement of individual traffic streams from network users. Traffic grooming techniques aggregate low-bandwidth traffic streams onto high-bandwidth wavelength channels. In this paper, we study the optimization problem of grooming the static traffic in mesh Synchronous Optical Network (SONET) over WDM networks. The problem is formulated as a constrained integer linear programming problem and an innovative optimization objective is developed as network profit optimization. The routing cost in the SONET and WDM layers as well as the revenue generated by accepting SONET traffic demands are modelled. Through the optimization process, SONET traffic demands will be selectively accepted based on the profit (i.e., the excess of revenue over network cost) they generate. Considering the complexity of the network optimization problem, a decomposition approach using Lagrangian relaxation is proposed. The overall relaxed dual problem is decomposed into routing and wavelength assignment and SONET traffic routing sub-problems. The subgradient approach is used to optimize the derived dual function by updating the Lagrange multipliers. To generate a feasible network routing scheme, a heuristic algorithm is proposed based on the dual solution. A systematic approach to obtain theoretical performance bounds is presented for an arbitrary topology mesh network. This is the first time that such theoretical performance bounds are obtained for SONET traffic grooming in mesh topology networks. The optimization results of sample networks indicate that the proposed algorithm achieves good sub-optimal solutions. Finally, the influence of various network parameters is studied.
Introduction
The design of wavelength-routed Wavelength Division Multiplexing (WDM) networks employs a two-step approach [1] . In the first step, a virtual topology is designed for traffic that is directly carried over lightpaths [2, 3] and each traffic flow is routed onto the designed virtual topology. In this paper, we study the SONET-over-WDM architecture, so the electrical domain traffic is Time Division Multiplexing (TDM) based. may change wavelength along its route. The second step is called Routing and Wavelength Assignment (RWA) in the literature. Such twostep approaches were effective for early-deployed WDM networks, because at that time RWA was independent of the virtual topology design. Although two-step approaches reduce the complexity of design and optimization, they do not yield the best network resource utilization.
Integrated design approaches are required to improve the network resource utilization. This is of particular interest to the new generation WDM networks, e.g., WDM networks consisting of network elements (nodes) capable of manipulating SONET traffic. Such new nodes integrate switching and add-drop multiplexing in the optical domain with SONET traffic multiplexing, de-multiplexing, and grooming in the electrical domain [4, 5] . Grooming means the aggregation of low bandwidth SONET connections onto high bandwidth lightpaths.
As an integrated design approach, SONET traffic grooming in WDM networks has received considerable attention recently [4] [5] [6] [7] [8] [9] [10] [11] [12] . Traffic grooming consists of four sub-problems, which are not necessarily independent: (1) determining the virtual topology of lightpaths over a fibre network; (2) routing SONET traffic onto the virtual topology; (3) routing the lightpaths over the fibre network; and (4) performing wavelength assignments to the lightpaths. Traffic grooming is studied for two scenarios, i.e., static network planning and dynamic network operation. Static traffic patterns are used in network planning, which means all SONET traffic requests are given in advance. The design and optimization method proposed in this paper is for network planning. In the network operational stage, SONET traffic requests arrive one after another. The best effort has to be made to provide service to as many traffic requests as possible with given network resources [4, [13] [14] [15] [16] [17] [18] , but solutions must also be provided for various issues, such as the capacity fairness issue [19] and reconfiguring wavelength assignments for new traffic patterns [20] .
The majority of research on traffic grooming in SONET-over-WDM networks is based on the ring topology because of its relevance to the established SONET networks and its simplicity in analysis [9, [21] [22] [23] [24] [25] [26] [27] [28] . Different traffic models (e.g., uniform or arbitrary distribution, all-to-all or allto-one, distance dependent, etc.), network architectures (e.g., uni-directional or bi-directional rings, no hub, single or multiple hubs, etc.) and switching capability (i.e., whether traffic can be switched over from one WC to another) have been extensively studied. A number of heuristic algorithms were proposed and theoretical bounds on performance were discovered for ring networks [8, 29, 30] . Theoretical bounds were also discovered for other regular topologies such as the star or tree topology [31, 32] . However, emerging SONET-over-WDM networks are increasingly deployed using the mesh topology due to its unprecedented efficiency [33] . Traffic grooming for the mesh topology is very challenging and only a few recent publications reported such research [10, 16, [34] [35] [36] [37] [38] [39] [40] [41] [42] . Although heuristic algorithms have been proposed and the efficiency of the heuristics has been demonstrated for a practical scale network [34] , it is still an open issue as to how close the results obtained from the heuristics are to the optimal results, i.e., what is the theoretical bound of the performance metrics. So far no theoretical performance bound is available yet [43] . Thus, we have conducted our research on the mesh topology, and one of our contributions in this paper is the systematic approach to obtain the theoretical performance bounds for any mesh topology and algorithms will be proposed to achieve this performance objective.
The traffic grooming problem is NP-complete, and the numbers of variables and equations increase drastically with the number of nodes and links in a network. Thus, the traffic grooming problem requires dramatic amounts of time to solve for large networks. For practical scale networks, the traffic grooming problem formulated as the Integer Linear Programming (ILP) cannot be directly solved by ILP solver package software such as CPLEX [44] . Even for a small sample network of six nodes and eight links, CPLEX cannot compute the optimal solution due to high computational complexity, and the result presented in [34] is actually a sub-optimal solution by terminating the optimization process after a period of computational time. The optimization method we will propose in this paper can achieve better results for the same network within reasonable computational time. Such results will be presented in Section 6 in this paper and compared with the reported results obtained with CPLEX. Our method has the potential for solving large-scale traffic grooming problems.
Most previous studies were conducted based on the assumption that all traffic requests should be accepted and tried to directly or indirectly minimize the network cost [23, 24, 45] . Simply accepting all traffic requests is not a practical approach. Network cost optimization needs to be related to the revenue generated by accepting traffic demands. Although the optimization objective used in [34] modelled the revenue as the weighted network throughput, the cost for accepting traffic demands is not considered. As a result, maximizing the weighted network throughput does not mean the real profit is maximized, because the profit is the excess of revenue over cost. Multi-objective optimization was applied to the traffic grooming problem in [46] , where maximizing traffic throughput and minimizing the number of transceivers or lightpaths are modelled as two competing objectives. However, their relation to the network profit are not revealed. A new optimization objective will be proposed in this paper, which contains terms including both the revenue and cost, thus the potential profit generated by accommodating traffic demands can be optimized. The new optimization objective will be elaborated in Section 2.
Lagrangian Relaxation (LR) and subgradient methods have been successfully employed to solve the RWA problem [47] [48] [49] . Compared to the exponential complexity of CPLEX, LR and subgradient methods have polynomial complexity as long as the solution to all the sub-problems of the relaxed dual problem is polynomial, thus can be used to solve the RWA problem for fairly large networks. Theoretical bounds are generated, and at the same time, feasible solutions satisfying constraints are obtained [50] . A Lagrangian-based heuristic algorithm was proposed for traffic grooming in WDM networks [51] . However, the physical topology was not considered, so the constraints from the physical configuration were neglected. Essentially, the problem has been simplified to a virtual topology design problem, which as discussed early on, does not necessarily result in the best network utilization when separately solved with the RWA problem.
In this paper, we study the design and optimization problem of traffic grooming in mesh SONETover-WDM networks. An innovative optimization objective is proposed to consider both the revenue generated by accepting traffic demands and the actual network resource cost for providing services to the accepted traffic demands. The profit is maximized as opposed to either minimizing network cost or maximizing network throughput in other studies. An LR-based optimization method is presented to solve the network profit maximization problem for SONET-over-WDM networks. Theoretical bounds are derived for the optimization problem. A systematic approach is developed to obtain theoretical bounds as well as feasible solutions, which provide acceptable sub-optimal results. Such optimization approach is generic and may be applied to arbitrary topologies. This paper is organized as follows. In Section 2, the network profit optimization objective is presented for SONET traffic grooming in mesh wavelengthrouted WDM networks. In Section 3, the network model and assumptions are introduced. Then, the problem is formally formulated in Section 4. A solution based on LR and subgradient methods is proposed in Section 5. The numerical results are presented with comparisons to published results in Section 6. Section 7 contains the conclusions.
Design and Optimization Objective
Two types of optimization problems have been studied for traffic grooming under static traffic patterns. The first optimization type is to minimize network cost [21, 28] . In minimizing network cost, a given static traffic matrix is completely satisfied and the optimization objective is to use minimal network resources to provide services to all traffic demands. Fundamentally, minimizing network cost is to allocate network resources to match a given set of traffic demands. Various cost functions are adopted, e.g., [7, 28] . For example, the total number of lightpaths is used as a cost function [7] , which represents the total cost of transmitters and receivers, as well as wavelength switching fabric. Another cost function is the total capacity of SONET switches [7] , which represents the cost of electrical multiplexing, de-multiplexing and switching, and indirectly represents the cost of transmitters and receivers. Similarly, the maximum number of lightpaths terminating/originating at a node serves as another cost function, which reflects the cost of transmitters and receivers, as well as the cost of SONET switches.
The second optimization type is to maximize network throughput [34] . In maximizing network throughput, a given network has such limited resources that not all given traffic demands can be accepted, and therefore the optimization objective is to maximize the total traffic that is carried by the network. Essentially, to maximize network throughput is to prioritize traffic demands based on how efficient the traffic demands can be provisioned and only the traffic demands that most efficiently use network resources are accepted. Maximizing the total network throughput implicitly evaluates the efficiency of traffic flow provisioning. A variation of maximizing network throughput is network revenue optimization, where the network revenue is modelled as a weighted network throughput [34] , or based on service differentiation for lightpath protection [52] . Since for a given network, the total network cost is fixed, maximal network revenue will lead to maximal network profit. However, it is difficult to study the impact of network cost factors to the overall network profit, because the network cost factors are not explicitly modelled. In maximizing network throughput, it is still unknown whether providing service to a certain traffic demand is profitable or not. The reason is that an arbitrarily selected network configuration will unlikely match a given traffic matrix and such miss-matching has two negative impacts. In some cases, non-profitable traffic demands are accepted because the given network resources are abundant. It is also possible that potential profitable traffic demands cannot be accepted because the given network resources are less than necessary. By adding small amounts of network resources with relatively low cost, the potential profitable traffic can be actually accepted to generate profit. Unfortunately, the network throughput optimization does not provide clues for improving network configurations, i.e., no guide is provided for adding network resources.
The ultimate goal for minimizing network cost and maximizing network throughput is to maximize network profit. Optimizing either network cost or network throughput separately cannot achieve the goal. For example, in the network cost minimization, the assumption that all traffic demands should be satisfied is questionable with respect to the profit objective. Some traffic demands may be costly and no efficient provisioning plan exists for them. To provide service to them is an excessive burden to the whole network, and the revenue generated from them cannot recover the provisioning cost. Such non-profitable traffic demands should be rejected instead of being accepted regardless of the provisioning cost. On the other hand, network throughput optimization may not achieve the profit objective, either, because the implicit evaluation for the network resource utilization of traffic demands may not reflect the cost factor. So far, no study has been reported to link the minimizing network cost and maximizing network throughput so that network profit can be maximized.
In this paper, we propose a model for network profit, which bridges the gap between the minimizing network cost and maximizing network throughput. We assume two factors are defined first: the predicted traffic matrix and the expected revenue for each traffic demand. The predicted traffic matrix is defined in the form of traffic demands between node pairs. The expected revenue for a traffic demand is the estimated charge for providing service to the traffic demand. Using static network planning, every traffic demand can be identified whether it is profitable or not. Profitable traffic demands will be accepted and an optimized provisioning plan will be arranged.
The following are some notes on our design and optimization objective:
1. Representation of the revenue generated by a traffic demand: In order to incorporate the revenue factor into the network cost function, we will use the revenue penalty for rejecting a traffic demand. The amount of revenue penalty is the same as the amount of revenue the traffic demand will generate if it is accepted. With this modification, the actual optimization objective will be to minimize the summation of the revenue penalty and the total network cost. This objective is in fact minimizing the profit loss, which is equivalent to maximizing profit. For the total network cost, a direct measurement of network cost needs to be used as opposed to any of the previously used indirect cost functions. This is because the network cost has to be measured by a monetary value and will be added to the revenue penalty. This paper adopts a virtual unit for cost, revenue and profit, which is proportional to the dollar unit. 2. Handling non-profitable traffic demand: If the profit situation for a traffic demand is marginal, i.e., close to break-even, it may be re-considered. This can be done by adjusting the estimated charge after the first round of network planning, when the overall situation of the network becomes clearer than at the beginning. Hence the charge can be estimated more accurately. 3. Limiting network capacity: Because of the extremely high complexity associated with the integrated design of SONET-over-WDM networks, we simplify the problem by fixing the network capacity. The network capacity is set to a limited level such that not all traffic demands can be accommodated. After the LR-based optimization, a subset of traffic demands will be identified as high profitable traffic. A series of trials will then be made by adjusting the network capacity, i.e., by adjusting the number of transmitters, receivers and wavelength converters at some selected nodes, and the number of WCs in each fibre. The results will be presented in Section 6. 4. Difference between identifying the profit situation of a traffic demand in the static network planning and in the dynamic network operational stage: The philosophy we use to create the new design and optimization objective is that no such traffic demand should be accepted when it is known to be non-profitable before the network is built. However, after the network is built and all network resources are deployed, the dynamic network operational stage should adopt a different strategy for accepting or rejecting traffic demands. This is because the objective is changed to generate as much revenue as possible with existing network resources. How to utilize spare network resource is beyond the scope of this paper.
Network Model and Assumptions
The network model used in this paper consists of integrated SONET-over-WDM nodes as shown in Fig. 1 . In the optical domain, WCs in the input fibres are de-multiplexed and then switched to either receivers for optical-to-electrical conversion, or wavelength converters, or output fibres. All the transmitters and receivers are tuneable to any wavelength used in the network. If there is any wavelength converter (some nodes may not have any such wavelength converter at all), it would operate at the full wavelength range, i.e., it can convert any input wavelength to any output wavelength. The formulation of the wavelength converter structure can be found in [47] . The transmitters, receivers and wavelength converters are assumed to be set up in a share-per-node structure, so that the least number of such components is required to achieve the same performance [53] . In addition, we make the following assumptions:
2. In the SONET layer, the switching fabric has unlimited multiplexing, de-multiplexing and time slot exchanging capability. Therefore, each input wavelength can be converted into any possible output wavelength if a wavelength converter is available. 6. A traffic demand must be handled as its entirety, and cannot be split. 7. All nodes are equipped with wavelength switching capability. However, the SONET switching capability is optional. When SONET switching is not available at a node, we set the number of transmitters and receivers at that node to zero. 8. We assume all fibres use the same number of wavelengths and denoted as W.
Problem Formulation

Notations
The following notations are used in the rest of the paper. For better understanding the notations, we organize them into three categories:
Optical transmission domain: 
Formulation of the Optimization Objective and Constraints
As discussed before, our objective function is to minimize the profit loss, which is equivalent to maximize the profit. We can see objective function contains composed of three parts: the first summation is the penalty of rejecting traffic demands; the second summation is the cost associated with the electrical domain for routing traffic demands; and the third summation is the cost associated with the optical domain for setting up lightpaths.
Objective Function:
Constraints:
The constraints are organized into two parts.
(A) Relation between lightpaths and the optical transmission network There are five constraints to be considered:
• Lightpath flow continuity constraint: Lightpath continuity means every lightpath has to be continuous from source to destination. Thus, the balance of entering and exiting lightpaths at all intermediate nodes does not change. Only at the source and destination nodes, the lightpath adds the number of entering and exiting lightpaths by one, respectively. So, we have
• Wavelength conversion constraint: A wavelength converter at an intermediate node j is used only when different wavelengths are assigned to the lightpath s sdn for the incoming and outgoing WCs at node j.
• WC capacity constraint: This constraints stipulate that no more than one lightpath may be routed through a WC in either direction.
• Wavelength converter capacity constraint:
The number of converters used in one node cannot exceed the number of available converters, because of the share-per-node wavelength converter configuration (Fig. 1) .
• Transmitter and receiver capacity constraint: The total number of transmitters and receivers used on a node cannot exceed the corresponding number of transmitters and receivers installed on this node.
The parameters T i , R i represent, respectively, the number of transmitters and receivers on switch i. Constraints (1e) and (1f) confine that at most (B) Relation between traffic flows and lightpaths
There are two such constraints:
• Traffic flow continuity constraint: The explanation of these constraints is similar to the lightpath flow continuity constraints (1a).
• Lightpath capacity constraint: The total traffic being routed through a lightpath should be less than the capacity of the lightpath.
5 Solution Method and Analysis
Overview of the Solution Framework
The traffic grooming problem is comprised of the RWA (routing and wavelength assignment) and the electrical traffic routing sub-problems, which are very complicated by themselves and closely coupled to each other. It is thus very difficult to obtain a good solution considering both sub-problems at the same time. We shall apply the LR method to decouple and solve the two sub-problems independently. Similar to the pricing concept in the marketplace, the LR method can replace "hard" coupling constraints by "soft" prices for the use of resources [50] . In the traffic grooming problem, lightpath capacity is the primary constraint, because it should be less than the capacity of a WC and on the other hand, more than the aggregated traffic onto it. The Lagrange multipliers in the LR method will serve as the "prices" for lightpaths to use optical transmission resources, and the "prices" for traffic to use the lightpaths. The multipliers are updated iteratively to reflect eventually the criticality of the resources. The integration of the RWA and electrical traffic routing sub-problems will be realized by adjusting the multipliers at the outer loop, and the two problems are solved independently as inner problems. This solution framework greatly simplifies the solution method without losing the consideration of the interaction of the two sub-problems. Note that our approach is different from other approaches which, while separating the RWA and electrical traffic routing sub-problems for simplicity, lose the interaction between the two sub-problems. In our solution method, although the two sub-problems are separated in solving the inner problem, they are always associated in the outer loop.
In our LR framework, some constraints of the original optimization problem (1) (i.e., the primal problem) are relaxed and a dual problem is created by using Lagrange multipliers. The derived dual problem is then decomposed into independent RWA and electrical traffic routing sub-problems, and solved independently by the Revised Minimum Cost Lightpath (RMC-SLP) and the Revised Shortest Path Algorithm (RSPA). The optimal solution to the dual problem is a lower bound for the primal problem [50] . Since in transforming the original optimization problem into the dual problem, some constraints are relaxed, the solution to the dual problem is generally an infeasible solution to the primal problem, which mean some constraints are violated. We therefore propose a heuristic algorithm to obtain a feasible solution based on the dual solution. The subgradient method [50] will be used in updating Lagrange multipliers. Solving the sub-problems becomes the inner process with regard to updating the multipliers, which can be thought of as an outer loop process. The overall structure of the algorithm will be given in Section 5.6.
Application of the LR (Lagrangian Relaxation) Method
According to the LR method, we should relax the WC capacity constraint (1c), converter capacity constraint (1d), transmitter capacity constraint (1e) and lightpath capacity constraint (1h), by introducing Lagrange multipliers ζ i jc , λ j , η s and κ sdn , respectively. This leads to the following Lagrangian dual problem, denoted as DP.
subject to the constraints (1a), (1b), (1f) and (1g). After regrouping the relevant terms, our DP can be written as:
Because the last three terms are independent of the decision variables, the problem can be simplified as:
which is referred to as RP (the Relaxed Problem). By using the fact that
, and using constraint (1a), we can rewrite the problem RP as:
where
In this step, we can see that Equation (5) consists of two independent parts. The first minimization is over the variables in the optical domain (A, , Φ), while the second minimization is over the variables in the electrical domain (Y, Γ ). This important feature leads to the separation of the sub-problems to be solved below.
Solving the Sub-Problems
The Decomposition of the Dual Problem
Since the first and second summations in Equation (5) are independent of each other, we can separate the problem into two independent subproblem sets: a set of RWA sub-problems, one for each lightpath; a set of electrical traffic routing sub-problems, one for each traffic demand.
(A) RWA Sub-problems (RWAS): Considering the optical domain subproblems in Equation (5) 
The Solution to the Sub-Problems
The total number of sub-problems is |A| + |Y |, where | · | denotes the number of elements in the set. The optimal solutions for RWAS and ETRS may be obtained separately by applying RMC-SLP and RSPA, respectively.
(A) RMCSLP: Intuitively, the lightpath s sdn can be thought of as a "broker" in the dual problem, which "negotiates" between cost and "offer". The cost of the lightpath s sdn is min sdn ,Φ sdn {Q sdn }, which reflects the criticality of the physical resources that the lightpath uses. The more critical the resources that the lightpath uses are, the higher cost the lightpath has. The "offer" from the electrical traffic demands is Cκ sdn , which reflects the "intention" of the electrical traffic demands to use the lightpath. The acceptance decision of the lightpath is based on whether the lightpath is "profitable". In this way, the RWAS and ETRS sub-problems are linked to each other.
We can see from the expression of Q sdn that the first two summations assume the same form as the well-known problem that has been solved optimally by the MCSLP [54] , which is essentially a shortest path algorithm. 
tie is broken arbitrarily. The computational complexity of the RSPA algorithm is dominated by step B.1. Since there are altogether |Γ | sub-problems in the sub-problem ETRS and the computational complexity for the SPA is O |M| 2 N 2 . so the computational complexity to solve the sub-problem TRS is O |Γ | |M| 2 N 2 .
Solving the Dual Problem
Because of the integer variables involved in the formulation, the subgradient method [50] can be used to solve the dual problem.
Let ζ , λ, η, κ be the vectors of Lagrange multipliers {ζ i jc }, {λ i }, {η s } and {κ sdn }, respectively.
The multiplier vector z = (ζ, λ, η, κ) are updated using the following formula:
where z (h) denotes the value of vectors z obtained at the hth iteration, and α (h) denotes the step size at the hth iteration. The notation g(z) is the subgradient of q with respect to z, i.e.
and g sdn (κ), respectively, where
The step size is given by
where q U is an estimate of the optimal solution, and q (h) is the value of q at the hth iteration. Generally, the best value of the objective function J of the feasible routings obtained is used to be q U . The parameters µ and q U are changed adaptively as the algorithm converges. The details of the methods to speed up the convergence can be found in [55, 56] .
Constructing a Feasible RWA and Routing Scheme
Because some of the constraints are relaxed by the Lagrange multipliers, the solution to the dual problem is usually associated with an infeasible routing scheme, i.e., a scheme where the WC capacity constraint (1c), the converter capacity constraint (1d), the transmitter capacity constraint (1e) and the lightpath capacity constraint (1h) might be violated.
Note that other constraints will be respected because of the way sub-problems of (5) are solved. To construct a feasible RWA and a routing scheme from the solution to the dual problem, a heuristic algorithm has to be employed to decide how to re-route the collided lightpaths and corresponding traffic demands. The main idea of the heuristic algorithm is to select the less profitable lightpaths and traffics to detour through other paths, or to reject them, when there are conflicts. The whole heuristic algorithm can be described in the following steps: In the RWA Step, the routing and wavelength assignment of the lightpaths is decided (i.e., variables in A, , Φ are determined). Based on the result from this step, the virtual topology is formed by the lightpaths connecting the nodes. In the Routing Step, the routing of the traffic demands over the virtual topology (i.e., variables in Γ , Y are determined). To minimize the computation time, we separate the heuristic algorithm of the Routing Step into two stages. In the first stage (rough search stage), a rough search of the feasible routing scheme is launched. Only if the result obtained in the first stage is within a certain range (l > 0) from the best result obtained (J * ), that the second stage, i.e., the extensive search (extensive search stage), is launched to search for a good routing scheme, based on the result from the dual solution and the virtual topology formed in RWA Step. In our current implementation, we chose l = 0.05. To decide which lightpath should be deployed first, we define the rank r sdn = L sd − Q sdn for all the lightpaths, where Q sdn represents the dual cost of the sub-problem corresponding to s sdn (see Section 5.3), and L sd = 0<n≤N sd t sdn B.1) represent the "revenue" from the left traffic load between (s, d). At the beginning of the heuristic algorithm, L sd is set to be the total traffic going from nodes s to d in the dual problem solution. If the lightpath s sdn is deployed, L sd is decreased by m × C. If L sd is less than 0, then L sd will be set to 0. In our implementation, m = 0.8. The lightpath with the highest rank r sdn is deployed first, and the tie is broken arbitrarily.
The heuristic algorithm to search for a feasible RWA for a lightpath is the same as MEWA in [56] , and is omitted here for simplicity.
In the Check solvency stage, the lightpaths that have a higher cost (D sdn ) than the revenue (Pt sdn ) are deleted (set α sdn = 0) to minimize the overall objective function value. The traffic demands that are routed through those lightpaths are set to the rejected status (ν pqz sdn = 0), and rerouted again using Rough Search Algorithm to see if there might be some other viable route.
After the lightpaths are deployed, the traffic demand should be routed through the virtual topology formed by the lightpaths. In the rough search stage, we simply route the traffic demands with a lower hop numbers in the dual solution. In the extensive search stage, a search algorithm employing the Lagrangian relaxation and the subgradient method is launched. Again, the detailed algorithms for the rough search stage and the extensive search stage can be found in the appendices. Fig. 2 depicts the overall structure of the algorithm to solve the problem proposed in Section 4. We first solve the sub-problems independently using the RMCSLP and RSPA algorithms (Section 5.3). Note that solving all the sub-problems is to solve the dual problem (Section 5.2). After the solution for the dual problem is obtained, a heuristic algorithm (Section 5.5) is used to generate a feasible solution based on the solution for the dual problem. If the stopping criterion is not reached, the Lagrange multipliers are updated (Section 5.4), and another iteration of computation is launched. There are various criteria that can be used to terminate the algorithm, such as the duality gap [56] , the number of iterations, the time of computation and the objective function value, etc. In the current implementation, we stop the algorithm when the duality gap does not decrease for 1000 iterations. The value of the objective function J of any feasible routing scheme obtained is an upper bound on the optimal objective J * . The value of the dual function q * , on the other hand, is a lower bound on J * [50] .
Overall Structure of the Algorithm
Numerical Results
To test the performance of our algorithm, we use the 14-node NSFNET topology as shown in Fig. 3 . The randomly generated traffic demands are shown in Table 1 where the horizontal and vertical indexes are the source and destination nodes, respectively. Specifically, the number on the ith row and the jth column represents the number of traffic demands of specific types from node i to j. The total traffic is equivalent 1880 times of an OC-1 SONET traffic stream (i.e., 1880 * 51.84 Mbps = 97.46 Gbps). Since OC-48 traffic is the well-studied RWA problem [48] , and we can reuse the results, we need only to use the lower bandwidth traffic to study the traffic grooming behaviour of the algorithm.
We set all penalty coefficients P pqz 's to 1. This means the potential revenue generated by accepting a traffic demand is proportional to its bandwidth requirement. We will demonstrate the influence of different P pqz values reflecting different pricing policy at the end of this section. We also set the transmitter cost t i and the receiver cost r i to the same value and refer to it as the transceiver cost. To simplify the simulation, we assume all fibres have the same number of wavelength (W ) and all nodes have the same number of converters (
and c i ) are obtained. To study the influence on the network behaviour from different parameters in the optical domain, we first study the cases with V pqz = 0, i.e., ignoring the electrical routing cost. Then we study the cases with various V pqz values with the electrical routing cost. Fig. 4 reflects the changes of primal value J and the dual value (i.e., bound) q with respect to the number of wavelength channels on a fibre Fig. 4 . We can see from Fig. 4 that as W increases, J and q decrease. However, when W reaches a certain value (4 in this case), J cannot be further improved by increasing W . It indicates that when a certain number of resources are installed, no further profit can be achieved by installing more resources. This is because when the resources (fibres, transceivers and wavelength converters) are abundant, J is limited by the resource cost, instead of the amount of resources. Most of the results can be obtained in two hours on a personal computer configured with 1.4 GHz Intel CPU, 512MB RAM and Windows XP operating system.
In Fig. 5 and 6, we can see that as the cost of transceivers (t i or r i ) and the cost of a WC (d i jc ) increase, the objective value J increases almost linearly. In Fig. 5 , we can see that as t i and r i reach a certain value (11 in this case), because the cost of setting up the lightpaths is so high that most traffic demands are rejected, J stays close to 1880, which is the penalty value for rejecting all the traffic demands (the total bandwidth of the traffic is OC-1880 and P pqz = 1). However, J cannot become worse when t i and r i increase more. The abnormal increase of J when t i (or r i ) goes from 8 to 10 maybe is because of the imperfection of the heuristic algorithm in our framework. The similar phenomenon is observed in Fig. 6 . Fig. 7 shows the influence of d i jc on the average hop number of the lightpaths. When the cost of a WC increases, the hop number of a lightpath tends to be lower. We can see from Fig. 7 that as d i jc increases, the average hop number of the lightpaths decreases, until it reaches the minimum hop number (i.e., 1). Due to the randomness of the heuristic algorithm in our framework, the curve is not very smooth. Fig. 8 shows the influence of the OC-3 traffic's penalty coefficient (P pqz ) on the percentage of the rejected OC-3 traffic, while the P pqz value for the OC-1 and OC-12 traffic remains 1. We show in Fig. 8 that as P pqz increases, the percentage of OC-3 traffic demands rejected decreases. This is because as the revenue of OC-3 traffic increases (i.e., P pqz goes higher), it is more likely for the network to gain profit to route OC-3 traffic rather than other traffic (e.g., OC-1 and OC-12). Also, as the revenue goes higher, it is more likely to set up profitable lightpaths. After P pqz reaches a certain value, the majority of the OC-3 traffic demands are accepted, and there are still some residual OC-3 traffic demands that need some expensive lightpaths to be set up, which might not be profitable, if the P pqz is not high enough.
We have also extensively studied the benefit of using wavelength converters. Some of the results under different parameters are listed in Table 2 . Table 2 attempts to demonstrate how F i influences J . We can see that the benefit on J of having wavelength converters is marginal, even if we assume that the wavelength converter is free, by setting the cost of wavelength converters (c i ) to 0. The cases with wavelength conversion capacity (F i ) larger than 1 are not listed in Table 2 , because we do not observe any improvement by setting F i to values larger than 1. This observation is in accordance with the results obtained in [48] , which concludes that F i does not have significant influence on the total RWA cost in the optical domain.
Special Case
When we set all the costs for the lightpath routing, i.e., r i , t i , d i jc , and c i , to 0, and set the F i to 0. The problem we solve is exactly the same as the multi-hop case studied in [34] .
To have a fair comparison with the existing algorithm, we used the same six-node network and same traffic matrix used in [34] . The topology and the traffic matrices are shown in Fig. 9 , and Table 3 , respectively.
The comparison between the results provided in [34] and our algorithm is shown in Table 4 . Results are numbers of equivalent OC-1 bandwidth routed by different algorithms. We can see that the amount of traffic that can be routed by our algorithm is much more than either of the heuristic algorithms provided in [34] , and in most cases, is even better than the result generated from the CPLEX software. This proves that the results from CPLEX in [34] are not optimal, because after a period of time, the CPLEX computation was terminated and the optimal value was not yet found.
Conclusions
Traffic grooming in SONET-over-WDM networks involves the routing of individual low-bandwidth traffic demands in the SONET layer and the routing of lightpaths in the WDM layer. Although the integrated design of both layers offers better results than the two-step design for the two layers, the optimization problem is very complex and thus solving the optimization problem is challenging. By relaxing some of the constraints, we are able to solve the problem by using Lagrangian-relaxation technique and subgradient methods. The overall dual function is decomposed into two sets of sub-problems that are solved independently. An effective heuristic algorithm is also proposed to generate the feasible result based on the 0  1  1  1  0  0  1  0  1  1  0  2  0  1  0  2  1  0  2  0  2  0  2  0  1  2  0  2  0  1  1  1  2  2  2  0 solution to the dual problem. The decomposition of the dual function into sub-problems, simplifies the inner problem solution. The outer problem is solved by applying the subgradient method. As a special case of our formulation, the comparison between our results and some other research shows the high effectiveness of our algorithm. Besides the contribution of solving the trafficgrooming problem by the Lagrangian-relaxation and subgradient methods, we propose a novel objective function taking into account the rejection penalty, the routing cost associated with the electrical and optical domains. By optimising this cost function, the potential profit of network operation is maximized. Compared to other formulation accepting traffic demands without considering the network cost, we have adjusted our objective to accept only the most profitable The dual solution is thus obtained by solving all the sub-problems. The lightpath constraint (1 h) are relaxed in the dual problem, so that the solution to the dual problem is generally not feasible. To obtain the feasible result, we can simply apply the same Rough Search Algorithm.
Subgradient method is used to maximize the dual solution.
The multiplier vector ω is updated using the following formula:
where ω (i) denote the value of vectors ω obtained at the ith iteration, and β (i) denote the step size at the ith iteration. 
where p U is an estimate of the optimal solution, and p (i) is the value of p at the ith iteration. Generally, the best value of the objective function of the feasible routings obtained is used to be p U . The adaptation of the parameters in the algorithm is the same as Section 5.2.
Here in current implementation, we terminate the Extensive Search Stage after 2000 iterations.
