Abstract: In geology and daily life, kinetics and dynamics of particle (including crystal, droplet, and bubble) dissolution or growth in a liquid are a large class of often-encountered problems. The growth or dissolution of bubbles and drops are usually controlled by mass transfer, whereas the growth or dissolution of crystals may be controlled either by mass or heat transfer or by interface reaction. In this paper, recent advances in kinetics and dynamics of particle dissolution or growth controlled by mass transfer are reviewed, focusing on quantitative prediction models. Mass-transfer-controlled growth or dissolution can be further distinguished as diffusive (non-convective) or convective. For both types of particle dissolution or growth, approximate models are available for not only a single particle, but also multiple particles. These models have no free parameters. Hence, dissolution or growth rates can be calculated as long as the relevant physical and chemical properties are known, including: diffusivity in the liquid, viscosity of the liquid, and saturation condition between the particle and the liquid.
Introduction
Thermodynamics deals with the equilibrium state, and kinetics treats the mechanism and rate to reach the equilibrium state. For many geological systems, the thermodynamics has been studied for a long time and is understood fairly well, but the kinetics is not. Examples include processes such as magma crystallization upon cooling, magma degassing upon decompression, and liquid immiscibility.
Thermodynamics of magma crystallization has been investigated for about 100 years (at least from Bowen, 1914) , and it is now possible to predict (with increasingly high accuracy) the crystallization temperature and sequence (e.g., MELTS program, Ghiorso et al., 2002) . On the other hand, experimental mineral growth and dissolution rates have only been studied for about 30 years (e.g., Watson, 1982) , and quantification and prediction of mineral dissolution rates in silicate melts became available only recently (e.g., Zhang et al., 1989; Kerr, 1995; Liang, 1999 Liang, , 2000 Chen & Zhang, 2008 , 2009 .
The thermodynamics of magma degassing (the solubility of H 2 O in natural silicate melts), a critical aspect in explosive volcanic eruptions, has been investigated for a long time (e.g., Goranson, 1938; Tuttle & Bowen, 1958; Shaw, 1963) , whereas the kinetics and dynamics of magma degassing (bubble nucleation and growth in oversaturated melts) have only been quantitatively modeled and experimentally studied in the last 20 years (Proussevitch et al., 1993; Huwitz & Navon, 1994; Lyakhovsky et al., 1996; Navon et al., 1998; Proussevitch & Sahagian, 1998; Gardner et al., 1999 Gardner et al., , 2000 Liu & Zhang, 2000; Blower et al., 2002; Gardner & Denis, 2004; Larsen & Gardner, 2004; Lensky et al., 2004; Gardner, 2007; Larsen, 2008) . Now bubble growth rates can be calculated from solubility, diffusivity and viscosity data in many instances without free fitting parameters, but bubble nucleation rates still rely on experiments.
A third example is immiscibility and separation of sulfide liquid or monosulfide solid solution from silicate melt, a key process in the formation of magmatic sulfide ore deposits. The equilibrium solubility of sulfide phases in silicate melt has been investigated extensively over the years (e.g., Naldrett, 1969; Haughton et al., 1974; Shima & Naldrett, 1975; Buchanan & Nolan, 1979; Carroll & Rutherford, 1987; Luhr, 1990; Peach & Mathez, 1993; Gaetani & Grove, 1997; Mavrogenes & O'Neill, 1999; Holzheid & Grove, 2002; O'Neill & Mavrogenes, 2002; Bockrath et al., 2004; Jugo et al., 2005a, and b; Moretti & Ottonello, 2005; Barnes, 2007; Liu et al., 2007; Kress et al., 2008; Moretti & Baker, 2008; Jugo, 2009; Li & Ripley, 2009; Baker & Moretti, 2011; Beermann et al., 2011; Botcharnikov et al., 2011) . On the other hand, the kinetics and dynamics of sulfide phase formation, growth, and sinking to form ore deposits have not been quantified yet (Holzheid, 2010 , dealt with the separation of sulfide melt droplets from silicate melt).
Many geological processes are non-equilibrium processes and hence the kinetics and dynamics can be critical in understanding them. For example, during gas-driven volcanic eruptions, bubble nucleation and growth kinetics plays a major role in the eruption dynamics before magma fragmentation. In igneous rocks, crystallization kinetics controls the extent of crystallization and the size of the crystals as a function of cooling rates. In champagne, kinetics of bubble nucleation and growth determine whether the bottle of champagne would erupt upon opening. In sulfide-bearing magmas, the kinetics and dynamics of sulfide phase formation and sinking likely control whether magmatic sulfide ores would form (Holzheid, 2010) .
Mineral/drop/bubble dissolution or growth all belong to a class of problems, which I will refer to as particle dissolution or growth in a liquid, where the ''particle'' can be either a crystal, a drop, or a bubble. This class of problems is often encountered in geology, engineering, and daily life. Furthermore, in daily life, there is a lot of kinetic ''fizzics'' in beer and champagne, including bubble nucleation, bubble growth, bubble coalescence, formation of a foam, and foam stability (e.g., Shafer & Zare, 1991; Liger-Belair, 2002; Zhang & Xu, 2008) . This paper reviews the kinetics and dynamics of particle growth or dissolution controlled by mass transfer.
Growth and dissolution occur because there is disequilibrium. Growth of a new phase means that the new phase is more stable, and vice versa. The disequilibrium condition can arise due to change in temperature, pressure or other conditions. For example, bubble growth often occurs when pressure decreases, e.g., due to magma ascent or opening of a bottle of champagne. Crystallization of a magma occurs when there is temperature decrease or water loss. Partial melting occurs when there is pressure decrease (at mid-ocean ridges), or addition of water (at subduction zones), or temperature increase.
In the general sense, when one phase grows, the other phase dissolves. That is, dissolution and growth are opposite processes involving similar principles. However, there can also be differences in treating them. The definition of dissolution means that both phases (different compositions) are already present, and no nucleation is needed. On the other hand, the term ''growth'' may have some ambiguity. It may mean either to start from a liquid phase without the new phase being present initially, in which case nucleation is the first step for crystal growth; it may also mean postnucleation growth. In this work, the term ''growth'' refers to post-nucleation growth. With this narrower definition of growth, drop and bubble growth can be treated using the same principles as drop and bubble dissolution, but crystal growth may still be slightly different from crystal dissolution in at least two aspects: (i) during crystal dissolution, the crystal composition essentially stays the same as the initial crystal composition (but see Zhang, 2008, pp. 382-387 for more details), but during crystal growth, the newly grown crystal composition depends on the interface melt composition, and (ii) when the degree of oversaturation is very high and diffusion is slow, there may be dendritic growth, but dendritic dissolution is not observed though dendritic partial melting has been reported and explained (Tsuchiyama & Takahashi, 1983; Zhang, 2008, pp. 361-362) . Hence, one needs to assess case by case whether crystal growth can be treated using crystal dissolution theory.
Controlling mechanisms of particle dissolution or growth
Mineral growth and dissolution may be controlled either by biological processes or inorganic processes. Examples of biological control include the formation and growth of calcium carbonate in corals, which often show ''vital'' effects due to the ability of organisms to alter the local environment (such as ionic concentrations). Biologically controlled growth or dissolution is not the subject of this work; only inorganic growth or dissolution is considered in this work.
In crystal growth or dissolution, two sequential steps are required. One is interface reaction, which is the attachment or detachment of atoms/ions to or from the crystal surface. It is expected that when solubility is small or when strong bonds must be broken, interface reaction is slow. Otherwise, it is rapid. The other is mass transport (or mass transfer) to and from the crystal surface. For crystal growth, nutrient (compatible) components must be transferred to the crystal surface, and incompatible components that pile up at the crystal surface must be transferred away. The lower limit of mass transfer (in the absence of convection) is controlled by diffusion. In aqueous solutions at room temperatures, the diffusion coefficients of most species are similar (of the order of 1 Â 10 À9 to 2 Â 10 À9 m 2 /s, Cussler, 1997, p. 112) . Because interface reaction and mass transfer are sequential steps during particle growth and dissolution, the slowest step (bottleneck) determines the overall rate. Hence, when solubility is small and bonds are strong, it is expected that interface reaction is slow and will control the dissolution since diffusion rates do not vary much. Berner (1978) summarized and interpreted literature data on mineral dissolution in aqueous solutions, and reinterpreted the data (Fig. 1) , consistent with this expectation. According to Fig. 1 , whether the dissolution of a mineral is 
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Y. Zhang eschweizerbart_xxx controlled by interface reaction or by mass transfer is influenced by two factors: one is solubility, and the other is bond strength. The higher the solubility, the more need for mass transfer, and hence the process is more likely controlled by mass transfer. On the other hand, the stronger the bond, the slower the interface reaction rate, and the process is more likely controlled by interface reaction. Hence, as shown in Fig. 1 , for minerals with high solubility and weak bonds, the dissolution is controlled by mass transport. Otherwise, it is controlled by interface reaction. Operationally, interface control means that the interface liquid composition is the same as the far-field composition, whereas transport control means that the interface liquid composition is roughly the saturation composition and different from the far-field composition (Zhang, 2008, p. 51) . If the interface liquid composition varies with time from the far-field composition to the saturation composition, then the process is controlled by both interface reaction and transport.
For bubble and drop dissolution or growth in water or in melt, the interface reaction rate is expected to be high because molecules in most liquid and gas can be removed or added without a significant energy barrier. Hence, although to the author's knowledge no one assessed the control mechanism of bubble and droplet growth or dissolution, it is generally assumed that mass transport controls the overall dissolution or growth rate in both aqueous solutions and in silicate melts (e.g., Epstein & Plesset, 1950; Scriven, 1959; Sparks, 1978; Proussevitch & Sahagian, 1998; Zhang, 2005) . The success of these models in predicting experimental data (see below) may be viewed as a verification that bubble and drop dissolution and growth are indeed controlled by mass transfer.
In magmatic systems, no systematic study on the control of mineral dissolution mechanism has been carried out. Earlier studies (e.g., Watson, 1982; Harrison & Watson, 1983) often implicitly assumed that mineral dissolution is mass transfer controlled. In non-convective systems, this means diffusion control. Zhang et al. (1989) analyzed numerically the role of interface reaction and diffusion for non-convective crystal dissolution. They found that as time increases, the dissolution gradually becomes diffusion controlled, and the time for crystal dissolution to become diffusion controlled depends on the ''reduced'' dissolution rate V a (dissolution rate at a fixed degree of undersaturation, e.g., interface melt concentration of zero), as well as the diffusivity, the initial degree of saturation, and the crystal composition. For the case of non-convective diopside dissolution, diffusion control is reached in less than 1 s. Although the parameter V a was not known for other minerals, Zhang et al. (1989) concluded that if the values of V a for other minerals are comparable to that for diopside (which needs more investigation), dissolution would be essentially diffusion controlled. Experiments of Zhang et al. (1989) and Chen & Zhang (2008 , 2009 ) demonstrate that non-convective olivine and clinopyroxene dissolution is controlled by diffusion rather than interface reaction. Morgan et al. (2006) showed that non-convective dissolution of plagioclase is controlled by diffusion.
There are also studies that indicate the interface melt composition depends on time during non-convective mineral dissolution in silicate melts, suggesting that the dissolution is controlled by both interface reaction and diffusion. Shaw (2000) showed that during quartz dissolution in basanite melt, SiO 2 concentration in the interface melt evolves from about 60 wt% at experimental heating time (t) ¼ 20 min to about 73 wt% at t ¼ 4.5 hr. Shaw (2004 Shaw ( , 2006 further showed that during quartz dissolution in CMAS melts, SiO 2 concentration in the interface melt also changes with time. Acosta-Vigil et al. (2002 studied dissolution of corundum, andalusite, albite and orthoclase in haplogranitic melts at 800 C and also found that the interface melt composition evolves from the initial melt composition gradually to the saturation melt composition. These studies indicate that the dissolution of some minerals is controlled by both interface reaction and mass transport. For dissolution of minerals in silicate melts, no case of pure interface control (meaning that the interface melt composition is the same as the far-field melt and stirring or convection would not enhance the dissolution rate; has been reported. It is possible that stronger bonds in the crystals mean that interface reaction is slow and hence is more likely to play a role in controlling crystal dissolution in silicate melts, similar to the case of mineral dissolution in aqueous solutions. A systematic study of the dissolution behavior of different minerals in various melts at some given temperatures and pressures is necessary to characterize the behavior using both experimental data and numerical analysis.
When interface reaction controls dissolution or growth, the reaction rate depends on the detailed reaction mechanism and the crystal may display anisotropic dissolution behavior. On the other hand, when mass transfer controls dissolution or growth, the rate can be quantified by considering mass transfer in the liquid and interface equilibrium, and there is no anisotropy. The transfer-controlled dissolution or growth have been quantified in several cases in recent years, and are the focus below.
Transport-controlled dissolution or growth
Transport-controlled dissolution or growth can be further classified as diffusion control and convection control. In diffusive control (Fig. 2) , the growing or dissolving particle does not move buoyantly relative to the liquid, and there is not enough Rayleigh instability for the interface liquid layer to rise or sink freely through the rest of the liquid. This typically occurs when the viscosity of the liquid is high, such as bubble growth/dissolution or crystal growth/dissolution in rhyolitic melt. The compositional boundary layer in the case of diffusion control gradually thickens , but a limit may exist in 3-dimensional cases (Carslaw & Jaeger, 1959, p. 232) .
When liquid viscosity is low, the particle may sink or rise buoyantly (e.g., bubble growth in beer). Such motion induces convection in the liquid, which partially removes the diffusive boundary layer. This situation is referred to as Kinetics and dynamics of mass-transfer-controlled dissolution or growth 257 eschweizerbart_xxx forced convection and is depicted in Fig. 2 . Convection may also arise because the liquid adjacent to the growing or dissolving particle has different densities, which may cause the interface liquid to rise or sink with or without particle motion, thinning the compositional boundary layer. This situation is referred to as free convection. Forced convection is often more important than free convection (Kerr, 1995; . The operation of convection often reaches steady state, at which the effective boundary layer thickness becomes time independent at constant particle size. In the case of forced convection, reaching the steady-state boundary layer is similar to reaching the terminal velocity of the moving particle. The mean time to reach the terminal falling or rising velocity for a rigid spherical particle in a fluid in the Stokes' flow regime can be estimated as 2a 2 r/(9 Z) where a and r are the radius and density of the moving particle, and Z is the viscosity of the ambient fluid (Wang & Pruppacher, 1977) . For example, for the dissolution of a 0.1-mm-diameter NaCl crystal in water, the mean time to reach the terminal velocity is 0.0012 s, which is shorter than the mean time needed for diffusion to establish the effective boundary layer (estimated from d 2 /D where d is the boundary layer thickness and D is the diffusivity). Hence, the mean time needed to reach the terminal velocity is short and is not limiting the application of steady-state treatment theories, which is an advantage because no theory has been advanced yet to tackle growth or dissolution with non-steady-state convection. When either forced convection or free convection is present, mass transfer is enhanced. The growth or dissolution will be referred to as convective growth or dissolution, even though mass transfer through the boundary layer is still by diffusion.
Prior to 1989, most authors studying mineral dissolution did not clearly distinguish diffusive versus convective dissolution. Zhang et al. (1989) pointed out the importance of distinguishing diffusive and convective crystal dissolution, and investigated diffusive crystal dissolution. Kerr (1995) introduced convective dissolution theory to the geological community for cases of Re 1. Epstein & Plesset (1950) , Scriven (1959) and Sparks (1978) modeled diffusive growth of an individual stationary bubble in liquid and obtained approximate solutions. Major progress on bubble growth was made by Proussevitch, Sahagian and coworkers. Proussevitch et al. (1993) set up the framework for modeling growth of many stationary bubbles with periodic alignment (Fig. 3) in a melt containing one gas component. In this model, the viscosity of the liquid and the diffusivity of the gas component in the liquid are assumed to be independent of concentration (which depends on the distance from bubble wall). The model is useful in terms of examining the effect of various parameters, but is not practical for predicting H 2 O bubble growth in silicate melts because it is known that both viscosity and H 2 O diffusivity depend strongly on H 2 O concentration in the melt (Shaw, 1972 (Shaw, , 1974 Delaney & Karsten, 1981; Zhang & Stolper, 1991; Zhang et al., 1991a and b; Hess & Dingwell, 1996) . In a major improvement, Proussevitch & Sahagian (1998) upgraded the multibubble growth model for variable viscosity and diffusivity, allowing for realistic bubble growth modeling in silicate melts. The main parameters controlling bubble growth rates are: melt viscosity (depending on temperature, melt composition, and H 2 O content), gas solubility (depending on temperature, gas pressure, and melt composition) and gas component diffusivity (depending on temperature, H 2 O content, pressure and dry melt composition) in the melt. Surface tension (Walker & Mullins, 1981 ) also plays some role for small bubbles. Melt density (Lange & Carmichael, 1990; Ochs & Lange, 1997) and gas phase density are also necessary input parameters. There are also bubble growth models for more specific situations (e.g., Navon et al., 1998) , which are not covered here.
Diffusive bubble growth in rhyolitic melt
The H 2 O bubble growth model of Proussevitch & Sahagian (1998) in silicate melts is summarized below. A bubble in a multi-bubble ''lattice'' is simplified as a bubble growing in a melt shell (Fig. 3) . The bubble radius is denoted as a (depending on time), and the melt shell is from r ¼ a to r ¼ b with shell thickness of b-a ( Fig. 3 ; see also Fig. 1 in Proussevitch & Sahagian, 1998 ). The Fig. 2 . Shapes of boundary layer for diffusive (left-hand side) and convective (right-hand side) particle growth or dissolution. The particle is bounded by the heavy solid circle in each case. For diffusive particle growth or dissolution, the dashed circles represent gradual thickening of the boundary layer. For convective growth or dissolution of a rising particle, the dashed curve shows the leading side of the boundary layer at steady state. On the trailing side, the boundary layer approaches infinite thickness. 
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Y. Zhang eschweizerbart_xxx diffusion equation in the reference frame fixed at the bubble center is:
where w is H 2 O mass fraction in the melt, D is total H 2 O diffusivity in the melt (depending on H 2 O concentration in rhyolitic melt; e.g., Ni & Zhang, 2008) and u is bubble growth rate:
To solve Equation (1), in addition to knowing the dependence of D as a function of H 2 O content (using H 2 O diffusivity model available at the time), the initial and boundary conditions must be given, and a and b must be obtained (then u can be obtained as da/dt). The initial condition is typically uniform concentration in the melt: w| t¼0 ¼ w 0 . Two boundary conditions are:
@w @r
where P g is the pressure in the bubble and can be found as follows:
where P f is the pressure on the ambient melt, s is surface tension, Z is melt viscosity (depending on H 2 O content, and hence depending on r value), z ¼ 1/r 3 , 2s/a is the pressure due to surface tension, and the last term on the right-hand side is additional bubble pressure that pushes the viscous melt away so that the bubble can grow. The above equation applies to the case of uniform temperature in the region of bubble growth. (The case for temperature change with time can be incorporated in the model, Proussevitch & Sahagian, 1998 .) The fact that hydrous rhyolitic melt viscosity depends strongly on H 2 O content makes the last term a complicated integral.
The bubble radius a can be found from mass balance at the bubble-melt interface assuming ideal gas law:
where R is the gas constant, M is the molecular mass of H 2 O, and r m is melt density. Because P g in the above equation depends on a, Equations (2), (5) and (6) must be solved simultaneously for a, P g , and u. Finally, b can be found as follows assuming constant density for the melt (the melt is losing some mass to the bubble):
where a 0 and b 0 are the initial values of a and b, r g and r g,0 are the gas density in the bubble at time t and time 0.
For realistic modeling of bubble growth, realistic relations for solubility, diffusivity and viscosity for a given melt must be used. They are from available models in the literature for specific melts. Liu & Zhang (2000) conducted bubble growth experiments in rhyolitic melt at 500-600 C and 0.1 MPa to test the accuracy of the bubble growth model of Proussevitch & Sahagian (1998) using available solubility, viscosity, and diffusivity models. The solubility of H 2 O in rhyolitic melt as a function of temperature and H 2 O pressure was already well known by then (e.g., Shaw, 1963; Kadik et al., 1972; Khitarov & Kadik, 1973; Dingwell et al., 1984; Silver et al., 1990; Ihinger, 1991; Holtz et al., 1992 Holtz et al., , 1995 Blank et al., 1993; Moore et al., 1995 , Moore et al., 1998 Zhang, 1999b) , with only small differences between different models in the 1990s (with exception of some simple linear regressions, see discussion in Zhang et al., 2007) . The solubility model in Zhang (1999) was chosen by Liu & Zhang (2000) . Viscosity models for hydrous rhyolitic melt are limited, especially at temperatures of 500-600
C. The earlier model by Shaw (1972) cannot be applied to such low temperatures. Hence, the non-Arrhenian viscosity model for hydrous rhyolitic melt by Hess & Dingwell (1996) was used. For H 2 O diffusivity, the model by Zhang & Behrens (2000) was employed. The calculated results are shown as dashed curve in Fig. 4 , with experimental data shown as points. There is significant mismatch (often a factor of 2-4 in the growth rate) between the calculation and the experimental data. Because there is no free parameter in the calculation, agreement within a factor of 2-4 is not that bad. Nonetheless, it is important to determine whether the disagreement is due to inadequacy in the bubble growth model, or due to uncertainty in the input parameters (i.e., models) for viscosity, diffusivity, and solubility. Because (i) solubility is known well, (ii) the uncertainty in the diffusivity is no more than 50%, and (iii) the viscosity model of Hess & Dingwell (1996) has a stated 2s uncertainty of a factor of 8, simulations by Liu & Zhang (2000) show that the disagreement is most likely due to uncertainty in the viscosity model of Hess & Dingwell (1996) . developed a new viscosity model for hydrous rhyolitic melts. They assumed that viscosity values from bubble growth experiments assuming the growth model of Proussevitch & Sahagian (1998) are accurate, and used these values to calibrate the ''hydrousspecies-reaction viscometer''. Using this hydrous-speciesreaction viscometer, they inferred viscosity values from controlled cooling rate experiments, and combined these data with literature viscosity data to construct a new viscosity model for hydrous rhyolitic melts. Although calculated bubble growth curves match experimental data well using the new viscosity model of , this fact, in itself, is not enough to demonstrate that bubble growth rates can be calculated using the model of Proussevitch & Sahagian (1998) Kinetics and dynamics of mass-transfer-controlled dissolution or growth 259 eschweizerbart_xxx and found that the two data sets at 575-650 C are in excellent agreement (within 0.08 log units and with negligible systematic difference). Therefore, it can be regarded now that viscosity values inferred from the ''hydrous-species reaction viscometer'' are calibrated against the physically measured viscosity data rather than data from bubble growth experiments by assuming the model of Proussevitch & Sahagian (1998) is accurate. That is, it can now be regarded that the viscosity model of is independent of the bubble growth model of Proussevitch & Sahagian (1998) , and therefore can be utilized to test the accuracy of the latter.
The H 2 O diffusivity model of Zhang & Behrens (2000) has also been improved slightly by Ni & Zhang (2008) , especially with respect to the pressure effect. Because most diffusion data were obtained at high pressures, and bubble growth experiments were conducted at 0.1 MPa, the better constrained pressure effect allows more accurate estimation of diffusivity at 0.1 MPa.
Using the new viscosity model of as verified by Hui et al. (2009) and the diffusivity model of Ni & Zhang (2008) as input parameters, calculated bubble growth curves are shown as solid curves and compared with bubble growth data in Liu & Zhang (2000) in Fig. 4 . The agreement is excellent. Calculations for more bubble growth data show that the agreement is typically within 20%. Liu & Zhang (2000) also showed that the bubble growth data during continuous decompression (Gardner et al., 1999) are roughly consistent with calculations using the model of Proussevitch & Sahagian (1998) . Other bubble growth data by continuous decompression experiments, which became available later (e.g., Larsen & Gardner, 2004) , are also in qualitative agreement with the model of Proussevitch & Sahagian (1998) although quantitative verification cannot be made due to lack of H 2 O diffusion data in the specific melts. In summary, the diffusive bubble growth model of Proussevitch & Sahagian (1998) is realistic enough to predict diffusive bubble growth rates as long as accurate solubility, viscosity and diffusivity models are available for the melt.
The model described in this section can easily treat diffusive growth or dissolution of a single bubble in an infinite melt: by letting b ! 1. Furthermore, with some minor changes, the method can also be modified to deal with diffusive growth and dissolution or many equal-sized droplets or crystals of the same kind (e.g., many equal-sized olivine grains). The problem of diffusive growth or dissolution of different-sized particles has not been solved yet, nor is the case of many interacting grains of different crystals (such as many olivine, pyroxene and plagioclase grains).
Convective CO 2 drop dissolution in seawater
For convective particle growth and dissolution, dissolution of rising CO 2 drops in seawater is discussed first. In order to mitigate global warming, several proposals have been made to reduce emission of CO 2 into the atmosphere. One is to collect CO 2 from power plants, liquefy it, and inject the liquid CO 2 into ocean water. To evaluate the feasibility of such injection, it is necessary to know what would happen to the injected CO 2 liquid. CO 2 liquid density depends strongly on pressure (Angus et al., 1976) . In oceans at !2000 m below sea level, CO 2 liquid is usually denser than seawater, and CO 2 liquid would sink toward ocean bottom. At 1000 m below sea level, CO 2 liquid is usually less dense than seawater, and CO 2 liquid would rise toward the surface. Between 1000-2000 m, the density difference is small and which phase is denser depends on other factors such as salinity and temperature. To minimize cost, it is desirable to inject into shallower depth. Hence, experiments have been carried out for injection depth of about 600 m. Brewer et al. (2002) investigated the fate of injected CO 2 liquid in seawater. They used a remotely operated vehicle (ROV) carrying liquid CO 2 , injection device, and a HDTV camera. At a depth of 600-800 m below sea level, liquid CO 2 is injected in seawater by the ROV. The injected liquid CO 2 breaks into drops in seawater, and the drops rise toward the surface in the experiments. They tried to move the ROV at the same speed as the rising drops, Fig. 4 . Diffusive bubble growth, comparison of experimental data and model calculations. Dashed curves used the viscosity model of Hess & Dingwell (1996) ; and solid curves used the viscosity model of .
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Y. Zhang eschweizerbart_xxx taking videos of the drops and measuring the size of the drops from the videos. It takes trials and errors to get the ROV to follow the drops successfully and obtain useful data. Brewer et al. (2002) reported data for the rise and dissolution of two drops, one of which was followed from 800 m depth, and the other followed from 650 m depth. The depth and radius of each drop were measured as a function of time, as well as the local temperature. Convective particle dissolution theory has been introduced by Kerr (1995) and . One additional complexity specific for the dissolution of CO 2 drops is the formation of a thin hydrate shell at the interface between CO 2 liquid and water because CO 2 hydrate is more stable than CO 2 liquid plus water in the temperature and pressure condition of seawater in which CO 2 drops were rising and dissolving. The formation of this shell has been confirmed by Brewer et al. (2002) , and it has the following consequences:
(1) The liquid drop with the thin shell can be treated as a rigid sphere, even though the bulk of the drop plus the shell is still liquid. This simplifies the theory for the rise and dissolution of CO 2 drops. (2) The solubility of hydrate shell is smaller than the solubility of CO 2 liquid in seawater, meaning that the formation of the hydrate shell makes the CO 2 drop more stable. During particle dissolution or growth, the liquid composition at the particle-liquid interface is different from the farfield liquid composition. The liquid layer adjacent to the growing or dissolving particle through which the composition varies from the interface composition to the far-field composition is referred to as the boundary layer. The mathematical definition of the compositional boundary layer thickness d is:
where a is particle radius, r ¼ a is at the particle-liquid interface, w a and w 1 are mass fraction of the particle component in the interface and far-field liquid respectively. This definition applies for both diffusive and convective particle dissolution or growth. For the growth or dissolution of a falling or rising spherical particle, the compositional boundary layer thickness actually varies with direction: being thinnest at the leading side and thickest at the trailing side (Fig. 2) . The above defined boundary layer thickness is hence the effective boundary layer thickness. For the growth or dissolution of a falling or rising spherical crystal or drop controlled by mass transfer, based on mass balance, the linear growth or dissolution rate can be written as (Kerr, 1995; :
where r p and r liq are particle and liquid density respectively, and w p is the mass fraction of the relevant component in the newly growing or dissolving particle (crystal or drop or bubble). Combining Equations (8) and (9), the following is obtained:
As long as the relevant diffusivity and densities are known, given the initial liquid and particle composition, and knowing how to estimate the interface liquid composition (using the equilibrium condition), the only unknown in calculating the growth or dissolution rate is the effective boundary layer thickness d.
The effective boundary layer thickness d is obtained through fluid dynamic relations as follows. The Sherwood number (Sh) is defined as 2a/d (diameter of the particle divided by the effective boundary layer thickness). Hence, estimating d becomes the problem of estimating Sh, which for a rising or falling particle at Re 1 can be expressed as a function of the Peclet number Pe (Clift et al., 1978; Kerr, 1995) :
where Pe ¼ 2aU/D where U is the rising or falling velocity. For Re 10 5 Sh can be expressed as a function of both Pe and the Reynolds number Re:
where Re ¼ 2aUr liq /Z liq where r liq is liquid density and Z liq is the liquid viscosity. The rising velocity is calculated from Stokes' law for Re 1:
where nr is the density difference between the particle and the liquid, and drops and bubbles are assumed to behave as rigid spheres. For Re 3 Â 10 5 , the velocity U, Reynolds number Re, and drag coefficient C D must be solved from the following 3 equations:
Re ¼ 2aU r liq =Z liq ;
For CO 2 drop dissolution in seawater, Re can be up to 900. Hence, it is necessary to use the theory of to calculate the dissolution rate of CO 2 drops in seawater. The CO 2 concentration in the interface seawater is assumed to be the CO 2 solubility of CO 2 hydrate in seawater (Zhang, 2005) . The calculation is done numerically at each depth including the temperature variation with depth. Figure 5 compares the calculated results (Zhang, 2005) with experimental data by Brewer et al. (2002) , with excellent agreement, verifying the convective Kinetics and dynamics of mass-transfer-controlled dissolution or growth 261 dissolution or growth theory. The success also means that no more experiments are necessary, and CO 2 drop dissolution rate as it rises or falls in seawater in any part of the ocean can be calculated accurately given seawater temperature, depth and salinity, which can be part of a larger program to model the fate of CO 2 in seawater circulation. One note to the above theory and calculation is about the presence of flow in the ambient fluid, which might well be present in seawater during the experiments of Brewer et al. (2002) . Because it is the compositional boundary layer that affects the dissolution or growth rate, and the boundary layer thickness is only affected by the relative motion between the particle and the fluid, other fluid motions, even if they entrain the particle, do not affect the boundary layer thickness unless it is so turbulent that it would disturb the thin boundary layer (about 40 mm in the case of CO 2 drop dissolution). For example, Walker & Kiefer (1985) compared dissolution rate of NaCl crystals falling in static water and in turbulent water and found no increase in dissolution rate for the case of turbulent water. Hence, the presence of other flow usually does not affect the convective dissolution or growth rate of a falling or rising particle.
Although the above application is for the dissolution of a single rising CO 2 drop in an infinite reservoir of seawater, the theory can be applied to handle the convective dissolution or growth of many falling or rising particles by allowing the far-field concentration w 1 in Equations (8) and (10) to vary as long as the particles are separated from each other by a mean distance much larger than the radius. Under such conditions, direct interaction among the particles can be ignored. For example, the continued growth or dissolution of many particles, such as growth of sulfide liquid droplets and monosulfide crystals (which may settle to form sulfide ores), may alter the far-field liquid composition. Therefore, the far-field liquid composition does not have to be the same as the initial liquid composition. By allowing the far-field composition to change, the convective growth or dissolution of many particles separated far from each other can be treated. The far-field composition can be estimated from mass balance, starting from the initial composition, adding the extra mass due to particle dissolution and subtracting the extra mass in the boundary layer.
6. Convective dissolution of halide crystals in water Kerr (1995) and carried out experiments to examine convective dissolution of falling halide crystals in aqueous solutions to verify their convective dissolution theory. Kerr (1995) added 0.95 wt% of soluble CMC (sodium carboxymethyl cellulose) polymer to water to increase the viscosity of the solution so that the Reynolds number for NaCl falling in the solution is less than 1. It is assumed that the NaCl diffusivity is not changed by the addition of CMC. used pure water as the starting liquid. Figure 6 compares the experimental data (points) and calculation using the theory in Section 5.
Because the solubility of halide in water is very high, halide concentration in the boundary layer varies a lot, from zero to over 20 wt%. This variation leads to some complications, including significant variation of viscosity, diffusivity and density across the boundary layer, and the additional driving force on sinking due to high density in the boundary layer. These complication factors are not included in convective crystal dissolution models in section 5, and hence can cause some errors. On the other hand, for CO 2 drop dissolution into seawater, the CO 2 solubility is small, meaning that none of the complications mentioned here is significant for the case of CO 2 drop dissolution. Thus, the calculated convective halide dissolution curves may deviate from experimental data by about 20% relative (Fig. 6) , and are not as good as the prediction for CO 2 drop dissolution (Fig. 5) .
Convective bubble growth in beer
The theory for the convective growth or dissolution can also be applied to estimate the growth rate of rising bubbles in beer and other bubbly drinks. For beer enthusiasts, the strings of bubbles and the foam head add to the aesthetics of beer. A string of bubbles is formed by discrete release of bubbles from a single nucleation site at some fixed time interval. As discussed by Liger-Belair (2004) , nucleation sites are often micrometer-sized fiber particles.
The same equations outlined in section 5 can be used to calculate the growth of a rising spherical bubble in beer, with one exception: volume of bubbles depends also on the pressure (and hence height in a fluid column). That is, one cannot assume a constant density of gases in a bubble and directly calculate da/dt using Equation (10) because a bubble grows due to both additional mass and expansion. Instead, the number of moles of gas M in the bubble is (2005) and Zhang & Kling (2006) . The points are directly measured data for CO 2 liquid drop dissolution in seawater (Brewer et al., 2002) . The curves are from the convective dissolution model (Zhang, 2005) .
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where M is total moles of gas in the bubble and C is the concentration (in mol/m 3 ) of the gas component in the liquid. Integration of the above equation leads to new M in the bubble, and then new bubble radius a can be calculated from the new M and the new pressure P given the equation of state (such as the ideal gas law). For bubble growth, the expansion upon rising adds to the growth due to mass increase. For bubble dissolution, the expansion leads to bubble size increase as a bubble rises but mass loss leads to bubble size decrease. Under the appropriate conditions, it is even possible for a dissolving bubble to become larger as it rises (Zhang, 2003) . Shafer & Zare (1991) measured the size of bubbles in a bubble string in beer. Assuming all bubbles are of the same size when released from the nucleation site, the data show how rapidly a bubble grows as it rises in beer. Shafer & Zare (1991) successfully calculated the rising velocity and trajectory of the bubbles given their size, but used a simple linear function to fit the bubble size. For accurate calculation of the bubble growth rate, it is necessary to guess the temperature during the experiment and the initial CO 2 content in the glass of beer, which has lost some of the initial CO 2 as beer is poured into the glass. Zhang & Xu (2008) found that by assuming a temperature of 9 C and an initial CO 2 content corresponding to a pressure of 1.63 bars (rather than about 2 bars of CO 2 for completely undegassed beer), the calculated growth curve matches experimental data within error (Fig. 7) .
Mineral dissolution in silicate melt
For understanding crystal growth and dissolution kinetics, experimental studies often focus on crystal dissolution rather than crystal growth because crystal dissolution is easier to control experimentally. For example, crystal growth requires the melt to be supersaturated with a mineral. Under such conditions, it is impossible to control where and how many new crystals would form in the experimental charge, and these new crystals might disturb the growth of existing crystals. On the other hand, in dissolution experiments, the melt is undersaturated. Dissolution only occurs at the interface between the initially present crystal and melt, meaning that no additional complications need to be considered. Hence, most recent experiments aimed at understanding crystal dissolution or growth are crystal dissolution experiments (e.g., Watson, 1982; Zhang et al., 1989; Kerr, 1995; Shaw, 2000 Shaw, , 2004 Chen & Zhang, 2008 , 2009 .
Mineral dissolution in a magma chamber is often accompanied by the fall or rise of the mineral, meaning that it is necessary to use the convective model. With the above theory on convective particle dissolution (Section 5), the critical parameters in estimating convective mineral dissolution rate are: melt viscosity, solubility and diffusivity of the relevant component, and initial compositional and T-P conditions. Solubility and diffusivity of the relevant component can be obtained from diffusive crystal dissolution experiments. Because one-dimensional diffusive crystal dissolution experiments are more convenient to conduct and interpret, authors have used such experiments to obtain diffusivity and solubility, so as to predict three-dimensional convective dissolution rates (Chen & Zhang, 2008 , 2009 ). The other key parameter, viscosity, is often calculated using recent viscosity models for all silicate melts (e.g., Hui & Zhang, 2007) .
Previously, convective particle dissolution theory was applied to model convective mineral dissolution without direct verification (Kerr, 1995; Chen & Zhang, 2008 , 2009 ). One complexity is the effect of viscosity and diffusivity variation across the boundary layer, which is not accounted for in the convective dissolution or growth theory. Kerr (1995) estimated the dissolution time for a given size of felsic crystals. Chen & Zhang (2008) estimated the dissolution time of olivine in a MORB melt given temperature, pressure, and initial size. Chen & Zhang (2009) did the same for diopside dissolution in a basaltic melt. These results have not been verified yet. Kinetics and dynamics of mass-transfer-controlled dissolution or growth 263
eschweizerbart_xxx Although experiments on convective crystal dissolution in high-temperature silicate melt are difficult, Quetscher et al. (2012) have been making progress and developed an experimental method to obtain convective crystal dissolution rate in silicate melts. The work is ongoing and will provide much needed critical information to verify or improve the applicability of convective particle dissolution to crystal dissolution in silicate melts.
Summary
Significant progress has been made in the last 20 years on quantitatively predicting particle dissolution or growth rates in a liquid. Both diffusive and convective particle dissolution or growth rates can now be calculated without free fitting parameters. It is hoped that the theories will be applied to solve other critical problems in various branches of Earth and planetary sciences, such as bubble growth and degassing in lunar melts, sulfide ore formation, and magma ocean evolution kinetics and dynamics.
