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Introduzione
Nei primi decenni del 1800 Galois stabilì un modo di associare ad un polinomio
f(X) ∈ K[X] un gruppo finito : si costruisce il campo di spezzamento E su K
del polinomio f (X) , e si definisce Gal(E/K) , il gruppo di Galois associato al
polinomio f(X) , l’insieme degli automorfismi di E che sono l’ identità su K , cioè
l’ insieme
©
σ : E → E | σ|K = id
ª
; questo gruppo ci permette talvolta di semplificare
notevolmente lo studio delle radici dell’ equazione f (X) = 0 . Ad esempio sappiamo
dalla teoria di Galois che questa equazione è risolubile per radicali se e solo se , in
termini di teoria di gruppi , il gruppo di Galois a lei associato è risolubile ; ne segue
che l’ equazione generica di grado uguale o superiore al quinto ha radici che non sono
esprimibili mediante radicali ( il gruppo di Galois è il gruppo simmetrico Sn che non
è risolubile per n ≥ 5 ) .
Successivamente è sorto un problema di analogo interesse : vedere quali gruppi
possono essere realizzati come gruppi di Galois per un qualche polinomio irriducibile
su Q , cioè se esiste un’ estensione di Galois E/Q con gruppo isomorfo a G ; si
congettura che ogni gruppo possa essere realizzato su Q , anche se ad oggi questo
rimane un problema aperto . Questo aspetto della teoria di Galois prende appunto il
nome di problema inverso di Galois .
Nel 1892 D. Hilbert in un suo articolo ( vedi [Hilbert] ) enunciò e dimostrò il
suo cosidetto teorema di irriducibilità : nella forma più breve esso aﬀerma che dato il
campo k = Q dei razionali , esistono infinite specializzazioni razionali di un polinomio
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irriducibile f(T,X) ∈ Q[T,X] tali che f(t,X) ∈ Q[X] rimane irriducibile ; seguirò
la dimostrazione contenuta nel libro di Volklein , facendo però vedere che l’ insieme
delle specializzazioni su cui il polinomio rimane irriducibile è addirittura denso in Q .
Col tempo si è visto che anche altri campi k godevano di questa particolare pro-
prietà e da ciò si arrivò alla definizione generale di campo hilbertiano ; analizzerò le
caratteristiche di questi campi e le varianti e generalizzazioni del teorema di irridu-
ciblità . Alla fine dimostrerò come , da questo teorema , segue subito l’ esistenza di
particolari successioni {tn}n∈N ⊂ Q , dette di Hilbert universali , per le quali dato un
qualunque polinomio irriducibile f(T,X) , lo specializzato f(tn,X) è irriducibile per
tutti gli n ∈ N tranne un numero finito ; negli ultimi tempi sono state costruite espli-
cite successioni di Hilbert universali , incominciando con Sprindzˇuk , poi con Bilu ,
Zannier e Dèbes .
Questo teorema di Hilbert venne sfruttato per il problema inverso , sopratutto
da E. Noether che agli inizi del 1900 tracciò la seguente strategia : dato un gruppo
finito G , immergiamolo grazie al teorema di Cayley nel gruppo simmetrico Sn , per
un qualche n ; il gruppo simmetrico agisce in maniera naturale sul campo puramente
trascendente K = Q (X1, . . . , Xn) ( per ogni σ ∈ Sn , σ (Xi) = Xσ(i) ) con campo fisso
L = Q (Y0, . . . , Yn−1) , dove le {Yi}i=0,...,n−1 sono le funzioni simmetriche elementari
in {Xi}i=1,...,n , e l’ estensione K/L è di Galois con gruppo isomorfo a Sn , grazie al
teorema di Artin . Consideriamo l’ azione indotta da G , come sottogruppo di Sn , sul
campoK , e poniamoKG il campo degli elementi diK lasciati fissi daG : l’ estensione
K/KG è di Galois con gruppo isomorfo a G . Se KG fosse puramente trascendente su
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Q , allora potremmo scrivere KG = Q (T1, . . . , Tn) ; applicando il teorema di Hilbert
avremmo realizzato G sul campo dei razionali : basta prendere un elemento primitivo
α dell’ estensione K/KG , intero su Q [T1, . . . , Tn] , e specializzando il suo polinomio
minimo f (T1, . . . , Tn, X) ∈ Q[T1, . . . , Tn][X] ad una n-upla (t1, . . . , tn) in maniera
tale che g(X) = f (t1, . . . , tn, X) ∈ Q[X] rimanga irriducibile , si ha che il gruppo di
Galois di g(X) su Q è isomorfo a G , il gruppo da cui eravamo partiti .
Il punto centrale sta proprio nell’ aver supposto che KG sia un’ estensione pu-
ramente trascendente di Q , quello che viene chiamato problema di Noether . Per
n = 1, per un classico teorema di Luroth , ogni sottocampo contenuto in una estensio-
ne puramente trascendente di grado 1 è puramente trascendente , e questo comporta
una risposta aﬀermativa al problema di Noether nel caso di n = 1 ; in generale pe-
rò , anche nel caso di un gruppo G isomorfo al gruppo alterno An , non sappiamo se
Q(X1, . . . , Xn)An sia puramente trascendente (è noto solo per n ≤ 5 , vedi Maeda ) .
In generale infatti il problema si rivelò falso , come mostrò per primo R. Swan
nel 1969 in suo articolo che verrà qua ripreso ed analizzato in dettaglio ; Swan prese in
considerazione un gruppo G generato da un p-ciclo dentro Sp con p = 47 , e dimostrò
che l’ estensione Q ⊂ Q (X1, . . . , Xp)G non era puramente trascendente .
Costruire quindi un’ estensione di Galois L di Q con gruppo di Galois isomorfo
ad un qualsiasi gruppo finito G è un problema che tutt’ ora rimane aperto , anche se si
congettura che abbia soluzione . Sono note alcune costruzioni per certi casi particolari:
• Sn, An ( Hilbert )
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• gruppi abeliani ( teorema di Kronecker-Weber )
• p-gruppi di ordine dispari ( Scholz-Reichardt )
• gruppi risolubili ( Shafarevich )
• certi gruppi semplici , come il mostro ( Thompson ) o alcuni gruppi di Mathieu
Per una casistica generale vedere il libro di [Serre] ; va osservato che la dimo-
strazione di Shafarevich presentava una falla nel caso in cui l’ ordine del gruppo fosse
divisibile per p = 2 .
Un’ altra tecnica non qui trattata consiste nel realizzare estensioni di Galois di
C(X) grazie al teorema di estensione di Riemann ; poi in casi particolari quando il
gruppo G soddisfa certe condizioni dette di rigidità ( il primo ad usare questo termine
fu Thompson ) , utilizzando un metodo di discesa , si possono realizzare tali estensioni
su Q(X) e quindi , grazie al teorema di irriducibilità di Hilbert , anche su Q .
Capitolo 1
Teorema di Irriducibilità di Hilbert
Sia k un campo e f(T,X) un polinomio in due variabili nell’ anello k[T,X] ,
irriducibile su k . Ci domandiamo se esistono dei valori di t ∈ k per i quali il polinomio
in una variabile f(t,X) ∈ k[X] , che verrà chiamato polinomio specializzato in t,
rimanga irriducibile . D’ ora in avanti se non diversamente specificato considereremo
campi a caratteristica zero .
Il primo matematico ad aﬀrontare questo problema fu D. Hilbert alla fine dell’
800 , nel caso del campo dei razionali : grazie a lui si arrivò alla formulazione del
teorema di irriducibilità ( vedi articolo [Hilbert] , pubblicato nel 1892 ) , che aﬀerma
che nel caso di k = Q l’ insieme delle specializzazioni irriducibili è infinito .
Definizione Sia t un elemento del campo k e ϕt : k[T,X]→ k[X] l’omomorfismo
di anelli che manda ( specializza ) la variabile T nell’elemento t , ed è l’ identità su
k e sulla variabile X . Dato un polinomio in due indeterminate f(T,X) ∈ k[T,X]
ad esso è associato, tramite l’ omomorfismo ϕ , il polinomio in una variabile ft(X) =
f(t,X) = ϕt(f(T,X)) ∈ k[X] , che viene detto lo specializzato di f(T,X) in t .
Nei casi in cui considereremo l’ omomorfismo di valutazione ϕt : k[T ] → k , T 7→ t ,
e un polinomio f(T,X) ∈ k [T ] [X] , ϕt (f(T,X)) sarà in maniera ovvia il polinomio
di k[X] in cui abbiamo applicato l’ omomorfismo ϕt ai coeﬃcienti di f in k [T ].
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Consideriamo come esempio illustrativo il polinomio in due variabili in Q [T,X]
f (T,X) = X2 − T
Per ogni t ∈ Q che non è un quadrato il polinomio specializzato f (t,X) ri-
sulta irriducibile su Q : f (2,X) , f (3, X) , f (7,X) , . . . . D’ altra parte esiste anche
un’ infinità di valori per cui è riducibile ( tutti i valori di t che sono quadrati ) ;
dimostreremo che l’ insieme dei valori buoni è denso .
Nella sua forma base il teorema di irriducibilità di Hilbert ( d’ ora in avanti
T.I.H. ) , che si riferisce al caso di k = Q , si esprime come :
Teorema : Dato f(T,X) ∈ Q[T,X] irriducibile , esistono infinite specializza-
zioni razionali in t ∈ Q tali che i polinomi f(t,X) ∈ Q[X] rimangono irriducibili .
Negli anni si è arrivati a generalizzare questa proprietà anche ad altri campi
k , che vennero chiamati hilbertiani ; il T.I.H. aﬀerma appunto che il campo dei
razionali è hilbertiano. Chiameremo l’ indeterminataX la variabile e T un parametro
( T e X sono algebricamente indipendenti sul campo k ) .
Cominciamo da quello che denoto come forma debole del T.I.H. :
Teorema (forma debole del T.I.H.) : Sia k un campo e f(T,X) ∈ k[X,Y ] un
polinomio separabile in X sul campo k(T ) . Allora tranne un numero finito di casi il
polinomio specializzato ft(X) è separabile .
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Dimostrazione : Il discriminante del polinomio f(T,X) sopra il campo k(T )
è un elemento D(T ) ∈ k[T ] , 6= 0 perchè il polinomio f è separabile per ipotesi,
rispetto alla variabile X . Specializzando la variabile T ad un elemento t ∈ k , si
ottiene un polinomio f(t,X) il cui discriminante è pari a D(t) ; quindi f(t,X) sarà
separabile per quei valori di t al di fuori delle radici del polinomio D(t) su k , che
sono ovviamente in numero finito. ¤
Se R è un anello contenuto in k , e k è il campo dei quozienti di R , allora vale lo
stesso che esistono infinite specializzazioni in t ∈ R tali che ft(X) rimane separabile .
Ricordiamo che , dato un dominio d’integrità R e indicato con F il suo campo
dei quozienti , un elemento γ algebrico su F si dice intero su R se esiste f(X) ∈ R[X]
monico tale che f(γ) = 0 . Il seguente lemma , di facile dimostrazione , mostra che
ogni estensione algebrica semplice è generata da un elemento intero.
Lemma 1.0.1 Sia R un dominio d’ integrità e F il suo campo dei quozienti ;
sia poi α un elemento algebrico su F . Allora esiste β intero su R che genera la stes-
sa estensione di α su F , cioè tale che F (β) = F (α) .
Sia data un’ estensione di Galois K ⊃ k(T ) , con K = k(T ) (α) , α intero su
k [T ] e f (T,X) ∈ k [T,X] il suo polinomio minimo su k (T ) ; il prossimo lemma ci
permetterà di estendere ad eccezione di un numero finito di casi l’ omomorfismo di
valutazione ϕt : k[T ] → k all’ anello k[T ][A] , dove A = {αi}i=1,...,n ⊂ K è l’ insieme
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dei coniugati di α su k(T ) ( le radici di f come polinomio nella X sul campo k (T ) ) ;
in questo modo potremo fattorizzare linearmente il polinomio specializzato f(t,X) su
una estensione di Galois k0 ⊃ k , in maniera tale che le sue radici saranno costituite
dagli elementi {eαi}i=1,...,n , che nient’altro sono che le specializzazioni delle radici
{αi}i=1,...,n tramite l’ estensione dell’ omomorfismo di specializzazione .
Più precisamente se f(t,X) ∈ k [X] è separabile (e questo accade per quasi ogni
t ∈ k come visto poco sopra per la forma debole del T.I.H. ) l’ estensione dell’
omomorfismo di specializzazione su k[T ][A] a valori su un’ estensione di Galois k0 di k
manda biunivocamente le radici di f(T,X) nelle radici del suo specializzato f(t,X) ;
tale omomorfismo ci permetterà di vedere il legame tra il gruppo di Galois di f(t,X)
su k e del gruppo di Galois di f(T,X) su k(T ) .
Lemma 1.0.2 Sia R un anello , F il suo campo dei quozienti , e K ⊃ F un’
estensione semplice e di Galois , generata su F dall’ elemento α , intero su R ; sia
f(X) ∈ R[X] il suo polinomio minimo (che è monico) . Sia inoltre A ⊂ K un insieme
finito , contenente α , invariante sotto l’ azione del gruppo G = Gal(K/F ) e poniamo
S = R[A] , sottoanello contenuto in K .
Sotto queste ipotesi esiste u 6= 0 ∈ R tale che per ogni omomorfismo ω : R → F 0 ,
dove F 0 è un campo e ω(u) 6= 0 , valgono i seguenti asserti :
• ω si estende ad un omomorfismo eω : S → K 0 , dove K 0 ⊃ F 0 è un’ estensione
finita di Galois , ed è generata su F 0 da eα = eω (α) ; inoltre il suo gruppo
1 Teorema di Irriducibilità di Hilbert 9
di Galois Gal(K 0/F 0) è isomorfo ad un sottogruppo del gruppo di Galois
Gal(K/F ) .
• considerato il polinomio f 0 ottenuto da f applicando ω ai suoi coeﬃcienti , se
esso è irriducibile allora Gal(K/F ) ∼= Gal(K 0/F 0) e l’ isomorfismo tra questi
due gruppi , σ 7→ σ0 , è tale che σ0(eω(s)) = eω(σ(s)) per ogni s ∈ S e σ ∈ G .
Osservazioni : siccome A è invariante sotto l’ azione di G allora segue che per
ogni σ ∈ G , σ|S : S → S ; inoltre risulta che K = F (A) , e quindi K è il campo dei
quozienti dell’ anello S = R[A] .
Dimostrazione : La situazione può essere così schematizzata :
Prendiamo come u il discriminante di f(X) , elemento dell’ anelloR ; certamente
sarà diverso da zero, perchè l’ estensione K/F è di Galois e quindi il polinomio f
è separabile ; il discriminante di f 0(X) è pari a ω(u). Considereremo solo quegli
omomorfismi ω tali che il polinomio f 0 è separabile, cioè tali che ω(u) 6= 0 .
Si osservi che , analogamente ai casi di campi , R[X]/(f)R ∼= R[α] , dove (f)R è l’
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ideale generato da f nell’ anello R[X] ; questo perchè il nucleo dell’ omomorfismo di
valutazione ϕα : R[X] → R[α] , X 7→ α , è uguale all’ ideale (f)R ⊂ R[X] : f è
monico e quindi i polinomi che si annullano su α sono multipli di f nell’ anello R[X]
e non solo su F [X] ( F è un campo ) .
Consideriamo prima il caso particolare di S + R[A] = R[α] .
Estendiamo prima ω all’ omomorfismo ω0 : R[X] → F 0[X] , ω0|R = ω e ω0(X) =
X ; ω0(f(X)) = f 0(X) ⇒ ω00(f(X)) = 0 e quindi posso usare uno dei teoremi di
omomorfismo per passare al quoziente :
Siccome R[X]/(f)R ∼= R[α] abbiamo in definitiva un’ omomorfismo di anelli :
R[α] ?ω→ F 0[X]/(f 0)
Nota bene : se f 0(X) non è irriducibile , F 0[X]/(f 0) non è un campo .
Consideriamo g0(X) ∈ F 0[X] un fattore irriducibile di f 0(X) , e l’ estensione
finita di campi F 0 ⊂ K 0 + F 0[X]/(g0) , che è di grado pari a quello del polinomio g0(X)
ed è separabile perchè il polinomio f , e quindi anche il suo fattore g , è separabile ;
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componendo ω00 con la mappa surgettiva F 0[X]/(f 0)→ F 0[X]/(g0) otteniamo :
R[α]
?ω→ K 0
dove eω|R = ω come voluto . Dall’ ipotesi S = R[α] segue che K 0 = F 0(eα) dove
eα = eω (α) .
Da notare che F 0 ⊂ K 0 è di Galois ; innanzitutto è normale perchè contie-
ne tutte le radici di g0 su F 0 : se {α1, . . . , αn} ⊂ K sono le radici di f su F e
{eαi = eω(αi)}i=1,...,n ⊂ K 0 allora
f(X) =
nY
i=1
(X − αi)
applico eω ⇓
f 0(X) =
nY
i=1
(X − eαi)
E quindi g0(X) =
Q
j∈I
(X − eαj) , I ⊂ {1, . . . , n} , si fattorizza linearmente in K 0,
perchè così è per f 0 .
Inoltre {eαj}j∈I sono distinte perchè il polinomio f 0 è separabile per le scelte
fatte : quindi F 0 ⊂ K 0 = F 0 (eα) è un’ estensione separabile .
Mostriamo adesso che G0 = Gal(K 0/F 0) è isomorfo ad un sottogruppo di G ;
indicizziamo gli elementi dei gruppi G e G0 in questo modo ( eα = eω(α) )
G = {σi ∈ G | σi (α) = αi , i = 1, . . . , n}
G0 =
©
σ0j ∈ G | σ0j (eα) = eαj , j ∈ Iª
essendo {eαj}j∈I i coniugati di eα su F 0 , cioè le radici di g0(X) su K 0 , esiste uno e
un solo σ0j ∈ G0 tale che σ0j (eα) = eαj ( analogo ragionamento per il gruppo G ) .
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Denotiamo con H l’ insieme {σi ∈ G | i ∈ I} , che è in corrispondenza biunivoca con
G0 ; dimostriamo che è un sottogruppo di G e che la corrispondenza è in realtà un
isomorfismo di gruppi .
L’ applicazione iniettiva
G0 Φ→ G
σ0i 7−→ σi
ha come immagine proprio l’ insieme H . Sia ora s ∈ S = R[α] , nella forma
s = h(α) per qualche h(X) ∈ R[X] ; allora ricordando che σ|F = id per ogni σ ∈ G
(e σ0|F 0 = id per ogni σ
0 ∈ G0 ) :
σ0i(eω(h(α))) = σ0i(h0(eα)) = h0(σ0i (eα)) = h0 (eαi) = eω (h(αi)) = eω (h(σi (α))) = eω (σi (h(α)))
per ogni σ0i ∈ G0 ⇔ σi ∈ H ⇔ per ogni i ∈ I . Quindi sull’ anello S vale che per ogni
i ∈ I
S
?ω→ K 0
↓ σi ↓ σ0i
S
?ω→ K 0
σ0i ◦ eω = eω ◦ σi (1.1)
Questo risultato può essere sfruttato per provare che Φ è un omomorfismo di
gruppi ; dati i, j ∈ I :
eω (σiσj) = (eωσi) σj = (σ0ieω)σj = ¡σ0iσ0j¢ eω = σ0keω = eωσk (1.2)
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dove σ0i ◦ σ0j = σ0k ∈ G0 e σi ◦ σj = σt ∈ G ( dato che a priori H non è un sottogruppo
di G ). Valutando la relazione eωσt = eωσk sull’ elemento α si ottiene che :
(eωσt) (α) = eω(αt) = (eωσk) (α) = eω(αk)
e siccome eω è iniettiva sulle radici {αi} , perchè f 0 è supposto separabile , segue che
k = t e quindi che σt ∈ H . Dunque vale in eﬀetti che
Φ(σ0iσ
0
j) = Φ(σ
0
i)Φ(σ
0
j)
e quindi Φ è un omomorfismo iniettivo e H è così un sottogruppo di G .
Se f 0(X) ∈ F 0[X] è irriducibile , allora il polinomio g0 = f 0 e quindi n = [K 0 :
F 0] = deg f 0 = deg f = [K : F ] e inoltre Φ risulta essere un isomorfismo di gruppi
dato che adesso I = {1, . . . , n} ; in questo caso la relazione (1.1) vale per ogni σ ∈ G,
σ0 ∈ G0.
Rimane da considerare il caso generale S = R[A] ; siccome l’ insieme finito A è
contenuto dentro K = F (α) , per ogni a ∈ A possiamo scrivere
a =
nX
i=0
biαi
con bi ∈ F , dato che {1, α, . . . , αn−1} è una base di K come spazio vettoriale sul
campo F . Scegliamo v ∈ R tale che vbi ∈ R per ogni bi e al variare di a in A
( F è il campo dei quozienti di R ) ; indichiamo adesso con u l’ elemento vDf ,
dove Df ∈ R è il discriminante di f , e definiamo l’ anello R0 = R[1/u] . Siccome
1/v = Df1/u ∈ R0 , ne segue che ogni bi ∈ R , al variare di a ∈ A , appartiene a R0 ;
quindi R0[α] = R0[A] . Sia adesso ω : R→ F 0 un omomorfismo tale che ω(u) 6= 0 : ciò
implica che ω(Df) 6= 0 , e quindi come prima il polinomio f 0 è separabile . Possiamo
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estendere in maniera unica ω all’ anello R0 ponendo ω(1/u) = 1/ω(u) ∈ F 0 , e poi
applicare il caso precedente a R0 (risulterà sempre che F è il campo dei quozienti di
R0 ) . ¤
Sia da adesso k un campo a caratteristica zero. Come caso particolare del lemma
appena enunciato, consideriamo come già fatto prima del lemma un’ estensione di
Galois K del campo k(T ), con gruppo di Galois G = Gal(K/k(T )) ; dal teorema
dell’ elemento primitivo risulta che K è un estensione semplice , generata su k(T )
da un elemento α intero su k[T ] (per il lemma 1.0.1 possiamo supporlo tale) . Sia
allora f(T,X) ∈ k[T,X] il polinomio minimo di α , di grado pari a n = [K : k(T )] , e
A = {α = a1, . . . , αn} ⊂ K l’ insieme dei coniugati di α su k (T ) ; nel campo K , che
è il campo di spezzamento di f sul campo k (T ) , il polinomio f si fattorizza dunque
come :
f(T,X) =
Y
i=1,...,n
(X − αi) (1.3)
Consideriamo per t ∈ k l’ omomorfismo di valutazione ϕt : k[T ] → k ; allora se
f 0 è il polinomio immagine di f tramite ϕt , che in questo caso è pari al polinomio
specializzato ft(X) = f(t,X) , ci sono solo un numero finito di casi in cui ft non
è separabile , grazie alla forma debole del T.I.H. . Dopo averli esclusi , grazie al
lemma di estensione ( prendendo come R l’ anello k[T ] e come ω l’ omomorfismo ϕt)
posso estendere ϕt a eϕt : S = k[T ][A] → k0 , dove k0/k è di Galois e indicando coneA = {eα1, . . . , eαn}, eαi = eϕt(αi) , si ha che eA ⊂ k0 .
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Allora applicando l’ omomorfismo eϕt ad entrambi i membri di (1.3) si ha la
seguente fattorizzazione per ft nel campo k0 :
f(t,X) =
Y
i=1,...,n
(X − eαi)
e quindi il polinomio specializzato ft si fattorizza linearmente in k0 . Le radici eA =
{eαi} di ft su k possono essere viste come le specializzate delle radici A = {αi} di f
su k(T ) tramite eϕt .
In generale ft non sarà irriducibile su k , e il suo gruppo di Galois Gal(k0/k)
sarà isomorfo ad un sottogruppo del gruppo di Galois G = Gal(K/k(T )) , come
mostrato nel lemma 1.0.2 . Se il campo k è hilbertiano potremo supporre che ft(X)
sia irriducibile su k e dimostreremo che l’ insieme di tali valori è addirittura denso in
Q; in corrispondenza a questi risulterà che Gal(k0/k) ∼= G . Più semplicemente
{t ∈ k | f(t,X) irriducibile} ⊂ {t ∈ k | Gal(f(T,X)/k(T )) ∼= Gal(f(t,X)/k)}
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Nelle prossime due proposizioni , l’ espressione per quasi ogni significa per tutti
tranne un numero finito .
Proposizione 1.0.1 Sia K = k(T )(α) un’ estensione finita di Galois su k(T ),
con α intero su k[T ] , e f(T,X) ∈ k[T,X] il suo polinomio minimo di grado n =
[K : k(T )] > 1 in X .
Allora esiste un insieme finito {pi(T,X)}i=1,...,m di polinomi irriducibili e di grado > 1
in X (se visti sopra il campo k(T ) ) tale che per quasi ogni t ∈ k vale il seguente: se
nessuno dei polinomi specializzati {pi(t,X)}i=1,...,m ha una radice in k allora f(t,X)
è irriducibile su k , cioè vale l’ inclusione
\
i=1,...,m
{t ∈ k | pi(t,X) non ha radici su k} \U ⊂ {t ∈ k | f(t,X) è irriducibile}
dove U è un insieme finito ( gli elementi t su cui il polinomio specializzato f(t,X)
non è separabile ) .
Dimostrazione: Scegliamo t ∈ k come dal lemma di estensione: deve essere
al di fuori delle radici del discriminante D(T ) ∈ k[T ] del polinomio f rispetto alla
variabile X , in modo tale che il polinomio specializzato f(t,X) rimanga separabile
e possa applicare il lemma di estensione. La fattorizzazione di f su K è pari a :
f(T,X) =
Y
i=1,...,n
(X − αi)
Dato ϕt l’ omomorfismo di specializzazione , sia eϕt la sua estensione a k [T ] [α1, . . . , αn].
1 Teorema di Irriducibilità di Hilbert 17
Al variare dei sottoinsiemi I ( {1, . . . , n} , I 6= ∅ , consideriamo il polinomio
fI(T,X) =
Y
i∈I
(X − αi)
fI(T,X) non può appartenere a k[T,X] ( per ipotesi f è irriducibile) ; dunque qual-
che suo coeﬃciente cI(T ) /∈ k[T ] e apparterrà invece a k[T ][α1, . . . , αn] , essendo un
polinomio nelle {αi}i=1,...,n . Sia pI(T,X) il polinomio minimo di cI(T ) su k(T ) , di
grado > 1 in X , e senza perdere di generalità possiamo supporre questi polinomi pI
in k[T,X] . Mostriamo che l’ insieme finito dei {pI(T,X)} (al variare dell’ insieme I
come sopra) sono i polinomi espressi nell’ enunciato della proposizione per verificare
l’ irriducibilità di f(t,X) .
Se supponiamo che f(t,X) sia riducibile, esisterà qualche insieme I come sopra,
tale che il polinomio fI(t,X) =
Y
i∈I
(X − eαi) ∈ k[X] (dove eαi sono le radici di
f(t,X) immagine tramite l’ omomorfismo eϕt delle radici αi ); quindi ecI = eϕ (cI(T )) ∈
k , perchè è un coeﬃciente di fI(t,X). Siccome vale che pI(T, cI(T )) = 0 , applicando
eϕt ad entrambi i membri otteniamo che eϕt (pI(T, cI(T ))) = pI(t,ecI) = 0 , cioè che il
polinomio pI(t,X) , lo specializzato di pI(T,X) irriducibile e di grado > 1 in X , ha
una radice ecI ∈ k . Abbiamo dimostrato che per quasi ogni t ∈ k vale che se ft (X)
è riducibile allora qualche polinomio pI (t,X) ha una radice nel campo k ; questo è
equivalente alla tesi del teorema .¤
In realtà ad ogni polinomio f(T,X) ∈ k[T,X] irriducibile è associato un insieme
finito di polinomi test {p1(T,X), . . . , pr(T,X)} , irriducibili e di grado > 1 in X ,
che permettono di stabilire l’ irriducibilità dei polinomi specializzati f(t,X) ∈ k[X] :
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dato t ∈ k (eccetto un numero finito) , se nessuno dei {p1(t,X), . . . , pr(t,X)} ha una
radice in k allora f(t,X) è irriducibile su k . In suo articolo ( vedi [Fried, articolo] )
Fried ha mostrato un esempio in cui non ci si può ridurre al caso di r = 1 ; questo
può essere dimostrato grazie alla precedente proposizione
In pratica se ci assicuriamo che per ogni insieme finito di polinomi di questo
tipo esistono infinite specializzazioni in t ∈ k tali che nessuno di essi ha radici in k
allora il campo è hilbertiano , perchè di conseguenza per ogni polinomio irriducibile
esisteranno infinite specializzazioni irriducibili . La dimostrazione del T.I.H. seguirà
questa strada .
Passiamo adesso un’ altra proposizione che ci permetterà di vedere un’ altra
interessante proprietà dei campo hilbertiani.
Proposizione 1.0.2 Sia K = k(T )(α) un’estensione finita di Galois su k(T ),
Gal(K/k(T )) = G , con α intero su k[T ] , e f(T,X) ∈ k[T,X] il suo polinomio
minimo di grado n = [K : k(T )] > 1 in X ; sia l un’ estensione finita di k contenuta
in K e h(T,X) ∈ l[T,X] irriducibile su l(T ) , tale che le sue radici siano contenute
in K .
Allora per quasi ogni t ∈ k vale la seguente aﬀermazione : se f(t,X) ∈ k[X] è
irriducibile su k , allora h(t,X) ∈ l[X] è irriducibile su l .
Dimostrazione : Per il teorema dell’ elemento primitivo (siamo in caratteristica
zero) vale che l = k(γ) .
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Fattorizziamo h(T,X) in K :
h(T,X) = h0(T )
Y
i=1,...,t
(X − βi) (1.4)
con βi ∈ K e h0(T ) ∈ l[T ] .
Applichiamo adesso il lemma di estensione considerando nell’ insieme finito A,
oltre alle radici {αi} di f su k(T ) , anche tutti i coniugati dei {βi}i=1,...,t e di γ su k
(
S
i=1,...,t
{σ(βi) | σ ∈ G}∪{σ(γ) | σ ∈ G} ) in maniera tale che A sia sempre invariante
sotto l’azione del gruppo G : σ(A) = A per ogni σ ∈ G .
Escludendo come al solito quei valori di t ∈ k per i quali il polinomio specia-
lizzato f(t,X) non è separabile, estendo ϕt : k[T ] → k all’ anello S = k[T ][A] , che
contiene le radici {βi} e il generatore γ di l su k ; quindi abbiamo che l ⊂ S e sic-
come T ∈ S , ne possiamo dedurre che l [T ] ⊂ S . Sia l0 ⊃ k l’immagine isomorfa
tramite eϕt del campo l . Pertanto possiamo applicare l’ estensione eϕt ad entrambi i
membri della relazione (1.4) , ottenendo così una specializzazione h(t,X) ∈ l0[X] che
in k0 si fattorizza come :
h(t,X) = h0(t)
Y
i=1,...,t
(X − eβi)
con eβi = eϕt (βi) . La figura seguente schematizza la situazione .
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Supponiamo adesso che f(t,X) sia irriducibile, che h0(t) 6= 0 e che h(t,X) sia
separabile ( queste ultime due condizioni valgono ad eccezione di un numero finito
di casi ) : quindi gli elementi
neβio sono distinti . L’ estensione l(T ) ⊂ K è di
Galois , e l’ immagine tramite l’ isomorfismo Φ : G → Gal(k0/k) del sottogruppo
H = Gal(K/l(T )) è uguale a H 0 = Gal(k0/l0) , come si osserva dalla proprietà dell’
isomorfismo Φ enunciata nel lemma di estensione : σ0eϕt = eϕtσ . Siccome H permuta
transitivamente le radici di h(T,X) su l(T ) (perchè questo è irriducibile su l(T ) )
allora anche H 0 permuta transitivamente le radici di h(t,X) su l0 e quindi ne segue
che il polinomio h(t,X) ∈ l[X] è irriducibile . ¤
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1.1 Proprietà dei campi hilbertiani
Lemma 1.1.1 Sia f(X1, . . . , Xs) ∈ k[X1, . . . , Xs] polinomio in s ≥ 2 variabili su k,
di grado ≥ 1 in Xs . Allora f è irriducibile se e solo se f è irriducibile e primitivo
come polinomio nella sola variabile Xs sopra l’anello k[X1, . . . , Xs−1] .
Dimostrazione : vedi [Volklein, Lemma 1.4] .
Vediamo adesso qualche proprietà dei campi hilbertiani .
Teorema : Sia k un campo. Le seguenti tre condizioni sono equivalenti:
1) Per ogni polinomio f(T,X) ∈ k[T,X] irriducibile su k , di grado ≥ 1 in X ,
esistono infinite specializzazioni irriducibili f(t,X) ∈ k[X] , t ∈ k .
2) Se l/k è un’ estensione finita e h1(T,X), . . . , hm(T,X) ∈ l[T,X] sono
irriducibili su l , esistono infinite specializzazioni in t ∈ k tali che
h1(t,X), . . . , hm(t,X) ∈ l[X] sono irriducibili .
3) Per ogni insieme finito di polinomi p1(T,X), . . . , pr(T,X) ∈ k[T,X]
irriducibili su k e di grado > 1 in X , esistono infinite specializzazioni
p1(t,X), . . . , pr(t,X) ∈ k[X] tali che i polinomi non hanno radici in k .
Un campo è quindi hilbertiano se soddisfa una delle tre condizioni sopra esposte.
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Dimostrazione :
2)⇒ 3) vale immediatamente .
3)⇒ 1) segue dalle proposizioni 1.0.1 e 1.0.2 .
1)⇒ 2) consideriamo l’ insieme di tutte le radici dei polinomi {hi(T,X)}i=1,...,m su una
chiusura algebrica di l(T ) , e un’ estesione finita K di l(T ) che le contenga
e che sia di Galois su k(T ) ; scritto K = k(T )(α) e considerato il polinomio
minimo di α su k(T ) , f(T,X) ∈ k[T,X] , esistono infinite specializzazioni
f(t,X) ∈ k[X] irriducibili ; in corrispondenza a queste , ad eccezione di un
numero finito, i polinomi {hi(t,X)}i=1,...,m ⊂ l[X] sono irriducibili per la
proposizione 1.0.2 . ¤
Per i campi hilbertiani vale quindi un enunciato (apparentemente) più forte del
T.I.H. : dato un insieme finito di polinomi irriducibili in due variabili f1(T,X), . . . ,
fn(T,X) ∈ k[T,X] esistono infinite specializzazioni f1(t,X), . . . , fn(t,X) ∈ k[X] in
t ∈ k che sono irriducibili .
Inoltre esistono un insieme finito di polinomi test irriducibili
{g1(T,X), . . . , gm(T,X)} ⊂ k[T,X] , di grado ≥ 2 in X , tali che
\
i=1,...,m
{t ∈ k | gi(t,X) non ha radici su k} \U ⊂
\
j=1,...,n
{t ∈ k | fj(t,X) è irriducibile}
(1.5)
dove U è un opportuno insieme finito .
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Come conseguenza di questo teorema abbiamo inoltre che :
Corollario 1 Ogni estensione finita di un campo hilbertiano è hilbertia-
na.
Dimostrazione : Sia k un campo hilbertiano e l ⊃ k un’estensione finita
di esso; preso g(T,X) ∈ l[T,X] irriducibile (di grado ≥ 1 in X ) , per il punto 2)
del teorema precedente (con m = 1 ) esistono infinite specializzazioni g(b,X) ∈ l[X]
irriducibili , con b ∈ k ⊂ l . Per definizione anche l è hilbertiano. ¤
Osserviamo che le specializzazioni di g(T,X) ∈ l[T,X] , con l estensione finita del
campo hilbertiano k , possono essere scelto nel campo base k .
Siccome Q è hilbertiano per il T.I.H. , segue da questo corollario che ogni campo di
numeri Q(α) è hilbertiano .
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1.2 Dimostrazione del T.I.H.
Useremo la condizione 3) di hilbertianità per arrivare a dimostrare il teorema.
Teorema di analicità delle radici : Sia f(T,X) ∈ C[T,X] di grado n ≥ 1
in X. Sia c0 ∈ C tale che f(c0, X) ∈ C[X] è separabile ( di grado n ) . Allora
esistono n funzioni olomorfe ψ1(z), . . . , ψn(z) definite su un intorno aperto U ⊂ C di
c0 tale che per ogni c ∈ U , il polinomio f(c,X) ha come n radici distinte i valori
ψ1(c), . . . , ψn(c):
f(z,X) =
nY
i=1
(X − ψi (z)) ∀z ∈ U
Il teorema è una variante del teorema delle funzioni implicite : dire che f(c0, X) è se-
parabile equivale a dire che ha n radici distinte , e che quindi , dette γi le radici di
f(c0,X) su C , risulta
∂f
∂X
(c0, γi) 6= 0 per ogni i = 1, . . . , n . Applicando il teorema
delle funzioni implicite n volte ( una per ogni valore regolare (c0, γi) di f (T,X) ) si
ricavano le n funzioni ψi : va solo dimostrato che sono olomorfe ( vedi [Volklein] ) ;
osserviamo che per ogni i = 1, . . . , n , esistono n intorni del tipo U ×Vi di (c0, γi) , in
cui
∂f
∂X
(T,X) è diversa da zero , il che implica che f (c,X) è separabile per c vicino
a c0 , c ∈ U ( altrimenti esisterebbe un c0 ∈ U in cui
∂f
∂X
(c0,X) si annulla ) : quindi
per ogni c ∈ U i valori ψ1(c), . . . , ψn(c) sono distinti .
Il prossimo asserto è un teorema di analisi complessa che stima i valori interi
che una funzione meromorfa con un polo nell’origine assume sull’ asse reale in corri-
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spondenza di particolari successioni convergenti al suo polo : si vedrà che tali valori
sono molto pochi e sono distribuiti in maniera rada .
Definizione dato un insieme M ⊂ N , si dice sparso se esiste una costante
reale 0 < q < 1 tale che per ogni n ∈ N suﬃcientemente grande vale che :
# {m ∈M | m ≤ n} ≤ nq
Come si vede il rapporto
# {m ∈M | m ≤ n}
# {1, . . . , n} =
# {m ∈M | m ≤ n}
n
è minore o uguale a nq−1 , e siccome q − 1 < 0 tende a zero per n→∞ ; dunque la
densità di un insieme sparso , definita come il limite di questo rapporto , è uguale a
zero . Se un insieme è finito è chiaramente sparso, e l’ unione di un numero finito di
insiemi sparsi è un insieme sparso.
Lemma 1.2.1 sia {an}n∈N ⊂ N una successione strettamente crescente tale che
ai+1 − ai ≥ aλi , con λ > 0 costante reale . Allora {an}n∈N è sparso.
Dimostrazione : vedi [Volklein, Lemma 1.24] .
Lemma 1.2.2 Sia I = [s0, sm] ⊂ R un intervallo della retta reale , e {si}i=0,...,m
una partizione di questo intervallo , si < si+1 ; sia χ ∈ Cm (I) a valori reali . Allora
esiste σ ∈ I , s0 < σ < sm , tale che
χ(m) (σ)
m!
=
1
Vm
¯¯¯¯
¯¯ 1 s0 . . . s
m−1
0 χ (s0)
. . . . . .
1 sm . . . sm−1m χ (sm)
¯¯¯¯
¯¯
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dove Vm è il determinante della matrice di Vandermonde
⎛
⎝
1 s0 . . . sm0
. . . . . .
1 sm . . . smm
⎞
⎠
cioè la quantità
Q
i>j
(si − sj) .
Dimostrazione : vedi [Volklein, Lemma 1.24] .
Sia φ ∈ O(C\ {0}) una funzione olomorfa , con un polo in corrispondenza di z =
0 . La sua espansione di Laurent in una corona circolare U = {z ∈ C |0 < |z| < R}
sarà del tipo :
φ(z) =
∞X
i=i0
aizi
per un certo i0 ∈ Z , che è l’ ordine di molteplicità del polo z = 0 .
Proposizione 1.2.1 Sia φ ∈M(U) una funzione olomorfa in un intorno aperto
U ⊂ C di zero , con un polo in corrispondenza di z = 0 ; sia N ∈ N tale che per ogni
n ≥ N , 1
n
∈ U . Allora l’ insieme B(φ) +
½
n ∈ N | n ≥ N,φ
µ
1
n
¶
∈ Z
¾
è sparso,
nel caso in cui φ non sia un polinomio di Laurent .
Dimostrazione : Se B(φ) è finito certamente è un insieme sparso. Supponiamo
pertanto che sia infinito e che φ non sia un polinomio di Laurent. Come primo passo
osserviamo che i coeﬃcienti ai dello sviluppo in serie di φ sono tutti reali ; per vedere
questo definiamo la serie
φ(z) =
∞X
i=i0
aizi
1.2 Dimostrazione del T.I.H. 27
(che ha lo stesso raggio di convergenza di φ ) che coincide con φ sull’ insieme B(φ) :
dato n ∈ B (φ) , φ(1/n) = φ(1/n) = φ(1/n) . Allora φ e φ coincidono su un insieme
infinito che ha z = 0 come punto di accumulazione e dunque coincidono dappertutto.
Quindi ai = ai ∈ R .
Per s ∈ R suﬃcientemente grande , in maniera tale che 1/s ∈ U ∩R , definisco poi la
funzione a valori reali
χ(s) + φ
µ
1
s
¶
=
∞X
i=i0
ai
1
si
• esistono λ > 0 , m,S ∈ N tali che per ogni (m+ 1)-upla di interi s0 < . . . < sm,
con s0 > S , e χ(s0), . . . , χ(sm) ∈ Z , si ha che
sm − s0 ≥ sλ0
Per tutti i dettagli vedere [Volklein, Teorema 1.21 , Claim 2] (si fa uso del lemma
1.2.2 enunciato poco sopra ) .
Per la conclusione finale del lemma, si partisce prima l’ insieme B(φ) :
B(φ) = {n ∈ N | χ(n) ∈ Z} = {n ∈ B(φ) | n ≤ S} ∪ {n ∈ B(φ) | n > S}
e chiamiamo B2 l’ insieme {n ∈ B(φ) | n > S}; si indicizzano poi gli elementi di B2 in
maniera crescente: B2 = {ni}i∈N , ni < ni+1 . Per ogni (m+ 1)-upla (ni, ni+1, . . . , ni+m)
di elementi di B2 vale l’ asserto precedente : ni+m − ni ≥ nλi . Si partisce dunque B2
in m insiemi Bj , secondo le classi resto modulo m :
B2 =
[
j=0,...,m−1
{ni ∈ B2 | i ≡ j(modm)}
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Per ogni Bj =
n
b(j)i
o
, j = 0, . . . ,m − 1 , vale l’ ipotesi lemma 1.2.1 : b(j)i+1 − b
(j)
i ≥³
b(j)i
´λ
e quindi ciascun Bj è sparso. Dunque anche B2 è sparso ( perchè unione finita
di insiemi sparsi ) e di conseguenza anche l’ insieme B(φ). ¤
Osserviamo che l’ enunciato del teorema può così essere generalizzato ad altre
successioni diﬀerenti da
1
n
: sia {xn} ⊂ N divergente all’ infinito , allora l’ insieme
B(φ, {xn}) +
½
n ∈ N | φ
µ
1
xn
¶
∈ Z
¾
è sparso ( ovviamente bisogna sempre tenere
conto che 1xn appartenga al dominio di definizione di φ ) .
Questa proposizione è equivalente a dimostrare che , data una funzione olo-
morfa con un polo all’ infinito ( la funzione χ della dimostrazione ) , l’ insieme
{n ∈ N | χ (xn) ∈ Z} è sparso , dove xn è una successione di interi che tende all’ infi-
nito .
Dato p(T,X) ∈ Q[T,X] irriducibile su Q(T ) , di grado > 1 in X , fissiamo
t0 ∈ Z tale che p(t0,X) sia separabile. Andiamo adesso alla ricerca delle radici su
Q dei polinomi specializzati p(t0 +
1
n
,X) ∈ Q[X] ( o più in generale dei polino-
mi p(t0 +
1
tn
, X) dove {tn} ⊂ N diverge all’ infinito ) : esprimiamole prima come
funzioni olomorfe in un intorno di t0 (quando vediamo p(t0,X) sul campo algebri-
camente chiuso dei complessi ) , da queste ci riconduciamo a funzioni meromor-
fe e così possiamo applicare il risultato di sopra per ottenere che su Q l’ insieme½
n ∈ N | p(t0 + 1n,X) ha una radice in Q
¾
, quando non è finito , è sparso .
Proposizione 1.2.2 Sia p(T,X) ∈ Q[T,X] irriducibile su Q(T ) , di grado d > 1
in X. Allora per quasi ogni t0 ∈ Q valgono le seguenti aﬀermazioni:
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• esiste un intorno di zero U(0, ε) = {z ∈ C | |z| < ε} ⊂ C , e d funzioni
olomorfe ψ1(z), . . . , ψd(z) ∈ O(U) tali che per ogni z ∈ U il polinomio
p(t0 + z,X) ∈ C[X] ha come d radici distinte i valori ψ1(z), . . . , ψd(z) .
• se per qualche i = 1, . . . , d la funzione ψi(z) è una funzione razionale di z , cioè
ψi(T ) ∈ C(T ) (con T trascendente su C ), allora l’ insieme
Q(ψi) = {q ∈ Q |ψi(q) ∈ Q}
ha cardinalità finita .
• L’ insieme B(p, t0) +
½
n ∈ N | p(t0 + 1n,X) ha una radice in Q
¾
è sparso.
Osservazione : in realtà dimostreremo una cosa più generale : che l’ insieme
B(p, t0, {tn}) +
½
n ∈ N | p(t0 + 1tn ,X) ha una radice in Q
¾
, dove {tn} ⊂ N è una
successione divergente all’ infinito , è sparso.
Dimostrazione : Fissiamo t0 appartenente all’ insieme
S(p) = {t ∈ Q | p(t,X) è separabile}
che sappiamo essere infinito dalla forma debole del T.I.H. ; ricordiamo che sappiamo,
sempre dallo stesso teorema, che il complementare è un insieme finito.
Il primo punto segue dal teorema di analiticità delle radici ; quindi abbiamo la rela-
zione :
p(t0 + z, ψi(z)) = 0 ∀z ∈ U (0, ε) , ∀i = 1, . . . , d (1.6)
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dove ψi ∈ O (U (0, ε)) , funzioni olomorfe nell’ origine , per ogni i = 1, . . . , d .
Per il secondo punto supponiamo che ψ = ψi =
h
g , con g, h ∈ C[T ] ( g 6= 0);
dall’ uguaglianza (in C ) p(t0 + z, ψ(z)) = 0 , valida nell’ intorno U di z = 0 , ne
segue che p(t0 + T, ψ(T )) = 0 in C(T ) , dove T è supposto trascendente anche su
C.Siccome p(t0 + T,X) ∈ Q[T ][X] ne segue che l’ elemento ψ(T ) ∈ C(T ) è algebrico
su Q[T ] ⊂ Q (T ) , e quindi anche su Q (T ) ; siccome Q (T ) è algebricamente chiuso
in C(T ) ([Volklein, Lemma 1.1] o lemma 1.5.1) , ψ(T ) ∈ Q (T ) .
Sia adesso q ∈ Q tale che ψ(q) ∈ Q e fissiamo γ ∈ Gal(Q/Q) ; considerato il
polinomio γ(ψ)(T ) ∈ Q(T ) in cui abbiamo applicato γ ai coeﬃcienti di ψ(T ) (che
sono elementi di Q ), segue che γ(ψ)(q) = γ(ψ(q)) = ψ(q) . Se #Q(ψ) = ∞ allora
γ(ψ)(T ) = ψ(T ) in Q(T ) ; ma allora per ogni γ ∈ Gal(Q/Q) varrebbe che γ(ψ)(T ) =
ψ(T ) e quindi i coeﬃcienti della funzione razionale ψ(T ) sarebbero razionali , cioè
ψ(T ) ∈ Q(T ) . Dall’ equazione
p(t0 + T, ψ(T )) = 0
ne segue
p(T, ψ(T − z0)) = 0
e dal fatto che ψ(T − z0) ∈ Q(T ) , p(T,X) avrebbe una radice in Q(T ), che è in
contraddizione con il fatto che p(T,X) è irriducibile su Q(T ) ed è di grado > 1 in X.
Sia p (T,X) ∈ Q [T,X] = Q [T ] [X] , ed esprimiamolo nella forma seguente :
p(T,X) =
dX
i=0
pi(T )Xi
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con pi(T ) ∈ Q[T ] . Per la dimostrazione del terzo punto consideriamo il caso più
generale di una successione {tn} ⊂ N divergente all’ infinito e definiamo l’ insieme
B(p, t0, {tn}) +
©
n ∈ N | p ¡t0 + 1T , X¢ ha una radice cn ∈ Qª. Notare che p(t0 +
1
tn
,X) ∈ Q [X] .
Esisterà senz’ altro unR abbastanza grande (basta che sia≥ max {deg (pi (T ))})
tale che
f(T,X) = TRp
µ
t0 +
1
T
,X
¶
=
dX
i=0
TRpi
µ
t0 +
1
T
,X
¶
Xi =
dX
i=0
p0i(T )X
i
è un elemento di Q[T,X] , con coeﬃcienti p0i(T ) ∈ Q[T ] . Osserviamo che per ogni
z ∈ U 0 =
©
z | |z| ≥ 1ε
ª
, le radici di f (z,X) sono le funzioni ηi (z) + ψi
¡
1
z
¢
, olomorfe
all’ infinito .
f(z,X) = zR
dY
i=1
(X − ηi (z)) ∀z ∈ U 0
dove ηi (z) + ψi
µ
1
z
¶
∈ O (U 0) per ogni i = 1, . . . , r , sono funzioni olomorfe all’
infinito .
Fissato n ∈ N , un elemento cn ∈ Q è radice di p
µ
t0 +
1
tn
,X
¶
∈ Q[X] se e solo
se è radice di f(tn,X) ∈ Q[X] ; in altre parole vale la relazione
p
µ
t0 +
1
tn
, cn
¶
= 0⇔ f(tn, cn) = 0
Siccome i coeﬃcienti p0i(T ) di f stanno in Q[T ] , posso trovare un b ∈ Z tale che
bf(T,X) = ef (T,X) ∈ Z [T,X] . Vale ovviamente che
f(tn, cn) = 0⇔ ef(tn, cn) = 0
1.2 Dimostrazione del T.I.H. 32
Moltiplichiamo la relazione
ef(tn, cn) = dX
i=0
ep0i(tn)cni = 0
per ep0 (tn)d−1 ( dove ep0(T ) = ep0r(T ) ) e otteniamo
ep0 (tn)d−1 dX
i=0
ep0i(tn)cni = 0
ep0 (tn)d cdn + d−1X
i=0
ep0 (tn)d−1 ep0i(tn)cni = 0
(ep0 (tn) cn)d + d−1X
i=0
ep0 (tn)d−1−i ep0i(tn) (ep0 (tn) cn)i = 0
Vediamo quindi che (tn, ep0 (tn) cn) soddisfa il seguente polinomio monico a coeﬃcienti
in Z[T ] :
F (T,Z) = Zd +
d−1X
i=0
ep0(T )d−1−iep0i(T )Zi
Dalla relazione
p
µ
t0 +
1
tn
, cn
¶
= 0
(dove cn è una radice su Q del polinomio p
µ
t0 +
1
tn
,X
¶
∈ Q [X] ) deriva
F (tn, ep0(tn)cn) = 0
e quindi che ep0(tn)cn , che è un elemento di Q , è intero su Z , dato che F (tn, Z) ∈ Z[Z]
è monico. Quindi in definitiva ep0(tn)cn ∈ Z .
Dato che tn →∞ esiste N ∈ N tale che per ogni n ≥ N si ha che
1
tn
∈ U(0, ε)
e dunque cn = ψi
µ
1
tn
¶
per qualche i = 1, . . . , d , grazie a (1.6) ; definita la funzione
ϕi(z) + ep0µ1z
¶
ψi(z) su U(0, ε)\ {0} , che è olomorfa ed ha un polo in corrispondenza
di z = 0 , per n ≥ N , n ∈ B(p, t0, {tn}) , si ha che
ϕi
µ
1
tn
¶
= ep0(tn)ψiµ 1tn
¶
∈ Z
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La funzione ϕi è un polinomio di Laurent (una funzione razionale, cioè un ele-
mento di C(z) ) se e solo se ψi lo è ; se siamo in questo caso , dato che p0(tn) ∈ Z , segue
che ψi(
1
tn
) ∈ Q e quindi l’ insieme Q(ψi, {tn}) =
½
n ∈ N | n ≥ N,ψi
µ
1
tn
¶
∈ Q
¾
è fi-
nito perchè Q(ψi) lo è . Altrimenti per il teorema precedente l’ insieme B(ϕi, {tn}) =½
n ∈ N | n ≥ N,ϕi
µ
1
tn
¶
∈ Z
¾
è sparso .
Abbiamo che :
B(p, t0, {tn})\ {1, . . . , N − 1} =½
n ∈ N | n ≥ N, p
µ
t0 +
1
tn
, cn
¶
= 0 per qualche cn ∈ Q
¾
=[
i=1,...,d
Q(ψi, {tn}) =[
i=1,...,d
B(ϕi, {tn})
e quindi l’ insieme B(p, t0, {tn}) è sparso . ¤
Passiamo adesso finalmente al
Teorema di irriducibilità di Hilbert :
Il campo Q dei razionali è hilbertiano.
Dimostrazione : come già accennato proveremo la condizione 3 della defi-
nizione di campo hilbertiano. Siano dunque p1(T,X), . . . , pr(T,X) ∈ Q[T,X] irridu-
cibili e di grado > 1 nella variabile X ; sia t0 ∈ Q tale che i polinomi specializzati
{p1(t0, X), . . . , pr(t0, X)} siano tutti separabili, come richiesto dalla proposizione pre-
cedente , e sia tn una successione di numeri naturali divergente all’ infinito . L’ unione
finita degli insiemi
B(p1, t0, {tn}) ∪ . . . ∪B(pr, t0, {tn})
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è sparsa , e dunque il complementare
C (t0, {tn}) =
r\
i=1
½
n ∈ N | pi(t0 + 1tn , X) non ha radici in Q
¾
è un sottoinsieme infinito di N . Quindi, per ogni n ∈ C , posto τn = t0 +
1
tn
, esi-
stono infinite specializzazioni razionali date da una successione infinita {τn}n∈C ⊂ Q,
che converge al punto t0 , tali che p1(τn,X), . . . , pr(τn, X) non hanno radici su Q .
Questo prova il T.I.H. . ¤
Corollario 2 dato f(T,X) ∈ Q [T,X] irriducibile , l’ insieme
{t ∈ Q | f (t,X) ∈ Q [X] è irriducibile}
è denso in Q .
Dimostrazione : basta sfruttare la relazione della tesi della proposizione 1.0.1
per dimostrare che l’ insieme è denso ; continuiamo ad usare le notazioni del teorema
precedente . Sia x ∈ Q e U ⊂ Q intorno aperto di x ; esiste t0 ∈ U tale che pi (t0,X) è
separabile per ogni i = 1, . . . , r . Consideriamo la successione
©
τn = t0 + 1n
ª
n∈N ⊂ Q :
per la dimostrazione del T.I.H. da questa si può estrarre una sottosuccessione {τ 0n}n∈N
tale che per ogni n i polinomi {pi (τ 0n,X)} non hanno radici su Q . Siccome τ 0n → t0
esisterà N tale che τ 0n ∈ U , per ogni n ≥ N : l’ insieme\
i=1,...,r
{t ∈ Q | pi (t,X) ∈ Q [X] non ha radici su Q}
è denso e quindi anche l’ insieme della tesi lo è . ¤
In realtà al posto di 1n posso prendere
1
tn
t.c. {tn} ⊂ N tende all’ infinito .
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1.3 Generalizzazione del T.I.H.
Consideriamo adesso il caso generale di un polinomio con più variabili Ti e Xj ; come
prima chiamiamo parametri le indeterminate Ti .
1.3.1 Caso di più variabili Xi e un parametro T
Dato d ∈ N , ≥ 2 , consideriamo l’ omomorfismo di Kronecker :
Sd : k[X1, . . . , Xs]→ k[X]
Xi 7→ Xdi−1 , i = 1, . . . , s
Dato un generico g(X1, . . . , Xs) ∈ k[X1, . . . , Xs] , la sua immagine tramite Sd è
pari a :
Sd (g(X1, . . . , Xs)) = (Sdg) (X) = g(X, . . . ,Xd
s−1
) ∈ k[X]
Un monomio del tipo aXn11 . . .X
ns
s mediante l’ omomorfismo di Kronecker andrà in
aXn1+n2d+...+nsd
s−1
. Indichiamo da adesso in poi X = (X1, . . . , Xs) ;
Ad =
©
f(X) ∈ k[X] | degXi g(X) ≤ d− 1 per ogni i = 1, . . . , s
ª Sd→ (1.7)
Sd→ {g(X) ∈ k[X] | degX g ≤ ds − 1}
è una biezione , per l’ unicità dell’ espansione di un numero naturale N ≤ ds−1
in base d : esistono e sono unici {ni ∈ N | ni ≤ d− 1}i=1,...,s.tali che N = n1 + n2d+
n3d2 + . . .+ nsds−1 .
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Definiamo in maniera del tutto analoga Sd su k[X1, . . . , Xs] , imponendo che sia
l’ indentità sul parametro T ; con Ad,T indichiamo l’ insieme dei polinomi f(T,X) ∈
k [T,X] con le stesse proprietà di Ad .
Teorema : Sia k un campo hilbertiano e f(T,X1, . . . , Xs) ∈ k[T,X1, . . . , Xs]
polinomio in s+ 1 variabili, s ≥ 1 , irriducibile su k , di grado ≥ 1 in Xs .
Allora esistono infinite specializzazioni f(t,X1, . . . , Xs) ∈ k[X1, . . . , Xs] irriducibili su
k , con t ∈ k .
Dimostrazione : Sia f(T,X) ∈ k[T,X] irriducibile , e d ∈ N tale che
d > degXi f(T,X) per ogni i = 1, . . . , s . Per comodità di scrittura l’ omomorfismo
di valutazione che specializza la variabile T nell’ elemento t viene indicato indistinta-
mente con ϕt , sia su k[T,X] che su k[T,X] . Risulta che
ϕtSd = Sdϕt (1.8)
cioè il diagramma commuta :
k[T,X]
Sd→ k[T,X]
ϕt ↓ ϕt ↓
k[X]
Sd→ k[X]
Se
Sd (f(T,X)) =
Y
j∈J
φj(T,X) (1.9)
è la fattorizzazione di Sd (f(T,X)) = (Sdf) (T,X) in k[T,X] allora posso scegliere
t ∈ k tale che φj(t,X) ∈ k[X] rimangano irriducibili per ogni j ∈ J , sfruttando l’
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ipotesi di hilbertianità del campo k , in maniera tale che
(Sdf) (t,X) =
Y
j∈J
φj(t,X) (1.10)
sia la fattorizzazione di (Sdf) (t,X) in k[X] ; notare che si è fatto uso di 1.8 .
Per assurdo supponiamo adesso che ft(X) = f(t,X) non sia irriducibile ; per-
tanto
f(t,X) = p1(X)p2(X)
per qualche fattore p1(X) , p2(X) ∈ k[X] non banali ; siccome Sd è un omomorfismo,
(Sdf) (t,X) = Sd (p1(X))Sd (p2(X)) (1.11)
e dunque usando la fattorizzazione in (1.10)
⎧
⎨
⎩
(Sdp1) (X) =
Q
j∈J1
φj(t,X)
(Sdp2) (X) =
Q
j∈J2
φj(t,X)
(1.12)
dove J1 ∪ J2 = J e J1 ∩ J2 = ∅ (queste uguaglianze sono scritte a meno di un fattore
∈ k∗ ) ; definiamo i seguenti polinomi in k[T,X] :
⎧
⎨
⎩
P1 (T,X) =
Q
j∈J1
φj(T,X)
P2 (T,X) =
Q
j∈J2
φj(T,X)
(1.13)
che sono i fattori corrispondenti a J1 e J2 in (Sdf) (T,X) , dunque
(Sdf) (T,X) = P1 (T,X)P2 (T,X) (1.14)
Osserviamo subito che le loro specializzazioni :
½
ϕt (P1(T,X)) = P1(t,X) = Sd (p1(X))
ϕt (P2(T,X)) = P2(t,X) = Sd (p2(X))
(1.15)
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Usiamo il risultato ottenuto in (1.7) : dato che degX Pj(T,X) < d
s esistono ( e
sono unici ) q1(T,X) , q2(T,X) ∈ Ad,T per i quali½
P1 (T,X) = Sd (q1(T,X))
P2 (T,X) = Sd (q2(T,X))
(1.16)
Allora vale la relazione
Sd (f(T,X)) = Sd (q1(T,X))Sd (q2(T,X)) = Sd (q1(T,X)q2(T,X))
e siccome f(T,X) è irriducibile , non si può avere che f(T,X) = q1(T,X)q2 (T,X);
quindi il prodotto q1(T,X)q2(T,X) ∈ k [T,X] non appartiene all’ insieme Ad,T .
Pertanto conterrà qualche monomio del tipo h(T,X) = a(T )Xn11 . . .X
ns
s con qualche
esponente ni ≥ d , e coeﬃciente a(T ) ∈ k[T ] , 6= 0 ; aggiungiamo adesso l’ ipotesi che
t ∈ k sia tale che a(t) 6= 0 , in maniera tale che h(t,X) 6= 0 .
Applichiamo adesso l’ omomorfismo di valutazione ϕt ad entrambi le equazioni
di (1.14) e di (1.16) , otteniamo :
(Sdf) (t,X) = P1 (t,X)P2 (t,X)½
P1(t,X) = Sd (q1(t,X))
P2(t,X) = Sd (q2(t,X))
Da (1.11) e da (1.15) otteniamo alla fine che½
Sd (p1(X)) = Sd (q1(t,X))
Sd (p2(X)) = Sd (q2(t,X))
=⇒
½
p1(X) = q1(t,X)
p2(X) = q2(t,X)
⇒ f(t,X) = q1(t,X)q2(t,X)
sempre per l’ iniettività di Sd su Ad . Quindi h(t,X) divide f(t,X) , ma ciò è assurdo
perchè f(t,X) ∈ Ad , mentre h(t,X) /∈ Ad .¤
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1.3.2 Caso di una variabile X e più parametri Tj
Teorema : Sia k un campo hilbertiano e f(T1, . . . , Tr, X) ∈ k[T1, . . . , Tr,X] polinomio
in r+1 variabili, r ≥ 1 , irriducibile su k , di grado ≥ 1 in X . Allora esistono infinite
specializzazioni f(t, X) ∈ k[X] irriducibili su k , t = (t1, . . . , tr) .
Dimostrazione : basta applicare il teorema precedente considerando il
polinomio f nel parametro T1 e nelle r variabili T2, . . . , Tr, X ; specializzando in T1
si ottiene un polinomio f(t1, T2, . . . , Tr,X) ∈ k[T2, . . . , Tr,X] irriducibile. Attraverso
specializzazioni successive in T2, T3, . . . , Tr si ottiene la tesi. ¤
1.3.3 Caso di più variabili Xi e più parametri Tj
I due teoremi precedenti possono essere raggruppati nel seguente:
Teorema : Sia k un campo hilbertiano e f(T1, . . . , Tr,X1, . . . , Xs) ∈ k[T,X]
polinomio in r + s variabili, r ≥ 1 e s ≥ 1 , irriducibile su k , di grado ≥ 1 in Xs.
Allora esistono infinite specializzazioni f(t,X1, . . . , Xs) ∈ k[X1, . . . , Xs] irriducibili
su k , t = (t1, . . . , tr) ∈ kr .
Di questo teorema esiste una variante che aﬀerma che esistono infinite specializ-
zazioni razionali al di fuori di una fissata ipersuperficie ( luogo di zeri di un polinomio)
per le quali il polinomio specializzato rimane irriducibile .
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Teorema : Sia k un campo hilbertiano e f(T,X) polinomio in r + s variabili,
r ≥ 1 e s ≥ 1 , irriducibile su k , di grado ≥ 1 in Xs . Per ogni p(T1, . . . , Tr) ∈
k[T1, . . . , Tr] , p 6= 0 , esistono infinite r-uple t = (t1, . . . , tr) ∈ kr , tali che p(t) 6= 0 e
f(t, X1, . . . , Xs) ∈ k[X1, . . . , Xs] è irriducibile su k .
Dimostrazione : vedere [Volklein, Lemma 1.10] .
Come applicazione del teorema 6 enunciamo il seguente corollario :
Corollario 3 Ogni estensione finitamente generata di un campo k hilbertiano
è hilbertiana.
Dimostrazione : In generale se K è un’ estensione finitamente generata di un
campo k esistono T1, . . . , Tr ∈ K tali cheK è un’ estensione finita di F = k (T1, . . . , Tr)
e F è puramente trascendente su k ( T1, . . . , Tr ∈ K algebricamente indipendenti su
k). Se dimostriamo che F è un campo hilbertiano , seguirà che anche K è hilbertia-
no, perchè abbiamo già dimostrato che le estensione algebriche di campi hilbertiani
sono hilbertiane ( vedi corollario 1 ) .
Dato f (T,X) ∈ F [T,X] polinomio irriducibile su F , per il lemma 1.1.1 f è irriducibi-
le su F (T ) come polinomio in X ; posso inoltre supporre che f ∈ k [T1, . . . , Tr] [T,X]
e che f è irriducibile su k come polinomio in T1, . . . , Tr, T,X . Per il teorema 6
esistono infiniti t ∈ k tali che f (T1, . . . , Tr, t, X) è irriducibile su k . Per lo stesso
lemma f (T1, . . . , Tr, t,X) è irriducibile su k [T1, . . . , Tr] e quindi sul relativo campo
dei quozienti F .¤
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Andiamo a vedere adesso un’ interessante conseguenza del T.I.H. nel caso del campo
dei razionali Q , o più in generale per un qualsiasi campo hilbertiano che sia nume-
rabile ; esistono particolari sottoinsiemi di Q , che possono essere scelti a priori , che
godono di questa proprietà : per ogni polinomio f(T,X) ∈ Q[T,X] irriducibile , le
specializzazioni di f(T,X) sugli elementi della successione sono tutte irriducibili su
Q ad eccezione di un numero finito di casi . Tali successioni prendono il nome di
insiemi di Hilbert universali .
La loro esistenza può essere dimostrata in maniera abbastanza semplice : numeria-
mo in qualche modo l’ insieme dei polinomi irriducibili in due variabili
f1(T,X), f2(T,X), . . . , fn(T,X), . . .
Per ogni n ∈ N scegliamo tn ∈ Q tale che {f1(tn,X), . . . , fn(tn,X)} sono irriduci-
bili su Q . Allora l’ insieme {tn} ⊂ Q è un insieme di Hilbert universale : dato
g(T,X) ∈ Q[T,X] irriducibile , esisterà un N ∈ N per il quale g(T,X) = fN(T,X) ,
e quindi per ogni n ≥ N risulterà che g(tn,X) è irriducibile .
Vale anche un risultato ancora più generale : definito {tn} ⊂ Q come sopra (
un insieme di Hilbert universale) , per ogni insieme finito del tipo
{g1(T,X), . . . , gm(T,X)} ⊂ Q[T,X]
di polinomi irriducibili , per tutti i valori di tn ad eccezione di un numero finito , i
polinomi
{g1(tn,X), . . . , gm(tn,X)} ⊂ Q[X]
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sono irriducibili . Infatti basta ordinare gli m polinomi secondo l’ ordinamento scelto
in partenza , e poi scegliere N ∈ N per il quale per ogni n ≥ N gi(tn,X) è irriducibile,
per ogni i = 1, . . . ,m .
In eﬀetti questa seconda proprietà è equivalente alla definizione di insieme di
Hilbert universale ; vale un asserto analogo a quello della sezione 1.1 :
Proposizione 1.4.1 Un insieme U ⊂ Q è un insieme di Hilbert universale se e
solo se valgono una delle seguenti condizioni equivalenti :
• per ogni insieme finito del tipo {g1(T,X), . . . , gm(T,X)} ∈ Q[T,X] di polinomi
irriducibili , per tutti i valori di t ∈ U ad eccezione di un numero finito , i
polinomi {g1(t,X), . . . , gm(t,X)} ∈ Q[X] sono irriducibili
• per ogni insieme finito {h1(T,X), . . . , hm(T,X)} ∈ Q[T,X] di polinomi
irriducibili di grado ≥ 2 in X , per tutti i valori di t ∈ U ad eccezione di un
numero finito , i polinomi {h1(t,X), . . . , hm(t,X)} ∈ Q[X] non hanno radici su
Q .
• per ogni polinomio h(T,X) ∈ Q[T,X] irriducibile di grado ≥ 2 in X , per tutti
i valori di t ∈ U ad eccezione di un numero finito , il polinomio specializzato
h(t,X) ∈ Q[X] non ha radici su Q .
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A partire da [Sprindzˇuk, 1981] sono stati costruiti espliciti esempi di successioni
di Hilbert universali :
n
hn =
j
e
√
log logn
k
+ n!2n
2 | n ≥ 3
o
( per bxc si intende il più grande intero che non supera x ) .
Un altro esempio è quello contenuto in [Dèbes & Zannier, 1995] :
{hn = 2n + n | n ∈ N}
Queste successioni però hanno crescita esponenziale , e in particolare la loro densità è
zero . Successivamente sono state costruite successioni di crescita polinomiale ( [Bilu,
1996] ) :
©
hn = blog log |n|c+ n3 | |n| ≥ 3
ª
e quasi-lineare ( [Zannier articolo, 1996] ) :(
hn = pn
Y
p<log logn
p | n ≥ 3
)
dove pn è l’ n-esimo numero primo .
Una versione quantitativa del T. I. H. implica l’ esistenza di successioni di Hilbert
universali che hanno densità pari a 1 , cioè# {h ∈ H | h ≤ N} ∼ N perN →∞ (vedi
i già citati [Dèbes & Zannier] e [Bilu] ) ; l’ultimo esempio che abbiamo riportato è
quello che più si avvicina in tal senso .
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1.5 Applicazioni del T.I.H. alla teoria di Galois
Sia k un campo fissato . Dato un gruppo finito G è possibile realizzare un’estensione
di Galois L su k tale che Gal(L/k) ∼= G ? Questa domanda prende il nome di
problema inverso di Galois ; è naturale che il campo di maggiore interesse sia quello
dei razionali , Q .
Definizione Dato un gruppo G e un campo k , si dice che G si realizza su k
se esiste un’estensione finita di Galois L ⊃ k con gruppo di Galois Gal(L/k) isomorfo
a G .
Vediamo adesso come il teorema di Hilbert venga in aiuto nell’ aﬀrontare il problema
inverso di Galois . L’ enunciato che segue prende in considerazione il campo Q dei
razionali , ma può benissimo essere riformulato per un qualsiasi campo K che sia
hilbertiano .
Teorema : Se G è un gruppo finito che si realizza come gruppo di Galois su
una qualche estensione del campo puramente trascendente Q(T1, . . . , Tn) allora esso
si realizza anche su Q .
Dimostrazione : Sia E un’ estensione finita di Galois diQ(T1, . . . , Tn) = Q (T),
con gruppo isomorfo a G . Per il teorema dell’ elemento primitivo e per il lem-
ma (1.0.1) esiste un elemento α ∈ E , intero sull’ anello Q [T1, . . . , Tn] , tale che
E = Q(T) (α) ; sia f (T,X) ∈ Q [T] [X] il suo polinomio minimo . Per il teorema
di irriducibilità di Hilbert ( nella variante di 1.3.2 ) esistono un’ infinità di n-uple
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(t1, . . . , tn) ∈ Qn tali che il polinomio specializzato f (t1, . . . , tn,X) ∈ Q [X] è irridu-
cibile ; concludo con il lemma di estensione 1.0.2 , considerando R = Q [T1, . . . , Tn]
e la specializzazione ϕt ((T1, . . . , Tn)) = (t1, . . . , tn) da R su Q : siccome il polinomio
specializzato è irriducibile , ne segue che il suo gruppo di Galois su Q è isomorfo a
quello del polinomio f (T, X) , e quindi a G . ¤
1.5.1 Realizzazioni regolari
Ci sono particolari realizzazioni di un gruppo come gruppo di Galois di un’ estensione
di campi che permettono di ottenere interessanti proprietà ; in particolare possiamo
ottenere un’ infinità di estensioni di Galois con gruppo preassegnato su un campo
hilbertiano k , che sono linearmente disgiunte su k .
Definizione Dato un gruppo G e un campo k , si dice che G si realizza
regolarmente su k se esiste un interom ≥ 1 tale che G si realizza su k(T1, . . . , Tn) =
k(T) , e se K ⊃ k(T) è l’ estensione di Galois con gruppo G , K ∩ k = k .
In pratica K non contiene alcuna estensione algebrica propria del campo k . Il
prossimo lemma ( [Volklein, Lemma 1.1] ) caratterizza questo tipo particolare di
estensioni .
Lemma 1.5.1 Sia K = k(T)(α) ⊃ k(T) un’ estensione di Galois con gruppo
G ; indichiamo con f(T, X) ∈ k(T)[X] il polinomio minimo di α su k(T) . Allora
K ∩ k = k se e solo se f(T, X) è irriducibile su k(T)[X] , con k la chiusura algebrica
di k . Se vale questo allora per ogni estensione di campi k ⊂ k1 , tale che T,X
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rimangono algebricamente indipendenti su k1 , segue che f(T,X) è irriducibile su
k1(T)[X] .
Proposizione 1.5.1 Sia k un campo hilbertiano a caratteristica zero e G un
gruppo finito che si realizza regolarmente su k .
Allora esistono infinite estensioni di Galois di k con gruppo di Galois isomorfo a G
che sono linearmente disgiunte su k.
Dimostrazione : Chiedere che due estensioni di Galois k0 e k00 di k siano
linearmente disgiunte su k , equivale a chiedere che k0 ∩ k00 = k .
La dimostrazione procede per induzione : siano k1, . . . , kn estensioni di Galois di
k linearmente disgiunte , tali che Gal(ki/k) ∼= G per ogni i = 1, . . . , n ; definiamo il
composto di campi l + k1 . . . kn estensione finita di k . SiaK = k(T)[X]/(f(T,X)) ⊃
k(T) un’ estensione di Galois , con gruppo G , con f(T,X) ∈ k(T)[X] irriducibile e
K ∩k = k ; per il lemma precedente f(T,X) risulta essere irriducibile anche su l(T),
e indicando L = l(T)[X]/(f(T,X)) risulta che
G ∼= Gal (K/k(T)) ∼= Gal (L/l (T))
Per la proprietà 2) dei campi hilbertiani (vedi sezione 1.1 generalizzata al caso
di più parametri) segue che esistono infiniti valori t ∈ km tali che f(t,X) ∈ l(t)[X]
rimane irriducibile ; ovviamente f(t,X) rimane irriducibile anche su k(t) ⊂ l(t) .
Definiamo pertanto kn+1 = k[X]/(f(t,X)) e l0 = l[X]/(f(t, X)) : entrambe sono
estensioni di Galois rispettivamente su k e su l , con gruppo isomorfo a G , perchè
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risulta
Gal (K/k(T)) ∼= Gal(kn+1/k)
Gal (L/l (T)) ∼= Gal(l0/l)
(vedi osservazione dopo il lemma di estensione ) ; inoltre l e kn+1 sono linearmente
disgiunte su k perchè l ∩ kn+1 = k , dato che [l0 : l] = [kn+1 : k] . Quindi kn+1 risulta
essere disgiunto da ki , per ogni i = 1, . . . , n . ¤
Capitolo 2
Controesempio in più dimensioni al
teorema di Luroth
Come già accennato nell’introduzione il teorema di Luroth si rivelò falso in più
dimensioni , mostrando quindi che il problema di Noether aveva risposta negativa ; il
primo controesempio risale al 1969 ad opera di R.Swan : la dimostrazione qua esposta
è proprio quella da lui seguita , ed usa unicamente nozioni algebriche . Molti altri
controesempi sono stati costruiti , molti dei quali passano dalla geometria algebrica ( si
parla là di varietà razionali ed unirazionali ) ; Lenstra trovò la condizione necessaria
e suﬃciente aﬃnchè il campo delle funzioni razionali in n indeterminate invarianti
sotto l’ azione di un gruppo abeliano e transitivo fosse puramente trascendente ( vedi
articolo [Lenstra] ) .
Questo che segue è il classico teorema di Luroth .
Teorema di Luroth Sia F un campo e X un elemento trascendente su F . Data
la seguente estensione di campi F ( E ⊂ F (X) allora E = F (Y ) con Y ∈ F (X) e
F (X) è algebrico su E .
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2.1 Problema di Noether
Sia F un campo e {X1, . . . , Xn} un insieme di elementi algebricamente indipendenti
sul campo F ; sia K = F (X1, . . . , Xn) = F (X) il campo delle funzioni razionali in n
indeterminate .
(L) Data la successione di campi F ( E ⊂ K esiste una m-upla (Y1, . . . , Ym) di
elementi di K algebricamente indipendenti su F tale che E = F (Y1, . . . , Ym) ?
Questo problema può essere visto come una generalizzazione del teorema di
Luroth al caso in cui il grado di trascendenza sia maggiore di 1 .
Consideriamo adesso un caso particolare di (L) : il gruppo simmetrico Sn agisce
sul campo K lasciando fissi gli elementi del campo F e permutando le variabili Xi
(i = 1, . . . , n) in modo naturale , σ (Xi) = Xσ(i) . Dato un gruppo finito G lo posso
immergere in Sn per qualche n , in maniera tale che sia un sottogruppo transitivo di
Sn ( teorema di Cayley ) ; posso quindi considerare l’ azione indotta di G , in quanto
sottogruppo di Sn , sul campo K . Denotiamo con KG il sottocampo di K
{f(X) ∈ K | σ (f(X)) = f(X), ∀σ ∈ G}
cioè gli elementi diK lasciati fissi da G , detto campo delle funzioni razionali in n
variabili invarianti sotto l’ azione del gruppo G ; nei casi speciali in cui G = Sn
o An ( n ≤ 5 ) allora KG è puramente trascendente .Viene quindi da domandarsi se
ciò sia vero in generale :
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(N) Se ho un gruppo finito G che agisce su K permutando transitivamente le
variabili {Xi}i=1,...,n è vero che il campo KG delle funzioni razionali invarianti
sotto l’ azione di G è puramente trascendente su F ? cioè esiste un insieme
{Y1, . . . , Yn} di elementi di K algebricamente indipendenti su F tale che KG =
F (Y1, . . . , Yn) ?
Questo problema sta alla base del metodo seguito da E. Noether per aﬀron-
tare il problema inverso di Galois e viene appunto chiamato problema di Noether ;
ovviamente
(L) ⇒ (N)
Come già mostrato nell’ introduzione , se il problema di Noether avesse avuto
soluzione , il problema inverso di Galois avrebbe avuto risposta aﬀermativa , grazie
al teorema di Hilbert ( vedi teorema 10 ) .
Mostreremo come il problema (N) in genere sia falso secondo quanto apparso in
[Swan] nel 1969 :
Teorema (Swan) : Sia G ⊂ Sp un gruppo di permutazione ciclico generato
da un p-ciclo che agisce transitivamente sulle indeterminate X1, . . . , Xp . Se p = 47
allora il campo fisso Q(X1, . . . , Xp)G non è un’ estensione puramente trascendente di
Q .
La strategia seguita da Swan consiste nel dimostrare che un ideale I di un certo
anello non è principale, e che questo necessariamente comporta la tesi del teorema.
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2.2 Preliminari
2.2.1 Anello di gruppo Zπ
Definizione Sia π = {ϕ1, . . . , ϕn} un gruppo moltiplicativo finito di ordine n ; si
definisce Zπ l’insieme delle combinazioni lineari a coeﬃcienti interi di elementi di π :
Zπ +
(
nX
i=1
aiϕi | ai ∈ Z, ϕi ∈ π
)
In altre parole Zπ è il gruppo abeliano libero su π . L’ insieme Zπ può essere dotato
in maniera naturale di una struttura di anello con identità :
• (Pni=1 aiϕi) + (Pni=1 biϕi) +Pni=1 (ai + bi)ϕi
• (Pni=1 aiϕi)³Pnj=1 bjϕj´ +Pni,j=1 aibiϕiϕj
L’ anello Zπ è commutativo se π lo è .
Osservazione: tale definizione può essere estesa a gruppi moltiplicativi di ordine
qualunque, considerando però Zπ come l’ insieme delle combinazioni lineari finite a
coeﬃcienti interi. (vedi [MacLane, cap. 4 §. 1] ) .
Se π è un gruppo ciclico finito , con generatore τ , π = {id, τ , τ 2, . . . , τn−1} ;
allora l’ anello di gruppo è della forma
Zπ =
(
n−1X
i=0
aiτ i | ai ∈ Z
)
Questa scrittura lascia intuire la formulazione della seguente proposizione .
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Proposizione 2.2.1 Sia π un gruppo ciclico di ordine n ; allora
Zπ ∼= Z[X]
(Xn − 1) (2.17)
Dimostrazione: Sia τ un generatore del gruppo . Consideriamo l’ omomorfismo
surgettivo di anelli Z[X] → Zπ che manda
P
aiX i 7→
P
aiτ i , e dimostriamo che il
suo nucleo è proprio l’ ideale (Xn− 1) : se
P
aiτ i = 0 allora dalla divisione con resto
in Q[X] ,
P
aiX i = p(X)(Xn− 1)+ r(X) , con p(X), r(X) ∈ Z[X] ( perchè Xn− 1 è
monico) e deg r(X) < n , si ottiene che r(τ) = 0 . Siccome Zπ è un gruppo abeliano
libero sugli n elementi {1, . . . , τn−1} , questo comporta che r(X) ≡ 0 . ¤
Questa proposizione fornisce un’ informazione su chi sono i divisori di zero nell’
anello Zπ ; osserviamo che la fattorizzazione del polinomio Xn−1 in Q [X] è tale che
i suoi fattori irriducibili hanno coeﬃcienti in Z , perchè si tratta di polinomi monici .
Corollario 4 Se Xn − 1 = p0 (X) p1(X) . . . ps(X) è la scomposizione in fattori
irriducibili con pi (X) ∈ Z [X] , dove in particolare p0 (X) = X − 1 e p1(X) = Φn(X)
è il polinomio minimo di ξn radice primitiva n-esima di 1 su Q , allora i divisori di
zero nell’ anello Zπ sono gli elementi dell’ insieme
s[
i=0
(pi(τ))
dove (pi(τ)) è l’ ideale in Zπ generato da pi(τ) ∈ Zπ ( i = 0, . . . , s ) .
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Dimostrazione: Che gli elementi dell’ insieme della tesi siano divisori di zero
è chiaro dalla proposizione precedente .
Viceversa sia q1 (τ) ∈ Zπ , 6= 0 , per il quale esiste un elemento q2 (τ) 6= 0 tale che
q1 (τ) q2 (τ) = 0 ; allora q1 (X) q2 (X) ∈ (Xn − 1) in Z[X] e siccome q1 (τ) 6= 0 segue
che esiste un fattore irriducibile di Xn−1 che lo divide . Dunque q1 (τ) ∈ (pi (τ)) per
qualche i = 0, . . . , s . ¤
Sia π un gruppo ciclico di ordine n . Consideriamo ξn una radice primitiva
n-esima di 1 su Q , e il campo ciclotomico Q(ξn) di grado [Q(ξn) : Q] = ϕ(n) = m ;
indichiamo con Φn(X) ∈ Z[X] l’ n-esimo polinomio ciclotomico ( polinomio minimo
di ξn su Q , che è intero su Z ) e Φ = Φn(τ) ∈ Zπ . Definiamo l’ applicazione
µ : Zπ → Q (ξn) (18)
µ(τ i) = ξin, µ(a) = a, a ∈ Z
µ è un omomorfismo di anelli e segue subito che Imµ = Z[ξn] , dove Z[ξn] =©Pm−1
i=0 aiξ
i
n | ai ∈ Z
ª
( così come Q(ξn) =
©Pm−1
i=0 aiξ
i
n | ai ∈ Q
ª
). E’ noto che
D = Z[ξn] ⊂ Q(ξn) è l’ anello degli interi di Q(ξn) , ed è un gruppo abeliano libero
di rango m .
Proposizione 2.2.2 Sia π un gruppo ciclico di ordine n . Allora si ha :
Zπ
(Φ)
∼= Z[ξn]
Dimostrazione: la tesi segue dal fatto che kerµ = (Φ) , dove µ è l’ applicazione
definita in (2.18) . Sia τ un generatore del gruppo π . Ovviamente kerµ ⊃ (Φ) ; per
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l’altra inclusione se
P
aiτ i 7−→
P
aiξ
i
n = 0 allora Φn(X) |
P
aiX i in Q(X) ; siccome
Φn(X) è monico la divisione avviene in Z[X] (cioè il quoziente
P
a0iX
i appartiene a
Z[X] ) e quindi
P
aiτ i = Φ
P
a0iτ
i ∈ (Φ) . ¤
2.2.2 Gruppi moltiplicativi sull’ anello Zπ : Zπ-moduli
Sia M un gruppo abeliano moltiplicativo e π è un gruppo di automorfismi di M .
Allora M è uno Zπ-modulo :
Zπ ×M −→ M
(
P
aiϕi,m) 7−→ (
P
aiϕi) ◦m +
Q
ϕi(m)
ai
Questa applicazione che abbiamo definito soddisfa le proprietà dei moduli :
⎧
⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(φ1 + φ2) ◦m = (φ1 ◦m) (φ2 ◦m)
(φ1) ◦ (mn) = (φ1 ◦m) (φ1 ◦ n)
(φ1φ2) ◦m = φ1 ◦ (φ2 ◦m)
1 ◦m = m
∀φ1, φ2 ∈ Zπ,m, n ∈M
2.3 Costruzione del controesempio
Sia F un campo e G un gruppo ciclico assegnato di ordine p , G = {σ1, . . . , σp}, che
agisce sulle p indeterminate {Xi}i=1,...,p del campo puramente trascendente F (X1, . . . , Xp)
permutandole transitivamente . Consideriamo i seguenti campi :
K = F (X1, . . . , Xp)
L = KG
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Per il teorema di Artin segue subito che Gal(K/L) = G . Vogliamo arrivare a
dimostrare che L non è puramente trascendente su F per p = 47.
Cominciamo con il costruire un’ altra estensione di campi a partire da quella
iniziale F ⊂ L ⊂ K , parallela a questa, aggiungendo a ciascuno di questi tre campi
una radice primitiva p-esima di 1 .
Sia dunque ζ una radice p-esima primitiva di 1 sul campo F e indichiamo con F 0
l’ estensione ciclotomica F (ζ) ; supponiamo che [F 0 : F ] = p− 1 (questo sicuramente
vale per F = Q ) . Il gruppo di Galois Gal(F (ζ)/F ) , che denoteremo con π , sarà
ciclico di ordine p−1, isomorfo in maniera naturale al gruppo moltiplicativo (Z/pZ)∗.
Più esplicitamente esso è costituito dagli elementi
π =
n
ϕi : F (ζ)→ F (ζ) | (ϕi)|F = id, ϕi(ζ) = ζi, i = 1, . . . , p− 1
o
Sia τ un generatore di π , hτi = π : esso è della forma τ(ζ) = ζt , con t ∈ (Z/pZ)∗
di ordine p− 1 , cioè un generatore di (Z/pZ)∗ .
Definisco poi i seguenti campi composti :
K 0 + KF 0 = F 0(X1, . . . , Xp) = K(ζ)
L0 + LF 0 = L(ζ)
I campi F 0 e K sono linearmente disgiunti su F (uno è algebrico su F , l’
altro puramente trascendente su F ) ; questo implica (vedi [Lang] ) che L e F 0 sono
linearmente disgiunti su F e che K e L0 sono linearmente disgiunti su L (nota bene:
tutti i campi in questione sono contenuti in K 0 ).
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Un semplice ragionamento ci porta a concludere che L0/L è di Galois e che
Gal(L0/L) = π : il fatto che L e F 0 siano linearmente disgiunti su F implica che
L ∩ F 0 = F e quindi che Gal(LF 0/L) ∼= Gal(F 0/F ) = π ; idem per K 0/K : tenendo
conto che K 0 = KF 0 può anche essere riscritto come K 0 = KL0 , dato che KL0 =
KLF 0 = KF 0 ( L ⊂ K ) , questo ci porta a concludere come prima che Gal(K 0/K) =
π . In modo simmetrico anche K 0/L0 è di Galois e Gal(K 0/L0) = G .
La situazione è quindi la seguente :
G = Gal(K/L) ∼= Gal(K 0/L0)
π = Gal(F 0/F ) ∼= Gal(L0/L) ∼= Gal(K 0/K)
Consideriamo adesso i seguenti elementi di K 0 :
Yi +
pX
j=1
ζ ijXj i = 0, . . . , p− 1
Ovviamente F 0(Y0, . . . , Yp−1) ⊂ F 0(X1, . . . , Xp) ; vale però anche l’altra inclu-
sione, dato che la trasformazione lineare da K 0 ( visto come spazio vettoriale su F 0)
in sè che che porta la p-upla (X1, . . . , Xp) in (Y0, . . . , Yp−1) ha una matrice di Van-
dermonde : il suo determinante è pari a
Q
i<j
(ζj − ζ i) 6= 0 e pertanto la trasformazione
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può essere invertita e posso esprimere le {Xj} in funzione delle {Yi} .
Quindi vale che
K 0 = F 0(X1, . . . , Xp) = F 0(Y0, . . . , Yp−1)
e di conseguenza {Yi}i=0,...,p−1 sono algebricamente indipendenti su F .
Studiamo adesso come i due gruppi ciclici finiti π e G , rispettivamente di ordine
p− 1 e p , agiscono sugli elementi {Yi}i=0,...,p−1 del campo K 0 .
Azione di π = hτi su {Yi}i=0,...,p−1
Dato ϕi ∈ π , si intende sempre che ϕi(ζ) = ζi , per i = 1, . . . , p− 1 .
Il generatore τ manda ζ in ζt , dove t ∈ (Z/pZ)∗ di ordine p− 1 .⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Y0 =
P
Xj ∈ (K 0)π = K
∀ϕi ∈ π, ϕi(Y1) = Yi
∀ϕi ∈ π, ϕi(Yk) = ϕi(ϕk(Y1)) = Yik
τ(Yi) = Yti ⇒ τ j(Yi) = Ytji
Azione di G = hσi su {Yi}i=0,...,p−1
ζ ∈ L0 = (K 0)G ⇒ σ(ζ) = ζ
Se suppongo che σ agisca sulle {Xj} in questo modo: σ(Xj) = Xj−1 , allora si ha
σ(Yi) = ζ
iYi
in particolare segue che Y0 ∈ K 0G = L0 . Dal punto precedente segue che Y0 =Pp
j=1Xj ∈ L0 ∩K = L , come era facile osservare immediatamente .
Osserviamo adesso a margine che i due gruppi π e G , che agiscono sul campo
K 0 rispettivamente con campi fissi (K 0)π = K e (K 0)G = L0 , commutano elemento
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per elemento : dato un generico elemento
Pp−2
i=0 kiζ
i ∈ K 0 ( con ki ∈ K ) si ha
σ ◦ τ
Ã
p−2X
i=0
kiζ
i
!
= σ
Ã
p−2X
i=0
kiζ
ti
!
=
p−2X
i=0
σ (ki) ζ
ti
τ ◦ σ
Ã
p−2X
i=0
kiζ
i
!
= τ
Ã
p−2X
i=0
σ (ki) ζ
i
!
=
p−2X
i=0
σ (ki) ζ
ti
ricordando che σ (ζ) = ζ e τ |K = id .
2.3.1 Un modulo particolare
Sia come prima π = Gal (F 0/F ) ciclico di ordine p − 1 e consideriamo l’ anello di
gruppo Zπ ; vogliamo adesso definire un modulo sull’ anello Zπ , che in questo caso
è commutativo perchè π è un gruppo commutativo .
Sia M 0 il sottogruppo del gruppo moltiplicativo U(K 0) (gruppo delle unità di
K 0 ) generato da {Y1, . . . , Yp} :
M 0 + hY1, . . . , YpiZ =
(
p−1Y
i=1
Y nii | ni ∈ Z
)
è un gruppo abeliano libero su p− 1 elementi : le {Yi}i=1,...,p−1 ne costituiscono
un sistema di generatori perchè sono algebricamente indipendenti ; inoltre si osserva
subito che K 0 = F 0(M 0, Y0) . Considerando poi come π agisce sulle {Yi}i=1,...,p−1 si ha
che M 0 è uno Zπ-modulo libero su Y1:
M 0 =
½
p−1Q
i=1
Y nii | ni ∈ Z
¾
=
½
p−1Q
i=1
ϕi(Y1)
ni | ni ∈ Z
¾
=
½
p−1Q
i=1
(niϕi) ◦ Y1 | ni ∈ Z
¾
=
½µ
p−1P
i=1
niϕi
¶
◦ Y1 | ni ∈ Z
¾
= Zπ {Y1}
Definisco l’ insiemeM +M 0∩L0 , cioè gli elementi diM 0 che sono G-invarianti,
dato che L0 = (K 0)G ; si osserva che M è uno Zπ-sottomodulo di M 0: è ovviamente
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un sottogruppo moltiplicativo di M 0, e dato che πM ⊂ M ( naturalmente πL0 = L0 )
segue che ZπM ⊂M . Cerchiamo adesso un sistema di generatori per il sottomodulo
M .
Consideriamo il seguente insieme di elementi di M 0 :
G = ©Y −i1 Yiªi=2,...,p−1 ∪ {Y p1 }
e sia N il sottogruppo di M 0 generato dall’insieme G .
Lemma 2.3.1 Gli elementi dell’ insieme G appartengono a M .
Dimostrazione : basta provare che Y −i1 Yi ( per ogni i = 2, . . . , p − 1 ) e Y p1 ,
elementi di M 0 , sono G-invarianti ; per questo basta verificarlo sul generatore σ di
G :
σ(Y −i1 Yi) = σ (Y1)
−i σ (Yi) = (ζY1)
−i ζiYi = Y
−i
1 Yi ( per ogni i = 2, . . . , p− 1 )
σ(Y p1 ) = σ (Y1)
p = (ζY1)
p = Y p1 . ¤
Questo lemma implica subito che , come sottogruppi del gruppo moltiplicativo M 0 ,
si ha che N < M < M 0 . Il lemma successivo mostrerà che l’ inclusione N ⊂M vale
anche quando N e M vengono considerati come Zπ-sottomoduli di M 0 .
Lemma 2.3.2 N è uno Zπ-sottomodulo di M 0 .
Dimostrazione : come prima per M basta provare che πN ⊂ N :
τ(Y p1 ) = Y
p
t =
¡
Y −t1 Yt
¢p
Y pt1
τ(Y −i1 Yi) = Y
−i
t Yti =
¡
Y −t1 Yt
¢−i ¡
Y −ti1 Yti
¢
. ¤
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Osserviamo quindi che N , sottogruppo di M 0 generato da G , essendo anche per
questo lemma un modulo su Zπ , coincide con lo Zπ-modulo generato da G .
Lemma 2.3.3 |M 0/N | = p .
Dimostrazione:
N + hGiZ =
(
(Y p1 )
a1
p−1Y
i=2
¡
Y −i1 Yi
¢ai | a1, ai ∈ Z)
Si può provare che è un gruppo abeliano libero su p−1 elementi, cioè che gli elementi
di G formano una base per N . Un elemento di N è della forma
Y
pa1−
P
iai
1
p−1Y
i=2
Y aii
Tenendo conto di questo riscriviamo un generico elemento m0 di M 0 come
m0 =
p−1Q
i=1
Y nii = Y
n1p+
P
ini
1
Ã
Y
−
P
ini
1
p−1Y
i=2
Y nii
!
= Y k1 n
dove n ∈ N e k ∈ Z . Quindi M 0/N =
©
[Y1]k | k ∈ Z
ª
è ciclico con generatore [Y1] .
Siccome Y p1 ∈ N , [Y1]p = [1] e allora si hanno i seguenti due casi :
½ |M 0/N | = 1 ⇔M 0 = N
|M 0/N | = p
Il primo è da escludere : infatti in questo caso , siccome N ⊂ M ⊂ M 0, si
avrebbe cheM =M 0, cioèM 0 ⊂ L0. Ma allora K 0 = F 0(M 0, Y0) ⊂ L0 che è assurdo.¤
Proposizione 2.3.1 il sottogruppo N di M 0 generato da G coincide con
M .
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Dimostrazione : Come osservato nella precedente dimostrazioneN ⊂M ⊂M 0,
dato che i generatori diN , gli elementi di G, sono anche elementi diM . Posso costruire
il seguente omorfismo surgettivo di gruppi :
eπ :M 0/N →M 0/M
Ora ker eπ CM 0/N , e M 0/N è un gruppo di ordine p per il lemma di prima .
Abbiamo così i seguenti 2 casi:
½
ker eπ = {[1]}
ker eπ =M 0/N
Nel primo caso eπ è un isomorfismo: M = N . Il secondo, siccome eπ è surgettivo,
comporta necessariamente che M 0/M = {[1]} ⇔ M 0 = M che è assurdo per quanto
già visto nella dimostrazione precedente. ¤
Siccome M 0 è uno Zπ-modulo libero sull’ unico elemento Y1 , esso può essere
identificato con l’ anello Zπ , che in particolare è anche uno Zπ-modulo libero :
Λ :M 0
∼=→ Zπ³X
aiτ i
´
◦ Y1 7→
X
aiτ i
L’ applicazione Λ è un isomorfismo di Zπ-moduli : bisogna fare attenzione al fatto che
Λ (m01m
0
2) = Λ (m
0
1) + Λ (m
0
2) perchè mentre M
0 è un gruppo abeliano moltiplicativo
sull’ anello Zπ , Zπ è un gruppo abeliano additivo sull’ anello Zπ .
Dato i ∈ (Z/pZ)∗ , ∃!ν ∈ {1, . . . , p− 1} tale che i = tν , poichè hti =
{t, t2, . . . , tp−1 = 1} = (Z/pZ)∗ . VedendoM 0 come modulo , gli elementi di G vengono
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visti come :
Y −i1 Yi = Y
−tν
1 Ytν = (τ
ν − tν) ◦ Y1
Y p1 = p ◦ Y1
e quindi lo Zπ-sottomodulo M corrisponde tramite l’ isomorfismo Λ in Zπ all’ ideale
generato da τ − t e p (esprimo qui M come Zπ-modulo generato da G ) :
M =
(
[ϕ1 ◦ (Y p1 )]
p−1Y
i=2
ϕi ◦
¡
Y −i1 Yi
¢ | ϕ1, ϕi ∈ Zπ
)
=
=
(
[(pϕ1) ◦ Y1]
p−1Y
ν=2
ϕν ◦ ((τ ν − tν) ◦ Y1) | ϕ1, ϕν ∈ Zπ
)
=
=
(
[(pϕ1) ◦ Y1]
p−1Y
ν=2
(ϕν (τ
ν − tν)) ◦ Y1 | ϕ1, ϕν ∈ Zπ
)
=
=
("
pϕ1 +
p−1X
ν=2
ϕν (τ
ν − tν)
#
◦ Y1 | ϕν ∈ Zπ
)
Λ7−→
Λ7−→ I =
(
pϕ1 +
p−1X
ν=2
ϕν (τ
ν − tν) | ϕν ∈ Zπ
)
=
³
{τ ν − tν}ν=2,...,p−1 , p
´
L’ ultimo membro è l’ ideale di Zπ ( che in particolare è uno Zπ-modulo ) generato
dagli elementi
Λ(G) = {τ ν − tν}ν=2,...,p−1 ∪ {p}
che appunto sono le immagini tramite Λ dei generatori G del modulo M ; si osserva
facilmente che I = (τ − t, p) perchè per ogni ν = 2, . . . , p− 1 si ha che τ ν − tν =
(τ − t)(τ ν−1 + . . .+ tν−1) e quindi per la proprietà di assorbimento I ⊂ (τ − t, p). L’
altra inclusione vale banalmente.
Per finire questa sezione un’ ultima considerazione .
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Proposizione 2.3.2 L0 = F 0(M,Y0) .
Dimostrazione : Ovviamente F 0(M,Y0) ⊂ L0 , perchè Y0 ∈ K 0G = L0 e
M =M 0 ∩ L0 ⊂ L0 .
Per l’ altra inclusione basta osservare che K 0 = F 0(M 0, Y0) = F 0(M,Y0)(Y1) . Natu-
ralmente F 0(M,Y0)(Y1) ⊂ F 0(M 0, Y0) ; dato un generico m0 ∈M 0 si ha che m0 = Y k1 n
con n ∈ M (per quanto visto nella dimostrazione del lemma 2.3.3 e nella successiva
proposizione ) , e quindi M 0 ⊂ F 0(M,Y0)(Y1) . Ora abbiamo che
F 0(M,Y0) ⊂ L0 ⊂ K 0 = F 0(M,Y0)(Y1)
[K 0 : L0] = p
[F 0(M,Y0)(Y1) : F 0(M,Y0)] ≤ p
perchè Y1 soddisfa un polinomio di grado p su F 0(M,Y0) : Xp − Y p1 ( Y p1 ∈ M ).
Quindi ne segue che L0 = F 0(M,Y0) . ¤
Quindi il campo L0 è in ogni caso puramente trascendente su F 0 , a prescindere
che lo sia o meno L su F .
Riepilogo
Il modulo M sull’ anello Zπ riveste un particolare interesse per il nostro problema:
già Masuda ( vedi [Masuda (1968)] ) dimostrò che esso era isomorfo all’ ideale I di
Zπ; da questo risultato segue che M è Zπ-libero se e solo se I è un ideale principale .
Masuda dimostrò che se M è libero allora L è puramente trascendente su F . Swan
ha dimostrato una sorta di implicazione inversa : prima ha fatto vedere che nel caso
di p = 47 l’ ideale I non è principale ( come verrà dimostrato nella prossima sezione);
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poi , mostrando l’ esistenza di un particolare invariante per l’ estensione F 0 ⊂ L0 , è
arrivato alla tesi del suo teorema.
Richiamo qua brevemente i risultati ottenuti in questa sezione .
M 0 è un gruppo libero abeliano su p− 1 elementi , ed è anche uno Zπ-modulo
libero su un elemento ; M 0 < U (K 0) .
M < M 0 è un gruppo libero abeliano su p − 1 elementi , ed è anche uno Zπ-
modulo ; M < U (L0) .
M 0 + hY1, . . . , Yp−1iZ = hY1iZπ
M +M 0 ∩ L0 = (M 0)G = hm1, . . . ,mp−1iZ
M 0
∼=−→ Zπ
M 7→ I = (τ − t, p)
Inoltre per i campi K 0 e L0 abbiamo ottenuto che , a partire dalla definizione
del modulo M 0 e dalla proposizione 2.3.2 ,
K 0 = F 0 (M 0, Y0)
L0 = F 0 (M,Y0)
2.4 L’ ideale I = (τ − t, p) ⊂ Zπ 65
2.4 L’ ideale I = (τ − t, p) ⊂ Zπ
Sia π il gruppo di Galois ciclico di ordine p− 1 dell’ estensione ciclotomica F (ζ) /F
( p primo ) , τ un suo generatore e t ∈ Z tale che t ∈ Z/pZ è un generatore del
gruppo moltiplicativo (Z/pZ)∗ ; in questa sezione vogliamo dimostrare che l’ ideale
I = (τ − t, p) nell’ anello di gruppo Zπ non è principale nel caso particolare di p = 47.
Consideriamo il gruppo π = Aut(Z/pZ) ∼= (Z/pZ)∗ , ciclico di ordine p− 1 ( il
gruppo di Galois Gal(F (ζ) /F ) è isomorfo a Aut(Z/pZ) , perchè abbiamo supposto
che [F (ζ) : F ] = p − 1 ) ; π agisce in maniera naturale su Z/pZ , quindi Z/pZ può
essere visto come modulo sull’ anello Zπ . π è generato dall’ automorfismo τ che
manda , dato un elemento a ∈ Z/pZ , a 7→ ta , con t ∈ (Z/pZ)∗ di ordine p − 1 :
­
t
®
= (Z/pZ)∗ e hτi = {1, τ , . . . , τ p−2} = π . Quindi
Zπ =
(
p−2X
i=0
aiτ i | ai ∈ Z
)
= Z⊕ Zτ ⊕ . . .⊕ Zτ p−2
Fatto: esiste uno e un solo epimomorfismo di Zπ-moduli η : Zπ → Z/pZ tale
che η(1) = 1. Infatti dato un generico elemento
Pp−2
i=0 aiτ
i ∈ Zπ abbiamo
η
Ã
p−2X
i=0
aiτ i
!
= η
ÃÃ
p−2X
i=0
aiτ i
!
· 1
!
=
Ã
p−2X
i=0
aiτ i
!
· η(1) =
p−2X
i=0
aiτ i(1) =
p−2X
i=0
ait
i
e quindi è univocamente determinato. Segue che η(τ i) = ti per ogni i = 0, . . . , p− 2
e η(a) = a per ogni a ∈ Z .
Consideriamo il nucleo dell’ applicazione η che abbiamo definito adesso : ker η
è un ideale dell’ anello Zπ e si dimostrerà tra poco che è proprio uguale all’ ideale I .
Più in generale consideriamo π < Aut(Z/pZ) sottogruppo di ordine n ( ⇒
n | p − 1 ) e sia τ un suo generatore . Come sopra Zπ può essere riscritto Zπ =
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©Pn−1
i=0 aiτ
i | ai ∈ Z
ª
, τ (a) = ta , con t ∈ (Z/pZ)∗ di ordine n , e :
η : Zπ → Z/pZ
η(τ i) = ti
(NB: η rimane comunque surgettivo: a = η(a) ).
Proposizione 2.4.1 ker η = (τ − t, p)
L’ elemento t appartiene a Z , ed è un rappresentante della classe di congruenza
modulo p di t.
Dimostrazione: (⊇) vale banalmente : η(p) = 0 , η (τ − t) = t− t = 0
(⊆) se
P
aiτ i 7−→
P
ait
i ≡ 0 allora considerato il polinomio p(X) =
P
aiX i ∈ Z[X]
e p(X) la sua immagine in (Z/pZ) [X] , si ha che
¡
X − t
¢ | p(X) ( perchè t è sua
radice ). Quindi p(X) = q(X)(X − t) in (Z/pZ) [X] si traduce prima in Z[X] come
p(X) = q(X)(X − t) + h(X)p e poi in Zπ come p(τ) =
P
aiτ i = q(τ)(τ − t) + h(τ)p,
che è un elemento dell’ ideale I = (τ − t, p) . ¤
Torniamo adesso a considerare l’ omomorfismo di anelli µ definito in (2.18)
nel caso del gruppo ciclico π di ordine n che stiamo considerando ( ξn è una radice
primitiva n-esima di 1 su Q ) :
µ : Zπ → Z [ξn]
τ i 7→ ξin
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Dato l’ ideale I di Zπ , se indico con J l’ insieme µ(I) ⊂ Z[ξn] , esso è un ideale
perchè µ è surgettiva su tale anello , e si ha che J = (ξn − t, p) ; se I è principale
allora J è ovviamente principale .
Lemma 2.4.1 kerµ ⊂ I
Dimostrazione : per la proposizione 2.2.2 è suﬃciente provare che Φ ∈ I:
intanto vale che Φn(t) ≡ 0 (mod p) ( perchè t è un elemento di ordine n e ) e Φn è
il polinomio minimo della radice primitiva n-esima di 1 . Quindi
¡
X − t
¢ | Φn(X)
in Z/pZ e quindi Φn(X) = (X − t) g (X) + ph (X) ⇒ Φ = (τ − t) g (τ) + ph (τ) ∈
(τ − t, p) = I .¤
Lemma 2.4.2 N(J) + |Z[ξn]/J | = p
Dimostrazione : dal lemma 2.3.3 e dal fatto che il modulo M è isomorfo
tramite Λ all’ ideale I , segue che il modulo quoziente M 0/M è isomorfo al modulo
quoziente Zπ/I .
M 0 Λ→
≡
Zπ
↓ ↓
M 0/M ≡→ Zπ/I
Quindi |Zπ/I| = |M 0/M | = p .
E’ noto che , dato un omomorfismo surgettivo di anelli , c’è una corrispondenza
biunivoca tra gli ideali del dominio che contengono il nucleo e gli ideali dell’ imma-
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gine . Applicando questo fatto all’ omomomorfismo di anelli (2.18) ristretta alla sua
immagine Z[ξn] otteniamo che |Z[ξn]/J | = p . ¤
Teorema: sia ξn una radice primitiva n-esima di 1 su Q ; sia J un ideale
nell’ anello Z[ξn] ⊂ Q (ξn) tale che N(J) = p . Allora J non è principale se (p, n) =
(47, 23).
Dimostrazione: se per assurdo J = (α) allora p = N(J) = ±NQ(ξn)/Q(α). Se ho
un’ estensione di campiQ ⊂E ⊂ Q(ξn) allora±p = NQ(ξn)/Q(α) = NE/Q
¡
NQ(ξn)/E(α)
¢
con θ = NQ(ξn)/E(α) intero algebrico (perchè α lo è). Fissiamo adesso come nell’ enun-
ciato (p, n) = (47, 23) ; se [E : Q] = 2 allora E è della forma Q(
√
d) , con d ∈ Z libero
da quadrati , ed è noto dallo studio delle estensioni ciclotomiche che d | n e d ≡ 1(4)
( perchè n è dispari ) . Se prendo d = −23 allora l’ elemento θ che appartiene al
campo E = Q(
√
d) ed è un intero algebrico , può essere espresso nella forma
θ = a+ b
1 +
√
d
2
con a, b ∈ Z , dato che
n
1,
³
1 +
√
d
´
/2
o
formano una base su Z per l’ anello degli
interi dell’ estensione Q(
√
d) ⊃ Q ( vedi [Marcus, pg. 30] oppure [Zar. & Sam., Cap.
V §12.] ) . Allora dal fatto che NE/Q(θ) = p otteniamo la relazione
(2a+ b)2 − db2 = 4p
che non ha soluzioni intere (a, b) per i valori di p e n assegnati ( basta osservare che
nel primo membro sto sommando due quantità positive ) . ¤
Quindi per il valore di p = 47 e di n = 23 ( dove n è l’ ordine del gruppo π <
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Aut (Z/pZ) ) l’ ideale I = (τ − t, p) ⊂ Zπ non è principale ; dall’ articolo di Swan
(vedi [Swan]) risulta che altri valori della coppia (p, n) per cui J non è principale
sono : (47, 46) , (113, 112) , (233, 232) . Quello che a noi interessa è proprio (47, 46)
quando per p = 47 il gruppo π , di ordine n , è uguale a Aut (Z/pZ) che è isomorfo al
gruppo di Galois dell’ estensione ciclotomica F (ζ) /F ( ricordiamo che ζ è una radice
p-esima primitiva di 1 su F ) .
2.5 Moduli proiettivi 70
2.5 Moduli proiettivi
Definizione Sia A un anello commutativo con identità eM un modulo su A ( o an-
che detto un A-modulo ) . M si dice modulo proiettivo se per ogni omomorfismo di
moduli surgettivo M 00 → M 0 e per ogni omomorfismo M → M 0 esiste un omomorfi-
smo M →M 00 che fa commutare il diagramma
Ricordiamo che M si dice modulo libero se ∃ un sistema di generatori linear-
mente indipendenti che generano M ; in questo caso M ∼= A ⊕ . . . ⊕ A tante volte
quanti sono i generatori di M .
Proprietà:
• M è proiettivo ⇔ esiste un A-modulo N t.c. M ⊕N è libero
• M è proiettivo⇔ ogni successione esatta di A-moduli 0→M 0 →M 00 →M → 0
si spezza (e dunque M 00 =M 0 ⊕M )
• M modulo libero ⇒ M modulo proiettivo
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• Sia 0 → M 0 → M 00 → M → 0 una sequenza esatta di A-moduli . Dato X un
A-modulo allora abbiamo una successione esatta di A-moduli :
0→ Hom(X,M 0)→ Hom(X,M 00)→ Hom(X,M)
se X è proiettivo , allora la successione è esatta anche nell’ ultimo termine ,
ovvero :
0→ Hom(X,M 0)→ Hom(X,M 00)→ Hom(X,M)→ 0
• Un modulo M = Li∈I Mi è proiettivo se e solo se Mi è proiettivo per ogni
i ∈ I .
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2.6 Due D-moduli particolari
Sia π un gruppo ciclico finito , di ordine n e τ un suo generatore . A partire da uno
Zπ-moduloM , possiamo costruire due Zπ/(Φ)-moduli (ricordiamo dalla proposizione
2.2.2 che Zπ/(Φ) ∼= D = Z[ξn] , l’ anello degli interi dell’ estensione Q (ξn) dove ξn è
una radice primitiva n-esima di 1 ) :
i) MΦ + {m ∈M | Φm = 0} (detto annullatore di Φ )
ii) MΦ +M/ΦM ( ΦM ⊂M è uno Zπ-sottomodulo)
MΦ eMΦ sono ovviamente Zπ-moduli , che in modo naturale diventano Zπ/(Φ)-
moduli: dato [f(τ)] ∈ Zπ/(Φ) ,
• ∀m ∈MΦ, [f(τ)] ·m = f(τ) ·m
• ∀ [m] ∈MΦ, [f(τ)] · [m] = [f(τ) ·m]
E’ facile controllare che queste sono buone definizioni .
Osservazione: dato [f(τ)] ∈ Zπ/(Φ), [f(τ)] = µ(f(τ)) = f(ξn) ∈ Z[ξn] , dove µ
è l’ applicazione definita in (2.18) .
Lemma 2.6.1 se M è uno Zπ-modulo allora si ha che
MΦ ∼= HomZπ(Zπ/(Φ),M)
MΦ ∼= Zπ/(Φ)⊗Zπ M .
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Lemma 2.6.2 se M =M1 ⊕M2 allora
MΦ =MΦ1 ⊕MΦ2
MΦ = (M1)Φ ⊕ (M2)Φ .
Osservazione: se poniamo Ψ(X) = (Xn − 1)/Φn(X) e Ψ = Ψ(τ) ∈ Zπ , segue
subito che ΨΦ = ΦΨ = τn − 1 = 0 ; dunque ΨM ⊂MΦ ed è ben definita la mappa
ψ : MΦ →MΦ
[m] 7→ ψ([m]) = Ψm
Proposizione 2.6.1 Se P è uno Zπ-modulo proiettivo allora ψ : PΦ → PΦ è
un isomorfismo.
Dimostrazione: dalle proprietà dei moduli proiettivi sappiamo che ∃ un mo-
dulo N tale che P ⊕N =M è libero; posso definire eψ :MΦ →MΦ come sopra, ossia
eψ([m]) = Ψm . Tenendo conto del precedente lemma e che eψ agisce moltiplicativa-
mente abbiamo:
eψ : PΦ ⊕NΦ → PΦ ⊕NΦ
([m] , [n]) 7→ (Ψm,Ψn)
Se eψ è un isomorfismo allora lo è su ogni componente , da cui la tesi .
OraM è uno Zπ-modulo libero , cioèM = Zπ⊕ . . .⊕Zπ ; quindi , per le stesse
considerazioni già fatte basta dimostrare il lemma nel caso di M = Zπ . Sia dunque
ψ : Zπ → (Zπ)Φ definita come ψ(m) = Ψm.
ΦZπ = (Φ) ⊂ Zπ , ideale
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(Zπ)Φ = {m ∈ Zπ | Φm = 0} = Ann(Φ) , annullatore di Φ
kerψ = {m ∈ Zπ | Ψm = 0} = Ann(Ψ) , annullatore di Ψ
Imψ = {Ψm | m ∈ Zπ} = (Ψ)
Per dimostrare che kerψ = ΦZπ e che Imψ = (Zπ)Φ basta quindi provare che
1) Ann(Ψ) = (Φ)
2) (Ψ) = Ann(Φ)
Entrambe si provano tenendo conto che Zπ = Z[X]/(Xn − 1) e che Xn −
1 = Φn(X)Ψ(X) ; ad esempio se Ψm = 0 , cioè [Ψ(X)] [m(X)] = 0 , si ha che
Ψ(X)m(X) ∈ (Xn−1) cioèΨ(X)m(X) = f(X) (Xn − 1) . Necessiariamente Φn(X) |
m(X) , cioè Φ | m in Zπ . ¤
Proposizione 2.6.2 Considerando µ|I : I → J , epimorfismo di Zπ-moduli , si
ha che ker
¡
µ|I
¢
= ΦI e dunque J ∼= I/ΦI + IΦ .
Dimostrazione : Sappiamo dalla proposizione 2.2.2 che kerµ = (Φ) , e dunque
ker
¡
µ|I
¢
= kerµ ∩ I = (Φ) ∩ I . Ora però Φ ∈ I e dunque ker
¡
µ|I
¢
= (Φ) . Bisogna
provare che (Φ) = ΦZπ è uguale a ΦI ; sicuramente ΦI ⊂ ΦZπ . L’ altra inclusione
vale se e solo se Φ∈ΦI , cioè se ∃f(τ) ∈ I tale che Φ=Φf(τ) .
Φ=Φf(τ)⇔ Φ(1−f(τ)) = 0⇔ 1−f(τ) = g(τ)ψ⇔ 1 = A(τ) (τ − t)+B(τ)p+g(τ)ψ.
Dividiamo adesso il polinomio ψ(X) per X − t in Z[X] ( si può fare perchè ψ(X) è
monico ) : ψ(X) = h(X)(X − t) +m , con resto m ∈ Z . Valutando tutto modulo il
primo p otteniamo che ψ(X) = h(X)(X− t)+m e siccome ψ(X) e X− t sono fattori
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distinti di Xn− 1 in Z/pZ perchè il polinomio Xn− 1 ha radici distinte per il criterio
della derivata ( (n, p) = 1 ) , otteniamo che m non può essere ≡ 0(mod p) e quindi
(m, p) = 1 . Quindi sostituendo nell’ espressione di prima otteniamo che l’ equazione:
1 = eA(τ) (τ − t) +B(τ)p+ g(τ)m ammette soluzione . ¤
E’ un fatto noto che I , ideale di indice p in Zπ , con p primo con n = ord(π) , è
uno Zπ-modulo proiettivo ( vedi [Swan] ) ; quindi IΦ ∼= IΦ per la proposizione 2.6.1.
Quindi in definitiva otteniamo che :
J ∼= IΦ
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2.7 Moduli di permutazione
Sia π un gruppo finito .
Definizione Un modulo di permutazione S è uno Zπ-modulo che è libero
come gruppo abeliano e ha una base su cui π agisce come gruppo di permutazioni .
Osservazione: se A ⊂ S è una base per S come gruppo libero abeliano ,
S = {Pmi=1 niai | ni ∈ Z, ai ∈ A,m ∈ N} , allora π agisce su A come un sottogruppo
del gruppo di permutazioni dell’insieme A , P (A) . Quindi l’ insieme A si suddivide
in orbite disgiunte Ai = Orb(ai) = {ϕ(ai) | ϕ ∈ π} = π({ai}) ; per ogni orbita Ai,
i suoi elementi sono in corrispondenza biunivoca con le classi laterali sinistre dello
stabilizzatore di ai , vale a dire il sottogruppo πi = St(ai) = {ϕ ∈ π | ϕ(ai) = ai} < π,
da cui la relazione #Ai = #(π/πi) . Se {Ai}i∈I sono le orbite disgiunte di A , allora
dato s =
P
i∈J niai ∈ S , #J = m <∞ , si può scrivere nella forma:
s =
d1X
j1=1
nj1
£
ϕj1
¤
a1 + . . .+
dtX
jt=1
njt
£
ϕjt
¤
at
dove di = #(π/πi) ,
£
ϕji
¤
∈ π/πi e
n eA1, . . . , eAto sono le orbite in cui viene par-
tito {ai}i∈J . Se si osserva che ogni addendo è pari a
³Pdi
ji=1
nji
£
ϕji
¤´
ai , conPdi
ji=1
nji
£
ϕji
¤
∈ Z (π/πi) , si ha che
S ∼=
M
i∈I
Z (π/πi)
N.B. : π/πi non è necessariamente un gruppo quindi Z (π/πi) non ha la struttura di
anello di gruppo come Zπ ; in pratica , nel caso di cui ci occupiamo , π è ciclico di
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ordine p− 1 , perchè gruppo di Galois dell’ estensione ciclotomica F (ζ) /F , e quindi
Z (π/πi) è un anello di gruppo .
2.8 Primo invariante
Illustriamo adesso un metodo per definire un certo invariante di un campo su cui
agisce un gruppo finito di automorfismi ; lo applicheremo poi alla costruzione del
controesempio di Swan iniziata in questo capitolo .
Sia K un campo e π un gruppo finito di automorfismi di K ; sia k un campo
contenuto in K , stabile sotto l’ azione di π ( non necessariamente banale su k ) .
Assumiamo che K contenga un sottoanello R che soddisfa le seguenti due proprietà :
(1) k ⊂ R , R è stabile sotto π , R è una k-algebra finitamente generata , K è il
campo quoziente di R .
(2) R è U.F.D. (dominio a fattorizzazione unica) e U(R)/U(k) è un gruppo
abeliano finitamente generato .
Con U(R) si intende il gruppo moltiplicativo delle unità di R ; analogamente
per U (k) .
La (1) implica che R = k[a1, . . . , as] con ai ∈ K , e che U(R)/U(k) è uno Zπ-
modulo ; da (1) e da (2) segue che U(R)/U(k) è uno Zπ-modulo finitamente generato.
L’ invariante sarà definito a partire da questo modulo .
La (2) è automaticamente soddisfatta se k è algebricamente chiuso in K .
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Lemma 2.8.1 Sia R un anello contenuto in K , e a ∈ Rπ, a 6= 0, fissato da π .
Se R soddisfa (1) allora R[a−1] soddisfa (1) .
Se R soddisfa (2) allora R[a−1] soddisfa (2) e abbiamo una successione esatta corta:
0 −→ U(R) /→ U(R[a−1]) −→ S −→ 0
dove S è uno Zπ-modulo di permutazione finitamente generato .
Osservazione: U(R) e U(R [a−1]) sono (secondo la notazione moltiplicativa di
2.2.2 ) Zπ-moduli: R e R [a−1] sono stabili sotto l’ azione di π (e quindi anche i loro
rispettivi gruppi delle unità) .
Osservazione: dalla precedente successione esatta di Zπ-moduli segue quest’
altra di Zπ-moduli finitamente generati :
0 −→ U(R)/U(k) −→ U(R[a−1])/U(k) −→ S −→ 0 (2.19)
Dimostrazione: Il primo punto del lemma è banalmente soddisfatto .
Per il secondo il fatto che il modulo U(R[a−1])/U(k) è finitamente generato segui-
rà da 2.19 e perchè S e U(R)/U(k) sono finitamente generati ; vale invece subi-
to che U(R[a−1])/U(k) è UFD . Se si fattorizza a in R , a = upν11 . . . p
νr
r , dove
pi primo in R , u ∈ U(R) , dal fatto che σ(a) = a per ogni σ ∈ π , ne segue
che {σ(pi)}i=1,...,r = {pi}i=1,...,r per l’ unicità della fattorizzazione in R . Quindi
i primi {pi} sono permutati dal gruppo π : dato σ ∈ π , σ(pi) = pλσ(i) , dove
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λσ : {1, . . . , r}→ {1, . . . , r} è un’ applicazione biunivoca (permutazione su r elemen-
ti) associata all’ elemento σ .
Dato un insieme di r elementi {e1, . . . , er} generiamo il gruppo abeliano libero
S su essi , e imponiamo che π agisca sulla base {e1, . . . , er} così come agisce sui
{pi}i=1,...,r , vale a dire σ(ei) = eλσ(i) per ogni σ ∈ π .
Definiamo poi l’ applicazione
Λ : U(R
£
a−1
¤
) −→ S
x 7→
rX
i=1
ordpi(x)ei
dove ordpi(x) è definito in questo modo : per ogni x ∈ U(R [a−1]) , siccome R è un
U.F.D. , è possibile scriverlo nella forma x = pni
y
z
, dove n ∈ Z e y, z ∈ U(R [a−1])
tali che (y, pi) = (z, pi) = 1 ; definisco n + ordpi (x) . Λ è un omomorfismo di Zπ-
moduli ; determiniamone adesso il nucleo e l’immagine , per provare l’ esattezza della
successione della tesi , 0 −→ U(R) /→ U(R[a−1]) Λ−→ S −→ 0 .
• kerΛ . Un generico elemento x ∈ U(R[a−1]) è della forma x = r
an
, con
r ∈ U(R) , n ∈ N . Si ha che Λ(x) =
Pr
i=1 ordpi(x)ei = 0 e siccome {ei}i=1,...,r è
una base per S ( per costruzione ) , segue che ordpi(x) = 0 per ogni i = 1, . . . , r;
perciò an | r , in maniera tale che nessuno dei {pi}i=1,...,r divida x , cioè r = ans
, dove s ∈ R , e pi - s , per ogni i . In definitiva x = s ∈ R e siccome deve
essere invertibile , s ∈ U(R) . kerΛ = U(R) .
• ImΛ . Prendendo x come prima , la sua immagine è Λ(x) =Pri=1 (mi − nνi) ei
, dove mi = ordpi(r) ; a meno di aumentare n > 0 , posso supporre che anche
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mi ≥ 0. Dati {ci}i=1,...,r ⊂ Z , dobbiamo imporre che mi − nνi = ci per ogni
i = 1, . . . , r e risolvere questo sistema di equazioni nelle incognite n > 0 e
{mi ≥ 0}i=1,...,r . Per i = 1 scegliamo n1 ∈ N tale che c1 + n1ν1 ≥ 0 e poniamo
m1 = c1 + n1ν1. Per i = 2 scegliamo n2 ∈ N , n2 ≥ n1 tale che c2 + n2ν2 ≥ 0
e poniamo m2 = c2 + n2ν2 e procediamo in questo modo fino a i = r . Alla
fine avremo risolto il nostro sistema e avremo provato che l’ applicazione Λ è
surgettiva . ¤
Lemma 2.8.2 Siano R,R0 ⊂ K anelli che soddisfano la proprietà (1) . Allora
esistono elementi a ∈ Rπ , a0 ∈ R0π tali che R[a−1] = R0[a0−1] .
Dimostrazione : Per ipotesi R0 = k[a01, . . . , a0s] per opportuni a0i ∈ K ; siccome
K è anche il campo dei quozienti di R si può scrivere che a0i = xi/ci , con xi, ci ∈ R .
Definisco poi
c =
Y
i=1,...,s
ci
b =
Y
ϕ∈π
ϕ(c)
c ∈ R e b ∈ Rπ : intanto b ∈ R perchè R è stabile sotto π ( ϕ|R : R → R ,
∀ϕ ∈ π) , e poi dato ϕ0 ∈ π , ϕ0(b) =
Q
ϕ∈π ϕ
0ϕ(c) =
Q
ϕ00∈π ϕ
00(c) e quindi non ho fatto
altro che permutare gli elementi di π . Inoltre a0i ∈ R [b−1] ; infatti da b = c
Q
ϕ6=id ϕ(c)
segue che
1
c
=
1
b
³Q
ϕ6=id ϕ(c)
´
∈ R[b−1] (
Q
ϕ6=id ϕ(c) ∈ R )
2.8 Primo invariante 81
1
ci
=
1
c
³Q
j 6=i cj
´
∈ R[b−1]
quindi in definitiva a0i = xi/ci ∈ R[b−1] . Perciò R0 = k[a01, . . . , a0s] ⊂ R[b−1] .
Dato un elemento a ∈ R [b−1] abbiamo che esso si può scrivere nella forma
a =
P
i=1,...,m ri (b
−1)
i
= r/bn con ri, r ∈ R . Dato ϕ ∈ π , ϕ(a) = ϕ(r)/bn e quindi
a ∈ (R [b−1])π se è della forma a = d/bn, con d ∈ Rπ .
Osserviamo intanto che dato a ∈ (R [b−1])π come sopra, si ha che
R[b−1][a−1] = R[(bd)−1]
(⊂) 1
b
= d
1
bd
∈ R[(bd)−1] ; 1
a
= bn+1
1
bd
∈ R[(bd)−1]
(⊃) 1
bd
=
1
bn+1
1
a
∈ R[b−1, a−1] ( 1b ∈ R [b−1]⇒
1
bn ∈ R [b−1] )
notiamo anche che bd = e ∈ Rπ .
Se proviamo l’ asserto per R00 = R[b−1] e R0 siamo a posto: dati a ∈ R00π ,
a0 ∈ R0π tali che R00[a−1] = R0[a0−1] , abbiamo anche che R00[a−1] = R[e−1] con e ∈ Rπ
da cui la tesi.
Consideriamo quindi R0 ⊂ R00 ; con un ragionamento simmetrico a quanto già
fatto, ∃a0 ∈ R0π tale che R00 ⊂ R0[a0−1] . Ora a0 ∈ R0π ⊂ R00π e quindi R0[a0−1] ⊂
R00[a0−1] . Ma dall’ inclusione R00 ⊂ R0[a0−1] segue che R00[a0−1] ⊂ R0[a0−1] da cui il
segno di uguale. ¤
Prima di definire l’ invariante associato ai campi k ⊂ K e al gruppo finito π di
automorfismi di K serve un’ altra definizione.
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Gruppo di Grothendieck
Sia C una categoria additiva ; associamo ad essa un gruppo , detto gruppo di
Grothendieck , indicato con G(C) , come segue : i generatori di G(C) sono degli
elementi [A] , al variare di A tra gli oggetti di C e per ogni sequenza esatta 0→ A0 →
A→ A00 → 0 di oggetti di C , sussiste la relazione [A] = [A0] + [A00] . In altre parole
si costruisce il gruppo abeliano libero su C , e poi lo si quozienta per il sottogruppo
delle relazioni generato da
{A−A0 −A00 | 0→ A0 → A→ A00 → 0}
Gli elementi del quoziente G(C) si indicano con [A] .
Per il gruppo di Grothendieck valgono le seguenti proprietà :
• se A ∼= B allora 0→ A→ B → 0 e quindi [A] = [B]
• dalla successione esatta 0→ A→ A⊕B → B → 0 segue che [A⊕B] = [A]+[B]
Sia G(Zπ) il gruppo di Grothendieck degli Zπ-moduli finitamente generati e X
il sottogruppo generato dagli elementi [S] ∈ G(Zπ) , dove S varia nell’ insieme dei
moduli di permutazione (finitamente generati). Se esiste un anello R , k ⊂ R ⊂ K,
che soddisfa (1) e (2), allora segue dai due lemmi precedenti e dalla relazione (2.19)
che la classe [U(R)/U(k)] ∈ G(Zπ) è ben definita modulo un elemento di X : infatti
se esiste un altro anello R0 ⊂ K che soddisfa (1) e (2) scegliamo a ∈ Rπ , a0 ∈ R0π
per cui vale l’ ultimo lemma . Scriviamo per esteso la relazione (2.19) nel caso dei
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due anelli R e R0 :
0 −→ U(R)/U(k) −→ U(R[a−1])/U(k) −→ S −→ 0
0 −→ U(R0)/U(k) −→ U(R0[a0−1])/U(k) −→ S0 −→ 0
dove S e S0 sono dei moduli di permutazione su Zπ , come dal lemma 2.8.1 .
Dal fatto cheR[a−1] = R0[a0−1] (per quanto sopra) , segue che U(R[a−1])/U(k) =
U(R0[a0−1])/U(k) , e quindi tenendo conto della relazione che sussiste nei gruppi di
Grothendieck , otteniamo che in G(Zπ) vale che
[U(R)/U(k)] + [S] = [U(R0)/U(k)] + [S0]
per certi moduli di permutazione S, S0 . Considerando questa relazione modulo il
sottogruppoX diG(Zπ), [U(R)/U(k)] è un invariante nel gruppo quozienteG(Zπ)/X
(non dipende dal particolare anello R , ma solo da k,K e π ) .
2.9 Secondo invariante
Passiamo adesso a considerare il caso in cui π è ciclico finito di ordine n , con genera-
tore τ ; sia ξn una radice n-esima primitiva di 1 e consideriamo di nuovo l’ omomor-
fismo di anelli µ : Zπ → Z[ξn] , µ (τ i) = ξin . Ricordiamo che Φ = Φn(τ) ∈ Zπ , dove
Φn(X) ∈ Z [X] è l’ n-esimo polinomio ciclotomico . Per D si intende sempre l’ anello
degli interi Z[ξn] ∼= Zπ/ (Φ) .
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Lemma 2.9.1 Se S è uno Zπ-modulo di permutazione allora SΦ è un D-modulo
libero . Se
0→ A→ B → S → 0
è una successione esatta corta di Zπ-moduli allora
0→ AΦ → BΦ → SΦ → 0
è una successione esatta corta di D-moduli .
Osservazione: siccome SΦ è libero, e quindi proiettivo, l’ ultima sequenza di
D-moduli si spezza e quindi posso scrivere che
BΦ ∼= AΦ ⊕ SΦ
come D-moduli.
Dimostrazione: Siccome S è un gruppo abeliano libero , è libero da torsione
se considerato come Z-modulo ; quindi anche SΦ ⊂ S è Z-libero da torsione . Per
quanto osservato nella sezione 2.7 sui moduli di permutazione, segue che
S =
M
i∈I
Z (π/πi)
dove Z (π/πi) è un anello, perchè π/πi è un gruppo, essendo π ciclico.
Facciamo adesso una partizione di questa somma diretta in due parti , una
relativa ai sottogruppi πi 6= 1 , e l’ altra dei rimanenti ; abbiamo che S = S0 ⊕ S00,
dove S0 =
L
πi1 6=1 Z (π/πi1) e S
00 =
L
i2
Zπ , I = {i1 | πi1 6= 1}
·
∪ {i2 | πi2 = 1} . Si
osserva subito che S00 è uno Zπ-modulo libero.
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Per ogni anello Z (π/π0) del primo tipo ( π0 6= 1 ), si ha che Z (π/π0) ∼=
Z[X]/(Xd − 1) , dove d = [π : π0] < n (vedi proposizione 2.2.1). Da questo segue
che l’ anello L = Z (π/π0) è isomorfo all’ anello quoziente Zπ/
¡
τd − 1
¢
, e quindi ,
come Zπ-modulo , è annullato da τd − 1 ; il D-modulo LΦ è annullato pertanto da
µ(τd − 1) = ξd − 1 , l’ immagine di τd − 1 in D (vedi sezione 2.6 per la definizio-
ne del D-modulo LΦ ; qua ξ = ξn ) ; siccome d < n allora ξd − 1 6= 0 , e dunque
LΦ è un D-modulo di torsione. Considerando che ξd − 1 ∈ D, l’ anello degli inte-
ri di Q(ξ) , NQ(ξ)/Q(ξd − 1) =
Q
σ
¡
ξd − 1
¢
∈ Z ( il prodotto è fatto al variare di
σ ∈ Gal (Q(ξ)/Q)) e quindi dalla relazione
£
NQ(ξ)/Q(ξ
d − 1)
¤
x =
" Q
σ 6=id
σ
¡
ξd − 1
¢# ¡
ξd − 1
¢
x = 0
valida per ogni x ∈ LΦ , otteniamo che LΦ è uno Z-modulo di torsione. Siccome
SΦ è libero da torsione ne segue che LΦ = 0 , per ogni anello L del primo tipo (
L = Z (π/π0) , con π0 < π e π 6= 1 ) .
Dunque SΦ = S0Φ ⊕ S00Φ = S00Φ ∼= S00Φ ∼= D ⊗Zπ S00 , che è uno Zπ/(Φ) = D-
modulo libero . Si è usato la proposizione 2.6.1 per dire che S00Φ ∼= S00Φ , dato che S00
è libero ( come Zπ-modulo ) e dunque proiettivo .
Per ipotesi abbiamo una sequenza esatta corta di Zπ-moduli :
0→ A→ B j→ S = S0 ⊕ S00 → 0
da cui otteniamo, indicando C = j−1(S0)
0 → A→ C j→ S0 → 0
0 → C → B → S00 → 0
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Dalla prima segue che
0→ AΦ → CΦ → S0Φ
e siccome S0Φ = 0 abbiamo che AΦ ∼= CΦ .
Dalla seconda invece , siccome S00 è proiettivo , otteniamo che la corrispettiva
sequenza di D-moduli è esatta anche in S00Φ (vedi la sezione 2.5 ) , vale a dire
0→ CΦ → BΦ → S00Φ → 0
e dall’ isomorfismo tra AΦ e CΦ otteniamo la tesi . ¤
Per definire il secondo invariante abbiamo prima bisogno del seguente teorema
di struttura per il gruppo di Grothendieck dei moduli finitamente generati sull’ anello
D , che in particolare è un anello di Dedekind .
Teorema : Sia D un anello di interi di un campo di numeri e G0(D) il gruppo
di Grothendieck dei D-moduli finitamente generati . Sia Z il sottogruppo di G0(D)
generato dalle classi dei moduli liberi ( che è ciclico infinito , isomorfo a Z ) . Allora
G0(D) = Z ⊕ C(D)
dove C(D) è il gruppo delle classi di ideali ( vedi definizione nell’ appendice ) .
Per tutti i riferimenti necessari vedere l’ appendice in cui viene ripreso il teorema
generale di struttura per i moduli finitamente generati su anelli di Dedekind che
permette di arrivare alla decomposizione di sopra per il gruppo di Grothendieck .
Dato un D-modulo M , indichiamo con hMi ∈ C(D) la componente nel gruppo
delle classi di ideali di [M ] ∈ G0 (D) . Questa è ben definita perchè C(D) è ( isomorfo
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ad ) un addendo diretto di G0 (D) ; se M è un modulo libero , allora chiaramente
hMi = h0i .
Torniamo alla situazione di inizio sezione : abbiamo un’ estensione di campi
k ⊂ K , π un gruppo di automorfismi di K che lascia stabile k , e ammettiamo l’
esistenza di un anello R ⊂ K che soddisfa le proprietà (1) e (2) di 2.8 ; considerando
il D-modulo (U(R)/U(k))Φ ( dove D = Z[ξ] anello degli interi del campo di numeri
Q (ξ) ) si osserva che esso è determinato a meno di un addendo libero dai campi k eK
e dall’ azione di π . Infatti da (2.19) segue per il lemma 2.9.1 la relativa successione
esatta di D-moduli :
0 −→ (U(R)/U(k))Φ −→
¡
U(R[a−1])/U(k)
¢Φ −→ SΦ −→ 0
dove SΦ è un modulo libero . Da ciò si ottiene la seguente relazione in G0 (D) , grazie
a quanto osservato dopo il lemma 2.9.1 :h¡
U(R[a−1])/U(k)
¢Φi
=
h
(U(R)/U(k))Φ
i
+
£
SΦ
¤
l’ addendo
£
SΦ
¤
, che appartiene al sottogruppo Z delle classi dei moduli liberi ,
influenza solamente la prima componente di
h
(U(R)/U(k))Φ
i
= (n, hIi) e lascia in-
variata la seconda . Inoltre grazie al lemma 2.8.2 ,
D
(U(R)/U(k))Φ
E
= hIi ∈ C(D)
non dipende dal particolare anello R che soddisfa le proprietà (1) e (2) di 2.8.
Indichiamo pertanto con α(k,K, π) +
D
(U(R)/U(k))Φ
E
∈ C(D) questo inva-
riante .
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Tornando alla costruzione fatta all’ inizio del capitolo , cerchiamo di determinare
l’ invariante α(F 0, L0, π) relativo ai campi F 0 ⊂ L0 sotto l’ azione del gruppo π =
Gal(F 0/F ) ∼= Gal(L0/L) ∼= (Z/pZ)∗ ciclico di ordine p− 1 .
Come anello R ⊂ L0 prendiamo in considerazione R = F 0[M,Y0] . Per la
proposizione 2.3.2 L0 = F 0(M,Y0) , e quindi L0 è il campo dei quozienti di R ; inoltre
R è una F 0-algebra finitamente generata ed è stabile sotto π : Y0 ∈ L = (L0)π , M è
uno Zπ-modulo e dunque πM ⊂M . La proprietà (1) per R è così soddisfatta.
OraM è un gruppo libero abeliano moltiplicativo di rango p−1 , sia {m1, . . . ,mp−1}
una sua base ; allora
R = F 0[Y0,m1,m−11 , . . . ,mp−1,m
−1
p−1]
Siccome L0 = F 0(Y0,M) = F 0(Y0,m1, . . . ,mp−1) ha grado di trascendenza p
su F 0 (perchè così lo ha K 0 su F 0 e K 0 è algebrico su L0 ), allora gli elementi
Y0,m1, . . . ,mp−1 devono essere algebricamente indipendenti su F 0 . QuindiR è U.F.D.
e U(R)/U(F 0) è libero abeliano su m1, . . . ,mp−1 e quindi è isomorfo al modulo M .
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Anche la condizione (2) è soddisfatta . Perciò
α(F 0, L0, π) =
­
MΦ
®
=
­
IΦ
®
= hJi
(l’ ultima uguaglianza segue dalla proposizione 2.6.2 ).
Ammettiamo adesso per assurdo che L sia un’ estensione puramente trascenden-
te su F , ad esempio L = F (Z1, . . . , Zp) con Z1, . . . , Zp algebricamente indipendenti
su F ; allora abbiamo che L0 = F 0L = F 0(Z1, . . . , Zp) , cioè che anche il campo L0 ,
il traslato di L tramite l’ aggiunta di ζ , radice primitiva p-esima di 1 , è puramente
trascendente su F 0 .
Prendiamo adesso in considerazione l’ anello R0 = F 0[Z1, . . . , Zp] ⊂ L0. Come
prima L0 è il campo dei quozienti di R0 e R0 è una F 0-algebra finitamente generata;
siccome per ogni i = 1, . . . , p abbiamo Zi ∈ L = (L0)π allora R0 è stabile sotto l’azione
di π . La condizione (1) per R0 è soddisfatta.
Per la condizione (2) basta vedere che R0 è U.F.D. e che U(R0)/U(F 0) = {1} dato
che U(R0) = U(F 0) . Quindi α(F 0, L0, π) =
D
(U(R0)/U(F 0))Φ
E
= h0i . Siccome
α(F 0, L0, π) è un invariante segue che hJi = h0i in C(D) : questo equivale a dire che
J è principale contraddicendo il teorema della sezione 2.4 nel caso di p = 47 .
Osserviamo che abbiamo dimostrato che il campo L0 , ottenuto da L per l’
aggiunta di una radice primitiva dell’ unità , è comunque puramente trascendente su
F 0 a diﬀerenza di quanto accade , in questo caso particolare che abbiamo considerato,
per il campo L su F . In sostanza questo accade perchè F 0 contiene una radice
primitiva dell’ unità .
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Appendice A
A.1 Gruppo delle classi di ideali di un anello di
Dedekind
Richiamo qua brevemente il concetto di gruppo di classi di ideali per un anello di
Dedekind D . Dati I, J ⊂ D ideali diversi da {0} , si dicono equivalenti se esistono a
e b ∈ D , 6= 0 , tali che aI = bJ . Questa definisce una relazione di equivalenza nell’
insieme degli ideali di D ; l’ insieme quoziente è un gruppo abeliano , dove il prodotto
è definito da
hIi hJi = hIJi
e si mostra che questa è una buona definizione .
L’ elemento neutro è dato dalla classe di equivalenza degli ideali principali e
come suo rappresentante può essere scelto l’ anello D stesso ; l’ esistenza dell’ inverso
è assicurata proprio dal fatto che l’ anello è di Dedekind (vedi a riguardo [Marcus,
Cap. 3 teorema 15 ] ).
Ad ogni anello di Dedekind possiamo quindi associare un gruppo , detto gruppo
delle classi di ideali , che si indica con C(D) ; se D è un anello di interi di un’
estensione algebrica di Q ( come nel caso di cui ci stiamo occupando ) , che sono in
particolare anelli di Dedekind , vale che il gruppo delle classi è di ordine finito .
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A.2 Moduli finitamente generati su anelli di
Dedekind
Facciamo qua un cenno ai risultati generali che valgono nella decomposizione dei
moduli finitamente generati su anelli di Dedekind che useremo per ottenere il secondo
invariante alla fine di questa sezione. Per maggiori dettagli e per le dimostrazioni
vedere [Narkiewicz, Cap. 1 § 3] .
A.2.1 Preliminari
Ricordiamo che un modulo M su un anello R si dice di torsione se per ogni m ∈M ,
esiste a ∈ R , a 6= 0 , tale che am = 0 . In modo naturale si definisce un modulo
libero da torsione . Sia da adesso in poi D un anello di Dedekind ; un D-modulo
proiettivo finitamente generato è libero da torsione , perchè è addendo diretto di un
modulo libero che sono liberi da torsione ( dato che gli anelli di Dedekind sono domini
d’ integrità ) .
Proposizione 2.2.1 Sia M un D-modulo libero da torsione finitamente gene-
rato. Allora M può essere decomposto nella somma diretta
M = Dk ⊕ I
dove k ∈ N è determinato univocamente , e I ⊂ D è un ideale , che è determinato a
meno di un ideale a lui equivalente in C(D) .
Si può osservare subito che un modulo finitamente generato , se libero da torsione , è
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un modulo proiettivo (vedi la sezione 2.5 ) , perchè grazie a questa proposizione viene
scomposto in una parte libera , e dunque proiettiva , e in un ideale , che negli anelli di
Dedekind sono D-moduli proiettivi . Abbiamo osservato che vale anche il viceversa;
quindi per gli anelli di Dedekind un modulo finitamente generato è proiettivo se e
solo se è libero da torsione .
Se il modulo è libero allora è della forma M = Dk , per qualche k ∈ N , ed è
assente il secondo addendo (l’ ideale di R ).
Proposizione 2.2.2 Sia M un D-modulo di torsione finitamente generato .
Allora M può essere decomposto in maniera unica nella somma diretta
M =
tM
i=1
D/Ii
dove t ∈ N è univocamente determinato e Ii ⊂ D sono ideali primari ( potenza di un
primo ) univocamente determinati .
Le due proposizioni possono essere riassunte nel seguente teorema :
Teorema : Sia M un D-modulo finitamente generato . Allora M può essere
decomposto nella somma diretta
M = Dk ⊕ I ⊕
tM
i=1
D/Ii (A.1)
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dove k, t ∈ N sono univocamente determinati , e I, Ii ⊂ D sono ideali di cui I è
determinato a meno di un ideale a lui equivalente in C(D) , e Ii sono ideali prima-
ri.
Dimostrazione : Indicato con T il sottomodulo di torsione di M ,
T = {m ∈M | ∃a ∈ D, a 6= 0, am = 0}
segue che il modulo quoziente M/T è libero da torsione . Applico la prima delle due
proposizioni precedenti per dedurre che M/T è un modulo proiettivo , e quindi la
successione esatta
0→ T →M →M/T → 0
si spezza ( vedi la sezione 2.5 )
M ∼= T ⊕M/T
Per concludere basta fare uso delle due proposizioni per ottenere la decomposizione
della tesi . ¤
A.2.2 Gruppo di Grothendieck dei D-moduli finitamente
generati
Vogliamo studiare com’ è fatto G0(D) , il gruppo di Grothendieck dei D-moduli
finitamente generati .
Dalla successione esatta di D-moduli
0→ I → D→ D/I → 0
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dove I ⊂ D è un ideale , segue che in G0(D) si ha
[D/I] = [D]− [I] (A.2)
Se M è un D-modulo finitamente generato , da (A.1) e da (A.2) , nel gruppo
G0(D) vale che :
[M ] = (k + t) [D] + [I]−
tX
i=1
[Ii] (A.3)
Da notare che l’ insieme {[M ]} , al variare di M nei D-moduli finitamente generati ,
forma un sistema di generatori per il gruppo G0(D) ; un generico elemento del gruppo
di Grothendieck è una combinazione lineare finita di questi elementi a coeﬃcienti in
Z , ossia :
nX
i=1
ai [Mi]
dove ai ∈ Z , in maniera tale da garantire l’ esistenza dell’ elemento inverso . Possiamo
però migliorare questa scrittura rendendola più semplice , usando la relazione per le
successioni esatte di moduli che vale in G0 (D) .
Lemma 2.2.1 Dato un generico elemento
Pn
i=1 ai [Mi] ∈ G0(D) , esistono due
D-moduli M e N tali che
nX
i=1
ai [Mi] = [M ]− [N ]
Dimostrazione : basta fare una partizione dell’ insieme dei coeﬃcienti
{ai}i=1,...,n = {aj | aj > 0}j∈I1 ∪ {as | as < 0}s∈I2
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dove I1 ∪ I2 = {1, . . . , n} . Posto a0s = −as ottengo che
nX
i=1
ai [Mi] =
X
j∈I1
aj [Mj]−
X
s∈I2
a0s [Ms]
Definisco poi i D-moduli
M =
M
j∈I1
Ã
ajL
ij=1
Mj
!
N =
M
s∈I2
Ã
a0sL
is=1
Ms
!
e tenendo conto che in G0(D) vale che [A⊕B] = [A]+[B] si osserva subito che questi
sono i moduli cercati . ¤
Lemma 2.2.2 Dati I, J ⊂ D ideali , in G0(D) vale che
[I] + [J ] = [IJ ] + [D] (A.4)
Dimostrazione : vale in genere che a meno di un elemento della stessa classe
di ideale in C(D) , posso scegliere J 0 ∼ J tale che J 0 e I sono coprimi , cioè che
I + J 0 = D e anche che IJ 0 = I ∩ J 0 ( vedi [Narkiewicz] ) . Da ciò segue che :
D/I ⊕D/J 0 ∼= D/ (I ∩ J 0)
e quindi che
[D/I] + [D/J 0] = [D]− [I] + [D]− [J 0] = [D]− [IJ 0]
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e dal fatto che [J ] = [J 0] segue la tesi . ¤
Osserviamo che se I ⊂ D è un ideale principale non nullo allora [I] = [D] , dato che
I = xD ∼= D come D-moduli .
Prendiamo adesso un generico elemento di G0(D) della forma [M ]− [N ] ; grazie
a (A.3) e (A.4) vale che :
[M ]− [N ] = n [D] + [I]− [J ] (A.5)
dove n ∈ Z , e I, J ⊂ D sono ideali non nulli .
Da ciò segue che G0(D) è uguale a K0(D) , il gruppo di Grothendieck dei D-
moduli proiettivi finitamente generati , perchè ogni elemento di G0(D) può essere
espresso come un elemento di K0(D) ; ricordare che i D-moduli proiettivi sono liberi
da torsione, e quindi per essi si applica solamente la proposizione 2.2.1 .
Mostriamo adesso come il gruppo K0(D) , nel caso in cui C(D) sia finito , si
possa scomporre nella somma diretta di due sottogruppi : uno ciclico infinito , che
rappresenta la parte dei moduli liberi, e un altro finito , isomorfo al gruppo delle
classi di ideali di D , che è dato dagli elementi del gruppo che hanno periodo finito .
Lemma 2.2.3 Dati I, J ⊂ D ideali , esiste un ideale V tale che in G0(D) vale
l’ uguaglianza :
[I]− [J ] = [V ]− [D] (A.6)
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Dimostrazione : L’ uguaglianza della tesi è equivalente a quest’ altra :
[V ] + [J ] = [I] + [D]
e quindi per (A.4) basta scegliere V pari all’ ideale prodotto IJ 0 , dove J 0 ⊂ D è un
ideale tale che JJ 0 è principale ( altrimenti detto la sua classe in C(D) è l’ inversa di
quella di J ) ; cioè in C(D) vale
hV i = hIJ 0i = hIi hJi−1
e quindi [V ] = [IJ 0] in G0(D) . ¤
Cambiamo (A.5) usando la relazione ottenuta in (A.6) per ottenere un’ altra
espressione della forma generale di un elemento del gruppo K0(D) :
[M ]− [N ] = n [D] + ([I]− [D]) (A.7)
Sfruttiamo adesso il lemma 2.2.1 per vedere com’ è fatto il sottogruppo generato
delle classi dei moduli liberi .
Lemma 2.2.4 Sia Z + h{[F ] | F è un modulo libero}i il sottogruppo di K0(D)
generato delle classi dei moduli liberi . Allora vale che
Z = {n [D] | n ∈ Z}
e quindi in eﬀetti è isomorfo a Z , ed è generato dalla classe dell’ anello D .
Dimostrazione : seguendo la stessa linea di ragionamento della dimostrazione
del lemma precedente , otteniamo come sopra che , dato un generico elemento di Z
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nella forma
Pm
i=1 ai [Fi] , per qualche modulo libero {Fi}i=1,...,n , si ha
mX
i=1
ai [Fi] = [F1]− [F2]
per qualche modulo libero F1 e F2 . Siccome F1 ∼= D ⊕ . . . ⊕ D ( n1 addendi ) e
F2 ∼= D ⊕ . . .⊕D ( n2 addendi ) allora vale che
[F1]− [F2] = n1 [D]− n2 [D] = (n1 − n2) [D] = n [D]
dove n ∈ Z . ¤
Proposizione 2.2.3 Sia D un anello di Dedekind . Allora l’ insieme
T = {[I]− [D] | {0} 6= I ⊆ D ideale}
è un sottogruppo diK0 (D) ; se C(D) è finito ( come nel caso di un anello di interi di un
campo di numeri ) allora T è costituito da elementi che hanno periodo finito.
Dimostrazione : Mostriamo intanto che l’ insieme T forma un gruppo . Dati
[I]− [D] , [J ]− [D] ∈ T , grazie a (A.4) si ha
[I]− [D] + [J ]− [D] = [IJ ]− [D]
che è un elemento di T ; quindi T è chiuso rispetto alla somma . L’ elemento neutro
appartiene a T : basta scegliere I = D ( o anche un ideale principale , per quanto
già osservato ). Per l’ inverso basta scegliere un ideale J tale che IJ è un ideale
principale ( questo è appunto possibile per gli anelli di Dedekind ) ; così facendo
[I]− [D] + [J ]− [D] = [IJ ]− [D] = [D]− [D] = [0] .
In definitiva T forma un sottogruppo di K0(D) .
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Nel caso in cui C(D) è un gruppo finito , rimane da verificare che gli elementi
di T sono di torsione , cioè che per ogni [I]− [D] ∈ T , 6= [0] ( e quindi I diverso da
un ideale principale o dall’ anello D stesso ), esiste n ∈ N , 6= 0 , tale che
n ([I]− [D]) = [0]
Se C(D) è un gruppo finito , tutti i suoi elementi sono hanno periodo finito ;
pertanto dato {0} 6= I ⊂ D esiste n tale che In è principale , e quindi [In] = [D] .
Applicando iterativamente la formula (A.4) a m [I] , m ∈ N , si ottiene che
m [I] = [Im] + (m− 1) [D]
e siccome per m = n si ha [In] = [D] , vale
n [I] = n [D]
⇒ n ([I]− [D]) = [0]
¤
Consideriamo da adesso in poi D un anello di interi di un’ estensione algebrica
di Q . Grazie a questa proposizione
Z ∩ T = {[0]}
perchè il sottogruppo Z non contiene elementi che hanno periodo finito . Da questo
fatto e dalla relazione (A.7) vale in definitiva che
K0(D) = Z ⊕ T (A.8)
L’ ultima cosa che rimane da dimostrare è che l’ addendo diretto T è isomorfo
al gruppo delle classi di ideali C (D) ; per semplicità di dimostrazione introduciamo
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adesso un altro gruppo , isomorfo a C (D) , con il quale stabiliremo un omomorfismo
con K0 (D) .
Consideriamo la categoria PD la categoria additiva dei D-moduli finitamente
generati e proiettivi , e FD quella dei moduli liberi ; ovviamente FD ⊂ PD .
Mettiamo una relazione di equivalenza su PD :
M1 ∼M2 ⇔ ∃F1, F2 ∈ FD tali che M1 ⊕ F1 ∼=M2 ⊕ F2
e denotiamo con Γ(D) + PD/ ∼ l’ insieme quoziente : questo forma un gruppo
abeliano detto gruppo delle classi dei moduli proiettivi . Notare l’ analogia con
la relativa definizione di relazione di equivalenza nell’ insieme degli ideali di D per
ottenere il gruppo delle classi di ideali : due ideali I e J sono equivalenti se esistono
due ideali principali (a) e (b) tali che (a) I = (b)J . In eﬀetti per anelli di Dedekind
vale che Γ(D) ∼= C(D) ( vedi articolo di [Rim, §. 6] )
La somma di due elementi in Γ(D) è definita da
[[M1]] + [[M2]] = [[M1 ⊕M2]]
e l’ elemento neutro è dato da
[[0]] = {M ∈ PD | ∃F ∈ FD tale che M ⊕ F ∈ FD}
Nel caso di anelli di Dedekind vale che [[0]] = FD ( vedi articolo di [Rim, §. 6] ) .
L’ esistenza dell’ inverso è assicurata dal fatto che i moduli sono proiettivi , e quindi
sono addendi diretti di un modulo libero ( vedi sezione 2.5 ) .
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Teorema : Sia D un anello di Dedekind , K0 (D) il gruppo di Grothendieck dei
D-moduli proiettivi e Γ(D) il gruppo delle classi dei moduli proiettivi . L’ applicazione
Φ : K0(D) −→ Γ(D) (9)
[M ] 7→ [[M ]]
estesa per linearità , è un omomorfismo di gruppi surgettivo ed ha come nucleo
il sottogruppo Z .
Dimostrazione : Φ è ben definita : se ho una successione esatta di moduli
proiettivi
0→ A→ B → C → 0
che in K0 (D) implica [A] + [C] = [B] , basta verificare che Φ ([B]− [A]− [C]) = [[0]]
perchè questi costituiscono un insieme di generatori per il sottogruppo delle relazioni
del gruppo di Grothedieck ( vedi sezione 4 ) . Siccome sono moduli proiettivi ( e
in particolare C ) vale che B ∼= A ⊕ C come moduli ; quindi Φ ([B]− [A]− [C]) =
[[B]]− [[A]] − [[C]] = [[0]] ⇔ [[B]] = [[A]] + [[C]] = [[A⊕ C]] e questa relazione vale
perchè B e A⊕ C sono moduli isomorfi .
L’ applicazione è ovviamente surgettiva. Per concludere mostriamo che kerΦ = Z.
Ovviamente Z ⊂ kerΦ , perchè [[0]] = FD nel caso di anelli di Dedekind .
Per l’ altra inclusione sia [M ]−[N ] ∈ kerΦ ( lemma (2.2.1) ) , cioè [[M ]]−[[N ]] =
[[0]]⇔ [[M ]] = [[N ]]⇔ ∃F1, F2 ∈ FD tali che M ⊕F1 ∼= N ⊕F2 . Quindi [M ⊕ F1] =
[N ⊕ F2] in K0 (D) , vale a dire [M ] + [F1] = [N ] + [F2] ⇔ [M ] − [N ] = [F2] − [F1]
che appartiene al sottogruppo Z . ¤
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Quindi ho questa successione esatta di gruppi
0→ Z /→ K0(D)→ Γ(D)→ 0
Da cui
K0(D)/Z ∼= Γ (D) ∼= C(D)
Da (A.8) e dal fatto che Z è uguale al nucleo dell’ applicazione (A.9) , T ∼= C(D),
e quindi vale il seguente teorema :
Teorema : Sia D un anello di interi di un campo di numeri . Sia Z il
sottogruppo di G0(D) generato dalle classi dei moduli liberi ( che è isomorfo a Z ) .
Allora
K0(D) = Z ⊕ C(D) (A.10)
dove C(D) è il gruppo delle classi di ideali .
