We consider lower bounds for the largest eigenvalue of a symmetric matrix. In particular we extend a recent approach by Piet Van Mieghem.
Introduction
Let λ max (A) be the largest eigenvalue of a symmetric m × m matrix A = (a ij ). Since
it clearly follows that a lower bound for λ max (A) is given by
where u T = (1 · · · 1). Note that
u T u = m and N 1 /m is a commonly used lower bound for λ max (A). Recent work on lower bounds for a symmetric matrix has been done by Van Mieghem [2] . He showed that
where t T , λ 0 = t √ m,
and N k = u T A k u with N 0 = m.
The aim in the current paper is to extend the results of Van Mieghem [2] . The central idea of the paper is to apply the classic bound to transforms of A. Applying standard bounds to transformed matrices which result in improved bounds has recently been exploited in Walker [3, 4] and Liu et al. [1] . We derive the general lower bound in Section 2, where we also consider some specific cases. Section 3 provides a further useful result when A is positive definite and finally Section 4 concludes with a numerical example.
Lower bounds for symmetric matrices
Consider the m × m symmetric matrix
where the Taylor series ∞ k=0 f k x k = f (x) converges for |x| < R f , where R f > 0 is the radius of convergence. If λ is an eigenvalue of A, corresponding to eigenvector v, then
The series converges for any eigenvalue of A provided we choose t >λ/R f , whereλ = max 1 j m {|λ j |}.
If f (x) is real for real x and increasing, then
. Next, we apply the classical bound (1) to A t and obtain
It follows from (1) 
we arrive at the inequality
The best possible bound is reached when the right hand side in (4) is optimized over all increasing functions f . Obviously the set of increasing functions includes the case f (x) = x and for this increasing function we obtain the classic inequality λ max (A) N 1 /m. Hence (4) is at least as good as the classic bound when optimized over all increasing functions. In fact as we will see in Section 3, when A is positive definite, it turns out that the worst f is indeed f (x) = x.
and the general term c k is given in (8). Explicitly, the first few coefficients c k are
If R f −1 is the radius of convergence of the Taylor series of f −1 (x) around f 0 , then
indicates that convergence requires that
. Combined with the above bounds on t, convergence of
and, in practice,
, where
since it is well known thatλ < T √ m.
Examples
x . The Taylor series of f (x) around x = 0 has R f = 1, while the Taylor series of f −1 (x) around f (0) = 1 has radius of convergence R f −1 = 1. Hence, the bound (6) for t yields t > 2 T √ m and we find from (5)
The bound (7) is very similar to the Van Mieghem [2] expression (2), except we have an additional 1/t term which is positive. Note that the 1/t 2 term is not necessarily positive. On the other hand, the bound on t in (2) 
To compare with (7) where |β| = 1, we write t = t 1
This shows that the coefficient of
is larger than in the β = 1 case provided |β| < 1. In that case, however, the coefficient of
has a smaller positive 
Comparison with (7) via t = at 1 2 log 2 gives
The coefficient of
is now smaller than in the β = 1 case, but the value of a can be freely chosen in the coefficient of
(ignoring higher order terms).
Another possible sequence of functions to consider is f (x) = x k for odd k. As has been mentioned the case k = 1 provides the classic bound. For these functions the inverse is trivial and hence bounds are easily available.
Positive definite case
When A is positive definite we have the following key result:
Proof. It is well known that we can write
where Q is an orthogonal matrix with column eigenvectors {v j }, and D is a diagonal matrix with entries the eigenvalues {λ j }. So
Hence, N k = E( k ) with P( = λ j ) = (u T v j ) 2 /m; and, since λ j > 0 ∀j , a consequence of A being positive definite, it is that > 0 with probability one, and using Jensen's inequality, it is that E(
Applying Lemma 3.1 shows that
Hence, the inequality (4) is lower bounded by
In other words, if A is symmetric and positive definite and if f (x) is increasing, then (4) 
Numerical examples
Here we consider a specific example when
The eigenvalues of A are 1 and −4 and we have N 1 = 1.8990, N 2 = 2.3031 and N 3 = 0.6867. Hence, the classic bound is given by N 1 /m = 0.9495. On the other hand, using (7) with t = 2 T √ m = 8.8990, we obtain a lower bound for λ max (A) as 0.9521, which obviously improves on 0.9495. Now we consider the example when A is a 10 × 10 symmetric matrix and for j = 1, . . . , i we have a(i, j ) = 2j − i. Then we have N 1 = 55, N 2 = 3553 and N 3 = 108823. Hence the classic bound is given by 5.5. The bound (7) with t = 2 T √ 10, and T √ 10 = 50, is given by the improved lower bound of 9.465. However, for this example, the function f (x) = x 3 provides the lower bound of (N 3 /10) 1/3 = 22.16.
If we now take a(i, j ) = 2j − 3i, j i, and A is again a 10 × 10 symmetric matrix, then N 1 = −1375, N 2 = 194425 and N 3 = −27325375. Also T √ 10 = 190. So the classic bound is −137.5 and the bound (7) with t = 2 T √ 10 is −136.00. On this occasion the bound based on f (x) = x 3 is given by −139.8, which is smaller than the classic bound. The bound (2) is given by −137.00 which improves on the classic bound but is worse than (7). 
