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Kapitel 1
Einleitung
Computersimulationen bieten die Mo¨glichkeit strukturelle, dynamische und ther-
modynamische Eigenschaften von Moleku¨lsystemen zu untersuchen. Hierzu wur-
den im wesentlichen zwei Verfahren entwickelt, die Monte Carlo (MC) Simulation
und die Molekulardynamische (MD)-Simulation, die beide auf Erkenntnissen der
Statistischen Physik aufbauen.
Die zu simulierenden Teilchen werden in einem rechteckigen Raum verteilt.
Die dort auf die Teilchen wirkenden Wechselwirkungen lassen sich meist durch
Paar-Potentiale beschreiben. Im Monte Carlo Verfahren wird wa¨hrend der Si-
mulation ein Teilchen zufa¨llig ausgewa¨hlt und um einen zufa¨lligen Vektor ver-
schoben. Der Metropolis-Algorithmus entscheidet dann, ob die durch diese Ver-
schiebung neu entstandene Konfiguration als neuer Zustand an die Zustandskette
angeha¨ngt wird, oder ob die Konfiguration verworfen wird. Der letzte Zustand in
der Zustandskette bildet immer den Ausgangspunkt fu¨r den na¨chsten Simulati-
onsschritt, in dem wiederum ein zufa¨llig gewa¨hltes Teilchen verschoben wird.
Die Molekulardynamische Simulation folgt der klassischen Mechanik, die Be-
wegungsgleichungen der Teilchen werden hierbei numerisch integriert, was der
natu¨rlichen Vorstellung der Bewegungen der Teilchen na¨her kommt und hier im
weiteren betrachtet werden soll. Durch die Integration der Bewegungsgleichung
werden Punkte im Phasenraum erzeugt, die in eine Datei abgespeichert werden
und zusammen eine Trajektorie im Phasenraum bilden. Mit Hilfe dieser Trajek-
torie ist es z. B. mo¨glich, die Bewegung einzelner Moleku¨le zu verfolgen oder auch
die Eigenschaften einer Gruppe von Teilchen zu beschreiben.
Die erste MD-Simulation, eine Flu¨ssigkeit aus harten Kugeln, wurde von Ad-
ler und Wainwright 1957 durchgefu¨hrt [1, 2]. 1964 folgte dann die erste reale
Flu¨ssigkeit, die von Rahman [3] simuliert wurde. Er simulierte flu¨ssiges Argon,
wobei die Teilchen u¨ber ein Lennard-Jones-Potential miteinander wechselwirk-
ten. Woodcock [4] fu¨hrte 1971 Ladungen und die Coulomb-Wechselwirkung in
die Simulationen ein, und Rahman und Stillinger [5] simulierten Wasser.
Der Lebenszyklus einer MD-Simulationen ist in Abbildung 1.1 dargestellt, er
la¨sst sich grob in vier Phasen aufteilen: Die Erstellung der Kraftfelder, die Kon-
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Abbildung 1.1: Die Komponenten eines Simulationssystems.
struktion einer Startstruktur, die Simulation des Systems und die Auswertung
der aus der Simulation gewonnenen Daten.
Die Kraftfelder und Kraftfeldparameter ko¨nnen sowohl aus quantenchemi-
schen Berechnungen als auch aus experimentellen Messungen bestimmt werden.
Die Bestimmung der Parameter aus quantenchemischen Rechnungen wird zum
Beispiel von Case u. a. [6] beschrieben. Die im Rahmen dieser Arbeit angefertig-
ten Simulationen verwenden vorgegebene Kraftfeldparameter, die Teilweise von
Berendsen u. a. im GROMOS [7] Parametersatz bestimmt wurden.
Die Kraftfelder lassen sich grob in zwei Klassen aufteilen: Die intramolekula-
ren und die intermolekularen Wechselwirkungen. Wa¨hrend die intramolekularen
Wechselwirkungen die Bindungsabsta¨nde und Bindungswinkel der Atome eines
3Moleku¨ls bestimmen, bestehen die intermolekularen Wechselwirkungen in der Re-
gel aus den van der Waals- und den Coulomb-Wechselwirkungen. Die Kraftfelder
sind nicht nur fu¨r die Simulation wichtig, sie ko¨nnen auch bei der Konstruk-
tion der Moleku¨le in der Simulationsumgebung helfen. Die innere Struktur der
Moleku¨le wird hauptsa¨chlich von den intramolekularen Kraftfeldparametern be-
stimmt. Im Gegensatz dazu werden die Absta¨nde der Moleku¨le untereinander
durch die intermolekularen Parameter beschrieben. Zur Konstruktion einer Si-
mulation werden außerdem weitere Parameter wie das Volumen des Simulations-
raumes oder die Atom- bzw. Moleku¨ldichte beno¨tigt.
Zur Erzeugung von Moleku¨len gibt es verschiedene Methoden. Problematisch
ist hier aber die Konstruktion von Polymernetzen, in denen sich die großen Struk-
turen aus kleineren vernetzen Einheiten, den Monomeren bilden. Zu beru¨cksich-
tigen ist, dass die Quervernetzer des Netzwerkes mehrere Teilketten mit einander
verknu¨pfen mu¨ssen, dabei aber die Absta¨nde der einzelnen Einheiten bis auf klei-
ne Toleranzen festgelegt sind. Fu¨r die Konstruktion des NIPAM-Polymergeru¨stes
wurden zwei verschiedenen Verfahren implementiert. Das eine Verfahren verteilt
die Atome auf einem virtuellen Gitter mit festen Gitterabstand. Dieser stimmt,
um bei der Platzierung der Atome die Bindungsabsta¨nde zu erhalten, mit der
mittleren Bindungsla¨nge der C-C Bindung u¨berein. Das andere Verfahren ist ge-
genu¨ber diesem weitaus flexibler. Es baut das Polymernetzwerk frei im Raum
auf. Diese Flexibilita¨t erkauft sich das zweite Verfahren durch eine leicht von
der mittleren La¨nge abweichende Bindungsla¨nge an den Verknu¨pfungspunkten
der Teilketten des Polymers. Kleinere Moleku¨le lassen sich dem gegenu¨ber relativ
einfach im Simulationsraum platzieren. Diese werden zufa¨llig platziert, bei einer
Kollision des Moleku¨ls mit einem anderen Moleku¨l wird es einfach wieder entfernt
und an einer anderen Stelle oder in einer anderen Lage neu platziert.
Die eigentliche MD-Simulation erfolgt in einer zweiten Phase, die wiederum
in zwei Teile unterteilt werden kann. Im ersten Teil wird das System bei einer
vorgegebenen Temperatur T in ein thermisches Gleichgewicht gebracht. Dies ist
notwendig, da nach der Konstruktion des Simulationssystems die Atome nur La-
geenergie besitzen, diese wird dann durch die Simulation zum Teil in kinetische
Energie umgewandelt, die wiederum teilweise an ein Wa¨rmebad abgegeben wird.
Das Wa¨rmebad wird mit Hilfe eines Thermostaten erzeugt, das die Temperatur
im Simulationsraum durch Energietransfer an die gewu¨nschte Temperatur an-
gleicht. Bei zu hoher kinetischer Energie werden die Geschwindigkeiten der Atome
reduziert, bei zu niedriger Energie erho¨ht. Hat das System die Soll-Temperatur
erreicht, wird es noch einige Zeit weiter simuliert. Die Dauer der zusa¨tzlichen Si-
mulation richtet sich nach der Gro¨ße der Moleku¨le. Hiermit sollen etwaige Span-
nungen in den Moleku¨len gelo¨st werden und die damit frei werdende Energie
ebenfalls an das Wa¨rmebad abgegeben werden. Beendet ist die erste Phase der
Simulation, wenn sich das System im thermischen Gleichgewicht befindet.
Im zweiten Teil der Simulation werden dann die Simulationsdaten gewonnen.
Die Phasenraumpunkte, d. h. die Positionen und Geschwindigkeiten sa¨mtlicher
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Atome, werden in festen Absta¨nden abgespeichert. Die Intervalle zur Speicherung
reichen dabei von 1 fs zur Analyse von schnellen Bewegungen bis hin zu 50 fs fu¨r
die Analyse von Trends, wie z. B. der mittleren quadratischen Verschiebung.
Wa¨hrend der Datengewinnung kann die Simulation in unterschiedlichen Ensem-
blen ablaufen. Gebra¨uchlich sind das mikrokanonische Ensemble (NVE), in dem
die Anzahl N der Atome, das Volumen V und die Gesamtenergie E fixiert sind, so
wie das kanonische Ensemble (NVT), bei dem statt der extensiven Gesamtenergie
E die intensive Temperatur T festgehalten wird, oder das großkanonische Ensem-
ble (NPT), das zusa¨tzlich den Druck P statt des Volumens V konstant ha¨lt. Das
großkanonische Ensemble ist auf Grund der vernetzten Polymerstruktur und den
spa¨ter beschriebenen periodischen Randbedingungen fu¨r die hier durchgefu¨hrten
Simulationen ungeeignet. Dort wu¨rden die Bindungsabsta¨nde im Polymer durch
die Schwankungen im Volumen zusa¨tzliche Schwankungen ausfu¨hren.
Aus den in der Simulation abgespeicherten Phasenraumpunkten lassen sich
in der Auswertung strukturelle und dynamische Daten gewinnen, die durch Vi-
sualisierungen erga¨nzt werden ko¨nnen. Die Bestimmung der Struktur basiert im
Wesentlichen auf der Auswertung von Paarkorrelationen. Hierbei wird die Auf-
enthaltswahrscheinlichkeit eines Teilchens in der Umgebung eines Bezugsteilchens
berechnet. Aufwendigere Korrelationen beziehen zur genauen Lagebestimmung
weitere Teilchen, die in der Regel an dem Bezugsteilchen gebunden sind, in die
Berechnungen mit ein. Fu¨r die Dynamik eines Teilchens gibt es verschiedene Ana-
lyseverfahren, die im allgemeinen jeweils einen Aspekt der Dynamik beschreiben.
So beschreibt die Geschwindigkeitsautokorrelation die Verteilung der Geschwin-
digkeiten im zeitlichen Verlauf. Aus ihr wird durch Fourier-Transformation die
Spektraldichte eines Teilchens berechnet, die wiederum Auskunft u¨ber die Fre-
quenzen gibt mit denen das Teilchen schwingt. Dem verwandt ist die Rotati-
onsautokorrelation, die sich nicht auf die translativen Geschwindigkeiten bezieht,
sondern auf die der Rotation. Einem der Diffusion eines Teilchens entsprechen-
de Analysemethode ist die mittlere quadratische Verschiebung, die in Abschnitt
7.2.3 behandelt wird.
Kapitel 2
Kra¨fte
Grundlage jeder Simulation bilden die zwischen den Atomen wechselwirkenden
Kra¨fte. Die in den Simulationen verwendeten Kraftmodelle werden in intramo-
lekulare und intermolekulare Kra¨fte unterteilt. Die intramolekularen Kra¨fte re-
pra¨sentieren die Wechselwirkungen der Atome innerhalb eines Moleku¨ls, sie lassen
sich u¨ber die Anzahl der an der Wechselwirkung beteiligten Atome systematisie-
ren. Diese Wechselwirkungen auf festgelegte atomare Verba¨nde im Moleku¨l lassen
sich am einfachsten durch einen harmonischen Oszillator beschreiben, allerdings
fu¨hrt diese Na¨herung nicht fu¨r alle intramolekularen Wechselwirkungen zu ak-
zeptablen Potentialen.
Im Gegensatz dazu wirkt bei den langreichweitigen Wechselwirkungen prin-
zipiell jedes Atom auf jedes andere Atom, d. h. eine Berechnung zeigt ein O(N2)
verhalten. In einer Simulation entfallen deshalb etwa 90% der Rechenzeit auf
die Bestimmung der Energien und Kra¨fte. Die auf die Atome i und j wirken-
den Kra¨fte werden aus den unterschiedlichen Wechselwirkungspotentialen U be-
stimmt, die wiederum vom Differenzvektor ~rij abha¨ngen:
~F (~rij) = −∇U (~rij) (2.1)
Die in die Kraftfeldmodelle eingehenden Parameter basieren auf quantenche-
mischen Berechnungen fu¨r diese Modelle, die zu Parametersa¨tzen fu¨hren, die
im allgemeinen fu¨r einen bestimmten Satz von Atomen bestimmt sind. Die be-
kanntesten Parametersa¨tze sind das CHARMM (Chemistry at HARvard Ma-
cromolecular Mechanics) von Brooks u. a. [8], das MM3 [9, 10, 11] und das
MM4 [12, 13, 14, 15, 16] Kraftfeld von Allinger u. a., das AMBER System von
Kollman u. a. [6, 17, 18, 19, 20, 21] und das hier verwendete GROMOS System
von van Gunsteren u. a. [7]. Weniger verbreitet ist das Universal force field
(UFF) von Rappe´ u. a. [22] und das von Halgrens entwickelte Merck Moleku¨l
Kraftfeld [23, 24, 25, 26, 27]. Die hier aufgefu¨hrten Parametersa¨tze verwenden die
in den kommenden Abschnitten beschriebenen Kraftfeldmodelle. Die Parame-
tersa¨tze bestimmen auch die Handhabung der Wasserstoffatome in den Simulati-
on, wobei zwei Ansa¨tze verfolgt werden. In dem einen Ansatz gibt es eine atomar
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Abbildung 2.1: Der harmonische Oszillator (—) und das Morse-Potential (—).
detaillierte Darstellung, in der jedes Atom explizit in der Simulation erzeugt wird.
Der andere Ansatz verwendet, wie auch das benutzte GROMOS System, die so-
genannten
”
united atoms“, hier werden Wasserstoffatome und Kohlenstoffatome
als eine atomare Einheit betrachtet, so dass es in den Simulationen neben den
Atomen wie H, C, N oder O auch zusammengesetzte Einheiten wie CH,CH2 oder
CH3 gibt. Vereinfachend werde ich im Folgenden sowohl die einzelnen Atome, als
auch die zusammengesetzten Einheiten als
”
Atome“ betrachten.
2.1 Intramolekulare Wechselwirkungen
Die Ausbildung kovalenter Bindungen, beschrieben durch die Quantenmecha-
nik, erfolgt durch die U¨berlappung von Elektronenschalen. Diese U¨berlappun-
gen sind maßgeblich fu¨r die Struktur des Moleku¨ls verantwortlich, in klassischen
MD-Simulationen werden diese aus komplexen quantenmechanischen Effekten re-
sultierenden Strukturen, durch einfachere Wechselwirkungen der klassischen Me-
chanik ersetzt.
Die einfachste Wechselwirkung, die sogenannte Paarwechselwirkung be-
stimmt die Bindungsla¨nge r0 und wird durch eine Streckschwingung beschrieben,
sie beschreibt das Verhalten zweier gebundener Atome i und j in Abha¨ngigkeit
von ihrem Abstand rij. Ein Federmodell bzw. der harmonischer Oszillator re-
pra¨sentieren die hier verwendete Streckschwingung, die durch eine Federkonstan-
te Kb und einen Gleichgewichtsabstand r0 charakterisiert ist (Abbildung 2.1):
U (rij) =
Kb
2
(rij − r0)2 (2.2)
Die klassischen Wechselwirkungen sind, wie oben bereits erwa¨hnt, nur ei-
ne vereinfachte Beschreibung der quantenmechanischen Effekte. Auf Grund der
Quantenmechanik repra¨sentiert ein exponentielles Wechselwirkungspotential die
wahren Bindungsverha¨ltnisse besser, deshalb ist das Morse-Potential (Abbil-
dung 2.1) ein weitaus realistischeres Modell als das Federmodell, insbesondere
wird das Bindungsverhalten fu¨r große Absta¨nde genauer beschrieben. Es ist ver-
glichen mit dem einfachen Federmodell jedoch viel rechenintensiver, weshalb es
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Abbildung 2.2: Bindungswinkel θijk zwischen den Atomen i, j und k.
nur selten verwendet wird:
U (rij) = E0
((
1− e−k(rij−r0))2 − 1) (2.3)
Einen Kompromiss zwischen Geschwindigkeit und Genauigkeit bildet die Kom-
bination aus dem Federmodell fu¨r kleine Absta¨nde und dem Morse-Potential fu¨r
große Absta¨nde. Sind allerdings nur kleine Elongationen zu erwarten, kann man
beim einfachen Federmodell bleiben. In der Anfangsphase der Simulation, der
Equilibrierungsphase, in der sehr große kinetische Energien auftreten ko¨nnen,
bietet das Federmodell aber den Vorteil, dass festgelegte Bindungen durch große
kinetische Energien nicht gebrochen werden ko¨nnen.
Bei der Wechselwirkung zwischen drei Atomen i, j, k eines Moleku¨ls kommt
zur Bindungsla¨nge zwischen jeweils zwei Atomen der Bindungswinkel θijk hinzu,
der den Winkel zwischen den Vektoren ~rij und ~rjk bestimmt (Abbildung 2.2).
Weit verbreitet ist hierfu¨r wieder die Beschreibung der Wechselwirkung durch
einen harmonischen Oszillator:
U(θijk) =
Kθ
2
(θijk − θ0)2 (2.4)
Der Winkel θijk wird ursa¨chlich festgelegt durch die ungleichma¨ßige ra¨umliche
Verteilung der Valenzschalenelektronen (p, sp3, d, ...). Der harmonische Oszillator
ist in diesem Fall nicht die einzige Methode zur Bestimmung der Biegeschwingung,
es gibt zahlreiche Varianten, eine besteht zum Beispiel aus der Kombination des
harmonischem Oszillators mit der Kosinusfunktion:
U(θijk) =
k
2
(
cos (θijk)− cos (θ0)
)2
(2.5)
Zur Vervollsta¨ndigung der Beschreibung der in einem Moleku¨l verwendeten
intramolekularen Kra¨fte fehlen die Wechselwirkungen zwischen vier Atomen. Die
Torsionswechselwirkung beschreibt die Verdrehung von vier wie in Abbildung 2.3
verknu¨pften Atome (i,j,k,l). Die Wechselwirkung wird zum Einen bestimmt durch
den Bindungscharakter zwischen den Atomen j und k, eine Doppelbindung an
dieser Stelle legt zum Beispiel eine andere Phasenverschiebung φ0 des Torsions-
winkels fest, als eine Einfachbindung. Beide Atome legen durch die Struktur ihrer
Valenzschalen zusa¨tzlich eine Periodizita¨t m fest. Zur Modellierung dieses Wech-
selwirkungspotentials wird nur noch selten der Harmonische Oszillator verwendet:
U(φijkl) =
Kφ
2
(φijkl − φ0)2 (2.6)
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Abbildung 2.3: Torsionswinkel φijkl zwischen den Ebenen ijk und jkl der Atome
i, j, k und l.
Diese Beschreibung der Torsionswechselwirkung ist nur sehr eingeschra¨nkt ver-
wendbar, da bei ihm der periodische Charakter der Torsionswechselwirkung ver-
loren geht. Besser geeignet sind periodische Wechselwirkungsfunktionen wie die
Harmonische Kosinusfunktion:
U(φijkl) =
Kφ
2
(
cos (φijkl)− cos (φ0)
)2
(2.7)
oder das von mir verwendete Kosinuspotential:
U(φijkl) = Kφ
(
1 + cos (mφijkl − φ0)
)
(2.8)
mit ihrer periodischen Abha¨ngigkeit vom Drehwinkel. In Abbildung 2.4 ist
ein entsprechendes Potential mit Periodizita¨t drei dargestellt. Beim Kosinuspo-
tential ist zu beachten, dass abweichend von den beiden anderen Potentialen ein
Energieminimum bei φijkl = 0 nur dann vorliegt, wenn der Winkel φ0 bei Wer-
ten aus dem Intervall [0; 2pi] den Wert pi hat und nicht Null, wie in den anderen
Potentialen.
Die Wechselwirkung des uneigentlichen O¨ffnungswinkels (improper dihedral)
ist die letzte nur zwischen den Atomen eines Moleku¨ls wirkende Wechselwir-
kung die in das simulierte Potential eingeht. Sie beschreibt die Kra¨fte, die wie
in Abbildung 2.5 gezeigt, auf ein Atom (l) wirken, das sich außerhalb einer von
den Atomen i,j und k gebildeten Ebene befindet. Zur Beschreibung des hierfu¨r
erforderlichen Potentials wird in der Regel wieder ein Federmodell mit Federkon-
stante K² und Gleichgewichtswinkel ²0 verwendet:
U(²ijkl) =
1
2
K² (²ijkl − ²0)2 (2.9)
Das Federmodell erzeugt, falls der Winkel ²ijkl vom Gleichgewichtswinkel ²0 ab-
weicht, eine ru¨cktreibende Kraft.
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Abbildung 2.4: Kosinuspotential (Gleichung 2.8) zur einfachen Beschreibung der
Torsionswechselwirkung (Kφ = 50 kcal/mol, m = 3, φ0 = pi).
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Abbildung 2.5: Der uneigentliche O¨ffnungswinkel zwischen der Ebene der Atome
i,j,k und dem Atom l.
2.2 Intermolekulare Wechselwirkungen
Die intermolekularen Wechselwirkungen sind die Wechselwirkungen der ungebun-
denen Potentiale, sie werden als Zentral Zweiko¨rperpotentiale modelliert. In einer
Simulation werden in der Regel die van der Waals- und die Coulomb-Kra¨fte ver-
wendet, in besonderen Fa¨llen ko¨nnen auch Metallpotentiale, Mehrko¨rperpoten-
tiale oder externe Felder beru¨cksichtigt werden, fu¨r das langreichweitige Potential
UL gilt somit:
UL (rij) = UvW (rij) + UC (rij) + · · · (2.10)
Im folgenden beschra¨nke ich mich auf die Beschreibung der van der Waals- und
der Coulomb-Wechselwirkungen, da in meinen Simulationen die anderen Poten-
tiale nicht verwendet wurden.
2.2.1 Van der Waals-Wechselwirkung
Das van der Waals-Potential setzt sich aus einem anziehenden und einem absto-
ßenden Teilpotential zusammen. Das anziehende Teilpotential wird durch Dipol-
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momente in den Atomen hervorgerufen, jedoch geht die Wechselwirkung zweier
permanenter Dipole zum gro¨ßten Teil in das Coulomb-Potential ein.
Besitzt, bei der Wechselwirkung von zwei Atomen, nur eines der Beiden
ein permanentes Dipolmoment, so influenziert es im Anderen ein entgegenge-
setztes Dipolmoment, dessen Potential in Abha¨ngigkeit vom Abstand r mit
r−6 abfa¨llt. Besitzt keiner der beiden Atome ein permanentes Dipolmoment,
so entsteht trotzdem eine Wechselwirkung zwischen den Atomen, die London-
Dispersionswechselwirkung. Die Elektronen der Atome sind nicht fixiert, deshalb
entsteht durch Schwankung ihrer Verteilung ein tempora¨res Dipolmoment, wel-
ches, wie bei einem mit permanenten Dipol, ein entgegengesetztes Dipolmoment
im anderen Atom influenziert. Die tempora¨ren Dipolmomente erzeugen ebenfalls
anziehende Potentiale, die mit r−6 abfallen, aber schwa¨cher sind als das Potential
eines permanenten Dipols.
Wegen des Pauli-Prinzips du¨rfen zwei voll besetzte Elektronenschalen nicht
u¨berlappen (U¨berlappungsverbot). Hieraus resultiert ein sehr steiles Potential,
welches durch einen r−12 oder e−r/a Term modelliert wird. Im van der Waals-
Potential werden beide Wechselwirkungen in einem gemeinsamen Potential ver-
eint. Entscheidet man sich bei der Modellierung des U¨berlappungsverbots fu¨r eine
r−12 Abha¨ngigkeit, so erha¨lt man das Lennard-Jones-Potential:
UvW (rij) = 4²ij
((
σij
rij
)12
−
(
σij
rij
)6)
(2.11)
Die Wechselwirkungsparameter ²ij und σij fu¨r zwei Atome i und j lassen sich
dabei nach der Mischungsregel von Lorentz-Berthelot mit einer geometrischen
Mittelung von Berthelot und einer arithmetischen Mittelung von Lorentz aus
den Wechselwirkungsparametern der reinen Stoffe bestimmen:
²ij =
√
²ii²jj σij =
σii + σjj
2
(2.12)
Eine einfache Umformung des Lennard-Jones-Potentials (2.11) fu¨hrt zu neuen
Parametern Aij und Bij, die in meinen Simulationen verwendet wurden:
UvW (rij) =
4²ijσ
12
ij
r12ij
− 4²ijσ
6
ij
r6ij
=
Aij
r12ij
− Bij
r6ij
(2.13)
Die Mischungsregel von Lorentz-Berthelot (2.12) muss fu¨r die letzte Gleichung
entsprechend angepasst werden:
Aij = 4
√
²ii²jj
(
σii + σjj
2
)12
Bij = 4
√
²ii²jj
(
σii + σjj
2
)6
(2.14)
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Abbildung 2.6: Lennard-Jones-Potential einer C-C Wechselwirkung (—), einer
C-O Wechselwirkung (—) und einer O-O Wechselwirkung (—) am Beispiel des
Ethanol Parametersatzes (Abbildung 3.1).
Die Mischungsregel von Jorgensen [28] baut auf die Schreibweise in Gleichung
(2.13) auf, die Wechselwirkungsparameter Aij und Bij werden hier aus den Wech-
selwirkungsparametern Aii und Ajj bzw. Bii und Bjj der reinen Stoffe in einer
geometrischen Mittelung bestimmt:
Aij =
√
AiiAjj Bij =
√
BiiBjj (2.15)
Die im GROMOS [7] Parametersatz und auch von mir verwendete Mischungsre-
gel von Jorgensen [28] fu¨hrt zum Beispiel im Ethanol zu den in Abbildung 2.6
gezeigten Potentialverla¨ufen fu¨r Kohlenstoff und Sauerstoff.
Eine alternative Mischungsregel wird von Kong [29] beschrieben, er verwendet
zur Berechnung des Mischungsterms Aij eine von Jorgensen abweichende Rechen-
vorschrift:
Aij =
Aii
213
(
1 +
(
Ajj
Aii
)1/13)13
Bij =
√
BiiBjj (2.16)
Ein Vergleich der Mischungsregel von Lorentz-Berthelot (2.12 / 2.14) mit der
Regel von Kong [29] (2.16) und der Regel von Waldman-Hagler [30] wurde im
Artikel von Delhommelle und Millie [31] durchgefu¨hrt. Angewendet wurden die
Mischungsregeln in Simulationen der Edelgase Ne, Ar und Kr, wobei ein Vergleich
mit experimentellen Werten ergab, dass das Verfahren von Kong [29] die besten
Ergebnisse lieferte. Der Parametersatz von van Gunsteren u. a. [7] wurde fu¨r die
Mischungsregel von Jorgensen [28] optimiert ist, weshalb letztere in dieser Arbeit
verwendet wurde.
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Setzt man fu¨r die U¨berlappung eine e−r/a Abha¨ngigkeit an, so erha¨lt man das
Buckingham-Potential:
UvW (rij) = A exp
(
−rij
ρ
)
− C
r6ij
(2.17)
Die van der Waals-Wechselwirkung berechnet sich nicht aus der Wechselwirkung
eines Atoms mit allen anderen Atomen des gesamten Simulationsraumes. Zum
Einen werden zu ihrer Berechnung nur die Atome verwendet, die innerhalb einer
Kugel vom Radius rmax um das betrachtete Atom liegen. Zum Anderen wer-
den dabei die Atome anhand einer Ausschlussliste Ex(i) ausgeschlossen, die u¨ber
die intramolekularen Wechselwirkungen eine direkte Bindung mit dem betrach-
teten Atom eingehen oder mit ihm einen festen Bindungswinkel besitzen. Nicht
beru¨cksichtigt werden außerdem die Atome, die u¨ber ein Torsionspotential mit-
einander verbunden sind, fu¨r sie existiert ein in Abha¨ngigkeit von den Atomen
abgeschwa¨chtes Potential, das in einer separaten Rechnung bestimmt wird. Fu¨r
die NvW Atome einer Simulation mit positiven van der Waals-Parametern gilt
somit:
UvW =
NvW∑
i=1
∑
j<i
j 6∈Ex(i)
{
UvW (rij) rij ≤ rmax
0 sonst
(2.18)
2.2.2 cutoff-Radius
Wie im vorherigen Abschnitt bereits erwa¨hnt, wird die Reichweite der lang-
reichweitigen Wechselwirkungen jeweils durch eine Kugel vom Radius rmax,
dem cutoff-Radius begrenzt. Fu¨r eine Begrenzung der Reichweite sprechen zwei
Gru¨nde:
• Die Reichweite wird durch den endlichen Simulationsraum begrenzt.
• Die Rechenzeit wird verku¨rzt, da die Anzahl der Nachbarn mit dem Abstand
quadratisch zu nimmt.
Der cutoff-Radius rmax darf hierbei nicht zu klein gewa¨hlt werden, da das abge-
schnittene Potential nur einen zu vernachla¨ssigenden Anteil am Gesamtpotential
besitzen darf. Der Fehler, der durch das Abschneiden des Potentials eingefu¨hrt
wird, la¨sst sich aus dem außerhalb des cutoff-Radius rmax liegenden Potentials
U+ abscha¨tzen:
U+ =
1
2
∞∫
rmax
dr4piρ(r)U(r) (2.19)
Fu¨r das Lennard-Jones-Potential ergibt diese Abscha¨tzung:
U+ = 8piρ
(
1
9r9max
− 1
3r3max
)
bei rmax ≥ 2.5σ (2.20)
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Abbildung 2.7: Coulomb-Potentiale der O-OWechselwirkung (—), der H-HWech-
selwirkung (—) und der O-H Wechselwirkung (—) von Wasser im SPC/E Para-
metersatz (Abbildung 5.2).
Die Fehlerabscha¨tzung (2.19) zeigt aber auch, dass ein einfacher cutoff-Radius fu¨r
Potentiale mit einem Abfall bis r−3, wie zum Beispiel dem Coulomb-Potential, un-
geeignet ist. Aus diesem Grund wird das Coulomb-Potential im Ewald-Verfahren
aufgespalten in einen Realanteil, der durch cutoff-Radius begrenzt ist, und einen
reziproken Anteil fu¨r die Wechselwirkung mit entfernten Atomen. Beide Bestand-
teile werden im folgenden Abschnitt ausfu¨hrlich erla¨utert.
2.2.3 Elektrostatisches Potential
Die zweite intramolekulare oder auch langreichweitige Wechselwirkung ist das
elektrostatische Potential Uc. Die Reichweite der elektrostatischen Wechsel-
wirkung ist um ein vielfaches gro¨ßer, als die Reichweite der van der Waals-
Wechselwirkung. Die van der Waals-Energie hat fu¨r große r eine r−6 Abha¨ngig-
keit, wohingegen die elektrostatische Energie nur mit r−1 abnimmt:
Uc(rij) =
1
4pi²0²r
qiqj
rij
(2.21)
Wie Abbildung 2.7 zeigt, ist das Potential selbst bei gro¨ßeren Absta¨nden
noch relativ hoch, dies zeigt sich insbesondere beim Vergleich mit dem Lennard-
Jones-Potential aus Abbildung 2.6. Um dem Rechnung zu tragen, werden bei
der Berechnung der elektrostatischen Energie auch weiter entfernte Teilchen, die
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eine Ladung tragen, beru¨cksichtigt. Da der maximale Abstand rij zweier Punkt-
ladungen qi und qj durch die La¨nge L des Simulationsraumes (rij ≤ L/2) begrenzt
ist, erfordert eine Methode, wie die Direkte Summe in Gleichung (2.22), die nur
die Teilchen innerhalb des Simulationsraumes beru¨cksichtigt, einen sehr großen
Simulationsraum. Trotzdem liefert sie nur eine grobe Na¨herung der elektrostati-
schen Wechselwirkungen, da wie oben bereits angedeutet, das Potential auch bei
großen Absta¨nden nicht zu vernachla¨ssigen ist.
Uc =
1
4pi²0²r
Nc∑
i=1
∑
j<i
j 6∈Ex(i)
{ qiqj
rij
rij ≤ rmax
0 sonst
(2.22)
Beru¨cksichtigt man den periodischen Aufbau einer Simulation, hervorgerufen
durch die periodischen Randbedingungen, und somit auch die periodische Fort-
setzung der Punktladungen außerhalb des zentralen Simulationsraumes, so bietet
sich zur Bestimmung der elektrischen Wechselwirkung die aus der Festko¨rperphy-
sik bekannte Ewald-Kornfeld Summationsmethode an. Diese ist z. B. in Allen und
Tildesley [32] oder in Haberlandt u. a. [33] beschrieben. Die Periodizita¨t des Simu-
lationsraumes erzeugt ein unendliches Gitter von identischen Simulationsra¨umen.
Ist ~ni der Basisvektor eines jeden Simulationsraumes i, dann la¨sst sich das elektro-
statische Potential Uc(~r) der Nc Ladungen in jedem Simulationsraum schreiben
als:
Uc(~r) =
∑
i
Nc∑
j=1
qj
|~r−~rj + ~ni| (2.23)
Uc(~r) besteht somit aus dem Potential des Zentralraumes ~n0 = ~0 und aller peri-
odischen Fortsetzungen. Die Ewald-Kornfeld Methode fu¨hrt eine Abschirmfunk-
tion γ(r) ein, die fu¨r kleine Werte ihres Argumentes gleich Eins ist und fu¨r Werte
gro¨ßer als die halbe La¨nge L des Simulationsraumes auf Null abfa¨llt:
Uc (~r) =
∑
i
Nc∑
j=1
qj
|~r−~rj + ~ni|
(
1− γ( |~r−~rj + ~ni| )+ γ( |~r−~rj + ~ni| ))
=
∑
i
Nc∑
j=1
qj
|~r−~rj + ~ni|γ
( |~r−~rj + ~ni| )
+
∑
i
Nc∑
j=1
qj
|~r−~rj + ~ni|
(
1− γ( |~r−~rj + ~ni| )) (2.24)
=
Nc∑
j=1
qj
|~r−~rj|γ
( |~r−~rj| )
+
∑
i
Nc∑
j=1
qj
|~r−~rj + ~ni|
(
1− γ( |~r−~rj + ~ni| )) (2.25)
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Auf Grund der Abschirmfunktion γ(r) tra¨gt im ersten Term von Gleichung 2.24
nur der Zentralraum zur Summation bei. Der zweite Term der Gleichung erfordert
theoretisch eine Summation u¨ber sa¨mtliche Wechselwirkungen der periodischen
Fortsetzungen des zentralen Simulationsraumes, die durch eine Darstellung als
Fourier-Reihe umgangen werden kann. Die Abschirmfunktion selbst wird in der
Regel durch die Fehlerfunktion erf(x) oder genauer durch die Konjugierte Fehler-
funktion erfc(x) beschrieben, wobei zur Variation der Reichweite ein zusa¨tzlicher
Faktor κ eingefu¨gt wird:
γ(r) = erfc(κr) = 1− erf(κr) = 2√
pi
∫ ∞
κr
e−y
2
dy (2.26)
Aus dem Wechselwirkungspotential la¨sst sich nun einfach die Wechselwirkungs-
energie bestimmen:
Ec =
1
2
Nc∑
i=1
qiU (~ri) + ED (2.27)
Der Oberfla¨chenterm ED wird bestimmt von der angenommenen Oberfla¨che des
makroskopischen Systems. Durch die unendliche periodische Fortsetzung des Si-
mulationsraumes ist dieser in einem unendlichen makroskopischen Ko¨rper ein-
gebettet, dessen Oberfla¨che nur von untergeordneter Bedeutung ist. Geschickter
weise darf somit die Oberfla¨che als Metallhu¨lle angenommen werden, bei dem der
Oberfla¨chenterm verschwindet: ED = 0. In der Ewald-Kornfeld-Methode wird die
Energie in drei separaten Teilschritten bestimmt:
1. Die Energie Ecr bestimmt den reellen Anteil der Ewaldsumme, sie wird
aus dem ersten Term der Gleichung 2.25 fu¨r die Wechselwirkung aller Ato-
me untereinander berechnet. Von dieser Summation ausgenommen sind alle
Wechselwirkungen, die in einer der Ausschlusslisten aufgefu¨hrt werden. Fu¨r
jedes Teilchen i existiert eine solche Ausschlussliste Ex(i), deren Inhalt be-
reits am Ende von Abschnitt 2.2.1 beschriebenen wurde.
2. Der komplexe Anteil der Ewaldsumme wird durch Fourier-Transformation
berechnet. Zur Bestimmung der Energie Eck ist es nicht notwendig das Po-
tential im ganzen reziproken Raum zu bestimmen. Die Abschirmfunktion
1 − γ(r) liefert nur fu¨r große Distanzen r einen Beitrag, somit mu¨ssen im
reziproken Raum nur kleine Absta¨nde k beru¨cksichtigt werden. In der Pra-
xis werden die Berechnungen auf einen Bereich innerhalb einer Kugel vom
Radius 5 ∗ 2pi/L begrenzt.
3. Der Selbstwechselwirkungsterm Ecs beru¨cksichtigt die in Ecr ausgeschlos-
senen Wechselwirkungen geladener Teilchen im Zentralraum und deren pe-
riodische Fortsetzungen, die sonst zu einem Fehler in der Berechnung des
reziproken Anteils gefu¨hrt ha¨tten.
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Fu¨r die genannten Anteile des Coulomb-Potentials Ec ergeben sich somit folgende
Gleichungen:
Ecr =
1
4pi²0²r
Nc∑
i=1
∑
j<i
j 6∈Ex(i)
{ qiqj
rij
erfc (κrij) rij ≤ rmax
0 sonst
(2.28)
Eck =
1
4pi²0²r
2pi
L3
∑
~k6=~0
exp
(
− k2
4κ2
)
k2
∣∣∣∣∣
Nc∑
j=1
qj exp
(
−i~k~rj
)∣∣∣∣∣
2
(2.29)
Ecs =
1
4pi²0²r
 Nc∑
i=1
∑
j∈Ex(i)
qiqj
rij
erf (κrij) +
κ√
pi
Nc∑
i=1
q2i
 (2.30)
Ec = Ecr + Eck − Ecs (2.31)
Erwa¨hnt sei außerdem, dass die hier verwendete Ewald-Kornfeld-Methode pe-
riodische Randbedingungen in allen drei Raumrichtungen voraussetzt. Fu¨r die
Untersuchung von Oberfla¨chen oder du¨nnen Schichten mu¨ssen spezielle Formen
der Ewald-Methode, wie z. B. die Hautman-Klein-Ewald-Methode [34], verwendet
werden. Diese setzten nur eine Zweidimensionale Periodizita¨t des Simulationsrau-
mes voraus.
2.3 Kraft-Datenbank
Die Kraft-Datenbank entha¨lt alle Informationen und Parameter u¨ber die ver-
wendeten Kra¨fte eines Simulationssystems. Um eine mo¨glichst große Flexibilita¨t
und U¨bersichtlichkeit zu erhalten, ist die Datenbank in Abschnitte aufgeteilt, die
in beliebiger Reihenfolge angeordnet werden ko¨nnen. Kommentarzeilen werden
durch ein Semikolon am Zeilenanfang gekennzeichnet.
Die Beschreibung der Kraftfelder erfolgt in fu¨nf Abschnitten, die der Parame-
trisierung des GROMOS [7] Kraftfelds entsprechen und deren Parameter teilweise
in das verwendete Kraftfeld eingegangen sind. Im GROMOS Kraftfeld und somit
auch im verwendeten Kraftfeld fu¨r Polymere gibt es neben den u¨blichen Ato-
men die am Anfang dieses Kapitels eingefu¨hrten atomaren Einheiten, bestehend
aus Einheiten von CH,CH2 und CH3. Zur Verdeutlichung des prinzipiellen Auf-
baus der Kraftfelder zeigt Abbildung 2.8 einen entsprechenden Auszug der Kraft-
Datenbank. Die Kraftfeldparameter bestehen aus den Parametern, die die Atom-
sorten charakterisieren, den van der Waals-Parametern und den Parametern fu¨r
die intramolekularen Wechselwirkungen der gebundenen Atome. Die Atome defi-
nierenden Parametern so wie die Parameter der Lennard-Jones-Wechselwirkung
und die Parameter einer anderen Wechselwirkungen werden in jeweils eigenen
2.3 Kraft-Datenbank 17
1 [Nature]
;At Masse C6 C12[0] C12[1] C12[2] C6trd C12trd
C 12.0110 23.65 898.0 0 0 23.65 898.0 0 0
N 14.0067 24.13 636.0 0 0 24.13 636.0 0 0
5 [Bond]
;At Atm K B0
C O 1200 1.230
C N 1000 1.330
C NT 900 1.330
10 [Angle]
;At At At K Wikel
CH2 N C 120 122.0
H N C 70 123.0
[Dihedral]: X - A1 - A2 - Y
15 ;At Atm K Wink Period
C N 8.00 180 2
C NT 8.00 180 2
[Improper] Dihedral
;At Atm K Winkel
20 C O 40 0.0
N H 40 0.0
NT H 40 0.0
CH1 CH2 80 35.26439
CH1 CH1 80 35.26439
25 CH1 CH3 80 35.26439
Abbildung 2.8: Auszug aus der Kraft-Datenbank der GROMOS Kraftfeldpara-
meter.
Abschnitten der Kraft-Datenbank beschrieben, somit ergeben sich folgende Ab-
schnitte:
Element legt die Eigenschaften eines Atoms fest. In jeder Zeile werden die Da-
ten eines Atoms beschrieben und jeder Spalte wird eine feste Bedeutung
zugeordnet. Die ersten beiden Spalten legen den Namen des Atoms und
dessen Masse in atomaren Massen-Einheiten fest, die restlichen Spalten be-
stimmen die van der Waals-Parameter. Spalte drei und vier legen
√
Bii
und
√
Aii fu¨r die Lennard-Jones-Wechselwirkung mit anderen Atomen mit
Ausnahme des dritten Nachbarn fest. Die Werte fu¨r den dritten Nachbarn
liegen in den Spalten sieben und acht. Zur Zeit ungenutzt sind die Spalten
fu¨nf, sechs, neun und zehn, sie sollen spa¨ter Werte zur Differenzierung des
Aii Parameters enthalten. Zu beachten ist, dass die Aii (in kcal/mol A˚6) und
die Bii (in kcal/mol A˚12) angegeben werden.
Bond bestimmt die Parameter der Streckschwingung, hierzu enthalten die ersten
beiden Spalten die Namen der wechselwirkenden Atome. Spalte drei legt
die Federkonstante Kb (in kcal/mol A˚2) fest, wa¨hrend die letzte Spalte den
Gleichgewichtsabstand r0 in A˚ngstro¨m entha¨lt.
Angle listet die Parameter der Biegeschwingung auf. Die Biegeschwingung wird
wie die Streckschwingung durch einen harmonischen Oszillator modelliert.
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Die Namen der wechselwirkenden Atome ijk werden in den ersten drei Spal-
ten eingetragen, die beiden letzten Spalten enthalten die Federkonstante Kθ
in kcal/mol rad2 und den Gleichgewichtswinkel θijk in Grad.
Dihedral entha¨lt die fu¨r den Torsionswinkel wichtigen Parameter. Zur Festle-
gung eines Torsionswinkels sind, wie Abbildung 2.3 zeigt, vier Atome ijkl
notwendig. Bestimmend fu¨r die Parameter sind dabei nur die mittleren bei-
den Atome j und k. Somit reicht fu¨r eine eindeutige Charakterisierung der
Parameter die Angabe zweier Atome in den ersten beiden Spalten. Die Tor-
sionsformel (2.8) verlangt drei bestimmende Parameter, einen das Potential
skalierenden Vorfaktor Kφ, der in kcal/mol angegeben wird, die Phasenver-
schiebung φ0 in Grad und die Periodizita¨t m der Torsion.
Improper bestimmt die Parameter fu¨r die Auslenkung eines Atoms i aus der
Ebene der Atome j, k und l wie es Abbildung 2.5 zeigt. Zur Charakteri-
sierung der Wechselwirkungsparameter sind, wie beim Torsionswinkel, nur
zwei der vier wechselwirkenden Atome no¨tig, na¨mlich das zentrale Atom
j der Ebene und eines der drei verbleibenden Atome. Die Wechselwirkung
wird durch ein Federmodell beschrieben, d. h. die Wechselwirkungspara-
meter bestehen aus der Federkonstanten K², deren Wert in der Einheit
kcal/mol rad2 angegeben wird, und dem Gleichgewichtswinkel ²0 in Grad.
Kapitel 3
Die Startstruktur
Fu¨r eine Simulation wird ein Phasenraumpunkt als Startstruktur beno¨tigt, mit
dem die Simulation beginnt. Dieser Phasenraumpunkt kann aus vorhergehenden
Simulationen stammen oder aus der Lage der Atome aus Ro¨ntgenstrukturanaly-
sen gewonnen werden. Eine weitere Mo¨glichkeit eine Startstruktur zu erzeugen,
besteht darin, die Koordinaten der Atome zufa¨llig zu wa¨hlen, wobei die aus den
Wechselwirkungen ru¨hrenden Randbedingungen beru¨cksichtigt werden.
In diesem Kapitel soll die letzte Variante betrachtet werden, da sie mit den
in der Simulation ohnehin notwendigen Parametern auskommt. Zur Bestimmung
der Startstruktur mu¨ssen als erstes die Eigenschaften des Simulationsraumes fest-
gelegt werden, anschließend ko¨nnen die Moleku¨le im Simulationsraum verteilt
werden.
Zur Erzeugung der Polymermoleku¨le stehen zwei Verfahren zur Verfu¨gung, die
sich in Flexibilita¨t und in der Gu¨te der erzeugten Bindungsabsta¨nde unterschei-
den. Das erste Verfahren ist sehr starr und kann nur spezielle im Programmcode
implementierte Polymere generieren. Dem gegenu¨ber ist das zweite Verfahren
flexibel und nicht auf spezielle Polymere beschra¨nkt, beno¨tigt aber zu ihrer Er-
zeugung zusa¨tzliche die Struktur beschreibende Daten aus einer speziellen Kraft-
/ Struktur-Datenbank.
3.1 Der Simulationsraum
Alle Molekulardynamischen Simulationen sind auf ein begrenztes Volumen be-
schra¨nkt, dieses bildet den Simulationsraum. Der Simulationsraum entha¨lt alle
zu simulierenden Atome und begrenzt gleichzeitig deren Aufenthaltsort. In mei-
nen Simulationen habe ich einen kubischen Simulationsraum verwendet, dessen
Kantenla¨nge L in der Struktur-Datenbank durch die Variable BoxSize vorge-
geben wird. Die Wahl eines rechteckigen Simulationsraums, dessen Kanten auf
den Achsen eines kartesischen Koordinatensystems liegen, erleichtert wesentlich
die unten beschriebene Einhaltung und Bestimmung der periodischen Randbe-
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dingungen.
Simuliert wird immer ein mo¨glichst kleines Volumen V = L3, da die Anzahl
N der zu simulierenden Atome linear mit dem Volumen V steigt, die Anzahl der
Wechselwirkungen aber mit N2. Ein kleines Volumen V birgt aber das Problem
der großen Oberfla¨che O und somit starker Oberfla¨cheneffekte. Bei einem kubi-
schen Simulationsraum a¨ndert sich die Oberfla¨che O mit dem Volumen V wie
folgt:
O = 6V 2/3 (3.1)
Um die starken Oberfla¨cheneffekte zu verdeutlichen, betrachte man den Simu-
lationsraum als kubisches Gitter mit 1000 Knoten auf denen die zu simulierenden
Teilchen liegen. Von diesen Teilchen befinden sich dann 488 auf der Oberfla¨che,
das sind fast 50%. Damit die Simulation nicht fast nur Oberfla¨cheneffekte be-
schreibt, sollte das endliche zu simulierende System in einem unendlichem Me-
dium eingebettet werden, dies ist aber nicht realisierbar. Ersatzweise fu¨hrt man
eine periodische Fortsetzungen des Simulationsraumes ein, hierbei werden vom
Simulationsraum fiktive, identische Kopien erzeugt. Die Kopien werden um den
Simulationsraum an dessen Kanten angelegt. An diesen Ring werden dann wei-
tere Kopien angelegt, so dass schließlich ein fiktives unendliches System entsteht,
das den Simulationsraum umschließt und aus periodischen Abbildungen eines
kleinen, endlichen Volumens besteht.
Praktisch bedeutet dies fu¨r die Simulation, dass Atome, die durch eine Wand
des Simulationsraum hinaus wandern in die benachbarte Kopie hinein wandern.
Da aber Original und periodische Kopie immer identisch sein mu¨ssen, wandert
das Atom gleichzeitig auf der gegenu¨ber liegenden Wandseite wieder in den Si-
mulationsraum hinein.
Ebenso wie die Atome unterliegen auch die Wechselwirkungen diesen peri-
odischen Randbedingungen, da dessen Sta¨rke durch den ku¨rzesten Abstand der
zwei wechselwirkenden Atome bestimmt wird. Solange der Abstand der Atome
kleiner als L/2 ist, ist die Berechnung unproblematisch. In diesem Fall ist der Ab-
stand im Simulationsraum der ku¨rzeste Abstand, im anderen Fall ist der ku¨rzeste
Atomabstand der Abstand zur na¨chstgelegenen periodischen Abbildung des zwei-
ten Atoms. Um Artefakte durch Selbstwechselwirkung zu vermeiden, muss die
Kantenla¨nge L des Simulationsraumes mindestens doppelt so groß gewa¨hlt wer-
den wie der cutoff-Radius der van der Walls Wechselwirkung.
Die sehr viel weiter reichenden Coulomb-Wechselwirkungen mu¨ssen anders
behandelt werden. Neben den Atomen im Simulationsraum mu¨ssen dort auch
die Atome in den periodischen Abbildungen beru¨cksichtigt werden, wie dies zum
Beispiel in der im Abschnitt 2.2.3 eingefu¨hrten Ewald-Kornfeld-Methode erfolgt.
Diese teilt die Berechnung des Potentials und der Kra¨fte in einen inneren und
einen a¨ußeren Bereiche des Raums um das betrachtete Teilchen auf. Der bei der
Ewald-Kornfeld-Methode verwendete cutoff-Radius des Realanteils sollte jedoch,
wie im van der Waals Fall, kleiner als die halbe Kantenla¨nge L sein.
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3.2 Strukturbildung im Gitter
Programme mit festen Konstruktionspla¨nen liefern spezifische Lo¨sungen zur Bil-
dung von Startstrukturen, diese ko¨nnen nur Strukturen fu¨r bestimmte Polymere
bzw. Moleku¨le erstellen. Ein entsprechendes Programm fu¨r PAA-Gele wurde von
Paulo Netz [35] geschrieben, dies bildete die Grundlage fu¨r mein erstes Programm
zur Erzeugung von P-NIPAM-Gel Strukturen. Unterschiedliche Polymere lassen
sich in meinen beiden Programmen durch eine Variation der Gro¨ße des Simula-
tionsraums, dem Quervernetzeranteil, oder durch die, den Aufbau der Polymer-
ketten bestimmenden, minimalen und maximalen Absta¨nde der Quervernetzer,
so wie dem Faktor p fu¨r die Wahrscheinlichkeit eines
”
random walk“ im Aufbau
der Polymerketten erzeugen.
Fu¨r die Simulation muss ein Polymernetzwerk erzeugt werden, welches aus
Polymerketten besteht, die durch Quervernetzermonomere miteinander verknu¨pft
werden. Hierbei mu¨ssen die Ketten so angelegt werden, dass sie mit den Quer-
vernetzern passgenau verknu¨pft werden ko¨nnen. Der erste Ansatz bestand darin,
das Polymer auf einem ku¨nstlichen Gitter zu erzeugen. Die Atome der Monomere
werden hierzu auf freien Gitterpla¨tzen fixiert. Bei Netzwerken mit einem Poly-
merru¨cken, der im wesentlichen aus einfachen Kohlenstoffeinheiten aufgebaut ist,
wie dies zum Beispiel beim NIPAM und beim PAA der Fall ist, eignete sich hier-
zu besonders das Diamantgitter. In einem Diamantgitter bleibt die Tetragonale
Struktur der Kohlenstoffatome und damit die Kettenstruktur am besten erhal-
ten. Auf Grund der festen Struktur des Diamantgitters werden jedoch sowohl
beim NIPAM als auch beim PAA die Seitenketten der Monomere, so wie die
Stickstoffbindungen des Bisacrylamid Quervernetzers, verzerrt erzeugt.
Der Aufbau der NIPAM Polymerstruktur beginnt immer mit der Verteilung
des Bisacrylamid Quervernetzers auf dem Diamantgitter, wobei diese zuvor de-
finierte Mindestabsta¨nde zueinander einhalten mu¨ssen. Die einzelnen Atome des
Quervernetzers werden so auf die Gitterpla¨tze verteilt, dass gebundene Atome auf
benachbarten Gitterpla¨tzen liegen und so die Bindungsstruktur erhalten bleibt.
Eine Doppelbelegung der Gitterpunkte ist nicht zula¨ssig, in einem solchen Fall
muss eines der Monomere der kollidierenden Atome entfernt und an einer anderen
Stelle neu aufgebaut werden.
Jedes Bisacrylamid besitzt vier offene Bindungen, die durch NIPAM-
Monomerketten mit anderen Quervernetzern verknu¨pft werden mu¨ssen. Zwei
zufa¨llig ausgewa¨hlte offene Bindungen bilden jeweils ein Paar, zwischen dessen
Enden mittels eines
”
directed random walk“ eine Monomerkette gespannt wird.
Die Monomerkette wird an einem Ende begonnen, von dem aus dann durch die
Platzierung weitere Monomere auf benachbarten Gitterpla¨tzen eine Polymerkette
gebildet wird. Diese Monomerkette wa¨chst dabei mit einer vorgegebenen Wahr-
scheinlichkeit p in Richtung der anderen offenen Bindung. Dies hat zur Folge,
dass die La¨nge der Kette außer vom Quervernetzerabstand nur noch von der
Wahrscheinlichkeit p bestimmt wird. Schließt die Kette am Ende des Aufbaus
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nicht genau mit der zweiten offenen Bindung ab, d. h. im Fall des PAA und
des NIPAM, bei denen zwei Kohlenwasserstoffeinheiten den Polymerru¨cken einer
Monomereinheit bilden, liegt noch ein Gitterpunkt zwischen offener Bindung und
Kette, wird diese Lu¨cke durch eine zusa¨tzliche Kohlenwasserstoffeinheit geschlos-
sen, ansonsten werden die Enden direkt verbunden.
Nachdem das Polymernetzwerk erzeugt worden ist, ko¨nnen weitere Moleku¨le
in den Simulationsraum durch entsprechende Routinen im Programm eingefu¨gt
werden. Eine entsprechende Routine fu¨r Acetonitril wurde von Christian Oldiges
entwickelt und verwendet. Abschließend muss zur Erzeugung eines Hydrogels der
frei gebliebene Raum mit Wasser gefu¨llt werden. Die Wassermoleku¨le werden in
diesem Programm nicht selbst erzeugt, sondern aus einer PDB-Datei mit Was-
serkoordinaten entnommen, dies schra¨nkt die Gro¨ße des Simulationsraumes auf
Systeme bis zur Gro¨ße des von den Wassermoleku¨len benutzten Raumes ein. Die
Wassermoleku¨le werden, falls an der jeweiligen Stelle im Simulationsraum kein
anderes Atom liegt, an der in der PDB-Datei angegebenen Stelle im Simulati-
onsraum platziert. Die so erzeugte Struktur bildet den Ausgangspunkt fu¨r die
Equilibrierungssimulation.
3.3 Struktur-Datenbank
Die Struktur-Datenbank entha¨lt alle Informationen und Parameter zur Erzeu-
gung eines Simulationssystems mit dem Programm
”
StructC.“ Um eine mo¨glichst
große Flexibilita¨t und U¨bersichtlichkeit zu erhalten ist die Datenbank, wie die
bereits in Abschnitt 2.3 beschriebene Kraft-Datenbank, in Abschnitte aufgeteilt.
Damit jedes Moleku¨l eine abgeschlossene Einheit bildet, ko¨nnen alle Abschnit-
te aus der Kraft-Datenbank und die unten beschriebenen Bindungsstrukturab-
schnitte beliebig oft wiederholt und kombiniert werden. Lediglich die Abschnitte
”
Structure“ und
”
Create“ du¨rfen nur einmal in der Struktur-Datenbank vorhan-
den sein, da mehrere dieser Abschnitte unterschiedliche Strukturen generieren
wu¨rden.
Die Struktur-Datenbank muss unter anderem die Bindungsstruktur der ver-
wendeten Moleku¨le enthalten, welche fu¨r jedes Moleku¨l in einem separaten Ab-
schnitt (
”
Molecule“,
”
Molecule1“,
”
Molecule2“, ...) beschrieben wird. Jedem Mo-
leku¨l muss hierzu, fu¨r die spa¨tere Verwendung im eigentlichen Generierungsab-
schnitt, ein eindeutiger Name zugeordnet werden. Die Beschreibung der Struktur
erfolgt dann in einem einer Z-Matrix a¨hnlichem Format. Die erste Spalte der
Matrix ist optional und entha¨lt die Atomnummer im Moleku¨l. Die Atomnummer
dient ausschließlich zur besseren Lesbarkeit der Strukturbeschreibung und hat
keinen Einfluss auf die Generierung. Falls Nummern vergeben werden, mu¨ssen
die Atome der Reihe nach durch nummeriert werden. Der weitere Aufbau der
Matrix la¨sst sich am einfachsten an einem Beispiel verdeutlichen.
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1 ; from Molec. Sim. 18, 133 (1996)
[Molecule]
Name=Ethanol
; H2 H2
5 ; H1-O-C1-C2-H2
; H2 H2
;[N] Nam q [R] Atm [Ang] Atm Per/Ang Atm (vgl. Z-Matrix)
;negative AtomNr. Verknuepfung mit anderem Teil-Molek.
10 01 C2E 0.3
02 C1E 0.0 1.53 1
03 OE -0.7 1.431 2 107.8 1
04 H1E 0.4 0.97 3 105.0 2 1 1
05 H2E 0.0 1.1 1 110.0 2 0 3
15 06 H2E 0.0 1.1 1 110.0 2 1 3
07 H2E 0.0 1.1 1 110.0 2 2 3
08 H2E 0.0 1.1 2 110.0 1 1 5
09 H2E 0.0 1.1 2 110.0 1 * 5
20 [Element]
;Atm Masse C6 C12[0] C12[1] C12[2] C6trd C12trd
H1E 1.00787 0 0 0 0 0 0 0 0
OE 15.99949 25.11 799.9 0 0 0 0 0 0
C1E 12 24.30 1041.9 0 0 0 0 0 0
25 C2E 12 24.30 1041.9 0 0 0 0 0 0
H2E 1.00787 7.61 129.1 0 0 0 0 0 0
[Bond]
;Atm Atm K B0
30 H1E OE 0 0.97
C1E OE 0 1.431
C1E C2E 0 1.53
C1E H2E 0 1.1
C2E H2E 0 1.1
35 H2E H2E 1 1
[Angle]
;Atm Atm Atm K Wikel
H1E OE C1E 320 105
40 OE C1E C2E 460 107.8
OE C1E H2E 350 108
C1E C2E H2E 367 110
C2E C1E H2E 367 110
H2E C1E H2E 306 108
45 H2E C2E H2E 306 108
[Dihedral]; X - A1 - A2 - Y
;Atm2 Atm3 K Wink Period
OE C1E 6 0 3
50 C1E C2E 11.5 0 3
Abbildung 3.1: Kraft- / Struktur-Datenbank von Ethanol.
Abbildung 3.1 zeigt eine Ethanol Kraft- / Struktur-Datenbank mit allen op-
tionalen Parametern und den zugeho¨rigen Kraftfeldern, wobei die von Mu¨ller-
Plathe [36] bestimmten Kraftfeldparameter verwendet wurden. Ein aus dieser
Struktur-Datenbank erzeugtes Moleku¨l ist in Abbildung 3.2 zu sehen.
Der Aufbau des Moleku¨ls erfolgt in der Reihenfolge, in der die Atome in der
Liste angegeben werden. Die zweite und dritte Spalte der Matrix spezifizieren das
neue Atom. Die zweite Spalte entha¨lt die Bezeichnung des Atoms, wie sie im Ab-
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Abbildung 3.2: Darstellung der Ethanolstruktur.
schnitt
”
Element“ definiert wurde, gefolgt von der Teilchenladung als vielfaches
der Elementarladung. Das erste Atom des Ethanols steht somit nach Zeile 10 in
Abbildung 3.1 unter der Bezeichnung
”
C2E“ in der Kraftfeldliste und besitzt eine
Ladung von 0.3 e. Es ist durch diese Daten ausreichend charakterisiert und kann
im Simulationsraum erzeugt werden.
Jedes weitere Atom i beno¨tigt zur Bestimmung der relativen Lage den Ab-
stand rij zum Atom j an dem es bindet. Hierzu besitzt die Matrix ab dem zwei-
ten Atom zwei weitere Spalten, von denen die erste optional ist und die Bin-
dungsla¨nge rij in A˚ entha¨lt. Der Wert wird als Dezimalwert mit Dezimalpunkt
angegeben, damit dieser nicht vom Programm mit dem Wert der na¨chsten Spalte
verwechselt wird. Wird keine Bindungsla¨nge definiert, so wird der in den Kraft-
feldern definierte Wert verwendet. Fu¨r das Ethanol ist hier ein Wert von 1.53 A˚
angegeben, der in diesem Fall mit dem Kraftfeldparameter (Zeile 32) u¨berein
stimmt. Die zweite neue Spalte entha¨lt die Nummer des Atoms j an den das
neue Atom gebunden werden soll. Im Fall des zweiten Atoms ist dies immer die
Nummer des ersten Atoms, also die Eins.
Alle weiteren Atome i (in dieser Ethanolstruktur ab dem Sauerstoff,
”
OE“
Zeile 12) bilden zusa¨tzlich mit dem direkt bindenden j und dem u¨berna¨chsten
Atom k, das in der siebten Spalte angegeben werden muss, einen Bindungswin-
kel θijk, der als weiterer optionaler Parameter mit Dezimalpunkt in Spalte sechs
angegeben werden kann.
Sind mindestens drei Atome i, j, k vorhanden, so bilden diese in der Regel
eine Ebene ijk. Die Atome j und k spannen zusammen mit dem neuen Atom l
ebenfalls eine Ebene jkl auf, dessen Winkel zur Ebene ijk vom Torsionswinkel
festgelegt wird. Die Atomnummern der Atome j, k, l werden in den Spalten fu¨nf,
sieben und neun eingetragen. Da die Kraftfeldparameter den Torsionswinkel nicht
eindeutig definieren, muss in Spalte acht ein weiterer Parameter angegeben wer-
den. Wird dort ein Dezimalwert (mit Dezimalpunkt) eingetragen, so wird dieser
Wert als Torsionswinkel in Grad interpretiert. Wird statt dessen ein ganzzah-
liger Wert (ohne Dezimalpunkt) verwendet, wie beim Ethanol fu¨r die Atome 4
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Abbildung 3.3: Darstellung der Benzolstruktur.
1 [Molecule]
Name=Benzol
;[No] Nam q [R] Atm [Ang] Atm Per/Ang Atm (vgl. Z-Matrix)
1 CR6 0.0
5 2 CR6 0.0 1.38 1
3 CR6 0.0 1.38 2 120.0 1
4 CR6 0.0 3 120.0 2 0.0 1
5 CR6 0.0 4 3 0.0 2
CR6 0.0 1.38 5 120.0 4 0.0 3 1
Abbildung 3.4: Struktur-Datenbank der Benzolringstruktur.
bis 8, gibt dieser das verwendete Minimum in der Torsionsenergie an (vgl. Ab-
bildung 2.4). Soll das Energieminimum zufa¨llig ausgewa¨hlt werden, wird wie bei
Atom 9 in Zeile 18 ein Stern (*) in die Spalte eingetragen. Als weitere Alternative
kann durch Angabe eines
”
M“ das Energieminimum ausgewa¨hlt werden, das die
geringste van der Waals- und Coulomb-Wechselwirkung besitzt. Diese Variante
wird unter anderem bei der Erzeugung des NIPAM-Polymers verwendet, dessen
Struktur-Datenbank Abbildung 3.5 zeigt.
Mit dieser Matrixschreibweise lassen sich beliebige lineare Strukturen erzeu-
gen. Es ist aber nicht mo¨glich geschlossene Strukturen, wie zum Beispiel einen
Benzolring zu erzeugen, es fehlt die Mo¨glichkeit Bindungen mit mehreren Ato-
men anzugeben. Um dieses Manko zu beheben, besteht die Mo¨glichkeit ab der
zehnten Spalte die Atomnummern anzugeben, zu denen ein Atom weitere Bin-
dungen besitzt. Die Konstruktion solcher geschlossener Systeme erfordert eine
genaue Planung, so wie eine explizite Festlegung der Energieminima der Torsi-
onsenergie. Es muss sichergestellt werden, dass die Absta¨nde zu den ab Spalte
zehn eingetragenen Atomen gerade den Bindungsabsta¨nden entspricht. Eine ein-
fache geschlossene Struktur ist der in Abbildung 3.3 gezeigte Benzolring, der aus
der Struktur-Datenbank in Abbildung 3.4 erzeugt wurde.
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Polymere bestehen aus einer Verkettung von Monomeren. Die Strukturmatrix
eines einzelnen Monomers a¨hnelt der Matrix eines einfachen Moleku¨ls. Im Un-
terschied zu diesem muss ein Monomer aber mit anderen Monomeren Bindungen
eingehen und sich in eine bestehende Struktur einfu¨gen. Es kann somit nicht,
wie ein Moleku¨l, unabha¨ngig von der Lage bereits erzeugter Strukturen erstellt
werden.
Da die bestehende Teilstruktur des Polymers beim Einfu¨gen eines weiteren
Monomers beru¨cksichtigt werden muss, sind bei den ersten drei Atomen des Mo-
nomers die Bindungs-, Biege- und Torsionswechselwirkungen mit Atomen des
vorhergehenden Monomers zu beru¨cksichtigen. In der Bindungsmatrix mu¨ssen
somit auch fu¨r die ersten drei Atome alle Bindungswechselwirkungen, d. h. die
Wechselwirkungen mit den Atomen des vorherigen Monomers, angeben werden.
Abbildung 3.5 zeigt dies fu¨r die BIS und NIPAM Monomere. Auf der anderen
Seite mu¨ssen auch die Bindungspunkte festgelegt werden, an denen andere Mo-
nomere angefu¨gt werden ko¨nnen. Die Festlegung dieser Bindungspunkte erfolgt
einfach u¨ber Platzhalter, die durch einen Stern (*) gekennzeichnet sind, zu sehen
zum Beispiel in den Zeilen 26 bis 29 und 53 von Abbildung 3.5.
Aus den grundlegenden Kraftfeldparametern und den Strukturdaten der Mo-
leku¨le ist es somit mo¨glich die Startstruktur einer Simulation zu generieren. Der
Bau einzelner Moleku¨le ist mit den oben angegebenen Beschreibungen der Struk-
turen mo¨glich, erzeugen mo¨chte man jedoch in der Regel ein Simulationssystem
mit mehreren Moleku¨len und Polymerketten. Hierzu mu¨ssen Rahmendaten der Si-
mulationen im Abschnitt
”
Structure“ festgelegt werden, dieser ist fu¨r eine NIPAM
Simulation im ersten Teil der Struktur-Datenbank von Abbildung 3.6 zu finden.
Dort wird die Kantenla¨nge des Simulationsraumes (BoxSize) und der Toleranz-
abstandsfaktor (crwTol) festgelegt, der zusammen mit der Bindungsla¨nge den
Abstand bestimmt, den zwei Teilketten unterschreiten mu¨ssen, um eine Bindung
eingehen zu ko¨nnen. Die Reproduzierbarkeit der generierten Struktur ist gewa¨hr-
leistet bei Vorgabe eines Startwertes (Seed) fu¨r den Zufallszahlengenerator, mit
dessen Hilfe eine pseudo zufa¨llige Startstruktur erzeugt wird. In diesem Abschnitt
der Datenbank werden außerdem die einzubindenden anderen Kraft-Datenbank
und Struktur-Datenbank-Dateien (durch das Schlu¨sselwort include), so wie die
unterschiedlichen Ausgabe-Dateien aufgefu¨hrt. Fu¨nf verschiedene Ausgabeforma-
te sind implementiert. Die beiden wichtigsten Formate sind das PDB-Format,
das die Atomkoordinaten als Protein-Data-Base ausgibt, und das DYN-Format,
welches die Startdaten fu¨r die Simulation liefert. Das PDB-Format ist in soweit
interessant, als man mit dem Programm
”
RasMol“ von Sayle u.a. [37] bzw. der
Windows Erweiterung
”
RasTop“ von Valadon die erzeugte Simulationsstruktur
visualisieren kann. Die anderen Formate dienen lediglich der einfachen U¨ber-
pru¨fung der erzeugten Struktur.
Die Anweisungen zur Generierung der Moleku¨le befinden sich im Abschnitt
”
Create“, dort wird auch festgelegt, wie die Quervernetzer- und Ketten-Moleku¨le
die Polymere bilden. Die hierzu verfu¨gbaren Kommandos werden in Abbildung 3.6
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1 [Molecule0]
Name=Bisacrylamid
; (-1)
; |
5 ; (0*) 5 9 (*)
; | | | |
; 1 4-6-8 13
; | / \ |
; 2-3 10-12
10 ; | \ / |
; (*) 7 11 (*)
01 CH2 0 0 -1 m -2
02 CH1 0 1 0 m -1
15 03 C 0.38 2 1 m 0
04 N -0.28 3 2 m 1
05 H 0.28 4 3 m 2
06 CH2 0 4 3 m 2
07 O -0.38 3 4 m 6
20 08 N -0.28 6 4 m 3
09 H 0.28 8 6 m 4
10 C 0.38 8 6 m 4
11 O -0.38 10 8 m 6
12 CH1 0 10 8 m 6
25 13 CH2 0 12 10 m 8
* 0 1
* 0 13
* 0 12
* 0 2
30
[Molecule1]
Name=NIPAM
; (*)-2-1-(0)-(-1)-(-2)
; |
35 ; 3
; / \
; 5 4
; / \
; 6 9
40 ; / \
; 7 8
;Atom Charge Connect
1 CH1 0.00 0 -1 M -2
45 2 CH2 0.00 1 0 m -1
3 C 0.38 1 0 m -1
4 O -0.38 3 1 m 2
5 N -0.28 3 1 m 2
6 CH1 0.00 5 3 m 1
50 7 CH3 0.00 6 5 m 3
8 CH3 0.00 6 5 m 3
9 H 0.28 5 3 m 1
10 * 0.00 2
Abbildung 3.5: Struktur-Datenbank des NIPAM-Polymers.
ab Zeile 18 fu¨r die Erzeugung einer P-NIPAM Simulation verwendet, im folgenden
werden sie auch an diesem Beispiel erla¨utert.
Die Erstellung der Moleku¨le sollte nach Moleku¨lgro¨ße erfolgen, d. h. das Po-
lymer wird immer als erstes erzeugt. Begonnen wird in diesem Fall mit einem
Quervernetzermonomer, dem Bisacrylamid (BIS), zu sehen in Abbildung 3.7a.
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1 [Structure]
BoxSize=25.0
Constraint 2e-5 3500
crwTol 0.25
5 debug=5
Seed=23904611
;include acetonitril.txt
include gromos.txt
include water.txt
10 include NIPAMmol.txt
out pdb NIPAM.pdb
;out cfg NIPAM.cfg
;out exl PAA.exl
;out ctf NIPAM.ctf
15 out dyn NIPAM.dyn
[Create]
Bisacrylamid(1,2,3,4)
add 1 NIPAM=4
20 add 1 Bisacrylamid(6,7,8)
crw 0.8 2 7 NIPAM
crw 0.8 3 8 NIPAM
add 4 NIPAM=3
crw 0.6 4 6 NIPAM
25 ;Acetonitril=2
Water=10
density 1.0 Water
Abbildung 3.6: Struktur-Datenbank zur Erzeugung einer P-NIPAM Startstruk-
tur.
Das BIS besitzt, wie in den Zeilen 26 bis 29 in Abbildung 3.5 an den Platz-
haltern zu erkennen ist, vier offene Bindungen, denen durch die Anweisung
Bisacrylamid(1,2,3,4) die Identifikationsnummern eins bis vier zugeordnet
werden. An die offene Bindung mit der Nummer eins werden in Zeile 19 vier
NIPAM-Monomere zufa¨llig angefu¨gt. Die Anzahl der hier verwendeten Monome-
re bestimmt entscheidend das Verha¨ltnis zwischen Quervernetzer- und Ketten-
Monomer. An diese dann an einem NIPAM Monomer ha¨ngende offene Bindung
wird durch das Kommando in Zeile 20 ein Quervernetzer gebunden, dies ergibt
das in Abbildung 3.7b gezeigte Teilpolymer. Eine der vier offenen Bindungen
des Quervernetzers wird durch die Bindung mit der offenen Bindung des Ketten-
Monomers geschlossen. Es verbleiben drei weitere Bindungen, denen auf Grund
des Kommandos in Zeile 20 die Identifikationsnummern 6 bis 8 zugeordnet wer-
den. An jede der offenen Bindungen ko¨nnen zur Verringerung des Quervernet-
zeranteils weitere zufa¨llige NIPAM-Ketten angeha¨ngt werden, so zum Beispiel
fu¨r die Bindung Nummer 4 in der Zeile 23, in der drei NIPAM-Monomere in
zufa¨lliger Ausrichtung angefu¨gt werden.
Zur Verknu¨pfung der offenen Bindungen wird die in Abschnitt 3.4 beschrie-
bene Methode des
”
directed random walk“ verwendet, das entsprechende Kom-
mando hierfu¨r lautet: crw (
”
connect random walk“). Der erste Parameter des
Kommandos legt die Wahrscheinlichkeit eines gerichteten Aufbaus fest, je gerich-
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a) b)
c) d)
Abbildung 3.7: Konstruktion von P-NIPAM mit zwei BIS Quervernetzern.
a) Phase 1: Platzierung des BIS.
b) Phase 2: Anbringen einer Kette aus NIPAM-Monomeren und des zweiten BIS.
c) Phase 3: Verbinden der offenen Liganden durch Monomerketten.
d) Phase 4: Auffu¨llen des Systems mit Wasser.
teter der Aufbau, desto ku¨rzer die Polymerketten. Zu beachten ist, dass kurze
Ketten zu einem hohen Quervernetzeranteil fu¨hren. Die na¨chsten beiden Parame-
ter enthalten die Identifikationsnummern der zu verbindenden offenen Bindungen
des Polymers. Das Monomer, mit dem die Bindungskette aufgebaut wird, wird
im letzten Parameter angegeben. Bei der Konstruktion der Kette wird an jeder
Bindung eine Teilkette erzeugt, hierbei wachsen beide Teilketten durch abwech-
selndes anfu¨gen von Monomeren aufeinander zu. Ist der Abstand der offenen
Bindungen kleiner als der im Abschnitt
”
Structure“ definierte minimale Abstand
crwTol, werden beide Enden miteinander verbunden. Ist eine Verbindung beider
Teile aus geometrischen Gru¨nden jedoch nicht mo¨glich, so werden die Teilketten
gelo¨scht und erneut zufa¨llig aufgebaut. Konnten alle offenen Bindungen durch
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Ketten geschlossen werden, ist das Polymer konstruiert. Abbildung 3.7c zeigt
hierzu ein entsprechend erzeugtes NIPAM-Polymer.
Moleku¨le ohne offene Bindungen werden, wie die Zeilen 25 und 26 der Abbil-
dung 3.6 zeigen, durch Angabe ihres Namens und ihrer Ha¨ufigkeit in das Simula-
tionssystem integriert. Soll am Ende der Konstruktionsphase das Gesamtsystem
bis zu einer bestimmten Dichte mit einer Sorte Moleku¨len aufgefu¨llt werden, so
besteht, wie in Zeile 27 der Abbildung 3.6, der letzte Befehl aus dem Kommando
”
density“. Dieser fu¨llt solange den Simulationsraum mit der im zweiten Parame-
ter angegebenen Sorte von Lo¨sungsmittelmoleku¨len, bis die im ersten Parameter
angegebene Dichte erreicht ist. Die sich daraus ergebende Startstruktur ist da-
mit komplett und fu¨r das verwendete Beispiel eines NIPAM-Gels ergibt sich das
in Abbildung 3.7d gezeigte System. Dieses kann nun in den unterschiedlichen
Formaten abgespeichert und mit dem Simulationsprogramm
”
dynC“ equilibriert
werden.
3.4 Strukturbildung im freien Raum
Weitaus flexibler als das Gitterstrukturbildungsprogramm (Abschnitt 3.2) ist das
von mir entwickelte Strukturgenerierungsprogramm
”
StructC“, das die Struktur-
daten der zu simulierenden Moleku¨le aus einer Struktur-Datenbank (Abschnitt
3.3) erzeugt. Bei dieser Strukturerzeugung wird der Simulationsraum, wie auch
spa¨ter in der Simulation, als kontinuierlich periodisch fortgesetzter Raum be-
trachtet. Die Erstellung der Moleku¨le erfolgt geordnet nach Moleku¨lgro¨ße, d. h.
als erstes werden die gro¨ßten und damit unhandlichsten Moleku¨le erzeugt. Denn
bei auftretenden Raumproblemen ist es wesentlich einfacher ein kleines Moleku¨l
an einer anderen Stelle neu zu erzeugen als ein großes Moleku¨l.
Das erste Atom eines Moleku¨ls wird in dem Bereich des Raumes zufa¨llig plat-
ziert, der zu keinem Konflikt bezu¨glich des Abstands zu bereits erzeugten Mo-
leku¨len fu¨hrt. Das zweite Atom wird dann zufa¨llig, ebenfalls unter Vermeidung
von Konflikten mit anderen Atomen, mit Hilfe eines zufa¨llig erzeugten Richtungs-
vektors auf einer Kugelschale um das erste Atom platziert. Der Abstand zwischen
dem ersten und dem zweiten Atom wird hierbei entweder durch die Angaben der
Z-Matrix festgelegt, oder durch die Bindungsla¨nge r0 der Streckschwingung zwi-
schen beiden Atomen bestimmt.
Fu¨r die Platzierung der weiteren Atome eines Moleku¨ls ist eine spezielle Me-
thode der Klasse
”
CCreateMol“ zusta¨ndig. Diese beno¨tigt drei Referenzatome, so
wie die Bindungsla¨nge r0, den Bindungswinkel θijk und den Torsionswinkel φijkl
zur Bestimmung des Ortsvektors des neuen Atoms. Bei der Bestimmung der Ko-
ordinaten des dritten Atoms existiert jedoch noch kein drittes Referenzatom. Um
aber trotzdem diese Methode nutzen zu ko¨nnen, wird ein virtuelles Atom l ein-
gefu¨hrt, das an der selben Position wie das zweite Atom j liegt. Aus der Lage
der Atome jkl ergibt sich dann ein lineares Teilmoleku¨l, um dessen Achse das
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l
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z
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ϕ, φijkl
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Abbildung 3.8: Strukturgenerierung aus der Torsionswechselwirkung.
Atom i frei rotieren kann. Die Bindungsla¨nge r0 und der Bindungswinkel θijk
werden durch die Z-Matrix festgelegt oder ergeben sich aus den Kraftfeldern.
Der Torsionswinkel φijkl wird zufa¨llig gewa¨hlt, um eine zufa¨llige Orientierung der
ijk-Ebene zu erreichen.
Die Bestimmung der Ortsvektoren des vierten und aller weiteren Atome eines
Moleku¨ls erfolgt dann ohne ein virtuelles Atom. In der Regel la¨sst sich, wie Ab-
bildung 2.3 zeigt, aus dem neuen Atom i, dem direkt verbundenen Atom j und
einem mit j verbundenen Atom k ein Dreieck ijk bilden. Zusammen mit einem
weiteren Atom l la¨sst sich im Gegensatz zum letzten Fall ein weiteres Dreieck jkl
bilden. Zwischen beiden Dreiecken liegt der Torsionswinkels φijkl. Der Ortsvektor
des neuen Atoms i ist somit eindeutig bis auf einen Faktor n ∈ {0, 1, ..,m − 1}
festgelegt, dieser bestimmt das vom System festgelegte zu wa¨hlende Energie-
minimum der Torsionswechselwirkung. Zur Festlegung dieses Faktors bzw. des
Torsionswinkels gibt es im Programm vier Mo¨glichkeiten:
1. Die explizite Angabe des Torsionswinkels φijkl in der Z-Matrix.
2. Der Faktor n wird in der Z-Matrix angegeben.
3. Der Wert n wird zufa¨llig aus den mo¨glichen Werten ausgewa¨hlt.
4. Es wird ein optimaler Faktor n aus der Berechnung des absoluten Minimums
der van der Waals- und Coulomb-Wechselwirkungsenergie bestimmt. Gilt
das absolute Minimum fu¨r mehrere Faktoren n, so wird einer von ihnen
zufa¨llig ausgewa¨hlt.
Welche der Varianten letztendlich verwendet wird, ha¨ngt von der beabsichtigten
Variabilita¨t der Moleku¨lstruktur ab.
Zur Bestimmung der Koordinaten des neuen Atoms i wird aus den bereits de-
finierten Atomen jkl ein lokales, kartesisches Koordinatensystem erzeugt. Hierbei
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bilden die Vektoren ~Lx,~Ly und ~Lz die Achsen des in Abbildung 3.8 gezeigten lo-
kalen Koordinatensystems. Der Vektor ~Lz zeigt immer von Atom k auf Atom j.
Spannen die Koordinaten der Atome i, j und k eine Ebene ijk auf, so wird der
Vektor ~Ly aus dem Vektorprodukt des Vektors von Atom k nach Atom l und dem
Vektor ~Lz errechnet, dadurch ist er senkrecht zu ~Lz und senkrecht zur Ebene jkl.
Falls die Atome j, k und l keine Ebene aufspannen, d. h. ein lineares Teilmoleku¨l
bilden, muss der Vektor ~Ly nur senkrecht auf dem Vektor ~Lz stehen. Aus der
folgenden Definition fu¨r einen senkrechten Vektor:
~Ly ~Lz = 0
la¨sst sich einfach eine Berechnungsvorschrift fu¨r einen zufa¨lligen, zu ~Lz senkrech-
ten Vektor ~Ly ableiten:
(~Ly)x = (~Lz)y
(
(~Lz)z − 1
)− (~Lz)z
(~Ly)y = (~Lz)x
(
(~Lz)z + 1
)
(~Ly)z = (~Lz)x
(
1− 2(~Lz)y
)
(3.2)
Der letzte Vektor ~Lx auf der X-Achse wird mit Hilfe des Vektorprodukts von ~Lz
und ~Ly bestimmt. Durch Normierung werden die Vektoren ~Lx,~Ly und ~Lz in die
Basisvektoren des von den Atome j, k und l definierten kartesischen Koordina-
tensystems umgewandelt.
Um mit Hilfe der Basisvektoren ~Lx,~Ly und ~Lz die Position des neuen Atoms i
zu bestimmen, wird zuvor ein Richtungsvektor ~rK = (1, ϑ, ϕ)
T aus den Winkeln
ϑ und ϕ gebildet. Die Winkel ϑ und ϕ des Richtungsvektors werden aus den oben
erwa¨hnten Randparametern von Bindungswinkel θ0 und Torsionsparameter φ0,
n und m wie folgt bestimmt:
ϑ = pi − θijk = pi − θ0 ϕ = φijkl = pi + 2npi + φ0
m
(3.3)
Die Transformation des Richtungsvektors ~rK aus dem Kugelkoordinatensystem
in das lokale kartesische Koordinatensystem (~Lx, ~Ly, ~Lz) liefert einen neuen Rich-
tungsvektor ~rL. Durch eine weitere Koordinatentransformation wird dieser Rich-
tungsvektor ~rL in den Richtungsvektor ~rG des globalen kartesischen Koordinaten-
systems u¨berfu¨hrt. Zusammen mit der Bindungsla¨nge r0 aus der Z-Matrix bzw.
aus den Parametern des Kraftfelds legt der Richtungsvektor ~rG die relative Lage
des neuen Atoms i im globalen Koordinatensystem bezu¨glich des Atoms j fest.
Bei der Erzeugung von Polymeren, die aus einer wiederkehrenden Abfolge von
Monomeren bestehen, als auch bei der Erzeugung von Polymernetzwerken, in de-
nen die Polymere zusa¨tzlich durch Vernetzungsmonomere mit einander verbunden
sind, wa¨re eine fest vorgegebene Struktur wie es sie bei den Moleku¨len gibt unge-
eignet. Zum Einen wa¨re die Erstellung einer entsprechenden Struktur-Datenbank
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sehr aufwendig und wu¨rde zudem redundante Informationen enthalten, da das
Polymer aus kleinen wiederkehrenden Einheiten (Monomeren) besteht. Zum An-
deren fu¨hrte jede A¨nderung der Quervernetzeranteile, der Kettenla¨ngen und jede
Variation im Polymergeru¨st zu einer neuen Z-Matrix, was einen hohen Aufwand
zur Folge ha¨tte. Es ist deshalb sinnvoller, zur Erzeugung von Polymeren / Po-
lymernetzwerken nur die Struktur der einzelnen Monomereinheiten vorzugeben
und diese dann zu großen Moleku¨len in einem extra Schritt zu verbinden.
Das Strukturgenerierungsprogramm
”
StructC“ folgt diesem Ansatz, und es
konstruiert das Polymergeru¨st im freien Raum ohne Einschra¨nkung durch ein die
Form bestimmendes starres Gitter. Die Atome werden dabei so platziert, dass
die in den Kraftfeldparametern definierten Gleichgewichtsabsta¨nde und Winkel
genauso eingehalten werden wie bei den einfachen Moleku¨len. Da aufgrund der
hohen Librationsgeschwindigkeiten der Wasserstoffatome der Abstand zu ihren
Bindungspartnern durch Zwangskra¨fte fixiert werden muss, ist besonders hier die
Einhaltung des Gleichgewichtsabstandes wichtig.
Wie aus dem letzten Abschnitt u¨ber die Struktur-Datenbank bekannt ist,
beginnt die Generierung des Polymergeru¨stes mit der zufa¨lligen Platzierung ei-
nes Quervernetzermonomers. An einer der offenen Bindungen des Quervernetzers
wird eine Polymerkette angebaut, die durch einen weiteren Quervernetzer abge-
schlossen wird. An diesen ko¨nnen weitere Polymerketten angebracht werden, die
entweder wiederum durch Quervernetzer abgeschlossen werden oder durch einen
”
directed random walk“ eine Verbindung mit einer anderen offenen Bindung eines
Quervernetzers oder einer Teilkette eingehen.
Die hier verwendete Variante des
”
directed random walk“ unterscheidet sich
grundlegend von der weniger realistischen im Gittermodell verwendeten Variante,
bei der eine Polymerkette von einem Quervernetzer zu einem anderen unter Zu-
hilfenahme der Knotenpunkte eines Gitters aufgebaut wird. Durch den von einem
Gitter unabha¨ngigen Aufbau der Polymerketten ist es nun aber unwahrschein-
lich, dass Bindungsla¨nge und Bindungswinkel am Verknu¨pfungspunkt der Enden
den Gleichgewichtswerten entsprechen. Damit sich dieses Ungleichgewicht schnell
ausgleichen kann, sollte der Verknu¨pfungspunkt an eine mo¨glichst flexiblen Stelle
der Polymerkette liegen. Am flexibelsten ist die Mitte der Ketten, da die Quer-
vernetzer durch die Verknu¨pfung mit weiteren Polymerketten in ihrer Flexibilita¨t
stark gehindert sind. Aus diesem Grund werden bei der Konstruktion Monome-
re abwechselnd an beiden Enden mit offener Bindung angebracht, diese wachsen
durch den
”
directed random walk“ aufeinander zu.
Die Wachstumsrichtung einer Polymerkette ist durch die internen Wechsel-
wirkungen der Moleku¨le stark eingeschra¨nkt. Ein Atom des Polymerru¨ckens kann
unter Einhaltung der Gleichgewichtsparameter der intramolekularen Wechselwir-
kungen nur auf Grund der Periodizita¨tm des Torsionswinkels die Wachstumsrich-
tung des Polymers a¨ndern. Die Polymerkette kann deshalb durch Anfu¨gen eines
Atoms nur in m verschiedene Raumrichtungen wachsen, wobei im Normalfall der
Abstand der Enden beider Ketten in Abha¨ngigkeit von der Wachstumsrichtung
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a) b)
Abbildung 3.9: Vergleich der Startstruktur des P-NIPAM Polymers aus System
A in Tabelle 5.1 erzeugt in einem Gitter (a) und des P-NIPAM Polymers aus
System D erzeugt im freien Raum (b). Das Polymer besteht jeweils aus zwei Bi-
sacrylamid Quervernetzern und aus 15 bzw. 19 NIPAM Kettenmonomeren, wobei
die Periodischen Randbedingungen die Polymere in mehrere Segmente aufspal-
ten.
unterschiedlich stark variiert.
Der
”
directed random walk“ wa¨hlt mit einer vorgegebenen Wahrscheinlichkeit
einen auf das andere Ende des Polymers gerichteten Aufbauschritt aus, dabei wird
die Kette in einer der m mo¨glichen Richtungen erweitert, die den Abstand zum
anderen Ende der Kette minimieren. D. h. bei der Platzierung des neuen Atoms
am Polymerru¨cken wird eines der Energieminima des Torsionswinkels gewa¨hlt,
das den Abstand zum anderen Ende der Kette minimiert. Mit Hilfe des
”
di-
rected random walk“ verringert sich der Abstand der Enden mit zunehmender
Kettenla¨nge. Weicht der End- zu Endabstand um weniger als um den in crwTol
festgelegten Faktor von der Bindungsla¨nge ab, ist der Aufbau dieser Polymerkette
beendet und die beiden Endstu¨cke werden zu einem Polymerstrang verbunden.
Vergleicht man beide Verfahren, so liefert letzteres, wie in Abbildung 3.9 zu
sehen, eine wesentlich natu¨rlichere Ausgangssituation fu¨r die anschließende Equi-
librierung des Systems. Das hier beschriebene Verfahren entspricht zudem mehr
der im Abschnitt 5.2 beschriebenen realen Polymerisation von P-NIPAM. Außer-
dem lassen sich mit dem Programm
”
StructC“ die unterschiedlichsten Moleku¨le
und Polymere erzeugen, da dieses nicht auf die Konstruktion von Polymeren mit
fester Gitterstruktur festgelegt ist.
Kapitel 4
Simulation
Die MD-Simulation dient dazu, den vom gewa¨hlten System aufgebauten Phasen-
raum zu durchmustern. Sie lo¨st hierfu¨r numerisch die Newtonsche Bewegungs-
gleichung (4.1) der klassischen Mechanik. Im Phasenraum wird ein Startpunkt
gewa¨hlt, der dem Simulationsprogramm in Form einer Startstruktur vorgegeben
wird. Durch die Integration der Bewegungsgleichungen wandert die Simulation
vom Startpunkt auf einem Pfad im Phasenraum, der fu¨r lange Simulationen zu ei-
ner Durchmusterung eines Abschnittes des Phasenraums fu¨hrt. Befindet sich das
System im thermischen Gleichgewicht, erzeugt man wegen der Ergodenhypothese
(Kapitel 7) eine repra¨sentative Darstellung des gesamten Ensembles. Zur spa¨te-
ren Auswertung kann der hierbei entstehende Phasenraumpfad als Trajektorie
abgespeichert werden.
Wa¨hrend der Simulation erfolgt die Integration der Bewegungsgleichung (4.1)
in festen Zeitschritten δt, dessen Gro¨ße im wesentlichen durch die Tra¨gheit der
simulierten Atome bestimmt wird. Um eine hohe Schrittweite und somit eine
schnelle Durchmusterung des Phasenraums zu erreichen, werden die einzeln simu-
lierten Wasserstoffatome, die leichtesten und somit beweglichsten Atome, durch
Zwangskra¨fte (4.2) an den Bindungspartnern fixiert.
Werden wa¨hrend einer Simulation nur die Newtonschen Bewegungsgleichun-
gen gelo¨st, wird das abgeschlossene System bei konstanter Anzahl Atome N ,
festem Volumen V und konstanter Gesamtenergie E im mikrokanonischen En-
semble (NVE-Ensemble) simuliert. Fu¨r viele praktische Anwendungen ist das mi-
krokanonische Ensemble allerdings ungeeignet, da entsprechende Experimente im
Allgemeinen bei fester Temperatur T und / oder festem Druck p ausgefu¨hrt wer-
den. Ha¨ufig ist es sinnvoller im kanonischen Ensemble, dem NVT-Ensemble oder
im großkanonischen Ensemble (NPT-Ensemble) zu simulieren. Insbesondere ist es
wa¨hrend der Equilibrierungsphase auf dem Weg zum thermischen Gleichgewicht
erforderlich, die Temperatur T zu korrigieren, anderen Falls wu¨rde die kinetische
Energie durch die Umwandlung von potentieller Energie sehr stark steigen. Die
Fixierung bzw. Korrektur der Temperatur T und des Druckes p erfolgt mit Hilfe
der in Abschnitt 4.3 exemplarisch beschriebenen Thermostaten und Barostaten.
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Mit dem von mir geschriebenen Programm
”
dynC“ ko¨nnen insbesondere Mo-
lekulardynamische Simulationen von Polymeren und Gelen durchgefu¨hrt werden.
Als Startstruktur kann sowohl eine von
”
StructC“ erzeugte Struktur-Datenbank
(DYN), als auch eine von
”
dynC“ wa¨hrend einer Simulation selbst generierte
Struktur-Datenbank (DYN) dienen.
4.1 Integrations Algorithmen
Bei den in MD-Simulationen verwendeten kontinuierlichen Potentialen hat das
Simulationsprogramm die Newtonschen Bewegungsgleichungen 4.1 zu lo¨sen, die
durch das erste Newtonsche Axiom bestimmt werden:
~F = m~a (4.1)
Die zeitliche Integration der Bewegungsgleichung erfolgt in der Regel in festen
Zeitinkrementen δt, so dass die Trajektorie in festen Intervallen abgespeichert
werden kann. Mit Hilfe der Integration der Bewegungsgleichungen werden aus den
bestehenden Ortsvektoren ~ri(t) und Geschwindigkeitsvektoren ~vi(t) der Atome i,
die Ortsvektoren ~ri(t+δt) und Geschwindigkeitsvektoren ~vi(t+δt) zum na¨chsten
Zeitpunkt t+δt bestimmt. Besonders einfach ist der Integrations-Algorithmus von
Verlet [38]. Man erzeugt zur Bestimmung von ~ri(t+δt) die Taylor-Reihe um t+δt:
~ri(t+ δt) = ~ri(t) + δt~˙ri(t) +
δt2
2
~¨ri(t) +
δt3
3!
...
~r i +O
(
δt4
)
= ~ri(t) + ~vi(t)δt+
~Fi(t)
2m
δt2 +
δt3
3!
...
~r i +O
(
δt4
)
(4.2)
so wie die Taylor-Reihe um t− δt:
~ri(t− δt) = ~ri(t)− ~vi(t)δt+
~Fi(t)
2m
δt2 − δt
3
3!
...
~r i +O
(
δt4
)
(4.3)
Die Addition von Gleichung (4.2) und (4.3) liefert den Verlet-Algorithmus:
~ri(t+ δt) = 2~ri(t)−~ri(t− δt) +
~Fi(t)
m
δt2 +O
(
δt4
)
(4.4)
Der Geschwindigkeitsvektor eines Atoms wird in diesem Verfahren nur indirekt
durch Differenzierung der Ortsvektoren (4.4) bestimmt:
~vi(t) ≈ ~ri(t+ δt)−~ri(t− δt)
2δt
(4.5)
Die Differenzierung reduziert jedoch die Genauigkeit des Geschwindigkeitsvek-
tors, diese liegt in der Gro¨ßenordnung von O (δt2).
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Beim Leapfrog-Algorithmus [39] werden dem gegenu¨ber sowohl Ortsvektor als
auch Geschwindigkeitsvektor berechnet, die Berechnungen erfolgen jedoch zeit-
lich versetzt. Der Leapfrog-Algorithmus oder auch Bock-Sprung-Algorithmus ist
technisch a¨quivalent zum Verlet-Algorithmus, da er aus ihm hergeleitet werden
kann. Der Name Bock-Sprung-Algorithmus stammt von der Tatsache, dass der
Ortsvektor und der Geschwindigkeitsvektor immer abwechselnd zu unterschiedli-
chen Zeitpunkten bestimmt wird. Um den Ortsvektor vom Startzeitpunkt aus zu
jedem anderen Zeitschritt zu erhalten, wird der Geschwindigkeitsvektor immer
zum halben Zeitschritt δt/2 berechnet:
~v
(
t− δt
2
)
:=
~r(t)−~r(t− δt)
δt
(4.6)
~v
(
t+
δt
2
)
:=
~r(t+ δt)−~r(t)
δt
(4.7)
Durch Umformung liefert die Definition der Geschwindigkeiten (4.7) den Aus-
druck fu¨r die Ortsbestimmung:
~ri(t+ δt) = ~ri(t) + δt~vi
(
t+
δt
2
)
(4.8)
Mit Hilfe des Verlet-Algorithmus la¨sst sich dann auch aus alter Geschwindigkeit
~vi (t− δt/2) und Kraft ~Fi auf die neue Geschwindigkeit ~vi (t+ δt/2) schließen:
~vi
(
t+
δt
2
)
= ~vi
(
t− δt
2
)
+ δt
~Fi
(
r(t)
)
mi
(4.9)
In der Simulation erzeugt der Leapfrog-Algorithmus somit folgendes Ablauf-
schema:
~r(t) = ~r(t− δt) + δt~v (t− δt
2
)
~F
(
~r(t)
)
zum na¨chsten Zeitschritt
~v
(
t+ δt
2
)
= ~v
(
t− δt
2
)
+ δt
~F(~r(t))
m
~r(t+ δt) = ~r(t) + δt~v
(
t+ δt
2
)
Werden Orte und Geschwindigkeiten zum selben Zeitpunkt beno¨tigt, um zum
Beispiel die Gesamtenergie aus potentieller und kinetischer Energie zu berechnen,
bestimmt man einen mittleren Geschwindigkeitsvektor ~vi (t) aus den Geschwin-
digkeitsvektoren der halben Zeitschritte:
~vi (t) =
~vi
(
t+ δt
2
)
+ ~vi
(
t− δt
2
)
2
(4.10)
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Dies bedeutet natu¨rlich einen zusa¨tzlichen Rechenaufwand, so wie zusa¨tzli-
chen Speicher fu¨r jedes Atom, da zu jedem Atom neben dem Ortsvektor ~ri(t)
und dem Geschwindigkeitsvektor ~vi (t+ δt/2) auch zusa¨tzlich der mittlere Ge-
schwindigkeitsvektor ~vi (t) oder der Geschwindigkeitsvektor ~vi (t− δt/2) zum vor-
hergehenden Zeitschritt gespeichert werden muss.
Der velocity Verlet Algorithmus [40] verfolgt einen anderen Ansatz, hier wer-
den Ortsvektor und Geschwindigkeitsvektor zum gleichen Zeitpunkt bestimmt:
~ri(t+ δt) = ~ri(t) + δt~vi(t) +
δt2
2mi
~Fi(t) (4.11)
~vi(t+ δt) = ~vi(t) +
δt
2mi
(
~Fi(t) + ~Fi(t+ δt)
)
(4.12)
Auf den ersten Blick erscheint es so, also ob der Preis fu¨r die Gleichzeitigkeit
von Ortsvektor und Geschwindigkeitsvektor, die Vorhaltung der Kraft zu zwei
Zeitpunkten wa¨re. Doch durch eine geschickte Wahl des Integrationsalgorith-
musses ist es mo¨glich, mit nur einem Zeitpunkt auszukommen:
Startwerte: ~ri(0), ~vi(0), ~Fi(0) = ~f
(
~r0(0) . . .~rN(0)
)
Schleife n = 0 . . . nmax fu¨r alle Atome i
(Zeitschritt): ~˜vi(t) = ~vi(t) +
δt
2mi
~Fi(t)
~ri(t+ δt) = ~ri(t) + δt~˜vi(t)
~Fi(t+ δt) = ~f
(
~r0(t+ δt) . . .~rN(t+ δt)
)
= −∑i6=j ~rij(t+δt)rij(t+δt)∇jU
~vi(t+ δt) = ~˜vi(t) +
δt
2mi
~Fi(t+ δt)
Die drei angegebenen Algorithmen sind im Prinzip a¨quivalent und erzeugen
einen globalen Fehler der Ordnung O(δt2). Der velocity Verlet Algorithmus ist
jedoch den anderen vorzuziehen, da Ortsvektoren und Geschwindigkeitsvekto-
ren fu¨r den selben Zeitpunkt berechnet werden. Die Speicherung der Trajektorie,
die den Ortsvektor und den Geschwindigkeitsvektor entha¨lt, ist deshalb ohne
zusa¨tzlichen Rechenaufwand mo¨glich. Außerdem ist eine A¨nderung der Simulati-
onsschrittweite problemlos, somit ist die Thermalisierung im Vergleich mit dem
Verlet Algorithmus wesentlich einfacher.
4.2 Zwangskra¨fte
Die Schrittweite, mit der Simulationen betrieben werden ko¨nnen, ist wesentlich
von der Bewegung der beweglichsten Atome in einer Simulationen abha¨ngig. Was-
serstoffatome haben mit Abstand die geringste Masse, somit sind sie auch die be-
weglichsten Atome mit den ho¨chsten Schwingungsfrequenzen. Folglich bestimmen
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sie die Schrittweite des Integrationsalgorithmusses. Werden die Bindungsabsta¨nde
der Wasserstoffatome zu ihren Bindungspartnern mit speziellen Routinen in ih-
rem Gleichgewichtsabstand fixiert, sind wesentlich gro¨ßere Schrittweiten mo¨glich.
Die Verfahren zur Fixierung des Gleichgewichtsabstandes beruhen auf der
Theorie der holonomen Zwangsbedingungen der Lagrange Darstellung. Sie wer-
den in die Standard Integrationsalgorithmen integriert und
”
korrigieren“ die Orts-
vektoren und Geschwindigkeitsvektoren der Atome, die den Zwangsbedingungen
unterliegen. Zu den verschiedenen Integrationsverfahren existieren unterschiedli-
che Methoden um die Zwangsbedingungen zu erfu¨llen, so ist fu¨r das Verlet Verfah-
ren der SHAKE Algorithmus [41] verbreitet. Das bessere velocity Verlet Verfahren
verwendet im allgemeinen den RATTLE Algorithmus von Andersen [42].
Im Prinzip teilen alle Algorithmen den Integrationsschritt in zwei Teilschritte
auf. Im ersten Teilschritt wird die Bewegungsgleichung ohne Zwangsbedingungen
(unconstrained) gelo¨st, um dann im zweiten Teilschritt mit Hilfe von Zwangs-
kra¨ften die Zwangsbedingungen zu erfu¨llen. Die Zwangskra¨fte ~g werden als vir-
tuelle Kra¨fte eingefu¨hrt, um die Bindungsla¨nge zwischen Atom i und j nach dem
ersten Teilschritt wieder auf die vorgegebene La¨nge dij zu korrigieren. Die zwi-
schen beiden Atomen in entgegengesetzte Richtungen wirkenden Kra¨fte verlaufen
entlang der Zwangsbedingung, d. h. entlang der Atombindung. Sie korrigieren die
Atombewegung in der Art, dass der Abstand der Atome nach jedem Simulations-
schritt dem Gleichgewichtsabstand der Bindung entspricht. Zu jeder Zwangskraft
~gij auf ein Atom i gibt es eine entsprechende Gegenkraft ~gji auf das zweite Atom
j entlang der Zwangsbedingung, so dass sich die Zwangskra¨fte innerhalb eines
Moleku¨ls gegenseitig aufheben. Dies ist insbesondere fu¨r die Energieerhaltung ei-
ne notwendige Bedingung. Zwangskra¨fte erzeugen nur virtuelle Kra¨fte, d. h. sie
haben kein nach außen wirkendes Potential und du¨rfen folglich keine Kra¨fte auf
das Moleku¨l als ganzes ausu¨ben. Fu¨r die Newtonsche Bewegungsgleichung (4.1)
fu¨hren die Zwangskra¨fte zu einer Erweiterung der Gleichung, so dass fu¨r ein Atom
i gilt:
mi~ai = ~Fi
(
~ri(t)
)
+ ~gi
(
~ri(t), ~vi(t)
)
(4.13)
Die Zwangskra¨fte ~g ha¨ngen sowohl von den Zwangsbedingungen als auch von den
auf die Atome wirkenden Wechselwirkungen ab, zu ihrer Beschreibung enthalten
sie zeitabha¨ngige Lagrangemultiplikatoren.
Im Unterschied zum SHAKE Algorithmus (basiert auf dem Verfahren von Ver-
let) entha¨lt das RATTLE-Verfahren eine Approximation fu¨r die Ortsgleichung
und eine fu¨r die Geschwindigkeitsgleichung, denn im velocity Verlet Verfahren
erfolgt zwischen der Bestimmung des Ortsvektors ~ri(t + δt) und des Geschwin-
digkeitsvektors ~vi(t + δt) die Berechnung der Kraft ~Fi(t + δt) fu¨r den neuen
Zeitpunkt. Im RATTLE-Verfahren gilt fu¨r die Ortsgleichung des Atoms i:
~ri(t+ δt) = ~ri(t) + δt~vi(t) +
(δt)2
2mi
(
~Fi
(
~ri(t)
)
+ ~gri(t)
)
(4.14)
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Aus dem neuen Ortsvektor ~ri(t+ δt) la¨sst sich die auf das Atom i wirkende Kraft
~Fi (~ri(t+ δt)) und damit auch die neue Geschwindigkeit ~vi(t + δt) des Atoms
bestimmen:
~vi(t+ δt) = ~vi(t) +
δt
2mi
(
~Fi
(
~ri(t)
)
+ ~gri
(
t
)
+ ~Fi
(
~ri(t+ δt)
)
+ ~gvi
(
t+ δt
))
(4.15)
Daraus ergeben sich fu¨r das RATTLE-Verfahren einige wichtige Eigenschaften:
• Zur Berechnung von ~r(t+ δt) und ~v(t+ δt) sind nur ~r(t) und ~v(t) zu einem
Zeitpunkt t erforderlich, keine Daten aus vorhergehenden Zeitschritten.
• Durch die Aufspaltung der Zwangskra¨fte in einen Orts- und einen Ge-
schwindigkeitsanteil erfu¨llen die Ortsvektoren ~ri(t) zu jedem Zeitpunkt t
die Zwangsbedingungen.
• Zu jedem Zeitpunkt t erfu¨llen die Geschwindigkeitsvektoren ~vi(t) die
Zwangsbedingungen.
• Die Genauigkeit ist vergleichbar mit der des velocity Verlet (Fehler: O(δt2)).
Zur Bestimmung der Zwangskra¨fte ~gri(t) und ~gvi(t), die die Atome i und j im
Gleichgewichtsabstand dij halten sollen, wird eine Funktion σij der Abweichung
vom Sollwert dij definiert:
σij =
∣∣~ri(t)−~rj(t)∣∣2 − d2ij (4.16)
Erfu¨llen die Atome i und j die Zwangsbedingung, so gilt die Zwangsbedingungs-
gleichung: ∣∣~ri(t)−~rj(t)∣∣2 − d2ij = 0 (4.17)
Die Ableitung der Zwangsbedingungsgleichung liefert die Gleichung, die von
den Geschwindigkeiten eingehalten werden mu¨ssen um die Zwangsbedingung zu
erfu¨llen: ∣∣~vi(t)− ~vj(t)∣∣∣∣~ri(t)−~rj(t)∣∣ = 0 (4.18)
Fu¨r den bei Ryckaert u. a. [41] beschriebenen Zusammenhang zwischen der
Zwangskraft ~gi(t) auf Atom i und der Gewichtung der Zwangskra¨fte mit dem
Lagrangemultiplikatoren λij(t) fu¨r die mit i verbundenen Atome j gilt:
~gi(t) = −
∑
j
λij(t)∇jσij (4.19)
Aus Gleichung (4.14) ergibt sich eine neue Gleichung zur Ortsbestimmung, die
durch die Nebenbedingung σij = σji und der daraus fu¨r die Lagrangemultipli-
katoren der Ortsgleichung λrij folgenden Bedingung λrij = λrji vereinfacht wird
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zu:
~ri(t+ δt) = ~ri(t) + δt~vi(t) +
δt2
2mi
(
~Fi(t)− 2
∑
j
λrij(t)~rij(t)
)
(4.20)
Die Lagrangemultiplikatoren λrij(t) sind so zu wa¨hlen, dass Gleichung (4.16)
erfu¨llt wird. Die Geschwindigkeitsgleichung (4.15) a¨ndert sich durch Gleichung
(4.19) entsprechend, so dass sich fu¨r die Zwangskraft der Geschwindigkeit ~gvi(t+
δt) ergibt:
~gvi(t+ δt) = −2
∑
i
λvij(t+ δt)~rij(t+ δt) (4.21)
Zur Bestimmung der λrij(t) und λvij(t+ δt) wird das von Ryckaert u. a. [41] und
von Andersen [42] beschriebene Iterationsverfahren verwendet. Fu¨r das Iterati-
onsverfahren werden definiert:
gij = δtλrij(t) (4.22)
kij = δtλvij(t) (4.23)
~qi(t) = ~vi(t) +
δt
2mi
~Fi(t)− 1
mi
∑
j
gij~rij(t) (4.24)
Die Ortsgleichungen (4.14 / 4.20) und die Geschwindigkeitsgleichungen (4.15)
zusammen mit Gleichung (4.21) ko¨nnen dann geschrieben werden als:
~ri(t+ δt) = ~ri(t) + δt~qi(t) (4.25)
~vi(t+ δt) = ~qi(t) +
δt
2mi
~Fi(t+ δt)− 1
mi
∑
j
kij~rij(t+ δt) (4.26)
Die ~qi werden durch Iteration wie folgt bestimmt:
Das Iterationsverfahren startet mit dem Startwert:
~qi(t) = ~vi(t) +
δt
2mi
~Fi(t) (4.27)
Bei einer Zwangsbedingung zwischen einem Atom i und einem Atom j existiert
folgender Abstandsvektor ~s:
~s = ~ri(t) + δt~qi(t)−~rj(t)− δt~qj(t) (4.28)
Weicht die Differenz des Abstandsquadrats |~s|2 vom vorgegebenen Abstandsqua-
drat d2ij um mehr als ein vorgegebenes ² < |~s|2−d2ij ab, so mu¨ssen ~qi(t) und ~qj(t)
in einem Iterationsschritt korrigiert werden. Fu¨r die tempora¨ren Ortsvektoren ~r∗i
und ~r∗j der Atome gilt:
~r∗i = ~ri(t) + δt
(
~qi(t)− g
mi
~rij(t)
)
(4.29)
~r∗j = ~rj(t) + δt
(
~qj(t) +
g
mj
~rij(t)
)
(4.30)
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Hierbei muss g so gewa¨hlt werden, dass
∣∣~r∗i −~r∗j ∣∣2 = d2ij, d. h. fu¨r g gilt na¨he-
rungsweise:
g =
|~s|2 − d2ij
2δt
(
~s ~rij(t)
) (
m−1i +m
−1
j
) (4.31)
Daraus werden die neuen Werte fu¨r ~q bestimmt:
~qi = ~qi − g
mi
~rij(t) ~qj = ~qj +
g
mj
~rij(t) (4.32)
und die tempora¨ren Ortsvektoren werden als neue Orte festgelegt:
~ri(t+ δt) = ~r
∗
i ~rj(t+ δt) = ~r
∗
j (4.33)
Weicht das Abstandsquadrat weiterhin um mehr als das vorgegebene ² (|~s|2−d2ij >
²) vom vorgegebenen Abstandsquadrat d2ij ab, so wird ein neuer Iterationsschritt
gestartet.
Fu¨r die Geschwindigkeiten wird ebenfalls ein Iterationsverfahren verwendet.
Der Startwert wird hier folgendermaßen festgelegt:
~vi(t+ δt) = ~qi(t) +
δt
2mi
~Fi(t+ δt) (4.34)
Bei einer Zwangsbedingung zwischen Atom i und j mu¨ssen die Geschwindigkeiten
ebenfalls korrigiert werden, falls ~rij(t+δt) ~v(t+δt) > ²
′. Wie bei der Ortsbestim-
mung wird auch hier ein tempora¨rer Wert mit Hilfe eines Gleichgewichtsfaktors
k bestimmt:
~v∗i = ~vi(t+ δt)−
k
mi
~rij(t+ δt) (4.35)
~v∗j = ~vj(t+ δt) +
k
mj
~rij(t+ δt) (4.36)
In jedem Fall muss ~v∗i − ~v∗j senkrecht auf ~rij(t+ δt) stehen, um Gleichung (4.18)
zu erfu¨llen, fu¨r k gilt somit:
k =
~rij(t+ δt)
(
~vi(t+ δt)− ~vj(t+ δt)
)
d2ij
(
m−1i +m
−1
j
) (4.37)
Abschließend werden die Geschwindigkeiten der tempora¨ren Werte u¨bernommen,
die dann durch neue Iteration weiter verbessert werden ko¨nnen:
~vi(t+ δt) = ~v
∗
i ~vj(t+ δt) = ~v
∗
j (4.38)
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4.3 Thermostate und Barostate
Einfache MD-Simulationen laufen im mikrokanonischen oder kurz NVE-Ensem-
ble, d. h. die Anzahl der Atome N , das Volumen V und die Gesamtenergie E des
simulierten Systems sind wa¨hrend der Simulation konstant. Da wa¨hrend einer
Simulation weder Atome hinzugefu¨gt noch entfernt werden und der Simulations-
raum nicht gea¨ndert wird, ist die Konstanz der ersten beiden Parameter N und
V offensichtlich. Vorausgesetzt, es gibt keine Wechselwirkungen mit externen Fel-
dern und keine Ungenauigkeiten wa¨hrend der Simulation, fu¨hrt die Abgeschlos-
senheit des Systems zur Konstanz der Energie E.
Wa¨hrend einer Simulation wird zwischen potentieller Energie und kinetischer
Energie sta¨ndig Energie ausgetauscht, die Gesamtenergie bleibt jedoch Aufgrund
der Energieerhaltung konstant. Dieses ideale Bild la¨sst sich bei einer Computersi-
mulation nicht aufrecht erhalten. Durch die begrenzte Genauigkeit der Variablen
und durch Fehler in der Integration der Bewegungsgleichung gibt es in der Regel
eine leicht schwankende Gesamtenergie.
Die hohe potentielle Energie des von
”
structC“ erzeugten Startsystems, wu¨rde
in einem NVE-Ensemble, wegen starker Beschleunigungen, die Atome nach kurz-
er Zeit auf sehr hohen kinetischen Energien bringen. Das System wu¨rde damit auf
eine sehr hohe Temperatur aufgeheizt, aus diesem Grund muss dem System in der
Anfangsphase Energie entzogen werden. Die Simulation erfolgt in der Equilibrie-
rungsphase deshalb nicht im NVE-Ensemble, sondern im NVT-Ensemble, worin,
anstatt der Gesamtenergie E, die kinetische Energie und damit die Temperatur T
konstant gehalten wird. Um die Temperatur T bzw. kinetische Energie Ekin kon-
stant zu halten, werden die Geschwindigkeiten in jedem Simulationsschritt mit
einem von Ekin abha¨ngigen Faktor S skaliert. Das bedeutet, die Geschwindigkei-
ten vi aller Atome i werden um den selben Faktor S gea¨ndert, dieser korrigiert
dadurch die Temperatur T des Systems in Richtung der vorgegebenen Referenz-
temperatur Tref .
In der Equilibrierungsphase, in der ein starker Energieumsatz von potentieller
in kinetischer Energie erfolgt, hat sich das sehr radikale Verfahren von Wood-
cock [4] bewa¨hrt. Es skaliert die Geschwindigkeiten vi in jedem Zeitschritt so,
dass die Referenztemperatur Tref exakt erreicht wird. Fu¨r die Bestimmung des
Faktors S ist die momentane Temperatur T des Systems erforderlich, sie la¨sst
sich mit Hilfe seines Freiheitsgrades f und der Boltzmannkonstanten kB aus der
kinetischen Energie Ekin berechnen, es gilt:
Ekin =
1
2
N∑
i=1
miv
2
i
= fkbT (4.39)
Jedes Atom i besitzt eine feste Masse mi und eine momentane Geschwin-
digkeit vi. Ferner hat es in jede Raumrichtung einen Freiheitsgrad, diese drei
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Freiheitsgrade ko¨nnen durch Zwangskra¨fte teilweise oder vollsta¨ndig wieder auf-
gehoben werden. Durch die periodischen Randbedingungen ist die absolute Lage
eines Atoms irrelevant, nur die relative Lage der Atome untereinander ist ent-
scheidend. In einem System mit periodischen Randbedingungen kann deshalb
der Massenschwerpunkt des Gesamtsystems immer in den Koordinatenursprung
verlegt werden, die Anzahl der Freiheitsgrade f im Gesamtsystem verringern so-
mit um die drei Raumrichtungen des Massenschwerpunkts. Fu¨r ein Systems aus
N Atomen mit periodischen Randbedingungen und Ncf Zwangskra¨ften ergibt
sich somit eine Gesamtanzahl an Freiheitsgraden f von:
f = 3N −Ncf − 3 (4.40)
Aus Gleichung 4.39 la¨sst sich eine Gleichung ableiten, die ein System mit Tem-
peratur T in ein System mit Temperatur TN transferiert. Hierbei ha¨ngt TN u¨ber
einen Skalierungsfaktor S mit T zusammen, es gilt:
TN = S
2T (4.41)
= S2
1
2fkB
∑
i
miv
2
i
=
1
2fkB
∑
i
mi (Svi)
2 (4.42)
Um die Temperatur T eines Systems auf eine neue Temperatur TN zu a¨ndern,
werden die Geschwindigkeiten vi aller Atome i durch den Skalierungsfaktor S
gea¨ndert:
~vi ← S~vi ∀ i ∈ 1, .., N (4.43)
Der oben beschriebene Thermostat von Woodcock [4] a¨ndert die Tempera-
tur T des Systems in nur einem Simulationsschritt auf die vorgegebene Referenz-
temperatur Tref . Dies la¨sst sich durch eine einfache Umformung von Gleichung
(4.41) erreichen, die zu einem Skalierungsfaktor S fu¨hrt von:
S =
√
Tref
T
(4.44)
Eine wesentlich realistischere Modellierung eines Wa¨rmebades bietet der Be-
rendsen Thermostat [43], dieser a¨ndert die Geschwindigkeiten im allgemeinen
nicht so abrupt wie der Woodcock Thermostat. Die Geschwindigkeit des Energief-
lusses in bzw. aus dem System wird hier zusa¨tzlich durch eine Relaxationszeit τB
beeinflusst. Der Berendsen Thermostat verwendet zur Skalierung der Geschwin-
digkeiten folgenden Skalierungsfaktor S:
S =
√
1 +
δt
τB
(
Tref
T
− 1
)
(4.45)
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Mit Hilfe der Relaxationszeit τB la¨sst sich der Einfluss des Thermostaten auf
das System steuern. Er reicht von einem demWoodcock Thermostaten a¨quivalen-
ten Verhalten bei einer Relaxationszeit τB = δt, die der Schrittweite δt entspricht,
bis hin zu keinem Einfluss bei τB →∞. Fu¨r genauere Betrachtungen passt man
Gleichung (4.41) an den Berendsen Thermostaten an. Die Anwendung des Be-
rendsen Thermostaten liefert nicht mehr die Referenztemperatur Tref , sondern
eine neue Temperatur TN , die zwischen der Temperatur T des Systems nach dem
Integrationsschritt und der zu erreichenden Referenztemperatur Tref liegt. Die
Temperatur TN erha¨lt man durch Einsetzen der Gleichung (4.45) in Gleichung
(4.41) und einer anschließenden Umformung, die zu folgender Gleichung fu¨hrt:
TN =
(
1 +
δt
τB
(
Tref
T
− 1
))
T
= T +
δt
τB
Tref − δt
τB
T
=
δt
τB
Tref +
(
1− δt
τB
)
T (4.46)
Diese Gleichung zeigt, dass der Faktor δt/τB eine Gewichtung zwischen der Tempe-
ratur T nach dem Integrationsschritt und der Referenztemperatur Tref vornimmt
um den neuen Temperaturwert TN zu bestimmen.
Verwendung findet der Berendsen Thermostat in erster Linie mit langen Rela-
xationszeiten τB, dort ha¨lt er die Auswirkungen der Thermalisierung auf die sta-
tischen, und vor allem, die diesbezu¨glich sehr empfindlichen dynamischen Gro¨ßen
klein. Ist die Relaxationszeit gro¨ßer als 0.1 ps sind Auswirkungen auf das System
nicht mehr nachweisbar [43]. In einem NVT oder NPT Ensemble ist deshalb
außerhalb der Equilibrierungsphase der Berendsen Thermostat zu verwenden.
Neben den beiden hier vorgestellten Thermostaten gibt es eine Reihe weiterer
Thermostate [44,45,46,47], die hier nicht weiter betrachtet werden sollen.
Mit den selben Ansa¨tzen wie bei den Thermostaten ist es ebenfalls mo¨glich
den Druck konstant zu halten, um damit zum Beispiel die Simulation eines NPT
Ensembles zu ermo¨glichen. Die hierfu¨r verwendeten Barostate unterscheiden sich
von den Thermostaten nur durch ein Wechsel der zu korrigierenden Gro¨ßen. An-
statt durch A¨nderung der Geschwindigkeiten bzw. der kinetischen Energie die
Temperatur T auf einer Referenztemperatur Tref zu halten, wird bei den Baro-
staten der Druck p durch Skalierung des Volumens V konstant gehalten. Gleich-
zeitig mit der Skalierung des Volumens V mu¨ssen auch die Schwerpunkte der
Moleku¨le mit einem entsprechenden Skalenfaktor verschoben werden, keines falls
du¨rfen dadurch aber die Moleku¨ldurchmesser oder die Absta¨nde der Atome inner-
halb der Moleku¨le vera¨ndert werden. Die mit der A¨nderung des Volumens verbun-
dene Verschiebung der Moleku¨le fu¨hrt zu einer Verringerung bzw. Vergro¨ßerung
der Absta¨nde und somit zu einer Druckerho¨hung bzw. Druckverminderung im
System.
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Bei den hier verwendeten Simulation von NIPAM und PAA wird das Polymer
an den Raumgrenzen periodisch fortgesetzt, bei einer A¨nderung des Volumens
V kann das Polymer der Volumena¨nderung wegen seiner Gro¨ße nicht folgen, wie
dies kleine Moleku¨le durch die Verlagerung des Schwerpunktes mit Hilfe des Ska-
lenfaktors ko¨nnen. Eine Volumena¨nderung im Polymer / Gel Systemen fu¨hrt
unweigerlich zur Verzerrung von Atomabsta¨nden innerhalb des Polymers, da die
einzige Mo¨glichkeit des Polymers sich einer Volumena¨nderung anzupassen darin
besteht, den Abstand der Atombindungen zu a¨ndern. Die Simulation von Poly-
meren bei festem Druck p ist somit nur fu¨r Polymere aus wenigen Monomeren
sinnvoll.
4.4 Simulation mit
”
dynC“
Die in den letzten Abschnitten beschriebenen Methoden wurden im Simulations-
programm
”
dynC“ implementiert. Zur Simulation wird zum Einen eine Start-
struktur beno¨tigt, die den Startpunkt im Phasenraum bestimmt, und zum Ande-
ren eine Skript-Datei, die sa¨mtliche Randparameter der Simulation entha¨lt und
mit denen der Verlauf der Simulation festgelegt wird. Die Startstruktur kann
entweder aus einem bereits simulierten System bestehen, oder wird wie in den
Abschnitten 3.2 und 3.4 beschrieben, aus den Kraftfeldern und den Daten der
Moleku¨lstruktur zufa¨llig erzeugt.
Analog zur Aufteilung der Struktur- und Kraft-Datenbank in Abschnitte be-
steht auch die Steuerungsdatei aus einem Abschnitt. Im Abschnitt
”
[Simulation]“
erfolgt die Steuerung des Ablaufs einer Simulation durch ein Ablaufskript. Der
grundsa¨tzliche Aufbau dieses Abschnittes soll am Beispiel des in Abbildung 4.1
gezeigten Simulationsabschnittes einer Equilibrierungssimulation vorgestellt wer-
den.
Die im Skript verwendeten Kommandos lassen sich in vier Kategorien eintei-
len. In der ersten Kategorie werden die Parameter und Randbedingungen fu¨r die
Potentiale festgelegt. Der cutoff-Radius wird in der Datenbank durch LJCutOff
(Zeile 3) bestimmt. Ist der Abstand zwischen zwei Atomen gro¨ßer als der cutoff-
Radius, so wird deren van der Waals-Wechselwirkung nicht mehr beru¨cksich-
tigt. Fu¨r den Realteil der elektrostatischen Wechselwirkung existiert ein analoger
cutoff-Radius, dieser wird, wie in Zeile 4 zu sehen, mit dem Kommando CCutOff
festgelegt. Erga¨nzt wird er durch einen Abschirmfaktor κ (Kappa) und einen,
den maximalen Radius des reziproken Teils festlegenden, Parameter Kmax fu¨r
das Ewaldsummenverfahren in den Zeilen 6 und 7. Die Sta¨rke der elektrostati-
schen Bindungen wird durch den Dielektrikumsfaktor Diel bestimmt, der mit
(4pi²0²r)
−1 im Vakuum (²r = 1) bei 332,063 kcal A˚/mol e2 liegt. Außerdem kann
mit den Anweisungen Coulomb und Ewald zwischen einer klassischen Bestim-
mung der elektrostatischen Wechselwirkungen und einer Berechnung nach dem
Ewaldsummenverfahren gewa¨hlt werden. Die in der Kraft-Datenbank vorgege-
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1 [Simulation]
debug=30
LJCutOff 10.0
CCutOff 10.0
5 Diel 332.0636
Kappa 6.0
Kmax 5
in dyn NIPAM.dyn
;Coulomb
10 Temp 300
;TempBer 300 0.5
Step 3e-6
constraint 1e-5 3500
;reset timer
15 ;report new
out dyn 500 NIPAM1.dyn
report new
out report 1 NIPAMrep.txt
out Trajold 10 NIPAM
20 simu 10
equil 2e-3 500 600
Abbildung 4.1: Equilibrierungssimulation der P-NIPAM-Struktur.
benen Zwangskra¨fte werden u¨ber zwei Parameter geregelt. Die Toleranzschwelle
legt fest, wie groß die Abweichung der Bindungsla¨nge vom Sollwert sein darf,
bevor diese durch ein Constraint-Verfahren (RATTLE oder SHAKE) korrigiert
werden muss. Der zweite Parameter bestimmt die Obergrenze der Iterationen,
durch den gegebenenfalls mit einer Fehlermeldung abgebrochen wird. Festgelegt
werden beide Parameter, dessen Bedeutung bereits im Abschnitt 4.2 beschrieben
wurde, mit dem in Zeile 13 stehenden Kommando constraint.
Die zweite Gruppe bilden die a¨ußeren Randbedingungen, sie bestehen aus der
Gro¨ße des Simulationsraums, definiert in BoxSize, und der Temperatur, letz-
tere wird in Temp bzw. TempBer festgelegt. Die Temperatur wird entweder,
wie in Zeile 10 durch Woodcocks [4] Algorithmus auf eine feste Temperatur fi-
xiert oder flexibler durch den Berendsen Thermostat [43], der in Zeile 11 neben
der Ziel-Temperatur, die Relaxationszeit als weiteren Parameter beno¨tigt. Beide
Algorithmen wurden bereits im Abschnitt 4.3 beschrieben.
Die letzte Gruppe von Parametern legt die Dauer der Simulationen fest. Sie
bestimmen die zu Beginn gewa¨hlte Schrittweite des Integrationsverfahrens (Step)
in ps und die Anzahl der Simulationsschritte (simu). Muss das System durch
eine Equilibrierungsphase in ein Gleichgewichtssystem u¨berfu¨hrt werden, wird
dies ebenfalls hier festgelegt. Der Befehl equil erfordert als ersten Parameter die
Schrittweite in ps, die am Ende der Equilibrierungsphase erreicht werden muss.
Die beiden weiteren Parameter legen die obere und untere Grenze (in Kelvin)
des Temperaturkorridors fest, in dem sich das System wa¨hrend der Simulati-
on befinden muss, siehe hierzu Zeile 21 in Abbildung 4.1. Der Algorithmus zur
Schrittweitenkontrolle verwendet diesen Temperaturkorridor zur Bestimmung der
maximalen Schrittweite an jedem Zeitpunkt.
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Erga¨nzt werden diese Kommandos durch Anweisungen, die die Simulation
selbst nicht beeinflussen, sondern der Protokollierung und Speicherung der ge-
wonnen Daten dienen. In der Regel werden in der Produktionsphase drei Dateien
erzeugt. Die Report-Datei (Abbildung 4.2), erzeugt mit out report (Zeile 18),
speichert neben den Randparametern in festen Absta¨nden die Temperatur und
die Energieanteile der einzelnen Wechselwirkungspotentiale. Diese ist insbeson-
dere fu¨r die U¨berwachung der Equilibrierungsphase wichtig. Da eine Simulation
in der Regel aus mehreren Programmdurchla¨ufen besteht, wird eine bestehende
Report-Datei fortgesetzt, es sei denn man erzwingt einen Neuanfang durch die
Anweisung report new.
In bestimmten Absta¨nden sollte die aktuelle Konfiguration des Systems mit
dem aktuellen Phasenraumpunkt in eine Datei gespeichert werden. Nach einem
Ausfall des Rechners, kann dann ab der zuletzt gespeicherten Konfiguration fort-
gesetzt werden. Zudem ist es mo¨glich mit den gespeicherten Konfigurationen
bestimmte Abschnitte in kleinerer Schrittweite neu zu simulieren und diese dann
mit einer ho¨heren Auflo¨sung zu untersuchen. Die aktuelle Konfiguration wird wie
in Zeile 16 mit der Anweisung out dyn gesteuert, hierbei legt der erste Parameter
das Speicherintervall fest indem die Konfiguration in die im zweiten Parameter
angegebene Datei gespeichert wird.
Die dritte Datei wird von der Anweisung out traj erzeugt, sie ist fu¨r
die anschließende Auswertung die wichtigste Datei und speichert in definierten
Absta¨nden die Phasenraumpunkte des simulierten Systems. D. h. sie entha¨lt die
Orte und Geschwindigkeiten eines jeden Atoms zu jedem gespeicherten Zeitpunkt.
Aus diesen Daten werden dann in der Auswertungsphase zum Beispiel Korrela-
tionen und Ha¨ufigkeitsverteilungen bestimmt.
Bevor mit der Simulation begonnen werden kann, muss die Strukturdatei
(DYN) geladen werden, diese entha¨lt unter anderem eine Atomliste, die wiederum
den Namen des Atoms, seine Ladung, seinen Ortsvektor, so wie seinen Geschwin-
digkeitsvektor entha¨lt. Die Struktur der Moleku¨le wird durch eine ebenfalls in der
Strukturdatei enthaltene Konnektivita¨tsliste beschrieben, die fu¨r jedes Atom die
bindenden Nachbarn erha¨lt. Zudem entha¨lt die Strukturdatei die Kraftfeldpara-
meter eines jeden Atoms. Aus der Konnektivita¨tsliste und den Kraftfeldparame-
tern werden zur Geschwindigkeitsoptimierung vor der Simulation Berechnungsli-
sten erzeugt.
Zur Geschwindigkeitsoptimierung wird mit Hilfe der Konnektivita¨tsliste die
Liste der gebundenenWechselwirkungen bestimmt, in der die Paarwechselwirkun-
gen, die Biegeschwingung, die Torsionswechselwirkungen und die uneigentlichen
Torsionswechselwirkungen eingehen. Weiter werden Listen zur Optimierung der
Berechnung der weitreichenden Wechselwirkungen erzeugt. Diese sind besonders
wichtig, da fu¨r die Berechnung der weitreichenden Kra¨fte u¨ber 90% der Rechen-
zeit beno¨tigt wird. In die allgemeine Liste der van der Waals-Wechselwirkungen
werden die Atompaare nicht aufgenommen, bei denen mindestens eins der bei-
den Atome keine van der Walls-Wechselwirkung besitzt oder beide Atome Teil der
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selben, in Abschnitt 2.1 beschriebenen, intramolekularen Wechselwirkung sind.
Erga¨nzt wird die allgemeine Liste der van der Waals-Wechselwirkungen durch
eine Liste der dritten Nachbarn, das sind die Atompaare deren intramolekulare
Wechselwirkungen sich auf eine Torsionswechselwirkung beschra¨nken. Fu¨r diese
Atompaare gibt es im van der Waals-Potential einen speziellen Parametersatz,
sie werden deshalb getrennt von den anderen van der Waals-Wechselwirkungen
bestimmt. Fu¨r die Coulomb-Wechselwirkung gelten a¨hnliche Einschra¨nkungen
wie fu¨r die van der Waals-Wechselwirkung, da aber nicht zwischen den dritten
Nachbarn und den anderen Atomen unterschieden wird, reicht eine Wechselwir-
kungsliste zur Optimierung der Kraftberechnung. Der Rechenaufwand fu¨r die
Berechnung des Wassers verringert sich durch diese Listenbildung zum Beispiel
auf etwa 1/9 des urspru¨nglichen Aufwands. Vorab werden zudem die Vektoren des
reziproken Raumes der Ewaldsumme bestimmt. Diese Vektoren werden durch
die Gro¨ße des Simulationsraumes festgelegt, der im NVT-Ensemble unvera¨ndert
bleibt. Unter Beru¨cksichtigung der periodischen Randbedingungen, der Anzahl
der Atome und der Zwangsbedingungen la¨sst sich ebenfalls der Freiheitsgrad f
des Systems durch Gleichung (4.40) vorab bestimmen.
Nach diesen vorbereitenden Optimierungsschritten wird mit der eigentlichen
Simulation begonnen. Die Simulation wird in Simulationsschritte mit definierter
La¨nge eingeteilt. Jeder Simulationsschritt besteht aus einem Integrationsschritt,
der wiederum aus Kraft- und Potentialberechnungen und gegebenenfalls aus ei-
ner Thermalisierung des Systems besteht. Im hier verwendeten Fall werden die
Zwangskra¨fte, die im allgemeinen nur auf die leichten Wasserstoffatome wirken,
durch den in Abschnitt 4.2 beschriebenen RATTLE Algorithmus in das System
integriert. Dieser verwendet das bereits in 4.1 behandelte velocity Verlet Ver-
fahren zur Integration der Bewegungsgleichungen. Aufgrund des velocity Verlet
Anteils muss der Integrationsschritt in einen Anteil vor und einen Anteil nach
der Kraftberechnung separiert werden, wie es schon das Ablaufschema auf Seite
38 gezeigt wurde.
Ein Simulationsschritt wird durch die Bestimmung der neuen Ortsvektoren
der Atome im ersten Teil der Integrationsroutine eingeleitet. Mit den neuen Koor-
dinaten werden die jetzt auf die Atome wirkenden Kra¨fte und die dazu geho¨rigen
Potentiale bestimmt. Die Bestimmung der Kra¨fte und Potentiale erfolgt in drei
Teilschritten. Zuerst werden die in Abschnitt 2.1 eingefu¨hrten kurzreichweitigen
Wechselwirkungen berechnet, dann die van der Waals-Kra¨fte und Potentiale aus
Abschnitt 2.2.1, die durch die Coulomb-Wechselwirkungen aus Abschnitt 2.2.3
erga¨nzt werden. Die Coulomb-Wechselwirkungen werden je nach Einstellung ent-
weder klassisch, mit einem begrenzenden cutoff-Radius, bestimmt oder durch das
Ewaldsummenverfahren, das die elektrostatischen Kra¨fte wesentlich genauer be-
rechnet. Zusammen fu¨hren alle Wechselwirkungen unter Beru¨cksichtigung von Nb
Streckschwingungen, Nθ Biegeschwingung, Nφ Torsionswinkeln und N² uneigent-
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lichen Torsionswinkeln zu folgendem Gesamtpotential U :
U =
∑
i
∑
j
(
Aij
r12ij
− Bij
r6ij
)
+
∑
i
∑
j
qiqj
4pi²0²rrij
+
1
2
∑
Nb
Kb(r − r0)2 + 1
2
∑
Nθ
Kθ(θ − θ0)2
+
1
2
∑
Nφ
Kφ
(
1 + cos (mφ− φ0)
)
+
1
2
∑
N²
K²(²− ²0)2 (4.47)
Nach Berechnung des Potentials und der daraus resultierenden Kra¨fte er-
folgt der zweite Teil des Integrationsschrittes. In ihm werden die Kra¨fte auf die
Geschwindigkeitsvektoren angewendet. Im NVE-Ensemble schließt er auch den
Simulationsschritt ab, d. h. das System hat in der Simulationsphase einen neuen
Phasenraumpunkt erreicht. Nun ko¨nnen Systemdaten, falls ein mit den Speicher-
intervallen festgelegter abzuspeichernder Simulationsschritt erreicht worden ist, in
Report-, Trajektorien-, Struktur- oder PDB-Datei geschrieben werden. Befindet
sich das System in der Equilibrierungsphase, so wird zusa¨tzlich die Schrittweite
der Simulation an die Sta¨rke der Temperaturvera¨nderung angepasst. Eine starke
Abweichung der Ist-Temperatur von der Soll-Temperatur nach oben verringert
die Schrittweite, eine entsprechende Abweichung nach unten vergro¨ßert sie. In der
Equilibrierungsphase oder in einem Ensemble mit fester Temperatur T folgt dem
Integrationsschritt ein Thermalisierungsschritt, dabei wird die Ist-Temperatur
des Systems durch einen der beiden im Abschnitt 4.3 beschriebenen Thermostaten
in Richtung Soll-Temperatur korrigiert. Nach jedem Simulationsschritt beginnt
wieder ein neuer, bis der letzte durch das Skript festgelegte Simulationsschritt
ausgefu¨hrt wurde und das Programm beendet wird.
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Kapitel 5
Gele
Im ersten Abschnitt werden die physikalischen Eigenschaften von Gelen und deren
Anwendungsgebiete in Natur und Technik, insbesondere das Verhalten von Poly-
N-Isopropylacrylamid (NIPAM) beschrieben. Der zweite Abschnitt bescha¨ftigt
sich mit der radikalischen Polymerisation von Polymeren und der Herstellung
von Gelen und deren Polymernetzwerken mit Hilfe von Quervernetzern. Die Be-
schreibung der Strukturbildung von Gelen erfolgt im dritten Abschnitt, worin
auch erla¨utert wird, wie ein Gel durch eine ku¨nstliche
”
Synthese“ erzeugt wird,
die sich am natu¨rlichen Syntheseprozess orientiert. Die generierte Struktur bil-
det eine Startstruktur fu¨r den im letzten Abschnitt beschriebenen Ablauf einer
Simulation, die sich in eine Equilibrierungsphase und eine Produktionsphase auf-
spaltet.
5.1 Die Natur der Gele
Gele sind Stoffe, die aus zwei Komponenten bestehen, aus einem festen Polymer-
geru¨st und aus einer Flu¨ssigkeit, dem Lo¨sungsmittel. Beide Bestandteile bestim-
men das Verhalten des Gels. Das Geru¨st selbst besteht aus einem Netzwerk von
Polymerketten, dessen Steifigkeit vom Vernetzungsgrad der Polymere abha¨ngt.
Es sorgt fu¨r die Stabilita¨t des Gels und hindert das Lo¨sungsmittel am Zerfließen.
Das Lo¨sungsmittel, das sich zwischen dem Polymergeru¨st befindet, verhindert
im Gegenzug das Kollabieren des Polymergeru¨stes und sorgt fu¨r die Viskoelasti-
zita¨t des Polymers. Eine Unterklasse der Gele bilden die Hydrogele, bei ihnen
wird Wasser als Lo¨sungsmittel verwendet. Die Wechselwirkungen zwischen dem
Polymernetzwerk und dem Lo¨sungsmittel verleihen einem Gel seine charakteri-
stischen Eigenschaften, die zum Beispiel dafu¨r sorgen, dass das Gel sich in dem
ihm typischen Grenzzustand zwischen Festko¨rper und Flu¨ssigkeit befindet. Ob-
wohl die Flu¨ssigkeit der Hauptbestandteil eines Gels ist, ergibt sich fu¨r ein Gel ein
mehr oder weniger fester makroskopischer Zustand, der sein elastisches Verhalten
auszeichnet.
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Auf mikroskopischer Ebene herrschen jedoch viskoelastische Eigenschaften
vor. Nicht nur der Aufbau der Gele bestimmt deren Festigkeit und Gro¨ße, we-
sentlich sind auch a¨ußere Parameter, die die inneren Kra¨fte des Gels beeinflussen.
Bei Sto¨rung des Kra¨ftegleichgewichts zwischen Polymergeru¨st und Lo¨sungsmit-
tel durch Variation der Randparameter, versucht das Gel dieser Sto¨rung durch
Schrumpfen oder Quellen entgegenzuwirken, und so das Gleichgewicht wieder her-
zustellen. Durch den Schrumpfungs- bzw. Quellprozess wird Lo¨sungsmittel aus
dem Polymerverband gedra¨ngt bzw. aufgenommen. Die A¨nderungen im Kra¨fte-
gleichgewicht sind bei einigen Polymeren so drastisch, dass zur Wiedererlangung
des Gleichgewichts ein Phasenu¨bergang induziert wird, durch den sich das Volu-
men eines Gels um mehr als das Hundertfache [48] a¨ndern kann. Hierbei reagieren
die Gele insbesondere auf Temperatura¨nderungen [49], auf eine A¨nderung der Zu-
sammensetzung des Lo¨sungsmittels [50], auf einen gea¨nderten pH-Wert oder auf
elektrische Felder und indirekt auch auf Licht [51]. Unter Beru¨cksichtigung der
Hysterese am Volumen-Phasenu¨bergang [49] ist diese Volumena¨nderung sogar re-
versibel. Fu¨r ein genaueres Versta¨ndnis der mikroskopischen Wechselwirkungen
in den Gelen eignen sich Computersimulationen, mit denen sowohl Polymere als
auch Lo¨sungsmittelmoleku¨le verfolgt werden ko¨nnen und deren mesoskopisches
Verhalten untersucht werden kann.
In der Natur kommen Gele sehr ha¨ufig vor. Das Zytoskelett einer Zelle, eine
dreidimensionalen Proteinmatrix, bestimmt zusammen mit dem wa¨ssrigen Milieu
nicht nur die Form und mechanische Stabilita¨t, sondern dem Zytoskelett kommt
zusa¨tzlich die Aufgabe zu, die Fließeigenschaften im Innern der Zelle zu modi-
fizieren und so den Stofftransport und den Metabolismus zu kontrollieren. Ein
wesentlicher Vorteil biologischer Gele liegt in ihrer ausgesprochen hohen Trans-
parenz, so beruht die Sehfa¨higkeit auf der gelartigen Konsistenz des Glasko¨rpers
im Auge. Hier ha¨tte ein Phasenu¨bergang im Glasko¨rper schwerwiegende Fol-
gen, es ka¨mme zur Ablo¨sung der Netzhaut. Die Augenhornhaut wird von einem
weiteren Gel gebildet, dessen Tru¨bung (Grauer Star) sich durch eine Phasenauf-
spaltung der Hornhaut und der damit verbundenen Opaleszenz erkla¨ren la¨sst.
Zwischen Gelenken befinden sich ebenfalls Gele, deren besondere viskoelastische
Eigenschaften, die auf der Wechselwirkung zwischen Polymer und Lo¨sungsmittel
beruhen, fu¨r eine gewisse Stabilita¨t des
”
Schmiermittels“ sorgen, aber gleichzeitig
durchla¨ssig fu¨r die Na¨hrstoffe zur Versorgung der lebenden Zellen sind.
In der Technik finden Gele zum Beispiel Anwendung bei der Elektrophore-
se, um Moleku¨le nach ihrer Gro¨ße zu trennen. Ein weiteres Einsatzgebiet sind
Druckerfarben, die mit Gelen versetzt schneller antrocknen. In der Mikromecha-
nik ko¨nnen Gele wie
”
Muskeln“ eingesetzt werden. Die drastische Volumena¨nde-
rung am Phasenu¨bergang kann auch dazu genutzt werden, Medikamente in Gele
einzuschließen und so sicher an ihren Wirkort zu bringen. Dabei ko¨nnen die Me-
dikamente in den Poren der gequollenen Gele eingelagert werden. Die Gele wer-
den anschließend geschrumpft, um am Wirkort zum Beispiel durch Enzyme, die
Sa¨uren erzeugen, wieder zu quellen, wodurch die Medikamente dann freigesetzt
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wu¨rden.
Bei den hier untersuchen Gelen handelt es sich um Gele aus NIPAM. In reinem
Wasser beginnen sie bei Erwa¨rmung zu schrumpfen. An der kritischen Tempera-
tur, die zwischen 32 ◦C und 38 ◦C liegt, kommt es zum Volumen-Phasenu¨bergang.
Das Gel a¨ndert seinen Zustand radikal, es geht vom Zustand der gequollenen
Phase in den Zustand der geschrumpften Phase u¨ber, wobei es zu einer Phasen-
aufspaltung kommen kann, in der beide Phasen gleichzeitig im Gel vorkommen.
Gele mit einem niedrigen Quervernetzeranteil verringern ihr Volumen am Pha-
senu¨bergang sprunghaft und haben einen diskontinuierlichen Phasenu¨bergang.
Ob Gele mit ho¨heren Quervernetzeranteilen am Phasenu¨bergang eine kontinuier-
liche oder eine diskontinuierliche Volumena¨nderung vollfu¨hren, la¨sst sich durch
Salze und Tenside beeinflussen. Der beobachtete Phasensprung bezieht sich hier
auf eine Temperatura¨nderung, d. h. bei geringer Temperatura¨nderung am Pha-
senu¨bergang kommt es zu einer großen Volumena¨nderung. Dieser Vorgang kann
jedoch sehr langsam ablaufen; ein Gel beno¨tigt fu¨r einen Phasenu¨bergang unter
Umsta¨nden Stunden. Dieses langsame zeitliche Verhalten wird auf Oberfla¨chen-
effekte zuru¨ckgefu¨hrt.
5.2 Die Synthese von Gelen
Eine MD-Simulation bildet das Verhalten realer Moleku¨le im Rahmen des verwen-
deten Atommodells und der klassischen Mechanik im Computer ab. Die meisten
kleinen Moleku¨le besitzen in dieser Modellvorstellung naturgema¨ß eine relativ
geringe Variabilita¨t ihrer Struktur, nicht jedoch Makromoleku¨le wie Polymere
oder Gele. Um die Struktur eines Polymers hinreichend realistisch zu modellieren
ist es entweder notwendig die Struktur aus experimentellen NMR spektroskopi-
schen Untersuchungen zu gewinnen oder den Bildungsprozess der Natur bei einer
ku¨nstlichen Strukturbildung nachzuahmen. Im Folgenden wird der zweite Fall
betrachtet, na¨mlich die Synthese von Polymeren und Gelen, hier insbesondere
die von Poly(N-Isopropylacrylamid) Hydrogelen.
Zur Herstellung von Polymeren mu¨ssen die Monomere miteinander verbun-
den werden, hierzu gibt es mehrere Polymerisationsverfahren [52]. Sehr ha¨ufig
werden Polymere durch radikalische Polymerisation gebildet. Die Polymerisation
wird mit Hilfe eines Radikals gestartet. An das Radikal kann sich ein Monomer
anlagern und mit ihm eine Verbindung eingehen, wobei die Verbindung wiederum
ein Radikal bildet. Die Verbindung kann dann ein weiteres Monomer aufnehmen
und durch weitere Polymerisation schließlich eine Polymerkette bilden. Die Poly-
merisation wird dabei so lange fortgesetzt, bis die radikale Polymerkette durch ein
zweites Radikal neutralisiert wird oder keine weiteren Monomere mehr vorhanden
sind.
Fu¨r die Gelbildung ist zwingend erforderlich, dass sich die Polymerketten un-
tereinander zu einem Netzwerk verbinden. Die Verknu¨pfung der Polymerketten
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kann hierbei entweder rein physikalisch, durch ein Verhaken der Polymerketten
unter einander, erfolgen oder chemisch, mit Hilfe eines Quervernetzers. Der Quer-
vernetzer verfu¨gt u¨ber mehrere Gruppen, die in die Polymerketten eingebunden
werden ko¨nnen. Diese erlauben es, den Quervernetzer in mehrere (meist zwei) Po-
lymerketten einzubauen. Die so verknu¨pften Polymerketten ko¨nnen durch weite-
re Verknu¨pfungen mit anderen Polymerketten ein zusammenha¨ngendes Netzwerk
erzeugen, das dann als Geru¨st fu¨r ein Gel dient.
Die drei in Abbildung 5.1a gezeigten Substanzen bilden zusammen mit
dem Lo¨sungsmittel Wasser das Poly(N-Isopropylacrylamid) Hydrogel. Als Mo-
nomere, die spa¨ter das Geru¨st des Polymernetzwerkes bilden sollen, werden
die Kettenmonomere N-Isopropylacrylamid (NIPAM) und die Quervernetzer
N,N’-Methylenbisacrylamid (BIS) verwendet. Das N-Isopropylacrylamid besteht
aus Acrylamid, bei dem eines der Wasserstoffatome am Stickstoff durch eine
Propyl-Gruppe ersetzt ist. Der Quervernetzer, das Bisacrylamid besteht aus
zwei Acrylamiden, die am Stickstoff miteinander verknu¨pft sind. Die Acrylamide
ko¨nnen jeweils eine Bindung mit einer Polymerkette eingehen, d. h. das Bisa-
crylamid ist ein tetrafunktionales Monomer, das in zwei Ketten eingebaut werden
kann und diese mit einander verbindet.
Zur Herstellung des Gels werden beide Monomere in Wasser gelo¨st, zusa¨tzlich
wird Tetramethyl-ethylendiamin (TEMED) hinzu gegeben. Zur Initiierung der
Synthese kommt eine frisch angesetzte Lo¨sung Ammoniumpersulfat hinzu. Das
Ammoniumpersulfat reagiert mit dem TEMED, indem es ein Wasserstoffatom
abspaltet (Abbildung 5.1b). Dadurch wird das TEMED zu einem Radikal, an
dem sich jetzt ein Monomer anlagern kann. Bei der Anlagerung des Monomers
wird dessen Doppelbindung unter Bildung eines bifunktionalen Radikals geo¨ffnet,
dessen eine Ha¨lfte sich dann mit dem Radikal des TEMED verbindet, wodurch
sich ein dimeres Radikal bildet (Abbildung 5.1c). An das dimere Radikal kann
sich dann ein weiteres Monomer anlagern und eine Bindung eingehen, wodurch
aus dem dimeren Radikal ein trimeres Radikal wird. Durch eine sukzessive Anla-
gerung von Monomeren wird so eine Polymerkette gebildet.
Wie Abbildung 5.1d zeigt, wird die Kette zu einem Netzwerk erweitert, wenn
sich anstatt eines NIPAM-Moleku¨ls ein BIS-Moleku¨l an die Kette anlagert. Das
BIS-Moleku¨l kann, da es wie erwa¨hnt zwei Acrylamidreste besitzt, in zwei Ketten
gleichzeitig eingebaut werden. Das BIS bildet damit einen Knotenpunkt zwischen
zwei Polymerketten. Verknu¨pfen sich die Ketten mehrfach mit anderen Ketten,
bildet sich ein Polymernetzwerk aus. Ob sich ein NIPAM-Moleku¨l oder ein BIS-
Moleku¨l an eine Kette anlagert, ist immer eine Frage der Wahrscheinlichkeit. Das
Verha¨ltnis von NIPAM und BIS im Polymernetzwerk wird dem Verha¨ltnis der
Monomere im Lo¨sungsmittel entsprechen. Die Polymerisation eines radikalischen
Polymers wird durch Bindung mit einem zweiten Radikal abgebrochen.
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Abbildung 5.1: Synthese eines P-NIPAM-Hydrogels.
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5.3 Strukturbildung
Zur Bildung einer Startstruktur mit dem Programm
”
StructC“ wird die in Ab-
schnitt 2.3 beschriebene Kraft-Datenbank und die in Abschnitt 3.3 beschriebe
Struktur-Datenbank bzw. eine Kombination beider verwendet. Grundlage fu¨r
die Strukturbildung und fu¨r die spa¨tere Simulation bilden die Kraftfelder, die
auch die Relationen zwischen den wechselwirkenden Atomen festlegen. Fu¨r die
Kraftfelder gibt es Standard-Kraftfeldparameter, die zwar fu¨r die Simulation von
Proteinen optimiert wurden, aber auch technische Polymere recht gut charakteri-
sieren. Eine Beschreibung der Kraftfeldmodelle und eine Auflistung beispielhafter
Parametersa¨tze fu¨r Kraftfelder ist am Anfang von Kapitel 2 zu finden.
Zur Simulation des P-NIPAM Gels werden keine naturgetreuen Abbilder der
realen P-NIPAM Netzwerke erzeugt, diese wa¨ren fu¨r eine Simulation viel zu groß.
Implementiert wird ein angena¨hertes Modell, das die wesentlichen Eigenschaf-
ten eines P-NIPAM Gels besitzt. Das P-NIPAM Gel besteht im Wesentlichen
aus Wasser, dem Kettenmonomer NIPAM, dem Quervernetzer BIS, so wie dem
Startmonomer TEMED. Das TEMED kommt in der Lo¨sung nur in sehr geringer
Konzentration vor und ist in einem Teilvolumen, der Gro¨ßenordnung eines Simu-
lationsraumes praktisch nicht vorhanden. In den Simulationen wird das TEMED
deshalb vernachla¨ssigt. Eine geschlossene Struktur ohne Startmonomer erreicht
man, in dem man die Polymerketten nur zwischen Quervernetzern aufbaut. Das
zufa¨llige Wachstum einer realen Polymerkette wird durch die Erzeugung der Ket-
ten auf einem Pfad imitiert, der mit der Methode des
”
directed random walk“
erzeugt wird.
Die Bindungsverha¨ltnisse innerhalb eines Moleku¨ls werden innerhalb der
Struktur-Datenbank, in einer der Z-Matrix a¨hnelnden Struktur beschrieben, hier-
bei mu¨ssen zusa¨tzlich die Bindungsverha¨ltnisse zu den Nachbarmonomeren in der
Monomerstruktur aufgefu¨hrt werden. Die genaue Kodierung der Strukturdaten
wurde ebenfalls in Abschnitt 3.3 beschrieben, dort ist auch in Abbildung 3.5 die
Struktur-Datenbank des Bisacrylamid Quervernetzers und der NIPAM Ketten-
segmente dargestellt.
Die Erstellung der zu simulierenden Moleku¨le im periodischen Simulations-
raum erfolgt in der, im Abschnitt
”
Create“ der Struktur-Datenbank (z. B. in
Abbildung 3.6) vorgegebenen Reihenfolge. Ebenfalls dort wird der Ablauf der
”
Polymerisation“ der verwendeten Polymere festgelegt. Festgelegt wird aber nur
der grobe Ablauf, d. h. welches Bisacrylamid mit welchem anderen u¨ber eine
NIPAM-Kette verbunden ist, der genaue Verlauf der Ketten wird durch den in
Abschnitt 3.4 beschriebenen
”
random walk“ definiert. Zu beachten ist, dass der
zufa¨llig erzeugte Verlauf der Polymerkette im freien Raum die Realita¨t besser wi-
derspiegelt, als die vom alten Programm erzeugte Kette auf dem Diamantgitter.
Die Konstruktion eines NIPAM-Gels mit zwei Quervernetzermonomeren ist in
Abbildung 3.6 beschrieben. Fu¨r Polymere mit ho¨heren Quervernetzeranteil und
damit zwangsla¨ufig einem dichteren Polymergeru¨st werden weitere Quervernetzer
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Abbildung 5.2: Kraft- / Struktur-Datenbank von SPC/E Wasser.
durch zusa¨tzliche Ketten in das Gel eingebunden. Nach Erzeugung des Polymer-
geru¨stes, wird der Simulationsraum solange mit Wasser aufgefu¨llt, bis eine Dichte
von 1 g/cm3 erreicht ist. Das verwendete Wasser entspricht dem extended simple
point charged (SPC/E) Wassermodell von Berendsen u. a. [53]. Die Struktur-
Datenbank des Wassers ist in Abbildung 5.2 abgebildet. Nach dem Auffu¨llen des
Simulationsraumes mit Wasser ist die Erzeugung der Startstruktur beendet, die
Strukturdaten werden abschließend im Skript aus Abbildung 3.6 in eine PDB-
und eine Strukturdatei (DYN) gespeichert.
Die oben beschriebene Generierung einer Struktur mit dem Programm
”
StructC“ ist sehr flexibel, dem gegenu¨ber ist das alte Strukturgenerierungs-
programm aus Abschnitt 3.2 nur auf die Erzeugung von P-NIPAM-Gelen spe-
zialisiert. Unterschiedliche Polymere lassen sich wie bereits erwa¨hnt durch eine
Variation in der Gro¨ße des Simulationsraumes, dem Quervernetzeranteil, oder
durch die, den Aufbau der Polymerketten bestimmenden, minimalen und maxi-
malen Absta¨nde der Quervernetzer, so wie einem Faktor p fu¨r den
”
random walk“
erzeugen. Fu¨r die Simulation und Auswertung wurden nach dem hier beschriebe-
nen Verfahren die in Tabelle 5.1 aufgefu¨hrten vier Polymersysteme A bis D, mit
unterschiedlichem Polymeranteil erzeugt, erga¨nzt durch eine Vergleichssimulation
bestehend aus reinem Wasser.
5.4 Simulation
Mit Hilfe der im vorherigen Abschnitt erzeugten Startstruktur la¨sst sich ein, wie
in Abschnitt 4.4 beschriebenes Simulationssystem eines P-NIPAM Hydrogels si-
mulieren. Fu¨r die Simulation wird eine Steuerungsdatei beno¨tigt, die sa¨mtliche fu¨r
die Simulation notwendigen Parameter entha¨lt. Handelt es sich bei der Startstruk-
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Tabelle 5.1: Simulationssysteme
System BIS NIPAM Wasser Volumen/ Dichte Polymer- Querver-
nm3 g/cm3 anteil netzeranteil
A 2 15 317 12,204 1,05 25 % 13 %
B 3 23 274 12,654 1,05 38 % 13 %
C 4 33 227 13,348 1,05 50 % 12 %
D 2 19 525 19,683 1,00 20 % 10 %
Wasser 0 0 390 11,667 1,00 0 % 0 %
tur um eine der im vorherigen Abschnitt mit dem Programm
”
StructC“ erzeugten
Strukturen, so ist diese nicht im thermischen Gleichgewicht. Sie muss durch Si-
mulation einer Equilibrierungsphase in dieses Gleichgewicht gebracht werden. Die
Steuerungsdatei einer solchen Equilibrierungsphase ist in Abbildung 4.1 darge-
stellt.
Fu¨r die Bestimmung der Wechselwirkungen zwischen den Atomen des Po-
lymers werden, die bereits bei der Konstruktion verwendeten GROMOS [7]
Kraftfeld-Parameter verwendet. Ebenso werden die SPC/E [53] Kraftfeld-
Parameter wieder benutzt. Fu¨r die van der Waals- und die Coulomb-
Wechselwirkungen wird ein einheitlicher cutoff-Radius von 10 A˚ eingestellt.
Zur Bestimmung der elektrostatischen Wechselwirkungen wird, das ge-
genu¨ber dem einfachen Coulomb-Verfahren wesentlich genauere Ewald-Kornfeld-
Verfahren [32], verwendet. Hierbei wird ein κ von 6.0 verwendet, so wie im re-
ziproken Raum eine Schale der Wechselwirkung vom Radius 5 ∗ 2pi/L festgelegt.
Weiter wird angenommen, dass sich das elektrostatische Feld im Vakuum befin-
det, somit ist die Permittivita¨tszahl ²r = 1. Fu¨r das elektrostatische Feld ergibt
sich somit ein Vorfaktor von:
Diel =
1
4pi²0²r
= 332.0636
kcal A˚
mol e2
(5.1)
Die in der Simulationsstruktur vorkommenden einzelnen Wasserstoffatome wer-
den, wie in 4.4 beschrieben, von Zwangskra¨ften auf feste Bindungsabsta¨nde ge-
halten, die bereits in den Kraftfeldparameter festgelegt wurden. Zur Erhaltung
dieser Zwangskra¨fte kommt hier der RATTLE-Algorithmus [42] zusammen mit
dem velocity Verlet [40] Integrationsalgorithmus zur Anwendung.
Ein Simulationssystem wie das in Abbildung 4.1 besitzt nach der Strukturge-
nerierung keine kinetische Energie, dafu¨r aber eine sehr hohe potentielle Energie.
Ein Großteil der potentiellen Energie wird in der Equilibrierungsphase in kineti-
sche Energie umgewandelt, die wiederum gro¨ßten Teils durch einen Thermostaten
an ein
”
Wa¨rmebad“ abgefu¨hrt wird. Da vor allem zu Beginn der Equilibrierung
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sehr viel Energie umgewandelt wird, die Simulationstemperatur jedoch nicht zu
groß werden darf, muss das System mit sehr kleiner Schrittweite simuliert werden.
Vor der ersten Equilibrierung werden bei jedem neuen Simulationssystem zehn
Integrationsschritte mit einer Schrittweite von 3 10−3 fs ausgefu¨hrt, damit haben
diese vor der eigentlichen Equilibrierung bereits einen kleinen Teil ihrer potenti-
ellen Energie in kinetische Energie umgewandelt, ihre Temperatur ist dann nicht
mehr Null Kelvin. Dies ist fu¨r die Festlegung der Schrittweiten am Anfang der
Equilibrierung wichtig, da im Algorithmus zur Schrittweitenkontrolle die aktuelle
Temperatur als Faktor eingeht. Anschließend beginnt die Equilibrierungsphase,
in der das System nach jedem Simulationsschritt auf 300K thermalisiert wird.
Die Schrittweite der Simulation wird dabei vom Simulationsprogramm
”
dynC“
dynamisch von 3 10−3 fs bis auf 1 fs bzw. 2 fs, der spa¨teren Schrittweite in der
Produktionsphase erho¨ht.
Die Schrittweitenregelung vergro¨ßert die Schrittweite um 10%, falls die Tem-
peratur des Systems nach einem Simulationsschritt ohne Thermalisierung unter-
halb einer Temperatur von 500 K bleibt. Bei einer Temperatur von mehr als 600K
wird die Schrittweite automatisch auf 80% der urspru¨nglichen Schrittweite verrin-
gert, so dass die Temperatur immer unterhalb des im Skript angegebenen oberen
Grenzwertes von 600K bleibt. Nach Festlegung der Schrittweite wird das Sy-
stem mit Hilfe des Thermostaten von Woodcock [4] auf 300K thermalisiert. Der
erste Teil der Equilibrierungsphase ist beendet, wenn der Integrationsalgorith-
mus seine endgu¨ltige Schrittweite erreicht hat. An diesen schließt sich eine zweite
Equilibrierungsphase von 200 ps an, in der die Temperatur nun durch einen Be-
rendsen Thermostaten mit einer Kopplungskonstanten von 0.5 ps geregelt wird.
Diese zweite Phase soll das System endgu¨ltig in das thermische Gleichgewicht bei
einer Temperatur von 300K fu¨hren.
Die Umwandlung von potentieller Energie in kinetischer Energie und deren
Abgabe an ein externes Wa¨rmebad wa¨hrend der Equilibrierung la¨sst sich in Ta-
belle 5.2 fu¨r das System D gut beobachten. Zu Anfang wird mit kleinen Schritt-
weiten viel potentielle Energie in kinetische Energie umgewandelt, die Tempe-
ratur des Systems liegt immer u¨ber 400K, da das System nach jedem Simulati-
onsschritt auf 300K
”
abgeku¨hlt“ wird, wird viel Energie an das externe Wa¨rme-
bad abgegeben. Die Energieabgabe an das externe Wa¨rmebad fu¨hrt zu einer
entsprechenden Verringerung der Gesamtenergie des kanonischen Systems von
−497.23 10−12 cal am Beginn der Equilibrierung auf −881.21 10−12 cal am Ende
der ersten Equilibrierungsphase, die mit dem Erreichen der endgu¨ltigen Schritt-
weite abgeschlossen ist (leere Zeile in Tabelle 5.2).
In der zweiten Equilibrierungsphase vermindert sich die Energieabgabe ste-
tig, da jetzt die Schrittweite konstant bleibt und nicht durch weitere Erho¨hung
immer mehr kinetische Energie bis zur Abgabe an das Wa¨rmebad akkumuliert
wird. Durch die abnehmende Energieumwandlung verringert sich die Tempera-
tur des Systems und somit der Transfer von kinetischer Energie in das externe
Wa¨rmebad. Nach dem erreichen der Ziel-Temperatur von 300K findet nur noch
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ein geringer Energieaustausch zwischen System und Wa¨rmebad statt. Insgesamt
wird in der zweiten Equilibrierungsphase nur noch etwa 0.2% der anfa¨nglichen
Energie abgegeben.
Hat das System das thermische Gleichgewicht erreicht, beginnt die Produkti-
onsphase, in der die Phasenraumpunkte der laufenden Simulation in einer Datei
(zur spa¨teren Auswertung) abgespeichert werden. Nach Tabelle 5.2 beginnt die
Produktionsphase im System D bei 200 ps. Im Idealfall sollte in der Produkti-
onsphase die Gesamtenergie konstant bleiben, doch wegen Ungenauigkeiten bei
der Kraftberechnung und im Integrationsalgorithmus bzw. wegen des endlichen
Simulationsraumes schwankt die Gesamtenergie um einen Mittelwert, der hier
bei −895.2 10−12 cal liegt.
Vor der Produktionsphase wurden aus dem thermalisierten System zwei Si-
mulationen abgespalten, die anschließend neu equilibriert wurden und sich bei
einer Temperatur von 285K bzw. 325K im thermischen Gleichgewicht befinden.
Hierdurch la¨sst sich das selbe System einfach bei unterschiedlichen Temperaturen
untersuchen.
Die Phasenraumpunkte der Simulation werden in der Produktionsphase in
einer Schrittweite von 1 fs bzw. 2 fs aufgesucht. Mit Hilfe des Berendsen Ther-
mostaten [43] wird die Temperatur nach jedem Simulationsschritt, u¨ber eine
Kopplungskonstante von 0.5 ps, auf dem vorgegebenen Wert gehalten, so dass
die Simulation im kanonischen Ensemble (NVT) abla¨uft. Alle 10 bis 50 fs werden
die Phasenraumpunkte in die Trajektoriendatei gespeichert. Die Aufzeichnungs-
dauer variiert hier, in Abha¨ngigkeit von der Abspeicherfrequenz, zwischen 300 ps
und 1 ns. Die Auswertung kurzzeitiger, eher lokaler Effekte, wie der Reorientie-
rungsdiffusion erfolgt mit hoher Abspeicherfrequenz. Im Gegensatz dazu wird die
Translationsdiffusion, die durch ein Fortschreiten der Atome bestimmt wird, bei
niedriger Abspeicherfrequenz, dafu¨r aber u¨ber eine lange Zeitspanne ausgewertet.
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Kapitel 6
Simulation von Flu¨ssigkristallen
Flu¨ssigkristalle liegen in einer Phase vor, deren Ordnung zwischen der einer
Flu¨ssigkeit und der eines Kristalls liegt. Sie vereinigen typische Eigenschaften von
Flu¨ssigkeiten, wie dem Fließverhalten, mit den Eigenschaften von Festko¨rpern,
wie zum Beispiel der Anisotropie. Gebildet werden die Flu¨ssigkristalle von Mo-
leku¨len mit ausgepra¨gter Stab- oder Scheibenform. In Abha¨ngigkeit von der Tem-
peratur sind die Moleku¨le dabei in verschiedenen Phasen mehr oder weniger ge-
ordnet.
Die einfachste Flu¨ssigkristallphase bildet die nematische Phase. Sie zeichnet
sich durch eine Orientierungsfernordnung der Moleku¨le aus, das heißt die Mo-
leku¨le sind wie in Abbildung 6.1a gezeigt im Mittel in gleicher Richtung ausge-
richtet. Optisch verha¨lt sich eine nematische Phase wie ein einachsiges Kristall.
Im Gegensatz zu einem Kristall la¨sst sich die Orientierung der Moleku¨le und somit
die Orientierung des Flu¨ssigkristalls jedoch durch elektrische Felder beeinflussen.
Durch die Orientierung der Moleku¨le wird Licht, das den Flu¨ssigkristall durch-
dringt, in einer Ebene polarisiert. Der Flu¨ssigkristall wirkt somit als Polarisati-
onsfilter, dessen Polarisationsebene aber mit Hilfe einer angelegten elektrischen
Spannung gesteuert werden kann. Anwendung findet diese elektrisch steuerbare
Drehung der Polarisationsebene zum Beispiel in jeder Flu¨ssigkristallanzeige.
Neben der nematischen Phase ko¨nnen Flu¨ssigkristalle auch in sogenannten
smektischen Phasen vorliegen; diese treten in der Regel bei niedrigeren Tempe-
raturen als die nematischen Phasen auf. Die smektischen Phasen bilden Schicht-
strukturen, innerhalb derer die Moleku¨le frei beweglich sind. Abbildung 6.1b zeigt
Moleku¨le in der smektischen A-Phase, sie sind senkrecht zur Schichtebene orien-
tiert. Bilden die Moleku¨le einen von 90o verschiedenen Winkel, so befinden sich
die Moleku¨le in der C-Phase. Neben diesen smektischen Phasen gibt es weitere,
die sich durch eine Fernordnung der Moleku¨le auszeichnen.
Simuliert werden Flu¨ssigkristalle in der Regel durch ein sehr einfaches
Sta¨bchen-Moleku¨lmodell. Hierbei wird jedes Moleku¨l als starres Ellipsoid betrach-
tet, das u¨ber ein Lennard-Jones-Potential mit anderen Moleku¨len wechselwirkt.
Dieses Modell wurde zuerst von Gay und Berne [54] aufgestellt und ist Grundla-
65
66 6 Simulation von Flu¨ssigkristallen
a) b)
Abbildung 6.1: a) Nematische Phase b) Smektische A-Phase. Orientierung der
Moleku¨le wird durch ein a¨ußeres Kraftfeld hervorgerufen, das durch die Vektoren
angedeutet werden soll.
ge der meisten Simulationen von Flu¨ssigkristallen, so zum Beispiel der von Allen
u.a. [55] oder der von Wagner und Bennett [56].
Wie oben bereits erwa¨hnt wird in Flu¨ssigkristallanzeigen die Polarisationsebe-
ne bzw. die Orientierung der Moleku¨le durch a¨ußere elektrische Felder variiert.
Zur Simulation von Flu¨ssigkristallanzeigen geho¨ren deshalb auch immer a¨ußere
elektrische Felder, da aber die Gay-Berne-Moleku¨le als neutrale Teilchen konzi-
piert sind, sind sie fu¨r die Simulation von Flu¨ssigkristallanzeigen ungeeignet.
Einen besseren Ansatz bieten hier die realistischeren Atom-Atom Wechsel-
wirkungen einer MD-Simulation, die zum Beispiel die Gruppe von Geiger [57,58]
und Sandstro¨m u.a. [59] verwendet haben. Mit dem Programm
”
StructC“ lassen
sich diese in zufa¨lligen Startstrukturen ohne Vororientierung der Kristalle gene-
rieren. Abbildung 6.2b zeigt hierzu die Startstruktur eines Flu¨ssigkristalls aus
100 Moleku¨len, erzeugt aus 4-(Trans-4-Pentylcyclohexyl)Benzonitril Moleku¨len.
Diese in Abbildung 6.2a gezeigte Struktur wurde aus der in Abbildung 6.3 ge-
zeigten Struktur-Datenbank mit dem Programm
”
StructC“ erzeugt. Die in der
Datenbank verwendeten Kraftfelder entsprechen den von Kro¨mer u. a. [57] aus
den GROMOS Kraftfeldern [7] abgeleiteten Werten. Das mit dieser Startstruktur
erzeugte System kann mit dem Simulationsprogramm
”
dynC“ in ein thermisches
Gleichgewicht gebracht und anschließend u¨ber ein la¨ngeres Zeitintervall simuliert
werden. Allerdings ist die Simulation von Flu¨ssigkristallanzeigen mit
”
dynC“ zur
Zeit nicht mo¨glich, da ein hierfu¨r notwendiges a¨ußeres (elektrisches) Feld nicht
implementiert ist. Eine Implementierung eines solchen Feldes du¨rfte aber pro-
blemlos mo¨glich sein.
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a) b)
Abbildung 6.2: a) 4-(Trans-4-Pentylcyclohexyl)Benzonitril; Aufbau von links
nach rechts entsprechend der Struktur-Datenbank in Abbildung 6.3.
b) Startstruktur mit 100 Moleku¨len.
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1 [Structure]
seed=779
BoxSize=45
include gromos.txt
5 out pdb pch5.pdb
[Create]
PCH5=100
[Molecule]
10 Name=PCH5
;[No] Nam q [R] Atm [Ang] Atm Per/Ang Atm (vgl. Z-Matrix)
1 N -0.5
2 C 0.5 1
15 3 CB 0.0 2 1
4 CR6 0.0 3 2 0 1
5 CR6 0.0 4 3 0 2
6 CR6 0.0 3 2 1 1
7 CR6 0.0 6 3 0 2
20 8 CB 0.0 7 6 1 3 5
9 CS1 0.0 8 7 0 6
10 CS2 0.0 9 8 1 7
11 CS2 0.0 10 9 2 8
12 CS2 0.0 9 8 0 7
25 13 CS2 0.0 12 9 0 8
14 CS1 0.0 13 12 0 9 11
15 CH2 0.0 14 13 0 12
16 CH2 0.0 15 14 0 13
17 CH2 0.0 16 15 0 14
30 18 CH2 0.0 17 16 0 15
19 CH3 0.0 18 17 0 16
Abbildung 6.3: Struktur-Datenbank von 4-(Trans-4-Pentylcyclohexyl)Benzo-
nitril.
Kapitel 7
Auswertung
und Visualisierung
Die Auswertung der gespeicherten Phasenraumpunkte bildet den eigentlichen
Zweck einer Simulation. Mit Hilfe der unterschiedlichen Methoden zur Auswer-
tung werden die chemisch-physikalischen Eigenschaften der simulierten Systeme
bestimmt, wobei sich die Methoden grob in zwei Klassen einteilen lassen. In der
einen Klasse wird die Struktur des Systems analysiert, d. h. es werden Absta¨nde
zwischen den Atomen oder deren relative Lage zueinander statistisch ausgewertet.
Die andere Klasse bescha¨ftigt sich mit der Dynamik der einzelnen Atome bzw.
Moleku¨le, hierbei wird sowohl die absolute Dynamik einzelner Atome beru¨cksich-
tigt, als auch die relative Dynamik zu anderen Atomen oder Moleku¨len.
Es gibt zwei Arten relevanter Mittelwerte. Der Erste ist der Ensemble-
Mittelwert (7.1), er ist der statistische Mittelwert einer Observablen f (k)(t) zu
einer vorgegebenen Zeit t u¨ber alle N Systeme eines Ensembles. Die zweite
Art Mittelwert ist der Zeit-Mittelwert (7.2), der den Mittelwert der Observablen
f(t) = f (k)(t) in einem System k des Ensembles u¨ber ein langes Zeitintervall τ
bestimmt. Die Ergodenhypothese sagt fu¨r stationa¨re Zusta¨nde voraus, dass die
Observable f in jedem System jeden ihr zuga¨nglichen Wert in einer hinreichend
langen Zeit annimmt. In einem stationa¨ren Ensemble ist der Ensemblemittelwert
zeitunabha¨ngig, außerdem muss wegen der Ergodenhypothese auch der Zeitmit-
telwert fu¨r fast alle Systeme des Ensembles gleich ein. Zur Bestimmung des Mit-
telwertes einer Observablen f reicht es somit aus, den Zeitmittelwert (7.2) zu
bestimmen. Da in einem stationa¨ren ergodischen Ensemble Zeitmittelwert (7.2)
und Ensemblemittelwert (7.1) a¨quivalent sind, gilt:
〈f(t)〉 = 1
N
N∑
k=1
f (k)(t) (7.1)
= lim
τ→∞
1
τ
∫ τ
0
f(t)dt (7.2)
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Die Analyseverfahren zur Auswertung einer Simulation lassen sich einteilen
in Methoden zur Analyse der statischen Struktureigenschaften und in Methoden
zur Bestimmung der Dynamik. Die statischen Eigenschaften werden im wesentli-
chen durch die Anwendung von Korrelationsfunktionen (Abschnitt 7.2.1) auf die
Trajektorien bestimmt. Insbesondere die Paarkorrelation (Abschnitt 7.2.2), die
die Verteilung einer Sorte von Atomen um eine Andere beschreibt, wird in den
unterschiedlichsten Varianten verwendet.
Fu¨r die Dynamik der Atome und Moleku¨le spielen Diffusionen und deren zu-
geho¨rige Diffusionskoeffizienten eine wichtige Rolle. Unterschieden wird zwischen
Translationsdiffusion (Abschnitt 7.2.3), berechnet mit Hilfe der mittleren quadra-
tischen Verschiebung, und Rotationsdiffusion (Abschnitt 7.2.4), die die Drehbar-
keit der Moleku¨le beschreibt. Ein anderes Verfahren bestimmt die Geschwindig-
keitsautokorrelation eines Moleku¨ls, aus der dann durch Fouriertransformation
die Spektraldichte (Abschnitt 7.2.5) bestimmt werden kann. In der Spektraldich-
te werden die Schwingungsfrequenzen der Moleku¨le dargestellt. Einen anderen
Ansatz verfolgt die Analyse der Wasserstoffbru¨ckenbindungen (Abschnitt 7.2.6),
die sich auf die Bestimmung der Dauer einer Wasserstoffbru¨ckenbindungen kon-
zentriert.
Implementiert wurden die oben aufgefu¨hrten Methoden im
”
Simulatuions
Daten Analyse“-Programm
”
SiDAn“. Eine genaue Beschreibung der Implemen-
tierungen und Modifikationen ist in Abschnitt 7.3 zu finden. Eines der Korrelati-
onsfunktionen erzeugt eine drei dimensionale Verteilung einer Sorte von Atomen
um eine Gruppe aus drei Atomen. Zur Visualisierung dieser und anderer Vertei-
lungen wurde das Programm
”
TTPlot“ (Abschnitt 7.4) von mir entwickelt.
Dennoch la¨sst sich ha¨ufig aus den Eigenschaften der Systeme nur schwer ei-
ne Vorstellung von den Verha¨ltnissen im Simulationsraum gewinnen. Das im
na¨chsten Abschnitt beschriebene Programm
”
TrajPlay“ erzeugt aus einer Tra-
jektorie eine Animation der Simulation, wobei einzelne Atome und deren intra-
molekulare Bindungen im zeitlichen Verlauf visualisiert werden.
7.1 Visualisierung mit TrajPlay
Eine einfache, aber zugleich sehr anschauliche Methode der Auswertung, ist die
Visualisierung einer Simulation. In ihr kann der Verlauf einer Simulation als Ani-
mation betrachtet werden. Mit dem Programm
”
TrajPlay“ (Abbildung 7.1) ist es
mo¨glich aus einer Konfigurations-Datei und der zugeho¨rigen Trajektorien-Datei
eine solche Animation zu erzeugen.
Zur Visualisierung der Trajektorie wird entweder ein Visualisierungsrahmen
erzeugt oder eine TrajPlay-Datei (*.tpl) mit Visualisierungsrahmen eingelesen.
Ein Visualisierungsrahmen speichert die zur Visualisierung notwendigen Daten,
dies sind zum Beispiel Daten u¨ber den Blickwinkel, die Vergro¨ßerung, die ver-
wendeten Farben oder die benutzte Konfigurations- und Trajektorien-Datei.
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Abbildung 7.1: Das Programm
”
TrajPlay“ mit der Darstellung eines Systems
bestehend aus einem Gel mit einem Geru¨st aus zwei BIS- und 23 NIPAM-
Monomeren, so wie 576 Wassermoleku¨len bei 300K.
Ein neuer Visualisierungsrahmen wird u¨ber den Menu¨punkt
”
Datei“ →
”
Neu...“, die Tastenkombination §¨ ¥¦Strg - §¨ ¥¦N oder das Symbol erzeugt, hierfu¨r
mu¨ssen in drei Dialogen nacheinander die Konfigurations-Datei (*.cfg), die
Trajektorien-Datei (*.tap) und die Informations-Datei (*.info.txt) ausgewa¨hlt
werden. Auf eine bestehende, zuvor mit
”
TrajPlay“ erzeugte TrajPlay-Datei kann
u¨ber den Menu¨punkt
”
Datei“ →
”
O¨ffnen...“, die Tastenkombination §¨ ¥¦Strg - §¨ ¥¦O
oder das Symbol zugegriffen werden. Zum Speichern eines Visualisierungs-
rahmens existieren vier Wege. U¨ber den Menu¨punkt
”
Datei“ →
”
Speichern“, so
wie u¨ber die Tastenkombination §¨ ¥¦Strg - ¤£ ¡¢S oder das Symbol wird eine be-
reits gespeicherte Datei mit den aktuellen Einstellungen u¨berschrieben bzw. die
Einstellungen in eine in einem Dialog festzulegende Datei gespeichert. Die Ein-
stellungen ko¨nnen auch u¨ber den Menu¨punkt
”
Datei“ →
”
Speichern unter...“ in
eine beliebige Datei gespeichert werden. Die gespeicherten Einstellungen beste-
hen aus den drei bei der Erzeugung der Visualisierung festgelegten Dateien. Diese
werden erga¨nzt durch die Einstellungen zur Visualisierung, die einerseits aus dem
Betrachtungswinkel, Abstand und der Verschiebung bestehen, und andererseits
aus Eigenschaften wie Farben und Gro¨ßen zur Darstellung.
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Die Eigenschaften und Einstellungen der Visualisierung lassen sich einteilen in
die Parameter fu¨r die Beobachtungsperspektive und die Parameter fu¨r Atome und
Bindungen. Die Einstellungen fu¨r die Perspektive werden u¨ber die Maus gesteu-
ert. Der Betrachtungswinkel des Beobachters wird bei gedru¨ckter linker Mausta-
ste durch Bewegungen der Maus gea¨ndert. Wird zusa¨tzlich zur linken Maustaste
die §¨ ¥¦Shift -Taste gedru¨ckt, so la¨sst sich der optische Abstand zum Simulations-
raum variieren. Bei gleichzeitig gedru¨ckter linker Maustaste und §¨ ¥¦Strg -Taste kann
der Simulationsraum im Anzeigebereich verschoben werden, wird zusa¨tzlich die§¨ ¥¦Shift -Taste gedru¨ckt, ist es unter Beru¨cksichtigung der periodischen Randbe-
dingungen mo¨glich, die Teilchen im Simulationsraum zu verschieben.
Die Parameter der Atome und Bindungen werden u¨ber einen mit
”
Ansicht“
→
”
Eigenschaften...“ bzw. u¨ber das Symbol aufzurufenden Dialog vera¨ndert.
Innerhalb des Dialoges werden die betreffenden Parameter in drei Bereiche aufge-
teilt, die in entsprechenden, durch Reiter auszuwa¨hlende, Teildialogen vera¨ndert
werden ko¨nnen. Den ersten Teildialog zeigt Abbildung 7.2. Im oberen Teil werden
die Gro¨ßen der Kugeln festgelegt, die in der Visualisierung die einzelnen Atome
repra¨sentieren, außerdem wird die Dicke der, die Bindungen repra¨sentierenden,
Zylinder festgelegt. Im unteren Teil des Dialoges wird sowohl der augenblick-
lich betrachtete Zeitpunkt bzw. die aktuelle Position in der Trajektorien-Datei
eingestellt, als auch die Geschwindigkeit mit der die spa¨tere Animation abla¨uft.
Der zweite Teildialog, in Abbildung 7.3 der linke Dialog, bestimmt die in der
Visualisierung verwendeten Farben. Die Farben ko¨nnen durch
”
Klicken“ auf die
entsprechend eingefa¨rbte Fla¨che gea¨ndert werden, zuru¨ck zu der in der Abbil-
dung zu sehende Standardeinstellung gelangt man durch beta¨tigen des Schalters
”
Standard“. Die neuen Farbeinstellungen werden jedoch erst nach beta¨tigen des
OK-Schalters in die Darstellung u¨bernommen. Der letzte Teildialog der Eigen-
schaften verwaltet die folgenden drei Parameter. Mit dem ersten Parameter kann
eine Stereo-Darstellung eingeschaltet werden, in der durch ein Bild fu¨r jedes Au-
ge ein 3D-Effekt erzeugt wird. Weiter ko¨nnen ein Beleuchtungseffekt zugeschaltet
und die Gu¨te der dargestellten Kugeln eingestellt werden.
Die mit diesem Programm erzeugbaren Animationen ko¨nnen durch vier Befeh-
le gesteuert werden. Diese sind sowohl im Untermenu¨ des Menu¨eintrags
”
Player“
als auch als Schalter in der Symbolleiste vorhanden. Gestartet wird die Animation
u¨ber das Symbol oder den Untermenu¨eintrag
”
Play“. Eine laufende Animati-
on kann mit bzw. dem Menu¨eintrag
”
Stop“ angehalten werden. Neben diesen
beiden wichtigsten Kommandos sind zwei weitere vorhanden. Mit bzw. dem
Eintrag
”
Anfang“ springt die Animation an den Anfang der Trajektorien-Datei.
In die entgegengesetzte Richtung la¨uft die Animation mit bzw. dem Eintrag
”
Ru¨ckwa¨rts.“
Aus den mit
”
TrajPlay“ erzeugten Visualisierungen ko¨nnen einzelne Bilder
und Sequenzen in Dateien gespeichert werden. Unter dem Menu¨eintrag
”
Datei“
→
”
Bild speichern...“ bzw. u¨ber das Symbol kann die aktuell dargestellte Kon-
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Abbildung 7.2: Teildialog zur Bearbeitung der Gro¨ßen der Teilchen und Bindun-
gen, so wie zur Position innerhalb der Trajektorie.
Abbildung 7.3: Teildialoge zur Bearbeitung der Farben und zur Darstellung der
Fla¨chen der Teilchen.
stellation, nach Festlegung von Gro¨ße und Auflo¨sung des Bildes, als einfache
Bitmap-Grafik gespeichert werden. U¨ber die Menu¨auswahl
”
Datei“ →
”
AVI spei-
chern...“ oder u¨ber das Symbol ist es mo¨glich definierte Sequenzen als Animati-
on im AVI-Format zu speichern und spa¨ter mit einem entsprechenden Programm
(z. B. dem Windows Mediaplayer) wiederzugeben.
7.2 Analyseverfahren
Die Analyse der Struktur erfolgt u¨ber statistische Ha¨ufigkeitsverteilungen, welche
die Basis zur Bestimmung von Korrelationen zwischen Atomen bilden. Die Paar-
korrelationsfunktion ist zum Beispiel eine einfache Methode, um die geometrische
Verteilung von kugelsymmetrischen Teilchen zu untersuchen. Sie beschreibt die
relative Abweichung der Atomkonzentration einer Sorte Atome von der mittleren
Konzentration, in Abha¨ngigkeit vom Abstand zu vorher bestimmten Referenz-
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teilchen.
Neben der Struktur bildet die Dynamik den zweiten wichtigen Aspekt in der
Analyse von Simulationen. Die Rotationsdiffusion beschreibt die zeitliche Korrela-
tion des Drehverhaltens eines Moleku¨ls oder Teilmoleku¨ls. In vielen Anwendungen
ist die Permeabilita¨t eines Stoffes bezu¨glich eines anderen Stoffes eine wichtige
Eigenschaft, die mit der mittleren quadratischen Verschiebung beschrieben wer-
den kann. Diese beschreibt eigentlich die mittlere Beweglichkeit eines Atoms in
einem Medium, ohne dabei seine Richtung zu beru¨cksichtigen. Außerdem wird
mit Hilfe der mittleren quadratischen Verschiebung und der Einsteinrelation (Gl.
(7.27)) der Diffusionskoeffizient bestimmt. Dieser la¨sst sich u¨ber die Green-Kubo-
Beziehung (Gl. (7.3)) auch aus der Geschwindigkeitsautokorrelation bestimmen:
DT =
1
3
∫ ∞
0
〈~v(t)~v(0)〉 dt (7.3)
Aus der Geschwindigkeitsautokorrelation kann, durch Fouriertransformation,
auch die spektrale Dichte bestimmt werden. Eine weitere wichtige Eigenschaft
eines wa¨ssrigen Systems bilden die Wasserstoffbru¨ckenbindungen. Zu deren Un-
tersuchung wurden Korrelationsfunktionen implementiert, die die Lebensdauer
dieser Bindungen analysieren.
7.2.1 Die Korrelationsfunktionen
Betrachtet man zwei Observablen einer Simulation als Funktionen f(t) und g(t),
so la¨sst sich zwischen beiden Funktionen eine Korrelationsfunktion Kfg aufstel-
len, dessen Werte die Gro¨ße der Korrelation, d. h. deren zeitliche Abha¨ngigkeit
von einander angibt. Fu¨r die Kreuzkorrelation Kfg ergibt sich folgende Definiti-
onsgleichung:
Kfg(s) = 〈f(t)g(t+ s)〉
= lim
τ→∞
1
τ
∫ τ
0
f(t)g(t+ s)dt (7.4)
Die Gro¨ße dieser Kreuzkorrelation Kfg ha¨ngt im Ensemblegleichgewicht nur von
der zeitlichen Verschiebung, der Zeitdifferenz s zwischen den Messpunkten, nicht
jedoch vom absoluten Zeitpunkt t ab, somit gilt:
Kfg(s) = 〈f(t)g(t+ s)〉
= 〈f(t1)g(t1 + s〉 ∀ t1 ∈ < (7.5)
In einem realen System mu¨ssen bei hinreichend großer Zeitdifferenz s die
Messwerte f(t) und g(t+ s) unkorreliert sein, d. h.:
Kfg(s→∞) → 0 (7.6)
7.2 Analyseverfahren 75
Einen Spezialfall der Kreuzkorrelation Kfg bildet die in den Algorithmen von
”
SiDAn“ ha¨ufig als Grundlage verwendete Autokorrelation Kf bzw. K(f, s):
K(f, s) = Kf (s) = Kff (s) = 〈f(t)f(t+ s)〉 (7.7)
die durch Komponentenweise Anwendung der einfachen Autokorrelation K(f, s)
auf Vektorfunktionen ~v erweitert werden kann:
K (~v, s) = K ((~v)X , s) +K ((~v)Y , s) +K ((~v)Z , s) (7.8)
Die Autokorrelation birgt interessante Eigenschaften, so ist zum Beispiel Kf (0)
gleich dem Mittelwert des Quadrats der schwankenden Funktion f , d. h. falls
〈f〉 = 0 ist sie gleich ihrem Schwankungsquadrat:
Kf (0) = 〈f(t)f(t)〉 =
〈
f 2(t)
〉
> 0 (7.9)
Aus Gleichung (7.5) und Gleichung (7.9) la¨sst sich allgemein zeigen, das:
|Kf (s)| ≤ Kf (0) (7.10)
Denn ausgehend von
〈
[f(t)± f(t+ s)]2〉 ≥ 0 gilt:
0 ≤ 〈[f(t)± f(t+ s)]2〉
⇒ 0 ≤ 〈f 2(t) + f 2(t+ s)± 2f(t)f(t+ s)〉
⇒ 0 ≤ 〈f 2(t)〉+ 〈f 2(t+ s)〉± 2 〈f(t)f(t+ s)〉
⇒ 0 ≤ Kf (0) +Kf (0)± 2Kf (s)
⇒ 0 ≤ Kf (0)±Kf (s)
⇒ −Kf (0) ≤ Kf (s) ≤ Kf (0)
Aus Gleichung (7.5) la¨sst sich auch herleiten, dass die Autokorrelationsfunktion
eine gerade Funktion ist. Unter der Annahme t1 = t− s gilt:
Kf (s) = 〈f(t1)f(t1 + s)〉
= 〈f(t− s)f(t)〉
= 〈f(t)f(t− s)〉
= Kf (−s) (7.11)
Die Autokorrelation ist somit in ihren Grenzen festgelegt. Sie hat im Ursprung
ihr absolutes Maximum und fa¨llt fu¨r t → ∞ bzw. t → −∞ auf Null ab. Aus-
genommen natu¨rlich die konstante Funktion, sie produziert eine Autokorrelation
mit konstantem Wert (Abbildung 7.4a).
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Der Verlauf der Autokorrelation Kf wird unter anderem bestimmt durch die
Erhaltungstendenz der urspru¨nglichen Funktion f . Eine Funktion mit starken
oder ha¨ufigen
”
zufa¨lligen“ A¨nderungen, d. h. mit einer hohen Rauschfrequenz,
wird, wie in Abbildung 7.4b und c zu sehen ist, eine Autokorrelationsfunktion
Kf mit einem schnelleren Abfall erzeugen, als eine Funktion f mit einer niedri-
gen Rauschfrequenz. Zeigt eine Funktion f ein periodisches Verhalten, wie es zum
Beispiel bei einem Festko¨rpergitter oder abgeschwa¨cht in Flu¨ssigkeiten auftritt,
so zeigt auch die Autokorrelation Kf einen entsprechenden periodischen Verlauf
mit der selben Periodenla¨nge. Dies ist beispielhaft in Abbildung 7.4d gezeigt.
Wird der periodische Verlauf durch Sto¨ße mit anderen Moleku¨len gesto¨rt, bleibt,
wie in Abbildung 7.4e dargestellt, der periodische Charakter der Autokorrela-
tion erhalten, wobei eine einfache Trennung zwischen dem Signal und dem durch
zufa¨llige Sto¨ße verursachten Rauschen mo¨glich ist.
Im Gegensatz zu den bisher betrachteten kontinuierlichen Funktionen, werden
die Simulationswerte nur u¨ber ein begrenztes Zeitintervall und nur zu equidistan-
ten diskreten Zeitpunkten gewonnen. Aus diesem Grund muss die kontinuierliche
Gleichung (7.4) fu¨r die Auswertung von Simulationen diskretisiert und auf ein
endliches Datenintervall [0, 1, . . . , N − 1] mit 0 ≤ s ≤ N − 1 eingeschra¨nkt wer-
den:
Kfg(s) =
1
N − s
N−s−1∑
t=0
f(t)g(t+ s) (7.12)
Diese Einschra¨nkungen beeinflussen das Verhalten der Korrelationsfunktionen
Kfg in soweit, dass jetzt natu¨rlich auch die Korrelationsfunktionen diskretisiert
sind. Außerdem wird der Funktionsbereich auf ein Intervall beschra¨nkt, wodurch
die Gu¨te der Funktionswerte mit zunehmender Zeitdifferenz s stetig abnimmt,
denn die Anzahl der gemittelten Korrelationspunkte wird von s und N bestimmt.
7.2.2 Die Paarkorrelationsfunktion
Ein Spezialfall der Korrelation bildet die Paarkorrelationsfunktion. Betrachtet
man ein ideales Gas der Dichte ρ, das keine intermolekularen Kra¨fte besitzt, so
sind alle Teilchen gleichma¨ßig im Raum verteilt. In einem kleinen Volumenele-
ment dV werden im Mittel ρdV Teilchen gefunden, dies gilt natu¨rlich auch fu¨r
jedes Volumenelement im Abstand r zu einem beliebig gewa¨hlten Referenzteil-
chen a. Die Paarkorrelationsfunktion gAB(r), auch radiale Verteilungsfunktion
genannt, beschreibt die relative Verteilung, d. h. die Abweichung von der mitt-
leren Verteilung, der Teilchen b der Sorte B um die Teilchen a der Sorte A in
Abha¨ngigkeit von deren Distanz rab, wobei auch der Spezialfall gAA zula¨ssig ist.
Fu¨r ein ideales Gas gilt daher immer: gAA(r) = 1 fu¨r alle r.
In realen Gasen oder Flu¨ssigkeiten existiert ein intermolekulares Potential
U , das bei großen Absta¨nden r verschwindet (U(r → ∞) → 0) und fu¨r kleine
Absta¨nde r repulsiv divergiert (U(r → 0) → ∞). D. h. fu¨r große Absta¨nde
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f(t) Kf (t)
a)
b)
c)
d)
e)
Abbildung 7.4: Autokorrelationen einfacher Signale (teilw. aus [60]).
a) fester Signalwert
b) Hochfrequentes Rauschen
c) Niederfrequentes Rauschen
d) harmonisches Signal
e) harmonisches Signal mit Rauschu¨berlagerung.
verhalten sich die Teilchen weiterhin wie ein ideales Gas, aber in einer sehr kleinen
Umgebung um ein Teilchen kann sich nun kein weiteres Teilchen befinden. Fu¨r
die Paarkorrelationsfunktion gilt somit:
gAA(r → 0) = 0 (7.13)
gAA(r →∞) = 1 (7.14)
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Abbildung 7.5: Paarkorrelation einer Gasphase und einer Flu¨ssigkeitsphase (aus
[61]).
Vergleicht man die Paarkorrelation eines realen Gases und einer Flu¨ssigkeit,
so zeigen beide in den Extrema (r → 0, r →∞) das selbe Verhalten, jedoch un-
terscheiden sie sich in den mittleren Absta¨nden wesentlich. Wie in Abbildung 7.5
zu erkennen ist, verringert sich die Dichte um ein Teilchen in einem Gas nach dem
einzigen Maximum kontinuierlich, dem gegenu¨ber bilden sich in einer Flu¨ssigkeit
mehrere lokale Maxima (Schalen) mit einer, mit dem Abstand r, abnehmenden
Dichte.
7.2.3 Die Translationsdiffusion
Die Translationsdiffusion wird mit Hilfe der mittleren quadratischen Verschiebung
bestimmt, diese la¨sst sich aus der Geschwindigkeitsautokorrelation bestimmen
oder direkt aus den Fickschen Gesetzen herleiten.
Sei ~x(0) = ~0, so gilt:
~x(t) =
∫ t
0
~v(t′)dt′ (7.15)
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fu¨r die mittlere quadratische Verschiebung 〈~x2(t)〉 gilt dann:
〈
~x2(t)
〉
=
〈∫ t
0
~v(t′)dt′
∫ t
0
~v(t′′)dt′′
〉
=
∫ t
0
dt′
∫ t
0
dt′′ < ~v(t′)~v(t′′) > (7.16)
Bei A¨nderung des Integranden in s = t′′ − t′ und Vertauschung der Integrations-
reihenfolge folgt aus (7.16):
〈
~x2(t)
〉
=
∫ t
0
dt′
∫ t−t′
−t′
ds 〈~v(t′)~v(s)〉
=
∫ t
0
dt′
∫ t−t′
−t′
dsK(~v, s)
=
∫ t
0
ds
∫ t−s
0
dt′K(~v, s) +
∫ 0
−t
ds
∫ t
−s
dt′K(~v, s)
=
∫ t
0
ds(t− s)K(~v, s) +
∫ 0
−t
ds(t+ s)K(~v, s)
=
∫ t
0
ds(t− s)K(~v, s) +
∫ t
0
ds(t− s)K(~v,−s) (7.17)
mit
K(~v, s) = 〈~v(t′)~v(s)〉 (7.18)
Aus Gleichung (7.17) folgt, wegen der Bedingung Kf (s) = Kf (−s) aus Gleichung
(7.11), dass: 〈
~x2(t)
〉
= 2
∫ t
0
ds(t− s)K(~v, s) (7.19)
Die mittlere quadratische Verschiebung 〈~x2(t)〉 la¨sst sich somit aus der Geschwin-
digkeitsautokorrelation K(~v, s) bestimmen.
Einen Ansatz zur Bestimmung des Diffusionskoeffizienten liefert das Ficksche
Gesetz, welches die Diffusion von Teilchen durch ein Volumen beschreibt. Die
Teilchenstromdichte ~jn wird nach dem 1. Fickschen Gesetz berechnet aus dem
Diffusionskoeffizienten D und der Teilchenzahldichte n(~x, t):
~jn(~x, t) = −D∇n(~x, t) (7.20)
Stro¨men aus einem Volumen mehr Teilchen hinaus als hinein, so nimmt die Teil-
chenzahldichte n(~x, t) ab, es besteht folglich der folgende Zusammenhang:
∂n(~x, t)
∂t
= −∇~jn(~x, t) (7.21)
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Die Kombination des 1. Fickschen Gesetztes (Gl. (7.20)) mit der letzten Gleichung
(7.21) fu¨hrt zum 2. Fickschen Gesetz:
∂n(~x, t)
∂t
= D∇2n(~x, t) (7.22)
Die Teilchenzahldichte n(~x, t) wird zudem normiert, so dass:∫
d~xn(~x, t) = 1 (7.23)
Ausgehend von diesen Voraussetzungen, multipliziert man die Gleichung (7.22)
des 2. Fickschen Gesetzes mit ~x2 und integriert anschließend u¨ber den Raum, es
ergibt sich:
∂
∂t
∫
d~x ~x2n(~x, t) = D
∫
d~x ~x2∇2n(~x, t)
= D
∫
d~x∇ (~x2∇n(~x, t))−D ∫ d~x∇~x2∇n(~x, t)
= 0− 2D
∫
d~x ~x∇n(~x, t)
= −2D
∫
d~x (∇~xn(~x, t)) + 2D
∫
d~x (∇~x)n(~x, t)
= 2 ∗ 3D
∫
d~xn(~x, t)
= 6D (7.24)
Die mittlere quadratische Verschiebung la¨sst sich auch als zweites Moment
der Teilchenzahldichte n(~x, t) schreiben, womit:〈
~x2(t)
〉
=
∫
d~xn(~x, t)~x2 (7.25)
Diese in Gleichung (7.24) eingesetzt, fu¨hrt zu:
∂
∂t
〈
~x2(t)
〉
= 6D (7.26)
Die letzte Gleichung, fu¨r die, die am Anfang diese Abschnitts eingefu¨hrte Ein-
schra¨nkung ~x(0) = ~0 gilt, kann einfach durch Ersetzen von ~x(t) durch ~r(t)−~r(0)
in eine allgemeine Form u¨berfu¨hrt werden. Betrachtet man die mittlere quadra-
tische Verschiebung fu¨r große Zeiten, so geht sie in eine Gerade u¨ber, deren zeit-
liche Ableitung dem Quotienten 〈~x2(t)〉/t zu strebt. Aus Gleichung (7.26) ergibt
sich somit das Einsteinsche Verschiebungsquadrat mit einem Translationsdiffusi-
onskoeffizienten von DT = D:
DT = lim
t→∞
〈|~ri(t)−~ri(0)|2〉
6t
(7.27)
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7.2.4 Die Rotationsdiffusion
Neben der Translation la¨sst sich auch die Rotation von freien Moleku¨len, so wie
von drehfa¨higen funktionellen Gruppen, wie zum Beispiel den Seitengruppen eines
Polymers, betrachten. Zur Beschreibung der Rotation werden charakteristische
Richtungsvektoren, wie das Dipolmoment oder der Hauptachsenvektor verwen-
det, um u¨ber deren Autokorrelation den Diffusionskoeffizienten DR der Rotation
zu bestimmen.
Die Rotationsdiffusion eines Moleku¨ls la¨sst sich, wie die Translationsdiffusion
aus dem Fickschen Gesetz herleiten. Beschreibe ω(θ, φ, t) die Wahrscheinlichkeit,
die Achse eines Moleku¨ls zum Zeitpunkt t mit der Orientierung θ, φ zu finden
und wird der Zeitpunkt t = 0 so gewa¨hlt, dass auch die Orientierung θ = 0 ist,
so bildet die Anfangswahrscheinlichkeitsverteilung ω(θ, φ, 0) eine δ-Funktion in
θ = 0 Richtung.
Die Gleichsetzung der Wahrscheinlichkeitsverteilung ω(θ, φ, t) und der Teil-
chenzahldichte n der klassischen Beschreibung der Fickschen Gesetze liefert, bei
Anwendung auf das 2. Ficksche Gesetz zur Diffusion (Gleichung (7.22)), eine
Beschreibung der Rotationsdiffusion von Moleku¨len [62]:
∂ω
∂t
= DR∇2ω
= DR
{
1
sin(θ)∂θ
(
sin(θ)
∂ω
∂θ
)
+
1
sin2(θ)
∂2ω
∂φ2
}
(7.28)
Gelo¨st wird diese Differentialgleichung durch die bekannten Legendre Polynome:
ω(θ, φ, t) =
∑
l
(
2l + 1
4pi
)
Pl(cos(θ(t))e
−l(l+1)DRt (7.29)
Um eine allgemeine Aussage unabha¨ngig von einem festen Zeitpunkt
u¨ber die Rotationsdiffusion treffen zu ko¨nnen, ist es notwendig, die Zeit-
Autokorrelationsfunktionen heranzuziehen. Die Zeit-Autokorrelationsfunktionen
Cla(t) fu¨r das l-te Legendre Polynom des Moleku¨ls a lautet:
Cla(t) = < Pl (cos θa(t)) >
= < Pl (cos θa(0)) Pl (cos θa(t)) >
= K
(
Pl
(
cos (θa)
)
, t
)
(7.30)
Die Gu¨te der Korrelationsfunktion la¨sst sich durch eine Mittelung u¨ber alle Mo-
leku¨le einer Sorte A verbessern:
ClA(t) =
1
NA
NA∑
a=1
Cla(t) (7.31)
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Die hierbei erzeugten Autokorrelationen ClA(t) zeigen fu¨r lange Korrelations-
zeiten t einen exponentiellen Abfall des Korrelationswertes. Dieser exponentielle
Abfall kann durch anpassen einer Exponentialfunktion genauer bestimmt werden,
hierbei ergibt sich aus dem Exponenten der Funktion die Orientierungskorrelati-
onszeit τAl:
ClA(t) = be
−t/τlA (7.32)
Diese kann wiederum zur Bestimmung des Rotationsdiffusionskoeffizienten DR
der Moleku¨le der Sorte A verwendet werden:
DR =
1
l(l + 1)τlA
(7.33)
7.2.5 Die Spektraldichte
Die Spektraldichte beschreibt die Verteilung der Frequenzen, der den Bewegungen
eines Atoms zugrunde liegenden Schwingungen. Zur Bestimmung der Spektral-
dichte J~v(ω) wird die Geschwindigkeits-Autokorrelationsfunktion K~v(t) normiert
und deren Spektraldichte durch Fouriertransformation berechnet:
J~v(ω) =
1√
2pi
∫ ∞
−∞
K~v(t)
K~v(0)
e−iωtdt (7.34)
Die Ru¨cktransformation dieser Gleichung liefert wieder, die urspru¨ngliche nor-
mierte Korrelationsfunktion:
K~v(t)
K~v(0)
=
1√
2pi
∫ ∞
−∞
J~v(ω)e
−iωsdω (7.35)
Die Geschwindigkeits-Autokorrelationsfunktion K~v(t) erfu¨llt zwei Symmetrie-
eigenschaften, die eine vereinfachte Berechnung der Spektraldichte J~v(ω) ermo¨gli-
chen. Zum Einen ist die Korrelationsfunktion K~v(t) eine rein reelle Funktion und
zum Anderen ist sie wegen Gleichung (7.11) eine gerade Funktion:
K∗~v(t) = K~v(t) K~v(−t) = K~v(t) (7.36)
Fu¨r die Spektraldichte J~v(ω) lassen sich die gleichen Symmetrieeigenschaften
herleiten, denn aus Gleichung (7.34) folgt:
J∗~v(ω) =
1√
2pi
∫ ∞
−∞
K~v(t)e
iωsdt =
1√
2pi
∫ ∞
−∞
K~v(t)e
−iωsdt = J~v(ω) (7.37)
J~v(−ω) = 1√
2pi
∫ ∞
−∞
K~v(t)e
iωsdt =
1√
2pi
∫ ∞
−∞
K~v(t)e
−iωsdt = J~v(ω) (7.38)
Die Fourier-Transformationen (7.34) und (7.35) kann man auf Grund der
Euler Formel e±ω = cos(ω) ± i sin(ω) in einen reellen und einen imagina¨ren
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Anteil aufspalten, wobei der imagina¨re Anteil von der ungeraden Sinusfunkti-
on bestimmt wird. Da aber die Sinusfunktion wegen den Gleichungen (7.36)
und (7.37) verschwinden muss, verschwindet auch das Integral fu¨r den Ima-
gina¨rteil. Die Fourier-Transformationen (7.34) und (7.35) lassen sich zu Fourier-
Kosinustransformationen vereinfachen:
J~v(ω) =
1√
2pi
∫ ∞
−∞
K~v(t) cos(ωt)dt =
√
2
pi
∫ ∞
0
K~v(t) cos(ωt)dt (7.39)
K~v(t) =
1√
2pi
∫ ∞
−∞
J~v(ω) cos(ωt)dω =
√
2
pi
∫ ∞
0
J~v(ω) cos(ωt)dω (7.40)
Bei der numerischen Umsetzung der Integration geht diese in eine Summation
zu diskreten Zeitpunkten ti, den gespeicherten Punkten der Trajektorie, u¨ber.
Im Fourierraum wird durch diese Diskretisierung der Zeit, die gro¨ßtmo¨gliche be-
rechenbare Frequenz fmax begrenzt. Nach dem Theorem von Nyquist [63] und
Shannon [64] ist die maximale Frequenz fmax auf die halbe Abtastrate fNy be-
grenzt:
fmax ≤ 1
2
fNy (7.41)
mit
fNy =
1
ti+1 − ti
7.2.6 Die Bindungsdynamik der Wasserstoffbru¨ckenbin-
dungen
Zur Detektion von Wasserstoffbru¨ckenbindungen wird eine Zustandsfunktion
Sij(t) zwischen allen Donator-Akzeptor-Paaren i, j definiert. Eine Wasserstoff-
bru¨ckenbindung zwischen dem Donator i und dem Akzeptor j wird angenommen,
falls die dazu geho¨rige Zustandsfunktion Sij(t) den Wert 1 hat. Die Zustandsfunk-
tion Sij(t) wird entweder durch das zwischen den Partnern wirkende Potential [5]
oder durch die relative Lage [65,66] der Partner zueinander bestimmt. Beide Va-
rianten liefern a¨hnliche Zustandsfunktionen, jedoch ist eine von der Geometrie
abha¨ngige Zustandsfunktion einfacher und effektiver zu implementieren.
Eine Wasserstoffbru¨ckenbindung kann u¨ber drei geometrische Randbedingun-
gen beschrieben werden. Die ersten beiden Randbedingungen definieren sich u¨ber
den Abstand rij zwischen Donator i und Akzeptor j und u¨ber den Abstand riH
zwischen Donator i und Wasserstoffatom. Beide Absta¨nde werden in erster Na¨he-
rung durch das erste Minimum der zugeho¨rigen radialen Verteilungsfunktion fest-
gelegt. Das dritte Kriterium bestimmt den maximalen O¨ffnungswinkel θ zwischen
rij und riH . Die Zustandsfunktion wird mit Hilfe der genannten Randbedingungen
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somit wie folgt definiert:
Sij(t) =

1 falls rij(t) ≤ 3.60A˚,
rHi(t) ≤ 2.45A˚,
θ(t) ≤ 30o
0 sonst
(7.42)
Zur zeitunabha¨ngigen Analyse wird die Zeit-Autokorrelation K(Sij, t) der Zu-
standsfunktion Sij(t) verwendet. Die oben definierte Zustandsfunktion Sij(t) kann
zur Bestimmung der Dauer einer Bindung oder zur Analyse des Bindungsverhal-
tens zu diskreten Zeitpunkten entsprechend erweitert werden. Fu¨r die Beschrei-
bung des Bindungsverhalten zu diskreten Zeitpunkten wird die Zustandsfunktion
Sij(t) in der speziellen Zustandsfunktion SDij(t,∆t) verwendet, die nicht vom in-
termedia¨ren Bindungsverhalten zwischen den Zeitpunkten t und t+∆t abha¨ngt,
sondern nur vom Bindungsverhalten am Anfang und am Ende der vorgegebenen
Zeitspanne ∆t:
SDij(t,∆t) =
{
1 falls Sij(t+ t
′) = 1 ∀ t′ ∈ {0,∆t}
0 sonst
Die zweite Erweiterung von Sij(t) beschreibt die Dauer einer Bindung. Die von
Sij(t) abgeleitete Zustandsfunktion SCij(t,∆t) besitzt nur dann den Wert 1, falls
die Bindung im gesamten vorgegebenen Intervall bestanden hat:
SCij(t,∆t) =
{
1 falls Sij(t+ t
′) = 1 ∀ t′ ∈ [0,∆t]
0 sonst
Verwendung finden diese Erweiterungen zum Beispiel bei der Analyse der Fre-
quenz eines Bindungswechsels zwischen den Seitengruppen, die u¨ber die Bindun-
gen einen Einfluss auf die Beweglichkeit der Seitengruppen ausu¨ben. Ein weiteres
Anwendungsgebiet bildet die Beschreibung des
”
Hopping-Mechanismus“ von Pro-
bemoleku¨len entlang von Polymer-Seitengruppen.
7.3 Auswertung mit SiDAn
Das Programm
”
SiDAn“ analysiert die vom Programm
”
dynC“ (Abschnitt 4.4
und 9.4) erstellten Trajektorien. Bearbeitet werden ko¨nnen, aus Gru¨nden der
Kompatibilita¨t, nur Trajektorien des alten Typs, d. h. zur Auswertung wird die
alte Datenstruktur verwendet. Fu¨r
”
dynC“ bedeutet dies, dass die Trajektorien
u¨ber das Schlu¨sselwort
”
out TrajOld“ erzeugt werden mu¨ssen.
Die Auswertungsmethode und die fu¨r die Auswertung beno¨tigten Dateien und
Parameter werden u¨ber die in Abbildung 7.6 abgebildete Eingabemaske festge-
legt. Eine neue leere Eingabemaske wird u¨ber den Menu¨punkt
”
Datei“ →
”
Neu“,
§¨ ¥¦Strg -§¨ ¥¦N oder den Eintrag in der Symbolleiste erzeugt. Die Speicherung der
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Abbildung 7.6: Eingabemaske von SiDAn.
Daten erfolgt u¨ber die Menu¨punkte
”
Datei“ →
”
Speichern“, →
”
Speichern un-
ter...“, der Tastenkombination §¨ ¥¦Strg -¤£ ¡¢S bzw. u¨ber das Symbol der Symbollei-
ste, die gespeicherte Eingabemaske kann dann u¨ber
”
Datei“ →
”
O¨ffnen...“, §¨ ¥¦Strg -§¨ ¥¦O oder wieder eingelesen werden. Mit Hilfe der Methoden des Menu¨punktes
”
Bearbeiten“ ko¨nnen einzelne Parameter aus anderen Programmen bzw. Ein-
tra¨gen ausgeschnitten ( ), kopiert ( ) und eingefu¨gt ( ) werden. Sind Konfigu-
rationsdatei und Trajektorien-Datei angegeben, so sind die in Abbildung 7.7 ge-
zeigten Informationen u¨ber den Schalter abrufbar. Beide Dateien ko¨nnen auch
einzeln u¨ber die Schalter festgelegt werden, dort werden die Dateien mit Hilfe
des Dialoges zur Auswahl von Dateien aus dem Verzeichnisbaum ausgewa¨hlt.
Mehrere Auswertungen ko¨nnen automatisch sequentiell abgearbeitet werden,
wenn die zugeho¨rigen Eingabemasken in SiDAn geladen sind, und die sequentielle
Ausfu¨hrung u¨ber den Menu¨punkt
”
Ausfu¨hrung“ →
”
Start“ oder u¨ber das Symbol
gestartet wurde. Durch dru¨cken des Symbols oder die Schaltfla¨che §¨ ¥¦Abbruch
wird die aktuelle Auswertung abgebrochen.
Im Folgenden werden die im Bereich
”
Funktion“ aufgefu¨hrten Auswertefunk-
tionen beschrieben, zur Vereinfachung der hierfu¨r notwendigen Formeln und zur
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Abbildung 7.7: Informationsfenster zur Simulation.
Ku¨rzung der Schreibweise wird eine vereinfachende Nomenklatur verwendet. Das
Volumen L3 eines Simulationsraumes mit der Kantenla¨nge L wird durch V er-
setzt. Der Ortsvektor des a-ten Atoms der Sorte A zum Zeitpunkt t wird mit dem
Ausdruck ~rAa(t) beschrieben, außerdem wird der Abstand zwischen zwei Atomen
vereinfacht durch:
~rAa;Bb(t) = ~rBb(t)−~rAa(t) und rAa;Bb(t) = |~rAa;Bb(t)| (7.43)
Eine weitere Vereinfachung der Schreibweise erfolgt durch Einfu¨hrung des Ein-
heitsvektors ~eAa;Bb(t):
~eAa;Bb(t) =
~rAa;Bb(t)
rAa;Bb(t)
(7.44)
Eine ha¨ufig verwendete Funktion, die auch in
”
SiDAn“ implementierte wurde,
ist die in Abschnitt 7.2.2 eingefu¨hrte Paarkorrelation- bzw. radiale Verteilungs-
funktion gAB(r). Die Paarkorrelation gAB(r) beschreibt die Abweichung der loka-
len Dichte von der mittleren Dichte als Funktion der Distanz ~rAa;Bb(t) zwischen
den Atomen aus A und B. Zur Bestimmung der Paarkorrelation gAB(r) ist es
notwendig das Volumen einer Kugelschale zu bestimmen: Das Volumen VS(r1, r2)
einer Kugelschale mit Innendurchmesser r1 und Außendurchmesser r2 ergibt sich
aus:
VS(r1, r2) =
4
3
pi
(
r32 − r31
)
(7.45)
Um die Atome in einem bestimmten Teilvolumen zu za¨hlen, ist es außerdem
notwendig, festzustellen, ob sich ein Atom in einem bestimmten Raumelement
befindet, hierfu¨r wird folgende Rechteckimpuls-Funktion δ als Hilfsfunktion defi-
niert, die sich auch aus der U¨berlagerung zweier Heaviside-Funktionen H ergibt:
δ(a)b = H(a)−H(a− b)
=
{
1 0 ≤ a < b
0 sonst
(7.46)
Mit δ(rAa − r)∆r la¨sst sich zum Beispiel feststellen, ob ein Atom a zum Zeit-
punkt t in einer Kugelschale der dicke ∆r und dem inneren Radius r war. Fu¨r
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die Paarkorrelation gAB(r) ergibt sich unter Zuhilfenahme von (7.45) und (7.46):
gAB(r) =
V
VS(r, r +∆r) (t1 − t0 + 1)NANB
t1∑
t=t0
NA∑
a=1
NB∑
b=1
δ¯Aa;Bb(t)δ
(
rAa;Bb(t)− r
)
∆r
(7.47)
mit der, die Rechteckimpuls-Funktion δ invertierenden, Funktion δ¯:
δ¯Aa;Bb(t) = 1− δ (~rBb(t)−~rAa(t))
= 1− δ (rAa;Bb(t)) (7.48)
Teilt man die Trajektorien der Atome einer Simulation in lokale Zeitfenster ∆t
auf und wendet die Paarkorrelation gAB(r) auf die einzelnen Zeitfenster an, so
erha¨lt man eine zeitabha¨ngige radiale Verteilungsfunktion gAB(r, t) zur Verfol-
gung individueller Atome der Sorte A relativ zu Atomen der Sorte B. Einge-
setzt wurde die zeitabha¨ngige radiale Verteilungsfunktion gAB(r, t) zum Beispiel
in [67,68,69] zur Verfolgung von Acetonitril A an den Polymer-Seitengruppen B.
gAB(r, t) =
V
VS(r, r +∆r)∆tNANB
t+∆t−1∑
τ=t
NA∑
a=1
NB∑
b=1
δ¯Aa;Bb(τ)δ
(
rAa;Bb(τ)− r
)
∆r
(7.49)
Die radiale Verteilungsfunktion gAB(r) ist ausgelegt fu¨r radial symmetrische
Moleku¨le, bei unsymmetrischen Moleku¨len verfa¨lscht deren gerichteter Anteil
aber die Aussagekraft der radialen Verteilungsfunktion gAB(r). Deshalb ist bei un-
symmetrischen Moleku¨len oder Gruppen eine winkelabha¨ngige Verteilungsfunkti-
on aussagekra¨ftiger [69,70,71]. Die Lage und die Zuordnung der einzelnen Atome
einer winkelabha¨ngigen Verteilungsfunktion gBA−C(r, θ) charakterisiert das Sche-
ma in Abbildung 7.8. Hierin ist die Verteilung zwischen einem Moleku¨l bzw.
einer Gruppe, dessen Hauptachse von den Atomen a und b gebildet wird, und
dem korrelierten Atom c dargestellt.
Fu¨r die Bestimmung einer winkelabha¨ngigen Verteilungsfunktion ist es not-
wendig das Volumen des betrachteten Kugelschalenausschnitts zu bestimmen.
Das Volumen eines Kugelausschnitts einer Kugel vom Radius r mit Aus-
schnittho¨he h (Abbildung 7.9a) ist nach Bronstein [72]:
V (r, h) =
2
3
pir2h (7.50)
Die Ausschnittho¨he h ist in der Verteilungsfunktion jedoch nicht explizit be-
kannt. Sie muss aus dem Winkel θ und dem Radius r bestimmt werden, hierzu
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Abbildung 7.8: Schematischer Aufbau der winkelabha¨ngigen Verteilungsfunktion
gBA−C(r, θ) zwischen einer aus den Atomen a und b der Sorten A und B gebildeten
Hauptachse und den Atomen c der Sorte C.
a)
r r
h
b)
r r
h
r-h
θ
Abbildung 7.9: a) Ausschnitt aus einer Kugel vom Radius r mit Ausschnittho¨he h.
b) Schnitt durch Kugelausschnitt zur Bestimmung von h aus Radius r und O¨ff-
nungswinkel θ.
wird ein rechtwinkliges Dreieck mit Kathete r − h und Hypotenuse r in den
Kugelausschnitt gelegt (Abbildung 7.9b). Es gilt:
cos(θ) =
r − h
r
⇒ r − h = r cos(θ)
⇒ h = r
(
1− cos(θ)
)
(7.51)
Das Volumen VKA(r, θ1, θ2) des zirkularen Ausschnittes von θ1 bis θ2 eines Ku-
gelausschnitts vom Radius r ergibt sich somit aus den Gleichungen (7.50) und
(7.51) zu:
VKA(r, θ1, θ2) = V
(
r, r
(
1− cos(θ2)
))− V (r, r(1− cos(θ1)))
=
2
3
pir2 ∗ r
(
1− cos(θ2)
)
− 2
3
pir2 ∗ r
(
1− cos(θ1)
)
=
2
3
pir3
(
1− cos(θ2)−
(
1− cos(θ1)
))
=
2
3
pir3
(
cos(θ1)− cos(θ2)
)
(7.52)
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Dem entsprechend ist das Volumen des Kugelschalenausschnitts der Schale (r1, r2)
im zirkularen Ausschnitt zwischen θ1 und θ2 gerade VSA(r1, r2, θ1, θ2):
VSA(r1, r2, θ1, θ2) = VKA(r2, θ1, θ2)− VKA(r1, θ1, θ2)
=
2
3
pi(r32 − r31)
(
cos(θ1)− cos(θ2)
)
(7.53)
Neben dem Volumen des gewa¨hlten Kugelschalenausschnitts muss fu¨r jedes
Atom a der Sorte A die Anzahl der Atome der Sorte C in diesem Kugelschalen-
ausschnitt bestimmt werden. Diese Anzahl wird fu¨r jedes Atom a u¨ber die Sum-
mation aller Atome der Sorte C kombiniert mit einer die Atome selektierenden
Rechteckimpuls-Funktion bestimmt. Hierfu¨r ist es, erga¨nzend zur radialen Vertei-
lungsfunktion, notwendig zusa¨tzlich eine Rechteckimpuls-Funktion zur Auswahl
des Winkelbereichs zu definieren. Mit Hilfe des Arkuskosinus wird der Winkel
zwischen den Richtungsvektoren von a nach b (~eAa;B,A(a,b)(t)) und von a nach c
(~eAa;Cc(t)) bestimmt. Die Rechteckimpuls-Funktion selektiert fu¨r die Paarvertei-
lung die Atome, dessen Winkel des Arkuskosinus zwischen θ und θ +∆θ liegen.
Fu¨r die winkelabha¨ngige Verteilungsfunktion gBA−C(r, θ) gilt:
gBA−C(r, θ) =
V
VSA(r, r +∆r, θ, θ +∆θ)(t1 − t0 + 1)NANBNC
∗
t1∑
t=t0
NA∑
a=1
NC∑
c=1
δ¯Aa;Cc(t)δ
(
rAa;Cc(t)− r
)
∆r
∗
NBA∑
b=1
δ
(
arccos
(
~eAa;B,A(a,b)(t)~eAa;Cc(t)
)− θ)
∆θ
(7.54)
Mit Hilfe der Funktion A(a, b) und u¨ber die Laufvariable b werden die NBA Atome
aus B aufgelistet, die zum a-ten Atom der Sorte A geho¨ren.
In vielen Fa¨llen ist es gu¨nstiger nicht alle mo¨glichen Kombinationen der Ato-
me A(a, b), die zum a-ten Atom der Sorte A geho¨ren, in die Verteilungsfunktion
aufzunehmen, sondern die Ortskoordinate 〈~ra(t)〉 eines virtuellen, aus den NBA
Atomen A(a, b) gemittelten, Atoms zu verwenden. Zum Beispiel ergibt sich fu¨r
Wasser (a=O, A(a,b)={H, H}) daraus automatisch die Dipolachse bzw. Haupt-
achse des Moleku¨ls:
〈~ra(t)〉 = 1
NBA
NBA∑
b=1
~rAaBA(a,b)(t) (7.55)
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Abbildung 7.10: Schematischer Aufbau der winkelabha¨ngigen Verteilungsfunktion
gBA−CD(r, θ) der aus den Atomen a und b der Sorten A und B und aus Atomen
c und d der Sorten C und D gebildeten Hauptachsen.
Fu¨r die modifizierte Verteilungsfunktion gilt damit:
gBA−C(r, θ) =
V
VSA(r, r +∆r, θ, θ +∆θ)(t1 − t0 + 1)NANC
∗
t1∑
t=t0
NA∑
a=1
NC∑
c=1
δ¯Aa;Cc(t)δ
(
rAa;Cc(t)− r
)
∆r
∗δ
(
arccos
( 〈~ra(t)〉
|〈~ra(t)〉|~eAa;Cc(t)
)
− θ
)
∆θ
(7.56)
Mit der zu letzt beschriebenen Verteilungsfunktion ist es nicht mo¨glich, die
relative Verteilung zweier Moleku¨le oder Gruppen in Abha¨ngigkeit von ihrer Di-
stanz r und dem relativen Winkel θ ihrer Hauptachsen zu bestimmen. Hierfu¨r
wurde die Verteilungsfunktion gBA−CD(r, θ) implementiert. Bei ihr werden, wie
der Abbildung 7.10 zu sehen ist, zwei Hauptachsen und deren relative Lage zu-
einander als Kriterium fu¨r die Verteilungsfunktion verwendet. Anwendung findet
diese Funktion zum Beispiel bei der Bestimmung der Ausrichtung von Acetonitril
Moleku¨len in Abha¨ngigkeit vom Abstand zu einem weiteren Moleku¨l [69]. Durch
leichte Modifikation der Bezugsvektoren der Gleichung (7.56) ergibt sich:
gBA−DC(r, θ) =
V
VSA(r, r +∆r, θ, θ +∆θ)(t1 − t0 + 1)NANCNBANDC
∗
t1∑
t=t0
NA∑
a=1
NBA∑
b=1
δ¯Aa;B,A(a,b)(t)
NC∑
c=1
δ¯Cc;Aa(t)δ¯Cc;B,A(a,b)(t)
∗
NDC∑
d=1
δ¯D,C(c,d);Aa(t)δ¯D,C(c,d);B,A(a,b)(t)δ¯D,C(c,d);Cc(t)
∗ δ
(
rAaCc(t)− r
)
∆r
∗δ (arccos (~eAa;B,A(a,b)(t)~eCc;D,C(c,d)(t))− θ)∆θ (7.57)
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mit
NBA =
NB
NA
NDC =
ND
NC
(7.58)
Die in Gleichung (7.57) aufgefu¨hrte Variante verwendet den in Abbildung 7.10
mit r1 bezeichneten Abstand als Atomabstand r. Soll statt dieses Abstandes,
der in Abbildung 7.10 mit r2 bezeichnete Abstand verwendet werden, so muss
der grau unterlegter Bereich in Gleichung (7.57) durch folgenden Therm ersetzt
werden:
δ
(
rB,A(a,b);D,C(c,d)(t)− r
)
∆r
(7.59)
Weitere Varianten der Verteilungsfunktionen gBA−C(r, θ) und gBA−CD(r, θ)
ergeben sich zum Beispiel durch die Beschra¨nkung auf einen festen Winkelbe-
reich [θL, θU ], diese fu¨hrt zu einer Modifikation der Verteilungsfunktion in den rot
gedruckten Bereichen:
gBA−C(r, θL, θU) =
V
VSA(r, r +∆r, θF , θT )(t1 − t0 + 1)NANCNBA
∗
t1∑
t=t0
NA∑
a=1
NC∑
c=1
δ¯Aa;Cc(t)
NBA∑
b=1
δ¯B,A(a,b);Aa(t)δ¯B,A(a,b);Cc(t)δ
(
rAa;Cc(t)− r
)
∆r
∗
{
θL ≤ arccos
(
~eAa;B,A(a,b)(t)~eAa;Cc(t)
) ≤ θU 1
sonst 0
(7.60)
Eine weitere Modifikation der Verteilungsfunktion erlaubt es, die Orientierung
von Moleku¨len in einem festgelegten Bereich, wie zum Beispiel den Hydratschalen
um Wasser zu bestimmen.
In der Verteilungsfunktion gBA−DC(t,∆t, θ, rL, rU) wird eine durch rL und rU
begrenzte Schale definiert, in der die Auswertung erfolgt. Zur Verfolgung des
sogenannten
”
Hopping“-Mechanismusses, der das Lo¨sen und Anlagern von Mo-
leku¨len an ausgewa¨hlten Seitengruppen beschreibt, ist es mo¨glich die Trajektorie
in Intervalle der La¨nge δt aufzuspalten und auszuwerten, und so eine zeitliche
Auflo¨sung der Verteilungsfunktion zu erhalten:
gBA−DC(t,∆t, θ, rL, rU) =
V
VSA(r, r +∆r, θ, θ +∆θ)(∆t+ 1)NANBANCNDC
∗
t+∆t∑
τ=t
NA∑
a=1
NBA∑
b=1
δ¯Aa;B,A(a,b)(t)
NC∑
c=1
δ¯Cc;Aa(t)δ¯Cc;B,A(a,b)(t)
∗
NDC∑
d=1
δ¯D,C(c,d);Aa(t)δ¯D,C(c,d);B,A(a,b)(t)δ¯D,C(c,d);Cc(t)
∗δ (arccos (~eAa;B,A(a,b)(t)~eCc;D,C(c,d)(t))− θ)∆θ
∗
{
rL ≤ rAa;B,A(a,b)(t) ≤ rU 1
sonst 0
(7.61)
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Wie in Gleichung (7.57) ist es auch hier mo¨glich, nicht den Abstand zwischen der
Standardauswahl der Atome der Sorte A und B, sondern den Abstand zwischen
den Atomen der Sorte C und D fu¨r die Verteilungsfunktion zu verwenden. Hierzu
wird der grau unterlegte Bereich in Gleichung 7.61 durch folgenden Term ersetzt:
rCc;D,C(c,d)(t) (7.62)
Eine weitere Verteilungsfunktion beschreibt die relative Verteilung zweier
Gruppen in Abha¨ngigkeit von einem ausgewa¨hlten Torsionswinkel φ einer Mo-
leku¨lsorte:
gABC−BCD(φ) =
1
(t1 − t0 + 1)NUNAUNBUNCUNDU
∗
t1∑
t=t0
NU∑
u=1
NAU∑
a=1
NBU∑
b=1
δ¯A,U(u,a);B,U(u,b)(t)
NCU∑
c=1
δ¯C,U(u,c);A,U(u,a)(t)δ¯C,U(u,c);B,U(u,b)(t)
∗
NDU∑
d=1
δ¯D,U(u,d);A,U(u,a)(t)δ¯D,U(u,d);B,U(u,b)(t)δ¯D,U(u,d);C,U(u,c)(t)
∗δ
(
arccos
((
~eB,U(u,b);A,U(u,a)(t)× ~eB,U(u,b);C,U(u,c)(t)
)
∗ (~eB,U(u,b);C,U(u,c)(t)× ~eC,U(u,c);D,U(u,d)(t)))− φ
)
∆φ
(7.63)
Der Torsionswinkel φ wird hierbei, wie in Abbildung 7.11 gezeigt, durch die von
den Atomen a, b und c der entsprechenden Sorten A, B, C und den Atomen b, c
und d (der Sorte D) aufgespannten Ebenen abc und bcd bestimmt. Anwendung
findet diese spezielle Verteilungsfunktion beispielsweise bei der Analyse der Wahr-
scheinlichkeitsverteilung einer cis- bzw. trans-Stellung.
Die Auswertung, der bereits in Abschnitt 7.2.4 beschriebene Rotationsdiffusi-
on bzw. Rotationsautokorrelation, wird ebenfalls von
”
SiDAn“ unterstu¨tzt. Zur
Detektion der Rotation ist es notwendig, einen Richtungsvektor ~Pa(t) zu definie-
ren, der die Ausrichtung der durch die Atome a der Sorte A festgelegten Moleku¨le
bzw. Seitengruppen bestimmt. Neben den Atomen a wird fu¨r jedes Moleku¨l auch
mindestens ein Hilfsatom b der Sorte B des selben Moleku¨ls bzw. der selben
Seitengruppe beno¨tigt. Bei mehreren Hilfsatomen b pro Moleku¨l wird ein mitt-
lerer Richtungsvektor ~Pa(t) berechnet, der sich aus den NBA Richtungsvektoren
zwischen a und b ergibt:
~Pa(t) =
(
1/NBA
∑NBA
b=1 ~rB,A(a,b)(t)
)
−~rAa(t)∣∣∣(1/NBA∑NBAb=1 ~rB,A(a,b)(t))−~rAa(t)∣∣∣ (7.64)
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Abbildung 7.11: Torsionswinkel φ zwischen den von den Atomen a, b, c und b, c, d
aufgespannten Ebenen mit den Normalenvektoren ~n1 = (~eBb;Aa × ~eBb;Cc) und
~n2 = (~eBb;Cc × ~eCc;Dd).
Die Rotationsautokorrelation C1AB(s) berechnet sich, unter Verwendung der
Richtungsvektoren ~Pa(t) und von Gleichung (7.30), aus der Mittelung der Kor-
relation u¨ber alle Atome der Sorte A:
C1AB(s) = 〈P1 (cos (θAB(s)))〉 =
RACFAB(s) =
1
NA
NA∑
a=1
K
(
~Pa, s
)
=
1
NA
NA∑
a=1
1
N − s
N−s−1∑
t=0
~Pa(t)~Pa(t+ s)
=
1
N − s
N−s−1∑
t=0
1
NA
NA∑
a=1
~Pa(t)~Pa(t+ s) (7.65)
Hierbei bestimmt das Vektorprodukt ~Pa(t)~Pa(t + s) die Drehung, genauer den
Winkel zwischen dem a-ten Atom der Sorte A zum Zeitpunkt t und zum Zeit-
punkt (t+ s).
Die mittlere quadratische Verschiebung, die bereits in Abschnitt 7.2.3 behan-
delt wurde, ist wie folgt implementiert:
MSDA(τ) =
〈
|~uA(τ)− ~uA(0)|2
〉
=
1
tNA
t∑
s=1
NA∑
a=1
∣∣~ua(τ + s)− ~ua(s)∣∣2 (7.66)
wobei die Vektoren ~uA(t) die realen Koordinaten der Atome A enthalten. D. h.
fu¨r die ~uA(t) werden die periodischen Randbedingungen mit Hilfe der Funktion
InvPBC aus Abschnitt 9.1.2 wieder aus den Ortsvektoren ~rAa(t) herausgerechnet:
~ua(t) = InvPBC
(
~rAa(t)− ~ua(t−∆t)
)
+ ~ua(t−∆t) (7.67)
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Aus der mittleren quadratischen Verschiebung wird unter Verwendung der Ein-
steinrelation (Gleichung (7.27)) der Diffusionskoeffizient DT bestimmt. Mit den
hier verwendeten Variablen ergibt sich:
DT = lim
t→∞
1
6t
〈
|~uA(t)− ~uA(0)|2
〉
Ebenfalls auf die mit Gleichung (7.67) definierten realen Koordinaten ~uA(t)
greift die Funktion
”
X(t)Y (t)Z(t)v(t)“ zu, sie speichert die Realkoordinaten ~ua(t)
und die Geschwindigkeiten va(t) aller Atome a der anzugebenden Sorte A in die
ausgewa¨hlte Ausgabe-Datei. Weitere einfache Funktionen sind
”
Hist(v, t)“, die die
Ha¨ufigkeitsverteilung fu¨r Atom a aus A bei Geschwindigkeiten zwischen v− ∆v/2
und v+∆v/2 im Zeitintervall [t−∆t/2, t+∆t/2] bestimmt, so wie die Funktion
”
CM,
direct acetonitrile (O-Z)“. Sie gibt fu¨r jeden Zeitpunkt im Auswertungsintervall
die Position der Massenschwerpunkte und die Geschwindigkeiten der Acetonitril-
bzw. Wassermoleku¨le aus.
Eine eigene Gruppe bilden die Funktionen, die die Geschwindigkeit zur Daten-
basis nehmen und ebenfalls die Dynamik beschreiben. Hervorzuheben ist hier die
Geschwindigkeits-Autokorrelationsfunktionen. Sie selbst ist jedoch nicht von In-
teresse, sondern deren Fourier-Transformierte, die die in Abschnitt 7.2.5 beschrie-
bene Spektraldichte liefert. Korrelationen sind auf Grund von Gleichung (7.11)
immer gerade Funktionen. Fu¨r sie genu¨gt eine Fourier-Kosinustransformation
fˆC(x) = fˆ(x), da der Sinus fˆS(x) nur einen Beitrag zu ungeraden Funktionsan-
teilen liefert, die hier fehlen. In SiDAn implementiert wurde die Fourier-Kosinus-
transformation fˆC(x) nach Filon [73] aus dem Buch von Allen und Tildesley [32],
die folgende Integration ausfu¨hrt:
FC(y) =
√
2
pi
∫ ∞
0
f(x) cos(xy)dx (7.68)
In SiDAn sind insgesamt sechs verschiedene Varianten der Geschwindigkeitsau-
tokorrelation und dessen durch Fouriertransformation berechneten Spektren im-
plementiert.
Die Funktion
”
FT(VACF) Single“ liefert die Geschwindigkeitsautokorrelation
vacfa(t) eines Atoms a, fu¨r deren Berechnung auf die Autokorrelationsfunktion
aus Gleichung (7.7) zuru¨ckgegriffen wird:
vacfa(t) =
K
(
~va, t
)
K
(
~va, 0
) (7.69)
Eine gro¨ßere Genauigkeit bietet die Beobachtung aller Atome einer Sorte A. Des-
halb bestimmt die Funktion
”
FT(VACF)“ die allgemeine Geschwindigkeitsauto-
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korrelation vacfA(t) aller Atome a der Sorte A:
vacfA(t) =
∑NA
a=1K
(
~va, t
)
∑NA
a=1K
(
~va, 0
) (7.70)
Ha¨ufig werden durch Mittelungen lokale Effekte vernachla¨ssigt, deshalb wurde
auch die Funktion
”
FT(VACF) mean v shell“ zur Bestimmung der Geschwindig-
keitsautokorrelation vacfA<B>(t) implementiert. Sie berechnet die Geschwindig-
keitsautokorrelation der Atome b der Sorte B in einer Schale um die Atome a der
Sorte A. Formal ergibt sich damit:
vacfA<B>(t) =
∑NA
a=1K
(
~sa, t
)
∑NA
a=1K
(
~sa, 0
) (7.71)
mit der mittleren Geschwindigkeit ~sa aller Atome b der Sorte B im Abstand
zwischen r0 und r1:
~sa =
∑NB
b=1 δ (rab, r0, r1) ~vb(t)∑NB
b=1 δ (rab, r0, r1)
(7.72)
Die durch r0 und r1 begrenzte Schale wird durch folgende Rechteckimpuls-
Funktion δ beschrieben:
δ (r, r0, r1) = δ (r − r0)r1−r0
= H(r − r0)−H(r − r1)
=
{
1 r0 ≤ r < r1
0 sonst
(7.73)
Die Funktion
”
FT(VACF) mean v shell“ berechnet außerdem die Geschwindig-
keitsautokorrelation dvacfA<B>(t) der relativen Geschwindigkeit, gemittelt u¨ber
die Atome b der Sorte B bezu¨glich der Atome a der Sorte A:
dvacfA<B>(t) =
∑NA
a=1K
(
~va −~sa, t
)
∑NA
a=1K
(
~va −~sa, 0
) (7.74)
Es ist natu¨rlich auch mo¨glich, die Korrelation nicht u¨ber die mittlere Ge-
schwindigkeit ~sa zu bestimmen, sondern die Geschwindigkeitsautokorrelation
u¨ber alle Atome b der Sorte B zu bestimmen, die sich in den durch r0, r1 und
A definierten Schalen befinden. Die Funktion
”
FT(VACF) Shell“ liefert die ent-
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sprechende Geschwindigkeitsautokorrelation vacfAB(s):
vacfAB(s) =
NA∑
a=1
NB∑
b=1
K (δ (rab, r0, r1) ~vb, s)
NA∑
a=1
NB∑
b=1
K (δ (rab, r0, r1) ~vb, 0)
=
NA∑
a=1
NB∑
b=1
T∑
t=1
δ (rab(t), r0, r1) ~vb(t)δ (rab(t+ s), r0, r1) ~vb(t+ s)
NA∑
a=1
NB∑
b=1
T∑
t=1
δ (rab(t), r0, r1) δ (rab(t+ s), r0, r1)
(7.75)
Analog zur vorhergehenden Funktion liefert auch diese zusa¨tzlich die entspre-
chende Auswertung u¨ber die relativen Geschwindigkeiten:
dvacfAB(s) =
∑NA
a=1
∑NB
b=1K (δ (rab, r0, r1) (~va − ~vb) , s)∑NA
a=1
∑NB
b=1K (δ (rab, r0, r1) (~va − ~vb) , 0)
(7.76)
In der Anlagerungsphase, in der sich Atome der Sorte A an andere Atome
b der Sorte B von Seitengruppen anlagern, wird die Funktion
”
FT(VACF) NN“
zur Untersuchung des Spektrums der Atome der Sorte A verwendet. Die Funktion
bestimmt die Geschwindigkeitsautokorrelation vacfA−B(s) der Atome A, die sich
in einer Schale vom Radius r0 bis r1 um A und in na¨chster Nachbarschaft zu einem
Atom der Sorte B befinden. D. h. es werden nur die Atome von A beru¨cksichtigt,
die den kleinsten Abstand zu einem Atom der Sorte B besitzen, aber immer noch
innerhalb der festgelegten Schale liegen.
vacfA−B(s) =
∑NA
a=1K
(
δ (da, r0, r1) ~va, s
)
∑NA
a=1K
(
δ (da, r0, r1) ~va, 0
) (7.77)
mit
da(t) = min
b∈NB
{rab(t)} (7.78)
Alternativ ko¨nnen auch Atome, die innerhalb des Radius r0 liegen, durch ent-
sprechende Wahl im Bereich der Optionen, a priori ausgeschlossen werden, dann
a¨ndert sich da(t) in:
da(t) = min
b∈NB
{rab(t)|rab(t) ≥ r0} (7.79)
Die Funktion
”
FT(VACF) Direct“ bestimmt die Geschwindigkeitsautokorre-
lation ~vABC(s) von A in einem, mit Hilfe der in Gleichung (7.81) beschriebenen
Transformationsmatrix Mabc(t), aus dem von A, B und C lokal aufgespannten
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Koordinatensystem:
~vABC(s) =

∑NA
a=1
∑NBA
b=1
∑NCA
c=1 K((Mabc(t)~va)X ,s)∑NA
a=1
∑NBA
b=1
∑NCA
c=1 K((Mabc(t)~va)X ,0)
∑NA
a=1
∑NBA
b=1
∑NCA
c=1 K((Mabc(t)~va)Y ,s)∑NA
a=1
∑NBA
b=1
∑NCA
c=1 K((Mabc(t)~va)Y ,0)
∑NA
a=1
∑NBA
b=1
∑NCA
c=1 K((Mabc(t)~va)Z ,s)∑NA
a=1
∑NBA
b=1
∑NCA
c=1 K((Mabc(t)~va)Z ,0)

(7.80)
Die beiden letzten Auswertemethoden bestimmen die ra¨umliche Verteilungen
von Atomen bzw. Ausrichtungen um ein Moleku¨l bzw. einer funktionellen Grup-
pe. Die Visualisierung dieser Verteilungen erfolgt mit dem im na¨chsten Kapitel
beschriebenen Programm
”
TTPlot.“ Fu¨r die Bestimmung der relativen Lage eines
Atoms d zu einer durch a, b und c festgelegten funktionellen Gruppe, ist es not-
wendig, die Koordinaten von d in ein von der funktionellen Gruppe bestimmtes
Koordinatensystem zu transformieren. Die Basisvektoren ~b1, ~b2, ~b3 dieses neuen
Koordinatensystems werden nach folgenden vier Kriterien aus den Ortsvektoren
der Atome a, b und c der funktionellen Gruppe bestimmt:
• Ursprung des neuen Koordinatensystems in ~rAa(t).
• Bindung zwischen a und b bestimmt Richtung des ersten Basisvektors ~b1(t):
~b1(t) = ~eAa;Bb(t)
• Normalenvektor der von ~b1(t) und ~rAa;Cc(t) aufgespannten Ebene legt den
zweiten Basisvektor ~b2(t) fest: ~b2(t) = ~b1(t)× ~eAa;Cc(t)
• Der dritte Basisvektor ~b3(t) liegt senkrecht auf den beiden anderen Basis-
vektoren: ~b3(t) = ~b1(t)× ~b2(t)
Aus den Zeilenvektoren der Basisvektoren ~b1, ~b2, ~b3 wird die Transformations-
matrix Mabc(t) gebildet:
Mabc(t) =
 ~bT1 (t)~bT2 (t)
~bT3 (t)
 (7.81)
Die Funktion
”
g BAC-D(x,y,z)“ bestimmt die ra¨umliche Paarverteilungsfunktion
gBAC−D (~r) der Atome d der Sorte D in Abha¨ngigkeit von dem durch die Ato-
me a, b und c der entsprechenden Atomsorten erzeugten und durch die obige
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Transformationsmatrix Mabc(t) festgelegten lokalen Koordinatensystemen:
gBAC−D (~r) =
V
(t1 − t0 + 1)NANBANCANDV (∆~r)
t1∑
t=t0
NA∑
a=1
NBA∑
b=1
δ¯Aa;B,A(a,b)(t)
NCA∑
c=1
δ¯Aa;C,A(a,c)(t)δ¯B,A(a,b);C,A(a,c)(t)
ND∑
d=1
δ¯Aa;Dd(t)
δ¯B,A(a,b);Dd(t)δ¯C,A(a,c);Dd(t)δ
(
Mabc(t)~rAa;Dd(t)−~r
)
∆~r
(7.82)
mit der ra¨umlichen Rechteckimpuls-Funktion δ (~a)∆~r u¨ber das Raumelement ∆~r,
die sich aus den Rechteckimpuls-Funktionen der Gleichung (7.46) zusammensetzt:
δ (~a)∆~r = δ ((~a)x)(∆~r)x
δ
(
(~a)y
)
(∆~r)y
δ ((~a)z)(∆~r)z
(7.83)
so wie dem Volumen V (∆~r) eines Raumelements ∆~r:
V (∆~r) = (∆~r)x (∆~r)y (∆~r)z (7.84)
Beispiele fu¨r die Anwendung der ra¨umlichen Paarverteilungsfunktion auf Wasser,
Acetonitril oder Polymer-Seitengruppen sind in [69,70,71] und in den Abbildun-
gen 8.7 bis 8.10 zu finden.
Die zweite Funktion
”
Dip(<= 2Atm)/mAxe(x,y,z)“ wurde zur Visualisierung
der Orientierung eines Dipols bzw. einer durch zwei Atome bestimmten Mo-
leku¨lachse relativ zu einer, ein Koordinatensystem definierenden, Gruppe von
drei Atomen bestimmt. Mit Hilfe der Transformationsmatrix Mabc(t) und den
drei Atomen a, b und c wird ein standardisiertes, lokales Koordinatensystem er-
zeugt, durch das die relative Lage des Dipols bzw. der Achse bestimmt wird. Der
Dipol bzw. die Achse selbst werden durch die Atome d und e festgelegt. Wie Ab-
bildung 7.12 zeigt, wird der Winkel φ0 durch die von d und e und die von a und
d gebildeten Achsen festgelegt (Anwendung in Abbildung 7.13a). Bei entspre-
chender Wahl im Optionsfeld, kann auch der Winkel φ1 verwendet werden, der
durch die von d und e und die von a und b gebildeten Achsen (X-Achsenvektor)
festgelegt wird (Anwendung in Abbildung 7.13b).
7.4 Visualisierung mit TTPlot
Die beiden Funktionen
”
g BAC-D(x,y,z)“ und
”
Dip(<= 2Atm)/mAxe(x,y,z)“ lie-
fern Verteilungsdaten bzw. Ausrichtungsinformationen fu¨r jeden Raumpunkt des
Simulationsraumes. Zur graphischen Visualisierung dieser Daten wurde
”
TTPlot“
entwickelt. Das Programm stellt die Daten entweder farbkodiert in zwei dimensio-
nalen Schnittebenen, wie in Abbildung 7.14 gezeigt, oder im drei dimensionalen
Raum, durch Festlegung eines Wertes als Grenzfla¨che (Abbildung 8.11), dar. Die
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c
d
e
φ1
φ0
Abbildung 7.12: Bestimmung der Raumwinkel φ0 bzw. φ1 zwischen den Atomen
a, b und c einer funktionellen Gruppe und den Atomen d und e eines Moleku¨ls.
a) b)
Abbildung 7.13: Farbkodierte Darstellung der Ausrichtung des Dipolvektors des
Wassers bezu¨glich der O-O Bindung mit einem zweiten Wassermoleku¨l (a) bzw.
der X-Achse (b).
Steuerung des Programms erfolgt generell u¨ber die Menu¨auswahl, ha¨ufig gibt es
auch eine Tastenkombination oder einen Schalter in der Symbolleiste. Im Folgen-
den werden die einzelnen Menu¨eintra¨ge zusammen mit deren Tastenkombination
und dem zugeho¨rigen Symbol kurz erkla¨rt:
•
”
Datei“ →
”
Neu“, §¨ ¥¦Strg -§¨ ¥¦N , : Erzeugt ein Dokument mit Testdaten, die
in einem neuen Fenster dargestellt werden.
•
”
Datei“ →
”
O¨ffnen...“, §¨ ¥¦Strg -§¨ ¥¦O , : Fragt nach einer TTPlot Datenda-
tei (*.ttd), deren Daten zur Erzeugung eines neuen Dokuments verwendet
werden, das Dokument wird als 2D Schnitt in einem Fenster dargestellt.
•
”
Datei“ →
”
Schließen“: Schließt ein Fenster und gegebenenfalls auch das
zugeho¨rige Dokument.
•
”
Datei“ →
”
Speichern unter...“ §¨ ¥¦Strg -¤£ ¡¢S ( ): Speichert die Darstellung des
aktiven Fenster in einer Bitmap-Datei (*.BMP), wobei die in
”
Optionen“
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Abbildung 7.14: Das Programm TTPlot mit einer farblich dargestellten Ha¨ufig-
keitsverteilung der Sauerstoffatome von Wassermoleku¨len an einem Wassermo-
leku¨l (Skala in A˚ngstro¨m).
→
”
Auflo¨sung BMP...“ festgelegte Auflo¨sung verwendet wird.
•
”
Datei“ →
”
Drucken...“ §¨ ¥¦Strg -§¨ ¥¦P ( ): O¨ffnet den Windows-Druckdialog,
mit dem der Inhalt des aktiven Fensters ausgedruckt werden kann.
•
”
Datei“ →
”
Seitenansicht...“: Stellt das Druckbild des aktiven Fensters dar.
•
”
Datei“ →
”
Druckereinrichtung...“: O¨ffnet den Windows-Druckdialog, um
die Einstellungen fu¨r den Drucker festzulegen.
•
”
Bearbeiten“ →
”
Kopieren“ §¨ ¥¦Strg -§¨ ¥¦C ( ): Kopiert den Inhalt des aktiven
Fensters in die Zwischenablage.
•
”
Ansicht“ →
”
Symbolleiste“: Deaktiviert oder aktiviert die Darstellung der
Symbolleiste.
•
”
Ansicht“ →
”
Statusleiste“: Deaktiviert oder aktiviert die Darstellung der
Statusleiste.
•
”
Ansicht“ →
”
Farbe“ ( ): Wechselt zwischen der Farbdarstellung und der
Grauwertdarstellung des 2D Schnitts im aktiven Fenster.
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Abbildung 7.15: Im Dialog Farben werden der untere Grenzwert, bis zu dem alle
Werte schwarz dargestellt werden, und der obere Grenzwert, ab dem alle Werte
violett dargestellt werden, festgelegt.
•
”
Ansicht“ →
”
Koordinatensystem“ ( ): Blendet das verwendete Koordi-
natensystem im 2D Schnitt ein bzw. aus.
•
”
Ansicht“ →
”
Farben...“ ( ): In der 2D Darstellung wird der in Abbildung
7.15 gezeigten Dialog geo¨ffnet, mit dem der obere und untere Grenzwert
des Farbspektrums fu¨r alle 2D Darstellungen festgelegt werden kann. Alle
Werte unterhalb des unteren Grenzwertes werden schwarz dargestellt, al-
le oberhalb des oberen Grenzwertes violett und alle Werte zwischen den
beiden Grenzwerten werden in Abha¨ngigkeit vom Wert selbst in der ent-
sprechenden Spektralfarbe dargestellt. In einer 3D Darstellung kann der
Grenzwert fu¨r die Grenzfla¨chen angezeigt oder gea¨ndert werden.
•
”
Ansicht“ →
”
XY“ ( ): Wechselt in die 2D Ansicht mit einem Schnitt in
der XY-Ebene.
•
”
Ansicht“ →
”
XZ“ ( ): Wechselt in die 2D Ansicht mit einem Schnitt in
der XZ-Ebene.
•
”
Ansicht“ →
”
YZ“ ( ): Wechselt in die 2D Ansicht mit einem Schnitt in
der YZ-Ebene.
•
”
Ansicht“ →
”
3D-Punkte“ ( ): Wechselt in die 3D Ansicht mit einer durch
Punkte dargestellten Grenzfla¨che. Diese Darstellung ist wesentlich schneller
als die Fla¨chendarstellung.
•
”
Ansicht“ →
”
3D-Fla¨che“ ( ): Wechselt in die 3D Ansicht mit einer durch
Fla¨chenelemente dargestellten Grenzfla¨che, zwei Beispiele sind in Abbil-
dung 8.11 gezeigt.
•
”
Ansicht“ →
”
Vor“ §¨ ¥¦+ ( ): In der 2D Ansicht wird die Schnittebene um ein
Teilstu¨ck weiter entlang der gewa¨hlten Achse geschoben. In der 3D Ansicht
wird der Grenzwert fu¨r die Grenzfla¨che um 0.1 erho¨ht.
•
”
Ansicht“ →
”
Zuru¨ck“
¤£ ¡¢- ( ): In der 2D Ansicht wird die Schnittebene
um ein Teilstu¨ck entlang der gewa¨hlten Achse zuru¨ck genommen. In der
3D Ansicht wird der Grenzwert fu¨r die Grenzfla¨che um 0.1 verringert.
102 7 Auswertung und Visualisierung
Abbildung 7.16: Die Verknu¨pfung zweier Dokumente zu einer gemeinsamen Dar-
stellung erfolgt u¨ber diesen Dialog, in dem die Methode der Verknu¨pfung und
das zu verknu¨pfende Dokument ausgewa¨hlt werden.
•
”
Ansicht“ →
”
Verknu¨pfen...“ ( ): Eine sehr intuitive Mo¨glichkeit zwei Do-
kumente miteinander zu verbinden bietet die Verknu¨pfung beider in einer
gemeinsamen Darstellung. Implementiert sind, wie in Abbildung 7.16 zu
sehen ist, zwei Varianten der Verknu¨pfung:
U¨berlagerung: Bei der U¨berlagerung werden in beiden Dokumenten die
unterschiedlichen Werte durch unterschiedliche Intensita¨ten darge-
stellt, wobei die Daten des urspru¨nglichen Dokumentes in rot, die Da-
ten des verknu¨pften Dokumentes in blau dargestellt werden. Die An-
wendung dieses Verfahrens auf Polymere, Wasser und Acetonitril zei-
gen die Abbildungen 8.7 bis 8.10 so wie Abbildungen in den Vero¨ffent-
lichungen [69,70,71].
Subtraktion: Die Subtraktion berechnet an jedem Raumpunkt einen neu-
en Funktionswert, der sich aus der Subtraktion des Wertes des ver-
knu¨pften Dokuments vom Wert des urspru¨nglichen Dokumentes er-
gibt. Der neue Funktionswert wird bei positivem Vorzeichen in rot,
bei negativem Vorzeichen in blau dargestellt. Die Intensita¨t wird, wie
bei der U¨berlagerung vom Funktionswert bestimmt.
•
”
Fenster“: Mit den Menu¨eintra¨gen in
”
Fenster“ la¨sst sich die Anordnung
der Fenster a¨ndern oder es lassen sich neue Fenster von bestehenden Do-
kumenten erzeugen, die das Dokument in einer neuen Ansicht darstellen
ko¨nnen.
•
”
Optionen“ →
”
Schrift...“: Bestimmt die Schriftart und Farbe der Achsen-
beschriftungen.
•
”
Optionen“ →
”
Auflo¨sung BMP...“: Bestimmt die Auflo¨sung bzw. Gro¨ße
der in die Zwischenablage kopierten oder u¨ber
”
Datei“ →
”
Speichern un-
ter...“ gespeicherten Bilder.
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Abbildung 7.17: Der Dialog
”
Dokument Info“ listet die wichtigsten das System
charakterisierende Parameter auf, dies sind:
1) Die Nummern der Teilchensorten (Naturen), die die Verteilungsfunktion be-
stimmen (in Gleichung (7.82) entsprechen sie A,B,C und D).
2) Die wichtigsten Teilchen und deren Ha¨ufigkeiten.
In dieser Darstellung: 13 = Wasser O, 10 = BIS CH2, 9 = PAM N und
28 = NIPAM N.
•
”
Optionen“ →
”
Der Maus folgen“: Aktiviert bzw. deaktiviert die automa-
tische Aktivierung des Fensters, das sich unter dem Mauszeiger befindet.
•
”
?“ →
”
Info u¨ber ttplot...“ ( ): Zeigt den Informations-Dialog zu TTPlot
an.
•
”
?“ →
”
Info u¨ber Dokument...“ §¨ ¥¦Alt -¤£ ¡¢I ( ): In dem hier aufgerufenem Dia-
log (Abbildung 7.17) werden die wichtigsten das Dokument beschreibenden
Parameter angezeigt. Dies sind der Name der Datendatei, die Nummern
der fu¨r die Wechselwirkung wichtigen Teilchensorten, die das Koordina-
tensystem bilden, so wie eine Liste der wichtigsten Teilchensorten mit der
zugeho¨rigen Anzahl an Teilchen.
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Kapitel 8
Auswertung
von P-NIPAM
Wie bei allen Gelen werden auch beim P-NIPAM-Gel die makroskopischen Ei-
genschaften im wesentlichen durch den Einfluss des Polymers auf die Mobilita¨t
des Lo¨sungsmittels und durch die Verteilung des Lo¨sungsmittels im Polymer be-
stimmt. Die Beweglichkeit und Reorientierung einzelner Lo¨sungsmittelmoleku¨le
wird hierbei von der individuellen Struktur des Polymernetzwerks in der Umge-
bung des Moleku¨ls beeinflusst. Die Auswertung wird, wie obige Abbildung zeigt
(siehe auch Abbildung 1.1), in zwei Teilbereiche aufgespalten. In die Analyse der
Struktur und in die Analyse der Dynamik, die sich zu einem Gesamtbild erga¨nzen.
Die Struktur von NIPAM und sein Einfluss auf die Verteilung des Wasser
wird in Abschnitt 8.1 durch unterschiedliche Paarverteilungsfunktionen beschrie-
ben. Sie beschreiben die Verteilung von Teilchen um ein oder eine Gruppe von
Teilchen. Die Kombination dieser verschiedenen Paarkorrelationsfunktionen fu¨hrt
letztendlich zu einem Gesamtbild der Simulation, welche den strukturellen Auf-
bau von, sowohl des Polymers als auch des Lo¨sungsmittels beschreibt.
Auf der anderen Seite werden im Abschnitt 8.2 die Ergebnisse der Dynamik
der Teilchen vorgestellt. Die Dynamik der Seitengruppen des Polymers und der
Lo¨sungsmittelmoleku¨le wird dort u¨ber die mittlere quadratische Verschiebung〈
|~uA(τ)− ~uA(0)|2
〉
und diverser Spektren beschrieben.
8.1 Die Struktur von NIPAM
Die zur Bestimmung der Struktur verwendeten Paarverteilungsfunktionen wur-
den in Abschnitt 7.2.2 eingefu¨hrt und geho¨ren im Prinzip wiederum zur Gruppe
der Korrelationsfunktionen aus Abschnitt 7.2.1. Die Analyse der Struktur erfolgt,
ausgehend von einer groben Betrachtungsweise, hin zu einer immer detaillierter
werdenden Spezialisierung der Paarverteilungsfunktionen.
In erster Na¨herung kann Wasser, unter Vernachla¨ssigung der Wasserstoffa-
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Abbildung 8.1: Paarkorrelation der Sauerstoffatome von Wasser in reinem Wasser
( ), im System A (−−−), im System B (· · · ) und im System C (− ·− ·−) bei
jeweils 300 K (aus [70]).
tome und der Ladungen, als ein strukturloses Teilchen betrachtet werden. Aus
diesem Grund wird, insbesondere bei Absta¨nden gro¨ßer als 0,15 nm, die u¨bliche
radiale Paarverteilungsfunktion g(r) aus Gleichung (7.47) fu¨r das Wasser im P-
NIPAM Hydrogel zur Analyse Verwendung finden. Die Verteilung des Wassers in
den unterschiedlichen Simulationssystemen (Tabelle 5.1) kann mit der einfachen
radialen Paarverteilungsfunktionen gWO−WO(r) der Sauerstoffatome der Wasser-
moleku¨le untereinander beschrieben werden. Ein Vergleich der Paarverteilungs-
funktionen gWO−WO(r) bei fester Temperatur, wie in Abbildung 8.1 zeigt eine
starke Abha¨ngigkeit der ersten (r = 0, 27 nm) und zweiten (r = 0, 45 nm) Hy-
dratationsschale von der Polymerkonzentration. Die Teilchendichte nimmt dort
mit steigendem Polymeranteil zu.
Aber nicht nur die Konzentration des Polymers, sondern auch die Temperatur
des Systems bestimmt die Verteilung des Wassers. Die Paarverteilungsfunktionen
gWO−WO(r) des Systems C zeigen, wie in Abbildung 8.2 zu sehen, eine reziproke
Abha¨ngigkeit der ersten Hydratationsschale von der Temperatur, mit geringeren
Schwankungen bei ho¨heren Temperaturen.
Die einfache Paarverteilungsfunktion g(r) ist nicht zur Beschreibung der Ver-
teilung von Teilchen um eine Seitengruppe eines gro¨ßeren Moleku¨ls geeignet, da
durch diese Moleku¨le eine radial homogene Verteilung verhindert wird. Derartige
Verteilungen sind durch eine Winkel aufgelo¨ste Paarverteilungsfunktion g(r, θ)
besser zu beschreiben. Am Beispiel der Paarverteilungsfunktion gHN−OW(r, θ) in
Abbildung 8.3, die die Verteilung des Wasser Sauerstoffs um die Wasserstoff-
Stickstoff-Bindung des NIPAM Monomers beschreibt, ist die Aufteilung in einen
durch die Seitengruppe gesperrten Bereich und einen vom Wasser zuga¨nglichen
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Abbildung 8.2: Paarkorrelation der Sauerstoffatome von Wasser im System C bei
285 K ( ), 300 K (−−−) und 325 K (· · · ) (aus [70]).
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Abbildung 8.3: Winkelabha¨ngige Paarverteilungsfunktion gHN−OW(r, θ) aus Glei-
chung (7.54) der Wasserstoff-Stickstoff-Bindung am NIPAM Monomer mit dem
Sauerstoff vom Wasser in System C bei 300 K (aus [70]).
Bereich gut zu erkennen. Insbesondere bei kleinen Absta¨nden zur Seitengruppe
verdra¨ngen die Teilchen der Seitengruppe alle anderen Atome in einem weiten
Winkel. Bei dem in den Simulationen verwendeten Lo¨sungsmittel Wasser han-
delt es sich um ein polares Lo¨sungsmittel, weshalb fu¨r die Analyse der Wechsel-
wirkungen zwischen Lo¨sungsmittel und Polymer insbesondere die Teile des Gels
interessant sind, die eine Partialladung tragen. So zeigt die in Abbildung 8.3 dar-
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Abbildung 8.4: Winkelabha¨ngige Paarverteilungsfunktion gOC−HW(r, θ) der
Sauerstoff-Kohlenstoff-Bindung am NIPAM Monomer mit dem Wasserstoff vom
Wasser in System C bei 300 K (aus [70]).
gestellte Paarverteilungsfunktion gHN−OW(r, θ), um den aus dem Stickstoff und
demWasserstoff gebildeten Dipol des Polymers, charakteristische Schalensegmen-
te ho¨herer Dichte. Das innerste Schalensegment befindet sich in einem Abstand r
von 0,13 nm bis 0,24 nm zwischen dem Stickstoff des NIPAM und dem Sauerstoff
des Wassers, sein Winkelsegment zwischen den Teilchen liegt in einem Winkel θ
bis zu 30◦. Diese Abgrenzung charakterisiert nach Luzar und Chandler [65] (siehe
Gleichung (7.42)) gerade eine Wasserstoffbru¨ckenbindung. Eine zweites Schalen-
segment existiert in einem Abstand zwischen 0,32 nm und 0,45 nm und einem
Winkelbereich bis zu 60◦, als Resultat der Wasserstoffbru¨ckenbindungen des Was-
sers aus dem inneren Schalensegment mit weiterem Wasser.
In entgegengesetzter Richtung zur H-N-Bindung ist auch noch die Bindung
des Wassers mit dem Sauerstoff des Polymers zu erkennen, diese la¨sst sich mit
Hilfe von Abbildung 8.4 ebenfalls als Wasserstoffbru¨ckenbindung identifizieren.
Das innere Schalensegment in Abbildung 8.4 erfu¨llt die fu¨r Wasserstoffbru¨cken-
bindungen charakteristischen Randbedingungen, da es in einem Abstand zwi-
schen 0,14 nm und 0,22 nm und einem Winkel kleiner als 70◦ zum Sauerstoff des
Polymers liegt. Dieses Schalensegment ist nicht so sehr ausgepra¨gt, wie das am
Wasserstoff des Stickstoffs, es hat eine wesentlich geringere Dichte, bildet dennoch
ein zweites Segment aus.
Im Prinzip besteht der Quervernetzer im Polymer aus den selben Bestand-
teilen wie ein NIPAM-Monomer der Polymerkette, jedoch zeigen beide ein leicht
unterschiedliches Verhalten. Zwar zeigt Abbildung 8.5 fu¨r die Bindung am BIS
die gleiche Verteilung der Schalensegmente, aber die Schalensegmente am BIS ha-
ben eine sehr viel geringere Dichte, als die aus Abbildung 8.3. Jedoch stimmen,
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Abbildung 8.5: Winkelabha¨ngige Paarverteilungsfunktion gHN−OW(r, θ) der
Wasserstoff-Stickstoff-Bindung am BIS Monomer mit dem Sauerstoff vom Wasser
in System C bei 300 K (aus [70]).
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Abbildung 8.6: Winkelabha¨ngige Paarverteilungsfunktion gOC−HW(r, θ) der
Sauerstoff-Kohlenstoff-Bindung am BIS Monomer mit dem Wasserstoff vomWas-
ser in System C bei 300 K (aus [70]).
wie Abbildung 8.6 zeigt, das innerste Schalensegment am Sauerstoff des BIS nicht
nur in Abstand und Winkelverteilung mit dem am NIPAM u¨berein, sondern auch
in ihrer Intensita¨t. Lediglich das zweite Schalensegment ist gegenu¨ber dem am
NIPAM wesentlich schwa¨cher ausgepra¨gt.
Mit den winkelabha¨ngigen Paarverteilungsfunktionen la¨sst sich die Verteilung
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des Wassers um das Polymer bereits recht genau beschreiben. Eine auf das visuelle
Versta¨ndnis ausgelegte Variante der Paarverteilungsfunktionen ist die ra¨umliche
Paarverteilungsfunktion g(~r), sie ist am detailliertesten, beno¨tigt jedoch fu¨r eine
genaue Verteilung eine mo¨glichst lange Trajektorie. Abbildung 8.7a zeigt einen
Schnitt durch die ra¨umliche Paarverteilungsfunktion des Wassers am Wasserstoff
des NIPAM Stickstoffs. Die Bestandteile des Wassers werden hierbei durch eine
U¨berlagerung der Verteilungen des Sauerstoffs (rot) und des Wasserstoffs (blau)
dargestellt. Der gezeigte Schnitt erfolgte durch die H-N-Bindung und dem Sau-
erstoff der Amid-Seitengruppe. Aufgrund der U¨berlagerung ist es mo¨glich, die
Orientierung des Wassers an der Seitengruppe einfach anhand der Verteilungen
von Sauerstoff (rot) und Wasserstoff (blau) zu identifizieren. Der Dipolvektor des
Wassers zeigt, wie zu erwarten ist, in die gleiche Richtung wie der Vektor der
N-H-Bindung. Sucht man nach Regionen ho¨chster partieller Dichte, so sind diese
in einem Gebiet 0,13 bis 0,24 nm vomWasserstoff des Amid entfernt, wobei dieses
Gebiet in einem Winkel von bis zu 30◦ zur H-N-Bindung liegt. Nach Luzar und
Chandler [65] befindet es sich genau in dem Bereich, in dem Wasserstoffbru¨cken-
bindungen anzutreffen sind.
Zur Repra¨sentation der Amid-Seitengruppe werden sowohl im Polymer
(NIPAM) als auch im Quervernetzer (BIS) die selben Atomtypen benutzt, d. h.
die Wechselwirkungen und deren Parameter sind in beiden Fa¨llen idealisiert. Ver-
gleicht man jedoch die ra¨umlichen Paarverteilungsfunktionen gNHO−OW(~r) und
gNHO−HW (~r) zwischen NIPAM (Abbildung 8.7a) und BIS (Abbildung 8.7b), so
zeigt Erstere gegenu¨ber der Zweiten eine ho¨here lokale Dichte. Im BIS ist, im
Gegensatz zur symmetrischen Verteilung am Amid des NIPAM, das Gebiet der
Wasserstoffbru¨ckenbindungen mit dem Wasser nicht symmetrisch vor dem Was-
serstoff verteilt, auf der Seite des Sauerstoffatoms ist das Gebiet kleiner als auf der
gegenu¨berliegenden Seite. Zuru¨ckgefu¨hrt werden kann das auf den, im Vergleich
mit dem NIPAM, geringeren Abstand zwischen Stickstoffatom und benachbarten
Sauerstoffatom im BIS, der sich aus dessen zweiter Amid-Gruppe ergibt.
Um die Bindungen mit dem Sauerstoff des NIPAM zu visualisieren, ist eine
auf den Sauerstoff des Polymers zentrierte Darstellung, wie in Abbildung 8.8a
geeigneter, als die oben beschriebene aus Abbildung 8.7a. Wieder ist die Aus-
richtung der Dipole des Wassers leicht zu erkennen und die Lage des Bereichs
der ho¨chsten Dichte liegt ebenso in den von Luzar und Chandler [65] vorgege-
benen Grenzen einer Wasserstoffbru¨ckenbindung. Vergleicht man beide Wasser-
stoffbru¨ckenbindungen des NIPAM, so ist die an der N-H-Bindung aus Abbildung
8.7a von ho¨herer Intensita¨t, aber auf einen kleineren Winkelbereich begrenzt.
Im Gegensatz zum unsymmetrischen Aufbau des Gebiets der Wasserstoff-
bru¨ckenbindungen am Wasserstoff des BIS (Abbildung 8.7b), gibt es keine ent-
sprechende Verschiebung des Gebietes am Sauerstoff des BIS (Abbildung 8.8b).
Es ist lediglich, verglichen mit der relativen Dichte am NIPAM (Abbildung 8.8a),
eine deutlich geringere relative Dichte des Wassers innerhalb des Gebietes des
Wasserstoffbru¨ckenbindungen zu finden.
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Abbildung 8.7: Schnittebene der ra¨umlichen Paarverteilungsfunktion des NIPAM
(a) und des BIS (b) Wasserstoffs am Stickstoff mit dem Sauerstoff (gNHO−OW(~r),
rot) und dem Wasserstoff (gNHO−HW(~r), blau) des Wassers in der durch die H-N
Bindung und dem O der Amid-Seitengruppe aufgespannten Ebene des Systems C
bei 300 K (aus [70]).
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Abbildung 8.8: Schnittebene der ra¨umlichen Paarverteilungsfunktion des NIPAM
(a) und des BIS (b) Sauerstoffs mit dem Sauerstoff (gCOH−OW(~r), rot) und dem
Wasserstoff (gCOH−HW(~r), blau) des Wassers in der durch die O-C Bindung und
dem H der Amid-Seitengruppe aufgespannten Ebene des Systems C bei 300 K
(aus [70]).
Die Darstellungen der bisherigen Paarverteilungen wurden von der Warte des
Polymers aus betrachtet. Abbildung 8.9 zeigt die Verteilung des Sauerstoffs vom
NIPAM und vom Wasser ausgehend von der Lage eines Wassermoleku¨ls. Wie
zu sehen ist, gibt es einen Bereich (schwarz) in dem sowohl der Sauerstoff des
NIPAM, als auch der Sauerstoff der anderen Wassermoleku¨le die gro¨ßte Auf-
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Abbildung 8.9: Schnittebene der ra¨umlichen Paarverteilungsfunktion gHOH−O(~r)
der Wassermoleku¨le mit den Sauerstoffatomen des NIPAM (rot) und den Sauer-
stoffatomen der anderen Wassermoleku¨le (blau) in der durch das Wasser festge-
legten Ebene im Systems C bei 285 K.
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Abbildung 8.10: Schnittebene der ra¨umlichen Paarverteilungsfunktion des
Methylteilchens der Isopropyl-Gruppe des NIPAM mit dem Sauerstoff
(g(CH3)(CH)(CH3)−OW(~r), rot) und demWasserstoff (g(CH3)(CH)(CH3)−HW(~r), blau) des
Wassers in der durch die CH3 − CH− CH3 Bindungen aufgespannten Ebene des
Systems C bei 300 K (aus [70]).
enthaltswahrscheinlichkeit besitzen. Zu erkennen ist aber auch, dass der Bereich
hoher Aufenthaltswahrscheinlichkeit (schwarz, blau) beim Sauerstoff des Wassers
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weit ausgedehnter ist, als an den Atomen der Seitengruppe des NIPAM (schwarz,
rot). Der Abstand zwischen dem Wasserstoff und den na¨chsten Sauerstoffatomen
beim NIPAM ist etwas geringer und diffuser als beim Wasser. Gegenu¨ber den
beiden Hauptaufenthaltsgebieten des Wassers befindet sich ein weiteres Gebiet
mit hoher Aufenthaltswahrscheinlichkeit. Dieses wird durch die Sauerstoffatome
der Wassermoleku¨le verursacht, dessen Wasserstoffatome mit dem Sauerstoff des
betrachteten Wassermoleku¨ls eine Wasserstoffbru¨ckenbindung eingehen.
Die Verteilung des Wassers an einer unpolaren Seitengruppe des Polymers
sieht vo¨llig anders aus. Abbildung 8.10 zeigt die Verteilung des Wassers um die
Isopropyl-Gruppe des NIPAM, mit einem Methylteilchen im Zentrum. Zwischen
der Isopropyl-Gruppe und dem Wasser bestehen keine elektrostatischen Wech-
selwirkungen. Die Wechselwirkungen werden lediglich durch ein Lennard-Jones-
Potential bestimmt, welches ein Ausschlussbereich um die Isopropyl-Gruppe er-
zeugt, in dem sich kein Lo¨sungsmittelmoleku¨l aufhalten kann. Der Ausschlussbe-
reich wird an der Grenze zum Lo¨sungsmittel von einer 80 pm dicken Schale um-
geben, in der die Dichte auf das 2 bis 3,5-fache der mittleren Dichte des Lo¨sungs-
mittels ansteigt. Die Schale wird jedoch im Bereich der Bindung zwischen dem
Stickstoff und dem CH-Teilchen, aufgrund der Wechselwirkung mit den restlichen
Teilchen des Monomers, abgeschwa¨cht bzw. unterbrochen. Aufgrund der fehlen-
den Lennard-Jones-Wechselwirkung der Wasserstoffatome des Wassers gibt es
keine direkten Wechselwirkungen mit der Isopropyl-Gruppe. Die Abstoßung zwi-
schen der Isopropyl-Gruppe und dem Wasserstoff erfolgt indirekt durch Absto-
ßung des an den Wasserstoff gebundenen Sauerstoffs. Der innere Rand der Schale
der Wasserstoffatome ist deshalb um 30 pm na¨her an der Isopropyl-Gruppe als
die Schale der Sauerstoffatome des Wassers. Dieser, durch ein fehlendes Lennard-
Jones-Potential mit dem Wasserstoff, entstandene Fehler ist allerdings nicht auf
das hier verwendete SPC/E [74] Modell beschra¨nkt, auch die Wasserstoffatome
im TIP4P [75] oder im ST2-Modell [76] besitzen kein eigenes Lennard-Jones-
Potential.
Die ra¨umliche Anordnung der Wassermoleku¨le im Wasser wird im wesentli-
chen durch die elektrostatischen Wechselwirkungen bestimmt, sie wird erga¨nzt
durch ein, den Abstand der Sauerstoffatome beeinflussendes Lennard-Jones-
Potential. Wie in Abbildung 8.11a zu sehen ist, bildet sich nicht nur an den
beiden Wasserstoffatomen ein Gebiet mit hoher Sauerstoffkonzentration aus, son-
dern u¨ber weiter entfernte Wassermoleku¨le bilden sich zwei weitere Gebiete senk-
recht zur Ebene des Wassermoleku¨ls aus. Gebildet werden die beiden Gebiete von
den Sauerstoffatomen der Wassermoleku¨le, deren Wasserstoffatome mit dem Sau-
erstoffatomen der betrachteten Wassermoleku¨le eine Wasserstoffbru¨ckenbindung
eingehen. Die Wasserstoffatome dieser Moleku¨le sind im linken Teil der Abbil-
dung 8.11b zu sehen. Hervorzuheben ist außerdem, dass sich die Wasserstoffa-
tome an den
”
freien Elektronenpaaren“ ausrichten, ohne das diese, wie etwa im
TIP5P [77] oder im ST2-Modell [76], explizit im Wassermodell modelliert sind.
Die Begrenzungen der Gebiete ergeben sich ausschließlich aus den abstoßenden
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Abbildung 8.11: Darstellung der ra¨umlichen Verteilung gHOH−O(~r) des Sauer-
stoffs (a) und gHOH−H(~r) des Wasserstoffs (b) des Wassers um Wasser in der
vom Wassermoleku¨l definierten Ebene, durch die von der Verteilung festgelegte
Grenzfla¨che der zehnfachen Standarddichte im System C bei 300 K.
elektrostatischen Wechselwirkungen mit den Wasserstoffatomen des betrachteten
Moleku¨ls.
8.2 Analyse der Dynamik
Die Dynamik wird im folgenden anhand der mittleren quadratischen Verschie-
bung
〈
|~uA(τ)− ~uA(0)|2
〉
und diverser Spektren beschrieben, die durch weite-
re in [67, 68] vero¨ffentlichte Methoden, wie die Reorientierungsautokorrelation
〈P1 (cos (θ(s)))〉 oder die zeitaufgelo¨ste Paarkorrelationsfunktion g(r, t) erga¨nzt
werden.
Die mittlere quadratische Verschiebung
〈
|~uA(τ)− ~uA(0)|2
〉
der Wassermo-
leku¨le stellt einen Indikator fu¨r die Steifigkeit des Hydrogels dar. Je weniger die
Wassermoleku¨le in ihrer Beweglichkeit gehindert werden, desto flexibler ist das
Gel. In Abbildung 8.12 ist die mittlere quadratische Verschiebung des Sauer-
stoffatoms der Wassermoleku¨le, dass in erster Na¨herung auch dem Schwerpunkt
des Wassermoleku¨ls entspricht, in Abha¨ngigkeit von der Zeit t fu¨r die drei hier
betrachteten Systeme bei 300 K aufgetragen.
Aus der Steigung der mittleren quadratischen Verschiebung la¨sst sich mit Hil-
fe von Gleichung (7.27) der Diffusionskoeffizienten DT bestimmen. Zu beobachten
ist, dass dieser mit steigender Polymerkonzentration abnimmt. Fu¨r reines Wasser
ist der Diffusionskoeffizient DT am gro¨ßten, dem entsprechend ist sie am anderen
Ende, fu¨r das System C mit der ho¨chsten Polymerkonzentration, am geringsten.
Die sich aus der mittleren quadratischen Verschiebung ergebenen Diffusionsko-
effizienten DT sind in Tabelle 8.1 fu¨r alle vier Systeme aus Abbildung 8.12 bei
300 K aufgelistet. Erga¨nzt werden die Diffusionskoeffizienten DT der Tabelle um
die Koeffizienten der Polymersysteme A, B und C bei 285 K und bei 325 K. Deut-
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Abbildung 8.12: Mittlere quadratische Verschiebung der Wassermoleku¨le in rei-
nem Wasser(—) und im P-NIPAM Hydrogel der Systeme A (—), B (—) und
C (—) bei jeweils 300 K.
System T/K DT/10−5cm2s−1
A 285 1,28
B 0,90
C 0,83
A 300 1,64
B 1,47
C 1,14
Wasser 2,55
A 325 2,72
B 2,15
C 1,83
Tanaka et al. [78] 297 1,72
306 2,25
Tabelle 8.1: Translationsdiffusion DT von Wasser in den Systemen A, B und
C (aus [70]).
lich erkennt man hier deren starke Temperaturabha¨ngigkeit, die mit zunehmender
Polymerkonzentration weiter zunimmt. Zum Vergleich mit experimentellen Daten
sind in der Tabelle außerdem die Messungen von Tanaka et al. [78] aufgefu¨hrt,
die eine gut U¨bereinstimmung mit den aus der Simulation ermittelten Werten
zeigen.
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Abbildung 8.13: Spektraldichte von ungebundenem Wasser (—) und von Wasser
in einem Umkreis von 3 A˚ um die Sauerstoffatome der BIS-Monomere (—) und
der NIPAM-Monomere (—) in System B bei 285 K.
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Abbildung 8.14: Mittlere Spektraldichte der Sauerstoffatome am Monomer
(NIPAM:—, BIS:—) und bei Anwesenheit von Wasser in einem Radius von 3 A˚
(NIPAM:—, BIS:—).
Die Spektraldichte berechnet sich, wie in Abschnitt 7.2.5 gezeigt, aus der
Fouriertransformation der Geschwindigkeits-AutokorrelationsfunktionK~v(t). Mit
ihr ko¨nnen die Frequenzen der verschiedenen Schwingungen eines Teilchens bzw.
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einer Gruppe von Teilchen in einem Diagramm dargestellt und analysiert werden.
Das Lo¨sungsmittel Wasser besitzt in dem in Abbildung 8.13 dargestellten
Bereich zwei charakteristische Frequenzen. Am ausgepra¨gtesten ist das erste Ma-
ximum, verursacht von der O-O-O Biegeschwingung, zwischen den Wassermo-
leku¨len bei 10 ps−1. An das Maximum schließt sich eine breite Schulter im Be-
reich um 32 ps−1 an, die der O-O Streckschwingung zugeordnet werden kann.
Vergleicht man die Spektraldichte des Wassers in reinen Wasserregionen mit der
Spektraldichte von Wasser in der Na¨he (Abstand kleiner 3 A˚) der Sauerstoffatome
des Polymers, mit denen, wie bereits im vorherigen Abschnitt gezeigt, das Wasser
Wasserstoffbru¨ckenbindungen eingeht, so zeigt sich eine Erho¨hung der Frequenz
der Biegeschwingung auf 12 ps−1 am Sauerstoff des BIS und auf 14 ps−1 am Sau-
erstoff des NIPAM. Das Polymer beeinflusst ebenfalls die O-O Streckschwingung,
was zu einem flacheren Abfall am Ende der von der O-O Streckschwingung er-
zeugten Schulter fu¨hrt. Die O-O Streckschwingung wird zu ho¨heren Frequenzen
hin verschoben.
Genauso wie das Polymer das Wasser beeinflusst, beeinflusst auch das Wasser
das Polymer und seine Seitengruppen in ihrem dynamischen Verhalten. Abbil-
dung 8.14 zeigt die mittlere Spektraldichte der Sauerstoffatome des Polymers und
deren Spektraldichte bei Anwesenheit von Wassermoleku¨len in einem Radius von
3 A˚ um das betrachtete Sauerstoffatom. An der Verteilung der Frequenzen fa¨llt
auf, dass diese wesentlich unstetiger ist als die der Wassermoleku¨le. Wie beim
Wasser verschiebt sich, beim direkten Vergleich des mittleren Spektrums mit ei-
nem Spektrum mit Wasser in einer Schale vom Radius 3 A˚, das erste Maximum
und auch das Maximum bei 168 ps−1 zu ho¨heren Frequenzen. Die Schulter nach
dem ersten Maximum, die wegen der vielen lokalen Maxima auf der Schulter leicht
versteckt ist, ist wesentlich flacher als bei den Verteilungen fu¨r Wasser aus Abbil-
dung 8.13. Gegenu¨ber der Frequenzverteilung des Wassers gibt es zwei zusa¨tzliche
markante Maxima, das eben erwa¨hnte Maximum bei 168 ps−1 und das Maximum
bei 315 ps−1, das im Gegensatz zu den beiden Ersten keine Frequenzverschiebung
mehr aufweist. Beide Maxima besitzen aber, wie das erste Maximum, verbreiterte
Schultern bei der Beru¨cksichtigung der Schale mit Wasser.
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Kapitel 9
Aufbau von StructC und dynC
Bei der Implementation von
”
StructC“ und
”
dynC“ wurde die in C++ vorhan-
dene Mo¨glichkeit der objektorientierten Programmierung verwendet, in dieser
werden die einzelnen Bestandteile des Simulationssystems auf Klassen aufgeteilt,
die zusammen ein hierarchisches System bilden. Die in den beiden Programmen
verwendeten Klassen lassen sich bezu¨glich ihrer Verwendung in drei Kategorien
einteilen. Zum einen gibt die Klassen, die nur zur Strukturgenerierung beno¨tigt
werden, dann gibt es die Klassen, die nur in der Simulation von Interesse sind
und schließlich die Klassen, die in beiden Programmen Verwendung finden. Von
Letzteren werden bei der Strukturgenerierung bzw. Simulation meistens Nachfah-
ren erzeugt, die die urspru¨nglichen Klassen um zusa¨tzliche Attribute (Variablen)
und Methoden (Funktionen oder Prozeduren) erga¨nzen, die diese dann in die
Lage versetzen spezielle Aufgaben zu erfu¨llen.
Der hierarchische Aufbau der Klassen, so wie ihre enge Verzahnung und
Zugeho¨rigkeit zu den beiden Programmen, werden in den Abha¨ngigkeits-
Diagrammen der Abbildungen 9.1 bis 9.3 deutlich. Die Aufteilung, der den Kern
der Programme bildenden Klassen, in CAtom, CMolecule und CMoleculeList
folgt hierbei intuitiv dem Vorbild der Natur. Diese legt eine natu¨rliche Abgren-
zung zwischen den Atomen, den Moleku¨len und dem Gesamtsystem fest. Dem
gegenu¨ber werden Hilfsklassen, wie Complex oder CFileIO, allein durch ihre Auf-
gabe definiert.
Bei der Aufteilung der Klassen, aber insbesondere bei der Planung und Er-
stellung ihrer Methoden, wurde das Prinzip des
”
Teile und Herrsche“ angewandt,
das den hierarchischen Aufbau mit pra¨gte. Bezogen auf die Methoden bedeu-
tet dieses Prinzip, deren Aufgaben solange in einfachere Aufgaben aufzuteilen
und an Methoden von Subklassen weiter zu geben, bis diese in den abgeleiteten
Methoden elementar sind.
Die Benennung der Attribute bzw. Variablen in den Programmen lehnt sich
an die von Charles Simonyi (vgl. [79, 80]) eingefu¨hrte
”
Ungarischen Notation“.
In dieser Notation wird der Name einer Variablen in einen Pra¨fix- und einen
Postfix-Anteil aufgespalten. Der Pra¨fix-Anteil besteht aus einer Zeichenfolge, die
119
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Pra¨fix Beschreibung
m Attribut einer Klasse (member)
f Fließkommazahl (float)
d Fließkommazahl (double)
n Ganzzahlig (BYTE, WORD, DWORD, short, int, long)
b Wahrheitswert (Boolean)
c Za¨hler (counter)
p Zeiger (Pointer)
sz Zeichenfolge mit Null-Wert abgeschlossen
a Feld (array)
m Feld gekapselt durch CMem<>
mi Iterator CMemIter<> auf ein Feld der Klasse CMem<>)
cx Komplexe Zahl der Klasse Complex
v 3D-Vektor der Klasse CVec3
g globale Variable
dbg Variable, nur im DEBUG-Modus benutzt
Tabelle 9.1: Bedeutung des Pra¨fix eines Variablennamens in der Ungarischen
Notation.
die Art einer Variablen und deren Datentyp charakterisiert. Der Postfix-Anteil
erga¨nzt den Variablennamen durch einen den Zweck beschreibenden Ausdruck,
wobei einzelne Worte des Ausdrucks durch Großbuchstaben gegeneinander ab-
gegrenzt werden. Die verwendeten Pra¨fixe sind in Tabelle 9.1 aufgefu¨hrt und
ko¨nnen miteinander kombiniert werden. Am einfachsten la¨sst sich die Notation
durch die beiden folgenden Beispiele erkla¨ren. Bei der Variablen m mpAtom handelt
es sich um ein Attribut (Pra¨fix:m ) einer Klasse. Dieses Attribut entha¨lt ein durch
die Klasse CMem<CAtom *> gekapseltes Feld (Pra¨fix:m) von Zeigern (Pra¨fix:p) auf
Atome (Postfix:Atom). Die Variable mit dem Namen cnAtom besitzt einen ganz-
zahligen Datentyp (Pra¨fix:n) und wird verwendet, um Atome (Postfix:Atom) zu
za¨hlen (Pra¨fix:c).
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Abbildung 9.1: Teil 1 der Klassenstruktur von StructC (schwarzer Hintergrund)
und dynC (weißer Hintergrund) (gemeinsame Klassen, grau).
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Abbildung 9.2: Teil 2 der Klassenstruktur von StructC (schwarzer Hintergrund)
und dynC (weißer Hintergrund).
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Abbildung 9.3: Teil 3 der Klassenstruktur von StructC (schwarzer Hintergrund)
und dynC (weißer Hintergrund).
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9.1 Hilfsklassen der Programme
”
StructC“ und
”
dynC“
Die Unterscheidung zwischen Hilfsklassen und anderen Klassen ist im allgemeinen
nicht eindeutig. In dieser Arbeit werden die Klassen als Hilfsklassen betrachtet,
die entweder fu¨r den eigentlichen Strukturaufbau bzw. der eigentlichen Simu-
lation nicht beno¨tigt werden, oder so grundlegende Aufgaben erfu¨llen, dass sie
unabha¨ngig von einem Simulationssystem sind.
9.1.1 Die Klasse CVec3
Die Atome einer Simulation bewegen sich in einem drei dimensionalen Raum,
aus diesem Grund wird eine Klasse zur Behandlung drei dimensionaler Vektoren
beno¨tigt. Diese Aufgabe erfu¨llt hier die Klasse CVec3, sie besitzt drei Attribute
m dX, m dY und m dZ, die die drei Raumkoordinaten im kartesischen Koordinaten-
system enthalten.
Zur Erzeugung einer Instanz gibt es drei Konstruktoren. Die Konstruktoren
CVec3(const CVec3 &v) und CVec3(double x,double y,double z) erzeugen
je eine Instanz eines Vektors bestehend aus den kartesischen Koordinaten x, y
und z bzw. aus den Koordinaten des Vektors v. Wohingegen der Konstruktor
CVec3() einen undefinierten Vektor erzeugt. Um den Vektor einer Instanz zu
a¨ndern, d. h. den Attributen der Instanz neue Werte zuzuweisen, gibt es den
Zuweisungsoperator (operator=). Dieser weist dem lokalen Vektor der gewa¨hlten
Instanz die Koordinaten des rechts vom Operator stehenden Vektors zu. Deswei-
teren besteht, mit der Methode SetZero() die Mo¨glichkeit einen Nullvektor zu
erzeugen.
Die Eigenschaften eines Vektors ko¨nnen mit verschiedenen Methoden ausge-
lesen werden. Die einzelnen Komponenten der kartesischen Koordinaten werden
von den Methoden GetX(), GetY() und GetZ() zuru¨ckgegeben. Ein direktes Aus-
lesen der Koordinaten aus den Attributen wird auf Grund der Datenkapselung,
die zur Datensicherheit immer verwendet werden sollte, verhindert. Mit den Me-
thoden GetR(), GetPhi() und GetTheta() ist es auch mo¨glich die Koordinaten
in Form von Kugelkoordinaten zu bekommen. Die in den Attributen gespeicher-
ten kartesischen Koordinaten werden hierzu in die, in Abbildung 9.4 gezeigten,
Kugelkoordinaten u¨berfu¨hrt. Die zu ihrer Transformation notwendigen mathema-
tischen Formeln sind zum Beispiel bei Sto¨cker [81] nachzulesen. Zur Bestimmung
der La¨nge eines Vektors sind zwei Methoden implementiert, zum Einen die Me-
thode GetAbs(), die a¨quivalent zu GetR() ist und die La¨nge des Vektors liefert
und zum Anderen die Methode GetAbsSqr(), die das hier ha¨ufig beno¨tigte und
schneller zu bestimmende Quadrat der La¨nge bestimmt.
Additionen, Subtraktionen und Multiplikationen mit Skalaren und Vektoren,
so wie Divisionen durch skalare Werte sind ebenfalls durch entsprechende Opera-
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Abbildung 9.4: Darstellung des Vektors ~r in kartesischen Koordinaten und in
Kugelkoordinaten.
toren (+, -, * und /) mo¨glich. Zu beachten ist, das die Multiplikation (*) zweier
Vektoren das Skalarprodukt liefert. Das Kreuzprodukt bzw. Vektorprodukt wird
von der Methode vep ausgefu¨hrt, die in zwei Varianten existiert. Bei der U¨ber-
gabe eines Vektors wird das Vektorprodukt zwischen dem lokalen Vektor (den
eigenen Attributen) und dem u¨bergebenen Vektor berechnet und zuru¨ckgegeben.
Werden zwei Vektoren u¨bergeben, so wird das Vektorprodukt zwischen den bei-
den Vektoren dem lokalen Vektor zugewiesen, d. h. in den lokalen Attributen
gespeichert.
Zum Vergleich von zwei Vektoren sind die beiden logischen Vergleichsopera-
toren auf Gleichheit (==) und Ungleichheit (!=) implementiert. Einen Test auf
den Nullvektor liefert die boolesche Methode IsZero().
Die Berechnung des Ortsvektors zur Platzierung eines Atoms wird von der
Lage der zuvor platzierten Atome bestimmt, wie es im Abschnitt 3.4 beschrie-
ben ist. Zur Bildung des dort beno¨tigten Richtungsvektors ~rK = (1, ϑ, ϕ)
T aus
den Kugelkoordinaten ϑ und ϕ wird die Methode SetSphere(double dR,double
dTheta,double dPhi) verwendet. Diese wandelt die Kugelkoordinaten r = 1, ϑ
und ϕ in die zugeho¨rigen kartesischen Koordinaten um (siehe [81]), die dann in
den entsprechenden Attributen m dX, m dY und m dZ abgespeichert werden. Fru¨her
wurde hierfu¨r die Methode Rot(CVec3 &vRes,double daX,double daY,double
daZ) verwendet, die einen Vektor im kartesischen Koordinatensystem um die drei
Raumachsen dreht. Bei der Bestimmung des Ortsvektors muss dieser aus dem
lokalen Koordinatensystem des Atoms in das globale kartesische Koordinatensy-
stem zuru¨ck transformiert werden. Die Ru¨cktransformation erfolgt mit Hilfe der
Methode BasisT(const CVec3 &vB1,const CVec3 &vB2,const CVec3 &vB3).
Diese kann durch die Transformation mit der Methode Basis(const CVec3
&vB1,const CVec3 &vB2,const CVec3 &vB3) wieder umkehrt werden. Die Me-
thode Basis erzeugt aus den Basisvektoren vB1, vB2 und vB3 eine Matrix mit
den Basisvektoren als Zeilenvektoren. Um einen Vektor in ein Koordinatensystem
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mit den Basisvektoren vB1, vB2 und vB3 zu transformieren, wird diese Matrix mit
dem zu transformierenden Vektor multipliziert: vB1x vB1y vB1zvB2x vB2y vB2z
vB3x vB3y vB3z
 m xm y
m z
→
 m xm y
m z
 (9.1)
Die Ru¨cktransformation erzeugt mit der Methode BasisT eine zur ersten Methode
transponierte Matrix, die zur Transformation ebenfalls mit dem lokalen Vektor
multipliziert wird. Damit beide Methoden tatsa¨chlich Koordinatentransforma-
tionen ausfu¨hren, mu¨ssen die Basisvektoren die beiden folgenden Bedingungen
erfu¨llen:
• Die La¨nge eines Basisvektors muss Eins betragen.
• Die Basisvektoren mu¨ssen orthogonal zueinander stehen.
Beide Bedingungen sind notwendig, damit Hin- und Ru¨cktransformation zusam-
men die Einheitsmatrix ergeben: vB1x vB1y vB1zvB2x vB2y vB2z
vB3x vB3y vB3z
 vB1x vB2x vB3xvB1y vB2y vB3y
vB1z vB2z vB3z
 =
 1 0 00 1 0
0 0 1
 (9.2)
Die bisher beschriebenen Methoden sind als
”
inline“ Methoden kodiert, d. h.
der Maschinencode der Methoden wird bei jedem Aufruf direkt an der aus-
zufu¨hrenden Stelle im Programm eingefu¨gt und nicht in einer eigenen Unter-
routine gespeichert, die bei jedem Aufruf ausgefu¨hrt wird. Dies fu¨hrt zu einer
merklich ho¨heren Ausfu¨hrungsgeschwindigkeit des Programms, die durch einen
etwas la¨ngeren Programmcode erkauft werden muss. Die ho¨here Ausfu¨hrungsge-
schwindigkeit ist insbesondere bei den Methoden dieser Klasse wichtig, da sie
in den Programmen sehr ha¨ufig verwendet werden. Die
”
inline“ Kodierung der
Methoden GetX(), GetY() und GetZ() ero¨ffnet zum Beispiel die Mo¨glichkeit,
direkt auf die Attribute zuzugreifen, ohne den Nachteil einer unbeabsichtigten
A¨nderung der Daten in Kauf nehmen zu mu¨ssen. In CVec3 wird einzig die Me-
thode Serialize(CFileIO &f) konventionell kodiert, da sie nur relativ selten
beim Speichern oder Laden der Strukturdatei (DYN) bzw. der Trajektorien auf-
gerufen werden muss. Ihre Aufgabe ist es, die Attribute in einem festen Format
in die im Parameter f festgelegte Datei zu speichern bzw. auszulesen.
9.1.2 Die Klasse CPeriodicBox
Eng verbunden mit der Klasse CVec3 ist die Klasse CPeriodicBox. Sie ist aus-
schließlich zur Bestimmung von Absta¨nden und Ortsvektoren innerhalb des peri-
odischen Simulationsraumes bestimmt. Mit ihrer Methode InvPBC(CVec3 *pv)
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wird der Distanzvektor *pv des realen Raumes (ohne periodische Randbedingun-
gen) in einen Distanzvektor des periodischen Simulationsraumes umgewandelt.
Alternativ kann dieser auch direkt mit der Methode PBCSub(CVec3 &vBA,const
CVec3 &vA,const CVec3 &vB) aus den Ortsvektoren in vA und vB bestimmt und
umgewandelt werden. Ein neu berechneter Ortsvektor *pv eines Atoms muss, falls
dieser aus dem Simulationsraum hinauswandert, durch die Methode PBC(CVec3
*pv) wieder in den periodischen Simulationsraum verschoben werden. Die fu¨r
diese Berechnungen notwendige Kantenla¨nge dBoxl des Simulationsraumes kann
sowohl bei der Erzeugung im Konstruktor, als auch danach mit der Metho-
de SetBoxSize(const double dBoxl), festgelegt werden. Mit den Methoden
GetBoxSize() und GetInvBox(), die die inverse La¨nge des Simulationsraumes
liefert, ist es mo¨glich diesen Wert bzw. dessen Inverse in anderen Klassen wieder
zu verwenden.
Da die La¨nge des Simulationsraumes fu¨r alle Atome gleich ist, wird von
CPeriodicBox nur eine Instanz beno¨tigt. Diese wird in beiden Programmen in der
globalen Variablen pbx abgelegt, auf die dann sa¨mtliche Klassen direkt zugreifen
ko¨nnen.
9.1.3 Die Klasse CAtomGroup
Die Klasse CAtomGroup ordnet jeder Atomsorte innerhalb einer Sorte von Mo-
leku¨len eine Gruppennummer zu. Bei der Ausgabe der Trajektorie im alten Da-
tenformat werden diese Gruppennummern dann zur Unterscheidung der verschie-
denen Sorten von Atomen und Moleku¨len verwendet.
Eine Gruppennummer wird mit der Methode Add(const char
*szStructure,const char *szElement) durch hinzufu¨gen einer neuen Kom-
bination aus Elementnamen und Strukturnamen erzeugt, diese kann dann mit
der Methode GetID(const char *szStructure,const char *szElement),
zum Beispiel bei der Erzeugung der Trajektorie, wieder ausgelesen werden.
Mit Hilfe der Methoden GetStructure(WORD nID) und GetElement(WORD
nID) lassen sich die entsprechenden Struktur- oder Elementnamen anhand der
Gruppennummer wieder rekonstruieren. Die Anzahl der aktuell verwalteten
Gruppennummern la¨sst sich mit Count() ermitteln. Da die Daten auch in
die Strukturdatei eingehen sollten, wurde die hierfu¨r zusta¨ndige Methode
Serialize(CFileIO &f) implementiert.
9.1.4 Die Klasse CFileIO
Bei der im folgenden beschriebenen Klasse und bei den in den beiden folgenden
Abschnitten beschriebenen Klassen handelt es sich um allgemeine Klassen zur
Vereinfachung der Programmierung unter C++, prinzipiell sind diese Klassen
nicht auf die MD-Simulation beschra¨nkt.
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Die Klasse CFileIO ist fu¨r die Speicherung von Daten im bina¨ren Datenformat
zusta¨ndig. Sie kapselt nicht nur die C basierte Dateiverwaltung in einer Klasse
ab, sondern erlaubt auch die Verwendung der Bina¨rdaten auf unterschiedlichsten
Rechnersystemen. Unterstu¨tzt werden sowohl Rechnersysteme mit einer internen
Datendarstellung im (Least Significant Byte) LSB-Format, wie Intel-PC’s, als
auch Systeme mit einer Darstellung im (Most Significant Byte) MSB-Format, die
zum Beispiel in Mac und HP-Systemen mit Motorola Prozessoren oder PA-RISC
Architektur verwendet werden.
Die Klasse CFileIO besitzt zwei Konstruktoren. Der Standardkonstruktor er-
zeugt eine Instanz mit undefinierten Attributen. In ihr muss die zu bearbeitende
Datei, mit Hilfe der Methode Open, nachtra¨glich geo¨ffnet werden, wobei gleichzei-
tig die Attribute entsprechend gesetzt werden. Der andere Konstruktor erzeugt
eine Instanz, die eine als Parameter u¨bergebene Datei im ebenfalls u¨bergebenen
Modus o¨ffnet.
Die Methode Open besitzt, wie der zweite Konstruktor, zwei Parameter. Der
Erste gibt den Namen der zu o¨ffnenden Datei an. Wird hier ein Null-Zeiger u¨ber-
geben, so wird eine tempora¨re Datei erzeugt, die nach dem Schließen der Datei
automatisch gelo¨scht wird. Der zweite Parameter bestimmt den Modus in dem
die Datei geo¨ffnet wird, verwendet werden hierbei die in C fu¨r fopen u¨blichen
Angaben, wie
”
wb“,
”
rb“ oder
”
w+b“.
Geschlossen wird eine Datei durch Aufruf der Methode Close(). Diese
wird auch automatisch vom Destruktor aufgerufen, wodurch die Datei bei
Zersto¨rung des Objektes, z. B. am Ende einer Routine, automatisch geschlos-
sen wird. Zur Steuerung des Datenzugriffs gibt es die Methoden GetLength(),
IsEOF(), Flush(), GetPos(), SetPos, Rewind(),SetReading(), SetStoring()
und IsStoring(), deren Funktionalita¨t sich aus dem jeweiligen Namen ergibt.
Hervorzuheben ist hier die Methode SetPos mit der die aktuelle Position inner-
halb der Datei vera¨ndert werden kann. Ihr werden bis zu zwei Parameter u¨berge-
ben, der erste Parameter entha¨lt die Position bzw. Verschiebung und der zweite
optionale Parameter die Positionierungsart:
• Die Angabe SEEK SET interpretiert die Angabe im ersten Parameter als
Position vom Dateianfang. Dies ist auch der Standardwert, der ohne Angabe
dieses Parameters verwendet wird.
• Bei der Angabe von SEEK END wird der im ersten Parameter angegebene
Wert als Position relativ zum Dateiende betrachtet.
• Der im ersten Parameter angegebene Wert wird als Position relativ zur
aktuellen Position interpretiert, wenn im zweiten Parameter SEEK CUR an-
gegeben wird.
Die Methode SetPos liefert als Ru¨ckantwort einen Wahrheitswert u¨ber die Gu¨ltig-
keit der neuen Position.
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Wie oben bereits erwa¨hnt, kann die Klasse CFileIO zwischen bina¨ren Daten
im MSB- und LSB-Format unterscheiden. Mit Hilfe der Methode SetSwap(BOOL
bSwap) wird hierzu festgelegt, ob die einzelnen Bytes eines gro¨ßeren Zahlwertes
im Datenstrom vertauscht werden mu¨ssen oder nicht. D. h. ob die zu speichern-
den oder gespeicherten Daten bei einer Maschine mit interner LSB-Darstellung im
MSB-Format gespeichert / ausgelesen bzw. bei einer internen MSB-Darstellung in
das LSB-Format konvertiert werden mu¨ssen. Um automatisch das Darstellungs-
format der gespeicherten Daten feststellen zu ko¨nnen, wurden die beiden folgen-
den Methoden implementiert. Die Methode WriteSwap() schreibt auf Rechnern
mit LSB-Format, d. h. fu¨r Rechnern, die der Konvention von Intel folgen, die
Zeichenfolge
”
IM“ und auf Rechnern mit MSB-Format, die der Konvention von
Motorola folgen,
”
MI“ in die Datei. Ausgelesen und interpretiert wird diese Zei-
chenfolge in der Lesephase mit der Methode ReadSwap().
Fu¨r die primitiven Zahlen-Datentypen gibt es jeweils die Methoden Write
bzw. Read zum Schreiben bzw. Lesen der Daten. Text, der natu¨rlich nicht ver-
tauscht werden darf, wird mit der Methode WriteStr(const char *pszTxt)
gespeichert und kann mit den Methoden ReadStr(char *pszTxt, size t
nMaxSize) und ReadStr() wieder ausgelesen werden. Letztere gibt hierzu einen
Zeiger auf einen Speicherbereich mit dem eingelesenen Text zuru¨ck, dieser Spei-
cher muss spa¨ter mit der Funktion free wieder freigegeben werden. Unspezifische
Daten, die keine Unterscheidung zwischen Rechnersystemen erfordern, lassen sich
direkt mit der Methode WriteTxt(const void *pData, size t nSize) spei-
chern und mit der Methode ReadTxt(void *pData, size t nSize) wieder aus-
lesen. Im Gegensatz dazu, wird das Datenformat des Rechners bei Verwendung
der Methoden WriteSW(const void *pData, size t nSize, size t nCnt=1)
und ReadSW(void *pData, size t nSize, size t nCnt=1) beru¨cksichtigt.
Zur Behandlung von Fehlern wa¨hrend des Datenaustausches gibt es vier Me-
thoden. Wird die Version des Datenformats in der die Daten gespeichert wurden
nicht unterstu¨tzt, so wird die Methode OnVerError() aufgerufen. Bei Problemen
beim Schreiben oder Lesen der Daten werden die OnWError() bzw. OnRError()
aufgerufen. Die Methode OnFError() wird bei Problemen, die beim Schließen der
Datei auftreten, aufgerufen. Alle vier Methode lo¨sen bei ihrem Aufruf ein Aus-
nahmeereignis aus, welches wiederum die Programmausfu¨hrung mit einer ent-
sprechenden Fehlermeldung beendet.
Die Instanzen dieser Klasse werden insbesondere verwendet, um die Struk-
turdatei zu erzeugen und zu schreiben bzw. um ihre Daten wieder einzulesen.
Auch werden die Trajektorien der Atome und die Konfigurationen in gewissen
Absta¨nden mit Hilfe dieser Klasse abgespeichert.
9.1.5 Die Klasse CExceptionMsg
Tritt wa¨hrend der Strukturerzeugung oder in der Simulation ein Fehler auf, so
wird, wie gerade beschrieben, im Programm eine Außnahmebehandlung (Excepti-
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on) ausgelo¨st. Unterschieden werden hierbei zwei Fa¨lle. Wird bei der Anforderung
von Speicher festgestellt, dass fu¨r die Anforderung nicht genu¨gend Speicher zur
Verfu¨gung steht, wird die Prozedur ThrowMemEx() aufgerufen. Diese ruft wieder-
um die Prozedur ThrowException mit dem festen Text
”
Out of Memory“ auf.
Diese lo¨st dann eine Ausnahme mit der Klasse CExceptionMsg und dem ihr u¨ber-
gebenen Text aus. In allen anderen Fa¨llen wird die Prozedur ThrowException
direkt aufgerufen. Die Prozedur ThrowException wird mit einer variablen An-
zahl von Parametern, entsprechend der Prozedur printf aufgerufen. Mit den
u¨bergebenen Parametern wird ein Text erzeugt, der dann zur Erzeugung einer
Ausnahme durch die Klasse CExceptionMsg verwendet wird.
Die Klasse CExceptionMsg besteht aus drei Teilen:
1. Der Konstruktor wird bei der Erzeugung einer Ausnahme aufgerufen, er
entha¨lt als einzigen Parameter ein Textfeld mit der Fehlermeldung.
2. Die geschu¨tzte Variable m szMsg nimmt diese Fehlermeldung auf.
3. Die Fehlermeldung kann durch die Methode Message() ausgegeben werden.
Nachdem in ThrowException mit throw CExceptionMsg(szMsg) eine Ausnah-
me ausgelo¨st wurde, wird diese bis zum Hauptprogramm weitergereicht, um dort
abgefangen zu werden. Vor Beendigung des Programms wird in der Fehlerbe-
handlung mit der Methode Message() die zugeho¨rige Fehlermeldung ausgeben.
9.1.6 Dynamische Speicherverwaltung
Die dynamische Speicherverwaltung ist in C und C++ aufgrund zweier softwa-
retechnischer Aspekte als problematisch einzustufen. Zum Einen ist der Zugriff
auf Speicherpla¨tze außerhalb des reservierten Speicherbereichs mo¨glich, und zum
Anderen erfolgt die Freigabe des reservierten Speichers nach Ende der Nutzung
nicht automatisch. Beide Probleme werden durch Nutzung der Template-Klassen
CMem, CMemIter, CPtrBase und deren Nachfahren gelo¨st.
Die Klasse CPtrBase bildet die Basisklasse zur Verwaltung von dynamischen
Instanzen von Objekten. Sie stellt einerseits sicher, dass bei der Erzeugung der
Instanz eines Objektes genu¨gend Speicher zur Verfu¨gung steht, und sorgt ande-
rerseits fu¨r eine korrekte Lo¨schung der Instanz, d.h. vor der Lo¨schung der In-
stanz oder der, die Instanz enthaltenen Variablen wird der zugeho¨rige Destruktor
aufgerufen. Wird nur eine Instanz eines Objektes beno¨tigt, die im dynamischen
Speicher erzeugt und verwaltet werden soll, so ist zu deren Kapselung die von
CPtrBase abgeleitete Klasse CPtr vorgesehen. Einfache Felder von Objekten wer-
den mit der ebenfalls von CPtrBase abgeleiteten Klasse CArrayPtr verwaltet. Die
Nummerierung des von CArrayPtr erzeugten Feldes beginnt immer bei Element
Null. Sind hingegen bei der Deklaration die Ober- und Untergrenze des Feldes
bekannt, wie zum Beispiel in der Berechnung des reziproken Anteils der Ewald-
methode, wird das Feld in einer Instanz der Klasse CArrayRangePtr erzeugt und
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verwaltet, mit ihr ist es dann mo¨glich das Feld mit einer beliebigen Feldnummer
zu beginnen. Bei zweidimensionalen Feldern ersetzt man CArrayRangePtr durch
die Klasse CMatrixRangePtr. Da all diese Klassen auf der Klasse CPtrBase be-
ruhen, haben sie alle dessen Eigenschaften geerbt. Dies bedeutet zum Beispiel,
dass in allen Instanzen bei zu wenig Speicher automatisch ein Ausnahmeereignis
ausgelo¨st wird. Hervorzuheben ist außerdem, dass der reservierte Speicher, bei
Zersto¨rung der die Instanz enthaltenen Variablen, automatisch freigegeben wird,
und dass bei Zugriffen auf einzelne Objekte des Feldes im Debug-Modus eine
Pru¨fung auf Einhaltung der Feldgrenzen durchgefu¨hrt wird.
Die oben beschriebenen Klassen CArrayPtr und CArrayRangePtr dienen nur
zur Verwaltung statischer Felder von Objekten. Fu¨r die Verwaltung dynamischer
Felder wird hingegen die Template-Klasse CMem verwendet. In CMem werden aber
nur Feldelemente von einfachen Variablen und Zeigern erzeugt. Im Gegensatz zu
den abgeleiteten Klassen von CPtrBase ist es nicht mo¨glich Felder von Objekten
zu verwalten, da bei der hier verwendeten Variante der Speicherreservierung die
Konstruktoren der Objektinstanzen nicht aufgerufen werden. In CMem wird die
Dynamik der Feldgro¨ßen u¨ber die Methode Resize gesteuert. Die Einhaltung
der hierin festgelegten Feldgrenzen wird, wie bei der anderen Klassenfamilie, im
Debug-Modus bei jedem Zugriff u¨berpru¨ft.
Der direkte Zugriff auf ein Feldelement u¨ber den in den oben beschriebenen
Klassen implementierten Operator [] ist aufwendig, da bei ihm die Position des
Feldelements im Speicher bei jedem Zugriff neu berechnet werden muss. Bes-
ser ist ha¨ufig ein iterativer Zugriff, der allerdings einen sequentiellen Ablauf der
Auswertung der Feldelemente beno¨tigt. Der iterative Zugriff auf eine Instanz der
Klasse CMem erfolgt u¨ber die Template-Klasse CMemIter. Mit Hilfe der Methode
First() gelangt man an den Anfang des Feldes, von dort kann man mit der
Methode Next() zum na¨chsten Feldelement gelangen. Nu¨tzlich ist die Klasse
zum Beispiel bei den Listen von Zeigern auf die wechselwirkenden Atome und
deren Wechselwirkungsparametern. Aber auch bei der Verwaltung der Liste der
Atome eines Moleku¨ls oder innerhalb der Verwaltung der Moleku¨le beschleunigt
CMemIter deren Auswertung.
9.1.7 Die Klasse CParseScriptline
Um effizient auf die Skripte der Kraft-, Struktur- und Simulations-Datenbank
zugreifen zu ko¨nnen verwenden die Programme eine Instanz der Klasse
CParseScriptline. Diese teilt eine an die Methode Pharse(const char
*pchLine) u¨bergebene Zeile eines Skripts in durch spezielle Zeichen abgetrennte
Abschnitte ein, die in die nachfolgende Auswertung als Parameter eingehen. So
erfolgt eine einfache Aufspaltung einer Zeile in zwei Parameter bei einem Leer-
zeichen, einem Komma oder einem Gleichheitszeichen. Taucht in einer Zeile ein
Semikolon auf, so wird der nachfolgende Text als Kommentar gewertet. Zeilen, die
Klammern enthalten werden speziell behandelt, das a¨ußerste Klammerpaar fu¨hrt
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wie ein Leerzeichen zu einer Aufspaltung der Zeile in zwei Abschnitte. Weitere
Klammerpaare, so wie der Text vor und innerhalb der Klammerpaare werden in
diesem Durchlauf als Einheit angesehen. Somit ist es mo¨glich, ganze Anweisungen
als Parameter zu u¨bergeben und diese erst in der weiteren Verarbeitung, wieder-
um durch CParseScriptline weiter aufgespalten zu ko¨nnen. Am Beispiel
”
add
1 Bisacrylamid(6,7,8)“ la¨sst sich dies verdeutlichen. Im ersten Durchlauf wird die
Zeile in die Parameter
”
add“,
”
1“ und
”
Bisacrylamid(6,7,8)“ aufgeteilt, erst in
der Weiterverarbeitung wird der Parameter
”
Bisacrylamid(6,7,8)“ ebenfalls von
CParseScriptline in weitere Parameter aufgeteilt.
Die nachfolgenden Methoden werden von CParseScriptline zur einfacheren
Auswertung des Skripts zur Verfu¨gung gestellt. Eine einfache Ru¨ckgabe eines ein-
zelnen Parameters erfolgt u¨ber die Methode Get(BYTE nParam). Liegt nParam au-
ßerhalb der Feldgrenzen, wird eine Ausnahmebehandlung ausgelo¨st, d. h. ein Feh-
ler zuru¨ckgegeben. Abgeschaltet wird diese U¨berpru¨fung durch Aufruf der Metho-
de SetSoft() und wieder eingeschaltet mit ResetSoft(). Ebenfalls implemen-
tiert sind die Methoden GetInt(BYTE nParam) und GetDouble(BYTE nParam),
die den Parametertext automatisch in numerische Werte entsprechenden Typs
umwandeln. Zur Steuerung der Auswertung mittels Fallunterscheidungen sind
die Methoden IsParam(BYTE nParam), IsSection(), IsComment(), IsEmpty(),
IsEmptyComment() und HasParenthesis() implementiert. Hervorzuheben sind
hier die Methoden IsEqual(const char *achText) und IsEqual(const char
*achText,BYTE nParam), die einen Vergleich des nullten Parameters bzw. des
Parameters nParam mit dem angegebenen Text ohne Unterscheidung zwischen
Groß- und Kleinbuchstaben durchfu¨hren.
9.2 Die Basisklassen
Neben den grundlegenden Klassen aus dem letzten Abschnitt werden nun die
Basisklassen beschrieben, die speziell fu¨r die Erzeugung der Strukturdatei mit
”
StructC“ und zur Simulation mit
”
dynC“ beno¨tigt werden.
Die Basisklassen stellen ein Grundgeru¨st, der bereits am Anfang diese Ka-
pitels beschriebenen und der Natur nachempfundenen Hierarchie, von Klassen
bereit. Die Klasse CAtom bezieht die Eigenschaften seines Atoms aus der Be-
schreibung des Elements, die fu¨r jedes verwendete Element in einer Instanz der
Klasse CElement erzeugt wurde, so wie eigenen Attributen zur Lage und Ge-
schwindigkeit des Atoms. CAtom selbst ist Bestandteil der Klasse CMolecule. Eine
Liste aller Moleku¨le und aller Elementbeschreibungen wird wiederum in der Klas-
se CMoleculeList verwaltet, die zudem die einzigste Instanz von CForceField
entha¨lt, mit der sa¨mtliche Wechselwirkungsparameter bestimmt werden.
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9.2.1 CElement
Von jedem Element gibt es im allgemeinen mehrere Atome. Damit die charakte-
ristischen Daten eines Elements nicht in jedem Atom separat gespeichert werden
mu¨ssen, wodurch eine unno¨tige Redundanz der Daten erzeugt wird, entha¨lt jedes
Atom lediglich eine Referenz auf die Instanz der Klasse CElement seines Ele-
ments. Diese entha¨lt alle fu¨r das Element relevanten Daten und kapselt sie gegen
A¨nderungen ab.
Die Daten werden aus CElement u¨ber Methoden ausgelesen. Die Metho-
de GetName() gibt den Namen des Elements und GetMass() die Masse bzw.
GetInvMass() die inverse Masse zuru¨ck, die insbesondere bei der Bestimmung
der Beschleunigungen Verwendung findet. Im verwendeten Atommodell sind die
Lennard-Jones-Parameter charakteristisch fu¨r jedes Element, ein Atom wechsel-
wirkt immer mit den selben Parametern. Einzig bei der Wechselwirkung mit dem
dritten Nachbarn eines Atoms werden bei bestimmten Elementen andere Para-
meter verwendet. Der erste Term der Lennard-Jones-Parameter ist
√
Aii abruf-
bar mit den Methoden GetC12() und Get3C12() fu¨r den dritten Nachbarn. Der
zweite Term
√
Bii wird durch die Resultate der Methoden GetC6() und Get3C6()
bestimmt.
Von jedem verwendeten Element wird nur eine Instanz erzeugt, diese wird Teil
der Klasse CMoleculeList, auf die dann, aus den Klassen CAtom und CStructMol
Referenzen, d. h. Zeiger verweisen, wie es auch Abbildung 9.1 Seite 121 zeigt. Die
Instanzen der Elemente werden im Programm
”
StructC“ durch die Methode Load
der Klasse CStructMol wie folgt erzeugt. Mit den aus der Kraft-Datenbank ge-
wonnenen Daten ruft die Methode Load die Methode GetElement der Klasse
CMoleculeList auf, die diese Aufgabe an die Methode AddElement weiter gibt,
falls das Element noch nicht erfasst wurde. AddElement ruft wiederum die Me-
thode CreateElement der Klasse CForceField auf und nimmt das Element in die
Klasse CMoleculeList auf. Die Methode CreateElement erstellt nun endgu¨ltig
eine Instanz der Klasse CElement. Im Gegensatz dazu erzeugt das Programm
”
dynC“ die Instanzen von CElement in Abha¨ngigkeit von den verwendeten Ato-
men bei der in der Methode Serialize. Hierbei liest es die Daten der Atome aus
der Strukturdatei mit Hilfe der Methode Serialize der Klasse CAtom ein und
ruft dort die Methode GetElement der Klasse CMoleculeList auf.
9.2.2 CAtom
Jede Instanz der Klasse CAtom entha¨lt die individuellen Eigenschaften eines ein-
zelnen Atoms, unter anderem den Orts- und den Geschwindigkeitsvektor. Zur
Beschreibung der Art des Atoms wird jedem Konstruktor eine Referenz auf die
zugeho¨rige Instanz der Klasse CElement u¨bergeben. Diese legt das Atom bzw. im
Falle der Kohlenwasserstoffe CH, CH2 und CH3 die atomare Einheit fest, so kann
zum Beispiel der Namen des Atoms u¨ber die Referenz mit GetName() ausgele-
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sen werden. Der Konstruktor speichert die Referenz zur spa¨teren Verwendung
im Attribut m pElement, diese kann mit der Methode GetElement() wieder aus-
gelesen werden. Zur Einordnung in eine Atomgruppe beno¨tigt der Konstruktor
zusa¨tzlich eine durch die Klasse CAtomGroup eindeutig festgelegte Nummer. Dem
Konstruktor kann optional eine Partialladung fu¨r das Atom u¨bergeben werden.
Die beiden letzten Parameter werden intern in den Attributen m nAtomGroupID
und m dCharge gespeichert und ko¨nnen mit den Methoden GetAtomGroup() und
GetCharge() abgefragt werden. Desweiteren wird im Konstruktor die Geschwin-
digkeit und die auf das Atom wirkende Kraft auf Null gesetzt, so wie der Ortsvek-
tor als undefiniert festgelegt. Die Attribute fu¨r Geschwindigkeit und Kraft wer-
den, obwohl sie zur Konstruktion des Simulationssystems nicht beno¨tigt werden,
bereits hier deklariert, da sie Teil der in der Strukturdatei (DYN) gespeicherten
Daten sind.
Der Im Konstruktor als undefiniert bestimmte Ortsvektor wird im Attribut
m vPosition durch Aufruf der Methode SetPos(const CVec3 &vPos) festge-
legt. Im DEBUG-Modus u¨berpru¨ft diese Methode zusa¨tzlich, ob die angegebene
Position innerhalb des Simulationsraumes liegt. Ausgelesen wird der Ortsvektor
mit der Methode GetPos(), die im DEBUG-Modus ebenfalls die Gu¨ltigkeit des
Wertes mit Hilfe der Methode IsValid() u¨berpru¨ft.
Um jedes Atom eindeutig zu identifizieren wird ihm im Attribut
(m nAtomCounter) eine Identifizierungsnummer zugewiesen. Vor Erzeugung der
Simulation wird der interne Atomza¨hler mit ResetCounter() auf Eins ge-
setzt. Die Zuteilung einer Nummer erfolgt im Konstruktor, der die Methode
IncCounter() aufruft. Die eindeutige Identifizierungsnummer wird durch die Me-
thode GetCounter() ausgelesen. Vorwiegend verwendet wird die Nummer bei der
Auflistung der Bindungsverha¨ltnisse in der Datei
”
DynC Dump.txt“ und zur An-
zeige von Atom spezifischen Fehlermeldungen. Sie wird auch fu¨r die Erzeugung
einer Protein-Datenbank (PDB) beno¨tigt.
Wie oben bereits erwa¨hnt gehen die Daten von CAtom ebenfalls in die Struk-
turdatei (DYN) ein. Zum speichern und auslesen der Daten aus der Strukturda-
tei werden diese bina¨r mit der Methode Serialize(CFileIO &f, WORD nVer,
CSimSystem &sys) in die Datei geschrieben bzw. aus ihr gelesen. Die Metho-
de u¨berpru¨ft hierzu zuerst, ob die in nVer u¨bergebene Versionsnummer mit den
unterstu¨tzten Versionen der Strukturdatei u¨bereinstimmt. Zur Speicherung der
Daten werden diese in einfache Datentypen wie
”
long“ oder
”
float“ umgewandelt
und dann in die Datei geschrieben. Das Auslesen der Daten kehrt diesen Prozess
um. Die Daten werden hierbei zuerst in Variable einfacher Datentypen geladen
und dann den zugeho¨rigen Attributen der Instanzen von CAtom zugewiesen. Zur
Identifizierung der hier verwendeten Instanzen der Klasse CElement werden deren
zugeordnete Namen verwendet. Beim einlesen der Daten wird fu¨r die Zuordnung
bzw. Erzeugung einer Instanz der Klasse CElement auf die, als Parameter in der
Variablen sys u¨bergebene Instanz der Klasse CSimSystem und deren Methode
GetElement(const char *szName) zuru¨ckgegriffen. Zur Behandlung des Orts-
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und Geschwindigkeitsvektors eines Atoms wird jeweils die Methode Serialize
der Klasse CVec3 aufgerufen. Der Kraftvektor wird nur tempora¨r beno¨tigt und
deshalb nicht abgespeichert, wa¨hrend des Ladevorgangs wird er auf Null gesetzt.
9.2.3 CMolecule
Die Atome in einer Simulation setzen sich zu Moleku¨len zusammen, wobei die
Atome eines Moleku¨ls eine Einheit bilden, die sich durch ihre Anordnung und
durch eine direkte Wechselwirkung der Atome des Moleku¨ls von den anderen
Atomen unterscheiden. Im Simulationssystem wird ein Moleku¨l in Form eine In-
stanz der Klasse CMolecule oder deren Nachfahren nachgebildet.
Bei ihrer Konstruktion erha¨lt jedes Moleku¨l einen Namen, dieser wird dem
Konstruktor als Zeichenkette u¨bergeben. Der Konstruktor erzeugt von dieser Zei-
chenkette eine Kopie, die dann im Attribut m pchName abgelegt wird. Der Name
des Moleku¨ls bleibt somit fu¨r die Dauer der Existenz der Instanz erhalten. Erst
im Destruktor wird die Kopie, zusammen mit den Atomen des Moleku¨ls aus dem
Speicher entfernt. Der in m pchName abgelegte Moleku¨lname kann mit der Metho-
de GetName() wieder abgerufen werden. Der Moleku¨lname wird zum Beispiel bei
der Ausgabe der Report-Datei oder der Protein-Datenbank (PDB) verwendet.
Wichtige Bestandteile von CMolecule sind, die in m mpAtom gespeicherte Li-
ste der Atome des Moleku¨ls und die Liste der benachbarten, d. h. direkt ver-
bundenen Atome. Anfangs sind beide Listen leer, erst wenn mit der Methode
AddAtom(CAtom *pAt) Atome im Moleku¨l eingebunden werden, fu¨llen sich die
Listen. In den Listen werden nur Zeiger auf die Instanzen der Atomen des Mo-
leku¨ls eingetragen, da die hier verwendeten Attribute durch die Template-Klasse
CMem gekapselt werden mu¨ssen. Durch die Kapselung besitzen sie zwar eine fle-
xible Feldgro¨ße, ko¨nnen aber keine strukturierten Klassen verwalten. Die Anzahl
der Atome in einem Moleku¨l wird von der Methode CountAtoms() zuru¨ckgege-
ben, diese greift hierzu auf die durch die Kapselung leicht bestimmbare La¨nge
der Liste zu. Die Masse des Moleku¨ls, die zum Beispiel beno¨tigt wird bei der
Berechnung der Dichte des Gesamtsystems und bei der Ausgabe der Dichte in
die Report-Datei, la¨sst durch die Methode GetMass() bestimmen.
Der Zugriff auf die Daten der Atome eines Moleku¨ls wird durch spezielle Me-
thoden ermo¨glicht. Die Methode GetAtom(short nAtom) liefert den allgemein-
sten Zugriff auf das gewu¨nschte Atom, allerdings muss hierzu die laufende Num-
mer des Atoms nAtom in der Atomliste bekannt sein. Fu¨r die beiden am ha¨ufigsten
verwendeten Eigenschaften gibt es zusa¨tzlich zwei spezielle Methoden, die Me-
thode GetName(short nAtom) (nicht zu verwechseln mit GetName()) liefert den
in CElement gespeicherten Namen des Atoms und die Methode GetPos(short
nAtom) den Ortsvektor des Atoms. Die in den Listen gespeicherten Zeiger auf
Instanzen von Atomen eines Moleku¨ls mu¨ssen fu¨r die Methoden der Klasse
CCreateMol, die zur Konstruktion der Simulationsstruktur verwendet werden,
durch die laufenden Nummern der Atome ersetzt werden. Zu diesem Zweck wur-
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de die Methode GetNo(const CAtom *pAt) programmiert.
Ein Moleku¨l ist aber mehr als die bloße Summe seiner Atome, in ihm bilden die
Nachbarschaftsbeziehungen den zweiten, das Moleku¨l charakterisierenden, Teil.
In der Klasse CMolecule werden die direkten Nachbarn in einer Liste aufgefu¨hrt,
die im Attribut m mnNeighbour gespeichert wird. In ihr wird fu¨r jedes Atom
Speicher fu¨r MAXNB=8 direkte Nachbarn reserviert. Ein einfacher Zugriff auf die
Daten erfolgt u¨ber die Methode GetNeighbour(short nAtom, BYTE nNb), die,
bei Angabe der Atomnummer und der Nummer des Eintrags, die Nummer des
Nachbaratoms zuru¨ck liefert. Ist kein Nachbaratom an der angegebenen Stelle
eingetragen, so wird der Standardwert NONB zuru¨ckgegeben.
Die Speicherung der Atomdaten in der Protein-Datenbank (PDB-Datei) er-
folgt fu¨r jedes Moleku¨l separat, deshalb besitzt CMolecule eine spezielle Me-
thode zur Speicherung eines einzelnen Moleku¨ls in der Datenbank. Die Methode
WritePDB(FILE *fOut, int cnMolecule) speichert zuerst die Atome des Mo-
leku¨ls mit ihren Koordinaten unter der in cnMolecule festgelegten Moleku¨lnum-
mer. Diese werden dann durch eine Liste der direkten Bindungen erga¨nzt. Zu-
sammen mit den Daten der anderen Moleku¨le bilden sie die Protein-Datenbank.
Zum Datenaustausch mit den anderen Programmen wird die Strukturda-
tei (DYN) verwendet. Die Aufbereitung und Speicherung der Daten erfolgt,
wie in den Klassen CElement und CAtom, in einer Methode mit dem Namen
Serialize(CFileIO &f, CSimSystem &sys, DWORD nVer). Ausgetauscht wer-
den zuna¨chst Moleku¨lname und Anzahl der Atome. Mit Hilfe der Methode
AddDummyAtom() werden dann leere Instanzen der Klasse CAtom erzeugt, die
spa¨ter, durch einen Aufruf der Serialize-Methode dieser Instanzen, mit Daten
gefu¨llt werden. Bei der Erzeugung dieser Instanzen wurden gleichzeitig auch die
Listen der direkten Nachbarn erzeugt, diese werden ebenfalls in die Strukturgdatei
geschrieben bzw. aus ihr ausgelesen und in die Listen eingetragen. Abschließend
wird die Serialize-Methode einer jeden Instanz der Klasse CAtom aufgerufen,
wodurch, je nach Zustand der Instanz f der Klasse CFileIO, die Daten der Atome
entweder abgespeichert oder aus der Strukturdatei (DYN) ausgelesen werden.
9.2.4 CSimSystem
Mit den bisher betrachteten Klassen ist es nicht mo¨glich ein Simulationssystem
aufzubauen oder zu simulieren, hierzu muss ein Satz der im vorherigen Abschnitt
definierten Moleku¨le zu einem Simulationssystem zusammengefasst werden. Au-
ßerdem modellieren die bisher bearbeiten Klassen nur ausgewa¨hlte Aspekte eines
Simulationssystems.
Die Komponenten eines Systems werden in der Klasse CSimSystem zusam-
mengefasst. Ein wesentlicher Bestandteil dieser Klasse ist die Liste sa¨mtlicher
Moleku¨le, gespeichert im Attribut m mpMolecule. Die Moleku¨le (CMolecule) ent-
halten Atome (CAtom), die wiederum jeweils eine Referenz auf ein definiertes Ele-
ment (CElement) besitzen. Die Instanzen der Elemente selbst mu¨ssen in einer
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eigenen Liste, hier im Attribut m mpElement, gespeichert werden. Zur Unter-
scheidung gleicher Elemente in unterschiedlichen Moleku¨len, werden den Ato-
men entsprechende Identifikationsnummern zugewiesen, die sie einer bestimmten
Atomgruppe zuordnen. Die Verwaltung dieser Nummern erfolgt in der Klasse
CAtomGroup, auf die mit der Methode GetAtomGroup() zugegriffen wird. Fu¨r
den strukturellen Aufbau der Moleku¨le und fu¨r die Verknu¨pfung der Atome sind
die Kraftfelder und ihre Parameter verantwortlich. Sie werden in der im Attri-
but m pFF gespeicherten Instanz der Klasse CForceField definiert. Der Zugriff
auf dieses Attribut erfolgt u¨ber die Methode GetForce(), die das Attribut vor
ungewollten oder verdeckten Vera¨nderungen schu¨tzt.
Die im Folgenden beschriebenen Attribute werden nur in einem der beiden
Programme verwendet, dennoch mu¨ssen sie hier, und nicht in einem der Nach-
fahren CSimSystemStruct oder CSimSystemSim, deklariert werden, da sie in der
Strukturdatei mit abzuspeichern sind. Sollen zwei Teilstra¨nge eines Polymers ver-
bunden werden, so gibt es fu¨r den Abstand beider Teilstu¨cke einen Toleranzbe-
reich der durch das Attribut m dCrwTol festgelegt wird. Dieser Wert wird nur im
Programm
”
StructC“ mit der Methode GetCrwTol() zur Konstruktion des Netz-
werkgeru¨stes ausgelesen. Die Strukturdatei entha¨lt diesen Abstand zur Doku-
mentation. Der aktuelle Zeitpunkt der Simulation wird in der Variablen m nStep,
die den Zeitschritt entha¨lt, und in der Variablen m dStep gespeichert, die den
Zeitpunkt in ps entha¨lt. Die aktuelle Schrittweite, die die Zeit zwischen zwei Zeit-
schritten angibt, wird in m dTimeStep gespeichert. Diese drei Attribute sind fu¨r
die Fortsetzung einer Simulation wichtig, sie mu¨ssen deshalb in jeder Strukturda-
tei mit abgespeichert werden. Gesetzt werden diese Parameter mit der Methode
SetSimData(DWORD nStep, double dStep, double dTimeStep).
Die Verwaltung der Moleku¨le erfolgt durch die drei Methoden
AddMolecule(CMolecule *pMolecule), GetMolecule(DWORD nMolecule) und
CountMolecule(). Mit ihnen werden Moleku¨le in das System aufgenommen,
ausgewa¨hlt oder ihre Anzahl bestimmt. A¨hnliche Methoden existieren auch
fu¨r die Klasse CElement, jedoch mit dem Unterschied, dass die geschu¨tzte
Methode AddElement(const char *szName) automatisch aufgerufen wird, falls
das Element mit GetElement(const char *szName) nicht gefunden wird. Auf
ein bestimmtes Element der Liste kann mit der Methode GetElement(WORD
nElement) zugegriffen werden.
Zur Visualisierung und Auswertung der Simulationsstruktur werden drei Me-
thoden zur Verfu¨gung gestellt:
1. Zur Visualisierung der Struktur werden die Positionen und direkten Bin-
dungen der Atome mit der Methode WritePDB(FILE *fOut) im
”
Protein
Database“-Format in die in fOut angegebene Datei geschrieben. Die ge-
speicherten Strukturdaten ko¨nnen mit den Programmen
”
Rasmol“ oder
”
RasTop“ ra¨umlich dargestellt werden.
2. Fu¨r die statistische Auswertung der Ha¨ufigkeiten einer Atomgruppe wird
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die, von der Klasse CSimulation erzeugte, Report-Datei mit Hilfe der
Methode ReportGroupStat(FILE * fOut) um entsprechende Eintra¨ge
erga¨nzt.
3. Die Strukturdatei (DYN), die die charakteristischen Daten einer Simula-
tion entha¨lt, wird von der Methode Serialize(CFileIO &f) erzeugt. Sie
dient sowohl dem Austausch der Daten zwischen
”
StructC“ und
”
dynC“, als
auch der Speicherung der Daten eines Phasenraumpunktes zu bestimmten
Zeitpunkten.
In der Methode Serialize(CFileIO &f) werden als erstes die Verwaltungs-
daten zur Identifizierung der Datei als Strukturdatei und die Version des Datei-
formats gespeichert. Anschließend werden die einfachen Attribute, die u¨ber keine
eigene Serialize-Methode verfu¨gen, wie die Anzahl der Moleku¨le und die La¨nge
des Simulationsraumes, gespeichert. Zur Speicherung und spa¨ter auch zum aus-
lesen der Instanzen der Klassen CForceField, CAtomGroup und der Instanzen
aller Moleku¨le werden die Methoden Serialize(CFileIO &f) dieser Instanzen
aufgerufen.
Ausgelesen werden die Daten dann spa¨ter wieder mit der selben Methode, so
ist gesichert, dass die Daten in der selben Reihenfolge wie sie geschrieben wur-
den wieder eingelesen werden. Doch bevor die Daten eingelesen werden ko¨nnen,
mu¨ssen sa¨mtliche Instanzen der Klassen CMolecule, CElement und CForceField
gelo¨scht werden. Nach dem Einlesen des ersten Teils der Daten wird in m pFF eine
neue Instanz der Klasse CForceField erzeugt und es werden ebenfalls die Instan-
zen der Moleku¨le erzeugt, deren Attribute spa¨ter mit einer eigenen Serialize-
Methode eingelesen werden. Die Instanzen der Moleku¨le werden durch Aufruf
der virtuellen Methode AddNewMolecule() erzeugt, die von den Nachfahren von
CSimSystem zu Anpassung u¨berschrieben werden muss. In den Nachfahren er-
zeugt ein Aufruf der Methode AddNewMolecule() in Abha¨ngigkeit vom Nach-
fahren entweder ein leeres Moleku¨l der Klasse CMoleculeStruct oder der Klasse
CMoleculeSim, so dass immer mit der korrekten Klasse fu¨r die Moleku¨le gearbei-
tet wird.
9.2.5 CForceField
Die Eigenschaften eines Elements, hierzu za¨hlen insbesondere dessen Wechselwir-
kungen, werden durch fu¨r jedes Element charakteristische Parameter bestimmt.
Diese Parameter werden in Instanzen der Klasse CForceField verwaltet. In
CForceField wird ein neues Element durch Aufruf der Methode AddElement
erzeugt, hierbei erwartet die Methode als U¨bergabeparameter, neben dem Na-
men des Elements und seiner Masse, dessen Partialladung und Lennard-Jones-
Parameter. Die u¨bergebenen Daten werden in einem Feld mit einer speziellen
Datenstruktur (TElement) gespeichert. Mit Hilfe dieser Daten kann dann mit der
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Methode CreateElement, wie im Abschnitt 9.2.1 beschrieben, ein neues Element
fu¨r die Instanz der Klasse CMoleculeList erzeugt werden.
Die intramolekularen Wechselwirkungen werden ebenfalls durch Methoden
(Add12, Add13, Add14 und Add14i) in speziellen Datenstrukturen gespeichert, die-
se enthalten neben den Namen der wechselwirkenden Elemente die fu¨r die jeweili-
ge Wechselwirkung wichtigen Zusatzparameter wie Federkonstante dK, Gleichge-
wichtsabstand dB0, Gleichgewichtswinkel dAngle oder Periodizita¨t nPeriod. Die
U¨bergabe der Wechselwirkungsparameter an die Methoden anderer Klassen er-
folgt mit Hilfe der Methoden Get12, Get13, Get14 und Get14i, die die Daten in
Form der Klassenobjekte TParam12, TParam13, TParam14 und TParam14i zuru¨ck-
geben. Abbildung 9.1 auf Seite 121 zeigt den genauen Aufbau dieser Objekte.
Zur U¨bernahme und Speicherung vollsta¨ndiger Parametersa¨tze und ganzer
Strukturen gibt es drei zusa¨tzliche Methoden. Die Methode AddForce u¨bernimmt
die Parameter anderer Instanzen der Klasse CForceField in die eigene Instanz.
Um die Daten einer Kraft-Datenbank, bei der es sich um eine Textdatei mit fe-
ster Struktur handelt, die im Abschnitt 2.3 beschrieben wurde, einzulesen und
zu verarbeiten, wird ein Handle auf die Datei an die Methode Load u¨bergeben.
Die Methode Load sucht nach den Abschnitten
”
Element“,
”
Bond“,
”
Angle“,
”
Dihedral“ und
”
Improper“ in der Kraft-Datenbank und liest die zugeho¨rigen
Parameter ein. Mit Hilfe der Methoden AddElement, Add12, Add13, Add14 und
Add14i werden aus den Parametern neue Feldelemente erzeugt. Zum speichern
und laden einer Instanz von CForceField in einer Strukturdatei, wird die Metho-
de Serialize verwendet. Diese ist Teil des Abspeicher- und Ladevorgangs der
Klasse CMoleculeList, die auch alle anderen Instanzen der Klasse CForceField
verwaltet.
9.3 Die Klassen zum Strukturaufbau mit
”
StructC“
Mit dem Programm
”
StructC“ werden die Startstrukturen der fu¨r
”
DynC“
beno¨tigten Simulationssysteme erzeugt. Zur Erzeugung eines Simulationssystems
wird eine spezielle, als Textdatei gespeicherte Struktur-Datenbank beno¨tigt. Die-
se Datenbank entha¨lt Informationen u¨ber den Aufbau des Simulationsraumes
und u¨ber die zu simulierenden Moleku¨le. Diese Informationen ko¨nnen alternativ
auch u¨ber einen Satz von Datenbanken verteilt sein, wenn diese in der ersten
Datenbank angegeben werden. Mit Hilfe einer Instanz der in Abschnitt 9.3.2 be-
schriebenen Klasse CSimSystemStruct, die die Struktur-Datenbank zur Erzeu-
gung des Simulationsraumes auswertet, wird das Simulationssystem erzeugt. Die
Erzeugung der Moleku¨le erfolgt hierbei in einer eigens hierfu¨r programmierten
Klasse CCreateMol, die ausfu¨hrlich in Abschnitt 9.3.4 beschrieben wird. In den
folgenden Unterabschnitten werden die weiteren zum Strukturaufbau beno¨tigten
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Klassen und Methoden beschrieben.
9.3.1 CMoleculeStruct
Fu¨r die Generierung eines Moleku¨ls muss die allgemeine Klasse CMolecule durch
zusa¨tzliche Methoden erga¨nzt werden, zu diesem Zweck wird die von CMolecule
abgeleitete Klasse CMoleculeStruct generiert.
Nach Erzeugung eines Atoms ist dieses a priori vollkommen ungebunden. Die
Atome mit denen es direkt benachbart ist und eine fest Bindung eingeht wer-
den mit der Methode SetNeighbour(short nAt1, short nAt2) festgelegt. Die-
se Methode tra¨gt in die Liste m mnNeighbour, die Atome an den Positionen nAt1
und nAt2 der Atomliste m mpAtom des Moleku¨ls, das jeweils andere Atom als be-
nachbart ein. Verwendet wird diese Liste spa¨ter bei der Positionierung der Atome
und wa¨hrend der Simulation bei der Festlegung der intramolekularen Wechsel-
wirkungen.
Bei der Positionierung der Atome ist es wichtig einen gewissen Mindestab-
stand zwischen den Atomen einzuhalten. Zur U¨berpru¨fung und Einhaltung dieses
Mindestabstandes wird unter anderem die Methode IsFreeInMolecule(const
CAtom *at, const CForceField *pFF) beno¨tigt. Sie vergleicht den Abstand
des Atoms at zu allen anderen Atomen des selben Moleku¨ls mit 10/25 des ent-
sprechenden Lennard-Jones-Abstandes und legt damit fest, wann der Mindestab-
stand zwischen dem Atom at und den anderen Atomen des Moleku¨ls eingehalten
wird.
In einigen Fa¨llen la¨sst sich, auf Grund der bisher aufgebauten Moleku¨lstruk-
tur, das neue Atom nicht in die vorhandene Struktur einpassen, dann mu¨ssen
Teile des bereits fertiggestellten Moleku¨ls entfernt und mit anderen Bindungswin-
keln neu aufgebaut werden. Der sukzessive Ru¨ckbau des Moleku¨ls erfolgt hierbei
mit Hilfe der Methode DelLastAtom(), die das zuletzt eingefu¨gte Atom wieder
entfernt.
9.3.2 CSimSystemStruct
A¨hnlich wie CMolecule muss auch die Klasse CSimSystem durch spezielle Me-
thoden erga¨nzt werden. Zusa¨tzlich mu¨ssen vorhandene Methoden, die mit der
Klasse CMolecule arbeiten, durch Methoden ersetzt werden, die mit der von ihr
abgeleiteten Klasse CMoleculeStruct arbeiten.
Um CMoleculeStruct verwenden zu ko¨nnen, werden die beiden Metho-
den AddMolecule(CMoleculeStruct *pMolecule) und GetMolecule(unsigned
int nMolecule) neu definiert, wobei letztere einen Zeiger auf die gewa¨hl-
te Instanz der Klasse CMoleculeStruct zuru¨ck gibt. Implementiert werden
beide Methoden durch ein type-casting von CMoleculeStruct in CMolecule,
so wie einem anschließenden Aufruf der Methoden AddMolecule(CMolecule
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*pMolecule) bzw. GetMolecule(unsigned int nMolecule) der Klasse des Vor-
fahren CSimSystem.
Ein Mindestabstand muss nicht nur zwischen den Atomen eines Moleku¨ls,
sondern auch zu allen anderen Atomen, eingehalten werden. Aus diesem Grund
wird eine Methode IsFreePos(const CAtom *at) definiert, die fu¨r das Atom at
die Einhaltung eines Mindestabstandes zu allen Atomen aller Moleku¨le u¨berpru¨ft,
wobei sich der Mindestabstand wieder aus dem Lennard-Jones-Radius ergibt. Die
U¨berpru¨fung des Abstandes ist hierbei einfach durch einen sukzessiven Aufruf der
Methode IsFreeInMolecule fu¨r jede Instanz von CMoleculeStruct zu erreichen,
da in dieser Klasse sa¨mtliche Moleku¨le gespeichert werden.
Fu¨r die Erstellung eines Polymersystems sind zusa¨tzlich die beiden Metho-
den GetCrwTol() und Density() implementiert. Die erste Methode gibt den
Inhalt des bereits in CSimSystem deklarierten Attributs m dCrwTol wieder, das
den im Abschnitt 3.4 beschriebenen Toleranzfaktor fu¨r den Abstand zweier zu
verknu¨pfender Teilketten eines Polymers entha¨lt. Die zweite Methode bestimmt
aus den Massen der einzelnen Moleku¨le und der Gro¨ße des Simulationsraumes
mit Hilfe eines Umrechnungsfaktors die Dichte des Systems in g/cm3.
Die Randparameter der Startstruktur werden im Abschnitt
”
Structure“ der
Struktur-Datenbank (siehe auch Abschnitt 3.3) festgelegt. Aufteilen lassen sie sich
in einen Satz Parameter fu¨r die Bestimmung der Startstruktur und einen Satz
Parameter zu ihrer Speicherung. Mit der Methode LoadIn(FILE *fIn) wird der
Parametersatz zur Bestimmung der Struktur eingelesen. Die Auswertung erfolgt
mit Unterstu¨tzung eine Instanz der Klasse CParseScriptline, wobei folgende
Parameter ausgewertet werden:
BoxSize: Festlegung der Kantenla¨nge des Simulationsraumes, die im globalen
Objekt pbx abgespeichert wird.
Step: Bestimmt die Schrittweite der spa¨teren Simulation. Dieser Wert wird in
der Regel durch Parameter der Simulations-Datenbank u¨berschrieben.
Debug: Legt den Grad der zusa¨tzlichen Ausgaben im DEBUG-Modus fest. Je
gro¨ßer dieser Wert ist, desto detaillierter wird der Bildungsprozess beschrie-
ben.
CrwTol: Bestimmt die in Abschnitt 3.4 beschriebene Toleranz fu¨r den Abstand
zweier Teilketten eines Polymers bei deren Verknu¨pfung.
Include: Aus den hier angegebenen Datenbanken werden die Parameter
der Kraftfelder mit Hilfe der Methode Load(FILE *fIn) der Klasse
CForceField ausgelesen.
Der Parametersatz zur Speicherung der Startstruktur wird von der Methode
LoadOut(FILE *fIn) verarbeitet. Wichtig sind hier zwei Eintra¨ge, von denen
der Eine (
”
out pdb“) die angegebene Datei erzeugt und die Strukturdaten im
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PDB-Format mit Hilfe der Methode WritePDB(FILE *fOut) der Klasse des Vor-
fahrens abspeichert. Der andere Eintrag (
”
out dyn“) erzeugt eine Datei, die die
Struktur-Datenbank (DYN) entha¨lt. Gespeichert werden die Daten der Struktur-
Datenbank mit Hilfe einer hierfu¨r erzeugten Instanz der Klasse CFileIO und der
Methode Serialize(CFileIO &f) des Vorfahren.
9.3.3 CStructMol
Zur Verwaltung der Moleku¨l- und Monomerstrukturen besitzt
”
StructC“ die Klas-
se CStructMol. Jedes in der Struktur-Datenbank beschriebene Moleku¨l erzeugt
eine neue Instanz dieser Klasse, in der die Struktur des Moleku¨ls in einer zur
Weiterverarbeitung besser geeigneten Form abgelegt wird.
In ihrem Konstruktor wird zuna¨chst das Attribut m pchName, das den Namen
des in dieser Instanz gespeicherten Moleku¨ls entha¨lt, auf den Null-Zeiger gesetzt.
Dies geschieht, um einerseits zu verdeutlichen, dass diese Instanz noch unbenutzt
ist, und andererseits, um bereits hier einen definierten Wert fu¨r die Freigabe des
Speichers fu¨r den Fall des Aufrufs des Destruktors zu besitzen. Ausgelesen wird
der Name des Moleku¨ls mit der Methode GetName().
Die Moleku¨lstruktur wird mit der Methode Load(CSimSystem *pSys,FILE
*fIn,int nMolecule) aus der Struktur-Datenbank eingelesen, diese verwendet
hierbei eine Reihe von Methoden der Klasse CStructMol. Ein Atom bzw. eine
Atomgruppe wird in den Aufbau der Struktur aufgenommen, wenn deren Parame-
ter durch die Methode AddAtom(const CElement *pElement,double dCharge)
in die aktuelle Instanz eingefu¨gt wird. Die in CStructMol vorhandenen Listen
werden hierfu¨r um jeweils einen Eintrag erga¨nzt. In diese neuen Felder von
m mpElement und m mdCharge werden die Daten, entsprechend den Eintra¨gen
der Parameter von AddAtom, eingetragen. In die neuen Felder der beiden anderen
zu CStructMol geho¨renden Listen m mbBackbone und m mZMat werden zuna¨chst
Standardwerte eingetragen. Damit spa¨ter auf genau die Daten wieder zugegrif-
fen werden kann, gib die Methode AddAtom die Position des neuen Atoms in den
Listen zuru¨ck. Anhand dieser Position (nAtom) ko¨nnen die eben gespeicherte La-
dung und der Typ des Elements mit den Methoden GetCharge(WORD nAtom) und
GetElement(WORD nAtom) wieder abgefragt werden.
Die Relationen zwischen den Atomen eines Moleku¨ls werden in die Struktur-
Datenbank in einer vorgegebenen Form eingetragen, die einer Z-Matrix a¨hnelt.
In
”
StructC“ werden diese Daten in der Datenstruktur TZMat gespeichert, dessen
Aufbau u. a. auf Seite 121 in Abbildung 9.1 gezeigt wird. Diese Datenstruk-
tur entha¨lt u. a. Speicherplatz fu¨r die Referenznummern des ersten bis dritten
Nachbaratoms (nBase,nNb2 und nNb3), so wie die Wechselwirkungsparameter
(dR12,dAng123,dAng1234 und nPeriod) fu¨r die Wechselwirkung mit den Nach-
baratomen und eine Liste (anBond) der Atome, mit denen das betreffende Atom
weitere Bindungen eingeht.
Die TZMat-Datenstruktur eines Atoms wird mit Hilfe einer der beiden Metho-
9.3 Die Klassen zum Strukturaufbau mit
”
StructC“ 143
den SetZMat(double dR12, short nBase, double dAng123, short nNb2,
short nPeriod, short nNb3) und SetZMat(double dR12, short nBase,
double dAng123, short nNb2, double dAng1234, short nNb3) mit Daten
gefu¨llt, sie speichern die als Parameter u¨bergebenen Daten in die Feldelemente
des letzten Atoms. Beide Methoden unterscheiden sich in der Behandlung der
Torsionswechselwirkung. In der einen Methode wird der Torsionswinkel direkt
angegeben, wohingegen im anderen Fall entweder die ausgewa¨hlte Periode den
Winkel bestimmt oder durch Angabe spezieller Werte eine Berechnung in der
Klasse CCreateMol erfolgt, die im na¨chsten Abschnitt beschrieben wird. Ebenfalls
wird hier berechnet, ob das neue Atom Teil des Polymergeru¨stes eines Polymers
ist. Die in TZMat gespeicherten Parameter werden bei bekannter Position in den
Listen mit den entsprechenden Methoden (GetBase(WORD nAtom), GetNb2(WORD
nAtom), GetNb3(WORD nAtom), GetR(WORD nAtom), GetAng123(WORD nAtom),
GetAng1234(WORD nAtom), GetAngPeriod(WORD nAtom) und IsBackbone(WORD
nAtom)) wieder ausgelesen.
In SetZMat werden die Eintra¨ge der Liste anBond der TZMat-Datenstruktur
nicht beru¨cksichtigt, diese werden von einer speziell fu¨r die Bindungen bestimm-
ten Methode verwendet. Die Methode SetBond(char nNo,short nAtom) tra¨gt
in das durch nNo bestimmte Feldelement des letzten Atoms aus anBond eine Re-
ferenz auf das im Parameter nAtom festgelegte Atom ein. Diese kann spa¨ter mit
der Methode GetBond(WORD nAtom,char nNo) wieder ausgelesen werden.
Mit Hilfe der eben beschriebenen Methoden ist es der Methode
Load(CSimSystem *pSys,FILE *fIn,int nMolecule) mo¨glich, die Strukturda-
ten eines Moleku¨ls aus der Struktur-Datenbank auszulesen und in den entspre-
chenden Attributen zu speichern. Die Methode sucht hierfu¨r in der Struktur-
Datenbank in Abha¨ngigkeit vom Parameter nMolecule nach einem Abschnitt
”
Molecule“,
”
Molecule1“,
”
Molecule2“ usw., der die gesuchte Moleku¨lstruktur
entha¨lt. In jeder Zeile eines Abschnitts mit Moleku¨lstruktur kann entweder ein
Eintrag fu¨r ein neues Atom stehen oder mit der Anweisung Name= der Na-
me des Moleku¨ls. Entha¨lt eine Zeile die Daten eines neuen Atoms, so sind diese
wie im Abschnitt 3.3 beschrieben angeordnet. Zur Auswertung wird die Zeile in
Spalten aufgeteilt. So entha¨lt die erste oder zweite Spalte den Namen des Atoms,
der mit Hilfe der Methode GetElement der Klasse CSimSystem eine Referenz auf
die entsprechende Instanz der Klasse CElement bestimmt, wobei diese Instanz
unter Umsta¨nden zuvor von GetElement neu erzeugt werden musste. Ist anstatt
eines Atomnamens ein Stern (*) eingetragen, handelt es sich um einen Platzhal-
ter fu¨r ein Atom eines anderen Moleku¨ls, genauer eines anderen Monomers, mit
dem dieses eine Bindung eingehen wird. Fu¨r den Platzhalter wird die entspre-
chende Referenz auf den Null-Zeiger gesetzt und der Za¨hler m cnDummyAtom um
eins erho¨ht. Aus der Referenz auf die Instanz und aus der Ladung, die in der
na¨chsten Spalte angegeben wird, erzeugt die Methode AddAtom ein neues Atom.
Die na¨chsten Spalten bestimmen die Nachbaratome, so wie optional deren Wech-
selwirkungen, hierzu werden deren Inhalte in numerische Werte umgewandelt.
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Damit auch die Parameter des Torsionswinkels als numerische Werte dargestellt
werden ko¨nnen, wird bei der Periodizita¨t ein Stern in einen Wert von -1 und ein
”
M“ in eine -2 umgewandelt. Diese Werte gehen dann in die Methode SetZMat
ein. Besitzt ein Atom außer der Bindung zu seinem
”
Basisatom“ weitere Bindun-
gen, so werden diese als letztes angegeben und mit der Methode SetBond wie
oben beschrieben im Attribut anBond gespeichert. Falls wa¨hrend der Verarbei-
tung keine Fehler aufgetreten sind, quittiert Load dies mit einem logischen Wahr
im Ru¨ckgabewert.
Fu¨r die Erzeugung eines Polymers in CCreateMol werden zwei weitere Me-
thoden beno¨tigt. Die Methode CountDummy() liefert die Anzahl der Platzhalter-
Atome. Aus der Gesamtanzahl der Eintra¨ge und der Anzahl der Platzhalter-
Atome la¨sst sich die Anzahl der
”
wirklichen“ Atome bestimmen, diesen Wert
gibt die zweite Methode CountAtoms() zuru¨ck.
9.3.4 CCreateMol
Nachdem in den vorhergehenden Abschnitten die Klassen behandelt wurden, die
den Rahmen fu¨r die Strukturerzeugung bilden, wird in diesem Abschnitt die
Erzeugung der Startstruktur beschrieben. CCreateMol bildet somit den Kern des
Programms
”
StructC“.
Zur Erzeugung der Startstruktur wird im Hauptprogramm eine Instanz von
CCreateMol generiert, hierzu muss eine Referenz auf die zuvor erzeugte Instanz
des zugeho¨rigen Simulationssystems, d. h. der Klasse CSimSystemStruct u¨ber-
geben werden. Im Konstruktor wird diese Referenz fu¨r die weitere Verwendung
in den Methoden der Klasse im Attribut m pSimSystem gespeichert. Die Klasse
CCreateMol entha¨lt außerdem eine Referenz auf die Instanz des zu erzeugenden
Moleku¨ls, diese wird anfangs auf den Null-Zeiger gesetzt, da das Moleku¨l erst
spa¨ter in der Methode Create erzeugt wird. In der Initialisierung wird dem At-
tribut m szPolymerName der Standardname
”
POLY“ (fu¨r Polymer) zugewiesen.
Die zur Konstruktion notwendigen Informationen werden aus der Struktur-
Datei mit Hilfe der in der Klasse implementierten Methode Load(FILE *fIn)
eingelesen. Diese ruft als erstes die Methode LoadStruct(FILE *fIn) auf, die
Instanzen fu¨r alle in der Struktur-Datenbank aufgefu¨hrten Moleku¨le erzeugt.
Hierbei werden die Daten der erweiterten Z-Matrizen mit Hilfe der Methode
Load der Klasse CStructMol eingelesen und in diese im Attribut m aStructMol
gespeicherten Instanzen eingetragen.
Die Randparameter der Startstruktur sind im Abschnitt
”
Structure“ gespei-
chert, aus dem filtert die Load-Methode den Eintrag
”
Seed“, der den Startwert fu¨r
den Zufallsgenerator festlegt. Die auch in diesem Abschnitt mit
”
Include“ einge-
bundenen anderen Datenbanken werden nur von der Methode LoadStruct(FILE
*fIn) durchsucht, da Load per Definition nur die Abschnitte
”
Structure“ und
”
Create“ der Hauptdatenbank beru¨cksichtigt.
Die Startstruktur wird erzeugt durch Eintra¨ge im Abschnitt
”
Create“, dieser
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wird aus Gru¨nden der Effizienz zuerst bis auf Kommentare und Leerzeilen einge-
lesen und zeilenweise in ein Feld vom Datentyp CMem<CParseScriptline*> abge-
legt. Die Auswertung der Zeilen erfolgt in einer der fu¨r die Erzeugung der Struk-
tur wichtigsten Methoden, in ScanLines(const CMem<CParseScriptline*>
&mppsLine,WORD nLine), deren Quellcode Abbildung 9.5 zeigt. In den Zeilen 3
und 4 des Quellcodes werden Vorarbeiten zur Auswertung der ausgewa¨hlten Text-
zeile nLine durchgefu¨hrt. Dort wird zur Vereinfachung der Programmierung eine
Referenz auf die auszuwertende Textzeile in der Variablen psCur erstellt, in Zei-
le 4 wird dann u¨berpru¨ft, ob diese Textzeile leer ist. Die zu bearbeitende Text-
zeile wird zur Kontrolle auf dem Bildschirm ausgegeben. In Zeile 7 wird getestet,
ob psCur das Schlu¨sselwort
”
Density“ entha¨lt, in diesem Fall werden die dann
beno¨tigten Werte und Atome im Kode bis zur Zeile 23 bestimmt und erzeugt.
Hierbei erfolgt die Bestimmung der gewu¨nschten Dichte und der Moleku¨lsorte,
mit deren Moleku¨len der Simulationsraum aufgefu¨llt werden soll, in den Zeilen 9
bis 11 durch Verwendung der Methode FindStruct. Erzeugt werden die beno¨tig-
ten Moleku¨le in der Schleife zwischen Zeile 13 und 20, hier sind nur einfache
als Lo¨sungsmittel dienende Moleku¨le zula¨ssig. Erzeugt wird ein Moleku¨l, in dem
zuerst mit der Methode Create (Zeile 15) eine Struktur generiert wird. Dessen
Atome werden im Simulationsraum entsprechend der Struktur durch die Methode
CreateAtoms (Zeile 16) platziert, und schließlich mit der Methode Finish() (Zei-
le 18) in die Liste der Moleku¨le in der Instanz von CSimSystemStruct aufgenom-
men. Zur Kontrolle wird die Anzahl der Erzeugten Moleku¨le vor dem Verlassen
der Methode ausgegeben.
Entha¨lt die Variable psCur das Schlu¨sselwort
”
Polymer“, wird in den Zeilen 24
bis 30 dem Attribut m szPolymerName der Name des neuen Polymers zugewiesen.
Zur Vervollsta¨ndigung der Auswertung wird in Zeile 29 die na¨chste Textzeile aus
mLine durch Rekursion ausgewertet.
In psCur sollte, nach dem alle anderen Fa¨lle abgearbeitet sind, nur noch der
Name eines Moleku¨ls stehen. Die Struktur wird in Zeile 31 wieder mit Hilfe der
Methode FindStruct in der Strukturliste gesucht und ausgewa¨hlt. Entha¨lt die
Anweisungszeile zusa¨tzlich Parameter in einem geklammerten Ausdruck (wird in
Zeile 34 u¨berpru¨ft), handelt es sich bei dem Moleku¨l um ein Monomer. Dieses
bildet den Anfang eines Polymers mit Bindungen zu weiteren Monomeren.
Die Bildung von Polymeren erfolgt in den Zeilen 34 bis 45. Da sich ein Polymer
in der Bildungsphase so stark verschlingen kann, dass es nicht zu Ende konstru-
iert werden kann, besitzt diese Methode in den Zeilen 37 bis 42 eine Schleife, die
es erlaubt das Polymer in bis zu POLY TRY=10000 Versuchen zu konstruieren. Die
Konstruktion erfolgt in der fu¨r die Erzeugung von Polymeren zusta¨ndigen Metho-
de ScanLinesPoly, der in Zeile 41 die Anweisungszeilen mppLine, die Startzeile
nLineTmp und das bereits identifizierte Monomer nStruct u¨bergeben wird.
Nach Generierung des Polymers wird mit der na¨chsten noch nicht ausgewerte-
ten Anweisungszeile fortgefahren (Zeile 43, 58). Handelt es sich bei der erkannten
Struktur um ein einfaches Moleku¨l, so bestimmt ein weiterer optionale Parameter
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1 BOOL CCreateMol::ScanLines(const CMem<CParseScriptline*> &mppsLine, WORD nLine)
{
const CParseScriptline &psCur=*mppsLine[nLine];
if(psCur.IsEmpty()) return TRUE;
5 printf("Scan:%s\n",psCur.GetLine());
char nStruct;
if(psCur.IsEqual("Density"))
{
double dDensity=psCur.GetDouble(1);
10 nStruct=FindStruct(psCur.Get(2));
if(nStruct<0) ThrowException("Molecule not found (%s)",psCur.Get(2));
WORD cnMolecules=0;
while(m_pSimSystem->Density()<dDensity)
{
15 Create(m_aStructMol[nStruct].GetName());
if(!CreateAtoms(nStruct,NULL))
ThrowException("PosAtom impossible");//can’t place molecule within 8 atempts
Finish();
++cnMolecules;
20 }//while
printf("%d %s created.\n",cnMolecules,m_aStructMol[nStruct].GetName());
return TRUE;
}//if
if(psCur.IsEqual("Polymer"))
25 {
free(m_pchPolymerName);
m_pchPolymerName=strdup(psCur.Get(1));
++nLine;
return ScanLines(mppsLine,nLine);
30 }//if
nStruct=FindStruct(psCur.Get(0));
if(nStruct<0) ThrowException("Molecule not found (%s)",psCur.GetLine());
//create
if(psCur.HasParenthesis())
35 {
WORD nLineTmp;
for(WORD nRetry=0;nRetry<POLY_TRY;++nRetry)
{
TRACE1(10,"Try:%d\n",nRetry);
40 nLineTmp=nLine;
if(ScanLinesPoly(mppsLine,nLineTmp,nStruct)) break;
}//for
nLine=nLineTmp;
if(nRetry>=POLY_TRY) ThrowException("ScanLinePoly error");
45 } else {//simple molecule
WORD nCnt=1;
if(psCur.IsParam(1)) nCnt=(WORD)psCur.GetInt(1);
if(nCnt<=0) nCnt=1;
for(WORD j=0;j<nCnt;++j)
50 {
Create(m_aStructMol[nStruct].GetName());
if(!CreateAtoms(nStruct,NULL))
ThrowException("PosAtom impossible");//can’t place molecule within 8 atempts
Finish();
55 }//for
++nLine;
}//else
return ScanLines(mppsLine,nLine);
}
Abbildung 9.5: Quellcode der Methode ScanLines.
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1 #define MAXBASE 100
BOOL CCreateMol::ScanLinesPoly(const CMem<CParseScriptline*> &mppsLine, WORD &nLine,char nBStruct)
{
const CParseScriptline &psCur=*mppsLine[nLine];
5 if(psCur.IsEmpty()) return TRUE;
Create(m_pchPolymerName);
printf("ScanPoly Creates :%s\nStart:%s\n",m_pchPolymerName,psCur.GetLine());
if(!CreateAtoms(nBStruct,NULL)) return FALSE;
CAtom *aatBase[MAXBASE];
10 {for(char j=0;j<MAXBASE;++j) aatBase[j]=NULL;}
for(char cnParam=0;psCur.IsParam(cnParam+1);++cnParam)
{
int nFunUnit=psCur.GetInt(cnParam+1);
if(nFunUnit<0 || nFunUnit>MAXBASE-1) ThrowException("CCreateMol: range error");
15 if(cnParam>=m_aStructMol[nBStruct].CountDummy())
ThrowException("CCreateMol: too many parameters");
aatBase[nFunUnit]=GetBaseAtom(nBStruct,cnParam);
}//for
//next lines
Abbildung 9.6: Quellcode der Methode ScanLinesPoly (Teil 1).
die Anzahl der von ihr zu erzeugenden Moleku¨le. Diese Anzahl wird in Zeile 47
bestimmt und in nCnt gespeichert. Zu beachten ist, dass mindestens ein Moleku¨l
erzeugt wird, auch wenn kein Wert (nCnt=0) angegeben wurde (Zeile 48). Die
Erzeugung der Moleku¨le in den Zeilen 51 bis 54 erfolgt, analog zu der oben fu¨r
”
Density“ beschriebenen Erzeugung einfacher Moleku¨le, durch Aufruf der drei
Methoden Create, CreateAtoms und Finish(). ScanLines wird durch einen
rekursiven Aufruf mit der na¨chsten Anwendungszeile als Parameter beendet.
Die Erzeugung der Polymerstruktur wird von der oben erwa¨hn-
ten Methode ScanLinesPoly(const CMem<CParseScriptline*> &mppsLine,
WORD &nLine,char nBStruct) u¨bernommen, ihr wird eine Liste der Anweisungs-
zeilen, die aktuelle Anweisungszeile und eine Referenznummer auf die Struktur
des ersten Monomers u¨bergeben. Da diese Methode die hier sehr wichtigen Poly-
merstrukturen erzeugt, ist deren Quellcode, der sich in zwei abgeschlossene Teile
aufteilen la¨sst, in den Abbildungen 9.6, 9.7 und 9.8 abgedruckt.
Der erste Teil in Abbildung 9.6 beschreibt die Erzeugung des Moleku¨ls und
die Positionierung der Atome des ersten Monomers. In den Zeilen 4 und 5 wird
wie in ScanLines die Startposition der aktuellen Anweisungszeile bestimmt. Un-
ter dem in m szPolymerName gespeicherten Polymernamen wird in Zeile 6 ein
Moleku¨lrahmen fu¨r das Polymer erzeugt. Die ersten Atome des Polymers werden
in Zeile 8 aus dem bereits in ScanLines bestimmten ersten Monomer gebildet.
Die funktionellen Einheiten der Monomere bilden das Bindeglied zwischen
den Monomeren. Um bei der Polymerbildung einfacher auf diese funktionellen
Einheiten zugreifen zu ko¨nnen, werden Referenzen auf die zugeho¨rigen Atome
im Feld aatBase[MAXBASE] gespeichert. Spa¨ter werden ihnen im Konstruktions-
skript Nummern zugeteilt, die der Position der Referenzen der zugeho¨rigen Atome
im Feld aatBase entsprechen. Von den in aatBase vorhandenen Feldelementen
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wird nur ein Teil beno¨tigt. Zur einfacheren Handhabung werden deshalb in Zei-
le 10 zuna¨chst alle Feldelemente als unbenutzt deklariert, in dem ihnen der Null-
Zeiger zugewiesen wird. In den Zeilen 11 bis 18 werden dann fu¨r dieses Monomer
die funktionellen Einheiten bestimmt (Zeile 13) und die Referenzen auf die zu-
geho¨rigen Atome in die entsprechenden Feldelemente von aatBase eingetragen.
Hierzu wird in den Zeilen 15 und 16 zuna¨chst u¨berpru¨ft, ob fu¨r den gewa¨hlten
Parameter ein Platzhalter im Monomer existiert, fu¨r den dann in Zeile 17 mit
der Methode GetBaseAtom die Referenz auf das Atom bestimmt wird.
Im zweiten Teil der Methode ScanLinesPoly geht es um den Aufbau des
restlichen Polymers aus Monomeren, dieser musste auf Grund seiner La¨nge in die
Abbildungen 9.7 und 9.8 aufgespalten werden. Der Teil in Abbildung 9.7 befasst
sich hauptsa¨chlich mit dem Einfu¨gen einer festen Anzahl von Monomeren mit
zufa¨lliger Orientierung. Wie in Zeile 20 zu sehen ist, ist der Rest der Methode
bis Zeile 135 in eine Schleife eingefasst, in der die restlichen Anweisungszeilen
ausgewertet werden. Zur weiteren Auswertung wird in Zeile 22 die aktuelle An-
weisungszeile ausgewa¨hlt. Entha¨lt diese keine Eintra¨ge, ist die Konstruktion des
Polymers beendet und die Schleife kann verlassen werden (Zeile 23).
Steht in der aktuellen Anweisungszeile das Schlu¨sselwort
”
add“, so werden
Monomere an die selektierte funktionelle Einheit angefu¨gt (Zeile 25 bis 57). In
diesem Fall entha¨lt die Anweisungszeile im ersten Parameter die funktionelle
Einheit, die in Zeile 27 bestimmt wird. Von dem Kommando
”
add“ existieren zwei
Varianten, eine mit zwei und eine mit drei Parametern. Hat
”
add“ drei Parameter,
so wird ein einfaches bifunktionales Monomer mehrfach angefu¨gt. Die Struktur
des Monomers, d. h. der Name des Monomers in der Struktur-Datenbank, wird
hierfu¨r in Zeile 30 aus dem zweiten Parameter bestimmt. Der dritte Parameter
bestimmt die Anzahl der einzufu¨genden Monomere. Diese werden in den Zeilen
33 bis 37 erzeugt und verteilt, hierbei werden dessen Referenz auf das Atom mit
der funktionalen Einheit in Zeile 36 bei jeder Erweiterung neu bestimmt.
Hat
”
add“ nur zwei Parameter, entha¨lt der Zweite ein multifunktionales Mo-
nomer inklusive einer Liste der, den funktionalen Einheiten zugeordneten, Num-
mern. Die Auswertung dieses Parameters erfolgt in einer eigenen Instanz der
Klasse CParseScriptline, d. h. dieser Parameter wird in eine Liste von Unter-
parametern aufgespalten. Aus dem ersten Eintrag wird in Zeile 43, wie im ersten
Fall, mit Hilfe der Methode FindStruct die Struktur des anzufu¨genden Mono-
mers bestimmt. Diese wird verwendet, um in der na¨chsten Zeile die beno¨tigten
Atome zu erzeugen und sie damit an das bestehende Polymer anzufu¨gen. Das
neue Monomer belegt die funktionale Einheit an die es angefu¨gt wurde, deshalb
wird diese Einheit in Zeile 45 frei gegeben. Aus den weiteren Parametern werden
in den Zeilen 46 bis 54, analog zu den Zeilen 11 bis 18 aus Abbildung 9.6, den
Atomen die neuen funktionalen Einheiten zugeordnet.
Der zweite in ScanLinesPoly implementierte Befehl (
”
crw“, Zeile 59ff) ver-
bindet zwei funktionale Einheiten durch eine Kette bifunktionaler Monomere.
Bezogen auf das P-NIPAM werden hiermit die Polymerketten zwischen den
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//next lines
20 for(;;)
{
const CParseScriptline &psCur=*mppsLine[++nLine];
if(psCur.IsEmpty()) break;
printf("ScanPoly:%s\n",psCur.GetLine());
25 if(psCur.IsEqual("add"))
{
int nBase=psCur.GetInt(1);
if(psCur.IsParam(3))//add 1 Monomer=5
{
30 char nStruct=FindStruct(psCur.Get(2));
WORD nCnt=(WORD)psCur.GetInt(3);
if(nCnt<=0) nCnt=1;
for(WORD j=0;j<nCnt;++j)
{
35 if(!CreateAtoms(nStruct,aatBase[nBase])) return FALSE;
aatBase[nBase]=GetBaseAtom(nStruct,0);
}//for
}else{//add 1 Monomer(2,3)
CParseScriptline ps;
40 ps.Parse(psCur.Get(2));
if(!ps.HasParenthesis())
ThrowException("Input error: no ’()’ (%s)",psCur.GetLine());
char nStruct=FindStruct(ps.Get(0));
if(!CreateAtoms(nStruct,aatBase[nBase])) return false;
45 aatBase[nBase]=NULL;
for(char cnParam=0;ps.IsParam(cnParam+1);++cnParam)
{
int nFunUnit=ps.GetInt(cnParam+1);
if(nFunUnit<0 || nFunUnit>MAXBASE-1)
50 ThrowException("CCreateMol: range error");
if(cnParam>=m_aStructMol[nBStruct].CountDummy())
ThrowException("CCreateMol: too many parameters");
aatBase[nFunUnit]=GetBaseAtom(nBStruct,cnParam);
}//for
55 }//else
continue;//next line
}//if
if(psCur.IsEqual("crw"))
60 {
float dProb=(float)psCur.GetDouble(1);
int nBase1=psCur.GetInt(2);
int nBase2=psCur.GetInt(3);
static const char *szValueError=
65 "CCreateMol(crw error): Parameter %d Value (%s) not found.";
if(aatBase[nBase1]==NULL) ThrowException(szValueError,2,psCur.GetLine());
if(aatBase[nBase2]==NULL) ThrowException(szValueError,3,psCur.GetLine());
char nStruct=FindStruct(psCur.Get(4));
//nach den regulaeren atomen kommen die dummy (*) atome
70 int nBaseAtom=m_aStructMol[nStruct].GetBase(m_aStructMol[nStruct].CountAtoms());
if(nBaseAtom<0)
ThrowException("CCreateMol: no Base for %s",m_aStructMol[nStruct].GetName());
Abbildung 9.7: Quellcode der Methode ScanLinesPoly (Teil 2).
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Bisacrylamid-Quervernetzer-Monomeren gebildet. Der erste Parameter, der in
Zeile 61 ausgewertet wird, entha¨lt die Wahrscheinlichkeit fu¨r den gerichteten
”
ran-
dom walk“ auf das Ziel, die andere funktionale Einheit, zuzusteuern. D. h. es legt
fest, mit welcher Wahrscheinlichkeit die beiden Enden aufeinander zuwandern
bzw. mit welcher Wahrscheinlichkeit sie in eine zufa¨llige Richtung wachsen. So-
mit fu¨hrt ein kleiner Wert zu langen Polymerketten, wohingegen ein gerichtetes
Wachstum, ausgedru¨ckt durch eine hohe Wahrscheinlichkeit, zu kurzen Polymer-
ketten fu¨hrt. Die Parameter zwei und drei, bestimmt in den Zeilen 62 und 63,
legen jeweils eine der beiden funktionalen Einheiten fest, zwischen denen die Po-
lymerkette konstruiert wird. Hierzu wird in den Zeilen 64 bis 67 u¨berpru¨ft, ob die
angegebenen funktionalen Einheiten vorhanden sind, bevor in Zeile 68 aus dem
vierten Parameter der Name der Struktur des bifunktionalen Monomers ausge-
lesen wird. Als na¨chstes wird in den Zeilen 70 bis 72 aus der eben bestimmten
Struktur das Atom gesucht, mit dem der Aufbau des Monomers begonnen werden
kann.
Nach diesen Vorarbeiten erfolgt die Konstruktion der Polymerkette mit dem
in Abbildung 9.8 gezeigten Quellcode. Fu¨r deren Konstruktion werden unter
Umsta¨nden mehrere Anla¨ufe beno¨tigt, da sich die Teile des Polymers sterisch
so behindern ko¨nnen, dass das Polymer in der angefangenen Form nicht fertig-
gestellt werden kann. Damit die eingefu¨gten Atome fu¨r einen weiteren Versuch
wieder entfernt werden ko¨nnen, wird in Zeile 74 eine Referenz auf das letzte vor
der Erweiterung bereits bestehende Atom in der Variablen patLastOK gespei-
chert. Fu¨r die einzelnen Durchla¨ufe wird die Kettenkonstruktion in den Zeilen 76
bis 130 von einer Schleife umschlossen. Innerhalb dieser Schleife werden zuerst
die letzten Atome der beiden offenen Enden bestimmt und in patBase1 und
patBase2 gespeichert. Zu Beginn der Konstruktion sind dies die Atome der bei-
den funktionellen Einheiten (Zeile 20 / 21). Zuna¨chst werden alle Atome aus
einem eventuell vorangegangenen Schleifendurchlauf in den Zeilen 82 bis 85 mit
Hilfe der durch patLastOK festgelegten Grenze gelo¨scht. Zur Konstruktion der
Kette mu¨ssen noch einige Variablen initialisiert werden. Die Variable nGrowNow
legt fest an welchem Ende (patBase1 oder patBase2) das na¨chste Monomer an-
gefu¨gt werden soll, begonnen wird hier stets mit patBase1. Außerdem werden in
den Zeilen 88 und 89 fu¨r die Abbruchbedingungen, die Variable fu¨r die Toleranz
des Abstands dTol und der Za¨hler der Fehlversuche nStop initialisiert.
Innerhalb der Schleife zwischen Zeile 91 und 117 wird zuerst mit Hilfe der zu-
vor initialisierten Variablen nGrowNow entschieden an welchem der beiden Enden
ein neues Monomer angefu¨gt werden soll. Anschließend wird versucht das Mono-
mer an dem ausgewa¨hlten Ende anzufu¨gen. Gelingt dies nicht, wird der Za¨hler
nStop erho¨ht, dann wird versucht ein Monomer am anderen Ende anzubringen.
Nach drei Fehlversuchen bricht die Konstruktion der Kette ab, es beginnt ein
neuer Versuch das Monomer an das bestehende Polymer anzuha¨ngen. Im ersten
Schleifendurchlauf wird in Zeile 98 bis 103 die La¨nge eines Monomers der Varia-
blen dTargetDist zugewiesen. Sie wird bestimmt, indem der Abstand zwischen
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//try new construction
CAtom *patLastOK=GetMolecule()->GetAtom(GetMolecule()->CountAtoms()-1);
75 double dTargetDist=-1;
for(char nTry=CHAIN_TRY;nTry>0;--nTry)
{
CAtom *patBase1,*patBase2;
patBase1=aatBase[nBase1];
80 patBase2=aatBase[nBase2];
//remove atoms from last try
while(patLastOK!=GetMolecule()->GetAtom(GetMolecule()->CountAtoms()-1))
{
GetMolecule()->DelLastAtom();
85 }//while
char nGrowNow=1;//select ending 1 or 2
CVec3 vDist;
char nStop=0;
double dTol=m_pSimSystem->GetCrwTol();
90 if(dTol<0) dTol=0;
do {
if(nGrowNow==1)
{
CVec3 v(patBase2->GetPos());
95 if(CreateAtoms(nStruct,patBase1,&v,dProb))
{
int nAtomNo=GetMolecule()->CountAtoms()-m_aStructMol[nStruct].CountAtoms()+nBaseAtom;
if(dTargetDist<0)
{
100 CVec3 v;
pbx.PBCSub(v,patBase1->GetPos(),GetMolecule()->GetAtom(nAtomNo-nBaseAtom)->GetPos());
dTargetDist=v.Abs();
}//if
patBase1=GetMolecule()->GetAtom(nAtomNo);
105 } else ++nStop;
nGrowNow=2;
} else {
CVec3 v(patBase1->GetPos());
if(CreateAtoms(nStruct,patBase2,&v,dProb))
110 {
int nAtomNo=GetMolecule()->CountAtoms()-m_aStructMol[nStruct].CountAtoms()+nBaseAtom;
patBase2=GetMolecule()->GetAtom(nAtomNo);
} else ++nStop;
nGrowNow=1;
115 }//else
pbx.PBCSub(vDist,patBase1->GetPos(),patBase2->GetPos());
} while (fabs((vDist.Abs()-dTargetDist)/dTargetDist)>dTol && nStop<=3);
if(nStop<=3)
{
120 //connect chains
GetMolecule()->SetNeighbour(GetMolecule()->GetNo(patBase1),GetMolecule()->GetNo(patBase2));
aatBase[nBase1]=aatBase[nBase2]=NULL;
{//output of chain distance
CVec3 vDist;
125 pbx.PBCSub(vDist,patBase1->GetPos(),patBase2->GetPos());
printf("crw Dist:%f\n",vDist.Abs());
}//{
break;
}//if
130 }//for
if(nTry<=0) return FALSE;
continue;
}//if
break;//no poly command, end of sequence
135 }//for
Finish();
return TRUE;
}
Abbildung 9.8: Quellcode der Methode ScanLinesPoly (Teil 3).
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dem urspru¨nglichen Atom mit der funktionalen Einheit und dem Atom das ku¨nf-
tig die funktionale Einheit berechnet wird. Die Verschiebung der funktionalen
Einheit auf das Atom des neuem Monomers erfolgt in Zeile 77 bzw. 111, indem
die Nummer dieses Atoms in der Atomliste bestimmt wird und in Zeile 104 bzw.
112 dessen Referenz in patBase1 bzw. patBase2 gespeichert wird.
Zur U¨berpru¨fung des Abstandes der beiden formalen Einheiten wird der Ab-
stand der zugeho¨rigen Atome in Zeile 116 ermittelt. Die Schleife des Bildungs-
prozesses wird beendet, wenn es nicht mo¨glich war innerhalb von drei Versuchen
ein Atom zu platzieren, oder wenn der oben bestimmte Abstand innerhalb des
durch dTol festgelegten Toleranzbereiches liegt.
Die Bildung der Polymerkette wird in Zeile 121 durch Verknu¨pfung der Atome
am Ende der Polymerkette und dem Lo¨schen der formalen Einheiten aus der
Liste erfolgreich beendet. Am Ende der Konstruktion, wenn das gesamte Polymer
im Simulationsraum platziert ist, wird es mit Hilfe der Methode Finish() in
Zeile 136 in die Liste der Moleku¨le aus der Instanz der Klasse CSimSystemStruct
aufgenommen.
In den Methoden ScanLines und ScanLinesPoly wurden einige spezi-
elle Methoden verwendet, die nun beschrieben werden sollen. Die Methode
FindStruct(const char *pName) vergleicht, ohne Beru¨cksichtigung der Groß-
/ Kleinschreibung, in einer Schleife den Suchtext pName mit den Namen der in
m aStructMol gespeicherten Moleku¨lstrukturen, bis Suchtext und Name der Mo-
leku¨lstruktur identisch sind, um dann dessen Position in der Liste zuru¨ckzugeben.
Die nur von ScanLinesPoly verwendete Methode GetBaseAtom(char nStruct,
char nDummy) bestimmt aus der Struktur und den Parametern des Moleku¨ls das
Atom, an dem die durch nDummy festgelegte formale Einheit sitzt. Hierzu wird die
Nummer nBase des Atoms in der Instanz der Klasse CStructMol bestimmt. Aus
dieser wird dann die Nummer des entsprechenden Atoms im Moleku¨l berechnet,
mit der die zuru¨ckgegebene Referenz auf das Atom bestimmt werden kann.
Fu¨r die Erstellung und Fertigstellung des Moleku¨ls sind zwei spezielle Me-
thoden vorgesehen. Die Methode Create(const char pName) erzeugt ein neues
Moleku¨l unter dem in pName angegebenen Namen. Sie lo¨scht, falls vorhanden, das
alte in m pMolecule gespeicherte Moleku¨l und erzeugt dort eine neu Instanz der
von CMolecule abgeleiteten Klasse CMoleculeStruct. Handelt es sich dabei um
die Erstellung des ersten Moleku¨ls, so wird zusa¨tzlich der momentane Wert des
Zufallszahlengenerators ausgegeben, dies erleichtert die Reproduzierbarkeit der
zu erzeugenden Startstruktur. Mit der Methode GetMolecule() kann die Refe-
renz auf das zu erzeugende Moleku¨l jeder Zeit abgerufen werden. Sind sa¨mtliche
Atome des Moleku¨ls durch CreateAtoms erzeugt und im Simulationsraum ver-
teilt, so muss das Moleku¨l in die Liste der Moleku¨le der Instanz m pSimSystem der
Klasse CSimSystem aufgenommen werden. Dies erledigt die Methode Finish(),
die außerdem das Moleku¨l aus der Strukturerzeugung entfernt, in dem es das
Attribut m pMolecule auf den Null-Zeiger setzt.
Die ebenfalls in ScanLines und ScanLinesPoly verwendete Metho-
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de CreateAtoms(char nStructID,CAtom *patBase, const CVec3 *vTarget,
float dProb) muss, um die Atome der Struktur nStructID korrekt im Simu-
lationsraum zu erstellen, drei Teilaufgaben erfu¨llen. Als erstes muss sie neue In-
stanzen der Klasse CAtom erzeugen und in die Atomliste der Moleku¨ls aufnehmen,
wobei die Instanz der Klasse CElement und die Partialladung des Atoms durch die
Daten in der Strukturliste bestimmt werden. Die Zuordnung zu einer bestimmten
Atomgruppe erfolgt mit der Methode Add der Klasse CAtomGroup. Anschließend
muss sie die neu erstellten Atome untereinander und bei Polymeren auch mit
den bereits erzeugten Atomen verbinden. Die Klasse CMolecule besitzt hierzu
Methoden und Attribute, die direkt benachbarte Atome verknu¨pft, d. h. die Ato-
me verknu¨pft, die untereinander eine direkte Bindung eingehen. Mit GetBase(i)
wird aus der Moleku¨l- / Monomerstruktur fu¨r ein Atom i der Anknu¨pfungspunkt
des Atoms an das Moleku¨l bestimmt. Einen Eintrag in der Nachbarschaftsliste
erhalten beide Atome durch einen Aufruf der Methode SetNeighbour mit den
Nummern beider Atome als Parameter. Einen Sonderfall bildet hierbei die An-
knu¨pfung des ersten Atoms des Monomers an das Atom mit der Referenz patBase
eines bestehenden Polymerstranges. Dieses Atom wird in der Struktur durch einen
Ru¨ckgabewert von −1 bei der Methode GetBase gekennzeichnet. Ebenfalls in die
Nachbarschaftsliste gehen die in der Z-Matrix explizit angegebenen (z. B. in Ab-
bildung 3.4 in Zeile 9) direkten Nachbarn ein. Mit Hilfe der Nachbarschaftsliste
und bei Beru¨cksichtigung der intramolekularen Wechselwirkungen ko¨nnen die
Atome durch die Methode PosAtoms im Simulationsraum verteilt werden. Ist es,
z. B. durch sterische Hinderung nicht mo¨glich alle Atome unter Beru¨cksichtigung
der intramolekularen Wechselwirkungen und den Parametern der Z-Matrix, die
in den Strukturdaten verborgen sind, im Simulationsraum zu verteilen, werden
alle neu erzeugten Atome von PosAtoms wieder gelo¨scht und ein entsprechender
Statuswert an die aufrufende Methode zuru¨ckgegeben. Um dennoch eine Struk-
tur aufzubauen, versuchen es ScanLines und ScanLinesPoly bis zu 20 mal ein
Monomer anzufu¨gen bzw. ein Moleku¨l zu erzeugen.
Die Atome werden im Simulationsraum in der Reihenfolge ihres auftreten
in der Z-Matrix platziert. Wird ein Monomer an ein bestehendes Teilpolymer
angefu¨gt, so sind bei der Platzierung der ersten Atome dieses Monomers die be-
nachbarten Atome des Teilpolymers und deren intramolekulare Wechselwirkung-
en zu beru¨cksichtigen. Die Freiheitsgrade fu¨r die Platzierung eines Atoms nehmen
mit jedem weiter zu beru¨cksichtigendem Atom zu, bis sie ab drei Atomen soweit
eingeschra¨nkt sind, dass nur noch der Torsionswinkel in engen Grenzen frei wa¨hl-
bar ist. Die Z-Matrix bestimmt im Allgemeinen den Torsionswinkel bzw. eine
Periode im Torsionswinkel. Dieser wird durch Angabe eines Winkels fest vorge-
geben, durch den gerichteten Aufbau im Polymer bestimmt oder zufa¨llig vom
Programm ausgewa¨hlt. Fu¨r die Platzierung der Atome wird in Abha¨ngigkeit von
diesen drei Wahlmo¨glichkeiten die entsprechende PosAtomZMat4-Methode aufge-
rufen. Bei den ersten Atomen eines Moleku¨ls werden die nicht vorhandenen Nach-
baratome durch Referenzen auf den Null-Zeiger ersetzt, hierdurch wird dann auch
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die Berechnung der dadurch fehlenden intramolekularen Wechselwirkungen u¨ber-
sprungen. Der Ru¨ckgabewert der Methoden PosAtomZMat4 legt fest, ob das Atom
platziert werden konnte. Ist dies nicht der Fall, werden die Atome des Moleku¨ls
durch einen erneuten Aufruf von PosAtoms neu verteilt.
Die Positionierung eines Atoms erfolgt immer u¨ber den Aufruf einer der
PosAtomZMat4-Methoden. Diese ruft, bei weniger als drei bereits erzeugten Ato-
men, die entsprechende spezialisierte Methode auf. Die Positionierung des ersten
Atoms erfolgt problemlos u¨ber die Methode PosAtomZMat1(CAtom *pat1). Hier-
zu wird ein Punkt im Simulationsraum durch Erzeugung eines Zufallsverktors
bestimmt. Die Platzierung erfolgt daraufhin an diesem Punkt durch Aufruf der
Methode PosAtomZMat1(CAtom *pat1, CVec3 vPos). Ist das Atom dort nicht
platzierbar, wird dies bis zu zehn mal an unterschiedlichen Punkten wiederholt.
In der Methode PosAtomZMat1(CAtom *pat1, CVec3 vPos) wird das Atom
zuna¨chst tempora¨r an die in vPos angegebene Stelle platziert, um zu u¨berpru¨fen,
ob das Atom zu bereits vorhandenen Atomen einen genu¨genden
”
Sicherheitsab-
stand“ besitzt. Dessen Betrag wird durch die Lenard-Jones Parameter festgelegt.
Zuna¨chst wird durch Aufruf der Methode IsFreeInMolecule die Einhaltung des
Mindestabstandes zu den Atomen des eigenen Moleku¨ls u¨berpru¨ft. Ist dieser Test
erfolgreich verlaufen, wird mit der Methode IsFreePos der Klasse CSimSystem
der Abstand zu den Atomen der anderen Moleku¨le getestet. Das Ergebnis dieses
Tests wird dann an die aufrufende Methode zuru¨ckgegeben.
Geht man in der Aufrufkette einen Schritt zuru¨ck, gelangt man zur Me-
thode PosAtomZMat2(CAtom *pat1, double dR12, const CAtom *pat2). Die-
se bestimmt im Allgemeinen die Lage des zweiten Atoms. Nur falls
der Parameter pat2 eine Referenz auf den Null-Zeiger entha¨lt, wird die
oben beschriebene Methode PosAtomZMat1(CAtom *pat1) aufgerufen. Zur
Festlegung der Position des zweiten Atoms wird in einer Schleife ein
zufa¨lliger Richtungsvektor erzeugt, der als letzter Parameter in den Auf-
ruf der Methode PosAtomZMat2(CAtom *pat1, double dR12, const CAtom
&at2, const CVec3 &vAxe12) eingeht. Die Schleife sorgt dafu¨r, dass bei einem
fehlgeschlagenen Versuch, bis zu neun weitere Versuche unternommen werden, um
das zweite Atom zu platzieren, bevor die Methode abbricht und einen Fehlersta-
tus zuru¨ck an die aufrufende Methode gibt. Die Methode PosAtomZMat2(CAtom
*pat1, double dR12, const CAtom &at2, const CVec3 &vAxe12) bestimmt
die Lage des Atoms at2 aus dem Richtungsvektor vAxe12 und dem Atomab-
stand dR12, bei negativen Abstand, wird die in den Kraftfeld-Parametern ste-
hende Bindungsla¨nge verwendet. Die eigentliche Platzierung erfolgt nach Berech-
nung der Lage wieder durch die Methode PosAtomZMat1(CAtom *pat1, CVec3
vPos).
Die Methode PosAtomZMat3(CAtom *pat1, double dR12, const CAtom
*pat2, double dAng123, const CAtom *pat3, double dAng) nutzt zur
Platzierung des dritten Atoms eine spezielle Eigenschaft der Methode
PosAtomZMat4(CAtom *pat1, double dR12, const CAtom *pat2, double
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dAng123, const CAtom *pat3, double dAng1234,const CAtom *pat4).
Falls das vierte u¨bergebene Atom mit dem zweiten und dritten Atom keine
Ebene bildet, wird das erste Atom in einem zufa¨lligen Drehwinkel um die Achse
vom dritten zum zweiten Atom platziert. In PosAtomZMat3 wird hierzu die
Methode PosAtomZMat4 mit den Parametern von PosAtomZMat3 aufgerufen. Der
in PosAtomZMat3 fehlende Parameter pat4 wird, um die gerade beschriebene
Eigenschaft auszunutzen, mit einer Referenz auf das selbe Atom wie Parameter
pat2 belegt.
Die Verteilung der Atome eines Moleku¨ls wird von der Methode PosAtoms
durchgefu¨hrt, hierzu verwendet sie, wie oben bereits erwa¨hnt, die Metho-
den PosAtomZMat4, da diese durch Aufruf der anderen Methoden die Ato-
me entsprechend den intramolekularen Wechselwirkungen im Simulationsraum
verteilen ko¨nnen. Ab dem dritten zu platzierenden Atom greifen drei der
Methoden PosAtomZMat4 nach einigen Umrechnungen auf die vierte Metho-
de PosAtomZMat4(CAtom *pat1, double dR12, const CAtom &at2, double
dAng123, const CVec3 &v3, double dAng1234, const CVec3 &v4) zu. Die-
se erzeugt zuerst ein, wie bereits in Abschnitt 3.4 beschriebenes, neues lokales
Basissystem. Die Z-Achse des Systems wird hierbei aus dem Vektor von v3 zur
Position von Atom at2 gebildet, dieser spannt mit dem Vektor von v3 nach v4
eine Ebene auf, auf der die Y -Achse senkrecht steht, d. h. das Vektorprodukt der
Vektoren der Ebene erzeugen einen Vektor entlang der lokalen Y -Achse. Wird
durch die lokale Z-Achse und dem Vektor von v3 nach v4 keine Ebene aufge-
spannt, so wird eine zufa¨llige senkrecht zur Z-Achse stehende Y -Achse erzeugt.
Das Vektorprodukt von Z-Achse und Y -Achse liefert dann die X-Achse. Die so
erzeugten Achsenvektoren stehen senkrecht zueinander, nach einer Normierung
bilden sie die Basisvektoren eines lokalen kartesischen Koordinatensystems im
zu erzeugenden Moleku¨l. Aus den Winkeln dAng123 und dAng1234 wird durch
Aufruf der Methode SetSphere ein, auch im Abschnitt 3.4 beschriebener, Rich-
tungsvektor erzeugt, der aus dem lokalen kartesischen Koordinatensystem mit der
Methode BasisT in das globale, ebenfalls kartesische Koordinatensystem trans-
formiert wird. Dieser Richtungsvektor wird zusammen mit der Referenz auf das
zu platzierende Atom, dem direkt bindenden Atom und dem Atomabstand an die
Methode PosAtomZMat2 u¨bergeben, die das Atom dann, wie oben beschrieben,
u¨ber die Methode PosAtomZMat1 platziert.
Ist ein Torsionswinkel explizit vorgegeben, bietet sich zur Platzierung des
neuen Atoms die Methode PosAtomZMat4(CAtom *pat1, double dR12, const
CAtom *pat2, double dAng123, const CAtom *pat3, double dAng1234,
const CAtom *pat4) an. Diese unterscheidet sich von der Vorhergehenden
durch die Mo¨glichkeit, den Bindungswinkel dAng123 durch U¨bergabe eines
negativen Wertes auch aus den Kraftfeldparametern bestimmen zu lassen.
Ist anstelle des Torsionswinkels die Periode angegeben, d. h. angegeben in
welchem Energieminimum der Torsionswechselwirkung sich der Winkel befindet,
wird die Methode PosAtomZMat4(CAtom *pat1, double dR12, const CAtom
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*pat2, double dAng123, const CAtom *pat3, const CAtom *pat4, short
nAngPer) verwendet, ihr wird als letzter Parameter die gewu¨nschte Periode
u¨bergeben. Hierbei wird zuerst wieder u¨berpru¨ft, ob das vierte u¨bergebene Atom
den Null-Zeiger entha¨lt und die Ortsbestimmung dann mit PosAtomZMat3 er-
folgt. Dann werden die Wechselwirkungsparameter der Torsion fu¨r die gewa¨hlten
Atome aus den Kraftfeldparametern extrahiert. Aus den Wechselwirkungs-
parametern (m, φ0) und der vorgegebenen Periode nAngPer la¨sst sich der
Torsionswinkel φ wie folgt berechnen:
φ =
pi + 2pi nAngPer+ φ0
m
Aus dem nun bekannten Torsionswinkel wird die Lage des Atoms mit Hilfe der
zuvor besprochenen Methode bestimmt. Diese einfache Lo¨sung gilt nur, falls
der Wert im Parameter nAngPer nicht negativ ist. Negative Werte kennzeich-
nen Spezialfa¨lle, in denen nAngPer spezielle Steuercodes entha¨lt, die in der
Datenbank durch Sonderzeichen gekennzeichnet werden. In der Load-Methode
von CStructMol werden diese in entsprechende negative Zahlen umgewandelt
(siehe auch Abschnitt 9.3.3, Seite 143). Dem Steuercode −1 entspricht in der
Datenbank einem Stern
”
*“ in der Spalte der Periode. Dieser Eintrag sorgt fu¨r
eine zufa¨llige Auswahl eines der m Energieminima der Torsionswechselwirkung.
Wobei die Periode zufa¨llig gewa¨hlt wird und der Ortsvektor des Atoms mit
Hilfe der Methode PosAtomZMat4(CAtom *pat1, double dR12, const CAtom
*pat2, double dAng123, const CAtom *pat3, double dAng1234,const
CAtom *pat4) bestimmt wird. Ist der vom neuen Atom beanspruchte Raum-
bereich bereits durch ein anderes Atom belegt, versucht die Methode durch
wiederholte, zufa¨llige Wahl eines Energieminimums einen freien Raumbereich zu
finden. Der zweite implementierte Steuercode −2, in der Datenbank durch ein
”
M“ repra¨sentiert, wa¨hlt zufa¨llig eines der Minima, die zu einer minimalen Wech-
selwirkung zwischen den intermolekularen Wechselwirkungen (van der Waals und
Coulomb) fu¨hren. Hierfu¨r werden die intermolekularen Wechselwirkungsenergien
auf das neue Atom fu¨r alle m Energieminima der Torsionswechselwirkung mit
der Methode Energy(const CAtom *pat) berechnet, so wie deren minimalstes
Minimum ausgewa¨hlt. Um nicht kleinste Schwankungen der intermolekula-
ren Wechselwirkung als Unterscheidungskriterium einzubeziehen, werden alle
Energien bis zu einem Prozent Abweichung vom Minimalwert als gleichwertig
angesehen. In der Methode werden deshalb in einer zweiten Schleife die be-
rechneten Wechselwirkungsenergien mit der Minimalenergie verglichen, wobei
eine der erlaubten Perioden u¨ber eine zufa¨llige Auswahl selektiert wird. Aus
der so gewonnenen Periode wird der Torsionswinkel bestimmt, mit dem die
PosAtomZMat4-Methode fu¨r feste Torsionswinkel dann wieder den Ortsvektor
des Atoms berechnet.
Bei der oben verwendeten Methode Energy(const CAtom *pat) wird fu¨r das
Atom pat eine einfache Na¨herung der Wechselwirkungsenergie hergeleitet. In die
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Berechnung gehen nur die von anderen Atomen auf pat ausgeu¨bten Coulomb-
Wechselwirkungen im Vakuum und die van der Waals-Wechselwirkungen ein.
Nicht beru¨cksichtigt werden die in den Abschnitten 2.2.1 und 2.2.3 beschrie-
benen Ausschlusslisten der intermolekularen Wechselwirkungen, jedoch werden
die periodischen Randbedingungen beru¨cksichtigt. Berechnet wird zuna¨chst die
Wechselwirkungsenergie des Atoms mit den bereits verteilten Atomen des selben
Moleku¨ls, zu der dann die Energie der Wechselwirkungen mit den Atomen der
anderen Moleku¨le hinzu kommt.
Mit den bis her eingefu¨hrten PosAtomZMat4-Methoden ist es nur schwer
mo¨glich zwei Teilketten eines Polymers u¨ber einen zufa¨lligen Kettenverlauf
zu verbinden, hierfu¨r wurde eine weitere Methode geschrieben. Die Me-
thode PosAtomZMat4(CAtom *pat1, double dR12, const CAtom *pat2,
double dAng123, const CAtom *pat3, const CAtom *pat4, const CVec3
&vTarget, float dProb) wird in PosAtoms aufgerufen, wenn ein Polymer durch
einen nur teilweise zufa¨lligen
”
directed random walk“ vergro¨ßert werden soll. Der
letzte Parameter dProb gibt hier die Wahrscheinlichkeit an, dass das Atom pat1
nicht in eine zufa¨llig Richtung, sondern in Richtung des Zielpunktes vTarget, an
das Teilpolymer angebaut wird. Mit Hilfe eines Zufallszahlengenerators wird die
Methode entweder durch den Aufruf der entsprechenden PosAtomZMat4-Methode
beendet, oder ein Ortsvektor in Richtung des Zielpunktes berechnet. Im Fall
des gerichteten Aufbaus, wird der geeignetste Ortsvektor durch testen aller
m mo¨glichen Energieminima des Torsionswinkels bestimmt. Die Ortsvektoren
werden fu¨r jeden Wikel, wie oben beschrieben, durch Aufruf der entsprechenden
PosAtomZMat4-Methode berechnet.
Nach Erstellung des Simulationssystems gibt das Programm
”
StructC“ eine
kurze Zusammenfassung der erzeugten Struktur aus, hierfu¨r wird die hier nicht
weiter erla¨uterte Methode Report() dieser Klasse verwendet.
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Die mit
”
StructC“ erzeugten Startsysteme befinden sich, bis auf die kurzreichwei-
tigen Wechselwirkungen, die die prima¨re Struktur der Moleku¨le vorgeben, nicht
in einem Gleichgewichtszustand. Dieser muss fu¨r die langreichweitigen Wechsel-
wirkungen durch Simulation noch erreicht werden. Hierzu verwendet man das
Programm
”
dynC“, es erfu¨llt zwei Aufgaben. Zum Einen fu¨hrt es die Startsyste-
me durch Equilibrierung in den Gleichgewichtszustand und zum Anderen werden
durch Simulation die Trajektorien erzeugt, die den Verlauf einer Simulation u¨ber
die besuchten Punkte im Phasenraum protokollieren.
”
dynC“ setzt sich wie
”
StructC“ aus Klassen zusammen, die die Eigenschaften
und mo¨glichen Aktionen der Systeme und deren Komponenten beschreiben. Die
verwendeten Klassen werden zum Teil in beiden Programmen verwendet, andere
Klassen werden von Klassen aus
”
StructC“ abgeleitet. Wieder andere Klassen
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erfu¨llen spezielle Aufgaben, die nur zur Simulation beno¨tigt werden. Im folgenden
werden die letzten beiden Arten beschrieben, wobei zuerst die von gemeinsamen
Vorfahren abgeleiteten Klassen beschrieben werden.
9.4.1 CAtomSim
Mit der Klasse CAtom lassen sich zwar die Strukturen der Atome in Simulations-
strukturen verwalten, aber zur Simulation der Atome sind einige Erweiterungen
dieser Klasse notwendig. Die Klasse CAtomSim wird von der Klasse CAtom abge-
leitet, um diese zusa¨tzliche Funktionalita¨t zu implementieren.
Das bereits in der urspru¨nglichen Klasse implementierte Attribut der Ge-
schwindigkeit m vVelocityTimeStep entha¨lt, wegen der einfacheren Handhab-
barkeit wa¨hrend der Simulation, die Geschwindigkeit des Atoms multipliziert
mit der Schrittweite m dTimeStep. Diese modifizierte
”
Geschwindigkeit“ wird
mit der Methode SetVTS(const CVec3 &vVTS) durch die in vVTS u¨bergebene
Geschwindigkeit ersetzt. Ausgelesen wird sie mit der Methode VTS(). Um die
Geschwindigkeit um einen festen Beitrag zu erho¨hen oder zu verringern, wurde
die Methode AddVTS(const CVec3 &vVTSnew) implementiert, die die Geschwin-
digkeit um vVTSnew erho¨ht. Soll die Geschwindigkeit um einen festen Faktor dS
gea¨ndert werden, um zum Beispiel eine neue Schrittweite einzustellen, wird die
Methode ScaleVTS(double dS) verwendet. Wa¨hrend der Simulation wird die
Geschwindigkeit von einem Zeitschritt zum Na¨chsten durch ein Aufruf der Me-
thode UpdateVTS() angepasst. Diese beru¨cksichtigt die in einem Zeitintervall auf
das Atom wirkende Kraft bzw. Beschleunigung, die im neuen Attribut m vForce
gespeichert wurde bei der Bestimmung der neuen Geschwindigkeit. Das neue At-
tribut wird mit der Methode F() ausgelesen. Um die auf ein Atom wirkende
Kraft zu a¨ndern existieren drei Methoden. Die Methode ResetF() wird am An-
fang der Kraftberechnung eines jeden Iterationsschrittes aufgerufen, um die auf
das Atom wirkenden Kra¨fte auf Null zu setzen. Die von den Wechselwirkung-
en herru¨hrenden Kra¨fte wirken auf das Atom entweder additiv oder subtrak-
tiv, entsprechend wird entweder die Methode AddF(const CVec3 &vFnew) oder
SubF(const CVec3 &vFnew) aufgerufen. Die so in m vForce berechnete resultie-
rende Kraft muss zur Bestimmung der neuen Geschwindigkeit in eine Beschleu-
nigung umgerechnet werden. Hierfu¨r wird der in m vForce gespeicherte Wert mit
der Methode RescaleF(const double &dScale) durch die Masse des Atoms
dividiert und mit dem Faktor dScale multipliziert. Der Faktor dScale entha¨lt
hierbei einen sich aus der Newtonschen Bewegungsgleichung ergebenen und von
der Schrittweite abha¨ngenden Wert.
Die intermolekularen Wechselwirkungen eines Atoms wirken nicht auf alle an-
deren Atome. Aufgrund der intramolekularen Wechselwirkungen zwischen Ato-
men sind die intermolekularen Wechselwirkungen der entsprechenden Atome ver-
ringert oder ganz ausgeschlossen. Zwischen Atomen, die eine direkte Bindung
eingehen bzw. u¨ber einen festen Bindungswinkel verbunden sind, gibt es keine
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intermolekularen Wechselwirkungen. Fu¨r die entsprechenden Atome in den In-
stanzen von CAtomSim wird deshalb eine Ausschlussliste angelegt. Diese wird im
Attribut m apExclude gespeichert und entha¨lt eine Liste der Atome mit denen
keine intermolekulare Wechselwirkung besteht. In die Ausschlussliste aufgenom-
men wird ein Atom pAtom durch Aufruf der Methode AddExclude(CAtomSim
*pAtom). Die Methode GetExclude(BYTE cn) liest das Atom wieder aus, wobei
in cn die Position innerhalb der Liste angegeben werden muss. Fu¨r die Atome
mit Torsionswechselwirkung gibt es ha¨ufig im Lennard-Jones-Parametersatz spe-
zielle Wechselwirkungsparameter, deshalb werden auch diese zusa¨tzlich in einer
gesonderten Liste (m apThirdNb) verzeichnet, auf die ebenfalls mit entsprechen-
den Methoden (Abbildung 9.2) zugegriffen werden kann.
9.4.2 CMoleculeSim
Die in CMolecule verwalteten Atome werden untereinander zu Moleku¨len ver-
knu¨pft, hierzu werden spezielle Methoden beno¨tigt, die unter anderem von
der von CMolecule abgeleiteten Klasse CMoleculeSim bereit gestellt werden.
Die Verknu¨pfung der Atome erfolgt durch die Methode ConnectAtoms(const
CForceField *pFF), die sowohl die intramolekularen Wechselwirkungen inklusi-
ve der Zwangskra¨fte bestimmt, als auch die Ausschlusslisten fu¨r die intermoleku-
laren Wechselwirkungen erzeugt. In diese Ausschlusslisten gehen alle unmittelbar
benachbarten Atome durch Aufruf der Methode AddExclude der Klasse CAtom
ein, d. h. es gehen alle Atome mit einer direkten Bindung zum gewa¨hlten Atom
ein. Bestimmen lassen sich die Nachbarn mit Hilfe der im Vorfahren CMolecule
definierten Methode GetNeighbour. Ebenfalls gehen in die Ausschlusslisten die
zweiten Nachbarn, die Nachbarn der Nachbarn, ein. Deren Nachbarn wiederum
werden mit der Methode AddThirdNb in die Liste der dritten Nachbarn eingetra-
gen.
Nachdem die Ausschlusslisten der intermolekularen Wechselwirkungen gebil-
det wurden, erzeugt die Methode nun u¨ber die Klasse CBondCreate die fu¨r das
Moleku¨l beno¨tigten Instanzen der intramolekularen Wechselwirkungen und tra¨gt
diese u¨ber die Methode AddBond in die verkette Liste m pBond ein. Eine Paarbin-
dung wird u¨ber Instanzen der Klasse CBond12 zwischen allen durch GetNeighbour
festgelegten, benachbarten Atomen aufgebaut. Ausgenommen sind die Atompaa-
re, die durch eine Zwangskraft aneinander gebunden sind, und somit in einem
fixen Atomabstand gehalten werden. In der Struktur-Datenbank werden diese
Zwangskra¨fte durch eine Federkonstante Kb der Paarwechselwirkung von Null
kenntlich gemacht. Die zwischen drei Atomen wirkende Wechselwirkung der Bie-
geschwingung wird zwischen dem betrachteten Atom und zwei seiner Nachbarn
aufgebaut. Wie bei den Atompaaren ist es auch hier mo¨glich, Zwangskra¨fte durch
entsprechende Wahl der Federkonstanten einzufu¨gen.
Die Festlegung der Torsionswechselwirkungen ist etwas aufwa¨ndiger, hier
mu¨ssen vier unterschiedliche, benachbarte Atome gefunden werden. Ausgehend
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vom gewa¨hlten Basisatom A werden zwei Nachbaratome B und X gewa¨hlt, au-
ßerdem muss vom Atom B ein von A unterschiedlicher Nachbar Y ausgesucht
werden. Da in der Regel nur eine Variante der vom Basisatom A und seinen
Nachbarn B, X und Y in der Kraft-Datenbank verzeichnet ist, werden die Nach-
barn B, X und Y solange ausgetauscht, bis diese eine ausgewa¨hlt wird. Sind alle
vier Atome ausgewa¨hlt, wird u¨ber die Biegeschwingung u¨berpru¨ft, ob X−A−B
oder A−B − Y lineare Teilmoleku¨le bilden. Ist dies nicht der Fall, existiert zwi-
schen den Atomen X − A − B − Y ein Torsionswinkel, fu¨r den durch Aufruf
der Methode Bond14 der Klasse CBondCreate eine Instanz der Klasse CBond14
erzeugt wird. Diese wird mit AddBond in die Liste der intramolekularen Wechsel-
wirkungen aufgenommen.
Die Wechselwirkungen des uneigentlichen O¨ffnungswinkels werden als letz-
tes in die Liste der intramolekularen Wechselwirkungen aufgenommen, hierfu¨r
mu¨ssen von dem betrachteten Atom drei unterschiedliche Nachbarn bestimmt
werden. Lassen sich diese Nachbarn bestimmen, so wird, wie in den anderen Fa¨llen
auch, eine Instanz, der die Wechselwirkung bearbeitenden Klasse CBond14i, mit
der Methode Bond14i der Klasse CBondCreate erzeugt. Diese wird, wie die An-
deren mit AddBond in die Liste der intramolekularen Wechselwirkungen aufge-
nommen.
Fu¨r eine komplette Verknu¨pfung der Atome des Moleku¨ls mu¨ssen noch die
Zwangskra¨fte in einer Instanz, der von CConstraint abgeleiteten Klassen, verwal-
tet werden. Zuna¨chst wird, in Abha¨ngigkeit vom im Simulationsabschnitt angege-
benen Parameter
”
Constraint,“ mit der Methode Create der Klasse CPairConst
eine Instanz der Klasse CRATTLEConst oder CSHAKEConst erzeugt. Diese nimmt
die, durch die oben beschriebene Wahl der Federkonstanten festgelegten Zwangs-
kra¨fte auf. Eine Zwangskraft zwischen einem Bindungswinkel wird so umge-
setzt, dass zwischen zwei der drei wechselwirkenden Atomen B − A − C eine
Zwangskraft eingefu¨gt wird, d. h. die Zwangskra¨fte wirken zwischen den Ato-
men B und C. Sollen Wassermoleku¨le oder andere drei atomige Moleku¨lteile
mit Zwangskra¨ften zwischen allen drei Atomen durch die speziell hierfu¨r im-
plementierte Klasse CWaterConst behandelt werden, wird dies ebenfalls im Pa-
rameter
”
Constraint“ u¨ber den zusa¨tzlichen Eintrag
”
Water“ angegeben. Dann
u¨berpru¨ft ConnectAtoms, ob in dem Moleku¨l drei Zwangskra¨fte vorhanden sind.
Bilden die Zwangskra¨fte außerdem ein Dreieck, werden dessen vorhandene In-
stanzen, der von CPairConst abgeleiteten Klasse, durch eine neue Instanz der
Klasse CWaterConst mit den drei Atomen und deren drei Zwangskra¨ften ersetzt.
Hiermit ist, in dieser speziellen Aufteilung, die insbesondere auch auf das ha¨ufig
als Lo¨sungsmittel verwendete Wasser zutrifft, eine wesentlich effizientere Bestim-
mung der Zwangskra¨fte mo¨glich.
Zur Bestimmung der Temperatur des Systems ist es notwendig die Anzahl
der Freiheitsgrade im System zu kennen. Die Freiheitsgrade eines jeden Moleku¨ls
werden von der Methode DegreeOfFreedom() bestimmt. Hierbei besitzt jedes
Atom a priori drei Freiheitsgrade, jede Zwangskraft blockiert einen dieser Frei-
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heitsgrade, so dass sich die Anzahl der Freiheitsgrade im Moleku¨l in Abha¨ngigkeit
von der Atomanzahl und der Anzahl der Zwangskra¨fte berechnen la¨sst.
In jedem Simulationsschritt mu¨ssen die auf die Atome wirkenden Kra¨fte
neu berechnet werden, hierzu stellt CMoleculeSim unterstu¨tzende Methoden zur
Verfu¨gung. Am Anfang der Kraftberechnung wird mit der Methode ResetF() die
zu jedem Atom geho¨rende und die Kraft speichernde Variable m vForce auf Null
gesetzt, um anschließend die Kra¨fte auf die Atome an deren neuen Positionen
berechnen zu ko¨nnen. In diese Berechnungen gehen u. a. die intramolekularen
Wechselwirkungen ein, die in der Methode CalcBond() berechnet werden. Diese
werden in einer Schleife, zur Abarbeitung der in m pBond gespeicherten verkette-
ten Liste von Instanzen, berechnet. Hierzu wird dort von jeder Instanz, die stets
zu einer von CBond abgeleiteten Klassen geho¨rt, die Methode Calculate() auf-
gerufen. Der Aufbau der Liste erfolgt mit Hilfe der oben bereits beschriebenen
Methode AddBond(CBond *pNew).
Die Bestimmung der neuen Positionen und Geschwindigkeiten der Atome er-
folgt auf Grund der Beru¨cksichtigung der Zwangsbedingungen in zwei Teilen
durch die Methoden CalcConstraintA() und CalcConstraintB() vor bzw. nach
der Kraftberechnung. Beide Methoden wiederum rufen die entsprechenden Me-
thoden der in m pConstraint gespeicherten Instanz, der von CConstraint abge-
leiteten Klasse, auf.
Der Datenaustausch mit der Strukturdatei (DYN) erfolgt u¨ber die bereits
in CMolecule definierte Methode Serialize, wird jedoch erga¨nzt, durch einen
automatischen Aufruf der oben beschriebenen Methode ConnectAtoms, falls die
Daten eines Moleku¨ls mit Serialize eingelesen werden. Die in Serialize von
CMolecule benutzte Methode AddDummyAtom() zur Erzeugung der Atome muss,
da jetzt Instanzen der Klasse CAtomSim und nicht Instanzen der Klasse CAtom
erzeugt werden, durch eine entsprechende neue Methode ersetzt werden.
Zur U¨berwachung der Wechselwirkungen existieren zwei weitere Methoden.
Die Methode Dump(FILE *fOut) ruft zum Einen die Methode Dump(FILE *fOut)
einer jeden Instanz der Klasse CAtomSim auf und gibt zum Anderen eine Liste
der verwendeten intramolekularen Wechselwirkungen und der wirkenden Zwangs-
kra¨fte aus. Die zweite Methode WriteEXL(FILE *fOut) gibt nicht nur eine Liste
der intramolekularen Wechselwirkungen und der wirkenden Zwangskra¨fte aus,
sondern erga¨nzt diese durch die Liste der benachbarten Atompaare, die in den
Ausschlusslisten nicht wechselwirken.
9.4.3 CSimSystemSim
Die in CSimSystemSim implementierten Methoden sind hauptsa¨chlich durch den
Umstieg von CMolecule nach CMoleculeSim begru¨ndet, insbesondere die Me-
thoden AddMolecule(CMoleculeSim *pMolecule) und GetMolecule(unsigned
int nMolecule). Sie erfu¨llen die selben Aufgaben wie die Methoden der Vor-
fahrklasse, nur arbeitet CSimSystemSim mit einer neuen Klasse von Moleku¨len.
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Ein Moleku¨l wird mit der Methode AddNewMolecule() erzeugt, indem in
CSimSystemSim eine Instanz der Klasse CMoleculeSim erzeugt wird, und nicht
wie in der Vorfahrenklasse eine Instanz der Klasse CMolecule.
Zum Auslesen der zuvor mit SetSimDate gesetzten und in der Strukturda-
tei (DYN) gespeicherten Daten wurde die Methode GetSimData(DWORD &nStep,
double &dStep, double &dTimeStep) implementiert. Mit ihr wird am Anfang
der Simulation der aktuelle Simulationszeitpunkt festgelegt und die Schrittwei-
te definiert. Zur Vereinfachung der Datenausgabe werden, die im vorherigen
Abschnitt fu¨r CMoleculeSim beschriebenen Methoden Dump(FILE *fOut) und
WriteEXL(FILE *fOut) ebenfalls in CSimSystemSim implementiert. Beide Me-
thoden geben die Daten der eingefu¨gten Instanzen der Klasse CMoleculeSim,
d. h. der eingefu¨gten Moleku¨le aus, indem sie zu jedem Moleku¨l die entsprechen-
de Methode Dump(FILE *fOut) bzw. WriteEXL(FILE *fOut) aufrufen.
9.4.4 CBondCreate
Die Erzeugung der Instanzen zur Behandlung der intramolekularen Wechsel-
wirkungen erfolgt nicht direkt aus den in CForcefield gespeicherten Kraftfeld-
parametern, sondern u¨ber Methoden der Klasse CBondCreate. CBondCreate
muss zur Erzeugung der Instanzen auf die Kraftfeldparameter zugreifen, deshalb
wird dem Konstruktor eine Referenz auf die verwendete Instanz der Klasse
CForceField u¨bergeben. Fu¨r jede der vier intramolekularen Wechselwirkung
existiert eine spezielle Methode (Bond12(CAtomSim *pAtom1, CAtomSim
*pAtom2), Bond13(CAtomSim *pAtom1, CAtomSim *pAtom2, CAtomSim
*pAtom3), Bond14(CAtomSim *pAtom1, CAtomSim *pAtom2, CAtomSim
*pAtom3, CAtomSim *pAtom4) und Bond14i(CAtomSim *pAtom1, CAtomSim
*pAtom2, CAtomSim *pAtom3, CAtomSim *pAtom4)) . Jede der vier Methoden
erstellt eine fu¨r sie notwendige Instanz einer der Klassen CBond12, CBond13,
CBond14 oder CBond14i zur Implementierung der Wechselwirkung zwischen den
Atomen auf die gleiche Weise. Zuerst wird versucht die Wechselwirkungsparame-
ter mit Hilfe einer der Methoden Get12, Get13, Get14 oder Get14i der Klasse
CForceField zu bestimmen. Ist dies nicht mo¨glich, wird eine Ausnahme aus-
gelo¨st und eine Fehlermeldung ausgegeben. Aber im Normalfall sollte mindestens
eine Kombination in der Kraft-Datenbank eingetragen und durch CForceField
eingebunden worden sein. Zur Implementierung der Wechselwirkung wird im
dynamischen Hauptspeicher eine Instanz oben erwa¨hnten Klassen erzeugt und
als Ergebnis zuru¨ckgegeben.
9.4.5 CBond
In den Instanzen der Klasse CBond und deren Nachfahren werden die in Abschnitt
2.1 beschriebenen intramolekularen Wechselwirkungen in Routinen nachgebildet.
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Wobei die Grundstruktur der abgeleiteten Klassen bereits durch CBond vorgege-
ben wird. Unter anderem beinhaltet CBond den Mechanismus mit dem die intra-
molekularen Wechselwirkungen eines Moleku¨ls in einer einfach verketteten Liste
verbunden werden. Die Verkettung der Liste wird erzeugt, in dem jede Instanz
der Klasse CBond in m pNext eine Referenz auf die Na¨chste besitzt. Um eine neue
Wechselwirkung in diese Liste einzufu¨gen wird die Methode Add(CBond *pNew)
mit einer Referenz auf die neue Wechselwirkung aufgerufen. In ihr wird dann die
Methode Add so lange rekursiv aufgerufen, bis m pNext einen Null-Zeiger entha¨lt,
dieser wird durch eine Referenz auf die neue Instanz ersetzt. Die Methode Next()
gibt die Referenz auf die na¨chste Instanz zuru¨ck, so dass man durch sukzessives
aufrufen dieser Methode vom Anfang der verketteten Liste bis zum Ende gelangen
kann. Ihren eigentlichen Zweck, die Bestimmung der intramolekularen Wechsel-
wirkung, erfu¨llen diese Instanzen u¨ber die virtuelle Methode Calculate(). In
der Basisklasse CBond entha¨lt diese zwar nur einen leeren Platzhalter, der wird
aber von den abgeleiteten Klassen zur Bestimmung der Potentiale und der auf
Grund der Potentiale auf die Atome wirkenden Kra¨fte verwendet. Zur U¨berwa-
chung der Moleku¨lstrukturen gibt es die Methode Info(char *pInfo), die in
pInfo Informationen u¨ber die wechselwirkenden Atome und deren Wechselwir-
kungsparameter zuru¨ck gibt.
Zu jeder von CBond abgeleiteten Klasse gibt es jeweils zwei Konstruktoren,
deren Parameter die fu¨r die Berechnung des Potentials und der Kraft notwendi-
gen Daten enthalten. Die Parameter des ersten Konstruktors bestehen aus einer
fu¨r die Wechselwirkung charakteristischen Datenstruktur (TParam12, TParam13,
TParam14 oder TParam14i), die die Kraftfeldparameter der Wechselwirkung ent-
halten und deren Referenzen auf die zur Wechselwirkung geho¨renden Atome zei-
gen. Alternativ ko¨nnen im zweiten Konstruktor die Kraftfeldparameter auch ex-
plizit in einzelnen Parametern angegeben werden. Die Berechnung der Wechsel-
wirkung erfolgt wie oben erwa¨hnt in der virtuellen Methode Calculate(), die
hierfu¨r auf die im Konstruktor u¨bergebenen Kraftfeldparameter und Referen-
zen zuru¨ckgreift. Die Berechnung der Potentiale erfolgt nach den in Abschnitt
2.1 angegebenen Formeln ((2.2), (2.4), (2.8) und (2.9)), aus denen mit Hilfe von
Gleichung (2.1) die resultierenden Kra¨fte bestimmt werden.
9.4.6 CConstraint
Alle implementierten Klassen zur Behandlung von Zwangskra¨ften basieren auf
der Klasse CConstraint, sie entha¨lt einen Rahmen fu¨r die Methoden, die zur
Bestimmung der Zwangskra¨fte bzw. deren Anwendung auf die Atome beno¨tigt
werden. Außerdem werden hier die fu¨r alle Zwangskra¨fte gu¨ltigen Toleranz- und
Iterationsgrenzen festgelegt. Wie bereits erwa¨hnt, werden Zwangskra¨fte und der
mit ihnen eng verbundene Iterationsalgorithmus in zwei Teilen bestimmt. In
CalculateA() wird der Anteil berechnet, der vor der Berechnung der auf die
Atome wirkenden Kra¨fte beno¨tigt wird. Die Berechnung des Anteils, der nach
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Berechnung der Kra¨fte zu berechnen ist, erfolgt in der Methode CalculateB().
Zur korrekten Bestimmung der Freiheitsgrade ist es notwendig die Anzahl der
Zwangskra¨fte in einem Moleku¨l zu beru¨cksichtigen, aus diesem Grund ist die
Methode CountConst() in CConstraint deklariert. Ebenfalls deklariert ist die
Methode Info(WORD nConst, char *pInfo) zur Ausgabe der internen Daten,
um diese in der Testphase auf Korrektheit u¨berpru¨fen zu ko¨nnen.
Da die Bestimmung der Zwangskra¨fte bzw. die Festlegung der Koordina-
ten der betroffenen Atome in den implementierten Verfahren ein iterativer Pro-
zess ist, der nicht unendlich fortgefu¨hrt werden kann, wird mit der Metho-
de SetTol(unsigned nMaxIt, double dTol) eine Obergrenze fu¨r die Anzahl
der Iterationen festgelegt. Zur Geschwindigkeitssteigerung wird zusa¨tzlich die
Toleranz dTol festgelegt, innerhalb der eine Korrektur der Atomabsta¨nde auf
die Zwangsbedingungen unterbleibt. Beide Werte ko¨nnen u¨ber die Methoden
GetTol() und GetMaxIt() ausgelesen werden.
Generell lassen sich alle Zwangskra¨fte auf Wechselwirkungen zwischen zwei
Atomen reduzieren. Fu¨r jedes Moleku¨l gibt es deshalb, mit Hilfe der von
CConstraint abgeleiteten Klasse CPairConst, die Mo¨glichkeit alle Zwangskra¨fte
in einer Liste mit Zwangskra¨ften zwischen paaren von Atomen festzulegen. Die
hierbei erzeugte Instanz geho¨rt nicht zur Klasse CPairConst selbst, da diese
nur einen nach außen einheitlichen Rahmen fu¨r die beiden von ihr abgeleiteten
Klassen CSHAKEConst und CRATTLEConst bildet. Die Instanzen dieser Nachfah-
ren werden mit der statischen Methode Create(WORD cnConst, CMoleculeSim
*pMol) erzeugt. Sie werden von dieser, in Abha¨ngigkeit vom mit SetType(BYTE
nType) festgelegten und mit GetType() wieder lesbaren Auswahlkriterium, im
dynamischen Speicher erzeugt.
Der Konstruktor CPairConst(WORD cnConst, CMoleculeSim *pMol), der
auch von den Konstruktoren der Nachfahren aufgerufen werden muss, spei-
chert eine Referenz auf die im Moleku¨l pMol angegebenen Atome im Attribut
m pmpAtom, so kann auf die Atome des Moleku¨ls, insbesondere zur Berechnung
der Zwangskra¨fte, mit der Methode GetAtom(short nAtom) schneller zugegrif-
fen werden als u¨ber einen Zugriff auf die Atome u¨ber das Moleku¨l. Die im letz-
ten Absatz beschriebene Liste der Zwangskra¨fte wird mit Hilfe der Methoden
AddConstSq(short atA, short atB, double dDistSq) und AddConst(short
atA, short atB, double dDist) gebildet, in dem an das Ende der Listen
m mnAtomA, m mnAtomB und m mdDistSqAB die neuen Daten aus den u¨bergebe-
nen Parametern angeha¨ngt werden. Die La¨nge dieser Listen, d. h. die Anzahl
der Zwangskra¨fte wird u¨ber die Gro¨ße der ersten Liste m mnAtomA mit Hilfe der
Methode CountConst() bestimmt.
Zur Festlegung der Zwangskra¨fte stehen drei Hilfsmethoden zur Verfu¨gung.
GetAtomNoA(WORD nConst) und GetAtomNoB(WORD nConst) lesen aus den jewei-
ligen Listen die Positionsnummern der Atome aus, die der Zwangskraft unterlie-
genden. Der von der Zwangskraft festgelegte Atomabstand wird mit der Metho-
de GetConst(WORD nConst) ausgelesen. Die gewonnenen Daten werden fu¨r ei-
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ne spa¨tere Ausgabe in eine Datei durch die Methode Info(WORD nConst, char
*pInfo) in eine lesbare Form aufbereitet.
Die Berechnung der Wechselwirkungen erfolgt in einer der beiden, von
CPairConst abgeleiteten Klassen, CSHAKEConst bzw. CRATTLEConst. Die Berech-
nung der Geschwindigkeiten und Positionen der Atome unter Beru¨cksichtigung
der Zwangskra¨fte kann sowohl vor der Kraftberechnung in CalculateA(), als
auch danach in CalculateB() erfolgen.
In der Klasse CSHAKEConst werden Orte und Geschwindigkeiten gleichzei-
tig in der Methode CalculateB() bestimmt. Die Methode CalculateA() wird
nicht beno¨tigt. Zuerst werden aus den Atomkoordinaten und den Geschwindig-
keiten die neuen Koordinaten des Atoms berechnet, diese beru¨cksichtigen aber
noch nicht die Zwangskra¨fte, welche in einem zweiten Schritt iterativ durch Kor-
rektur der entsprechenden Koordinaten in das System eingebaut werden. Da das
SHAKE-Verfahren in den hier durchgefu¨hrten Simulationen nicht verwendet wird,
wird es hier nur kurz angerissen. Ausfu¨hrlich beschrieben wird es in den Arti-
keln von Ryckaert u. a. [41, 82]. In jedem Iterationsschritt wird fu¨r jedes, den
Zwangskra¨ften unterliegende Paar von Atomen, eine von der Abweichung zum
Idealabstand abha¨ngige Zwangskraft bestimmt. Diese a¨ndert dann unter Beru¨ck-
sichtigung der Atommassen die Lage der Atome. Wirken auf ein Atom mehrere
Zwangskra¨fte, sind zur Bestimmung der resultierenden Zwangskraft in der Regel
mehrere Iterationsschritte erforderlich. Aufgrund der einfachen Zwangskra¨fte am
Wasserstoff des Bisacrylamids, reicht hier ein Iterationsschritt zu ihrer Berech-
nung aus.
Dem gegenu¨ber nutzt das RATTLE-Verfahren beide Methoden. In
CalculateA() werden, vor der Berechnung der Kra¨fte, die neuen Positionen der
Atome bestimmt und die Geschwindigkeit teilweise berechnet. Nach der Kraftbe-
rechnung kann dann die Geschwindigkeit der Atome endgu¨ltig in CalculateB()
bestimmt werden. Beide Routinen werden ausfu¨hrlich in Abschnitt 4.2 und in
dem Artikel von Andersen [42] beschrieben.
Fu¨r starre drei atomige Moleku¨le wie dem hier verwendeten Wasser gibt es ein,
bereits bei der Erzeugung der Moleku¨le erwa¨hntes, in der Klasse CWaterConst
implementiertes, speziell optimiertes Verfahren, das unter anderem auch von Al-
len und Tildesley in ihrem Buch [32] beschrieben wurde. Dem Konstruktor wer-
den Referenzen auf die drei den Zwangsbedingungen unterliegenden Atome, so
wie die zwischen ihnen liegenden Atomabsta¨nde u¨bergeben, um diese innerhalb
der Instanz in Attributen zu speichern. Damit die von CConstraint abgeleite-
te Klasse verwendet werden kann, mu¨ssen die leeren virtuellen Methoden von
CWaterConst mit Inhalt gefu¨llt werden. Die Methode CountConst() gibt in al-
len von CConstraint abgeleiteten Klassen die Anzahl der Zwangskra¨fte zuru¨ck,
die in diesem Fall des starren drei atomigen Moleku¨ls immer drei betra¨gt. Bei
Info(WORD nConst, char *pInfo) handelt es sich um eine weitere virtuelle Me-
thode, mit der Informationen u¨ber die Zwangskra¨fte in U¨berwachungsdateien
ausgegeben werden, und die an CWaterConst angepasst werden musste. Die Be-
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rechnung der Zwangskra¨fte erfolgt nach Bestimmung der Kra¨fte, so dass die Me-
thode CalculateA() nur einen leeren Platzhalter entha¨lt, der somit eine einheit-
liche Behandlung der Zwangskra¨fte erlaubt. Das Herzstu¨ck bildet die Methode
CalculateB(), in der sa¨mtliche Berechnungen fu¨r die Zwangskra¨fte, so wie zur
Bewegung der Atome nach dem SETTLE Algorithmus [83] von Miyamoto und
Kollman erfolgen.
Da die Berechnung der Zwangskra¨fte des Wassers nicht zwangsla¨ufig mit
diesem Algorithmus erfolgen muss, sondern auch mit einem der beiden ande-
ren Verfahren erfolgen kann, sind hierfu¨r zwei weitere Methoden implemen-
tiert. Ein Aufruf von UseWaterConst(), der bei Angabe des Parameters
”
Wa-
ter“ im Schlu¨sselwort
”
Constraint“ der Steuerungsdatei automatisch erfolgt, legt
fest, dass die Zwangskra¨fte des Wassers oder anderer Moleku¨le mit den selben
Zwangsbedingungen von CWaterConst zu behandeln sind. Die zweite Methode
IsWaterConst() wird bei der Konstruktion des Moleku¨ls verwendet, um zu ent-
scheiden, ob die Zwangskra¨fte der Wassermoleku¨le und Anderer mit diesem Al-
gorithmus bestimmt werden sollen oder mit einem der Anderen.
9.4.7 CLenardJones
In jeder Simulation wird in CSimulation nur eine Instanz der Klasse
CLenardJones erzeugt. Diese bestimmt die in Abschnitt 2.2.1 beschriebenen
van der Walls- bzw. Lenard-Jones-Wechselwirkungen der Atome untereinander
in jedem Simulationsschritt neu. Die Wechselwirkungsparameter mu¨ssen aber
nicht bei jeder Berechnung direkt aus den Daten der Atome der Instanz von
CSimulation gewonnen werden. Sie werden vielmehr fu¨r eine spa¨tere optimierte
Berechnung der Wechselwirkungen, zu Beginn der Simulation einmal bestimmt
und dann optimiert in lokalen Attributen abgespeichert. Hierzu werden mit Hil-
fe der Methode Init(const CSimulation &sim, double dCutOffSq) die drei
in Abbildung 9.9 gezeigten Listen parallel erzeugt. Bei einer Wechselwirkung
zwischen zwei Atomen, d. h. die Wechselwirkungsparameter beider Atome sind
ungleich Null und das jeweils andere Atom ist weder in der Ausschlussliste (Ab-
schnitt 2.2.1) des anderen Atoms noch dessen dritter Nachbar, werden die Wech-
selwirkungsparameter beider Atome mit Hilfe der Mischungsregeln aus Gleichung
(2.15) bzw. (2.14) zu einem gemeinsamenWechselwirkungsparametern verschmol-
zen und in den Listen m mdC6ij und m mdC12ij abgespeichert. Fu¨r die eindeutige
Identifizierung dieser Wechselwirkungen wird eine Referenz des zweiten Atoms
in einem vom ersten Atom gebildeten Abschnitt m mpAtCalc gespeichert. Die
in m mpAtCalc gespeicherte Liste besteht aus Abschnitten variabler La¨nge, die
durch leere Elemente (Null-Zeiger) voneinander getrennt sind. Das erste Element
eines Abschnitts entha¨lt immer die Referenz auf das Atom, mit dem die weiteren
Atome dieses Abschnittes wechselwirken. Die Behandlung der dritten Nachbarn
erfolgt analog.
In der Simulationsphase werden die oben erzeugten Listen von der Methode
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m mpAtCalc m mdC6ij m mdC12ij
at1
at2 C612 C1212
at2 C612 C1212
...
...
...
at2 C612 C1212
NULL
at1
at2 C612 C1212
...
...
...
at2 C612 C1212
NULL
...
at1
at2 C612 C1212
...
...
...
at2 C612 C1212
NULL
NULL 0 0
Abbildung 9.9: Aufbau der Listen fu¨r die Berechnung der Wechselwirkungen der
Atome im Lenard-Jones-Potential.
Calculate() verwendet, um die vom Lenard-Jones-Potential verursachten Kra¨fte
auf die Atome zu bestimmen. Hierzu werden die Abschnitte der Liste m mpAtCalc
nacheinander abgearbeitet. Jeder Abschnitt entha¨lt alle die mit dem ersten Atom
des Abschnitts wechselwirkenden Atome. Der Rechenaufwand reduziert sich hier-
durch um die Bestimmung der Wechselwirkungskoeffizienten C6 und C12. Deswei-
teren werden nur die Paare beru¨cksichtigt, die untereinander wechselwirken.
In der Debug-Phase ko¨nnen, zur Verifizierung der in der Instanz von
CLenardJones erzeugten Attribute, der cutoff-Radius aus m dCutOffSqr und die
Liste der Atome m mpAtCalc durch Aufruf der Methode Dump(FILE *fOut) in
eine mit fOut festgelegte Datei gespeichert werden.
9.4.8 CEwaldSum
Die Behandlung der elektrostatischen Wechselwirkungen erfolgt in einer Instanz
der Klasse CEwaldSum. Die Berechnung der elektrostatischen Wechselwirkungen
u¨ber das Ewald-Verfahren (vgl. Abschnitt 2.2.3) la¨sst sich, wie beim Lenard-
Jones-Potential, aufteilen in einen Initialisierungsschritt, der vor der eigentlichen
Simulation ausgefu¨hrt wird und den Berechnungsschritten wa¨hrend der Simula-
168 9 Aufbau von StructC und dynC
tion, in denen die Wechselwirkungen bestimmt werden.
Die Initialisierung der Klassenattribute erfolgt in der Methode Init(const
CSimulation &sim, double dCutOffSq, double dKappa, double dDiel,
WORD nKmax), in der die Attribute mit Hilfe der Randparameter und der
zu simulierenden Atome gesetzt werden. Als Erstes werden die beim Aufruf
u¨bergebenen Parameter fu¨r eine spa¨tere Beru¨cksichtigung in der Simulation in
die lokalen Attribute fu¨r den quadratischen cutoff-Radius (m dCutOffSqr), dem
dielektrischen Vorfaktor (4pi²0²r)
−1 (m dDiel), der Verteilungsbreite (m dKappa)
und dem Auswertungsradius im reziproken Raum (m nKmax*2pi/L, mit der
Kantenla¨nge L des Simulationsraums) gespeichert. Um die Initialisierung zu
beschleunigen wird dann eine ausreichend große Anzahl leerer Felder fu¨r die
Listen der Attribute m mpAtWW, m mdDQijWW, m mpAtExclude, m mdDQijExclude
und m mpAtList generiert. Die Listen m mpAtWW und m mpAtExclude werden wie
die Liste fu¨r die Lenard-Jones-Wechselwirkung in Abschnitte aufgeteilt, wobei
wieder fu¨r jedes Atom ein Abschnitt mit Referenzen auf die wechselwirkenden
Atome vorhanden ist, deren Ende durch eine leere Referenz gekennzeichnet
ist. Gleiches gilt fu¨r die Parameterlisten m mdDQijWW und m mdDQijExclude,
sie besitzen den selben Aufbau wie die Listen m mdC6ij und m mdC12ij der
Lenard-Jones-Wechselwirkung. Abgeschlossen wird dieser erste Initialisierungs-
abschnitt mit der Kennzeichnung des Endes der Listen durch eine zusa¨tzliche
leere Referenz und der Freigabe der ungenutzten Felder .
Vom ersten Teil der Initialisierung wird automatisch der zweite Teil aufgeru-
fen. Dieser befindet sich in der privaten Methode InitKVector(), die die Stu¨tz-
punkte ~k im reziproken Gitter festlegt. Generell ist die Lage der Stu¨tzpunkte ~k
nur von der Gro¨ße des Simulationsraumes abha¨ngig. Da die hier erstellten Si-
mulationen, wegen des u¨ber die periodischen Randbedingungen hinausgehenden
Polymergeru¨stes, bei festen Volumina V , d. h. im mikrokanonischen bzw. kanoni-
schen Ensemble ablaufen, ko¨nnen die Stu¨tzpunkte ~k bereits bei der Initialisierung
der Simulation festgelegt werden. Zu jedem Stu¨tzpunkt ~k gibt es einen nur von
der Konstanten κ und dem Stu¨tzpunkt ~k abha¨ngigen Faktor Kv (vgl. Gleichung
2.29):
Kv =
2pi
~k2
exp
(−1
4κ2
~k2
)
Dieser Faktor Kv wird in der Methode InitKVector() berechnet und anhand
einer fortlaufenden Nummerierung der Stu¨tzpunkte in den Feldelementen des
Attributs m mdKvec, fu¨r eine beschleunigte Berechnung des reziproken Anteils
der Ewald-Methode, gespeichert.
Da
”
dynC“ auch die einfache Berechnung der Coulomb-Wechselwirkungen
unterstu¨tzt, wurde die Methode CoulombCalculate() in die Klasse CEwaldSum
integriert. Zur Berechnung der Wechselwirkungen werden ebenfalls die fu¨r die
Ewald-Methode berechneten Attribute verwendet, insbesondere entspricht die Li-
ste der wechselwirkenden Teilchenpaare der im Attribut m mpAtWW gespeicherten
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Liste. Die Abarbeitung dieser Liste entspricht dem Vorgehen der weiter unten
beschriebenen Methode CalcReal(). Beide Methoden lesen die Gesamtladung
qij der wechselwirkenden Teilchen i und j, inkusive des dielektrischen Vorfak-
tors (4pi²0²r)
−1, der ebenfalls zu durchlaufenden Liste des Attributs m mdDQijWW
aus. Grundlage der Berechnung bildet Gleichung (2.22). Fu¨r die Bestimmung der
Energie muss somit nur noch der Teilchenabstand dRij unter Beru¨cksichtigung
der periodischen Randbedingungen berechnet werden. Ist der Abstand kleiner als
der cutoff-Radius ergibt sich die Wechselwirkungsenergie dEij aus:
dEij =
m mdDQijWW
dRij
Die daraus resultierende Kraft auf die Teilchen la¨sst sich aus der Ableitung der
Energieformel (vgl. Gleichung 2.1) bestimmen und fu¨hrt zu:
vFi = vRij
dEij
dRij2
Die Berechnung nach der Ewald-Methode la¨sst sich in drei logische Tei-
le aufspalten (Gleichung (2.31)), dem Realanteil (Gleichung (2.28)), dem re-
ziproken Anteil (Gleichung (2.29)) und dem Selbstterm (Glecihung (2.30)). In
CEwaldSum existiert fu¨r jedes dieser Teile eine eigene Methode, so dass zur Be-
rechnung der Wechselwirkungen nach dem Verfahren von Ewald, die Metho-
de Calculate() nur diese drei als privat deklarierten Methoden CalcReal(),
CalcK() und CalcSelf() aufrufen und unter Beru¨cksichtigung von Gleichung
(2.31) die zuru¨ckgegebenen Teilenergien zu einer Coulomb-Energie summieren
muss.
Die private Methode CalcReal() berechnet den durch Gleichung (2.28) vor-
gegebenen Realteil der Ewald-Summe. Wie aus dieser Gleichung abzulesen ist,
beno¨tigt man zur Lo¨sung dieser Aufgabe die konjugierte Fehlerfunktion erfc(x).
Die bereits in Gleichung (2.26) eingefu¨hrte Funktion wird hier durch die Methode
Erfc(double dKR) angena¨hert, diese verwendet die Approximation von Abramo-
witz [84] , die fu¨r alle x ≥ 0 mit einem Approximationsfehler ²(x) < 1.5 10−7
behaftet ist:
erfc(x) =
(
a1
(
1
1 + px
)
+ a2
(
1
1 + px
)2
+ a3
(
1
1 + px
)3
+a4
(
1
1 + px
)4
+ a5
(
1
1 + px
)5)
e−x
2
+ ²(x) (9.3)
mit:
a1 = 0, 254829592 a2 = −0, 284496736 a3 = 1, 421413741
a4 = −1, 453152027 a5 = 1, 061405429 p = 0, 3275911
Zur Durchfu¨hrung der Summationen werden, wie bereits bei der klassi-
schen Coulomb-Berechnung erwa¨hnt, die Felder der Attribute m mpAtWW und
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m mdDQijWW verwendet. Hierzu wird in einer a¨ußersten Schleife dem lokalen Zei-
ger pAtI die Referenz auf das erste Teilchen i aus der Liste m mpAtWW zugewiesen.
Die Referenzen auf die Teilchen j mit denen dieses Teilchen wechselwirkt werden
in einer Subschleife ebenfalls aus der Liste entnommen.
Entscheidend fu¨r die Beru¨cksichtigung der Wechselwirkung zwischen i und
j ist deren Abstand. Ist dieser gro¨ßer als der cutoff-Radius, wird die Wechsel-
wirkung nicht mehr beru¨cksichtigt, und der Abstand des na¨chsten Teilchenpaars
u¨berpru¨ft. Aus Gru¨nden der Optimierung wird nicht der Abstand direkt mit
dem cutoff-Radius verglichen, sondern, der quadratische Teilchenabstand, un-
ter Beru¨cksichtigung der periodischen Randbedingungen, mit dem quadratischen
cutoff-Radius. Ebenfalls zur Optimierung werden vor der Berechnung des Poten-
tials (Gleichung (2.28)) und der Kra¨fte einige Zwischenrechnungen durchgefu¨hrt
und fu¨r eine spa¨tere Verwendung in lokale Variablen gespeichert. Die berechne-
ten Kra¨fte werden dann u¨ber die Methoden AddF und SubF der Klasse CAtomSim
zu den bereits vorhandenen Kra¨ften der Atome addiert bzw. subtrahiert, im Ge-
gensatz dazu wird die berechnete potentielle Energie an die aufrufende Methode
zuru¨ckgegeben.
Die langreichweitigen, u¨ber den cutoff-Radius und den Simulationsraum
hinausgehenden Coulomb-Wechselwirkungen, werden im reziproken Teil der
Ewald-Methode berechnet. Dieser Teil der Ewald-Methode wird durch die Glei-
chung (2.29) beschrieben und ist in der Methode CalcK() implementiert. Sie
entha¨lt den kompliziertesten Teil der Berechnung und ist nach der Metho-
de CalcR() die aufwendigste Methode. Sie beno¨tigt innerhalb der Coulomb-
Berechnung etwa 40% der Rechenzeit und dient der Bestimmung der potentiellen
Energie, so wie der daraus resultierenden Kra¨fte.
Die Berechnung des reziproken Anteils la¨sst sich in drei Phasen aufteilen. In
der ersten Phase wird der zweite Exponentialterm aus Gleichung (2.29) in die
einzelnen Raumanteile aufgespalten:
exp
(
−i~k~rj
)
= exp (−ikxrjx) ∗ exp (−ikyrjy) ∗ exp (−ikzrjz) (9.4)
= cxEikX.Get(j,kx) ∗ cxEikY.Get(j,ky) ∗
cxEikZ.Get(j,kz) (9.5)
Der Rechenaufwand hierfu¨r la¨sst sich entscheidend verringern, wenn fu¨r jede
Raumrichtung Listen (cxEikX, cxEikY und cxEikZ) mit den berechneten Ex-
ponentialtermen fu¨r die festgelegten Raumpunkte des reziproken Gitters und fu¨r
die Teilchen angelegt werden. Der Exponentialterm muss damit nicht fu¨r jedes
Teilchen j und jeden Punkt im reziproken Raum ~k bestimmt werden, sondern
kann aus der Kombination der in den Listen eingetragenen Werte fu¨r die drei
Raumrichtungen bestimmt werden.
Die zweite Phase bildet den Hauptteil der Berechnungen. Hier wird, nach der
Zusammenfassung mehrerer Konstanten zu einer Konstanten und der Initialisie-
rung einiger Laufvariablen, die Summe u¨ber die reziproken Raumpunkte ~k in
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separate Summen, fu¨r jede Raumrichtung aufgespalten. Die zweite Summe wird
u¨ber die wechselwirkenden Teilchen aus Gleichung (2.29) mit Hilfe des in Glei-
chung (9.5) gezeigten Verfahrens bestimmt. Das Betragsquadrat dieses komple-
xen Ergebnisses bildet, zusammen mit dem im Initialisierungsprozess bestimm-
ten ersten Exponentialterm, im Attribut m mdKvec, die Energie, dessen Summe
wiederum die Gesamtenergie dE dieses Teils der Wechselwirkung bildet. Neben
den Energien der Teilchen werden auch die von diesen Energien auf die Teilchen
wirkenden Kra¨fte nach Gleichung (2.1) bestimmt. In der abschließenden dritten
Phase wird die in der zweiten Phase bestimmte Gesamtenergie dE mit Hilfe des
Vorfaktors m dDiel in die vom Programm verwendete Einheit kcal/mol transfor-
miert.
Der letzte zu berechnende Anteil der Ewald-Methode entha¨lt den Selbst-
term, dieser korrigiert einen durch die Selbstwechselwirkung verursachten Feh-
ler. Bestimmt wird er in der Methode CalcSelf(). Die Selbstwechselwirkung
entsteht im reziproken Anteil der Ewald-Methode durch die periodische Fort-
setzung des Simulationsraumes. Diese erzeugt fu¨r jedes Moleku¨l eine Wechsel-
wirkung seiner Atome mit den Atomen der Kopien des selben Moleku¨ls in den
periodischen Fortsetzungen. Wie in den beiden anderen Teilen werden auch
hier die wechselwirkenden Teilchen und deren Wechselwirkungssta¨rke (Ladun-
gen) aus einer in Init(const CSimulation &sim, double dCutOffSq, double
dKappa, double dDiel, WORD nKmax) erzeugten Liste entnommen. Die im At-
tribut m mpAtExclude gespeicherte Liste besitzt, fu¨r jedes Teilchen mit Selbst-
wechselwirkung, einen Abschnitt mit einer Unterliste der Teilchen mit dem dieses
wechselwirkt. Erga¨nzt werden die Listen in m mpAtExclude durch eine weitere Li-
ste im Attribut m mdDQijExclude, diese entha¨lt die Wechselwirkungssta¨rke der
Selbstwechselwirkung und die durch die Wechselwirkung des ersten Teilchens mit
einem Teilchen aus der Unterliste verursachten Paarwechselwirkung. Die Liste in
m mpAtExclude wird mit Hilfe zweier verschachtelter Schleifen abgearbeitet. In
der a¨ußeren Schleife werden die Teilchen aus der Liste ausgewa¨hlt, die wiederum
mit den Teilchen aus den Unterlisten in Wechselwirkung stehen. In einer inne-
ren Schleife werden aus den Wechselwirkungen der Teilchen mit dem Teilchen
der a¨ußeren Schleife, deren Kra¨fte und Energien (gespeichert in dE) berechnet.
Beide Schleifen finden sich in Gleichung (2.30) in Form einer Doppelsumme wie-
der. Wie der Gleichung zu entnehmen ist, werden neben der Ladung (qiqj), die
in m mdDQijExclude gespeichert wurde, auch der Abstand rij, bestimmt durch
die La¨nge des Vektors vRij, so wie die Fehlerfunktion erf(κrij) zur Bestimmung
der Wechselwirkungsenergie beno¨tigt. Zwischen der Fehlerfunktion erf(x) und der
konjugierten Fehlerfunktion erfc(x) existiert die einfache Relation:
erf(x) = 1− erfc(x) (9.6)
mit der sich die Fehlerfunktion erf(x) ebenfalls durch die Methode Erfc(double
dKR) beschreiben la¨sst. Zu Beginn der oben beschriebenen a¨ußeren Schleife erfolgt
die Berechnung der dritten Summe aus Gleichung (2.30). Unter Verwendung der
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zusa¨tzlichen Variablen dE1 werden hierzu die Selbstwechselwirkungsterme (q2i )
der Teilche i, die ebenfalls bei der Initialisierung in m mdDQijExclude gespei-
chert wurden, summiert und am Ende mit dem in Gleichung (2.30) vorgegebenen
Faktor κ/√pi multipliziert. CalcSelf() gibt die Energie der Selbstwechselwirkung,
bestehend aus der oben bestimmten Energie und der in der inneren Schleife be-
rechneten Energie dE zuru¨ck.
9.4.9 Complex
Im Ewald-Summen-Verfahren werden zur Berechnung der Coulomb-
Wechselwirkungen komplexe Zahlen beno¨tigt, dies wird durch Implementation
der Klasse Complex erreicht. Intern wird eine komplexe Zahl als Summe aus
Real- und Imagina¨rteil betrachtet, deren Werte in den Attributen re und im
gespeichert werden. In den Anwendungsroutinen ko¨nnen beide Werte u¨ber die
Methoden real() und imag() wieder ausgelesen werden. Zur Erzeugung kom-
plexer Zahlen stehen drei Konstruktoren zur Verfu¨gung. Der erste Konstruktor
Complex() erzeugt eine undefinierte komplexe Zahl. Dieser Konstruktor wird
in erster Linie zur Reservierung von Speicherbereich verwendet, insbesondere
bei der Erzeugung von Feldern komplexer Zahlen, wie bei den Feldern cxEik,
cxEikX, cxEikY und cxEikZ in der Methode CalcK() der Klasse CEwaldSum.
Der zweite Konstruktor Complex(const Complex& y) u¨bernimmt den Wert
der u¨bergebenen komplexen Zahl y, so dass dieser wie eine Kopierfunktion
fu¨r komplexe Zahlen wirkt. Dem dritten Konstruktor Complex(double r,
double i=0) wird entweder bei U¨bergabe eines Wertes dieser als reeller Wert
zugewiesen, oder bei U¨bergabe zweier Werte, der Erste als Realanteil und der
Zweite als imagina¨rer Anteil interpretiert. Ein Konstruktor fu¨r komplexe Zahlen
in der Exponentialschreibweise existiert nicht, da dieser wie der letztgenannte
Konstruktor zwei Parameter besa¨ße. Statt dessen wird zur Speicherung / Um-
wandlung einer komplexen Zahl aus der Exponentialschreibweise die Methode
polar(double r, double t) verwendet, die den Radius r und die Phase t des
komplexen Wertes reit nach der Eulerschen Gleichung konvertiert:
re = r cos(t)
im = r sin(t)
Um die Klasse generell einsetzen zu ko¨nnen, ist auch der umgekehrte Fall imple-
mentiert, den Radius r und die Phase t lassen sich mit Hilfe der Methoden rad()
und phase() bestimmen.
Zur Bestimmung der konjugiert komplexen Zahl sind zwei Methoden imple-
mentiert. conj(), die den konjugiert komplexen Wert des in der Instanz gespei-
cherten Wertes zuru¨ck gibt, und conj(Complex &cx), bei dem die komplexe
Zahl in der Instanz den konjugiert komplexen Wert von cx annimmt. Fu¨r die
Ewald-Methode wird, wegen ho¨heren Ausfu¨hrungsgeschwindigkeit, nur die zwei-
te Methode verwendet. Um mit diesen Zahlen rechnen zu ko¨nnen, sind ebenfalls
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Zuweisungs- und Rechenoperatoren implementiert, diese folgen den allgemeinen
Rechenregeln fu¨r komplexe Zahlen und werden deshalb hier nicht weiter behan-
delt.
9.4.10 CSimulation
Die in diesem Abschnitt beschriebene Klasse CSimulation fu¨hrt die in der Si-
mulationsdatei festgelegten MD-Simulationen durch. Die Initialisierung der lo-
kalen Attribute mit Start- und Standardwerten erfolgt wie u¨blich im Konstruk-
tor (CSimulation()). Hervorzuheben sind hier die Festlegung auf eine Schritt-
weite von 1 fs, ein cutoff-Radius von 10 A˚, so wie eine Beschra¨nkung der An-
zahl der Iterationen auf 3000 pro Simulationsschritt und eine Toleranz von 10−5
als Abbruchkriterium bei den Zwangskra¨ften. Zur spa¨teren Bestimmung der
Coulomb-Wechselwirkungen mit dem Ewald-Verfahren wird außerdem der Vor-
faktor m Diel auf einen Wert von 332.0636 fu¨r das Vakuum festgelegt, so wie κ
und kmax die Werte 6 bzw. 5 zugewiesen. Auf der anderen Seite wird der wa¨hrend
Initialisierung und Simulation in Anspruch genommene Speicher im Destruktor
(~CSimulation()) wieder frei gegeben.
Der Ablauf und die Randbedingungen einer MD-Simulation werden, wie
erwa¨hnt in der Simulationsdatei festgelegt. Die Simulationsdatei wird mit Hilfe
der Methode Load(const char *szFile) bzw. Load(FILE *fIn) eingelesen und
analysiert. Sie liest die angegebene Datei zeilenweise ein und wertet diese mit Hilfe
der Klasse CParseScriptline aus. Hierbei wird nach dem Abschnitt
”
[Simulati-
on]“ gesucht, da dieser sa¨mtliche Informationen u¨ber die Simulation entha¨lt. Die
einzelnen Zeilen dieses Abschnittes werden auf bestimmte Schlu¨sselwo¨rter durch-
sucht, die in Abschnitt 4.4 bereits beschrieben wurden. Den Schlu¨sselwo¨rtern sind
lokale Attribute der Klasse CSimulation zugeordnet, dessen Werte in Abha¨ngig-
keit von den zusa¨tzlich angegebenen Parametern gea¨ndert werden. Zum Beispiel
wird dem lokalen Attribut m dLJCutOff in den Zeilen
”
LJCutOff(10)“,
”
LJCutOff
10“ oder
”
LJCutOff=10“ ein Radius von 10 A˚ zugewiesen. Ein anderes Schlu¨ssel-
wort ist das Wort
”
Step“, mit dem die anfa¨ngliche Schrittweite des zu simulie-
renden Systems festgelegt wird. Da die Schrittweite im Laufe der Simulation an
mehreren Punkten im Programm gea¨ndert wird, und jede A¨nderung aufwa¨ndig
ist, wurde hierfu¨r eine eigene Methode SetTimeStep(double dStep) konstru-
iert. Um die Schrittweite zu a¨ndern, wird zuerst in jedem Moleku¨l die mit der
Schrittweite skalierte Geschwindigkeit seiner Teilchen auf die neue Schrittweite
umskaliert. Anschließend wird die neue Schrittweite bzw. dessen Quadrat den
Attributen m dTimeStep und m dTimeStepSqr zugewiesen.
Die im Abschnitt
”
[Simulation]“ der Simulationsdatei festgelegte Simulation
wird durch Aufruf der Methode Go() gestartet, die wiederum zur Initialisierung
der eigenen Attribute und der Attribute der langreichweitigen Wechselwirkung-
en die Methode Init() aufruft. Ist der Status der Ablaufverfolgung auf einer
Stufe (gTracelevel) gro¨ßer als Zehn, so wird die Datei
”
DynC Dump.txt“ er-
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stellt, in die, durch Aufruf der Methode Dump, die wichtigsten Laufzeitparameter
des simulierten Systems und der langreichweitigen Wechselwirkungen geschrieben
werden. Danach werden in Abha¨ngigkeit von den Vorgaben der Simulationsdatei
die Dateien fu¨r die Trajektorien und Konfiguration erzeugt bzw. geo¨ffnet und
die Randparameter der Simulation fu¨r eine Beru¨cksichtigung in der Auswertung
gespeichert. In der Regel werden wa¨hrend der Simulation in festen Absta¨nden Zu-
standsdaten wie Temperatur oder Energien in eine weitere Datei, der Reportdatei
geschrieben. Desweiteren werden Daten wie Gro¨ße des Simulationsraums, Dichte
und Solltemperatur durch Aufruf der Methode ReportInit im Klartext an die
ausgewa¨hlte Datei angeha¨ngt. Bevor mit der eigentlichen Simulation begonnen
werden kann, mu¨ssen noch die Variablen fu¨r die Za¨hlung der Simulationsschritte
zwischen den Abspeicherungen der Trajektorien und der weiteren Zustandsdaten
initialisiert werden.
Die Simulation selbst wird aufgeteilt in einen Programmabschnitt zur Si-
mulation, d. h. Produktion der Simulationsdaten und einen Abschnitt fu¨r die
Equilibrierung des Systems. Die Produktionsphase wird solange durchlaufen, bis
der letzte durch m nSimuEnd definierte Simulationsschritt ausgefu¨hrt wurde. Je-
der Produktionsschritt wird mit der Bestimmung des neuen Phasenraumpunktes
aus dem alten Punkt eingeleitet. Der neue Punkt im Phasenraum wird in drei
Schritten mit der Methode Step() bestimmt. Diese ruft fu¨r diese drei Schritte
die drei Methoden MoveA(), CalculateF() und MoveB() auf. Der neue Phasen-
raumpunkt und dessen Zustandsdaten mu¨ssen in festgelegten Absta¨nden in die
Report-Datei, die Trajektorien-Datei, die Strukturdatei (DYN) oder die PDB-
Datei gespeichert werden. Bei einer Simulation im NVT-System wird abschlie-
ßend die Temperatur des Systems in Richtung Gleichgewichtstemperatur korri-
giert, dies erfolgt mit einer der beiden folgenden Methoden. Entweder durch die
sehr radikale Thermalize() Methode nach Woodcock, die einfach die Tempera-
tur auf die Gleichgewichtstemperatur setzt, oder die Methode ThermalizeBer(),
die zur Anpassung der Temperatur das Berendsen-Verfahren verwendet (vgl. Ab-
schnitt 4.3). Die Equilibrierung la¨uft nach dem selben Prinzip ab, zur Simulation
gibt es aber drei wichtige Unterschiede:
• Die Equilibrierung wird fru¨hestens bei Erreichen der Gleichgewichtstempe-
ratur beendet.
• Die Schrittweite a¨ndert sich in Abha¨ngigkeit von der Temperatur.
• Die Korrektur der Temperatur erfolgt nur mit der Methode Thermalize().
Wie oben bereits erwa¨hnt, ruft die Methode Go() als Erstes die Methode
Init() auf. Init() bestimmt als erstes den Vorfaktor m dTScale, mit dem
man aus der kinetischen Energie direkt die Temperatur des Systems bestim-
men kann. Die Hauptbestandteile des Vorfaktors m dTScale sind zum Einen der
Boltzmannfaktor kB =cdBoltz und zum Anderen die Anzahl der Freiheitsgrade
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(nDegOfFreedom) des Systems, die sich aus der Summation der Freiheitsgrade der
einzelnen Moleku¨le (CMoleculeSim::DegreeOfFreedom()) ergeben. Da das System
in der Simulationsbox fixiert ist, verringert sich diese Anzahl der Freiheitsgrade
im Gesamtsystem fu¨r jede Raumrichtung um eins.
Fu¨r die langreichweitigen Wechselwirkungen spielt das Moleku¨l und dessen
Struktur keine Rolle, entscheidend sind einzig die Atome des Moleku¨ls. Fu¨r ei-
ne schnelle Berechnung der Coulomb- und van der Waals-Wechselwirkungen ist
somit ein schneller Zugriff auf die Eigenschaften (Attribute) der Atome essenti-
ell. Aber auch innerhalb der Klasse CSimulation ist es wu¨nschenswert, schnell
auf einzelne Atome zuzugreifen, um zum Beispiel eine Trajektorie in eine Da-
tei zu schreiben oder das System auf eine vorgegebene Temperatur zu bringen
und zu halten. Hierfu¨r wurden die Methoden GetAtomList() und CountAtoms()
implementiert, die einen schnellen Zugriff auf die Atome erlauben, die in der
Referenzliste m mpAtList gespeichert sind. Gefu¨llt wird die Referenzliste in der
Methode Init() nach Bestimmung des Freiheitsgrades des Systems, nur dort ist
der langsame Zugriff auf die Atome u¨ber die Methoden der Klasse CMolecule not-
wendig. Mit Hilfe dieser Referenzliste ko¨nnen dann auch die Initialisierungsme-
thoden Init der Lenard-Jones-Wechselwirkung CLenardJones und der Coulomb-
Wechselwirkung CEwaldSum ausgefu¨hrt werden. Vervollsta¨ndigt wird die Initia-
lisierungssequenz durch die Berechnung der auf die Teilchen wirkenden Kra¨fte
mit der Methode CalculateF() bzw. durch Festsetzung der Kra¨fte auf Null am
Simulationsbeginn, da diese nicht abgespeichert werden.
Bevor in CalculateF() die Energien und Kra¨fte bestimmt und summiert
werden ko¨nnen, mu¨ssen das Attribut m dEbond zur Summation der Bindungs-
energie und die Attribute der Atome zur Speicherung der Kra¨fte auf Null gesetzt
werden. Fu¨r die Kra¨fte erfolgt dies in einer Schleife u¨ber alle Moleku¨le durch
Aufruf der Methode ResetF() fu¨r jedes Moleku¨l. Im zweiten Teil der selben
Schleife werden bereits die Energien und Kra¨fte der intermolekularen Wechsel-
wirkungen eines jeden Moleku¨ls durch Aufruf der Methode CalcBond() berech-
net. Im Anschluss werden die intramolekularen Wechselwirkungen durch Aufruf
der Methode Calculate() aus den Instanzen m LJ und m dECoulomb der Klassen
CLenardJones und CEwaldSum bestimmt. Sollen die Coulomb-Wechselwirkungen
anstatt mit dem Ewaldverfahren mit der einfachen abstandsabha¨ngigen Berech-
nung der Coulomb-Wechselwirkungen bestimmt werden, muss anstatt der Me-
thode Calculate() die Methode CoulombCalculate() der Klasse CEwaldSum
aufgerufen werden.
Wie bereits bei der Beschreibung der Methode Step() gezeigt wurde, wird
die Methode CalculateF() zur Berechnung der Energien und Kra¨fte umschlos-
sen von den beiden Methoden MoveA() und MoveB(), die fu¨r die Integration des
Systems zusta¨ndig sind. Beide Methoden sorgen fu¨r die Bewegung der Moleku¨le,
indem sie die Methoden CalcConstraintA() bzw. CalcConstraintB() eines je-
den Moleku¨ls aufrufen. Wobei die Methode MoveB() einen Simulationsschritt ab-
schließt, so dass , nachdem die Moleku¨le ihre neuen Positionen / Geschwindigkei-
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ten bekommen haben, die Za¨hler m nStep und m dStep fu¨r den Simualtionsschritt
erho¨ht werden ko¨nnen.
In der Methode CalculateF() wurden nur die potentiellen Energien der Teil-
chen bestimmt, zur Bestimmung der Gesamtenergie muss in MoveB() außerdem
die kinetische Energie mit Hilfe der Methode Ekin() bestimmt werden.
In Ekin() wird die kinetische Energie mit Hilfe der in Init() definierten Liste
m mpAtList bestimmt, hierbei wird die Masse eines Atoms u¨ber das dem Atom
zugeordnete Element (GetElement().GetMass()) bestimmen und das Quadrat
der Geschwindigkeit aus der Geschwindigkeits-Schrittweiten-Variablen (VTS())
berechnet. Die Summe der Produkte beider Werte u¨ber alle Atome wird dem At-
tribut m dEkin zugewiesen. Dieser Wert in m dEkin wird durch die Multiplikation
mit Vorfaktoren und Division durch das Quadrat der Schrittweite in die kineti-
sche Energie umgewandelt, wobei das Quadrat der Schrittweite u¨ber die Variable
VTS() in das Attribut m dEkin gelangt. Die Temperatur m dT des Systems wird
ebenfalls in Ekin() bestimmt. Diese ergibt sich aus der Multiplikation der in
m dEkin bestimmten kinetische Energie mit dem bereits in Init() bestimmten
Skalierungsfaktor m dTScale.
Wa¨hrend der Thermalisierungsphase mu¨ssen die Geschwindigkeiten der Ato-
me nach jedem Simulationsschritt so gea¨ndert werden, dass die Temperatur
(m dT) nur gering von dem im Skript festgelegten Soll-Wert (m dTref) abweicht.
Hierfu¨r wurden die Methoden Thermalize() und ThermalizeBer() implemen-
tiert, sie folgen dem in Abschnitt 4.3 beschriebenen Verfahren von Woodcock [4]
bzw. dem Berendsen Thermostaten [43]. Beide Verfahren a¨ndern die Geschwin-
digkeiten aller Atome um einen festen Skalierungsfaktor (dSC). Dieser Faktor
bestimmt sich im ersten Fall aus Gleichung 4.44:
dSC = sqrt(m dTref/m dT)
und fu¨hrt unter Umsta¨nden zu einer sehr radikalen A¨nderung der Teilchenge-
schwindigkeiten. Im zweiten Fall wird die Sta¨rke der Geschwindigkeitsa¨nderung
nicht nur von der Temperaturdifferenz zwischen Ist-Temperatur m dT und Soll-
Temperatur m dTref bestimmt, sondern, wie Gleichung 4.45 zeigt, zusa¨tzlich von
einem weiteren Faktor, der im Skript festgelegten Relaxationszeit m dTauBer:
dSC = sqrt(1.0 + m dTimeStep/m dTauBer ∗ ((m dTref/m dT)− 1))
Die potentielle Energie und die kinetische Energie, die mit den in den letz-
ten Abschnitten beschriebenen Methoden berechnet wurden, werden normaler-
weise zur weiteren Auswertung in eine Protokolldatei geschrieben. Der Name
der Protokolldatei und die Schreibintervalle werden im Skript nach Angabe des
Schlu¨sselwortes
”
Report“ festgelegt. Geschrieben wird die Protokolldatei mit der
Methode Report(FILE * fOut). Sie schreibt den Zeitschritt, die Temperatur,
die kinetische Energie, die van der Waals-Wechselwirkungsenergie, die Coulomb-
Wechselwirkungsenergie, die intramolekularen Bindungsenergien sowie die gesam-
te potentielle Energie und die Gesamtenergie in die angegebene Datei.
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9.4.11 CTrajectory
Um die Phasenraumpunkte einer Simulation als Trajektorie abzuspeichern sind
zwei unterschiedliche Verfahren implementiert. Das hier beschriebene Verfahren
ist, im Gegensatz zum im na¨chsten Kapitel beschriebenen, das effektivere und
neuere Verfahren, allerdings ko¨nnen das Analyseprogramm
”
SiDAn“ und das Vi-
sualisierungsprogramm
”
TrajPlay“ noch nicht auf die hiermit erzeugten Daten
zugreifen.
Das Erstellen und Lesen einer Trajektorie la¨sst sich in zwei Phasen auf-
teilen. In der Initialisierungsphase werden zuna¨chst durch Aufruf der Methode
AddVec(CVec3 *pVec) Referenzen auf die Geschwindigkeits- und Ortsvektoren
aller Teilchen im lokalen Attribut m mpVec gespeichert. Hierzu wird die Liste
m mpVec bei jedem Aufruf von AddVec(CVec3 *pVec) um ein Element erweitert,
dem dann die Referenz auf den Vektor zugewiesen wird.
Zum Schreiben von Trajektorien wird in der Initialisierung die Methode
InitWrite(CFileIO *pfIO, double dBoxSize, double dLJCutOff, double
dCCutOff, double dKappa, double dDiel, WORD nKmax, WORD nFreqTraj)
aufgerufen. Diese entha¨lt neben einer Referenz auf die geo¨ffnete Datei, die in
einer Instanz der Klasse CFileIO gespeichert ist, eine Liste von Parametern, die
das zu simulierende System charakterisieren. Sie wird zuerst in m pfIO eine lokale
Kopie der Referenz auf die Datei erzeugen, damit diese Datei spa¨ter nicht bei
jedem Schreibvorgang angegeben werden muss. Im Kopf der Trajektorien-Datei
wird eine eindeutige Kennung (
”
TRTD“) und eine Versionsangabe gespeichert,
beide Werte werden hierfu¨r in den lokalen Variablen nID und nVer abgelegt.
Soll eine bestehende Trajektorien-Datei fortgesetzt werden, erkennt die Methode
dies, da die La¨nge der geo¨ffneten Datei gro¨ßer als Null Byte ist. Dann wird
die Initialisirungsroutine InitRead aufgerufen, um den gespeicherten Kopf der
Datei mit den als Parameter u¨bergebenen Soll-Daten zu vergleichen. Stimmt
eines der Werte nicht mit den vorgegebenen Parametern u¨berein, wird eine
Ausnahmebehandlung ausgelo¨st, die das Programm nach einer Fehlermeldung
abbricht. Wird mit InitWrite hingegen eine neue Trajejektoriendatei erzeugt,
muss ein Dateikopf geschrieben werden. Dieser entha¨lt durch Aufruf der Methode
WriteSwap() als erstes eine Kennung u¨ber das verwendete Abspeicherungsfor-
mat (LSB oder MSB), die erga¨nzt wird um die Kennung, die Version, die Anzahl
der verwendeten Vektoren und die an InitWrite u¨bergebenen Parameter.
Die Methode InitRead liest den Dateikopf einer Trajektorien-Datei aus. Hier-
zu wird zuerst, wieder in m pfIO eine lokale Kopie der Referenz auf die Datei
erzeugt und die eindeutige Kennung, so wie die Version in den lokalen Variablen
nID und nVer abgelegt. Der Aufruf der Methode ReadSwap(), dem Gegenstu¨ck zu
WriteSwap(), bestimmt fu¨r die Klasse CFileIO das verwendete Abspeicherungs-
format (LSB oder MSB). Es legt fest, ob die eingelesen Daten vor der Weiterverar-
beitung
”
bina¨r gedreht“ werden mu¨ssen. Die mit InitWrite gespeicherten Daten
werden anschließend ausgelesen, wobei eine falscher Kennung, Versionsnummer
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oder Gro¨ße der Liste der Vektoren eine Ausnahmebehandlung ausgelo¨st, die das
Programm wiederum nach einer Fehlermeldung abbricht.
In der zweiten Phase werden die eigentlichen Daten der Trajektorie transfe-
riert. Gespeichert werden die Daten durch Aufruf der Methode Write, die neben
den in der Liste gespeicherten Vektoren auch den Simulationszeitpunkt, die Tem-
peratur und die Energien speichert. Diese mit Write gespeicherten Daten werden
mit der Methode Read zur Analyse wieder ausgelesen.
9.4.12 CMolDynIO
Das zweite Verfahren wurde in der Klasse CMolDynIO implementiert, es erzeugt
und verarbeitet Konfigurations- und Trajektoriendateien, die kompatibel mit
dem alten Fortran 77 Code sind. Den Aufbau der Konfigurationsdatei gibt die
Struktur TMolConf aus den Abbildungen 9.2 und 9.3 auf den Seiten 122 und
123 wieder. In der Konfigurationsdatei werden globale Parameter wie System-
gro¨ße (boxl), Anzahl von Atomen (ncont, nconth, nwatom, nacmol), Tempe-
ratur (tempe), Zeitschritt (nstp) und Energien (enbc, enbch, eptot, eptoth,
ekin, ekins, epts), aber auch Atomspezifische Eigenschaften wie Teilchenart
(nat), Position (xm, ym, zm) und Geschwindigkeit (vx, vy, vz), so wie Listen
u¨ber intramolekulare Bindungen (li12, li13, li14, li14i) gespeichert.
Die Konfigurationsstruktur wird nach der Initialisierung des Systems,
direkt vor dem Beginn der Simulationsphase, durch Aufruf der Methode
SaveConfig(LPCTSTR sFile) gespeichert. Vor der Speicherung muss die An-
zahl der Teilchen aus den einzeln vorgegebenen Komponenten berechnet und in
m cnAtom gespeichert werden. Daru¨ber hinaus muss die La¨nge der Listen fu¨r die
Ortskoordinaten m mfPosX, m mfPosY, m mfPosZ und Geschwindigkeit m mfVX,
m mfVY, m mfVZ der Teilchen auf die vorhandene Anzahl Teilchen angepasst
und deren Koordinaten aus den Listen m Conf.xm, m Conf.ym und m Conf.zm
in m mfPosX, m mfPosY, m mfPosZ eingetragen werden. Die eigentliche Speiche-
rung der Konfigurationsstruktur m Conf u¨bernimmt die Methode WriteSW der
Klasse CFileIO, die wiederum automatisch jede Variable im richtigen Format
in die Datei speichert. Zugriff auf die Konfigurationsstruktur m Conf und somit
Zugriff auf deren Elemente bekommt man mit Hilfe der Methode Config(), die
eine Referenz auf m Conf zuru¨ck liefert.
Eine gespeicherte Konfigurationsstruktur m Conf kann mit der Methode
LoadConfig(LPCTSTR sFile) wieder aus einer Datei ausgelesen werden. Die
Methode ReadSW fu¨llt die Struktur m Conf mit den gespeicherten Werten. An-
hand der Feldvariablen m Conf.Kmax wird dann ermittelt, ob die Daten in die-
sem Format abgespeichert wurden, oder die Daten noch einmal unter Vertau-
schung der Reihenfolge der Bytes eingelesen werden mu¨ssen. Wie in der Methode
SaveConfig(LPCTSTR sFile) wird auch hier die Anzahl der Teilchen in m cnAtom
bestimmt und die La¨nge der Listen fu¨r die Ortskoordinaten und Geschwindig-
keiten der Teilchen neu festgelegt. Abschließend wird die Lage der Teilchen aus
9.4 Die Klassen zur Simulation mit
”
dynC“ 179
den gespeicherten Werten in m Conf.xm, m Conf.ym und m Conf.zm wieder in die
Listen m mfPosX, m mfPosY und m mfPosZ zuru¨ck gespeichert.
Die Trajektorie einer Simulation wird in dieser Version in einer eigenen
Datei gespeichert. Die Methode Open dieser Klasse liest u¨ber die Methode
LoadConfig(LPCTSTR sFile) die beno¨tigten Daten aus der Konfigurationsdatei
und o¨ffnet bzw. erzeugt, in Abha¨ngigkeit vom Parameter bReadOnly, die Datei
fu¨r die Trajektorie entweder nur zum Lesen oder sowohl zum Lesen als auch zum
Schreiben. Die Gro¨ße der Datei la¨sst auf die Anzahl m cnRecord der gespeicher-
ten Phasenraumpunkte wie folgt schließen: Da jede Variable vom Typ
”
float“ vier
Bytes beno¨tigt, ergibt sich bei sechs Phasenraumkoordinaten eine Belegung von
24 Byte pro Teilchen, hinzu kommen 15 weitere Variablen vom Typ
”
long“ mit
ebenfalls je vier Bytes. Des weiteren wird in dieser Methode die Schrittweite zwi-
schen den Phasenraumpunkten bestimmt, hierzu wird der Zeitpunkt des zweiten
gespeicherten Phasenraumpunktes vom Zeitpunkt des ersten Phasenraumpunktes
abgezogen.
Zur Speicherung eines Phasenraumpunktes wurde die Methode
SaveData(DWORD nTimePos, long nClock) implementiert. Sie speichert
einen Phasenraumpunkt zum Zeitschritt nClock auf der Position nTimePos
in die Datei. Befindet sich die Position am Ende der Datei, so wird ein neuer
Zeitpunkt an das Ende angeha¨ngt, wobei sich natu¨rlich auch die Anzahl der
Phasenraumpunkte m cnRecord erho¨ht. Nachdem in der Datei auf die durch
nTimePos festgelegte Position gewechselt wurde, werden der Zeitschritt nClock,
so wie Koordinaten und Geschwindigkeiten aller Teilchen in die Datei geschrie-
ben. Zu beachten ist hierbei, dass wegen der Kompatibilita¨t zu Fortran 77,
deren Konventionen eingehalten werden mu¨ssen, d. h. dass vor und hinter
jedem zu schreibenden Block dessen Gro¨ße mit Hilfe der Hilfsvariablen d0 bis
d6 gespeichert werden mu¨ssen. Jeder Schreibvorgang wird mit dem Aufruf
der Methode Flush() abgeschlossen, diese erzwingt das Schreiben der Daten
auf den Datentra¨ger. Die Methode LoadData(DWORD nTimePos) liest einen
gespeicherten Phasenraumpunkt wieder aus. Hierbei wird der Dateizeiger auf
die durch nTimePos bestimmte Position geschoben und die Daten in der gleichen
Reihenfolge wieder ausgelesen, wie sie gespeichert wurden.
Bevor ein Phasenraumpunkt gespeichert wird, mu¨ssen Ort und Geschwin-
digkeit jedes Teilchens in entsprechende lokale Attribute hinterlegt werden.
Hierfu¨r wurden die Methoden SetPos(int nItem, const CVec3 &vPos) und
SetV(int nItem, const CVec3 &vV) in die Klasse CMolDynIO implementiert.
Beide Methoden weisen den gewa¨hlten Listenelementen m mfPosX[nItem],
m mfPosY[nItem] und m mfPosZ[nItem] bzw. m mfVX[nItem], m mfVY[nItem]
und m mfVZ[nItem] die jeweiligen Feldelemente der u¨bergebenen Vektoren vPos
bzw. vV zu. Auf die Position bzw. Geschwindigkeit kann mit Hilfe der Metho-
den GetPos(int nItem) und GetV(int nItem) wieder zugegriffen werden. Zum
Auslesen gibt es weitere Methoden, wie CountAtoms() fu¨r die Anzahl der Ato-
me, Records() fu¨r die Anzahl der Phasenraumpunkte, Clock() und ClockPS()
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fu¨r den Zeitpunkt der gespeicherten Daten oder TimeStep() fu¨r den Abstand
zwischen den Abspeicherungen.
Kapitel 10
Ausblick
Das hier vorgestellte Simulationssystems stellt eine lauffa¨hige Implementierung
dar, die die wesentlichen, aber noch nicht alle Aspekte eines Simmulationssystems
umfasst und sich weiter optimieren la¨sst.
Das Konstruktionsprogramm
”
StructC“ baut nach einem in Skripten vorge-
gebenen Plan das zu simulierende System auf. Jedes Moleku¨l wird dabei zufa¨llig
im Raum platziert, so dass die Lage des ersten Teilchens immer zufa¨llig gewa¨hlt
wird. Der Rest des Moleku¨ls wird dann mit Hilfe einer modifizierten Z-Matrix
und den internen Kraftfeldparametern der Paarbindung, der Winkelbindung und
der Dihedralbindung aufgebaut, wobei prinzipiell statt einer Z-Matrix auch die
Verwendung eines SMILES-String implementiert werden ko¨nnte. Erga¨nzt werden
ko¨nnte dieses Konstruktionsprogramm durch die Festlegung des Massenschwer-
punkts einiger Moleku¨le oder durch die Einbeziehung der langreichweitigen Wech-
selwirkungen, d. h. durch Beru¨cksichtigung des van der Waals- und des Coulomb-
Potentials. Eine optionale Einbeziehung von Wasserstoffbru¨ckenbindungen in den
Konstruktionsprozess ko¨nnte, bei gleichzeitiger Implementierung in
”
dynC“, die
Equilibrierungsphase weiter verku¨rzen. Beim Aufbau der Startstruktur bleiben
die Geschwindigkeiten zur Zeit unberu¨cksichtigt, sie werden auf Null festgelegt.
Eine Maxwell-Verteilung der Geschwindigkeiten der Moleku¨le (nicht der Teilchen)
ko¨nnte zu einer realistischeren Startstruktur fu¨hren.
An die Strukturbildung schließt sich der Simulationsprozess an, der sich in eine
Equilibrierungsphase und eine Produktionsphase aufteilen la¨sst. In der Equilibrie-
rungsphase wird das System durch Zufuhr oder Abfuhr von kinetischer Energie
u¨ber einen Thermostaten auf die gewu¨nschte Simulationstemperatur gebracht.
In der anschließenden Produktionsphase werden die Trajektorien der Teilchen,
des zu simulierenden Systems, in einer Datei abgespeichert. Der Thermostat kor-
rigiert bei einer Simulation im kanonischen Ensemble die Temperatur nur noch
gering. Jeder Simulationsschritt la¨sst sich grob in zwei Abschnitte aufteilen: der
Kraftberechnung und dem Integrationsschritt. Die Kraftberechnung besteht zum
Einen in der Berechnung der kurzreichweitigen Kra¨ften, resultierend aus der Paar-
wechselwirkung, der Winkelwechselwirkung, der Torsionswechselwirkung und der
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Wechselwirkung des uneigentlichen O¨ffnungswinkels, so wie den langreichweiti-
gen Kra¨ften, die sich aus den van der Waals-Wechselwirkungen und den mit
dem Ewald-Kornfeld-Verfahren bestimmten Coulomb-Wechselwirkungen zusam-
mensetzen. Der Integrationsschritt wendet die berechneten Kra¨fte auf die ent-
sprechenden Teilchen an und berechnet die neuen Geschwindigkeiten und Orte
der Teilchen, wobei unter Umsta¨nden Zwangsbedingungen, wie feste Bindungs-
absta¨nde mit Wasserstoffatomen beru¨cksichtigt werden mu¨ssen. In der Simu-
lation wird ca. 90% der Rechenzeit fu¨r die Bestimmung das Ewald-Kornfeld-
Verfahren verwendet, wu¨rde dieses durch ein effizienteres Verfahren wie der
”
Particle-Particle / Particle-Mesh“-Methode ersetzt, ko¨nnte sie Rechenzeit we-
sentlich verku¨rzt werden. Auch ein besserer Integrationsalgorithmus, wie etwa der
”
Gear-predictor-corrector“-Algorithmus [32] verringern die beno¨tigte Rechenzeit.
Die Implementierung eines Barostaten und die Bestimmung des Drucks, wu¨rden
die Flexibilita¨t des Simulationsprogramms erho¨hen, und es erlauben auch im
großkanonischen Ensemble zu simulieren. Eine weitere Modernisierung wu¨rde
durch eine Parallelisierung des Programms auf PVM oder MPI Basis erreicht. Um
die Benutzerfreundlichkeit zu erho¨hen, ko¨nnte das Ausfu¨hrungsskript fu¨r
”
dynC“
mehrere Simulationsabschnitte enthalten. Equilibrierung und Simulation wu¨rden
so in einem Skript zusammengefasst und durch einen einzigen Programmaufruf
ausgefu¨hrt werden.
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