Introduction
The classical Schwarz reflection principle in the complex plane C can be formulated as follows. Assume that F U → C, where U is an open subset of C, is a holomorphic mapping which extends continuously to a real-analytic curve M contained in the boundary of U . If F maps M into another real-analytic curve M ⊂ C, then F extends holomorphically to an open neighborhood of M. In higher dimensions the situation is much more complicated and the analogous statement fails in general as can be seen by easy examples. To find conditions under which a reflection principle holds is an interesting and challenging problem, which has been addressed by many mathematicians. We mention here only the papers [BJT] , [BBR] , [BR1] , [BR2] , [DF] , [BHR] , [Hu1] , [HMM] and refer the interested reader to the book [BE] and the recent survey article [Hu2] for a more detailed account of the history. However, we would like to point out that the following conjecture is still open in dimensions higher than three. Let M, M ⊂ C n+1 be real-analytic hypersurfaces through the origin and U ⊂ C n+1 an open set containing M in its boundary. Assume that neither M nor M contains a nontrivial complex analytic variety through 0. Then any holomorphic mapping F U → C n+1 which extends continuously to M, sending M into M and 0 to 0 extends holomorphically to an open neighborhood of 0. The second author [Hu1] proved this conjecture in C 2 .
If M contains a nontrivial complex analytic variety through 0, then a local reflection principle cannot hold at 0 unless additional conditions (which exclude the possibility that all of M is mapped into the variety) are imposed on the mapping f . In [HMM] a reflection principle was proved in a situation (in C n+1 ) where M and M are allowed to contain a complex analytic hypersurface through 0 and F extends as a suitably nondegenerate C 1 (continuously differentiable) mapping of M to M . In the present paper, we consider this situation in C 2 and by making use of the more complete geometric picture of real hypersurfaces in C 2 , we are able to show that a * P. Ebenfelt was supported in part by a Swedish NFR; X. Huang was supported in part by reflection principle holds for similarly nondegenerate F which merely extend as continuous mappings. The main novelty here is Lemma 2.4 below which establishes the continuity of the derivative of the mapping along a certain vector field. Another crucial result is Proposition 3.1, which was obtained in [HMM] with the additional assumption of Hölder continuity.
As a consequence, by using the result in [Hu1] , we obtain the following; recall that a connected real-analytic hypersurface in C n+1 is called Levi flat if it is locally biholomorphic, near every point, to a real hyperplane, i.e., a 2n + 1 dimensional linear subspace of R 2n+1 ∼ = C n+1 . 
is not contained in a 1-dimensional complex analytic variety, and
Remark 1. As will become apparent from the proof of Theorem 2, condition (i) is in fact equivalent to J F ≡ 0 in D, where J F denotes the Jacobian determinant of F i.e., J F := det(∂F /∂Z). Clearly, (i) is implied by the latter. The converse is a consequence of the fact that F (M) ⊂ M . (Indeed, (i) does not imply J F ≡ 0 in D without this condition.) We also mention that the presence of a complex analytic curve in M enables us to get the single-valued holomorphic extension directly. This is in contrast with the proof of the holomorphic extension in the finite type case ( [Hu1] ), where one has to split the proof in two separated steps:
Step (a): get the multiple-valued extension (or get the correspondence extension in some literature), assuming the result in the following Step (b); Step (b): Prove the single-valued property assuming the map already extends as a multiple-valued analytic maps. (This step is usually called the study of the regularity of correspondences (see [Hu3])).
We would like to point out that if F in Theorem 2 is assumed to extend as a C 1 mapping to M, then the conclusion follows from the result in [HMM] . If F extends as a C ∞ mapping and J F does not vanish to infinite order at 0 (which implies (i) in Theorem 2) then, in view of the reflection principle in [BR2], condition (ii) in Theorem 2 is redundant. However, if only a finite degree of smoothness is required then condition (ii) is needed as the following example illustrates.
where k is even. Then F is a holomorphic mapping D → C 2 , where 
where h k is defined as follows. Define the finite sequences {a k } and {b k } by
and set
Let F = (z, g) with g = −w k for s ≤ 0 and g = w k for s > 0. Then F is a finite to one C k−1 -differentiable CR mapping from M into M , which does not extend holomorphically to any neighborhood of 0. Observe that F does not extend holomorphically to any side of M, nor is it C k -differentiable over M. Related to this example, we mention a result proved in [BHR] for algebraic CR manifolds, which, in particular, implies that if the degree of smoothness of the CR mapping F is sufficiently high relative to the degree of the target manifold M , then F does extend holomorphically (indeed, algebraically) to a neighborhood of 0.
Thus, the assumption that F in Theorem 2 extends holomorphically to one side of M cannot be removed. However, the authors have some hope that the following is true.
Conjecture. Let M, M ⊂ C 2 be real-analytic Levi nonflat hypersurfaces. Then any
Note that F in the conjecture, by known results mentioned above, extends holomorphically to an open neighborhood in C 2 of a dense open subset of M, namely the set of points through which there are no complex analytic hypersurfaces contained in M. For future reference, we recall that a real hypersurface which does not contain a complex analytic hypersurface through a point p ∈ M is said to be minimal at p. For a real-analytic hypersurface, minimality at a point is equivalent to being of finite type in the sense of Kohn and Bloom-Graham at this point. We also mention that if M and M in addition are assumed to by algebraic in the conjecture, then the conclusion follows from the results in [BHR].
Geometry of the Segre varieties near an infinite type point
For the proof of the Theorem 2, we will use some ideas in [HMM] . However there would be a serious difficulty if we try to directly modify it to the case of continuous mappings. This is because the argument in [HMM] needs to deal with the quotient of certain distributions coming from the differential of the map. In this paper, we will find a way to deal with this in the case of complex two-space by employing geometric information of the Segre invariant family near an infinite type point. The purpose of this section is to make a preparation towards such an effort.
Let M be a Levi non-flat real analytic hypersurface in C 2 with 0 ∈ M an infinite type point. Then, after a holomorphic change of variables, we can assume that M near 0 is defined by an equation of the form: Let u(z, w) = t − s k h (z, z, s) . Then the Levi determinant of M associated to the defining function u is given by (z, z, s) and the lowest degree of the non-vanishing terms in the Taylor expansion of (z, z, 0) near 0 is m(0) − 2. Let E 0 be the zero set of in E, which is a thin set in E. Then it is clear that for each
Now assume that 0 is an infinite type point of M with m(0) = 2. We need some basic property of Segre varieties near such a point. To this aim, we set up the following notation. The reader is referred to [Hu1] for a more detailed explanation of the notation and definitions.
Choose two sufficiently small balls P , P centered at 0 with P ⊂⊂ P . Making the radius of P much smaller than that of P , we can assume that for each p ∈ P , the Segre variety Q p of M associated to p is a closed complex hypersurface in P . Also, there is a side-reversing (with respect to M) diffeomorphic map from P into its image which is contained in P , called the conjugate map R, such that R(p) ∈ Q p for each p ∈ P . Also, R| M = id, R(p) and p always stay on different sides of M for p ∈ M. For the system chosen above, we say that a point p ∈ P stays in the positive side of M if the connected component of Q p \ M containing R(p) is compact in P . In this case, we denote such a component by Q c p . , respectively, and N ,p 
Lemma 2.2. Assume P is sufficiently small and δ is a sufficiently small positive number. For any Proof. In the following we fix a small P but reserve the right to shrink P . We first assume that h(z, z, 0) = |z| 2 + o(|z| 2 ), and let p 0 = (z 0 , s 0 + it 0 ) ∈ P with s 0 > 0. We will verify that any point in N − ,p 0 stays in the positive side of M in the sense defined above, whenever < δs k 0 with δ > 0 a sufficiently small number (but independent of the particular choice of p 0 ).
Recall the notation u = −t + s k h (z, z, s) . It is then clear that M is strongly pseudoconvex near p τ towards the side defined by u(z, w) < 0. Now, by a fundamental observation of Webster ([We2] 
On the other hand,
Hence, when < δs k 0 with δ a sufficiently small number, we get Im w = τ + R 1 and Re(w) = s 0 + R 2 , where |R 1 | < C * s k 0 |z 0 | and |R 2 | < C * s 0 |z 0 | with C * a fixed number depending only on M and the initial choice of P . Therefore, to make u = − Im(w) + (Re(w)) k h(z, z, s) > 0, it suffices to make
On the other hand, by shrinking P , we can make |z 0 | small; and by making |z| < δ 1 with δ 1 a small but fixed number, we can make h(z, z, s) > 1 2 |z| 2 . Hence, after shrinking P and δ if necessary, we can find another small positive number δ 2 (< δ 1 ) which is independent of the choice of p 0 , such that when (z, w) ∈ Q p τ with δ 1 > |z| > δ 2 , then u(z, w) > 0. As mentioned before, this implies that the whole line N − p τ , stays in the positive side of M. The other cases can be verified similarly and the details are left to the reader.
Note that for p ∈ P , |u(p)| is proportional to the distance of p to M. For a small δ * > 0, let
Then U δ * \M has four simply connected components. 
In what follows, we will fix the above δ * . We will use the notation O(A) for a small neighborhood of A whose size may be different in different contexts. Also, we write M + = M ∩ {s > 0} and M − = M ∩ {s < 0}.
Lemma 2.3. Let M, M ⊂ C 2 be Levi non-flat real analytic hypersurfaces, which are of infinite type at 0 and have the m-value two at 0. Let F be a continuous CR map from M into M such that F (0) = 0. Assume that neither of F (M + ) nor F (M − ) is contained in a complex analytic variety of dimension 1. Then F extends to a bounded holomorphic function in U δ * ∩ O(0).
Proof. First, by shrinking P , we can choose a small neighborhood P of 0 such that F ( P ∩ M) ⊂⊂ P . We claim that the nondegeneracy for F as defined in the lemma implies that F (M \ E) ∩ E = ∅, where E is the complex hypersurface of infinite type points of M near 0. Indeed, the decomposition of M into local CR orbits (see e.g. [BE]) near 0 is given by M = M + ∪ E ∪ M − and similarly for M . Since F is a CR mapping, F (M + ), F (M − ) and F (E) are all contained in local CR orbits of M . Since E is a local CR orbit in M which is also a 1-dimensional complex variety, and neither F (M + ) nor F (M − ), by assumption, is contained a 1-dimensional complex variety, the claim follows. This proves the claim. By the result in [Hu1], F extends holomorphically to a sufficiently small neighborhood of M + ∪M − . Since the m-value for M is 2 at 0, one can easily verify that if P is sufficiently small, Q q 1 = Q q 2 with q 1 , q 2 ∈ P only if q 1 = q 2 . Here, we use Q q to denote the Segre variety of M associated to q. 
Then V p 0 , is a complex analytic variety of dimension two in O(N + p 0 , ) × P . Write π and π for the natural projection from V p 0 , to O(N + p 0 , ) and P , respectively. Write V c for the irreducible component, which contains a neighborhood of (p τ , F (p τ )) for τ 1. Then, the same argument as in [Hu1, Lemma 3.1] shows that π(V c ) covers N + p 0 , . By our choice of P , we may define a map near N + p 0 , which assigns to each p ∈ O(N + p 0 , ) the uniquely determined q with q = π • π −1 (p). Clearly, this map gives the holomorphic extension of F to a neighborhood of N + p 0 , . Moreover, as in the proof of Lemma 3.1 of [Hu1], R (q) = F (ξ) for some ξ ∈ Q c p . Here R is the corresponding conjugate function of M . As remarked before, we thus conclude from the maximum principle that |q| is uniformly bounded (with respect to q 0 ). This completes the proof. Now, let M, M and F be as in Lemma 2.3. For each (z, w) ∈ M, applying the Cauchy estimate to the holomorphic function F (z, w+η) in η for |η| < δ * (| Re(w)|) k , we get follows that for any integer n, ∂ n F /∂z n extends continuously from
which is a (1, 0)-vector field tangent to M. Hence, the restriction of L to M is a section of T 1,0 M and its complex conjugate is a basis for the CR vector fields on M. 
for some real-analytic nonvanishing function a(z, w), we deduce that L(F ) has a limit at p 0 and L(F ) is continuous in a neighborhood of 0 in M. Summarizing the above, we obtain the following lemma, which is crucial for the proof of Theorem 2.
Lemma 2.4. Let M, M and F be as in Lemma
2.3. Then L(F ) = F z − u z F w /u w extends continuously from M \ E to a neighborhood of 0 in M.
Proof of the Theorem 2
With the aid of Lemma 2.4, we can now complete the proof of Theorem 2 as follows. Let M, M be of infinite type at 0, and let F be a continuous CR map from M into M with F (0) = 0 which extends holomorphically to one side D of M such that F is continuous over D ∪ M. Let S ⊂ M be a real analytic totally real submanifold of real dimension 2 passing through p = 0 such that S ∩ E is a real analytic curve near 0. In what follows, we shall assume, without loss of generality, that E is still {w = 0} but S = R 2 ∩ O(0). Moreover, we assume that the positive Im w-axis is the outward normal direction of M along S near 0 with respect to the D-side. Observe that in these coordinates the defining equation for M is in general not of the form given by Lemma 2.1. For a small δ > 0, write
In what follows, we will also write (Re(z), Re(w)) = X.
We choose the normal coordinates for M so that it is defined near 0 by an equation of the form t = s k χ(z, z, s) with χ(z, 0, s) = χ(0, z, s) = 0 and k > 0. Write
). We shall refer to g as the normal component of F . It is clear that g(z, 0) = 0 since F (E) ⊂ E = {w = 0}. On the other hand, by condition (i) in Theorem 2 and the remark at the beginning of the proof of Lemma 2.3,
The following is another crucial lemma for the proof of Theorem 2. 
Lemma 3.2. Let φ(z, τ ) = u(z, τ ) + iv(z, τ ) be a nonconstant holomorphic function of z in + , which is continuous over
, where τ * 0 is some point close to τ 0 .
Substituting this into the equation v = uP (x, τ ), we obtain
Now, let 0 be a sufficiently small positive integer and η(x) a smooth cutoff function supported in (−3 0 , 3 0 ) with η(x) ≡ 1 for |x| < 2 0 1/2. Consider the following Cauchy integral
By the Plemelj formula, we have
for almost every x ∈ (−1, 1). Here for z ∈ (−1, 1), ± (z, τ ) is defined to be the value of (z, τ ) for z ∈ ± , respectively; and the value ± (x, τ ) on x ∈ (−1, 1) is understood as the non-tangential boundary limit of ± (z, τ ) as z(∈ ± ) → x, respectively. Moreover, if we denote by H r the Hilbert transform on R defined by
where
Recall that on the unit circle, the Hilbert transform H , which maps u to its harmonic conjugate vanishing at 0, and the Cauchy singular integral operator S are related by the formula
Also, by a classical result on the Hilbert transform on the unit circle (see [Z] , Theorem 2.11, p. 254, and its proof on p. 257 of
for any continuous function φ with |φ| ≤ 1. Hence, after making use of a linear fractional transformation and basic properties of H 1 -spaces, we can find some fixed constant C * such that for τ ≈ τ 0 x,τ ) , it follows that φ + (x, τ )e − + (x,τ ) extends holomorphically in z to the disk 0 . Denote its extension by φ(z, τ ). Then (3.1) can also be used to show that { φ(z, τ )} is a normal family with parameter τ (≈ τ 0 ) for |z| < 0 . Meanwhile, since φ ± (z, τ ) and e ± (z,τ ) depend continuously on τ when
. By the Hurwitz theorem, k τ is upper semi-continuous in τ . Now, since k τ only takes integer value, we can find a point τ * 0 sufficiently close to τ 0 and an integer n, such that for τ ≈ τ * 0 , k τ = n and φ * (ξ, τ ) has no zeros over 0 \ {0} (after shrinking 0 (if necessary). The desired φ * (z, τ ) is z,t) . Moreover, by (3.1), we obtain
for some fixed constant C 0 independent of τ ≈ τ * 0 . This completes the proof.
Proof of Proposition 3.1. Assume, without loss of generality, that g(β * , t) ≡ 0 for β * (∈ R) ≈ 0 and t < 0. Write τ = (β 1 , β 2 , β * ) ≈ (0, 1, 0), and write
). Applying Lemma 3.2, we obtain the existence of a parameter τ 0 = (β 0 1 , β 0 2 , β * 0 ) and an integer n such that for the sufficiently small 0 < and τ ≈ τ 0 , g τ (ζ ) = ζ n g * τ (ζ ) with g * τ holomorphic in + 
and the above estimates imply that for ζ ∈ + ∩ O(0)
Denote by z 0 the point (β * 0 , 0). Shrinking δ in the definition of W + if necessary, then the union of the image of the disks (z, w)
. Hence, by setting (z, w) = ψ τ (ζ ) and using Im w = β 2 Im ζ ,
. The proof of Proposition 3.1 now follows.
Proof of Theorem 2. The fact that the 1-dimensional complex analytic variety E through 0 is contained in the real hypersurface M ⊂ C 2 implies that E is a complex (nonsingular) curve, as is well known, and the restriction of F to E is a holomorphic mapping E → M ⊂ C 2 . Since F | E is not constant, it is locally finite-to-one and the image F (E) = E ⊂ M is a 1-dimensional complex analytic variety through 0. Hence, E is also a complex (nonsingular) curve. To complete the proof of Theorem 2, in view of the Hanges-Treves propagation theorem [HT], we need only show that F extends holomorphically to a neighborhood of some point in E. Thus, in what follows, we reserve the right to shift the origin in M to any nearby point p ∈ E ⊂ M. By applying Lemma 2.2, we may assume, without loss of generality, that m(0) = m (0) = 2, F (0) = 0, and F | E is locally invertible near 0. Shifting again to a nearby point if necessary, we may also assume that the conclusion of Proposition 3.1 holds with p 0 = 0.
Let u = t + o(|z, w|) be a real analytic defining function of M, and let S and its wedges W ± be chosen as before. Recall the (1, 0)-vector field
which is tangent to M. We also use L for the restriction of this vector field to M.
Since f (M) ⊂ M , we obtain Im(g(z)) = (Re(g(z))) m χ(f (z), f (z), Re(g(z))) for z ∈ M. By applying the implicit function theorem, we obtain the following functional equation where X := Re(z, w) and σ 1 is some function holomorphic in its argument. By the formula (3.4) , we can find a σ 2 holomorphic in its argument such that for X ∈ S near 0, g(X) = σ 2 f (X), g(X), χ(X) .
Since F (X) = (f (X), g(X)) extends holomorphically to W − and, for j = 1, 2, σ j f (X), g(X), χ extend holomorphically to W + , it follows that F extends holomorphically to an open neighborhood of 0 by the classical edge of the wedge theorem, As mentioned above, by the Hanges-Treves theorem, F extends holomorphically to a neighborhood of E. This completes the proof of Theorem 2.
Proof of Theorem 1. Let p 0 ∈ M be a point of finite type, i.e., one through which M does not contain any nontrivial complex curves. By the same argument used in the beginning of the proof of Lemma 2.3 and condition (i), we conclude that F (p 0 ) is of finite type in M. The holomorphic extension of F across p 0 follows from the result in [Hu1] . If p 0 ∈ M is a point of infinite type, then the holomorphic extension across p 0 follows from Theorem 2.
