Abstract-This
I. INTRODUCTION
In classical FDI literature, fault isolation is usually enabled by projecting a residual vector onto the left null space of all but one fault input directions in the matrix that maps faults to outputs (referred to as fault transfer matrix in what follows), e.g. [2] , [3] . But if these projection vectors are identified from data as in [3] , it is difficult to quantify September 11, 2012 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Petr Tichavsky.
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Digital Object Identifier 10.1109/TSP.2012.2208639 the statistical distribution of this solution against identification uncertainty. In this paper, we develop a new optimization-based solution, which searches for the projection directions in the subspace spanned by the non-principal components of the error covariance matrix of the identified fault transfer matrix. In other words, the residual vectors are projected onto the least variant subspace of the error covariance matrix, where the components of the identified parameters are most likely to be close to the their true values. The rest of the paper is organized as follows. We start in Section II with the preliminaries and problem formulation. Section III goes further to derive a closed-from optimal isolation solution against the parameter identification errors. Section IV shows the improvements in fault isolation performance by our robustified method on aircraft dynamics. The notations in this paper are the same as those defined in [1, Sec. II.A].
II. PRELIMINARIES AND PROBLEM FORMULATION

A. Fault Isolation Connected to the VARX Description
We consider the following discrete-time state-space model with additive faults
Here, x(k) 2 n , y(k) 2`, u(k) 2 m , and f a (k) 2 m and fs(k) 2`respectively stand for additive actuator and sensor faults. For brevity, we will collect all the faults into
T 2 m+`, and denote n f 1
Compared with the more general model in the companion paper, i.e. with the control signals, and sensor faults directly add to the output measurements. This model can describe many commonly encountered additive faults, e.g. drifted, biased, stuck, or saturated actuators and sensors. The advantage of this model is that the Markov parameters from f(k) to y(k) are equal to those from u(k) and y(k) to y(k), and can hence be estimated from I/O data.
Under the existence conditions of the stabilizing Kalman gain K, as specified in [1, Assumption 1], a closed-loop observer form of (1), (2) is (with 8
Here, e(k) is the innovation signal defined in [1, Sec. II.D], and has a covariance matrix 6 e .
As detailed in [1] , a residual generator for fault detection along the
To avoid repetition, we shall refer to [1] for the definition of the signal vectors r r r k;L ; u u u k;L ; y y y k;L ; b b b k;L ; e e e k;L ; ' ' ' f and the parametric matrices H H H L;p z ; T T T L u ; T T T L y . We also denote these matrices with identified parameters by a bar on their top, e.g.
H H H
T . Due to its role in mapping the fault signals to the outputs, we shall call
f ] fault transfer matrix, which will be explicitly specified later.
The fault detection method in [1] aims at detecting the change in the mean of r r r k;L due to a nonzero ' ' ' f . But to tell what components of the various sensors and actuators in the system are faulty, one needs to separate the contributions of these components to r r r k;L . Let denote the index set of the fault channels, i.e. 
Similar to classical parity space methods [2] , [3] , isolating f f 
which is only sensitive to the i-th fault component. The existence condition for p p
(6)
B. Fault Isolation Design Using Uncertain Identified Parameters
The residual generator (3) is realized by identified parameters in the companion paper [1] . Projecting such a residual vector onto a direction p p p i to isolate the i-th fault, i = 1; 1 1 1 ; n f , can then be computed by
To design p p p i , we first need to build and analyze the fault transfer (8) 
with a dimension of`L 2 (p+L)(m+`). Due to the shifting structure expressed in (8) With some tedious but straightforward derivations, we can write this matrix in a compact form as
Here, S S S p;L represents the following shifting matrix 
Now, the problem considered in this paper is as follows. 
Here, the subscripts "(n)pc" mean (non-)principal components. The diagonal matrix S 1 npc contains the smallest n1 singular values of 61F T , with the integer n 1 chosen by observing a gap among all the`L singular values of 6 1F T . In subspace identification methods, e.g. [4] , it is a standard practice to select model orders by observing singular values.
Similarly, the projection direction satisfying O2 shall be in the subspace spanned by the vectors corresponding to the least singular values of 
Here, the subscripts "ins" are the abbreviation for insensitive. The projection direction that simultaneously satisfies O2 and O3 is characterized in the following lemma. ; (15) and has n 1;f columns, corresponding to the smallest n 1;f singular values of (U For brevity, denote
Here, the subscripts "sen" are the abbreviation for sensitive. Now, Problem 2 can be mathematically described by the following opti- 
The key challenge in solving the optimization problem (18) is to express the covariance matrix 6 1F T in an explicit form of the covariance matrix of the identified4. As analyzed in the companion paper [1] , the bias effects of the initial states on both the parameter errors and the residual distribution can be neglected with a reasonably large past horizon p. Similarly, we assume that p is large enough to ignore both b b b k;L in (4), and the bias in the identified parameters. Then, following the discussions in [1, Sec. III-B], and as a standard practice in least squares, the covariance of the LS estimates of the Markov parameters in4 can be approximated as (where the strict equality holds asymptotically):
which can be computed from the identification data matrix Z Z Z id as defined in [1, Eq. (11) with the structure matrices, P j and W j , defined as In the robust filters, the orders were chosen as n1 = 30 according to the singular values (40 in total) of 6 1FT , and as n 1;f ;n 1;f = 20 for F1 and F2 and n 1;f = 10, The results are illustrated in Fig. 1 . Clearly, when no fault occurred in I/O channels, the robust isolation test reacted "almost" correctly, since the stochastic parameter errors were accounted in the residual variance. The slightly larger false alarm rate of the robust filters compared to 0.5% can be attributed to the fact that the hypothesis test (21) is an approximation by treating p p p i , i = 1; 1 1 1 ; 6 as deterministic.
But since p p p i is in the least variant subspace of the parameter errors, the approximation error is reasonably small. Moreover, the two faults were correctly isolated respectively by the robust filters F1 and F2, which were designed to be sensitive respectively only to the first and the second actuator.
In comparison, these results clearly outperformed those achieved by the nominal design, especially when the second actuator failed. The nominal filter F2 did not react at all to this fault. The nominal filters F3, F4, F5 all gave alarms in the interval 501 k 600. Besides, F1 still gave alarms in the interval 601 k 800, when the first actuator recovered from the stuck failure. This then denied the correct isolation of the two actuator faults.
V. CONCLUSIONS
In this paper, we have developed a new data-driven fault isolation method, which is robust to parameter identification errors. The main contributions are the closed-form error covariance matrix of the identified fault transfer matrix, and the robustified fault isolation vectors that belong to the subspace spanned by the non-principal components of this covariance matrix. Our analytical results are tested in the simulation studies, which have validated that the data-driven fault isolation method developed in this paper has clearly improved performance compared to the nominal data-driven solution without taking into account the identification uncertainty. Possible future directions are to extend the robust isolation method to deal with multiplicative faults and to linear parameter varying systems. where the matrices, P j and W j for j = 1; 11 1;L, are defined in Theorem 1. The derivation of this expression is lengthy and purely algebraic, and shall be omitted for brevity. It can be easily verified by a numerical simulation.
