ABSTRACT Bone suppression of chest radiographs (CXRs) is potentially useful for diagnosing lung diseases for radiologists and computer-aided diagnosis. This paper presents a cascaded convolutional network model in wavelet domain (Wavelet-CCN) for bone suppression in single conventional CXR. Wavelet coefficients are sparse and suitable as the output of convolutional network. The convolutional networks are trained to predict the wavelet coefficients of bone images from the wavelet coefficients of CXRs, using real two-exposure dual energy subtraction (DES) CXRs as training data. By combining the multilevel wavelet decomposition and a cascaded refinement framework, the Wavelet-CCN model can work automatically with a multi-scale approach and progressively refine the prediction in terms of accuracy and spatial resolution. Compared with previous work of CamsNet model which preforms bone prediction in gradient domain, the Wavelet-CCN model predicts the wavelet coefficients to reconstruct bone images and can avoid the inconsistent background intensity caused by 2D integration of gradients. The predicted bone image is subtracted from the original CXR to produce a soft-tissue image. The Wavelet-CCN model and its variants with different wavelet basis are evaluated on a dataset that consists of 504 cases of real two-exposure DES CXRs (404 cases for training and 100 cases for test). Experimental results show that among all the variants and different wavelet bases, the Wavelet-CCN model with Haar wavelet performs best. The average peak signal-to-noise ratio and structural similarity index of the soft-tissue images produced by the proposed Wavelet-CCN model are both higher than those of the previous CamsNet model in gradient domain, reaching values of 39.4 (±0.94) dB and 0.977 (±0.004), respectively. The results also demonstrate that the Wavelet-CCN model can process the CXRs acquired by four types of X-ray machines.
However, DES has some disadvantages. Single-shot DES produces noisy images with limited energy separation. The bone and soft-tissue images produced by double-shot DES may contain the motion artifacts caused by patients' breath and motion, as shown in Fig.1 . In addition, both DES techniques require special equipment and long operation time. The quality of images derived from DES can be unstable and imaging procession leads to extra radiation.
Image processing methods for bone suppression can be divided into two categories: unsupervised and supervised methods. The unsupervised method finds bone targets and then removes them from CXR [6] , [7] . Clavicle and ribs can be modeled as the elongated structures and high gradient edges [2] , [12] . Blind source separation techniques or gradient modification are used to remove the bone structures from CXRs [2] , [6] , [12] . The detected bone boundaries or segmented bone regions are used as the intermediate results to remove bone structures [8] [9] [10] [11] . However, visible bone shadow remains after these tedious unsupervised processes. For supervised bone suppression methods, DES image has become an appealing research object for supervised bone suppression methods. Massive-training artificial neural networks (MTANN) was proposed by Suzuki et al. [1] , [13] is one of the earliest works which used the DES images as training data to address bone suppression problem. In these works, MTANNs were trained under a multi-resolution framework, in which each resolution of bone prediction model was trained independently. Prediction results from the multi-resolution models of MTANN were combined to provide a complete high-resolution bone image. In Chen and Suzuki's [15] work, MTANN was further improved by training in different anatomic segments and combining total variation minimization. The k-nearest neighbor regression method with optimized local features has been also proposed to perform the separation of bone and tissue components in chest radiographs [14] . Deep learning models transform standard CXR images into soft-tissue images by treating bones as noise through autoencoder-like model and multi-layer neural model for bone suppression [16] . An improved performance of bone suppression method was obtained by learning the mapping between the gradients of the CXRs and the corresponding bone images [4] .
Our previous work proposed a cascade of multi-scale convolutional network (CamsNet) to progressively refine the predicted gradients of bone images by increasing resolutions successively in each convolutional network (ConvNet) [4] . The sparsity of gradient domain makes the bone and softtissue much easier to separate [17] . The CamsNet model predicts bone gradient images and the bone image is reconstructed through 2D integration. However, 2D integration of the predicted bone gradients may lead to inconsistent background intensity. The inconsistent background intensity can be corrected through post-processing by guide filtering [18] . However, the correction of guided filtering for CamsNet model in gradient domain is only an ad hoc solution, and the inconsistent background intensity caused by the non-integrable gradient field cannot be addressed.
Wavelet decomposition is commonly used for the multi-resolution image analysis. Knapp et al.' s patent also mentioned the wavelet transform for bone suppression using a multi-layer perceptron (MLP) neural network architecture, the inputs of which were well-designed image features such as multi-scale harmonics derivatives and shape indices [19] . Chen and Suzuki's [15] work decomposed a CXR into seven sub-band images by wavelet decomposition to train MTANNs. The MLP neural network used to construct MTANN is a traditional neural network model, which has relatively small receptive field and cannot extract rich information. Many approaches for low-dose X-ray CT reconstruction [20] , [21] , super-resolution [22] , [23] , and classification work [24] are proposed through fusing wavelet transform and ConvNet.
In this work, a model is developed for bone suppression, which combines ConvNets and wavelet decomposition in a cascaded refinement framework. The proposed model is called Wavelet-CCN (cascaded convolutional networks in wavelet domain). The Wavelet-CCN model makes use of sparsity and multi-resolution analysis of wavelet transform with ConvNet. The Wavelet-CCN model offers three advantages:
1) The combination of all wavelet sub-bands of the input CXR can help improve the predicted wavelet sub-bands of bone images.
2) The predicted approximation sub-band of bone images combined with high-frequency sub-band of the input CXR can help improve the prediction of finer structures.
3) Reconstruction of bone images from wavelet coefficients can avoid the inconsistent background intensity in the CamsNet models of gradient domain.
The remainder of this paper is organized as follows. Section II describes the framework and details of our method.
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The experimental results are provided in Section III. The results and future work are discussed in Section IV. Finally, a summary of the proposed bone suppression method is presented in Section V.
II. METHOD
In this section, the Wavelet-CNN model for bone suppression is introduced and used to predict a series of wavelet sub-band images of bone image.
A. WAVELET DECOMPOSITION OF IMAGE
The 2D discrete wavelet transform (dwt) is one of the basic operations for multi-resolution image analysis. An image I (with a size of M × N ) can be decomposed into L (0 < L < min (log 2 M , log 2 N )) levels by dwt. The procedure of multi-level wavelet decomposition of sub-band image A using in this manuscript is denoted by:
The set of these decomposed sub-band images is called wavelet representations in 2D [25] . The sub-band images are reconstructed by inverse discrete wavelet transform (idwt). This procedure is denoted by:
where l ∈ {1, 2, ..., L}, when l = 1, A 0 = I . dwt of an image produces a non-redundant image representation. The results of wavelet decomposition can be interpreted as a set of independent, spatially oriented frequency channels [26] . Compared with other multi-scale representations such as Gaussian and Laplacian pyramid decomposition, dwt of image provides more powerful insight into spatial and spectral localization of image formation. The wavelet coefficients are sparse and follow the heavytailed distribution. An example of wavelet decomposition results of a CXR, the corresponding DES bone image and soft-tissue image are shown in Fig. 2 . The wavelet coefficients are distributed near zero, and large absolute value of wavelet coefficients indicate the position of edges shown in Fig. 2 .
B. ARCHITECTURE OF WAVELET-CCN
In this section, the architecture of Wavelet-CCN model is introduced, which predicts bone image from a single CXR. The bone image predicted by a Wavelet-CCN model is subtracted from the input CXR to obtain a bone-suppressed image (soft-tissue image). Bone image can be refined progressively by several consecutive ConvNets in a Wavelet-CCN model. Fig. 3 shows an example of two-level Wavelet-CCN model which starts training from the coarsest level L where L = 2. T = {(I n ; B n ); n = 1, . . . , N } denotes the training data set where I n is an input CXR, and B n denotes the corresponding ground truth of bone image. I n and B n are all decomposed by L-level dwt for training of the models. For each level of Wavelet decomposition, a level-specific ConvNet is trained for predicting the Wavelet sub-bands of bone images. In the sequel, the subscript n for notational convenience is omitted.
1) BASIC UNIT OF WAVELET-CCN
The basic unit of Wavelet-CCN is used to learn the mapping from the four sub-band imagesÂ l B ,
is obtained through idwt. idwt is the reverse operation of wavelet transform. As shown in Fig. 3,Â 
are the input sub-band images for other level l. The corresponding prediction procedures of sub-band bone images can be formulated into:
are the predicted results and F(·) is the network mapping between the inputs and outputs.
2) WAVELET-CCN CASCADE
The features of image at a coarse resolution provide the ''context'' (structural information) of the image, whereas the finer details correspond to the particular local information [25] . Wavelet-CCN continues with the coarse-to-fine processing strategy as the CamsNet model [4] . The predicted results of each level are preserved and passed onto the next level. idwt is a key operation, which connects the basic prediction units of level l and level l-1 which means it is used to link (current resolution) to the following resolution and make full use of the predicted bone image information. 
. The whole model is trained from the coarsest scale step by step, where idwt is used as the connection of cascaded ConvNets.
C. VARIANTS OF CONVNET ARCHITECTURE IN WAVELET DOMAIN
To investigate the performance of different architectures, two different non-cascade architectures are designed in wavelet domain for bone suppression, as shown in Fig. 4 .
1) PYRAMIDAL ARCHITECTURE
The prediction unit in pyramidal architecture predicts three high-frequency sub-bands of bone images using three high-frequency sub-bands of CXRs and the predicted bone images of previous level as the input for each level of wavelet decomposition, as shown in Fig. 4(b) . The predicted approximation sub-band of bone image for each level is
. The predicted bone image is directly obtained through the idwt from the outputs of each level. The difference between the pyramidal architecture and the cascade architecture of Wavelet-CNN is that the outputs of ConvNet for each level do not include the approximation sub-band of bone images, and the approximation sub-bands of bone images are not refined by the ConvNets.
2) CHANNEL-WISE ARCHITECTURE
For each sub-band in each level of wavelet decomposition, one ConvNet is trained to predict the sub-band of bone image using the corresponding sub-band of CXR as the input in the channel-wise architecture, as shown in Fig. 4(c) . This architecture was also studied by Chen and Suzuki [15] with the traditional ANN models.
D. IMPLEMENTATION DETAILS 1) CONVNETS IN WAVELET-CCN
For each level of Wavelet-CCN, a simple ConvNet with four convolutional layers (without padding) is trained to predict the wavelet coefficients of bone images, as shown in Fig. 5 . Each convolutional layer, except the last one, is followed by a batch normalization (BN) layer and a ReLU non-linearity activation layer. The filter sizes of convolutional layers are set as initialized by the improved ''Xavier'' method proposed by He et al. [27] .
2) TRAINING
Driven by Zhao et al.'s [28] work, L 1 loss function is employed for training the ConvNets. The parameters of ConvNets can be optimized by minimizing the loss between the predicted sub-bands and the corresponding ground truth sub-bands of bone images. Given a set of train-
. . , n)}, the L 1 loss function is defined as follows:
where n is the number of training samples. L 1 loss function is good at handling noise, and may be smoothing image much better than L 2 does. Thus, L 1 obtaining a good local minimum is more likely than using L 2 loss function, which treats noise independent of the local characteristics. The patch pairs of wavelet sub-bands of CXRs and the bone images are randomly sampled from the augmented training image pairs as the training samples for ConvNets. The augmentation transformations on training image pairs include translations, horizontal reflections, and scale. Before patch sampling, each wavelet sub-band of CXR is normalized by zero mean unit variance normalization, and the normalization parameters are used to normalize the corresponding wavelet sub-band of bone image. The input and output patch sizes are set to 60 × 60 and 40 × 40, respectively. For each ConvNet in Wavelet-CNN, 0.3 million pairs of patches of wavelet sub-bands are collected. ConvNets are then optimized by stochastic gradient descent (SGD) algorithm with batch updating and momentum from scratch. The batch size is set to 256. The momentum for SGD is set to 0.8. The learning rate starts from 10 −3 and lower 10 times after 10 epochs. All models are trained and tested with MatConvNet toolbox [29] in Matlab 2016a using a NVIDIA Titan X graphics processing unit (GPU) with 12-GB memory. The GPU computing platform contains 2 3.00GHz Intel(R) Xeon(R) E5-2623 CPUs and 128 GB RAM. Training a single ConvNet took approximately 12 hours within 40 epochs.
The whole wavelet sub-bands of a CXR cannot be fed directly to the ConvNets to obtain the predicted outputs due to the limited memory of GPU and the large size of CXR. For testing, the wavelet sub-bands of a CXR are first padded by 20 pixels and divided into overlapped 60 × 60 patches with step size of 40 pixels. Then, the patches are fed to the ConvNets, and the predicted 40 × 40 patches are rearranged as the wavelet sub-bands of bone image.
3) PREPROCESSING OF CXR
Our dataset is acquired with a two-exposure DES DR (digital radiography) machine. Each case in our collected dataset includes a DES soft-tissue image I S , a DES bone image I B , and a standard CXR I 0 . The soft-tissue image I S , bone image I B , and standard CXR I 0 are all referred to as the DES CXR. Due to the sophisticated nonlinear post-processing of the raw image data, the relationship I 0 = I S + I B is not eventually satisfied, and I S /I B is not exactly the soft-tissue/bone component in the CXR I 0 .
As in our previous work [4] , the standard CXR I 0 , the original soft-tissue image I S , and the original bone image I B are used to generate the bone component B and the softtissue component S in I 0 as ground truth for training and evaluation. First, the noise in the three images was reduced by BM3D [30] . Then, the intensity ranges of I S were calibrated by multiplying a coefficient α such that the correlation between I −αI S and I S was minimized. Secondly, an intermediate result is got through I 1 = I − αI S , and only the details of the soft-tissue components and the bone components are kept in I 1 . Third, the gradients G of the bone components in I were obtained as the transformed gradient field of I 1 using cross projection tensors [31] obtained from IB that contains the structure information of the bone component. Finally, the bone component B in I was ultimately reconstructed from G through 2D integration. The corresponding soft-tissue image S is then obtained as I − B.
III. EXPERIMENTAL RESULTS

A. EXPERIMENTAL DATA
A total of 646 posterior-anterior DES CXRs are acquired with GE machine of Discovery XR656 at Nanfang Hospital, Guangzhou, China. The X-ray tube voltages of DES devices use the typical value of 120 and 60 kV for the consecutively exposed twice at two different energy levels. There are 142 DES radiographs which contain serious motion artifacts in the soft-tissue and bone images. As in [4] , these 142 radiographs are excluded from the dataset. A total of 404 cases are used as training set, and the remaining 100 cases are used as test set. The sizes of DES radiographs ranged from 1800×1800 to 2022×2022 pixels. The pixel sizes range from 0.1931 to 0.1943 mm and are restored in DICOM format with a 14-bit depth.
B. EVALUATION METRICS
The performance of bone suppression models is evaluated in terms of four metrics including relative mean absolute error (RMAE), peak signal-to-noise ratio (PSNR), structural similarity (SSIM) index, and bone suppression ratio (BSR).
These metrics are defined and computed as follows. Denote Z as a ground truth image andẐ as a prediction of Z.
denotes the valid regions in the image Z, N is the number of pixels in , (x, y) denotes the pixel locations in Z, and Z max and Z min are the maximum value and the minimum value of pixels in , respectively. 0.1 and 99.9 percentiles in the ground truth image Z are set as the values of Z max and Z min , respectively, to reduce the effect of outliers on the quantitative metrics.
RMAE is defined as:
PSNR is defined as:
SSIM, is a well-known denoising performance metric, can be used to evaluate the quality of the predicted soft-tissue images. The intensity ranges of bone or soft-tissue images are rescaled into the range of [0, 255] , and the default setting parameters in the implementation of SSIM are used to compute the values of SSIM indices.
BSR is defined as:
whereŜ is an estimation of a ground truth soft-tissue image S, and B is the corresponding ground truth bone image. BSR = 1 indicates perfect performance. In addition, to evaluate prediction performance in each scale, RMAE and relative root mean square error (RRMSE) are calculated between the original sub-band bone image and the predicted sub-band bone image in each scale.
C. EFFECTS OF PARAMETER SETTINGS
The RMAE of the predicted bone images (denoted as RMAE-B), the PSNR and SSIM of the produced soft-tissue images (denoted as PSNR-S and SSIM-S, respectively), and the BSR are determined to evaluate the performances of different models.
1) EFFECT OF CONVNET ARCHITECTURES
The ConvNet architecture adopted in our work is largely inspired by super-resolution convolutional neural network for image super-resolution in [31] . In general, the performance can be improved if the filter sizes and the depth of network are increased moderately. To be consistent with the basic Wavelet-CCN model, the filter number and the wavelet decomposition levels are fixed to 128 and 3, respectively. The results suggest that a reasonably larger filter size and deeper structures could grasp richer structural information, which in turn lead to better results (see Table 1 ). The large values of standard deviation of BSR for some Wavelet-CCN models are caused by a case with serious motion artifacts in test set. The running time of the full bone suppression procedure with a Wavelet-CCN model on GPU is approximately 6-8 s for an input CXR of 2000 × 2000 pixels. Table 2 shows that the more levels number and filters number of Wavelet-CCN model indicates better quantitative indices. Compared with three-level Wavelet-CCN, four-level Wavelet-CCN model can achieve better prediction performance. But, the prediction performance of Wavelet-CNN models was only marginally improved when the wavelet decomposition levels and the convolutional filter numbers were increased. of image patches can be collected for training the ConvNets. The experiment results also show that the performance of 4-level Wavelet-CNN model is not much better than the 3-level Wavelet-CNN model. In the following experiments, the wavelet decomposition levels and the convolutional filter numbers are set to 3 and 128, respectively, with the tradeoff between prediction accuracy and computation time. The more ConvNets in the model and the more convolution filters in each layer of ConvNet, the higher prediction accuracy of bone image can be achieved and the more time will be spent for processing. In order to evaluate the performance of other designs of Wavelet-CCN model, the number of wavelet decomposition levels and convolutional filters are set to 3 and 128 in the following experiments, respectively.
2) EFFECT OF WAVELET DECOMPOSITION LEVELS AND FILTER NUMBERS
3) EFFECT OF LOSS FUNCTIONS
The experiments on Wavelet-CCN models with different loss functions are conducted. The results confirm L 1 loss function is better than L 2 loss function in terms of four evaluation metrics, as listed in Table 3 . The conclusion is remarkably consistent with Zhao et al. [28] who reported that when the L 2 or PSNR metrics were used to evaluate image quality, the network trained with the L 1 loss function outperformed the one trained with the L 2 loss function. RMAE of the bone images predicted by the pyramidal model is significantly higher than that of the Wavelet-CCN (4.05% to 3.57%). The average PSNR of the soft-tissue images produced by the pyramidal model is lower than 1 dB the PSNR of Wavelet-CCN. The average BSR of the Wavelet-CCN model is higher than 3.15% that of the pyramidal model.
To further verify the effectiveness of Wavelet-CCN model, the quality metrics of the approximate sub-bands of bone images of each level predicted by the Wavelet-CCN model and pyramidal model are evaluated. We assume that after each forecast of a higher resolution and adding the high-frequency information into the inputs of subsequent level, the prediction accuracy of approximation sub-bands should improve accordingly. The results are consistent with our expectation, as shown in Fig. 7 . 
2) COMPARISON BETWEEN CHANNEL-WISE MODEL AND WAVELET-CCN MODEL
In this section, the channel-wise model is compared with the Wavelet-CCN model. 10 individual ConvNets are trained as the channel-wise model to predict the approximate sub-band and nine detail sub-bands of bone images for three-level wavelet decomposition. The final prediction result can be obtained by idwt from the ten wavelet sub-bands. The prediction performance of Wavelet-CCN and the channel-wise model are reported in Fig. 6 . The performance of the Wavelet-CCN model is better than that of the channel-wise model in terms of RMAE-B, PSNR-S, SSIM-S, and BSR.
The examples of bone suppression results produced by the models of different architectures are shown in Fig. 8 . Less rib shadow remains in soft-tissue image of Fig. 8(b), (d), and (e) . The Wavelet-CCN model produces cleaner and sharper bone images than the channel-wise model. The bone image produced by channel-wise model has some artifacts beside spinal column, as shown in Fig. 8(d) . The prediction results of each level are shown in Fig. 9 . The top half of Fig. 9(d) shows that the channel-wise model cannot predict the details clearly of channel D at all levels. The sub-bands of bone images predicted by the Wavelet-CCN model are more similar to the ground truths.
E. HAAR VS DAUBECHIES-N WAVELET BASIS
The effect of different wavelet basis for wavelet decomposition on the performance of Wavelet-CCN models is evaluated. To maintain the norm preservation property of the entire procedure, only the orthogonal db wavelets are considered for evaluation. Among db wavelets, Haar wavelet is the only orthogonal wavelet which has both linear phase and symmetrically compact support. Meanwhile, the Haar wavelet [33] has the shortest support among all orthogonal wavelets, and Haar dwt can perform efficiently with a computational overhead linear. In terms of all evaluation metrics of our experiments as shown in Fig. 10 , the Wavelet-CCN model with Haar wavelet shows better performance than others with db wavelets as shown in Fig. 10 .
F. COMPARISON WITH CAMSNET IN GRADIENT DOMAIN
The experiment settings of the CamsNet models are same as in our previous work [4] . The performance gains profit in the wavelets domain against gradient domain. Compared with the CamsNet model, RMAE and SSIM of soft-tissue image and BSR of Wavelet-CCN are improved by 0.35, 0.18, and 1.88 percentage points, respectively, and PSNR of soft-tissue image is also improved by 0.53 dB, as listed in Table 4 . Standard deviation of each measuring VOLUME 7, 2019 metric has different degrees of reduction, and the prediction results of Wavelet-CCN model are more stable. Our wavelet-CCN achieves the highest value in PSNR, SSIM, and BSR for produced soft tissue image, and the lowest value in RMAE for bone image. Compared with CamsNet, the bone structure produced by the Wavelet-CCN model is smoother and has no intensity inhomogeneous problem. Meanwhile, the motion artifacts are almost eliminated visually, as shown in Fig. 11 .
The speed of the proposed Wavelet-CCN model is six times faster than the CamsNet model with the multi-scale fusion procedure which takes 66 s for the full bone suppression procedure on a CXR of about 2000 × 2000 pixels.
G. GENERALIZATION CAPABILITY OF WAVELET-CCN ON DIFFERENT DATASET
Different X-ray machines, different PA CXRs including DR images acquired with Siemens FD-X (Siemens Healthcare) and CR (computed radiograph) acquired with FUJIFILM and GE Healthcare Definium 6000 are collected to verify whether or not Wavelet-CCN can work well on CXRs acquired from different X-ray machines. These CXRs were resized to a fixed spatial resolution of 0.194 mm × 0.194 mm by bi-cubic interpolation and fed to the Wavelet-CCN model as the inputs.
The examples of bone suppression produced by a Wavelet-CCN model are shown in Fig. 12 . The Wavelet-CCN model is applied on a CXR, which contains a lung nodule overlapped by a rib, as shown in Fig. 13 , to observe the effect of bone suppression on lung nodule. The contrast and shape of the lung nodule are preserved in the soft-tissue image.
IV. DISCUSSION
From the experimental results, it can be seen that the proposed cascaded convolutional network model in wavelet domain can perform bone suppression effectively. However, there are still some limitations in this work. Considering that the ground truth for training is not the real DES soft-tissue and bone images, the trained Wavelet-CCN models cannot produce the same result as DES soft-tissue images. It is preferable that the raw data of DES CXRs be used as the ground truth. Unfortunately, the raw data of DES chest radiographs are not currently available to us from commercial DES systems. And, the quality of soft-tissue images produced with the Wavelet-CCN model in some regions (e.g., trachea) should be further improved. Furthermore, the usefulness of our method have not been proved for clinical diagnosis and computerized analysis.
The Wavelet-CCN model can be further investigated to improve the performance in several aspects. One is that the loss function for training can be replaced with the mix of multi-scale SSIM and L 1 loss function which may remove some of the local minima and converge to a better local minimum [28] . Another is to train multiple Wavelet-CCN models for the different anatomical regions of CXRs. Wavelet transform for Wavelet-CCN model can be also replaced with other transforms such as contourlet [34] , ridgelet [35] , and curvelet transform [36] . These transforms which can provide more powerful and sparse representations may lead to better predication of bone and soft-tissue images.
V. CONCLUSION
This paper has presented a Wavelet-CCN model for bone suppression which combines the benefits of wavelet transform with the flexibility of convolutional networks. It has made a considerable improvement for bone suppression over the existing CamsNet model both quantitatively and qualitatively. Our proposed Wavelet-CCN model is superior over the CamsNet model in gradient domain in terms of several aspects. First, the sparsity of wavelet coefficients inherits the advantages of the gradient domain used in our previous work [4] . Second, wavelet reconstruction can avoid the inconsistent background intensity, which appears in 2D integration of the predicted gradients. Third, idwt completes up-sampling, perfectly cascades the wavelet convolution network between different scales simultaneously, and combines all levels of the enriched contextual information. 
