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We determine the leading asymptotics of the resonance counting function for a
class of Schro dinger operators in one dimension whose potentials may have non-
compact support.  1997 Academic Press
INTRODUCTION
Although there has been much work in proving upper and lower bounds
for the number of resonances (or scattering poles) in various situations (for
a recent excellent review of this subject, see [Z1]), to date the only results
giving asymptotics are Zworski’s theorems for Schro dinger operators in
one dimension [Z2] and for radial potentials [Z3]. In both these theorems
the potentials are required to have compact support. The purpose of this
note is to give a new (and perhaps simpler) proof of the one dimensional
result, and to extend it to a class of non-compactly supported potentials.
Resonances are defined as poles in the meromorphic continuation of the
resolvent R(k)=(&D2+V&k2)&1 from the upper half plane [Im k>0]
to some larger region, in our case the whole complex plane. Of course, the
continuation will not exist as an operator in L2(R). Instead, the resolvent
must be considered as a map between suitable spaces of distributions, or
between exponentially weighted spaces. In this paper we will take the
potential itself as a weight, and use the following definition.
Definition. A resonance is a pole in the meromorphic continuation of
V12R(k) |V| 12. Here V12 denotes the function sign(V ) |V| 12.
Resonances can also be defined as poles in the continuation of the
scattering operator. In physics, the main interest is in resonances close to
the real axis. These show up as bumps in the scattering cross section, which
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can be measured in experiments. Resonances also show up in the analysis of
the Laplace operator on non-compact asymptotically hyperbolic manifolds.
Here they can play the role of discrete spectral data, for example in the
Selberg trace formula [M]. In this situation it is important to know their
asymptotic distribution.
For Schro dinger operators in dimensions greater than one, although
sharp upper bounds on the number of resonances are known [Z4], the
best lower bounds to date are results which assert the existence of infinitely
many resonances. Such results are known in three dimensions [SaB-Z]
and for restricted classes of potentials [C-P-S].
Our first theorem concerns compactly supported potentials. This theorem
was first proven by Zworski [Z2].
Theorem 1.1. Let V # L be a potential with compact support. Then,
apart from a set of density zero, all the resonances of &D2+V are contained
arbitrarily small sectors about the real axis. Let n+(r) (n&(r)) denote the
number of resonances of modulus less than r contained in some sector about
the positive (negative) real axis. Then
n\(r)=?&1( sup
x, y # supp(V )
|x& y| ) r+o(r).
Zworki’s proof of his theorem proceeds via Melin’s scattering theory. He
also gives an example (based on an example of Titchmarch [T]) of a
potential with infinitely many resonances on the imaginary axis, which
shows that the set of density zero in the theorem need not be finite.
When the potential does not have compact support, we need to make
some assumptions about its decay, to ensure that V 12R(k) |V| 12 has a
meromorphic continuation.
Definition. The function V(x) is called super-exponentially decreasing
if for every N # R, there exists a constant CN such that
V(x)CNe&N |x|. (1.1)
We make the following conjecture about the distribution of resonances
for super-exponentially decreasing potentials.
Conjecture 1.2. Let V be a super-exponentially decreasing potential.
Suppose that V is of order \ and of completely regular growth (see the
following section for definitions). Then the asymptotic distribution of
resonances is identical to the asymptotic distribution of zeros for the function
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V (2k) V (&2k). In particular, the number of resonances n(r, %1 , %2) in the
sector [ |k| ei% : |k|<r, % # (%1 , %2)] is given by
n(r, %1 , %2)=
s(%1 , %2)
2?\
r\+o(r\),
where s(%1 , %2) is defined in terms of the growth of V (as explained below).
This conjectured distribution results if the full scattering matrix is
replaced by the Born approximation when computing resonances. We are
able to prove this conjecture for a class of potentials which includes
Gaussians V(x)=e&ax2, and sums of Gaussians with potentials of compact
support. (In this case n(r)=(2a?) r2+o(r2), and the resonances are con-
centrated near the diagonal rays [k : |Re k|=|Im k|] in the lower half
plane.) Of course, the conjecture also agrees with Theorem 1.1.
Theorem 1.3. If V is a super-exponentially decreasing potential satisfy-
ing Hypothesis 5.1, then Conjecture 1.2 holds.
To prove the theorems in this section, we identify the resonances with
the zeros of an analytic function (a determinant), and use standard
theorems relating the growth of such a function to the distribution of its
zeros. The results we need are summarized in the next section.
THEOREMS ON ZEROS OF ENTIRE FUNCTIONS
We will use the following classical theorems on the relationship between
the growth of entire functions and the distribution of zeros. References are
[L] and [B].
In all the following definitions, F(z) will denote an entire function of the
complex variable z.
Definition. Let
M(r)= sup
|z|=r
|F(z)|.
Then F is of order \ if
lim sup
{  
ln ln M(r)
ln r
=\.
A function of order \>0 is of type { if
lim sup
{  
ln M(r)
r\
={.
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If 0<{< then F is said to be of normal type. A function of order 1 and
type {< is said to be of exponential type.
Definition. The indicator function, h(%), of a function of order \ and
normal type is defined by
h(%)=lim sup
r  
ln |F(rei%)|
r\
.
For functions of exponential type, it can be shown that h(%) is the sup-
porting function of a convex body. (This means that if R is the ray making
an angle % with the real axis, and L is the supporting line of the convex
body perpendicular to R, then h(%) is the distance from L to the origin.)
This convex body is called indicator diagram of F.
Definition. The function F(z) is of completely regular growth in the
angle (%1 , %2) if ln |F(rei%)|r\ converges uniformly to h(%) for % # (%1 , %2) as
r tends to infinity along a set of density one. ([L] p. 139)
In this definition, the set of density one is the same for all angles. It’s
complement contains, for example, the radii of all the zeros of F in the
sector.
Definition. The angular counting function n(R, %1 , %2) is defined to be
the number of zeros of F in the sector [rei% : r<R, % # (%1 , %2)].
Theorem 2.1 ([L] p. 152). If a holomorphic function of order \ is of
completely regular growth in (%1 , %2), then for all but countably many values
of % and  in this interval (which must be points of discontinuity of h$(%)) the
following limit exists
1
2?\
s(%, )= lim
r  
n(r, %, )
r\
.
The function s has the representation
s(%, )=h$(%)&h$()+\2 |

%
h(,) d,.
Theorem 2.2 ([L], p. 251). If F(z) is of exponential type and
|

&
ln+ |F(x)|
1+x2
dx<
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then F is of completely regular growth and the indicator diagram of F is an
interval on the imaginary axes. All zeros of F, except for a set of zero
density, lie in arbitrarily small sectors about the real axis, and if 2\=
limr   n\(r)r, i=1, 2 denote the densities in either direction, then
2\=d2?, where d is the length of the indicator diagram.
Notice that the last sentence of this theorem is a consequence what
precedes it, given Theorem 2.1.
We will need to use the fact that Theorem 2.2 also holds if F(z) is defined
and of exponential type only in a half plane ([L] p. 243).
GROWTH OF D(k)
To begin, we use standard resolvent identities to identify resonances as
the zeros of a determinant D(k). Let R0(k)=(&D2&k2)&1 denote the free
resolvent. Beginning with the resolvent formula
R(k)=R0(k)&R0(k) VR(k)
and multiplying from the right and left with V 12 and |V| 12 respectively, we
obtain
(1+RV (k)) V12R(k) |V| 12=RV (k),
where
RV (k)=V12R0(k) |V| 12.
This can be viewed as an equation on L2(supp(V )). On this space, RV (k)
is analytic and invertible for all k, apart from a pole at k=0. Therefore,
resonances are exactly those values of k for which (1+RV (k)) is not inver-
tible. Thus the resonances are the zeros of the determinant D(k) defined by
D(k)=det(1+RV (k)).
To apply the results of the previous section, we must show that D(k) is of
completely regular growth, and determine its indicator function.
In the appendix we prove the following elementary lemma
Lemma 3.1. Suppose that V is super-exponentially decreasing. Then the
operator RV (k) is trace class for Im k>0, and has a trace class operator
valued analytic extension to C, apart from a single pole at k=0. For k{0
we have the representation
RV (k)=RV (&k)+FV (k), (3.1)
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where FV (k) is the rank two operator
FV (k)=
i
2k
(V12e&ikx |V| 12 eikx+V12eikx  |V| 12 e&ikx).
The operator RV (k) obeys the following estimates. For Im k>0
&RV (k)&1CIm k. (3.2)
For Im k=0
&RV (k)&1C(1+1|k| ). (3.3)
We are using the notation , to denote the operator with integral
kernel ,(x) ( y) (not ,(x)  ( y)!).
It follows from this lemma that D(k)=det(1+RV (k)) is well defined
and entire, except for a pole at k=0. It also follows from (3.1) that
1+RV (k)=(1+RV (&k))(1+(1+RV (&k))&1 FV (k)).
Talking determinants, this gives
D(k)=D(&k) E(&k),
where
E(&k)=det(1+(1+RV (&k))&1 FV (k)). (3.4)
(In fact, although we won’t use this, E(&k) is equal to the determinant of
the scattering matrix, as we will see below. This explains the identification
of resonances with ‘‘scattering poles.’’)
We now estimate the growth of D(k) in the upper half plane, and along
the real axis, using the bound ([S], p. 48)
|det(1+A)&det(1+B)|&A&B&1 e1+&A&1+&B&1. (3.5)
Lemma 3.2. For k tending to infinity along a ray in the upper half plane,
lim
|k|  
D(k)=1.
For k real, D(k) is bounded for large k.
Proof. We can apply (3.5) with A=RV (k) and B=0. This gives
|D(k)&1|&RV (k)&1 e1+&RV (k)&1.
The lemma follows from (3.2) and (3.3). K
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We will now examine the growth of D(k)=D(&k) E(&k) in the lower
half plane. The first factor D(&k) tends to one as k   along any ray in
the lower half plane, by the estimates above. Thus it suffices to study the
growth of the second term, E(&k). This function is the determinant of a
rank two perturbation of the identity, i.e., the determinant of an operator
of the form 1+(i2k)(,1 1+,2 2), with
,1=(1+RV (&k))&1 V12e&ikx
,2=(1+RV (&k))&1 V12eikx
(3.6)
1=|V| 12 eikx
2=|V| 12 e&ikx.
Thus
E(&k)=det \_10
0
1&+
i
2k _
T11
T21
T12
T22&+ ,
where
Tij (&k)=| i ,j dx.
It is not hard to see, using the resolvent formula, that
(1+RV (&k))&1=1&V12R(&k) |V| 12.
Thus we obtain
T11(&k)=( |V| 12, eikx(1&V12R(&k) |V| 12) e&ikxV12) ,
and similar expressions for the remaining integrals. Thus, if we define
f+(x, k)=eikxR(&k) e&ikxV
(3.7)
f&(x, k)=e&ikxR(&k) eikxV,
then
T11(&k)=| V(x)(1& f+(x, k)) dx,
T12(&k)=| e2ikxV(x)(1& f&(x, k)) dx,
(3.8)
T21(&k)=| e&2ikxV(x)(1& f+(x, k)) dx,
T22(&k)=| V(x)(1& f&(x, k)) dx.
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(These expressions show that [Tij] is the T matrix, which implies that
E(&k) is the determinant of the scattering matrix, as claimed.)
Lemma 3.3. Let f\ be defined by (3.7). Suppose k lies in the lower half
plane. If V is L1 then
| f\(x, k)|C|k|. (3.9)
Proof. We will give the proof for f&. Expanding in a Neumann series,
we obtain
f&(x, k)=e&ikxR(&k) eikxV= :

n=0
(&1)n B(VB)n V,
where B=e&ikxR0(&k) eikx. The operator B has integral kernel
B(x, y)=&
i
2k {
e&2ik(x& y)
1
if x y
if x y.
Since |B(x, y)|<1(2 |k| ), we see that &BV&&V&1 (2 |k| ), and induc-
tively that &B(VB)n V&(&V&1 (2 |k| ))n+1. Thus the Neumann series
can be summed to give the result.
Corollary 3.4. For k in the lower half plane, both T11(k) and T22(k)
equal V (0)+O(1|k| ), and thus
D(k)=1+
1
4k2
T12(&k) T21(&k)+O(1|k| ). (3.10)
Thus, to determine the growth of D(k) in the lower half plane, it suffices
to determine the growth of the product T12(&k) T21(&k). These functions
are perturbations of V (2k) and V (&2k). For compactly supported V, the
growth of the Fourier transform is determined by the endpoints of the sup-
port of V. The same is true for T12(&k) and T21(&k), as we will see in the
next section.
COMPACTLY SUPPORTED POTENTIALS
We will need the following variant of the Paley Wiener theorem.
Lemma 4.1. Suppose V # L has compact support contained in [&1, 1],
but in no smaller interval. Suppose f (x, k) is analytic for k in the lower
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half plane, and for real k we have f (x, k) # L2([&1, 1] dx, R dk). Then
 e\ikxV(1& f (x, k)) dx has exponential type at least 1 for k in the lower
half plane.
Proof. We give the proof for the case \=+. Suppose that
 eikxV(1& f (x, k)) dx has exponential type 1&$ for some positive $ and
for k in the lower half plane. Let /= denote the characteristic function of
[1&=, 1]. Then, for =<$, the function ,=  eikxV/=(1& f (x, k)) dx has
exponential type at most 1&=, for if its type were greater, we could not
obtain a function of type 1&$ by adding back the 1&/= term. By the
PaleyWiener theorem, the Fourier transform of ,= vanishes for x>1&=.
Thus, for x>1&=, we have
V/=(x)=
1
2? | e
&ikx | eikyV/=(x) f ( y, k) dy dk.
Thus, by the Plancherel theorem and the CauchySchwartz inequality
&V/=&L2
1
2? "| eikyV/=(x) f ( y, k) dy"L2(dk)

1
2?
&&V/=&L2 &/=(x) f ( y, k)&L2(dy) &L2(dk)
=
1
2?
&V/=&L2 &/=(x) f ( y, k)&L2(dy, dk) .
Since the second term tends to zero for small =, we conclude that &V/=&L2
must vanish for small =. This contradicts the assumption about the support
of V. K
Corollary 4.2. Suppose V # L has compact support contained in
[&1, 1], but in no smaller interval. Then the functions T12(&k) and T21(&k)
are of completely regular growth, and have exponential type two for k in the
lower half plane.
Proof. The exponential upper bound is easily obtained from (3.8). It is
also easy to see from this formula that T12(&k) and T21(&k) are bounded
for k real, and thus satisfy the hypotheses of Theorem 2.2 in the lower half
plane. Thus we may conclude that they are of completely regular growth.
The bound (3.9) implies that f\(x, k) # L2([&1, 1] dx, R dk). Thus the
lower bound on the type follows from Lemma 4.1. K
Proof of Theorem 1.1. We assume (by scaling and translating if
neccesary) that the support of V is contained in [&1, 1] but in no smaller
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interval. The function D(k) is a meromorphic function with a single pole at
k=0. Since multiplying D(k) by a polynomial doesn’t change the growth
properties defined in the appendix, nor the density of zeros, we may safely
ignore this pole. We will show that D(k) satisfies the hypotheses of
Theorem 2.2 with indicator diagram [&4i, 0]. Then Theorem 1.1 follows
from Theorem 2.2.
We first must show that D(k) is of exponential type. In the upper half
plane, D(k) is bounded, and thus certainly of exponential type. In the lower
half plane we can use the representation (3.10) for E together with elemen-
tary bounds on (3.8) to conclude that in the lower half plane D(k) is of
exponential type at most four.
Next, we must show that the integral appearing in the hypothesis of
Theorem 2.2 converges. This follows from the boundedness of D(k) for
real k.
Finally, we must show that the indicator diagram of D(k) is [&4i, 0].
By Theorem 2.2 the indicator diagram is some interval on the imaginary
axis. The fact that D(k) tends to one along rays in the upper half plane
implies that the upper endpoint of the diagram is zero. Thus, the indicator
diagram must equal [&i{, 0], where { is the exponential type of D(k).
From the representation (3.10), we see that it suffices to show that
the product T12(&k) T21(&k) has exponential type four in the lower
half plane. Since the type of a product of two functions of completely
regular growth is the sum of the types of the factors, this follows from
Corollary 4.2. K
NON-COMPACTLY SUPPORTED POTENTIALS
When V does not have compact support, it is much more difficult to
determine the growth of T12(&k) and T21(&k). Roughly speaking, Conjec-
ture 1.2 follows if we assume that the growth of these integrals is the same
as their formal leading terms given by the Born approximation, namely
V (2k) and V (&2k), in the sectors where the Fourier transforms are large.
In this case the indicator function for D(k) would be given by
h(%)={0max[0, 2\(hV (2%)+hV (&2%))]
for 0%?
for &?%0
(5.1)
(in this formula hV is the indicator function for V ), and the conjecture
would follow from Theorem 2.1 with
s(%1 , %2)=h$(%1)&h$(%2)+\2 |
%2
%1
h(,) d,.
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To explain our additional assumptions, consider again the case of com-
pactly supported V. Here, we used the fact that V (2k), T12(&k), T21(&k)
and D(k) all turn out to be functions of exponential type, and bounded on
the real axis. Thus, by Theorem 2.2, their indicator diagrams are line
segments on the imaginary axis, or equivalently, that the indicator func-
tions have the form { cos(%\?2). Thus the problem of determining the
indicator function is reduced to finding a single number. This number is
easily estimated from above, and is estimated from below by the Paley
Wiener theorem.
In the non-compact case, we will consider potentials whose Fourier
transforms are ‘‘small’’ (exponential type) in sectors about the positive and
negative real semi-axes. We then show that T12(&k) and T21(&k) inherit
this property. These sectors are chosen large enough to insure that in the
complementary sectors about the imaginary semi-axes, the integrals have
sinusoidal indicator functions. This means that once a again there is a
single number to determine, and it suffices to make an estimate on the
imaginary axis. To identify the rate of growth here in terms of V , we will
assume in (iii) below that |V | does not grow too much more quickly than
V on the imaginary axis.
Hypothesis 5.1. (i) V (k) has order \>1 and is of completely regular
growth.
(ii) Let :=?\ and let 1 denote the sector [k : |arg k|(?&:)2].
Then there exists a positive number b such that
|V (k)|+|V $(k)|+|V "(k)|eb |Im k|
for k # \1.
(iii) Let C denote the constant in (3.9). There exists $>0 such that for
a set of real * of density one,
|V |@ (2i*)
1&$
C
|*| |V (2i*)|
Note that that (iii) is satisfied if V=\|V |, and can be thought of as
a sort of positivity (or negativity) condition on V. We now restate
Theorem 1.3 in greater detail.
Theorem 1.3. Suppose V is a super-exponentially decreasing potential
satisfying Hypothesis 5.1. Then the indicator function for D(k) is given by
hD(%)
={2
\(hV (?2)+hV (&?2)) cos(\(%+?2))
0
for |%+?2|<:2
otherwise.
(5.2)
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In any sector about one of the two rays in the lower half plane [rei% : %=
(&?\:)2], the number of resonances of modulus less than r is given by
n(r)=
2\(hV (?2)+hV (&?2))
2?
r\+o(r\).
In any other sector the number of resonances of modulus less than r is o(r\).
To analyze T12(&k), we once again expand the resolvent occurring in
the definition in a Neumann series. This yields
T21(&k)=V (2k)+ :

n=1
(&1)n (V, e&ikxR0(&k)(VR0(&k))n&1 e&ikxV) .
By the Plancherel theorem, the n th term in the sum above may be
rewritten as
(V, e&ikxR0(&k)(VR0(&k))n&1 e&ikxV)
=|

&
} } } |

&
V (k& p)
1
p2&k2
V ( p&t1)
1
t21&k
2 V (t1&t2) } } }
} } } V (tn&q)
1
q2&k2
V (q+k) dp dt1 } } } dtn dq
=(Ank V )(2), (5.3)
where the operator Ak is defined by
(Ak f )(t)=|

&
V (t&k&q)
1
q2&k2
f (q+k) dq. (5.4)
Thus
T21(&k)=V (2k)+ :

n=1
(&1)n (Ank V )(2k),
and similarly,
T12(&k)=V (&2k)+ :

n=1
(&1)n (An&k V )(&2k).
To consider the growth of T21(&k) and T12(&k) in the lower half plane,
in sectors with angle (?&:)2 below the real axis, we must consider
(AnkV )(2k), for k both below and above the real axis.
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Lemma 5.2. Fix k # 1, k  R, with |Im k| sufficiently large (say >1). Let
\1k be the smallest closed sectors containing the real axis and k, and sym-
metric about the real axis. For a function f (z) analytic in 1k define
_ f _=sup
t # 1k
e&b |Im k|( | f (t)|+| f $(t)| ).
Then
_Ak f _C
ln |Im k|
|Im k|
_ f _. (5.5)
Proof. Fix t # 1k . We will shift the contour in the integral defining Ak ,
depending on the position of t.
To begin, we consider the case where |t&2k|>1 and |t|>1. We shift the
contour to a contour C consisting of three line segments: a horizontal line
from infinity on the left to &k, a line from &k to t&k followed from a line
from t&k to infinity on the right. Actually, since the integrand has a
singularity at q=&k, we take a sequence of contours, C= approaching C
from below as illustrated in Fig. 1. Notice that the second singularity at
q=k is avoided, since |t&2k|>1. The contour C is chosen to so that the
contours where V is evaluated, namely C+k and t&k&C are equal (as
sets) and stay away from the sectors about the imaginary axes where V is
big. In our estimates we break up the integrals depending on the size of the
denominator.
Fig. 1. Contours.
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To estimate the triple norm we must consider |(Ak f )(t)| and |(Ak f )$ (t)|.
We begin with |(Ak f )(t)|. Let F(q)=(q&k)&1 V (t&k&q) f (q+k), let %
be the angle in the first bend of the contour C at &k, and let t^=t|t|. Then
(Akf )(t)= lim
=  0 |C=
1
q+k
F(q) dq
=&i%F(&k)+|
&1
&
1
x
F(&k+x) dx+|

0
1
t+x
F(t&k+x) dx
+|
|t|
1
1
x
F(&k+ t^x) dx
+ lim
=  0 \|
&=
&1
1
x
F(&k+x) dx+|
1
=
1
x
F(&k+ t^x) dx+ .
We estimate each of these terms. We will use Hypothesis 5.1 (ii) and the
assumption that _ f _ is finite. To begin, we estimate
|&i%F(&k)|=
%
|2k|
V (t) f (0)
C
|k|
eb |Im k| _ f _.
Next, we see that
} |
&1
&
1
x
F(&k+x) dx }|
&1
&
1
|x(x&2k)|
|V (t&x) f (x)| dx
eb |Im k| _ f _ |
&1
&
1
|x(x&2k)|
dx
C
ln |Im k|
|Im k|
eb |Im k| _ f _.
The integrals 0 and 
|t|
1 are handled similarly. Finally, to estimate the
principal value integrals, we first subtract F(&k)x from each integrand
and use the estimate
|
&=
&1
1
x
(F(&k+x)&F(&k)) dx
=|
&=
&1
1
x |
x
0
F $(&k+u) du dx sup
&1u0
|F $(&k+u)|
 sup
&1u0 \}
V (t&u) f (u)
(&2k+u)2 }+ }
V $(t&u) f (u)
&2k+u }+ }
V (t&u) f $(u)
&2k+u }+
C
1
|Im k|
eb |Im k| _ f _
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and a similar one for 1= . These estimates imply that
e&b |Im k| |(Ak f )(t)|C
ln |Im 2k|
|Im 2k|
_ f _.
To get the same estimate for |(Ak f )$(t)|, note that in (5.4) we need only
replace V with V $. This completes the estimate in the case where |t&2k|>1
and |t|>1.
When |t&2k|1 (in which case |t||2k|& |t&2k|1), we cannot
avoid the second singularity, and therefore run the contour right through
it, i.e., from & to &k to k to . This produces a second residue term,
namely i%V (t&2k) f (2k)(2k), which is readily estimated. The estimates
will contain eb |Im k| instead of eb |Im t&k|, but this doesn’t matter since Im k
and Im t&k differ by at most 1.
Finally, when |t|<1, we can use the contour C=R&k, and miss both
singularities. K
Corollary 5.3. For k in the lower half plane, k # 1 with |Im k|
sufficiently large
|T21(&k)|
|T21(&k)|=Ce2b |Im k|.
Proof. Iterating (5.5) we find that
_A\kV _\C ln |Im k||Im k| +
n
_V _.
Thus
|A\k(\2k)\C ln |Im k||Im k| +
n
_V _ e2b |Im k|.
Inserting this into the Neumann expansion we have
|T21(&k)| :

n=0
|AnkV (2k)|_V _ :

n=0 \
C ln |Im k|
|Im k| +
n
e2b |Im t|,
and a similar bound for |T12(&k)|. K
It remains to examine the growth of T21(&k) and T12(&k) in the sector
1& of width : about the negative imaginary axis. Let F(k) denote one of
these two functions. Then F is of order \ in 1& and satisfies the estimate
|F(k)|e2b |Im k| on the boundary of 1& . It follows that the function
G(k) = F(&i(ik)1\) is analytic in the lower half plane, of exponential
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type, and satisfies the hypotheses of Theorem 2.2. Thus G(k) is a function
of completely regular growth with indicator function a cos(%+?2) for
&?%0. This implies that F(k) has completely regular growth in 1& ,
with indicator function a cos(\(%+?2)).
To determine the value of the constant a when F=T21 , we begin with
(3.8) and (3.9), to conclude
|V (2i*)|&
C
|k|
|V |@ (2i*)|T21(&i*)||V (2i*)|+
C
|k|
|V |@ (2i*).
Using Hypothesis 5.1 (iii), this implies that for a set of * of density one,
$ |V (2i*)||T21(&i*)|(1+$) |V (2i*)|.
This implies that a must equal 2\hV (&?2). Similarly, when F=T12 , we
find that a=2\hV (?2).
We will need the following proposition to obtain a lower bound.
Proposition 5.4. Suppose that f (k) is holomorphic in a sector with angle
?_ less than ? (i.e., _>1), and satisfies f (k)<eb |k| everywhere in the sector
(including the boundary). Then for \>_, there exists a set of density one,
such that for r in this set
lim
r  
ln | f (rei%)|
r\
=0.
Proof. We may assume that the sector is given by [rei% : |%|<?(2_)].
Consider F(k)= f (k1_). Then F is of exponential type in the right half
plane. On the imaginary axis we have ln |F(rei?2)|(1+r2)=O(r1_&2)
which is integrable. Thus Theorem 2.2 applies and we conclude that there
is a set 7 of density one such that
lim
r # 7
r  
ln |F(rei%)|
r
={ cos(%).
Thus
lim
r # 71_
r  
ln | f (rei%)|
r\
= lim
r_ # 7
r_  
ln |F(r_ei_%)|
r_r(\&_)
=0.
The lemma now follows from the fact that 71_ is a set of density one
if 7 is.
266 RICHARD FROESE
File: 505J 324817 . By:DS . Date:14:07:07 . Time:05:58 LOP8M. V8.0. Page 01:01
Codes: 2769 Signs: 2149 . Length: 45 pic 0 pts, 190 mm
Proof of Theorem 1.3. For rays in the upper half plane D(k)  1 by
Lemma 3.2. Thus D has completely regular growth and hD(%)=0 for
0<%<?. For k in the lower half plane, we use (3.10) to establish the
growth. If either &(?&:)2<arg k<0 or &?<arg k<&?+(?&:)2,
the functions T12 and T21 are increasing at most exponentially, by
Corollary 5.3. Thus D(k) too is increasing at most exponentially in these
sectors. By including parts of the upper half plane, we can obtain exponen-
tial upper bounds on D(k) in sectors with any angle approaching ?. Thus
Proposition 5.4 applies, and we conclude that in these sectors, D has
completely regular growth and hD(%)=0.
It remains to consider % in the sector of width : centred on the negative
imaginary axis. In this sector, the product T12(k) T21(k), being the product
of two functions of completely regular growth, has indicator function
2\(hV (?2)+hV (&?2)). From (3.10) we conclude that this is the indicator
function of D(k) too.
This establishes the formula (5.2) for hD(k). The rest of Theorem 1.3 now
follows from Theorem 2.1. K
FURTHER REMARKS
The half line problem with a boundary condition at x=0 can be
analyzed in a similar way. For example, in the case of Dirichlet boundary
conditions, FV is replaced by the rank one operator &(2ik) V12 sin(kx)
 |V|12 sin(kx) and resonances are given by the zeroes in the lower half
plane of
E(k)=1&(2ik)(V12, sin(kx)(1&V12R(&k) |V| 12) sin(kx) |V| 12).
When V is not very rapidly decreasing, the operator RV (k) will not have
a continuation to the lower half plane. However, the function E(k) defined
by (3.4) (or by the formula above in the half line case) may well be well
defined. A similar situation occurs in higher dimensions There RV (k) is not
trace class, so the determinant D(k) does not exist. However, the deter-
minant E(k) still makes sense and can be used to count resonances.
APPENDIX: ANALYSIS OF THE WEIGHTED FREE RESOLVENT
In this appendix we give proof of Lemma 3.1.
We begin with a standard Green function identity. Let G0(x, y, k) denote
the integral kernel of the free resolvent (&D2&k2)&1 or Green function.
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Initially the Green function is defined for Im k>0. However the explicit
representation
G0(x, y, k)=
i
2k
eik |x& y|
shows that G0 as an analytic continuation to C, except for a pole at zero.
Lemma 7.1. Let L be a positive number. Then for &L<x, z<L, and
k1 , k2 non-zero complex numbers,
G0(x, z, k1)&G0(x, z, k2)
=(k21&k
2
2) |
L
&L
G0(x, y, k1) G0( y, z, k2) dy
+
i
4
ei(k1+k2) L \ 1k1&
1
k2+ (e&ik1xe&ik2z+eik1xeik2z). (7.1)
Remark. If both k1 and k2 lie in the upper half plane, then the second
term vanishes in the limit L  , and we recover the resolvent formula.
On the other hand, if k1=&k2 then the first term vanishes, and we obtain
the functional equation for the Green function.
Proof. The first term on the right of (7.1) can be rewritten
|
L
&L
G(x, y, k1)(D2+k21&D
2&k22) G( y, z, k2) dy.
Integration by parts and the formula
(&D2&k2) G(x, y, k)=$(x& y)
yield (7.1) K
We will begin by considering the operator R/L(k) where /L denotes the
characteristic function of [&L, L]. When L=1 we will use the special
notation
R(k)=R/1(k).
Proposition 7.2. For any two non-zero complex numbers k1 and k2 ,
R(k1)=R(k2)+(k21&k
2
2) R(k1) R(k2)+F(k1 , k2), (7.2)
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where F(k1 , k2) is the rank two operator
F(k1 , k2)=
i
4
ei(k1+k2) \ 1k1&
1
k2+ (/e&ik1x/e&ik2x+/eik1x/eik2x).
Here / denotes the characteristic function of [&1, 1].
Proof. This follows immediately from (7.1) K
Proposition 7.3. The operator R(k) is trace class for every k{0. For
Im k>0 we have
&R(k)&11Im k. (7.3)
For Im k=0 we have
&R(k)&1C(1+1|k| ). (7.4)
Finally, for Im k<0 we have
&R(k)&1Ce4 |Im k|Im k. (7.5)
Proof. For Im k>0, R(k) is the product of two Hilbert Schmidt
operators, namely /( p+k)&1 and ( p&k)&1 / (here p=&iD), and hence
trace class. We have
&R(k)&1&/( p+k)&1&2 &( p&k)&1/&2=1(Im k),
which proves (7.3).
When k is real, we first observe that R(k) is Hilbert Schmidt, with
&R(k)&21|k|.
Thus, using (7.2) with k1=k and k2=i |k| , we find that
&R(k)&1&R(i |k| )&1+(k2+|k| 2) &R(k)&2 &R(i |k| )&1+&F(k, i |k| )&1
1|k|+(k2+|k| 2)|k| 2+C|k|.
Here we used &,&1=&,& && to estimate F(k, i |k| ).
For Im k<0, the identity (7.2) with k=k1=&k2 shows that R(k) is
trace class plus rank two, hence trace class. The estimate (7.5) for Im k
negative, follows from (7.2) with k=k1=&k2 and the calculation
&F(k, &k)&1
C
|*|
e4 |*|. K
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The operator R/L(k) is related to R(k)=R/1(k) by scaling.
Proposition 7.4. Let UL denote the unitary dilation defined by
(UL)(x)=L&12(xL).
Then
R/L(k)=L
2ULR(Lk) U &1L .
We omit the simple proof.
Corollary 7.5. For negative *
&/LR0(++i*) /L&1CLe4L |*||*|. (7.6)
Proof. This follows from the previous proposition and (7.5). K
Lemma 7.6. If V is super-exponentially decreasing, then
lim
L  
V12R/L(k) |V|
12=RV (k). (7.7)
Here the limit is taken in the trace norm.
Proof. Fix N>0. If V is super-exponentially decreasing, then so is
|V| 12. Let CN be the constants given by this condition for |V| 12. We begin
by defining a step function approximation to CNe&N |x|. Let ;k=CNe&kN
and define :1=;1 , :k=;k&;k&1 for k>1. Let
w(x)= :

k=1
:k/k(x),
where /k(x) is the characteristic function of [&k, k]. Note that if
|x| # ( j&1, j], then /k(x)=0 for k< j. Thus w(x)=k j :k=;j , and so
|V| 12 (x) w&1(x)=|V| 12 (x);j
CNe j |N|CNe j |N|
=1.
This estimate implies that it suffices to prove (7.7) with V12 and |V| 12
replaced with w(x).
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We now estimate
&w/LR0 /Lw&wR0w&1=&w/LR0 /Lw&wR0/Lw+wR0/Lw&wR0w&1
2 &wR0(1&/L) w&1
2 ":i :i /iR0 :j>L :j/j"1
2 :
i
:
j>L
:i:j &/iR0/j&1
2 :
i< j
:
j>L
:i:j &/jR0/j&1+2 :
i> j
:
j>L
:i:j &/iR0/i&1
C :
i
:i :
j>L
je&(N&4|*| ) j+C :
i
ie&(N&4 |*| ) i :
j>L
:j .
Here R0 denotes R0(+ + i*). We used the estimate (7.6). Since  :i=
;1<, the left side tends to zero for large L, provided *<N4. But N can
be chosen arbitrarily large, so the lemma follows. K
Proof of Lemma 3.1. That RV (k) is trace class follows from Lemma 7.6.
To establish (3.1) we begin with (7.2) with k=k1=&k2 , conjugate by UL ,
and take L to infinity.
The estimate (3.2) can be proven just like (7.3), by factoring the operator
into two Hilbert Schmidt operators. To prove (3.3) we use the notation
introduced in Lemma 7.6. Let k # R.
&RV (k)&1&wR0(k) w&1
:
i, j
:i:j &/iR0(k) /j &1
2 :
i
:i :
j
:j &/jR0(k) /j&1
2;1 :
j
:j j2 &R( jk)&1
C :
j
:j j2(1+1( jk))
C(1+1|k| )
Here we used (7.4). K
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