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ABSTRACT 
For any N x N symmetric real matrix W, the subspaces of RN which are invariant 
under aTW?r for all N X N permutation matrices sr are characterized. For most W, 
the only such invariant subspaces are R” and {0}, but there are many exceptions. The 
related problem of characterizing the class of linear transformations that leave a given 
space and all its permutations invariant is also solved. 
1. INTRODUCTION 
For any N X N symmetric real matrix W, let 9, = { IT~WIT: IT is an 
N x N permutation matrix}, where T denotes the transpose of a matrix. 
Then we say that a subspace V of the N-dimensional Euclidean space RN is 
an invariant space of 9, if V is invariant under all matrices in 8,, i.e., 
a*W~x E V for all x E V and all N X N permutation matrices 71. The 
purpose of this paper is to 
characterize the invariant spaces of 9, for any N x N 
symmetric real matrix W. 0.1) 
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A conjugate version of (1.1) is to characterize the class of linear transfor- 
mations that leave a given space and all its permutations invariant. More 
precisely, let V be a nontrivial subspace of RN. For any permutation 7~ of 
the N integers 1,2,. . . , N, let mV = { TX: x E V }, where ~TX is obtained 
by permuting the components of x according to n, i.e., r(x) = 
(x T(l)’ Xn@),..., X,(N) )r for any x =(x1, x2,. . . , x,}‘. Define 
A, = {W : W is an N X N symmetric real matrix such that V is invariant 
under W, i.e., Wx E V for all x E V }. 
Then for any given V, we shall also 
characterize n J+@lrW where S, is the set of all the N! 
n E s, 
permutations of 1,2,. . . , N. 
0.2) 
It is clear that for any nontrivial subspace V of RN, W E n, E S,v~,,V if 
and only if V is an invariant space of 9,. Therefore the problems (1.1) and 
(1.2) are closely related. 
The problem (1.2) arises from a problem in statistical linear models. 
Suppose s treatments are compared on N units with the jth treatment 
assigned to nj units, nj > 0, 1~ j < s, and C;= Inj = N. Assume 
where yi is the observation on the ith unit, t(i) is the treatment assigned to 
the ith unit, {crj}iGjGs are unknown constants representing the treatment 
effects, and {ei}i<i<N are random errors with zero means. Let W be the 
covariance matrix of er,es,...,~~, and X = [xijlNxs, where 
1 if t(i)= j, 
0 otherwise. 
0.3) 
Then it is well known that the least squares estimators of ( CY~, es,. . . , a,} are 
also the best linear unbiased estimators if and only if Im(X), the column space 
of X, is invariant under W; see, e.g., Zyskind (1.967) and Kruskal (1968). An 
equivalent condition was also developed by Rao (1967). Thus the nonnegative 
definite matrices in llneSN~n~Im~X~~ are the covariance matrices of 
ei,e s,.-..ehl under which the least squares estimators of the treatment effects 
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are also the best linear unbiased estimators, regardless of how the units are 
assigned to the treatments. 
For X defined in (1.3), a natural guess at fl, E SN&lrCIm(x)) is the set of all 
the real matrices of the form aI, + b JN, where I, is the identity matrix of 
order N and JN is the N x N matrix with all entries equal to 1. These are the 
matrices which are invariant under all the simultaneous permutations of rows 
and columns, i.e., relabeling of units. However, surprisingly, when N = 4, 
n ~~(r~(x)) TGS, also contains matrices which are not permutation invariant. 
For example, let 
and let 
[ 0 110 0 1 0; 1 1 x= 
c+d 
c-d 
0 
0 
r 
c-d 0 0 
c+d 0 0 
0 c+d c-d * 
0 c-d c+d 1 
(1.4 
0.5) 
Then W is not of the form aI, + b JN; however, W E ll,, E s,~n~Im~X~~. 
Notice that under completely random assignment of the treatments, the 
covariance matrix is of the form aI, + b JN. In this case, the least squares 
estimators of the treatment contrasts, i.e., linear functions Csj=icjaj with 
x; = icj = 0, are also the best linear unbiased estimators. 
In this paper, we shall give a complete characterization of n,, E S,&nv for 
all V and also characterize the invariant spaces of 9, for all symmetric real 
matrices W. It turns out that for most spaces V such that V or V ’ contains 
jN, where V J. is the orthogonal complement of V in RN and j, is the N X 1 
vector with all components equal to one, fl,eS,.-&,v consists of all the 
matrices of the form aI, + b J,,,. For most of the other spaces, n, E sNJlt,,v 
consists of all the matrices of the form a1,. But there are also many 
exceptions, all of which will be identified in this paper. 
Many authors have written on the conditions for the equality between 
ordinary least squares estimators and best linear unbiased estimators. An 
excellent review and additional references can be found in Baksalary and van 
Eijnsbergen (1988). They discussed two versions of the problem: in the 
context of a fixed design matrix [such as the results of Zyskind (1967), 
Kruskal (1968), and Rao (1967) mentioned earlier] and in the context of all 
design matrices having a fixed common linear part (McElroy, 1967; Zyskind, 
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1969). In our notation, the latter amounts to the characterization of the 
nonnegative definite matrices in 
n J@“> 0.6) 
V: V 3 U,dimV = r 
where U is a given space and dim U < r < N. A modified version was 
described in Baksalary and van Eijnsbergen (1988). McElroy (1967) gave 
perhaps the first result of this kind. He essentially showed that if U= (jw), 
then (1.6) consists of all the matrices of the form aI, + b JN. A corollary of 
our main theorem is that as long as N + 4, if V is a nontrivial subspace of RN 
properly containing (jN), then fl, E sN JzY~~ consists of all the matrices of the 
form aI, + b JN. This strengthens the necessity part of McElroy’s (1968) 
result for N # 4. 
The following is a list of notation used throughout the paper: 
eN = the N x 1 vector with the ith component equal to one and all the 
other components equal to zero, 
bh = the N x 1 vector such that the ith component is equal to 1 and all 
the other components are equal to - 2/( N - 2), 
uq = the 4 X 1 vector (1, 1, - 1, - l)‘, 
U 2 = the 2 x 1 vector (1, - l)T, 
eij = the N x 1 vector with the ith component equal to 1, the jth 
component equal to - 1, and all the other components equal to zero, 
TN = the set of all the transpositions on { 1,2,. . . , N }, i.e., permutations 
which interchange exactly two symbols while leaving all others unaf- 
fected, 
ri j = the transposition on { 1,2,. . . , N } which interchanges i and j. 
For any a E RN, 
TN(a)= {77a:,ETN}. 
(a, b) is the inner product of vectors a and b. UN is the subspace of R” 
consisting of all the vectors orthogonal to jN, i.e., 
i 
N 
UN= xERN: c .= } x, 0 . 
i-l 
For any E c R “, (E) denotes the subspace spanned by E. 
For two vectors a and b, from the context, there should be no confusion 
about whether (a, b) stands for the inner product or the space spanned by a 
and b. In fact, throughout this paper, (a, b) always means the inner product. 
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For convenience, we say two nonzero vectors x and y are equivalent if 
after some permutation of its components, x is a scalar multiple of y. 
2. MAIN RESULTS AND THE CONCEPT OF ACUTENESS 
We state the solution of the problem (1.1) as 
THEOREM 1. Let W be an N x N symmetric real matrix. 
(a) Zf W is of the form aI,, then any subspace of RN is an invariant 
space of .YW. 
(b) Zf W is of the form a1, + b JN, b # 0, then V is an invariant space 
of 9, if and only if V is a subspace of UN or V contains j,. 
(c) Zf N = 4, W is not of the form a1, + b JN, and all the eigenspaces of 
W are generated by subsets of T4(u *) U {j, }, then V is an invariant space of 
9, if and only if V is generated by a subset of T4(u4)U {j,}. 
(d) Except for the cases covered by (a), (b) and (c), if each eigenspace of 
W either contains jN or is a subs-pace of UN, then the only invariant spaces 
of 9W are RN, {o}, vN, and (jN). 
(e) Zf all the eigenspaces of W are generated by subsets of {el,, . . . ,ec } 
(i.e., W is a diagonal matrix), then V is an invariant space of 9, if and 
only if V is generated by a subset of {e$, . . . ,eE}. 
(f) Zf all the eigenspaces of W are generated by subsets of {b&, . . . ,bg }, 
then V is an invariant space of 9, if and only if V is generated by a subset 
of {b;,...,b‘;~}. 
(g) For all the other W’s, only (0) and RN are invariant spaces of 8,. 
The following solves the problem (1.2): 
THEOREM 2. Let V be a nontrivial subspace of RN. 
(a) Zf V = U,v or (jN), then f),,ES,.AnV consists of all the symmetric 
real matrices each of whose eigenspaces either contains j, or is a subspace 
Of ‘N- 
(b) Zf N = 4 and V is generated by a subset of T4(u4) U {j, }, but V f U, 
0~ (j4), then nrGsN _&,,v consists of all the symmetric real matrices whose 
eigenspaces are all generated by subsets of T4(u4)U {j,}. 
(c) Except for the cases covered by (a) and (b), if V is a subspace of UN, 
then Cl n Es,A,,v consists of all the real matrices of the form a1, + b JN. 
(d) Except for the cases covered by (a) and (b), if V contains jN, then 
n I E SN.ArV consists of all the real matrices of the form a1, + b JN. 
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(e) lf V is generated by a subset of {e’,,...,eg}, then nncSN.HnV 
consists of all the diagonal matrices. 
(f) Zf V is generated by a subset of {bh,. . . , bs}, then fInGS,.MnV 
consists of the symmetric real matrices whose eigenspaces are all generated 
by subsets of {bk,...,bg}. 
(g) For all the other V ‘s, f$, Es, Alrv consists of all the matrices of the 
form aI,, i.e., scalar multiples of the identity matrix. 
Among the statements in these two theorems, (d) and (g) in Theorem 1 
and (c), (d), (g) in Theorem 2 characterize the “nonexceptional” cases and 
are the most difficult to prove. For example, in (1.4) and (1.5), Im(X) is 
generated by uq and j4, and both of the two eigenspaces of W are generated 
by subsets of T4(uq) u {j, }. So it belongs to one of the exceptional cases. All 
the matrices X defined in (1.3) have jN E Im(X). It follows from Theorem 2 
that as long as N # 4, if V is a nontrivial subspace of RN properly containing 
(jN)? then f-bv .MTv consists of all the real matrices of the form a1, + b JN. 
This is the result mentioned at the end of the Introduction. 
In order to prove our main results, we find it convenient to introduce a 
notion of acuteness to describe some kind of nonorthogonal relationship 
between two vector spaces. Suppose Vi and V, are two subspaces of RN. Let 
B, and B, be the orthogonal complements of Vi n V, in Vi and V,, 
respectively. Then we say that Vi and V, are acute to each other (or Vi is 
acute to V,) if B, is not orthogonal to B,. If B, I B,, then we say that Vi is 
nonucute to V,. Two vectors x and y are said to be acute to each other if (x) 
is acute to (y). Thus x and y are acute to each other if and only if they are 
neither orthogonal nor proportional to each other. In other words, x and y are 
nonacute if and only if x I y or x = ay for some real number a. Likewise, a 
vector x is nonacute to a vector space V if and only if x _I_ V or x E V. It is 
clear that if Vi I V,, then Vi and V, are nonacute. Also, if Vi is nonacute to 
V, and Vi n V, = {0}, then V I V,. Another trivial fact is that if Vi C Va, then 
Vi is nonacute to V,. 
The relevance of the concept of nonacuteness to the invariance under a 
linear transformation lies in the following 
PROPOSITION 1. Let RN = @,!= 1 A, be the eigenspace decomposition of a 
real symmetric matrix W, i.e., A i, A,, . . . , A, are the eigenspaces of W with 
different eigenvalues. Then a subspace V of RN is invariant under W if and 
only if V is nonacute to Ai for all i. 
Proof. We first observe that V is invariant under W if and only if 17 is 
spanned by some eigenvectors of W. The proposition then follows easily from 
the fact that eigenvectors corresponding to different eigenvalues are orthogo- 
nal. n 
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In view of Proposition 1, to characterize fl, ,=sN.MnV, we need to deter- 
mine the subspaces of RN which are nonacute to rrV for all T E S,. This is 
given in the following 
PROPOSITION 2. Let V, and V, be two nontrivial subspaces of RN. Then 
V, is nonacute to TV, for all -71 E S, if and only if one of the following 
holds: 
(a) Both Vi and V, are generated by mne (possibly diffment ) subsets of 
T,(e\,) = {el,,e2, ,..., ez}. 
(b) Both V, and VC are generated by some (possibly diffmnt) subsets of 
&(bh) = {b’,,b;,. . . ,b:}. 
(c) V, = UN or V, = (jN), and V, or V,’ contains jN. 
(d) V, = UN or V, = (j,), ad V, or V,’ contains j,. 
(e) N = 4, and both V,, V, are generated by some (possibly different) 
subsets of T4(u4)U {j,). 
It is now straightforward to see that our main theorems follow from 
Proposition 1 and Proposition 2. Thus the rest of the paper will be devoted to 
proving Proposition 2. 
3. PROOF OF PROPOSITION 2 
Due to the length of this proof, we shall break it into a series of iemmas. 
Lemmas l-6 give some elementary results as well as properties of transposi- 
tions. One has to show that for any pair (Vi, V,) not satisfying (a)-(e) in 
Proposition 2, there exists a permutation P such that Vi is acute to IT&. An 
important application of Lemma 6 is to reduce the proof to the case 
dim( Vi (7 Va) = 1. The case where V, n V, is spanned by a vector a which is 
acute to rra for some r is easier to handle; in that case V, turns out to be 
acute to TV,. All the spaces V, and V, described in (a)-(e) of Proposition 2 
are produced from the case where a is nonacute to na for all r; all such 
vectors are characterized in Lemma 7. 
LEMMA 1. Let a E RN have at least two distinct components. Then 
LEMMA 2. For any transposition ?r E TN and any nontrivial subspace V 
ofRN such that aV#V, dim(rrV+V)=dimV+l. 
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Proof. Suppose 7 = rii. Then ?rV + V is spanned by V and eij. n 
LEMMAS. Zf Vi and V, are subs-paces of V such that V, f’ V, # (0) and 
dimV, < dim( V,’ n V), then V, + V, f V. 
Proof. dim( Vi + Va) = dimV, + dimV, - dim( Vi n V,) < dimV. 
LEMMAS. Let V, and I?, be two subspaces of RN, and 7~ E S,. Then the 
following are equivalent: 
(a) Vi is acute to V,. 
(b) Vi ’ is acute to V,. 
(c) TV, is acute to a&. 
When both Vi and V, are subspaces of UN, one can also replace V,l in (b) 
with V,’ f’ CJv. 
LEMMA 5. For any transposition T, dim( Vi n TV,) = dim( Vi n V;,) + 1, 
dim( V, n V,), or dim( Vi n Vi) - 1. More precisely, 
(a) dim( Vi n TVS) = dim(V, n V,) + 1 if and only if V, n V, $ V, n vrV2; 
(b) dim(V, n TV,) = dim(V, n V.) - 1 if and only if V, n TV, (g V, n V,; 
(c) dim( Vi n TV,) = dim( Vi n V,) otherwise. 
Furthermore, 
(d) if TV, is not contained in V, + V, and dim( Vi n TV,) = dim( Vi n V,), 
then V, n V, = Vi f3 nV,. 
Proof. If TV, = V,, then dim(V, n TV,) = dim(V, n VC). On the other 
hand, if mV, # V,, then 
dim( Vi + V, + TV,) = dimV, + dim( V, + vV,) - dim{ Vi n (V, + 7~Vk)) 
=dimV,+dimV,+l-dim{V,n(V,+7rVa)} 
=dim(V,+V,)+dim(V,nV,)+l 
-dim{V,n(V,+vrV,)} 
<dim(V,+V,+mV,)+dim(V,nV,)+l 
-dim{V,n(V,+nV,)}, 
where the second equality follows from Lemma 2. Comparing the two sides 
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of the inequality, one has dim{ Vi n (V, + TV,)} < dim(V, n V,) + 1, and 
therefore 
dim(V,nmVa)<dim(VinV~)+I. (3.1) 
Replacing V, with TV, in (3.1), we have dim(V, n Vi) < dim(V, n TV,) + 1. 
So dim( Vi n vV,) must be one of dim(V, n VI), dim(V, n V,) + 1, or 
dim(V, n Vi) - 1. The statements in (a) and (d) can easily be obtained by 
examining when equalities in the above proof hold. Statement (b) follows 
from (a) by replacing V, with nV,, and (c) covers the remaining case. n 
LEMMA 6. Let Vi and V, be two nontrivial subs-paces of RN. Zf there 
exists a nonzero vector e in V, n V, and a transposition r such that 
re 4 V, + V,, then dim( V, n TV,) = dim( Vi n VI) - 1. 
Proof. By Lemma 5, dim(V, n TV,) must be one of dim(V, n V,), 
dim(V, n Vz)+ 1, or dim(Vi n V,) - 1. Since re @ V,, we have e @ rrV,; so 
Vi n V, is not contained in Vi n nV,. Then by Lemma 5(a), dim(V, n TV,) 
cannot be dim( Vi n Vi) + 1. On the other hand, it follows from re 4 Vi + V, 
that TV, is not contained in V, + V,. So Lemma 5(d) rules out the possibility 
dim( Vi n TV,) = dim( Vi n V,). n 
LEMMA 7. Let a be a nonmo vector in R”. Then a is nonacute to na 
for all n E TN if and only if it is equivalent to one of u2, u4, jN, ei, or bh. 
Proof. Sufficiency is obvious, so we only prove necessity. Let a = 
(ana,,..., aN)T be such that it is nonacute to ra for all ?T E TN. We shall 
show that a must be equivalent to one of ua, u4, jN, e’,, or bk. 
If some a i = 0 and a has at least two nonzero components, say ai and ak, 
then (a, n,,a) is positive and a is acute to rika. So if some ai = 0, then a must 
have only one nonzero component, i.e., it is equivalent to eh. Similarly, if 
a, z a j and a,a j > 0, then a and rija are acute to each other. This implies 
that if a has no zero components, then either its components can only take 
two distinct values with opposite signs or all the components are equal. The 
latter implies that a is equivalent to j,. Therefore in the rest of the proof, we 
shall assume that the former holds. 
Let (Y and p be the two distinct components of a. We first consider the 
case N > 5. If both (Y and /I appear at least twice, say ai = a j = a and 
ak = a, = /?, then clearly (qka,a) > 0. Therefore one of these two distinct 
values, say (Y, can only appear once. Without loss of generality, assume a, = LY 
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anda2= . . . zaN= /3. Then rrsa is nonacute to a if and only if (a, rrsa) = 0. 
This implies that 2cvp + (N - 2)p2 = 0, . i.e., fi = - 2cu/(N- 2) and hence a 
is equivalent to blN. 
The cases N = 2, 3, and 4 can be treated separately. When N = 4, a must 
be equivalent to uq or bi. When N = 3, a must be equivalent to b& and when 
N = 2, a must be equivalent to u2. 0 
Notice that Lemma 7 also holds if TN is replaced by S,. 
LEMMA 8. Let V # UN be a nontrivial subs-pace of RN. Then for any 
nonzero vector a E V which is not equivalent to any of u2,u4,jN,e’,,bfv, 
there is a transposition 7~ E TN such that ra is not orthogonal to a and 
na P V. 
Proof. Suppose such a transposition does not exist, i.e., (a, ra) = 0 or 
ra E V for every 7~ E TN. By Lemma 7, there exists a 7rij such that a is acute 
to nija. Then (a, rija) # 0 and a, z a j. This implies that rija E V and (Y # j3, 
where a = ai and fi = a j. Since both a and rija are in V, it follows that 
e, E V. By assumption, V # RN and V # U,; so eik E V for some k # i, j. 
Tk 1s implies that ejk P V; otherwise eik = e, j + ejk E V, which is a contradic- 
tion. 
Let ak = y. Then LY z y. This is because if OL = y, then (a, rjka) = 
(a, 7p ja> f 0, w ic h h would imply that ?rjka E V and hence ejk E V, a contra- 
diction. Similarly one can show that y # fi. Therefore rika P V and njka @ V 
(otherwise eik or ejk would fall in V), and hence both riri,a and nj,a must be 
orthogonal to a. Then 
0 = (a, qka - rjka) = a( y - a) + p( p - y ) + y( a - /?) 
Consequently, (Y + p = 2y. On the other hand, 0 = (a, rjka) = p2 + 2ay + x 
forsomex~O.ButP2+2LYy+X=P2+(Y((Y+P)+X>0,acontradiction. 
q 
Now we are ready to prove Proposition 2. 
Proof of Proposition 2. By Lemma 7, sufficiency is obvious. We now 
prove necessity. Assume that V, and V, do not satisfy any of conditions 
(a)-(e). We shall show that there exists a 7~ E S, such that V, is acute to TV,. 
Notice that the set 2 = {(V,, V,) : V, and V, do not satisfy any of the 
conditions (a)-(e)} is invariant under orthogonal complementation, in the 
INVARIANT SUBSPACES 513 
sense that (V,, V,) E Z’ * (V,, V,’ ) E &‘, (V,’ , V,) E &‘, and (Vi’, V,l) E 
2. It is also clear that .P is invariant under permutations of components. 
Therefore, in view of Lemma 4, without loss of generality, we may assume 
that 
dimV, < min(dimV,,dimV,I ,dimVal ). , (3.2) 
Furthermore, if both V, and V, are contained in UN, then by the second part 
of Lemma 4, one may assume that 
dimV, < min(dimV,,diml?r,dimVa), (3.3) 
where Vr and ?CC are the orthogonal complements of V, and V, in UN, 
respectively. The above requires possible renaming and/or taking orthogonal 
complements. Since (V,, V,) E &‘, it is easy to see that these operations do 
not destroy the assumption that both V, and V, are nontrivial subspaces 
of RN. 
We further claim that we may assume 
VlflV,# (0). (3.4) 
Suppose Vi n V, = (0). If there exists a 7~ such that nVa is acute to Vi, then 
there is nothing to prove. Otherwise, PV, is nonacute to V, for all g. We 
claim that there exists a 7~* such that r*Vz n V, # (0). This is because if 
7rVa n V, = (0) for all 7~, then TV, I V, for all YT, which would imply that the 
space generated by { rVz }, Es, is contained in V,‘. By Lemma 1, one of the 
following must hold: 
(i) Va = (jN), Vr c vN; 
(ii) Va c u,, Vr = (jN>; 
(iii) V, = (0); 
(iv) V, = (0). 
All of these are ruled out by the assumption that (V,, V,) E 2' and that V,, Va 
are nontrivial subspaces of RN. Therefore there exists a n* such that 
n*V, n V, # (0). Now by renaming r*V, as V,, one has Vi fl VC f {0}, i.e., 
(3.4) holds. 
Then by (3.2), (3.3) (3.4) and Lemma 3 with V= RN and V= UN, we 
have 
V,+V,#RN and V,+V,#U, (when V,,V,CU,). (3.5) 
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We first consider the case dim(V, n V,) >, 2. In this case, pick an arbitrary 
nonzero vector e in Vi n V, not equivalent to j,. By Lemma 1, there exists a 
transposition T such that re @ Vi + V,. Then from Lemma 6, we have 
dim( Vi n TV,) = dim( Vi n V,) - 1. A series of such transpositions will lead to 
a permutation r* * such that dim(V, n r**V,) = 1, and (3.5) still holds with 
V, replaced by r**Va. So it is enough to consider the case dim(V, n V,) = 1. 
Now assume Vi f7 V, = (a), where a # 0. If a is not equivalent to any of 
U4’ u2> IN> ei, or bk, then by Lemma 8, there exists a transposition 7~ such 
that qa is not orthogonal to a and ra 4 Vi +V2. Then by Lemma 6, 
Vi n TV, = (0). Since a E Vi, na E rV2, and a is not orthogonal to aa, we 
conclude that nV, is acute to V,. 
Since V, + V, f RN and Vi + V, f UN, obviously a # u2. The case a = u4 
can be handled in a straightforward manner. So it remains to consider the 
case where a is one of jrv, eh, or bk. 
(I) a = j,: In this case, V, = (jN) @V,l and V, = (jN) @V,l for some 
VL, V,’ c UN. It is enough to show that there exists a 7j such that Vi’ is acute 
to iiV,l. This follows from the preceding proof because for any 7~, Vi’ n TV, 
can never be the one-dimensional space spanned by a vector equivalent to jN, 
el,, or bh. 
(II) a = el,, i.e., Vi n V, = (ei): We may assume that Vi is nonacute to 
V,; otherwise there is nothing to prove. Then without loss of generality, we 
may write Vi and V, as 
Vl = (e!d @ 6) @Al 
and 
V2 = (ei) @ (S,) @A,, 
where 
A, and A, are subspaces of (e’$,...,ek) with3<k<N, (3.6a) 
A i I A, and both do not contain vectors equivalent to eh, or bi. (3.6b) 
S, and S, are disjoint (and possibly empty) subsets of e$ ‘, , . . ,e$ (3.6~) 
We shall divide the proof into two cases: (i) there exists a transposition rssl 
with 2 < s, t < k such that A, n rss,A 2 + (0); (ii) such a transposition does 
not exist. 
Case (i). In this case, Vi n r,yZ = (eh) $ (A, n gss,Aa), which by Lemma 5 
has dimension 2. Since V, + rstv, z RN, there exists a transposition 75, such 
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that ii,e’, 4 Vi + rrstVz. By Lemma 6, dim{ Vi n fii(n,,Va)} = dim(V, n r,ys) 
- 1 = 1. Then Lemma 5(b) implies that 
Now since 7T,e’, GZ Vi + T,~V,, we have e’, P Vi n 7jl( nstVz). Also, A 2 does not 
contain any eiN, so we have e’,v 4 Vi n fi1(+rrs,tV2) for i > 2. Therefore Vi n 
iii(?r,,V,) # (eiN) for all i 2 1. If we can show that Vi n 7?l(rstV2) is also not 
spanned by any tiN, then renaming 7?i(~~~Vs) as V, reduces to a case 
considered before. So it suffices to show that all biN P Vi n fil( rstV2). If 
bN E Vi n iTi(~~,Vs), then b’,v E Vi and 7~,~7ji(bf~) E Vs. By (3.6b), .9’biN I 
P[rr~sf+?l(biN)], where 9 is the orthogonal projection onto (eg,.. .,ez). This 
can be shown to be not possible by directly computing the inner products. 
Case (ii). In this case, we have A, n rstA, = (0) for all transpositions 7rs’st 
with 2 < s, t < k. Then an argument similar to the one employed in proving 
Lemma 1 shows that either of the following must hold: 
(a) One of A, and A,, say A,, is (0): In this case, it is clear that V, is 
acute to riiV, for some 2 < i < k. 
(b) One of A, and A,, say A,, is the onedimensional space generated by 
e2,+ .ee +ei, and all the vectors in A, are of the form Cf=,cieiN with 
C:=zci = 0: Consider V, n ~risV,. Since eh E V, n V, but does not 
belong to V, n m,,Vr, by Lemma 5(a) we have dim( V, n TJ'~) = 0 or 1. 
If V, n rlzV, = {0}, then V, is acute to ~isV,. This is because e’, E V,, 
el,+e3,+ ... + ek E ?rrsVi, and eh is not orthogonal to ek + ei 
+ . . . + e”,. On the other hand, if V, n mJ, # { 0}, then it must be 
generated by e’, + e”, + . . . + ek - (k - 2)e$. Let B, and B, be the 
orthogonal complements of Vs n arsV, in ~isV, and V,, respectively. 
Then v,=e’,+e$+ ... +ek, + {(k - l)/(k - 2)}e”, E B, and v, = 
- {k-2+(k-2)‘}eh+e$+ ... +ek,-(k-2)e%EBz. Since vr is 
not orthogonal to v,, we conclude that V, is acute to riaV,. 
(III) a = bi, i.e., Vi n V, is generated by a vector equivalent to b’,: 
This case can be handled in a way similar to (II). It is actually somewhat 
simpler, because when we mimic the proof in (II), after applying a certain 
permutation r, we get Vi n TV, # (b$), but no longer have to worry about 
the possibility Vi n TV, = (ei). n 
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