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Abstract
The last decade of the 20th Century produced several Noble Prize winning, revolutionary, dis-
coveries that changed both standard models of particle physics and cosmology. The analysis
of Supernovae Type Ia light-curves showed that the Universe is going through an accelerated
expansion phase – leading to the LCDM paradigm. Meanwhile, solar and atmospheric neu-
trino experiments demonstrated that neutrinos oscillate between their three leptonian flavours –
implying they have non-vanishing mass eigen-states. Now, almost 20 years later, cosmology
has shifted towards being a precise science with an increasing amount of data. Uncertain-
ties in cosmological parameters’ measurement have been reduced to a percent level. Recent
studies presented in this work seem to also confirm the flat-LCDM paradigm. In this work, it
is demonstrated that an angular power spectra analysis of spectroscopic galaxy surveys can
overcome most of these difficulties while still extracting competitive and powerful constraints
– when compared to results from most large cosmology collaborations. This important result
breaks the paradigm for galaxy survey analysis, probing the evolution of structure formation with
more detail than the standard 3D analysis. This work advocates for tomographic analysis to be
used as a unified framework for all galaxy surveys. Such framework allows to optimally combine
different types of cosmological observations, taking into account cross-correlations between a
variety of probes and samples while allowing for modelling and mitigation of errors in a robust
way. Using this approach, it is demonstrated that current cosmological data can be combined
with neutrino oscillation experiments to yield robust constraints on the upper bounds of the sum
of neutrino masses and the lightest neutrino species. Finally, a generic Bayesian angular power
spectra estimator for spin-0 and spin-2 fields is presented with applications to Euclid-like galaxy
clustering simulations as a solution to reliably probing large scales for future studies related to
primordial non-gaussianity .
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Impact Statement
In this work, I demonstrate the full potential of performing an analysis using spherical harmonics
to obtain competitive cosmological information from redshift galaxy surveys. Demonstrating that
this approach is as powerful, if not more powerful than, the standard 3D analysis performed
in spectroscopic surveys, shows that this is the perfect unified framework to be used when
combining cosmological probes in the future. Even though the cosmological analysis using the
angular power spectra of BOSS galaxies did not yield new cosmological insights, I was able to
measure the equation-of-state of dark energy with the same accuracy as other state-of-the-art
cosmology collaborations. This is a definitive demonstration of this approach’s power.
Beyond that, I have demonstrated that cosmological probes can be combined with Particle
Physics constraints from neutrino oscillation experiments in order to obtain the first ever upper
bound on the mass of the lightest neutrino species – independently of neutrinos being Dirac or
Majorana. This, as far as I am aware, was never done before with real data. These results open
a whole new door for collaborations between particle physicists and cosmologists – allowing
galaxy surveys to break the Standard Model of Cosmology while trying to fix the Standard Model
of Particle Physics by shining a light into neutrino masses from a new and different perspective.
Results related to the lightest neutrino mass from combined cosmological probes and
oscillation experiment constraints were submitted to Physical Review Letters. Once accepted,
these findings will be part of a press-release to inform the general public outside the scientific
community. I have already performed talks in schools about ‘Hunting Ghosts with Galaxies’ to
communicate the general public about neutrino physics, modern cosmology, and the importance
of galaxy surveys for the future of science. The impact of this results are clear as day and can
change future research beyond just the way we probe neutrinos in cosmology.
Finally, on the last chapter, I present application of a Bayesian angular power spectra
estimator for galaxy surveys. The final interest here is to provide the Euclid Collaboration
(to which I am a member) with more precise and accurate option to obtain galaxy clustering
measurements. This method helps obtaining precise information on the large scale end of the
power spectrum, where information related to new physics could be hiding – making this work
crucial for stepping towards a new paradigm in cosmology.
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1Introduction
„La utopía está en el horizonte. Camino dos pasos,
ella se aleja dos pasos. Camino diez pasos y el
horizonte se corre diez pasos más allá. Por mucho
que camine nunca la alcanzaré. ¿Entonces para qué
sirve la utopía? Para eso, sirve para caminar.
— Eduardo Galeano
Cosmology is one of the most impressive and advanced human intellectual ventures. Cos-
mological ideas were shared and discussed between humans as long as we have recorded
history (Warren, 1901; Rochberg, 2002). Ideas about the cosmos initially were intertwined with
religious and spiritual concepts through cultural cosmogonic concepts. Little by little, ancient
Greek (Couprie, 2011), Chinese (Kohn, 1994), and Arabic (Langermann, 1997) astronomers and
philosophers begun wondering about the cosmos from a more logical point of view, developing
concepts which started separating cosmology from religion. However, cosmology as we know
was still far away from being granted a scientific status. It was not until the XVIIth century with
Newton’s law of gravitation, following Kepler’s remarks on planetary motion, that the cornerstone
of cosmology as an empirical science was initially set (Gleiser, 2005).
A century after Newton’s law of gravitation was dethroned by Einstein’s theory of General
Relativity (GR), we now live the so-called “Precision Cosmology Era" (Primack, 2005). A new
paradigm, set in the last decade of the XXth century, arises from Supernovae Type Ia (SNe
Ia) observations (Riess et al., 1998; Perlmutter et al., 1999). These observations suggest our
Universe is going through an accelerated expansion phase, contradicting our instincts about
the nature of gravitational interaction. The cause of this accelerated expansion is attributed to
the cosmological constant Λ, introduced by Einstein in his 1917 re-formulation of the equations
of field from GR as a way to achieve a static cosmological scenario (Einstein, 1917). The true
nature of Λ is still a mystery. If interpreted as vacuum energy, particle physics predict a value of Λ
that is around 120 orders of magnitude larger than the measured value (Novosyadlyj, 2018). This
strange component is often generalised as dark energy – a component that exerts a negative
pressure in the matter content of the Universe. Generally, dark energy is parametrised as the
ratio between its pressure and energy density through the equation-of-state: w0 = pde/ρde . If
w0 = −1, dark energy is simply the cosmological constant, Λ .
The final piece of the current cosmological paradigm is the so-called cold dark matter (CDM).
This strange component arises as an explanation for different astronomical observations such
as the discrepancy of mass due to the rotational curves of galaxies (Rubin and Ford, 1970;
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Roberts and Rots, 1973), the strong and weak gravitational lensing by background galaxies in
foreground objects (Clowe et al., 2006), and other effects (see Ostriker, 1993, for a detailed
review). This collection of observations suggests that around 75% of the matter in the Universe
is non-luminous and only interacts gravitationally. This contemporary paradigm in cosmology is
refereed to as the ΛCDM cosmological model.
In the Era of Precision Cosmology, maximising the information extracted from cosmological
surveys is key to the move towards a new paradigm. With the increase of data being gathered
by current and future telescopes, cosmology will be able to shine a light into the dark Universe
– understanding the nature of both dark energy and dark matter. Nonetheless, cosmological
surveys also have the ability to probe the nature of another mysterious constituents of the
Universe: neutrinos. Although initially a good candidate for dark matter, up until recent years
neutrinos were thought to be massless and their impact in cosmology was assumed to be
radiation-like (see Section 1.1.3). However, neutrino oscillation experiments in the late 90s, like
the Super-Kamiokande (Fukuda et al., 1998), demonstrated that these particles were actually
massive. Currently, atmospheric and solar neutrino experiments are able to measure the square
of the mass difference between species, leading to a lower bound for the total mass of neutrino
species. The hierarchy, or ordering, of the masses is still highly degenerate and particle physics
experiments are not able to distinguish between the two possible scenarios (Gonzalez-Garcia,
Maltoni, and Schwetz, 2014). Notwithstanding, even though some particle physics experiments
like Katrin (Kleesiek et al., 2018) aim to measure the upper bound of neutrino masses, current and
future cosmological galaxy surveys have the potential to constraint not only the upper bound on
the sum of neutrino masses,
∑
mν , but also the hierarchy of neutrino mass species (Hannestad,
2003; Abdalla and Rawlings, 2007; Hannestad and Schwetz, 2016).
In this introductory chapter, I will present the basic concepts that pave the way to a General
Theory of Relativity, a general cosmological solution, and how ΛCDM came to be the current
cosmological paradigm. Next, I describe the inhomogeneous Universe through linear perturbation
theory and some probes for the study of inhomogeneities in the Universe. Following, I describe
the Bayesian framework used to perform inference with cosmological data. I close this chapter
with a brief description of surveys relevant to the work presented in the subsequent chapters and
a short thesis structure summarising each chapter, collaborator’s contributions, and publications
details.
1.1 From General Relativity to Modern Cosmology
As an empirical science, discrepancies between data and the Newtonian theory of gravitation
started to arise over the following two hundred years after Newton’s Principia was first published:
the irregular orbit of Mercury seemed to suggest the existence of an extra planet in a innermost
orbit – such planet, called Vulcan, was never observed (Le Verrier, 1859); the distribution of
stars and nebulae seem to contradict the cosmological prediction from Newtonian gravity which
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suggested a static and structureless universal configuration. These were just few of the problems
faced until the beginning of the XXth century. Cosmology still could not explain the origin of
the Universe and its status as a modern science was not fully established until 1915 (Gleiser,
2005).
This section envisions to explain the route between the formulation of a more general theory
of gravity and the way to the mathematical framework leading to the ΛCDM paradigm.
1.1.1 Einstein’s field equations
Einstein’s theory of General Relativity (GR) in 1915 sets the grounds for modern cosmology as we
know it. This revolutionary theory is based on two simple principles: the principle of covariance
and the principle of equivalence. The first states that the laws of physics can be expressed in
a coordinate independent way, which implies that no preferred coordinate system exists in the
Universe. As consequence, General Relativity is formulated in a covariant way, independent of
coordinate system, in which the spacetime line element can be expressed in terms of the metric,
gµν , as1
ds2 = gµνdx
µdxν . (1.1)
A step towards a covariant formulation of GR is achieved by defining the affine connection, also
known as the Christoffel symbols, which depends on the first derivatives of the metric
Γµαβ ≡
gµν
2
[gαν,β + gβν,α − gαβ,ν ] , (1.2)
with the derivatives being expressed as the comma followed by an index, i. e. gαβ,ν = ∂gαβ/∂dxµ.
This object, the affine connection, allows for a covariant derivative operator to be defined in a
way that the derivative of a tensor, Gµν , remains a tensor
Gµν;α ≡ Gµν,α − ΓβναGµβ + ΓµβαGβν , (1.3)
where now the ‘;’ followed by an index denotes a covariant derivative.
The second principle, that of equivalence, states the correspondence between gravitational
fields and non-inertial observers in the absence of a gravitational field; it guarantees the full
relativity of motion. The principle of equivalence can be divided into two different statements
regarding equivalence of motion. The weak equivalence principle is intimately related to the
concept of spacetime: in any gravitational field, a free falling observer will not feel any gravitational
forces due to, in these cases, the flatness of the field (Wiltshire, 2008). This means that, locally,
1 In this section, it is assumed Einstein’s summation notation; with Greek-lettered indices varying from 0 to 3. The first
index is related to the temporal coordinate, i. e. dx0 = dt; the last three indices are for spacelike coordinates, also
expressed with Latin-lettered indices.
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for any free falling observer, spacetime assumes a Minkowski metric 2. The strong equivalence
principle, as the name suggests, makes a more powerful statement: in a free falling frame,
as well as in the absence of gravitational fields, all laws of physics should have the same
mathematical form and description.
Free moving particles move in straight lines both in classical mechanics and in special
relativity as, in the absence of external forces, a straight line is the minimal path a particle can
move. In GR, however, a generalisation of this concept is necessary since this theory embraces
non-Euclidian geometries, e. g. curved spacetime. For this general case, particles will move
along minimal paths in spacetime length, called geodesics, which are mathematically described
as
d2xµ
dτ 2
= −Γµαβ
dxα
dτ
dxβ
dτ
, (1.4)
where τ is a generic parametrisation, describing the particle’s path in the absence of external
forces. Equation (1.4) is referred as the geodesic’s equation.
Based on these two principles, Einstein wrote his field equations with a strong influence from
Mach’s principle (Brans and Dicke, 1961), an idea which maintains that the rest frame of matter
is, itself, an inertial frame. One can follow Einstein’s reasoning and start the derivation of the
field equations from conservation laws by assuming a zero divergence of the energy-momentum
tensor, Tµν , considered in GR to be the source of gravitation:
Tµν ;ν =
∂Tµν
∂xν
+ ΓµανT
αν + ΓναµT
µα = 0 . (1.5)
here, T 00 is the energy density and T ij is the i-component of current for the j-momentum of
a given distribution of components – matter, radiation, etc. (Peacock, 1999; Dodelson, 2003;
Schneider, 2016).
Following, the next step towards building Einstein’s field equations comes from searching
a tensor which relates the energy-momentum tensor to a gravitational potential. Reasoning
suggests that such a tensor is related to second derivatives of the metric, representing spacetime
curvature: ∂2gµν/∂xα∂xβ . There are six different ways these four indices can be split into 2 pairs;
S. Weinberg, 1972 demonstrates that there is a unique choice leading to a tensor which is linear
in second derivatives of the metric. This tensor is known as the Riemann tensor (Peacock,
1999, p. 19)
Rαµνβ = Γ
α
µν,β − Γαµβ,ν + ΓκµνΓαβκ − ΓκµβΓανκ . (1.6)
Contracting two indices from the above tensor leads to the Ricci tensor
Rµν = Γ
η
µν,η − Γηµη,ν + ΓκµνΓηηκ − ΓκµηΓηνκ . (1.7)
2 The same metric assumed for Special Relativity: gµν = diag(−1, 1, 1, 1)
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Contracting the two last indices leads to the Ricci scalar
R = Rµµ = g
µνRµν . (1.8)
Now, one can use the Bianchi identities (S. Weinberg, 1972; Misner, Thorne, and Wheeler,
1973; Dodelson, 2003) to construct a tensor which has zero divergence like the energy-momentum
tensor from Equation (1.5). The Bianchi identity states that
Rλµνκ;η + Rλµην;κ + Rλµκη;ν = 0 . (1.9)
When contracting two of the indices above, the contracted version of the Bianchi identity is a
tensor with zero divergence
Gµν ;µ ≡
(
Rµν − 1
2
gµνR
)
;µ
= 0 . (1.10)
The left hand side tensor, Gµν , is also known as the Einstein tensor and it describes the geometric
component of Einstein’s field equations.
This was the piece missing to write Einstein’s field equations relating the geometry of the
Universe to its energy-momentum content
Gµν = 8piGTµν − gµνΛ , (1.11)
where the speed-of-light is set to be unity from now on, i.e. c = 1. The second term in the
right hand side of Equation (1.11) is the cosmological constant, introduced by Einstein in 1917
(Einstein, 1917; Novosyadlyj, 2018). This equation is the basis of modern cosmology as it sets
the grounds for the interplay between the matter-energy distribution and the geometry of the
Universe in a covariant way. The next section presents a general solution to this equation which
can be applied to explain the geometry and evolution of the Universe.
1.1.2 The Friedmann-Robertson-Walker Metric
In this section, I present the argument andmotivation behind the choice of metric used in Einstein’s
field equations in order to obtain the right hand side of Equation (1.11). The Copernican principle
states that the Earth does not occupy a special place in the Universe; this is the starting point
in order to develop a modern theory of cosmology. However, this principle mostly refers to the
status of our planet in relation to the Solar System; it states that the Earth is not the centre of the
Universe and that our planet is just one of many translating around the Sun. A general version of
this concept appears in modern cosmology as the Cosmological Principle and it is believed
that it was first introduced in its modern formulation by Newton (Newton, 1687; Gleiser, 2005)
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The Cosmological Principle states that, in sufficiently large scales, the properties of the
Universe are the same to all observers, which implies that the Universe is spatially homogeneous –
it has constant density – and isotropic – it is identical in all directions (Keel, 2002). More generally,
isotropy is a directional statement, which affirms that there are no preferred spacial directions in
the Universe; homogeneity, however, is a statement about the Universe’s density, it affirms that,
spatially, the Universe ‘looks the same’ at any given moment in time. Both these cosmological
assumptions have been experimentally tested by measuring the scale of homogeneity in the
Universe (Wu, Lahav, and Rees, 1999) and by performing tests of non-isotropic models in Cosmic
Microwave Background (CMB) data from the Planck Satellite (Saadeh et al., 2016) which ruled
out non-isotropic models against isotropic ones. Both these symmetries give an insight about
the Universe’s topology, allowing it to be foliated by globally extended instants, called spacelike
hyper-surfaces, leading to a concept of cosmic time. As a consequence of such symmetries,
a class of privileged observers can be defined: the fundamental observers – observers which
are at rest with respect to the matter content of the Universe. The wordlines, paths in spacetime
coordinates, of these observers are orthogonal to a time foliation and their clocks measure the
cosmic time at each given moment.
The final ingredient to write a metric for Equation (1.11) is to allow the Universe to go under
expansion. This is mainly motivated by the discoveries made by Edwin Hubble in 1929: galaxies
are separating from each other with a rate that depends on the distance between them (Hubble,
1929). This expansion, combined with the concept of time introduced in the previous paragraph
and isotropy leads to what is know as the Friedmann-Roberson-Walker (FRW) metric (Friedmann,
1922; Peacock, 1999; Dodelson, 2003):
ds2 = −dt2 + R2(t) [f 2(r) + g2(r) (dθ2 + sin2 θdφ2)] . (1.12)
In the above metric – shown here in spherical spatial coordinates –, distances are measured
as a product of a time dependent scale factor, R(t), and a comoving coordinate, r – where t is
the proper time for observers at a constant given r . Back to the metric in Equation (1.12), the
arbitrary functions f (r) and g(r) can be chosen in a way to resemble an Euclidean space, i. e.
f (r) = 1 and g(r) = r2. In this way, the FRW metric can be written in a general manner – in
which open, flat, and closed geometries can be included – as
ds2 = −dt2 + R2(t) [dr2 + S2k (r) (dθ2 + sin2 θdφ2)] , (1.13)
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where Sk (r) takes different forms depending on the overall geometry of the Universe and its
matter-energy content.
Sk (r) =
sin(
√
Kr)√
Kr
=

sin(r), K = 1 (closed geometry)
r , K = 0 (flat geometry)
sinh(r) K = −1 (open geometry).
(1.14)
Figure 1.1 shows an illustration of these geometries and their relationship with the dimensionless
total density of the Universe, Ω ≡ ρtot/ρc – where ρc is the critical density of the Universe, the
precise density the Universe has if no curvature is present (see Section 1.1.3 for more details).
Recent results from the Planck Collaboration, combining their observations with Baryon Acoustic
Oscillations (BAO) measurements, strongly suggest that our Universe is ‘spatially flat to a 1σ
accuracy of 0.2%’ (Planck Collaboration, 2018).
Cosmological redshift
Following the discovery made by Hubble, 1929, nearby galaxies in the local Universe obey a linear
law relating their distance and the rate at which they are distancing from a observer: v = H0x . This
relation is also known as Hubble-Lemaître law3 – where H0 is referenced in modern cosmology
as the Hubble constant. From the FRW metric, the physical distance between two fundamental
observers (observers at rest in relation to the expansion of the Universe) is R(t)dr . Using this
relation, Hubble’s law can be re-written in a more generic fashion as
H(t) =
R˙(t)
R(t)
, (1.15)
where the dot denotes a temporal derivative.
At small scales, one can define the cosmological redshift in terms of the ration between the
wavelength at the source of light and the observed light wavelengths,
λobs
λsource
≡ 1 + z , (1.16)
where z is the cosmological redshift as usually referenced in the literature.
A general definition can be achieved when one considers a photon’s null geodesic (in the
absence of external forces or gravitational fields). As photons propagate radially in a geodesic,
the FRW metric leads to
r =
∫
dt
R(t)
. (1.17)
3Recently, during the 30th Meeting of the International Astronomical Union (IAU) in Vienna, the astronomical community
decided to change this relation from ‘Hubble’s law’ to ‘Hubble-Lemaître law’ (Kragh, 2018).
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Fig. 1.1.: An artistic representation of the three geometries considered in the FRW metric – Equation (1.13)
– and their relationship between the total density of the Universe and the critical density, the
dimensionless density parameter Ω ≡ ρ/ρc . (top) If K = 1 in Equation (1.14), the total density
is bigger than the critical density (Ω > 1) and the geometry of the Universe is closed, meaning
that the sum of internal angles of a 2D triangle is > 180o . (middle) If K = −1, total density of the
Universe is smaller than the critical density (Ω < 1) and the geometry of the Universe is open –
sum of internal angles of the 2D triangle is < 180o . (bottom) The last case happens when K = 0,
when the total density of the Universe is precisely the critical density (Ω = 1), this leads to a
flat geometry for the Universe – the usual Euclidean case, with the sum of internal angles of a
triangle being precisely 180o . (Figure created by R. Jackson)
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Following, the comoving distance should be the same for all fundamental observers, therefore
the integral above leads to
dtsource
dtobs
=
R(tsource)
R(tobs)
. (1.18)
A conclusion here is that there is a time-dilation for photons emitted at distant galaxies which
is proportional to the expansion of the Universe. This effect is reflected, as expected, in the
observed wavelength yielding
1
a(t)
=
λobs
λsource
≡ 1 + z , (1.19)
where a(t) ≡ R(t)/R(t0) is the dimensionless scale factor, i. e. the scale factor at a given time t
in terms of the current value of R at the present time, t0. In other words, a(t0) = 1.
The ability to link the wavelength of light to the expansion of the Universe is a core concept in
modern cosmology. As an example, it facilitates measurements of distance in the radial direction
using spectra from spectroscopic surveys, or through the redshifted line-breaks of some types of
galaxies through photometric bands’ filters in photometric surveys (Abdalla, Banerji, et al., 2011;
Marmet, 2018).
1.1.3 The ΛCDM Paradigm
In the previous section, a relationship between geometry and the energy density content of
the Universe appeared, relating Ω and K . In pursuance of a standard model for cosmology,
the right hand side of Einstein’s field equations, the energy-momentum tensor, needs to be
defined. As this object must also obey the Cosmological Principle, it needs to be isotropic and
homogeneous; a perfect fluid is a suitable candidate to describe the Universe in large scales.
The energy-momentum tensor for a perfect fluid can be written as
Tµν = −(ρ+ p)dx
µ
ds
dxν
ds
− gµνp, (1.20)
where ρ is the energy density and p is the pressure exerted by the fluid. The expression from
Equation (1.20) can be re-written in comoving coordinates as
Tµν =

−ρ 0 0 0
0 p 0 0
0 0 p 0
0 0 0 p
 . (1.21)
Inserting the energy-momentum tensor above with the FRW metric into Einstein’s field
equations, one finds the dynamical equations governing the behaviour of the scale factor. First,
one obtains the non-trivial components of the Einstein tensor as
1.1 From General Relativity to Modern Cosmology 29
G00 =
3
a2
(
a˙2 + K
)
, (1.22)
Gij =
1
a2
(
2aa¨ + a˙2 + K
)
δij , (1.23)
where δij is the Kronecker delta. Next, including the energy-momentum tensor from Equation
(1.21) (Friedmann, 1922; Friedmann, 1924):
(
a˙
a
)2
=
8piG
3
ρ− K
a2
+
Λ
3
, (1.24)
and
a¨
a
= −
{
4piGp +
1
2
[(
a˙
a
)2
+
K
a2
]}
+
Λ
3
. (1.25)
These are known as the Friendmann Equations (Friedmann, 1922; Friedmann, 1924),
combining them leads to
a¨
a˙
= −4piG
3
(ρ+ 3p) , (1.26)
which implies that the acceleration is independent of the geometry, K . However, one can re-write
Equation (1.24) to obtain an expression for K in terms of the time dependent variables a(t), ρ(t),
and p(t) (T. Padmanabhan, 1999). At the present time, a(t = t0) = 1 (Friedmann, 1924),
K =
8piG
3
ρ(t0)− a˙2(t0) + Λ
3
(1.27)
≡ H20 (Ω(t0)− 1) , (1.28)
here, H0 is the Hubble constant measured today and Ω ≡ ρ/ρc is again the dimensionless total
density of the Universe. The critical density, ρc , is defined to be the precise energy density the
Universe needs so its geometry is flat, i. e. K = 0; it can be defined from Equation (1.27) as
ρc ≡ 3H20/8piG = 8.098× 10−11eV4. Figure 1.1 shows the relationship between the total density
of the Universe and its geometry.
It is useful to express Equation (1.25) in terms of the Universe’s components and their
evolution according to the scale factor: pressureless matter (baryonic or dark), ρm = (ρb +ρcdm) ∝
a−3(t); radiation, ρr ∝ a−4(t); and vacuum energy, ρΛ = Λ/8piG . Using these relations, the
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second Friedmann equation – Equation (1.25) – can be expressed in terms of the Hubble
constant
E 2(t) ≡ H
2(t)
H20
=
[
Ωra
−4(t) + Ωma−3(t) + ΩKa−2(t) + ΩΛ
]
, (1.29)
where the Ωi are the dimensionless density of each component i considered
Ωr ≡ ρr (t0)
ρc
; Ωm ≡ ρm(t0)
ρc
; ΩΛ ≡ ρΛ
ρc
; (1.30)
ΩK ≡ 1− (Ωr + Ωm + ΩΛ) = 1− Ω . (1.31)
Promptly, Equation (1.29) can be written in terms of the equation-of-state, wi , for each of the
components
E 2(t) =
∑
i
Ωia
−3(1+wi ) (1.32)
=
∑
i
Ωi (1 + z)
3(1+wi ) (1.33)
with
wi =

1/3, for radiation
0, for matter (dark and baryonic)
−1/3, for curvature
−1, for vacuum or cosmological constant
(1.34)
Now, the comoving distance at a given redshift can simply be expressed as
χ(z) =
1
H0
∫ z
0
dz ′
E (z ′)
(1.35)
which means that distance measurements in comoving coordinates depend on the energy density
content of the Universe at a given redshift.
A brief description of each of the components of the Universe follows in the next subsections
(Dodelson, 2003; Schneider, 2016).
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Radiation, Ωr :
Cosmic microwave background experiments such as COBE (Fixsen et al., 1996), WMAP (Bennett
et al., 2013; Hinshaw et al., 2013), and the Planck Satellite (Planck Collaboration, 2018) all
measure the temperature of the CMB photons. The CMB photon temperature has been measured
with incredible precision already with the FIRAS instrument (on-board of the COBE satellite) to
be a perfect fit of a black-body radiation with Tcmb = 2.725± 0.002K (Mather et al., 1999). The
energy density of photons can be estimated from statistical mechanics using the Bose-Einstein
distribution function (Dodelson, 2003, p. 40)
ργ = 2
∫
d3p
(2pi)3
p
(
ep/Tcmb−1
)−1
(1.36)
=
pi2
15
T 4cmb (1.37)
=
pi2
15
(
2.725K
a
)4
(1.38)
and the equation-of-state for radiation is consistent with the pressure exerted by this component,
pr =
1
3ρr . In terms of the dimensionless radiation density, Ωr ≈ 5 × 10−5 (Schneider, 2016, p.
182).
Part of the radiation content is also composed of neutrinos, even thought the mass of these
particles are small, it is known that it is non-zero (Fukuda et al., 1998). Neutrinos, therefore, act
relativistically at decoupling causing them to behave as radiation in the early Universe.
Baryonic Matter, Ωb :
Baryonic matter constitutes all matter as we commonly refer to: all the atoms in the periodic
table, electrons, neutrons, protons and more. In other words, any sort of particles described by
the Standard Model of Particle Physics (Figure 1.2) – apart from neutrinos which, even though
being massive, behave close to being relativistic in the early Universe. The baryonic matter
density behaves similarly to a gas with a certain temperature but with zero chemical potential.
Baryons interact with other components not only via gravitational interaction but also via the
electromagnetic force. Therefore, baryons and photons are coupled throughout the history of the
Universe; during this phases, baryonic matter has an equation-of-state p = ρ/3. After photons
and baryons decouple, this component behaves as a pressureless fluid with an equation-of-state
p = 0.
In a seminal work by Fukugita, Hogan, and Peebles, 1998, the authors estimate the baryonic
content of the Universe using four different methods at low redshift (z ≈ 0), high redshift (z ≈ 3)
gas components, and big bang nucleosynthesis (BBN) abundances (Tytler et al., 2000b; Cyburt
et al., 2016). The low redshift indicators contain stars in elliptical, spiral, and irregular galaxies,
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2
≃173.1 GeV/c2
≃4.7 MeV/c2 ≃96 MeV/c
2
≃105.66 MeV/c2
Fig. 1.2.: Standard Model of Particle Physics: (purple) the six quarks; (red) the four gauge bosons: gluon
(strong force), photon (electromagnetic force), Z and W bosons (weak force); (green) the six
leptons: the three neutrino species and their charged counterparts; (yellow) the newly experi-
mentally discovered Higgs bosons, a scalar boson. All of these particles, with the exception of
the W boson and the photon, have their associated anti-particle. The top values in the neutrino
boxes show the upper bounds for each flavour’s mass. (Source: Wikipedia, Particle Data Group –
http://pdg.lbl.gov)
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neutral atomic gas, plasma in clusters, warm and cool plasma in the intermediate mean in cluster
groups – with a sum of Ωb = 0.021. High redshift indicators constitute damped absorbers and
Lyα forest clouds (D. H. Weinberg et al., 2003), representing a value of Ωb agreeing with the low
redshift measurements. From BBN, the abundances of Deuterium and Helium also indicate a
baryonic content of Ωb ≈ 0.021± 0.007. These values are consistent with the current value found
by Planck Collaboration, 2018 (Ωbh2 = 0.0224± 0.0001) and the values found in BOSS analysis
in Chapter 3.
Cold Dark Matter, Ωcdm:
Cold dark matter is inferred indirectly via several observations – including the rotational curves of
galaxies (Rubin and Ford, 1970; Roberts and Rots, 1973) and gravitational lensing measurements
in galaxy clusters (Clowe et al., 2006) – indicating that the majority of matter in the Universe is
electromagnetically non-interactive, non-relativistic, and non-luminous. This strange component
interacts only gravitationally and, as a consequence, it is not coupled to photons. This causes
dark matter to start clustering earlier than baryonic matter. As there is no coupling, this component
also behaves as a pressure-less fluid, pcdm = 0, since very early in the Universe. The correlation
function of galaxies (Eisenstein et al., 2005), the power spectra of galaxies (Blake, Collister, et al.,
2007; Dawson et al., 2013), and the CMB acoustic peaks (Planck Collaboration, Ade, Aghanim,
Arnaud, et al., 2016; Planck Collaboration, Adam, et al., 2016; Planck Collaboration, 2018)
also need the additional existence of cold dark matter in order to explain the baryon acoustic
oscillation (BAO) peak and other features of the 2-point statistics in the analysis (see Section
1.2.2). These measurements combined seem to suggest that Ωcdm ≈ 0.25 .
Empirical evidence for cold darkmatter comes only through indirect gravitational observations,
no direct detection were made so far (Liu, Chen, and Ji, 2017). In light of these null detection,
there are some attempts to explain it with alternative theories. In the early years, neutrinos
were a good candidate for dark matter as they interact very weakly via the electromagnetic field.
Although, this hypothesis was later discarded as they later proved to behave more as a hot dark
matter – washing away structure instead of forming it earlier as CDM. Some other alternative
theories came from questioning the nature of GR, like Modified Newtonian Dynamics (MOND,
Milgrom 1983). MOND tries to explain the observational effects attributed to cold dark matter by
introducing an acceleration scale in which Newtonian dynamics is modified. Even though it was
created in order to solve the observations explained by dark matter, there are several issues with
this theory where it fails to explain other dark matter observations (Dodelson, 2011). One of them,
claimed as ‘a direct empirical proof of the existence of dark matter’ by Clowe et al., 2006 can
only be explained by MOND if the sum of mass of neutrinos were
∑
mν ≈ 2.0 eV (Angus et al.,
2007). Such a value is already excluded by galaxy clustering measurements – Thomas, Abdalla,
and Lahav 2010; Gonzalez-Garcia, Maltoni, and Schwetz 2014 as well as measurements shown
in Chapters 3 and 4 – which makes MOND very unlikely to be true.
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Cosmological Constant or Dark Energy, ΩΛ or Ωde:
Observations of Supernovae type Ia luminosity distance–redshift relation strongly suggest that
something is causing the Universe to go through an accelerated expansion phase (Riess et al.,
1998; Perlmutter et al., 1999; Novosyadlyj, 2018). The further away galaxies are, the faster they
distance themselves from each other. This effect is attributed to a mysterious component called
dark energy which seems to compose around 70% of the Universe (Planck Collaboration, 2018).
This component seems to exert a negative pressure, pde ≤ −ρde ; it can be parametrised in terms
of the equation-of-state parameter, w0 – where, if w0 = −1, dark energy is simply the cosmological
constant, Λ, as pΛ = −ρΛ. Any deviation from w0 = −1 would mean new physics, beyond the
standard ΛCDM model. Current observations from the Dark Energy Survey combined with BAO
measurements from BOSS (Alam et al., 2016), and CMB from Planck (Planck Collaboration, Ade,
Aghanim, Arnaud, et al., 2016) seem to suggest that w0 = −1.00+0.04−0.05. Measurements shown
in Chapter 3 are consistent with the DES findings; these seem to suggest that dark energy is
simply the cosmological constant, Λ. A lot of questions are still unanswered in Cosmology as the
nature of Λ is still unknown – if one does not accept it as a fundamental property of spacetime.
As an extension of the standard dark energy model, via parametrizing w0, it is common to
generalise Equation (1.32) for a case where the equation-of-state of dark energy varies over
redshift (Chevallier and Polarski, 2001; Shi, Huang, and Lu, 2011; Mortonson, D. H. Weinberg,
and White, 2014). For a flat Universe,
E 2(z) =
[
Ωr (1 + z)
4 + Ωm(1 + z)
3 + (1− (Ωr + Ωm))f (z)
]
, (1.39)
where Ωde ≡ 1−(Ωr +Ωm) is the normalised energy density of dark energy. The redshift evolution
for this quantity is now encompassed into the function, f (z), and it can be generically expressed
by (Shi, Huang, and Lu, 2011; Mortonson, D. H. Weinberg, and White, 2014):
f (z) ≡ ρde(z)
ρde(z = 0)
= exp
{
3
∫ z
0
[1 + w(z ′)]
dz ′
(1 + z ′)
}
. (1.40)
For the case where there’s no redshift dependency on the equation-of-state of dark energy, the
same expression as in Equation (1.34) is recovered, i. e. ρde(z)/ρde(z = 0) = (1 + z)3(1+w0).
However, current state-of-the-art cosmological data does not contain sufficient constraining
power to determine if such redshift evolution on w(z) exists or not (Alam et al., 2016; Planck
Collaboration, 2018).
Neutrinos, Ων:
Produced by weak force interactions, neutrinos come in three different leptonic flavours: neutrino
electron (νe), neutrino muon (νµ), and neutrino tau (ντ ); which are all associated with their
corresponding charged leptons: electron, muon, and tau (see Figure 1.2). As mentioned,
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experiments in the late 90s like the Super Kamiokande (Fukuda et al., 1998) and subsequent
experiments (Ahmad et al., 2002; Araki et al., 2005; Adamson et al., 2008; Ahn et al., 2012;
Abe et al., 2014) demonstrated that neutrinos oscillate between flavours which was a smoking
gun to the theory that neutrinos have finite mass eigenstates. The total mass of neutrinos and
their hierarchy (or ordering) is still unknown as particle physics oscillation experiments can only
measure the square mass splitting between species (Gonzalez-Garcia, Maltoni, and Schwetz,
2014):
∆m221 ≡ m22 −m21
≈ 7.49+0.19−0.17 × 10−5 eV2 (1.41)
|∆m31|2 ≡ |m23 −m21|
≈ 2.484+0.045−0.048 × 10−3 eV2. (1.42)
The measurement in Equation (1.41) comes from solar neutrino oscillation experiments, while
the measurement in Equation (1.42) comes from atmospheric neutrino oscillation experiments.
Both these measurements imply that at least two of the neutrino species have a non-zero mass.
However, as the signal in the |∆m31|2 is unknown, two different hierarchies are possible if the
masses are not completely degenerate.
The large scale structure of the Universe is sensitive to the sum of neutrino mass species,∑
mν = m1 + m2 + m3, as the cosmic neutrino density can be probed via the dimensionless
density of neutrinos, Ων ∝
∑
mν . In the early Universe, when the neutrino temperature was
sufficiently high, the energy density of neutrinos is related to that of photons (Equation 1.36) as
ρν =
7
8
(
4
11
)3/4
ργ (1.43)
where the factors in the above equation are related to the degeneracy factor of neutrinos, the
fact that neutrinos are fermions and obey a Fermi-Dirac distribution which leads to a factor of
(4/11)1/3, and, finally, the energy density of massless particles scaling with temperature with T 4
for photons (Dodelson, 2003, p. 45). For massive neutrinos, Equation (1.43) can be expressed
as
ρν′ =
2
(2pi)3
∫
d3p
√
p2 + (mν′)2
ep/Tν′ + 1
. (1.44)
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for each individual neutrino species, ν′. After the neutrino temperature (Tν′ ) drops to Tν′ ∼ mν′ ,
massive neutrinos start behaving non-relativistically. For a specific massive species with mass
mν , this effect happens around a redshift of
zn-r ≈ mν
3kBTν,0
≈ 2× 103
( mν
1 eV
)
, (1.45)
where Tν,0 is the present-day redshifted neutrino temperature (Ma, 2000), given by
Tν,0 =
(
4
11
)1/3
Tγ,0 = 1.947K, (1.46)
leading to an overall contribution to the energy density content of the Universe from neutrinos to
be expressed as (Hannestad, 2003)
Ων ≈
∑
mν
92.5h2eV . (1.47)
The redshift zn-r marks the moment at which neutrinos stop behaving as radiation and start
behaving as matter. At this moment, the average neutrino background momentum is given by
〈pν〉 = 3.15kBTν ; while after they become non-relativistic, the average speed is described as
〈vν〉 ≈ 160 km/h
(
1eV
mν
) (
Tν
1.947K
)
. Since the neutrino background temperature drops with Tν ∝ a−1,
the massive neutrinos will slow down as the Universe expands (Ma, 2000). Since zn-r happens
much later than the matter-radiation equality, zeq ∼ 24000Ωh2, neutrinos are still relativistic at this
moment which prevents massive neutrinos from gravitationally clustering during this period. As a
result, neutrinos ‘free-stream’ introducing a characteristic length scale related to the horizon size
at this epoch, Lfs ≈ 112 Mpc (mν/1 eV) (Ma, 2000; Hannestad, 2003; Lancaster et al., 2017).
Still, massive neutrinos act as some sort of ‘warm dark matter’ as they are almost relativistic
while barely interacting with matter other than gravitationally – this means that massive neutrinos
tend to ‘wash away’ structure in smaller scales. In Hannestad, 2003, and more recently in
Hannestad and Schwetz, 2016, the authors demonstrate the case for measuring not only the
upper limit for
∑
mν , but also the neutrino mass hierarchy from cosmological galaxy surveys.
In Chapter 4, I explore the impact of modelling the neutrino mass and neutrino mass hierarchy
using different assumptions and datasets.
Curvature, ΩK :
As shown in Equation (1.27) and Figure 1.1, there is a direct relationship between the curvature
of the Universe, its energy content, and the critical density, ρc . If Ω = 1, the Universe is perfectly
flat with K = 0. Balloon-based experiments in the late 90s and early 00s, like BOOMERanG (de
Bernardis et al., 2000) and MAXIMA (Hanany et al., 2000), were able to determine the overall
geometry of the Universe by locating the first acoustic peak in the angular power spectrum of
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cosmic microwave background temperature anisotropies. de Bernardis et al., 2000 found a peak
at a multipole `peak = 197± 6 with an amplitude of ∆T`=200 = (69± 4)± 7 mK4. The value of `peak
is mostly sensitive to two main cosmological parameters: the angular diameter distance from the
observer to decouple; and the acoustic sound horizon scale – this is due to density fluctuations
with scales near the size of the sound horizon at decoupling producing this first peak in the CMB
power spectrum. A flat Universe would present a `peak ≈ 200/Ω1/2; meanwhile, an open (closed)
Universe would shift the position of the first acoustic peak to higher (lower) multipoles.
Recent results from the Planck collaboration observations estimate ΩK = 1− Ω = 0.0007±
0.0037 (Planck Collaboration, 2018). This is a very strong observational evidence that the
Universe is flat, meaning that the energy density of the Universe is precisely the critical density
with 0.2% accuracy.
In summary, the ΛCDM background Universe can simply be described by a FRW metric, a
perfect fluid, and the cosmological constant. The standard cosmological model implies that our
Universe is going through an accelerated expansion phase in the present time, i. e. it is currently
dominated by the cosmological constant, and contains a flat geometry. Distances are measured
related to the scale factor, a(t), which, according to the FRW metric evolves with time. Finally, the
baryonic content of the Universe is insufficient to describe several cosmological and astrophysical
observations, leading to the necessity of dark matter to explain these phenomena.
There are still several pieces missing in the ΛCDM paradigm puzzle, the main ones being
the horizon problem and the flatness problem (Y. Hu, Turner, and E. J. Weinberg, 1994; Lake,
2005; Helbig, 2012). The first one, the horizon problem, is related to the thermalisation of photons
in the CMB. Since signals can’t travel faster than the speed of light, CMB photons separated by
more than one degree in the sky should have originated from completely uncorrelated parts of the
very early Universe. These means that no information, like temperature, between such regions
could have been exchanged. This, however, is not what is observed in the cosmic microwave
background. Fluctuations in the CMB temperature are of the order of ∆T/T ∼ 10−5. The second
issue, the flatness problem (also known as the coincidence problem), is related to the extreme
coincidence that our Universe has precisely the energy density needed for it to be flat, i. e. Ω = 1.
For this to happen, a very careful “fine-tuning” in the early Universe’s parameters was necessary.
Although theories like inflation claim to solve both these issues (see Baumann and Peiris 2008
for a review), no cosmological observations seem to confirm even the simplest of predictions
from inflation (Mortonson and U. Seljak, 2014).
4 These are 1-σ statistical and calibration errors, respectively – according to de Bernardis et al., 2000
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1.2 Probing inhomogeneities in the Universe
During the last section, I described the Universe at extremely large scales – the background
Universe. However, when observed in ‘not so large scales’, structures like groups of galaxies,
clusters, filaments, voids, and more appear. This demonstrates that at certain scales the
Universe’s behaviour is dominated by these inhomogeneities. The accelerated expansion of
the Universe, combined with the attractive nature of gravity creates structures like groups and
clusters of galaxies which are not randomly distributed in the sky. Rather, positions in the sky
of such objects are correlated in a way that depends on the matter-energy density, geometry,
and content of the Universe. This section will explore how to understand the Universe using the
statistical distribution of galaxies and other probes of inhomogeneity.
Since the first galaxy redshift surveys, structures like the Great Wall (Einasto et al., 2011)
and the Great Attractor (Scharf et al., 1992) appeared in the distribution of galaxies indicating that
much can be understood about the Universe by probing these inhomogeneities. When combining
this observations with the CMB temperature anisotropies (∆T/T ∼ 10−5), it becomes clear that
anisotropies in the CMB where the seed to the formation of structures in the late Universe.
1.2.1 Linear perturbation Theory
Any attempt to describe the distribution of matter in the Universe in a deterministic way, trying to
model the precise location of each celestial object, would lead to frustration and failure. Instead,
one should attempt to describe the statistical properties of the distribution of matter in the Universe,
i. e. to statistically describe the matter density field. When probing the way matter behaves in
the presence of gravity in an expanding Universe, the matter overdensity field is an important
tool; it can be defined as
δ(r, t) ≡ ρ(r, t)− ρ¯(t)
ρ¯(t)
, (1.48)
where ρ¯(t) is the mean matter density in a given time or redshift. Over time, density fluctuations
grow due to the gravitational interaction with nearby matter: over-dense regions will become
denser with time, increasing the overdensity field locally; while under-dense regions will become
less dense. In other terms, the module of the matter overdensity field, |δ| increases as the
Universe evolves.
Perturbations on Boltzmann equations:
To obtain the evolution of the matter overdensity field, one needs to solve a series of coupled
differential equations taking into account the coupling and evolution of all components described
in Section 1.1.3. Linear perturbation theory is a widely spread method to solve problems of
this nature in physics. Here, I will follow a similar path and description as the one presented in
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Peacock, 1999 and Dodelson, 2003 in which one solves the Boltzmann equations for each of
the components of the Universe using perturbation theory in a FRW background Universe.
Starting with the collisional Boltzmann equation and the occupation function for each com-
ponent, f,
df
dt
=
∂f
∂t
+
dx i
dt
∂f
∂x i
+
dp
dt
∂f
∂p
= C[f ] (1.49)
where C[f ] accounts for any sort of collisions and coupling a component might experience
throughout the evolution of the Universe.
The left hand side of Equation (1.49) takes into account perturbations in the background
FRW metric. In a generic way, scalar perturbations in the metric can be described using four
functionals: A, B, C , and D (Dodelson, 2003, p. 132):
g00 = −(1 + 2A) , (1.50)
g0i = −aB,i , (1.51)
gij = a
2 (δij [1− 2C ]− 2D,ij ) . (1.52)
All four functionals are scalars and depend on both space and time variables. The conformal
Newtonian gauge (Dodelson, 2003, p. 87) describes the background metric using two potentials
with dependence on spacetime. In terms of the before-mentioned functionals: A = Ψ(r, t),
C = −Φ(r, t), and B = D = 05 (Ma and Bertschinger, 1995). In other words, the non-vanishing
terms in the perturbed metric are
g00(r, t) = −(1 + 2Ψ(r, t)) (1.53)
and
gij (r, t) = a2(t)(1 + 2Φ(r, t))δij (1.54)
which, for a Universe with no anisotropic stress, leads to Ψ(r, t) = −Φ(r, t) (Peacock, 1999, p.
476). Equation (1.49) can now be re-written as
∂f
∂t
+
ppˆi
a(t)E
∂f
∂x i
− ∂f
∂E
(
p2
E
Φ˙ +
∂Ψ
∂x i
ppˆi
a(t)
+
p2
E
H(t)
)
=
[
∂f
∂t
]
C
, (1.55)
where E is the energy and p is the momentum with a unity directional vector pˆi of a certain
component of the Universe. This equation, together with the perturbed Einstein’s field equations,
describe fully the perturbation’s evolution throughout the history of the Universe.
5Here, I am following the convention set by Dodelson, 2003. In comparison to Bardeen, 1980 gauge invariant variables
one has ΦA = Ψ and ΦH = −Φ.
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The Universe’s components can be divided into two main categories: relativistic components
– like photons and neutrinos – and non-relativistic components – like dark and baryonic matter.
Within the same category, components behave in a similar fashion; however, with different
couplings. In Fourier space, the evolution of these components depends mainly on the magnitude
of the wave-number vector (k ≡ |k|), the conformal time 6 (η), and the angle between the k-modes
and the momenta (µ ≡ kˆ · pˆ).
The fractional temperature difference of photons, ∆T/T , can be expressed in Fourier space
as
Θ(k ,µ, η) =
∫
d3r
∆T (r, η)
T (r, η) exp (−ikrµ) , (1.56)
which can be expanded using Legendre polynomials, L`(x), in order to express the photons’
temperature field in terms of the `-th multipole:
Θ` =
1
(−i)`
∫ 1
−1
dµ
2
Θ(µ)L`(µ) . (1.57)
Higher multipole modes describe the small scale domain, while lower multipoles dominate the
behaviour of photons in the Universe in larger scales.
The other relativistic components of the Universe can be equally described; using a similar
approach one can describe the neutrino density perturbations expressed by N (k,µ, η). The
non-relativistic components can be described by the overdensity field, δcdm(k, η) and δb(k, η) –
for dark and baryonic matter, respectively –, and their velocity fields in Fourier space, vcdm(k, η)
and vb(k , η).
In order to keep the discussion brief, I will skip the linear perturbation equations derivation,7
restraining myself to mention that the following equations are obtained when combining the
Boltzmann equation, Equation (1.55), for photons, neutrinos, dark matter, and baryons taking
into account their couplings. This leads to the following set of coupled equations8 describing the
evolution of each of the components (Dodelson, 2003, p. 100):
Θ′ + ikµΘ + Φ′ + ikµΨ = −τ ′
[
Θ0 −Θ + vbµ− 1
2
L2(µ) (Θ2 + ΘP2 + ΘP0)
]
, (1.58)
Θ′P + ikµΘP = −τ ′
[
−ΘP + 1
2
(1− L2(µ)) (Θ2 + ΘP2 + ΘP0)
]
, (1.59)
which describes the coupling between the photon’s temperature , their strength of polarisation,
ΘP , and speed of baryons – due to Doppler shift. These also depend on the baryons’ velocity
and the photons’ optical depth, τ – the number of photon-electron interactions between a certain
6Time as measured by a fundamental observer – an observer at rest in relation to the expansion of the Universe.
7A more detailed discussion can be found in books like T. Padmanabhan, 1999; Peacock, 1999 and Dodelson, 2003.
8Here, primes represent conformal time derivatives, ′ ≡ d/dη.
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interval of conformal time. The RHS of Equations (1.58) and (1.59) contain a quadrupole term,
∝ L2(µ)Θ2/2, which accounts for the angular dependency of the photons’ temperature due to
Compton scattering; the same term also connects the temperature quadrupole with the strength
of photons’ polarisation’s monopole and quadrupole. From Equation (1.59) one should note that
only the quadrupole moment of the photons’ temperature affects ΘP (Dodelson, 2003, p. 112).
The following four equations in the set describe the couplings between components related
to the baryonic and dark matter interactions and the baryonic coupling with photons,
δ′b + ikvb = −3Φ′ , (1.60)
v ′b +
a′
a
vb + ikΨ = τ
′ 3
4
ργ
ρb
(3iΘ1 + vb) , (1.61)
for baryons and their interactions with photons, and
δ′cdm + ikvcdm = −3Φ′ , (1.62)
v ′cdm +
a′
a
vcdm = −ikΨ (1.63)
which describe the dark matter perturbations. Finally, relativistic neutrino perturbations can be
described with an equation similar to Equations (1.58) and (1.59) with no scattering terms:
N ′ + ikµN = −Φ′ − ikµΨ . (1.64)
Nonetheless, this set of seven coupled differential equations are still not sufficient to describe
the nine variables related to all the Universe’s components and their interactions. The final two
equations come from perturbing Einstein’s field equations.
Perturbations on Einstein’s field equations:
I start here by writing the time component of Einstein’s tensor in terms of the Newtonian gauge:
g00G00 = G
0
0 = −(1− 2Ψ)R00 −
R
2
, (1.65)
which can be perturbed to first order, allowing the Einstein field equations to be written as
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δG 00 =
2
a2
∇2Φ− 6H(Φ′ − HΨ) (1.66)
= 8piGδT 00 (1.67)
= 8piGδρ (1.68)
This is a general expression for the usual Poisson equation and it can be now expressed in
Fourier space, using a coordinate transformation to conformal time (Peacock, 1999; Dodelson,
2003, pages 483 and 123, respectively)
k2Φ + 3
a′
a
(
Φ′ − a
′
a
Ψ
)
= −4piGρ (1.69)
= −4piG (ρdmδ + ρbδb + 4ργΘ0 + 4ρνN0) . (1.70)
The second set of equations describing the evolution of the potentials Ψ and Φ arise from
perturbing the spacial class of Einstein field equations. Starting from the right hand side of
Equation (1.11),
G i j =
1
a2
Rkjδ
ik − 1
2
Rδi j , (1.71)
which, perturbed to first order, can be expressed as
δG i j =
1
a2
k ikj (Ψ + Φ) , (1.72)
for the components that present anisotropic stress, i. e. Ψ 6= Φ; these components are the
neutrinos and the photons. Using the projector operator, Π ji = kˆi kˆ j − δ ji /3, the last equation
related to the spacial components of Einstein’s field equations can be expressed as (Dodelson,
2003, p. 124)
k2(Ψ + Φ) = −32piGa2 (ργΘ2 + ρνN2) , (1.73)
which means that the energy-momentum tensor is proportional to the relativistic components’
quadrupoles, Θ2 and N2; if these are zero, there are no anisotropies and Ψ = −Φ.
This set of nine coupled differential equations, known as Boltzmann-Einstein equations,
describe the linear evolution of the Universe’s components including the matter overdensity field,
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δ, which is a fundamental object of interest in large scale structure (LSS) studies. Solving this
set of equations for δ analytically is not feasible if no approximations are made. Fortunately,
publicly available codes like CAMB9 (Lewis, Challinor, and Lasenby, 2000) and CLASS10 (Blas,
Lesgourgues, and Tram, 2011) can solve these equations, with even more complicated effects
and couplings, allowing the user to obtain an exact solution for the evolution of the power spectrum
of the density fluctuations. The relationship between the overdensity field, power spectra and the
statistical distribution of galaxies is explored in the next section.
1.2.2 Correlation Function and Power Spectrum
The correlation function, ξ(r), and the power spectrum, P(k), are powerful statistical tools used
for a more generic description of the overdensity field. These tools are also known as two-point
statistics. The correlation function can easily be defined as ‘the excess probability’ of finding an
objected at a distance r from a given fixed object in a given volume element, δV (Peebles, 1973).
In mathematical terms,
δP = ρ¯ [1 + ξ(r)] δV . (1.74)
where ρ¯ is the mean density. The correlation function, ξ(r), can be seen as the overdensity field’s
covariance:
ξ(r) ≡ 〈δ(r′)δ(r′ + r)〉 . (1.75)
A statistical analysis of the matter overdensity field can also be achieved via a plane wave
decomposition in which the δ field can be described by a superposition of k-modes. Considering
periodic boundary conditions in a box of size L, the overdensity field can be decomposed using
δ(r) =
(
L
2pi
)3 ∫
d3k δ˜(k)e−ik·r , (1.76)
where
δ˜(k) =
(
1
L
)3 ∫
d3rδ(r)e ik·r . (1.77)
Now, Equation (1.74) can be re-written in terms of the Fourier decomposed overdensity
field,
ξ(r) = V
(2pi)3
∫
d3k|δ˜(k)|2e−ik·r , (1.78)
9https://camb.info
10http://class-code.net
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with V ≡ L3 being the volume. The power spectrum can simply be defined as the quantity
appearing as the correlation function’s Fourier counterpart in Equation (1.78),
〈δ˜(k)δ˜∗(k′)〉 = (2pi)3P(k)δD(k− k′) , (1.79)
with δD(k− k′) being the Dirac delta function. The 〈...〉 in the LHS of the equation above denote
an ensemble average over a certain volume in k-space. Since descriptions of quantities in
the Universe which depends on spacetime coordinates can only be discussed as a matter of
probabilities, one needs to invoke the Ergodic theorem11. Such theorem shows that, under fair
assumptions such as homogeneity and isotropy, the statistical ensemble average and the spacial
or temporal average are the same. This allows cosmologists to compare theory with ensemble
averages using data averaged over volume. In that case, the power spectrum is the second
momentum (covariance) of the overdensity field in Fourier space.
In an isotropic Universe, the angular dependency in the power spectrum vanishes and the
interplay with the correlation function can be expressed as
ξ(r) =
4piV
(2pi)3
∫
dkk2P(k)
sin(kr)
kr
, (1.80)
making it more obvious that correlation function and power spectrum are Fourier counterparts
(see Figure 1.3). As mentioned in the previous section, codes like CAMB and CLASS can be used
to obtain the power spectrum of overdensity fluctuations and their redshift evolution using the
growth factor, D(z),
δ˜(k, z) = D(z)δ˜(k) . (1.81)
The growth factor determines the evolution of amplitude fluctuations in the Universe. A few
approximations can be made in order to calculate this function and its redshift dependency; in
a Newtonian approximation, for example, the growth function comes from solving the following
differential equation (Schneider, 2016, p. 345):
D¨(z) +
2a˙
a
D˙ − 4piG ρ¯(z)D(z) = 0 , (1.82)
which, in terms of the scale factor, has the following solution at late times (Dodelson, 2003;
Schneider, 2016, pages 206 and 345, respectively):
11For a complete proof of the Ergodic theorem and more details, check the Appendix D from S. Weinberg, 2008.
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Fig. 1.3.: A series of power spectra and their Fourier counterparts, the correlation function, in different
redshift ranges using a Planck 2015 fiducial cosmology (Planck Collaboration, Adam, et al., 2016)
calculated using the CLASS code (Blas, Lesgourgues, and Tram, 2011). Note that the secondary
peak in the correlation function (right) translates to wiggles in the power spectra (left), this is due
to baryon acoustic oscillations in the primordial baryon-photon plasma.
D(a) =
5Ωm
2
H(a)
H0
∫ a
0
[
Ωm/a
′ + ΩΛa′2 − (Ωm + ΩΛ − 1)
]−3/2
da′ , (1.83)
where a convention of D(z = 0) = 1 was used. The impact of D(z) in the two-point statistics can
be see in Figure 1.3 for a fiducial ΛCDM model.
Dark matter, however, does not interact electromagnetically with baryonic matter which
complicates any attempts to directly measure fluctuations in the underlying matter density field.
Although no direct dark matter observations were made so far (Liu, Chen, and Ji, 2017), matter
tends to cluster due to gravity, i. e. both dark and baryonic matter interact gravitationally. This
causes baryonic matter, in the form of galaxies, clusters of galaxies, intergalactic gas, and more
to act as a biased tracer of the underlying matter overdensity field, δg = bδ (Benson et al., 2000;
Dekel and Lahav, 1999). This bias can be represented as a function of several different aspects
of galaxies: luminosity (Benson et al., 2000; Percival, Verde, and Peacock, 2004; Baugh, 2013),
scale (Dekel and Lahav, 1999; Dalal et al., 2008; Hamann et al., 2008; Simon and Hilbert,
2018), galaxy type (Sánchez and S. Cole, 2008; Abramo, Secco, and Loureiro, 2016), and
redshift (Feldman, Kaiser, and Peacock, 1994; Heavens, Matarrese, and Verde, 1998; Benson
et al., 2000). The underlying physics in this process is that more massive halos will form more
massive galaxies, which will have different star formation histories, affecting mainly these before-
mentioned aspects. The work presented in the subsequent sections and chapters, considers
bias simply to be a function of redshift as a first order approximation. Therefore, its impact on
the power spectrum of galaxy distributions, Pg (k), is
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Pg (k, z) = b
2(z)P(k, z) . (1.84)
Another important effect regarding probing the matter density field using galaxies as tracers
is shot-noise. As the matter density field is a continuous field, the galaxy tracers are discrete
objects which trace only regions with higher density. The discrete nature of this measurement
leads to shot-noise in the measured power spectrum. If the survey contains a sufficient number
of galaxies, the shot-noise can be approximately Poissonian, i. e. it can be expressed as the
inverse number density of a given survey – for the 3D power spectrum (Feldman, Kaiser, and
Peacock, 1994; Uroš Seljak, Hamaus, and Desjacques, 2009; Paech et al., 2017). Details on
how the shot-noise affects the angular power spectra of galaxies are outlined in Section 2.3.
Baryon acoustic oscillations:
The shape of both two-point statistics in Figure 1.3, either in real or in Fourier space, raises
attention to an interesting feature: the secondary peak in the correlation functions, manifested as
wiggles in the power spectra. This peak is caused due to acoustic perturbation in the primordial
baryon-photon plasma during radiation dominated era and are called baryon acoustic oscillations,
or BAOs. Acoustic peaks were firstly observed in the CMB temperature angular power spectrum
which raised the question if any similar features would appear in the large scale structure of
galaxies. Using data from the 2-degree Field Galaxy Redshift Survey (2dFGRS), Percival,
Baugh, et al., 2001 reported that their measurements of the 3D power spectra of galaxies ‘mildly
preferred models where Baryon acoustic oscillations introduced wiggles in the Pg (k) against a
featureless power spectra’.Later, in 2005, two independent collaborations, SDSS and 2dFGRS,
simultaneously reported measurements of the BAO peak. One of the measurements, carried
out by the SDSS collaboration was performed using the 3D correlation function of luminous
red galaxies (LRGs); details were presented in Eisenstein et al., 2005. The other independent
measurement, carried out by the 2dFGRS and presented in Shaun Cole et al., 2005, was
performed in Fourier space. Both compared the measured 2-pts statistics against a fiducial
model with no Baryon acoustic oscillations and obtained a significant detection of this effect for
late time cosmological probes.
The physical process behind the formation of BAO comes from the end of recombination era
around z ≈ 1100. The sound speed in the hot baryon-photon plasma decreased significantly and
waves propagated due to the initial cosmological perturbations in this relativistic plasma. Baryons
and photons were coupled both via Thompson scattering, gravitational attraction and radiation
pressure; these couplings set up oscillations imprinting a characteristic length scale related to the
oscillatory modes and the sound horizon at that epoch. Right after the period of recombination,
the Universe goes through a period in which is non-ionised, ‘freezing’ the baryonic oscillation
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scale while photons freely propagate. The density excess in the baryonic content of the Universe
then interacts gravitationally with the non-coupled dark matter, later forming the distribution of
galaxies with an imprinted acoustic peak.
Several fundamental conclusions, according to Eisenstein et al., 2005, can be drawn from
the BAO peak measurement. Initially, it provides very strong evidence that linear perturbation
theory can be used in order to evolve the Einstein-Boltzmann equations (see Section 1.2.1) from
redshift 1100 all the way to z ≈ 0 – at scales in which structure presents a linear behaviour.
Another important conclusion comes from the interplay between dark and baryonic matter in
order to form the BAO peak; a model with no dark matter present, purely baryonic, would not be
able to reproduce the observed acoustic peak. Finally, the BAO peak provide cosmologists with
a standard ruler, which can be measured over a wide range of redshifts, allowing us to probe
the angular diameter distance along the line-of-sight together with the Hubble flow (Equation
1.29). Currently, the most precise BAO measurements from galaxy surveys come from the
BOSS Collaboration and are measured over a variety of methods – see Alam et al. 2016 for a
summary.
The non-linear power spectra:
When dealing with smaller scales, at the order of clusters of galaxies, the linear theory approxi-
mation starts leading to imprecision in the power spectrum calculation. This is mostly due to the
overdensity field’s module tending to unity, which breaks down perturbation theory assumptions.
Instead, different approaches are necessary. Computational calculation of non-linear overdensity
amplitude fluctuations is usually performed with the use of N-body simulations with a wide range
of cosmological parameters and fitting these to obtain power spectra predictions. The most used
fitting is HALOFIT (R. E. Smith et al., 2003; Takahashi et al., 2012; Bird, Viel, and Haehnelt, 2012)
and its impact in the measured power spectra can be seen as an increase of power in smaller
scales. Although a lot of collective effort has been put into perfecting these calculations over
the years, as a rule of thump, the non-linear power spectrum is used to perform scale cuts in
cosmological analyses12 as even the latest advances on HALOFIT have around 5% precision
on scales up to k ≤ 1 h/Mpc in 0 ≤ z ≤ 10 (Takahashi et al., 2012; Bird, Viel, and Haehnelt,
2012).
1.2.3 Weak Lensing
One of the earliest predictions from the General Theory of Relativity was that gravity should
cause light to be distorted in specific ways, differently from what was predicted by Newtonian
theory. Later, in 1919, by observing the background light of stars distorted by the Sun during
an eclipse, this effect was confirmed in an expedition led by Sir Frank Dyson and Sir Arthur
Eddington to Sobral in Brazil and the island of Principe in the African coast (Dyson, Eddington,
12See Section 3.5 in Chapter 3 for an example.
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and Davidson, 1920). Although some of the photosensitive plates from Eddignton’s expedition
to the island of Principe were compromised due to bad weather conditions, the ones taken in
Sobral where more than sufficient to demonstrate that General Relativity passed its first ever test
(Kennefick, 2007).
Years after the eclipse, it is well known from General Relativity and observations that gravity
causes light to bend like it does in the presence of lenses. One of the most impressive facts
about this effect is that it allows for a reconstruction of dark matter’s distribution even without the
ability to properly observe it. As light is bend by matter, so it is by dark matter which deflects and
distorts the shapes and sizes of background galaxies in relation to a massive foreground like a
cluster. In first order, the lensing effects can be summarised by two phenomena: an isotropic
dilatation called convergence, κ, and an anisotropic distortion called shear, γ.
To understand these effects, one starts from an approximation of the lens equation – which
relates the true angle between an observer and an object, θsrc, and the observed angle in the
sky due to the bending of light, θobs (Dodelson, 2003, p. 296):
θsrc,i = Aijθobs,j . (1.85)
Here, the Jacobian matrix A can be related to convergence κ, the shear components γ1 & γ2,
and the Newtonian potential, Φ, as
Aij − δij =
−κ− γ1 −γ2
−γ2 −κ+ γ1
 = 2∫ χ
0
dχ′Φ,ij (χ′θobs)χ′
(
1− χ
′
χ
)
, (1.86)
where χ is the comoving distance to the source and γ2 = γ21 + γ22 . In terms of observables, both
shear and convergence can be estimated using a combination of measurements from galaxy
ellipticities and mass surface projections. When observing the ellipticity of a galaxy, both shear
and the intrinsic ellipticity are being measured. The intrinsic ellipticity is expected to be random
13 and is averaged out when measured over enough background galaxies.
Several galaxy surveys like DES (DES Collaboration, Abbott, Abdalla, et al., 2017), KiDS
(Hildebrandt et al., 2017), and CHFTLens (Fu et al., 2014) are focused in using weak lensing
measurements for extracting cosmology, combining with galaxy clustering, producing mass maps
of the dark matter field, between other applications. Chapter 5 has a general discussion on
measuring shear and polarisation power spectra from photometric galaxy surveys and CMB
polarisation measurements as spin-2 fields. For a more general review on weak gravitational
13In first order. However, a lot of work has been done into understanding the role of the environment a galaxy is immerse
in intrinsic alignments. See Kirk, Brown, et al., 2015 for a review.
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lensing methods, measurements, and theory please see Schneider, 2005 and Bartelmann and
Maturi, 2017.
1.3 Bayesian Statistics Applied to Cosmology
Data analysis is at the core of the contemporary approach to cosmology. With the construction
of bigger and more powerful telescopes, the amount of cosmological data present is increasing
at an unprecedented rate. Such a great amount of data cannot be analysed via ‘brute force’
methods and compression of information is key, evoking the need of advanced statistical analysis
methods. Cosmology is unlike most sciences, the nature of our object of study is unique: the
Universe. Cosmologists do not have the ‘luxury of turning the experiment’s machine on and off
again’ in order to reproduce different realisations of the data; there is only one Universe, implying
that common statistical approaches (like a frequentist approaches) are insufficient.
There are countless applications for Bayesian statistics in cosmology, ranging from pho-
tometric redshift estimations, cosmological parameter estimation, alternative ways to measure
the power spectrum, and many more – the last two are subjects of chapters in this work. In
this section, I will focus on the application of Bayesian statistics to cosmological parameter
estimation with a generic approach. Chapter 5 presents an application to angular power spectra
estimation.
1.3.1 Bayes’ Theorem and Marginalisation
In cosmology, as in any other science, we want to be able to assert statements and hypothesis,
assigning them ‘degrees of plausibility’ which can be represented by ‘rules of probability’ for
consistent reasoning (Sivia and Skilling, 2006). These can be represented, initially, by a very
simple set of arguments:
1. Probabilities can be expressed by real numbers:
Pr(True) = 1 as Pr(False) = 0. (1.87)
2. The probability of a certain hypothesis A increases as the probability of ‘not-A’, or A¯,
decreases:
Pr(A|M) = 1− Pr(A¯|M). (1.88)
This is also known as the ‘sum rule’; while M is the model or any underlying assumption
made.
3. Two hypothesis can be related via a join hypothesis where the probability of A given B is
expressed as:
50 Chapter 1 Introduction
Pr(A,B|M) = Pr(A|B,M) Pr(B|M). (1.89)
This expression is commonly known as ‘the product rule’.
4. The degrees of plausibility should be transitive in a sense that if A is more probable than B;
B is more probable than C; than A is unquestionably more probable than C.
5. These plausibilities are independent of the order in which they are considered, depending
only on the available data.
Bayes’ Theorem:
In Bayesian statistics, the degree of plausibility is expressed in terms of a posterior distri-
bution. This distribution relates the likelihood distribution to prior knowledge and the current
evidence. Using both the sum and product rules, Bayes’ theorem can be expressed as
Pr(A|B,M) = L(B|A,M)Π(A|M)Z(B|M) , (1.90)
where L(B|A,M) is the likelihood, the probability of the acquiring the data, B, given hypothesis
A and model M; Π(A|M) is the prior distribution, which is the probability of hypothesis A given
prior knowledge on the model M; finally, Z(B|M), the normalisation factor or evidence, is the
probability of the data given the model only. The combination of these probability distribution
functions (p.d.f.) leads to the posterior distribution, the plausibility of the hypothesis given the
data and the underlying assumptions about the model.
In other words, Bayes’ theorem relates the probability over the veracity of a certain hypothesis
given the data, to the probability that the data could have been measured in case where the
hypothesis is true. This is the information encompassed into the likelihood function. However, it
is the prior which differentiate Bayesian statistics from the usual frequentist approach: it allows
for previous knowledge to be incorporated into the assessment of the hypothesis’s veracity. The
prior distribution exhibit how much is known or unknown about the hypothesis’ truth assertion
before any data are analysed.
Marginalisation and nuisance parameters:
One of many advantages of Bayesian statistics is the possibility of dealing with parameters which
need to be probed but are not of any particular interest, these are called ‘nuisance parameters’. In
cosmology, nuisance parameters range from a instrumental calibration parameters to galaxy bias
and redshift errors. Marginalisation is the key concept to deal properly with undesired parameters,
and it is done by accounting for all possibilities related to the these parameters. Consider now a
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nuisance parameter, or hypothesis, B. One can account for it as a nuisance parameter by adding
the probability of B¯ in Equation (1.89):
Pr(A,B|M) + Pr(A, B¯|M) = [Pr(B|A,M) + Pr(B¯|A,M)]Pr(A|M), (1.91)
where, with the use of Equation (1.88) the expression in brackets is unity in the above expression
leading to
Pr(A|M) = Pr(A,B|M) + Pr(A, B¯|M) , (1.92)
meaning that the probability that the hypothesis A is true, independently of B being true, is the
sum of probabilities of A and B being true plus A being true while B is not. Generally speaking,
this expression translates to
Pr(A|M) =
∫ +∞
−∞
Pr(A,B|M)dB . (1.93)
This method has a wide range of applications. An example of its power is that it allows for a
much higher dimensional posterior, with a much simpler way to sample from, to be probed at
the higher dimensional space and then marginalised over the dimensions of interest. A similar
application is explored in Chapter 5 for sampling from the joint distribution of spherical harmonics
and angular power spectra, marginalising over the spherical harmonics coefficients, and obtaining
a posterior for the power spectra of galaxy clustering.
1.3.2 Evidence and Bayes Factor for Model Selection
Although controversial in some aspects, the Bayesian evidence can be used to assess model
selection. Treated as a normalisation factor for a long time, mostly due to the complications in
calculating it, the evidence is an important piece of the Bayesian inventory and it is a natural
by-product of nested sampling (discussed in more detail in Section 1.3.4). Evidence calculations
are more robust when their ratios are considered – these are usually referred to as ‘Bayes factors’,
RA,B =
Z(A|M)
Z(B|M) (1.94)
where here A and B can either be hypothesis or datasets.
Another application for the Bayes factor is to assess consistency between combining two or
more datasets. Considering three datasets, A, B, and C, the Bayes factor for combining these
given a model M is
RA,B,C =
Z(A,B,C |M)
Z(A|M)Z(B|M)Z(C |M) (1.95)
which, if much bigger than unity, favours the combination of datasets.
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As outlined in Chapter 2, this method of model selection has received several criticisms in
the late years as values for the Bayes factor can have strong dependencies on the prior volume
for each case. However, physically motivated priors should lead to reliable values for the Bayes
factor, being then a reflection of the true consistency between datasets. Nonetheless, a plethora
of new methods for model selection and dataset consistency assessment have been proposed
by the community in the past few years. I have not explored this techniques in this work. For an
investigation of a few of these new methods, please refer to Charnock, Battye, and Moss, 2017;
Raveri and W. Hu, 2018; Feeney et al., 2018.
1.3.3 Parameter Estimation
For a certain dataset, information regarding a given parameter’s degree of plausibility is contained
within the posterior distribution. A common way to summarise this information is via quoting best-
fit points and confidence intervals (CI) or via a mean and a standard-deviation. The probability
density of certain parameter’s value is an evaluation of reliability that the true value is near the
estimated one; this is usually given by the maximum of the posterior probability distribution
function.
Consider {θi} to be the set of parameters in interest, ~D to be the data vector, M to be the
model, and P = Pr({θi}|~D,M) the posterior distribution. The set of best-fit estimates, Θ0,i , should
be found near the maximum, i. e.
∂P
∂θi
∣∣∣∣
Θ0,i
= 0 and ∂
2P
∂θ2i
∣∣∣∣
Θ0,i
< 0 (1.96)
For flat priors, the best estimates can be expressed mostly in terms of the log-likelihood,
L = lnL(~D|{θi},M), where
∂L
∂θi
∣∣∣∣
Θ0,i
= 0. (1.97)
This log-likelihood can now be Taylor expanded into
L = L(Θ0,i ) +
1
2
N∑
i=1
N∑
j=1
∂2L
∂θi∂θj
∣∣∣∣
Θ0,i
(θi −Θ0,i )(θj −Θ0,j ) + ... (1.98)
Following, using a matrix notation in the Taylor expansion’s first term, the likelihood takes a more
familiar form,
Pr(θ|~D,M) ∝ exp
[
−1
2
(θ −Θ0)T∇∇L(Θ0)(θ −Θ0)
]
, (1.99)
a multivariate Gaussian distribution where the N×N matrix of second derivatives is known as the
Hessian,∇∇L(Θ0). The Fisher information matrix is related to the Hessian as its expectation
value – and, consequently, it is also related to the covariance matrix:
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Fij = 〈−(∇∇L)ij〉 = Cov−1ij . (1.100)
However, the Cramér-Rao theorem affirms that this equality only holds if the estimated best-fit
value is truly at the maximum posterior for a multivariate Gaussian, otherwise Covij ≥ F−1ij .
Section 3.2 gets into the cosmological parameter estimation problem in more details.
1.3.4 Monte-Carlo techniques for Bayesian inference
Given the size of current data vectors in cosmology, a ‘brute force method’ involving an N-
dimensional grid interpolation of the posterior function in parameter space is completely out of
question; an alternative method is necessary. Monte-Carlo techniques are a quick and reliable
way to explore the posterior distribution’s peaks and tails in a multi-dimensional space. Several
different Monte-Carlo sampling techniques are widely used in cosmology where the main idea is
to perform some sort of random walk in parameter space while attempting to probe the posterior
distribution.
Next, I will outline some examples of sampling techniques that are relevant for this work.
Metropolis-Hastings:
Metropolis-Hastings (MH) is one of the most common sampling techniques adopted by the
cosmological community (Lewis and Bridle, 2002). Even though I do not make use of this
technique in this work, outlining it has a pedagogical importance as it sets the grounds for
being one of the simplest sampling techniques to implement – which also explains its popularity.
In this algorithm, the walk in parameter space happens when the chain jumps from an initial
position in parameter space, θn, to a following position, θn+1, with a transition probability function,
T (θn,θn+1). This transition probability function ensures that the chain will have an asymptotic
distribution that reflects the posterior’s distribution. The selection of a new point is performed
with the help of a proposal density distribution, G (θn,θn+1), which defines the new point based
on the previous one. The new point is then accepted with a probability
γ(θn,θn+1) = min
{
1,
Pr(θn+1|~D,M)G (θn+1,θn)
Pr(θn|~D,M)G (θn,θn+1)
}
(1.101)
where here T (θn,θn+1) = γ(θn,θn+1)G (θn,θn+1) guaranteeing that the sampled posterior is the
Markov Chain equilibrium distribution:
Pr(θn+1|~D,M)T (θn+1,θn) = Pr(θn|~D,M)T (θn,θn+1) . (1.102)
This also ensures correlations between accepted points. The method converges purely with
n→∞, but acceptable convergence naturally occurs with a finite number of samples.
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Hamiltonian Monte-Carlo:
Although MH is a very simple technique to implement, it has several limitations and it can be
extremely time consuming if the number of dimensions increase. Hamiltonian Monte-Carlo
(HMC) is a more sophisticated technique and it samples the posterior considering the evolution
of Hamilton’s equations – which explains the name (J. F. Taylor, Ashdown, and Hobson, 2008).
In this algorithm, consider the potential energy ψ of a posterior distribution Pr(x) as the negative
log-posterior,
ψ(x) = − log Pr(x) . (1.103)
In the expression above, x is the N-dimensional vector of parameters to be sampled, xi . Each of
the parameters are assigned to a momentum, pi , and mass, mi , such that the kinetic energy of
this system of parameter-particles is defined as
φ(p) =
N∑
i
p2i
2mi
. (1.104)
Now, one can define the Hamiltonian of the system by using the potential and kinetic
energies,
H(x, p) =
N∑
i
p2i
2mi
+ ψ(x) . (1.105)
The main idea in this method is to sample from a distribution proportional to exp(−H) which can
be expressed as
exp(−H) ∝ Pr(x)
N∏
i
exp
(
−1
2
p2i
mi
)
. (1.106)
The distribution in Equation (1.106) is now separated into a posterior distribution and a
Gaussian containing the parameters’ momenta. Now, one can marginalise over the momenta
parameters while sampling at each new step – as the momenta are nuisance parameters. To
generate a new posterior sample, one starts by drawing a sample from the kinetic energy distri-
bution – an uncorrelated normal distribution with zero mean and a variance equal to the masses
of the parameters. Starting with an initial point (x, p), this system can now be deterministically
evolved using a fixed time parameter, t. A new point (x′, p′) is found by evolving Hamilton’s
equations,
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dxi
dt
=
∂H
∂pi
, (1.107)
dpi
dt
= −∂H
∂xi
= −∂ψ(x)
∂xi
, (1.108)
where a new point is accepted with probability γ(x, x′, p, p′) = min(1, exp(−δH)) and δH is
the change in the Hamiltonian between the previous point and the proposed new one: δH =
H(x, p) −H(x′, p′). If the trajectory conserves energy, than δH = 0 and γ = 1, so the point is
accepted.
More details in how to evolve Hamilton’s equations for this algorithm and a extension to
much higher dimensional problems are explored in Section 5.3.1.
Nested Sampling:
In the past few years, Nested Sampling’s popularity is increasing considerably within the cos-
mological community. Its ability to sample the posterior while probing the evidence allows for
both parameter estimation and model selection simultaneously (Skilling, 2004). This algorithm
–although containing different variations like MultiNest (Feroz, Hobson, and Bridges, 2009),
PolyChord (W. J. Handley, Hobson, and Lasenby, 2015), and Pliny (Rollins, 2015) – has a
simple idea based in using a collection of nlive objects θ, called ‘live-points’, which were sampled
from the prior distribution, but are constrained to be inside a certain value of the likelihood,
L(θ) > L∗ (Sivia and Skilling, 2006).
Firstly, the N-dimensional parameter prior space, Π(θ|M), is transformed into a N-dimension
unity cube. The live-points are randomly sampled within the prior volume subjected to a constrain
related to L∗:
ξ(L∗) =
∫
· · ·
∫
L(θ)>L∗
Π(θ|M)dθ . (1.109)
All points are drawn within this space and their likelihoods are evaluated. The likelihood values
are used to assess if a live-point is inside an iso-contour L = L∗, for a given L∗ ≥ 0. The point
with the lowest likelihood, Lmin, is then identified and eliminated and a new point is drawn inside
the L = Lmin iso-contour. This process is repeated until the maximum likelihood value is found,
always identifying likelihood iso-curvatures at each step until the final peak is found.
Using this sampling technique, the evidence can be estimated simply by calculating
Z =
∫ 1
0
L(ξ)dξ (1.110)
which becomes much simpler to evaluate in this algorithm as one does not need now to evaluate
a N-dimensional integral, which, in this case is simply a Riemann sum of the weights.
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Fig. 1.4.: A comparison between the resolutions of COBE (Fixsen et al., 1996), WMAP (Bennett et al.,
2013), and Planck (Planck Collaboration, Ade, Aghanim, Armitage-Caplan, et al., 2014) and the
respective cosmic microwave background temperature maps. Panels show the same 10 deg2
patch of the sky where the Planck resolution is around 5′ whereas COBE’s resolution is 7o and
WMAP’s resolution is 20′. Image credit: NASA/JPL-Caltech/ESA.
1.4 State-of-the-art Cosmological Probes
In this section I will outline some of the state-of-the-art past, current, and future surveys used
in the following chapters – either to extract cosmological information from, or to forecast future
cosmological endeavours.
1.4.1 Planck Satellite
The Planck Satellite (Planck Collaboration, Ade, Aghanim, Armitage-Caplan, et al., 2014) is an
European Space Agency telescope, situated at the L2 Lagrangian point of the Earth-Sun’s system,
aimed to make observations of the Cosmic Microwave Background, the first light of the Universe
as it became transparent to electromagnetic radiation at the end of recombination era around
13.3 billion years ago. The Planck Satellite is a part of what is called a ‘Stage 3’ CMB experiment
and it took data between 2009 and 2013. Previous space-based CMB experiments are the
Wilkinson Microwave Anisotropy Probe (WMAP, Bennett et al. 2013) working between 2001
and 2010, and the Cosmic Background Explorer (COBE, Fixsen et al. 1996) working between
1989 and 1993. Differently from its predecessors, the Planck Satellite contained very sensitive
detectors, capable of measuring the polarisation of CMB photons with great accuracy and the
temperature spectrum with impressive resolution. Figure 1.4 shows a comparison between the
three probes’ resolutions in the same 10 deg2 patch of the sky.
With impressively good resolution for temperature and polarisation measurements, hav-
ing taken data in nine different frequencies, the Planck Collaboration released to date three
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cosmological parameter estimation results using temperature and polarisation auto- and cross-
power spectrum, CMB lensing and low-mode polarisation (Planck Collaboration, Ade, Aghanim,
Armitage-Caplan, et al., 2014; Planck Collaboration, Ade, Aghanim, Arnaud, et al., 2016; Planck
Collaboration, 2018). The latest results were released in 2018 and are presented in Planck
Collaboration, 2018 14 constituting one of the most precise and reliable cosmological measure-
ments to date with percent level constraints in early Universe cosmological parameters like the
primordial power spectrum amplitude, As ; the scalar spectral index, ns ; the reionisation’s optical
depth, τ . Details on how Planck’s data are used in this work are presented in Section 3.4.
1.4.2 Baryon Oscillation Spectroscopic Survey (BOSS)
As a part of the Sloan Digital Sky Survey (SDSS) Phase-III, the Baryon Oscillation Spectroscopic
Survey (BOSS, Dawson et al. 2013) is currently the largest galaxy redshift galaxy survey and
it is the main dataset used in Chapters 2, 3, and 4. The main purpose of BOSS is to perform
a spectroscopic follow-up of SDSS photometric luminous red galaxies and quasars using a
multiple-object spectrograph. The survey ran between 2008 and 2014 and obtained spectra for
more than 1.5 million galaxies up to z ≈ 0.8 (Reid et al., 2016) and 160,000 quasars between
2.2 < z < 3 using the Lyman-α spectra (Busca et al., 2013).
The main objective of BOSS Collaboration was to measure and obtain cosmological pa-
rameters from the BAO scale across a variety of redshifts and methods15. Using LRGs, the
Collaboration obtained angular diameter distance and Hubble flow measurements with ∼ 2%
precision for intermediate redshifts, 0.3 < z < 0.55, with a similar precision achieved using Ly-α
quasars (Busca et al., 2013; Pâris et al., 2017). A compilation of BOSS Collaboration results for
the galaxy sample can be found in Alam et al., 2016 together with their consensus cosmological
results for the last BOSS data release, DR12. A more detailed discussion of the BOSS LSS
galaxy sample, including target selection criteria, angular selection functions, redshift distribution,
and more can be found in Section 2.2.
1.4.3 Euclid Satellite
The Euclid Satellite is an European Space Agency future mission which will perform 6 years
long near-infrared and visual observations over 15,000 deg2 for a wide angle survey, and a 40
deg2 deep survey (Laureijs et al., 2011). The satellite will observe the sky in three different
ways: photometric visible imaging in R+I+Z bands (550-900 nm) and near-infrared imaging in
three different bands – Y (920 - 1146 nm), J (1146 - 1372 nm), and H (1372 - 2000 nm), and a
near-infrared slit-less spectroscopy (1100-2000 nm) over all the survey area. The visual imaging
instrument has 0.1′′ resolution, while both the NIR instruments have an angular resolution of
0.3′′.
14The cosmological likelihood codes for the 2018 results are not available to date.
15Ross, Beutler, et al., 2017; Beutler, Seo, Ross, et al., 2017; Beutler, Seo, Saito, et al., 2017; Satpathy et al., 2017;
Sánchez, Scoccimarro, et al., 2017; Grieb et al., 2017; Salazar-Albornoz et al., 2017; Wang et al., 2017; Zhao et al.,
2017
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Euclid’s primary science goal is to probe the expansion and structure formation history of
the Universe up to redshift z ∼ 2. Combining state-of-the-art imaging and slit-less spectroscopy
makes Euclid the ultimate cross-correlations machine. Euclid will be able to combine large
scale structure of galaxies, with outstanding photometric and spectroscopic redshift precision,
σphotoz /(1 + z) < 0.05 and σspecz /(1 + z) < 0.001, respectively. Galaxy shape measurements
for cosmic shear will have an equally impressive precision (Sartoris et al., 2016; Sellentin and
Schäfer, 2016). Combining these probes in a concise framework is key to achieve the necessary
precision to measure Euclid science goal’s key cosmological parameters: the evolution of dark
energy’s equation-of-state, w(z); the growth factor in a framework of modified gravity, γ; the sum
of neutrino masses,
∑
mν , and their hierarchy; and the non-Gaussianity parameter, fNL, related
to inflationary models (Laureijs et al., 2011).
1.4.4 Supernovae Type Ia Compilations
Supernovae Type Ia (SNe Ia) light-curve analysis compilation are crucial to cosmological data
analysis; they were the first tools used to confirm that our Universe is going through a phase of
accelerated expansion (Riess et al., 1998; Perlmutter et al., 1999). After being photometrically
detected by differential imaging, spectroscopically confirmed SNe Ia have accurate redshift
measurements and can be used as standardisable candles. This analysis is done via comparing
the observed, mobs, and the corrected magnitude, M, of a high redshift SNe Ia sample. One
can then infer which set of cosmological parameters best-fits the so-called ‘distance modulus’,
defined as (Guy et al., 2007; Betoule et al., 2014)
µ = m∗obs − (MB + αx1 − βc) (1.111)
where m∗obs is, usually, the observed peak magnitude in the B-band; x1 describes the time
stretching of the measured light-curve; c is related to the individual supernovae colour at maximum
brightness; the other parameters, MB ,α, and β are nuisance parameters. Some of these
parameters, such as MB and β are known to have a dependency on the host galaxy environment
(Sullivan et al., 2011). The distance modulus can be compared with theoretical predictions using
the following expression:
µth(z) = log(dL(z)/10pc) , (1.112)
where the distance, dL, is defined as
dL(z) =
1
H0
lim
Ω′k→Ωk
(1 + z)√
Ω′k
sinh
(√
Ω′k
∫ z
0
dz ′
E (z ′)
)
(1.113)
with E (z) defined as in Equation (1.32).
Throughout this work I make use of two Supernovae Type Ia (SNe Ia) light-curve analysis
compilation. The first sample, used in Chapter 3, is the Joint Light-curve Analysis (JLA) com-
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Fig. 1.5.: Hubble Diagram for the Pantheon Sample. The top panel shows the distance module as a
function of redshift while the bottom panel shows the residuals for the best-fit ΛCDM cosmology,
∆µ ≡ µ− µbest-fit. Note that the Pantheon Sample contains the JLA sample as it can be seen as
an updated version of it, including some new SNe Ia from the Pan-STARRS Survey (Chambers
et al., 2016). Image credit: Scolnic et al., 2018.
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pilation (Betoule et al., 2014); it contains spectroscopically confirmed SNe Ia from low redshift
surveys, HST, SNLS (Conley et al., 2011), and SDSS-II (Sako et al., 2018) – with a total of 740
SNe Ia. The second sample, used in Chapter 4, is the Pantheon compilation (Scolnic et al.,
2018). It extends the JLA sample with the addition of spectroscopically confirmed SNe Ia from
the Pan-STARRS Survey, with a total of 1048 SNe Ia with redshifts ranging from 0.01 < z < 2.3.
Details of the Hubble diagram for the Pantheon SNe Ia compilation and, consequently, from the
JLA compilation can be found in Figure 1.5.
1.4.5 Big Bang Nucleosynthesis
Big Bang Nucleosynthesis (BBN) is a very broad and extensive area of cosmology, here I present
a brief review of the areas of this field relevant for the present work. A complete review on BBN
can be found in Steigman, 2007 and, more recently, Patrignani, 2016.
Around the first twenty minutes of the Universe, the production of most of what it is consid-
ered to be ‘light elements’ took place. These are 3He,4He, D, and 7Li (Steigman, 2007). The
abundances of such primordial elements provide us with information about the conditions of the
Universe at very early stages, the very first minutes after what it is believed to be a ‘Big Bang’. At
sufficiently high temperatures and densities for the primordial plasma, both protons and neutrons
will fuse to form atomic nuclei. The main baryonic reactions at the very early Universe maintain
chemical equilibrium, these are (Patrignani, 2016; Schneider, 2016, p. 196):
p + e− ←→ n + ν , (1.114)
p + ν¯ ←→ n + e+ , (1.115)
n→ p + e− + ν¯ . (1.116)
The reactions shown in Equations (1.114) and (1.115) are related to keeping the proton-
to-neutron equilibrium ratio, while Equation (1.116) is the free neutron decay with a time-scale
of τn ≈ 880s. The ratio of the number of protons, np, to the number of neutrons, nn, can be
expressed via the Boltzmann factor in terms of the mass difference between the two particles,
∆mn,p = mn −mp ≈ 1.293 MeV (Borsanyi et al., 2015):
nn
np
= exp
[
−∆mn,p
kbT
]
. (1.117)
As soon as the neutrinos freeze-out, this ratio is kept almost constant at nn/np ≈ 1/3. After this
period of decoupling, this equilibrium between protons and neutrons is broken and no longer
described by the Boltzmann factor in Equation (1.117), the changes in this ratio are then governed
to the decay of free neutrons on the above-mentioned time-scale, τn. For neutrons to ‘survive’
throughout the history of the Universe, these need to be found in the nuclei of atoms (Steigman,
2007).
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Deuterium and Helium abundances:
Deuterium is one of the simplest nucleus formed in the very early universe – composed by a
single proton and a single neutron, they are formed via the following reaction: p + n→ D + γ. As
strong-force interactions govern the formation of deuterium, this is a very energy efficient reaction.
Although, at the time of decoupling, since photons are much more abundant than baryons and the
energy of some photons was much higher than the baryon’s, Eγ ≥ Eb, deuterium was destroyed
by a mechanism called ‘photo-dissociation’ (Tytler et al., 2000a). Only when the temperature
drops to around TD ≈ 8× 108K that the deuterium formation rate wins over the dissociation rate,
leading to a neutron-to-proton ratio of nn/np ≈ 1/7. Right after this period, all free neutrons end
up firstly bound in deuterium atoms – mostly due to the strong-force nature of the interactions.
With a higher binding energy than that of deuterium, 4He then starts forming as soon as
the D density is sufficiently high. Having a higher binding energy ensures that helium-4 cannot
be destroyed by photons via photo-dissociation. This process transforms almost all D into 4He,
with the exception of a small fraction of deuterium. Since at this moment almost all neutrons
are present in atoms of 4He, the number density of such nuclei can be estimated by taking into
account the number of free protons after helium is formed: nH = np − nn.
The ‘mass fraction Y‘ of 4He of the total baryon density is defined as (Tytler et al., 2000b;
Cyburt et al., 2016):
Y =
4nHe
4nHe + nH
(1.118)
=
2nn
np + nn
(1.119)
≈ 0.25 , (1.120)
given that the ratio nn/np ≈ 1/7 at the time deuterium formation ratio has enough temperature
to win over photo-dissociation to form helium-4. This result means that at least a quarter of the
Universe’s baryonic content should be in the form of helium-4 and it is with perfect agreement
with observations (Coc, Petitjean, et al., 2015; Coc and Vangioni, 2017).
From Figure 1.6, one can see that there’s a strong dependency between the 4He and D
abundances and the baryon content of the Universe, Ωb. With a larger baryon density, two main
consequences arise for these two abundances. The first one is that, with a larger baryon-to-
photon ratio, deuterium would form much earlier, with fewer neutrons decaying leading to a higher
value for Y. The second consequence, in a similar reasoning, would be that deuterium would
convert into helium-4 much more efficiently, leading to a much lower fraction of D.
Lastly, neutrinos play a major role in BBN given the epoch of the Universe one considers.
At such early times, neutrinos act as relativistic which influence BBN in various ways. As an
example, electron neutrinos influence and control the fraction of free neutrons available, limiting
the formation of primordial 4He. The number of active neutrinos, Nν , also change considerably
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Fig. 1.6.: BBN predictions for primordial abundances for 4He (mass fraction), D, 3He, and 7Li as a function
of the baryon over photon ration, η, or the baryon density of the Universe, Ωbh2. The vertical line
comes from the Planck Collaboration measurements for Ωbh2 presented in Planck Collaboration,
Ade, Aghanim, Armitage-Caplan, et al., 2014; while the horizontal strips are from primordial
abundances presented in Coc, Petitjean, et al., 2015. Image Credit: Coc and Vangioni, 2017.
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predictions for BBN abundances. If Nν > 3, fewer neutrons would decay, resulting in a much
higher helium-4 abundance (Steigman, 2007; Schneider, 2016).
1.5 Thesis Structure
At last, I outline here the structure of chapters to come together with the list of authors and
collaborators in the published and to be published papers related to the work presented in each
chapter.
Chapter 2: Tomographic Analysis of BOSS DR12 Galaxy Clustering in Harmonic Space
In this following chapter, I present the work I have done performing an angular power spectrum
analysis of BOSS Large Scale Structure galaxy catalogue from Reid et al., 2016. In this work,
I depart from the official LSS BOSS catalogues and masks. I then proceed to build up the full
schema in order to extract cosmological information using a harmonic decomposition framework:
galaxy maps and masks, angular power spectra measurements with a Pseudo-C` estimator, the
theoretical C` formalism, and construction and validation of a covariance matrix. Finally, in order
to assess the viability of using the full shape of the angular power spectra for a cosmological
analysis, I have performed systematic contamination null-tests to ensure the measured C`s were
clean from any sort of photometric and observational effects.
This work, presented in Loureiro, Moraes, et al., 2018, has been accepted for publication by
Monthly Notices of the Royal Astronomical Society (MNRAS) and it was performed in collaboration
with Bruno Moraes, Andrei Cuceu, Michael McLeod, Lorne Whiteway, Sreekumar T. Balan,
Aurélien Benoit-Lévy, Ofer Lahav, Marc Manera, Richard Rollins, and Henrique S. Xavier.
Chapter 3: Cosmological Measurements from Angular Power Spectra Analysis of BOSS DR12
Tomography
In this Chapter, I outline the procedures and formalism to perform a Bayesian analysis for
cosmological inference using measurements of the angular power spectra. I then proceed to
perform high level consistency checks on the angular power spectra measurements produced
in Chapter 2, as well as consistency checks on the cosmological inference pipeline and the
covariance matrices produced for and with the BOSS-C`s. Finally, when combining this new
BOSS data vectors with CMB data from the Planck experiment and the JLA SNe Ia compilation
data-set, I demonstrate that extremely competitive cosmological constraints can be obtained
from a large scale structure analysis of spectroscopic galaxies in harmonic space.
This work, also presented in Loureiro, Moraes, et al., 2018, has been accepted by Monthly
Notices of the Royal Astronomical Society (MNRAS) and it was performed in collaboration with
Bruno Moraes, Andrei Cuceu, Michael McLeod, Lorne Whiteway, Sreekumar T. Balan, Aurélien
Benoit-Lévy, Ofer Lahav, Marc Manera, Richard Rollins, and Henrique S. Xavier.
64 Chapter 1 Introduction
Chapter 4: Neutrino Masses from Combined Cosmological Probes and Oscillation Experiments’
Constraints
In this follow-up chapter, I investigate the impact of several neutrino mass models in the determi-
nation of the upper bound of the sum of neutrino masses,
∑
mν . I demonstrate that a physically
motivated model, which takes into account constraints from particle physics experiments, can
not only yield robust constraints on
∑
mν when compared to usual cosmological approximation,
but also to set an upper bound to the mass of the lightest neutrino mass species. This analysis
was performed using the BOSS data vector in harmonic space in combination with Planck CMB
and Lensing, SNe Ia from the Pantheon compilation, and BBN data from deuterium-to-hydrogen
fraction.
This work, presented in Loureiro, Cuceu, et al., 2018, has been submitted to Physical Review
Letters (PRL) and it was performed in collaboration with Andrei Cuceu, Bruno Moraes, Lorne
Whiteway, Michael McLeod, Sreekumar T. Balan, Aurélien Benoit-Lévy, Ofer Lahav, Marc Manera,
Richard Rollins, and Henrique S. Xavier.
Chapter 5: An investigation of Bayesian Angular Power Spectra Estimators applied to Galaxy
Clustering
The main goal of this chapter was to extend, test, and benchmark a general Bayesian angular
power spectra estimator for data distributed on a sphere with a final goal of being a part of the
official Euclid C` estimator pipelines. The method was originally developed to be applied to CMB
temperature, CMB polarisation modes by Balan, 2012. In this chapter I perform the necessary
adaptations to investigate an application of the method to galaxy clustering – with a future goal
to extend it to weak lensing convergence (κ), cosmic shear (γ1 & γ2), and cross-correlations of
all previous probes. I perform a series of tests related to the impact of the survey’s geometry
in the spherical harmonics and its impact in the estimated angular power spectra of galaxies.
Finally, I produce and test the method in Euclid-like log-normal simulations for two contrasting
noise scenarios, demonstrating that the ideal way to deal with the noise in the case of galaxy
clustering is to treat it as anisotropic.
This is an investigatory chapter with preliminary results. Extending this work to the point of
completion is one of the objectives on my work as an Euclid Research Assistance in the next
year. This work is in preliminary preparation to be submitted to MNRAS and it was performed
in collaboration with Sreekumar T. Balan, Lorne Whiteway, Andrei Cuceu, Lee Whittaker, and
Malak Olamaie.
Chapter 6: Final Considerations, Conclusions & Future Prospects
I finalise this work by highlighting some key points learned from performing this extensive analysis
of the BOSS data release 12 spectroscopic data-set and the resulting cosmological findings.
Here I point out my contributions to the narrow field of using spherical harmonics to study and
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understand the large scale structure of galaxies in the Universe and its cosmological implications
not only for cosmology but also for neutrino physics. Moving on, I comment on future prospects of
my work, natural extensions of it, and a 5 year broad plan for future research and contributions.
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2Tomographic Analysis of BOSS
DR12 Galaxy Clustering in
Harmonic Space
„If you’re going to try,
go all the way.
There is no other feeling like
that.
You will be alone with the gods
and the nights will flame with
fire.
— Charles Bukowski
(Roll the Dice)
In this chapter, I perform an angular power spectra analysis of the Baryon Oscillation Spectro-
scopic Survey DR12 galaxies, a spectroscopic follow-up of around 1.3 million SDSS galaxies
over 9,376 deg2 with an effective volume of∼ 6.5 (Gpc h−1)3 in the redshift range 0.15 ≤ z < 0.80.
I split this sample into 13 tomographic bins (∆z = 0.05); angular power spectra were calculated
using a Pseudo-C` estimator. Measurements were then binned with a bandwidth of ∆` = 8.
Covariance matrices were estimated using log-normal simulated galaxy maps using the measured
angular power spectra instead of a fiducial C`. These were validated using a Gaussian expression
for the variance of the Pseudo-C` estimator which takes into account effects introduced by the
partial sky nature of the observations – the mixing of modes due to the mask. Finally, in order to
use the full shape of the angular power spectra for Cosmological analyses, I have performed
null-tests of systematic contamination against eighteen different sources of systematics by using
cross-correlations between the data and systematics. Apart from the larger modes – the first
bandwidth `-modes – I have found no significant contamination from observational systematics,
indicating that the full shape of BOSS DR12 angular power spectra of galaxies can be used for
cosmological analysis.
The work presented in this chapter was presented in Loureiro, Moraes, et al. (2018).
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2.1 Introduction
Recent years have seen increased interest in measuring cross-correlations of distinct cosmo-
logical probes. Simultaneously modelling and fitting auto- and cross-correlations of observable
cosmological fields can improve the dark energy figure-of-merit of surveys (Wang, 2008), pro-
vide better control of systematic errors, and potentially unveil new physics (e.g. Kirk, Lahav,
et al., 2015). Examples of this approach include combinations of CMB primary and secondary
anisotropies with galaxy clustering and cosmic shear signals that help to constrain galaxy bias
and intrinsic alignments (Giannantonio et al., 2016; Hand et al., 2015), ‘3x2pt’ correlations be-
tween galaxy clustering and lensing signals which provide the strongest low-redshift constraints
on cosmological models (Hildebrandt et al., 2017; DES Collaboration, Abbott, Abdalla, et al.,
2017), and also between galaxy clustering and CMB (Nicola, Refregier, and Amara, 2016; Nicola,
Refregier, and Amara, 2017; Doux et al., 2017).
A consistent treatment of all probes requires a common theoretical framework for the analysis
of the data and covariance matrices across the different correlations. A natural candidate for
this is the angular power spectrum. It has been in widespread use by the CMB community for
decades (Fixsen et al., 1996; Górski et al., 2005; Wandelt, Hivon, and Górski, 2001; Szapudi
et al., 2001; Hivon et al., 2002), providing several advantages over other statistical estimators.
Spherical harmonic decompositions are particularly suited to the analysis of data on the sphere,
as they are easily connected to the underlying linear cosmological perturbations in a statistically
isotropic and homogeneous Universe, and possess a simple covariance structure for most
practical cases despite mode mixing from partial sky observations. Construction of the estimator
from galaxy survey data do not require any de-projection using cosmological information, and
covariance estimation from log-normal simulations can be estimated in a cosmology-independent
way. This allows for a consistent end-to-end analysis. Last, but not least, self-calibration of
photometric redshift distributions using cross-correlations with spectroscopic surveys is more
readily implemented, and more robust to potential systematic errors (McQuinn and White, 2013;
McLeod, Balan, and Abdalla, 2017) when compared to other methods such as P(k), ξ(r) and
w(θ) (Ross, Beutler, et al., 2017; Salazar-Albornoz et al., 2017). In this chapter, it is argued
that this should be the case because methods which live in angular space such as the method
presented here and w(θ) can be naturally binned finely and hence more information about the
redshift evolution can be extracted without further modelling and further assumptions. It is also
further argued that non-linearities are better separated in this method that they would be if using
the data in configuration space.
Spectroscopic surveys give precise information about the radial distances to galaxies, since
the redshifts can be precisely measured from the spectra. In light of the precision in redshift for
such galaxy surveys, the usual cosmological approach is the use the 3D power spectrum, P(k),
or the 3D correlation function in real space, ξ(r) (Percival, Baugh, et al., 2001; Ross, Beutler,
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et al., 2017; Beutler, Seo, Ross, et al., 2017; Wang et al., 2017). Although these approaches
have some advantages related to exploring the full radial information from spectroscopic surveys,
a fiducial cosmology always needs to be assumed in order to translate from redshift space to
real space. This choice of fiducial cosmology may potentially bias cosmological measurements,
justifying once more the choice of a tomographic angular power spectra analysis.
However, there are difficulties involved in using angular power spectrum estimators on a
spectroscopic galaxy survey. Firstly, it is not simple to ensure that all of this radial information is
contained in the angular power spectra of projected redshift bins - even if a fine redshift binning
strategy is employed. A second and more relevant issue is that spectroscopic surveys have a
much lower galaxy density due to necessarily long integration times and targeting of specific
galaxies with fibre spectrographs. This leads to a low signal-to-noise ratio of galaxies to Poisson
noise once the data are projected in several tomographic redshift bins. A judicious choice of
redshift bin width and Fourier scales can ensure that all relevant linear cosmological information
is retrieved (Asorey et al., 2012; Gaztañaga and a. o. Eriksen, 2012; M. Eriksen and Gaztañaga,
2015; Kirk, Lahav, et al., 2015), but no consistent application of 2D angular power spectra
tomography with multiple narrow bins has been attempted on real spectroscopic survey data.1
In this work, I apply the angular power spectrum formalism to the Baryon Oscillation Spec-
troscopic Survey 12th and final public data release (BOSS DR12). The Baryon Oscillation
Spectroscopic Survey (BOSS) is one of the components of the third phase of the Sloan Digital
Sky Survey (SDSS-III). Its main aim is to measure the preferred scale of baryonic acoustic
oscillations in the primordial baryon-photon plasma, as imprinted in the late-time galaxy distribu-
tion. The DR12 data release contains the largest spectroscopic catalogue to date (Alam et al.,
2015). It is based on observations of around 2.5 million objects of which around 1.5 million were
classified as galaxies, which are further selected to form a large-scale structure galaxy sample
ready for cosmological analysis (Reid et al., 2016). I decided to work with this dataset because
of its constraining power, its public availability, and because of the possibility of comparing my
results to those previously obtained by the BOSS collaboration with this same dataset (see Alam
et al. 2016 and the BOSS publications website2 for a list of cosmological publications from the
collaboration).
Using the BOSS large-scale structure sample, I show that it is possible not only to measure
the full shape of the angular power spectra in very thin tomographic redshift bins, but also to
obtain reliable cosmological constraints for ΛCDM, wCDM and ΛCDM with
∑
mν cosmologies
using such a survey alone (See Chapter 3). The method presented here uses the full shape of
the angular power spectra – not just the BAO scale. This is achieved by separating the galaxy
samples into tomographic redshift bins with ∆z = 0.05, and using both the auto power spectra
and the cross power spectra of adjacent bins to extract information from the radial correlation of
galaxies.
1However, Salazar-Albornoz et al. (2017) perform a similar analysis in real space with the BOSS DR12 galaxies.
2http://www.sdss3.org/science/boss publications.php
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This chapter is organised as follows: Section 2.2 describes the BOSS LSS sample selection
criteria, the mask creation, and the construction of the galaxy overdensity maps. Section 2.3
describes the Pseudo-C` estimator used for the angular power spectrum analysis. Section 2.4
describes the theoretical modelling of the angular power spectrum and the use of log-normal
mocks for covariance matrix estimation. Section 2.5 describes the analysis of potential systematic
errors using the cross-power spectra between the data and different sources of systematic
effects. Finally, Section 2.6 concludes this Chapter by outlining the next steps towards probing
cosmological parameters with the data-vector generated in this Chapter and used on the following
Chapters.
2.2 BOSS DR12 Data
The Baryon Oscillation Spectroscopic Survey Data Release 12 (BOSS DR12) is one of the
experiments from the third phase of the Sloan Digital Sky Survey (SDSS-III), providing the largest
galaxy redshift survey to date. The full description of the BOSS DR12, including target selection
criteria and systematics, can be found in Alam et al., 2015.
The BOSS DR12 is subdivided into two main samples: LOWZ and CMASS. The BOSS
Collaboration created these samples by applying colour-magnitude and colour-colour cuts to the
SDSS photometric catalogue in order to generate lists of targets for spectroscopic observation.
The LOWZ sub-sample is designed as a simple extension of the original SDSS Luminous Red
Galaxy (LRG) sample (Eisenstein et al., 2001) at low redshifts, while the CMASS sample is
defined to select a stellar mass-limited sample of galaxies of all colours - hence its name, for
“constant stellar mass" - complemented by a colour cut whose goal is to select higher-redshift
objects. The targets were then observed spectroscopically and objects that revealed themselves
not to be galaxies (e.g. stars or quasars) were discarded. For a comprehensive discussion of
the photometric cuts, selection criteria, and the terminology used, see Dawson et al., 2013.
2.2.1 Galaxy Catalogues
To facilitate comparison of my results with the official BOSS collaboration results (Alam et al.,
2016), the construction of the catalogues used in this work followed a procedure similar to that
outlined in Reid et al., 2016. The dataset was downloaded from the BOSS DR12 website.3 I
have further restricted these samples by applying redshift cuts of 0.15 ≤ z < 0.45 for LOWZ and
0.45 ≤ z < 0.80 for CMASS. These cuts ensure that the LOWZ and CMASS samples do not
overlap in redshift, which simplifies the tomographic analysis. I use z = 0.45 (and not a lower
z) as the dividing point between the two samples because the LOWZ sample has around 12%
more galaxies in 0.4 < z < 0.45 than does CMASS. See figure 2.1 for the resulting redshift
distributions. Note also that the upper limit of z < 0.8 for CMASS is greater than the z < 0.75 limit
used in Reid et al., 2016. As a result of these factors the redshift ranges used in this work differ
3http://data.sdss3.org/sas/dr12/boss/
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Fig. 2.1.: The redshift distribution of the different BOSS samples. The darker histogram correspond to the
total samples for LOWZ (0.15 ≤ z < 0.45) and CMASS (0.45 ≤ z < 0.80). The overlap between
samples was excluded using object ID, leaving a total number of 1,157,755 galaxies. Figure 2.2
shows the angular selection function for the samples.
from those quoted in Reid et al., 2016 and Alam et al., 2016. Further details on the photometric
cuts, selection criteria, and the terminology used can be found on the papers mentioned above4.
The subsections that follow outline the main characteristics of the samples.
LOWZ Sample:
The LOWZ sample is designed to contain luminous red galaxies (LRGs) with redshift up to 0.45 as
a extension of the SDSS-I/II LRG Cut I sample (Eisenstein et al., 2001). The targets are selected
at low redshifts by a cut around the predicted colour locus (Equation 2.1), and a selection of bright
red objects is done at each redshift by a variable colour-magnitude cut in the r-band (Equation
2.2). This is the main cut in the LOWZ sample as it produces a constant number density on
the redshift range of this sample. According to Reid et al., 2016, the number of galaxies in the
sample is extremely sensitive to this cut (see also Ross, Percival, et al., 2013). Star-galaxy
separation is done, for LRGs, with a cut on the r-band magnitudes as shown in Equation (2.3).
Finally, to guarantee a high spectroscopic redshift success rate, a cut is performed on the r-band
to impose a brightness limit, as shown in Equation (2.4).
4As mentioned, the main catalogue creation algorithm follows the algorithm outlined in Reid et al., 2016 and was not
created by me nor any of my collaborators from Loureiro, Moraes, et al., 2018.
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In summary, the photometric target selection criteria for the LOWZ sample is (Reid et al.,
2016):
|c⊥| < 0.2 (2.1)
rcmod < 13.5 + c‖/0.3 (2.2)
rpsf − rcmod > 0.3 (2.3)
16 < rcmod < 19.6 (2.4)
In the first months of observation, the BOSS collaboration used a different star-galaxy
separation criterion compared to that used later (see Appendix A from Reid et al. 2016). As a
result, some sky regions from the LOWZ sample (specifically LOWZE2 and LOWZE3) have a
redshift distribution that differs to that in other regions. As the method I am using relies on having
a consistent redshift distribution across the sky, I excluded these regions from the LOWZ sample
(see Figure 2.2).
CMASS Sample:
The CMASS sample was designed to be closer to a mass limited sample, extending the Cut-II
LRGs from SDSS-I/II (Eisenstein et al., 2001) to bluer and fainter objects using a sliding colour-
magnitude cut as shown in Equation (2.5). The cut in the quantity d⊥ (Equation 2.6) results in an
increase in the number density of objects for the redshift range of 0.45 < z < 0.80 (see Figure
2.1). Model and magnitude limit cuts (Equations 2.7 and 2.8) ensure high redshift success rates
while preventing low redshift objects from being erroneously targeted. Outliers and problematic
blended objects are excluded using cuts in i- and r-band magnitudes (Equations 2.9 and 2.10).
Finally, star-galaxy separation was done by performing a varying cut in ipsf − imod and zpsf − zmod
based on Cannon et al., 2006 (Equations 2.11 and 2.12).
In summary, the CMASS sample photometric target selection is (Reid et al., 2016):
imod < min(19.86 + 1.6(d⊥ − 0.8), 19.9) (2.5)
d⊥ > 0.55 (2.6)
17.5 < icmod < 19.9 (2.7)
ifib2 < 21.5 (2.8)
rmod − imod < 2 (2.9)
rdev ,i < 20.0 pix (2.10)
ipsf − imod > 0.2(21− imod ) (2.11)
zpsf − zmod > 0.46(19.8− zmod ) (2.12)
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Although around 25,000 galaxies were targeted with slightly different selection criteria (see
Section 3.3.1 from Reid et al., 2016 for further details), this does not affect significantly the
sample’s redshift distribution (in the way that it did for LOWZE2 and LOWZE3 samples), and
therefore I retain these galaxies in the sample.
Contrary to what was done in Reid et al., 2016 and Alam et al., 2016, I exclude the CMASS
sample galaxies on the redshift range 0.40 < z < 0.45 as the LOWZ sample has around 12%
more galaxies on this range, see figure 2.1. I also keep the galaxies beyond 0.75 meaning that
the redshift range I am using for CMASS is 0.45 ≤ z < 0.80 (figure 2.1). I made the first choice
in order to maintain the same masks for each sample individually and in order to minimise any
potential systematic effect due to redshift distributions. The second choice is made due to the
way I deal with the low number of galaxies beyond z > 0.75. These result in a different redshift
range for CMASS and LOWZ than the ones quoted on the papers aforementioned.
Total Galaxy Weights:
Various observational effects, such as fibre collisions, will introduce bias into clustering statistics
calculated from raw DR12 data. To offset this, the BOSS collaboration provides a weighting
scheme for each object; clustering statistics calculated using object counts weighted by this
scheme are then expected to be unbiased by such effects. The scheme is described in Reid
et al., 2016, which in turn was based on L. Anderson et al., 2014. In this work, I use the same
weighting scheme:
For each targeted galaxy the BOSS collaboration provides three components to the weighting
scheme, corresponding to different observational effects (Reid et al., 2016; L. Anderson et al.,
2014):
• wsystot, a combination of stellar density with air mass, sky flux, reddening, and other seeing
conditions;
• wcp, which is due to close-pair objects, i. e., objects that can not have both their spectra
measured due to fibre collisions;
• wnoz, which takes into account nearest neighbours following a redshift failure by up-weighting
such galaxies.
Following Equation 50 in Reid et al., 2016, one can combine these into a single weight for each
galaxy:
wtot,i = wsystot,i(wcp,i + wnoz,i − 1) . (2.13)
The default values of wcp and wnoz are unity. By construction the term inside the parentheses in
Equation (2.13) conserves the total number of targeted galaxies. A more detailed study of the
impact of observational systematics is presented in Section 2.5.
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LowZ Pixel Completeness Mask - Nside = 512
0.00390625 1
Cmass Pixel Completeness Mask - Nside = 512
0.00390625 1
Fig. 2.2.: (left) LOWZ final pixel completeness angular mask with Nside = 512. I excluded the LOWZE2 and
LOWZE3 regions (the holes in the NGC) due to the non-standard N(z) in these regions (the result
of an initially different observing strategy that affected these regions). After performing a pixel
completeness cut of 0.8, the total used area of the mask is around 8529.58 deg2 (fsky = 0.2067).
(right) CMASS final pixel completeness angular mask with Nside = 512. After performing a pixel
completeness cut of 0.8, the total used area of the mask is around 9444.63 deg2 (fsky = 0.2286).
2.2.2 Masks and Map making
In this section, I describe the final data products construction – maps and masks – I create using
the HEALPIX 5 software (Górski et al., 2005). The procedures I outline in this section are followed
for both CMASS and LOWZ in the same way.
Masks and Angular Selection Function:
The BOSS collaboration provides6 an acceptance mask and several veto masks; these are in
MANGLE format (Swanson et al., 2008). The acceptance mask is continuous (i.e., takes values
between 0 and 1), the value for a given region reflecting the completeness of observations there;
in other words, the extent to which spectra were obtained for all targets. The precise value is
given by:
CBOSS =
Nobs + Ncp
Nobs + Ncp + Nmissed
, (2.14)
where:
• Nobs is the number of spectroscopically observed objects including galaxies, stars, and
unclassified objects;
• Ncp is the number of close-pair objects;
• Nmissed is the number of targeted objects with no spectra.
The veto masks are binary maps (i.e., regions are marked as either good or bad); these
maps mask out regions affected by observational factors such as centerpost collisions, collision
priorities, bright stars, bright objects, seeing cuts, extinction cuts, and others (see Section 5.1 in
Reid et al., 2016).
5http://healpix.sourceforge.net
6http://data.sdss3.org/sas/dr12/boss/lss/
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Tab. 2.1.: Details of each redshift tomographic bin containing information on redshift limits, number of
objects, and shot-noise value. Note that the shot-noise is calculated after applying the galaxy
weights (Section 2.2.1, equation (2.13)).
Sample Bin zmin zmax # of galaxies Shot-Noise
(gal/strd)−1
LOWZ–0 0.15 0.20 43,265 6.143× 10−5
LOWZ–1 0.20 0.25 51,271 5.156× 10−5
LOWZ–2 0.25 0.30 59,713 4.416× 10−5
LOWZ–3 0.30 0.35 85,394 3.064× 10−5
LOWZ–4 0.35 0.40 83,537 3.136× 10−5
LOWZ–5 0.40 0.45 57,165 4.605× 10−5
CMASS–6 0.45 0.50 177,383 1.577× 10−5
CMASS–7 0.50 0.55 217,636 1.275× 10−5
CMASS–8 0.55 0.60 179,571 1.545× 10−5
CMASS–9 0.60 0.65 114,398 2.435× 10−5
CMASS–10 0.65 0.70 57,537 4.850× 10−5
CMASS–11 0.70 0.75 23,631 1.182× 10−4
CMASS–12 0.75 0.80 7,253 3.839× 10−4
The BOSS acceptance and veto masks are transformed into a high resolution HEALPIX
pixelisation with Nside = 16384. Using this pixelisation scheme, I combine the BOSS masks to
yield a high resolution binary mask. This is done by accepting pixels in which the acceptance
mask value CBOSS exceeds 0.7 and which are not marked as bad in any of the veto masks;
other pixels are rejected. This choice of completeness cut is based on the BOSS LSS catalogue
algorithm from Reid et al., 2016. This high resolution binary mask is then degraded to a lower
resolution (Nside = 512) continuous mask with values Cpix (the pixel completeness factor), defined
for a given pixel to be the fraction of high resolution sub-pixels that are marked as good in the
high resolution binary mask. This is the final mask product and can be seen in figure 2.2 for
LOWZ and CMASS. The masks used for the pseudo angular power spectrum estimator (PCL)
measurements in Section 2.3 contains a hard cut in Cpix ≥ 0.8: values < 0.8 are set to 0 and
values ≥ 0.8 are set to 1.
Healpix overdensity maps:
From the galaxy catalogues, I generate the final data products to be used in the analysis: the
galaxy overdensity HEALPIX maps. First, I bin both data catalogues into tomographic redshift
bins of ∆z = 0.05. This gives six tomographic bins for LOWZ (0.15 ≤ z < 0.45) and seven for
CMASS (0.45 ≤ z < 0.80). Details about each redshift bin can be found in table 2.1. According
to Asorey et al., 2012, ∆z = 0.05 is the thickest possible redshift bin size a spectroscopic redshift
survey with z < 1 can have in order to keep sufficient radial information without suppressing the
radial BAO information due to averaging originating from mode projection. Smaller bin sizes could
improve the quality of radial information; however, the trade-off between bin size and shot-noise
per bin for the case considered in this chapter is such that the shot-noise would then be too high
for the considered scales. The use of the cross-power spectra between adjacent bins allows for
RSD information to be properly probed as explained in Section 2.4.1.
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Next, I create a weighted number counts map which contains the number of objects in each
HEALPIX pixel, np, weighted by the total galaxy weight (wtot ) given by Equation (2.13). To create
the final galaxy overdensity maps, I up-weight the maps by the inverse of the pixel completeness
factor from the masks, Cpix . Here, objects in pixels with Cpix < 0.8 are now considered outside
the footprint, i.e. the pixel value is set to zero. Thus, the expression for the overdensity maps
is:
δgz,p =

(
1
Cpix ,p
ngz,p
n¯z
)
− 1 , if Cpix ,p > 0.8
0 , otherwise
(2.15)
where n¯z is the mean number of weighted galaxies per observed pixel, in each redshift tomo-
graphic bin. Note that the weight I am referring here are the one mentioned in Equation 2.13, the
n¯z is not weighted by the pixel completeness weight. After these procedures are applied to all 13
redshift tomographic bins, the data products are ready for the power spectra of these maps to be
measured using the Pseudo-C` estimator described on the next sections.
2.3 Angular Power Spectra Estimators and
Measurements
The first proposed method for estimating the angular power spectrum C` (Peebles, 1973) consists
of projecting the density field onto the celestial sphere, decomposing this projected field into
spherical harmonics, and then analysing statistically the coefficients of this decomposition. I refer
here to this method of estimating the power spectrum as a pseudo power spectrum estimator
(PCL). This is a widely used tool for both galaxy clustering and CMB analysis and explored in
several different approaches in the literature (see before-mentioned works).
2.3.1 Pseudo-C` Estimator
Here, I describe the PCL estimator, following recent approaches as presented in e.g. Scharf
et al., 1992, Fisher, Scharf, and Lahav, 1994, Wright et al., 1994, Huterer, Knox, and Nichol,
2001, Hivon et al., 2002, Blake, Ferreira, and Borrill, 2004, Blake, Collister, et al., 2007, Thomas,
Abdalla, and Lahav, 2010, Thomas, Abdalla, and Lahav, 2011a, Thomas, Abdalla, and Lahav,
2011b, and Ho et al., 2012. The aim is to measure the angular power spectrum of the galaxy
overdensity field, δg .
Let ρ¯g be the average of ρg over the sky and define the galaxy overdensity field to be
δg =
ρg − ρ¯g
ρ¯g
=
ρg
ρ¯g
− 1, (2.16)
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This field may be represented using spherical harmonic expansion:
δg (θ,φ) =
`max∑
`=0
∑`
m=−`
d`mY`m(θ,φ), (2.17)
where the spherical harmonic coefficients d`m are defined by
d`m =
∫
δg (θ,φ)Y ∗`m(θ,φ)dΩ. (2.18)
Here and in what follows, a coordinate system is fixed, (θ,φ), for the celestial sphere; the spherical
harmonic functions are defined with respect to this coordinate system. The estimator of the
angular power spectrum of the data is then
Dˆ` =
1
2`+ 1
∑`
m=−`
d`md
∗
`m. (2.19)
The averaging overm is motivated by the assumed isotropy of the probability distribution governing
the location of galaxies.
To handle the partial-sky case, let Ωtot be the survey region and define
J`m =
∫
Ωtot
|Y`m|2 dΩ . (2.20)
This is a normalisation factor due to the average of modes in the partial sky coverage; note that
J`m = 1 for a full-sky survey. There will also be a term correcting for bias introduced by the
partial sky measurement. However this term is proportional to the average field value; in the
case considered this average vanishes, so the bias correction need not be made. See Appendix
A.1 for details.
One can repeat this analysis for galaxy density fields ρg ,i and ρg ,j defined in tomographic
bins i and j . Combining the partial sky effect and tomographic binning results in an estimator Dˆ ij`
for the cross- (i 6= j) or auto- (i = j) power spectrum of the data
Dˆ ij` =
1
2`+ 1
∑`
m=−`
D ij`m (2.21)
where
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D ij`m ≡
<(d i`md j∗`m)
J`m
. (2.22)
Here, I take the real part <() of a quantity whose expectation value will have no imaginary part.
Note, however, that Equation 2.21 does not take into account mode mixing due to the presence
of a mask. This effect will be forward modelled into the theoretical prediction for the angular
power spectra inside the likelihood – details are given in Section 2.4.1.
In reality one works with a pixelised celestial sphere and measure not ρg but rather a galaxy
count ngp per pixel p. From this one can derive the per-pixel galaxy overdensity
δgp =
ngp
∆Ωp
∆Ωtot
ngtot
− 1, (2.23)
where ngtot is the total galaxy count, ∆Ωp the solid angle subtended by pixel p, and ∆Ωtot the
total solid angle of the survey region Ωtot .
On the pixelated sphere, the spherical harmonic coefficients are estimated by
d`m =
∑
p
δgpY
∗
`m(θp,φp)∆Ωp, (2.24)
where (θp,φp) are the coordinates at the centre of pixel p, ∆Ωp is the area of p, and the sum
is over all pixels in the survey region. Since the density field is being now discretised due to
the pixelisation process, aliasing becomes an issue. This effect causes a false translation of
power in certain multipoles if one samples bellow the Nyquist frequency. 7 To avoid such issue,
one should avoid measuring (and using) multipoles that are higher than twice the Nside , i. e.
`max ≤ 2Nside .
Pixelisation is a smoothing operator, and hence suppresses power at small scales. I now
summarise here the standard treatment of this effect; see Górski et al., 2005; Leistedt, Peiris,
Mortlock, et al., 2013 and the HEALPIX documentation for details8. Consider the contribution of a
given pixel p to d`m both for the (measured) pixelised field and for the (desired) ideal continuous
field; the ratio of these quantities is
wp`m =
∫
p
Y`m(θ,φ)dΩ
Y`m(θp,φp)∆Ωp
. (2.25)
7The Nyquist frequency is highest frequency that can be calculated given a certain sampling rate, ν, so the correct and
complete signal can be recovered. It is defined to be fNy = ν/2.
8For details on the pixel window function: https://healpix.jpl.nasa.gov/html/intronode14.htm
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This quantity depends sensitively on `: for small `, Y`m is slowly varying and hence wp`m will be
close to unity while for large ` the rapidly varying Y`m will have vanishing integral over p. However
the dependence on m and p will be small and can be averaged out (in quadrature), yielding:
w2` =
1
Npix (2`+ 1)
∑
p,m
|wp`m|2 . (2.26)
The ratio of the power spectra of the (measured) pixelised overdensity field to that of the (desired)
continuous field will then be w2` . This study uses a HEALPIX resolution of Nside = 512; which
means that at `max = 510 this ratio of powers (C pix` /C
unpix
` ) is then 0.911 due to the pixel window
function.
Galaxy clustering observations contain both signal and (Poisson) noise; spatial variations in
the latter contribute to the measured auto power spectrum and this effect must be removed when
estimating the power spectrum of the underlying signal.
As the signal and noise are uncorrelated, the angular power spectra of the signal (S`), data
(D`) and noise (N`) are related by:
S` = D` − N`. (2.27)
For most tomographic bins one can approximate the angular power spectrum of the noise
as the variance of a Poisson distribution:
N` ≈ ∆Ωtot
ngtot
=
1
n¯
, (2.28)
where n¯ is the mean number of galaxies per steradian.
Amending (2.21) to account for pixelisation and shot-noise yields an estimator Sˆ ij` for the
partial sky signal power spectrum between two redshift bins i and j:
Sˆ ij` =
1
w2`
[(
1
(2`+ 1)
∑`
m=−`
D ij`m
)
− N`δij
]
. (2.29)
The estimator is symmetric in i and j . Note also that there is no shot-noise contribution for
the cross-power spectra (i 6= j). The PCL estimator described here uses galaxy overdensity
maps instead of the galaxy counts maps used in Blake, Collister, et al., 2007; Thomas, Abdalla,
and Lahav, 2011b and others; Appendix A.1 describes the correspondence between the two
approaches. This estimator is unbiased (Peebles, 1973) but does not have minimum variance:
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Fig. 2.3.: Measured signal auto- and cross-power spectra for the LOWZ (blue) and CMASS (red) samples
(Equation 2.30). The black dashed lines show the estimated Poissonian shot-noise (Equation
2.28). The solid grey line shows the deconvolved spline used in Section 2.4.3 to generate the
log-normal mocks for covariance matrix estimation from which the error bars in this figure were
estimated. Even though the measured Sˆ∆` had the shot-noise removed, note that the last two
CMASS bins have a significant part of their signals below the level of Poissonian shot-noise.
maximum likelihood estimators such as QML (e.g. Efstathiou, 2004) have smaller variance.
However, these maximum likelihood estimators are computationally expensive to use; this is why
this work uses PCL.
2.3.2 Bandwidth Binning and Measurements
The measurements are binned in ` using bins of width ∆` = 8 (so e.g. the first bin is 2 ≤ ` ≤ 9).
For each bin, I calculate a weighted average of the Sˆ ij` (weighted by the number of spherical
harmonic coefficients):
Sˆ ij∆` =
∑
`∈∆`(2`+ 1)Sˆ
ij
`∑
`∈∆`(2`+ 1)
. (2.30)
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This binning acts on the measurement in a way that decorrelates mixed modes (that arise from
the convolution of the true measurement and the survey’s angular window function).
Finally, I measure the PCL estimator up to `max = 510; Figure 2.3 shows the results for the
auto- and cross-power spectra for LOWZ and CMASS. Note that I do not consider in this work any
cross-correlations between the two samples; therefore, each sample is treated individually. The
figure also shows error bars given by the diagonal of the covariance (estimated in Section 2.4.3),
as well as the splines used to generate the log-normal mocks (Section 2.4.3). The figure shows
that the last two CMASS bins are dominated by shot-noise (due to their small density of galaxies).
Uncertainty in the characterisation of this noise will be included into the theoretical forward
modelling presented in Section 2.4 and marginalised over during the cosmological parameter
estimation (Section 3.5).
2.4 Theory Modelling and Covariance Matrix
Estimation
This work’s goal is to use observations to constrain cosmological parameters; as part of this, I
describe the theory that connects the statistics of the underlying matter field with the measured
angular power spectra. My approach is similar to that found in the literature (Scharf et al., 1992;
Huterer, Knox, and Nichol, 2001; N. Padmanabhan et al., 2007; Thomas, Abdalla, and Lahav,
2011b; Asorey et al., 2012).
In this section, I outline the framework necessary to obtain the desired cosmological pa-
rameter’s constraints from the measured angular power spectra. I detail here the theoretical
framework used to estimate the theory vector, the procedure used to build covariance matrices
from log-normal mocks, and the theoretical expression for the covariance of the PCL estimator.
2.4.1 Theoretical Angular Power Spectra
Let δg (x, z) denote the galaxy density function. Let δg (k, z) be its Fourier transform; one can write
this in terms of the growth function D(z), the bias b(z) (assumed here to be scale-independent),
and the Fourier components δ(k, 0) of the underlying matter distribution at the current time:
δg (k, z) = D(z)δg (k) = D(z)b(z)δ(k, 0). (2.31)
The correlation structure of the Fourier transform is
〈δg (k, z)δ∗g (k′, z)〉 = (2pi)3δ(D)(k− k′)Pg (k, z) (2.32)
where Pg (k , z) = b(z)2P(k , z) is the power spectrum of the galaxy density field and P(k, z) is
the power spectrum of the underlying matter density field.
2.4 Theory Modelling and Covariance Matrix Estimation 81
Integrating the galaxy density along the line of sight, nˆ, yields:
δg (nˆ) =
∫ ∞
0
δg (χ(z)nˆ, z)n(z)dz (2.33)
where n(z) is the normalised redshift-dependent selection function and χ(z) is the comoving
distance. The spherical harmonic components a`m of this projected galaxy distribution are:
a`m =
∫
Y`m(nˆ)δg (nˆ)dΩ (2.34)
=
∫
Y`m(nˆ)
∫
δg (χ(z)nˆ, z)n(z)dzdΩ (2.35)
=
4pi
(2pi)3
∫
b(z)n(z)D(z)
∫
δ(k, 0)i`j`(kχ(z))Y`,m(kˆ)d3kdz . (2.36)
where j`(kχ(z)) are the Spherical Bessel functions (Thomas, Abdalla, and Lahav, 2010; Thomas,
Abdalla, and Lahav, 2011b).
The final step uses the plane wave expansion and the spherical harmonic addition theorem. One
may collect the z dependencies from Equation (2.36) into a window function:
Wg ,`(k) =
∫
b(z)n(z)D(z)j`(kχ(z))dz . (2.37)
Using the window function in Equation (2.36) yields a simple expression for the angular
power spectrum:
C ij` ≡
〈
ai`ma
j∗
`m
〉
(2.38)
=
2
pi
∫
W ig ,`(k)W
j
g ,`(k)k
2P(k, 0)dk . (2.39)
Here I have introduced superscripts i and j to denote different redshift shells and the equation
above, therefore, defines both auto-C` (for i = j) and cross-C` (for i 6= j). The same formalism can
be used to obtain the C` between two different tracers, between photometric and spectroscopic
redshift shells, etc.
In this work, I used the Unified Cosmological Library for C`s, or UCLCL code (Cuceu et al,
in prep). This code obtains the primordial power spectra and transfer functions from the CLASS
Boltzmann code (Blas, Lesgourgues, and Tram, 2011), and then applies Equation (2.39) to
obtain the angular power spectrum. UCLCL deals with the redshift distribution in more flexible
ways than does CLASS and CAMB (Lewis, Challinor, and Lasenby, 2000): it allows for the input
n(z) distribution to be a spline and also allows it to be convolved with a Gaussian error function
to take into account redshift systematic effects (Equation 2.40 in Section 2.4.1). A comparison
between these codes is presented in Appendix A.2.
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Fig. 2.4.: A series of different effects which affect the angular power spectrum (0.45 < z ≤ 0.50) in a variety
of ways. The two solid lines show the linear and non-linear C`’s (Section 2.4.1) which diverge
as a function of scale, `. Dashed lines include the Redshift space distortions effect (Section
2.4.1) which increases the power for larger scales (see sub-panel). Dot-dashed lines show the
effect of the mixing matrix convolution (Section 2.4.1) which tends to suppress power in all scales.
Finally, the black dotted line is a combination of all such effects: RSDs, non-linearities, and mixing
matrix convolution. The input parameters for these calculations were done using a flat cosmology:
b = 1, h = 0.6725, Ωb = 0.0492, Ωcdm = 0.265, w0 = −1.0, τr = 0.079, logAs = 3.093 × 10−10,
ns = 0.965. These theory lines were all generated using the UCLCL code.
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Spectroscopic Redshift Distribution and shot-noise modelling:
The spectroscopic selection provides a full (un-normalised) n(z) function for both LOWZ and
CMASS samples (see Fig. 2.1). Binning is achieved by hard cuts on each of these samples
in intervals of ∆z = 0.05 (Section 2.2.2), with no overlap or gaps between bins. Despite the
impressive precision of spectroscopy, to suggest that these bins have no overlap (i.e. there
is no error in the spectroscopic measurement) is unrealistic, and has a significant impact on
the cross correlations between bins. Spectroscopic errors are modelled within the distribution
functions by a convolution with a narrow Gaussian function representing the uncertainty on a
given measurement. Such a convolution is given by
ni (z) =
∫
ni∗(z − z ′)e
− z′2
2σ2s dz ′, (2.40)
where ni∗(z) is the raw redshift distribution, σs (the variance of the Gaussian) is a proxy for
the spectroscopic measurement error, and ni (z) is the final redshift distribution to be used in
calculations. In practice, the convolution is achieved by means of a fast Fourier transform (FFT)
algorithm, multiplication of the functions, and reverse transform in the UCLCL pipeline.
This convolution can also be used to approximate a separate effect and more dominant
effect, the so called Fingers-of-God (FoG) effect (Percival, Samushia, et al., 2011); which will
actually dominate the measurements on σs(z) in Equation (2.40). This is a form of redshift-space
distortion (RSD) which arises as a result of random motions of galaxies within virialised structures,
which elongates the appearance of structure in redshift space, i.e., it smears out the redshift
distribution by the addition of Doppler shift to cosmological redshift. The convolution width σs
models the combined impact of spectroscopic redshift errors and of the FoG effect; σs is then
varied and marginalised over during the cosmological analysis. Due to the sensitivity of the
cross-angular power spectra to these effects, a separate σs is used for each redshift bin (for
more details see Section 3.2).
Redshift Space Distortions:
The full large scale structure window function needs to take into account Redshift Space Distor-
tions (RSD) (Kaiser, 1987; Blake, Collister, et al., 2007; N. Padmanabhan et al., 2007; Thomas,
Abdalla, and Lahav, 2011b). This effect tends to increase the power for large scales, ∆` < 60,
due to the mix of redshift and peculiar velocities of galaxies. This local peculiar motion of galaxies
creates the illusion that the ones moving towards us appear closer (i. e., they appear to be at
lower redshifts); while galaxies with peculiar motion moving away from us, appear to be ever
further away (i. e., they appear to be at lower at higher redshifts). This effect can be easily taken
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into account by adding the RSD window function (Scharf et al., 1992; Fisher, Scharf, and Lahav,
1994; Kirk, Lahav, et al., 2015; McLeod, Balan, and Abdalla, 2017) to equation (2.39):
W Tot,i` (k) = W
i
g ,`(k) + W
i
RSD,`(k) , (2.41)
where the RSD window function is given by (Scharf et al., 1992; N. Padmanabhan et al., 2007;
Ho et al., 2012; Kirk, Lahav, et al., 2015):
W iRSD,`(k) =
βi
k
∫
dχ
dni
dχ
j ′`(kχ(x))
=βi
∫
ni (χ(z))
[
(2`2 + 2`− 1)
(2`+ 3)(2`− 1) j`(kχ(z))
+
`(`− 1)
(2`− 1)(2`+ 1) j`−2(kχ(z))−
(`+ 1)(`+ 2)
(2`+ 1)(2`+ 3)
j`+2(kχ(z))
]
dχ ,
(2.42)
where the redshift distortion parameter, βi = (d lnD(z)/d ln a)/bi (z) ≈ Ωγm/bi (z), is defined to
be dependent on the bias of the given redshift shell or tracer. The RSD window function does
not account for the FoG effect, which affects small scales due to the virial motion of galaxies
inside clusters (Kang et al., 2002); instead, as discussed in 2.4.1, the FoG effect is subsumed
into the spread of the spectroscopic redshift distribution. Note also that the relationship between
the real-space power spectrum, P(k), and the redshift space power spectrum, Ps(k) is defined
as in Kaiser, 1987:
Ps(k) = P(k)[1 + β
2(kχ(z))]2. (2.43)
Figure 2.4 shows the impact on the angular power spectrum of different effects considered
in this section: redshift space distortions, non-linearities, and partial sky convolution with the
mixing matrix. Some of these effects affect the angular power spectrum from different scales in
different redshift ranges consider in this work.
Non-Linear Angular Power Spectra: Halofit
In the UCLCL pipeline, the C` estimation may be extended some way into the non-linear regime by
introducing the scale-dependent non-linear overdensity in Fourier space, δNL(k,χ), and therefore
the corresponding non-linear growth function
DNL(k,χ) =
δ(k,χ)
δ(k, 0)
. (2.44)
The calculation of this non-linear density is extracted from the class code (see Blas, Lesgourgues,
and Tram, 2011; Di Dio et al., 2013), which expresses a ratio
RNL(k,χ) =
δNL(k,χ)
δ(k,χ)
=
(
PNL(k,χ)
P(k,χ)
) 1
2
(2.45)
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of the non-linear perturbations to the linear (δL(k,χ)), the second equality follows from P = 〈δδ∗〉.
This ratio is calculated using the modified halofit of Takahashi et al., 2012 (also employed by
camb sources (Challinor and Lewis, 2011)), with additional corrections from Bird, Viel, and
Haehnelt, 2012 for neutrino effects.
The window function in equation 2.41 contains both the selection function and the growth
function, which tracks the ratio of the power spectrum at different redshifts. The non-linear power
spectrum is related to the linear, present day power spectrum by:
PNL(k ,χ) = R
2
NL(k,χ)P(k,χ)
= R2NL(k,χ)D
2(χ)P(k, 0).
(2.46)
This means that the window functions in equation 2.41 should have an additional factor of
RNL(k,χ) inside the integral over χ. In the case of these very narrow spectroscopic redshift
bins
RNL(k, z) = RNL(k , z¯) (2.47)
where z¯ is the mean of the redshift bin, i.e., I assume that the non-linear ratios vary negligibly
over the width of a single bin (but may vary between different bins). This simplifies the calculation
of the window function considerably, and is a good approximation when the width of the bin is
small. In this case the window functions for the redshift bins are straightforwardly related to their
linear counterparts:
W iNL,`(k) = RNL(k, z¯
i )W ig ,`(k). (2.48)
The rest of the calculation may proceed as usual.
Partial Sky: Mixing Matrix Convolution
When dealing the PCL estimator measurements, partial sky effects mean that one must calculate
the convolution of the theory and the survey’s angular selection function. It is computationally
expensive and unstable to deconvolve this effect from the measurements. This leads to forward
modelling, where the experimental systematics are modelled and introduced into the theoretical
predictions (Scharf et al., 1992; Fisher, Scharf, and Lahav, 1994; Thomas, Abdalla, and Lahav,
2011b). This effect is taken into account through a convolution with the mixing matrix, R``′
(Hauser and Peebles, 1973; Hivon et al., 2002; Brown, Castro, and A. N. Taylor, 2005; Blake,
Collister, et al., 2007):
S` =
∑
`′
R``′C`′ . (2.49)
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Fig. 2.5.: (left) Mixing Matrix, R``′ , calculated for the LOWZ mask presented in Fig. 2.2. (right) The Mixing
Matrix for the CMASS mask presented in Fig. 2.2, which is similar to the first one. A closer look
on details for both Mixing Matrices can be seen on Fig. 2.6.
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Fig. 2.6.: Slices through the Mixing Matrices (Figs. 2.5) for LOWZ (CMASS) using two different fixed multi-
poles values given by `′ = 200(250), and `′ = 300(350), where the amplitudes were normalised
by R``. As expected, the maximum amplitude peaks in the fixed `′ and goes to zero in a given
∆`. The profile shape of both matrices remains the same throughout the `-range, indicating the
correlation introduced by the convolution with the mask on the PCL measurements presented in
Fig. 2.3.
2.4 Theory Modelling and Covariance Matrix Estimation 87
The mixing matrix (see Fig. 2.6) itself depends only on the survey’s geometry through the
mask’s angular power spectrum
W` =
∑`
m=−`
|I`m|2
(2`+ 1)
(2.50)
where (from Appendix A.1):
Ilm =
Npix∑
p
Ylm(θp,φp)∆Ω (2.51)
and the mixing matrix can be expressed as:
R``′ =
2`′ + 1
4pi
∑
`′′
(2`′′ + 1)W`′′
` `′ `′′
0 0 0
2 . (2.52)
The 2× 3 matrix above is the Wigner 3j function; these coefficients were calculated using the
WIGXJPF library (Johansson and Forssén, 2015). The mixing matrices are shown in Figure 2.5
and in more detailed slices in Figure 2.6 which gives an intuition about the size of ∆`-bands used
to bin the measured Sˆ`s as it shows the range of multipoles that are mixed due to the survey’s
mask. This small correlations between the multipoles can be “washed away" by binning the
measurements. In addition, as can be seen in Figure 2.4, the mixing matrix convolution tends to
suppress power in all scales.
Finally, after being convolved with the mixing matrix (Equation (2.49)), the theoretical S` is
then binned in the same way as the data in equation (2.30):
S ij∆` =
1∑`′+∆`
`′ (2`+ 1)
`′+∆`∑
`′
(2`+ 1)S ij` . (2.53)
2.4.2 Data Theoretical Covariance
Here, I follow the formalism developed in Dahlen and Simons, 2008 for the covariance of spectral
estimation on a sphere. For clarity I first re-derive some of the results from Section 2.3 from a
different perspective, that of projectors in pixel space.
Consider a data vector d that is a sum of signal and noise (d(r) = s(r) + n(r)) and that has
a covariance, D, that is a combination of signal covariance S and a noise covariance N . In pixel
space, the data covariance can be expressed as:
D = 〈ssT 〉+ 〈nnT 〉 =
∑
`
(S` + N`)P` (2.54)
where P` is the projector in pixel space, defined as:
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P` =
∑
m
Y`m(r)Y ∗`m(r). (2.55)
The projector satisfies the following identity in the full sky case:
tr(P`P`′) = (∆Ωp)−2(2`+ 1)δ``′ . (2.56)
Using this identity, the Pseudo-C` estimator from Equation (2.29) can be written in terms of the
projector and data covariance from (5.3):
Sˆ` =
∆Ω2p
(2`+ 1)
[
dTP`d− tr(NP`)
]
. (2.57)
where ∆Ωp is the area the pixels assumed to have an equal area.
Assuming a Gaussian signal (Blake, Collister, et al., 2007), the covariance matrix for the
angular power spectra estimator between different multipoles ` and `′ can be expressed as:
Σ``′ = Cov(Sˆ`, Sˆ`′). (2.58)
The symmetry of the P` and D matrices, together with the definition Cov(X,X′) = 〈XX′〉 −
〈X〉〈X′〉, allows us to rewrite the covariance as:
Σ``′ =
2(∆Ωp)
4
(2`+ 1)(2`′ + 1)
tr(DP`DP`′) (2.59)
This expression works for both full and partial sky cases. The difference between the two
cases appears on the projector identity from Equation (2.56). Using the definition of the pixel
space projector (Equation 2.55), the I`m expression from Equation (2.51), and the fact that the
spectra consider in this work are moderately coloured 9 (Dahlen and Simons, 2008), one can
rewrite Equation (2.58) for a partial sky observation with area ∆Ωtot as:
9Moderately coloured spectra means that the spectra do not vary drastically within the range considered
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Σ``′ =
1
2pi
(
4pi
∆Ωtot
)2
(S` + N`)(S`′ + N`′)×
∑
`′′
(2`′′ + 1)W`′′
` `′ `′′
0 0 0
2 (2.60)
=
2
fsky (2`′ + 1)
(S` + N`)(S`′ + N`′)R``′ (2.61)
where the last equality used the definition of the mixing matrix from Equation (2.52). Note that
this expression is very similar to the one used in Blake, Collister, et al., 2007; N. Padmanabhan
et al., 2007; Thomas, Abdalla, and Lahav, 2011b extending it to account for the mixing of modes
due to the mask.
However, this expression (derived by Dahlen and Simons 2008) does not account for the
pixel window function effect nor for cross-correlations between redshift tomographic bins. In
order to include these effects, I need to generalise the data angular power spectra, S` + N` →
w2` S
ij
` + N`δij = D
ij
`.; and include the effect of cross-correlation in the covariance by changing
(S` + N`)(S`′ + N`′)→ 12 [D ij` D ij`′ + D ii`D jj`′ ] in Equation (2.61) (Rassat et al., 2007).
The final expression for the angular power spectra theoretical covariance matrix is:
Σij``′ =
1
fsky (2`′ + 1)
[D ij` D
ij
`′ + D
ii
`D
jj
`′ ]R``′ (2.62)
=
R``′
fsky (2`′ + 1)
[
(w2` S
ij
` + N`δij )(w
2
`′S
ij
`′ + N`′δij ) + (w
2
` S
ii
` + N`δii )(w
2
`′S
jj
`′ + N`′δjj )
]
(2.63)
and it encompasses for the Gaussian part of the covariance matrix. As in this work I do not
use low-` modes and scales beyond the non-linear regime, there is no need for further terms
to be considered in the theoretical covariance estimation. It is also important to note that this
expression is only used to validate the FLASK covariances.
By performing the modifications mentioned above, Equation (2.63) recovers the variance
expression from Rassat et al., 2007, when considering just the diagonal, for cross-power spectra;
and recovers the original expression by Dahlen and Simons, 2008 when considering just the
auto-power spectrum. Figure 2.7 shows a comparison between the variance (the diagonal)
of equation (2.63) with the variance from the estimated covariance matrix from Section 2.4.3.
Note that the covariance between different angular power spectra is considered to be zero, i. e.
Σij ,i
′j′
``′ = Σ
ij
``′δii ′δjj′ .
2.4.3 Covariance Matrix using log-normal Mocks
As I seek to constrain cosmological parameters using observations; one of the requirements of this
process is accurate covariance matrices. Covariances can be estimated using galaxy clustering
simulations that reflect not only the cosmology but also systematic effects and observational
artefacts. Previous works have used either Gaussian realisations (Blake, Collister, et al., 2007;
Thomas, Abdalla, and Lahav, 2011b; Nicola, Refregier, and Amara, 2016) or the mocks provided
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Fig. 2.7.: An example used for the mock’s covariance matrix validation: here I compare the analytic
expression for the angular power spectrum variance (Equation (2.63)) with the variance from
the log-normal mocks using CMASS’ first auto-power spectrum as an example. The bottom
panel shows the relative error for this case. This validation was checked for each one of the 42
measured C`’s from fig. 2.3 and no trends are apparent.
by the BOSS Collaboration (Kitaura et al., 2016; Manera et al., 2013). However this work instead
uses log-normal simulations (Coles and Jones, 1991). The decision not to use the official BOSS
PATCHY mocks from Kitaura et al., 2016 was made due to the different choice of redshift ranges
for the samples: the CMASS PATCHY mocks do not contain galaxies beyond redshift z = 0.75
whereas the samples I selected extend to z = 0.80 (as described in Section 2.2).
Before outlining the mock generation and covariance estimation processes, I will briefly
outline the log-normal formalism to properly sample the matter density field and the galaxy
number counts maps.10 The idea is to go beyond the usual approach of Gaussian simulations,
since these cannot properly describe the late time matter density field’s physical properties. 11
One starts with a set of Gaussian variables – or Gaussian realisations of the density field –,
δig , which follow a multi-variate Gaussian distribution with mean µi and variance σ2i ∝ ξiig (and
covariance ∝ ξijg ). The log-normal density field can be expressed as (Loureiro, 2015; Xavier,
Abdalla, and Joachimi, 2016):
δiLN = exp{δig} − 1 . (2.64)
By construction, the variable δiLN is a log-normal random variable, with mean given by
10A more detailed description can be found in Section 2.3 of Loureiro, 2015.
11Unless re-scaled or truncated, Gaussian simulations have a considerably high probability of sampling nonphysical
values for the matter density field, i. e. δ < −1. However, both re-scaling or truncating the simulations will introduce
biases.
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〈
δig
〉
= eµi
〈
eδ
i
g−µi
〉
(2.65)
= eµi
∞∑
n=0
〈(δig − µi )n〉
n!
, (2.66)
where the last step expanded the averaged exponential into an infinite series (Coles and Jones,
1991; Xavier, Abdalla, and Joachimi, 2016). The series are the Gaussian’s central moments
(Xavier, Abdalla, and Joachimi, 2016), leading to
〈
δiLN
〉
= exp{µi + ξiig} − 1 . (2.67)
Note, however, that the associated Gaussian correlation function, ξijg , is not the same as the
desired 2-pts statistics for the log-normal density field (the input for the simulations). These are
related by the following transformations (Coles and Jones, 1991; Loureiro, 2015):
ξijLN = 〈δiLNδjLN〉 =
(
exp{ξijg } − 1
)
(2.68)
and
ξijg = ln
(
ξijLN + 1
)
. (2.69)
Limitations of this approach are discussed in detail in Xavier, Abdalla, and Joachimi, 2016.
Next, once the log-normal density field is sampled, an extra step is performed to produce
galaxy number counts maps, N ig (θp,φp), from a Poisson distribution. At each pixel p, the expected
number of galaxies is given by:
〈N ig (θp,φp)〉 = ni (z)m(θp,φp)[1 + δLN (θp,φp)] (2.70)
where ni (z) is the redshift distribution in a given tomographic bin-i and m(θp,φp) is the angular
mask of a given survey.
To generate the mocks, I use FLASK12 (Xavier, Abdalla, and Joachimi, 2016), a publicly
available code that produces log-normal simulations of correlated fields in the sphere. Here, I
use the data Sˆ` measurements as inputs for the simulations (as measured in Section 2.3). This
technique allows me to reproduce any sort of systematic effects, RSD, non-linear power spectra,
and other known and unknown effects that may be present in the data with no need to model
them nor assume any fiducial cosmology. This is a main benefit of this approach to covariance
estimation: any effects present in the measured angular power spectra will be reproduced in
FLASK’s simulations via the S`s measured from the data. By construction, log-normal simulations
can reproduce any moment of a log-normal distribution. According to Coles and Jones, 1991
12http://www.astro.iag.usp.br/~flask/
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and Xavier, Abdalla, and Joachimi, 2016, in order to reproduce higher order statistics beyond
the 3-pts statistics, one should use N-Body simulations instead of log-normal ones. However,
a study performed by Krause et al., 2017 shows that, for the Dark Energy Survey case, the
cosmological results obtained from FLASK simulations and a full covariance matrix, including the
4-point statistics, match to a percent level.
For each of the samples, I produced 6,000 log-normal mocks to estimate the data covariance
matrix. These mocks are also Poisson sampled to reproduce noise properties, radial and angular
selection effects according to the data.
The data covariance matrix was produced as follows:
1. Produce an spline, S˜(`), using the Sˆ∆` measurements (Figure 2.3) and a Gaussian filter to
smooth the measurements.
2. Deconvolve the mixing matrix, R``′ , from the splines to obtain
C˜ ij (`) =
∑
`′
R−1``′ S˜
ij (`) (2.71)
3. Monotonically extrapolate the splines to `max = 8192 (necessary to allow FLASK to create
high resolution HEALPIX maps).
4. For each tomographic redshift bin, produce FLASK partial sky galaxy number count mocks
with Nside = `max = 2048.13
5. Degrade the mocks to Nside = 512 to match the Nside used when analysing the data.
6. Produce up-weighted overdensity maps (as described in section 2.2.2).
7. Run the partial sky PCL estimator; include here the pixel window function correction w2` (as
described in Equations (2.29) and (2.30)) that arises from the degrading of the maps at
step 5.
8. Measure the covariance of the ensemble of angular power spectra obtained from the
simulated data:
C ij∆`∆`′ ≡
1
NS − 1
NS∑
s=1
(
S ij ,s∆` − 〈S ij∆`〉
)(
S ij ,s∆`′ − 〈S ij∆`′〉
)T
. (2.72)
Here NS is the number of simulations. To validate the estimated covariance matrix, I compared
the diagonal of the covariance matrix in Equation (2.72) with the expression for the theoretical
variance for the measured angular power spectra in Equation (2.63); Figure 2.7 shows a typical
result.
13The signal realisation maps were sampled using a log-normal transformation. Due to the transformation’s non-linearity,
I had to generate mocks with a higher Nside & `max than the data as the log-normal realisations introduce a
damping after a certain ` (see figure 18 from Xavier, Abdalla, and Joachimi, 2016). The simulated data maps also
used a Nside = 2048 version of the masks presented in 2.2.2.
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2.5 Systematic Null Tests
Large-scale survey observations, spread over thousands of observation hours, are taken under
a variety of conditions. Turbulence in the atmosphere, sky background brightness and telescope
inclination angle are amongst the factors that can influence image quality and object detection.
Other than those atmospheric effects, galactic properties are also at play: extinction from
dust within the Milky Way and variations of stellar density, as well as the presence of bright
stars, are position-dependant and also have an impact on our ability to detect galaxies. Jointly,
these observational factors have the potential to create small density fluctuations in the galaxy
distribution which can imprint a statistical signal easily confused with the cosmological large-scale
structure fluctuations that one is attempting to measure. This effect has been detected and
corrected for in several previous analyses with a range of datasets (Blake, Collister, et al., 2007;
Ross, Ho, et al., 2011; Thomas, Abdalla, and Lahav, 2011b; Leistedt, Peiris, Mortlock, et al.,
2013; Ho et al., 2012; Doux et al., 2017).
In this section, I present the analysis performed on the data to ensure that the measured
power spectra are not significantly dominated by any known observational systematic effects. I
consider a systematic to have a significant effect on the observed power spectra if the cross-
power spectra between them deviates from zero, with a deviation that is bigger than both
the data variance and the cross-power spectra variance. I start by describing the systematic
effects considered in this analysis, describing the methods for map creation and cross-spectrum
measurement, and giving some representative results. Plots showing the complete analysis of
systematics contamination for all 13 tomographic bins can be found in Appendix A.3.
2.5.1 Systematic Maps
The Sloan Digital Sky Survey monitors and records observational conditions for every tile of
the survey. This information is available as a combined set of two files, one that defines a
pixelisation of the observed sky in MANGLE format and another that records the observational
information for each MANGLE polygon.14 The first step is to reconstruct the MANGLE maps for each
observational systematic from these files. The MANGLE python wrapper15 was used to perform
this transformation. Since there is potentially more than one observation in a given region of the
sky, there can be multiple values for a given polygon. The SDSS files indicate which amongst
multiple options is to be taken as the primary value for the field. The IDs were selected from
those primary fields, matched to their observational properties in the fields list, and a new MANGLE
mask was created for each of those properties, which are recorded in the weight of the masks.
Next, Mangle masks were created for sky background flux, sky variance and average PSF
FWHM in all five photometric bands. Mask of the score of each field were also created – defined
14The files, window_unified.fits and window_flist.fits, can be found in http://www.sdss.org/dr12/
algorithms/resolve/, together with a detailed description of the construction of the survey geometry and of
the score quantity described further in the text.
15https://github.com/mollyswanson/manglepy
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by the SDSS collaboration to express “observational quality" as an empirical combination of
observational values with processing status flags. Additional observational properties can be
found in the Field Table, available from the SDSS SkyServer Schema Browser.16 The choice of
which systematics to take into account is somewhat arbitrary, as there are correlations between
observational properties that make information redundant (Leistedt, Peiris, Mortlock, et al., 2013).
Stellar density and galactic extinction were also added to the systematics listed above, as those
have been shown to correlate with galaxy density in several previous analyses (e.g. Thomas,
Abdalla, and Lahav, 2011b; Elvin-Poole et al., 2017).The bright star catalogue was created from
the SDSS object catalogue with the following cuts:
18 < rpsf < 19.5, (2.73)
type = 6,
rpsf − rmodel < 0.25,
where the extinction-corrected magnitude cut ensures robust star selection (N. Padmanab-
han et al., 2007), the type selection is the standard SDSS star-galaxy classifier17 and the
magnitude-difference cut is an additional point-source selection performed by the GAMA survey
(e.g. Christodoulou et al., 2012). For galactic extinction, a HEALPIX map was created directly.
For simplicity, a python implementation of extinction E (B −V ) value retrieval and map creation18
was used to create such map. Finally, the original SFD scaling map (Schlegel, Finkbeiner, and
Davis, 1998) was also used.
The MANGLE masks created from the SDSS FITS files are not appropriately snapped, pix-
elised and balkanised, which breaks the local character of the MANGLE procedure (Swanson
et al., 2008). As a consequence, further operations suffer from impractically large processing
times. All the steps of the MANGLE pixelisation scheme were ran anew, which corrects whatever
imperfections remained in the first pass. From these masks, full-sky HEALPIX maps at resolution
Nside = 16384 were created, which defines an angular scale much smaller than the average
resolution of the mask features. For each observational systematic, the sub-resolution HEALPIX
pixels were populated with values from the associated MANGLE mask. The resulting HEALPIX
maps encapsulate all the information contained in the original footprint description.
Once the HEALPIX systematics maps are created, the next step is to transform them into
overdensity maps using the same procedure outlined in Section 2.2.2 for the data (Leistedt,
Peiris, Mortlock, et al., 2013). The idea is to treat the systematic maps in the same way as
the data in order to apply the statistical estimators consistently. Therefore, I degrade the high-
resolution maps to the data resolution (Nside = 512) and up-weight the maps according to the
pixel completeness mask that takes the holes in the footprint into account (see Section 2.2.2); I
16http://skyserver.sdss.org/dr12/en/help/browser/browser.aspx
17http://www.sdss.org/dr12/algorithms/classify/
18https://github.com/kbarbary/sfdmap
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Fig. 2.8.: An example of systematics overdensity maps from Section 2.5.1: the extinction sfd scaling map
(Schlegel, Finkbeiner, and Davis, 1998) using the CMASS mask from Section2.2.
then perform a cut in pixel completeness Cpix = 0.8 in the maps. From these post-processed
maps, I create the systematics overdensity maps as:
δSysi =

(
1
Cpix ,i
nSysi
n¯Sys
)
− 1 , if Cpix ,i ≥ 0.8
0 , otherwise
(2.74)
where nSysi is the pixel value for a given systematic and n¯Sys is the mean value of the map in the
observed fraction of the sky. The systematics overdensity maps were created using both the
CMASS and LOWZ masks presented in Section 2.2.2. The resulting systematics overdensity
maps are shown in figure A.7 and in figure 2.8 for extinction using the CMASS mask as an
example.
2.5.2 Cross-power spectra between data and systematic maps:
For the systematics analysis using cross-power spectra, I follow a data analysis in a similar
fashion as the one performed for the galaxy overdensity maps in Section 2.3. Using Equation
(2.24) I decompose the systematics overdensity maps, δSys , into spherical harmonics.
The estimator for the cross-power spectra between the data overdensity maps, δg , and the
systematics can be written as a modified version of Equation (2.29):
Sˆgs` =
1
(2`+ 1)w2`
l∑
m=−l
1
2
∣∣dgd s∗`m + dg∗`md s`m∣∣
J`m
(2.75)
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Fig. 2.9.: An example of the systematics analysis described in Section 2.5.2. Here, I show the cross-
power spectra between the 18 systematics overdensity maps produced in 2.5.1, and LOWZ–3
(CMASS–9) tomographic bins in blue dots (red squares). The error-bars were obtained by cross-
correlating the δSys maps with the FLASK mocks produced in Section 2.4.3; the shaded region
shows the variance of the data, which was also obtained from the same mocks. This figure
indicates that the shape of the measured power spectra in Figure 2.3 is not dominated by any
of the systematics considered, as the variance of the cross-power spectra between data and
systematics is consistent with the variance of the data’s auto-power spectra. The results for the
other bins similar to the results shown in this figure and can be found in Appendix A.3. Note also
that the first `−band in the stellar overdensity cross-C` is completely out of the acceptable range,
which lead me to exclude this data point on all bins for both samples.
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where the index g stands for a data map, and s for a systematics map. I then obtain the estimates
for the variance of the systematics cross-power spectra by measuring the Sˆgs` (Equation (2.75))
between the Systematic maps and the data mocks described in Section 2.4.3.
I cross-correlated all 13 tomographic redshift bins with all 18 systematic maps, resulting in a
total of 234 cross-power spectra. Figure 2.9 shows an example for LOWZ–3 and CMASS–9 bins
and cross-power spectra for all systematics. The full results are shown in Appendix A.3. From all
of these, the majority of measurements are consistent with the variance of the data measured
from the log-normal simulation (Section 2.4.3), which lead me to be confident in using the full
shape of the measured C`s. Note, however, that a few of the large scale measurements (low-`)
in CMASS sample have a small excess in cross-power spectra with stellar overdensity. The first
point on the cross-power spectra between some of the systematic maps and most BOSS bins is
clearly more than one sigma away from the data’s variance. Due to this excess in correlation with
stellar overdensity and the level of cosmic variance on the first `-band, I decided to exclude this
first point from the cosmological analysis (see Chapter 3 for details on the ` range used). As for
the second `-band (` = 13.5) presenting an excess of correlation between a few bins and stellar
overdensity: I found it to be sub-dominant, with no significant impact from this measurement in
our cosmological analysis; therefore, I decided to keep it.
2.6 Conclusions
In this work, I have taken a different approach19 to obtain galaxy clustering information from the
BOSS DR12 large scale structure catalogue (Reid et al., 2016). This approach consisted in using
a pseudo angular power spectra estimator (PCL) applied to 13 tomographic redshift bins ranging
from 0.15 ≤ z < 0.8 with a redshift dependent bias, a redshift dispersion, and extra shot-noise as
nuisance parameters to be sampled with the cosmological parameters using UCLCL (Cuceu et
al., in prep). In this approach, I have used splines of the data as input for the simulation used for
covariance matrix estimation.
The tomographic analysis in redshift space and the covariance matrix estimation method
used in this work allow for cosmology-free inference to be performed from the data. In other
words, in no moment in this analysis a fiducial cosmology was assumed. This is, by itself, a great
advantage over methods that use P(k) or ξ(r) as these need to assume a fiducial cosmology in
order to transform from redshift space to radial distances. The impact of such strong assumption
in the cosmological inference is still unknown.
I performed systematic contamination checks with the data with satisfactory results. From
the 18 different sources of systematic considered in Section 2.5, none demonstrated worrying
excess of power in the scales considered (with the exception of the first bandwidth, ∆` = [2, 10]).
19Compared to the approaches from the official BOSS Collaboration papers: Ross, Beutler, et al., 2017; Beutler, Seo,
Ross, et al., 2017; Beutler, Seo, Saito, et al., 2017; Satpathy et al., 2017; Sánchez, Scoccimarro, et al., 2017; Grieb
et al., 2017; Salazar-Albornoz et al., 2017; Wang et al., 2017; Zhao et al., 2017.
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Although some other `-modes do present a small excess of clustering with, for example, stellar
overdensity, these were not found to have a significant impact on the overall clustering of galaxies
when compared to the intrinsic variance of the data – estimated from the log-normal simulations.
Finally, I have constructed a data-vector and covariance matrices from a spherical harmonic
analysis of BOSS DR12 galaxies which are cosmology-free, i.e. no fiducial model was assumed
at any moment in this analysis. With the theoretical framework detailed in Section 2.4, these
measurements are now ready to be used in a cosmological posterior analysis to infer cosmological
parameters. The next Chapter performs some additional checks in the methodology and data-
vector outlined here; subsequently probing the main cosmological models and demonstrating
the full constraining power of the data-vector produced in this Chapter.
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3Cosmological Measurements from
Angular Power Spectra Analysis of
BOSS DR12 Tomography
„The truth knocks on the door and you say, "Go away,
I’m looking for the truth," and so it goes away.
Puzzling.
— Robert M. Pirsig
(Zen and the Art of Motorcycle Maintenance)
In this chapter, I constrain cosmological parameters by analysing the angular power spectra of
the Baryon Oscillation Spectroscopic Survey DR12 galaxies. Sanity and consistency checks
are performed in the analysis pipelines, the data-vector and covariances, and in the data itself.
Cosmological constraints obtained from these measurements were combined with constraints
from Planck CMB experiment as well as the JLA supernovae compilation. Considering a wCDM
cosmological model measured on scales up to kmax = 0.07h Mpc−1, I constrain a constant dark
energy equation-of-state with a ∼ 4% error at the 1-σ level: w0 = −0.993+0.046−0.043, together with
Ωm = 0.330±0.012, Ωb = 0.0505±0.002, S8 ≡ σ8
√
Ωm/0.3 = 0.863±0.016, and h = 0.661±0.012.
For the same combination of datasets, but now considering a ΛCDMmodel with massive neutrinos
and the same scale cut, I find: Ωm = 0.328 ± 0.009, Ωb = 0.05017+0.0009−0.0008, S8 = 0.862 ± 0.017,
and h = 0.663+0.006−0.007 and a 95% credible interval (CI) upper limit of
∑
mν < 0.14 eV for a normal
hierarchy. These results are competitive if not better than standard analyses with the same
dataset, and demonstrate this should be a method of choice for future surveys, opening the door
for their full exploitation in cross-correlations probes.
The work presented in this chapter was presented in Loureiro, Moraes, et al. (2018).
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3.1 Introduction
For over 20 years, the current cosmological paradigm, the ΛCDM model, is the most intriguing
mystery modern cosmologists are collectively trying to solve. For an extremely simple model –
containing only six free parameters – the current scenario fails to explain the nature of two of
the most important characteristics of this scenario: dark energy and cold dark matter. If warm,
dark matter could be easily explained by the energy density of cosmic neutrinos; however, since
neutrinos, even having non-zero mass, are relativistic the effect they have is the opposite of
cold dark matter: they then to wash away structure instead of amplifying the clustering of matter.
From the other perspective, the simplest approach to study dark energy is to parametrise it via
its equation-of-state parameter, w0. The hopes are that, if measured with sufficient accuracy
and precision, w0 could give us hints on what could be the possible nature of such strange
component in our Universe. However, if w0 = −1, we continue to fall under the ΛCDM scenario
since dark energy is then better described to be simply the mysterious cosmological constant
postulated by Einstein, 1917. State-of-the-art cosmological surveys such as Planck (Planck
Collaboration, Ade, Aghanim, Arnaud, et al., 2016; Planck Collaboration, 2018) and the Dark
Energy Survey (DES Collaboration, Abbott, Abdalla, et al., 2017; DES Collaboration, Abbott,
Allam, et al., 2018) measure the equation-of-state of dark energy with percent level precision to
be that of a cosmological constant case.
In this Chapter, I present the cosmological implications from the measured angular power
spectra of BOSS galaxies (see Chapter 2) for flat ΛCDM, wCDM, and a ΛCDM with
∑
mν models.
Using the theoretical framework and having estimated covariance matrices as described in
Section 2.4, I performed a Bayesian analysis using the PLINY nested sampler ( Rollins 2015 and
Rollins et al., in prep) and the Unified Cosmological Library for Parameter Inference code, or
UCLPI (Cuceu et al., in prep.). All analyses considered in this section use the auto-power spectra
and the cross-power spectra from adjacent tomographic bins – the measurements presented in
Section 2.3. Cross-power spectra between distant bins are not a part of the final BOSS-C` data
vector.
I start this Chapter by describing the likelihoods considered for the analysis, then move
to advanced consistency checks – testing cosmological consistency between different redshift
bins, different samples and the whole data analysis pipeline. I then present the cosmological
constraints for the standard model of cosmology, ΛCDM; its extension, wCDM; and ΛCDM with
massive neutrinos. Together, I present the marginalised 1D credible contours and the Bayes
factor analysis, and the marginalised 2D credible intervals for the cosmological parameters
considered in each model.
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3.2 Likelihoods, Priors & Bayes Factor
The cosmological analysis performed in this work follows a standard Bayesian analysis framework
as commonly performed in the literature, e.g. Blake, Collister, et al., 2007; Thomas, Abdalla, and
Lahav, 2011b; Hildebrandt et al., 2017; DES Collaboration, Abbott, Abdalla, et al., 2017.
The posterior distribution of the cosmological parameters, Θ, given the measured angular
power spectra, Sˆ∆`, and a modelM can be written as a marginalisation of the full posterior over
the nuisance parameters, ν :
Pr(Θ|Sˆ∆`,M) =
∫
Pr(Θ,ν |Sˆ∆`,M)dν (3.1)
The full posterior distribution can be written as:
Pr(Θ,ν |Sˆ∆`,M) = L(Sˆ∆`|Θ,ν ,M)pi(Θ,ν)Z(Sˆ∆`|M)
(3.2)
where L(Sˆ∆`|Θ,ν ,M) is the likelihood, pi(Θ,ν) is the prior on the sampled parameters, and
Z (Sˆ∆`|M) is the evidence, which is calculated using PLINY, a nested sampler used in the
analysis (Rollins 2015 and Rollins et al., in prep; Feroz and Hobson, 2008).
If one had access to the true covariance matrix Σ, the log likelihood, assumed here to be
Gaussian, would be:
LG(Sˆ∆`|Θ,ν) = 1√|2piΣ| exp
{
− 1
2
[
Sˆ∆` − S th∆`(Θ,ν)
]T
Σ−1
[
Sˆ∆` − S th∆`(Θ,ν)
]}
(3.3)
where S th∆`(Θ,ν) is the theoretical angular power spectra after being convolved with the mixing
matrix (Eq. (2.49)) and binned into the same bandwidths as the data (Eq. (2.53)). I omitted the
dependency onM on Eq. (3.3) as it is not relevant.
However, this is not the case when estimating the covariance matrix C from simulations
(Equation 2.72). Even though C can be an unbiased estimator of the true covariance Σ, its inverse
C−1 is not necessarily an unbiased estimator of the inverse covariance Σ−1, needed to estimate
the likelihood in Equation (3.3). Hartlap, Simon, and Schneider, 2007 proposed to keep using the
Gaussian likelihood, and to apply a simple re-scaling to the inverse of the estimated covariance
matrix in order to de-bias it (T. W. Anderson, 2003).
Σ−1 → αC−1 (3.4)
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Tab. 3.1.: Maximum multipole considered in the cosmological analysis for each tomographic redshift bin.
All the samples start at `min = 13.5 and have a bandwidth of ∆` = 8. When considering the
cross-power spectra between bins, the lower `max is used. The `5%max column corresponds to a
kmax . 0.07h Mpc−1, and the `10%max column corresponds to a kmax . 0.10h Mpc−1.
Sample Bin zmin zmax `5%max `10%max
LOWZ–0 0.15 0.20 53 69
LOWZ–1 0.20 0.25 77 93
LOWZ–2 0.25 0.30 93 109
LOWZ–3 0.30 0.35 109 133
LOWZ–4 0.35 0.40 125 157
LOWZ–5 0.40 0.45 141 173
CMASS–6 0.45 0.50 157 221
CMASS–7 0.50 0.55 165 237
CMASS–8 0.55 0.60 189 261
CMASS–9 0.60 0.65 197 277
CMASS–10 0.65 0.70 213 317
CMASS–11 0.70 0.75 245 333
CMASS–12 0.75 0.80 261 381
where
α =
Ns − p − 2
Ns − 1 (3.5)
and Ns is the number of simulations and p is the size of the data vector.
More recently, Sellentin and Heavens, 2016 (hereafter, SH16) showed that when replacing
the true covariance Σ with an estimated C, one should marginalise over the true covariance
conditioned on the estimated one from simulations. The resulting likelihood is no longer Gaussian;
instead, the likelihood is now given by a multivariate t-distribution (SH16):
LSH(Sˆ∆`|Θ,ν) = cp|C|1/2
[
1 +
(Sˆ∆` − S th∆`)TC−1(Sˆ∆` − S th∆`)
Ns + 1
]−Ns
2 (3.6)
where
cp =
Γ
(
Ns
2
)[
pi(Ns − 1)
]p/2
Γ
(
Ns−p
2
) (3.7)
and Γ is the gamma function.
Even though the non-linear model described in Section 2.4.1 is sufficiently reliable, I per-
formed cuts in `max for each of the tomographic redshift bins in order to exclude non-linear scales.
In order to make this choice, I used a fiducial cosmology (the same used in Section 3.3.2) to
generate theory C`s and performed a preliminary cut in `max where the percent deviation between
the linear and non-linear models were smaller than 5%. I performed robustness checks on the 5%
deviation cut choice by extending the cuts to `max which had a deviation up to 20% and concluded
that my cosmological results could be trusted up to a 15% deviation between linear and non-linear
theories for this fiducial test. In this work I present results where this percentage cut is 5% and
10%. For avoidance of doubt, for the fiducial cosmology of choice, applying a 5% implies rejecting
the majority of modes k . 0.07h Mpc −1, whereas 10% implies rejecting the majority of modes
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k . 0.1h Mpc −1. The resulting cuts can be found in table 3.1. As for the ` cuts for cross-power
spectra, I chose the lowest `max between the two relevant bins in order to keep a consistent and
conservative cut for each bin.
I used a total of 28 nuisance parameters (ν ) in the BOSS C` likelihood analysis in most
of the results for a 5% cut on `max . These parameters are: a scale independent bias, b(z), for
each redshift bin; a redshift error dispersion, σs(z) (Equation 2.40), for each redshift bin that
takes into account spectroscopic redshift error and Fingers-of-God effects due to shell-crossing
(see Section 2.4.1 for details); and an extra shot-noise term for bins 11 and 12 that is forward
modelled into the theoretical angular power spectrum inside the likelihood as:
Sˆ th∆` → Sˆ th∆` +N (3.8)
where N is a constant that takes into account extra shot-noise due to the very low number of
galaxy in these two redshift bins. In the case of a 10% I used two further shot-noise nuisance
parameters for bins 9 and 10 respectively as it goes further into the non linear regime where the
shot-noise in those bins dominates over the signal.
I chose flat priors in all Bayesian analysis. These were based on priors used in Betoule
et al., 2014; Alam et al., 2016; Planck Collaboration, Ade, Aghanim, Arnaud, et al., 2016; DES
Collaboration, Abbott, Abdalla, et al., 2017 and were set equally for all analyses. The prior
ranges can be found in table 3.2 for all parameters considered in the cosmological analysis in
this section: the baryonic matter density (Ωb), the cold dark matter density (Ωcdm), the amplitude
of the primordial power spectrum (As ), the spectral index (ns ), the Hubble constant (h), the
equation-of-state of dark energy (w0), the sum of neutrino mass species (
∑
mν), the optical
depth at reionisation epoch (τreio), the bias of BOSS galaxies as a function of redshift (b(z)), the
redshift dispersion parameter for BOSS galaxies (σs(z)), the extra shot-noise for BOSS galaxies
(Ni ), the Planck absolute calibration parameter (yPlanckcal ), and the absolute magnitude of SNe Ia
at peak light in blue band (MJLAB ).
Most priors were chosen in a trade-off between being uninformative and physically motivated.
Uninformative priors are useful for cosmological inference since they help understand if the
posterior is too dependent on the prior decision. If an informative prior is chosen, the posterior
distribution is robust over the given range. On the other hand, when using Bayesian evidence to
quantify model selection, one should bare in mind that the prior choice should reflect one’s degree
of belief in a certain parameter’s value’s range. In a recent work, W. Handley and Lemos, 2019
showed that if the chosen prior range is too large, this could ‘boost confidence’ for quantifying
data consistency due to the Bayesian evidence being too prior-dependent. I argue here that
the chosen priors were physically motivated, although some parameters – such as H0 – have
a larger prior range than the current believed values. In cases like this, the slightly larger prior
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Tab. 3.2.: Ranges on the flat priors used in all Bayesian analysis. Parameters are divided into two groups:
cosmological and nuisance.
Parameter Prior Range
Ωb 1× 10−3, 0.3
Ωcdm 0.0, 0.8
ln 1010As 2.0, 4.0
ns 0.87, 1.07
h 0.55, 0.91
w0 −3, −0.3∑
mν 0.0, 1.0 eV
τPlanckreio 0.0, 0.8
b(z) 1.1, 3.3
σs(z) 1× 10−6, 9× 10−3
N9, N10 0.0, 1× 10−4
N11 0.0, 8× 10−5
N12 0.0, 4× 10−4
yPlanckcal 0.99, 1.01
MJLAB −20.0, −18.5.
was chosen for the sake of robustness and it was believed not to lead to unreasonable evidence
ratios.
Finally, to perform consistency checks between BOSS DR12 and the external datasets
described in Section 3.4, I use the Bayes factor. The Bayes factor for the consistency of two
datasets (A and B) is given by:
RA,B =
Z(~A, ~B|M)
Z(~A|M)Z(~B|M)
(3.9)
or, for three datasets (A, B, and C):
RA,B,C =
Z(~A, ~B, ~C |M)
Z(~A|M)Z(~B|M)Z(~C |M)
(3.10)
where M is the model, Z(~A, ~B|M) is the evidence when the model is fitted to both datasets
simultaneously and Z(~A|M)Z(~B|M) is the product of the evidences when the model is fitted to
each dataset individually. Since PLINY is a nested sampler, all the cosmological estimations
lead to values for the evidences of each model, dataset, and combination of datasets.
In order to perform a robust analysis, the three likelihoods approaches were implemented:
Gaussian, Gaussian using the Hartlap correction, and the SH16 t-distribution likelihood. Although
the values of the sampled parameters and posterior values were different, the Gaussian + Harlap
correction, the SH16, and the Gaussian likelihoods led to very similar cosmological contours.
Figure 3.1 shows a comparison between the three likelihood for a wCDM model, using the BOSS
C`’s only, for w0 and Ωm. In all of the following results in this Section, I use the SH16 likelihood.
106 Chapter 3 Cosmological Measurements from Angular Power Spectra Analysis of BOSS DR12 Tomography
0.
20
0.
25
0.
30
0.
35
0.
40
Ωm
−2
.0
−1
.5
−1
.0
−0
.5
w
0
BOSS C(l) SH16
BOSS C(l) Hartlap
BOSS C(l) Gaussian
Fig. 3.1.: Comparison between the three likelihood methods mentioned in Section 3.2 using the BOSS C`
data only for Ωm and w0 in a wCDM model: Gaussian (red), Gaussian with Hartlap correction
(black) and the SH16 (blue) likelihoods. Note how, given the high number of log-normal simulation
used to estimate the inverse of the covariance, the Hartlap correction likelihood, SH16, and
Gaussian have equivalent contours even though the sampled parameters and likelihood values
are different. It is clear from this analysis that the estimated covariance matrix from Section 2.4.3
is robust and was estimated with a sufficient number of simulations.
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Fig. 3.2.: Comparison between ΛCDM cosmologies recovered using the covariance matrix estimated
in Section 2.4.3 (green contours, same as the ones from Section 3.5.1), and the cosmology
dependent theoretical covariance matrix from Equation (2.63) (blue contours). Note that the same
parameters were sampled in both cases as the theoretical covariance also depends on the same
nuisance parameters. These marginalised credible intervals (CI) 1- and 2-σ plots indicate both
the estimated covariance matrix and the UCLCL pipeline robustness.
3.3 Consistency Checks
In this section, I perform a series of consistency checks in order to assess the validity of the
cosmological parameter estimation pipelines and data samples.
3.3.1 Parameter-dependant Theoretical Covariance Matrix
An alternative likelihood was implemented in the UCLCL pipeline, based on the theoretical expres-
sion I derived for the covariance matrix (Section 2.4.2, Equation (2.63)) where the signal angular
power spectra, S`, also depends on the sampled parameters. Most standard cosmological
analysis in the literature (Alam et al., 2016; DES Collaboration, Abbott, Abdalla, et al., 2017;
Hildebrandt et al., 2017) assume a covariance matrix which is independent of cosmology and
which is estimated for a fiducial simulation. Here, I do not expect to obtain the same cosmological
contours from this method as those presented in the section that follow; however, I do not expect
the contours from this method to disagree significantly with the ones obtained with my estimated
covariance matrix. Figure 3.2 shows the results for this test for a ΛCDM cosmological model.
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Fig. 3.3.: Cosmological constraints recovered from a controlled cosmology pipeline test. The dashed lines
denote the Planck-like cosmology used as input in the simulations analysed in the blue contours.
All parameters agree in within the estimated error-bars.
3.3 Consistency Checks 109
3.3.2 Controlled Cosmology Pipeline Test
For this test, I generated theory autos- and cross- C`s to mimic the BOSS dataset using a Planck-
like cosmology: h = 0.6725, Ωb = 0.0492, Ωm = 0.314, w0 = −1.0, S8 = 0.830, ns = 0.96575. I
simulated these fiducial power spectra using the BOSS redshift distribution n(z) from Figure 2.1.
I chose the nuisance parameters to match the best fit values obtained in Section 3.5.1 from the
combination of the entire cosmological dataset available. Using BOSS masks as input, I created
FLASK mocks like as described in Section 2.4.3: generating the mocks at higher resolution,
degrading them, and creating galaxy overdensity maps. I applied the PCL estimator on the 13
overdensity maps, calculating the auto- and cross- power spectra as described for the data in
Section 2.3.
Finally, I ran a cosmological parameter estimation for a ΛCDM cosmology, varying also the
28 BOSS nuisance parameters and using the theoretical covariance matrix as in the previous
section. The results are shown in Figure 3.3, where the recovered parameters are within the
errors with no indications of biases in the entirety of the pipeline.
3.3.3 Internal Checks: Single Redshift Bin Consistency
To test the data’s internal consistency, I performed a full cosmological analysis in each individual
redshift bin from the BOSS samples. The test was performed using a ΛCDM model, varying
the same nuisance parameters as described in Section 3.2 for each bin: redshift dispersion,
bias, and extra shot noise for the last two CMASS bins. If each individual bin is consistent with
all others, this indicates that one can obtain cosmological constraints from the combination of
the individual bins. This is shown in Figure 3.4 for the posterior projections of Ωm and Ωb. In
these figures, all contours overlap and, even though some tomographic redshift bins prefer a
secondary peak they are consistent across the redshift bins. This secondary peak is due to a
known cosmological parameter degeneracy (Percival, Baugh, et al., 2001).
3.3.4 Distribution of Residuals
For a dataset with uncorrelated errors (diagonal covariance matrix), the vector of normalised
residuals is given by:
R = Ξ−1(D − T (~θ)) (3.11)
where Ξ is a diagonal matrix containing the square roots of the variances, D is the data vector and
T (~θ) is the theory vector for a given parameter vector ~θ. If T (~θ) represents the true model, and the
true errors are known, the residuals are by definition given by a Gaussian with µ = 0 and σ = 1
(Andrae, Schulze-Hartung, and Melchior, 2010). On the other hand, if the errors are estimated
from the data, the residuals are given by a Student’s t-distribution. This distribution approaches a
Gaussian with increasing number of data points. If this distribution shows a significant deviation
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Fig. 3.4.: Consistency checks for single tomographic redshift bins for all LOWZ and CMASS bins. Here,
I show the Ωb × Ωm contours taken from a ΛCDM cosmological inference, i. e. varying the
same cosmological parameters as the ones from Section 3.5.1. (a) Shows LOWZ-0, LOWZ-1,
LOWZ-2, and LOWZ-3 tomographic bins; (b) shows LOWZ-3, LOWZ-4, LOWZ-5, and CMASS-6
tomographic bins; (c) shows CMASS-6, CMASS-7, CMASS-8, and CMASS-9 tomographic bins;
and (d) shows CMASS-9, CMASS-10, CMASS-11, and CMASS-12 tomographic bins.
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from a Gaussian, the model is ruled out. If it follows a Gaussian distribution, one either found the
true model, or the current data are not enough to distinguish between the model found and the
true model (Andrae, Schulze-Hartung, and Melchior, 2010).
When the covariance matrix is not diagonal (the errors are correlated), Equation (3.11) is no
longer true and one has to deal with the full covariance matrix. In order to get back to a diagonal
matrix, the covariance matrix can be written in terms of its eigen-decomposition :
C = QΛQ−1 (3.12)
where Q is the matrix of eigenvectors and Λ is the diagonal matrix containing the eigenvalues of
C . The inverse is then given by C−1 = QΛ−1Q−1, which transforms the χ2 into:
χ2 =
[
Sˆ∆` − S th∆`(Θ,ν)
]T
QΛ−1Q−1
[
Sˆ∆` − S th∆`(Θ,ν)
]
(3.13)
If Λ is treated as the new (diagonal) covariance matrix, it follows that the normalised residuals
are now given by:
R = Ξ−1Q−1
[
Sˆ∆` − S th∆`(Θ,ν)
]
(3.14)
where Ξ now contains the square roots of the eigenvalues.
In this test, Equation (3.14) is used to calculate the residuals at the best-fit point in a flat
ΛCDM Cosmology and plot the results in a histogram (Figure 3.5). There are no significant
deviations from a Gaussian with µ = 0 and σ = 1, which means the model seems to be a very
good representation of the data.
3.4 External data
I compared and combined the results in this chapter with results obtained from the Planck satellite
CMB experiment (Planck Collaboration, Adam, et al., 2016), and Type Ia Supernovae from the
Joint Light curve Analysis (JLA) collaboration (Betoule et al., 2014). The relevant likelihood
codes for these probes were implemented and tested in the UCLCL pipeline. The results from
these external datasets were checked against the official cosmological results from the relevant
collaborations. I have recovered the published cosmological parameters with the UCLCL pipeline
which allowed me to use and combine them with the BOSS angular power spectra.
The CMB data from Planck were added through the Planck likelihood codes Commander and
Plik (Planck Collaboration, Aghanim, et al., 2016). For low multipoles, in the range ` = 2− 29,
Commander is used with temperature (TT) and polarisation auto- and cross- power spectra (BB,
TB, EB). For high multipoles, in the range ` = 30− 2508, Plik is used with temperature (TT) and
polarisation auto- and cross- power spectra (TE, EE). This configuration is commonly referred to
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Fig. 3.5.: Comparison between the histogram of the distribution of residuals (given by Equation (3.14))
calculated at the best-fit point in a flat ΛCDM cosmology (see Section 3.5.1) and a Gaussian with
µ = 0 and σ = 1. As this distribution does not show any significant deviation from the Gaussian,
the model is either the truth or the current data cannot make any further distinction between the
model and the truth.
as Planck TT,TE,EE+lowP. Plik also introduces 94 additional nuisance parameters. In order to
reduce this large parameter space, the lite version of the data offered by the Planck Collaboration
was used. This lite version allows to compute a nuisance marginalised CMB likelihood. The only
CMB nuisance parameter left is the Planck absolute calibration parameter (ycal ). I sample this
parameter in all the runs that include Planck data. The Planck likelihood codes were added to
UCLPI and all the Planck results presented have been obtained using this pipeline. I show in the
all cosmological contours and in table 3.3 that this pipeline reproduces the cosmological results
found by the Planck Collaboration (Planck Collaboration, Ade, Aghanim, Arnaud, et al., 2016).
The SN data from JLA were added to the UCLPI pipeline through the likelihood code provided
by the JLA Collaboration (Betoule et al., 2014). This likelihood code needs the luminosity dis-
tances to the 740 Supernovae in the sample and 4 nuisance parameters (α,β,MB , ∆M ) described
in Betoule et al., 2014. The luminosity distances are calculated by CLASS (Blas, Lesgourgues,
and Tram, 2011) using the redshifts of the supernovae within a given Cosmology (set by the
sampled cosmological parameters). I sample the absolute magnitude at peak brightness (MB )
as part of the analysis, and keep the other 3 nuisance parameters fixed to their best-fit values
found by Betoule et al., 2014 since these have a small impact in the cosmological parameters
when combined with the BOSS dataset.
I also implemented a BAO likelihood in order to compare my results with the official BOSS
Consensus results from Alam et al., 2016. This measurements use 3 redshift bins with
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zeff = 0.38, 0.51, and 0.61, where I used the full shape post-reconstruction measurements from
the correlation function and 3D power spectra, which contains additional information from mea-
surements of f σ8 (see table 7 from Alam et al., 2016). I have not combined these results with my
BOSS results, but I plot them alongside my results alone in the next sessions to give the reader
an impression of how my results compare with the BOSS alone results from Alam et al., 2016.
3.5 Cosmological Analysis
3.5.1 Flat ΛCDM Constraints
Here, I obtain constraints for the standard cosmological model, a flat ΛCDM cosmology. I fixed
the curvature of the universe to zero, e.g. Ωk = 0, and varied five cosmological parameters:
the baryonic density, Ωb; the dark matter density, Ωcdm; the amplitude of the primordial power
spectra, As ; the spectral index, ns ; and the Hubble constant, h. As this model considers dark
energy as the cosmological constant Λ, I fixed the w0 parameter to a cosmological constant
(w0 = −1), therefore: ΩΛ = 1− (Ωb + Ωcdm). Here, I also fixed the sum of neutrino masses to
the minimum found from neutrino oscillation experiments,
∑
mν = 0.06 eV – the lower bound as
suggested from neutrino oscillation experiments (Lesgourgues and Pastor, 2006; Lesgourgues
and Pastor, 2014). Following, I also obtained derived parameters as the total matter density,
Ωm ≡ Ωb + Ωcdm; and the fluctuation of amplitude at 8 h−1Mpc, σ8 or S8 = σ8
√
Ωm/0.3. Finally,
as described in the previous section, I varied the BOSS, Planck and JLA nuisance parameters.
For this analysis, I used the `5%max cuts (see table 3.1).
I checked the consistency of the datasets by running the same analysis for these probes
alone and combined (Planck, JLA, and Planck plus JLA) and calculating the respective Bayes
factors for these cosmological constraints. The Bayes factor, Equation (3.10), for combinations
of the considered datasets indicates consistency between all three probes:
RΛCDMBOSS+JLA ' 18 (3.15)
RΛCDMBOSS+PLANCK ' 74 (3.16)
RΛCDMPLANCK+JLA ' 11 (3.17)
RΛCDMBOSS+PLANCK+JLA ' 4× 104 (3.18)
these indicate that the datasets are compatible for the considered model, given the chosen priors.
The value on the evidence ratio between Planck and JLA is not impressive; it is possible that
this consistency is due to the prior range chosen for these two datasets. With a more physically
motivated prior in parameters that are in tension with both datasets, i. e. H0, it possible that a
small tension would appear in RPLANCK+JLA.
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Fig. 3.6.: 2D Ωm × S8 marginalised credible intervals for a ΛCDM cosmology. In this figure I show in detail
the cosmological results from Section 3.5.1 for BOSS C`s only (blue); BOSS C`s plus JLA (green);
BOSS C`s plus JLA and Planck (purple); together with results using the post-reconstruction full
shape (incl. f σ8(z)) from Alam et al., 2016 consensus results (pink), and Planck alone (red).
In order to compare these results to a weak-lensing probe, I also show here the results from
Hildebrandt et al., 2017 (grey, dashed). For details about the external datasets, see Section 3.4.
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Finally, when considering the combination of BOSS C`s, Planck and JLA, I find results
consistent with Alam et al., 2016; Hildebrandt et al., 2017; DES Collaboration, Abbott, Abdalla,
et al., 2017. Figure 3.6 shows the Ωm × S8 2D plane for this analysis and comparisons with
Planck and the BOSS full-shape post-reconstruction from Alam et al., 2016. Despite the Bayes
factors showing no significant reason to be concerned about the compatibility of these datasets,
an interesting trend in this figure can be seen insofar as a tension and the BOSS dataset in this
work preferring a smaller S8 than the Planck analysis. I argue here that this method would prove
potentially very useful in resolving any S8 tensions which exist currently between CMB and weak
lensing data (MacCrann et al., 2015; Charnock, Battye, and Moss, 2017).
The results for the 1D marginalised cosmological constrains for BOSS C` and combinations,
together with the 68% credible intervals can be found in table 3.3. The 1-σ and 2-σ contour
levels can be found in Figure 3.7 where the nuisance parameters have been marginalised over.
Figure 3.8 shows the best fit theory C` using the parameters estimated from this analysis with a
χ2red = 1.08, which also indicates reliability and robustness of the analysis performed.
Even though I do not show the results in this work, I performed a cosmological analysis
using a ΛCDM with a fixed zero neutrino mass,
∑
mν = 0 eV. I compared it with the model used
in this section, ΛCDM with
∑
mν fixed to 0.06 eV, using the Bayes factor for model selection.
Consider ~D representing the combination of data vectors; the Bayes factor is given by
RA,B =
Z(~DBOSS+PLANCK+JLA|
∑
mν = 0.06 eV)
Z(~DBOSS+PLANCK+JLA|
∑
mν = 0 eV)
= 134 (3.19)
This indicates that, for a ΛCDM model, the data slightly prefer massive neutrinos over no neutrino
mass at all.
3.5.2 Flat wCDM Constraints
In this section, I allowed the equation-of-state of dark energy, w0, to vary. This is a trivial extension
of the standard model of cosmology with just one extra parameter. If w0 = −1, the solution
indicates that the nature of dark energy is actually the cosmological constant, Λ. The procedure
for this analysis followed in similar fashion as the one outlined in Section 3.5.1, varying six
parameters instead of five: Ωb, Ωcdm, ns , ln 1010As , h, and the extra w0. Note that, for this case, I
am not varying wa, i. e., I do not consider a redshift evolution in the equation-of-state of dark
energy. Again, I fixed the neutrino parameter to
∑
mν = 0.06 eV (Lesgourgues and Pastor, 2006;
Lesgourgues and Pastor, 2014). Here, I used the same `5%max cuts as in the last section (see table
3.1).
Figures 3.9 and 3.10 show in detail the contours for S8 × Ωm and w0 × Ωm, respectively,
and comparisons with previous measurements in the literature. From the Figure 3.10 and from
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Fig. 3.7.: Marginalised 1 & 2D cosmological constraints for the ΛCDM model varying five cosmological
parameters with 1-σ (darker) and 2-σ (lighter) contour levels. I show here a combination of
sampled and relevant derived parameters: Ωm, Ωb, S8, h, and ns (marginalising over τreio for the
Planck combinations). The blue contours where estimated from the BOSS C`s data alone using
the SH16 likelihood; the green contours are a combination the BOSS likelihood and JLA data
(see Section 3.4); the red contours are the Planck high-` TT, TE, EE and low-` P likelihood results
(see Section 3.4); finally, the purple contours are a combination of the three probes: BOSS C`,
JLA and Planck (also high-` TT, TE, EE and low-` P). Note that none of the results here use
Planck Lensing data.
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Fig. 3.8.: Auto- and cross- angular power spectra for the 13 tomographic redshift bins considered for the
BOSS DR12 samples: LOWZ (sample 1) and CMASS (sample 2). The shaded blue regions
show the scales considered in the cosmological parameter estimation in Section 3.5. The data
points are the pseudo-C` estimates, described in Section 2.3, for LOWZ and CMASS. The solid
blue lines, generated with UCLCL, reflect the best fit auto- and cross-power spectra for the ΛCDM
model estimated in Section 3.5.1. Finally, the black dashed lines show both shot noise and
sampled shot noise (for bins 11 and 12). The overall reduced χ2 for this fit is χ2red ≈ 1.08, where the
number of data points is 441 and the total number of sampled parameters is 33 – 5 Cosmological
parameters, and 28 nuisance parameters. The title on each individual plot reflects the bins i &
j for each C ij` , the χ2 per data point (χ2/Nd ), and the number of data points for that individual
angular power spectrum, Nd . The `-ranges used in this figure correspond to the `5%max in table 3.1.
Most of the constraining power comes from the auto-power spectra. The cross-power spectra
serve to constrain parameters related to the RSD by helping to break the degeneracy between
the bias and As while also probing the redshift dispersion due to the peculiar motion of galaxies
(FoG).
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Fig. 3.9.: 2D Ωm × S8 marginalised credible intervals for a wCDM Cosmology. This shows in detail
the cosmological results from Section 3.5.2 for BOSS C`s only (blue); BOSS C`s plus JLA
(green); BOSS C`s plus JLA and Planck (purple); together with results using just the full shape
(pre-reconstruction) from Alam et al., 2016 consensus results (pink), and Planck alone (red).
the complete set of results in 3.12 I show that a ∼ 4% error (1-σ CI) on the equation-of-state of
dark energy is obtained from this cosmological analysis:
w0 = −0.993+0.046−0.043. (3.20)
This results is consistent with the ΛCDM scenario of standard cosmology, i. e., it is consistent
with dark energy being a cosmological constant, Λ.
Figure 3.11 shows in detail, for the Ωcdm × w0 plane, the contribution from the BOSS-C`s to
this measurement. In this figure, it is possible to compare what is gained by combining the C`
with the gain from the SNe Ia information. The Planck plus BOSS-C`s contour (in blue in Figure
3.11) are not only comparable to the combination between Planck and JLA, but also smaller.
This demonstrates that the BOSS-C` retains the BAO information, while also keeping information
about other scales. Note, nonetheless, that the Planck plus BOSS-C` contour prefers higher
values of Ωcdm and w0, the addition of SNe Ia information lowers these values while also reducing
the uncertainties in both dimensions – further investigations would be required to understand if a
fixed value for neutrino mass is not causing this effect, as suggested by Sunny Vagnozzi et al.,
2018.
Note from Figure 3.12 that I find a small value of h (compared to Planck Collaboration, Ade,
Aghanim, Arnaud, et al. 2016) when combining BOSS C`s, Planck, and JLA:
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Fig. 3.10.: 2D and 1D w0 × Ωm marginalised credible intervals for a wCDM Cosmology. This shows in
detail the cosmological results from Section 3.5.2 for BOSS C`s only (blue); BOSS C`s plus JLA
(green); BOSS C`s plus JLA and Planck (purple); together with results using just the full shape
(pre-reconstruction) from Alam et al., 2016 consensus results (pink), JLA (yellow), and Planck
alone (red).
hwCDM = 0.661± 0.012. (3.21)
This value is lower than the quoted Planck value alone; putting further tension in of this result
if compared to the Hubble constant result from Cepheid Variables (Riess, Macri, et al., 2016;
Riess, Casertano, et al., 2018).
As the model in this section is different from the previous section, I performed an evidence
analysis using the Bayes factor, Equation (3.10), in order to be sure that the measurements can
be combined with the the external data described in Section 3.4. The following Bayes factors
indicate that such combinations are consistent:
RwCDMBOSS+JLA ' 2× 102 (3.22)
RwCDMBOSS+PLANCK ' 4× 103 (3.23)
RwCDMPLANCK+JLA ' 2 (3.24)
RwCDMBOSS+PLANCK+JLA ' 3× 105 (3.25)
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Fig. 3.11.: 2D w0 × Ωcdm marginalised credible intervals for a wCDM Cosmology in detail for different
combinations of data. This figure shows in detail the cosmological results from Section 3.5.2 for
BOSS C`s plus Planck (blue); Planck plus JLA (green); BOSS C`s plus JLA and Planck (purple);
and Planck alone (red) for comparison. Here, one can see that the combination of BOSS C`s
with Planck has smaller contours than Planck plus JLA. This demonstrates that using C`s also
includes the BAO signal. Note, however, that the blue contours exhibit a higher value of Ωcdm
and w0. Combining the three datasets (the purple contour) lowers the value of both parameters.
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Finally, I used the ratio of the evidences, the Bayes factor, to perform a model selection between
wCDM and ΛCDM using the final dataset combination. Assuming ~D to be the combination of
data vectors for all the datasets, the Bayes factor between the two models is
Rw ,Λ =
Z(~DBOSS+Planck+JLA|wCDM)
Z(~DBOSS+Planck+JLA|ΛCDM)
= 0.67 (3.26)
which does not significantly mean that one of the models is preferred over the other.
3.5.3 Flat ΛCDM +
∑
mν Constraints
For the last model considered in this work, I now assume a flat ΛCDM with variable neutrino
masses, varying the sum of the species’ masses,
∑
mν . In the previous sections, I have fixed the
sum of neutrino masses to
∑
mν = 0.06 eV due to results from neutrino oscillation experiments
for the lower bound of the normal neutrino mass ordering (Hannestad, 2003; Lesgourgues
and Pastor, 2006; Hannestad and Schwetz, 2016). Here, I considered one of the two different
scenarios regarding different neutrino hierarchies, the normal hierarchy. To approximate the
normal hierarchy, one can consider the two lower masses to be zero and vary
∑
mν for one
remaining massive species 1 (Hannestad, 2003; Battye and Moss, 2014; Giusarma, Gerbino,
et al., 2016; Planck Collaboration, Ade, Aghanim, Arnaud, et al., 2016). I do not investigate
details of how the prior on the hierarchy or on the absolute mass change this result in this chapter
– Chapter 4 will explore in more details the impact of model selection in the mass and hierarchy
of neutrinos. I fix Neff = 3.046 by changing the values of massive neutrinos and ultra-relativist
particles for the case considered, i. e. Nν = 1 and Nur = 2.0328.
Firstly, I perform an analysis using the same `-range as in the previous sections, `5%max from
table 3.1. A summary for the marginalised 1D credible intervals from the cosmological estimation
made with this cut can be found in the third part of table 3.3 showing the one sigma intervals for
the ΛCDM parameters plus the 95% upper limit for
∑
mν . The 1D and 2D marginalised credible
intervals for this analysis can be found in Figure 3.13. When considering an approximation for
the normal hierarchy, for a combination of BOSS C`s, Planck CMB data, and supernovae data
from JLA, the 95% upper limit for sum of neutrino masses is:
∑
mν < 0.14 eV (BOSS + Planck + JLA – `5%max cut) (3.27)
From Figure 4.5 and even more so from Figure 3.15, one can notice that this analysis is not
so far from excluding zero total neutrino mass using cosmological data alone. As the power of
such datasets increase it should be able, using the correct analysis and tools, to measure and
detect neutrino masses independently from atmospheric experiments.
1Note that, as in many works in the literature, this approximation does not take into account any constraints from neutrino
oscillation experiments.
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Fig. 3.12.: Cosmological constraints for the wCDM model varying now six cosmological parameters. This
figure contains a combination of sampled and relevant derived parameters from the chains:
Ωm, Ωb, S8, h, ns , and w0. Note that the Planck chains also varied τreio . The blue contours
where estimated from the BOSS C`s data alone using the SH16 likelihood; green contours are a
combination the BOSS likelihood and JLA data; red contours are the Planck high-` TT, TE, EE
and low-` P likelihood results; finally, the purple contours are a combination of the three probes:
BOSS C`, JLA and Planck (also high-` TT, TE, EE and low-` P). The apparent cuts in the Planck
alone contours are due to the prior in h. Note, again, that none of the results here use Planck
Lensing data.
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Fig. 3.13.: 1D and 2D marginalised credible intervals for a ΛCDM Cosmology with
∑
mν when using
scales up to kmax ≈ 0.07h Mpc−1 (`5%max cut). Here I show the Ωm, Ωb, S8, h, ns , and
∑
mν
contours for BOSS C`s alone (blue); BOSS C`s plus JLA (green); Planck high-` TT, TE, EE and
low-` P (red); and BOSS C`s plus JLA and Planck high-` TT, TE, EE and low-` P (purple). As
most of the scales that contain clean information on the neutrino masses are cut off, the 95% CI
upper bound found is
∑
mν < 0.14 eV.
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Fig. 3.14.: 1D marginalised distribution with 95% credible intervals for
∑
mν in three different cases: (red
solid) Planck high-` TT, TE, EE and low-` P, (yellow dashed) BOSS C`s with the `10%max cut plus
Planck and JLA, and (purple dotted) BOSS C`s with the `5%max cut plus Planck and JLA. The 95%
upper limit for each case is, respectively: (red) 0.76 eV, (yellow) 0.16 eV, and (purple) 0.14 eV.
One more, I proceed to perform a consistency of datasets by using the evidence of each
cosmological parameter estimation for these model to calculate the Bayes factor (Equation 3.10).
The following values, again, indicate the consistency of datasets for the considered model.
R
ΛCDM+
∑
mν 5%
BOSS+JLA ' 1× 102 (3.28)
R
ΛCDM+
∑
mν 5%
BOSS+PLANCK ' 4× 102 (3.29)
R
ΛCDM+
∑
mν
PLANCK+JLA ' 40 (3.30)
R
ΛCDM+
∑
mν 5%
BOSS+PLANCK+JLA ' 3× 102 (3.31)
For the final analysis in this work, In want to investigate the impact of the chosen scale
cuts in the neutrino mass upper bounds. To do it so, I extended the scales considered for the
`10%max cuts (see table 3.1 for details). This allows to access smaller scales that are still in the
beginning of the so-called the weak non-linear regime (Thomas, Abdalla, and Lahav, 2010;
Bird, Viel, and Haehnelt, 2012). Note that these scales are still larger than the scales that most
collaborations use for power spectra or correlation function cosmological analysis (Ho et al.,
2012; Alam et al., 2016; Hildebrandt et al., 2017; DES Collaboration, Abbott, Abdalla, et al.,
2017) – DES Collaboration, Abbott, Abdalla, et al., 2017, for example, uses scales up to 0.78h
Mpc −1. In other words, one can be confident that the `10%max cuts are safe to be used, not using
scales outside the weak non-linear regime.
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Fig. 3.15.: 2D marginalised 1- and 2-σ credible intervals for the
∑
mν -Ωm plane for three different cases:
(blue solid) Planck high-` TT, TE, EE and low-` P, (red dashed) BOSS C`s with the `10%max cut plus
Planck and JLA, and (orange dotted) BOSS C`s with the `5%max cut plus Planck and JLA.
Using these second scale cuts, I then proceed to perform a similar cosmological analysis for
a ΛCDM model with one massive species of neutrino, the approximation to the normal hierarchy.
The 1D and 2D marginalised credible intervals for these final analysis can be find in Figure 3.16
and the marginalised 68% credible intervals for the ΛCDM parameters and the 95% credible
interval upper limit for
∑
mν using this cut can be found in table 3.3. The Bayes factors for this
choice are shown below – note that I have 2 further nuisance parameters in the `10%max cut as I
checked that failure to add these reduces the Bayes factor significantly.
R
ΛCDM+
∑
mν 10%
BOSS+JLA ' 70 (3.32)
R
ΛCDM+
∑
mν 10%
BOSS+PLANCK ' 6× 102 (3.33)
R
ΛCDM+
∑
mν 10%
BOSS+PLANCK+JLA ' 3× 105 (3.34)
This extended scale analysis demonstrates the robustness of the results presented in this
section as the 95% CI upper bound for
∑
mν remains robust to these cuts (see Figures 4.5 and
3.15):
∑
mν < 0.16 eV (BOSS + Planck + JLA – `10%max cut). (3.35)
A summary of all cosmological parameters estimated for all models and combinations of
datasets can be found in table 3.3.
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Fig. 3.16.: Cosmological constraints for the ΛCDM +
∑
mν model, using the `10%max cut, varying now six
cosmological parameters, including the sum of neutrino masses considering only one massive
species. This figure contains a combination of sampled and relevant derived parameters from
the chains: Ωm, Ωb, S8, h, ns , and
∑
mν . Note that the Planck chains also varied τreio . The blue
contours where estimated from the BOSS C`s data alone using the SH16 likelihood; the green
contours are a combination the BOSS likelihood and JLA data; the red contours are the Planck
high-` TT, TE, EE and low-` P likelihood results; finally, the purple contours are a combination of
the three probes: BOSS C`, JLA and Planck (also high-` TT, TE, EE and low-` P). For this scale
cut, the combination of datasets yields an upper bound on
∑
mν < 0.16eV.
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3.6 Conclusions
In this chapter, I produced several consistency checks which demonstrated the robustness of:
the estimated covariance matrix, since the recovered cosmology was the same under different
estimation methods (through simulation and theory); the likelihood, given it returns the same
contours under three different approaches; and of the whole method, since I recovered the right
cosmology using a controlled simulation.
Cosmological parameters were obtained for 3 different models: ΛCDM, wCDM, and ΛCDM
with
∑
mν . I highlight the following main points regarding the results obtained in Section 3.5:
1. The constraints obtained for all three models considered, using a tomographic analysis
in harmonic space, are extremely competitive in comparison to the ones obtained by the
BOSS Collaboration (Alam et al., 2016) and other recent big collaboration results such as
DES (DES Collaboration, Abbott, Abdalla, et al., 2017) and KiDS (Hildebrandt et al., 2017)
with errors as small as the before-mentioned collaborations.
2. Even though information along the line-of-sight is “washed away" due to projecting the data
into tomographic bins, I obtain one of the tightest constraints for the equation-of-state of dark
energy with a ∼4% error when combining BOSS C`s, Planck CMB, and JLA Supernovae.
This was never achieved before using C` with a spectroscopic survey and has constraints
as tight as the one obtained from the state-of-the-art Dark Energy Collaboration analysis,
using a combination of DES galaxy clustering & weak lensing, Planck, JLA, and BAO (DES
Collaboration, Abbott, Abdalla, et al., 2017).
3. For the models and datasets considered, I find very high values for the Bayes factor, R , when
combining BOSS C`s, Planck, and JLA. I would like to highlight: RBOSS+PLANCK+JLA ' 4× 104 for
ΛCDM and RBOSS-10%+PLANCK+JLA ' 3× 105 for ΛCDM varying neutrino masses.
4. The Bayes factor can also be used for model selection. Considering the combination of
datasets, the Bayes factor between ΛCDM and wCDM is
Rw ,Λ =
Z(~DBOSS+Planck+JLA|wCDM)
Z(~DBOSS+Planck+JLA|ΛCDM)
= 0.67 (3.36)
where ~D here just represents the overall combination of data vectors. This indicates that
this combination prefers slightly more ΛCDM than wCDM, although no strong conclusion
can be made.
5. I find a small tension between BOSS C`s and Planck for S8 in all models considered with
BOSS preferring smaller values. For example, for ΛCDM:
S8 = 0.715
+0.072
−0.064 (BOSS)
S8 = 0.850
+0.023
−0.021 (Planck)
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although the combination of these datasets prefers higher values such as Planck (see
table 3.3) and the Bayes factor suggest the datasets are compatible. I conclude here that
such tension can be investigated further with this method as LSS data increase in size and
depth.
6. Although I do not show the contours in this chapter, I performed a cosmological analysis
using a ΛCDM model but fixing
∑
mν = 0eV and compared with the ΛCDM results from
Section 3.5.1, which has a
∑
mν fixed to 0.06 eV. Using the Bayes factor for model selection,
it is not so clear that the data prefer massive neutrinos against no neutrino mass at all:
R0.06eV ,0 =
Z(~DBOSS+Planck+JLA|ΛCDM +
∑
mν = 0.06)
Z(~DBOSS+Planck+JLA|ΛCDM +
∑
mν = 0)
= 134
7. The neutrino mass constraints I obtain in this chapter can be compared to the tomographic
analysis in real space done by Salazar-Albornoz et al., 2017, which obtains an upper bound
of
∑
mν < 0.474 eV (95% CI). The reason I obtain much tighter constraints (
∑
mν < 0.14
eV (95% CI)), even though I am also performing a tomographic analysis, is due to a series
of decisions, including the approach I take to model the redshift dispersion and galaxy
“shell-crossing" (see Section 2.4.1), bias, and extra-shot noise. It is possible that the main
difference between the results is due to different approach in modelling the neutrino mass
hierarchy. In Salazar-Albornoz et al., 2017, it is considered a model where the three neutrino
species have degenerate mass hierarchy, i. e., the three masses are equal. This is already
ruled out by particle physics experiments that measure the mass splitting from neutrino
oscillation experiments (see Gonzalez-Garcia, Maltoni, and Schwetz 2014 for an update
on the neutrino mass splitting fits). The approach I took in this chapter (see Section 3.5.3)
naturally yields smaller upper bounds in
∑
mν . In chapter 4, I present a study about the
impact of the model in the sum of neutrino masses and their hierarchy.
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Tab. 3.3.: Marginalised cosmological constraints and 68% credible intervals for the models considered in
this work using a variety of datasets and combinations. The contours for these results are shown
in Figures 3.7 for ΛCDM, 3.12 for wCDM, 3.13 for the ΛCDM +
∑
mν with `5%max cut, and 3.16 for
ΛCDM +
∑
mν with `10%max cut.
Model Parameter BOSS BOSS BOSS + JLA Planck
+ JLA + Planck
ΛCDM Ωm 0.315+0.034−0.033 0.317+0.022−0.021 0.327± 0.008 0.315± 0.011
Ωb 0.0404
+0.010
−0.009 0.0381
+0.007
−0.008 0.0502± 0.0006 0.0492± 0.0009
S8 0.715
+0.072
−0.064 0.745
+0.059
−0.052 0.862
+0.015
−0.016 0.850
+0.023
−0.021
h 0.716+0.088−0.069 0.699± 0.039 0.663± 0.005 0.672± 0.008
ns 0.929
+0.064
−0.045 0.955
+0.052
−0.048 0.960± 0.004 0.964± 0.006
wCDM Ωm 0.277+0.050−0.042 0.308+0.021−0.018 0.330± 0.012 0.213+0.062−0.039
Ωb 0.0318
+0.0117
−0.0098 0.0429± 0.007 0.0505± 0.002 0.0334+0.009−0.006
S8 0.726
+0.072
−0.061 0.743
+0.079
−0.068 0.863± 0.016 0.811+0.037−0.034
h 0.767+0.069−0.091 0.745
+0.049
−0.052 0.661± 0.012 0.816+0.073−0.101
ns 0.939
+0.057
−0.049 0.957
+0.049
−0.050 0.960± 0.004 0.964± 0.006
w0 −1.36+0.36−0.38 −1.030+0.073−0.076 −0.993+0.046−0.043 −1.45+0.32−0.23
ΛCDM +
∑
mν Ωm 0.326
+0.038
−0.035 0.304
+0.022
−0.021 0.328± 0.009 0.326+0.028−0.021
[`5%max cut] Ωb 0.040+0.009−0.010 0.0432± 0.008 0.05017+0.0009−0.0008 0.0506+0.0039−0.0026
S8 0.723
+0.069
−0.063 0.700
+0.065
−0.056 0.862± 0.017 0.836+0.031−0.035
h 0.730+0.075−0.078 0.814
+0.054
−0.064 0.663
+0.006
−0.007 0.662
+0.018
−0.026
ns 0.933
+0.066
−0.046 0.941
+0.055
−0.049 0.960± 0.042 0.962+0.006−0.007
(95% CI)[eV]
∑
mν < 0.75 < 0.71 < 0.14 < 0.76
ΛCDM +
∑
mν Ωm 0.345
+0.033
−0.030 0.324
+0.034
−0.029 0.333
+0.014
−0.012 0.326
+0.050
−0.029
[`10%max cut] Ωb 0.045± 0.009 0.040± 0.013 0.0510+0.0016−0.0014 0.0506+0.0069−0.0033
S8 0.751
+0.062
−0.057 0.768
+0.097
−0.092 0.864
+0.030
−0.029 0.839
+0.058
−0.067
h 0.689+0.076−0.066 0.661
+0.067
−0.063 0.658
+0.010
−0.011 0.662
+0.024
−0.044
ns 0.930
+0.062
−0.044 1.011
+0.056
−0.086 0.958± 0.006 0.962± 0.013
(95% CI)[eV]
∑
mν > 0.72 < 0.66 < 0.16 < 0.76
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4Neutrino Masses from Combined
Cosmological Probes and
Oscillation Experiments Constraints
„You can’t crush ideas by suppressing them. You can
only crush them by ignoring them. By refusing to think,
refusing to change.
— Ursula K. Le Guin
(The Dispossessed)
In this chapter, I investigate the impact of prior models on the upper bound of the sum of neutrino
masses,
∑
mν . I use a combination of datasets: Large Scale Structure of galaxies, Cosmic
Microwave Background, Type Ia SuperNovae, and Big Bang Nucleosynthesis. I analyse physically
motivated models (or exact models), which respect oscillation experiment constraints from particle
physics, and compare them to constraints using standard cosmological approximations. The
former give a consistent upper bound of
∑
mν . 0.26 eV (95% CI) and yields a strong competitive
upper bound for the lightest neutrino mass species, mν0 < 0.086 eV (95% CI). This is one of the
first ever constraints set to the mass of the lightest neutrinos in the literature. By contrast one of
the cosmological approximations, which is somewhat inconsistent with oscillation experiments,
yields an upper bound of
∑
mν . 0.15 eV (95% CI), which differs substantially from the former
upper bound. I, therefore, argue that cosmological neutrino mass and hierarchy determination
should be pursued using physically motivated models, taking into account knowledge from
oscillation experiments, since approximations might lead to incorrect and nonphysical bounds.
The work in this chapter was presented in Loureiro, Cuceu, et al. (2018).
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4.1 Introduction
Particle physics experiments in the late 1990s, such as Super-Kamiokande (Fukuda et al., 1998),
and recent experiments, such as SNO (Ahmad et al., 2002), KamLAND (Araki et al., 2005), and
others (Adamson et al., 2008; Ahn et al., 2012; Abe et al., 2014), have established the existence
of massive neutrinos, taking a first step beyond the Standard Model of Particle Physics. The
missing solar neutrino problem, an apparent discrepancy between the observed and predicted
number of νe originated by the Sun, was solved by understanding that such particles change
between the three known leptonian flavours: νe , νµ, and ντ (Capozzi et al., 2016). As the solar
neutrino detector was sensitive only to the electron neutrino, νe , fewer particles were detected
due to neutrinos changing their flavours. This oscillation between neutrino flavours implies that
these particles have non-vanishing mass eigen-states, denoted: m1, m2, and m3.
Recent global fits to data from several neutrino oscillations experiments obtained constraints
for two different mass squared splittings (Gonzalez-Garcia, Maltoni, and Schwetz, 2014); from
solar neutrino experiments,
∆m221 ≡ m22 −m21 ≈ 7.49+0.19−0.17 × 10−5eV2 , (4.1)
and from atmospheric neutrinos,
|∆m231| ≡ |m23 −m21| ≈ 2.484+0.045−0.048 × 10−3eV2 (4.2)
both with 1-σ error-bars. These measurements imply that at least two of the neutrino mass-
eigenstates are non-zero and, given that the sign of ∆m231 is unknown, that two scenarios are
possible, related to the ordering of the masses: m1 < m2  m3, known as the normal hierarchy
(NH), or m3  m1 < m2, the inverted hierarchy (IH). Current neutrino experiments will not be
able to break the degeneracy between these two hierarchies (or orderings) in the near future
(Blennow et al., 2014). However, by considering the lightest neutrino mass eigenstate to be
zero one can see that these experiments set a lower bound for the sum of neutrino masses,∑
mν ≡
∑3
i=1 mν,i , as follows:
∑
mNHν > 0.0585± 0.00048 eV or
∑
mIHν > 0.0986± 0.00085 eV
(Hannestad and Schwetz, 2016; Choudhury and Choubey, 2018; Long et al., 2018).
From a different perspective, cosmological surveys have the potential to probe the sum of
neutrino masses (Abdalla and Rawlings, 2007; Thomas, Abdalla, and Lahav, 2010), and also to
constrain the neutrino mass hierarchy (Hannestad, 2003; Hannestad and Schwetz, 2016). The
large scale structure of galaxies in the Universe is sensitive to the sum of neutrino masses and
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the number of massive neutrino species, Nν , since the cosmic energy density ratio for massive
neutrinos in a ΛCDM model is
Ων =
Nν∑
i
( G
pi2H20
)∫
d3pi
√
p2i + m
2
ν,i
(epi/Tν,i + 1)
 . (4.3)
For the case of degenerate masses and after neutrinos start behaving non-relativistically, this
can be approximated by (Thomas, Abdalla, and Lahav, 2010)
Ων ≈
∑
mν
(92.5 h2eV) . (4.4)
This approximation is at the core of the approach taken by most cosmological analyses when
probing the related neutrino parameters; this leads to 95% CI upper bounds on
∑
mν as low as
< 0.12 eV from Ly-α measurements (Palanque-Delabrouille et al., 2015) and also from the latest
Planck Collaboration results (Planck Collaboration, 2018). A complete review of neutrino mass
ordering in cosmology and particle physics can be found in Lesgourgues and Pastor, 2012 and
de Salas et al., 2018.
In this chapter, I investigate the sensitivity of the angular power spectra of galaxies to massive
neutrino parameters by analysing the impact such parameters have in the C`s. Next, I present
different ways to model the sum of neutrino masses in cosmology in order to analyse the impact of
different classes of neutrino mass modelling strategies on cosmological parameters and neutrino
constraints. This test is performed with the latest cosmological data, namely a tomographic
analysis in harmonic space applied to the largest spectroscopic galaxy sample to date, the
BOSS DR12 (Loureiro, Moraes, et al., 2018, – also presented in Chapter 2), combined with
Planck cosmic microwave background (CMB) temperature, polarisation, and lensing (Planck
Collaboration, Ade, Aghanim, Arnaud, et al., 2016), Pantheon supernovae compilation data
(Scolnic et al., 2018), BBN measurements of the deuterium-hydrogen fraction (Pitrou et al., 2018),
and, in some of the models, the latest neutrino mass squared splitting constraints from particle
physics (Gonzalez-Garcia, Maltoni, and Schwetz, 2014).
4.2 Neutrino Mass Effects in Harmonic Space
Many works in the literature investigate the impact of massive neutrinos in the 3D power spectra
or in the correlation function of galaxies (Abdalla and Rawlings, 2007; Lesgourgues and Pastor,
2012; Bird, Viel, and Haehnelt, 2012). In a review Lesgourgues and Pastor, 2006, it is shown
how that for the 3D power spectrum of galaxies massive neutrinos suppress power after certain
scales, k ∼ 5× 10−3 h/Mpc; with a similar effect rising from the effective number of relativistic
species, Neff. The impact of massive neutrinos in the angular power spectra of galaxies is still to
be explored as projection effects are so that it becomes unclear that the effect will be similar as
that of the 3D power spectrum.
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Fig. 4.1.: Impact of the sum of neutrino masses in the angular power spectra of BOSS galaxies shown
as the ratio between C`s calculated with different values of
∑
mν over a case with no massive
neutrinos, i.e.
∑
mν = 0 eV. (Top) shows the ratio for the auto angular power spectra of a BOSS
tomographic bin centred in z¯ = 0.275. (Bottom) shows the ratio for the cross power spectrum
between two BOSS bins, one centred in z¯ = 0.275 and its adjacent bin, z¯ = 0.325. Oscillations
on the high-` end of the spectrum are due to some numerical instabilities which do not affect the
cosmological analysis due to band-width binning.
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In this section, I make use of the Unified Cosmological Library for C`s, or UCLCL (Cuceu et al,
in prep – benchmarked in Appendix A.2), to generate theoretical predictions using a Planck-like
fiducial cosmology1 in order to investigate the impact of neutrino related parameters in the angular
power spectra of galaxies. The objective of this study is to understand how sensitive the BOSS
C`s, presented in Chapter 2, are to neutrino parameters. Therefore, I used the BOSS redshift
distribution (as presented in Figure 2.1) and the same binning scheme as presented in Table
2.1 to generate the theoretical C`s; the bias and other nuisance parameters were kept to unity
in order to simplify the analysis. For simplicity, figures displayed in this section show only an
example of an auto power spectrum for a bin centred in z¯ = 0.275 and the cross power spectrum
between this first bin and an adjacent one with z¯ = 0.325 – both with ∆z = 0.05.
There are three main parameters that will be considered in this section: the sum of neutrino
masses,
∑
mν , the effective number of relativistic species, Neff, and the actual number of massive
neutrinos, Nν .
Impact of
∑
mν in the galaxy angular power spectrum:
In order to understand the impact of the sum of neutrino masses in the angular power spectra of
galaxies, I kept the baryonic matter content of the Universe (Ωb) fixed as well as the curvature flat,
i. e. Ωk = 0, meaning that
∑
i Ωi = 1. This implies that when varying the neutrino energy density
via changing
∑
mν (see Equation 4.3), Ωcdm is not kept constant. Theoretical predictions were
calculated for angular auto- and cross-power spectra between all BOSS redshift tomographic
bins. Figure 4.1 shows an example of the ratio between different values of
∑
mν against a case
with no massive neutrinos for one auto- and one cross-power spectrum.
Differently from the usual 3D power spectrum analysis, it is clear from Figure 4.1 that
massive neutrinos affect all scales (multipoles). This can only be explained by the fact that when
performing a tomographic analysis, the radial scales get projected. The projection mixes the
neutrino information (contained mostly in smaller scales for the 3D case) in a way that is now
present in all multipoles. However, one must be careful when probing this parameter using C`s
from galaxy clustering. The more massive the total sum of neutrinos are, the more suppression
of power occurs in all scales. From a different perspective, shot-noise also affects in the angular
power spectra in all scales; however, the higher the shot-noise, the more increase of power in all
scales is found. In Section 3.5.3, it is pointed out how non-Poissonian (or extra) shot-noise, if not
modelled correctly, could mimic low neutrino masses; Figure 4.1 confirms this statement. It is
of fundamental importance to deal correctly with this effect. This becomes crucially important
for spectroscopic galaxy surveys with very fine tomographic bins due to their small density of
galaxies in each bin.
1The fiducial ΛCDM cosmology used is h = 0.6725, Ωb = 0.0492, Ωcdm = 0.265, ln 1010As = 3.093, ns = 0.965,
τr = 0.079.
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Fig. 4.2.: Ratio between C`s with different values of Neff and C`s containing Neff = 3.046, the assumed
fiducial value for ΛCDM. (Top) Shows, as an example, the ratio between C` predictions for auto
power spectrum of a BOSS tomographic bin with z¯ = 0.275. (Bottom) Same but for the cross
power spectrum between adjacent bins centred in z¯ = 0.275 and z¯ = 0.325.
Impact of Neff in the galaxy angular power spectrum:
The effective number of relativistic species is considered to be Neff ≈ 3.046. The reason this
number not an integer is because it is also related to the temperature at which each massive
neutrino species decouple from the other species and after the photon re-heating phase. Since
not all neutrino species decouple at the same time, some species are still in thermal equilibrium
with photons. As these photons get re-heated, some neutrinos will feel this effect, leading
to a small excess of energy for this species. This can be dealt with by either probing each
neutrino temperature separately with Neff = Nν or by considering Neff to be non-integer. The
latter approach tends to be more efficient as it needs a much smaller parameter space.
From Figure 4.2, one can see that, similarly to
∑
mν , Neff affects all scales in the auto power
spectrum of galaxies. However, the cross power spectrum demonstrates a different behaviour:
for higher Neff, higher is the increase of power for large scales while demonstrating a stronger
suppression of power for small scales. A point of complete degeneracy can also be identified
for small-`s. This different behaviour between angular auto- and cross-power spectra helps
breaking some degeneracies when inferring cosmological parameters from this observational
probe. If probing just the auto power spectra, the effect of Neff is similar to that of
∑
mν and the
shot-noise.
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Fig. 4.3.: Ratio between C`s with 1, 2 or 3 massive neutrinos against a case with no massive neutrino
species. (Top) Ratio between the auto angular power spectra for different number of massive
neutrinos for a redshift tomographic bin centred at z¯ = 0.275. (Bottom) Same ratio, now for
the cross angular power spectra between adjacent bins centred at z¯ = 0.275 and z¯ = 0.325.
Oscillations on the high-` end of the spectrum are due to some numerical instabilities which are
avoided using band-width binning in the cosmological analysis.
Impact of Nν in the galaxy angular power spectrum:
From the three parameters related to neutrino properties analysed in this section, the number
of massive neutrino species is the least sensitive of all when using clustering C`s as a probe.
Figure 4.3 shows that, although there is a significant difference between no massive neutrinos
and Nν > 0, the difference between 1, 2 or 3 massive species is such that the current data
considered in this work, the BOSS LSS sample, are not capable to distinguish between these
scenarios when varying only this parameter. Even though the other parameters demonstrated a
significant impact in the BOSS C`s, the number of massive neutrino species is indistinguishable
withing the estimated error-bars. This indicates the necessity of extra cosmological information
from the CMB, SNe Ia, and BBN in order to probe all the considered neutrino mass properties.
4.3 Neutrino Mass Models
In this section, I describe the different neutrino models considered. These prior models are
subdivided into two categories: exact models and cosmological approximations. The exact models
incorporate particle physics constraints from neutrino oscillation experiments via modelling
∑
mν ,
using a parametrisation based on the smallest neutrino mass, mν0 (J. Hamann, Hannestad, and
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Wong, 2012; Hannestad and Schwetz, 2016; Heavens and Sellentin, 2018). For the normal
hierarchy, one has:
∑
mNHν = m
ν
0 +
√
∆m221 + (m
ν
0 )
2 +
√
|∆m231|+ (mν0 )2 (4.5)
while in the inverted hierarchy:
∑
mIHν = m
ν
0 +
√
|∆m231|+ (mν0 )2 +
√
|∆m231|+ ∆m221 + (mν0 )2. (4.6)
In what follows these will be referred to as the mν0 -parametrisation.
More explicitly, I consider four different exact models. Model 1 samples a binary switch
parameter, H, allowing the analysis to change between the two hierarchies with same prior
volume, while also sampling the particle physics constraints for the mass splittings, ∆m221 and
|∆m231|, from Gaussian priors incorporating the errors in these measurements. Model 2 is similar
to Model 1 but fixes the particle physics constraints to their central values: ∆m221 = 7.49× 10−5
eV2 and |∆m231| = 2.484× 10−3 eV2. Model 3 (resp. Model 4) fixes the mass splittings to their
central values while also fixing the hierarchy to be normal (resp. inverted).
The second class of models, the cosmological approximations, are related to degenerated
scenarios in which
∑
mν = Nν ×meff, where meff is an effective mass, equal for each massive
neutrino species. For each of these models, Nν is fixed to a specific value and
∑
mν is sampled.
Model 5 is a NH approximation with Nν = 1, i.e., I approximate the two lower mass neutrino
species to m1 = m2 = 0 (Hannestad, 2003; Battye and Moss, 2014; Giusarma, Gerbino, et al.,
2016; Planck Collaboration, Ade, Aghanim, Arnaud, et al., 2016; Loureiro, Moraes, et al., 2018,
– also used in Chapter 2). Next, in a similar way, Model 6 is an IH approximation, where the
lightest neutrino species is considered to be massless, which implies that Nν = 2 (Giusarma,
Gerbino, et al., 2016). The last model in this class, Model 7, is the most commonly used in
standard cosmological analysis: the degenerate neutrino mass spectrum case, where Nν = 3
and
∑
mν = 3meff (Lesgourgues and Pastor, 2012; Giusarma, de Putter, et al., 2013; Battye
and Moss, 2014; Palanque-Delabrouille et al., 2015; Cuesta, Niro, and Verde, 2016; Alam et al.,
2016; Giusarma, Gerbino, et al., 2016; Archidiacono et al., 2017; Couchot et al., 2017; Planck
Collaboration, 2018; S. Vagnozzi et al., 2017; Choudhury and Choubey, 2018).
I also compared these seven models to cases where the
∑
mν parameter is fixed to the most
common values found in the literature for ΛCDM analysis (DES Collaboration, Abbott, Abdalla,
et al., 2017; Hildebrandt et al., 2017; Planck Collaboration, 2018; Alam et al., 2016). Model 8
assumes no massive neutrinos; while Model 9 fixes it to the minimum possible value for the NH,∑
mν = 0.06 eV, and sets Nν = 3 (as in the ΛCDM approach taken by the Planck Collaboration
(Planck Collaboration, Ade, Aghanim, Arnaud, et al., 2016; Planck Collaboration, Adam, et al.,
2016)).
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Tab. 4.1.: A summary of the neutrino mass models considered in this chapter and the neutrino-related
parameters sampled in each case.
Model Description ν-Parameters
1 Both hierarchies, mν0 -parametrisation, sampling
|∆m231| and ∆m221 from Gaussian priors.
mν0 , H, |∆m231|, ∆m221
2 Both hierarchies,mν0 -parametrisation with |∆m231| and
∆m221 fixed to their central value.
mν0 , H
3 Normal Hierarchy, mν0 -parametrisation, fixed mass
splittings.
mν0
4 Inverted Hierarchy, mν0 -parametrisation, fixed mass
splittings.
mν0
5 Normal Hierarchy approximation, Nν = 1.
∑
mν
6 Inverted Hierarchy approximation, Nν = 2.
∑
mν
7 Degenerated masses approximation, Nν = 3.
∑
mν
8 No massive neutrinos, i.e., Nν = 0 –
9 Fixed to Normal Hierarchy’s lower bound,
∑
mν =
0.06 eV
–
A summary of each model, together with the relevant neutrino mass parameters sampled
can be found in Table 4.1.
4.4 Assumptions
Since the most recent analysis from the Planck Collaboration demonstrates that the Universe
is flat to within 0.2% precision, in this analysis I assume a flat ΛCDM scenario with massive
neutrinos. The equation-of-state of dark energy is fixed to the cosmological constant case,
w = −1. I also assume the possibility of extra effective ultra-relativistic particles, which are
probed via the Nur parameter – this parameter is degenerate with the decoupling of massive
neutrinos at different temperatures and for simplicity I assume the same decoupling temperature.
As the galaxy clustering information comes from BOSS DR12 angular power spectra, no fiducial
cosmology was assumed for this sample (as explained in Loureiro, Moraes, et al., 2018 – as
well as in Chapter 2). Priors for the standard ΛCDM parameters and nuisance parameters are
described in Table 4.2 – all priors were chosen to be flat, with the exception of the data-driven
priors from neutrino oscillation experiments, ∆m221 and |∆m231|, which are Gaussian priors. The
priors were chosen based on previous works in the literature (Betoule et al., 2014; Alam et al.,
2016; Planck Collaboration, Ade, Aghanim, Arnaud, et al., 2016; DES Collaboration, Abbott,
Abdalla, et al., 2017), prioritising a trade-off between being physically motivated and being
uninformative – a more detailed discussion can be found in 3.2.
The neutrino related priors are
∑
mν ∈ [0.0, 1.0] eV, mν0 ∈ [1 × 10−4, 0.3] eV, and Nur ∈
[−Nν , (6−Nν)] for extra ultra-relativistic species or the temperature neutrinos decouple (Lesgour-
gues and Pastor, 2012). This Nur dependency on Nν for the extra ultra-relativistic species prior
ensures an equivalent Neff prior on all models as Neff is a derived parameter in our analysis. For
models sampling the hierarchy parameter, H, the prior assigns equal odds for both hierarchies,
i.e. the sampler uses a binary switch between both possibilities. Previous works in the literature
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Tab. 4.2.: Ranges of priors used in all Bayesian analysis. All parameters sampled from flat priors with the
exception of ∆m221 and |∆m231| which were sampled from Gaussians, G(µ,σ). Parameters are
divided into three groups: cosmological, neutrinos, and nuisance. Note that different models
have different combinations of parameters.
Parameter Prior Range
Ωb 1× 10−3, 0.3
Ωcdm 0.0, 0.8
ln 1010As 2.0, 4.0
ns 0.87, 1.07
h 0.55, 0.91
τPlanckreio 0.0, 0.8∑
mν 0.0, 1.0 eV
mν0 1× 10−4, 0.3 eV
Nur −Nν , (6− Nν)
∆m221 G(µ = 7.49,σ = 0.19)× 10−5eV 2
|∆m231| G(µ = 2.484,σ = 0.048)× 10−3eV 2
b(z) 1.1, 3.3
σs(z) 1× 10−6, 9× 10−3
N11 0.0, 8× 10−5
N12 0.0, 4× 10−4
yPlanckcal 0.99, 1.01
MSNeB −20.0, −18.5
like Simpson et al., 2017 have claimed to have found a ‘strong Bayesian evidence for the normal
hierarchy’. Later on, it was demonstrated by Schwetz et al., 2017 that this results were prior
driven. By choosing flat probability distribution in logarithmic space for each of the individual
neutrino masses, Simpson et al., 2017 accidentally favoured a normal hierarchy. In this work,
such problem is avoided by sampling the hierarchy as an independent parameter. This ensures
equal odd for both scenarios while avoiding biases from the prior choices.
4.5 Data and Methodology
The main galaxy sample used in this work is the BOSS DR12 large scale structure sample
from Reid et al., 2016 as presented in Loureiro, Moraes, et al., 2018, and in Chapter 2. This
sample is divided into 13 tomographic bins of ∆z = 0.05 in a redshift range of 0.15 < z < 0.80
containing around ∼ 1.15M spectroscopic galaxies over more than 9,000 deg2 in the sky. Angular
power spectra of these galaxies are measured using a Pseudo-C` estimator (PCL) (Thomas,
Abdalla, and Lahav, 2011b; Peebles, 1973; Efstathiou, 2004, – see Section 2.3) in a bandwidth
of ∆` = 8 (Loureiro, Moraes, et al., 2018). Covariances are calculated using 6,000 log-normal
mocks with FLASK (Xavier, Abdalla, and Joachimi, 2016) and a spline to the data’s C`s (to avoid
introducing cosmological model assumptions). Due to the nature of the PCL estimator and
partial sky observations, I forward model the mask effects into the likelihood, convolving theory
with the mixing matrix, S` =
∑
`′ R``′C`′ . Other effects such as redshift space distortions, shell-
crossing due to fingers-of-god (FoG), and extra Poissonian shot-noise are incorporated through
the theoretical auto and cross-angular power spectra calculation. Detailed aspects related to
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the BOSS C` data vector, covariance matrix estimation, pipeline testing, and the implemented
likelihood are outlined in Chapter 2.
I combine the BOSS angular power spectra with external data from the cosmic microwave
background, supernovae type Ia (SNe Ia), and big bang nucleosynthesis (BBN) at the likelihood
level using the Unified Cosmological Library for Parameter Inference code, or UCLPI (Cuceu et
al., in prep.), which uses the primordial power spectra and transfer function from CLASS (Blas,
Lesgourgues, and Tram, 2011). The CMB data used is the 2015 Planck CMB temperature,
polarisation and lensing measurements (Planck Collaboration, Aghanim, et al., 2016). The Planck
likelihood uses low-` modes for temperature (TT) and polarisation auto- and cross-correlations
(BB, TB, EB). For higher multipoles, ` > 30, I used temperature (TT) and polarisation auto-
and cross-correlations (TE, EE) – a configuration known as Planck TT,TE,EE+lowTEB (Planck
Collaboration, Aghanim, et al., 2016; Planck Collaboration, Adam, et al., 2016). The Planck
lensing likelihood is also used, based on both temperature and polarisation maps. Next, I used
the most recent combined Pantheon SNe Ia sample (Scolnic et al., 2018). This sample contains
1,048 SNe Ia in a redshift range 0.01 < z < 2.3 and contains data from Pan-STARRS, SDSS,
SNLS and HST. The Big Bang Nucleosynthesis (BBN) information used in this work comes
from measurements of the deuterium-hydrogen fraction estimated with recent improved helium-4
predictions as presented in Pitrou et al., 2018. The BBN likelihood was implemented with the
help of the AlterBBN code (Arbey et al., 2018). It was verified that the addition of BBN data
does not have a direct impact on the neutrino mass parameters. BBN data help to constrain Neff;
better constraints on this parameter could have been achieved using extra BBN data such as
He-4 (however, this is beyond the scope of this study).
4.6 Analysis
Nine different models were implemented to assess the impact of prior models on the upper
bound of
∑
mν . All models sample the basic ΛCDM parameters: {Ωb, Ωcdm, ln 1010As , ns , h, τreio}
as well as Nur to account for extra effective ultra-relativistic species. The posterior distribution
analysis also contains several nuisance parameters for each of the datasets; these account for
linear galaxy bias, b(z), and redshift dispersion, σs(z), for each of the 13 redshift tomographic
bins in the BOSS dataset, two extra shot-noise parameters, N11 and N12, for the last two bins
in the BOSS dataset due to the lower number of galaxies in each of them, the absolute SNe
Ia magnitude in the B-band for the Pantheon sample, MSNeB , and the overall Planck calibration
nuisance parameter, yPlanckcal . These result in a total of 30 nuisance parameters, all marginalised
over after the posterior is sampled. I performed the analysis using two different nested samplers:
Multinest (Feroz, Hobson, and Bridges, 2009) and Pliny (Rollins, 2015). The presented results
are those from Pliny; the other sampler produced results that were essentially identical.
I performed a full cosmological analysis for all models using a combination of BOSS LSS C`s,
Planck CMB temperature and polarisation, Planck lensing, Type Ia SuperNovae from Pantheon,
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Fig. 4.4.: Two-dimensional (68% and 95% CI) marginalised posterior distributions for
∑
mν and mν0 for
the physically motivated models, which take into account constraints from neutrino oscillation
experiments. This panel shows that the current combination of cosmological data still do not have
sufficient constraining power to differentiate between the two possible neutrino mass orders (or
hierarchies).
and BBNmeasurements of D/H data. The combination of datasets was performed at the likelihood
level as described in Chapter 3, Section 3.5. Figure 4.4 shows the 2D marginalised constraints on∑
mν and mν0 for the exact models (Models 1-4). The marginalised one-dimensional posteriors
for
∑
mν , Neff, and the lightest neutrino mass, mν0 , for Models 1-7 can be found in Figure 4.5,
while the upper bounds can be found in Table 4.3. The standard ΛCDM parameters, together
with Neff, are shown in Figure 4.6 with the 1-σ marginalised constraints summarised in Table
4.4. An analysis of these results shows that all models essentially agree with each other in the
ΛCDM and Neff parameters. Only a very small (< 0.5σ) difference appears for the model with no
massive neutrinos, Model 8, as shown in Figure 4.6.
The marginalised posteriors for
∑
mν (Figure 4.5) show that the use of exact models yield
robust upper bounds at 95% CI, varying between < 0.256 eV and < 0.275 eV. The models in
which the hierarchy was also sampled, Models 1 and 2, did not demonstrate a significant choice
between NH and IH; therefore, I marginalised over the hierarchy to get the results shown in Figure
4.5. Meanwhile, the commonly used cosmological approximations demonstrate a variation in
the 95% CI upper bound of 43% between Models 5 and 7:
∑
mν < 0.154 eV and
∑
mν < 0.270
eV, respectively. This indicates that such approximations can be problematic and that the upper
bounds obtained are dominated by the prior model choice.
The nested sampler used in the cosmological analysis provides us with Bayesian evidences
for each of the models. The ratio of evidences between two models, known as the Bayes factor,
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Fig. 4.5.: The marginalised posterior probabilities for neutrino-related parameters for a range of neutrino
models with 95% CI shaded regions for neutrino parameters. Exact models (Models 1-4) yield
robust constraints for the upper bound of
∑
mν . 0.26 eV (95% CI) and for the lightest neutrino
mass mν0 . 0.086 eV (95% CI), while models with cosmological approximations (Models 5-7)
have up to 43% variation for the upper bound of
∑
mν at 2-σ CI. The vertical dashed line in the
left plot shows the minimum possible value for
∑
mν for the NH while the shaded region shows
the same for the IH. All models also sample the ΛCDM parameters, shown in Figure 4.6. All
results shown were obtained by varying Neff and therefore present a wider, stronger statement
than would have been the case for a fixed value of Neff.
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Tab. 4.3.: Neutrino mass constraints for all models considered in this work with the 95% CI upper bounds on
both
∑
mν , mν0 , and Neff. Results were obtained using a combination of BOSS C`s, Planck CMB
and lensing, SNe Ia from Pantheon, and BBN constraints. Models 1-4 also include constraints
from oscillation experiments.
Model
∑
mν m
ν
0 Neff
[95% CI] [95% CI] [95% CI]
1 < 0.264 eV < 0.081 eV 3.18+0.38−0.37
2 < 0.275 eV < 0.086 eV 3.17+0.35−0.33
3 < 0.261 eV < 0.085 eV 3.17+0.35−0.33
4 < 0.256 < 0.078 eV 3.18± 0.34
5 < 0.154 eV – 3.15+0.35−0.36
6 < 0.215 eV – 3.16± 0.35
7 < 0.270 eV – 3.17+0.38−0.35
8 – – 3.14± 0.35
9 – – 3.14+0.35−0.33
quantifies statistically if either is more strongly supported by the data (Kass and Raftery, 1995).
The Bayes factors for all other pairs of models were consistent with one to within the statistical
precision of the nested sampling algorithm, meaning that the data considered in this work do not
strongly support any one of our models over the others.
4.7 Conclusions
In this chapter I have shown that the choice of how the neutrino is modelled for cosmological
purposes significantly affects current upper bounds for the sum of the neutrino masses. If
physically motivated exact models are chosen, the upper bound is found to be
∑
mν < 0.264 eV
(95% CI). On the other hand, we now possess enough cosmological data to show that this upper
bound is significantly different if one makes the approximation that one (two) of the neutrino mass
eigenstates have zero mass and that the mass is contained in the other two (one) eigenstates.
Here, I show a concise framework, applied to the largest spectroscopic galaxy survey to date,
to obtain robust neutrino mass information from a combination of cosmological observations and
particle physics constraints. Even though no model was preferred from a Bayesian evidence
analysis, cosmological approximations can cause a variation up to 44% on the upper bound
of
∑
mν , while all exact models yield results that vary only by 7% for the upper bound (both
considered at 95% CI). Using this exact modelling methodology, I present what it is believed to
be one of the first cosmological measurement of the upper bound of the lightest neutrino mass
species: mν0 < 0.086 eV at 95% CI. Even though the posterior distributions for mν0 in Figure 4.5
exhibits a peak, I do not claim it to be a detection as Bayes factor analysis between models were
inconclusive and zero is still within the 95% CI.
In light of these results, I argue that the approach presented here as Model 1 should be the
choice for current and future cosmological neutrino mass investigations (given the volume of
data now available to cosmologists). One should no longer make approximations assuming a
degenerate neutrino mass spectrum as this could lead to potentially nonphysical upper bounds
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Fig. 4.6.: One- (68% CI) and two-dimensional (68% and 95% CI) marginalised posterior distributions for
the relevant sampled and derived ΛCDM parameters considered in each of the nine different
models (where, S8 ≡ σ8
√
Ωm/0.3). All models agree in the basic ΛCDM parameters and for Neff
to within half-σ or less; Model 8 is an outlier among the models, since it contains no massive
neutrinos, and hence often yields a mild outlier among the marginalised posterior distributions.
This results address the issue of how the modelling of neutrinos should be done within a standard
ΛCDM analysis where the
∑
mν is not the main focus of the analysis. It is clear that the simpler
approach, leading to no biases, is the one taken by Model 9 (same as in Planck Collaboration,
Ade, Aghanim, Arnaud, et al., 2016; Planck Collaboration, 2018). Finally, note that changing the
neutrino mass modelling does not affect Neff. This suggests that if one wishes to study Neff, the
particular model chosen for the neutrino masses does not seem to play a role.
4.7 Conclusions 145
and constraints. Instead, one should make use of a cosmological analysis that takes into
account both of the neutrino mass hierarchies, as well as particle physics constraints and their
uncertainties.
Finally, I demonstrated here that, if neutrino masses are not the interest of the analysis, the
simplest model which fixes the sum of neutrino masses to the particle physics lower bound for
the NH,
∑
mν = 0.06 eV, yields reliable cosmological results in the ΛCDM model context. In
other words, a standard ΛCDM analysis is independent of the fiducial choice for the neutrino
mass model, allowing for a simple approach to be taken. I emphasise that one should consider
massive neutrinos for a standard ΛCDM analysis – as the data is sensitive enough, as seen
in the difference between the model with zero massive neutrinos (Model 8) and all others in
Figure 4.6. The exact approach for neutrino mass estimation will be extremely relevant for future
cosmological neutrino studies in the analysis of the next generation of surveys, e. g. DESI (DESI
Collaboration et al., 2016), Euclid (Laureijs et al., 2011), LSST (LSST Science Collaboration
et al., 2009), and J-PAS (Benitez et al., 2014).
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5An investigation of Bayesian Angular
Power Spectra Estimators applied to
Galaxy Clustering
„Normality is a paved road: It’s comfortable to walk, but
no flowers grow on it.
— Vincent van Gogh
In this Chapter, I present an investigation for applications of a fully Bayesian methodology to
generally estimate angular power spectra from data distributed on a sphere. It provides tools for
optimal power spectrum estimation of to CMB temperature and CMB polarisation modes. Here, I
extend it to galaxy clustering measurements with a final goal to extend it, in the future, to weak
lensing convergence (κ), cosmic shear (γ1 & γ2), and cross-correlations of all previous probes. In
other words, the goal is to develop an estimator that works for any spin-0 fields, spin-2 fields, and
cross-correlations. However, this method, presented in Balan, 2012, has not been tested in the
context of galaxy surveys. The method makes use of a Guided Hamiltonian Sampling, a variant
of the usual Hamiltonian Sampling, to sample from the spherical harmonics coefficients,alm, and
the angular power spectra, C`. The final marginalised C`’s provides covariance matrices and
uncertainties with no the need of simulated mocks due to the sampling nature of the problem. I
applied this method to partial and full-sky simulations, including Euclid-like log-normal simulations
and compared the results with a Pseudo Power Spectrum estimator.
The work presented in this chapter is an extension of the work presented by Balan, 2012, extending
it to investigating the many aspects of applying such method to galaxy surveys instead of CMB
data.
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5.1 Introduction
With a plethora of new cosmological observations in the horizon, there is an increasing necessity
in the field for the use of an unified framework to combine different probes. Surveys like DESI
(DESI Collaboration et al., 2016), Euclid (Laureijs et al., 2011), COrE (The COrE Collaboration
et al., 2011), LSST (LSST Science Collaboration et al., 2009), and J-PAS (Benitez et al., 2014)
would directly benefit from combining Cosmic Microwave Background temperature & polarisation
with galaxy clustering and weak lensing observations. Recent studies have demonstrated the
power of probing cosmological parameters using ‘3x2pt’ statistics, using galaxy clustering, galaxy
lensing and cross-correlations of both (Hildebrandt et al., 2017; DES Collaboration, Abbott,
Abdalla, et al., 2017); or ‘5x2pt’ statistics, CMB polarisation, galaxy clustering, galaxy lensing,
and cross-correlations (Nicola, Refregier, and Amara, 2016; Nicola, Refregier, and Amara, 2017;
Doux et al., 2017).
During the last decades in cosmology, there was an increasing adoption of Bayesian meth-
ods of analysis within the community.1 In this context, most of the estimators used to probe
anisotropies in the Universe are not Bayesian. The ‘3x2pt’ and ‘5x2pt’ works cited in the last
paragraph take a frequentist approach, having each their different flaws and limitations. The
approach presented in Chapter 2, the Pseudo-C` estimator, has the advantage of being easy
to implement as the effects of partial sky can be forward modelled into the theoretical frame-
work (see Section 2.4). However, such approach fails to meet the criteria for being an ‘optimal
quadratic estimator’2; although, it is an unbiased estimator by construction (check Section 2.3
and Peebles, 1973). Other estimators, like the Quadratic Maximum Likelihood (QML) estimator
(Gorski, 1994; Tegmark, 1997; Hobson and Maisinger, 2002; Efstathiou, 2004; Leistedt, Peiris,
Mortlock, et al., 2013), meet the criteria of being minimum variance and unbiased; however, it is
not entirely Bayesian as it does not include the use of priors. This also causes this method to
be computationally expensive to implement, while at the same time that it assumes a Gaussian
shape for the uncertainties, failing to correctly probe the skewed distribution around the low-`
modes.
The main interest in obtaining accurate and precise low-` information from a Bayesian
framework is motivated by probing primordial non-Gaussianities, via the fnl parameter, with
galaxy surveys (Bartolo et al., 2004; N. Dalal et al., 2008; Hamaus, U. Seljak, and Desjacques,
2011; Leistedt, Peiris, and Roth, 2014). Information about fnl is concentrated in the large scale
modes of the power spectra of galaxies, the region usually dominated by cosmic variance – an
artefact of galaxy surveys being always limited by the number of modes that can be used to
probe large scales. Properly probing the posterior distribution of the power spectrum of galaxies
in large scales can be the missing key to go beyond the ΛCDM standard model of cosmology.
1See Trotta, 2017 for a review.
2Meaning that it is not a minimum-variance estimator, i. e. it does not saturate the Cramér-Rao lower bound (Radhakr-
ishna Rao, 1945; Cramér, 2016).
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During a considerable amount of time in my PhD, I have put effort in adapting a Bayesian-C`
estimator to work with galaxy clustering – as it was originally developed in Balan, 2012 for power
spectra estimation of CMB temperature and polarisation. The anisotropic nature of the Poissonian
noise in galaxy clustering and the calculation of the Hessian as a part of a Guided Hamiltonian
Monte-Carlo algorithm (Lentati et al., 2013) turned to be more complicated than it seemed. At first,
the goal in this project was to extend and test a general model for applying Bayesian methods
to the problem of measuring power spectra from data distributed on a sphere. The methods
developed can be applied to CMB temperature, CMB polarisation modes, galaxy clustering, weak
lensing convergence (κ), cosmic shear (γ1 & γ2), and cross-correlations of all previous probes.
In other words, the estimator works for spin-0 fields, spin-2 fields, and cross-correlations of both.
However, the method remains untested for weak lensing measurements. The results I present in
this chapter are related only to measuring galaxy clustering C`s and are focused mainly on the
case for Euclid’s future LSS catalogues.
This Bayesian approach is ideal to be applied in an experiment like Euclid. The Euclid
Satellite will have outstanding photometric and spectroscopic redshift precision – σphotoz /(1 + z) <
0.05 and σspecz /(1 + z) < 0.001, respectively. Euclid’s experimental design was additionally
construct to obtain extremely accurate shape measurements for cosmic shear. Developing a full
Bayesian estimator for cross-correlations between spin-0 and spin-2 fields for Euclid would aid
the collaboration towards achieving Euclid’s science goals. This Chapter is a step towards this
goal by studying how to apply this methodology to galaxy clustering measurements and to an
Euclid-like simulation in an intermediate redshift range.
This Chapter is summarised as follows: Section 5.2 outlines the details for the Bayesian
approach to obtain power spectra estimates for both spin-0 and spin-2 fields; Section 5.3
delineates the details on the sampling algorithm, the Guided Hamiltonian Sampler, GHS (Balan,
2012; Lentati et al., 2013); the following section, Section 5.4, gives details about the simulations
used to test and validate this method with galaxy clustering; next, Section 5.5 performs several
investigations related to the statistical nature of galaxy clustering and how to probe the angular
power spectra of galaxies with a Bayesian-C` estimator, this is performed by analysing different
simulations with different masks and signal-to-noise ratios, including Euclid-like cases; finally,
the last section describes future work and possibilities for extending this approach.
5.2 Bayesian Approach to Measure the Angular
Power Spectra
In this section, I will establish the formalism towards expressing a generic Bayesian modelling for
angular power spectra estimation for data distributed on a sphere. The formalism developed
here can be applied to CMB temperature data (T ), CMB polarisation data(ΘP ), galaxy clustering
(δg ), and probes of weak gravitational lensing like cosmic shear (γ) and convergence (κ). As a
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natural extension of the generic method, this also applies to cross-correlations between all of the
above observables. In other terms, this Bayesian method for C` estimation works for spin-0 and
spin-2 fields, considering also cross-power spectra between these.
Section 5.2.1, starts by developing a general formalism for spin-0 fields like galaxy over-
densities, weak lensing convergence, and CMB temperature (based on a previous work by
J. F. Taylor, Ashdown, and Hobson, 2008). I then move to the Bayesian inference modelling of
measuring angular power spectra for such fields. Next, on Section 5.2.2, I explain the extension
to this formalism for Spin-2 fields like CMB polarisation and weak lensing shear, finishing this
Section with a formalism for the Bayesian inference of Spin-0 and Spin-2 angular power spectra
estimation.
5.2.1 Spin Zero Fields
One may start the modelling by partitioning the sky into pixelised regions of equal area, xp. For
an underlying cosmological field, measurements can be described by a vector – e.g. T (xp) for
CMB temperature or δg (xp) for galaxy overdensities. Let Θ ≡ Θ(xp) denote a general spin-0 data
vector which can be represented in harmonic space in terms of the coefficients of a spherical
harmonic expansion:
Θ(xp) =
`max∑
`=0
∑`
m=−`
a`mY`m(xp). (5.1)
this basis, the measured signal in the sky can be decomposed in an underlying signal vector, s,
and a noise vector, n; in a way that the data can now be written as d = s + n. The measured
signal and the underlying spin-0 field are related via a linear mapping that takes into account any
observational effects like instrumental pointing, masking, and beam effects: s = RΘ. Following,
the spherical harmonics formalism, the relation between signal and noise can be re-written with
the use of Equation (5.1) as
d = RYa + n , (5.2)
where Y ≡ Y`m(xp) are the spherical harmonics eigenfunctions of the Laplace-Beltrami operator3
(Dahlen and Simons, 2008), a ≡ a`m are the spherical harmonics coefficients which obey the
relation a`m = (−1)ma∗`(−m). Note that the noise is also represented in this basis as n ≡ n`m.
In this context, the spin-0 fields are assumed to be isotropic Gaussian random fields with
zero mean, i.e, 〈a〉 = 〈n〉 = 0, and covariances can be defined as
3An extension of the usual Laplace operator which is defined to operate in tensors as the divergence of a covariant
derivative (Jost, 2002).
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C ≡ 〈aaT 〉 = C`δ``′δmm′ , (5.3)
N ≡ 〈nnT 〉 = N`δ``′δmm′ , (5.4)
for the signal and the noise respectively. In Equation (5.3), the set of coefficients {C`} define
the angular power spectrum of spin-0 fields. More generally, let C ij ,pq` denote the cross-power
spectrum where (i,j) are redshift tomographic bins and (p,q) are probes. 4 Equally, N` in Equation
(5.4) is defined as the noise power spectrum. Finally, the data covariance can be expressed as a
sum of the two covariances above:
D = C + N . (5.5)
Bayesian inference for spin-0 fields:
Now, the formalism is sufficiently outlined so one can take a Bayesian approach to infer the
angular power spectra of spin-0 fields using Monte-Carlo sampling techniques. This approach
can be formulated as the posterior probability of obtaining the {C`} given the data vector, d:
Pr({C`}|d) ∝ L(d|{C`})Π({C`}). (5.6)
where L(d|{C`}) is the likelihood of the data given the true {C`} and Π({C`}) is a prior in the
angular power spectra. In a first approach, the expression above becomes a Quadratic Maximum
Likelihood estimator (Gorski, 1994; Tegmark, 1997; Hobson and Maisinger, 2002; Efstathiou,
2004; Leistedt, Peiris, Mortlock, et al., 2013) if one sets the prior probability distribution function
on the angular power spectrum to be Π({C`}) = 1.
Following Borrill, 1999; Hobson and Maisinger, 2002; J. F. Taylor, Ashdown, and Hobson,
2008, as both signal and noise are assumed to have a Gaussian nature, one can write the
likelihood of the data as
L(d|{Cl}) = 1
(2pi)Nd/2|D|1/2 exp
(
−1
2
dT D−1d
)
. (5.7)
The right hand side of Equation (5.7) can be estimated in reasonable computational time
for very low resolution data. As the data’s resolution increases, the dimensionality of the data
covariance matrix D, and hence its storage and memory requirements, increase drastically. This
method becomes extremely complicated to deal with due to expensive inversion of D−1 following
4In what follows, however, I will suppress the notational dependence on i, j, p, and q.
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by the calculation of its determinant. Therefore, for the resolutions I am aiming in this work, the
likelihood estimation in equation (5.7) becomes extremely expensive.5
To overcome this issue, two possible roads can be taken regarding two different approaches.
The first one is to approximate the likelihood, in some way, to avoid the one given by equation (5.7).
These methods are far from being optimal and can bias the likelihood. A second approach would
be to estimate the signal realisation full posterior distribution and the angular power spectrum
using Monte Carlo techniques (J. F. Taylor, Ashdown, and Hobson, 2008; Alsing et al., 2016).
The {C`} coefficients can be estimated with a marginalisation over all a`m realisations sampled
in the posterior. The introduction of this Bayesian hierarchical model approach is only necessary
due to the presence of noise and partial sky, if neither of these effects were present in the data,
one could simply take the approach of sampling directly the {C`} coefficients, since in this case
d = Ya. A simplistic case like this allows for proper sampling of Equation 5.7. Since this is far
from the reality of data, a more complex approach needs to be taken.
The power spectra’s posterior distribution can be simply obtained from sampling from the
joint distribution of {C`} coefficients and the signal realisation, Pr({C`}, a|d), and marginalising
over the spherical harmonic coefficients (H. K. Eriksen et al., 2004; Wandelt, Larson, and
Lakshminarayanan, 2004; J. F. Taylor, Ashdown, and Hobson, 2008; Alsing et al., 2016):
Pr({C`}|d) =
∫
Pr({C`}, a|d)da. (5.8)
The integrand can be expanded using Bayes’ theorem,
Pr({C`}, a|d) ∝ L(d|a)L(a|{C`})Π({C`}). (5.9)
Given the assumed Gaussian nature of the noise, one can express L(d|a) with the aid of Equation
(5.2):
L(d|a) ∝ exp
[
−1
2
(d− RYa)T N−1(d− RYa)
]
. (5.10)
Furthermore, since the signal is also Gaussian,
L(a|{C`}) ∝ 1√|C| exp
(
−1
2
aT C−1a
)
. (5.11)
With use of Equation (5.3) the expression above can the re-written as:
5It is possible to find methods that work around this matrix inversion problem, but the matrix size makes the linear
algebra an extremely complicated task.
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L(a|{C`}) ∝
`max∏
`=2
(
1
C`
)(2`+1)/2
exp
[
− (2`+ 1)
2
σ`
C`
]
, (5.12)
with
σ` =
1
2`+ 1
∑
m
|a`m|2 , (5.13)
being the power spectrum of the signal realisation.
Finally, two components now express the posterior distribution: an Inverse-Gamma signal
likelihood, and a Gaussian noise likelihood. Assuming that the noise in pixel space is uncorrelated,
the noise covariance matrix, N, will be diagonal. Furthermore, the signal’s covariance matrix, C,
given by Equation (5.3) is now diagonal in harmonic space. In this space, the likelihood L(d|a)
can be computed in an easier way. In other words, estimating the full posterior in the integrand
of Equation (5.8) becomes a much simpler task than calculating the full posterior in the left hand
side of Equations (5.6) and (5.7). This is the usual approach taken by most works in the literature
about Bayesian C` estimators (J. F. Taylor, Ashdown, and Hobson, 2008; Balan, 2012).
5.2.2 Spin Two Fields
This section extends the formalism developed in the previous section to spin-2 fields like CMB
polarisation and cosmic shear. Spin-2 fields can be separated into two independent modes
associated with the Stokes parameters. The first one is a curl-free mode, related to even-parity
solutions, known as the E-mode; the second mode, related to odd-parity solutions, is the B-mode.
In the formalism discussed in this chapter, it is fundamental to note that incomplete sky coverage
introduces mixing of these E- and B-modes, requiring the estimator to optimally deal with such
systematic effects. In this section, I will adopt the same formalism and notation as in many
seminal papers in the literature (U. Seljak and Zaldarriaga, 1997; J. F. Taylor, Ashdown, and
Hobson, 2008; Hikage et al., 2011).
Starting with the argument that spin-2 fields are linear, they can fully be described by a
traceless 2 × 2 tensor using only two of the Stokes parameters, Q and U. The third Stokes
parameter is related to the spin-0 field from Equation (5.1); while the fourth and final parameter is
assumed to be zero since there’s no circular polarisation generated by Thompson scattering (in
the CMB context) and it is well known that there’s no circular polarisation arising from the lensing
potential (Schneider, 2005; Bartelmann and Maturi, 2017). In the case for CMB polarisation, the
two Stokes parameters, U and Q, are related to the 2× 2 intensity tensor, Iij , as Q = (I11 − I22)/4
and U = I12/2; while in the context of weak lensing shear, this relation simply translates into the
two shear components, Q = γ1 and U = γ2. The three non-vanishing Stokes parameters can
now be defined by an orthonormal directional vector, nˆ, with respect to spherical coordinates.
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In order to move forward with formalism, one needs to define spin-weighted spherical
harmonics. These are related to the usual spherical harmonics as (Jost, 2002; Alonso, Sanchez,
and Slosar, 2019):
sY`m =

√
(`−s)!
(`+s)!ð
sY`m, if 0 ≤ s ≤ `;√
(`+s)!
(`−s)! ð¯
−sY`m, if − ` ≤ s ≤ 0;
0, if ` < |s|.
(5.14)
where the operator ð can be interpreted as a covariant derivative operator in the sphere, which
raises the spin weight of a function from s to s + 1. This operator is defined as
ðf (θ,φ) = −(sin θ)s
{
∂
∂θ
+
i
sin θ
∂
∂φ
}
(sin θ)−s f (θ,φ). (5.15)
In a complementary way, the ð¯ operator lowers the spin weight of a given function by 1, s −→ s−1
and it is defined as:
ð¯f (θ,φ) = −(sin θ)−s
{
∂
∂θ
− i
sin θ
∂
∂φ
}
(sin θ)s f (θ,φ). (5.16)
More details about these operators, spin-2 spherical harmonics, and their properties can be
found in Appendix A of Alonso, Sanchez, and Slosar, 2019.
Going back to the non-vanishing Stokes parameters, these can be expanded using the
spin-2 spherical harmonic basis, ±2Y`m(nˆ), as
Θ(nˆ) =
∑
`m
a`m Y`m(nˆ) (5.17)
[Q(nˆ)± iU(nˆ)] =
∑
`m
(E`m ± iB`m) ±2Y`m(nˆ) , (5.18)
where the harmonic coefficients of the E- and B-modes can be estimated directly from the
shear/polarisation fields via the Q and U Stokes parameters (Brown, Castro, and A. N. Taylor,
2005; Hikage et al., 2011),
E`m =
1
2
∮
dΩnˆ [Q(nˆ) + iU(nˆ)] 2Y
∗
`m + [Q(nˆ)− iU(nˆ)] −2Y ∗`m , (5.19)
B`m = − i
2
∮
dΩnˆ [Q(nˆ) + iU(nˆ)] 2Y
∗
`m − [Q(nˆ)− iU(nˆ)] −2Y ∗`m . (5.20)
The covariances between the spherical harmonics coefficients, also referred as the angular
power spectra, are given by
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CΘ,Θ ≡〈a∗`ma`′m′〉 = CΘΘ` δ``′δmm′ , (5.21)
CE ,E ≡〈E∗`mE`′m′〉 = CEE` δ``′δmm′ , (5.22)
CB,B ≡〈B∗lmBl′m′〉 = CBB` δ``′δmm′ , (5.23)
CΘ,E ≡〈a∗`mE`′m′〉 = CΘE` δ``′δmm′ , (5.24)
CΘ,B ≡〈a∗lmBl′m′〉 = CΘB` δ``′δmm′ , (5.25)
CE ,B ≡〈E∗lmBl′m′〉 = CEB` δ``′δmm′ . (5.26)
Note that the cross-power spectra CΘB` and CEB` are expected to vanish since B has the
opposite parity to Θ and E , meaning that estimating these quantities are a good way of mitigating
systematic contaminations. For generalisation purposes, each `-mode in the power spectra
can be represented by a 3×3 symmetric positive definite matrix given by a generic version of
Equation (5.3) :
C` =

CΘΘ` C
ΘE
` C
ΘB
`
CΘE` C
EE
` C
EB
`
CΘB` C
EB
` C
BB
`
 . (5.27)
If the spin-0 and spin-2 field’s fluctuations are Gaussian, then the covariance matrix above is
block-diagonal with each block being defined by C`.
Bayesian inference for spin-2 fields:
I proceed now to outline the Bayesian modelling formalism for power spectra estimation of spin-2
fields. The following formalism is very similar to the probability modelling of spin-0 data in Section
5.2.1. Even so, for the sake of clarity, I will outline the modelling from the start once more.
Consider the sky to be represented by observations of the Stokes parameters Θ, Q and U.
The data vector d is the sum of a signal s and a noise n vectors; i. e. d = s + n. The signal can
be related to the spherical harmonic coefficients, a, through the spherical harmonic transforms
presented. Hence, the data vector can be expressed as
d = YBa + n, (5.28)
where B represents the convolution of the window function, smoothing scale, pixel window
function, or a beam – any sort of systematic which introduces a characteristic scale in the analysis.
To maintain generality, the signal covariance matrix C is a block diagonal matrix (Equation 5.27)
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meaning that there are no correlations between signal spherical harmonic coefficients of different
multi-poles. Thus, the a coefficients can be represented by
a ≡ a`m = (a`m,E`m,B`m) , (5.29)
As in the previous section, sampling from the joint posterior distribution of the signal coeffi-
cients and the power spectra is much easier than from the distribution of the power spectra given
the signal directly (Wandelt, Larson, and Lakshminarayanan, 2004; Larson et al., 2007; Alsing
et al., 2016). Using Bayes’ theorem to re-write the posterior distribution in a similar way as in
Equation 5.9, one has
Pr(C`, a|d) ∝ L(d|a)L(a|C`)Π(C`). (5.30)
The posterior distribution for the angular power spectra can be estimated by marginalising the joint
probability distribution, Pr(C`, a|d), over the signal spherical harmonic coefficients a. However,
this argument only holds if flat priors on the power spectra are assumed. Making this assumption,
the marginalised posterior distribution can be represented by
Pr(C`|d) =
∫
Pr(C`, a|d)da. (5.31)
Once more, the noise is assumed to be a Gaussian realisation which makes the likelihood
of data given the signal coefficients, L(d|a), a Normal distribution with a noise covariance matrix
N = 〈nnT〉 (Equation 5.4),
L(d|a) ∝ exp
[
−1
2
(d− YBa)TN−1(d− YBa)
]
, (5.32)
which is very similar to the expression found in Section 5.2.1 for spin-0 zero fields. The same is
true for the likelihood of the spherical harmonics given the C`s,
L(a|C) =
∏
`
L(a|C`) (5.33)
=
∏
`
1√|2piC`| exp
[
−2`+ 1
2
Tr(C−1` σ`)
]
, (5.34)
which is an Inverse-Gamma distribution where σ` is the ensemble of power spectra given by the
a coefficients
σ` =
1
2`+ 1
∑
m
ap`ma
q
`m. (5.35)
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Here p and q are indices which represent the fields: Θ, E , and B . Note then that the σl is a 3× 3
matrix:
σl =

σΘΘ` σ
ΘE
` σ
ΘB
`
σΘE` σ
EE
` σ
EB
`
σΘB` σ
EB
` σ
BB
`
 . (5.36)
Naturally, this formalism, as well as the one in 5.2.1, accounts for the case where one has
several tomographic redshift bins with different galaxy tracers and observational probes. In order
to simplify the notation, as mentioned in Sec. 5.2.1, I decided to leave the index related to the
tomographic bins and probes out of the formalism described above.
5.3 Sampling Details
The objective in this section is to describe the necessary steps to efficiently sample from the signal
and power spectra realisation’s joint posterior for high resolution data. Here, I will review and
present an extension of the previously mentioned Hamiltonian Monte-Carlo (see Section 1.3.4).
This extension, called Guided Hamiltonian Sampling (GHS), allows an effective exploration of
high dimensional posterior distributions (Balan, 2012; Lentati et al., 2013). Naturally, one can
simply chose to use any other sample of their preference as long as it is capable to provide an
accurate estimate of the power spectra coefficients. For example, a seminal paper by Wandelt,
Larson, and Lakshminarayanan, 2004 uses Gibbs sampling (S. Geman and D. Geman, 1984;
Casella and George, 1992) to exploit the generation of samples using the conditional distributions
L(a|C`, d) and L(C`|a, d) in a much simpler fashion than if one tries to sample from the full
posterior distribution Pr(a,C`|d) – like mentioned in the previous sections.
The conditional distributionL(a|C`, d) is a multi-variate Gaussian andL(C`|a, d) is an Inverse-
Gamma distribution. This method, proposed by Wandelt, Larson, and Lakshminarayanan, 2004,
alternately draws samples from these conditional distributions of a and C`:
ai+1 ←− Pr(a|Ci`, d),
Ci+1` ←− Pr(C`|ai+1, d).
Sampling from these distributions have a few advantages and complications. The Gaussian
distribution is extremely simple to sample but computationally expensive, while the Inverse-
Gamma distribution is not trivially sampled from but computationally simple. With increasing data
resolution, like for surveys such as Euclid (Laureijs et al., 2011), sampling from a multivariate
Gaussian distribution becomes extremely time consuming due to the covariance matrix not
necessarily being diagonal and having a high dimensionality. It is fundamental to bear in mind
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that the posterior distribution of the power spectrum estimations is typically uni-modal in a high-
dimensional space (O(104 − 107)) (J. F. Taylor, Ashdown, and Hobson, 2008; Wandelt, Larson,
and Lakshminarayanan, 2004). This, naturally, requires the sampler not only to generate fast
samples from this uni-modal probability distribution, but also to be efficiently scalable with a large
dimensional space.
From the uni-modality nature of the power spectra measurements, this probability distribution
function can be approximated by a Normal distribution. For the GHS, this Gaussian approximation
can be defined by the Hessian of the posterior distribution at the peak and will be used to
‘guide’ the sampler – which allows the sampler to draw samples from the relevant parts of the
distribution. This ‘guiding’ is fundamental to effectively sample from high dimension posteriors
and it ensures that the sampler explores all of the posterior distribution, resulting in accurate
statistical measurements once it’s converged. After this Gaussian approximation is achieved,
one performs sampling in the principal coordinates in order to properly sample any correlation
between the sampled parameters in the posterior distribution.
Even for very high dimensional posteriors and non-Gaussian shaped posteriors, this algo-
rithm efficiently generates samples as long as a peak is present. The next section will outline the
HCM and how to extend it to become a Guided Hamiltonian Sampler (GHS).
5.3.1 Guided Hamiltonian Sampling
Seminal works in the literature, like Hanson, 2001; J. F. Taylor, Ashdown, and Hobson, 2008,
used HMC to sample from high dimensional posteriors with around 106 parameters. However,
this method contain a complication related to searching for the perfect level of fine-tuning of
free parameters in the sampler – basically, one mass parameter for each dimension considered
in the problem, according to the method implemented by J. F. Taylor, Ashdown, and Hobson,
2008. Some subsequent work suggests pre-determining these free parameters for each specific
problem. Here I outline a robust sampling technique, as in Balan, 2012 and Lentati et al., 2013,
that can waive some of the fine-tuning facets of HMC sampler.
As mentioned in the previous section, GHS uses the Hessian at the peak of the posterior
distribution to aid the sampler to probe effectively the multi-dimensional distribution. Using an
eigen-decomposition of the Hessian at the peak, one can acquire information about the principal
coordinates in which to sample from, achieving very high sampling efficiency.
Here, the starting point will be the formalism developed in J. F. Taylor, Ashdown, and Hobson,
2008 and Lentati et al., 2013 (and summarised in Section 1.3.4) for the Hamiltonian Monte-Carlo
sampler. To provide a complete discussion on the matter, I will briefly review a few important
characteristics on HMC so that a comprehensive formalism on sampling from the principal
coordinates can be outlined. The HMC method starts by considering the potential energy,ψ, of a
posterior distribution, Pr(x), as
ψ(x) = − log Pr(x). (5.37)
160 Chapter 5 An investigation of Bayesian-C` Estimators applied to Galaxy Clustering
The Hamiltonian of the system can be expressed by
H =
N∑
i
p2i
2mi
+ ψ(x) . (5.38)
where the extra parameters in the kinetic energy, mi and pi , eventually can be treated as nuisance
parameters. Samples will be drawn from a distribution proportional to the posterior and aGaussian
distribution,
exp(−H) ∝ Pr(x)
N∏
i
exp
(
−1
2
p2i
mi
)
. (5.39)
A new sample is determined by deterministically evolving Hamilton’s equations from a starting
point at (x, p) in phase space using a fixed time parameter, τ ,
dx
dt
= ∇pH(x, p) , (5.40)
dp
dt
= −∇xψ(x) . (5.41)
After evolving the system, the new point in phase space, (x′, p′), is accepted with probability,
γ(x, x′, p, p′) = min(1, exp(−δH)) (5.42)
with
δH = H(x, p)−H(x′, p′) (5.43)
which means that the acceptance of new points is intrinsically related to the trajectory in phase
space conserving energy in the system – γ(x, x′, p, p′) = 1 for this case. At each point, a new set
of pi parameters is randomly chosen and the process of evolving Equations (5.40) and (5.41)
starts again.
To evolve Hamilton’s equations, one may use the leapfrog method (Neal, 1996; Balan,
2012; Lentati et al., 2013) to integrate the system of equations and obtain a new point in phase
space. Naturally, any other efficient second order integration method can be used to evolve the
system as long as it is also time-reversible – which ensures that the chain satisfies a detailed
balance (Lentati et al., 2013). Leapfrog is also quite simple to perform error-propagation and is
computationally fast. If necessary, higher order methods like Runge-Kutta can be used if better
accuracy is needed at the cost of higher computational time. Following, consider n steps taken
with a step size ; the total time evolution is τ = × n. At each step, one has
pi
(
t0 +

2
)
= pi (t0) +

2
dp
dt
∣∣∣
t=t0
(5.44)
xi (t0 + ) = xi (t0) + 
dx
dt
∣∣∣
t=t0+

2
(5.45)
pi (t0 + ) = pi
(
t0 +

2
)
+

2
dp
dt
∣∣∣
t=t0+
. (5.46)
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After n steps, the momenta nuisance parameters are discarded, new pi values are sampled and a
new process of integrating Hamilton’s equations starts from scratch. Phase space trajectories are
randomised by drawing  and n from uniform distributions: n← U(1, nmax ), and ← U(0, max ).
In a certain way, the HMC sampling method does not differentiate much from the usual
Metropolis-Hastings algorithm (see Section 1.3.4) as samples are accepted using a similar
criterion. The difference comes from the way samples are drawn and proposed: using Hamiltonian
trajectories in phase space which conserve energy. As samples are being drawn, in phase space,
from the underlying posterior distribution, the HCM algorithm scales very well with the number of
dimensions considered in the problem – even though extra parameters are introduced via the
momenta nuisance parameters. The trade-off, on the other hand, is the large number of tunable
parameters like the mass for each ‘particle’, mi , and the step size,  – one for each parameter in
the posterior –, and the extra number of steps, n, to probe the trajectory in phase space. Both
the mass parameters and the step size produce similar effects when sampling the posterior so
one can set the masses to be equal to unity (Neal, 1996).
In the GHS, the Gaussian approximation for the posterior at the peak helps guiding the sam-
pler and partially eliminates the tuning aspect of these parameters. This Gaussian approximation
can be obtained by calculating the Hessian matrix, H, at the peak of the posterior distribution –
which only needs to be calculated in the beginning of the process by estimating the diagonal
element of Hi = ∂2ψ/∂x2i (Balan, 2012; Lentati et al., 2013). The step size parameters can than
be set to
i =
(
∂2ψ
∂x2i
)−1/2
. (5.47)
This is equivalent to set the step sizes to be the width of the posterior distribution. Since
the covariance of an uncorrelated multi-variate Gaussian is diagonal, the step sizes for each
parameter can easily be calculated for quasi-Gaussian cases with minor correlations between
the sampled parameters.
Note, however, that the efficiency of the sampler drops considerably if the posterior distribution
is skewed (for low-` modes, for example) or highly correlated (for some masked cases, for
example). For more general uni-modal posteriors, the procedure mentioned above is not sufficient
to set the step sizes in order to properly sample the distribution. Instead, the method can be
generalised to take these correlations into account by considering the Gaussian approximation
to be correlated and its covariance matrix to no longer be diagonal. The vector of step sizes in
Equation 5.47 is now generalised to a step size matrix,
E = ηH−1/2 , (5.48)
with H being the Hessian matrix calculated at the peak of the distribution and η being a scaling
factor depending on the dimensionality of the problem. Equation 5.48 makes use of the square
root of matrix H; the square root of a matrix can be defined in many different ways, here, I
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use the Cholensky decomposition (Golub and Van Loan, 1996) as a method to obtain H−1/2.
Alternatively, one can also proceed to find the square root by diagonalising the matrix (Balan,
2012). The leapfrog steps can be generalised to
pi
(
t0 +

2
)
= pi (t0) +
η
2
E · ∇pH
∣∣∣
t=t0
, (5.49)
xi (t0 + ) = xi (t0) + ηE · ∇xH
∣∣∣
t=t0+

2
, (5.50)
pi (t0 + ) = pi
(
t0 +

2
)
+
η
2
E · ∇pH
∣∣∣
t=t0+
. (5.51)
Obtaining this inverse square root of the Hessian matrix can be computationally problematic
and unstable. Instead, one can overcome these computational limitations by performing an
eigen-decomposition of the Hessian, this way, the sampler will draw samples from the posterior
distribution’s principal coordinates. Once the eigen-decomposition is performed, the transforma-
tion to principal coordinates ensures that the covariance matrix is diagonal. In other words, in
principal coordinates, setting the step size becomes trivial again by setting them to the inverse
square root of the eigenvalues of the Hessian matrix previously calculated. Here, the idea is that
the eigenvalues of the inverse of a matrix are the inverse of the eigenvalues; meanwhile, the
eigen-vectors do not change. Note that this requires the Hessian to be positive definite at the peak.
This is not always the case, but regularisation methods can be implemented computationally.
Note again that these are only calculated once, at the beginning of the algorithm.
When considering the problem of angular power spectra estimation, the full Hessian matrix
has a very high dimensionality, O(104 − 107), which means that eigen-decomposing the Hessian
becomes increasingly difficult. One possible solution here is to consider this matrix to be
approximated by a block-diagonal matrix or even a diagonal matrix if correlations between
modes and shells can be considered to be negligible. The ‘bottle-neck’, however, is clearly the
vectorisation of the leapfrog equations, i. e. Equations (5.49)-(5.51) are computationally more
complex to solve than the ones in Equations (5.44)-(5.46). The generalised set of equations
calculates a matrix-to-vector product, which is computationally more complex than the scalar-to-
vector product used in the first set of equations (Balan, 2012).
In summary, the Guided Hamiltonian Sampler takes the following steps:
1. Finds the peak of the posterior.
2. Calculates the Hessian of the posterior distribution at the peak using Monte-Carlo integration.
More details are given in Section 5.3.2.
3. Performs an eigen-decomposition of the sampled Hessian matrix at the peak.
4. Obtains the principal coordinates using the Hessian’s eigenvectors and the inverse of its
eigenvalues.
5. Sets the step sizes in the principal coordinates as the inverse square root of the eigenvalues
of the Hessian matrix.
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6. Perform sampling in the principal coordinates using the GHS method and evolving Hamil-
ton’s equations using the leapfrog integrator.
7. Calculates the convergence statistics in the principal coordinates (see Section 5.3.3).
8. If chains have met the convergence criterion, stops the sampler.
In conclusion, most of the free parameters found in HCM algorithms are set independently, with
the exception of the scale factor, η. This one is chosen accordingly to the desired acceptance
ratio and it varies with the number of dimensions6.
5.3.2 The Hessian Matrix of the Posterior Distribution
In this section, I complement the final steps towards the sampling process with a GHS. The
objective is to describe the process of calculating the Hessian Matrix at the peak of the potential,
ψ, or the negative logarithm of the posterior distribution:
ψ(C, a|d) = 1
2
(d− YBa)TN−1(d− YBa) +
∑
`
(
`+
1
2
)[
Tr(C−1` σ`) + log |C`|
]
+ const . (5.52)
This is sampled in logarithm space to avoid sampling in unnecessary regions of the parameter
space since the power spectra is a positive quantity (for auto-power spectra). This requires the
auto-power spectra matrix to be positive definite for each multipole, C`; so a logarithm matrix is
chosen to parametrise the signal covariance matrix to be sampled from (J. F. Taylor, Ashdown,
and Hobson, 2008):
G` = log(C`), (5.53)
where C` is defined as in Equation (5.27). Once more, here the cross-correlations between
Θ/E and B-modes are being calculated as this quantity can be used as a systematic check for
contaminations.
Now, the negative log-posterior can be written as
ψ(G, a|d) = − logL(d|a)− logL(a|G)− log Π(G) , (5.54)
where the second term can be written as
− logL(a|G) =
∑
`
(
`+
1
2
)
[Tr(G`)− Tr (σ` exp(−G`))] , (5.55)
The last part of negative log-posterior, Equation (5.55), is the prior on the power spectra,
log Π(G`). To apply a flat prior, one needs to effectively use an exponential prior on the log-power
6See Balan 2012 for a study on the impact of this parameter in the acceptance rate.
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spectra. Following the same formalism as in J. F. Taylor, Ashdown, and Hobson, 2008; Balan,
2012, the prior is simply the sum of the n-eigenvalues of the G` matrix:
log Π(G) =
∑
`
n∑
i=1
λ`,i . (5.56)
Here, λ`,i is the i-th eigenvalue of the G` matrix.
Following, the gradient of the potential energy, ψ(G, a), is necessary for the GHS. Differenti-
ating the potential in respect to the posterior’s parameters, one has:
∂ψ(G, a)
∂a
= a exp(−G)− BYT N−1(d− YBa) (5.57)
∂ψ(G, a)
∂G
=
(
`+
1
2
)
[Tr(∇ij G`)− Tr(σ`∇ij exp(−G`))] (5.58)
where ∇ij represents the derivative with respect with the ij-th component of the matrix G`. Next,
to calculate the Hessian at the peak, one needs the second derivatives. This will aid the algorithm,
guiding the sampler in the principal coordinates as mentioned in Section 5.3.1. The second
derivatives can be expressed by
∂2ψ(G, a)
∂a2
= exp(−G)− BYT N−1YB (5.59)
∂2ψ(G, a)
∂G`,ij∂G`′,pq
=
(
`+
1
2
)[−Tr(σ`∇2ij ,pq exp(−G`))] δ``′ (5.60)
∂2ψ(G, a)
∂G`,ij∂a`′,m
= a`,m∇ij exp(−G`)δ``′ . (5.61)
With all the elements of the Hessian matrix established, one can proceed now to use the sampler
as described previously.
It is important to note that such matrix can easily achieve unpractical dimensions as it scales
with ∼ 3`2max . Therefore, the standard approach, taken by Balan, 2012, was to perform the
analysis using the Hessian’s diagonal as a proxy for the step-size. In this case, the off-diagonal
term in Equation 5.61 are set to be zero.As an approximation, for cases where N−1 can be
considered diagonal, one can simply calculate the second term of Equation 5.59 via Monte-Carlo
integration. Given a random set of variables on the sphere, η, such that 〈ηηT 〉 = N−1; where the
quantity inside the expected value brackets can be sampled from a normal distribution. As a rule
of thumb, the ideal number of samples to be taken in this process should be greater than the
number of dimensions in the full posterior distribution, i. e. Ns ≥ `2max + 3`max − `2min − `min + 2.
In this case, the second term of Equation 5.59 can be expressed as,
BYT N−1YB = BYT 〈ηηT 〉YB (5.62)
= 〈(BYTη)(BYTη)T 〉. (5.63)
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As one is only interested in the diagonal,
diag
(
BYT N−1YB
)
= diag
(〈(BYTη)(BYTη)T 〉) (5.64)
=
〈
diag
[
(BYTη)(BYTη)T
]〉
(5.65)
=
〈[
BYTη
]2〉
. (5.66)
Here, the [ ]2 notation means simply that each element of the vector is squared. These approxi-
mations make the estimation of the Hessian at the peak of the posterior much faster to calculate.
However, compromises are made. Since one is not taking into account the off-diagonal elements
of the Hessian, this could at least for low-` modes, bias results due to the high correlation that
can be introduced via mode mixing due to the presence of a mask. More about this is explored
in Section 5.5.2. Taking this approach also means that the algorithm expressed in the end of
Section 5.3.1 is slightly different. Instead of performing an eigen-decomposition, one simply uses
the inverse of the diagonal instead of the principal coordinates; the step sizes being then the
square-root of these quantities.
5.3.3 Convergence Statistics
Convergence checks are fundamental to determine whether or not the Monte-Carlo Markov
Chain samples portray correctly the target distribution and to know if the achieved results are not
biased. Different types of convergence tests are used and proposed through the literature and a
review can be found in Deonovic and B. J. Smith, 2017. Note that there are no options generic
enough to be applied to any type of targeted distributions.
Hanson’s Statistics Test:
In this analysis, a natural choice is using the method proposed by Hanson, 2001 since it only
requires one Markov chain and the gradient of posterior, usually difficult to be calculated, but it is
a by-product of using the leapfrog method to evolve Hamilton’s equations at each GHS step (see
Equations (5.49)-(5.51)). Hanson’s test verifies whether samples are drawn from all regions of
the posterior distribution in a robust way.
The Hanson statistic, Hi , can be defined for the i-th dimension of the posterior as:
Hi =
1
M
∑
k
(
xki − x¯ki
)2
1
3M
∑
k
(
xki − x¯ki
)3 ∂ψ
∂xi
∣∣∣
xki
. (5.67)
In the above equation, ∂ψ/∂xi is the gradient of the log-posterior (calculated within the GHS’s
leapfrog) and xki is the k-th sample from a chain with M total samples – the i-index represents
the each parameter sampled.
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IfHi is close to be unity for all i-parameters, the chain is considered converged. Nonetheless,
previous works in the literature as J. F. Taylor, Ashdown, and Hobson, 2008 consider values of
Hi between 0.8 and 1.2 to represent a good convergence for the chains; while values between
0.6 and 1.4 are considered to be acceptable. Here, I adopt a similar criterion by assuming that
the sampler has generated enough samples when all the marginalised posterior distribution have
converged, with values within these ranges. However, note that, as it will be presented in future
sections, in some cases convergence can be achieved outside these ranges.
The problem being studied in this Chapter is related to measuring power spectra coefficients,
C` for galaxy clustering. These can be obtained, within a Bayesian framework, by marginalising
over the signal coefficients, a`m. As mentioned a few times during Section 5.2, these signal
coefficients are conditional given the angular power spectra coefficients in a multivariate normal
distribution. The signal coefficients are not of interest if the power spectra is the only objective7,
which means that one can compute the converge statistics using principal coordinates for the
marginalised posterior. As the C` are the main object of interest, the Hanson statistics for these
samples should be estimated using physical coordinates (Balan, 2012).
5.4 Simulated Data
The main objective in this investigative chapter is to examine applications of a generic Bayesian
estimator to the problem of measuring the angular power spectra for future Euclid galaxy samples.
In order to do so, and to be able to stress test the implementation of the method presented in
Balan, 2012, I will use Gaussian and log-normal simulations – the latter being the main interest for
applications to galaxy surveys. These types of simulations describe well the two-point statistics of
both spin-0 and spin-2 fields while being computationally cheap and simple to implement. Even
though I have outlined the generic methodology for both spin-0 and spin-2 fields, I will concentrate
on investigations related to the first type, more focused on the case of galaxy clustering. Further
investigation of shear fields will be left for a future post-doctoral research work, also in the context
of Euclid.
In this section, I describe the methodology related to the generation of controlled simulations
in order to test, validate, and produce forecasts for Euclid using the methods described in the
previous sections. As the interest in this work is to reproduce the 2-pts statistics and test how well
the generic power spectra estimation method does in relation to other methods like Pseudo-C`
(see Section 2.3), using Gaussian and log-normal simulations should be sufficient.
Gaussian Simulations
For the simplest cases, used in this work as a sanity check on the algorithm, I adopt Gaussian
simulations with a Gaussian noise realisation. These types of simulations are not a good reflection
7They are of interest if one wants to estimate mass maps from lensing signals and the angular power spectra simultane-
ously – see Alsing et al., 2016.
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of the statistical distribution describing for the late time matter overdensity field; however, they
are a good representation of density fluctuations on the temperature contrast field for the CMB,
∆T/T . The Bayesian method described in this chapter has already been validated and tested
in Gaussian simulations with Gaussian noise realisations, a study on this case can be found
in Balan, 2012. Here, I use these Gaussian simulations as a benchmark for the log-normal
simulations for galaxy clustering.
In this context, the signal a`m are sampled from a Gaussian distribution with µ = 0 and
σ ∝ C`. A second Gaussian realisation is then performed once the map in real space is calculated
to obtain a noisy realisation of the data. An example of the resulting map can be found in Figure
5.1a.
Log-normal Simulations
Log-normal simulations are a better description of the matter density field in the late Universe.
As the density contrast, δm (Equation 1.48), does not physically present values bellow -1, as it
would correspond to negative matter densities in the Universe, a Gaussian approximation leads
to nonphysical values. Log-normal simulations are a simple way to solve this issues while still
retaining the two-point statistics for the desired field. Steps to obtain a log-normal simulation are
simple and can be found outlined in Loureiro, 2015 and Xavier, Abdalla, and Joachimi, 2016.
Once a log-normal matter overdensity map, δm, is obtained, Poissonian noise can be introduced
to obtain a discrete map of galaxies, Ng , with an average of
〈Ng (Ω, z)〉 = [n¯(Ω, z) [δm(Ω, z) + 1]] ∆Ω (5.68)
where ∆Ω is the area of a given pixel and n¯(Ω, z) is the angular and radial selection function of
galaxies.
Here, as in Section 2.4.3, I make of use of the Flask code to generate the log-normal
simulations (Xavier, Abdalla, and Joachimi, 2016) and to produce galaxy clustering maps using a
Euclid-like redshift distribution and, for the partial-sky case, mask. Examples of the simulations
created can be found in Figures 5.2a, 5.5b, 5.7a, and 5.9a. All log-normal simulations use a
mask close to what the Euclid survey observing strategy will be (Laureijs et al., 2011).
5.5 Investigations on Simulated Data
5.5.1 Full Sky
This section investigates the behaviour of the Bayesian estimator in the full sky case, comparing
the Gaussian and log-normal cases. Even thought a full sky case is very far from what one obtains
from any type of cosmological survey, it works as a first benchmark test. This methodology
has been assessed before for the case of Gaussian simulations in Balan, 2012; however, the
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Fig. 5.1.: (a) Full sky Gaussian simulation with a Gaussian noise realisation. (b) Results from the Bayesian-
C` estimator benchmarking tests using the map presented in panel (a). The red line shows the
fiducial angular power spectrum used to generate the simulations, the blue line shows the results
obtained with the Pseudo-C` estimator, the black line is the mode of the Bayesian estimator
samples and the shaded region shows the 68% confidence regions from the sampled posterior,
Pr({C`}|d) (c) Convergence diagnosis using the Hanson test on the sampled chain.
5.5 Investigations on Simulated Data 169
interest in this section is to understand how the method behaves in the log-normal case with a
Poissonian noise realisation (as described in Section 5.4). Since I am interested in recovering the
low-` information, I have kept the resolution for these simulations low, with Nside = 16 (meaning
that the sky is then divided into 3072 equal sized pixels). Both simulations were created using
the same fiducial angular power spectra and noise level, with N−1 = n¯ = 14.25galaxies/pixel.
Figure 5.1 shows the analysis of a Gaussian simulation with Gaussian noise together with the
convergence test using the Hanson statistics Figure 5.2 shows the same analysis, now on a
log-normal simulation with Poissonian noise. Note that, in this case, the noise map used contains
anisotropic noise, i. e. it is not constant in the sky. For full sky, using the galaxy number counts
map as a proxy for the noise does not seem to make an impact; however, as it is shown in Section
5.5.3, it can have a considerable impact for partial sky cases.
Results from Figures 5.1 and 5.2 demonstrate that, in a full sky case, the Bayesian-C`
estimator performs equally well, achieving a satisfactory convergence with a little more than
100,000 samples. The next section looks into the behaviour of low-` modes in cases where
different masks are applied to the survey.
5.5.2 Investigation of Spherical Harmonics Correlations Under a
Mask
The presence of a mask in a survey, although realistic, creates correlations between different
modes in the C`s and also in the spherical harmonic coefficients modes and phases. Consider,
once more, the spherical harmonic decomposition of a galaxy map,8 δg , in a case of partial sky.
As in Equation (2.23),
a˜`m =
∑
i
δpi Y`m(Ωi )wi ∆Ω (5.69)
where, ∆Ω is the area of a pixel in the pixelised map; and wi is a weight function value at pixel i
which can be transformed via spherical harmonic decomposition as (Efstathiou, 2004),
w˜`m =
∑
wiY`m(Ωi )∆Ω. (5.70)
Therefore, according to Hivon et al., 2002 and Efstathiou, 2004, the true a`m, i. e. the spherical
harmonics if one had a full sky observation, are related to the observed ones as,
a˜`m =
∑
`′m′
a`′m′K`m`′m′ , (5.71)
8A catalogue of galaxies projected in a spherical shell.
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Fig. 5.2.: (a) Full sky log-normal simulation with a Poissonian noise realisation generated with FLASK for
galaxy clustering. (b) Results from the Bayesian-C` estimator benchmarking tests on the log-
normal simulation shown in panel (a). The red line shows the fiducial angular power spectrum
used to generate the simulation, while the blue line shows the results obtained with the Pseudo-C`
estimator, and the black line is the mode of the Bayesian estimator samples and the shaded
region shows the 68% confidence regions from the sampled posterior, Pr({C`}|d) (c)Convergence
diagnosis using the Hanson test on the sampled chain. Values between 0.8 and 1.2 demonstrate
that an acceptable convergence is able to recover the fiducial power spectrum. Results here
were also obtained with Nsamples = 105, 000.
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where the coupling matrix, K`m`′m′ , is defined in terms of the Wigner-3j symbols as
K`m`′m′ =
∑
`′′m′′
(−1)m′(−1)m′′w˜`′′m′′
[
(2`+ 1)(2`′ + 1)(2`′′ + 1)
4pi
]1/2
×
` `′ `′′
0 0 0
 ` `′ `′′
m −m′ −m′′
 . (5.72)
which accounts for the mixing of modes in the spherical harmonic coefficients in the presence
of a mask. This coupling matrix manifest itself as correlations between different a˜`m which are
intimately related to the geometry of the survey as the next examples will demonstrate.
Observing only the first two modes, ` = 2 & 3, I investigate here the correlations that are
introduced given different considered geometries for the angular selection of a survey. The first
two simulations, presented in Figures 5.3 and 5.4, are Gaussian while the one presented in
Figure 5.5, using a low resolution Euclid-like mask, is log-normal. All simulations presented
in this section use the same fiducial C`, noise level, and have a very low-resolution, Nside = 8.
The intention here is not to marginalise over the spherical harmonic coefficients. Even thought
the intention of this section is merely illustrative, going to higher resolutions and higher modes
without treating the a`m as nuisance parameters requires a great amount of computational disk
space and it is also impractical to observe correlations between the coefficients.
The first mask, presented in Figure 5.3a is a spherical cap in the northern galactic pole with
observations covering around 10% of the sky; the mask, overdensity map (generated from a
Gaussian simulation), and marginalised 1 and 2D posteriors for C`s and a`m are presented in
Figure 5.3. By analysing the triangle plot presented in Figure 5.3c, correlations between spherical
harmonic coefficients appear (as predicted by Equation 5.72). For this specific mask, due to
its asymmetric nature, the correlations are introduced in spherical harmonic coefficients with
different `-modes but same phases, i. e. a`m with a′`′m. These degeneracies cause the deviation
observed in the 1D marginalised posterior for the C`s (the first two columns in Figure 5.3c).
The second example case analysed in this section is a mask with four different size caps,
placed symmetrically in the sphere. This mask, presented in Figure 5.4a, contains around 31%
of sky coverage. The mask, Gaussian simulation of an overdensity field, and the marginalised
posteriors for this case are presented in Figure 5.4. Observing the correlation between a`m
in the posteriors, one can see that it is different from the previous case presented in Figure
5.3c: correlations now are between spherical harmonic coefficients with different modes and
phases. As expected, this is due to the geometry of the mask which presents different sized caps
– explaining why correlation with different `-modes – and caps situated in symmetrical regions on
the sphere – correlating the phases too. In other words, the analysed geometry correlates a`m
and a′(`−1),(m−1). Yet, the angular power spectra suffers no biases due to these correlations as it
can be seen from the first two columns in Figure 5.4c.
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(a) Mask with fsky = 0.1. (b) Simulated data
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(c) Marginalised posterior
Fig. 5.3.: Investigation of correlations in the spherical harmonics for ` = 2 & 3 for a mask with a spherical
cap containing only a 10% sky fraction. (a) Shows the mask used in the analysis. (b) Shows the
Gaussian simulated data. Data were generated using only the same modes as the ones probed,
` = 2, 3. (c) Shows the full posterior for this case, the first two parameters are the C`s while the
following ones are the real and imaginary parts of the related spherical harmonics. Dashed lines
show the fiducial C` values used to generate the simulations. Note that, in this case, correlations
are introduced in a`m with the same phase, e.g. same m.
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(a) Mask with fsky ≈ 0.31. (b) Simulated data
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Fig. 5.4.: Investigation of correlations in the spherical harmonics for ` = 2 & 3 for a mask with four spherical
caps with different sizes. This simulation contains 31% sky coverage. (a) The mask used in
the analysis. (b) Gaussian simulated data generated using only the same modes as the ones
probed, ` = 2, 3. (c) The full posterior for this case, the first two parameters are the C`s while
the following ones are the real and imaginary parts of the related spherical harmonics. Dashed
lines show the fiducial C` values used to generate the simulations. For this survey geometry,
correlations are introduced between a`m and a′(`−1),(m−1). However, such correlations do not
deviate the marginalised posterior on the C`s from the fiducial value.
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For the final example in this section, I have analysed a low resolution Euclid-like mask.
For this analysis, I used a FLASK log-normal simulation with Poissonian noise reflecting the
forecasts for the Euclid redshift distribution presented in Laureijs et al., 2011. The objective
here is to perform an investigation of the possible impact of the Euclid survey strategy in low-`
modes. Figure 5.5 shows the low-resolution Euclid-like mask, the overdensity field sampled from
a log-normal simulation with a Poissonian realisation to obtain point-like sources (as explained in
Section 5.4), and the marginalised posteriors for the low-` power spectra and spherical harmonic
coefficients. For this case, as expected due to the complex geometry of the mask, the correlation
do not follow a simple and predictable trend as the previous two cases. Instead, some weak
correlations and anti-correlations appear in different combinations of scales and phases. Note
that this reflects in the C`s as a small bias between the sampled values and the fiducial value
used to generate the simulation.
In summary, the investigation in this Section demonstrated that some geometries can
introduce a small bias in the estimated C`s for some survey geometries, in the low-` regime.
Even though some intuition was gained about the impact of the survey’s angular geometry in
the sampled a`m and their correlations, it is not trivial to tell which correlations can and cannot
introduced a bias in the marginalised angular power spectra. It is clear from this investigation
that the treatment of the principal coordinates of the Hessian as being just their diagonal (see
Section 5.3.2) leads an incorrect performance of the algorithm when strong correlations appear.
A future implementation of the full Hessian calculation for low-` modes, in the C` space as much
as in the a`m space, could improve this issue.
5.5.3 Anisotropic Noise: Case Study of Euclid’s Clustering
The idea in this section is to investigate how the method outlined through this chapter behaves
in the presence of two extreme signal-to-noise levels and also to demonstrate that in the case
of galaxy clustering, the best proxy for the inverse-noise map is the actual galaxy map, instead
of a map where one has the mean number of observed galaxies, n¯ (as it is the case for CMB
reported by Balan, 2012). I will study the performance of the Bayesian estimator for a more
realistic Euclid-like case in a `-range between 2 ≤ ` ≤ 64. I produced two log-normal simulations
with Nside = 32 at a redshift range of 0.5 ≤ z < 0.6 using the same fiducial C` and Euclid-like
mask (See Figure 5.6). The difference between the two simulations is the signal-to-noise in each
one of them – differing by a factor of O(104).
When considering an isotropic noise for galaxy clustering, the Bayesian estimator cannot
find the true peak of the Hessian. Instead, it starts sampling so far away from the peak that two
possible scenarios happen. The first one is the case where, even though far away from the true
peak, the GHS actually finds the true peak after a very long burn-in. Notwithstanding, this is
rarely the case. The second and most common case is when the sampler gets lost around a
local maximum in prior space. It then samples around this maximum without ever finding the true
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(a) Euclid-Like Mask with fsky = 0.336. (b) Simulated data
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(c) Marginalised posterior
Fig. 5.5.: Correlation between spherical harmonics for ` = 2 & 3 for a low resolution Euclid-like mask.
This simulation contains 33.6% sky coverage. (a) Mask used in the simulation. (b) Log-normal
simulated data with Poissonian noise, generated using only ` = 2, 3. (c) Once more, the full
posterior resulting from the Bayesian estimator. First two parameters are the C`s while the
following ones are the real and imaginary parts of the related spherical harmonics. Dashed lines
show the fiducial C` values used to generate the simulations. This case contains more complex
correlations between the a`m.
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Euclid-Like Mask
0 1
Fig. 5.6.: Euclid-like mask with Nside = 32 used for the simulations and analysis presented in Section 5.5.3.
peak of the posterior. This local maximum is usually several orders of magnitude away from the
fiducial value, leading to completely incorrect estimation of the power spectrum. I would like to
point out here that, when probing a case with full sky, this problem might not appear at first hand;
this is mostly due to the fact that for a full sky simulation, the correlations between spherical
harmonics do not appear, therefore the noise will be, by construction, isotropic. In the presence
of a mask, the anisotropic nature of the Poissonian noise in the galaxy clustering case needs to
be dealt with properly for the case of a Bayesian estimator. The solution here is to use the real
galaxy count map as a proxy for the inverse-noise map. Results in this section demonstrate that
this is the optimal way to deal with this issue.
For the first simulation, presented in Figure 5.7a, the number of galaxies was suppressed by
a factor of 10−4 related to the expected number of galaxies to be observed by Euclid at the given
redshift range (Laureijs et al., 2011). This results in a mean isotropic noise of n¯−1 ≈ 2.85× 10−4
steradians/galaxies. Nonetheless, as mentioned in the previous paragraph, I used the number
counts galaxy map shown in Figure 5.7b as the inverse-noise map for the Bayesian angular
power spectrum estimator. Results from the Bayesian estimator are shown in Figure 5.7c and one
can observe from it that the Bayesian-C` estimates seem to be a little bit biased to higher values
of C`. This could possibly be explained due to the very low signal-to-noise used for this specific
simulation. Even though the method seems to work at first glance, it seems like values are still
biased – further investigation is necessary. Note nonetheless that satisfactory convergence in
the was achieved in the chains with 335,000 samples as shown for the Hanson statistics plot in
5.7d. Even though at first look the marginalised C` estimates do not look great when compared
to estimates from a Pseudo-C` estimator (blue line in Figure 5.7c), when carefully looking at the
1D marginalised posteriors one can see that in most cases the peak of the posterior is close to
the fiducial value.
Figure 5.8 shows a few examples for the 1D marginalised C` posterior for some `-modes.
Note that, for some cases, the marginalised posterior demonstrate a local maximum near the
region where the Pseudo-C` estimate is. However, the last panel in Figure 5.8 exhibits a very
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Fig. 5.7.: (a) Log-normal simulation with a Poissonian noise realisation generated with FLASK for galaxy
clustering using an Euclid-like mask (see Figure 5.6). (b) Inverse-noise map used in the Bayesian
estimator for the analysis. Here, n¯−1 ≈ 2.85 × 10−4 steradians/galaxies. (c) Results from the
Bayesian-C` estimator tests. The red line shows the fiducial angular power spectrum used to
generate the simulation, blue line shows the results obtained with the Pseudo-C` estimator. Finally,
the black line is the mode of the Bayesian estimator samples and the shaded region shows the
68% confidence regions from the sampled posterior. (d) Hanson test demonstrating an acceptable
convergence is able to recover the fiducial power spectrum with satisfactory accuracy. Results
here were obtained with Nsamples = 335, 000.
prominent secondary peak which could be an artefact of the chain not being fully converged in
that specific dimension (note the high values in the last dimensions in Figure 5.7d). A similar
behaviour was present when the chain had 100,000 less samples and did not go away, leading
to believe the amount of samples necessary to converge this part of the chain was higher than I
expected.
Next, the final log-normal simulation to be studied in this section has a signal-to-noise similar
to the expected from Euclid’s galaxy clustering measurements at the given redshift range, e. g.
n¯−1 ≈ 2.86×10−8 steradians/galaxies (Laureijs et al., 2011). The simulated overdensity map and
the galaxy number counts map used as a proxy for inverse noise are shown in Figures 5.9a and
5.9b, respectively. Note that the values in the inverse-noise map contains many more galaxies
than the previous case. For this case, shown in Figure 5.9c, one can see that the recovered
angular power spectrum using the Bayesian estimator looks closer to the fiducial C`s. Figure 5.10
shows a zoom into the low-` region, while Figure 5.11 shows the marginalised 1D posteriors for
the first five modes. Note that, for high signal-to-noise case such as Euclid, the low-` information
is well recovered, demonstrating the power of taking such approach for these cases.
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Fig. 5.8.: Examples of the marginalised 1D posteriors for individual `-modes for the case of a Euclid-like
mask and a very low signal-to-noise, n¯−1 ≈ 2.85 × 10−4 steradians/galaxies. Note that some
cases exhibit a secondary peak, like in the (f) panel, which coincides with the value estimated by
the Pseudo-C` estimator. Even though in some cases the mean and standard deviation of the
samples are far away from the fiducial value, the mode is at the correct value for most cases.
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Given the higher signal-to-noise in this simulation, even with values for the Hanson test
above the tolerance levels (see Figure 5.9d and Section 5.3.3), satisfactory convergence in
the chains was achieved with impressive accuracy and precision with 435,000 samples. The
marginalised C` posterior for each individual `-mode, presented in Figure 5.12 for this case,
demonstrate how the posterior distribution was properly sampled in this case. For the larger
scales, the distribution of sampled C`s is very skewed and, as expected, as one looks at smaller
scales, the χ-squared distributed C`s tend to a Gaussian distribution. This has great implications
as it demonstrates that the method recovers non-Gaussian distribution for the low-`modes, being
a great advantage over method such as Pseudo-C` or other quadratic estimators (Gorski, 1994;
Tegmark, 1997; Hobson and Maisinger, 2002; Efstathiou, 2004; Leistedt, Peiris, Mortlock, et al.,
2013).
Given the non-Gaussian nature of the sampled posterior distribution, a χ2red test for ‘goodness
of fit’ becomes impractical. When comparing the sampled C`’s 68% CI to the standard deviation
of samples, they can differ as much as twice each other’s values. As a χ2red test assumes
Gaussianity, it does not apply for the cases considered in this chapter.
Results from Figures 5.9-5.12 demonstrate that, for an Euclid-like survey, in a single shell
case, the Bayesian estimator presented in this chapter can properly recover the underlying
angular power spectrum of galaxies. The performance of the method was enhanced by using
the galaxy number counts map as a proxy for the inverse-noise map; without it, the algorithm
can get lost in local maximum inside the prior. Tests will be perform in the future for cases with
more than one shell and cross-correlations between shells.
5.6 Conclusions and Future Applications
In this investigative chapter, I have presented the formalism to generically estimate angular
power spectra for both spin-0 and spin-2 fields as outlined in the literature (Borrill, 1999; Hobson
and Maisinger, 2002; J. F. Taylor, Ashdown, and Hobson, 2008; Balan, 2012). I have then
presented how to use a Guided Hamiltonian Monte-Carlo for sampling such high dimensional
posterior distributions, O(104 − 107) dimensions, and the approximations taken when obtaining
the Hessian of the posterior, as a part of the GHS. Even though it seemed simple at first, applying
the methodology outlined in Section 5.2 to galaxy clustering proved to be more complex than
expected. This was a very time consuming and complicated project, leading to a chapter with
partial results but with extreme potential for extensions in the near future. Due to time constraints,
I could not extend the work perform here for weak lensing shear measurements – this is now a
part of the scope of my work as an Euclid Research Assistant.
I have presented here the nuisances and important details to apply this Bayesian-C` estimator
to galaxy clustering samples. I demonstrated that the method works for both Gaussian and
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Fig. 5.9.: (a) Log-normal simulation with a Poissonian noise realisation generated with FLASK for galaxy
clustering using an Euclid-like mask (see Figure 5.6) and redshift distribution. (b) Inverse-noise
map used in the Bayesian estimator for the analysis with n¯−1 ≈ 2.86× 10−8 steradians/galaxies –
which is close to forecasts for Euclid (Laureijs et al., 2011; Rhodes et al., 2017). (c) Results from
the Bayesian-C` estimator tests. The red line shows the fiducial angular power spectrum used
to generate the simulation, blue line shows the results obtained with the Pseudo-C` estimator.
Black line is the mode of the Bayesian estimator samples and the shaded region shows the 68%
confidence regions from the sampled posterior, after marginalising over the a`m coefficients. (d)
Hanson test: here, it looks at first instance that the chain is still not converged. However, as this
case contains a higher signal-to-noise ratio, the marginalised posteriors are converged as it can
be seen in Figure 5.12. Results were obtained with Nsamples = 435, 000.
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Fig. 5.10.: A zoom in the low-` region of the results obtained by the Bayesian-C` estimator in an Euclid-like
case (presented fully in Figure 5.9c) for a redshift tomographic bin between 0.5 ≤ z < 0.6. The
red line is the fiducial C` used to generate the simulations, the blue line is a Pseudo-C` estimator,
the black line and shaded region are the best-fit values and 68% CI, respectively, obtained with
the Bayesian estimator.
log-normal full sky simulations with little to no difference.9 I have then pursued to investigate
the impact of survey’s geometries in introducing correlations between the spherical harmonic
coefficients and the impact such correlations have in estimating the angular power spectra of
galaxies. Finally, I applied the method for Euclid-like log-normal simulations, for an intermediate
redshift range, probing large scales lmax ≤ 64. Two different signal-to-noise scenarios were
investigated with the best results coming from the case that is closer to Euclid’s future galaxy
cluster sample: one with a similar galaxy density as expected for Euclid and a case with 104 less
galaxies. The estimator performed well in both cases, with an increase of accuracy in the case
similar to Euclid. However, it is important to note that, for the GHS Bayesian estimator to work
properly in the case of galaxy clustering, in a cut-sky scenario, one has to consider noise to be
anisotropic, i. e. one has to use the galaxy number count map as a proxy for the inverse-noise
map in the method.
Following, when observing the marginalised posteriors for each mode (Figure 5.12), it is
possible to see that the samples recover the correct posterior distribution, allowing to probe the
χ-square nature of low-` mode’s distributions. This improves not only accuracy but also precision
on C` estimates. Usual approaches taken by the community – Pseudo-C` (Peebles, 1973;
Efstathiou, 2004; Blake, Collister, et al., 2007; Thomas, Abdalla, and Lahav, 2011b; Loureiro,
Moraes, et al., 2018) or Quadratic Maximum Likelihood estimators (Gorski, 1994; Tegmark,
1997; Hobson and Maisinger, 2002; Efstathiou, 2004; Leistedt, Peiris, Mortlock, et al., 2013) –
assume symmetrical uncertainties even for the large scale modes, even though we know that
statistically that is not the case. This makes the Bayesian-C` estimator an important tool when
probing large scales, which are fundamental for probing primordial non-Gaussianities, through
9This was already demonstrated for Gaussian simulations in Balan, 2012, but never in log-normal simulations with
Poissonian noise – as in galaxy clustering.
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Fig. 5.11.: Marginalised 1D posteriors for individual low-` modes for the case of a Euclid-like mask and
signal-to-noise, n¯−1 ≈ 2.86 × 10−8 steradians/galaxies. Note that, for a high signal-to-noise
case, the method is capable to recover a satisfactory posterior distribution for low-` modes.
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Fig. 5.12.: Examples of the marginalised 1D posteriors for individual `-modes for the case of a Euclid-like
mask and signal-to-noise, n¯−1 ≈ 2.86× 10−8 steradians/galaxies. For this situation, one can
observe how the high-` mode present a more Gaussian-like distribution as the low-` modes
are much more skewed. In most cases, the marginalised posterior’s peak is matching the input
fiducial C`.
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fnl measurements, with future galaxy surveys. Probing these large scales with a Pseudo-C`
estimator can be very tricky – as shown in Chapter 2.
Another important remark related to this methodology is that it is possible to estimate
uncertainties with no need for mocks or N-body simulations since one is obtaining samples for
the power spectrum in a coherent Bayesian way. This leads to an interesting debate related
to measuring cosmological parameters from Bayesian-C` estimates. Here, I propose that two
approaches can be taken – both needing further investigation. The simplest one would be to
obtain a covariance matrix from the samples themselves and perform an analysis similar to
the one presented in Section 3.5, i. e. ignoring the information related to the posterior value
for each of the sampled points. A second and more powerful approach would be to perform a
N-dimensional interpolation in the sampled posterior values – possibly with the use of kernel
density estimation (Rosenblatt and Krishnaiah, 1969; Ferdosi et al., 2011) or machine learning
methods (Ball and Brunner, 2010; Izbicki and Lee, 2016). Using this high dimensional posterior,
one can use theoretical prediction for C` given sampled cosmological parameters. These can
then be compared to the posterior value from the estimated angular power spectra using an
advanced interpolation technique. Taking this approach would result in a fully hierarchical
Bayesian method to obtain cosmological parameters from measurements of the angular power
spectra of galaxies.
Finally, when extending this approach to weak lensing shear measurements, this method
has the potential to simultaneously probe the angular power spectra of cosmic shear while also
providing the tools to estimate cosmic mass maps. Since the method probes both C`s and a`m
coefficients, the latter can be used to estimate the dark matter mass distribution via mass map
reconstructions (Jeffrey et al., 2018). The formalism here is not very different from the one
developed in Alsing et al., 2016, with a difference that the method would then work in a curved
sky situation. Parallel effort is being made in this project in order to modify the method to obtain
mass maps.
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6Final Considerations, Conclusions &
Future Prospects
„From the point of ignition
To the final drive
The point of the journey
Is not to arrive
Anything can happen
— Neal Peart
Prime Mover, Rush
6.1 Advantages of an Analysis in Harmonic Space
One of the main objectives of this work was to demonstrate how powerful a spherical harmon-
ics analysis of the large scale structure of galaxies is to constrain cosmological models and
parameters. For a spectroscopic survey such as BOSS, taking the route of a spherical har-
monics analysis can seem counter-intuitive. Spectroscopic samples have outstanding redshift
measurements, allowing for a standard 3D clustering analysis to be performed with extreme
accuracy. This is mostly due to no systematic limiting factors from the imprecision of photometric
redshift determination being present. From a phenomenological point-of-view, there seem to be
no advantages in performing an analysis in harmonic space since radial information can be lost
due to projection effects. One would naturally argue to perform the analysis in 3D, e. g. using
the 3D power spectrum, P(k), instead.
However, dealing with proper data is quite different from what we conceptualise in the
‘pre-survey’ years and Fisher forecasts. To implement a standard 3D analysis, one needs to
first choose a fiducial cosmology to perform a change of coordinates from redshift space to
co-moving space. This approach has the potential to bias cosmological results on its own and few
studies in the literature actually analyse the impact of choosing an incorrect fiducial cosmology
(Krause et al., 2017; Harnois-Déraps et al., 2018). It is expected that, if not too far from the
true cosmology, the bias caused by these assumptions should be sub-dominant to the statistical
precision one has in the overall cosmological analysis. Here, I outline the first practical advantage
of an analysis in harmonic space: as the analysis is performed in projected space, there is no
need to change coordinates, the whole analysis is performed in redshift space – what is actually
being measured in the spectrographs of our telescopes (for spectroscopic surveys).
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In this work, I have shown that it is possible to recover very powerful and competitive cosmo-
logical constraints from spectroscopy alone with a 2+1D analysis – as good as the constraints
from doing a 3D analysis. The precision of spectroscopic redshifts allows for very fine radial
binning, probing the evolution of structure in more detail. The ‘effective redshift’ approximation
impacts 3D analyses, complicating the proper treatment of ‘light-cone’ effects. By contrast, this
is not a problem with C`s as one is dealing with data in redshift space using a fine binning.
Once more, as I am using data in redshift space, no transformation to comoving coordinates is
necessary, and hence no fiducial cosmology is required. I argue that it is much simpler in Fourier
space than in real space to correct certain types of systematic errors and to perform scale cuts
to deal with non-linearities; the arguments here are similar to the ones used to compare P(k)
and ξ(r).
As outlined in Chapter 4, the angular power spectra of galaxies have also a different de-
pendency and sensitivity to neutrino related parameters. More specifically, the sum of neutrinos
masses,
∑
mν , seems more sensitive in harmonic space – possibly due to the projection of the
line-of-sight information. Although, it is clear that when working in 2+1D, an improper care of the
galaxy shot-noise could lead to under-estimated values of the upper bound of
∑
mν .
In conclusion, I would like to point out that the biggest advantage of performing this 2+1D
tomographic analysis in harmonic space is the practicality of combining spectroscopic and
photometric probes, which include also cosmic shear, as the latter also “lives" in a 2+1D space.
Using the method proposed by McLeod, Balan, and Abdalla, 2017 the spectroscopic sample
has the potential of ‘fixing’ the photometric redshift limitations when probing the photometric
clustering redshift distribution together with the cosmological parameters.
6.2 ΛCDM: Final days ahead?
As I finish this work, the last round of big survey’s results is out (for a while now) and it seems like
none of us broke the standard model of cosmology (yet!). With the exception of small tensions in
a few parameters like H0 (Mörtsell and Dhawan, 2018; Riess, Casertano, et al., 2018) and σ8
(MacCrann et al., 2015), it seems like the standard model of cosmology is well agreed between
surveys – both from late or early times. The before-mentioned discrepancies and tensions
between early cosmology probes like Planck (Planck Collaboration, 2018) and late cosmology
galaxy surveys such as KiDS (Hildebrandt et al., 2017) and CHFTLens (Fu et al., 2014) could
hint that new physics is on the horizon. If there’s differential growth of structure, or some redshift
dependency and evolution on some parameter, we could be missing out information by performing
the standard 3D analysis in a box – since light cone effects are not properly taken into account. It
could be the case that a tomographic analysis could hint into solving this mysteries. It could also
be the case that we will soon find that such tensions arise from unknown systematic effects.
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Meanwhile, when probing the ΛCDM parameters from the BOSS-C`s dataset and comparing
the inferred cosmological parameters from those obtained by an analysis of the Planck data, no
relevant tensions are observed for H0 – mostly due to the BOSS dataset not having sufficient
constraining power on its own to narrow the Hubble Constant. However, in terms of the clustering
amplitude, a significant difference was found with SBOSS8 = 0.715+0.072−0.064 while the CMB probe
exhibits a SPlanck8 = 0.850+0.023−0.021. This indicates a small tension that is worth further investigation
as Figure 3.6 demonstrates agreement with shear measurements from KiDS (Hildebrandt et al.,
2017).
From a different perspective, hopes for our first step towards breaking free of ΛCDM could
also come from a measurement of the equation-of-state of dark energy which implies something
different than an accelerated expansion caused by the cosmological constant; i.e. w0 6= −1.
Nonetheless, as the precision in w0 measurements reaches a percent level, hopes of finding a
way out of ΛCDM via w0 are starting to seem unlikely. Even so, in this work I have demonstrated
that combining measurements from BOSS DR12 in harmonic space with Planck and JLA one can
obtain extremely competitive precision for this parameter with w0 = −0.993+0.046−0.043 – one of the most
precise measurements in the literature. Once more, this measurement of the equation-of-state
of dark energy seems to strongly suggest a scenario where the expansion is caused by the
cosmological constant. On a different note, I would like to point out once more a very small tension
between BOSS and Planck when it comes to the amplitude of clustering: SBOSS8 = 0.726+0.072−0.061
while SPlanck8 = 0.811+0.034−0.037 (measurements for a wCDM scenario).
In conclusion, it is hard to predict whether or not we will have 20 more years of ΛCDM or if
we will be able to break it in the next following years. One thing is for sure, combining different
cosmological probes will be key if we want to move away from the current paradigm; a harmonic
space analysis being an extremely versatile approach to move down this route.
6.3 Neutrinos: Beyond the Sum
As the scenario of a new paradigm shift in cosmology seems to be in the horizon for the past 20
years, our attention shifts towards other problems in which cosmology can give complementary
knowledge. Taking this approach could lead us to obtain hints on what could be going wrong
with our current strategy of breaking the standard model of cosmology. Like cosmology, neutrino
physics also had a major breakthrough in the past 20 years, causing serious damage to the
Standard Model of Particle Physics. The fact that neutrinos have mass and oscillate between
their three leptionian flavours was a first step beyond the Standard Model of Particle Physics. Yet,
particle physics experiments can say little about the absolute mass scale of neutrinos (
∑
mν)
or even less about the mass of the lightest neutrino species without making any strong model
assumptions and inferences from null results (KamLAND-Zen Collaboration, 2016).
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In Chapter 4, I have demonstrated that cosmological measurements from combined probes
such as BOSS, Planck, Pantheon and some BBN prediction can be combined with neutrino
oscillation constraints from global fits to obtain information on neutrino parameters using an
exact approach. The usual approach taken by cosmological surveys is to either ignore or model
neutrino masses using approximations for
∑
mν . I have demonstrated here that such route of
using approximations can lead to dangerous discrepancies as they are model dependent given
the current data.
In the meantime, using exact models – which take into account constraints for the square
mass splittings ∆m221 and |∆m231| – yields robust constraints on the upper bound of
∑
mν while
also obtaining a model-free upper bound on the mass of the lightest neutrino species, mν0 .
Using this approach, I obtained an upper bound as low as mν0 < 0.086 eV with a combination of
cosmological probes and oscillation experiments. As far as the literature goes, this is one of the
first times, if not the first, that an upper bound on this quantity is set without an assumption about
the neutrino’s mass mechanism. This opens a whole new door for cosmological experiments to
liaise with particle physics in order to narrow down the neutrino mass parameter space from a
different perspective. This is shown in Figure 6.1 for the case of searching for Majorana neutrinos
in neutrino-less double-β decay (0νββ) experiments (Dell’Oro et al., 2016).
Following this approach, cosmologists and particle physicists can work together in the search
to fix the Standard Model of Particle Physics while moving towards breaking the Standard Model
of Cosmology, ΛCDM. It is possible that current analysis in cosmology, in which
∑
mν . 0.14 eV
(Palanque-Delabrouille et al., 2015; Cuesta, Niro, and Verde, 2016) could have achieved a
much tighter upper bound on mν0 have they decided to go down the same route and combine
cosmology with neutrino oscillation constraints. Even though, results are such that a cosmological
neutrino detection seems to be in the near future, possibly with the cross-correlations between
spectroscopic and photometric surveys – in order to achieve both a high volume of galaxies and
high redshift estimation precision.
6.4 Towards primordial non-Gaussianities:
Bayesian-C` estimator and fnl
As outlined in Section 6.5.2, one of my future research objectives is to produce accurate and pre-
cise measurements of the primordial non-Gaussianity parameter, fnl . If non-zero, measurements
of fnl are a clear indication of new physics and a very important step beyond the ΛCDM model as
inflationary models predict perfectly Gaussian primordial fluctuations 1.
In galaxy surveys, most of the information related to fnl is in the large scales. Two problems
complicate measurements in this region of the power spectrum. The first one is ‘cosmic variance’,
1Of course, inflation theoreticians can always tweak the theory if fnl turns out not to be zero, but that is a different
problem we are currently facing in physics and cosmology; one of a philosophical nature whose debate is beyond the
scope of this thesis.
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Fig. 6.1.: The effective Majorana neutrino mass, |mββ |, as a function of the lightest neutrino species mass,
mlightest – previously referred to as mν0 . The red (blue) shaded regions are the 99.7% C.I. for the
normal (inverted) ordering (or hierarchy). The green shaded region shows the 90% C.I. upper
bounds obtained with null results from the KamLAND-Zen Experiment searching for Majorana
neutrinos (KamLAND-Zen Collaboration, 2016). The purple shaded region shows the 95% C.I.
upper bound on mν0 , the main result from Chapter 4. This diagram demonstrate the advantages
of performing a neutrino analysis using an exact model while combining cosmological probes with
oscillation experiments. The purple shaded region is independent of neutrinos being Majorana,
Dirac or variations. Image Credit: Adapted from de Salas et al., 2018
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or sample variance. This is due to the fact that the sky is limited. Even if one could make full
sky observations, there are just some many modes and phases the sky can be divided into
for the large scales to be properly probed. This problem can be partially solved by using a
multi-tracer approach (Abramo and Leonard, 2013; Abramo, Secco, and Loureiro, 2016). The
second issue is related to difficulties with obtaining a measurement for these large scales. A
Pseudo-C` approach is ideal when one does not need low-` information (which was the case with
Chapters 2, 3, and 4 – the `-ranges all start after ` > 13); however, as the PCL estimator is not
minimum variance, it really has trouble getting accurate measurements for the larger scales.
Here, I argue that the Bayesian-C` estimator is the optimal solution for both problems
simultaneously. Its potential to optimally estimate auto- and cross-power spectra of correlated
cosmological fields with no need for complex simulations to obtain uncertainty estimates makes
this estimator the perfect candidate for probing fnl using galaxy surveys. Nonetheless, some
modifications should be made in the method in order to achieve better computational performance
and satisfactory convergence with less samples. A simple modification would be to implement a
variable time step during the leap-frog integration method inside the GHS (as the one presented
in Mikkola and Tanikawa, 2013). Another improvement would come from implementing the full
Hessian for the low-` modes to properly account for correlations introduced to the mask (see
Section 5.5.2 for details).
In the following months, as I work as an Euclid PDRA, I will be performing tests on measuring
cosmic shear and cross-correlations between cosmic shear and galaxy clustering using this
methodology. I will also be validating this method with both log-normal and proper Euclid N-Body
simulations. Finally, an extension to obtain Mass Maps from cosmic shear measurements will
be investigated with the purpose of creating convergence reconstruction maps for cosmological
investigations.
6.5 Future Work
6.5.1 Preparing for Euclid, DESI, and more
With increasingly large future photometric and spectroscopic surveys such as LSST (LSST Dark
Energy Science Collaboration, 2012), DESI (DESI Collaboration et al., 2016), J-PAS (Benitez
et al., 2014), and Euclid (Laureijs et al., 2011), the future of precision cosmology lies in the
ability to combine datasets from across the entire electromagnetic spectrum. The angular power
spectrum approach offers a unified framework for coherently combining different datasets in
order to obtain maximal information from each of these probes (Joachimi and Bridle, 2010; Kirk,
Lahav, et al., 2015; McLeod, Balan, and Abdalla, 2017). The approach used in this work, in
which cosmological information is extracted from the projected distribution of the galaxies in a
spectroscopic survey, is a useful step towards achieving this unified framework. I further claim
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that this approach leads to a better understanding of the evolution of structure in the Universe as
it provides more information on the redshift evolution of galaxy bias.
For future redshift surveys such as DESI and J-PAS, which will obtain unprecedented
redshift precision in their measurements while also probing a much larger volume in the sky,
this methodology would have many advantages, previously pointed out in Section 6.1. With
such large volume, it is possible that DESI alone could have a breakthrough in neutrino masses,
although further investigation is necessary. Performing a neutrino forecast with C`s for DESI is
one of my ‘near-future objectives’.
In the case of Euclid and LSST, the key to obtain state-of-the-art cosmological measure-
ments from these surveys will rely on the ability to cross-correlate them to counter-balance their
limitations with their advantages. Euclid will have low-resolution spectroscopy with extremely
good photometry (since it is a space probe); however, it will only use a few bands in visual and
near-infrared. In the other hand, LSST will perform a state-of-the-art ground-based photometric
survey in five different broad bands, mostly in the southern sky. Many of the possible synergies
between both surveys have been recently discussed by Rhodes et al., 2017, with focus on using
Euclid’s spectroscopy to calibrate LSST’s photometric redshift. As a future research interest, I
believe that taking an approach as the one in McLeod, Balan, and Abdalla, 2017 could maximise
advantages as it probes the photometric redshift distribution and cosmological parameters using
the cross-angular power spectra between the photometric and the spectroscopic samples.
On the context of Euclid, I will be working during the following year as an Euclid Post-Doctoral
Research Associate at University College London with the purpose of extending the pipelines I
have developed for the BOSS study to weak lensing measurements for power spectra estimation
of shear and convergence fields. I will work on development, validation and verification of
the weak lensing pseudo-C` pipelines, including also covariance matrix estimation for these
measurements. Further development on the Bayesian-C` estimator outlined in Chapter 5 will
also aid in benchmarking the pipelines. This will allow me to extend the horizons and prepare
the grounds from when future observations with Euclid are available. These pipelines will also
be tested with Euclid flagship simulations and, possibly, with public photometric data from the
KiDS Collaboration (de Jong et al., 2017).
6.5.2 Neutrino Masses & Non-Gaussianities
Future surveys such as Euclid, DESI, and LSST will have the potential to solve key cosmological
questions. Two of them, regarding neutrino properties and non-Gaussianities in the early Universe,
are my main focus of interest. Due to their large survey volumes, these cosmological instruments
are ideal to set extremely accurate and precise constraints for neutrino parameters such as
∑
mν ,
the hierarchy, and mν0 , together with early universe parameters such as fnl . DESI, Euclid, and
LSST have a great potential to obtain galaxy samples beyond just the usual red and blue samples.
Cross-correlations between these surveys could solve photometric redshift estimation issues.
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Photometric surveys like Euclid, LSST, and KiDS will additionally obtain unprecedentedly accurate
shape measurements for weak lensing measurements. My future research will be focused
on obtaining not only precise cosmological measurements, but also accurate cosmological
measurements. One of my key objectives is to deal with effects that bias our cosmological
conclusions: both methodological (e.g. redshift distribution estimation, fingers-of-god, intrinsic
alignments) and observational (e. g. seeing, psf, extinction). Here, once more, I argue that the
use of angular power spectra as a unified framework allows for optimal control of such systematic
issues.
In most cases, methodological systematics can be modelled into a concise Bayesian frame-
work and treated as nuisance parameters while probing the cosmological parameters of interest.
Effects like extra Poissonian shot-noise can easily mimic lower neutrino masses as these also
tend to increase power in all scales. This can be avoided by considering extra shot-noise as
a nuisance parameter in the cosmological analysis. However, this approach is only possible
when the modelling of phenomena is an option. For cases where unknown or observational
systematics are at play, methods like mode-projection can be used within the C` framework to
deal with systematic effects which affect specific scales (Leistedt, Peiris, Mortlock, et al., 2013).
For non-Gaussianities studies, most of the information about fnl is contained in large scales,
meaning that multiple galaxy tracers and quasar samples are necessary to beat the effects of
cosmic variance – this, as expressed earlier, can be achieved with the Bayesian-C` estimator.
Throughout this thesis, I have acquired the skills to analyse cosmological datasets, from
galaxy catalogues to cosmological parameters estimation, which include: sample selection,
map and mask creation, generation and validation of simulations for pipeline verification and
covariance matrix estimation, systematic error analysis and mitigation using cross-correlations,
galaxy clustering analysis using a Pseudo and a Bayesian C` approaches. In Loureiro, Moraes,
et al., 2018 (also presented in Chapters 2 and 3), I simultaneously constrained methodological
effect’s parameters with cosmological parameters in a concise Bayesian framework and with
minimal loss of precision. In Loureiro, Cuceu, et al., 2018 (also presented in Chapter 4), I obtained
robust constraints for the upper bound of
∑
mν and the lightest neutrino mass using a combination
of cosmological probes and particle physics constraints. I showed that physically motivated
models yield robust results compared to the commonly used cosmological approximations.
Previously, in Abramo, Secco, and Loureiro, 2016, I worked with developing and testing a P(k)
estimator for multi-tracer analysis in 3D. However, with the experience I have acquired during my
PhD, implementing a multi-tracer analysis in harmonic space is much simpler. The tomographic
nature of this type of analysis probes larger scales in a much simpler way than in the standard
3D method.
The applications of the these spherical harmonic analysis techniques – and the inclusion of
mode-projection techniques – to Euclid, LSST, DESI, KiDS and a combination of these are a
natural extension of my current research. Using these techniques, in the near future, I will further
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constrain neutrino parameters such as
∑
mν , the hierarchy, andmν0 with unprecedented accuracy
and precision. Cross-correlations between these photometric and spectroscopic samples will
overcome the potential redshift distribution uncertainty for the photometric samples – a limiting
factor in most photometric surveys (McLeod, Balan, and Abdalla, 2017). I will work towards
producing realistic neutrino forecasts as I prepare the frameworks to deal with both methodological
and observational effects once data are available. In terms of primordial non-Gaussianities, I
will use tomographic redshift bins to simultaneously probe the scale dependent bias and other
cosmological parameters; taking into account the correlations between them, which is key for
obtaining reliable cosmological measurements. Using this framework I will mitigate effects
such as redshift distribution uncertainties, redshift space distortions, and fingers-of-god. I will
implement extensions to the work I have developed for different models of scale dependent
bias and dependencies on primordial non-Gaussianity models. I will achieve this by performing
a multi-tracer analysis with cross-correlations between LSS, weak lensing probes and current
CMB data. I will test these methods with state-of-the-art simulations for future surveys, and also
apply them to current data from SDSS, KiDS, eBOSS, and Planck using the systematic errors
mitigation techniques mentioned above.
„Eu agradeço ao povo brasileiro
Norte, Centro, Sul inteiro
Onde reinou o baião
— Caetano Veloso
(You don’t know me)
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AAppendix: Tomographic Analysis of
BOSS DR12 galaxies
A.1 Correspondence between overdensity and
number counts Pseudo-C` estimators
In Section 2.3, I showed the Pseudo-C` estimator for galaxy overdensity maps. To link this with
what is most commonly done in the literature, one can show that this galaxy overdensity measure
is closely related to the more familiar galaxy number counts estimator as seen in Peebles, 1973;
Scharf et al., 1992; Fisher, Scharf, and Lahav, 1994; Blake, Collister, et al., 2007; Thomas,
Abdalla, and Lahav, 2011b. For the purpose of this section, I define the galaxy overdensity
quantities with an upper δ index and the number counts quantities with a n upper index. Example:
the galaxy overdensity angular power spectra is represented by C δ` .
I start the derivation by multiplying the overdensity spherical harmonics coefficients from
Equation (2.24) by n¯gi = n
g
tot,i/∆Ωtot . Equation (2.22) then becomes:
n¯gi n¯
g
j D
δ,ij
`m ≈
Npix∑
p
δgp,i ∆Ωp n¯
g
i Y
∗
`m(θp,φp)
Npix∑
p
δgp,j ∆Ωp n¯
g
j Y
∗
`m(θp,φp)
 (A.1)
where I bear in mind that different subsamples i and j can have different total numbers of galaxies
and different galaxies in each pixel, but use the same pixels.
Using Equation (2.23) one can write
δgp ∆Ωp n¯
g = ngp −∆Ωp n¯g . (A.2)
Now, we can use the above expression to rewrite Equation A.1 as:
n¯gi n¯
g
j D
δ,ij
`m ≈
Npix∑
p
(
ngp,i − n¯gi ∆Ωp
)
Y ∗`m(θp,φp)
Npix∑
p
(
ngp,j − n¯gj ∆Ωp
)
Y ∗`m(θp,φp)
 . (A.3)
Analysing just the individual terms on the square brakes in the above equation, one has
197
Npix∑
p
Y`m(θp,φp)∆Ωp ≈
∫
Y ∗`m(θ,φ)dΩ ≡ I`m (A.4)
where I can therefore see that this term is approximately equivalent to the shot noise correction
term I`m from Blake, Collister, et al., 2007; Thomas, Abdalla, and Lahav, 2011b. The second
term can also be re-expressed as:
Npix∑
p
Y`m(θp,φp)n
g
p ≈
∑
g ′
Y`m(θg ′ ,φg ′) (A.5)
=
∑
g ′
∫
δD(xg ′ − x)Y`m(θ,φ)dΩ
where the index g ′ runs over galaxies in the sample that have not been excluded by the mask
and δD(x) is the Dirac delta function. I can reverse the order of summation and integration, and
express the number count function as:
σ1 =
∑
g ′
δ(xg ′ − x), (A.6)
i.e., the galaxy distribution is a sum of delta functions at the locations of the galaxies, and hence
the integral over this function is the total number of galaxies in that area. The function σ1 is the
filtered galaxy distribution, which has been masked. It is related to the full galaxy distribution σ0
by:
σ1(θ,φ) = σ0(θ,φ)W (θ,φ), (A.7)
where W : S2 → B is a binary filter, and:
σ0 =
∑
g
δ(xg − x) (A.8)
runs over the full underlying set of galaxies.
One can therefore write:
Npix∑
p
Y`m(θp,φp)n
g
p ≈
∫
σ0(θ,φ)W (θ,φ)Y`m(θ,φ)dΩ (A.9)
= a`m (A.10)
198 Chapter A Appendix: Tomographic Analysis of BOSS DR12 galaxies
where a`m are the spherical harmonic coefficients of the filtered galaxy number count field. Finally,
one ends up with
n¯gi n¯
g
j D
δ,ij
`m ≈
[
ai`m − n¯gi I`m
] [
aj`m − n¯gj I`m
]
J`m
(A.11)
= Dn,ij`m , (A.12)
in other words, the overdensity and number count power spectra differ only by a factor of the
number density of galaxies in each tomographic bin involved.
A.2 Code comparison
The results presented in Chapter 2 used CLASS (Blas, Lesgourgues, and Tram, 2011) (background
evolution and perturbations) and the C` estimation code UCLCL (projected statistics). Here, I
show a comparison for C`s calculated with both CLASS (integrated functionality from the former
CLASSGAL code (Di Dio et al., 2013)) and CAMBSources (Challinor and Lewis, 2011), matching
cosmologies as closely as possible. I also show the derivatives calculated with respect to
key cosmological parameters. In this comparison I use Gaussian redshift bins, since this is the
functionality provided in CLASS and CAMBSources. Two redshift bins are chosen with z¯ = {0.5, 0.6}
and σz = 0.05 to be of comparable size to the redshift bins used in the body of the chapter; auto
and cross-correlations are calculated. Codes are run with their default accuracy parameters.
A.2.1 Auto- and cross-power spectrum precision
The auto-power spectrum for a bin with z¯ = 0.5 and σz = 0.05 is shown in Figure A.1, calculated
in each of the three codes for a flat ΛCDM cosmology with Ωb = 0.05, Ωcdm = 0.25, h = 0.67,
log(As × 10−10) = 3.2, ns = 0.95. Codes are in sub-percent level agreement up to ` ≈ 200
(although the CLASS low ` RSDs disagree to a slightly larger extent), after which there is a small
discrepancy between CLASS and CAMBSources non-linear density perturbations. As one might
expect, the differences between uclcl and CAMBSources trace the differences between CLASS
and CAMBSources as the former two share the same perturbations, i.e. P(k).
The same trend is observed in the cross-correlations in Figure A.2, with a notable wobble
in the CLASS cross-correlation presumably when transitioning between approximation schemes
(and thus possibly remedied by adjusting accuracy parameters away from the default).
A.2.2 Sensitivity to cosmological parameters
In order to check that the accuracy of the codes is not strongly cosmology dependent, the
comparison are also made for variations on h, and w0 over sensible ranges of the parameters.
It is crucial that the sensitivity to the cosmological parameters not be overwhelmed by the
(approximately percent level) uncertainty in the C` calculation itself. It is also important to check
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Fig. A.1.: Auto-correlation C` (z¯ = 0.5,σz = 0.05) comparison the three codes UCLCL , CLASS ,
and CAMBSources. The upper panel shows the three C(`)s over-plotted, whilst the lower
panel shows the percentage difference between UCLCL / CLASS compared to CAMBSources:
CCAMB −CUCLCL /CLASS
CCAMB
× 100.
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Fig. A.2.: Cross-correlation C` (z¯ i = 0.5, z¯ j = 0.6,σz = 0.05) comparison the three codes UCLCL ,
CLASS , and CAMBSources. The upper panel shows the three C`s over-plotted, whilst the lower
panel shows the percentage difference between UCLCL / CLASS compared to CAMBSources:
CCAMB −CUCLCL /CLASS
CCAMB
× 100. Again UCLCL follows CLASS closely, except in the RSDs and in a distinc-
tive wobble around l ≈ 50 where CLASS is presumably transitioning between some approximation
schemes.
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Fig. A.3.: The top panel shows the auto-correlations (z¯ = 0.5) for three values of h calculated in UCLCL .
The lower panel shows the percentage difference of each of these C`s with the corresponding
C`s from CAMBSources (matching values of h).
that the derivatives w.r.t. the cosmological parameters are consistent between the codes, as this
will ensure the C`s change consistently as one moves away from the fiducial cosmology.
In Figure A.3 one can see that the C`s for h = 0.64, 0.67, 0.70 are clearly delineated and
their differences significantly larger than the differences between the C`s from different codes.
With w over the range −1.1 to −0.9, shown in Figure A.5, one can see that at low l the C`s
are well distinguished from each other, but at high l w has little effect, and thus is unlikely to
be distinguished from the uncertainties inherent in the non-linear regime. In Figure A.6 one
can also see that the variation at high l is significantly different for UCLCL and CAMBSources,
likely originating from the difference in the perturbations between CLASS and CAMBSources.
Nevertheless, the shape of the derivatives w.r.t. to w up to ` ≈ 200, and w.r.t. h throughout the `
range, look consistent with CAMBSources. This shows that the C`s are changing in the correct
way around this fiducial cosmology, and will yield the correct shape of posterior contours.
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Fig. A.4.: Comparison of C` derivatives dC`dh between UCLCL and CAMBSources.
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Fig. A.5.: The top panel shows the auto-correlations (z¯ = 0.5) for three values of w calculated in UCLCL .
The lower panel shows the percentage difference of each of these C`s with the corresponding
C`s from CAMBSources (matching values of w ).
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Fig. A.6.: Comparison of C` derivatives dC`dw between UCLCL and CAMBSources. Here we see a more
significant difference at high `, which can also been seen in Figure A.5. This characteristic bump
appears to come from a difference in the CLASS and CAMBSources non-linear perturbations.
A.3 Full Systematics Analysis
I show in this appendix the full cross correlation analysis I have performed in order to confirm
that there is no strong evidence for systematic effects which would bias the power spectrum
analysis. I do that by cross-correlating selected redshift bins with the systematic maps we have
produced. In Figure A.7 we show all the systematic overdenstity maps, using the CMASS mask
as an example, created as mentioned in Section 2.5.1. I have already shown these results for
one of the bins in the body of the text of Chapter 2 and, for clarity, I show here, in Figures A.8,
A.9, A.10, A.11, A.12, and A.13 the remaining cross-power spectra.
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Fig. A.7.: Systematic overdensity maps for the CMASS sample using the process described in Section
2.5.1.
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Fig. A.8.: Cross-power spectra between the 18 systematics overdensity maps produced in 2.5.1, and
LOWZ–0(CMASS–6) tomographic bins in blue dots (red squares). The error-bars were obtained
by cross-correlating the δSys maps with the FLASK mocks produced in Section 2.4.3; the shaded
region shows the variance of the data, which was also obtained from the same mocks.
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Fig. A.9.: Cross-power spectra between the 18 systematics overdensity maps produced in 2.5.1, and
LOWZ–1(CMASS–7) tomographic bins in blue dots (red squares). The error-bars were obtained
by cross-correlating the δSys maps with the FLASK mocks produced in Section 2.4.3; the shaded
region shows the variance of the data, which was also obtained from the same mocks.
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Fig. A.10.: Cross-power spectra between the 18 systematics overdensity maps produced in 2.5.1, and
LOWZ–2(CMASS–8) tomographic bins in blue dots (red squares). The error-bars were obtained
by cross-correlating the δSys maps with the FLASK mocks produced in Section 2.4.3; the shaded
region shows the variance of the data, which was also obtained from the same mocks.
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Fig. A.11.: Cross-power spectra between the 18 systematics overdensity maps produced in 2.5.1, and
LOWZ–4(CMASS–10) tomographic bins in blue dots (red squares). The error-bars were obtained
by cross-correlating the δSys maps with the FLASK mocks produced in Section 2.4.3; the shaded
region shows the variance of the data, which was also obtained from the same mocks.
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Fig. A.12.: Cross-power spectra between the 18 systematics overdensity maps produced in 2.5.1, and
LOWZ–5(CMASS–11) tomographic bins in blue dots (red squares). The error-bars were obtained
by cross-correlating the δSys maps with the FLASK mocks produced in Section 2.4.3; the shaded
region shows the variance of the data, which was also obtained from the same mocks.
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Fig. A.13.: Cross-power spectra between the 18 systematics overdensity maps produced in 2.5.1 CMASS–
12 tomographic bin in red squares. The error-bars were obtained by cross-correlating the δSys
maps with the FLASK mocks produced in Section 2.4.3; the shaded region shows the variance
of the data, which was also obtained from the same mocks.
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