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nizki osvetlitvi ob 10. uri. . . . . . . . . . . . . . . . . . . . . . . . 41
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V magistrskem delu sem uporabil naslednje veličine in simbole:
Veličina / oznaka Enota
Ime Simbol Ime Simbol
čas t sekunda s
slika I slikovni element -
povprečna vrdnost µ - -
varianca ∂ - -
odtenek (ang. Hue) H - -
nasičenje (ang. Saturation) S - -
intenziteta (ang. Intensity) I - -
rdeča R - -
zelena G - -
modra B - -
xv
xvi Seznam uporabljenih simbolov
Povzetek
Raziskave s področja cestne varnosti so pokazale, da je mogoče število
prekrškov vožnje skozi rdečo luč in posledično prometne nesreče, katerim botruje
tovrsten prekršek, znatno zmanǰsati, s postavitvijo sistemov za samostojno zaz-
navo prekrškarjev. Osrednja tema tega dela je prometen nadzorni sistem na osnovi
računalnǐskega vida, ki zazna spremembo semaforja brez signala semaforskega kr-
milnika ter zazna prevoženo rdečo luč. Ob takšnem dogodku sistem samodejno
posname in shrani prekršek.
Poudarek je na kompaktnosti in preprosti postavitvi sistema, saj je to nad-
gradnja obstoječih rešitev, ki so se izkazale za nepraktične ravno zaradi komplek-
snosti vgradnje. Sistemska rešitev je pripravljena z nadzorno kamero Axis P1357
in mikroračunalnikom Raspberry Pi 2, v programskem jeziku Python z uporabo
knjižnice OpenCV. V okviru naloge sem opisali izzive, s katerimi sem se soočal
pri programiranju in rešitve, ki sem jih pripravil, ter podal mnenje, kaj in kako
bi se dalo izbolǰsati. Vodilo naloge je bilo pripraviti rešitev za nadzor prometa z
opremo, ki je bila dostopna v laboratoriju.




Researchers have shown, that the rate of traffic lights violations and thus re-
lated accidents can be significantly reduced by introducing autonomous red-light
cameras to crossroads. The main topic of this work, is autonomous traffic control
system for intersections, based on computer vision, that can detect change in traf-
fic lights, without any signals from traffic lights controller and can identify a red
light runner. That triggers the system to record and save the footage of the event
for later inspection.
Emphases of the project is to create a compact, easy to install system, that
upgrades on the now existing systems, that need modifications of road surfaces and
traffic lights controllers. Solution is made with a common security camera AXIS
P1357 and microcomputer Raspberry Pi 2, in Python whit the use of OpenCV
library. As a part of this work I discuss challenges and solutions, to the problems I
encountered and I give a few suggestions as to what could be done better. The main
thread of this work was to create a solution for traffic control with the equipment
found in the laboratory.




V Evropski uniji v povprečju življenje izgubi 51 udeležencev cestnega prometa na
milijon prebivalcev. Nadzor in kontrola prometa sta ključna pri zagotavljanju večje
varnosti na cestah. Število žrtev v cestnem prometu zadnja leta pada. Slovenske
ceste so leta 2015 v primerjavi z letom 2001 zahtevale kar 61% manj smrtnih žrtev
[11], prav tako je od leta 2001 znatno padlo število huje poškodovanih v promet-
nih nesrečah. Strokovnjaki to pripisujejo predvsem preventivnim dejavnostim, kot
so širjenje prometno varnostne kulture, strožjim cestnoprometnim predpisom in
v veliki meri izbolǰsanju kakovosti cest. Veliko vlogo pri zagotavljanju varnosti
v prometu imajo tudi upravljavci cest, katerim so v veliko pomoč avtomatizirani
prometno nadzorni sistemi, ki povečujejo učinkovitost odziva nadzornikov na spre-
menljiva stanja na cestah.
Na začetku magistrskega dela bom na kratko predstavil zasnovo prometno nad-
zornega sistema, temu sledi teoretični del o obdelavi video posnetkov, zatem so
predstavljene že obstoječe rešitve zaznave prevožene rdeče luči, na koncu pa je
opisana še moja rešitev.
1.1 Prometno nadzorni sistemi
Posledica širjenj mest in vsesplošne urbanizacije ter industrializacije je med
drugim večje število udeležencev v prometu in s tem povezana povečana obremen-
jenost cest. Rezultat so vse pogosteǰsi in dalǰsi zastoji, z njimi povezani incidenti
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in splošno zmanǰsevanje varnosti udeležencev. Raziskave s področja nadzora,
kontrole in usmerjenja prometa so zato v zadnjih letih doživele velik razcvet, kar
je seveda pogojeno z razvojem računalnǐskega vida. Kamere, ki v vse večji meri
prevzemajo vlogo senzorja, so v zadnjih letih postale zelo cenovno dostopne. Video
nadzor prometa je prevzel ključno vlogo v inteligentnih transportnih sistemih
(ang. intelligent transportation systems (ITSs) za nadzor in krmiljenje prometa,
ki so implementirani v vseh večjih mestih po Evropi in severni Ameriki. Sistemi
večinoma delujejo tako, da neprestano zajemajo sliko, iz katere identificirajo vozila,
jim sledijo in preučujejo njihovo obnašanje. O tem lahko informirajo pristojne
osebe ali ostale udeležence v prometu preko pametnih telefonov ali GPS naprav [2].
Področje raziskav video nadzora prometa je zelo široko in stalno razvijajoče.
Glavni izzivi, s katerimi se srečamo na področju avtomatizacije kontrole prometa,
so zanesljivo delovanje pri vseh vremenskih razmerah in stanjih na cesti. Sistem
mora razpoznati vzorce znotraj celotnega vidnega področja kamere in se samod-
ejno prilagoditi spremenljivim razmeram. Prepoznati mora osebne avtomobile,
tovorna vozila, kolesarje, pešce in preostale premikajoče objekte in znati med njimi
razločevati. Osvetlitev se čez dan zaradi poti sonca in vremenskih razmer vseskozi
nepredvidljivo spreminja. Razlika med nočnimi in dnevnimi pogoji je na primer
tako velika, da se za nočno delovanje po navadi uporablja dopolnilni sistem,
katerega delovanje je tipično bolj okrnjeno. Zaradi perspektive se spreminja
dimenzija vozil tekom poti skozi vidno polje kamere, v primeru večje obremenitve
ceste ali gneče pa postane razpoznava vozil in razlikovanje med udeleženci v
prometu še zahtevneǰse. Količina informacij, ki jo kamera zajame, ni konstantna,
kar predstavlja dodaten izziv pri robustnosti zaznave.
O nenehnem razvoju področja priča tudi to, da sta v ZDA prometno nad-
zorni/kontrolni sistem (ang. Traffic surveillance/control system) že vrsto let paten-
tirana. Čez čas sta zamenjala kar nekaj opredelitev, na primer Prometno nad-
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Slika 1.1: Grafičen prikaz, koncepta prometno nadzornega sistema (povzeto po
[1]).
zorni sistem (ang. Traffic surveillance system), sta leta 1992 patentirala Paul H.
Mayeaux in Virgil O. Stampsje. Patent pravi, da gre za sistem, ki temelji na
strojnem vidu, s pomočjo katerega sistem zaznava in razpoznava objekte. Sestavl-
jen je iz kamere, ki zajame tri različne slike, vsako v drugem elektromagnetnem
spektru. Ta je pogojen z vremenskimi razmerami in časom zajema slike. Stro-
jni vid omogoča uporabniku, da izbere interesno območje poljubne dimenzije in
oblike, znotraj vidnega polja kamere, znotraj katerega lahko razpozna poljubne ob-
jekte, ki se ujemajo z naprej določenim vzorcem. Sistem na podlagi razpoznanih
vzorcev generira signale s pomočjo katerih so krmiljeni semaforji [12]. Prometno
kontrolni sistem (ang. Traffic controll system) je prav tako večkrat patentiran.
Leta 1997 so Kazunori Takahashi, Nobuhiro Hamada, Masao Takatoo, Tohru Na-
gai, Toshiko Suzuki zapisali, da gre za sistem, ki je sestavljen iz pomnilne enote,
kamor shranjuje podatke o stanjih na cestah in obremenjenosti, enote za merjenje
obremenjenosti cest, enote za izračunavanje padca oziroma dviga obremenjenosti
med kontrolnimi točkami, enote za odkrivanje potencialnih zastojev in enote, ki
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skuša na podlagi izračunov in statističnih napovedi zmanǰsati zastoje in povečati
pretočnost prometa [13].
1.2 Obdelava in analiza video posnetkov v prometu
Med vsemi rešitvami za nadzor prometa so programi, ki vključujejo analizo slik,
in računalnǐski vid nedvomno najbolj stroškovno učinkovita rešitev. Metode, ki
vključujejo induktivne zanke in mikrovalovne senzorje, so precej dražje in hkrati
manj učinkovite, saj ne morejo slediti počasnim vozilom ali zaznati mirujočega
objekta. Kamere so postale cenovno zelo dostopne, hkrati pa je strošek postavitve
in vzdrževanja sistema s kamero v primerjavi z ostalimi sistemi minimalen. Poleg
tega lahko ena kamera pokrije veliko večje območje in hkrati meri več količin, na
primer pretok prometa, hitrost vozil, obremenjenost cest ali pa klasificira vozila.
Poleg tega se računalnǐski vid vse pogosteje uporablja tudi v samih vozilih. Ta za
identifikacijo položaja na vozǐsču in odkrivanje ovir vedno poleg drugih kontrol-
nih senzorjev uporablja tudi kamere [14]. Kljub velikemu napredku na področju
računalnǐskega vida nadzor prometa še vedno predstavlja velik izziv. Sistemi
morajo biti odzivni, sposobni zelo hitro obdelati ogromne količine podatkov, saj je
zahtevano delovanje v resničnem času. Hkrati si želimo, da so stroški postavitve in
vzdrževanja čim nižji in da sistem deluje čim bolj zanesljivo [15]. Sistem vsebuje
statično kamero, ki zajema sliko dinamičnih razmer na cesti. Te kamere so po
navadi montirane na vǐsini, kar jim zagotavlja dober pogled na vozǐsče in objekte
na njem.
1.2.1 Računalnǐski vid
Računalnǐski vid je področje, ki vključuje metode za pridobivanje, obdelavo, anal-
izo in razumevanje slik ter večdimenzionalnih podatkov iz realnega sveta, z na-
menom pridobitve numeričnih ali simboličnih informacij, v obliki nekih odločitev
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Slika 1.2: Grafičen prikaz, področij oziroma izzivov s katerimi se srečamo pri
zasnovi prometno nadzornih sistemov (povzeto po [2]).
[16]. Gonilo razvoja področja je poustvariti sposobnosti človeškega vida zaznave in
razumevanja slike, pri čemer razumevanje pomeni transformacijo vizualne zaznave
v simbolični zapis na podlagi modelov, zgrajenih s pomočjo poznavanja geometrije,
fizike, statistike in drugih učnih teorij [17].
Različno kot pri strojnem vidu, pri računalnǐskem vidu ne delujemo v kontroli-
ranem okolju, ter ga zato ne moremo, ali pa bi ga bilo ne praktično spreminjati.
Svetlobni pogoji so temu primerno navadno ne homogeni in spremenljivi, kamera
pa ni kalibriran na eno, določeno projekcijo. Algoritmi in oprema, ki se uporabljajo
v takšnih pogojih, morajo biti robustni in odporni proti spremembam okolja, rezul-
tati pa so pričakovano manj zanesljivi kot v aplikacijah strojnega vida. Tipična
področja, s katerimi se ukvarja računalnǐski vid, so avtonomni mobilni roboti,
aplikacije za interakcijo človek- računalnik, programih video nadzora, ipd. Vsem
je skupno, da objekta zaznave ni mogoče enoumno definirati, saj lahko njegove
osnovne karakteristike variirajo- proporci obraza so pri vsakem obrazu do neke
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mere podobni, a hkrati različni, barva in oblika vozila se od primera do primera
spreminja- zato se pri teh aplikacija velikokrat poslužujemo statističnih in mehkih
metod odločanja, ki jih uporabimo na podatkih, zajetih iz slike.
1.2.2 Ostranitev ozadja in zaznava vozil
Identifikacija premikajočih objektov je ključna pri sistemih za nadzor prometa.
Najpogosteǰsi pristop je z izgradnjo modela ozadja, na podlagi katerega ga lahko
odstranimo. Vsako sliko primerjamo z modelom, slikovni elementi, ki močno
odstopajo od ozadja, so razpoznani kot objekti zaznave. Zaznani slikovni elementi
se prenesejo v nadaljnjo obdelavo, ki je pogojena z aplikacijo sistema. Algoritmi
za razpoznavo vozil in peščev morajo biti robustni pri vseh osvetlitvah in vre-
menskih pogojih in se ne smejo odzivati na motnje, kot so dež, sneg, premikanje
listov, sence, ptiči ipd. Poleg naštetega je zaželeno, da niso računsko potratni in
imajo majhne spominske zahteve. Čeprav je bilo predlaganih in preučenih že veliko
različnih algoritmov, težava identificiranje premikajočih objektov v kompleksnem
okolju, še zdaleč ni v celoti rešen.
Večina algoritmov sledi preprostemu diagramu na sliki 1.3. Štirje glavni
postopki, s katerimi se srečamo, so predobdelava, modeliranje ozadja, zaznava
ospredja in ovrednotenje podatkov. Pri predobdelavi surov vhodni video oziroma
posamezno sliko pretvorimo v format, primeren za nadaljnjo obdelavo. Ozadje
modeliramo tako, da izračunamo statistične parametre posameznih slik, nato pa
model posodabljamo z določeno periodo. Za odkrivanje ospredja, razliko med
sliko in ozadjem upragovimo, ter tako zgradimo binarno masko, ki pokriva tiste
slikovne elemente, ki močno odstopajo od modela ozadja. Validacija podatkov pre-
gleda maskirane elemente in iz njih izloči tiste, ki ne predstavljajo premikajočih
objektov, ter predlaga končno obliko maske [3].
Večina sistemov, ki temeljijo na računalnǐskem vidu, v postopku predobdelave
izvede preprosto prostorsko ali časovno glajenje, s pomočjo katerega odstrani
1.2 Obdelava in analiza video posnetkov v prometu 11
Slika 1.3: Diagram prehajanja stanj generičnega algoritma za odštevanje-
odstranjevanje ozadja (povzeto po [3]).
šum, med drugim se s tem zmanǰsa vpliv snega in dežja. Pri sistemih, ki delujejo
v realnem času, se po navadi zaradi zahteve po čim hitreǰsem izračunu, velikosti
slik in število vzorcev nekoliko zmanǰsa, oziroma minimizira do te mere, da so
dobljeni rezultati še vedno ustrezni. Pri uporabi dinamične kamere, oziroma
kadar uporabljamo več kamer, ki zajemajo sliko iz različnih kotov, je treba slike
v postopku predobdelave poravnati. Eno ključnih vprašanj na področju pred
obdelave je tudi izbira najprimerneǰsega formata slike za nadaljnjo obdelavo.
Večina algoritmov uporablja zapis z intenziteto svetlobe (ang. Grayscale), kjer je
vsak slikovni element definiran z eno samo vrednostjo, v noveǰsih algoritmih pa se
vse pogosteje uporabljajo tudi barvne slike, zapisane v RGB ali HSV prostoru. Iz
literature je razvidno, da so barvne slike bolǰsa izbira, kadar želimo identificirati
objekte pri nizkih kontrastih ali odpraviti sence, ki so posledica premikajočih
objektov. Glavna slabost pri uporabi barvnih slik je večja računska kompleksnost
in posledično dalǰsi procesni čas [3].
Tehnike za modeliranje ozadja lahko v grobem ločimo v dve skupini, rekurzivne
in ne rekurzivne. Ne rekurzivne uporabljajo preprosto časovno oknenje, N pred-
hodnih slik se shrani v zbirko, ozadje pa se nato oceni na podlagi variacije vred-
nosti posameznega slikovnega elementa znotraj zbirke. Gre za zelo prilagodljive
tehnike, saj slike, ki niso del zbirke, na izračun modela ne vplivajo. Slabost tovrst-
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nih algoritmov je, da v primeru, ko v zbirko dodamo večje število slik, zahteva po
pomnilniku skokovito naraste. Pri rekurzivnih tehnikah ne potrebujemo zbirke,
iz katere bi računali model ozadja, vendar se model rekurzivno osveži na pod-
lagi vsake vhodne slike. To pomeni, da na trenutni model ozadja vplivajo tudi
slike iz dalǰse preteklosti. V primerjavi z ne rekurzivnimi potrebujejo veliko manj
pomnilnika, vendar se vsaka napaka v ozadju ohrani v modelu veliko dlje časa. [3].
1.2.2.1 Metoda razlike slik(ang. Frame difference method)
Najpreprosteǰsa med vsemi metodami za identifikacijo premikajočih objektov, je
metoda z izračunom razlike med dvema slikama, ki sta časovno zamaknjeni za čas
t. Sliko pri času t
−1 uporabimo kot model ozadja za obdelavo slike zajete pri času
t (1.1). Ker uporabimo za model ozadja le eno predhodno sliko, se lahko pojavijo
težave pri zaznavi večjega, premikajočega, enakomerno obarvanega objekta [18].
Kakovost ekstrakcije je odvisna od hitrosti objektov zaznave in frekvence zajema
videa.
Idetekcija = |I(x, y, t)− I(x, y, t− 1)| (1.1)
1.2.2.2 Metoda medianinega okna (ang. Median filter)
Najpogosteje uporabljena med vsemi metodami je metoda medianininega oknenja.
Pri tej metodi izračunamo razliko med trenutno intenziteto slikovnega elementa
in mediano N preǰsnjih intenzitet istega slikovnega elementa. Uporabljamo zbirko
slik dolžine N , kjer je N število slik na podlagi katerih izračunamo mediano [19].
Model ozadja je sestavljen iz mediane posameznih slikovnih elementov, ki se del
zbirke (1.2). Procesni čas izračuna mediane narašča po O(n · log n), kjer je n
število slikovnih elementov. Glavna slabost je zahteva po nekoliko večjem pomnil-
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primerne za sisteme v resničnem času.
1.2.2.4 Metoda približnega medianinega oknenja (ang. Approximated
median filter)
Zaradi dobrih rezultatov in robustnosti sistemov, ki uporabljajo metodo media-
ninega oknenja, sta McFarlane and Schofield predlagala rekurzivno različico ok-
nenja, s katerim ocenimo mediano [22]. Metoda se pogosto uporablja v prometno
nadzornih sistemih, ker ne potrebuje veliko pomnilnika. Sistem deluje tako, da v
primeru, ko ima slikovni element trenutne slike večjo vrednost kot korespondenčni
slikovni element v modelu ozadja, se vrednost slikovnega elementa ozadja poveča,
v nasprotnem primeru pa zmanǰsa za ena [19] Tako torej model s časom konvergira
k oceni, kjer ima polovica vhodnih slikovnih elementov večjo vrednost kot ozadje
in druga polovica manǰso, torej se močno približamo mediani.
1.2.2.5 Metoda Gaussove porazdelitve (ang. Mixture of Gaussians
(MoG))
Metoda uporablja Gaussovo funkcijo gostote verjetnosti, s katero oceni intenziteto
slikovnih elementov. V vsaki ponovitvi poǐsče razliko v intenziteti trenutnega
slikovnega elementa in kumulativnim povprečjem njegovih preǰsnjih vrednosti. Vs-
eskozi hrani povprečje nedavnih vrednosti, ki ga označimo z µt. V primeru, ko je
razlika med slikovnim elementom trenutne slike in njegovo kumulativno vrednostjo
večja od produkta njegove konstante vrednosti in standardne deviacije, se klasi-
ficira kot element ospredja oziroma pripada premikajočemu objektu, ki ga želimo
zaznati. Torej pri vsaki sliki zajeti ob času t, je slikovni element It zaznan kot





Sistem za razpoznavo prižgane luči je sestavljen iz dveh delov, predobdelave in
zaznave. Za lažje razumevanje prilagam diagram programa 1.9. Vhod v sistem je
video posnetek, ki ga v nadaljevanju označimo z V , izhod iz sistema pa L. To je
rezultat stanja luči semaforja, ki vključuje podatke o jakosti, položaju in časovnih
sekvencah.
Sistem deluje na določenih predpostavkah, ki so zakonsko določene in se lahko
razlikujejo od države do države. Privzeto je, da je zaporedje luči na semaforju
redeča-rumena-zelena, vse luči so enake velikosti in imajo enak premer d, prav
tako so vse med seboj oddaljene za d
2
. Vsi parametri so pomembni za pravilno
delovanje sistema in morajo biti zato pravilno določeni.
Sistem je opisan z lokalnim koordinatnim sistemom kamere, ki je označen
z {px, py, pz} in globalnim koordinatnim sistemom, ki ga snema kamera
{Wx,Wy,Wz}. Poleg koordinatnih sistemov je treba določiti še nekatere druge
parametre, kot je vǐsina kamere, označimo jo s spremenljivko h, gorǐsčna razdalja
f, in kot kamere α. V procesu predobdelave se modelira ozadje B, kar je podrob-
neje opisano v preǰsnjem poglavju in oceniti svetlost oziroma jakost osvetlitve.
Tudi tukaj se razmere s časom spreminjajo in je zato treba model ozadja tekom
delovanja posodabljati. Parametre osvetlitve, ki jih potrebujemo za nadaljnjo
obdelavo, označimo s P, zajame pa jih sistem samodejno.
Proces odkrivanja je sestavljen iz več pod procesov. Osnova so trije, preslikava v
HSV prostor, ki da preprosteǰso informacijo o barvi, mehčanje (ang. Fuzzyfaction)
in iskanje na podlagi mehke morfoľske oblike (ang. Fuzzy morphological shape). Z
njimi pridobimo relativne prostorske in časovne informacije semaforja. Vsi opisani
procesi se izvajajo sekvenčno, saj je zahtevnost algoritma tako nizka, da ni potrebe
po več vzporednih procesih. Sistem na izhodu poda rdeče-rumeno-zeleno stanje
v ustrezni časovni sekvenci. Odkrivanja se loti, tako da najprej pregleda celotno
vidno polje in poǐsče najperspektivneǰse lokacije, ki bi lahko vsebovale semafor.
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Prvi prehod skozi sliko poǐsče rdečo luč, nato, ko je ta zaznana pa še rumeno
in zeleno luč. Z redečo začne, ker je rdeča barva naj kontrastneǰsa in jo je zato
najlažje zaznati, zaključi pa z zeleno, za katero velja ravno nasprotno. Zaznana
območja, kjer so potencialni predstavniki semaforjev, potrdi s pomočjo informacije
o medsebojnem položaju luči, ki je zakonsko predpisana.
1. Informacija o barvi
Vhodni video je zapisan v RGB barvnem spektru. V prvem koraku se preslika
v HSI (odtenek, nasičenje, intenziteta (ang. Hue, Saturation, and Intensity),
včasih imenovan tudi HSV ( ang. hue, saturation, value)) barvni prostor. Za
nadaljnjo obdelavo je ta primerneǰsi, saj sta barva in intenziteta dve skalarni











∗ ((R− B) + (R−G))
√
(R−G)2 + (R− B)(G− B)
(1.5)














kjer ft funkcija slikovnih elementov (x, y). V tem koraku si za nadaljnjo
obdelavo, pripravimo tudi barvane modele luči semaforja, torej rdeč, rumen
in zelen barvni model (1.7) [4].
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Rt = {gt(x, y) ∈ Ft|H,t(x, y)| < αH in gI,t(x, y) > αI},
Yt = {gt(x, y) ∈ Ft|gH,t(x, y)−
π
3
| < αH in gI,t(x, y) > αI},
Gt = {gt(x, y) ∈ Ft|gH,t(x, y)−
2π
3
< αH in gI,t(x, y) > αI};
(1.7)
V zgornji enačbi (1.7), αH in αI predstavljata mejni vrednosti, ki sta določeni
glede na pogoje osvetlitve.
2. Mehčanje (ang. Fuzzyfaction)
Slikama odtenka H in intenzitete I primešamo parametre svetlobe P. Op-
eraciji, da za vsako sliko svojo masko H, I. V grobem ločimo dve tipični
osvetlitvi, dnevno in nočno. Če privzamemo, da slika ozadja vsebuje N
slikovnih elementov, je gt(x, y) vrednost intenzitete slikovnega elementa, ki
je na lokaciji (x, y) v sliki f vhodne video sekvence ob času t. Pogoj osvetlitve
pf je definiran s spodnjo enačbo (1.8). V primeru, ko je pf večji od vnaprej







Sistem pregleda ozadje in določi območja, ki bi lahko vsebovala semafor.
Med vsemi izloči najverjetneǰse območje, v katerem bo skušal rekonstruirati
sekvenco luči. Za iskanje položaja luči uporabimo mehke morfološke funkcije
(ang. The fuzzy membership functions). Mehka funkcija intenzitete (ang.
fuzzy intensity function ) µi in mehka funkcija odtenka (ang. fuzzy hue
function ) µh, poǐsčeta območja, kjer bi se lahko nahajala prižgana rdeča luč.
Funkcija µi je definirana s spodnjo enačbo (1.9), kjer l predstavlja število
sivinskih vrednosti, µr pa je Gaussova funkcija, z varianco h∂ in srednjo
vrednostjo hm. Pri rdeči barvi na primer je hm enak 0. h∂ , il in ir pridobimo














0 , x < il
x−il
ir−il
, il < x < ir
1 , drugod
(1.9)
3. Mehka morfološka oblika (ang. Fuzzy morphological shape)
Z morfološkim vzorcem v obliki diska izvedemo operaciji erozije in dilacije,
s tem zmanǰsamo šum in poǐsčemo vsa tista območja v sliki, ki imajo obliko
vzorca in so kandidati za predstavnika luči semaforja. Po operaciji dobimo
mehko masko S.
Translacija binarne slike A, za slikovni element k, je slika Ak (1.10), ki sta
jo leta 1995 definirala Jain, Kasturi in Schunck. Binarna morfološka op-
eracija - dilacija (1.11) je definirana kot unija binarne slike A in binarne slike
B = {b1, b2, b3, ....}, kjer je Abi translacija binarne slike A, za ”1” slikovni
element binarne slike B. Operacija ima komutativno in asociativno lastnost.
Nasprotno operacijo imenujemo erozija. Erozija binarne slike A s struk-
turnim elementom B je definirana z enačbo (1.12). Vrednost slikovnega
elementa k(x, y) izhodne slike je torej enaka ena, če so vsi slikovni elementi
okolice, določene s strukturnim elementom B, vhodne slike A, enaki ena.
S tema dvema operacijama sta definirani operaciji morfološkega odpiranja
in zapiranja. Ti sta uporabni pri ločevanju objektov, ki se zaradi bližine v
binarni maski velikokrat združijo v en objekt, ali pa pri združevanju dveh
objektov, ki sta sicer v binarni sliki ločena, a pripadata enemu objektu, ki je
barvno zelo ne homogen. Morfološko zapiranje je definirano z enačbo (1.13),
odpiranje pa z enačbo (1.14).
Ak = {a+ k|a ∈ A} (1.10)
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4. ISeštevanje in ekstrakcija semaforja
Vse maske slike (H, S, I) pridobljene v predhodnih korakih seštejemo in s
pomočjo nove maske poǐsčemo kandidate slikovnih elementov, ki predstavl-
jajo rdečo luč semaforja ter jih označimo s C. V primeru, da v trenutni sliki
sistem ne zazna prižgane rdeče luči, nadaljuje z iskanjem na naslednji sliki.
Ta postopek ponavlja, dokler ne zazna vsaj enega kandidata.
5. Relativne prostorske informacije
S pomočjo relativne prostorske informacije lahko izločimo neustrezne, kan-
didate iz zbirke C. Semafor je sestavljen iz rdeče, rumene in zelene luči, ki
imajo med seboj fiksno relativno razdaljo d
2
, pri čemer je d premer luči. Po
uspešni razpoznavi rdeče luči, na podlagi izmerjenega radija luči d, sistem
najprej poǐsče še prižgano rumeno in nato zeleno luč.
6. Relativne časovne informacije
Poleg relativne prostorske informacije pri zadnjem koraku preverjanja us-
treznosti zaznanih slikovnih elementov vpeljemo še relativno časovno infor-
macijo. Dobimo izhodno sliko, ki vsebuje najverjetneǰse predstavnike luči
semaforja. Informacije o jakosti, položaju in časovnih sekvencah prižiganja
luči so zbrane v matriki L.
V primeru, da na sliki sistem zazna več kot eno prižgano luč, je treba sliko
ponovno ovrednotiti, saj vemo, da je lahko vedno prižgana le ena luč. Na
podlagi povprečne svetlosti luči (1.15) sistem presodi, katera luč je v resnici
prižgana. Kjer AR, AY , AG predstavljajo velikost zaznanih luči, gI(x,y)
pa intenziteto slikovnega elementa I(x, y), v vseh slikah. Prižgano rdečo
luč razpoznamo, če je vrednost svetlosti rdeče luči v trenutni sliki, večja
od polovice povprečne svetlosti rdeče luči, 0.5 * BR, v nasprotnem primeru
rdeča luč ni prižgana. Na enak način sta definirani prižgani stanji tudi pri
rumeni in zeleni luči [4].





















Kamere za zaznavo prevožene rdeče luči (ang. red light cameras) so dokaj nova
tehnologija. Prve so se pojavile že pred leti, na primer v Izraelu, leta 1969, Evropi
1970, v Avstraliji 1980 itd., množično pa so se začele uporabljati v zadnjih letih
[24]. V ZDA je program za preprečitev prekrška prevožene rdeče luči (ang. The
Stop Red Light Running Program (RLR)), leta 1995 ustanovila zveza za upravl-
janje avtocest, kot program za zvǐsanje varnosti v družbi [25]. Študije kažejo, da
implementacija kamere zmanǰsa število prekrškov za 40 % - 50 %, kar pomeni 25
% - 30 % manǰse število nesreč [24].
Sistemi večinoma vsebujejo vgrajene detektorje, povezane na krmilnik, ki
komunicira s semaforjem in tako oceni, ali je bila prevožena rdeča luč. Kamera
ob križǐsču vozilo posname, v nekaterih primerih, pa tudi izmeri njegovo hitrost
[25]. Prvi sistem so vgradili leta 1992 v New Yorku, leta 2015 pa je v RLR
programu sodelovalo že 467 skupnosti. Kljub nenehnemu dodajanju novih kamer
od leta 2012 število nadzornih sistemov upada. Razlog je odklop stareǰsih naprav,
vzdrževanje katerih predstavlja velik finančni zalogaj, ter nasprotovanje javnosti
[26].
Prednost sistemov s senzorji v cestǐsče je predvsem v tem, da ni potrebno
neprestano zajemanje slike. Sistem predvidi, kdaj je verjetnost, da bo vozilo
prečkalo rdečo luč večja in v tem primeru vozilo posname. V amerǐskem zakonu
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Slika 1.12: Primer sistema podjetja Redflex Traffic Systems Inc., kamera (2) se
sproži, ko radar (1) izmeri hitrost večjo od pragovne (povzeto po [6]).
magnetno polje. Zaradi spremembe induktivnosti zanke, ko nadnjo pripelje vozilo,
se spremenijo tokovne razmere v zanki, ki jih lahko izmerimo s tokovno sondo.
Postavitev takšnega sistema je nekoliko zahtevneǰsa, saj je potreben poseg v
cestǐsče. [7].
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digitalno slikanje in seveda manǰsa naložba, saj za vgradnjo sistema ni potreben
posegati v cesto ali pločnik ob njej [27]. Leta 2001 sta Nelson Yung and Andrew
Lai predlagala metodo [23], ki učinkovito zazna prevoženo rdečo luč. Večina
obstoječih sistemov, ki delujejo na podlagi računalnǐskega vida, izhaja iz te
metode, katere opis je v preǰsnjem poglavju.
Slika 1.14: Kamera, ki s pomočjo računalnǐskega vida prepozna prevoženo rdečo
luč, mora biti postavljena tako, da je v njenem vidnem polju vsaj en semafor in
celotno križǐsče (povzeto po [7]).
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2 Materiali in metode
2.1 Opredelitev problema
Raziskave s področja cestne varnosti so pokazale, da je mogoče število prekrškov
vožnje skozi rdečo luč in posledično prometne nesreče, katerim botruje tovrsten
prekršek, znatno zmanǰsati s postavitvijo sistemov za samostojno zaznavo
prekrškarjev [28]. V času nastajanja tega dela so praktično vsi tovrstni sistemi,
sestavljenih iz dveh delov- kamere in nekaj v cestǐsče vgrajenih elektro-magnetnih
senzorjev. Takšen sistem naredi posnetek križǐsča, ko senzor v križǐsču zazna
prevoženo linijo ustavitve in je semafor rdeče barve. Na ta način pridobljena fo-
tografija ali posnetek je zadosten dokaz o prekršku, prekrškar pa je na podlagi tega
lahko sankcioniran skladno z zakonom o varnosti cestnega prometa (ZVCP).
Težava tovrstnih sistemov je predvsem prilagodljivost. Za postavitev je
potreben poseg v cestǐsče kot na sliki 2.1, po postavitvi pa ni mǐsljeno, da bi
ga kdaj premikali. Sistem na osnovi računalnǐskega vida te probleme rešuje, saj za
njegovo delovanje potrebujemo zgolj kamero in mikroračunalnik, ki ju zapremo v
eno enoto, postavljeno permanentno ali začasno na strukturo nad, ali ob cestǐsču.
Z napajanjem iz sončne energije in GSM modulom, lahko sistem naredimo celo
popolnoma neodvisen od žične elektro-komunikacijske infrastrukture, kar nam daje
še večjo prilagodljivost in svobodo.
Poleg prilagodljivosti je takšen sistem tudi popolnoma odporen proti motilcem,
ki onemogočijo lasersko in radarsko opremo, z manǰsimi prilagoditvami programske
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Slika 2.1: Za postavitev sistema z induktivnimi zankami je potreben poseg v
cestiče (povzeto po [8]).
opreme, pa lahko tudi štejemo promet, merimo hitrost, merimo varnostno razdaljo
itd. Ti podatki so lahko nato posredovani ostalim inteligentnim prometnim siste-
mom, npr. mobilnim aplikacijam ali GPS sistemom in na ta način zagotavljajo t.
i. informacije na zahtevo voznikom in nadzornikom prometne ureditve v realnem
času [29]. Kljub vsem prednostim imajo tovrstni sistemi eno veliko pomanjkljivost.
Zaradi potrebe sistema po vključenosti v komunikacijsko omrežje so lahka tarča
računalničarjev, z zlonamernimi nameni in jim v primeru uspešnega vdora ponuja
bistveno več informacij o voznikih kot bi jih lahko dobili od klasičnih sistemov z
zanko. Program za zaznavo avtomobila, ki je prevozil rdečo luč, sem načrtoval v




Cilj magistrskega dela je izdelava pametne kamere, za nadzor prometa, ki samosto-
jno zazna stanje semaforja ter vozil v križǐsču in na podlagi pridobljene informa-
cije posreduje v primeru, ko je avtomobil prevozil rdečo luč. Sistem mora delo-
vati neodvisno od modela in tipa vozila- osebno vozilo, kombi, tovornjak- in v
vseh vremenskih pogojih. Program bom izdelal s programskim jezikom Python
in s knjižnico openCV, ki vsebuje mnoge metode in funkcije, potrebne za za-
jem, obdelavo in analizo slikovnih vsebin. Poleg tega openCV deluje praktično na
vseh izdatneje uporabljenih operacijskih sistemih, kar mi omogoča prenosljivost
med sistemi. Izdelava pametne kamere kot vgrajeni sistem je izziv, saj obdelava
video vsebin zahteva velike računske moči in posledično znatno porabo energije,
hkrati pa je sistem mǐsljen kot samostojna enota na prostem, kjer vsa potrebna
infrastruktura ni nujno dostopna z minimalnimi posegi. Kompaktna in energetsko
varčna rešitev je zato ključnega pomena. Odločil sem se, da za testno enoto upora-
bim mikroračunalnik Rasberry Pi 2, saj mi ponuja dobro kombinacijo velikosti in
zmogljivosti pri zmerni porabi energije.
2.2 Sistem
2.2.1 Mikroračunalnik
Zmogljivost sistema je velikega pomena, saj je za tovrstni sistem nujno, da deluje
v resničnem času. V mojem primeru to pomeni, da je sistem zmožen zajeti in
obdelati vsaj 20 slik na sekundo. Kot sem že omenil obdelava slik zahteva ogromne
računske moči. Mnogo grafičnih obdelav je mogoče narediti z vzporedno obdelavo,
zato je za tovrstne aplikacije, smiselna uporaba grafičnih enot (GPU) ali FPGA
sistemov, ki so pri določenih grafičnih operacijah hitreǰsi tudi do 10 krat [30]. Slaba
stran FPGA sistemov je, da so v aplikacijah kjer ne obstaja potreba po vzporednih
obdelavah zelo počasni, poleg tega pa je težava FPGA sistemov tudi prenosljivost
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na druge sisteme, saj rešitev, pripravljena na določenem FPGA sistemu na drugih
brez znatnih sprememb ne deluje.
Uporaba mikrokrmilnika je torej smiselna, saj poleg prenosljivosti predstavlja
tudi veliko ceneǰso alternativo FPGA sistemom.
2.2.1.1 RaspberryPi
Raspberry Pi (RBPi) je kot kreditna kartica velik mikroračunalnik, ki ga razvija
in trži fundacija Raspberry Pi. Primarni namen razvijalcev, je bil ustvariti
računalnik, za promocijo učenja splošnih računalnǐskih veščin v šolah in razvi-
jajočih državah. Zaradi zelo konkurenčne cene in kompaktne oblike je zelo popu-
larna izbira med razvijalci vgradnih sistemov za hitro testiranje rešitev. Do danes
obstaja več generacij omenjenega računalnika, na dan nastajanja tega dela je na-
jnoveǰsa različica Raspberry Pi 3. Vsi obstoječi modeli uporabljajo Broadcomov
sistem na čipu (ang. System On a Chip (SOC)), ki vključuje ARM centralno
procesno enoto in vgrajeno grafično procesno enoto (ang. Graphics processing
unit- GPU) VideoCore IV. Hitrosti osrednje procesne enote variirajo od 700 MHz
pri modelu A+, do 1.2 GHz pri modelu 3, prav tako se razlikujejo po velikosti
dinamičnega spomina, od 256 MB do 1GB. Za hrambo operacijskega sistema in
podatkov uporablja SD kartico velikosti do 32 GB. Raspberry Pi poleg nekaterih
standardnih vhodno izhodnih enot, kot so USB in HDM ponuja tudi danes manj
pogoste priključke, kot npr. kompozitni video izhod (ang. Composite Video Base-
band Signal (CVBT)) ipd. Nižje nivojsko povezljivost nudijo večnamenski vhodno
izhodni pini (ang. general purpose input output (GPIO) pins), ki podpirajo pro-
tokole kot na primer I2C in SPI. 15-pinskegi CSI konektor na katerega lahko
priključimo kamero, ki snema v polni HD kakovosti v povezavi z dejstvom, da
Raspberry Pi podpira strojno kodiranje, in dekodiranje H.264 formata pomeni, da







Tip Model A Model B
Generacija 1 1+ 1 1+ 2 3
Arhitektura ARMv6 (32 bit) ARMv7 (32 bit) ARMv8 (64 bit)
SoC Broadcom BCM2835 Broadcom BCM2836 Broadcom BCM2837
CPU
700 MHz eno jedrni
ARM1176JZF-S
900 MHz štiri jedrni
ARM Cortex-A7
1.2 GHz štiri jedrni
ARM Cortex-A53




(deljen s GPU )





15-pin MIPI vmesnik za kamero (CSI)










Tabela 2.1: Tehnične specifikacije mikroračunalnika Raspberry Pi [10].
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Najpopularneǰsi operacijski sistem za Raspberry Pi je Raspbian, ki je za ARM
prilagojena distribucija Debiana. Razvoj vodi majhna skupina inženirjev, ki sicer
ni povezana s Fundacijo, a ta vseeno ponuja Raspbian kot uraden operacijski
sistem. Priporočen programski jezik za razvoj na platformi je Python, vendar
je uporaba ostalih jezikov kot na primer C, C++, PHP, Java ipd. prav tako
mogoča. V času nastajanja tega dela je bilo po svetu prodanih več kot 8 milijonov
mikroračunalnikov Raspberry pi.
Ob predpostavki da Rasberry Pi zadnje generacije, deluje pri tovarnǐskih 1.2
GHz, mikroračunalnik ponuja zmogljivost ekvivalentno 2 GFLOPs (Giga Floating
Point Operations per Second), kar je primerljivo z osebnimi računalniki iz preloma
tisočletja, ki uporabljajo AMD-jev procesor Athlon Thunderbird pri frekvenci 1.1
GHz. Grafična procesna enota zmore 1 Gpixel/s oz. 24 GFLOPS. Gledano s per-
spektive grafične procesne enote je Raspberry Pi 3 po zmogljivostno enakovreden
Xbox-u iz leta 2001.
2.2.2 Kamera
En ključnih gradnikov sistema je seveda kamera, ki je v mojem primeru edini
senzor. Uporabil sem mrežno kamero Axis P1346 (ang. network camera) proiz-
vajalca Axis Communications (Lund, švedska). Axis P1346 je 3-megapixel-na
nočno/dnevna medmrežna kamera, visoko ločljivostjo (full frame rate HDTV 1080p
(1920x1080)) po SMPTE 274M standardu, z dobro barvno ločljivostjo, ki snema v
razmerju 16:9 pri vzorčni frekvenci do 23 fps. Podpira H.264 in Motion JPEG video
tok (ang. video stream). Axis P1346 ima digitalni pan/tilt/zoom in ”multi-view
streaming”, kar pomeni, da lahko hkrati zajema več območij zanimanja znotraj
vidnega območja [31].
Kamera izhaja iz serije P-Iris in je rezultat skupnega sedelovanja podjetja Axis




pomeni bolǰse rezultate. V mojem primeru je bila takšna postavitev nemogoča, saj
bi za to potreboval dovoljenje Mestne občine Ljubljana (MOL) in Prometne policije
Ljubljana. Zato sem se odločili, da testni posnetek posnamem z makadamskega
parkirǐsča Fakultete za elektrotehniko, ter se tako na račun malo slabše perspektive
izognem pridobivanju dovoljen.
V sklopu magistrske naloge želim pokazati koncept sistema za samodejno za-
znavo luči in avtomobila. Pričakujem, da bi bili rezultati algoritma s kamero na
pravilnem mestu sicer nekoliko bolǰsi, saj se mi zaradi perspektive precej zmanǰsa
vidna površina luči, ter mi večja vozila na nasprotnem voznem pasu večkrat za-
krijejo opazovano območje, vendar menim, da je posnetek zadosti dober za dokaz
koncepta.
Mislim tudi, da za tovrstne sisteme 100% zanesljivost ni potrebna, saj je že
zadosti velika verjetnost, da bo takšen prekršek kaznovan, dovolj velik odvračalni
dejavnik. Poleg tega je s stalǐsča števila zaznanih in sankcioniranih prekrškov,
bolje imeti sistem s kamero, ki zazna 50 % prekrškarjev kot policijsko patruljo, ki
sicer sankcionira vse prekrške, vendar je tam prisotna enkrat tedensko ali manj.
Bolj pomembno kot zaznati vse prekrškarje, je zaznati čim manj lažno pozitivnih
prehodov skozi križǐsče, saj v realni uporabi to pomeni vǐsje obratovalne stroške.
Vreme na dan snemanja je bilo sončno, kar pri moji postavitvi ni zaželeno,
saj sem snemal proti jugu, kar pomeni, da imam v ozadju objekta zaznave zelo
močen svetlobni vir. Tovrstni sistemi morajo seveda delovati v vseh vremenskih
razmerah, vendar pričakujem, da bodo rezultati testa nekoliko slabši, kot bi
bili, če bi snemal na oblačen dan. Oblaki svetlobo razpršijo, kar pomeni, da
je osvetlitev bolj homogena, posledično so sence mehkeǰse in manj izrazite,
kontraste med osenčenimi in ne osenčenimi območji pa bistveno manǰsi. Močne
sence otežujejo razpoznavo vozil, njihova prisotnost zvǐsa zahtevnost algoritma in
zmanǰsa zanesljivost pri štetju avtomobilov. Ker na leči nisem imela senčnika, se
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Slika 2.4: Iz slike je razviden položaj kamere. Postavljena je bila na vǐsini 10.
metrov, kjer je imela nekoliko bolǰsi pogled na križǐsče.
na posnetkih, okoli poldneva, ko sonce posveti neposredno v kamero, pojavi odsev
sonca (ang. lens flare), kar mi v celoti onemogoči zaznavo semaforja približno od
11:45 ure dalje.
Na sliki 2.5 je prikazan preklop semaforja z rdeče v zeleno ob 10. uri, kjer se
vidi, da je ob relativno nizki osvetlitvi v primerjavi s tisto ob 12. uri na sliki 2.6,
rumena luč slabo vidna. Pogoji se s časom poslabšajo, okrog 12. ure popoldan je





V tretjem poglavju magistrskega dela je predstavljena zgradba, postopek izvajanja
in nekateri zanimivi deli končne aplikacije. Program je napisan v programskem
jeziku Python (2.7.10), v razvojnem okolju PyCharm. Ključni za izvedbo sta
knjižnice OpenCV (ang. Open source Computer Vision Library), ki vključuje
raznovrstne funkcije za delo s slikami in videom, ter Numpy, ki olaǰsa delo z
matrikami.
3.1.1 OpenCV
OpenCV je odprtokodna knjižnica, ki pokriva področje računalnǐskega vida in
strojnega učenja. Vsebuje več kot 2500 optimizacijskih in drugih algoritmov kot
na primer algoritem za razpoznavo obraza, identifikacijo objektov, sledenje pre-
mikajočih objektov in druge. Skupnost presega 47 tisoč aktivnih uporabnikov, od
prve objave leta 2000, pa je bila prenesena že več kot 7 milijonkrat. Uporabljajo
jo tako podjetja kot raziskovalne skupine in državni organi. OpenCV ima C++,
C, Python, Java in MATLAB vmesnike in podpira Windows, Linux, Android in





Knjižnica NumPy je prav tako močno razširjena, saj je temeljna knjižnica za
znanstveno računanje v jeziku Python. Podpira računanje z N-dimenzionalnimi
matrikami in pokriva področje naprednih matematičnih funkcij, kot so Furiejova
transformacija, naključne številčne operacije in druge funkcije linearne algebre [33].
3.1.3 GStreamer
Da sem pri prenosu programa z osebnega računalnika na RBPI ohranil čim
vǐsje število slik (ang. frame rate), sem uporabil knjižnico Gstreamer, ki mi
omogoča strojno dekodiranje videa v H.264 formatu. GStreamer je knjižnica, ki
se uporablja pri obdelavi multimediskijskih vsebin. Podpira najbolj preproste
aplikacije kot so video prenos (ang. video stream) v realnem času (Hypertext
Transfer Protocol (HTTP), Multi Media Streaming (MMS), Real Time Streaming
Protocol (RTSP)) in zahtevneǰse algoritme za obdelavo posnetkov in mešanje
zvočnih signalov. Knjižnica deluje na vseh pomembneǰsih operacijskih sistemih,
kot so Linux, Android, Windows, Max OS X, iOS in BSD, kot tudi na komer-
cialnih Unixes, Solaris in Symbian. Prav tako deluje na vseh glavnih strojnih
arhitekturah vključno z x86, ARM, MIPS, SPARC itd. Generični vmesnik
omogoča uporabo najrazličneǰsih filtrov in kodekov.
3.2 Program
V nadaljevanju bom podrobno opisal osnovne gradnike, na koncu poglavja pa
bom predstavil rezultate. Program sem ocenil na podlagi treh poskusov, štetje





Kot je razvidno iz diagrama programa na sliki 3.1, je ta sestavljen iz dveh pod-
programov, zaznave semaforja in talnih označb ter zaznave avtomobila. Prvega,
zaznavo semaforja, lahko v grobem razdelimo na tri podprograme, odkrivanje se-
maforja, odkrivanje sekvenc semaforja in zaznava stop črte, ki so ključnega pomena
za pravilno delovanja.
3.2.1.1 Detekcija pozicije in morfoloških značilnosti semaforja
Položaj semaforja določim na podlagi poznavanja morfoloških in sekvenčnih last-
nosti semaforja. Tako oblika, kot sosledje luči je zakonsko predpisano, zato lahko
na podlagi te baze znanja v sliki poǐsčem območja, ki najbolje ustrezajo tem pred-
pisom. Iskanje potencialnih območij v celotni sliki je s stalǐsča zanesljivosti delo-
vanja nesmiselno. Zaradi neustreznega položaja kamere, lahko velika vozila, kot
na primer avtobusi, kombiji ali tovornjaki ob določenem času zakrijejo semafor ali
pa je v delu dneva ta tako močno obsijan, da je razpoznava luči nemogoča. Da se
izognemo težavam z napačno razpoznavo luči, je smiselno takšen semafor odstran-
iti iz kriterijske funkcije. Naštetim težavam se izognem tako, da operater preko
grafičnega vmesnika določi, grob položaj oziroma območja, v katerih so pomembni
semaforji, algoritem pa nato položaj zgolj rafinira, namesto da objekte ǐsče v celi
sliki.
Za večino slikovnih obdelav je bolj kot RGB, primeren HSV barvni prosto,
kje so ločeni podatki o barvi, nasičenju in svetilnosti. Tudi jaz sem se odločil za
ta korak, saj se moj algoritem močno zgleduje po članku avtorjev Nelsona Yunga
in Andrewa Laia [23], kjer razpoznava luči poteka na podlagi mehkih preslikav
barve (ang. hue) in svetilnosti (ang. value), katerih postopek pridobitve je opisan
v poglavju 1.2.3. Podrobneǰsi potek programa je prikazan v tabeli 3.2.
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Algoritem 1: Detekcija pozicije in morfoloških značilnosti semaforja
1: Določimo približne položaje semaforjev
2: Zgradimo model ozadja izrezov Broi
3: Naložimo novo sliko F in določimo izreze Froi
4: Odštejemo ozadje Mroi = Froi − Broi
5: Odšteto sliko preslikamo v HSV prostor MHSVroi
6: Izračunamo mehko matriko barve M
H
roi in svetilnosti M
V
roi




roi izračunamo matriko možinh območij luči ML
8: na Ml naredimo operacijo erozije z moroločkim elementom v obliki diska ED
MlE = Ml 	 ED
9: Masko binariziramo, dobimo Mlights
10: Izračunamo razmerja prižganih slikovnih elementov, na področjih, določenih z
Mlights
Slika 3.2: Algoritem detekcije pozicije in morfoloških značilnosti semaforja.
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Algoritem 2: Detekcija časovnih intervalov luči
1: počakamo rdečo luč
2: ponovimo 3x:
izmerimo čas med preklopi luči t




4: Določimo čase [t1, t2, t3, t4], med preklopi luči (slika 3.3)
5: Glede na čase preklopov setavimo model prehajanja stanj.
Slika 3.4: Algoritem detekcije časovnih intervalov luči.
V tabeli 3.4 je podrobneje opisan algoritem zaznave časovnih intervalov.
Izračun poteka v štirih korakih, pri čemer korak 3 ponavljam, dokler niso raz-
like izmerjenega časa znotraj določenih toleranc. Rezultat algoritma je model





Območje opozorila je nekakšno območje nedoločenosti med območjem ustavitve
in območjem kaznovanja. Sledenje avtomobilov v posnetku na podlagi katerega
sem snoval program je zaradi močnih senc precej uteženo. Med razvojem sem
porabil veliko časa za iskanje rešitvi, ki bi to težavo odpravila ali vsaj zmanǰsala
do te mere, da bi bil vpliv senc na delovanje algoritma zanemarljiv. To mi je delno,
a ne v celoti uspelo, česar posledica je, da lahko preračunano težǐsče avtomobila,
ki stoji na mestu malce opleta. Zaradi tega sem bil primoran uvesti območje
nedoločenosti, ki ločuje območje kaznovanja od območja ustavitve. To območje se
tudi uporablja za zvǐsanje kakovosti štetja avtomobilov.
Območje kaznovanja je celotno območje slike, ki ni klasificerano kot območje
ustavitve ali območje opozorila. Če težǐsče objekta, ki ga zaznamo kot vozilo preide
iz območja ustavitve, skozi območje opozorila v območje kaznovanja, med tem, ko
je prižgana rdeča luč, shranimo posnetek avtomobila, na katerem sta v isti sliki
vidna tako vozilo kot semafor.
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Algoritem 3: Določitev stop črte in virtualnih območij
1: Preko grafičnega vmesnika vnesemo približen položaj stop črte in razdaljo do
prehoda za pešce
2: S Canneyevim operatorjem poǐsčemo najbližjega kandidata za stop in sredinsko
črto





Slika 3.6: Algoritem za določitev stop črte in virtualnih območij.
3.2.2 Zaznava vozil
Vozila v posnetku zaznavamo na podlagi razlike ozadja in slike, v kateri jih ǐsčemo.
Zelo pomembno za kakovostno zaznavo vozil je torej dober model ozadja. V
akademskih člankih najdemo najrazličneǰse metode, med katerimi so najpopu-
larneǰse metoda medianinega okno, za katero sem se odločil jaz, metoda linearnega
prediktivnega okna, metoda Gaussove porazdelitve, ki je sestavni del knjižnice
OpenCV, ter nekatere druge, ki so podrobneje opisane v poglavju 1.2.2.
Z metodo medianinega okna sicer dobimo zelo dobro oceno ozadja, težava te
metode pa je, da moramo hraniti precej veliko zbirko zgodovine slik. Jaz sem
se odločil za 20 slik, ki je po mojem mnenju dober kompromis, med kakovostjo
ozadja, ažurnostjo osveževanja in potrebo po računski moči.
Prej navedeni merili sta namreč kontradiktorni. Več slik pomeni manǰso verjet-
nost, da zaznamo predmete v ospredju, kot del ozadja, hkrati pa vsaka slika doda
računsko zahtevnost, ki zveča čas računanja mediane. Ker mora sistem delovati
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v resničnem času, sem omejeni s številom slik, ki jih lahko hranim za računanje
mediane. Hkrati število slik, ki jih hranim v zbirki, določa časa, ki je potreben, da
predmet, ki sem ga nekoč zaznali kot ozadje, iz njega izbrǐsem. To je relevanten
podatek, ko pomislimo, da se sence stacionarnih objektov, ki jih seveda želimo
interpretirati kot ozadje, premikajo s hitrostjo 0,25 kotne stopinje na minuto. Pri
objektu, ki meče senco dolžine 10 metrov, to pomeni približno 20 centimetrski
premik v 5. minutah, kar nikakor ni zanemarljivo je pa po mojem mnenju spre-
jemljivo. Na podlagi tega sem določil tempo zajema slik za izračun mediane, na 4
slike na minuto oziroma 20 slik, kolikor je velikost zbirke, v 5 minutah.
S preprostim odštevanjem ozadja in upragovljanjem pri svetlobnih razmerah, ki
so bile prisotne na dan snemanja 10. 9. 2016, poleg vozil in pešcev, razpoznam kot
ospredje tudi njihove sence. To seveda ni zaželeno, saj tako izgubimo informacijo
o obliki, ki je pomemben klasifikator za ločevanje pešcev od vozil, ter o težǐsču
razpoznanega objekta, ki ga uporabljam za zaznavo prevožene rdeče luči.
Tako kot za izračun modela ozadja, tudi za iskanje senc v sliki obstaja veliko
algoritmov. Glavna težava večine je njihova računska potratnost. Ker je naš
cilj sistem, ki deluje v resničnem času, večina teh algoritmov ni primerna. Po
mojem mnenju sprejemljiv kompromis med časovno zahtevnostjo in kakovostjo
razpoznave senc ponuja algoritem, ki so ga v članku predstavili R. Cucchiara in
sodelavci [20]. Bistvo algoritma je preslikava slike iz RGB v HSV prostor, kjer na
podlagi informacije o barvi, nasičenju in svetilnosti lahko dokaj natančno ločimo
sence od premikajočih vozil.
V tabeli 3.7, je strnjeno opisan algoritem zaznave objektov v sliki.
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Algoritem 4: Zaznava avtomobila
1: Zgradimo model ozadja B
2: Preslikamo model v HSV prostor, dobimo matriko BHSV
3: Naložimo novo sliko F
4: sliko transformiramo v HSV prostor, dobimo matriko FHSV
5: Odštejemo ozadje Diff = FHSV − BHSV
6: Poǐsčemo sence:
Izračunamo masko nasičenja MS = |BS−FS| in jo normiramo na interval
[0, 1]
Izračunamo masko intenzitete: MV = 1−
FH
BH
Naredimo pripadnosti test za sence MROI = Diff −MS ·MV
7: Izračunamo binarno masko z upragovljanjem MROI in tako dobimo področja
zanimanja ROI
8: Zaznana področja zanimanja klasificiramo glede na velikost, obliko in položaj
v sliki




Kot sem v nalogi večkrat poudaril, je delovanje programa močno odvisno od časa,
ob katerem izvajamo teste. Za polno delovanje algoritma, štetje avtomobilov in
zaznavo prevožene rdeče luči je potrebna tako informacija o lokaciji avtomobila
kot o stanju semaforja. Del programa, ki zazna položaj avtomobila, je časovno
neobčutljiv, saj svetlobni pogoji nanj ne vplivajo tako drastično kot na algoritem
za zaznavo stanja semaforja. Ker za ta del čas ni relevantna spremenljivka, sem
preizkus naredil na prvih 100. avtomobilih, ki prevozijo križǐsče. Ravno nasprotno
pa velja za algoritem za zaznavo stanja semaforja. Da bi ponazoril težavo, ki ga
predstavlja močna obsijanost okoli poldneva, sem program za validacijo preklopov
semaforja pustil teči malo manj kot 2 uri. To pomeni, da sem v test zajel podatke
pridobljene v času, ko so svetlobne razmere odlične, ko so te še sprejemljive in ko
te postanejo za delovanje algoritma nevzdržne. Ob poldnevu, ko je sonce najvǐsje
in je posledično obsijanost največja, namreč algoritem za razpoznavo semaforja
popolnoma zataji.
Rezultat validacijskega programa za razpoznavo luči na semaforju so tabele
6.1, 6.2 in 6.4 v prilogi in graf na sliki 3.8 iz katerih je lepo razvidna časovna
odvisnost delovanja. Algoritem deluje odlično približno do 11. ure, saj je do
takrat luč pravilno razpoznava v 98 odstotkih. Povedano drugače, med 10. in 11.
uro zaznamo vse preklope razen dveh. Ker je semafor primer končnega avtomata,
s krožno strukturo (slika 3.3), pomeni eden ne zaznan preklop, v tem primeru v
zeleno luč, 2 zaporedni napaki, dokler avtomat ponovno ne preide v stanje, iz
katerega prehoda ni razpoznal. Prva napaka v zaznavi se torej pojavi malo pred
11. uro in je z gotovostjo ne morem pripisati svetlobnim razmeram. Od 11. ure
in 15 minut, ko je razpoznava še vedno 95 odstotna, začne zanesljivost algoritma
opazno padati. Ta ob 11:45 popolnoma zataji, saj po tem času več ne razpozna
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3.3.2 Zaznava talnih označb in avtomobila
Podobno kot pri razpoznavi luči na semaforju sem tudi za validacijo zaznave
prevožene linije ustavitve, pripravil tabelo. Kakovost razpoznave prevožene lin-
ije sem ocenjeval glede na število avtomobilov in čas, ki ga zazna algoritem, v
primerjavi s številom in časom, ob katerem vozilo prevozi linijo ustavitve, pred-
hodno določenemu glede na vizualno inšpekcijo posnetka.
Pri zaznavanju prevožene linije ustavitve glavne težave ne predstavlja os-
vetlitev, temveč projekcija. Kot že omenjeno je bil posnetek zajet z nasprotne
strani vozǐsča, glede na smer vožnje, kar pomeni, da velika vozila in vozila, ki
pripeljejo zelo blizu črte, ki ločuje cestǐsče glede na smer vožnje, zakrijejo opa-
zovano območje. Če je v tem času vozilo prevozi linijo ustavitve, ta prehod ni
zabeleženo. Težavo predstavljata tudi dve vozili, ki pripeljeta v križǐsče vzporedno.
Ker takšni vozili zaznam kot en objekt opazovanja, tudi njun prehod skozi linijo
ustavitve, beležim kot eno vozilo. V kriterijski funkciji takšnih vozil ne upoštevam
kot napačno zaznavo, saj ob pravilni postavitvi kamere, ta ne bi predstavljala
težave.
Glede na povedano lahko iz spodnje tabele razberemo, da algoritem v primeru,
ko veljajo normalni pogoji, deluje precej zanesljivo. V času opazovanja je linijo
ustavitve prevozilo 100 vozil, od tega jih je algoritem za sledenje vozil zaznal 70.
V 27 primerih je bilo vozilo, ki ni bilo zaznano delno ali v celoti zakritih z vozilom
na sosednjem pasu, ali pa sta v križǐsče pripeljali 2 vozili vzporedno in sta bili zato
zaznani kot eno vozilo. Od 73 vozil, ki so križǐsče prepeljala v normalnih pogojih,
jih je algoritem zaznal 70, kar pomeni, da je algoritem uspešno razpoznal skoraj
96 odstotkov prehodov.
Nezaznani prehodi skozi križǐsče so posledica zanke v algoritmu, ki preprečuje,
da bi vozila, ki stojijo pri rdeči luči sprožila števec. Program namreč vsakemu zaz-
nanemu vozilu v področju zaznave izračuna težǐsča, hitrost in predvideno lokacijo v
naslednji sliki. Če je razdalja med predvideno lokacijo in zaznano lokacijo težǐsča
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prevelika, algoritem te meritve ne upošteva. Da je prehod veljaven, mora torej
vozilo zapeljati preko črte štetja čim bolj zvezno. V primeru, ko so v ozadju vozila
pešci ali kolesarji, včasih v trenutku prehoda preko črte težǐsče zaniha tako, da

















10:05:58 AM 1 0 10:11:02 AM 0 0 10:17:16 AM 1 0
10:06:01 AM 1 0 10:11:05 AM 1 0 10:17:18 AM 1 0
10:06:04 AM 0 1 10:11:07 AM 1 0 10:18:01 AM 0 1
10:06:08 AM 0 1 10:11:09 AM 1 0 10:18:16 AM 0 1
10:06:59 AM 1 0 10:11:10 AM 1 0 10:18:27 AM 0 1
10:07:03 AM 1 0 10:11:12 AM 1 0 10:18:55 AM 1 0
10:07:05 AM 1 0 10:11:18 AM 1 0 10:18:56 AM 1 0
10:07:08 AM 1 0 10:11:57 AM 1 0 10:19:00 AM 1 0
10:07:11 AM 1 0 10:12:13 AM 1 0 10:19:04 AM 1 0
10:07:13 AM 1 0 10:12:19 AM 0 1 10:19:56 AM 0 1
10:07:15 AM 0 0 10:12:59 AM 1 0 10:19:59 AM 1 0
10:07:16 AM 1 0 10:13:01 AM 1 0 10:20:02 AM 1 0
10:07:19 AM 1 0 10:13:05 AM 1 0 10:20:04 AM 1 0
10:07:22 AM 1 0 10:13:15 AM 1 0 10:20:21 AM 1 0
10:07:59 AM 1 0 10:13:57 AM 0 1 10:20:57 AM 1 0
10:08:02 AM 0 1 10:13:58 AM 0 1 10:21:00 AM 1 0
10:08:05 AM 1 0 10:14:00 AM 1 0 10:21:03 AM 1 0
10:08:07 AM 1 0 10:14:02 AM 0 1 10:21:04 AM 0 1
10:08:09 AM 1 0 10:14:06 AM 0 1 10:21:08 AM 1 0
10:08:11 AM 0 1 10:14:18 AM 0 1 10:21:57 AM 1 0
10:08:17 AM 1 0 10:14:20 AM 0 1 10:21:58 AM 0 1
10:08:20 AM 0 1 10:14:59 AM 1 0 10:22:00 AM 1 0
10:09:03 AM 1 0 10:15:04 AM 1 0 10:22:01 AM 1 0
10:09:05 AM 1 0 10:15:07 AM 0 1 10:22:03 AM 0 1
10:09:08 AM 0 1 10:15:19 AM 1 0 10:22:23 AM 0 1
10:09:09 AM 0 1 10:16:03 AM 1 0 10:22:56 AM 0 1
10:09:19 AM 1 0 10:16:07 AM 1 0 10:22:57 AM 1 0
10:09:20 AM 1 0 10:16:11 AM 0 1 10:22:59 AM 0 1
10:09:28 AM 1 0 10:16:18 AM 1 0 10:23:01 AM 1 0
10:10:02 AM 1 0 10:16:57 AM 1 0 10:23:03 AM 1 0
10:10:08 AM 1 0 10:16:57 AM 1 0 10:23:06 AM 1 0
10:10:28 AM 0 1 10:17:10 AM 1 0 10:23:07 AM 1 0
10:10:57 AM 1 0 10:17:11 AM 1 0
10:10:59 AM 1 0 10:17:13 AM 0 0
Tabela 3.1: Tabela zaznanih prehodov vozil preko linije ustavitve.
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3.3.3 Delovanje na mikroračunalniku Raspberry Pi
Od začetka razvoja, je bil moj cilj delovanje programa testirati na
mikroračunalniku Raspberry Pi. Temu primerno so bili algoritmi, ki sem jih izbi-
ral preprosti in računsko nezahtevni. Ključno pri prenosu je bilo, kako čim hitreje
in z najmanǰso možno uporabo procesorja dekodirati video, saj sem bil prepričan,
da bo ravno to najbolj omejevalo število slik, ki jih lahko obdelam v sekundi. Ker
Raspberry Pi omogoča strojno dekodiranje video vsebin v formatu H.264, sem me-
nil, da bo prenos na mikroračunalnik mogoč z ohranitvijo precej visokih frekvenc
osveževanja. Z uporabo Gstreamerja, lahko v ”fifo” medpomnilnik pǐsem ogromne
količine surovih RGB podatkov, ki jih v program dobim kot podatkovni tok. Ker
so dimenzije slike poznane, lahko iz tega toka sliko tudi rekonstruiram. Težava nas-
tane pri preoblikovanju enodimenzionalnega toka v 3 dimenzionalno RGB matriko.
Za to sem uporabil funkcijo reshape, ki je sestavni del knjižnice Numpy in velja za
zelo optimizirano metodo. Nalaganje vektorja slike in preoblikovanje v RGB ma-
triko velikosti 512x384x3, z uporabo enega jedra traja približno 0,43 sekunde, kar
omogoča branje malo manj kot 2,5 sliki na sekundo. Rezultat je bistveno slabši od
mojih pričakovanj, zato sem izmeril časovne zahtevnosti in ugotovil, da je glavna
ovira prav funkcija reshape. Ko sem to izpustil in izmeril hitrost nalaganja po-
datkov iz medpomnilnika, se je ta gibala okrog 9,9 MB/s, kar je normalna hitrost,
če upoštevam, da so podatki, hranjeni na SD kartici kategorije 10, dostopni za
branje s hitrostjo 10 MB/s. Ob taki hitrosti lahko v eni sekundi naložim količino
podatkov, ki je enakovredna malo manj kot 17 slikam prej omenjene velikosti.
Podobno sem preizkusil delovanje reshape funkcije v knjižnici imutils, ki je sicer
dala nekoliko bolǰse rezultate, saj mi je uspelo z enim jedrom obdelati približno 3,3
slike v sekundi, vendar tudi to ni zadosti. Ko na to dodam še čas, ki je potreben
za izvedbo programa, je hitrost osveževanja, pri videu velikosti 512x384 slikovnih
elementov, 2,7 slike v sekundi.
4 Razprava
Moje mnenje je, da so rezultati testa spodbudni, saj mislim, da so ti primerni
pogojem na dan snemanja. Namen naloge je bil izdelati sistem, ki bo predstavil
zasnovo preprostega, cenovno ugodnega sistema za nadzor križǐsč. Jasno je, da
rezultat ne bo 100 odstotna zaznava luči in prevožene linije ustavitve, vendar to,
kot sem že pojasnil niti ni potrebno. Prostora za izbolǰsave je sicer še kar nekaj,
mislim pa, da je večina težav, ki pestijo obstoječi algoritem, možno rešil brez večjih
sprememb strojne opreme, zgolj z bolj premǐsljeno postavitvijo kamere, uporabo
senčnika za lečo in bolje usmerjenim vidnim poljem.
S postavitvijo kamere na desno stran cestǐsča, glede na smer vožnje, bi se v
celoti izognil težavam, ki sem jih imel zaradi nasproti vozečih vozil in bi nekoliko
izbolǰsal zaznavo preklopa luči, saj bi bile te zaradi bolj pravokotne projekcije
večje. Z uporabo senčnika za lečo bi, lahko bistveno zmanǰsal težave s čezmerno
osvetlitvijo in leskom na leči hkrati pa bi z bolje usmerjenim zornim poljem kamere
še dodatno odstranil vpliv pešcev in avtomobilov na nasprotni strani vozǐsča. Poleg
tega, bi z bolj premǐsljeno izvedbo večopravilnosti in izvajanjem programa na več
jedrih hkrati, lahko implementiral napredneǰse, računsko bolj zahtevne algoritme,
ki preverjeno dajo bolǰse rezultate.
Vse te izbolǰsave so možne brez dodatne naložbe v sistem, če bi želel narediti še
korak dalje, pa bi lahko po zgledu že obstoječih sistemov, priznanih proizvajalcev,
zajemal sliko v dveh ali treh različnih spektrih. S tem bi se v celoti izognil razpoz-
navi sence avtomobila kot predmet zanimanja in izbolǰsal razlikovanje med pešci in
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vozili, saj bi poleg velikostnega in oblikovnega merila, ki ga lahko pridobim iz slike,
posnete v vidnem spektru, pridobil še na primer informacijo o infrardečem spek-
tru, torej toplotno sliko področja zanimanja. Ena možnih rešitev je tudi uporaba
več kamer, ki bi spremljale samo določene dele cestǐsča ali prometno signalizacijo.
Možna rešitev za majhno število slik, ki jih lahko obdelam v sekundi, je po
mojem mnenju večopravilnost. Na enkrat, bi lahko v štirih procesih in na štirih
jedrih obdeloval štiri zaporedne slike, ter tako, glede na izkušnje nekaterih drugih
razvijalcev, povǐsal frekvenco osveževanja za 2,5 do 3 krat, torej na 6 slik v sekundi.
To je še vedno precej malo za video nadzorni sistem v prometu, a znatno bolje kot
2,5 na enem jedru. Frekvenco bi lahko dvignil tudi z zmanǰsanjem resolucije, saj se
pri razpolovitvi velikosti slike, količina podatkov, ki jih je treba obdelati, zmanǰsa
kar 4 krat. Mislim, da bi število sličic lahko povečal tudi z uporabo kakšne bolj
premǐsljene metode transformacije vektorja, v RGB matriko.
5 Zaključek
Kljub nekaterim težavam mislim, da je program zastavljene preizkuse opravil kar
solidno. Točnost zaznave v konfiguraciji, kot sem jo imel, se ne more primerjati z
zdaj bolj običajnimi sistemi kamer za preprečevanje vožnje v rdečo luč, z induk-
tivnimi zankami ali radarji, vendar pa bi z nekaj izbolǰsavami in standardiziranimi
navodili za vgradnjo lahko to točnost bistveno izbolǰsali. Moje mnenje je, da so
tovrstni sistemi prihodnost prometno nadzornih sistemov, saj poleg preprosteǰse
postavitve ponujajo dodatne funkcije, kot so na primer štetje avtomobilov, nad-
zor pretočnosti, zaznava nesreče v križǐsču ipd., ki s klasičnimi sistemi preprosto
niso izvedljive. Ti podatki bodo v prihodnosti, z integracijo pametnih naprav
v kabine avtomobilov vse aktualneǰse. S prihodom pametnih mobilnih telefonov
in tabličnih računalnikov smo vstopili v obdobje t.i. informacij ali podatkov na
zahtevo (ang. on demand information), ki so postali del našega vsakdana na na-
jrazličneǰsih področjih življenja. Stremljenje k instantnemu informiranju je jasno
razvidno iz vsakoletnega povečanja spletnega prometa, večji del katerega od leta
2014 predstavlja promet, ki izvira s pametnih prenosnih naprav. V neki meri
se informiranje na zahtevo pojavlja tudi v prometu, saj aplikacije kot so Google
Maps, ponujajo informacijo o prometu v resničnem času, ki jo pridobijo od ostalih
aktivnih pametnih naprav. Ti so večkrat netočni, ali pa za določena območja ne
obstajajo. Prav tu pa najdejo svoje mesto pametni prometno nadzorni sistemi,
ki bi poleg nadzora križǐsč lahko tudi zbiral podatke o prometu in s tem bistveno
prispeval h kakovosti in ažurnosti prometnih podatkov ter s tem pripomogel k
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10:09:29 AM r 1 100% 10:18:55 AM g 1 100%
10:09:56 AM g 1 100% 10:19:27 AM r 1 100%
10:10:29 AM r 1 100% 10:19:54 AM g 1 100%
10:10:56 AM g 1 100% 10:20:27 AM r 1 100%
10:11:29 AM r 1 100% 10:20:54 AM g 1 100%
10:11:55 AM g 1 100% 10:21:27 AM r 1 100%
10:12:29 AM r 1 100% 10:21:54 AM g 1 100%
10:12:55 AM g 1 100% 10:22:27 AM r 1 100%
10:13:28 AM r 1 100% 10:22:54 AM g 1 100%
10:13:55 AM g 1 100% 10:23:27 AM r 1 100%
10:14:28 AM r 1 100% 10:23:54 AM g 1 100%
10:14:55 AM g 1 100% 10:24:26 AM r 1 100%
10:15:28 AM r 1 100% 10:24:54 AM g 1 100%
10:15:55 AM g 1 100% 10:25:26 AM r 1 100%
10:16:27 AM r 1 100% 10:25:53 AM g 1 100%
10:16:55 AM g 1 100% 10:26:26 AM r 1 100%
10:17:28 AM r 1 100% 10:26:53 AM g 1 100%
10:17:55 AM g 1 100% 10:27:26 AM r 1 100%
10:18:27 AM r 1 100% 10:27:53 AM g 1 100%

















10:28:25 AM r 1 100% 10:46:20 AM r 1 100%
10:28:52 AM g 1 100% 10:46:47 AM g 1 100%
10:29:23 AM r 1 100% 10:47:20 AM r 1 100%
10:29:50 AM g 1 100% 10:47:47 AM g 1 100%
10:30:23 AM r 1 100% 10:48:19 AM r 1 100%
10:30:50 AM g 1 100% 10:48:47 AM g 1 100%
10:31:23 AM r 1 100% 10:49:19 AM r 1 100%
10:31:50 AM g 1 100% 10:49:47 AM g 1 100%
10:32:23 AM r 1 100% 10:50:19 AM r 1 100%
10:32:50 AM g 1 100% 10:50:47 AM g 1 100%
10:33:23 AM r 1 100% 10:51:19 AM r 1 100%
10:33:49 AM g 1 100% 10:51:47 AM g 1 100%
10:34:23 AM r 1 100% 10:52:19 AM r 1 100%
10:34:49 AM g 1 100% 10:52:46 AM g 1 100%
10:35:22 AM r 1 100% 10:53:19 AM r 1 100%
10:35:49 AM g 1 100% 10:53:47 AM g 0 99%
10:36:23 AM r 1 100% 10:54:19 AM r 0 98%
10:36:49 AM g 1 100% 10:54:46 AM g 1 98%
10:37:22 AM r 1 100% 10:55:19 AM r 1 98%
10:37:49 AM g 1 100% 10:55:46 AM g 1 98%
10:38:22 AM r 1 100% 10:56:19 AM r 1 98%
10:38:50 AM g 1 100% 10:56:45 AM g 1 98%
10:39:21 AM r 1 100% 10:57:18 AM r 1 98%
10:39:49 AM g 1 100% 10:57:46 AM g 1 98%
10:40:21 AM r 1 100% 10:58:18 AM r 1 98%
10:40:49 AM g 1 100% 10:58:47 AM g 1 98%
10:41:21 AM r 1 100% 10:59:18 AM r 1 98%
10:41:49 AM g 1 100% 10:59:45 AM g 1 98%
10:42:20 AM r 1 100% 11:00:19 AM r 1 98%
10:42:47 AM g 1 100% 11:00:46 AM g 0 97%
10:43:20 AM r 1 100% 11:01:18 AM r 0 96%
10:43:47 AM g 1 100% 11:01:45 AM g 1 96%
10:44:20 AM r 1 100% 11:02:18 AM r 1 96%
10:44:47 AM g 1 100% 11:02:45 AM g 1 96%
10:45:20 AM r 1 100% 11:03:18 AM r 1 96%
10:45:48 AM g 1 100% 11:03:45 AM g 1 96%
















11:04:18 AM r 1 96% 11:22:16 AM r 0 93%
11:04:45 AM g 1 96% 11:22:43 AM g 1 93%
11:05:18 AM r 1 96% 11:23:16 AM r 1 93%
11:05:45 AM g 1 96% 11:23:43 AM g 0 93%
11:06:18 AM r 1 97% 11:24:15 AM r 0 92%
11:06:45 AM g 1 97% 11:24:46 AM g 0 91%
11:07:17 AM r 1 97% 11:25:16 AM r 1 92%
11:07:44 AM g 1 97% 11:25:42 AM g 1 92%
11:08:17 AM r 1 97% 11:26:15 AM r 1 92%
11:08:44 AM g 1 97% 11:26:42 AM g 0 91%
11:09:17 AM r 1 97% 11:27:15 AM r 0 90%
11:09:45 AM g 1 97% 11:27:44 AM g 1 91%
11:10:17 AM r 1 97% 11:28:15 AM r 1 91%
11:10:44 AM g 1 97% 11:28:42 AM g 1 91%
11:11:17 AM r 1 97% 11:29:15 AM r 1 91%
11:11:44 AM g 1 97% 11:29:42 AM g 1 91%
11:12:17 AM r 1 97% 11:30:15 AM r 1 91%
11:12:44 AM g 0 96% 11:30:43 AM g 1 91%
11:13:17 AM r 0 95% 11:31:14 AM r 1 91%
11:13:44 AM g 1 95% 11:31:41 AM g 1 91%
11:14:16 AM r 1 95% 11:32:14 AM r 1 91%
11:14:44 AM g 1 95% 11:32:42 AM g 1 91%
11:15:16 AM r 1 95% 11:33:14 AM r 1 91%
11:15:43 AM g 1 96% 11:33:41 AM g 1 91%
11:16:16 AM r 1 96% 11:34:14 AM r 1 91%
11:16:44 AM g 1 96% 11:34:41 AM g 1 91%
11:17:16 AM r 1 96% 11:35:14 AM r 1 91%
11:17:43 AM g 1 96% 11:35:41 AM g 1 91%
11:18:16 AM r 1 96% 11:36:14 AM r 1 91%
11:18:43 AM g 0 95% 11:36:41 AM g 1 91%
11:19:15 AM r 0 94% 11:37:14 AM r 1 92%
11:19:45 AM g 1 94% 11:37:41 AM g 1 92%
11:20:16 AM r 1 94% 11:38:13 AM r 1 92%
11:20:43 AM g 1 94% 11:38:41 AM g 0 91%
11:21:16 AM r 1 94% 11:39:13 AM r 0 91%
11:21:43 AM g 0 94% 11:39:40 AM g 1 91%
















11:40:14 AM r 1 91% 11:46:39 AM g 0 89%
11:40:40 AM g 1 91% 11:47:12 AM r 0 88%
11:41:13 AM r 1 91% 11:47:40 AM g 0 88%
11:41:40 AM g 1 91% 11:48:12 AM r 0 87%
11:42:13 AM r 1 91% 11:48:39 AM g 0 87%
11:42:40 AM g 1 91% 11:49:12 AM r 0 87%
11:43:13 AM r 1 91% 11:49:39 AM g 0 86%
11:43:40 AM g 0 91% 11:50:12 AM r 0 86%
11:44:12 AM r 0 90% 11:50:39 AM g 0 85%
11:44:40 AM g 1 90% 11:51:12 AM r 0 85%
11:45:13 AM r 1 90% 11:51:39 AM g 0 84%
11:45:39 AM g 0 90% 11:52:12 AM r 0 84%
11:46:12 AM r 0 89% 11:52:39 AM g 0 84%
Tabela 6.4: Tabela preklopov luči na semaforju 4. del.
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