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ON SCHATTEN-VON NEUMANN CLASS PROPERTIES OF
PSEUDO-DIFFERENTIAL OPERATORS. BOULKHEMAIR’S
METHOD.
GRUIA ARSU
Abstract. We investigate the Schatten-von Neumann properties of pseudo-
differential operators using the method proposed by A. Boulkhemair in [B2].
The symbols are elements of the ideals Spw of the Sjo¨strand algebra Sw.
Contents
1. Introduction 1
2. The Ideals Spw of the Sjo¨strand algebra Sw 2
3. A spectral characterization of the ideals Spw 28
4. Schatten-class properties of pseudo-differential operators (τ ∈
EndR (Rn)) 45
5. Schatten-class properties of pseudo-differential operators (continue) 48
6. An embedding theorem 51
7. Cordes’ lemma 55
Appendix A. L2-boundedness of global non-degenerate Fourier integral
operators. Boulkhemair’s method. 57
Appendix B. Convolution operators 59
References 61
1. Introduction
In [A1] and [A2] we developed a method that allows us to deal with Schatten-von
Neumann class properties of pseudo-differential operators. This method is inspired
by the classical method of Kato and Cordes used in the study of L2 boundedness
of pseudo-differential operators.
In this paper we extend the results from [A1] and [A2] to more general classses
of symbols. These classes of symbols are particular cases of modulation spaces and
are ideals in the Sjo¨strand algebra Sw. The method we propose here is based on a
spectral characterization of these classes of symbols and on some results from [A1]
and [A2]. This spectral characterization was first given in the case of the Sjo¨strand
algebra by A. Boulkhemair in [B2] and it was used in the study of L2 boundedness
of pseudo-differential operators and of global Fourier integral operators.
While in [A1] and [A2] the symbol spaces are defined by Sobolev-type conditions,
the classes of symbols used in this paper are particular cases of modulation spaces
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defined by the decrease of the short-time Fourier transform of the elements of these
spaces. That the results of this paper are more general than the results in [A1]
and [A2] is a consequence of an embedding theorem which states that the spaces of
symbols used in the papers cited above are contained in symbol spaces considered
in this paper. This theorem allows to recover and to extend all the results of the
papers mentioned above.
Here is a brief description of the paper. The ideals Spw, 1 ≤ p ≤ ∞, of the
Sjo¨strand algebra Sw, are introduced in section 2 . We give two definitions, a
continuous one and a discrete one. The equivalence of these definitions and the
properties derived from them are proven in this section. In section 3 we prove the
spectral characterization theorem of the ideals Spw. Then we show how this theorem
can be used to obtain some properties of the ideals Spw. The Schatten-von Neumann
class properties of pseudo-differential operators and links with the results in [A1]
and [A2] are presented in the sections that follow. We have two appendices where
we prove some auxiliary results that we need.
2. The Ideals Spw of the Sjo¨strand algebra Sw
Modulation spaces were introduced by H. Feichtinger [Fe] and may be regarded
as a concrete means of measuring the time-frequency content of functions. Since
from the beginning the modulation spaces were treated by analogy with the theory
of Besov spaces, dyadic decomposition of the unity being replaced with uniform
decomposition of the unity. One of the reasons to do this was to characterize the
smoothness of the functions defined on locally compact abelian groups which do
not have dilation. Characterization of smoothness is possible by replacing dilation
by modulation operators. Modulation spaces have found numerous applications in
harmonic analysis, time-frequency analysis, Gabor analysis, .... They also occur
naturally in the theory of pseudo-differential operators.
In this section we shall study a family of increasing spaces of symbols Spw, 1 ≤
p ≤ ∞ where S∞w = Sw is the Sjo¨strand algebra and S1w is the Feichtinger algebra.
These spaces are special cases of modulation spaces. They were used by authors
such as Sjo¨strand, Boulkhemair, Toft in the analysis of pseudo-differential operators
defined by symbols more general than usual. The study of these spaces of symbols
will be done by extending the methods used in the papers [S1] and [S2].
We begin by proving some results that will be useful later. Their proof is based
on the Fubini theorem for distributions.
Let ϕ, ψ ∈ C∞0 (Rn) (or ϕ, ψ ∈ S (Rn)). Then the maps
Rn × Rn ∋ (x, y) f−→ ϕ (x)ψ (x− y) = (ϕτyψ) (x) ∈ C,
Rn × Rn ∋ (x, y) g−→ ϕ (y)ψ (x− y) = ϕ (y) (τyψ) (x) ∈ C,
are in C∞0 (Rn × Rn) (respectively in S (Rn × Rn)). To see this we note that
f = (ϕ⊗ ψ) ◦ T, g = (ϕ⊗ ψ) ◦ S
where
T : Rn × Rn → Rn × Rn, T (x, y) = (x, x − y) , T ≡
(
I 0
I −I
)
,
S : Rn × Rn → Rn × Rn, S (x, y) = (y, x− y) , S ≡
(
0 I
I −I
)
.
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Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)). Then
〈u⊗ 1, f〉 = 〈(u⊗ 1) (x, y) , ϕ (x)ψ (x− y)〉
= 〈u (x) , 〈1 (y) , ϕ (x)ψ (x− y)〉〉
= 〈u (x) , ϕ (x) 〈1 (y) , ψ (x− y)〉〉
=
〈
u (x) , ϕ (x)
∫
ψ (x− y) dy
〉
=
(∫
ψ
)
〈u, ϕ〉
and
〈u⊗ 1, f〉 = 〈1 (y) , 〈u (x) , ϕ (x)ψ (x− y)〉〉
=
∫
〈u, ϕτyψ〉 dy.
It follows that (∫
ψ
)
〈u, ϕ〉 =
∫
〈u, ϕτyψ〉 dy
valid for
(i) u ∈ D′ (Rn), ϕ, ψ ∈ C∞0 (Rn);
(ii) u ∈ S ′ (Rn) , ϕ, ψ ∈ S (Rn).
We also have
〈u⊗ 1, g〉 = 〈(u⊗ 1) (x, y) , ϕ (y)ψ (x− y)〉
= 〈u (x) , 〈1 (y) , ϕ (y)ψ (x− y)〉〉
= 〈u (x) , (ϕ ∗ ψ) (x)〉
= 〈u, ϕ ∗ ψ〉
and
〈u⊗ 1, g〉 = 〈1 (y) , 〈u (x) , ϕ (y)ψ (x− y)〉〉
=
∫
ϕ (y) 〈u, τyψ〉 dy.
Hence
〈u, ϕ ∗ ψ〉 =
∫
ϕ (y) 〈u, τyψ〉 dy
true for
(i) u ∈ D′ (Rn), ϕ, ψ ∈ C∞0 (Rn);
(ii) u ∈ S ′ (Rn) , ϕ, ψ ∈ S (Rn).
Lemma 2.1. Let ϕ, ψ ∈ C∞0 (Rn) (or ϕ, ψ ∈ S (Rn)) and u ∈ D′ (Rn) (or u ∈
S ′ (Rn)). Then
(2.1)
(∫
ψ
)
〈u, ϕ〉 =
∫
〈u, ϕτyψ〉 dy
(2.2) 〈u, ϕ ∗ ψ〉 =
∫
ϕ (y) 〈u, τyψ〉 dy
4 GRUIA ARSU
Corollary 2.2. Let ϕ, ψ ∈ S (Rn) and u ∈ S ′ (Rn). Then
(2.3) ϕ ∗ ψ (D)u =
∫
ϕ (η)ψ (D − η)udη in S ′ (Rn) .
Proof. Let f ∈ S (Rn). Then
〈ϕ ∗ ψ (D)u, f〉 = 〈F−1 (ϕ ∗ ψ) û, f〉
=
〈
(ϕ ∗ ψ) û,F−1f〉
=
〈(F−1f) û, ϕ ∗ ψ〉
=
∫
ϕ (η)
〈(F−1f) û, τηψ〉 dη
=
∫
ϕ (η)
〈
ψ (· − η) û,F−1f〉 dη
=
∫
ϕ (η)
〈F−1ψ (· − η) û, f〉 dη
=
∫
ϕ (η) 〈ψ (D − η)u, f〉dη.

Lemma 2.3. (a) Let χ ∈ S (Rn) and u ∈ S ′ (Rn). Then χ̂u ∈ S ′ (Rn) ∩ C∞pol (Rn).
In fact we have
χ̂u (ξ) =
〈
e−i〈·,ξ〉u, χ
〉
=
〈
u, e−i〈·,ξ〉χ
〉
, ξ ∈ Rn.
(b) Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)) and χ ∈ C∞0 (Rn) (or χ ∈ S (Rn)). Then
Rn × Rn ∋ (y, ξ)→ ûτyχ (ξ) =
〈
u, e−i〈·,ξ〉χ (· − y)
〉
∈ C
is a C∞-function.
Proof. Let q : Rnx × Rnξ → R, q (x, ξ) = 〈x, ξ〉. Then e−iq (u⊗ 1) ∈ S ′
(
Rnx × Rnξ
)
.
If ϕ ∈ S
(
Rnξ
)
, then we have〈
e−iq (u⊗ 1) , χ⊗ ϕ〉 = 〈u⊗ 1, e−iq (χ⊗ ϕ)〉
=
〈
u (x) ,
〈
1 (ξ) , e−iq(x,ξ)χ (x)ϕ (ξ)
〉〉
=
〈
u (x) , χ (x)
〈
1 (ξ) , e−i〈x,ξ〉ϕ (ξ)
〉〉
= 〈u, χϕ̂〉 = 〈χ̂u, ϕ〉
and
〈χ̂u, ϕ〉 = 〈e−iq (u⊗ 1) , χ⊗ ϕ〉
=
〈
1 (ξ) ,
〈
u (x) , e−i〈x,ξ〉χ (x)ϕ (ξ)
〉〉
=
〈
1 (ξ) , ϕ (ξ)
〈
u, e−i〈·,ξ〉χ
〉〉
=
〈
1 (ξ) , ϕ (ξ)
〈
e−i〈·,ξ〉u, χ
〉〉
=
∫
ϕ (ξ)
〈
e−i〈·,ξ〉u, χ
〉
dξ
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This proves that
χ̂u (ξ) =
〈
e−i〈·,ξ〉u, χ
〉
, ξ ∈ Rn.

Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)) and χ ∈ C∞0 (Rn) (or χ ∈ S (Rn)). For
1 ≤ p ≤ ∞ we define
Uχ,p : Rn → [0,+∞) ,
Uχ,p (ξ) =
{
supy∈Rn
∣∣ûτyχ (ξ)∣∣ if p =∞(∫ ∣∣ûτyχ (ξ)∣∣p dy)1/p if 1 ≤ p <∞ ,
ûτyχ (ξ) =
〈
u, e−i〈·,ξ〉χ (· − y)
〉
.
Uχ,∞ is a lower semicontinuous function. If 1 ≤ p < ∞, then we proceed as
follows. The function
(y, ξ)→
∣∣ûτyχ (ξ)∣∣p = ∣∣∣〈u, e−i〈·,ξ〉χ (· − y)〉∣∣∣p
is continuous. Then we use theorem 8.8 (a) of [Ru1] to obtain that the function
ξ →
∫ ∣∣ûτyχ (ξ)∣∣p dy
is measurable. Hence Uχ,p is a measurable function for 1 ≤ p ≤ ∞.
Suppose that there is χ ∈ C∞0 (Rn)r0 (or χ ∈ S (Rn)r0) such that the function
Uχ,p belongs to L
1 (Rn).
Let χ˜ ∈ C∞0 (Rn) (or χ˜ ∈ S (Rn)). By using (2.1) we get
ûτzχ˜ (ξ) =
〈
u, e−i〈·,ξ〉τzχ˜
〉
=
1
‖χ‖2L2
∫ 〈
u, e−i〈·,ξ〉 (τ zχ˜) (τyχ) (τyχ)
〉
dy
=
1
‖χ‖2L2
∫ 〈
ûτyχ,F−1
(
e−i〈·,ξ〉 (τ zχ˜) (τyχ)
)〉
dy.
Next we evaluate
F−1
(
e−i〈·,ξ〉 (τzχ˜) (τyχ)
)
(η) = (2π)
−n
∫
ei〈x,η−ξ〉 (τ zχ˜) (x) (τyχ) (x) dx.
Using the identity
〈η − ξ〉2k ei〈x,η−ξ〉 = (1−△)k
(
ei〈·,η−ξ〉
)
(x)
and integrating by parts we obtain the representation
〈η − ξ〉2k F−1
(
e−i〈·,ξ〉 (τ zχ˜) (τyχ)
)
(η)
= (2π)−n
∫
ei〈x,η−ξ〉 (1−△)k ((τ zχ˜) (τyχ)) (x) dx.
There is a continuous seminorm pk on S (Rn) so that
(2π)−n
∣∣∣(1−△)k ((τ zχ˜) (τyχ)) (x)∣∣∣ ≤ pk (χ˜) pk (χ) 〈x− z〉−4k 〈x− y〉−4k
≤ 22kpk (χ˜) pk (χ) 〈2x− z − y〉−2k 〈y − z〉−2k .
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Here we used the inequality
〈X〉−2N 〈Y 〉−2N ≤ 2N 〈X + Y 〉−N 〈X − Y 〉−N , X, Y ∈ Rm
which is a consequence of Peetre’s inequality:
〈X + Y 〉N ≤ 2N2 〈X〉N 〈Y 〉N
〈X − Y 〉N ≤ 2N2 〈X〉N 〈Y 〉N
⇒ 〈X + Y 〉N 〈X − Y 〉N ≤ 2N 〈X〉2N 〈Y 〉2N
We choose k =
[
n
2
]
+ 1 such that n+ 1 ≤ 2k ≤ n+ 2. Returning to the integral
we obtain∣∣∣F−1 (e−i〈·,ξ〉 (τzχ˜) (τyχ)) (η)∣∣∣
≤ 22kpk (χ˜) pk (χ) 〈η − ξ〉−2k 〈y − z〉−2k
∫
〈2x− z − y〉−2k dx
≤ 22k−npk (χ˜) pk (χ)
(∫
〈X〉−2k dX
)
〈η − ξ〉−2k 〈y − z〉−2k
≤ C 〈η − ξ〉−2k 〈y − z〉−2k .
where C = Cχ,eχ,n = 2
2pk (χ˜) pk (χ)
∥∥∥〈·〉−2k∥∥∥
L1
. Hence∣∣∣F−1 (e−i〈·,ξ〉 (τzχ˜) (τyχ)) (η)∣∣∣ ≤ C 〈η − ξ〉−2k 〈y − z〉−2k .
Further
‖χ‖2L2
∣∣∣ûτzχ˜ (ξ)∣∣∣ ≤ ∫∫ ∣∣ûτyχ (η)∣∣ ∣∣∣F−1 (e−i〈·,ξ〉 (τzχ˜) (τyχ)) (η)∣∣∣ dydη
≤ C
∫∫ ∣∣ûτyχ (η)∣∣ 〈y − z〉−2k 〈η − ξ〉−2k dydη
≤ C
∫ (∫ ∣∣ûτyχ (η)∣∣p 〈y − z〉−2k dy)1/p(∫ 〈y − z〉−2k dy)1/q 〈η − ξ〉−2k dη
= C
∥∥∥〈·〉−2k∥∥∥1/q
L1
∫ (∫ ∣∣ûτyχ (η)∣∣p 〈y − z〉−2k dy)1/p 〈η − ξ〉−2k dη
= C
∥∥∥〈·〉−2k∥∥∥1/q
L1
∫
f (z, η) 〈η − ξ〉−2k dη,
where
f (z, η)
p
=
∫ ∣∣ûτyχ (η)∣∣p 〈y − z〉−2k dy
and
‖f (·, η)‖Lp =
∥∥∥〈·〉−2k∥∥∥1/p
L1
(∫ ∣∣ûτyχ (η)∣∣p dy)1/p
=
∥∥∥〈·〉−2k∥∥∥1/p
L1
Uχ,p (η) .
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Next we apply the integral version of Minkowski’s inequality. We obtain that
Ueχ,p (ξ) =
(∫ ∣∣∣ûτ zχ˜ (ξ)∣∣∣p dz)1/p
≤
C
∥∥∥〈·〉−2k∥∥∥1/q
L1
‖χ‖2L2
∫
‖f (·, η)‖Lp 〈η − ξ〉−2k dη
=
C
∥∥∥〈·〉−2k∥∥∥1/q+1/p
L1
‖χ‖2L2
∫
Uχ,p (η) 〈η − ξ〉−2k dη
=
C
∥∥∥〈·〉−2k∥∥∥
L1
‖χ‖2L2
(
Uχ,p ∗ 〈·〉−2k
)
(ξ) .
Hence
Ueχ,p ≤
2 ·
∥∥∥〈·〉−2k∥∥∥
L1
‖χ‖L2
2 pk (χ˜) pk (χ)Uχ,p ∗ 〈·〉−2k
with 〈·〉−2k ∗ Uχ,p ∈ L1 (Rn) since k =
[
n
2
]
+ 1 implies that 〈·〉−2k ∈ L1 (Rn).
Definition 2.4. Let 1 ≤ p ≤ ∞. We say that a distribution u ∈ D′ (Rn) belongs
to Spw (R
n) if there is χ ∈ C∞0 (Rn)r 0 such that the measurable function
Uχ,p : Rn → [0,+∞) ,
Uχ,p (ξ) =
{
supy∈Rn
∣∣ûτyχ (ξ)∣∣ if p =∞(∫ ∣∣ûτyχ (ξ)∣∣p dy)1/p if 1 ≤ p <∞ ,
ûτyχ (ξ) =
〈
u, e−i〈·,ξ〉χ (· − y)
〉
.
belongs to L1 (Rn).
Until now we have shown the following:
Proposition 2.5. (a) Let u ∈ Spw (Rn) and let χ ∈ C∞0 (Rn). Then the measurable
function
Uχ,p : Rn → [0,+∞) ,
Uχ,p (ξ) =
{
supy∈Rn
∣∣ûτyχ (ξ)∣∣ if p =∞(∫ ∣∣ûτyχ (ξ)∣∣p dy)1/p if 1 ≤ p <∞ ,
ûτyχ (ξ) =
〈
u, e−i〈·,ξ〉χ (· − y)
〉
.
belongs to L1 (Rn).
(b) If we fix χ ∈ C∞0 (Rn)r 0 and if we put
‖u‖Spw,χ =
∫
Uχ,p (ξ) dξ = ‖Uχ,p‖L1 , u ∈ Sw (Rn) ,
then ‖·‖Spw,χ is a norm on Spw (Rn) and the topology that defines does not depend
on the choice of the function χ ∈ C∞0 (Rn)r 0.
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Let k be an integer ≥ 0 or k =∞. We define the following space
BCk (Rn) = {f ∈ Ck (Rn) : f and its derivatives of order ≤ k are bounded} ,
‖f‖BCl = maxj≤l supx∈X
∥∥∥f (j) (x)∥∥∥ <∞, l < k + 1.
To obtain an equivalent definition of the space Spw (R
n) we need some prepara-
tion. If ε1, ..., εn is a basis in Rn, we say that Γ = ⊕nj=1Zεj is a lattice. We shall
use the following notations:
C = CΓ =

n∑
j=1
tjεj : (t1, ..., tn) ∈ [0, 1)n
 ,
Cγ = CΓ,γ = γ + CΓ, γ ∈ Γ.
Let s > n. We consider the function
fs (x) =
∑
γ∈Γ
〈x+ γ〉−s ≤ 2s/2 〈x〉s
∑
γ∈Γ
〈γ〉−s <∞.
Then fs ∈ BC∞ (Rn) and is Γ-periodic.
Let x, y ∈ C. Then using Peetre’s inequality we obtain:
fs (x) =
∑
γ∈Γ
〈x− y + y + γ〉−s ≤ 2s/2 〈x− y〉s
∑
γ∈Γ
〈y + γ〉−s
≤ 2s 〈x〉s 〈y〉s fs (y)
≤ 2s
(
sup
z∈C
〈z〉s
)2
fs (y) ,
i.e.
(2.4) fs (x) ≤ 2s
(
sup
z∈C
〈z〉s
)2
fs (y) .
Since fs ∈ BC∞ (Rn) and is Γ-periodic, it follows that there are x0, y0 ∈ C such
that
fs (x0) = sup
z∈C
fs (z) , fs (y0) = inf
z∈C
fs (z) .
Then
fs (y0) ≤ 1
vol (C)
∫
C
fs (y)dy ≤ fs (x0) .
If we note that∫
C
fs (y)dy =
∑
γ∈Γ
∫
C
〈y + γ〉−s dy =
∑
γ∈Γ
∫
γ+C
〈y〉−s dy =
∫
〈y〉−s dy,
then we get
fs (y0) ≤ 1
vol (C)
∫
〈y〉−s dy ≤ fs (x0) .
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Using (2.4) we obtain that
2−s
(
sup
z∈C
〈z〉s
)−2
fs (x0) ≤ fs (y0) ≤ 1
vol (C)
∫
〈y〉−s dy
≤ fs (x0) ≤ 2s
(
sup
z∈C
〈z〉s
)2
fs (y0) ,
2−s
(
sup
z∈C
〈z〉s
)−2
fs (x0) ≤ 1
vol (C)
∫
〈y〉−s dy ≤ 2s
(
sup
z∈C
〈z〉s
)2
fs (y0) .
For x ∈ C we have
fs (x) ≥ fs (y0) ≥ 2−s
(
sup
z∈C
〈z〉s
)−2
1
vol (C)
∫
〈y〉−s dy,
fs (x) ≤ fs (x0) ≤ 2s
(
sup
z∈C
〈z〉s
)2
1
vol (C)
∫
〈y〉−s dy.
Since fs is Γ-periodic, it follows that
2−s
(
sup
z∈C
〈z〉s
)−2
1
vol (C)
∫
〈y〉−s dy ≤ fs (x) ≤ 2s
(
sup
z∈C
〈z〉s
)2
1
vol (C)
∫
〈y〉−s dy
for any x ∈ Rn.
Thus we proved the following result.
Lemma 2.6. Let s > n. Then for any x ∈ Rn we have
2−s
(
supz∈C 〈z〉s
)−2
vol (C)
∫
〈y〉−s dy ≤
∑
γ∈Γ
〈x+ γ〉−s ≤ 2
s
(
supz∈C 〈z〉s
)2
vol (C)
∫
〈y〉−s dy.
Let Γ ⊂ Rn be a lattice. Let ψ ∈ S (Rn). Then ∑γ∈Γ τγψ = ∑γ∈Γ ψ (· − γ)
is uniformly convergent on compact subsets of Rn. Since ∂αψ ∈ S (Rn), it follows
that there is Ψ ∈ C∞ (Rn) such that
Ψ =
∑
γ∈Γ
τγψ =
∑
γ∈Γ
ψ (· − γ) in C∞ (Rn) .
In addition we have τγΨ = Ψ(· − γ) = Ψ for any γ ∈ Γ. From here we obtain that
Ψ ∈ BC∞ (Rn). If Ψ (y) 6= 0 for any y ∈ Rn, then 1Ψ ∈ BC∞ (Rn).
Let ϕ ∈ S (Rn). Then
ϕΨ =
∑
γ∈Γ
ϕ (τγψ)
with the series convergent in S (Rn).
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Indeed we have∑
γ∈Γ
〈x〉k
∣∣∂αϕ (x) ∂βψ (x− γ)∣∣
≤ sup
y
〈y〉n+1 ∣∣∂βψ (y)∣∣∑
γ∈Γ
〈x〉k
∣∣∣∂αϕ (x) 〈x− γ〉−n−1∣∣∣
≤ 2n+12 sup
y
〈y〉n+1
∣∣∂βψ (y)∣∣ sup
z
〈z〉k+n+1 |∂αϕ (z)|
∑
γ∈Γ
〈γ〉−n−1 .
This estimate proves the convergence of the series in S (Rn). Let χ be the sum of
the series
∑
γ∈Γ ϕ (τγψ) in S (Rn). Then for any y ∈ Rn we have
χ (y) = 〈δy, χ〉 =
〈
δy,
∑
γ∈Γ
ϕ (τγψ)
〉
=
∑
γ∈Γ
〈δy, ϕ (τγψ)〉 =
∑
γ∈Γ
ϕ (y)ψ (y − γ)
= ϕ (y)Ψ (y) .
So ϕΨ =
∑
γ∈Γ ϕ (τγψ) in S (Rn).
If ψ, ϕ ∈ C∞0 (Rn) and S (Rn) is replaced by C∞0 (Rn), then the previous obser-
vations are trivial.
Corollary 2.7. Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)) and ψ, ϕ ∈ C∞0 (Rn) (or ψ, ϕ ∈
S (Rn)). Then Ψ =∑γ∈Γ τγψ ∈ BC∞ (Rn) is Γ-periodic and
〈u, ϕΨ〉 =
∑
γ∈Γ
〈u, ϕ (τγψ)〉 .
Let Γ ⊂ Rn be a lattice. Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)) and χ ∈ C∞0 (Rn) (or
χ ∈ S (Rn)). For 1 ≤ p ≤ ∞ we define
UΓ,χ,p,disc : Rn → [0,+∞) ,
UΓ,χ,p,disc (ξ) =
{
supγ∈Γ
∣∣ûτγχ (ξ)∣∣ if p =∞(∑
γ∈Γ
∣∣ûτγχ (ξ)∣∣p)1/p if 1 ≤ p <∞ ,
ûτγχ (ξ) =
〈
u, e−i〈·,ξ〉χ (· − γ)
〉
.
Suppose that there is χ ∈ C∞0 (Rn) (or χ ∈ S (Rn)) such that
Φ = ΦΓ,χ =
∑
γ∈Γ
|τγχ| > 0⇔ Ψ = ΨΓ,χ =
∑
γ∈Γ
|τγχ|2 > 0
and UΓ,χ,p,disc ∈ L1 (Rn). Then Ψ, 1Ψ ∈ BC∞ (Rn) and both are Γ-periodic. Using
corollary 2.7, actually the representation in C∞0 (Rn) (respectively in S (Rn))
ϕ =
(
ϕ
1
Ψ
)
Ψ =
∑
γ∈Γ
1
Ψ
ϕ (τγχ) (τγχ)
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we obtain that
〈u, ϕ〉 =
∑
γ∈Γ
〈
uτγχ,
1
Ψ
ϕτγχ
〉
=
∑
γ∈Γ
〈
ûτγχ,F−1
(
1
Ψ
ϕτγχ
)〉
.
Let χ˜ ∈ C∞0 (Rn) (or χ˜ ∈ S (Rn)) and let Γ˜ ⊂ Rn be another lattice. If put
ϕ = e−i〈·,ξ〉τeγ χ˜, γ˜ ∈ Γ˜, in the above representation, then we obtain
ûτeγ χ˜ (ξ) =
〈
u, e−i〈·,ξ〉τeγχ˜
〉
=
∑
γ∈Γ
〈
ûτγχ,F−1
(
e−i〈·,ξ〉
1
Ψ
(τeγ χ˜) (τγχ)
)〉
.
Now we continue as in the continuous case. We evaluate
F−1
(
e−i〈·,ξ〉
1
Ψ
(τeγ χ˜) (τγχ)
)
(η) = (2π)
−n
∫
ei〈x,η−ξ〉
1
Ψ
(τeγχ˜) (τγχ) (x) dx.
Using the identity
〈η − ξ〉2k ei〈x,η−ξ〉 = (1−△)k
(
ei〈·,η−ξ〉
)
(x)
and integrating by parts we obtain the representation
〈η − ξ〉2k F−1
(
e−i〈·,ξ〉
1
Ψ
(τeγχ˜) (τγχ)
)
(η)
= (2π)−n
∫
ei〈x,η−ξ〉 (1−△)k
(
1
Ψ
(τeγ χ˜) (τγχ)
)
(x) dx.
There is a continuous seminorm pk on S (Rn) and C = CΨ,n,k,Γ,eΓ > 0 so that
(2π)
−n
∣∣∣∣(1−△)k ( 1Ψ (τeγ χ˜) (τγχ)
)
(x)
∣∣∣∣ ≤ Cpk (χ˜) pk (χ) 〈x− γ˜〉−4k 〈x− γ〉−4k
≤ 22kCpk (χ˜) pk (χ) 〈2x− γ˜ − γ〉−2k 〈γ − γ˜〉−2k .
Here we used again the inequality
〈X〉−2N 〈Y 〉−2N ≤ 2N 〈X + Y 〉−N 〈X − Y 〉−N , X, Y ∈ Rm
which is a consequence of Peetre’s inequality.
Next we choose k =
[
n
2
]
+ 1 such that n + 1 ≤ 2k ≤ n + 2. Returning to the
integral we obtain∣∣∣∣F−1(e−i〈·,ξ〉 1Ψ (τeγ χ˜) (τγχ)
)
(η)
∣∣∣∣
≤ 22kCpk (χ˜) pk (χ) 〈η − ξ〉−2k 〈γ − γ˜〉−2k
∫
〈2x− z − y〉−2k dx
≤ 22k−nCpk (χ˜) pk (χ)
∥∥∥〈·〉−2k∥∥∥
L1
〈η − ξ〉−2k 〈γ − γ˜〉−2k
≤ Cχ,eχ,n 〈η − ξ〉−2k 〈y − z〉−2k .
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where Cχ,eχ,n = 2
2Cpk (χ˜) pk (χ)
∥∥∥〈·〉−2k∥∥∥
L1
. Hence∣∣∣∣F−1(e−i〈·,ξ〉 1Ψ (τeγχ˜) (τγχ)
)
(η)
∣∣∣∣ ≤ Cχ,eχ,n 〈η − ξ〉−2k 〈γ − γ˜〉−2k .
Further, by using Holder’s inequality and lemma 2.6 we get∣∣∣ûτeγ χ˜ (ξ)∣∣∣ ≤∑
γ∈Γ
∫ ∣∣ûτγχ (η)∣∣ ∣∣∣∣F−1(e−i〈·,ξ〉 1Ψ (τeγ χ˜) (τγχ)
)
(η)
∣∣∣∣ dη
≤ Cχ,eχ,n
∫ ∑
γ∈Γ
∣∣ûτγχ (η)∣∣ 〈γ − γ˜〉−2k 〈η − ξ〉−2k dη
≤ Cχ,eχ,n
∫ ∑
γ∈Γ
∣∣ûτγχ (η)∣∣p 〈γ − γ˜〉−2k
1/p∑
γ∈Γ
〈γ − γ˜〉−2k
1/q 〈η − ξ〉−2k dη
≤ C′χ,eχ,n
∥∥∥〈·〉−2k∥∥∥1/q
L1
∫ ∑
γ∈Γ
∣∣ûτγχ (η)∣∣p 〈γ − γ˜〉−2k
1/p 〈η − ξ〉−2k dη
= C′χ,eχ,n
∥∥∥〈·〉−2k∥∥∥1/q
L1
∫
f (γ˜, η) 〈η − ξ〉−2k dη
i.e. ∣∣∣ûτeγ χ˜ (ξ)∣∣∣ ≤ C′χ,eχ,n ∥∥∥〈·〉−2k∥∥∥1/q
L1
∫
f (γ˜, η) 〈η − ξ〉−2k dη
where
f (γ˜, η)
p
=
∑
γ∈Γ
∣∣ûτγχ (η)∣∣p 〈γ − γ˜〉−2k , C′χ,eχ,n = Cχ,eχ,n 22k
(
supz∈C 〈z〉2k
)2
vol (C)
.
Next we apply the integral version of Minkowski’s inequality. We obtain that
UeΓ,eχ,p,disc (ξ) =
∑
eγ∈eΓ
∣∣∣ûτeγχ˜ (ξ)∣∣∣p
1/p
≤ C′χ,eχ,n
∥∥∥〈·〉−2k∥∥∥1/q
L1
∫ ∑
eγ∈eΓ
f (γ˜, η)
p
1/p 〈η − ξ〉−2k dη
≤ C′χ,eχ,n
∥∥∥〈·〉−2k∥∥∥1/q
L1
∫ ∑
eγ∈eΓ
∑
γ∈Γ
∣∣ûτγχ (η)∣∣p 〈γ − γ˜〉−2k
1/p 〈η − ξ〉−2k dη
≤ C′′χ,eχ,n
∥∥∥〈·〉−2k∥∥∥1/q
L1
∥∥∥〈·〉−2k∥∥∥1/p
L1
∫ ∑
γ∈Γ
∣∣ûτγχ (η)∣∣p
1/p 〈η − ξ〉−2k dη
≤ C′′χ,eχ,n
∥∥∥〈·〉−2k∥∥∥
L1
∫
UΓ,χ,p,disc (η) 〈η − ξ〉−2k dη
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where
C′′χ,eχ,n = C
′
χ,eχ,n
22k
(
sup
z∈eC
〈z〉2k
)2
vol
(
C˜
) .
Hence
UeΓ,eχ,p,disc ≤ C′′χ,eχ,n
∥∥∥〈·〉−2k∥∥∥
L1
UΓ,χ,p,disc ∗ 〈·〉−2k
with UΓ,χ,p,disc ∗ 〈·〉−2k ∈ L1 (Rn) since k =
[
n
2
]
+ 1 implies that 〈·〉−2k ∈ L1 (Rn).
Definition 2.8. Let 1 ≤ p ≤ ∞. We say that a distribution u ∈ D′ (Rn) belongs
to Spw,disc (R
n) if there are a lattice Γ ⊂ Rn and a function χ ∈ C∞0 (Rn) with the
property that
Φ = ΦΓ,χ =
∑
γ∈Γ
|τγχ| > 0⇔ Ψ = ΨΓ,χ =
∑
γ∈Γ
|τγχ|2 > 0
such that the measurable function
UΓ,χ,p,disc : Rn → [0,+∞) ,
UΓ,χ,p,disc (ξ) =
{
supγ∈Γ
∣∣ûτγχ (ξ)∣∣ daca˘ p =∞(∑
γ∈Γ
∣∣ûτγχ (ξ)∣∣p)1/p daca˘ 1 ≤ p <∞ ,
ûτγχ (ξ) =
〈
u, e−i〈·,ξ〉χ (· − γ)
〉
.
belongs to L1 (Rn).
We showed that the definition is correct, i.e. it does not depend on the choice of
the lattice Γ and the function χ ∈ C∞0 (Rn) with the property that
Φ = ΦΓ,χ =
∑
γ∈Γ
|τγχ| > 0⇔ Ψ = ΨΓ,χ =
∑
γ∈Γ
|τγχ|2 > 0.
More explicitly, we have the following result:
Proposition 2.9. (a) Let u ∈ Spw,disc (Rn). Let Γ ⊂ Rn be a lattice and χ ∈
C∞0 (Rn). Then the measurable function
UΓ,χ,p,disc : Rn → [0,+∞) ,
UΓ,χ,p,disc (ξ) =
{
supγ∈Γ
∣∣ûτγχ (ξ)∣∣ daca˘ p =∞(∑
γ∈Γ
∣∣ûτγχ (ξ)∣∣p)1/p daca˘ 1 ≤ p <∞ ,
ûτγχ (ξ) =
〈
u, e−i〈·,ξ〉χ (· − γ)
〉
.
belongs to L1 (Rn).
(b) If we fix Γ and χ ∈ C∞0 (Rn) with the property that
Φ = ΦΓ,χ =
∑
γ∈Γ
|τγχ| > 0⇔ Ψ = ΨΓ,χ =
∑
γ∈Γ
|τγχ|2 > 0
and if we define
‖u‖Spw,Γ,χ =
∫
UΓ,χ,p,disc (ξ) dξ = ‖UΓ,χ,p,disc‖L1 , u ∈ Spw,disc (Rn) ,
then ‖·‖Spw,Γ,χ is a norm on S
p
w,disc (R
n) and the topology that defines does not
depend on the choice of Γ and χ ∈ C∞0 (Rn).
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Remark 2.10. If χ ∈ C∞0 (Rn)r 0 , then there is a a lattice Γ ⊂ Rn such that
Φ = ΦΓ,χ =
∑
γ∈Γ
|τγχ| > 0⇔ Ψ = ΨΓ,χ =
∑
γ∈Γ
|τγχ|2 > 0.
Let δ > 0, x ∈ R. We have
x+ [−δ, δ] = [x− δ, x+ δ] ⊂ ([x]− [δ]− 1, [x] + [δ] + 2)
which implies
card (Z ∩ (x+ [−δ, δ])) = card (Z ∩ [x− δ, x+ δ])
≤ card (([x]− [δ]− 1, [x] + [δ] + 2) ∩ Z)
= 2 ([δ] + 1)
So for x ∈ Rn, δ > 0
card (Zn ∩ (x+ [−δ, δ]n)) ≤ (2 ([δ] + 1))n = N (δ) .
Let χ ∈ C∞0 (Rn) which verifies∑
j∈Zn
χj = 1, χj = τ jχ = χ (· − j) , j ∈ Zn.
Let δ > 0 be such that suppχ ⊂ [−δ, δ]n. For y ∈ Rn we put
Jy = {j ∈ Zn : (τyχ) (τ jχ) 6= 0}
Then Jy ⊂ Zn ∩ (y + [−2δ, 2δ]n). Indeed, if j ∈ Jy, then there is x ∈ Rn so that
χ (x− y)χ (x− j) 6= 0. It follows that
x− y, x− j ∈ suppχ⇒ j − y ∈ suppχ− suppχ ⊂ [−2δ, 2δ]n
so
j ∈ Zn ∩ (y + [−2δ, 2δ]n) .
We get the estimate
card (Jy) ≤ (2 ([2δ] + 1))n = N (2δ)
with N (2δ) independent of y. Let us note that if j ∈ Jy, then y − j ∈ suppχ −
suppχ = K which is a compact subset of Rn.
Let u ∈ D′ (Rn). Since
τyχ =
∑
j∈Zn
(τ jχ) (τyχ) =
∑
j∈Jy
(τ jχ) (τyχ)
we obtain
ûτyχ =
∑
j∈Jy
̂(uτ jχ) (τyχ) = (2π)
−n
∑
j∈Jy
ûτ jχ ∗ τ̂yχ
= (2π)
−n
∑
j∈Jy
ûτ jχ ∗
(
e−i〈y,·〉χ̂
)
which implies the estimate∣∣ûτyχ∣∣ ≤ (2π)−n ∑
j∈Jy
χK (y − j)
∣∣ûτ jχ∣∣ ∗ |χ̂| .
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Using Holder’s inequality and the estimate card (Jy) ≤ (2 ([2δ] + 1))n = N (2δ) we
continue as follows
∣∣ûτyχ (ξ)∣∣ ≤ (2π)−n ∫
∑
j∈Jy
χK (y − j)
∣∣ûτ jχ (η)∣∣
 |χ̂ (ξ − η)| dη
≤ (2π)−n
∫ ∫ ∑
j∈Jy
χK (y − j)
∣∣ûτ jχ (η)∣∣p
1/p∑
j∈Jy
1
1/q |χ̂ (ξ − η)| dη
≤ (2π)−nN (2δ)1/q
∫ ∑
j∈Zn
χK (y − j)
∣∣ûτ jχ (η)∣∣p
1/p |χ̂ (ξ − η)| dη
i.e ∣∣ûτyχ (ξ)∣∣ ≤ (2π)−nN (2δ)1/q ∫ f (y, η) |χ̂ (ξ − η)| dη
where
f (y, η)
p
=
∑
j∈Zn
χK (y − j)
∣∣ûτ jχ (η)∣∣p ,
‖f (·, η)‖Lp(dy) = |K|1/p
∫ ∑
j∈Zn
∣∣ûτ jχ (η)∣∣p
1/p
= |K|1/p UZn,χ,p,disc (η) .
Once more we apply the integral version of Minkowski’s inequality. We obtain that
Uχ,p (ξ) =
(∫ ∣∣ûτyχ (ξ)∣∣p dy)1/p
≤ (2π)−nN (2δ)1/q
∫
‖f (·, η)‖Lp(dy) |χ̂ (ξ − η)| dη
= (2π)
−n
N (2δ)
1/q |K|1/p
∫
UZn,χ,p,disc (η) |χ̂ (ξ − η)| dη
= (2π)
−n
N (2δ)
1/q |K|1/p (UZn,χ,p,disc ∗ |χ̂|) (ξ)
i.e.
Uχ,p ≤ (2π)−nN (2δ)1/q |K|1/p UZn,χ,p,disc ∗ |χ̂| .
Let
C =
[
−1
2
,
1
2
]n
= B∞
(
0;
1
2
)
,
Cj = j + C = B∞
(
j;
1
2
)
, j ∈ Zn.
For χ ∈ C∞0 (Rn) let ψ ∈ C∞0 (Rn) be such that ψ|suppχ−C = 1. Then for any y ∈ Cj,
τyψ = 1 on suppτ jχ.
x ∈ suppτ jχ⇒ x− j ∈ suppχ
y ∈ Cj = j + C⇒ y − j ∈ C
}
⇒ x− y ∈ suppχ− C⇒ ψ (x− y) = 1.
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Let u ∈ D′ (Rn). Since
uτ jχ = (uτyψ) (τ jχ) , y ∈ Cj = j + C,
it follows that
ûτ jχ = (2π)
−n
ûτyψ ∗ τ̂ jχ = (2π)−n ûτyψ ∗
(
e−i〈j,·〉χ̂
)
, y ∈ Cj = j + C,
which gives the estimate∣∣ûτ jχ∣∣ ≤ (2π)−n ∣∣∣ûτyψ∣∣∣ ∗ |χ̂| , y ∈ Cj = j + C.
By integrating with respect to y on Cj and using Holder’s inequality we continue
as follows∣∣ûτ jχ (ξ)∣∣ ≤ (2π)−n ∫∫ χC (y − j) ∣∣∣ûτyψ (η)∣∣∣ |χ̂ (ξ − η)| dydη
≤ (2π)−n
∫ (∫
χC (y − j)
∣∣∣ûτyψ (η)∣∣∣p dy)1/p (∫ χC (y − j) dy)1/q |χ̂ (ξ − η)| dη
≤ (2π)−n
∫ (∫
χC (y − j)
∣∣∣ûτyψ (η)∣∣∣p dy)1/p |χ̂ (ξ − η)| dη
i.e. ∣∣ûτ jχ (ξ)∣∣ ≤ (2π)−n ∫ fj (η) |χ̂ (ξ − η)| dη
where
fj (η)
p
=
∫
χC (y − j)
∣∣∣ûτyψ (η)∣∣∣p dy,
∥∥∥(fj (η))j∥∥∥
lp
=
∑
j∈Zn
∫
χC (y − j)
∣∣∣ûτyψ (η)∣∣∣p dy
1/p
=
∑
j∈Zn
∫
Cj
∣∣∣ûτyψ (η)∣∣∣p dy
1/p
=
(∫ ∣∣∣ûτyψ (η)∣∣∣p dy)1/p
= Uψ,p (η) .
We use the integral version of Minkowski’s inequality in lp. We obtain:
UZn,χ,p,disc (ξ) =
∥∥∥(ûτ jχ (ξ))j∥∥∥lp
≤ (2π)−n
∫ ∥∥∥(fj (η))j∥∥∥
lp
|χ̂ (ξ − η)| dη
= (2π)−n
∫
Uψ,p (η) |χ̂ (ξ − η)| dη
i.e.
UZn,χ,p,disc ≤ (2π)−n Uψ,p ∗ |χ̂| .
We proved the following result.
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Lemma 2.11. We have the estimates
Uχ,p ≤ (2π)−nN (2δ)1/q |K|1/p UZn,χ,p,disc ∗ |χ̂| ,
UZn,χ,p,disc ≤ (2π)−n Uψ,p ∗ |χ̂| .
Corollary 2.12. Spw (R
n) = Spw,disc (R
n).
Corollary 2.13. Let 1 ≤ p ≤ q ≤ ∞. Then
S1w (R
n) ⊂ Spw (Rn) ⊂ Sqw (Rn) ⊂ S∞w (Rn) = Sw (Rn) ⊂ BC (Rn) ⊂ S ′ (Rn) .
Proof. The inclusions
S1w (R
n) ⊂ Spw (Rn) ⊂ Sqw (Rn) ⊂ S∞w (Rn)
are consequences of the well known inclusions l1 ⊂ lp ⊂ lq ⊂ l∞.
Let u ∈ Sw (Rn). Let χ ∈ C∞0 (Rn), χ (0) = 1 be such that the lower semicontin-
uous function
Uχ : Rn → [0,+∞) ,
Uχ (ξ) = sup
y∈Rn
∣∣ûτyχ (ξ)∣∣ = sup
y∈Rn
∣∣∣〈u, e−i〈·,ξ〉χ (· − y)〉∣∣∣
belongs to L1 (Rn).
For y ∈ Rn we have
ûτyχ ∈ L1 (Rn) ,
∥∥ûτyχ∥∥L1 ≤ ‖Uχ‖L1 .
Since
uτyχ = F−1
(
ûτyχ
)
= (2π)
−n
∫
ei〈·,ξ〉ûτyχ (ξ) dξ,
it follows that uτyχ ∈ BC (Rn) for any y ∈ Rn and
‖uτyχ‖L∞ ≤ (2π)−n
∥∥ûτyχ∥∥L1 ≤ (2π)−n ‖Uχ‖L1 .
Hence u ∈ BC (Rn) and
|u (y)| = |(uτyχ) (y)| ≤ ‖uτyχ‖L∞ ≤ (2π)−n ‖Uχ‖L1 , y ∈ Rn.

Lemma 2.14. Let f, g ∈ S (Rn) and ν ≥ 1. Then for any s > 0
0 ≤ Fν (ξ) =
∫
νn |f (νη)| · |g (ξ − η)|dη ≤ 2s/2 ‖〈·〉s f‖L1 ‖〈·〉s g‖L∞ 〈ξ〉−s
Proof. We use Peetre’s inequality and 〈η〉 ≤ 〈νη〉. Then
〈ξ〉s Fν (ξ) ≤ 2s/2
∫
νn |f (νη)| 〈η〉s · |g (ξ − η)| 〈ξ − η〉s dη
≤ 2s/2
∫
νn |f (νη)| 〈νη〉s · |g (ξ − η)| 〈ξ − η〉s dη
≤ 2s/2 ‖〈·〉s g‖L∞
∫
νn |f (νη)| 〈νη〉s dη
= 2s/2 ‖〈·〉s g‖L∞ ‖〈·〉s f‖L1 .

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Definition 2.15. Let (uν)ν∈N ⊂ Spw (Rn) and u ∈ S ′ (Rn). We say that uν → u
narrowly, if uν → u weakly in S ′ (Rn) and if there are χ ∈ S (Rn) r 0 and U ∈
L1 (Rn) such that
supy∈Rn
∣∣ûντyχ (ξ)∣∣ ≤ U (ξ) if p =∞,(∫ ∣∣ûντyχ (ξ)∣∣p dy)1/p ≤ U (ξ) if 1 ≤ p <∞,
ν ∈ N.
Remark 2.16. Let us note that the definition is equivalent to:
Let (uν)ν∈N ⊂ Spw (Rn) and u ∈ S ′ (Rn). We say that uν → u narrowly, if
uν → u weakly in S ′ (Rn) and if for any χ ∈ S (Rn) there is U = Uχ ∈ L1 (Rn)
such that
supy∈Rn
∣∣ûντyχ (ξ)∣∣ ≤ U (ξ) if p =∞,(∫ ∣∣ûντyχ (ξ)∣∣p dy)1/p ≤ U (ξ) if 1 ≤ p <∞,
ν ∈ N.
Lemma 2.17. (a) If uν → u narrowly, then u ∈ Spw (Rn).
(b) C∞0 (Rn) is dense in Spw (Rn) for the narrow convergence.
Proof. (a) Let χ ∈ S (Rn)r 0 and U ∈ L1 (Rn) such that
supy∈Rn
∣∣ûντyχ (ξ)∣∣ ≤ U (ξ) if p =∞,(∫ ∣∣ûντyχ (ξ)∣∣p dy)1/p ≤ U (ξ) if 1 ≤ p <∞,
ν ∈ N. Since
ûντyχ (ξ) =
〈
uν , e
−i〈·,ξ〉τyχ
〉
→
〈
u, e−i〈·,ξ〉τyχ
〉
= ûτyχ (ξ) ,
then using Fatou’s lemma when 1 ≤ p <∞ we obtain
supy∈Rn
∣∣ûτyχ (ξ)∣∣ ≤ U (ξ) if p =∞,∫ ∣∣ûτyχ (ξ)∣∣p dy = ∫ lim ∣∣ûντyχ (ξ)∣∣p dy
≤ lim inf ∫ ∣∣ûντyχ (ξ)∣∣p dy ≤ U (ξ)p if 1 ≤ p <∞.
(b) Let u ∈ Spw (Rn). Choose χ ∈ C∞0 (Rn) such that
∫
χ = 1. Let ϕ ∈ C∞0 (Rn).
Then applying the equality (2.1) we obtain
ϕ ∗ u = 〈u, τ ·ϕˇ〉 =
∫
〈u, (τ ·ϕˇ) τyχ〉 dy =
∫
〈uτyχ, τ ·ϕˇ〉 dy =
∫
ϕ ∗ (uτyχ) dy
and
(ϕ ∗ u) τ zχ =
∫
(ϕ ∗ (uτyχ)) τ zχdy.
The support of the integrand is contained in (z + suppχ) ∩ (y + suppϕ+ suppχ).
This set is a nonempty set if and only if y − z ∈ suppχ − suppχ − suppϕ. Hence
the integral is calculated on the compact set z+suppχ−suppχ−suppϕ. It follows
that
̂(ϕ ∗ u) τ zχ =
∫
suppχ−suppχ−suppϕ
̂(ϕ ∗ (uτz+yχ)) τ zχdy
= (2π)−n
∫
suppχ−suppχ−suppϕ
(
ϕ̂ · ûτz+yχ
) ∗ τ̂ zχdy
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which implies∣∣∣ ̂(ϕ ∗ u) τzχ (ξ)∣∣∣
≤ (2π)−n ‖ϕ̂‖∞
∫∫
χsuppχ−suppχ−suppϕ (y)
∣∣ûτ z+yχ (ξ − η)∣∣ |χ̂ (η)| dηdy
≤ (2π)−n ‖ϕ‖1
∫∫
χsuppχ−suppχ−suppϕ (y)
∣∣ûτz+yχ (ξ − η)∣∣ |χ̂ (η)| dηdy
Next we apply the integral version of Minkowski’s inequality. We obtain:(∫ ∣∣∣ ̂(ϕ ∗ u) τzχ (ξ)∣∣∣p dz)1/p
≤ (2π)−n ‖ϕ‖1
∫∫
χsuppχ−suppχ−suppϕ (y) |χ̂ (η)|
(∫ ∣∣ûτz+yχ (ξ − η)∣∣p dz)1/p dηdy
= (2π)
−n ‖ϕ‖1
∫∫
χsuppχ−suppχ−suppϕ (y) |χ̂ (η)|
(∫ ∣∣ûτ zχ (ξ − η)∣∣p dz)1/p dηdy
≤ (2π)−n ‖ϕ‖1 vol (suppχ− suppχ− suppϕ)
∫
Uχ,p (ξ − η) |χ̂ (η)| dη
≤ (2π)−n ‖ϕ‖1 vol (suppχ− suppχ− suppϕ)Uχ,p ∗ |χ̂| (ξ)
Let ψ ∈ C∞0 (Rn). Then
̂ψ (ϕ ∗ u) τ zχ = (2π)−n ψ̂ ∗ ̂(ϕ ∗ u) τ zχ.
and another use of Minkowski’s inequality implies(∫ ∣∣∣ ̂ψ (ϕ ∗ u) τzχ (ξ)∣∣∣p dz)1/p ≤ (2π)−n ∣∣∣ψ̂∣∣∣ ∗ (∫ ∣∣∣ ̂(ϕ ∗ u) τzχ (·)∣∣∣p dz)1/p (ξ)
≤ (2π)−2n ‖ϕ‖1 vol (suppχ− suppχ− suppϕ)
∣∣∣ψ̂∣∣∣ ∗ Uχ,p ∗ |χ̂| (ξ) .
For υ ≥ 1, υ ∈ N we set uν = ψ
(
·
υ
) (
ϕ 1
ν
∗ u
)
where ϕ, ψ ∈ C∞0 (Rn) satisfy
ψ (0) = 1, ϕ ≥ 0, ∫ ϕ = 1, ϕ 1
ν
= υnϕ (υ·), suppχ ∪ suppϕ ⊂ B (0; 1). Then by
using lemma 2.14 we get(∫ ∣∣∣∣ ̂ψ ( ·υ)(ϕ 1ν ∗ u) τzχ (ξ)
∣∣∣∣p dz)1/p
≤ (2π)−2n 3nvol (B (0; 1))
∣∣∣υnψ̂ (υ·)∣∣∣ ∗ |χ̂| ∗ Uχ,p (ξ)
≤ (2π)−2n 3nvol (B (0; 1))Cn+1,n,bψ,bχ 〈·〉−n−1 ∗ Uχ,p (ξ)
where Cn+1,n,bψ,bχ = 2
(n+1)/2
∥∥∥〈·〉n+1 ψ̂∥∥∥
L1
∥∥∥〈·〉n+1 χ̂∥∥∥
L∞
. Since uν ∈ C∞0 (Rn), uν →
u weakly in S ′ (Rn) and 〈·〉−n−1 ∗ Uχ,p ∈ L1 (Rn) we obtain that C∞0 (Rn) is dense
in Spw (R
n) for the narrow convergence. 
Remark 2.18. In proposition 3.10 we shall prove that S (Rn) is dense in Spw (Rn)
when 1 ≤ p <∞ (see also proposition 11.3.4 in [Gro¨]).
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Lemma 2.19. The bilinear map Spw (R
n) × Sw (Rn) ∋ (u, v) → uv ∈ Spw (Rn) is
well defined and continuous. In particular, Spw (R
n) is an ideal in Sw (Rn) with
respect to the usual product.
Proof. We fix χ ∈ C∞0 (Rn) r 0. Let (u, v) ∈ Spw (Rn) × Sw (Rn) and let Uχ,p,
Vχ ∈ L1 (Rn) be the measurable functions defined by
Uχ,p, Uχ, Vχ : Rn → [0,+∞) ,
Uχ,p (ξ) =
(∫ ∣∣ûτyχ (ξ)∣∣p dy)1/p = (∫ ∣∣∣∣∣∣〈u, e−i〈·,ξ〉χ (· − y)〉∣∣∣∣∣∣p dy)1/p ,
Vχ (ξ) = sup
y∈Rn
∣∣v̂τyχ (ξ)∣∣ = sup
y∈Rn
∣∣∣〈v, e−i〈·,ξ〉χ (· − y)〉∣∣∣ ,
Uχ (ξ) = sup
y∈Rn
∣∣ûτyχ (ξ)∣∣ = sup
y∈Rn
∣∣∣〈u, e−i〈·,ξ〉χ (· − y)〉∣∣∣ .
Since χ2 ∈ C∞0 (Rn)r 0 and
uv
(
τyχ
2
)
= (uτyχ) (vτyχ)⇒ ̂uv (τyχ2) = (2π)−n ûτyχ ∗ v̂τyχ, y ∈ Rn,
it follows that∣∣∣ ̂uv (τyχ2)∣∣∣ ≤ (2π)−n ∣∣ûτyχ∣∣ ∗ ∣∣v̂τyχ∣∣ ≤ (2π)−n ∣∣ûτyχ∣∣ ∗ Vχ, y ∈ Rn.
If 1 ≤ p <∞, then the integral version of Minkowski’s inequality implies(∫ ∣∣∣ ̂uv (τyχ2) (ξ)∣∣∣p dy)1/p ≤ (2π)−n(∫ ∣∣ûτyχ (·)∣∣p dy)1/p ∗ Vχ (ξ)
≤ (2π)−n Uχ,p ∗ Vχ (ξ)
with Uχ,p ∗ Vχ ∈ L1 (Rn). Hence uv ∈ Spw (Rn) and
‖uv‖Spw,χ2 ≤ (2π)
−n ‖u‖Spw,χ ‖v‖Sw,χ .
If p =∞ then∣∣∣ ̂uv (τyχ2)∣∣∣ ≤ (2π)−n ∣∣ûτyχ∣∣ ∗ ∣∣v̂τyχ∣∣ ≤ (2π)−n Uχ ∗ Vχ, y ∈ Rn,
implies
‖uv‖Sw,χ2 ≤ (2π)
−n ‖u‖Sw,χ ‖v‖Sw,χ .

Theorem 2.20. Spw (R
n) with the usual product is a Banach algebra.
Proof. Assume first that 1 ≤ p < ∞. Let {uυ}υ∈N be a Cauchy sequence in
Spw (R
n). Since we have the topological inclusion Sw (Rn) ⊂ BC (Rn) and BC (Rn)
is complete, it follows that there is u ∈ BC (Rn) so that uυ → u in BC (Rn). Recall
that for ϕ ∈ S (Rn) and u ∈ S ′ (Rn) we have ϕ̂u ∈ S ′ (Rn) ∩ C∞pol (Rn) and
ϕ̂u (ξ) =
〈
e−i〈·,ξ〉u, ϕ
〉
=
〈
u, e−i〈·,ξ〉ϕ
〉
, ξ ∈ Rn.
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Since we have
sup
y,ξ
∣∣∣ ̂(u− uυ) τyχ (ξ)∣∣∣ = sup
y,ξ
∣∣∣〈u− uυ, e−i〈·,ξ〉τyχ〉∣∣∣
≤ sup
y,ξ
‖u− uυ‖BC
∥∥∥e−i〈·,ξ〉τyχ∥∥∥
L1
= ‖u− uυ‖BC ‖χ‖L1 .
it follows that
lim
ν→∞
sup
y,ξ
∣∣∣ ̂(u− uυ) τyχ (ξ)∣∣∣ = 0,
Let K ⊂ Rn be a compact subset. Since(∫
K
∣∣∣ ̂(u− uκ) τyχ (ξ)∣∣∣p dy)1/p
≤
(∫
K
∣∣∣ ̂(u− uν) τyχ (ξ)∣∣∣p dy)1/p + (∫
K
∣∣∣ ̂(uν − uκ) τyχ (ξ)∣∣∣p dy)1/p
we obtain that(∫
K
∣∣∣ ̂(u− uκ) τyχ (ξ)∣∣∣p dy)1/p ≤ lim inf
ν→∞
(∫
K
∣∣∣ ̂(uν − uκ) τyχ (ξ)∣∣∣p dy)1/p .
Next from(∫
K
∣∣∣ ̂(uν − uκ) τyχ (ξ)∣∣∣p dy)1/p
≤
(∫
K
∣∣∣ ̂(u− uν) τyχ (ξ)∣∣∣p dy)1/p + (∫
K
∣∣∣ ̂(u− uκ) τyχ (ξ)∣∣∣p dy)1/p
it follows that
lim sup
ν→∞
(∫
K
∣∣∣ ̂(uν − uκ) τyχ (ξ)∣∣∣p dy)1/p ≤ (∫
K
∣∣∣ ̂(u− uκ) τyχ (ξ)∣∣∣p dy)1/p .
Hence(∫
K
∣∣∣ ̂(u− uκ) τyχ (ξ)∣∣∣p dy)1/p = lim
ν→∞
(∫
K
∣∣∣ ̂(uν − uκ) τyχ (ξ)∣∣∣p dy)1/p .
Let ε > 0. Then there is N ∈ N such that ν, κ ≥ N implies∫ (∫ ∣∣∣ ̂(uν − uκ) τyχ (ξ)∣∣∣p dy)1/p < ε.
Then using Fatou’s lemma (
∫
lim inf ≤ lim inf ∫ ), we obtain that∫ (∫
K
∣∣∣ ̂(u− uκ) τyχ (ξ)∣∣∣p dy)1/p dξ
≤ lim inf
ν→∞
∫ (∫
K
∣∣∣ ̂(uν − uκ) τyχ (ξ)∣∣∣p dy)1/p
≤ lim inf
ν→∞
∫ (∫ ∣∣∣ ̂(uν − uκ) τyχ (ξ)∣∣∣p dy)1/p < ε.
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Hence ∫ (∫
K
∣∣∣ ̂(u− uκ) τyχ (ξ)∣∣∣p dy)1/p dξ < ε
for any compact subset K ⊂ Rn. Using Lebesgue’s monotone convergence theorem
we obtain ∫ (∫ ∣∣∣ ̂(u− uκ) τyχ (ξ)∣∣∣p dy)1/p dξ ≤ ε.
Hence u ∈ Spw (Rn), u = u− uκ + uκ, and uκ → u in Spw (Rn).
If p =∞ we proceed similarly substituting ∫K with supy∈Rn .
According to the previous lemma we have the continuous maps
Spw (R
n)× Spw (Rn) →֒ Spw (Rn)× Sw (Rn)→ Spw (Rn) ,
(u, v) →֒ (u, v)→ uv.
This implies that Spw (R
n) with the usual product is a Banach algebra. 
Lemma 2.21. (a) Let λ : Rn → Rn be a linear isomorphism. Then u◦λ ∈ Spw (Rn)
for any u ∈ Spw (Rn) and the map
Spw (R
n) ∋ u→ u ◦ λ ∈ Spw (Rn)
is continuous.
(b) The map
Spw
(
Rn
′
)
× Spw
(
Rn
′′
)
∋ (u′, u′′)→ u′ ⊗ u′′ ∈ Spw
(
Rn
′ × Rn′′
)
is well defined and continuous.
(c) Let L ⊂ Rn be a linear subspace. Then the map
Spw (R
n) ∋ u→ u|L ∈ Spw (L)
is well defined and continuous.
Proof. (a) Let χ ∈ S (Rn)r 0. Using the equalities
v̂ ◦ λ = |detλ|−1 v̂ ◦ tλ−1, v ∈ S ′ (Rn) ,
(u ◦ λ) τyχ =
(
u · τλy
(
χ ◦ λ−1)) ◦ λ,
we obtain
̂(u ◦ λ) τyχ = |detλ|−1 ̂u · τλy
(
χ ◦ λ−1) ◦ tλ−1.
It follows that
sup
y∈Rn
∣∣∣ ̂(u ◦ λ) τyχ (ξ)∣∣∣ = |detλ|−1 sup
y∈Rn
∣∣∣∣ ̂u · τy (χ ◦ λ−1) (tλ−1ξ)∣∣∣∣
if p =∞ and(∫ ∣∣∣ ̂(u ◦ λ) τyχ (ξ)∣∣∣p dy)1/p = |detλ|−1−1/p(∫ ∣∣∣∣ ̂uτy (χ ◦ λ−1) (tλ−1ξ)∣∣∣∣p dy)1/p
if 1 ≤ p <∞. Finally, for 1 ≤ p ≤ ∞ we have
‖u ◦ λ‖Spw,χ = |detλ|
−1/p ‖u‖Spw,χ◦λ−1 , u ∈ Spw (Rn) .
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(b) This part is trivial. Let χ′ ∈ S
(
Rn
′
)
r 0 and χ′′ ∈ S
(
Rn
′′
)
r 0. Then
χ = χ′ ⊗ χ′′ ∈ S
(
Rn
′ × Rn′′
)
r 0 and
̂(u′ ⊗ u′′) · τ (y′,y′′)χ = û′τy′χ′ ⊗ ̂u′′τy′′χ′′,
sup
y′,y′′
∣∣∣ ̂(u′ ⊗ u′′) · τ (y′,y′′)χ (ξ′, ξ′′)∣∣∣ = sup
y′
∣∣∣û′τy′χ′ (ξ′)∣∣∣ sup
y′′
∣∣∣ ̂u′′τy′′χ′′ (ξ′′)∣∣∣
(∫ ∣∣∣ ̂(u′ ⊗ u′′) τyχ (ξ)∣∣∣p dy)1/p = (∫ ∣∣∣û′τy′χ′ (ξ′)∣∣∣p dy′)1/p
·
(∫ ∣∣∣ ̂u′′τy′′χ′′ (ξ”)∣∣∣p dy′′)1/p
which implies
‖u′ ⊗ u′′‖Spw,χ = ‖u′‖Spw,χ′ ‖u′′‖Spw,χ′′
(c) Let Rn = Rn
′ ×Rn′′ , ψ ∈ S (Rn) , u ∈ S ′ (Rn) such that ψ̂u ∈ L1 (Rn) . Then
ψu (x′, x′′) = (2π)−n
∫∫
ei〈x′,ξ′〉+i〈x′′,ξ′′〉ψ̂u (ξ′, ξ′′)dξ′dξ′′,
ψu (x′, 0) = (2π)
−n′
∫
ei〈x′,ξ′〉u′ψ
(
ξ′
)
dξ′,
where u′ψ ∈ L1
(
Rn
′
)
is given by
u′ψ
(
ξ′
)
= (2π)−n
′′
∫
ψ̂u
(
ξ′, ξ′′
)
dξ′′.
It follows that
F
Rn
′
(
(ψu)|Rn′
) (
ξ′
)
= u′ψ
(
ξ′
)
= (2π)
−n′′
∫
ψ̂u
(
ξ′, ξ′′
)
dξ′′.
The first part shows that we can assume L = Rn
′ × {0} where Rn = Rn′ ×Rn′′ .
The case p =∞. Let χ′ ∈ S
(
Rn
′
)
r 0, χ′′ ∈ S
(
Rn
′′
)
, χ′′ (0) = 1. Then χ =
χ′ ⊗ χ′′ ∈ S
(
Rn
′ × Rn′′
)
r 0. Let u ∈ Sw (Rn). Then Uχ (ξ) = supy∈Rn
∣∣ûτyχ (ξ)∣∣
is a lower semicontinuous function, Uχ ≥ 0 and Uχ ∈ L1 (Rn). Define
U ′χ
(
ξ′
)
= (2π)
−n′′
∫
Uχ
(
ξ′, ξ′′
)
dξ′′.
Then U ′χ ≥ 0, U ′χ ∈ L1
(
Rn
′
)
.
Since
u|Rn′ · τy′χ′ =
(
uτ (y′,0)χ
)
|Rn′
F
Rn
′
(
u|Rn′ · τy′χ′
) (
ξ′
)
= F
Rn
′
((
uτ (y′,0)χ
)
|Rn′
) (
ξ′
)
= (2π)
−n′′
∫
̂uτ (y′,0)χ
(
ξ′, ξ′′
)
dξ′′
it follows that
sup
y′
∣∣∣FRn′ (u|Rn′ · τy′χ′) (ξ′)∣∣∣ ≤ (2π)−n′′ ∫ Uχ (ξ′, ξ′′) dξ′′ = U ′χ (ξ′) .
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Hence u|Rn′ ∈ Sw
(
Rn
′
)
and∥∥∥u|Rn′∥∥∥
Sw,χ′
≤ (2π)−n′′ ‖u‖Sw,χ .
The case 1 ≤ p <∞. Since C∞0 (Rn) is dense in Spw (Rn) for the narrow conver-
gence, we can assume that u ∈ C∞0 (Rn). Let χ′ ∈ C∞0
(
Rn
′
)
r0, χ′′, ϕ ∈ C∞0
(
Rn
′′
)
,∫
χ′′ (x′′) dx′′ = 1, ϕ (0) = 1. Define
χ = χ′ ⊗ χ′′ ∈ C∞0
(
Rn
′ × Rn′′
)
r 0
v = u|Rn′ = w|Rn′ , v (x
′) = u (x′, 0) = w (x′, 0)
w = u (1⊗ ϕ) , w (x) = u (x)ϕ (x′′) .
We shall calculate F
Rn
′
(
u|Rn′ · τy′χ′
) (
ξ′
)
. Let N = n+ 1. Then
v̂τy′χ′
(
ξ′
)
= (2π)
−n′′
∫ (∫
u (x)ϕ (x′′) τy′χ
′ (x′) e−i〈x,ξ〉dx
)
dξ′′
= (2π)
−n′′
∫ (∫ (∫
u (x)ϕ (x′′) τy′χ
′ (x′) τy′′χ
′′ (x′′) e−i〈x,ξ〉dy′′
)
dx
)
dξ′′
= (2π)
−n′′
∫ (∫ (∫
u (x)ϕ (x′′) τy′χ
′ (x′) τy′′χ
′′ (x′′) e−i〈x,ξ〉dx
)
dy′′
)
dξ′′
= (2π)−n
′′
∫ (∫ (∫
u (x)ϕ (x′′) τyχ (x) e
−i〈x,ξ〉 〈y′′〉2N dx
)
〈y′′〉−2N dy′′
)
dξ′′
We have
〈y′′〉2N =
∑
|α+β|≤2N
cαβx
′′α (x− y)′′β
with cαβ constants depending only on n, α and β. We get
〈y′′〉2N ϕ (x′′) τyχ (x) =
∑
|α+β|≤2N
cαβϕα (x
′′) τyχβ (x)
with ϕα (x
′′) = x′′αϕ (x′′) and χβ (x) = x
′′βχ (x). Hence
v̂τy′χ′
(
ξ′
)
= (2π)
−n′′
∑
|α+β|≤2N
cαβJαβ
(
y′, ξ′
)
,
Jαβ
(
y′, ξ′
)
=
∫ (∫ (∫
u (x)ϕα (x
′′) τyχβ (x) e
−i〈x,ξ〉dx
)
〈y′′〉−2N dy′′
)
dξ′′
=
∫ (∫
̂uα (x) τyχβ (ξ) 〈y′′〉−2N dy′′
)
dξ′′
where uα = u (1⊗ ϕα). Using Holder’s inequality we obtain the estimate∣∣Jαβ (y′, ξ′)∣∣ ≤ ∫ (∫ ∣∣∣ ̂uα (x) τyχβ (ξ)∣∣∣ 〈y′′〉−2N dy′′) dξ′′
≤
∫ (∫ ∣∣∣ ̂uα (x) τyχβ (ξ)∣∣∣p dy′′)1/p (∫ 〈y′′〉−2qN dy′′)1/q dξ′′
= Cq,n
∫ (∫ ∣∣∣ ̂uα (x) τyχβ (ξ)∣∣∣p dy′′)1/p dξ′′.
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with
Cq,n =
(∫
〈y′′〉−2qN dy′′
)1/q
Now the integral version of Minkowski’s inequality implies
∥∥Jαβ (·, ξ′)∥∥p ≤ Cq,n ∫ (∫ ∣∣∣ ̂uα (x) τyχβ (ξ)∣∣∣p dy)1/p dξ′′
= Cq,n
∫
Uα,χβ ,p (ξ) dξ
′′.
If we combine these inequalities, we obtain∥∥∥u|Rn′∥∥∥
Spw,χ′
≤ (2π)−n′′ Cq,n
∑
|α+β|≤2N
|cαβ |
∫
Uα,χβ ,p (ξ) dξ
= (2π)−n
′′
Cq,n
∑
|α+β|≤2N
|cαβ | ‖uα‖Spw,χβ .
Since 1 ⊗ ϕα ∈ Sw (Rn) then from lemma 2.19 and proposition 2.5 we obtain that
that there are constants Aαβ > 0 such that
‖uα‖Spw,χβ ≤ Aαβ ‖u‖Spw,χ .
Hence ∥∥∥u|Rn′∥∥∥
Spw,χ′
≤ (2π)−n′′ Cq,n
 ∑
|α+β|≤2N
|cαβ|Aαβ
 ‖u‖Spw,χ .

For λ ∈ EndR (Rn) and u ∈ BC (Rn) put uλ = u ◦ λ.
Proposition 2.22. If λ ∈ EndR (Rn) is invertible and u ∈ Spw (Rn), then uλ ∈
Spw (R
n) and there is C ∈ (0,+∞) independent of u and λ such that
‖uλ‖Spw ≤ C |detλ|
−n/p (1 + ‖λ‖)n ‖u‖Spw .
Proof. Let χ ∈ C∞0 (Rn) be such that
∫
χ (x) dx = 1. We shall use the notation
‖·‖Spw for ‖·‖Spw,χ. Let r > 0 be such that suppχ ⊂ {x : |x| ≤ r}. We denote by χ1
the characteristic function of the unit ball in Rn. We evaluate
ûλτyχ (ξ) =
∫
e−i〈x,ξ〉u (λx)χ (x− y) dx
=
∫ ∫
e−i〈x,ξ〉u (λx)χ (x− y)χ (λx− z) dxdz.
Since χ (x− y)χ (λx− z) 6= 0 implies |x− y| ≤ r and |λx− z| ≤ r, we get that
|z − λy| ≤ r (1 + ‖λ‖) on the support of the integrand. So
χ (x− y)χ (λx− z) = χ (x− y)χ (λx− z)χ1
(
z − λy
r (1 + ‖λ‖)
)
.
26 GRUIA ARSU
Therefore
ûλτyχ (ξ) =
∫ ∫
e−i〈x,ξ〉 (uτzχ) (λx)χ (x− y)χ1
(
z − λy
r (1 + ‖λ‖)
)
dxdz
= (2π)
−n
∫
χ1
(
z − λy
r (1 + ‖λ‖)
)(∫∫
e−i〈x,ξ〉ei〈x−y,η〉 (uτzχ) (λx) χ̂ (η) dxdη
)
dz
and∫∫
e−i〈x,ξ〉ei〈x−y,η〉 (uτzχ) (λx) χ̂ (η) dxdη
=
∫∫
e−i〈λ−1x,ξ〉+i〈x−λy,η〉 (uτ zχ) (x) χ̂
(
tλη
)
dxdη
=
∫∫
e−i〈x,tλ−1ξ−η〉−i〈y,tλη〉 (uτzχ) (x) χ̂
(
tλη
)
dxdη
=
∫
e−i〈y,tλη〉ûτzχ
(
tλ−1ξ − η) χ̂ (tλη)dη
=
∫
e−i〈y,ξ−tλη〉ûτzχ (η) χ̂
(
ξ −t λη) dη
so
ûλτyχ (ξ) = (2π)
−n
∫ ∫
e−i〈y,ξ−tλη〉χ1
(
z − λy
r (1 + ‖λ‖)
)
ûτzχ (η) χ̂
(
ξ −t λη) dηdz
= (2π)−n
∫ ∫
e−i〈y,ξ−tλη〉χ1
(
x
r (1 + ‖λ‖)
)
̂uτx+λyχ (η) χ̂
(
ξ −t λη)dηdx.
If y ∈ Rn then∣∣û
λ
τyχ (ξ)
∣∣ ≤ (2π)−n ∫ ∫ χ1( xr (1 + ‖λ‖)
) ∣∣ ̂uτx+λyχ (η)∣∣ ∣∣χ̂ (ξ −t λη)∣∣ dηdx
From this we obtain that(∫ ∣∣û
λ
τyχ (ξ)
∣∣p dy)1/p
≤ (2π)−n
∫ ∫
χ1
(
x
r (1 + ‖λ‖)
) ∣∣χ̂ (ξ −t λη)∣∣(∫ ∣∣ ̂uτx+λyχ (η)∣∣p dy)1/p dηdx
= (2π)
−n |detλ|−1/p
∫ ∫
χ1
(
x
r (1 + ‖λ‖)
) ∣∣χ̂ (ξ −t λη)∣∣Uχ,p (η) dηdx
= (2π)
−n
rn |detλ|−1/p (1 + ‖λ‖)n Vol ({|x| ≤ 1})
∫
Uχ,p (η)
∣∣χ̂ (ξ −t λη)∣∣ dη
which by integration with respect to ξ gives us
‖u
λ
‖Spw ≤ (2π)
−n rn |detλ|−1/p (1 + ‖λ‖)nVol ({|x| ≤ 1}) ‖χ̂‖
L1
‖u‖Spw .

We shall give now an example which will be developed later in section 6.
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Let Γ ⊂ Rn be a lattice. Let χ ∈ S (Rn). Then ΦΓ,χ =
∑
γ∈Γ |τγχ| ≥ 0,
ΦΓ,χ ∈ BC (Rn) and we have
ΦΓ,χ ≤ pn+1 (χ)
∑
γ∈Γ
τγ 〈·〉−n−1 = pn+1 (χ) fn+1
≤ pn+1 (χ)
2n+1
(
supz∈C 〈z〉n+1
)2
vol (C)
∫
〈y〉−n−1 dy = pn+1 (χ)CΓ,n
where
pn+1 (χ) = supx∈Rn 〈x〉n+1 |χ (x)| .
We introduce the Banach space
Hn+11 =
{
u ∈ S ′ (Rn) : ∂αu ∈ L1 (Rn) , ∀α, |α| ≤ n+ 1} ,
‖u‖Hn+1
1
=
∑
|α|≤n+1
‖∂αu‖L1 , u ∈ Hn+11 .
Lemma 2.23. Hn+11 →֒ S1w (Rn) .
Proof. For γ ∈ Γ we have∫ ∣∣ûτγχ (ξ)∣∣ dξ ≤ ∫ 〈ξ〉−n−1 〈ξ〉n+1 ∣∣ûτγχ (ξ)∣∣ dξ
≤ C
∥∥∥〈·〉−n−1∥∥∥
L1
∑
|α+β|≤n+1
∥∥∥ ̂∂αuτγ∂βχ∥∥∥
L∞
≤ C
∥∥∥〈·〉−n−1∥∥∥
L1
∑
|α+β|≤n+1
∥∥∂αuτγ (∂βχ)∥∥L1 .
By summing with respect to γ ∈ Γ we get
‖u‖S1w,Γ,χ =
∫ ∑
γ∈Γ
∣∣ûτγχ (ξ)∣∣ dξ =∑
γ∈Γ
∫ ∣∣ûτγχ (ξ)∣∣ dξ
≤ C
∥∥∥〈·〉−n−1∥∥∥
L1
∑
|α+β|≤n+1
∑
γ∈Γ
∫ ∣∣∂αuτγ (∂βχ)∣∣ dx
= C
∥∥∥〈·〉−n−1∥∥∥
L1
∑
|α+β|≤n+1
∫
|∂αu|
∑
γ∈Γ
∣∣τγ (∂βχ)∣∣ dx
= C
∥∥∥〈·〉−n−1∥∥∥
L1
∑
|α+β|≤n+1
∫
|∂αu|ΦΓ,∂βχdx
≤ CCΓ,n
∥∥∥〈·〉−n−1∥∥∥
L1
∑
|α+β|≤n+1
pn+1
(
∂βχ
) ‖∂αu‖L1
≤ CCΓ,n
∥∥∥〈·〉−n−1∥∥∥
L1
∑
|β|≤n+1
pn+1
(
∂βχ
) ∑
|α|≤n+1
‖∂αu‖L1
≤ CCΓ,n
∥∥∥〈·〉−n−1∥∥∥
L1
∑
|β|≤n+1
pn+1
(
∂βχ
) ‖u‖Hn+1
1
Hence
‖u‖S1w,χ ≤ CCΓ,n
∥∥∥〈·〉−n−1∥∥∥
L1
∑
|β|≤n+1
pn+1
(
∂βχ
) ‖u‖Hn+1
1
.
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
Let
Sm0 (R
n) = {u ∈ C∞ (Rn) : |∂αu| ≤ Cα 〈·〉m , ∀α} .
Corollary 2.24. If m > n, then S−m0 (R
n) →֒ Hn+11 →֒ S1w (Rn) .
3. A spectral characterization of the ideals Spw
Lemma 3.1. (a) Let χ ∈ S (Rn) and u ∈ S ′ (Rn). Then χ (D) u ∈ S ′ (Rn) ∩
C∞pol (Rn). In fact we have
χ (D)u (x) = (2π)
−n
〈
û, ei〈x,·〉χ
〉
, x ∈ Rn.
(b) Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)) and χ ∈ C∞0 (Rn) (or χ ∈ S (Rn)). Then
Rn × Rn ∋ (x, ξ)→ χ (D − ξ) u (x) = (2π)−n
〈
û, ei〈x,·〉χ (· − ξ)
〉
∈ C
is a C∞-function.
Proof. Apply lemma 2.3. Let ϕ ∈ S (Rnx). We have
〈χ (D)u, ϕ〉 = 〈F−1 (χû) , ϕ〉 = 〈χû,F−1ϕ〉 = (2π)−n 〈χû,F ϕˇ〉
= (2π)
−n 〈F (χû) , ϕˇ〉 = (2π)−n
∫ 〈
û, e−i〈x,·〉χ
〉
ϕˇ (x) dx
= (2π)
−n
∫ 〈
û, ei〈x,·〉χ
〉
ϕ (x) dx
Hence
χ (D)u (x) = (2π)
−n
〈
û, ei〈x,·〉χ
〉
, x ∈ Rn.

Lemma 3.2. Let χ ∈ S (Rn) and u ∈ S ′ (Rn). Then
χ (D − ξ)u (x) = (2π)−n ei〈x,ξ〉ûτxχ̂ (ξ) , x, ξ ∈ Rn.
Proof. Suppose that u, χ ∈ S (Rn). Then using
F
(
ei〈x,·〉χ (· − ξ)
)
(y) =
∫
e−i〈y,η〉ei〈x,η〉χ (η − ξ) dη
=
∫
ei〈x−y,ζ+ξ〉χ (ζ) dζ
= ei〈x−y,ξ〉χ̂ (y − x)
we obtain
χ (D − ξ)u (x) = (2π)−n
∫
ei〈x,η〉χ (η − ξ) û (η) dη
= (2π)−n
∫
F
(
ei〈x,·〉χ (· − ξ)
)
(y)u (y) dy
= (2π)
−n
∫
ei〈x−y,ξ〉χ̂ (y − x)u (y) dy
= (2π)
−n
ei〈x,ξ〉
∫
e−i〈y,ξ〉χ̂ (y − x)u (y) dy
= (2π)
−n
ei〈x,ξ〉ûτxχ̂ (ξ)
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The general case is obtained from the density of S (Rn) in S ′ (Rn) noticing that
both
χ (D − ξ) u (x) = (2π)−n
〈
û, ei〈x,·〉χ (· − ξ)
〉
and
uτxχ̂ (ξ) =
〈
u, e−i〈·,ξ〉χ̂ (· − x)
〉
depend continuously on u. 
Corollary 3.3. Let Γ ⊂ Rn be a lattice, 1 ≤ p ≤ ∞, χ ∈ S (Rn) and u ∈ S ′ (Rn).
Then
‖χ (D − ξ)u‖Lp = (2π)−n Ubχ,p (ξ) , ξ ∈ Rn
and ∥∥∥(χ (D − ξ)u (γ))γ∈Γ∥∥∥
lp(Γ)
= (2π)
−n
UΓ,bχ,p,disc (ξ) , ξ ∈ Rn
Corollary 3.4. Let 1 ≤ p ≤ ∞ and u ∈ S ′ (Rn). Then the following statements
are equivalent:
(a) u ∈ Spw (Rn);
(b) There is χ ∈ S (Rn)r 0 so that ξ → ‖χ (D − ξ) u‖Lp is in L1 (Rn);
(c) There are χ ∈ S (Rn)r 0 and Γ ⊂ Rn a lattice such that
ΦΓ,bχ =
∑
γ∈Γ
|τγχ̂| > 0
⇔ ΨΓ,bχ =∑
γ∈Γ
|τγχ̂|2 > 0

and ξ →
∥∥∥(χ (D − ξ)u (γ))γ∈Γ∥∥∥
lp(Γ)
is in L1 (Rn).
Corollary 3.5. Let 1 ≤ p ≤ ∞ and χ ∈ S (Rn)r 0. Then
Spw (R
n) ∋ u→
∫
‖χ (D − ξ)u‖Lp dξ ≡ |||u|||Spw,χ
is a norm on Spw. The topology defined by this norm coincides with the topology of
Spw.
Lemma 3.6. Let 1 ≤ p ≤ ∞, χ ∈ S (Rn) and v ∈ Lp (Rn). Then χ (D) v ∈ Lp (Rn)
and
‖χ (D) v‖Lp ≤
∥∥F−1χ∥∥
L1
‖v‖Lp .
Proof. We have
χ (D) v = F−1 (χ · v̂) = (2π)−n F
(
χˇ · ̂ˇv)
= (2π)
−n
(2π)
−n
(F χˇ) ∗
(
F ̂ˇv)
= F−1χ ∗ v.
Now Schur’s lemma implies the result. 
The corollary 3.4 enables us to give a spectral characterization of the ideals Spw
which is similar to the well known characterizations of functional spaces by means
of dyadic techniques, the annuli being replaced here by cubes.
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Let Γ ⊂ Rn be a lattice. Let χ ∈ S (Rn). Then ΦΓ,χ =
∑
γ∈Γ |τγχ| ≥ 0,
ΦΓ,χ ∈ BC (Rn) and we have
ΦΓ,χ ≤ pn+1 (χ)
∑
γ∈Γ
τγ 〈·〉−n−1 = pn+1 (χ) fn+1
≤ pn+1 (χ)
2n+1
(
supz∈C 〈z〉n+1
)2
vol (C)
∫
〈y〉−n−1 dy = pn+1 (χ)CΓ,n
where
pn+1 (χ) = supx∈Rn 〈x〉n+1 |χ (x)| .
We now state the spectral characterization theorem which is the core of this paper.
Theorem 3.7. Let Γ ⊂ Rn be a lattice, 1 ≤ p ≤ ∞ and u ∈ S ′ (Rn). Then the
following statements are equivalent:
(a) u ∈ Spw (Rn);
(b) There are Q = QΓ ⊂ Rn a compact subset (which can be chosen the same
for all elements of Spw (R
n)) and (uγ)γ∈Γ ⊂ Lp (Rn) such that
supp (ûγ) ⊂ γ +Q, γ ∈ Γ,∑
γ∈Γ
‖uγ‖Lp <∞,
u =
∑
γ∈Γ
uγ .
Moreover
‖u‖Spw ≈
∑
γ∈Γ
‖uγ‖Lp
Proof. (a) ⇒ (b) Let χΓ ∈ C∞0 (Rn) and RΓ > 0 be such that suppχΓ ⊂ B (0;RΓ)
and
∑
γ∈Γ τγχΓ = 1. For γ ∈ Γ we set uγ = χΓ (D − γ)u.
Let ψ, χ ∈ C∞0 (Rn) be such that suppχ ⊂ B (0; 1),
∫
χ (ξ) dξ = 1 and ψ = 1 on
B (0;RΓ + 1). Then ψ ∗ χ = 1 on suppχΓ i.e. χΓ · (ψ ∗ χ) = χΓ. It follows that
(τγχΓ) ((τγψ) ∗ χ) = (τγχΓ) (τγ (ψ ∗ χ1)) = τγ (χΓ · (ψ ∗ χ)) = τγχΓ.
Let γ ∈ Γ. Using corollary 2.2 the identity (2.3) we get
χΓ (D − γ)u = χΓ (D − γ) ((τγψ) ∗ χ) (D)u
= χΓ (D − γ)
∫
ψ (ξ − γ)χ (D − ξ)udξ
=
∫
ψ (ξ − γ)χΓ (D − γ)χ (D − ξ)udξ
Now we apply the integral version of the Minkowski’s inequality and the previous
lemma. We obtain
‖uγ‖Lp = ‖χΓ (D − γ)u‖Lp
≤
∫
|ψ (ξ − γ)| ‖χΓ (D − γ)χ (D − ξ)u‖Lp dξ
≤ ∥∥F−1χΓ∥∥L1 ∫ |ψ (ξ − γ)| ‖χ (D − ξ)u‖Lp dξ.
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By summing with respect to γ ∈ Γ we get
∑
γ∈Γ
‖uγ‖Lp ≤
∥∥F−1χΓ∥∥L1 ∫
∑
γ∈Γ
|ψ (ξ − γ)|
 ‖χ (D − ξ)u‖Lp dξ
≤ ∥∥F−1χΓ∥∥L1 sup
ξ
∑
γ∈Γ
|ψ (ξ − γ)|
∫ ‖χ (D − ξ)u‖Lp dξ
≤
∥∥F−1χΓ∥∥L1 sup
ξ
ΦΓ,ψ |||u|||Spw,χ
≤ CΓ,n
∥∥F−1χΓ∥∥L1 pn+1 (ψ) |||u|||Spw,χ ,
where
CΓ,n =
2n+1
(
supz∈C 〈z〉n+1
)2
vol (C)
∫
〈y〉−n−1 dy,
pn+1 (ψ) = sup
ξ
〈ξ〉n+1 |ψ (ξ)| .
(b) ⇒ (a) Let χ ∈ C∞0 (Rn). Let V , Q ⊂ V =
◦
V ⋐ Rn and let ϕ ∈ C∞0 (Rn) be
such that ϕ = 1 on suppχ− V . Then
ϕ (γ − ξ)χ (η − ξ)χV (η − γ) = χ (η − ξ)χV (η − γ)
ϕ (γ − ξ)χ (η − ξ)χγ+V (η) = χ (η − ξ)χγ+V (η)
ϕ (γ − ξ)χ (η − ξ) ûγ (η) = χ (η − ξ) ûγ (η)
ϕ (γ − ξ)χ (D − ξ) uγ = χ (D − ξ)uγ
Hence
χ (D − ξ) u =
∑
γ∈Γ
χ (D − ξ)uγ =
∑
γ∈Γ
ϕ (γ − ξ)χ (D − ξ)uγ .
By using the previous lemma we get:
‖χ (D − ξ) u‖Lp ≤
∑
γ∈Γ
|ϕ (γ − ξ)| ∥∥F−1χ∥∥
L1
‖uγ‖Lp
which by integration gives us
|||u|||Spw,χ =
∫
‖χ (D − ξ)u‖Lp dξ
≤ ∥∥F−1χ∥∥
L1
∫ ∑
γ∈Γ
|ϕ (γ − ξ)| ‖uγ‖Lp dξ
=
∥∥F−1χ∥∥
L1
∑
γ∈Γ
(∫
|ϕ (γ − ξ)| dξ
)
‖uγ‖Lp
=
∥∥F−1χ∥∥
L1
‖ϕ‖L1
∑
γ∈Γ
‖uγ‖Lp .
For ϕ, ψ, χ, χΓ ∈ C∞0 (Rn) as above we have
1
‖F−1χ‖L1 ‖ϕ‖L1
|||u|||Spw,χ ≤
∑
γ∈Γ
‖uγ‖Lp ≤ CΓ,n
∥∥F−1χΓ∥∥L1 pn+1 (ψ) |||u|||Spw,χ ,
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with
CΓ,n =
2n+1
(
supz∈C 〈z〉n+1
)2
vol (C)
∫
〈y〉−n−1 dy,
pn+1 (ψ) = sup
ξ
〈ξ〉n+1 |ψ (ξ)| .

Corollary 3.8. Let Γ ⊂ Rn be a lattice, 1 ≤ p ≤ ∞ and u ∈ Spw (Rn).
(a) Then there are Q = QΓ ⊂ Rn a compact subset (which can be chosen the
same for all elements of Spw (R
n)) and (uγ)γ∈Γ ⊂
⋂
q∈[p,∞] L
q (Rn) such that
u =
∑
γ∈Γ
uγ , supp (ûγ) ⊂ γ +Q, γ ∈ Γ
and for any q ∈ [p,∞] we have∑
γ∈Γ
‖uγ‖Lq <∞, ‖u‖Sqw ≈
∑
γ∈Γ
‖uγ‖Lq
(b)
∑
γ∈Γ uγ converges to u in L
q (Rn) for any q ∈ [p,∞].
(c)
∑
γ∈Γ uγ converges to u in BC (Rn).
Proof. These statements are obvious if we take into account the inclusions
1 ≤ p ≤ q ≤ ∞⇒ S1w (Rn) ⊂ Spw (Rn) ⊂ Sqw (Rn) ⊂ S∞w (Rn) ⊂ BC (Rn)
and the definition of the family (uγ)γ∈Γ, uγ = χΓ (D − γ)u, γ ∈ Γ. 
Corollary 3.9. Spw (R
n) ⊂ ⋂q∈[p,∞] Lq (Rn) ∩ BC (Rn).
Proposition 3.10. If 1 ≤ p <∞, then S (Rn) is dense in Spw (Rn).
Proof. We showed that there is a compact subset Q ⊂ Rn, depending on the lattice
Zn, with the property that for any u ∈ Spw (Rn) there is (uk)k∈Zn ⊂ Lp (Rn) such
that
supp (ûk) ⊂ k +Q, k ∈ Zn,∑
k∈Zn
‖uk‖Lp <∞, u =
∑
k∈Zn
uk,
‖u‖Spw ≈
∑
k∈Zn
‖uk‖Lp .
Let k0 ∈ Zn. Then
uk0 =
∑
k∈Zn
δk0kuk
so uk0 ∈ Spw (Rn) and‖uk0‖Spw ≈ ‖uk0‖Lp . Therefore, the series
∑
k∈Zn uk converges
to u in Spw (R
n). In view of this convergence, it is sufficient to approximate uk by
elements of S (Rn) for any k ∈ Zn.
Letϕ ∈ C∞0 (Rn) be such that suppϕ ⊂ B (0; 1),
∫
ϕ (ξ) dξ = (2π)
n
. For ε ∈ (0, 1],
set ϕε = ε
−nϕ (·/ε), ψ = F−1ϕ, ψε = F−1ϕε = ψ (ε·). Since
ψ̂εuk = (2π)
−n ψ̂ε ∗ ûk = (2π)−n ϕε ∗ ûk ∈ C∞0 (Rn) ,
supp
(
ψ̂εuk
)
⊂ suppϕε + supp (ûk) ⊂ εB (0; 1) +Q ⊂ B (0; 1) +Q.
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it follows that ψεuk ∈ S (Rn). Then using the spectral characterization theorem,
Lebesgue’s dominated convergence theorem and ψ (0) = 1 we obtain that
‖uk − ψεuk‖Spw ≤ Cst ‖uk − ψ
εuk‖Lp → 0, as ε→ 0.

The last result is not true if p = ∞. Suppose that S (Rn) is dense in S∞w (Rn).
Then there is ψ ∈ S (Rn) so that
‖1− ψ‖∞ ≤ C ‖1− ψ‖S∞w (Rn) <
1
2
.
If ϕ ∈ C∞0 (Rn) satisfies
‖ψ − ϕψ‖∞ <
1
2
,
then
1 ≤ ‖1− ϕψ‖∞ ≤ ‖1− ψ‖∞ + ‖ψ − ϕψ‖∞ <
1
2
+
1
2
= 1
contradiction!
In the case of Sjo¨strand algebra we shall prove that BC∞ (Rn) is dense in Sw (Rn).
The next result completes lemma 3.6.
Lemma 3.11. If χ ∈ S (Rn) and u ∈ L∞ (Rn), then χ (D)u ∈ BC∞ (Rn) and
‖Dαχ (D)u‖L∞ ≤
∥∥DαF−1χ∥∥
L1
‖u‖L∞ .
Proof. Since Dαχ (D) u = χα (D)u with χα = ξ
αχ ∈ S (Rn), it is sufficient to show
that χ (D)u ∈ BC (Rn) and
‖χ (D)u‖L∞ ≤
∥∥F−1χ∥∥
L1
‖u‖L∞ .
In this case we have
χ (D) u = F−1χ ∗ u.
This representation implies
|χ (D)u (x)− χ (D)u (y)| ≤
∥∥F−1χ (x− ·)−F−1χ (y − ·)∥∥
L1
‖u‖L∞ ,
‖χ (D)u‖L∞ ≤
∥∥F−1χ∥∥
L1
‖u‖L∞ .
Hence χ (D) u ∈ BC∞ (Rn) and
‖Dαχ (D)u‖L∞ ≤
∥∥DαF−1χ∥∥
L1
‖u‖L∞ .

Lemma 3.12. (a) BCn+1 (Rn) ⊂ Sw (Rn) .
(b) BC∞ (Rn) is dense in Sw (Rn).
Proof. (a) If n is odd, then n+ 1 is even and 〈ξ〉n+1 is a polynomial in ξ of degree
n+ 1. Then
ûτyχ (ξ) = 〈ξ〉−n−1 F
(
〈D〉n+1 (uτyχ)
)
(ξ) , ξ ∈ Rn.
It follows that there is a continuous seminorm p on S (Rn) so that
sup
y∈Rn
∣∣ûτyχ (ξ)∣∣ ≤ p (χ) ‖u‖BCn+1 〈ξ〉−n−1 , ξ ∈ Rn
and ξ → 〈ξ〉−n−1 belongs to L1 (Rn) .
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If n is even, then 〈ξ〉n is polynomial in ξ of degree n. For 1 ≤ j ≤ n we denote
by Γj the closed cone
{
ξ :
√
n
∣∣ξj∣∣ ≥ |ξ|}. Now we make use of a simple identity
ûτyχ (ξ) = 〈ξ〉−n
(
ξj + i
)−1 F ((Dj + i) 〈D〉n (uτyχ)) (ξ) .
It follows that there is a continuous seminorm pj on S (Rn) so that
sup
y∈Rn
∣∣ûτyχ (ξ)∣∣ ≤ pj (χ) ‖u‖BCn+1 〈ξ〉−n−1 , ξ ∈ Γj .
Since Rn =
⋃n
j=1 Γj it follows that there is a continuous seminorm p on S (Rn) such
that
sup
y∈Rn
∣∣ûτyχ (ξ)∣∣ ≤ p (χ) ‖u‖BCn+1 〈ξ〉−n−1 , ξ ∈ Rn
with ξ → 〈ξ〉−n−1 in L1 (Rn) .
(b) We proceed as in the proof of proposition 3.10. The spectral characterization
theorem implies that there is a compact subset Q ⊂ Rn, depending on the lattice
Zn, with the property that for any u ∈ Spw (Rn) there is (uk)k∈Zn ⊂ Lp (Rn) such
that
supp (ûk) ⊂ k +Q, k ∈ Zn,∑
k∈Zn
‖uk‖L∞ <∞, u =
∑
k∈Zn
uk,
‖u‖Sw ≈
∑
k∈Zn
‖uk‖L∞ .
Let k0 ∈ Zn. Then
uk0 =
∑
k∈Zn
δk0kuk
so uk0 ∈ Sw (Rn) and ‖uk0‖Sw ≈ ‖uk0‖L∞ . It follows that
∑
k∈Zn uk converges to
u in Sw (Rn). Let χ ∈ C∞0 (Rn) be such that χ = 1 on Q. Set χk = τkχ. Then
previous lemma shows that uk = χk (D) uk ∈ BC∞ (Rn), so for any finite subset
F ⊂ Zn, ∑k∈F uk ∈ BC∞ (Rn). 
Corollary 3.13. Let 1 ≤ p ≤ ∞ and u ∈ S ′ (Rn). Then the following statements
are equivalent:
(a) u ∈ Spw (Rn);
(b) There are Q ⊂ Rn a compact subset (which can be chosen the same for all
elements of Spw (R
n)) and (uk)k∈Zn ⊂ Lp (Rn) such that
supp (ûk) ⊂ Q,∑
k∈Zn
‖uk‖Lp <∞,
u =
∑
k∈Zn
ei〈·,k〉uk.
Moreover
‖u‖Spw ≈
∑
k∈Zn
‖uk‖Lp
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Proof. (a) ⇒ (b) There are Q ⊂ Rn a compact subset (which can be chosen the
same for all elements of Spw (R
n)) and (vk)k∈Zn ⊂ Lp (Rn) such that
supp (v̂k) ⊂ k +Q, k ∈ Zn,∑
k∈Zn
‖vk‖Lp <∞,
u =
∑
k∈Zn
vk.
We set uk = F−1 (τ−kv̂k). Then
supp (ûk) ⊂ Q, v̂k = τkûk
and
vk (x) = e
i〈x,k〉uk (x) , ‖vk‖Lp = ‖uk‖Lp .
(b) ⇒ (a) There are Q ⊂ Rn a compact subset (which can be chosen the same
for all elements of Spw (R
n)) and (uk)k∈Zn ⊂ Lp (Rn) such that
supp (ûk) ⊂ Q,∑
k∈Zn
‖uk‖Lp <∞,
u =
∑
k∈Zn
ei〈·,k〉uk.
We set vk = e
i〈·,k〉uk, k ∈ Zn. Then
v̂k = τkûk, supp (v̂k) ⊂ k +Q, ‖vk‖Lp = ‖uk‖Lp , k ∈ Zn
and u =
∑
k∈Zn vk. 
Lemma 3.14. Let 1 ≤ p ≤ ∞, u ∈ Spw (Rn) and (uk)k∈Zn ⊂ Lp (Rn) be such that
supp (ûk) ⊂ Q,
∑
k∈Zn
‖uk‖Lp <∞, u =
∑
k∈Zn
ei〈·,k〉uk.
Then (uk)k∈Zn ⊂ C∞ (Rn) and for any α ∈ Nn there is Cα such that
‖∂αuk‖Lp ≤ Cα ‖uk‖Lp , k ∈ Zn.
Proof. Let χ ∈ C∞0 (Rn) be such that χ = 1 on a neighborhood of Q. Then
ûk = χûk, uk =
(F−1χ) ∗ uk for any k ∈ Zn. It follows
∂αuk =
(
∂α
(F−1χ)) ∗ uk,
‖∂αuk‖Lp ≤
∥∥F−1 (ξαχ)∥∥
L1
‖uk‖Lp , k ∈ Zn.

The sequence (uk)k∈Zn introduced in the corollary 3.13 is defined as follows. We
choose χZn ∈ C∞0 (Rn) so that
∑
k∈Zn χZn (· − k) = 1 and for k ∈ Zn we put
uk = F−1 (τ−kv̂k) , vk = F−1 (χZn (· − k) û) .
Hence for k ∈ Zn we have
uk = F−1 (τ−k ((τkχZn) û)) = F−1 (χZn · τkû)
= F−1χZn · F
(
e−i〈·,k〉u
)
= χZn (D)
(
e−i〈·,k〉u
)
= Sku
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where Sk = χZn (D) ◦Me−i〈·,k〉 , k ∈ Zn.
It follows corollary 3.13 that the linear operator
S : Spw (R
n)→ l1 (Zn, Lp (Rn)) , Su = (Sku)k∈Zn
is well defined and continuous. In addition we have that
u =
∑
k∈Zn
ei〈·,k〉Sku.
On the other hand, the same corollary implies that for any χ ∈ C∞0 (Rn) the operator
Rχ : l
1 (Zn, Lp (Rn))→ Spw (Rn) ,
Rχ
(
(uk)k∈Zn
)
=
∑
k∈Zn
ei〈·,k〉χ (D)uk
is well defined and continuous.
If χ = 1 on a neighborhood of suppχ
Zn
, then χχ
Zn
= χ
Zn
and as a consequence
RχS = IdSpw(Rn):
RχSu =
∑
k∈Zn
ei〈·,k〉χ (D)Sku =
∑
k∈Zn
ei〈·,k〉χ (D)χ
Zn
(D)
(
e−i〈·,k〉u
)
=
∑
k∈Zn
ei〈·,k〉χZn (D)
(
e−i〈·,k〉u
)
=
∑
k∈Zn
ei〈·,k〉Sku
= u.
Thus we proved the following result.
Proposition 3.15. Under the above conditions, the operatorRχ : l
1 (Zn, Lp (Rn))→
Spw (R
n) is a retract.
Using the results of [Tri] section 1.18 we obtain the following corollary.
Corollary 3.16. For 0 < θ < 1
S
1
1−θ
w (Rn) =
[
S1w (R
n) , S∞w (R
n)
]
θ
We shall now use the spectral characterization theorem to prove some properties
of the ideals Spw.
Let A = tA be a non-singular real matrix. Let Φ = ΦA be the real non-singular
quadratic form in Rn defined by ΦA (x) = −〈Ax, x〉 /2, x ∈ Rn. Then
êiΦA (ξ) = (2π)n/2 |detA|− 12 e piisgnA4 e−i〈A−1ξ,ξ〉/2
This formula suggests the introduction of the operator TA : S (Rn) → S ′ (Rn)
defined by
TAu = (2π)
−n/2 |detA| 12 e−piisgnA4 eiΦA ∗ u.
Since
T̂Au = (2π)
−n/2 |detA| 12 e−piisgnA4 ̂eiΦA ∗ u
= (2π)
−n/2 |detA| 12 e−piisgnA4 êiΦA · û
= eiΦA−1 · û
it follows that TA : S (Rn)→ S (Rn) is invertible and T−1A = T−A.
Remark 3.17. supp
(
T̂Au
)
= supp (û) .
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Lemma 3.18. Let 1 ≤ p ≤ ∞ and u ∈ Spw (Rn). Then TAu ∈ Spw (Rn) and the
operator TA : S
p
w (R
n)→ Spw (Rn) is bounded. In addition, the map
GL (n,R) ∩ S (n) ∋ A→ TAu ∈ Spw (Rn)
is continuous. Here S (n) is the vector space o f n× n real symmetric matrices.
Proof. Let u ∈ Spw (Rn). There are Q ⊂ Rn a compact subset and (uk)k∈Zn ⊂
Lp (Rn) such that
supp (ûk) ⊂ k +Q, k ∈ Zn,∑
k∈Zn
‖uk‖Lp <∞,
u =
∑
k∈Zn
uk.
Let χ ∈ C∞0 (Rn) be such that χ = 1 on a neighborhood of Q. Then for any k ∈ Zn,
ûk = (τkχ) · ûk so
uk =
(F−1 (τkχ)) ∗ uk = (ei〈·,k〉F−1 (χ)) ∗ uk = (ei〈·,k〉ψ) ∗ uk,
where ψ = F−1 (χ). If we set
CA,n = (2π)
−n/2 |detA| 12 e−piisgnA4 ,
then
TAuk = CA,ne
iΦA ∗ uk = CA,neiΦA ∗
(
ei〈·,k〉ψ
)
∗ uk.
Since
eiΦA ∗
(
ei〈·,k〉ψ
)
(x) =
∫
ei[−〈A(x−y),x−y〉/2+〈y,k〉]ψ (y)dy
= eiΦA(x)
∫
ei〈y,Ax+k〉eiΦA(y)ψ (y) dy
= eiΦA(x)ΨA (Ax+ k)
where ΨA = F
(
eiΦAψˇ
)
it follows that
‖TAuk‖Lp ≤ (2π)−n/2 |detA|
1
2 ‖ΨA (A ·+k)‖L1 ‖uk‖Lp
= (2π)−n/2 |detA|− 12 ‖ΨA‖L1 ‖uk‖Lp , k ∈ Zn.
By summing with respect to k ∈ Zn we get
‖TAu‖Spw ≈
∑
k∈Zn
‖TAuk‖Lp
≤ (2π)−n/2 |detA|− 12 ‖ΨA‖L1
∑
k∈Zn
‖uk‖Lp
≈ (2π)−n/2 |detA|− 12 ‖ΨA‖L1 ‖u‖Spw
Let V0 be a compact neighborhood of A0 ∈ GL (n,R)∩ S (n). Let S = {Al}l≥1 ⊂
V0 be a sequence such that Al → A0. Then
eiΦAl ψˇ → eiΦA0 ψˇ, F (eiΦAl ψˇ)→ F (eiΦA0 ψˇ)
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in S ′ (Rn). Let S′ = {Alm}m≥1 ≡ {A′m}m≥1 be a subsequence of S. Since V0 is a
compact set and S (Rn) is a Montel space, it follows that there is a subsequence
S′′ =
{
A′mj
}
j≥1
≡ {A′′j }j≥1 of S′ and f, g ∈ S (Rn) such that
e
iΦA′′
j ψˇ → f, F
(
e
iΦA′′
j ψˇ
)
→ g
in S (Rn). Then f = eiΦA0 ψˇ, g = F (eiΦA0 ψˇ). So any subsequence of {eiΦAl ψˇ}
l≥1
(respectively of
{F (eiΦAl ψˇ)}
l≥1
) contains a subsequence convergent to eiΦA0 ψˇ
(respectively to F (eiΦA0 ψˇ)). This shows that
eiΦAl ψˇ → eiΦA0 ψˇ, F (eiΦAl ψˇ)→ F (eiΦA0 ψˇ)
in S (Rn).
Since V0 is a compact neighborhood of A0, the map
GL (n,R) ∩ S (n) ∋ A→ ΨA = F
(
eiΦAψˇ
) ∈ S (Rn)
is continuous and
‖TAuk‖Lp ≤ (2π)−n/2 |detA|
1
2 ‖ΨA (A ·+k)‖L1 ‖uk‖Lp
= (2π)
−n/2 |detA|− 12 ‖ΨA‖L1 ‖uk‖Lp , k ∈ Zn, A ∈ V0,
there corresponds a constant C = C (V0, n) such that we have∑
k∈Zn
‖TAuk‖Lp ≤ C
∑
k∈Zn
‖uk‖Lp , A ∈ V0.
Arguing as above, we can show that for any k ∈ Zn the map
A→ eiΦA ∗
(
ei〈·,k〉ψ
)
= eiΦA(·)ΨA (A ·+k) ∈ S (Rn)
is continuous. Otherwise, we put φˇ = êi〈·,k〉ψ and use Fourier transformation to
obtain the equality
F
(
eiΦA ∗
(
ei〈·,k〉ψ
))
= (2π)
n/2 |detA|− 12 e piisgnA4 eiΦA−1 φˇ.
Now the results already proved show the continuity of the maps
A→ F
(
eiΦA ∗
(
ei〈·,k〉ψ
))
, A→ eiΦA ∗
(
ei〈·,k〉ψ
)
.
It follows that the map
A→ TAuk = CA,neiΦA ∗ uk
= CA,ne
iΦA ∗
(
ei〈·,k〉ψ
)
∗ uk
= CA,n
(
eiΦA(·)ΨA (A ·+k)
)
∗ uk ∈ Lp.
is continuous.
Finally by an ε/3-argument we obtain the desired continuity. More specifically,
for V0 and ε > 0 there is δ0 > 0 and finite set Fε ⊂ Zn so that ‖A−A0‖ < δ0
implies A ∈ V0 and ∑
k/∈Fε
‖TAuk‖Lp < ε/3, A ∈ V0.
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Let 0 < δε ≤ δ0 be such that ‖A−A0‖ < δε implies∑
k∈Fε
‖TAuk − TA0uk‖Lp < ε/3.
Then for ‖A−A0‖ < δε we have
‖TAu− TA0u‖Spw ≈
∑
k∈Zn
‖TAuk − TA0uk‖Lp
≤
∑
k∈Fε
‖TAuk − TA0uk‖Lp +
∑
k/∈Fε
‖TAuk‖Lp +
∑
k/∈Fε
‖TA0uk‖Lp
< ε/3 + ε/3 + ε/3 = ε.

We shall now use the spectral characterization theorem to obtain a new proof of
lemma 2.21 (c). We start with an auxiliary result.
Lemma 3.19. (a) Let u ∈ S ′
(
Rn
′ × Rn′′
)
, f, g ∈ S
(
Rn
′
)
and h ∈ S
(
Rn
′′
)
.
Then
〈u, (f ∗ g)⊗ h〉 =
∫
f (x′) 〈u, (τx′g)⊗ h〉 dx′.
(b) Let f ∈ L1
(
Rn
′
)
, g ∈ Lq
(
Rn
′′
)
and u ∈ Lp
(
Rn
′ × Rn′′
)
, where p, q ∈
[1,∞], 1p + 1q = 1. Then
v (x′) =
∫∫
f (y′) g (y′′)u (x′ − y′, y′′) dy′dy′′,
defined almost everywhere, is in Lp
(
Rn
′
)
and
‖v‖Lp ≤ ‖f‖L1 ‖g‖Lq ‖u‖Lp .
Proof. (a) Let F ∈ S ′
(
Rn
′ × Rn′ × Rn′′
)
, defined by
F (x′, y′, y′′) = f (x′) g (y′ − x′)h (y′′) = (f ⊗ g ⊗ h) ◦ S (x′, y′, y′′) ,
where
S : Rn
′ × Rn′ × Rn′′ → Rn′ × Rn′ × Rn′′ ,
S (x′, y′, y′′) = (x′, y′ − x′, y′′) , S ≡
 I 0 0−I I 0
0 0 I
 .
We consider 1⊗ u ∈ S ′
(
Rn
′ × Rn′ × Rn′′
)
and calculate 〈1⊗ u, F 〉. We have
〈1⊗ u, F 〉 = 〈1 (x′) , 〈u (y′, y′′) , f (x′) g (y′ − x′)h (y′′)〉〉
=
∫
f (x′) 〈u, (τx′g)⊗ h〉 dx′
and
〈1⊗ u, F 〉 = 〈u (y′, y′′) , 〈1 (x′) , f (x′) g (y′ − x′)h (y′′)〉〉
= 〈u (y′, y′′) , ((f ∗ g)⊗ h) (y′, y′′)〉
= 〈u, (f ∗ g)⊗ h〉
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hence
〈u, (f ∗ g)⊗ h〉 =
∫
f (x′) 〈u, (τx′g)⊗ h〉 dx′.
(b) We evaluate
∫∫ |f (y′) g (y′′)u (x′ − y′, y′′)| dy′dy′′. Using Holder’s inequality
we obtain:
|v (x′)| ≤
∫∫
|f (y′) g (y′′)u (x′ − y′, y′′)| dy′dy′′
=
∫
|f (y′)|
(∫
|g (y′′)| |u (x′ − y′, y′′)| dy′′
)
dy′
≤
∫
|f (y′)|
(∫
|g (y′′)|q dy′′
)1/q (∫
|u (x′ − y′, y′′)|p dy′′
)1/p
dy′
= ‖g‖Lq
∫
|f (y′)|
(∫
|u (x′ − y′, y′′)|p dy′′
)1/p
dy′
Next we apply the integral version of the Minkowski’s inequality:
‖v‖Lp ≤ ‖g‖Lq
∫
|f (y′)|
∥∥∥∥∥
(∫
|u (· − y′, y′′)|p dy′′
)1/p∥∥∥∥∥
Lp
dy′
= ‖f‖L1 ‖g‖Lq ‖u‖Lp .

Suppose that Rn = Rn
′ × Rn′′ . Let u ∈ S ′
(
Rn
′ × Rn′′
)
be such that û ∈
E ′
(
Rn
′ × Rn′′
)
. Then u (x) = (2π)−n
〈
û, ei〈x,·〉
〉
is a smooth function with slow
growth which can be extended to an entire analytic function in Cn. Therefore v =
u|Rn′×{0} is well defined and v ∈ S ′
(
Rn
′
)
. Let χ′ ∈ C∞0
(
Rn
′
)
and χ′′ ∈ C∞0
(
Rn
′′
)
such that χ = χ′ ⊗ χ′′ = 1 on a neighborhood of the support of û.
Lemma 3.20. Let ϕ ∈ S
(
Rn
′
)
. Then
〈v̂, ϕ〉 = (2π)−n′′ 〈û, (ϕχ′)⊗ χ′′〉 .
Proof. We have
u (x′, x′′) = (2π)−n
〈
û, ei〈x,·〉
〉
= (2π)−n
〈
û, ei〈x,·〉χ
〉
= (2π)
−n
〈
û, ei〈x′,·〉χ′ ⊗ ei〈x′′,·〉χ′′
〉
= (2π)
−n
〈
u, ̂ei〈x′,·〉χ′ ⊗ ̂ei〈x′′,·〉χ′′
〉
= (2π)−n
〈
u, τx′ χ̂′ ⊗ τx′′ χ̂′′
〉
.
Hence v (x′) = u (x′, 0) = (2π)
−n
〈
u, τx′χ̂′ ⊗ χ̂′′
〉
is a smooth function with slow
growth which can be extended to an entire analytic function in Cn
′
. Applying
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lemma 3.19 (a) we obtain that
〈v̂, ϕ〉 = 〈v, ϕ̂〉 = 〈u (·, 0) , ϕ̂〉 =
∫
ϕ̂ (x′)u (x′, 0)
= (2π)
−n
∫
ϕ̂ (x′)
〈
u, τx′χ̂′ ⊗ χ̂′′
〉
dx′
= (2π)
−n
〈
u,
(
ϕ̂ ∗ χ̂′
)
⊗ χ̂′′
〉
= (2π)−n
′′
〈
u, ϕ̂χ′ ⊗ χ̂′′
〉
= (2π)−n
′′ 〈û, (ϕχ′)⊗ χ′′〉 .

Corollary 3.21. supp (v̂) ⊂ pr
Rn
′ (supp (û)) .
Otherwise, we can use lemma 3.1. Suppose that Rn = Rn
′ × Rn′′ . Let u ∈
S ′
(
Rn
′ × Rn′′
)
and χ ∈ S
(
Rn
′ × Rn′′
)
. Then χ (D)u ∈ S ′ (Rn) ∩ C∞pol (Rn). In
fact we have
χ (D)u (x) = (2π)
−n
〈
û, ei〈x,·〉χ
〉
, x ∈ Rn.
If (uj)j∈N ⊂ S ′
(
Rn
′ × Rn′′
)
, uj → u in S ′, then for any x ∈ Rn we have
χ (D)uj (x) = (2π)
−n
〈
ûj , e
i〈x,·〉χ
〉
→ (2π)−n
〈
û, ei〈x,·〉χ
〉
= χ (D) u (x) .
Using Banach-Steinhaus’ theorem it follows that there is a seminorm p on S (Rn)
such that
|χ (D) uj (x)| ≤ p
(
ei〈x,·〉χ
)
.
Therefore there are C > 0 and N ∈ N such that
|χ (D) uj (x)| ≤ C 〈x〉N , x ∈ Rn.
Since χ (D)u ∈ S ′ (Rn) ∩ C∞pol (Rn), vχ = χ (D)u|Rn′×{0} is well defined and
vχ ∈ S ′
(
Rn
′
)
∩ C∞pol
(
Rn
′
)
. If (uj)j∈N ⊂ S ′
(
Rn
′ × Rn′′
)
and uj → u in S ′, then
vjχ = χ (D)uj|Rn′×{0} → vχ = χ (D) u|Rn′×{0} pointwise and there are C > 0 and
N ∈ N such that
|vjχ (x′)| ≤ C 〈x′〉N , x′ ∈ Rn
′
.
Using the dominated convergence theorem we obtain vjχ → vχ in S ′
(
Rn
′
)
.
Lemma 3.22. Let ϕ ∈ S
(
Rn
′
)
. Then
〈v̂χ, ϕ〉 = (2π)−n
′′ 〈û, χ (ϕ⊗ 1)〉 .
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Proof. It is sufficient to prove the equality for u ∈ S
(
Rn
′ × Rn′′
)
, the general case
follows by continuity. Let u ∈ S
(
Rn
′ × Rn′′
)
and ϕ ∈ S
(
Rn
′
)
. Then
〈v̂χ, ϕ〉 = 〈vχ, ϕ̂〉 = 〈ϕ̂⊗ δ, χ (D) u〉
= (2π)
−n′′
〈
ϕ̂⊗ 1̂, χ (D)u
〉
= (2π)
−n′′ 〈ϕ⊗ 1, χû〉
= (2π)−n
′′ 〈û, χ (ϕ⊗ 1)〉 .

Lemma 3.23. Let L ⊂ Rn be a linear subspace. Then the map
Spw (R
n) ∋ u→ u|L ∈ Spw (L)
is well defined and continuous.
Proof. We can assume L = Rn
′ × {0} where Rn = Rn′ × Rn′′ . By corollary 3.8
there are a compact subset Q ⊂ Rn and a sequence (uk)k∈Zn ⊂ Lp (Rn) such that
u =
∑
k∈Zn
uk, supp (ûk) ⊂ k +Q, k ∈ Zn
and ∑
k∈Zn
‖uk‖Lp <∞, ‖u‖Spw ≈
∑
k∈Zn
‖uk‖Lp .
The series
∑
k∈Zn uk converges to u in BC (Rn).
Let v = u|Rn′×{0} and wk = uk|Rn′×{0}, k ∈ Zn. Then by the previous lemma
supp (ŵk) ⊂ prRn′ (supp (ûk)) ⊂ k′ + prRn′ (Q) , k = (k′, k′′) ∈ Zn.
Let χ′ ∈ S
(
Rn
′
)
and χ′′ ∈ S
(
Rn
′′
)
be such that χ̂′ ⊗ χ̂′′ ∈ C∞0
(
Rn
′ × Rn′′
)
and
χ̂′ ⊗ χ̂′′ = 1 on a neighborhood of the set Q. Then τk
(
χ̂′ ⊗ χ̂′′
)
ûk = ûk. Hence(
ei〈·,k′〉χ′ ⊗ ei〈·,k′′〉χ′′
)
∗ uk = uk, k ∈ Zn.
It follows that
wk (x
′) =
(
ei〈·,k′〉χ′ ⊗ ei〈·,k′′〉χ′′
)
∗ uk (x′, 0)
=
∫∫
ei〈y′.k′〉χ′ (y′) ei〈y′′.k′′〉χ′′ (y′′)uk (x′ − y′,−y′′) dy′dy′′.
If we use lemma 3.19 we obtain that wk ∈ Lp
(
Rn
′
)
and
‖wk‖Lp ≤ ‖χ′‖L1 ‖χ′′‖Lq ‖uk‖Lp , k ∈ Zn.
Let k′ ∈ Zn′ . Put
vk′ =
∑
k′′∈Zn′′
w(k′,k′′).
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Then vk′ ∈ Lp
(
Rn
′
)
,
‖vk′‖Lp ≤ ‖χ′‖L1 ‖χ′′‖Lq
∑
k′′∈Zn′′
∥∥u(k′,k′′)∥∥Lp ,
supp (v̂k′ ) ⊂
⋃
k′′∈Zn′′
supp
(
ŵ(k′,k′′)
) ⊂ k′ + pr
Rn
′ (Q) , k′ ∈ Zn′
and
∑
k′∈Zn′
‖vk′‖Lp ≤ ‖χ′‖L1 ‖χ′′‖Lq
 ∑
k′∈Zn′
∑
k′′∈Zn′′
∥∥u(k′,k′′)∥∥Lp

= ‖χ′‖L1 ‖χ′′‖Lq
∑
k∈Zn
‖uk‖Lp <∞.
Hence v ∈ Spw
(
Rn
′
)
and ‖v‖Spw ≤ Cst ‖u‖Spw . 
The spectral characterization of ideals Spw enables us to establish Ho¨lder and
Young type inequalities i.e.
(1) Spw · Sqw ⊂ Srw if 1 ≤ p, q, r ≤ ∞ and 1p + 1q = 1r .
(2) Lq ∗ Spw ⊂ Srw if 1 ≤ p, q, r ≤ ∞ and 1p + 1q = 1 + 1r .
Lemma 3.24. Let u, v ∈ S ′ (Rn).
(a) If û, v̂ ∈ E ′ (Rn), then uv ∈ S ′ (Rn), ûv = (2π)−n û ∗ v̂ and
supp (ûv) ⊂ supp (û) + supp (v̂) .
(b) If u ∈ Lp (Rn) , v ∈ Lq (Rn), where 1 ≤ p, q, r ≤ ∞ and 1p + 1q = 1 + 1r , then
u ∗ v ∈ Lr (Rn) ⊂ S ′ (Rn) and
supp (û ∗ v) ⊂ supp (û) ∩ supp (v̂) .
Proof. (a) Since û, v̂ ∈ E ′ (Rn) it follows that u (x) = (2π)−n 〈û, ei〈x,·〉〉, v (x) =
(2π)
−n 〈
v̂, ei〈x,·〉
〉
. Therefore u and v are smooth functions with slow growth which
can be extended to an entire analytic functions in Cn. Hence uv ∈ S ′ (Rn). We
have
F
(
(2π)
−n
û ∗ v̂
)
= (2π)
−n ̂̂û̂v = (2π)n uˇvˇ = ûv = F ûv.
Here we used the relation ̂̂w = (2π)n wˇ, w ∈ S ′ (Rn), where wˇ (x) = w (−x). Since
F is an isomorphism it follows that ûv = (2π)−n û ∗ v̂.
(b) If u ∈ S (Rn) and v ∈ Lq (Rn), then û ∗ v = ûv̂ and supp (û ∗ v) ⊂ supp (v̂).
Let u ∈ Lp (Rn) and v ∈ Lq (Rn). Let (uj)j∈N ⊂ S (Rn) such that uj → u in
Lp (Rn). Then uj ∗v → u∗v in Lr (Rn) ⊂ S ′ (Rn). Hence ûj ∗ v → û ∗ v in S ′ (Rn).
Since supp
(
ûj ∗ v
) ⊂ supp (v̂) for any j ∈ N, it follows that supp (û ∗ v) ⊂ supp (v̂).
Similarly, it is shown that supp
(
û ∗ v) ⊂ supp (û). 
Proposition 3.25. Let 1 ≤ p, q, r ≤ ∞.
(a) If 1p +
1
q =
1
r , then S
p
w · Sqw ⊂ Srw.
(b) If 1p +
1
q = 1 +
1
r , then L
q ∗ Spw ⊂ Srw.
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Proof. (a) Let u ∈ Spw and v ∈ Sqw. It follows from corollary 3.8 that there are two
compact sets Qu, Qv ⊂ Rn and two sequences (uk)k∈Zn ⊂ Lp (Rn) and (vl)l∈Zn ⊂
Lq (Rn) such that
u =
∑
k∈Zn
uk, supp (ûk) ⊂ k +Qu, k ∈ Zn,
v =
∑
l∈Zn
, supp (v̂l) ⊂ l +Qv, l ∈ Zn
and ∑
k∈Zn
‖uk‖Lp < ∞, ‖u‖Spw ≈
∑
k∈Zn
‖uk‖Lp ,∑
l∈Zn
‖vl‖Lq < ∞, ‖v‖Sqw ≈
∑
k∈Zn
‖vl‖Lq .
The usual Ho¨lder inequality implies ukvl ∈ Lr (Rn) and ‖ukvl‖Lr ≤ ‖uk‖Lp ‖vl‖Lq .
For each m ∈ Zn we put
wm =
∑
k+l=m
ukvl.
Then wm ∈ Lr (Rn) and∑
m∈Zn
‖wm‖Lr =
∑
m∈Zn
∑
k+l=m
‖ukvl‖Lr
≤
∑
m∈Zn
∑
k+l=m
‖uk‖Lp ‖vl‖Lq
=
(∑
k∈Zn
‖uk‖Lp
)(∑
k∈Zn
‖vl‖Lq
)
<∞.
Also we have
supp (ŵm) ⊂
⋃
k+l=m
supp (ûkvl) ⊂
⋃
k+l=m
(supp (ûk) + supp (v̂l))
⊂
⋃
k+l=m
(k +Qu + l+Qv) ⊂ m+Qu +Qv.
Hence uv ∈ Srw and ‖uv‖Srw ≤ Cst ‖u‖Spw ‖v‖Sqw .
(b) Let v ∈ Lq and u ∈ Spw. By corollary 3.8 there are a compact subset Qu ⊂ Rn
and a sequence (uk)k∈Zn ⊂ Lp (Rn) such that
u =
∑
k∈Zn
uk, supp (ûk) ⊂ k +Qu, k ∈ Zn,
and ∑
k∈Zn
‖uk‖Lp <∞, ‖u‖Spw ≈
∑
k∈Zn
‖uk‖Lp .
Let k ∈ Zn. Then the usual Young inequality implies v ∗ uk ∈ Lr (Rn) and
‖v ∗ uk‖Lr ≤ ‖v‖Lq ‖uk‖Lp . Also we have supp
(
v̂ ∗ uk
) ⊂ supp (ûk) ⊂ k + Qu.
Thus
v ∗ u =
∑
k∈Zn
v ∗ uk, supp
(
v̂ ∗ uk
) ⊂ k +Qu, k ∈ Zn,
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and ∑
k∈Zn
‖v ∗ uk‖Lr ≤ ‖v‖Lq
∑
k∈Zn
‖uk‖Lp <∞.
Hence v ∗ u ∈ Srw and ‖v ∗ u‖Srw ≤ Cst ‖v‖Lq ‖u‖Spw . 
4. Schatten-class properties of pseudo-differential operators
(τ ∈ EndR (Rn))
The spectral characterization of ideals Spw allows us to deal with Schatten-von
Neumann class properties of pseudo-differential operators.
Let τ ∈ EndR (Rn) ≡Mn×n (R), a ∈ S (Rn × Rn), v ∈ S (Rn × Rn). We define
Opτ (a) v (x) = a
τ (X,D) v (x)
= (2π)
−n
∫∫
ei〈x−y,η〉a ((1− τ )x+ τy, η) v (y) dydη.
If u, v ∈ S (Rn), then
〈Opτ (a) v, u〉 = (2π)−n
∫∫∫
ei〈x−y,η〉a ((1− τ) x+ τy, η)u (x) v (y) dxdydη
=
〈((
1⊗F−1) a) ◦ Cτ , u⊗ v〉 ,
where
Cτ : Rn × Rn → Rn × Rn, Cτ (x, y) = ((1− τ )x+ τy, x− y) .
We can define Opτ (a) as an operator in B (S,S ′) for any a ∈ S ′ (Rn × Rn) by
〈Opτ (a) v, u〉S,S′ =
〈KOpτ (a), u⊗ v〉 ,
KOpτ (a) =
((
1⊗F−1) a) ◦ Cτ
Let a = ei(〈x,k〉+〈l,η〉)b =
(
ei〈·,k〉 ⊗ ei〈l,·〉) b, b ∈ S (Rn × Rn). Then
〈Opτ (a) v, u〉
= (2π)
−n
∫∫∫
ei〈x−y,η〉ei(〈(1−τ)x+τy,k〉+〈l,η〉)b ((1− τ )x+ τy, η)u (x) v (y) dxdydη
= (2π)−n
∫∫∫
ei〈x+τl−(y−(1−τ)l),η〉b ((1− τ ) (x+ τ l) + τ (y − (1− τ ) l) , η)
· u (x) ei〈(1−τ)x,k〉v (y)ei〈τy,k〉dxdydη.
Using the change of variables X = x+ τ l, Y = y − (1− τ) l we obtain further that
〈Opτ (a) v, u〉
= (2π)
−n
∫∫∫
ei〈X−Y,η〉b ((1− τ)X + τY, η)u (X − τ l)ei〈(1−τ)X,k〉
· v (Y + (1− τ) l) ei〈τY,k〉ei(−〈(1−τ)τl,k〉+〈(1−τ)τl,k〉)dXdY dη
= (2π)
−n
∫∫∫
ei〈X−Y,η〉b ((1− τ)X + τY, η)u (X − τ l)ei〈(1−τ)X,k〉
· v (Y + (1− τ ) l) ei〈τY,k〉dXdY dη
= 〈Opτ (b)V (τ, k, l) v, U (τ , k, l)u〉
=
〈
U (τ , k, l)
∗
Opτ (b)V (τ, k, l) v, u
〉
.
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Hence
Opτ (a) = U (τ , k, l)
∗
Opτ (b)V (τ, k, l)
where V (τ, k, l) and U (k, l) are unitary operators defined by
V (τ, k, l) v (y) = v (y + (1− τ ) l) ei〈τy,k〉,
U (τ, k, l)u (x) = u (x− τ l)ei〈(1−τ)x,k〉.
Theorem 4.1. Let 1 ≤ p <∞, τ ∈ R and a ∈ Spw (Rn × Rn). Then
Opτ (a) = a
τ (X,D) ∈ Bp
(
L2 (Rn)
)
where Bp
(
L2 (Rn)
)
denote the Schatten ideal of compact operators whose singular
values lie in lp. We have
‖Opτ (a)‖Bp ≤ Cst ‖a‖Spw .
Proof. Let a ∈ Spw (Rn × Rn). By corollary 3.8 and lemma 3.14 there is a sequence
(akl)k,l∈Zn ⊂ Lp
(
R2n
) ∩ C∞ (R2n) such that
a (x, η) =
∑
k,l∈Zn
ei(〈x,k〉+〈l,η〉)akl (x, η)
with convergence in S ′ (Rn × Rn) and
‖∂αakl‖Lp ≤ Cα ‖akl‖Lp , k, l ∈ Zn, α ∈ N2n,∑
k,l∈Zn
‖akl‖Lp ≈ ‖a‖Spw .
It follows that
Opτ (a) =
∑
k,l∈Zn
Opτ
((
ei〈·,k〉 ⊗ ei〈l,·〉
)
akl
)
=
∑
k,l∈Zn
U (τ , k, l)
∗
Opτ (akl)V (τ , k, l) .
Since for any N ∈ N there is CN > 0 such that
sup
|α|,|β|≤N
∥∥∥∂αx ∂βξ akl∥∥∥
Lp
≤ CN ‖akl‖Lp , k, l ∈ Zn,
then using results from [A1] and [A2], it follows that Opτ (akl) ∈ Bp
(
L2 (Rn)
)
and
there is N ∈ N such that
‖Opτ (akl)‖Bp ≤ Cst sup
|α|,|β|≤N
∥∥∂αx ∂βy akl∥∥Lp
≤ Cst ‖akl‖Lp .
Since V (τ , k, l) and U (τ , k, l) are unitary operators it follows that the series∑
k,l∈Zn
U (τ , k, l)∗ Opτ (akl)V (τ, k, l)
converges in Bp
(
L2 (Rn)
)
. Hence Opτ (a) = a
τ (X,D) ∈ Bp
(
L2 (Rn)
)
and
‖Opτ (a)‖Bp ≤ Cst
∑
k,l∈Zn
‖akl‖Lp ≤ Cst ‖a‖Spw .

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Let τ ∈ EndR (Rn) ≡Mn×n (R). We associate the quadratic form
θτ : Rn × Rn → R,
θτ (x, ξ) = 〈τx, ξ〉 = 1
2
(〈τx, ξ〉+ 〈x,t τξ〉)
=
1
2
〈(
0 tτ
τ 0
)(
x
ξ
)
,
(
x
ξ
)〉
.
The symmetric operator associated to θτ is given by the formula
Aθτ ≡ Aτ
= −
(
0 tτ
τ 0
)
= −
(
tτ 0
0 I
)(
I 0
0 τ
)(
0 I
I 0
)
.
We have
detAτ = (−1)n (det τ )2 .
Let τ ∈ EndR (Rn) ≡ Mn×n (R) and a ∈ Spw (Rn × Rn). The Weyl symbol aτw of
the operator aτ (X,D) is given by
aτw = e
iθ 1
2
−τ
(Dx,Dξ)
a = ei〈( 12−τ)Dx,Dξ〉a
where 〈(
1
2
− τ
)
Dx, Dξ
〉
=
n∑
k,l=1
(
1
2
δkl − τkl
)
DxlDξk .
Let τ ∈ EndR (Rn) ≡ Mn×n (R) and λ ∈ R r
{
1
2
}
be such that det (λ− τ) 6= 0.
If a ∈ Spw (Rn × Rn), then using lemma 3.18 twice we obtain that
aλw = e
iθ 1
2
−λ
(Dx,Dξ)
a = ei〈( 12−λ)Dx,Dξ〉a ∈ Spw (Rn × Rn) ,∥∥aλw∥∥Spw ≤ Cst ‖a‖Spw
and
aτw = e
iθλ−τ (Dx,Dξ)aλw = e
i〈(λ−τ)Dx,Dξ〉aλw ∈ Spw (Rn × Rn) ,
‖aτw‖Spw ≤ Cst
∥∥aλw∥∥Spw ≤ Cst ‖a‖Spw .
We remark that aτ (X,D) = Opτ (a) = Op 1
2
(aτw) = (a
τ
w)
1
2 (X,D) and aτw ∈
Spw (R
n × Rn). From the previous theorem it follows that for any τ ∈ EndR (Rn) ≡
Mn×n (R) and for any a ∈ Spw (Rn × Rn)
Opτ (a) = a
τ (X,D) ∈ Bp
(
L2 (Rn)
)
and
‖Opτ (a)‖Bp ≤ Cst ‖a‖Spw .
Thus we obtain an extension of the previous theorem to the case τ ∈ EndR (Rn) ≡
Mn×n (R).
Theorem 4.2. Let 1 ≤ p <∞, τ ∈ EndR (Rn) ≡Mn×n (R) and a ∈ Spw (Rn × Rn).
Then
Opτ (a) = a
τ (X,D) ∈ Bp
(
L2 (Rn)
)
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where Bp
(
L2 (Rn)
)
denote the Schatten ideal of compact operators whose singular
values lie in lp. We have
‖Opτ (a)‖Bp ≤ Cst ‖a‖Spw .
Let τ0 ∈ EndR (Rn) ≡Mn×n (R) and λ0 ∈ Rr
{
1
2
}
be such that det (λ0 − τ0) 6=
0. Put
V0 = {τ ∈ EndR (Rn) ≡Mn×n (R) : det (λ0 − τ) 6= 0}
Then V0 is a neighborhood of τ0.
If τ ∈ V0 and a ∈ Spw (Rn × Rn) then
aτw = e
iθλ0−τ (Dx,Dξ)aλ0w = e
i〈(λ0−τ)Dx,Dξ〉aλ0w ,
aλ0w = e
iθ 1
2
−λ0
(Dx,Dξ)
a = ei〈( 12−λ0)Dx,Dξ〉a ∈ Spw (Rn × Rn) ,
hence
Opτ (a)− Opτ0 (a) = Op 12
(
ei〈(λ0−τ)Dx,Dξ〉aλ0w − ei〈(λ0−τ0)Dx,Dξ〉aλ0w
)
,
aτ (X,D)− aτ0 (X,D) =
(
ei〈(λ0−τ)Dx,Dξ〉aλ0w − ei〈(λ0−τ0)Dx,Dξ〉aλ0w
) 1
2
(X,D) .
From the previous theorem and lemma 3.18 it follows that∥∥Opτ (a)− Opτ0 (a)∥∥Bp ≤ Cst ∥∥∥ei〈(λ0−τ)Dx,Dξ〉aλ0w − ei〈(λ0−τ0)Dx,Dξ〉aλ0w ∥∥∥Spw → 0
when τ → τ0. Thus we proved the following result.
Theorem 4.3. Let 1 ≤ p <∞ and a ∈ Spw (Rn × Rn). Then the map
EndR (Rn) ∋ τ → Opτ (a) = aτ (X,D) ∈ Bp
(
L2 (Rn)
)
is continuous.
5. Schatten-class properties of pseudo-differential operators
(continue)
In this section we consider pseudo-differential operators defined by
(5.1) Op (a) v (x) =
∫∫
ei〈x−y,θ〉a (x, y, θ) v (y) dydθ, v ∈ S (Rn) ,
with a ∈ Spw
(
R3n
)
, 1 ≤ p ≤ ∞.
For a ∈ S∞w
(
R3n
)
such operators and Fourier integral operators were studied by
A. Boulkhemair in [B2]. In [B2], the author give a meaning to the above integral and
proves L2-boundedness of global non-degenerate Fourier integral operators related
to the Sjo¨strand class Sw = S
∞
w . The results that we need are proved in the
appendix A.
Assume for the moment that a ∈ S (R3n). Then there is a0 ∈ S ′ (Rn × Rn) so
that Op (a) = Op0 (a0). We shall now derive an expression which will connect the
symbol a0 with the amplitude a. One can express a0 in terms of a by means of
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Fourier’s inversion formula and Fubini’s theorem. Let u, v ∈ S (Rn). Then
〈Op (a) v, u〉 =
∫∫∫
ei〈x−y,θ〉a (x, y, θ)u (x) v (y) dxdydθ
= (2π)−n
∫∫∫
ei〈x−y,θ〉a (x, y, θ)u (x)
(∫
ei〈y,ξ〉v̂ (ξ) dξ
)
dxdydθ
= (2π)
−n
∫∫
ei〈x,ξ〉
(∫∫
ei(〈x−y,θ〉−〈x,ξ〉+〈y,ξ〉)a (x, y, θ) dydθ
)
u (x) v̂ (ξ) dxdξ
= (2π)−n
∫∫
ei〈x,ξ〉
(∫∫
e−i〈x−y,ξ−θ〉a (x, y, θ) dydθ
)
u (x) v̂ (ξ) dxdξ
= 〈Op0 (a0) v, u〉
with
a0 (x, ξ) =
∫∫
e−i〈x−y,ξ−θ〉a (x, y, θ) dydθ
=
(
δ ⊗ eiΦ) ∗ a (x, x, ξ)
where Φ : R2n → R is the non-degenerate quadratic form defined by Φ (y, θ) =
−〈y, θ〉. Hence
Op (a) = Op0 (a0) , a0 =
(
δ ⊗ eiΦ) ∗ a|L, L = {(x, x, ξ) : (x, ξ) ∈ R2n} .
Next we show that a ∈ Spw
(
R3n
)⇒ a0 ∈ Spw (R2n).
Let A be a real non-singular symmetric n × n matrix. We denote by Φ = ΦA
the real non-singular quadratic form defined by ΦA (x) = −〈Ax, x〉 /2, x ∈ Rn. We
first recall that
êiΦA (ξ) = (2π)
n/2 |detA|− 12 e piisgnA4 e−i〈A−1ξ,ξ〉/2
We shall consider the operator SA = I⊗TA : S (Rm × Rn)→ S ′ (Rm × Rn) defined
by
SAu = (2π)
−n/2 |detA| 12 e−piisgnA4 (δ ⊗ eiΦA) ∗ u.
Then
ŜAu = (2π)
−n/2 |detA| 12 e−piisgnA4
(
1⊗ êiΦA
)
· û = (1⊗ eiΦA−1 ) · û,
Ŝ−Au =
(
1⊗ eiΦ−A−1 ) · û,
so SA : S (Rm × Rn)→ S (Rm × Rn) is invertible and S−1A = S−A.
Remark 5.1. supp
(
ŜAu
)
= supp (û) .
Lemma 5.2. Let 1 ≤ p ≤ ∞ and u ∈ Spw (Rm × Rn). Then SAu ∈ Spw (Rm × Rn).
The map SA : S
p
w (R
m × Rn)→ Spw (Rm × Rn) is continuous.
Proof. There is a compact set Q = QZm×Zn ⊂ Rm × Rn such that each u ∈
Spw (R
m × Rn) can be written as a series
u =
∑
(k,l)∈Zm×Zn
ukl
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convergent in S ′ (Rn × Rn) with (ukl)k,l∈Zn ⊂ Lp (Rm × Rn) satisfying
supp (ûkl) ⊂ (k, l) +Q, (k, l) ∈ Zm × Zn,∑
(k,l)∈Zm×Zn
‖ukl‖Lp <∞,
∑
(k,l)∈Zm×Zn
‖ukl‖Lp ≈ ‖u‖Spw .
Let us note that supp
(
ŜAukl
)
⊂ supp (ûkl) ⊂ (k, l) +Q, (k, l) ∈ Zm × Zn.
Let χ ∈ C∞0 (Rn) and h ∈ C∞0 (Rn) be such that χ⊗ h = 1 on a neighborhood of
Q. Then for any (k, l) ∈ Zm × Zn, ûkl = (τkχ⊗ τ lh) · ûkl so
ukl =
(F−1 (τkχ)⊗F−1 (τ lh)) ∗ ukl = ((ei〈·,k〉ψ)⊗ (ei〈·,l〉H)) ∗ ukl,
where ψ = F−1 (χ), H = F−1 (h).
If we set
CA,n = (2π)
−n/2 |detA| 12 e−piisgnA4 ,
then
SAukl = CA,n
(
δ ⊗ eiΦA) ∗ ukl = CA,n (δ ⊗ eiΦA) ∗ ((ei〈·,k〉ψ)⊗ (ei〈·,l〉H)) ∗ ukl.
We have(
δ ⊗ eiΦA) ∗ ((ei〈·,k〉ψ)⊗ (ei〈·,l〉H)) = (ei〈·,k〉ψ)⊗ (eiΦA ∗ (ei〈·,l〉H))
=
(
ei〈·,k〉ψ
)
⊗ (eiΦAHA (A ·+l))
since
eiΦA ∗
(
ei〈·,l〉H
)
(x) =
∫
ei[−〈A(x−y),x−y〉/2+〈y,l〉]H (y) dy
= eiΦA(x)
∫
ei〈y,Ax+l〉eiΦA(y)H (y) dy
= eiΦA(x)HA (Ax+ l) ,
where HA = F
(
eiΦAHˇ
)
. It follows that
‖SAukl‖Lp ≤ (2π)−n/2 |detA|
1
2
∥∥∥ei〈·,k〉ψ∥∥∥
L1
‖HA (A ·+l)‖L1 ‖ukl‖Lp
= (2π)
−n/2 |detA|− 12 ‖ψ‖L1 ‖HA‖L1 ‖ukl‖Lp , (k, l) ∈ Zm × Zn.
By summing with respect to (k, l) ∈ Zm × Zn we get
‖SAu‖Spw ≈
∑
(k,l)∈Zm×Zn
‖SAukl‖Lp
≤ (2π)−n/2 |detA|− 12 ‖ψ‖L1 ‖HA‖L1
∑
(k,l)∈Zm×Zn
‖ukl‖Lp
≈ (2π)−n/2 |detA|− 12 ‖ψ‖L1 ‖HA‖L1 ‖u‖Spw

Using the previous lemma and lemma 2.21 we obtain the desired result.
Corollary 5.3. a ∈ Spw
(
R3n
)⇒ a0 = (δ ⊗ eiΦ) ∗ a|L ∈ Spw (R2n) and
‖a0‖Spw ≤ Cst ‖a‖Spw .
ON SCHATTEN-CLASS PROPERTIES OF PSEUDO-DIFFERENTIAL OPERATORS 51
In [B2], Boulkhemair extends the mapping Op (·) to elements of Sjo¨strand alge-
bra Sw = S
∞
w and obtains a linear bounded operator BOp :Sw
(
R3n
) → BOp (a) ∈
B (L2 (Rn)) which satisfies
‖BOp (a)‖B(L2(Rn)) ≤ Cst ‖a‖Sw .
Let 1 ≤ p < ∞. By theorem 4.2 and the above corollary it follows that for
a ∈ S (R3n) we have
Op (a) = Op0 (a0) ∈ Bp
(
L2 (Rn)
)
and
‖Op (a)‖Bp = ‖Op0 (a0)‖Bp ≤ Cst ‖a0‖Spw ≤ Cst ‖a‖Spw .
Since S (R3n) is dense in Spw (R3n) (see proposition 3.10), it follows that Op extends
to a unique operator
Op :Spw
(
R3n
)→ Bp (L2 (Rn))
which is the restriction of Boulkhemair operator to Spw
(
R3n
)
. This is seen from the
commutative diagram
S (R3n) j→֒ Spw (R3n) jp→֒ Sw (R3n)
↓ ւ Op ց ↓ BOp
Bp
(
L2 (Rn)
) →֒
Jp
B (L2 (Rn))
We have the bounded operators BOp|Spw(R3n) = BOp ◦ jp : Spw
(
R3n
) → B (L2 (Rn))
and Jp ◦ Op : Spw
(
R3n
)→ Bp (L2 (Rn)) which coincide on S (R3n). It follows that
BOp|Spw(R3n) = Jp ◦ Op.
Proposition 5.4. Let a ∈ Spw
(
R3n
)
. Let Op (a) be the operator defined by (A.5),
(A.6). Then Op (a) ∈ Bp
(
L2 (Rn)
)
and
‖Op (a)‖Bp(L2(Rn)) ≤ Cst ‖a‖Spw .
6. An embedding theorem
Another proof of the main results on pseudo-differential operators of [A1] and
[A2] can be obtained using results from previous sections and an embedding the-
orem. To formulate the result we define some spaces of Sobolev type. Let k ∈
{1, ..., n}. Suppose that Rn = Rn1 × ... × Rnk . Let t = (t1, ..., tk) ∈ Rk and
1 ≤ p ≤ ∞. We find it convenient to introduce the following space
Htp (Rn) =
{
u ∈ S ′ (Rn) : (1−△Rn1 )t1/2 ⊗ ...⊗ (1−△Rnk )tk/2 u ∈ Lp (Rn)
}
,
‖u‖Htp =
∥∥∥(1−△Rn1 )t1/2 ⊗ ...⊗ (1−△Rnk )tk/2 u∥∥∥
Lp
, u ∈ Htp.
For s = (s1, ..., sk) ∈ Rk we define the function
〈〈·〉〉s : Rn = Rn1 × ...× Rnk → R,
〈〈·〉〉s = 〈·〉s1
Rn1
⊗ ...⊗ 〈·〉sk
Rnk
.
Then
〈〈D〉〉s = (1−△Rn1 )s1/2 ⊗ ...⊗ (1−△Rnk )sk/2 ,
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and
Htp =
{
u ∈ S ′ (Rn) : 〈〈D〉〉t u ∈ Lp (Rn)
}
,
‖u‖Htp =
∥∥∥〈〈D〉〉t u∥∥∥
Lp
, u ∈ Htp.
Let us note an immediate consequence of Peetre’s inequality:
〈〈ξ + η〉〉s ≤ 2|s|1/2 〈〈ξ〉〉s 〈〈η〉〉|s| , ξ, η ∈ Rn
where |s|1 = |s1|+ ...+ |sk| and |s| = (|s1| , ..., |sk|) ∈ Rk. We put n =(n1, ..., nk).
Theorem 6.1. Suppose that Rn = Rn1 × ... × Rnk . If t1 > n1, ..., tk > nk and
1 ≤ p ≤ ∞, then Htp(Rn) →֒ Spw (Rn).
Proof. Let χ ∈ C∞0 (Rn) be such that
∑
γ∈Zn τγχ = 1. Let u ∈ Htp. For γ ∈ Zn we
put uγ = χ (D − γ)u. Then
u =
∑
γ∈Γ
uγ , supp (ûγ) ⊂ γ + suppχ, γ ∈ Zn.
Next we shall show that (uγ)γ∈Zn ⊂ Lp (Rn) and
∑
γ∈Zn ‖uγ‖Lp < ∞. Let
γ ∈ Zn. Using lemma 3.6 we get
‖uγ‖Lp = ‖χ (D − γ)u‖Lp
=
∥∥∥〈〈D〉〉−t χ (D − γ) 〈〈D〉〉t u∥∥∥
Lp
≤
∥∥∥F−1 (〈〈·〉〉−t χ (· − γ))∥∥∥
L1
∥∥∥〈〈D〉〉t u∥∥∥
Lp
=
∥∥∥F−1 (〈〈·〉〉−t χ (· − γ))∥∥∥
L1
‖u‖Htp .
It remains to evaluate
∥∥∥F−1 (〈〈·〉〉−t χ (· − γ))∥∥∥
L1
. We have
F−1
(
〈〈·〉〉−t χ (· − γ)
)
(x) = (2π)
−n
∫
ei〈x,ξ〉 〈〈ξ〉〉−t χ (ξ − γ) dξ
= (2π)
−n 〈〈x〉〉−2n
∫
〈〈D〉〉2n
(
ei〈x,·〉
)
(ξ) 〈〈ξ〉〉−t χ (ξ − γ) dξ
= (2π)
−n 〈〈x〉〉−2n
∫
ei〈x,ξ〉 〈〈D〉〉2n
(
〈〈·〉〉−t χ (· − γ)
)
(ξ) dξ.
We obtain∥∥∥F−1 (〈〈·〉〉−t χ (· − γ))∥∥∥
L1
≤ (2π)−n
∥∥∥〈〈·〉〉−2n∥∥∥
L1
∥∥∥〈〈D〉〉2n (〈〈·〉〉−t χ (· − γ))∥∥∥
L1
with ∥∥∥〈〈D〉〉2n (〈〈·〉〉−t χ (· − γ))∥∥∥
L1
≤
∑
|α|≤2n
Cα
∥∥∥〈〈·〉〉−t ∂αχ (· − γ)∥∥∥
L1
.
Further we use Peetre’s inequality to obtain
〈〈γ〉〉t
∥∥∥〈〈·〉〉−t ∂αχ (· − γ)∥∥∥
L1
= 〈〈γ〉〉t
∫
〈〈ξ〉〉−t |∂αχ (ξ − γ)| dξ
≤ 2|t|1/2
∫
〈〈ξ − γ〉〉t |∂αχ (ξ − γ)| dξ
= 2|t|1/2
∥∥∥〈〈·〉〉t ∂αχ (·)∥∥∥
L1
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where |t|1 = |t1|+ ...+ |tk|. Hence∥∥∥〈〈D〉〉2n (〈〈·〉〉−t χ (· − γ))∥∥∥
L1
≤ 2|t|1/2
 ∑
|α|≤2n
Cα
∥∥∥〈〈·〉〉t ∂αχ (·)∥∥∥
L1
 〈〈γ〉〉−t
and
‖uγ‖Lp
≤ 2|t|1/2 (2π)−n
∥∥∥〈〈·〉〉−2n∥∥∥
L1
 ∑
|α|≤2n
Cα
∥∥∥〈〈·〉〉t ∂αχ (·)∥∥∥
L1
 ‖u‖Htp 〈〈γ〉〉−t .
Using the spectral characterization theorem (theorem 3.7), it follows that u ∈
Spw (R
n) and there is C = Ct,n,χ such that
‖u‖Spw ≈
∑
γ∈Γ
‖uγ‖Lp ≤ C ‖u‖Htp .

In fact, the result proved in the particular orthogonal decomposition Rn = Rn1×
...× Rnk is true for arbitrary orthogonal decomposition of Rn.
First we shall associate to an orthogonal decomposition a family of Banach spaces
such as those introduced at the beginning of the section. Let k ∈ {1, ..., n}, 1 ≤
p ≤ ∞ and t = (t1, ..., tk) ∈ Rk. Let V = (V1, ..., Vk) denote an orthogonal
decomposition, i.e.
Rn = V1 ⊕ ...⊕ Vk.
We introduce the Banach space Htp,V (Rn) = Ht1,...,tkp,V1,...,Vk (Rn) defined by
Htp,V (Rn) =
{
u ∈ S ′ (Rn) : (1−△V1)t1/2 ⊗ ...⊗ (1−△Vk)tk/2 u ∈ Lp (Rn)
}
,
‖u‖Htp,V =
∥∥∥(1−△V1)t1/2 ⊗ ...⊗ (1−△Vk)tk/2 u∥∥∥
Lp
, u ∈ Htp,V.
We recall that if λ : Rn → V is an isometric linear isomorphism, where V is an
euclidean space, then (1−△V )γ/2 u = (1−△)γ/2 (u ◦ λ) ◦ λ−1 (see appendix B).
If λ : Rn → Rn is a orthogonal transformation satisfying λ (Rn1) = V1, ...,
λ (Rnk) = Vk, then the operator
Ht1,...,tkp,V1,...,Vk (Rn) ∋ u→ u ◦ λ ∈ Htp,Rn1 ,...,Rnk (R
n) = Htp (Rn)
is a linear isometric isomorphism (see appendix B). Previous result and the invari-
ance of the ideals Spw to the composition with λ ∈ GL (n,R) imply the following
corollary.
Corollary 6.2. Suppose that Rn = V1 ⊕ ... ⊕ Vk. If t1 > dimV1, ..., tk > dimVk
and 1 ≤ p ≤ ∞, then Ht1,...,tkp,V1,...,Vk (Rn) →֒ Spw (Rn).
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Let V = (V1, ..., Vk) be an orthogonal decomposition of Rn. Let 1 ≤ p ≤ ∞ and
s = (s1, ..., sk) ∈ Nk. We define the Banach space Cps,V(Rn) = Cps,V1,...,Vk(Rn) by
Cp
s,V1,...,Vk
(Rn) =
{
u ∈ S ′(Rn) : ∂α1V1 ...∂αkVk u ∈ Lp (Rn) , |α1| ≤ s1, ..., |αk| ≤ sk
}
,
‖u‖p,s,V = max
{∥∥∂α1V1 ...∂αkVk u∥∥Lp : |α1| ≤ s1, ..., |αk| ≤ sk} .
A consequence of Mihlin’s theorem is the equality
Hsp,V (Rn) = Cps,V(Rn), 1 < p <∞.
Put m1 =
[
dimV1
2
]
+ 1, ...,mk =
[
dimVk
2
]
+ 1 and m =(m1, ...,mk). Then lemma
5.3 in [A1] can be reformulated in this way.
Lemma 6.3. Suppose that Rn = V1 ⊕ ... ⊕ Vk. Then there are t1 > dimV12 ,...,
tk >
dimVk
2 such that Cpm,V1,...,Vk(Rn) →֒ H
t1,...,tk
p,V1,...,Vk
(Rn) for any 1 ≤ p ≤ ∞. In
particular there is γ > 0 such that
‖u‖Htp,V =
∥∥∥(1−△V1)t1/2 ⊗ ...⊗ (1−△Vk)tk/2 u∥∥∥
Lp
≤ γ ‖u‖p,m,V = γmax
{∥∥∂α1V1 ...∂αkVk u∥∥Lp : |α1| ≤ m1, ..., |αk| ≤ mk} .
Here t = (t1, ..., tk) ∈ Rk.
By recurence we obtain the following consequence.
Corollary 6.4. Suppose that Rn = V1 ⊕ ... ⊕ Vk. Then there are t1 > dimV1,...,
tk > dimVk such that Cp2m,V1,...,Vk(Rn) →֒ H
t1,...,tk
p,V1,...,Vk
(Rn) for any 1 ≤ p ≤ ∞. In
particular there is γ > 0 such that
‖u‖Htp,V =
∥∥∥(1−△V1)t1/2 ⊗ ...⊗ (1−△Vk)tk/2 u∥∥∥
Lp
≤ γ ‖u‖p,2m,V = γmax
{∥∥∂α1V1 ...∂αkVk u∥∥Lp : |α1| ≤ 2m1, ..., |αk| ≤ 2mk} ,
where t = (t1, ..., tk) ∈ Rk.
Remark 6.5. If 1 < p <∞, then using Mihlin’s theorem we can replace 2m with
(dimV1 + 1, ..., dimVk + 1).
Next we combine previous results with theorem 4.2 and theorem 4.3 to obtain
a theorem which extends the main results on pseudo-differential operators of [A1]
and [A2].
Let 1 ≤ p ≤ ∞, k ∈ {1, ..., 2n}, t = (t1, ..., tk) ∈ Rk and s = (s1, ..., sk) ∈ Nk.
Let V = (V1, ..., Vk) be an orthogonal decomposition of Rn × Rn, i.e. Rn × Rn =
V1⊕...⊕Vk. This decomposition determine the Banach spacesHt1,...,tkp,V1,...,Vk (Rn × Rn)
and Cp
s,V1,...,Vk
(Rn × Rn). Put m1 =
[
dimV1
2
]
+ 1, ...,mk =
[
dimVk
2
]
+ 1 and
m =(m1, ...,mk).
Theorem 6.6. Let 1 ≤ p < ∞ and τ ∈ EndR (Rn) ≡ Mn×n (R). Suppose that
Rn × Rn = V1 ⊕ ...⊕ Vk.
(i) Let t = (t1, ..., tk) ∈ Rk be such that t1 > dimV1, ..., tk > dimVk and let
a ∈ Ht1,...,tkp,V1,...,Vk (Rn × Rn). Then
Opτ (a) = a
τ (X,D) ∈ Bp
(
L2 (Rn)
)
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where Bp
(
L2 (Rn)
)
denote the Schatten ideal of compact operators whose singular
values lie in lp. We have
‖Opτ (a)‖Bp ≤ Cst ‖a‖Spw .
(ii) Let a ∈ Cp2m,V1,...,Vk(Rn × Rn). Then
Opτ (a) = a
τ (X,D) ∈ Bp
(
L2 (Rn)
)
.
We have
‖Opτ (a)‖Bp ≤ Cst ‖a‖p,2m,V .
(iii) If 1 < p <∞, then we can replace 2m with (dimV1 + 1, ..., dimVk + 1).
In all cases the mapping
EndR (Rn) ∋ τ → Opτ (a) = aτ (X,D) ∈ Bp
(
L2 (Rn)
)
is continuous.
Obviously we have similar results for the case p = ∞, but we do not insist on
them. If we note that aτ (X,D) ∈ B2
(
L2 (Rn)
)
whenever a ∈ L2 (Rn × Rn) =
H02 (R
n × Rn), then the last theorem and standard interpolation results in Sobolev
spaces (see [BL, Theorem 6.4.5]) give us the following result.
Theorem 6.7. Let µ > 1 and 1 ≤ p < ∞. If τ ∈ EndR (Rn) ≡ Mn×n (R) and
a ∈ H2µn|1−2/p|p (Rn × Rn) then
Opτ (a) = a
τ (X,D) ∈ Bp
(
L2 (Rn)
)
.
The mapping
EndR (Rn) ∋ τ → Opτ (a) = aτ (X,D) ∈ Bp
(
L2 (Rn)
)
is continuous and for any K a compact subset of EndR (Rn) ≡ Mn×n (R), there is
CK > 0 such that
‖aτX (Q,P )‖p ≤ CK ‖a‖H2µn|1−2/p|p (S) ,
for any τ ∈ K.
7. Cordes’ lemma
In [A2], using properties of some Sobolev spaces proved by means of a dyadic
decomposition of the unity, we obtained an extension of Cordes’ lemma. This lemma
is a basic tool in the method proposed in [A1] and [A2] to study the Schatten-von
Neumann class properties of pseudo-differential operators. For technical reasons,
mainly due to the complicate structure of the Sobolev norm of non-integer order,
the parameter τ ∈ EndR (Rn) used in τ -quantization is subject to some restrictions.
More specifically, the parameter τ belongs to the set
U = {τ ∈ EndR (Rn) : |det (1− τ )|+ |det (τ )| 6= 0}
= {τ ∈ EndR (Rn) : {0, 1} * σ (τ )} .
Remark 7.1. These restrictions appear only if we want that the regularity of the
symbols should be minimal. If we relax the regularity condition on the symbols,
then the set U can be taken the whole space EndR (Rn). As consequence, the proof
of theorem 4.1 (τ ∈ R) works without problems for τ ∈ EndR (Rn).
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Using the results proved in sections 4 and 6 we can remove the restrictions on
the parameter τ . Thus we obtain a more general version of Cordes’ lemma true
for all τ ∈ EndR (Rn). Accordingly, the restrictions on the parameter τ will be
removed from the results concerning the Schatten-von Neumann class properties of
pseudo-differential operators.
In addition to some results from [A2], in the proof of Cordes’ lemma, we shall
use a particular case of theorem 6.1.
Recall the definition of generalized Sobolev spaces. Let s ∈ R, 1 ≤ p ≤ ∞.
Define
Hsp (R
n) = {u ∈ S ′ (Rn) : 〈D〉s u ∈ Lp (Rn)} ,
‖u‖Hsp = ‖〈D〉
s
u‖Lp , u ∈ Hsp .
Lemma 7.2. If s > n and 1 ≤ p ≤ ∞, then Hsp (Rn) →֒ Spw (Rn).
To state and prove Cordes’ lemma we shall work with a very restricted class of
symbols. We shall say that a : Rn → C is a symbol of order m (m any real number)
if a ∈ C∞ (Rn) and for any α ∈ Nn, there is Cα > 0 such that
|∂αa (x)| ≤ Cα 〈x〉m−|α| , x ∈ Rn.
We denote by Sm (Rn) the vector space of all symbols of order m and observe that
m1 ≤ m2 ⇒ Sm1 (Rn) ⊂ Sm2 (Rn) , Sm1 (Rn) · Sm2 (Rn) ⊂ Sm1+m2 (Rn) .
Observe also that a ∈ Sm (Rn) ⇒ ∂αa ∈ Sm−|α| (Rn) for each α ∈ Nn. The
function 〈x〉m clearly belongs to Sm (Rn) for any m ∈ R. We denote by S∞ (Rn)
the union of all the spaces Sm (Rn) and we note that S (X) = ⋂m∈R Sm (X) the
space of tempered test functions. It is clear that Sm (Rn) is a Fre´chet space with
the seni-norms given by
|a|m,α = sup
x∈Rn
〈x〉−m+|α| |∂αa (x)| , a ∈ Sm (Rn) , α ∈ Nn.
Besides the earlier lemma, we use part (iii) of proposition 2.4 from [A2] which
state that
(7.1) F−1
( ⋂
m<0
Sm (Rn)
)
⊂ L1 (Rn) .
Corollary 7.3. F−1 (⋂m>n S−m (Rn)) ∪ F (⋂m>n S−m (Rn)) ⊂ S1w (Rn).
Proof. It is sufficient to prove the inclusion
F−1
( ⋂
m>n
S−m (Rn)
)
⊂ S1w (Rn) .
Letm > n and s ∈ (n,m). We shall show that if a ∈ S−m (Rn), then F−1a ∈ Hsp .
Indeed, if u = F−1a, then
〈D〉s u = F−1 (〈·〉s a) ∈ L1 (Rn)
since 〈·〉s a ∈ Ss−m (Rn) and s − m < 0. Using previous lemma we obtain that
F−1a is in the Feichtinger algebra S1w (Rn). 
Using the above lemma, lemma 2.21 (b), theorem 4.2 and theorem 4.3 we get
the following extension of Cordes’ lemma.
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Corollary 7.4. Suppose that Rn ×Rn = Rn1 × ...×Rnk . Let t1 > n1, ..., tk > nk.
Let a1 ∈ S−t1 (Rn1) , ..., ak ∈ S−tk (Rnk) and g : Rn × Rn → C,
g = F† (a1)⊗ ...⊗F† (ak) ,
where F† is either F or F−1. If τ ∈ EndR (Rn) ≡ Mn×n (R), then gτ (X,D) has
an extension in B1
(
L2 (Rn)
)
denoted also by gτ (X,D). The mapping
EndR (Rn) ∋ τ → Opτ (g) = gτ (X,D) ∈ B1
(
L2 (Rn)
)
is continuous.
If we use this corollary insted of corollary 5.3 in [A1], we recover the results from
section 6 by using the method proposed in [A1].
Appendix A. L2-boundedness of global non-degenerate Fourier
integral operators. Boulkhemair’s method.
The spectral characterization of Sjo¨strand algebra Sw = S
∞
w can be used in the
study of L2-boundedness of global non-degenerate Fourier integral operators, i.e.
global Fourier integral operators defined by
(A.1) Av (x) =
∫
Rn+ν
eiϕ(x,y,θ)a (x, y, θ) v (y)dydθ,
where v ∈ S (Rn), a ∈ S∞w (Rn × Rn × Rν) and ϕ : Rn × Rn × Rν → R is a C∞
function which verifies the conditions of [AF] i.e. there is δ0 > 0 so that
|det D (ϕ) (x, y, θ)| ≥ δ0,(A.2)
D (ϕ) (x, y, θ) =
(
∂x∂yϕ ∂θ∂yϕ
∂x∂θϕ ∂θ∂θϕ
)
(A.3)
and d (ϕ) ∈ BC∞ (Rn × Rn × Rν) where d (ϕ) is an arbitrary element of the matrix
D (ϕ).
the definition of oscillatory integral (A.1).
Let a ∈ S∞w (Rn × Rn × Rν). According to corollary 3.13 and lemma 3.14 we
have the representation
(A.4) a (x, y, θ) =
∑
(k,l,m)∈Z2n+υ
ei(〈x,k〉+〈y,l〉+〈θ,m〉)aklm (x, y, θ)
with (aklm)(k,l,m)∈Z2n+υ ⊂ BC∞ (Rn × Rn × Rν) a bounded family satisfying∑
(k,l,m)∈Z2n+υ
‖aklm‖L∞ <∞,
∑
(k,l,m)∈Z2n+υ
‖aklm‖L∞ ≈ ‖a‖S∞w .
We define the operator A as follows. For u, v ∈ S (Rn), the integral∫
R2n+ν
ei(ϕ(x,y,θ)+〈θ,m〉)aklm (x, y, θ) e
i〈x,k〉u (x) ei〈y,l〉v (y) dxdydθ
makes sense as an oscillatory integral because aklm ∈ BC∞ (Rn × Rn × Rν). Put
uk (x) = e
i〈x,k〉u (x) , ‖uk‖L2 = ‖u‖L2 ,
vl (y) = e
i〈y,l〉v (y) , ‖vl‖L2 = ‖v‖L2 .
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Now, since the phase function ϕ (x, y, θ) + 〈θ,m〉 satisfies the same conditions as
ϕ, we can use the results of Asada and Fujiwara on L2-boundedness to obtain that
there is N ∈ N independent of k, l,m such that∣∣∣∣∫
R2n+ν
ei(ϕ(x,y,θ)+〈θ,m〉)aklm (x, y, θ) e
i〈x,k〉u (x) ei〈y,l〉v (y) dxdydθ
∣∣∣∣
≤ Cst sup
|α|≤N
‖∂αaklm‖L∞ ‖uk‖L2 ‖vl‖L2
≤ Cst ‖aklm‖L∞ ‖u‖L2 ‖v‖L2 .
Here we used lemma 3.14. Since∑
(k,l,m)∈Z2n+υ
‖aklm‖L∞ <∞,
∑
(k,l,m)∈Z2n+υ
‖aklm‖L∞ ≈ ‖a‖S∞w
we obtain that the series
(A.5)∑
k,l,m
∫
R2n+ν
ei(ϕ(x,y,θ)+〈θ,m〉)aklm (x, y, θ) e
i〈x,k〉u (x) ei〈y,l〉v (y) dxdydθ = 〈Av, u〉
is absolutely convergent and that the operator A defined by this series satisfies
|〈Av, u〉| ≤ Cst ‖a‖S∞w ‖u‖L2 ‖v‖L2 .
It remains to show that the definition is independent of the representation (A.4).
Let ψ ∈ S (Rν) be such that ψ (0) = 1. For ε ∈ (0, 1], we put ψε = ψ (ε·) and
Aεv (x) =
∫
Rn+ν
eiϕ(x,y,θ)a (x, y, θ)ψ (εθ) v (y)dydθ, v ∈ S (Rν) .
This is an usual integral. Let u, v ∈ S (Rn). Then∫
Rn+ν
eiϕ(x,y,θ)a (x, y, θ)ψ (εθ)u (x) v (y) dxdydθ =
〈
a, eiϕu⊗ v ⊗ ψε〉 = 〈Aεv, u〉
and again the integral is an usual one. If
a (x, y, θ) =
∑
(k,l,m)∈Z2n+υ
ei(〈x,k〉+〈y,l〉+〈θ,m〉)aklm (x, y, θ)
is a decomposition of a ∈ S∞w (Rn × Rn × Rν) given by the corollary 3.13, then
〈Aεv, u〉 =
〈
a, eiϕu⊗ v ⊗ ψε〉
=
∑
k,l,m
〈
ei(〈x,k〉+〈y,l〉+〈θ,m〉)aklm, e
iϕu⊗ v ⊗ ψε
〉
=
∑
k,l,m
∫
R2n+ν
ei(ϕ(x,y,θ)+〈θ,m〉)aklm (x, y, θ)ψ (εθ) e
i〈x,k〉u (x) ei〈y,l〉v (y) dxdydθ.
We obtain that
〈Av, u〉 − 〈Aεv, u〉 =
∑
k,l,m
tklm (ε)
with
tklm (ε)
=
∫
R2n+ν
ei(ϕ(x,y,θ)+〈θ,m〉)aklm (x, y, θ) (1− ψ (εθ)) ei〈x,k〉u (x) ei〈y,l〉v (y) dxdydθ
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Now lemma 3.14 implies the estimate
sup
|α|≤N
‖∂α ((1− ψε) aklm)‖L∞ ≤ C (ψ) sup
|α|≤N
‖∂αaklm‖L∞
≤ C′ (ψ) ‖aklm‖L∞ , (k, l,m) ∈ Z2n+υ .
It follows that the series
∑
k,l,m tklm (ε) is uniformly convergent. As for any (k, l,m)
∈ Z2n+υ we have limε→0 tklm (ε) = 0 it follows that
lim
ε→0
|〈Av, u〉 − 〈Aεv, u〉| = 0.
Hence
(A.6) 〈Av, u〉 = lim
ε→0
〈Aεv, u〉 = lim
ε→0
〈
a, eiϕu⊗ v ⊗ ψε〉 , u, v ∈ S (Rn) .
Proposition A.1. Let a ∈ S∞w (Rn × Rn × Rν) and let ϕ : Rn × Rn × Rν → R be
a smooth phase function such that the Asada-Fujiwara conditions (A.2) and (A.3)
are fulfilled. Let A be the operator defined by (A.5), (A.6). Then A ∈ B (L2 (Rn))
and
‖A‖B(L2(Rn)) ≤ Cst ‖a‖S∞w .
Appendix B. Convolution operators
Let V be an n dimensional real vector, V ′ its dual and 〈·, ·〉V,V ′ : V × V ′ → R
the duality form. We define the (Fourier) transforms
FV , FV : S ′ (V )→ S ′ (V ′) ,
FV ′ , FV ′ : S ′ (V ′)→ S ′ (V ) ,
by
(FV u)(ξ) =
∫
V
e−i〈x,ξ〉V,V ′u(x)dµ (x) ,
(FV u)(ξ) =
∫
V
e+i〈x,ξ〉V,V ′u(x)dµ (x) ,
(FV ′v)(x) =
∫
V ′
e−i〈x,ξ〉V,V ′ v(ξ)dµ′ (ξ) ,
(FV ′v)(x) =
∫
V ′
e+i〈x,ξ〉V,V ′ v(pξ)dµ′ (ξ) .
Here µ is a Lebesgue (Haar) measure in V and µ′ is the dual one in V ′ such that
Fourier’s inversion formulas hold: FV ′◦FV = 1S′(V ), FV ◦FV ′ = 1S′(V ′). Replacing
µ by cµ one must change µ′ to c−1µ′. These (Fourier) transforms defined above are
unitary operators FV ,FV : L2 (V )→ L2 (V ′) and FV ′ ,FV ′ : L2 (V ′)→ L2 (V ).
If V = Rn we use µ = m -Lebesgue measure in V with the dual µ′ = (2π)−nm
in V ′, so that FV = F and FV ′ = F−1, where F is the usual Fourier transform.
Let λ : Rn → V be a linear isomorphism. Then there is cλ ∈ C∗ such that for
u ∈ S (V ) we have
F (u ◦ λ) = cλ (FV u) ◦ tλ−1.
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Indeed, the measure m ◦λ−1 is a Haar measure in V and therefore there is cλ ∈ C∗
such that m ◦ λ−1 = cλµ. Then
F (u ◦ λ) =
∫
Rn
e−i〈y,·〉 (u ◦ λ) (y) dy =
∫
V
e−i〈λ−1x,·〉u (x) d (m ◦ λ−1) (x)
= cλ
∫
V
e
−i〈x,tλ−1·〉
V,V ′u (x) dµ (x) = cλ (FV u) ◦ tλ−1.
Similarly it is shown that there is c′λ ∈ C∗ such that for w ∈ S (V ′) we have
F−1 (w ◦ tλ−1) = c′λ (FV ′w) ◦ λ.
Let us note that the above formulas hold for elements in L2, S ′, ....
Since the measures µ and µ′ are dual, we obtain that cλc
′
λ = 1.
u ◦ λ = F−1F (u ◦ λ) = cλF−1
(
(FV u) ◦ tλ−1
)
= cλc
′
λ
(FV ′FV u) ◦ λ = cλc′λ (u ◦ λ)
⇒ cλc′λ = 1.
Let a : V ′ → C be a measurable function. We introduce the densely defined
operator a (DV ) defined by
a (DV ) = FV ′MaFV .
Lemma B.1. Let λ : Rn → V be a linear isomorphism. Then
(a) u ∈ D (a (DV )) if and only if u ◦ λ ∈ D
((
a ◦ tλ−1) (D)).
(b) For any u ∈ D (a (DV ))(
a ◦ tλ−1) (D) (u ◦ λ) = a (DV ) u ◦ λ.
Proof. (a) The following statements are equivalent:
(i) u ∈ D (a (DV )) .
(ii) aFV u ∈ L2 (V ) .
(iii) (aFV u) ◦ tλ−1 ∈ L2 (Rn) .
(iv)
(
a ◦ tλ−1) (FV u ◦ tλ−1) ∈ L2 (Rn) .
(v)
(
a ◦ tλ−1)F (u ◦ λ) ∈ L2 (Rn) .
(vi) u ◦ λ ∈ D ((a ◦ tλ−1) (D)) .
(b) Let u ∈ D (a (DV )). Then(
a ◦ tλ−1) (D) (u ◦ λ) = F−1Ma◦tλ−1F (u ◦ λ) = cλF−1 [(MaFV u) ◦ tλ−1]
= cλc
′
λ
(FV ′MaFV u) ◦ λ = a (DV )u ◦ λ.

If a ∈ C∞pol (V ′) then the operator a (DV ) = FV ′MaFV belongs to B (S ′ (V )). In
this case we have the following result.
Lemma B.2. Let λ : Rn → V be a linear isomorphism. If a ∈ C∞pol (V ′) then for
any u ∈ S ′ (V ) (
a ◦ tλ−1) (D) (u ◦ λ) = a (DV ) u ◦ λ.
Proof. By continuity and density, it suffice to prove the equality for u ∈ S (V ). But
this is done in previous lemma. 
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Suppose that (V, |·|V ) is an euclidian space and that a is symbol of the form
a = b (|·|V ′) ,
where b ∈ C∞pol (R) and |·|V ′ is the dual norm of |·|V .
Let λ : Rn → V be a linear isometric isomorphism. Then tλ−1 : Rn → V ′ is a
linear isometric isomorphism so that |·|V ′ ◦ tλ−1 = |·|, where |·| is the euclidian in
Rn. It follows that
b (|·|V ′) ◦ tλ−1 = b (|·|) .
Using the previous lemma we obtain the following result.
Corollary B.3. Let λ : Rn → V be a linear isometric isomorphism. If b ∈ C∞pol (R)
then for any u ∈ S ′ (V )
b (|D|) (u ◦ λ) = b (|DV |)u ◦ λ.
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