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Abstract—Minimizing Gaussian curvature of meshes is fundamentally important for obtaining smooth and developable surfaces.
However, there is a lack of computationally efficient and robust Gaussian curvature optimization method. In this paper, we present a
simple yet effective method that can efficiently reduce Gaussian curvature for 3D meshes. We first present the mathematical
foundation of our method, which states that for any point on a developable surface there must be another point that lives on its tangent
plane. Then, based on this theoretical insight, we introduce a simple and robust implicit Gaussian curvature optimization method
named Gaussian Curvature Filter (GCF). GCF implicitly minimizes Gaussian curvature without the need to explicitly calculate the
Gaussian curvature itself. GCF is highly efficient and is 20 times faster than the classical standard Gaussian curvature flow method.
We present extensive experiments to demonstrate that GCF significantly outperforms state-of-the-art methods in minimizing Gaussian
curvature, geometric feature preserving smoothing and mesh noise removal. This method can be used in a large range of applications
that involve Gaussian curvature.
Index Terms—Gaussian curvature, mesh denoising, feature preserving, probability distributions.
F
1 INTRODUCTION
There are many ways to represent 3D models. Among
these representations, triangular meshes are perhaps the
most popular. Triangular meshes usually contain two parts.
The first part is a set of vertices, representing 3D spatial
locations of the surface. The other part is a set of triangular
faces that indicate the connectivity between vertices. With
the topological information of adjacent vertices, triangular
mesh can represent the geometric details of a surface.
Automatic 3D mesh grneration has made great progress
in the past few years. The way of generating triangular
meshes can be roughly divided into three categories: inter-
active design from CAD software, 3D scanning, and end-to-
end generation. In 3D scanning, a scanner can automatically
obtain the 3D coordinates of the surface. For example,
by modeling the environment around the scanned object,
selecting the best path for automatic scanning to produce
a high-quality 3D mesh [1]. In end-to-end methods, the 2D
images are used to train a neural network, which generates
the corresponding 3D mesh [2].
Unfortunately, the 3D mesh obtained through these tech-
nologies is often noisy, incomplete and/or contains outliers.
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Fig. 1. Gaussian curvature filter on the noisy Vase mesh.
The noise usually comes from the measurement device.
Due to the limited view angle, the obtained mesh might be
incomplete (missing partial data). As a result, the obtained
3D mesh can not be directly used in practice. For this reason,
denoising and smoothing methods for 3D meshes become
indispensable.
In the literature, various methods have been developed.
These methods can be categorized into three types: opti-
mization [3], [4], [5], training [6], [7], [8], and filtering [9],
[10], [11], [12], [13], [14], [15]. These methods have their
advantages and disadvantages. Most of the optimization
methods for mesh smoothing need manually set some
parameters, which often need to be optimized iteratively
to satisfy the parameter requirements. Such methods are
generally time consuming and sometimes do not converge
for certain given parameter values. On the other hand, the
training methods do not have this issue. Based on the given
noise and ground truth model data, training methods can
achieve satisfying results. However, the disadvantage of
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2the training-based approach is that it is difficult to find
sufficient models to train the network parameters, to have
good generalization capabilities for different meshes and
different noise levels. Most filter methods, based on vertex
and face normal, use global or local statistics, and may also
rely on several manually set parameters.
Curvature is an important geometric feature of surfaces.
Its value reflects how the surface is curved. It is often used
as an important tool for surface analysis and processing.
The literature has reported that using curvature features
on 3D mesh surfaces can achieve good results [16], [17].
Michael Eigensatz et al. proposed a 3D geometry process-
ing framework to achieve 3D mesh filtering and editing
by utilizing the curvature distribution of the surface [18].
Gaussian curvature is a specific type of curvature. It is an
intrinsic measurement of surfaces. It has been applied to
images and 3D meshes [19], [20], [21], [22], [23].
1.1 Motivation and Contribution
A 3D mesh that contains noise has higher Gaussian cur-
vature than its corresponding noise-free model. Therefore,
reducing the curvature energy can smooth or denoise the
meshes [20], [24]. Based on this observation, we can formu-
late the problem of noise removal on 3D mesh as that of
reducing the Gaussian curvature.
However, minimizing Gaussian curvature is tradition-
ally carried out by Gaussian curvature flow [25]. This
method requires to explicitly compute Gaussian curvature.
Explicitly computing Gaussian curvature, which implicitly
assumes that the surface is second order differentiable. This
condition can not be easily satisfied in real applications.
Another problem with Gaussian curvature flow is that the
time step has to be small to ensure numerical stability. As a
result, such geometric flow is time consuming. These two
issues hamper the application of Gaussian curvature on
meshes.
To tackle these two issues, we propose a simple, easy to
implement, and robust filter that can efficiently minimize
Gaussian curvature. Our method can effectively remove
noise and preserve geometric features as illustrated in Fig.
1. Different from most existing methods that have many free
parameters, our method has only one. The contributions of
this paper are as follows:
• We propose a simple and robust implicit Gaussian
curvature optimization method, which we call Gaus-
sian Curvature Filter. Our filter neither relies on
Gaussian curvature calculation nor requires second-
order differentiation of surfaces. This property is
fundamentally different from conventional geomet-
ric flow, which requires the second-order differentia-
bility of the surface.
• We developed a Gaussian curvature optimization
algorithm using a 1-ring neighborhood. On this basis,
we further introduce geometric constraints on the
neighborhood vertices for each Gaussian curvature
optimization step to preserve the model’s original
geometric features and simultaneously optimize the
Gaussian curvature.
• Our algorithm has only one parameter - the number
of iterations. And it does not depend on any a pri-
ori assumption. Our method is very simple, highly
efficient, and is 20 times faster than conventional
Gaussian curvature flow method. Our method is also
more robust than existing methods and outperforms
state of the art qualitatively and quantitatively. We
will make our code and data open source after the
paper is published.
2 RELATED WORK
Before presenting our method that minimizes Gaussian
curvature energy and preserves the geometric features, we
mainly discuss the related work from three aspects: the
Gaussian curvature in image processing, Gaussian curva-
ture in mesh processing, and finally, mesh denoising capa-
bility and feature preservation property.
2.1 Gaussian curvature in image processing
Researchers have made great progress in image denoising
using the geometric properties of Gaussian curvature in past
decades. Lee et al. design a Gaussian curvature-driven dif-
fusion equation for image noise removal [21]. This method
can maintain the boundary and some details better than the
mean curvature. Jidesh et al. proposed Gaussian curvature
to guide image denoising of fourth-order partial differential
equations (PDE) [26]. It works for image denoising and
maintains curved edges, slopes, and corners.
However, geometric flow algorithms require the surface
to be differentiable. But discrete digital images usually can
not satisfy this condition. Furthermore, the calculation for-
mula of Gaussian curvature is generally complicated and
has some numerical issues.
To overcome these issues, researchers found simple fil-
ters to optimize Gaussian curvature. Gong et al. proposed a
locally weighted Gaussian curvature as a regularized varia-
tional model and designed a closed-form solution [27]. It has
achieved excellent results in image denoising, smoothing,
texture decomposition and image sharpening. They further
proposed an optimization method for regularizers based on
Gaussian curvature, mean curvature and total variation [20].
These pixel local filters can be used to quickly reduce the
energy of the entire model, thus significantly reduce com-
putational complexity because there is no need to explicitly
calculate Gaussian curvature itself.
2.2 Gaussian curvature in mesh processing
In 3D geometry, the explicit Gaussian curvature calculation
method requires the surface to be second-order differen-
tiable. However, discrete surfaces usually do not satisfy
this requirement. Researchers have found some approxima-
tion methods to calculate Gaussian curvature for discrete
meshes [28], [29]. The Gaussian area is used to approximate
the Gaussian curvature of the mesh surface [23]. The Gaus-
sian curvature distribution of the surface is obtained by a
lookup table. Zhao et al. applied Gaussian curvature ge-
ometry flow to mesh fairing [22]. They designed a diffusion
equation whose evolution direction relies on the normal and
the step size is a manually defined function of Gaussian
curvature. The corner and edge features of the mesh are
preserved during fairing. However, the Gaussian curvature
3of each vertex is explicitly calculated, and the computation
complexity is too high. Moreover, the convergence of the
algorithm is too slow.
In Gaussian curvature optimization methods, the Gaus-
sian curvature flow is the most classical one. The Gaussian
curvature flow method relies on high-precision Gaussian
curvature calculations. It also requires the time step size to
be small for ensuring numerical stability. If the step size is
set too large, the algorithm may be unstable. If the step size
is too small, the convergence speed is slow. How to set a
reasonable step size is an open problem.
2.3 Mesh denoising and feature preservation
There are many types of 3D mesh denoising and fea-
ture preservation methods. Here, we mainly discuss the
optimization-based and filter-based state-of-the-art meth-
ods.
In optimization-based methods, this type of methods
achieve global optimization with given ground truth and
noise distribution prior constraints. He et al. propose a
L0 minimization based method that achieves denoising by
maximizing the plane area of the model [3]. In a model
with rich planar features, this method can preserve some
sharp geometric features during the denoising. Wang et
al. implement denoising and feature preservation in two
steps [4]. First, the global Laplace optimization algorithm
is used to denoise, and then an L1-analysis compressed
sensing optimization is used to recover sharp features.
Filter-based methods are mostly implemented by mov-
ing the vertex position. In [11], [12], [13], researchers per-
form the denoising and feature preservation by moving the
vertex position of the model. The vertex is moved along the
normal direction. And the moving step size is an empirical
parameter. Lu et al. constructs geometric edges by extract-
ing geometric features of the input model, and iteratively
optimizes vertex positions for denoising and feature preser-
vation by guiding the geometric edges [13]. In [13], [14],
[15], [30], iterative optimization of the face normal is used
as a guide for denoising and feature preservation. Li et al.
present a non-local low-rank normal filtering method [15].
Denoising and feature preservation of synthetic and real
scan models are achieved by guided normal patch covari-
ance and low-rank matrix approximation.
Most of existing denoising and feature preservation al-
gorithms have the following problems: 1) Excessive depen-
dence on the a priori assumptions, thus resulting in many
parameters to be manually set; 2) It is difficult to find the
optimal parameters; 3) Based on the method of normal
estimation, the original feature is easily damaged while
denoising texture-rich models.
3 GAUSSIAN CURVATURE FILTER ON MESH
In this section, we show a simple iterative filter that can
efficiently reduce Gaussian curvature for meshes. Mean-
while, our method can preserve geometric features of the
input mesh during the optimization process. We first show
a mathematical theory behind this filter, which guarantees
to reduce Gaussian curvature. Then, we add more geometric
constraints in this filter to preserve geometric features of the
input mesh.
3.1 Variational Energy
In many applications, reducing Gaussian curvature is usu-
ally imposed by following variational model:
argmin
{v′i}
N∑
i=1
[
1
2
(vi − v′i)2 + λ|K(v′i)|] , (1)
where {vi} are the input vertices N is the number of
vertices, v′i is the desired output, K(v
′
i) is the Gaussian
curvature at v′i and λ > 0 is a scalar parameter that usually
is related to noise level. The first quadratic term measures
the similarity between the input and the output. The second
term measures the Gaussian curvature energy of the output
mesh. The main challenge in this model is how to efficiently
minimize the Gaussian curvature.
The Gaussian curvature energy (GCE) is defined as
EGC(v′i) =
N∑
i=1
|K(v′i)| . (2)
This energy measures the developability of the mesh {v′i}.
Different from the Eq. 1, this energy does not consider the
similarity between the output {v′i} and input {vi}. There-
fore, only minimizing Gaussian curvature energy does not
preserve the geometric features of the input mesh during
the optimization. We will discuss how to minimize Gaussian
curvature and preserve geometric features in our method.
When EGC = 0, it is clear that K = 0 everywhere on the
surface. Such surface is called a developable surface, which
can be mapped to a plane without any distortion. That
is why it is called “developable”. Reducing the Gaussian
curvature on the surface is trying to make the surface
developable. Developable surfaces can be easily manufac-
tured and produced in industry. This is one reason that
minimizing Gaussian curvature is an important topic.
3.2 Mathematical Foundation
For any developable surface S (Gaussian curvature is zero
everywhere on the surface), we denote T S as its tangent
space. We have following theorem:
Theorem 1. ∀~x ∈ S , ∀ > 0, ∃~x0 ∈ S, 0 < |~x − ~x0| < , s.t.
~x0 ∈ T S(~x).
Proof. Let ~x = ~r(u, v) ∈ S , where (u, v) is the parametric
coordinate. Since S is developable, ~r(u, v) can be repre-
sented as ~r(u, v) = ~rA(u)+ v~rB(u) [31], where ~rA(u) is the
directrix and ~rB(u) is a unit vector. Let ~x0 = ~r(u, v0) ∈ S ,
where v0 = v+  and  6= 0, then ~x0 = ~rA(u)+(v+ )~rB(u).
For two arbitrary scalars α1 and α2, the tangent plane at ~x
is
T S(~x) = ~r + α1 d~r
du
+ α2
d~r
dv
= ~r + α1
d~r
du
+ α2~rB(u) . (3)
Because of Eq. 3, ~x0 is on the plane that passes ~x and
is spanned by the two vectors d~rdu and ~rB . Therefore,
~r0 ∈ T S(~x).
This theorem indicates that for any point ~x on a devel-
opable surface there must be another neighbor point ~x0 that
lives on its tangent plane. This conclusion is the theoretical
foundation for our method.
4(a) Cylindrical surface(b) Conical surface(c) Tangent surface
Fig. 2. Theorem 1 on three types of developable surfaces.
This theorem can also be verified on developable sur-
faces. In mathematics, it is already known that there are
only three types of developable surface: cylinder, cone and
tangent developable. As shown in Fig. 2, for any point ~x
(red point) on such surface, there is another point ~x0 (blue
point) that lives on its tangent plane.
This theorem can also be explained from another point
of view. In differential geometry, Gaussian curvature of a
vertex on a surface is the product of the principal curvature
κ1 and κ2 at the vertex. That is K = κ1κ2. In literature [24],
it has been proved that minimizing a principal curvature
in the Gaussian curvature of a vertex is to minimize the
Gaussian curvature of the vertex for the 2D discrete images.
More specifically, we have following relationship:
κ1κ2 = 0⇐⇒ min{|κ1|, |κ2|} = 0. (4)
This result is stronger than Theorem 1 because it tells where
~x0 should be. Instead of adopting this result, we use Theo-
rem 1 because finding the principal curvature is challenging
in practice.
In this paper, we adopt Theorem 1 and apply it on mesh
processing. According to Theorem 1, we can reduce the
Gauss curvature of the vertex by moving its position such
that one of its neighbors falls on its tangent plane. If the
Gaussian curvature at the vertex is zero, then the moving
distance is zero because one of its neighbors already lives on
its tangent plane. Otherwise, the Gaussian curvature is high
before the movement. After the movement, the processed
vertex is closer to a developable surface. Therefore, the
Gaussian curvature is reduced.
3.3 Discrete Neighborhood on Meshes
Based on the Theorem 1, there is always a neighbor point
~x0 that lives on the tangent plane of ~x for any point ~x
on a developable surface. However, on the discrete mesh,
this point ~x0 is not necessarily a vertex in real applications.
To overcome this issue, we take all the 1-ring topology
neighborhood vertices as possible candidates and finally
adopt only one as an approximation to ~x0. Although such
approximation introduces some numerical error, it simpli-
fies the way to find ~x0 on triangular meshes. Our numerical
experiments confirm that such approximation works well
on triangular meshes in practical applications.
(a) (b)
Fig. 3. The 1-ring neighborhood and the domain decomposition result
on the Stanford bunny mesh. (a) is the basic structure of the 1-ring
topology neighborhood. (b) is the result of the domain decomposition
algorithm on the Stanford bunny.
3.4 Our Method
Our method can be roughly divided into two stages. The
first part is to classify all the vertices of a mesh according to
their neighborhood relationship, so as to ensure that a cer-
tain vertex is moved in the local area and its neighborhood
is fixed. Fixing the neighborhood ensures the convergence
of the algorithm. It is also convenient to design a parallel
algorithm. The second part is the vertex update algorithm.
According to the Theorem 1, the absolute value of the min-
imum distance from the neighborhood point to the vertex
tangent plane is calculated. Such minimum distance ensures
the similarity between the input and filtered result. Finally,
the vertex update is performed according to the normal
direction and the minimum absolute distance.
Algorithm 1: DOMAIN DECOMPOSITION
Input: Vertexs V={v1, v2, ..., vn}, Neighbor list
P={P1, P2, ..., Pn}
Initialization each vertex color Ci = 0, i = 1, · · · , n;
Initialization k = 1
for i = 1→ n do
//find the used color set in the neighbor list
S= ∅
for j = 1→ P [i].size() do
if color(P [i][j]) > 0 then
S.add(C(P [i][j]));
end
end
//loop through the color list to find a label that is
not used. Give current vertex this color.
for m = 1→ k do
if m /∈S then
Ci=m;
end
end
//if no free color available, add a new color label
if Ci = 0 then
Ci = k + 1
//extend the color list
k = k + 1
end
end
Output: vertex domain set {D1, D2, ..., Dk}
where all vertices in Di have the same color label.
53.4.1 Domain Decomposition
A 1-ring neighborhood of a triangular mesh is usually com-
posed of the similar structure as Fig. 3 (a). The local shape
structure consists of a vertex vi and its neighborhood vertex
set Pi={vj1, ..., vj5}. Vertex and neighborhood vertices are
connected by edges.
We optimize the entire triangular mesh by optimizing
each vertex with 1-ring neighborhood. The Gaussian cur-
vature of the vi vertex is inextricably linked to its neigh-
borhood vertex set Pi={vj1, ..., vj5}. If we are moving the
vertex vi, then the neighborhood vertices set {vj1, ..., vj5}
must not be moved at the same time. It’s easy to understand
that if the neighborhood vertices are moved at the same
time, it will cause instability and the algorithm will not
converge. So we need to separate the vertices in the mesh
as shown in Fig. 3 (a). The vertex is separated from
the neighborhood vertex set. As shown in Fig. 3 (b), we
distinguish them by different colors.
Implementation of this algorithm is described in Algo-
rithm 1, where V = {v1, v2, ..., vn} is the set of all vertices
of a mesh, P = {P1, P2, ..., Pn} is the set of neighborhood
points of each vertex, and D = {D1, D2, ..., Dn} is the color
label of each vertex after domain decomposition (Algorithm
1).
The advantages of domain decomposition for mesh ver-
tices are as follows: First, it can ensure that the vertex
moves while the neighboring vertices do not move. This
is an important prerequisite for ensuring convergence. Sec-
ond, all vertices are divided into several independent sets.
Therefore, each set can move independently. This makes it
convenient to design parallel algorithms. This also is an
important reason why our algorithm is faster than similar
algorithms (almost 20 times, see table 1). The result of the
domain decomposition of an actual mesh by Algorithm 1
is shown in Fig. 3 (b). We can see that each vertex color
is different from the color of its neighborhood vertices, and
all the vertices of the bunny are independently divided into
several sets.
3.4.2 Vertex Moving Direction
The differential coordinate of the i-th vertex vi =
(xi, yi, zi) ∈ V = {v1, v2, ..., vn} is the difference between
the absolute coordinates of vi and the center of mass of
its immediate neighbors Pi = {vj1, vj2, ..., vjm} in the
mesh [32], i.e.
~δvi = (δxi , δyi , δzi) = vi −
1
m
∑
vj∈P (vi)
vj . (5)
In differential geometry, the direction of the differential
coordinate vector ~δvi can be approximated to the normal
direction of the local area [33]. Following these works, we
use the ~δ unit vector Eq. 6 (reverse normal direction) as the
moving direction.
~δ =
−~δvi
‖~δvi‖
. (6)
3.4.3 Vertex Moving Distance
After the domain decomposition, we update each indepen-
dent vertex set separately. During each iteration, we have
(a) without constraint (b) with constraint
(c) vertex update
Fig. 4. Two projection strategies and the vertex update. (a) and (b) are
projection strategy without and with feature preservation, respectively.
(c) shows the vertex movement direction and amplitude.
to find the moving direction of the vertex and also the
corresponding moving distance.
We propose two different strategies for computing the
moving distance and compare them in the experiment sec-
tions. They have different properties in minimizing Gaus-
sian curvature and geometric feature preservation. And they
can be adopted separately according to the specific task
requirement.
• No Geometric Constraints: As can be seen from the
previous theoretical part, our algorithm optimizes
the overall Gaussian curvature. As shown in Fig.
4 (a), we optimize the Gaussian curvature of vi by
moving the vertex vi. So we need to calculate the
magnitude of the movement of the vertex vi. In
Fig. 4 (a), the projection strategy is to calculate the
projection distance set d={d1,d2...d5}. Each projec-
tion distance is from the neighbor vertex vj to the
tangent plane of the vertex vi. We choose the smallest
absolute value in this as the moving amplitude of
vertex vi.
• With Geometric Constraints: As shown in Fig. 4 (b),
we compute the normal ~nvi of the vertex vi and then
the normal of each neighborhood vertices. It should
be noted that the neighborhood vertex normal is the
cross-product unit vector of the two edges of the
neighborhood vertices. More specifically, the ~njk unit
vector in Fig. 4 (b) is given by
~njk =
−−→vjkvj(k−1) ×−−→vjkvj(k+1)
‖−−→vjkvj(k−1) ×−−→vjkvj(k+1)‖ . (7)
We calculate the projection distance of the unit nor-
mal vector set {~nvi,~nj1...~nj5} from the vertex of
the 1-ring neighborhood structure. Then, the each
edge {−→vivj1,−→vivj2...−→vivj5} has a projection to each
normal {~nvi,~nj1...~nj5}. As a result, we have all possi-
60d
Plane
Edge 
Corner
0d
Fig. 5. Geometrically constrained projection distance.
ble projection distances {d1,d2...dn} (in this example
n = 5×6 = 30). We still choose the smallest absolute
value in this set |d| as the moving amplitude of vertex
vi.
In summary, the minimal moving distance is computed
by
d =
 mink {|< ~nvi,
−→vivjk >|} ,without geometric constraint
min
k
{
∣∣∣< { ~N}, −→vivjk >∣∣∣}, { ~N} = {~nvi, ~nj1...~njm}
(8)
where<, > is the standard inner product, k = 1, ...,m; i =
1, ...n.
Adding the neighborhood geometry constraint as shown
in Figure 4 (b) ensures that geometric features are preserved
when optimizing the Gaussian curvature. This property is
important for the vertices at the corner, edge, and plane
geometry, as shown in Fig. 5. Since the vertices are contained
in the above geometrical features, the minimum absolute
value projection distance obtained by the projection strategy
of Fig. 4 (b) is |d| = 0.
∃ ~n ∈ { ~N}, ~n ⊥ −→vivjk ⇒ < { ~N}, −→vivjk > = 0. (9)
Therefore, the vertex moving distance 0 and the spatial
position is preserved. This kind of constraint makes our
algorithm have strong denoising and feature preservation
capability for different noise levels. Not surprisingly, the
performance of feature preservation in the noise-free model
is still robust, as shown in Fig. 6.
As shown in Fig. 4, there are two strategies for obtaining
|d|. Visual and quantitative results of the two projection
strategies are shown in Fig. 6. We can see that although the
projection strategy without geometric constraints can also
reduce the Gaussian curvature energy of the model, some
details of the model are unfortunately lost. So reducing
the Gaussian curvature energy in this way can achieve the
denoising of the model, but it can not preserve features.
3.4.4 Vertex Update Algorithm
Through the above computation, we obtain the minimum
projection distance of the vertex vi, see Fig. 4 (c). According
to the mathematical theory, iteratively updating each vertex
of the entire mesh will reduce the Gaussian curvature.
algorithm 2: The vertex update then is given by
v′ = v + |d| · ~δ . (10)
Algorithm 2: GAUSSIAN CURVATURE FILTER ON
MESH
Input: Vertex set V={v1, v2, ..., vn}, Vertex normal set
N={ ~n1, ~n2, ..., ~nn}, Neighbor List
P={P1, P2, ..., Pn}, Domains
D={D1, D2, ..., Dk}, IterationNumber
for i = 0→ IterationNumber − 1 do
for j = 0→ k − 1 do
//each vertex in the same domain
for t = 0→ Dk[j].size()− 1 do
index = Dk[j][t];
current = V [index];
if current on boundary then
v′[index] = v[index];
else
Comupte ProjN by Eq. 7;
put N [index] into ProjN ;
//find the min projection distance;
MIN = +∞;
for p = 0→ P [index].size()− 1 do
for r = 0→ ProjN.size()− 1 do
ProjectDistance =
abs((P [index][p]− current) ∗
ProjN [r]);
if ProjectDistance < MIN
then
MIN = ProjectDistance;
end
end
end
//compute ~δ by Eq. 6 and update;
v′[index] = v[index] + ~δ ∗MIN ;
end
end
end
end
Output: Vertexs V’={v′1, v′2, ..., v′n}
4 EXPERIMENTS
In this section, we perform several experiments to show two
properties of our method: minimizing the Gaussian curva-
ture and denoising with feature preservation. In the aspect
of Gaussian curvature optimization, the literature [22] is the
closest to our method. In the aspect of geometric feature pre-
serving noise removal, there are many methods, including
optimization based methods [34] and [3], and filter based
methods [35], [9], [10], [12], and [15]. We compare our ap-
proach with these methods in the two aspects respectively.
4.1 Minimize Gaussian Curvature
To show the property of minimizing Gaussian curvature,
we compare our method with two approaches. The first
one is the classical Gaussian curvature flow method [22].
We compare them by processing two commonly used but
representative meshes Max Planck head and Vase. These
two meshes are not developable. Therefore, minimizing the
Gaussian curvature would change its geometry such that the
mesh becomes more developable. Moreover, we also show
7the performance of both methods on these meshes when
adding some random noise.
We further compare our method with a recent approach
from SIGGRAPH2018 by Stein et. al [36]. Their method has
to manually or automatically defined the edges that can
not be moved during the optimization. We compare both
methods on noise-free and noisy meshes respectively. We
will discuss the results in later sections.
4.1.1 Parameter settings
In [22], the algorithm has five parameters to be manually
adjusted, k, ρ, β, , α. For the specific meaning of each
parameter, see Equation 2 in [22]. According to the author’s
suggestion, we set β = 2,  = 0.001, and α = 0.0005. The
most important parameter of this method is the step size ρ.
However, the algorithm is very sensitive to this parameter
ρ. If this parameter is set too large, the algorithm will easily
diverge. Otherwise, the convergence speed is very slow.
After numeral adjustments, we determined that the best
step size of the Gaussian curvature flow algorithm on Max
Planck is ρ = 1. For the Vase, we set the step size ρ = 0.01.
It is important to note that this parameter may have to be
set different values for different models, or different noise
levels of the same model. The author also mentioned the
importance of an implicit step size algorithm.
In contrast, our algorithm only has one parameter, i.e.,
the iteration number. It should be noted that the algorithm
generally converges after 40-50 iterations. In practical ap-
plications, the number of iterations relies on 1) how far the
input mesh to a developable surface; 2) noise level on the
mesh; 3) how close the output mesh to the original input.
4.1.2 Result analysis
In Fig. 6, we use two meshes, Max Planck head and Vase.
These two meshes are not developable. Therefore, minimiz-
ing their Gaussian curvature would change their geometry.
We perform the standard Gaussian curvature flow method,
our method with and without feature preservationon these
meshes, respectively. And the results are shown in the first
row of Fig. 6. We report the Gaussian curvature energy
during the iteration, along with the mean angle error.
On these two meshes, results from the standard Gaus-
sian curvature flow method do not have obvious difference
from the input. In contrast, our method leads to some visual
differences. This fact indicates that our method has better
performance in terms of optimizing Gaussian curvature.
Furthermore, we add random noise to these meshes
and compare the performance of these algorithms on noisy
meshes. The results are shown in the second row of Fig. 6.
We set the noise level σn = 0.3el which is proportional to
the average edge length el of the input model mesh.
In Fig. 6, it can be seen from the color of the denoised
meshes that the denoising results of Gaussian curvature
filtering are significantly better than the Gaussian curvature
flow. Gaussian curvature filter with feature preservation can
remove the noise and also keep some details during the
smoothing.
For further quantitative analysis, we show how Gaussian
curvature energy and mean square angular error (MSAE,
the smaller this value, the closer it is to the ground truth)
changes with optimization iteration in Fig. 6. We can see
that our method reduces Gaussian curvature energy faster
than Gaussian curvature flow.
Without feature preservation, our algorithm has con-
verged after 10 iterations. Fig. 4 (b) MSAE curve diverges
after a rapid decline, and the Gaussian curvature flow
MSAE curve decreases slowly, which is also comparable to
its Gaussian curvature energy curve.
With feature preservation, our algorithm has converged
after 40 iterations. In Fig. 6, the MSAE curve with the con-
straint of Fig. 4 (b) is consistent with the Gaussian curvature
energy curve.
Combined with the two sets of curves in Fig. 6, we can
easily get the following conclusions: First, through our algo-
rithm, both Fig. 4 (a) and Fig. 4 (b) projection strategies are
better than Gaussian curvature flow in Gaussian curvature
energy optimization. Second, with the geometric constraint
projection strategy of Fig. 4 (b), our algorithm can both
denoise and preserve features, and the effect is much better
than Gaussian curvature flow.
In addition, it is worth noting that our algorithms are
highly parallel due to our domain decomposition algorithm.
Our algorithm is nearly 20 times faster than the Gaussian
curvature flow algorithm, see Table 1.
TABLE 1
Running time comparison between the standard Gaussian curvature
flow method and our method. Our method is about 20 times faster.
Models Methods Parameters Time(s)
Max Planck [22]Ours
(100, 1.0, 2, 0.001, 0.0005)
(100)
1016.41
56.39
Vase [22]Ours
(100, 0.01, 2, 0.001, 0.0005)
(100)
744.75
40.34
We further compare our method with the recently de-
veloped method [36]. The results are shown in Fig. 7. In
the noise free cases, both methods achieve similar results.
But our method reaches lower Gaussian curvature energy.
In the noisy cases, our method leads to better results in
the terms of similarity with the ground truth and also the
Gaussian curvature energy. Our method does not generate
singularities as shown in Fig. 7 (d). The quantitative results
are summarized in Table 2. Our method is about 50 times
faster than the method in [36].
TABLE 2
Quantitative comparison of [36] on the bunny (|V |: 3301, |F |: 6598)
and mask (|V |: 12657, |F |: 24979) mesh. Our method is 50 times
faster. The running time is measured in seconds.
Models Methods MSAE GCE Time(s)
Bunny
noise-free
[36]
Ours
5.34
11.24
98.89
82.44
1613.10
35.70
Mask
noise-free
[36]
Ours
1.97
2.69
1076.50
1075.44
5770.60
132.40
Bunny
σn = 0.3el
[36]
Ours
12.59
11.86
323.21
83.48
1571.10
37.90
Mask
σn = 0.3el
[36]
Ours
5.56
3.75
1226.85
1124.08
5636
134.50
4.2 Denoising with Feature Preservation
To evaluate how well our new method performs in feature
preservation and noise removal, we choose seven represen-
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Fig. 6. Minimizing Gaussian curvature on noise-free meshes (top row) and noisy meshes (bottom row). In each panel, from left to right: the original,
Gaussian curvature flow method, our method without feature preserving, our method with feature preserving. GC is an abbreviation for Gaussian
curvature, and FP is an abbreviation for feature preservation.
9Input [36] Ours
MSAE: 0.00 5.34 11.24
GCE: 146.14 98.89 82.44
Input [36] Ours
MSAE: 0.00 1.97 2.69
GCE: 1092.59 1076.50 1075.44
(a) noise free (b) noise free
Input [36] Ours
MSAE: 24.01 12.58 11.83
GCE: 749.67 323.21 83.48
Input [36] Ours
MSAE: 17.4781 5.56 3.75
GCE: 3052.76 1226.85 1124.08
(c) noisy mesh (noise level σn = 0.3el) (d) noisy mesh (noise level σn = 0.3el)
Fig. 7. Comparison between [36] and our algorithm. Top: noise free case. Bottom: noisy case. Both methods lead to similar results in the noise-free
case. But our method is better in the noisy case. Notice the singularity in the middle image of (d). Both methods are performed 100 iterations.
tative state-of-art methods for comparison.
4.2.1 Parameter settings
In this set of experiment design, our algorithm iteration
parameter is set to 40, because the Gaussian curvature
energy curves in our previous experiments show that the
algorithm will converge at around 40 iterations. Both the
filter based methods and the optimization based methods
use their default parameters. The detailed parameters are
listed in Table 3. The meanings of the specific parameters
can be found in the respective papers. In this section, GCE
stands for Gaussian curvature energy and KLD is Kullback-
Leibler divergence.
4.2.2 Result analysis
In the experiments, we have selected four representative
models with rich features: armadillo, bunny, Max Planck,
and vaselion. In the armadillo model of Fig. 8, this repre-
sents a type of mesh with more vertices and faces, more fea-
tures, and a complete shape. Figure 8(a) is an input model
with Gaussian random noise. We can see that its Gaussian
curvature energy value is very high, nearly 10 times that of
the ground truth model. Most of the comparison methods
are based on vertex normals or faces normals for denoising
and feature preservation. The normal estimation method
needs to be constrained by many artificial parameters, and
has to rely on strong assumptions. Setting the normal weight
parameter too large, will cause the estimated local plane to
be too large thus losing the original features. Conversely, the
denoising ability will be weakened. We reduce the Gaussian
curvature energy of the overall model by minimizing the
Gaussian curvature of each vertex according to the Gaussian
curvature of the model itself. So in the end our model’s
Gaussian curvature energy value is closest to the ground
truth. In the comparison method, our MSAE value is the
smallest, which also shows that our algorithm preserves the
features the best in the denoising process (see Table 3 in later
section). As shown in Fig. 8, our results are the best in terms
of both overall shape and local detail.
Figures 9 demonstrates that our method also works in
models with few vertices and faces but rich features. In
Fig. 9, we can see that for the method of [12], handling
low-resolution mesh models can result in local regions using
larger neighborhood filtering normals and calculating nor-
10
(a) Noisy (b) Original (c) [35] (d) [34] (e) [9]
MSAE=22.07 MSAE=0.00 MSAE=13.43 MSAE=12.36 MSAE=15.06
GCE=13282.30 GCE=1958.15 GCE=4524.08 GCE=4854.35 GCE=3765.05
(f) [10] (g) [3] (h) [12] (i) [15] (j) Ours
MSAE=14.89 MSAE=13.44 MSAE=14.88 MSAE=12.15 MSAE=9.72
GCE=4012.49 GCE=2385.80 GCE=2167.83 GCE=3376.38 GCE=1665.57
Fig. 8. Comparison between our algorithm and the selected state-of-the-art algorithms on the armadillo (σn = 0.3el).
mals on larger patches, which can result in over-smoothing.
It can be clearly seen from the bunny’s head. In Fig. 9, we
can see that our model is the closest to ground truth. For
example, due to the rich feature of the nose portion, the
Gaussian curvature energy is large. The algorithm does not
simply reduce the Gaussian curvature of all vertices to 0
to achieve denoising, but denoises based on the geometric
characteristics of the model itself. Fig. 11 represents a model
with very rich feature texture and a large number of vertices
and faces. Our algorithm is equally applicable to such
models, and achieves the best results compared to several
state of the art methods. To verify that our algorithm works
at different noise levels, we designed experiments to process
models with different noise levels. Figure 10 and Fig. 11
demonstrate the robustness of the algorithm at different
noise levels.
The above comparisons mainly demonstrate visually
that our method is superior to other state of the art methods.
The quantitative comparison results are shown in Table 3.
We compare the algorithms in terms of setting parameters,
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(a) Noisy (b) Original (c) [35] (d) [34] (e) [9]
MSAE=31.71 MSAE=0.00 MSAE=18.88 MSAE=18.24 MSAE=19.01
GCE=1680.63 GCE=146.60 GCE=640.60 GCE=751.59 GCE=604.21
(f) [10] (g) [3] (h) [12] (i) [15] (j) Ours
MSAE=17.96 MSAE=14.93 MSAE=14.49 MSAE=15.06 MSAE=11.76
GCE=617.91 GCE=398.67 GCE=269.71 GCE=441.95 GCE=230.18
Fig. 9. Comparison between our algorithm and the selected state-of-the-art algorithms on the bunny (σn = 0.5el).
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j)
MSAE:9.54 0.00 8.59 7.32 11.83 10.75 8.67 11.63 9.57 6.60
GCE:455.27 226.34 242.63 221.09 240.25 225.02 170.66 179.21 221.26 127.10
Fig. 10. Comparison between our algorithm and the selected state-of-the-art algorithms on the Max Planck (σn = 0.1el).(a) Noisy; (b) Original;
(c) [35]; (d) [34]; (e) [9];(f) [10]; (g) [3]; (h) [12]; (i) [15]; (j) Ours;
12
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j)
MSAE:25.11 0.00 21.13 NaN 24.92 21.78 16.84 25.66 21.55 12.72
GCE:12933.10 2757.32 7435.05 8127.51 7017.39 6449.90 5356.49 4403.20 6184.21 2741.82
Fig. 11. Comparison between our algorithm and the selected state-of-the-art algorithms on the vaselion (σn = 0.2el). (a) Noisy; (b) Original;
(c) [35]; (d) [34]; (e) [9];(f) [10]; (g) [3]; (h) [12]; (i) [15]; (j) Ours;
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Fig. 12. Gaussian curvature distribution map corresponding to Figures
8- 11. The left axis is Gaussian curvature probability in Log scale. And
the bottom axis is the Gaussian curvature value of the vertices on the
model. The curves of the eight different colors are: (a) is the Noisy input,
(b) is the Ground truth . (c) is the method [35], (d) is the method [34],
(e) is the method [9], (f) is the method [10], (g) is the method [3], (h) is
the method [12], (i) is the method [15], (j) is Ours. Our results are close
to the ground truth. The quantative K-L devergence is summarized in
the right column of Table 3.
MSAE, GCE, and KLD. In Fig. 12, we plot the Gaussian
curvature probability distributions of the models which can
help better explain why our scheme achieves such a good
effect. A wider Gaussian curvature probability distribution
indicates a higher level of noise. As can be seen from the
armadillo in Fig. 12, for the noisy model, the Gaussian
curvature energy is the largest, so the curve is the widest.
For the ground truth model, the Gaussian curvature energy
is concentrated near 0, and the distribution curve is rela-
tively narrow. Our method’s distribution curve is closest
to the ground truth distribution amongst all compared
methods. The KLD values of our method in Table 3 is the
smallest, indicating that the Gaussian curvature probability
distribution of our method is the closest to the ground
truth distribution. The MSAE values of our method are
the smallest, indicating that the output of our method can
preserve the model’s geometric feature the best. It is also
interesting to observe that the GCE values of our method’s
outputs are also the lowest. Similar observation can be made
for the other models in Fig. 12.
4.3 Applied to real scan models
We have seen that our method achieves state of the art effect
on synthesized CAD meshes. We have applied the algo-
rithm to process real 3D models. We use two real scanned
meshes which contain unknown noise in the experiments
and results are shown in Figures 13 and 14. Our method can
remove the noise and simultaneously keep the geometric
features.
5 CONCLUSION
In this paper, we propose an iterative filter that optimizes
the Gaussian curvature of a triangular mesh. Our method
does not need to explicitly calculate the Gaussian curvature.
Our method does not require the mesh to be second-order
differentiable. Our method is simple but effective and effi-
cient, as confirmed by the numerical experiments.
In addition, thanks to the addition of the geometric
constraints, our algorithm has strong feature preservation
while achieving fast denoising. Our algorithm is adaptive to
the original geometric features of the model. Our algorithm
has only one parameter in the form of the number of iter-
ations, which makes our algorithm easier to use. From the
results of multiple sets of experiments, whether it is visual
or quantitative analysis, we have verified that our method
exceeded the state-of-art. At the same time, our algorithm
can also be applied to the triangular mesh of real scanning,
and also achieves good denoising and feature preservation
effects.
13
(a) Noisy (b) [35] (c) [34] (d) [9] (e) [10]
(f) [3] (g) [12] (h) [15] (i) Ours
Fig. 13. Comparison between our algorithm and the selected state of the art algorithms on the model of the real scan (angel).
(a) Noisy (b) [35] (c) [34] (d) [9] (e) [10]
(f) [3] (g) [12] (h) [15] (i) Ours
Fig. 14. Comparison between our algorithm and the selected state of the art algorithms on the model of the real scan (rabbit).
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TABLE 3
Quantitative comparison of noise removal and feature preservation
performances with other state of the art methods.
Models Methods MSAE GCE KLD
Armadillo
σn = 0.3el
(Figure 8)
Noisy
Ground truth
[35]
[34]
[9]
[10]
[3]
[12]
[15]
Ours
22.07
0.00
13.43
12.36
15.06
14.89
13.44
14.88
12.15
9.72
13282.30
1958.15
4524.08
4854.35
3765.05
4012.49
2385.80
2167.83
3376.38
1665.57
0.79
0.00
0.23
0.13
0.35
0.45
0.52
0.75
0.26
0.08
Bunny
σn = 0.3el
(Figure 9)
Noisy
Ground truth
[35]
[34]
[9]
[10]
[3]
[12]
[15]
Ours
31.71
0.00
18.88
18.24
19.01
17.96
14.93
14.49
15.06
11.76
1680.63
146.14
640.60
751.59
604.21
617.91
398.67
269.71
441.95
230.18
1.70
0.00
0.35
0.25
0.19
0.18
0.36
0.33
0.12
0.05
Max Planck
σn = 0.1el
(Figure 10)
Noisy
Ground truth
[35]
[34]
[9]
[10]
[3]
[12]
[15]
Ours
9.54
0.00
8.59
7.32
11.83
10.75
8.67
11.63
9.57
6.60
455.27
226.34
242.63
221.09
240.25
225.02
170.66
179.21
221.26
127.10
0.11
0.00
0.08
0.07
0.12
0.20
0.18
0.46
0.14
0.07
Vaselion
σn = 0.2el
(Figure 11)
Noisy
Ground truth
[35]
[34]
[9]
[10]
[3]
[12]
[15]
Ours
25.11
0.00
21.13
NaN
24.92
21.78
16.84
25.66
21.55
12.72
12933.10
2757.32
7435.05
8127.51
7017.39
6449.90
5536.49
4403.20
6184.21
2741.82
0.47
0.00
0.14
0.12
0.15
0.18
0.26
0.41
0.10
0.02
Parameter setting: [35] (10); [34] (1, 1); [9] (0.5, 20, 10);
[10] (1, 3.5 × 10−1, 20, 1.0 × 10−2, 10); [3] (Armadillo)
(1.4×10−2, 1.0×10−3, 1.0×103, 0.5, 2.9×10−3, 3.0×10−6)
, (Bunny) (1.4 × 10−2, 1.0 × 10−3, 1.0 × 103, 0.5, 5.2 ×
10−3, 2.9 × 10−4) , (Max Planck) (1.4 × 10−2, 1.0 ×
10−3, 1.0 × 103, 0.5, 3.8 × 10−3, 0.4) , (Vaselion) (1.4 ×
10−2, 1.0×10−3, 1.0×103, 0.5, 1.1×10−3, 2.0×10−6); [12]
(2, 1, 0.35, 20, 1, 1.0 × 10−2, 10); [15] (3.9 × 10−1, 20, 10);
Ours (40);
With this Gaussian curvature filter, minimizing Gaussian
curvature on triangular meshes becomes much easier. This
is important for many industries, such as ship manufacture,
car shape design, etc. And we believe that our method can
benefit both academical research and practical industries.
In the future, we will study the parallel Gaussian cur-
vature filtering algorithm, which will further accelerate the
optimization of Gaussian curvature. With such high perfor-
mance, we can study the meshes with super large number
of vertices and faces on GPU processing in real applications,
such as modeling, manufacture and real-time mesh editing.
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