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NONEXISTENCE OF SCATTERING AND MODIFIED
SCATTERING STATES FOR SOME NONLINEAR
SCHRO¨DINGER EQUATION WITH CRITICAL
HOMOGENEOUS NONLINEARITY
SATOSHI MASAKI AND HAYATO MIYAZAKI
Abstract. We consider large time behavior of solutions to the nonlin-
ear Schro¨dinger equation with a homogeneous nonlinearity of the critical
order which is not necessarily a polynomial. We treat the case in which
the nonlinearity contains non-oscillating factor |u|1+2/d. The case is ex-
cluded in our previous studies. It turns out that there are no solutions
that behave like a free solution with or without logarithmic phase cor-
rections. We also prove nonexistence of an asymptotic free solution in
the case that the gauge invariant nonlinearity is dominant, and give a
finite time blow-up result.
1. Introduction
In this paper, we consider large time behavior of solutions to nonlinear
Schro¨dinger equation
(NLS) i∂tu+∆u = F (u),
where (t, x) ∈ R1+d and u = u(t, x) is a complex-valued unknown function.
The nonlinearity F is homogeneous of degree 1+2/d, that is, F satisfies the
condition
(1.1) F (λu) = λ1+
2
dF (u)
for any u ∈ C and λ > 0.
It is known that the degree 1 + 2/d in the assumption (1.1) is critical
in view of large time behavior. More precisely, the behavior of a solution
depends on the shape of the nonlinearity [3, 7, 8, 15, 16, 18]. In [11, 12], we
introduce a decomposition of the nonlinearity
(1.2) F (u) = g0|u|
1+ 2
d + g1|u|
2
du+
∑
n 6=0,1
gn|u|
1+ 2
d
−nun
with the coefficients
(1.3) gn =
1
2π
∫ 2pi
0
F (eiθ)e−inθdθ
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and show if g0 = 0 and g1 ∈ R then the equation (NLS) admits a solution
which asymptotically behaves like
(1.4) uap(t) = (2it)
− d
2 ei
|x|2
4t û+
( x
2t
)
exp
(
−ig1
∣∣∣û+ ( x
2t
)∣∣∣ 2d log t)
as t→∞ for suitable function u+, under some summability assumption on
{gn}n. In particular, if g0 = g1 = 0 then there exists an asymptotically free
solution.
In this paper, we consider the case g0 6= 0. Remark that we may let
g0 = 1 without loss of generality by change of variable. The behavior of the
solutions is studied in some specific cases such as d = 2 and F (u) = 2(Re u)2
in [5]. However, it seems difficult to predict typical behavior in a general
setting because even small data global existence is not always true [10] (see
also [2,9]). Further, another critical notion of the power of the nonlinearity
is reported in [6]. According to these facts, we do not try to give a behavior
in terms of {gn}n in this paper, but instead deny the existence of a solution
that behaves like a free solution or a free solution with a logarithmic phase
correction, that is, behaves like (1.4). This is a complementary study of
[11,12], and is an extension of [17,19].
1.1. Nonexistence of a modified scattering state. To state the results,
we introduce notations. Set 〈a〉 = (1 + |a|2)1/2 for a ∈ C or a ∈ Rd. For
s,m ∈ R, the weighted Sobolev space on Rd is defined by Hm,s = {u ∈
S ′(Rd) ; 〈i∇〉m 〈x〉s u ∈ L2(Rd)}.
We first give the definition of a solution.
Definition 1.1 (Solution). Let I ⊂ R be an interval. We say a function
u(t, x) : I × Rd → C is a solution to (NLS) on I if u(t) belongs to
Ct(I;L
2
x(R
d)) ∩ L
2(d+2)
d
t,loc (I;L
2(d+2)
d
x (R
d))
and satisfies
u(t2) = U(t2 − t1)u(t1)− i
∫ t2
t1
U(t2 − s)F (u(s))ds
in L2(Rd) for any t1, t2 ∈ I, where U(t) = e
it∆ is the free Schro¨dinger group.
For t ∈ R \ {0}, we let unitary operators M(t) and D(t) on L2(Rd) by
[M(t)f ](x) = ei
|x|2
4t f(x), [D(t)f ](x) = (2t)−
d
2 f
( x
2t
)
.
For a number λ ∈ R and a function u+ ∈ L
2(Rd), we let
(1.5) Vλ(t) = Vλ(t, x;u+) = e
−i dpi
4 (M(t)D(t)[û+ exp(−iλ|û+|
2/d log t)])(x),
where û+ denotes the Fourier transform (2π)
− d
2
∫
Rd
e−ix·ξu+(x)dx. Remark
that Vg1(t) is the same asymptotic profile as in (1.4).
Our main result is the following.
Theorem 1.2 (No scattering nor modified scattering). Let d > 1. Suppose
that {gn}n ∈ ℓ
1(Z) and g0 = 1. If a solution u(t) to (NLS) on [T,∞),
T ∈ R, satisfies
lim
t→∞
‖u(t)− Vλ(t)‖L2 = 0,(1.6)
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lim
t→∞
t
d
2(d+2) ‖u(·)− Vλ(·)‖
L
2(d+2)
d
t,x ([t,∞)×R
d)
= 0,(1.7)
for some u+ ∈ H
0, d
d+2 (Rd) and some λ ∈ R, where Vλ(t) is given in (1.5),
then u+ ≡ 0.
Remark 1.3. As mentioned above, if g0 ∈ C \ {0} then we may let g0 = 1 by
change of variable.
Remark 1.4. If g(θ) = F (eiθ) is Lipschitz continuous, we can construct
a unique local solution for any given L2 data by a standard contraction
argument. Remark that our assumption {gn}n ∈ ℓ
1(Z) is weaker than the
Lipschitz continuity of g(θ). Indeed, g(θ) = | cos θ|1/2 is such an example.
The case corresponds to F (u) = |Re u|
1
2 |u|
1
2
+ 2
d , and gn = O(|n|
−3/2) (see
[12,14]).
Remark 1.5. When λ = 0, the assumptions (1.6) and (1.7) are equivalent to
lim
t→∞
‖u(t)− U(t)u+‖L2 = 0,(1.8)
lim
t→∞
t
d
2(d+2) ‖u(·)− U(·)u+‖
L
2(d+2)
d
t,x ([t,∞)×R
d)
= 0,(1.9)
respectively, as long as u+ ∈ H
0,d/(d+2) (see Lemma 3.2). Hence, our theo-
rem is a generalization of [17,19].
Remark 1.6. Not only the asymptotic profile of the form (1.5) but also
profiles with more general phase correction term can be treated (see Theorem
3.5).
Our argument is also applicable to the case g0 = 0 and g1 6= 0. We are
able to prove the nonexistence of an asymptotic free solution.
Theorem 1.7 (No scattering). Let d > 1. Suppose that {gn}n ∈ ℓ
1(Z),
g0 = 0, and g1 6= 0. If a solution u(t) to (NLS) on [T,∞), T ∈ R, satisfies
(1.8) and (1.9) for some u+ ∈ H
0, d
d+2 (Rd), then u+ ≡ 0.
Remark 1.8. This result can be compared with that by Strauss [20] (see
also Barab [1]). In [1, 20], the case gn = ±δn1 is treated. The assumptions
(1.7) and u+ ∈ H
0, d
d+2 (Rd) are not used. However, their argument requires
the assumption ‖U(t)u+‖L∞ = O(t
−d/2) as t → ∞. It is not clear which
assumption is stronger.
1.2. Finite time blowup. As mentioned above, when g0 = 1 we may not
expect even global existence for small data. By the test function method
introduced by [22, 23], we obtain the following blowup result as long as
|u|1+2/d is dominant.
To state the result, we introduce notion of a weak solution.
Definition 1.9 (weak solution). Suppose that F (z) is locally uniformly
bounded. We say a function u(t, x) ∈ S ′((−∞, T ) × Rd) is a weak solu-
tion to (NLS) with initial condition u(0, x) = u0(x) ∈ L
1
loc(R
d) on [0, T ),
T > 0, if u ∈ L
(d+2)/d
loc ((0, T ) × R
d) and the identity
4 S. MASAKI AND H. MIYAZAKI∫
(0,T )×Rd
u(t, x)(−i∂tψ(t, x) + ∆ψ(t, x))dxdt
= i
∫
Rd
u0(x)ψ(0, x)dx +
∫
(0,T )×Rd
F (u(t, x))ψ(t, x)dxdt
holds for any test function ψ ∈ C∞0 ((−∞, T )× R
d).
Note that a solution (in the sense of Definition 1.1) on (−τ, T ), τ > 0,
is a weak solution on [0, T ) by introducing a suitable extension of u in
(−∞,−τ/2)× Rd.
For a given data u0 ∈ L
1
loc(R
d), we define the maximal existence time by
Tmax = Tmax(u0) := sup
{
T > 0 ;
There exists a weak solution u(t)
to (NLS) with u(0) = u0 on [0, T )
}
.
Theorem 1.10 (Finite time blowup). Let d > 1 and ε > 0. Suppose that
{gn}n ∈ ℓ
1(Z) satisfies g0 = 1 and µ := g0 −
∑
n 6=0 |gn| > 0. If f ∈ L
1
loc(R
d)
satisfy
− Im f(x) >
{
|x|−k |x| > R0,
0 |x| 6 R0,
(1.10)
for some k 6 d and R0 > 0, then there exist C = C(k,R0, µ) > 0 and ε0 > 0
such that
Tmax(εf) 6
{
Cε−
2
d−k k < d,
exp(C/ε) k = d
(1.11)
holds for any ε ∈ (0, ε0).
Remark 1.11. Let us emphasize that uniqueness of a weak solution is not
assumed in Theorem 1.10. The estimate (1.11) implies that any existence
interval of a weak solution obeys the estimate.
Remark 1.12. In addition to the assumption of the theorem, we suppose
F (eiθ) is Lipschitz continuous and f ∈ L2(Rd). Then, a standard contraction
argument yields a unique solution u(t) in the sense of Definition 1.1. Let
Imax be a maximal existence interval of the solution. Then, Tmax := sup Imax
coincides with the above one and u(t) blows up at t = Tmax in such a sense
that limt→Tmax−0 ‖u(t)‖L2 =∞.
The rest of the paper is as follows. In Section 2, we give an outline of the
proof of Theorem 1.2 and extract main technical parts of the proof. Section
3 is devoted to the main parts. Then, in Section 4, we turn to the proof of
Theorem 1.7. Finally, Theorem 1.10 is discussed in Section 5.
2. Outline of the proof of Theorem 1.2
Let u(t) be a solution on [T,∞). By the equation, we have
(2.1) U(−2t)u(2t) − U(−t)u(t) = −i
∑
n∈Z
gn
∫ 2t
t
U(−s)Fn(u(s))ds
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in L2(Rd) for t > T , where
Fn(u) = |u|
1+ 2
d
−nun.
Note that the right hand side makes sense as a L2(Rd) function by means
of (dual) Strichartz’s estimate and the assumption {gn}n ∈ ℓ
1(Z).
Our proof is in the same spirit as in the paper by Shimomura and Tsut-
sumi [19]. We briefly recall the argument. Their case corresponds to
gn = δn0. Hence, (2.1) is reduced to
U(−2t)u(2t) − U(−t)u(t) = −i
∫ 2t
t
U(−s)|u|1+
2
d (s)ds.
Suppose (1.8) and (1.9) hold with some u+ 6≡ 0. Then, the left hand side
converges to zero strongly in L2(Rd) as t→∞ by means of the assumption
(1.8), while the assumption (1.7) with λ = 0, which is equivalent to (1.9),
implies∥∥∥∥∫ 2t
t
U(−s)|u(s)|1+
2
dds
∥∥∥∥
L2
=
∥∥∥∥∥
∫ 2
1
1
(2σ)1+
d
2
∣∣∣û+ ( x
2σ
)∣∣∣1+ 2d dσ∥∥∥∥∥
L2
+ o(1)
as t→∞. Hence, we obtain a contradiction.
Let us go back to our case. Since the constant λ ∈ R in the assumption
(1.7) is not necessarily zero, the left hand side of (2.1) does not necessarily
converges to zero strongly in L2(Rd) as t→∞. Furthermore, in the general
{gn}n case, it is not easy to estimate the norm of the right hand side of (2.1)
in L2(Rd).
The idea here is to look at structure of every term in the both sides of
(2.1) and derive a contradiction by considering a pairing with a suitable
function. More precisely, let
H(t, x) := − iD(t)G(x)
:= − iD(t)
[∫ 2
1
1
(2σ)1+
d
2
∣∣∣û+ ( ·
2σ
)∣∣∣1+ 2d dσ] (x).(2.2)
Then, we have(
−i
∫ 2t
t
U(−s)F0(u(s))ds,H(t)
)
L2
= (U(−2t)u(2t),H(t))L2 − (U(−t)u(t),H(t))L2
+ i
∑
n 6=0
gn
(∫ 2t
t
U(−s)Fn(u(s))ds,H(t)
)
L2
,
where (f, g)L2 =
∫
Rd
f(x)g(x)dx is the L2 inner product. The following
three lemmas yield a contradiction if u+ 6≡ 0.
Lemma 2.1. Suppose that (1.7) holds for some u+ ∈ H
0, d
d+2 and some
λ ∈ R. Then,
lim
t→∞
(
−i
∫ 2t
t
U(−s)F0(u(s))ds,H(t)
)
L2
= ‖G‖2L2 .
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Lemma 2.2. Suppose that (1.6) holds for some u+ ∈ H
0, d
d+2 and some
λ ∈ R. Then, limt→0(U(−σt)u(σt),H(t))L2 = 0 for σ = 1, 2.
Lemma 2.3. Suppose that (1.7) holds for some u+ ∈ H
0, d
d+2 and some
λ ∈ R. Then,
lim
t→0
∑
n 6=0
gn
(∫ 2t
t
U(−s)Fn(u(s))ds,H(t)
)
L2
= 0.
The three lemmas are proved in the forthcoming section.
3. Completion of the proof of Theorem 1.2
3.1. Summary of property of Vλ(t). We first collect basic properties on
the asymptotic profile Vλ(t) defined in (1.5).
Lemma 3.1. (i) For p > 2 and t > 0,
(3.1) ‖Vλ(t)‖Lp = Ct
−d
(
1
2
− 1
p
)
‖û+‖Lp .
(ii) For t > 0,
(3.2) t
d
2(d+2) ‖Vλ‖
L
2(d+2)
d
t,x ((t,2t)×R
d)
. ‖û+‖
L
2(d+2)
2
Proof. It is obvious by definition (1.5). 
Lemma 3.2. If u+ ∈ H
0, d
d+2 then
(3.3) lim
t→∞
‖U(t)u+ − V0(t)‖L2 = 0
and
(3.4) lim
t→∞
t
d
2(d+2) ‖U(·)u+ − V0‖
L
2(d+2)
d
t,x ((t,∞)×R
d)
= 0
hold.
Proof. Let t > 0. Note that
U(t)u+ − V0(t) = i
− d
2M(t)D(t)
(
U
(
−
1
4t
)
− 1
)
û+
The first one follows from unitary property of M(t) and D(t), and the con-
tinuity property U(t)u+ ∈ C(R;L
2). By the Sobolev embedding, we have
‖U(t)u+ − V0(t)‖
L
2(d+2)
d
x (Rd)
= (2t)−
d
d+2
∥∥∥∥(U (− 14t
)
− 1
)
û+
∥∥∥∥
L
2(d+2)
d
x (Rd)
. t−
d
d+2
∥∥∥∥(U (− 14t
)
− 1
)
|∇|
d
d+2 û+
∥∥∥∥
L2
= o(t−
d
d+2 ),
from which the second one follows. 
CRITICAL HOMOGENEOUS NLS 7
3.2. Proof of Lemma 2.1. This part is the same as in [19]. We give a
proof for completeness.
Proof. Remark that
H(t) = −i
∫ 2t
t
F0(Vλ(s))ds.
Hence, we have(
−i
∫ 2t
t
U(−s)F0(u(s))ds,H(t)
)
= (I1(t),H(t))+(I2(t),H(t))+‖H(t)‖
2
L2 ,
where
I1(t) = −i
∫ 2t
t
U(−s)(F0(u(s))− F0(Vλ(s)))ds
and
I2(t) = −i
∫ 2t
t
(U(−s)− 1)F0(Vλ(s))ds.
Noting that D(t) is unitary on L2, it suffices to show that I1(t) and I2(t)
converge to zero strongly in L2 as t→∞.
By Ho¨lder’s inequality and (3.1), we obtain
‖I1(t)‖L2 .
∫ 2t
t
‖u(s)− Vλ(s)‖
1+ 2
d
L
2(d+2)
d
ds
+
∫ 2t
t
‖Vλ(s)‖
2
d
L
2(d+2)
d
‖u(s)− Vλ(s)‖
L
2(d+2)
d
dsds
.
(
t
d
2(d+2) ‖u− Vλ‖
L
2(d+2)
d
t,x ((t,2t)×R
d)
)1+ 2
d
+ ‖û+‖
2
d
L
2(d+2)
d
t
d
2(d+2) ‖u− Vλ‖
L
2(d+2)
d
t,x ((t,2t)×R
d)
→ 0
as t→∞, thanks to the assumption (1.7).
On the other hand, since |û+|
1+ 2
d ∈ L2 by the assumption u+ ∈ H
0. d
d+2 ,
‖I2(t)‖L2 6
∫ 2t
t
∥∥∥(U(−s)− 1) |D(s)û+|1+ 2d∥∥∥
L2
ds
=
∫ 2t
t
1
2s
∥∥∥∥(U (− 14s
)
− 1
)
|û+|
1+ 2
d
∥∥∥∥
L2
ds
=
∫ 2
1
1
2σ
∥∥∥∥(U (− 14σt
)
− 1
)
|û+|
1+ 2
d
∥∥∥∥
L2
dσ → 0
by means of continuity of U(t) and Lebesgue’s convergence theorem. 
3.3. Proof of Lemma 2.3. We next prove Lemma 2.3.
Proof. First, we see from (1.7) and (3.2) that there exists T > 0 independent
of n such that∣∣∣∣(∫ 2t
t
U(−s)Fn(u(s))ds,H(t)
)
L2
∣∣∣∣ .
(
t
d
2(d+2) ‖u‖
L
2(d+2)
d
t,x ((t,2t)×R
d)
)1+ 2
d
‖G‖L2
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. (1 + ‖û+‖
L
2(d+2)
d
)1+
2
d ‖G‖L2
for any n and any t > T . Since {gn}n ∈ ℓ
1(Z), by means of Lebesgue’s
convergence theorem (in n), it suffices to show that(∫ 2t
t
U(−s)Fn(u(s))ds,H(t)
)
L2
→ 0
as t→∞ for each fixed n 6= 0.
Fix n 6= 0. Then, one has(∫ 2t
t
U(−s)Fn(u(s))ds,H(t)
)
L2
=
(∫ 2t
t
U(−s)Fn(Vλ(s))ds,H(t)
)
L2
+I1,n(t),
where
I1,n(t) = −i
∫ 2t
t
U(−s)(Fn(u(s)) − Fn(Vλ(s)))ds.
Remark that
|Fn(z1)− Fn(z2)| 6 C|n|(|z1 − z2|
1+ 2
d + |z1|
2
d |z1 − z2|), ∀z1, z2 ∈ C.
Hence, just as in the proof of Lemma 2.1, we obtain I1,n(t)→ 0 as t→∞.
Let E(t) = eit|x|
2
. A computation shows(∫ 2t
t
U(−s)Fn(Vλ(s))ds,H(t)
)
L2
= cn
∫ 2
1
(
E(nσt)e−inλ|û+|
2
d log σtFn(û+),D
(
1
2σ
)
U
( σ
4t
)
G
)
L2
ds
2σ
where cn ∈ C is a constant such that |cn| = 1. As the integrand is bounded
by ‖û+‖
1+ 2
d
L
2(d+2)
d
‖G‖L2 ∈ L
1
σ((1, 2)), we shall show it converges to zero as
t→∞ for each σ ∈ (1, 2). Since U(t)→ Id strongly as t→ 0, we shall show
(3.5)
(
E(nσt)e−inλ|û+|
2
d log σtFn(û+),D
(
1
2σ
)
G
)
L2
→ 0
as t→∞.
We prove (3.5). Fix σ ∈ [1, 2]. Set φ(t) = −λn|û+|
2
d log σt. By density
argument, we may approximate D(1/2σ)G ∈ L2(Rd) by ϕη, where η ∈
C∞0 (R
d,C) and ϕ ∈ C∞0 (R
d,R) is a nonnegative radial cutoff such that
suppϕ ⊂ {x ∈ Rd; δ−1 6 |x| 6 δ} for δ ≫ 1. Thus, it suffices to show
(3.6)
(
E(nσt)eiφ(t)Fn(û+), ϕη
)
L2
→ 0
as t→∞.
Let ψ(r) ∈ C∞0 (R) be another nonnegative radial cutoff such that ψ(r) =
1 on 0 6 r 6 1 and ψ(r) = 0 for r > 2. Then, χ(t) := ψ(t−1/2|∇|) :=
F−1ψ(t−1/2|ξ|)F is a time dependent regularizing operator. The left hand
side of (3.6) is written as(
E(nσt)χ(t)(eiφ(t)Fn(û+)η), ϕ
)
L2
+
(
E(nσt)(1 − χ(t))(eiφ(t)Fn(û+)η), ϕ
)
L2
=: I3,n(t) + I4,n(t).
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Let us first estimate I3,n(t). By integration by parts,
I3,n(t) = −
∫
einσt|x|
2
∇ ·
(
x
2inσt|x|2
(χ(t)eiφ(t)Fn(û+)η)(x)ϕ(x)
)
dx
Using suppϕ, supp |∇ϕ| ⊂ {|x| > δ−1} and ‖∇χ(t)‖L(L2) . t
1/2, one sees
that |I3,n(t)| → 0 as t→∞.
We move to the estimate of I4(t). Let d˜ := max(3, d). A use of Ho¨lder’s
inequality gives us
|I4,n(t)| 6 C
∥∥∥(1− χ(t))eiφ(t)Fn(û+)η∥∥∥
L
2d˜
d˜+2
‖ϕ‖
L
2d˜
d˜−2
.
One sees from Mihlin’s multiplier theorem (see [4, Theorem 5.2.7]) that∥∥|∇|−θ(1− χ(t))∥∥
L(Lp)
. t−θ/2 for any p ∈ (1,∞) and θ > 0. Combining
this with a fractional Leibniz rule, we obtain∥∥∥(1− χ(t))eiφ(t)Fn(û+)η∥∥∥
L
2d˜
d˜+2
. t−
θ0
2
(∥∥∥|∇|θ0 ((eiφ(t) − 1)Fn(û+)η)∥∥∥
L
2d˜
d˜+2
+
∥∥∥|∇|θ0 (Fn(û+)η)∥∥∥
L
2d˜
d˜+2
)
. t−
θ0
2
∥∥∥|∇|θ0(eiφ(t) − 1)∥∥∥
Lp1
‖Fn(û+)‖L2 ‖η‖Lp2
+ t−
θ0
2
∥∥∥eiφ(t) − 1∥∥∥
Lp2
∥∥∥|∇|θ0Fn(û+)∥∥∥
Lp3
‖η‖Lp4
+ t−
θ0
2
∥∥∥eiφ(t) − 1∥∥∥
Lp2
‖Fn(û+)‖L2
∥∥∥|∇|θ0η∥∥∥
Lp5
+ t−
θ0
2
∥∥∥|∇|θ0Fn(û+)∥∥∥
Lp3
‖η‖Lp6 + t
−
θ0
2 ‖Fn(û+)‖L2
∥∥∥|∇|θ0η∥∥∥
Ld˜
,
where the exponents θ0, p1, p2, p3, and p4 are defined as follows:
θ0 =
d
10d˜(d+ 2)
,
1
p1
=
10d+ 1
10d˜(d+ 2)
,
1
p2
=
2
d˜(d+ 2)
,
1
p3
=
5d˜(d+ 2) + 1
10d˜(d+ 2)
,
1
p4
=
10d− 1
10d˜(d+ 2)
,
1
p5
=
d
d˜(d+ 2)
,
1
p6
=
19
10d˜(d+ 2)
.
We now recall the following property.
Proposition 3.3 ([21, Proposition A.1]). Let F be a Ho¨lder continuous
function of order α ∈ (0, 1). Then for every 0 < σ < α, 1 < p < ∞, and
σ
α < s < 1, we have
‖|∇|σF (u)‖Lp 6 C
∥∥∥|u|α−σs ∥∥∥
Lp1
‖|∇|su‖
σ
s
L
σ
s p2
,
provided 1p =
1
p1
+ 1p2 and
(
1− σαs
)
p1 > 1.
Let α0 = α0(d) := 2/d˜. Since e
iφ(t) − 1 is a α0-Ho¨lder function (of û+),
we see from Proposition 3.3 that∥∥∥|∇|θ0(eiφ(t) − 1)∥∥∥
Lp0
. (|λn| log(tσ))
d
2
α0 ‖û+‖
α0−
1
10d˜
L
2(d+2)
d
∥∥∥|∇| dd+2 û+∥∥∥ 110d˜
L2
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.n (log(tσ))
d
2
α0
∥∥∥|∇| dd+2 û+∥∥∥α0
L2
.
Further, using the Sobolev embedding, we deduce that∥∥∥eiφ(t) − 1∥∥∥
Lp2
. (|λn| log(tσ))
d
2
α0 ‖û+‖
α0
Ld+2
.n (log(tσ))
d
2
α0
∥∥∥|∇| dd+2 û+∥∥∥α0
L2
.
On the other hand, arguing as in [12, Lemma 2.4] and [13, Lemma 3.7],
we have
(3.7)
∥∥∥|∇|θ0Fn(û+)∥∥∥
Lp3
. |n|1+
2
d ‖û+‖
2
d
L
2(d+2)
d
∥∥∥|∇|θ0û+∥∥∥
L
10d˜(d+2)
5dd˜+1
.n
∥∥∥|∇| dd+2 û+∥∥∥1+ 2d
L2
.
Combining these estimates, we conclude that I4,n(t)→ 0 as t→∞. 
3.4. Proof of Lemma 2.2.
Proof. In view of (1.6), it suffices to show that
lim
t→∞
(U(−σt)Vλ(σt),D(t)G)L2 = 0.
To this end, we first note that
(U(−σt)Vλ(σt),D(t)G)L2
= i−
d
2
(
E(σt)e−iλ|û+|
2
d log σtû+,D
(
1
2σ
)(
U
( σ
4t
)
− 1
)
G
)
L2
+ i−
d
2
(
E(σt)e−iλ|û+|
2
d log σtû+,D
(
1
2σ
)
G
)
L2
.
The first term of the right hand side tends to zero as t → ∞ because of
strong continuity of U(t)G. By essentially the same argument as in (3.5) for
n = 1, we see that the second term also tends to zero as t → ∞. The only
difference is that F1 is replaced by û+ and that p3, p4 and p6 are replaced
by
1
p˜3
=
5dd˜+ 1
10d˜(d+ 2)
,
1
p˜4
=
10d+ 10d˜ − 1
10d˜(d+ 2)
,
1
p˜6
=
10d+ 10d˜+ 19
10d˜(d+ 2)
,
respectively. By the choice, the estimate (3.7) is replaced by∥∥∥|∇|θ0 û+∥∥∥
Lp˜3
.
∥∥∥|∇| dd+2 û+∥∥∥
L2
,
which is acceptable. 
3.5. Generalization of Theorem 1.2. It would be clear from the above
proof that our argument can be applied to more types of behavior. Here,
we take a real-valued function φ(t, x) and consider the asymptotic profile
Vφ(t, x) of the following form
(3.8) Vφ(t, x) = e
−ipi
4
dM(t)D(t)[eiφ(t)û+](x).
One sees that our proof works if the property corresponding to (3.5) is true.
Hence, we introduce the following assumption on the phase function φ.
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Assumption 3.4. φ(t, x) is a real-valued function. Suppose there exist
positive numbers a and b, a < b, such that for any f, g ∈ L2(Rd), σ ∈ [a, b],
and n 6= 0, it holds that
lim
t→∞
(
ein(σt|x|
2+φ(σt))f, g
)
L2
= 0.
Intuitively, this assumption implies that φ does not cancel out oscillation.
A simple counter example is φ(t, x) = −t|x|21{|x|61}. For various types of
phase, the assumption can be justified by the stationary phase.
Theorem 3.5. Let d > 1. Suppose that {gn}n ∈ ℓ
1(Z) and g0 = 1. Suppose
that φ satisfies Assumption 3.4. If a solution u(t) to (NLS) on [T,∞),
T ∈ R, satisfies
lim
t→∞
‖u(t)− Vφ(t)‖L2 = 0,
lim
t→∞
t
d
2(d+2) ‖u(·)− Vφ(·)‖
L
2(d+2)
d
t,x ([t,∞)×R
d)
= 0,
for some u+ ∈ H
0, d
d+2 (Rd), where Vφ(t) is given in (3.8), then u+ ≡ 0.
4. Proof of Theorem 1.7
The strategy of the proof is similar to in Theorem 1.2. This argument
can be compared with that in [1, 20].
Proof. We consider a pairing of (2.1) and u+:(
−ig1
∫ 2t
t
U(−s)F1(u(s))ds, u+
)
L2
= (U(−2t)u(2t) − U(−t)u(t), u+)L2
+ i
∑
n 6=0,1
gn
(∫ 2t
t
U(−s)Fn(u(s))ds, u+
)
L2
.
(4.1)
By assumption (1.8), the first term of the right hand side tends to zero as
t→∞. Hence, we shall show
lim
t→∞
(∫ 2t
t
U(−s)F1(u(s))ds, u+
)
L2
=
log 2
2
‖û+‖
2(d+1)
d
L
2(d+1)
d
.(4.2)
and ∑
n 6=1
gn
(∫ 2t
t
U(−s)Fn(u(s))ds, u+
)
L2
→ 0(4.3)
as t→∞. These estimates show u+ ≡ 0.
Let us begin with (4.2). Note that(∫ 2t
t
U(−s)F1(u(s))ds, u+
)
L2
=
∫ 2t
t
(F1(u(s)), U(s)u+)L2 ds.
By an estimate similar to that of I1(t) in the proof of Lemma 2.1 and by
(3.3), we have∫ 2t
t
(F1(u(s)), U(s)u+)L2 ds =
∫ 2t
t
(F1(V0(s)), V0(s))L2 ds + o(1)
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as t→∞. A computation yields∫ 2t
t
(F1(V0(s)), V0(s))L2 ds =
∫ 2t
t
(F1(û+), û+)L2
ds
2s
=
log 2
2
‖û+‖
2(d+1)
d
L
2(d+1)
d
,
which completes the proof of (4.2).
Let us next prove (4.3). We see from (1.7) and (3.2) that there exists
T > 0 independent of n such that∣∣∣∣(∫ 2t
t
U(−s)Fn(u(s))ds, u+
)
L2
∣∣∣∣ .
(
t
d
2(d+2) ‖u‖
L
2(d+2)
d
t,x ((t,2t)×R
d)
)1+ 2
d
‖u+‖L2
. (1 + ‖û+‖
1+ 2
d
L
2(d+2)
d
) ‖u+‖L2
for any n and any t > T . Hence, by means of {gn}n ∈ ℓ1, it suffices to show(∫ 2t
t
U(−s)Fn(u(s))ds, u+
)
L2
→ 0
as t→∞ for each n 6= 0, 1. Arguing as in the proof of (4.2), we obtain(∫ 2t
t
U(−s)Fn(u(s))ds, u+
)
L2
=
∫ 2t
t
(Fn(V0(s)), V0(s))L2 ds + o(1)
as t→∞. Remark that∫ 2t
t
(Fn(V0(s)), V0(s))L2 ds
= e−i
(n−1)d
4
∫ 2
1
(
E((n − 1)tσ)|û+|
1+ 2
d
−nû+
n, û+
)
L2
dσ
2σ
.
As in the proof of (3.5), integration by parts with a standard density argu-
ment shows this term tends to zero as t→∞ as long as n 6= 1. 
5. Proof of Theorem 1.10
We follow the test function method argument as in [9].
Proof. Let f ∈ L1loc(R
d) and let u(t, x) be a weak solution on [0, T0) with
initial condition u(0) = εf . We may suppose that T0 >
1
2Tmax(εf).
Set φ(x) = exp(1 −
√
1 + |ax|2), where a > 0 is the number such that∫
Rd
φ = 1. Remark that φ(0) = 1 and there exists M > 0 such that
|∆φ(x)| 6Mφ(x) for all x ∈ Rd. We next set
η(t) =
{
0 t > 1,
(1− t)θ 0 6 t 6 1,
where θ > 1 + d/2. Remark that there exists N > 0 such that |∂tη| 6
N |η|d/(d+2) holds for all t > 0. Then, for any R > 0 we denote
ψR(t, x) := ηR(t)φR(x), ηR(t) := η
(
t
R2
)
, φR (x) := φ
( x
R
)
.
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By density argument, we have
(5.1)
∫
[0,R2)×Rd
u(t, x){−i∂t(ψR(t, x)) + ∆(ψR(t, x))dtdx
= iε
∫
Rd
f(x)φR(x)dx+
∑
n∈Z
gn
∫
[0,R2)×Rd
Fn(u(t, x))ψR(t, x)dtdx
for any R > 0 such that R2 < T0. Then, the following is the key.
Lemma 5.1. There exists a constant C = C(d, µ,M,N) > 0 such that
−ε
∫
Rd
Im f(x)φR(x)dx 6 C,(5.2)
holds as long as R2 < T0.
Once we obtain (5.2), the proof is straight forward. Suppose Tmax(εf) > 1
for some ε > 0. If such ε > 0 does not exist, the estimate (1.11) is trivial
with C = ε0 = 1. The assumption on f gives us
εRd−k
∫
|x|>R0/R
|x|−kφ(x)dx 6 −ε
∫
Rd
Im f(x)φR(x)dx
for any R > 1/2. Further, for any R > 1/2, one has∫
|x|>R0/R
|x|−kφ(x)dx >
∫
|x|>2R0
|x|−kφ(x)dx =: C(k,R0)
if k < d and ∫
|x|>R0/R
|x|−kφ(x)dx > C(k,R0) logR
if k = d. Plugging these estimates to (5.2) with R2 = 12T0 >
1
4Tmax(εf),
we obtain (1.11) with a constant C = C(k,R0, µ0). Now, we chose ε0 > 0
so that the right hand side of (1.11) is equal to two with this constant C.
Then, (1.11) is true for all ε ∈ (0, ε0). 
Proof of Lemma 5.1. Let us introduce
In(R) =
∫
[0,R2)×Rd
Fn(u(t, x))ψR(t, x)dxdt, J(R) =
∫
Rd
f(x)φR(x)dx.
Comparing real part of the both sides of (5.1) and making a use of specific
choice of ψR, one deduces from Ho¨lder’s inequality that
−ε Im J(R) + I0(R) + Re
∑
n 6=0
gnIn(R)
 6 Cd,M,NI0(R) dd+2 .
In view of |In(R)| 6 I0(R), we have
−ε Im J(R) 6 Cd,M,NI0(R)
d
d+2 − µI0(R) 6 C(d, µ,M,N)
as claimed. 
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