Estimation of the effects of environmental impacts is a major focus of current theoretical and policy research in environmental economics. Such estimates are used to set regulatory standards for pollution exposure; design appropriate environmental protection and damage mitigation strategies; guide the assessment of environmental impacts; and measure public willingness to pay for environmental amenities. It is a truism that the effectiveness of such strategies depends crucially on the quality of the estimates used to inform them. However, this paper argues that in respect to at least one area of the empirical literaturethe estimation of the health impacts of air pollution using daily time series data-existing estimates are questionable and thus have limited relevance for environmental decision-making. By neglecting the issue of model uncertainty-or which models, among the myriad of possible models researchers should choose from to estimate health effects-most studies overstate confidence in their chosen model and underestimate the evidence from other models, thereby greatly enhancing the risk of obtaining uncertain and inaccurate results. This paper discusses the importance of model uncertainty for accurate estimation of the health effects of air pollution and demonstrates its implications in an exercise that models pollution-mortality impacts using a new and comprehensive data set for Toronto, Canada. The main empirical finding of the paper is that standard deviations for air pollution-mortality impacts become very large when model uncertainty is incorporated into the analysis. Indeed they become so large as to question the plausibility of previously measured links between air pollution and mortality. Although applied to the estimation of the effects of air pollution, the general message of this paper-that proper treatment of model uncertainty critically determines the accuracy of the resulting estimates-applies to many studies that seek to estimate environmental effects. r
Introduction
The fact that pollution is perceived to have large impacts that are also quantifiable informs much of the theoretical and policy literature on pollution regulation, abatement, and assessment of economic costs. A variety of empirical techniques are used to estimate such impacts, including time series and cohort studies of health effects and contingent valuation studies of the willingness to pay for pollution. 1 Pollution-health impact estimates figure prominently in the real-world of policy-making, where they currently inform air quality standards worldwide. In the U.S. for example, such estimates are found in several important and influential government documents on air pollution regulation. Notable examples include: the EPA's cost-benefit analyses of the Clean Air Act [45, 46] and criteria documents on particulate matter standards [44, 47, 48] ; the OMB's Reports to Congress on the Costs and Benefits of Regulations [29] ; and the recent Bush Administration's Clear Skies Proposal [49] . These documents reflect a widely held consensus among policy-makers that the science underlying the estimation of these effects is sufficiently sound to justify the imposition of costly regulations running into tens of billions of dollars per year. 2 Needless to say, the meaningfulness of such estimates to inform policy hinges on the magnitude of the observed impact. If empirical estimates of health effects are fragile or uncertain, then the basic assumptions underlying large parts of the environmental economics literature are called into question. At least in respect to one area of this literature-time series estimates of the human health effects of air pollution-this paper will argue that once it is acknowledged that many plausible models could be used to measure these effects, it becomes difficult to estimate them. Our results apply to a particular data set and a particular environmental effect (i.e. the health effects of air pollution). However, our general message-that proper treatment of model uncertainty is crucial-holds for virtually any study that seeks to estimate environmental effects.
This paper uses time series data to estimate the health effects of air pollution in a large metropolitan city. Using various measures of mortality, pollutants and meteorological variables, the time series literature on air pollution has tended to find that air quality has an effect on mortality (see, among many others, [2, 9, 6, 10, 30, [34] [35] [36] [38] [39] [40] ). However, concerns have been raised in the statistical literature about whether these findings are an artifact of data mining; that is, due to the presentation of results from a single model based on sequential testing procedures. 3 
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1 This literature is too voluminous to cite here. A few recent contributions include [1, 8, 15, 19, 21, 28, 45, 46] . 2 In the U.S. national standards for air quality are set by the 1970 Clean Air Act (CAA). Last amended in 1990, it authorizes the Environmental Protection Agency to set National Ambient Air Quality Standards (NAAQS) for area, emission and stationary sources. Title 1 of the CAA establishes national ambient air quality standards for six ''criteria pollutants'' considered harmful to public health and the environment: O 3 ; particulate matter ðPM 10À2:5 ; PM 2:5 Þ; lead, (sulfur dioxide) SO 2 ; CO (carbon monoxide) and nitrogen oxides (NO x ). Title III regulates HAPs or hazardous air pollutants. The latter comprise 189 pollutants considered to have serious health or environmental effects. Title IV contains provisions for the control of acid rain.
Under y 110 of the CAA, each state must develop a State Implementation Plan (SIP) to meet and maintain federal air quality standards. These plans establish strategies for reductions in pollutants. SIPs will differ according to whether areas are in non-attainment or attainment of NAAQS. A prominent feature of the recent Clear Skies program is an initiative to establish cap and trade programs for the control of pollutants. 3 A 1998 report by the U.S. National Research Council made the investigation of this issue a research priority in biostatistics (see [27] ).
On a related issue, there is disagreement over which confounding variables among the myriad of potential variables (e.g. meteorological, long-term time trends, seasonally related health problems such as flu outbreaks) should be included in an analysis. Similarly, there is also great uncertainty about how pollutants kill people, especially at low levels. Recent studies on particulate matter, for example, suggest that there is no safe level of exposure, even below current US regulatory levels (see, e.g., [6] ). In the absence of adequate human and animal models to describe these effects, it is difficult to know whether average or hourly levels, diurnal ranges, or some other measure(s) of pollutant concentrations or their characteristics (i.e. size and/or chemistry) should be considered in the model. As these examples demonstrate, the multiplicity of potential models (i.e. multiplicity of possible explanatory variables) raises questions about which is the appropriate model to estimate these impacts.
An increasingly popular way of surmounting the problems associated with selecting a few explanatory variables out of a long list of potential explanatory variables is to use Bayesian model averaging techniques. Bayesian statisticians and econometricians have long advocated the use of such techniques (see, e.g., [23] ). The logic of the rules of conditional probability imply that empirical results should be obtained by averaging across models rather than by selecting a single model. Empirical work in the field of economics that uses Bayesian model averaging includes [13, 26, 31] . 4 In the field of environmental health, a series of papers by Clyde and Clyde et al. [3] [4] [5] , uses Bayesian model averaging procedures to investigate the effect of particulate matter on mortality. These papers find that model uncertainty is a very important issue, at least for data sets for Phoenix, Arizona and Birmingham, Alabama. Of particular importance are their findings that posterior distributions for relative risks are fairly dispersed and allocate appreciable probability in regions near one. In other words, these studies find that the hypothesis that particulate matter has no effect on health is not so unlikely. Proper treatment of model uncertainty is the fundamental message of this literature. We argue that the credibility of time series results that indicate pollution leads to death may hinge on this issue.
The use of Bayesian model averaging to measure health effects of air pollution distinguishes our work from virtually all of the related literature. The main exceptions are [3] [4] [5] . The present study differs from these papers in several ways. Chiefly, we use a more extensive data set on a hitherto largely unanalyzed city: Toronto, Canada. We also use a wide range of pollutants rather than just one. Furthermore, Refs. [3] [4] [5] do not include potentially important interactions between pollutants or between pollutants and meteorological variables. In contrast, an advantage of our study is its comprehensive data set and inclusion of interaction terms. Despite these advantages, our approach poses computational problems. The huge number of explanatory variables preclude us from using traditional Bayesian model averaging algorithms. Thus, we also suggest and implement various ways of addressing this problem.
We find that our empirical results are robust to choice of particular algorithm. That is, we find that point estimates of pollutant health effects are positive under various implementations of Bayesian model averaging. This finding accords with many published studies of these effects. Yet, when we allow for model uncertainty, we find that standard deviations become so large that the hypothesis of no effect is always plausible. We caution that this finding does not necessarily mean that air pollution has no effect on human health. Rather, we find that when we carry out a careful econometric study there is insufficient information in the time series data to determine a link between air pollution and mortality, at least for our chosen case study of Toronto. Thus, our results question the common use of point estimates to calculate the health effects of air pollution and establish air pollution standards.
Bayesian model averaging
In theory, estimates of the health effects of air pollution can be found by running a regression of a health variable (e.g. mortality) on relevant pollutants and other explanatory variables (e.g. meteorological variables). This is what most studies do. However, in practice, there is uncertainty over which pollutants and which meteorological variables are relevant for the study. Furthermore, the precise timing of health effects is unclear. For this reason, several lags of the explanatory variables should be included in an analysis. Another issue, relatively unexplored in the literature, is whether important interactions exist between explanatory variables. In short, the number of potential explanatory variables and models is enormous. More precisely, if there are K potential explanatory variables and each model is defined by the inclusion or omission of an explanatory variable, then there are 2 K possible models. In the present application, K could easily be 100 or more, implying the existence of billions of possible models. 5 The usual practice is to use hypothesis testing procedures to select a single model from among the billions of possible models, and to present results from this model as representative of the true model.
The problems associated with the presentation of results from a single model selected on the basis of a sequence of hypothesis tests have long been recognized in the statistical literature. These problems are increasingly acknowledged in applied economics (e.g. [13, 37] ). Reference [32] , on pp. 519-523, provides a theoretical discussion of the problems of pre-test estimators. Refs. [12, 16] are also important works. The basic problem noted in this literature can be summarized thus: Each time a hypothesis test is carried out, a possibility exists that a mistake has been made (i.e. the researcher will reject the better model for a not so good one). This possibility multiplies sequentially with each hypothesis test. So, for instance, a claim that a regression t-statistic of 2.0 means that a hypothesis is rejected at the 5% level of significance is spurious-and potentially vastly misleading-if the regression is selected on the basis of previous hypothesis tests. Second, even if a sequential hypothesis testing procedure does lead to the selection of the best model, standard decision theory implies that it is rarely desirable to present results for this model while ignoring all evidence from the not quite so good model(s). This point is generally reflected in the common empirical wisdom that if one mines the data long enough one is bound to find something; however, one should not put too much trust in the finding.
Given the problems in sequential hypothesis testing procedures, a researcher may be tempted to include all potential variables in a regression. However, in general, the inclusion of irrelevant variables in an analysis will decrease the accuracy of the estimate(s), thus making it difficult to uncover actual effects. More formally, in a classical statistical context, by increasing standard
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5 Since 2 100 is more than 10 30 even referring to ''billions of models'' is possibly a misleading underestimate.
errors the inclusion of extraneous variables makes it difficult to discern statistical significance. Because of these pitfalls researchers use a method known as model averaging. In this approach, empirical results are based on a weighted average of results from many models. The weights in the average are based on the probability that each model is the correct one. Note, however, that formal classical econometric methods do not allow for the calculation of the probability that a model is the correct one. For this reason, many researchers use Bayesian methods (see [17] for a recent survey of and practical guide to this literature). The basic idea behind Bayesian model averaging can be summarized as follows: Suppose a researcher is entertaining R possible models, denoted by M 1 ; y; M R ; in order to learn about a parameter of interest, y (e.g. the effect of a pollutant on health). For the models in this paper, it is straightforward to use the data to calculate the probability that a model is a correct one. That is, pðM r jDataÞ can be calculated for r ¼ 1; y; R: It is also straightforward to calculate a point estimate of y in every model. We take the posterior mean, EðyjData; M r Þ; as this point estimate. According to the rules of conditional expectation, it follows that:
pðM r jDataÞEðyjData; M r Þ: ð2:1Þ
In words, the overall point estimate of y is the weighted average of the point estimates in every model. The weights in the weighted average are the posterior model probabilities, pðM r jDataÞ for r ¼ 1; y; R: This same logic applies to functions of y: For instance, we can use:
pðM r jDataÞEðy 2 jData; M r Þ ð 2:2Þ to help us calculate the posterior variance of y: It can then be used to quantify uncertainty about y: 6 The precise formulae for pðM r jDataÞ and EðyjData; M r Þ are provided in Appendix B.
7
Four additional points should be stressed at this stage. First, many researchers feel that the real world is very complicated and that all models under consideration are likely to be approximations of reality and, hence, wrong. If all models under consideration are wrong, then model averaging can be interpreted as a way of adding robustness to protect against misleading inferences. Second, Bayesian methods allow for the incorporation of prior information about the parameters of the model. Rather than elicit this prior, we use the objective or benchmark prior recommended in [14] . Third, with the enormous number of models under consideration, it is not possible to evaluate pðM r jDataÞ and EðyjData; M r Þ for every model. This is a common problem in empirical Bayesian model averaging studies. A variety of methods have been developed to overcome it. In this paper we use an algorithm described in [25] referred to as Markov chain Monte Carlo model composition ðMC 3 Þ: Intuitively, this method involves randomly drawing models in a way that a given model is drawn with frequency proportional to pðM r jDataÞ: The algorithm focuses on the models with high probability (which hence receive high weight in the model averaging procedure),
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6 To be precise, the posterior variance of y is given by varðyjDataÞ ¼ Eðy 2 jDataÞ À ½EðyjDataÞ 2 : 7 By way of intuition, we note that EðyjData; M r Þ is similar to an OLS estimate and pðM r jDataÞ can be related to information criteria. For instance, Fernandez et al. [14] shows that the log of the Bayes factor comparing any two models (calculated using the benchmark prior described in Appendix B) behaves asymptotically like the difference in Schwarz criteria between the two models. avoiding those with low probability. (Further details can be found in Appendix B). Fourth, nonBayesians should note that the difference between our results and those from classical methods is due to the treatment of model uncertainty and not to any other aspects of the Bayesian methodology. For instance, we use priors that are fairly non-informative relative to the data. Numerous empirical and theoretical papers have shown that, in the context of a single model and without strong prior information, Bayesian and non-Bayesian studies will yield similar point estimates (i.e. posterior means and OLS estimates) and measures of parameter uncertainty (i.e. posterior standard deviations and standard errors). It is likely that a classical statistical methodology using model averaging would find similar results as ours. 8 
Empirical results

Overview
This section presents empirical results from daily time series data for Metropolitan Toronto for the years 1992-1997. The complete data set is described in Appendix A. Given our message-that empirical results should reflect model uncertainty-we do not simply present our final results. Instead, we offer some discussion of and motivation for the route that leads us to our final specification.
In all cases, our dependent variable is the number of daily deaths. For reasons discussed in Appendix A, we focus on total mortality, although we note that findings for deaths due to diseases of the circulatory and respiratory systems are very similar. 9 Most other studies choose a small subset of relevant explanatory variables, focusing on a single pollutant and using hypothesis testing procedures to discard variables from the analysis. Previously, we argued that such an approach may lead to misleading inferences about the health effects of air pollution. For this reason, we use a large set of explanatory variables that includes seven pollutants and five weather variables. The seven pollutants are: SO 2 ; CO, NO, NO 2 ; O 3 ; PM 2:5 and PM 10À2:5 :
10 All of these pollutants have been used to various degrees in previous studies, although recent interest focuses on fine and coarse particulate matter (PM 2:5 and PM 10À2:5 ). In addition, we include a comprehensive set of weather variables. Weather conditions affect the relationship between pollutants and mortality in a number of ways. For example, cloud cover can shield the amount of sunlight reaching ground level, thereby affecting the level of pollutants, some of which require sunlight for their formation (e.g. NO x ; ozone) or worsen as temperatures decline (e.g. CO). Similarly, wind speed and precipitation will affect the rate of build up of pollutants in a given area and will also partly determine people's exposure to outdoor pollutants. Windspeed, in particular, affects the frequency with which outdoor air is exchanged indoors, where particulate matter from smoking, cooking and heating may be higher than outside. Temperature and precipitation will ARTICLE IN PRESS 8 Formally, model averaging cannot be done in a classical framework since models are not random variables. Hence for the classical econometrician statements such as ''the probability that a model is true'' has no well-defined meaning.
Model averaging can, however, be carried out classically in an ad hoc fashion using, e.g., penalized likelihoods or information criteria to weight different models (see [37] ). 9 Note that using logged daily deaths does not alter our basic empirical findings. 10 We have data on NO x ; however, because it is nearly perfectly correlated with NO we exclude it from the analysis.
also affect the time people spend indoors. The study's five weather variables are barometric pressure (PRESSURE), temperature (TEMP), humidity (HUMIDITY), total amount of cloud (CLOUD) and wind speed (WIND). 11 All explanatory variables are standardized by subtracting their mean and dividing by their standard deviation. 12 Further details can be found in Appendix A.
Together we have 12 weather and pollution variables. However, as noted above, pollution impacts on health may also be confounded by the interactions between weather variables. In addition, the impact of air pollutants on human health may worsen in the presence of other variables (e.g. SO 2 and O 3 ). Hence we include the interactions between all these variables. This results in 66 new variables. It is also important to allow for time lags of every variable. For example, pollution levels may affect health many days after an episode or several days will be required for pollutants to build up to their maximum effect. Thus, we also include the current value and up to three lags of each explanatory variable. Doing so gives us 312 potential explanatory variables.
It is important to also control for long-term trends and other systematic variations in mortality that may be unrelated to air pollution. Splines are typically used to correct for such effects. 13 Recent statistical work on the use of splines in air pollution-mortality studies (e.g. [3] ) makes three main conclusions: (i) including a spline is potentially important; (ii) the precise choice of class of spline (e.g. cubic, thin plate, etc.) is relatively unimportant; (iii) the precise choice of time scale (i.e. the number of knots) is potentially very important. In respect to the latter, if we include too few knots, we do not fully correct for the unknown trend terms (e.g. the increase in mortality caused by flu epidemics could be attributed to air pollution). However, if we include too many knots, then important health effects may be removed (i.e. the spline will be so flexible as to explain all the variation in mortality, leaving nothing left for air pollution to explain). Thus, the recommended strategy (which we follow) is to choose a particular class of spline, put in numerous knots, and then use Bayesian model averaging to deal with the excessive number of explanatory variables.
In this paper, we use a thin plate spline with a knot placed every 60 days. If we let n j denote the knot at time j and N the number of knots, then the unknown trend is given by:
where
From a statistical point of view, the key point to note is that b j ðtÞ can be interpreted as an explanatory variable, and a j as a regression coefficient. Since adding a spline is akin to adding explanatory variables to a regression our Bayesian model averaging approach is not complicated by its addition. Nevertheless, the number of additional explanatory variables is large. The inclusion of a spline adds 36 explanatory variables for a total of 348 potential explanatory variables (i.e. current values and up to three lags of the 12 air pollution, meteorological variables and their 66 interactions + the 36 variables implied by the spline).
Directly implementing Bayesian model averaging using MC 3 for more than around 50 potential explanatory variables is impossible given current computational limitations. Consequently, we cannot directly use the algorithm outlined in Appendix B on the full model. In the remainder of this section we describe various special cases or algorithm modifications that allow for the implementation of Bayesian model averaging. Our strategy is to investigate the air pollutionmortality relationship using different approaches on the grounds that empirical findings found to be robust across a variety of approaches will be more reliable than results derived from simply using one approach.
Case 1: No interaction terms and no spline
We begin by presenting results for what might be considered a conventional case. Very few empirical studies include interaction terms and many of the less statistically sophisticated studies do not include splines (or other terms that control for trends in mortality). Thus a model with only our seven pollutants and five meteorological variables (and three lags of each) is a good starting point for our investigation of the mortality effects of air pollution. Thus we begin with a regression containing 48 explanatory variables. As described in Appendix B, conventional Bayesian model averaging which uses the MC 3 algorithm directly, is computationally demanding but feasible with such a number of potential explanatory variables. Table 1 presents the proportion of models visited by the MC 3 algorithm containing each explanatory variable. Intuitively, these numbers can be interpreted as the probability that each explanatory variable has a substantive effect and should be included in the model. Some of the meteorological variables undoubtedly have an effect on mortality. For example, the current day's barometric pressure should be included with 98.9% probability. Temperature 3 days ago enters 82.9% of the models. However, none of the lags of the pollutants enters with any appreciable probability. Yesterday's level of carbon monoxide enters with 34.9% probability and the current day's level of ozone is included 14.2% of the time. However, these probabilities are all quite low. Thus, it is unclear whether any of the pollutants has an appreciable effect on mortality.
These findings are bolstered if we calculate the cumulative effect of each pollutant using Bayesian model averaging. This cumulative effect is the standard multiplier (i.e. for any pollutant, we sum the coefficients of the current value and all lags). Table 2 presents the posterior mean (i.e. a point estimate) and posterior standard deviation (i.e. a measure of uncertainty in the point estimate akin to a standard error) of the cumulative effect of each pollutant. Since the explanatory variables have been standardized, a cumulative effect for a particular pollutant of say, 0.5, means that an increase of one standard deviation of the pollutant (maintained over 4 days) is associated with an additional 0.5 deaths.
As expected, the point estimates in Table 2 are all positive (indicating that air pollution is harmful to health). However, the magnitude of these effects is quite small.
14 Note, however, that our posterior standard deviations are very large. Thus, there is [9, 10, 18, 34, 38, 39] . Recent studies of ozone exposure have found a 10 ppb increase in ozone is associated with an increase in death rates of between 0.4% and 1.1% [18, 38, 40] . Other studies have found that a 10 mg=m 3 increase in PM 2:5 increases death rates between 1.5% and 4% [35, 41] . Most of these studies focus on particulate matter or measure other pollutants only insofar as they impact on the particulate matter coefficient. Two enormous uncertainty about the magnitude of the effect of these pollutants on health. Faced with this statistical evidence, we expect that no researcher would feel confident offering policy advice of the form: The cumulative effect of fine particulate matter on mortality is 0.029. The uncertainty associated with this point estimate is much too large for such advice to be taken seriously.
The reason why the posterior standard deviations are so large is because many models receive appreciable support and coefficient estimates differ across them. The 10 most probable models in total account for only 12.2% of the total probability. There is only a 3.9% chance that the most plausible model is in fact the best one. Thus, any analysis that selects only the single most plausible model will be basing inference on a model that is 96.1% sure not to be the best one! To illustrate the effect of model uncertainty, Fig. 1 plots the posterior of the cumulative effect of ozone on mortality. The spike in the posterior at zero means that most of the probability is associated with models where ozone (and its lags) do not enter into the model. That is, models that elicit statements of the form: ''ozone has no effect on mortality'', receive most support from the data. Another noteworthy point is that the posterior allocates some probability to negative values for ozone's effect on mortality. In other words, some models actually imply that ozone should be beneficial to health. Given our models are defined according to the inclusion or exclusion of explanatory variables, we can say that some (relatively implausible) combinations of explanatory variables imply that the effect of ozone on mortality is negative.
The most probable model includes only weather variables. However, the third most probable model includes CO lagged one period as an explanatory variable (as well as some weather variables). A Bayesian who estimated this single model using a non-informative prior would obtain a posterior mean of 0.405 and a posterior standard deviation of 0.163 for the coefficient on CO lagged one period. Using this single model the non-Bayesian would obtain an OLS coefficient (footnote continued) prominent exceptions are: Ref. [20] , which find associations between mortality and sulfate, fine particulate matter and SO 2 after adjusting for spatial and other confounding factors; and Ref. [38] which find no independent effects for other pollutants with the exception of a weak effect for ozone in the summer months. estimate of 0.405 and a t-statistic of 2.48. Thus, relying only on this one regression, both researchers could conclude that CO has a large, statistically significant effect on mortality. Given the imperfections associated with model selection techniques such as stepwise regression, it is distinctly possible that a researcher could end up selecting this third most probable model and reporting strong health effects for CO. However, a Bayesian model averaging perspective indicates that there is only a 1.8% chance that this model is the best one. Hence a method that presents results from a single regression may lead researchers to make misleading inferences about pollution-mortality effects, thereby seriously underestimating the true uncertainty in the statistical evidence.
Case 2: No interaction terms, spline included
A critic may object to our Case 1 results on the grounds that no spline was included. However, the addition of a spline raises the number of explanatory variables to 84, thereby precluding a direct implementation of our MC 3 algorithm. For this case, we use a different method for implementing Bayesian model averaging.
With traditional Bayesian model averaging, the set of models is defined by whether each variable is included or excluded. If K is the number of potential explanatory variables, then we have 2 K models. For K greater than 50, the number of models is simply too large. Even using an MC 3 algorithm (and allowing the computer to run for days) would not allow for accurate estimation of the relevant posterior model probabilities. However, neither the theory underlying Bayesian model averaging nor the MC 3 algorithm implies that models are defined by the inclusion or exclusion of a single explanatory variable. Consequently, we can define our models according to whether groups of explanatory variables are included or excluded. If G is the number of groups, then we have 2 G models. In Case 2, we define our models as dependent on whether groups of two explanatory variables are included or excluded. So even though K ¼ 84; we have G ¼ 42 and Bayesian model averaging is computationally feasible.
The format of our problem suggests a logical way to choose groups of two explanatory variables: For each explanatory variable take the current and first lag of each of the original variables as a group and the second and third lags as another. Thus, different models are defined by whether O 3 ; for example, has a short run effect (i.e. whether today's and yesterday's levels of ozone have explanatory power for mortality). Other models are defined by whether O 3 has a medium run effect (i.e. whether levels of ozone 2 and 3 days ago have explanatory power for mortality). Previously, we defined our models by treating O 3 today, O 3 yesterday, O 3 2 days ago and O 3 3 days ago as separate explanatory variables. Here we group the ozone lags into two separate groups. The same grouping holds for each pollutant and meteorological variable.
For the spline, we use the same strategy and define models by including or excluding groups of two knots. However, the knots are reordered so that we do not drop two knots in a row. Specifically, if the knots are originally ordered as 1; 2; 3; 4; y; N; we re-order them as 1; 3; 5; y; N À 1; 2; 4; 6; y; N: Thus, knots 1,3 are grouped together, as are knots 2,4, etc. 15 15 In an earlier version of the paper, we used a two-stage strategy suggested in [3] . In the first stage, we carried out Bayesian model averaging using the spline explanatory variables and calculated the posterior mean of the trend. In the second stage, we carried out Bayesian model averaging using the air pollution and meteorological variables (and their Table 3 presents the posterior mean and standard deviation of the effect of each pollutant on mortality. Essentially, results are the same as in Case 1 in that the posterior means are all positive but very small relative to posterior standard deviations. The main difference is that the effects are smaller in Case 2 than in Case 1. This is to be expected. Because Case 1 omits the spline, long-term and other trends in mortality could be attributed incorrectly to air pollution. Consequently, the health effects of air pollution in Table 2 could be overestimated.
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For the sake of brevity, we do not present additional empirical results for this case. Suffice it to note that they are qualitatively similar to those for Case 1. A comparable table to Table 1 for these results would indicate little support for the inclusion of any of the pollutants. However, the meteorological variables, temperature and barometric pressure, show strong associations (as do several of the spline terms). In particular, the effects of temperature and barometric pressure on mortality demonstrate a complex association, possibly due to their differential effects on blood pressure and respiratory function in the population. Many models receive appreciable probability. This finding demonstrates why it is risky to choose just one model and highlights the importance of a model averaging approach to the study of these interactions.
Case 3: Inclusion of interaction terms and spline
A relatively unexplored but important way that pollution may affect health is through interactions between various pollutants or between various pollutants and meteorological variables. Ideally, to measure such effects we should implement Bayesian model averaging using pollutants, meteorological variables, interactions and a spline. However, as discussed, this approach implies 348 potential explanatory variables. With this number of variables the implementation of Bayesian model averaging is not computationally feasible even with MC 3 algorithms (as described in Appendix B). Accordingly, in Case 3, we reduce the number of (footnote continued) lags) as explanatory variables with the posterior mean of the trend added as a single extra explanatory variable. This strategy has the potential problem that it may over-fit the unknown trend. However, empirical results from this twostage approach were found to be qualitatively similar to those presented in this paper.
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potential explanatory variables and then carry out Bayesian model averaging using the grouping strategy described in Case 2. First, we begin by omitting variables not commonly used in previous research and not found to be significant in our previous results: NO, NO 2 ; CLOUD, HUMIDITY and WIND. Even with these omissions, we are left with five pollutant and two weather variables. If we allow for interactions between all of these variables, the inclusion of three lags and the spline, we have 148 potential explanatory variables; still far too many explanatory variables for implementation of traditional Bayesian model averaging. Accordingly, we use the grouping strategy outlined in Case 2 with four explanatory variables in each group (i.e. G ¼ 37). The format of our problem suggests a logical way to choose groups of four explanatory variables: We take the current and three lags of each of the original variables. Thus, for example, our models are defined by whether O 3 enters into the analysis in any form (i.e. either through the current day's value or through any of the last three days).
Empirical results using this strategy are presented in Table 4 . This table is organized such that the diagonal elements are the probability that the original explanatory variables (as well as the current value and three lags) should be included in the model. The off-diagonal elements refer to the interaction terms. For example, the number in the cell for the row labeled O 3 and the column labeled TEMP is the probability that the interaction of ozone and temperature (the current value and three lags) should be included in the model. For the spline, we use the same strategy as in Case 2 (except that we have four explanatory variables in each group).
With the exception of temperature and barometric pressure, Table 4 is composed of zeros (to three decimal places). None of the groups of pollutant variables or their interactions has enough explanatory power for the Bayesian model averaging approach to include them. As demonstrated previously, it is difficult to find an individual variable with sufficient explanatory power to warrant its inclusion in the model. Hence it is not surprising that we cannot find several explanatory variables with sufficient joint explanatory power to justify including them. Since Table 4 indicates that the cumulative effect on mortality for each pollutant or interaction term will be estimated as zero, we do not present any further results for this case.
Case 4: Restricted sets of explanatory variables
One could criticize results of previous sections on the grounds that each analysis made a compromise for the sake of computational feasibility. In Case 1, the spline and interaction terms were omitted. In Cases 2 and 3, more explanatory variables were included but compromises were made in respect to the statistical methodology. Furthermore, it could be argued that it is difficult to find statistical evidence in favor of the inclusion of any single pollutant due the presence of so many variables. This latter criticism is probably not a valid one since the various pollutants are not that highly correlated with one another. The highest correlation (0.76) occurs between CO and NO, but most correlations are considerably lower. Nevertheless, some researchers may be interested in empirical results based on fewer pollutants. In light of these potential criticisms, we carried out extensive empirical work using subsets of the original explanatory variables. Results were always qualitatively similar to the above. That is, point estimates indicate that air pollution tends to increase mortality by a small amount. However, once model uncertainty is accounted for in the analysis, posterior standard deviations are very large relative to point estimates. Once again, we cannot conclude that air pollution has a statistically significant effect on mortality. Most importantly, our findings indicate that it would be misleading to use point estimates as a basis for policy prescription.
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However, we would not want to place too much weight on results based on the restricted sets of explanatory variables. The strategy of discarding variables (i.e. using subsets of variables) because they appear to be unimportant in Case 1 and Case 2 runs into the criticisms we made of pretesting procedures earlier. Nevertheless, to convince the reader of the robustness of our results we present results of seven Bayesian model averaging exercises in which the pollutants are included one at a time. In other words, we implement BMA seven different times using seven different sets of explanatory variables. Each contains a single pollutant along with the same set of meteorological variables and spline.
Previous results indicated that the most important meteorological variables are temperature and pressure; hence we include them here. Including current values and three lags of explanatory variables (i.e. a pollutant plus temperature and pressure) along with their interactions yields 24 explanatory variables. Adding a slightly coarser spline with a knot located every 3 months results in 24 more potential explanatory variables, or 48 in total. With this number it is possible for us to implement Bayesian model averaging directly in the manner described in Appendix B without making any of the compromises of previous cases. Table 5 presents the posterior means and standard deviations of the cumulative effect of each pollutant and its interactions. It can be seen that the magnitude of the pollution effects are (as expected) a bit larger, but are still not large relative to posterior standard deviations. That is, the posterior mean of the cumulative effect of each pollutant is never much greater (often much less) than one posterior standard deviation from zero. Similarly, there is little evidence that any of the interactions between pollutants and mortality has explanatory power. The partial exceptions arise with ozone and particulate matter, where interactions of these pollutants with temperature may have an effect on mortality (i.e. the posterior means are roughly 1.5 posterior standard deviations from zero). It is also worth mentioning that meteorological variables had a strong explanatory role (as did many of the terms in the spline).
By way of providing intuition for our findings, let us focus on ozone. Since our explanatory variables are standardized to have mean zero and standard deviation of one, the interpretation of the cumulative effect of O 3 on mortality may be expressed as follows: If unusually high levels of O 3 are sustained for at least 3 days (i.e. the level of ozone is two standard deviations above its mean), then the point estimate in Table 5 suggests an increase in daily mortality of over half a death per day (i.e. 2 Â 0:268 ¼ 0:536). Since the average number of daily deaths in Toronto during our time period is only 47, this point estimate is fairly substantial. However, the posterior standard deviation associated with this measure is 0.598 which is very large relative to the magnitude of the effect. Again, we conclude that when model uncertainty is taken into account point estimates are extremely unreliable. For this reason, they may have limited (if any) relevance for the determination of regulatory standards.
The key message of this paper-model averaging can yield substantially different results from those based on a single model-is particularly relevant for the case where ozone is the single pollutant. Of the 2 48 models we consider, the most probable model contains today's level of ozone Table 5 ) with a posterior standard deviation (or standard error for the nonBayesian) of 0.176. For the non-Bayesian, this would translate into a very significant t-statistic of 2.987. Thus, a Bayesian or non-Bayesian who used only this single regression would conclude that ozone has a sizeable and strongly significant effect on mortality. However, this most probable model receives only 0.23% of the probability. Thus, in choosing this single model, a researcher would ignore hundreds of other, almost equally plausible models (many of which imply that ozone has no effect on mortality). When many potential explanatory variables exists-and thus there is great uncertainty about which is the correct model-it is very important that empirical results incorporate this uncertainty.
Comparison with related work
A large literature now exists on the human health effects of air pollution. Like our study, many use daily time series data to measure these effects and present regression results for mortality indicators decomposed according to pollutant, long-term trend, seasonal and meteorological effects. Although the size of this literature precludes a thorough comparison with our results, a safe generalization is that the vast majority of these studies find that air pollution has a positive and statistically significant effect on mortality.
In recent years, regulatory attention has focused on particulate matter. The persistence of an association between particulate matter and mortality in studies of large US cities and elsewhere led the EPA in 1997 to impose new 24 h and annual standards for ozone and particulate matter less than 2:5 mm ðPM 2:5 Þ: These standards were subsequently challenged by industry groups. In 2001, the US Supreme Court unanimously upheld the power of the EPA to set ambient air quality standards under the Clean Air Act ''at the level that is 'requisite'-that is, not lower or higher than is necessary-to protect the public health with an adequate margin of safety''. To this end, the EPA is authorized to use criteria that ''accurately reflect the latest scientific knowledge'' of pollution's effects on health [50] . 16 Initial evidence to justify the imposition of the EPA's tighter standards was based on two studies [9, 34] . These results have since been strengthened by studies reporting similar point estimates [20, 35] .
In contrast, a number of studies using different statistical techniques have found more ambiguous results regarding the effect of air pollution on mortality. Of these works, Ref. [3] most resembles our own approach. It employs Bayesian model averaging on a different data set (i.e. particulate matter for Birmingham, Alabama) with different explanatory variables, but finds qualitatively similar results as our study. That is, point estimates indicate particulate matter has a positive effect on mortality but 95% posterior density intervals include the point of no effect. Clyde [3] presents relative risks (i.e. such that a value of 1.0 indicates PM 10À2:5 has no effect on ARTICLE IN PRESS 16 In arriving at this position, the Supreme Court also ruled that the Clean Air Act ''unambiguously'' bars the EPA from considering cost considerations in the establishment of air quality standards [50] . Industry groups counter-argued that the EPA's standards not only lacked adequate scientific basis due to the uncertainty surrounding threshold effects for ozone and particulate matter. They were also unreasonable because they did not consider the immense financial burden that compliance imposed on firms. mortality) and concludes: ''Relative risks based on a 10 mg=m 3 change.... lead to [95%] intervals of (0.995,1.016) under [a prior based on AIC] and (0.999,1.011) under [a prior based on BIC] using Bayesian model averaging''. In contrast, using the same data set, Schwartz [39] found a relative risk of 1.11 (95% confidence interval 1.02-1.20) of dying from PM 10À2:5 exposure. Although they do not adopt a Bayesian model averaging approach, other studies have called into question the methodologies used to measure pollution health effects (see Environmetrics vol. 11 (6) 2000 for a special issue on the methodology of PM health effects and [43] for a key summary and discussion of these issues). The authors of [42] argue, for example, that model selection is a key, but insufficiently addressed, issue in most studies of air pollution-mortality impacts. They re-analyze regression models for air pollution and daily mortality for Birmingham, Alabama using the data from [39] . Specifically, they find that their model is highly sensitive to the addition of humidity and temperature variables and to choice of lag for the exposure measure, PM 10À2:5 : In addition, they find no evidence for PM 10À2:5 mortality effects at low levels of exposure but do so for levels higher than those set by the EPA in 1997. Overall, the authors conclude that the results of such studies are sensitive to choice of model. The authors argue that without some objective criterion for selecting which variables and lags to include in the analysis (e.g. BIC, AIC, Bayes factors) results should be treated with scepticism. The authors of [24] arrive at similar conclusions in their study of hospital admissions for asthma patients in Seattle. Using simulated PM 10À2:5 data the authors find that the selection of models using stepwise methods that choose variables on the basis of their maximum significant effect is questionable, particularly when the risk effects are very small. They demonstrate how this approach to model selection introduces bias into the study that is as large as the estimated risk of exposure to the pollutant.
Another noteworthy study is [10] . The authors pool data from 20 US cities using a Bayesian hierarchical modeling strategy. The authors present a range of results for different specifications, but overall find positive and statistically significant associations between particulate matter and mortality. For instance, for their baseline model they conclude: ''Overall, we found that a 10 mg=m 3 increase in [particulate matter] is associated with an estimated 0.48% increase in mortality (95% interval: 0.05, 0.92).'' However, even though results are positive and significant in that the point estimate is positive and the 95% interval does not include zero, the effect of particulate matter is very imprecisely estimated. Thus, even in the absence of a Bayesian model averaging approach, this extensive study finds it difficult to estimate precisely the effect of particulate pollution on health.
Conclusion and discussion
The main objective of this paper was to carry out an empirical investigation of the effects of air pollutants on mortality. It used a hitherto largely unanalyzed and extensive data set and an appropriate econometric methodology that systematically takes into account uncertainty about which explanatory variables should be included in the analysis. Our main empirical finding can be summarized thus: Point estimates of the effect of numerous air pollutants on mortality all tend to be positive, albeit small. However, when model uncertainty is accounted for in the analysis, measures of uncertainty associated with these point estimates become very large. Indeed they become so large that the hypothesis that air pollution has no effect on mortality is not implausible. On the basis of these results, we recommend against the use of point estimates from time series data to set regulatory standards for air pollution exposure.
Another purpose of this paper has been to investigate whether interactions between pollutants or between pollutants and meteorological variables may determine air pollution-mortality effects. Before carrying out the empirical analysis, we argued that researchers have largely overlooked these potentially important interactions. However, our empirical results indicate that they are not so important, at least for the data set under consideration.
We stress that our findings do not necessarily imply that air pollution does not have adverse health effects (or that air pollution abatement and regulatory policies should not take into account non-mortality related effects such as potential impacts for asthmatics and individuals with other respiratory illnesses). Rather, our results indicate that there is no reliable statistical evidence for a link between air pollution and mortality in the particular daily time series data set that we consider. It is possible that our findings may be due in part to the standard criticisms launched against time series studies involving daily mortality measures. These include the socalled ''ecological fallacy'' and the fact that such studies will, at best, measure only short-term air pollution effects. For these reasons, the authors of [22] argue strongly in favor of cohort studies, which they feel do not underestimate the effect of air pollution on health to the same degree as time series studies. Discussant comments on [10] provide a useful summary of these criticisms, followed by a response from the authors in favor of time series studies. In defence of mortality studies with daily time series data, the authors stress that such studies have been widely used to set air pollution standards in the US and elsewhere in the world. However, we would argue that if, for no other reason than the adequate design of air quality standards that carry immense economic costs, it is important that researchers use appropriate statistical methods to estimate air pollution impacts. Indeed, proper treatment of model uncertainty should be an essential part of any statistical methodology.
Furthermore, all our models allow for explanatory variables to enter in a linear fashion. It is possible that significant health effects occur only when air pollution levels increase beyond a threshold. If this threshold is sufficiently high, linear models may miss important health effects. The evidence on the existence of thresholds in air pollution-mortality relationships is mixed [11, 33] . Nevertheless, this is an important topic for future research. Given uncertainty about what might trigger threshold effects (e.g. is mortality due to the average level of a certain pollutant over several days? The interaction between two pollutants? A cumulative buildup of pollutants over many days? A single high pollution level?), the use of Bayesian model averaging is called for.
In this paper, we have presented empirical work relating to a particular environmental problem. However, a subsidiary aim of this paper has been to sell an econometric methodology to researchers working on a wide variety of problems in environmental economics. Model uncertainty pervades many empirical applications in this field. This paper has demonstrated that fundamental empirical results can be sensitive to the treatment of model uncertainty and that ignoring this issue can lead the researcher seriously astray. Bayesian model averaging allows for a formal treatment of model uncertainty. Although more difficult than simply running a regression, Bayesian model averaging should be well within the capabilities of applied economists. In short, this is a practical, relatively simple, econometric methodology well-suited to and immensely important for applied work.
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Appendix A. Data
In this study, we use daily data on mortality, pollutants and meteorological variables from 1992 to 1997. Each variable is discussed below. The chosen time span was dictated by the fact that mortality data was only available through 1997 and regular collection of data on some of the key pollutants only began in 1992.
A.1. Mortality data
The mortality data were provided by the Toronto Department of Public Health and covers all deaths in the Metro Toronto area (i.e. the municipalities of Toronto, Etobicoke, York, North York, East York and Scarborough). The data contain total daily deaths and deaths by various disease categories. Of these, we use the variables: total deaths, deaths due to diseases of the circulatory system and deaths due to diseases of the respiratory system. For reasons of confidentiality, if the number of deaths in any disease category is between 1 and 4 the precise value is not reported. In our data, this suppression of information only occurs with deaths due to diseases of the respiratory system and helps motivate our focus on total mortality. When we ran our programs using respiratory deaths, we coded all suppressed values as the average of 1 and 4 (i.e. 2.5). We do not report these results here since they were similar to those found using total mortality. We average data from the six monitors that have nearly complete data for 1992-1997. These monitors are widely dispersed across various street locations in Metro Toronto: In downtown Toronto (Bay/Grosvenor), Scarborough (Lawrence/Kennedy), North York (Yonge/Finch), Etobicoke (Elmcrest), Etobicoke (Evans/Arnold) and York (Clearview/Keele). Missing values are handled in the same manner as the weather variables. There are relatively few missing values. The worst monitor had 2% of its hourly observations missing.
A.2. Weather data
To create daily data from this hourly data, we simply take a daily mean. Empirical results using daily maxima are very similar.
Daily averages for airborne particulate matter were provided by the Analysis and Air Quality Division of Environment Canada. Fine particulate matter ðPM 2:5 Þ is defined as having a size less than 2:5 mg: Coarse particulate matter ðPM 10À2:5 Þ is defined as being between 2.5 and 10 micrograms in diameter. For the years 1992-1994 the only available monitor was at Bay/Wellesley streets. For 1996-1997 the only available monitor was at Evans/Arnold streets. For 1995, data from both monitors were available. This overlap year was used to correct for the small difference in means between the two monitors.
Missing values are a serious problem in most studies including particulate matter. For example, the standard approach in the US is to sample every sixth day. Our data set is of better quality, providing roughly one observation every three days. Nevertheless, 66.29% of our raw daily observations are missing. In order to provide estimates of the missing observations, we follow a procedure similar to that described in [7] . In particular, we use the non-missing particulate matter values to run a regression using relevant explanatory variables. We then use the values of the explanatory variables on the missing days and the estimated regression coefficients to predict particulate matter values for days for which data are missing. Following [7] , we use daily means and maximums of all the pollution and weather variables listed above as explanatory variables. Delfino et al. [7] suggest a particular nonlinear transformation of some of the key variables, but we find that simply adding squares of all explanatory variables provides a better fit. For PM 2:5 the resulting regression has an R 2 of 0.72 while for PM 10À2:5 the R 2 is 0.50. Note that the resulting fitted values for the particulate matter data contain information from other pollutants and weather variables. However, most of the explanatory power comes from variables that are not included in the mortality regressions. In particular, visibility, wind direction and the coefficient of haze provide most of the explanatory power in the regressions in which particulate matter variables are the dependent variables.
Appendix B. Technical
We implement Bayesian model averaging according to the approach outlined in [14] , using the MC 3 algorithm developed in [25] . For more detail, the reader is referred to these papers (see also [17] ).
We have data for t ¼ 1; y; T days 17 and denote data on the dependent variable (mortality) by y ¼ ðy 1 ; y; y T Þ 0 : All the potential explanatory variables (including lags) are stacked in a T Â K matrix X : We have r ¼ 1; y; R models, denoted by M r : These are all Normal linear regression models which differ in their explanatory variables,
ðB:1Þ
where i T is a T Â 1 vector of ones, X r is a T Â k r matrix containing some (or all) columns of X :
The T-vector of errors, e; is assumed to be Nð0 T ; s 2 I T Þ where 0 T is a T-vector of zeros and I T is the T Â T identity matrix. Note that we are assuming that all models contain an intercept.
The models are thus defined by their choice of explanatory variables (i.e. by the choice of X r ). The standard approach to Bayesian model averaging assumes that different models are defined by the inclusion or exclusion of each variable. This leads to 2 K models. If K is at all large, the enormous number of potential models imposes commensurately enormous computational demands. It is worth noting that these computational demands help motivate our choice of the Normal linear regression model. Other work with daily mortality counts often uses Poisson regression methods, but these would add greatly to the computational burden (unless approximations were used). Our total mortality data has mean 46.9, standard deviation 9.2, minimum 23, maximum 82 and a histogram that looks Normal. These considerations suggest that the costs associated with working with a Normal model are small (i.e. our dependent variable takes on so many values and has a roughly bell-shaped histogram that its discrete distribution can be very well approximated by a continuous Normal distribution).
We use a Normal-Gamma natural conjugate prior with hyperparameters chosen in the objective fashion described in [14] . To be precise, for the error variance we use the standard noninformative prior:
We standardize all the explanatory variables by subtracting off their means and dividing by their standard deviations. Once this is done, it makes sense to use a flat prior for
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17 When p lags are included in the model, we proceed conditionally upon p initial observations and hence y 1 will actually be the ðp þ 1Þth day of January, 1992. the intercept:
pðaÞp1:
ðB:3Þ
For the slope coefficients we assume a g-prior of the form:
b r BNð0 k r ; s 2 ½g r X r 0 X r À1 Þ: ðB:4Þ
It remains only to specify g r : Fernandez et al. [14] investigate the properties for many possible choices for g r ; including values that lead to posterior model probabilities with properties similar to commonly used information criteria (e.g. the Schwarz or Hannan-Quinn criteria). Their recommendation is to choose:
( ðB:5Þ
Our empirical application uses this choice for g r ; although other considered choices lead to qualitatively similar results. The resulting posterior for b r follows a multivariate t-distribution with mean: where c is a constant that is the same for all models. The fact that P R r¼1 pðM r jDataÞ ¼ 1 can be used to evaluate c:
Our parameters of interest measure the cumulative effect of a pollutant on mortality and are a linear function of the regression coefficients. Hence the previous equations are all that is required to carry out Bayesian model averaging as given in (2.1).
If the number of models, R; is relatively small (B.8) can be evaluated for every possible model and Bayesian model averaging can be implemented directly. In traditional applications of Bayesian model averaging, R ¼ 2 K (i.e. every possible explanatory variable can either be included or excluded). For cases where K420 direct implementation of Bayesian model averaging is not computationally feasible. Accordingly, we adopt the MC 3 described in [25] . This Metropolis algorithm is very simple to implement. In particular, if the current model in the chain is M s then a candidate model, M j ; that is randomly (with equal probability) selected from the set of models including M s and all models containing one more or one less explanatory variable (i.e. the algorithm either randomly adds or subtracts one column from X s ), is drawn. M j is accepted with probability: min 1; pðM j jDataÞ pðM s jDataÞ
:
If M j is not accepted then the chain stays with M s : It can be shown that the relative frequency that each model is drawn will converge to its posterior model probability.
To monitor convergence of the chain we calculate the probability of the 10 most probable models drawn in two different ways. First, we calculate them analytically using (B.8). Then we approximate this probability using output from the MC 3 algorithm. When these probabilities to three decimal places are the same, we deem convergence to have taken place. The number of draws required for the various models considered varied from 1,000,000 to 2,000,000.
