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a b s t r a c t
Phillips and Magdalinos (2007) [1] gave the asymptotic theory for autoregressive time
series with a root of the form ρn = 1 + c/kn, where kn is a deterministic sequence. In
this paper, an extension to the more general case where the coefficients of an AR(1) model
is a random variable and the error sequence is a sequence of martingale differences is
discussed. A conditional least squares estimator of the autoregressive coefficient is derived
and shown to be asymptotically normal. This extends the result of Phillips and Magdalinos
(2007) [1] for stationary and near-stationary cases.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Phillips and Magdalinos [1] studied the following model
Xt = ρnXt−1 + ut , t = 1, . . . , n; ρn = 1+ c/kn (1.1)
initialized at some X0 = op(√kn) independent of σ(u1, . . . , un), where (kn)n∈N is a sequence increasing to ∞ such that
kn = o(n) as n → ∞ and ut is a sequence of independent and identically distributed random variables with Eu1 = 0
and Eu21 = σ 2 < ∞. For the near-stationary case, Phillips and Magdalinos [1] obtained a law of large numbers for∑n
t=1 X
2
t−1 under suitable normalization. A martingale central limit theorem was also established for a normalized version
of
∑n
t=1 Xt−1ut , giving rise to a Gaussian asymptotic distribution for the normalized and centered least squares estimator
ρˆn.
In this paper, we extend the model (1.1) to the more general case where the coefficients of the model are a sequence of
randomvariables and the error sequence is a sequence ofmartingale differences.More specifically,we consider the following
time series
Xt = (ρn + φn)Xt−1 + ut , t = 1, . . . , n, (1.2)
initialized at some X0, where the random error {ut} is a stationary and ergodic martingale difference sequence with respect
to the natural filtrationHt = σ(u1, . . . , ut), ρn is a sequence of real numbers, {φn} is a sequence of random variables, and
σ(X0), σ (φn), σ (u1, . . . , ut) are mutually independent.
Random coefficient autoregressive models (RCAR) have proved useful in a variety of applications. The importance of
general RCAR models in time series analysis was illustrated in [2] (see also [3]). Early contributions to the study of RCAR
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models were due to Anděl [4], Conlisk [5], Robinson [6], Nicholls and Quinn [7,8], Feigin and Tweedie [9], Weiss [10] and
Guyton, Zhang and Foutz [11]. Extensive analysis of the stationary random coefficient autoregressive models has been
provided byNicholls andQuinn [2]. Lee [12] subsequently considered the problemof testing the constancy of the coefficients
in the stationary RCAR. Recently, Leipus and Surgailis [13] discussed long-memory properties and the partial sums process;
Walter Distaso [14] proposed new tests for simple unit root and unit root with a possibly nonzero drift processes.
For model (1.2), we confine ourselves to the problem of estimation of ρn, using the conditional least squares method. As
discussed in [1], this paper provides a limit theory for the near-stationary case.
The rest of this paper is organized as follows. In Section 2, the limit theory for conditional least squares estimator and
the sample mean of {Xt , 1 ≤ 1 ≤ n} are investigated. The proofs of the main results will be given in Section 3.
2. Main results
In this section, we will give the estimates of ρn in model (1.2). To proceed further we need the following lemma.
Lemma 2.1. Suppose that X is an integrable random variable on (Ω,G, P) and that G1 and G2 are σ -fields in G. If σ(X) and G2
are independent and G1 and G2 are independent, then
E(X |σ(G1,G2)) = E(X |G1).
In what follows, we discuss the least squares estimation procedure of ρn.
Note that the autoregressive parameter ρn+φn is a sequence of the sample size n, therefore the RCAR(1) process defined
in model (1.2) is, strictly speaking, a triangular array {Xnt , 1 ≤ t ≤ n, n ≥ 1}. Similarly, the initial condition is, in general, a
process {Xn0, n ≥ 1}. In what follows, we employ the abbreviated notation Xt and X0 for the sake of notational simplicity.
Let Fnt = σ(X0, φn, ui, 1 ≤ i ≤ t), for 1 ≤ t ≤ n and n ≥ 1. By Lemma 2.1, we have
E(Xt |Fn(t−1)) = (ρn + φn)Xt−1 + E(ut |Ht−1) = (ρn + φn)Xt−1. (2.1)
The conditional least-squares estimator ρˆn of ρn, based on the sample φn and X1, . . . , Xn, is obtained by minimizing
Q =
n−
t=1
(Xt − E(Xt |Fn(t−1)))2
with respect to ρn. Substituting (2.1) in Q , and solving dQ/dρn = 0 for ρn, we obtain
ρˆn =

n−
t=1
Xt−1Xt
 n−
t=1
X2t−1

− φn (2.2)
and
ρˆn − ρn =

n−
t=1
Xt−1ut
 n−
t=1
X2t−1

. (2.3)
In order to derive the limit theory, the following assumptions are made.
C.1. |ρn + φn| < 1 a.s., E

1
n(1−(ρn+φn)2)

→ 0 as n →∞.
C.2. EX20 = o(n).
C.3. There exists α > 0, such that supt≥1 E(u2+αt |Ht−1) <∞ a.s.
C.4. There exists 0 < σ 2 <∞, such that E(u2t |Ht−1) = σ 2 a.s.
Remark 1. Conditions C.1 and C.2 are mild conditions, and hold for many random variables. Condition C.3 can be found in
Chen and Cui [15], which deals with the partial linear models with martingale difference error. Condition C.4 is also used in
Giraitis and Phillips [16].
Now we give the main results of the paper. In the following theorems, the symbol ‘‘
P−→’’ denotes convergence in
probability and the symbol ‘‘
d−→’’ denotes convergence in distribution.
Theorem 2.1. Suppose that conditions C.1–C.4 hold. Then
1− (ρn + φn)2
n
n−
t=1
X2t−1
P−→ σ 2, (2.4)

1− (ρn + φn)2√
n
n−
t=1
Xt−1ut
d−→ N(0, σ 4) (2.5)
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and
√
n
1− (ρn + φn)2
(ρˆn − ρn) d−→ N(0, 1). (2.6)
In Theorem 2.1, for the near-stationary case, a law of large numbers and a central limit theorem, respectively, for the
denominator and numerator of (2.3) are derived, giving rise to a Gaussian asymptotic distribution for the normalized and
centered conditional least squares estimator ρˆn. The convergence rate depends on ρn + φn. In what follows, we give the
asymptotic distribution of the sample mean.
Theorem 2.2. Suppose that conditions C.1–C.4 hold. Then
1− (ρn + φn)√
n
n−
t=1
Xt
d−→ N(0, σ 2) (2.7)
and
√
1− (ρn + φn)√
1+ (ρn + φn)
n∑
t=1
Xt
n∑
t=1
X2t
d−→ N(0, 1). (2.8)
Remark 2. Let ρn = ρ and φn ≡ 0, where ρ ∈ (−1, 1). Then Model (1.2) become the standard AR(1) model
Xt = ρXt−1 + ut . (2.9)
Therefore, we have the following results for the standard AR(1) model:
1
n
n−
t=1
X2t−1
P−→ σ
2
1− ρ2 ,
1√
n
n−
t=1
Xt−1ut
d−→ N

0,
σ 4
1− ρ2

and
√
n(ρˆn − ρ) d−→ N(0, 1− ρ2).
The above results match the standard stationary limit theory for fixed |ρ| < 1.
Remark 3. Let φn ≡ 0 and ρn = 1 + c/kn(c < 0), where (kn)n∈N is a sequence increasing to∞ such that kn = o(n) as
n →∞. Then
1
nkn
n−
t=1
X2t−1
P−→ σ
2
−2c ,
1√
nkn
n−
t=1
Xt−1ut
d−→ N

0,
σ 4
−2c

and 
nkn(ρˆn − ρ) d−→ N(0,−2c).
Therefore, we generalize the limit theory for the near-stationary case developed in [1].
Remark 4. In epidemiologic and economic studies, a common concern is how to evaluate the difference between two
treatments. This problem can be described as the difference of the coefficients in two models. Based on Theorem 2.1, we
can derive a test statistic to test the equality of regression coefficients in two random coefficient autoregressive models.
Specifically, assume that the data {X1, . . . , Xn} and {X ′1, . . . , X ′n} are sampled from the models
Xt = (ρn + φn)Xt−1 + ut ,
X ′t = (ρ ′n + φ′n)X ′t−1 + u′t ,
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Table 1
The mean squared error (MSE) of the estimates of ρn + φn .
ρˆn n = 30 n = 50 n = 100 n = 300 n = 500
0.1− 1n 0.0352 0.0189 0.0096 0.0034 0.0019
0.2− 1n 0.0310 0.0202 0.0099 0.0034 0.0018
0.3− 1n 0.0341 0.0183 0.0087 0.0028 0.0018
0.4− 1n 0.0315 0.0192 0.0091 0.0029 0.0017
0.5− 1n 0.0326 0.0185 0.0086 0.0025 0.0016
0.6− 1n 0.0296 0.0163 0.0074 0.0024 0.0013
0.65− 1n 0.0305 0.0162 0.0078 0.0020 0.0013
where ut and u′t are two mutually independent random errors with zero means and variances σ 2, and ρn + φn and
ρ ′n + φ′n are two mutually independent random coefficient. Furthermore, we assume {Xt} and {X ′t } accordingly meet the
same conditions C.1–C.4. We are interested in testing the hypothesis H0 : P(ρn + φn − (ρ ′n + φ′n) = 0) = 1 against
H1 : P(ρn + φn − (ρ ′n + φ′n) = 0) < 1. Note that by Theorem 2.1 we have, under the null hypothesis, n−
t=1
X2t−1

n∑
t=1
Xt−1Xt
n∑
t=1
X2t−1
−
n∑
t=1
X ′t−1X ′t
n∑
t=1
X ′2t−1
 =
 n−
t=1
X2t−1

n∑
t=1
Xt−1Xt
n∑
t=1
X2t−1
− (ρn + φn)−
n∑
t=1
X ′t−1X ′t
n∑
t=1
X ′2t−1
+ (ρn + φn)

=
1− (ρn + φn)2
n
n−
t=1
X2t−1

n
1− (ρn + φn)2
×

n∑
t=1
Xt−1Xt
n∑
t=1
X2t−1
− (ρn + φn)−
n∑
t=1
X ′t−1X ′t
n∑
t=1
X ′2t−1
+ (ρ ′n + φ′n)

d−→ N(0, 2σ 2).
Thus, we obtain a test statistics and its limiting distribution under the null hypothesis.
3. Simulation results
In this section we conduct some simulation studies which show that our proposed methods perform very well.
In the first simulation study, we examine the asymptotic behavior, and especially the increasing accuracy of the
estimators proposed above for finite sample sizes. We use the model (1.2), where φn are generated from the uniform
distribution U[−0.3, 0.3]. {ut ,Ht , t ≥ 1} is a martingale difference sequence. Specifically, we first take the martingale
sequence {ξt , t ≥ 1}, and let ut = ξt+1 − ξt . The first random number ξ1 is drawn from N(0, 1), then we take the
following ξ2, . . . , ξn+1 according to the conditional distribution ξt+1|ξt ∼ N(ξt , 1), t = 1, . . . , n. Five different sample
sizes were used namely, n = 30, 50, 100, 300, and 500. In each case, the true parameter ρn has been taken to be 0.1 − 1n ,
0.2− 1n , 0.3− 1n , 0.4− 1n , 0.5− 1n , 0.6− 1n , 0.65− 1n , respectively. For each combination of sample size and ρn, 1000 different
sets of data were generated. Each reported mean squared error (MSE) in Table 1 is the average over the 1000 realizations of
(ρˆn + φn − (ρn + φn))2, where (ρˆn + φn − (ρn + φn))2 =
 ∑n
t=1 Xt−1Xt∑n
t=1 Xt−1Xt−1
− (ρn + φn)
2
.
Our simulation results indicate that our estimation procedure has a smaller mean squared error in the estimates of
parameters. Of particular interest is the fact that, as sample size increases, the mean squared error decreases. When the
sample sizes are 100 or more, the mean squared error is very small.
In the second simulation study, we illustrate how our method can be applied to fit a set of data through a practical
example. Specifically, we apply model (1.2) to fit China’s highways freight traffic (HFT) over the period 1991–2008. The data
(Table 2) are provided by the National Bureau of Statistics of China (http://www.stats.gov.cn/).
Let X1 = 733907, X2 = 780941, X3 = 840256, X4 = 894914, X5 = 940387, X6 = 983860, X7 = 976536, X8 =
976004, X9 = 990444, X10 = 1038813, X11 = 1056312, X12 = 1116324, X13 = 1159957, X14 = 1244990, X15 =
1341778, X16 = 1466347, X17 = 1639432 and X18 = 1916759. The fitting procedure is as follows:
(1): Note that (2.2) implies that ρˆn + φn =
∑n
t=1 Xt−1Xt∑n
t=1 Xt−1Xt−1
. That is to say that
∑n
t=1 Xt−1Xt∑n
t=1 Xt−1Xt−1
is the estimator of the random
coefficient ρn + φn. Therefore, we substitute
∑18
t=2 Xt−1Xt∑18
t=2 Xt−1Xt−1
for ρn + φn in model (1.2) during the process of simulation.
Furthermore, we assume that {ut} is an independent identically distributed Gaussian sequence with mean 0 and variance 1.
Thus, we can obtain a fitting sequence {X ′t } based on model (1.2).
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Table 2
The relative error (RE) of fitting.
Year HFT RE Year HFT RE Year HFT RE
1991 733907 0.0642 1997 976536 0.0868 2003 1159957 0.0381
1992 780941 0.0137 1998 976004 0.0793 2004 1244990 0.0050
1993 840256 0.0025 1999 990444 0.0629 2005 1341778 0.0009
1994 894914 0.0128 2000 1038813 0.0284 2006 1466347 0.0129
1995 940387 0.0265 2001 1056312 0.0608 2007 1639432 0.0351
1996 983860 0.0310 2002 1116324 0.0207 2008 1916759 0.0773
(2): Compute the relative error: RE = |X ′t−Xt |Xt , t = 1, . . . , 18.
Table 2 reports our simulation results. Only a little portion of relative errors are around 7%.Most relative errors are around
2%, and part of the relative errors are less than 0.5%. All of these indicate that model (1.2) fits the data very well.
4. Proofs
Proof of Lemma 2.1. By using the definition of conditional expectation, we can prove this lemma.We omit details here. 
Proof of Theorem 2.1. As for (2.4), by squaring (1.2) over t ∈ {1, . . . , n}we obtain
1− (ρn + φn)2
n
n−
t=1
X2t−1 =
X20
n
− X
2
n
n
+ 1
n
n−
t=1
u2t +
2(ρn + φn)
n
n−
t=1
Xt−1ut . (4.1)
The first term is a nonnegative random variable. Note that condition C.2 implies that its expected value converges to 0,
therefore
X20
n
P−→ 0. (4.2)
From (1.2) we find
X2n
n
= 1
n
((ρn + φn)nX0 +
n−
j=1
(ρn + φn)n−juj)2
≤ 2
n
(ρn + φn)2nX20 +
2
n

n−
j=1
(ρn + φn)n−juj
2
, Rn1 + Rn2. (4.3)
By condition C.1 and (4.2), we have
Rn1
P−→ 0. (4.4)
Now we consider the last term of (4.3). Observe that under condition C.4 and the assumption that {ut} is a martingale
difference sequence with respect to the natural filtrationHt = σ(u1, . . . , ut), we have
E(Rn2) = 2nE

n−
j=1
(ρn + φn)2(n−j)u2j

+ 4
n
−
1≤i<j≤n
E(ρn + φn)2n−i−jE(uiuj)
= 2
n
E

n−
j=1
(ρn + φn)2(n−j)u2j

+ 4
n
−
1≤i<j≤n
E(ρn + φn)2n−i−jE(uiE(uj|Hj−1))
= 2
n
E

n−
j=1
(ρn + φn)2(n−j)u2j

= 2
n
n−
j=1
E(ρn + φn)2(n−j)Eu2j
≤ 2σ
2
n
E
1
1− (ρn + φn)2 → 0. (4.5)
Therefore,
Rn2
P−→ 0. (4.6)
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Further, combining (4.4), we get
X2n
n
P−→ 0. (4.7)
Moreover, because {ut} is a stationary and ergodic sequence with a finite second moment σ 2, we have
n−
t=1
u2t = nσ 2 +
n−
t=1
(u2t − σ 2) = nσ 2 + op(n).
Therefore
1
n
n−
t=1
u2t
P−→ σ 2. (4.8)
We are left to verify that
ρn + φn
n
n−
t=1
Xt−1ut
P−→ 0. (4.9)
By (1.2), we obtain
ρn + φn
n
n−
t=1
Xt−1ut = 1n
n−
t=1
(ρn + φn)tX0ut + 1n
n−
t=1
t−1
j=1
(ρn + φn)t−jujut
, Kn1 + Kn2. (4.10)
Note that
E(Kn1)2 = 1n2
n−
t=1
E((ρn + φn)2tX20u2t )+
2
n2
−
1≤i<j≤n
E((ρn + φn)i+jX20 )E(uiE(uj|Hj−1))
= σ
2EX20
n2
E

n−
t=1
(ρn + φn)2t

≤ σ
2EX20
n
E
1
n(1− (ρn + φn)2) → 0.
Hence by condition C.1,
1
n
n−
t=1
(ρn + φn)tX0ut P−→ 0. (4.11)
Now we consider the last term of (4.10). Since
E(Kn2)2 = 1n2 E
 n−
t=1
u2t

t−1
j=1
(ρn + φn)t−juj
2+ 2
n2
E
 −
1≤i<k≤n

i−1
j=1
(ρn + φn)i−jujui

k−1
l=1
(ρn + φn)k−luluk

= σ
4
n2
n−
t=1
E

t−1
j=1
(ρn + φn)2(t−j)

≤ σ
4
n2
n−
t=1
E
1
1− (ρn + φn)2
= σ 4E 1
n(1− (ρn + φn)2)
→ 0,
we have
1
n
n−
t=1
t−1
j=1
(ρn + φn)t−j−1ujut P−→ 0. (4.12)
This, together with (4.11), gives (4.9). (2.4) follows from (4.2) and (4.7)–(4.9).
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For (2.5), let ξnt =
√
1−(ρn+φn)2√
n Xt−1ut . Then ξnt is a martingale difference array with respect to the filtration Fnt =
σ(X0, φn, ui, 1 ≤ i ≤ t) for 1 ≤ t ≤ n and n > 1. By making use of a martingale central limit theorem [17], it is sufficient to
show that
n−
t=1
E(ξ 2nt |Fn(t−1)) P−→ σ 4 (4.13)
and
for all η > 0,
n−
t=1
E(ξ 2nt I(|ξnt | > η)|Fn(t−1)) P−→ 0. (4.14)
By (2.4), we have
n−
t=1
E(ξ 2nt |Fn(t−1)) =
1
n
n−
t=1
E((1− (ρn + φn)2)X2t−1u2t |Fn(t−1))
= σ
2
n
n−
t=1
(1− (ρn + φn)2)X2t−1
P−→ σ 4.
Thus, we obtain (4.13). Now we consider (4.14). Denote Tn =∑nt=1 E(ξ 2nt I(|ξnt | > η)|Fn(t−1)). By using Höder’s inequality,
for any η > 0 and 0 < α < 1, we have
Tn ≤
n−
t=1
((E(ξ 2(1+α)nt |Fn(t−1)))
1
1+α × (E(I(|ξnt | > η)|Fn(t−1))) α1+α )
= 1
n
n−
t=1
((1− (ρn + φn)2)X2t−1(E(u2(1+α)t |Fn(t−1)))
1
1+α (P(I(|ξnt | > η)|Fn(t−1))) α1+α )
≤ 1
n
n−
t=1

(1− (ρn + φn)2)X2t−1(E(u2(1+α)t |Fn(t−1)))
1
1+α

E(ξ 2nt |Fn(t−1))
η2
 α
1+α

≤

σ
η
 2α
1+α
(sup
t≥1
E(u2(1+α)t |Fn(t−1)))
1
1+α

max
1≤t≤n
(1− (ρn + φn)2)X2t−1
n
 α
1+α 1
n
n−
t=1
(1− (ρn + φn)2)X2t−1.
To prove (4.14), it suffices to prove that
max
1≤t≤n
(1− (ρn + φn)2)X2t−1
n
P−→ 0. (4.15)
Here we employ an argument similar to that in Aldous [18]. Form ∈ {1, . . . , n}, define the sets
Bn,m ,
n
j=1

ω :
1n
[n(j/m)]−
t=1
(1− (ρn + φn)2)X2t−1 −
j
m
σ 2
 ≤ 1m

,
where [n(j/m)] denotes the largest integer no greater than n(j/m). For eachm, (2.4) implies that P(Bn,m) P−→ 1 as n →∞.
Next note that
max
1≤t≤n
(1− (ρn + φn)2)X2t−1
n
≤ 1− (ρn + φn)
2
n
sup
s∈[0,1]
[n(s+(1/m))]−
t=[ns]+1
X2t−1.
For given s ∈ [0, 1], choose j ∈ {1, . . . ,m} so that s ∈ [(j− 1)/m, j/m]. Then, for each s ∈ [0, 1], ω ∈ Bn,m implies
1− (ρn + φn)2
n
[n(s+(1/m))]−
t=[ns]+1
X2t−1 ≤
1− (ρn + φn)2
n
[n(j+1)/m]−
t=[n(j−1)/m]+1
X2t−1
=

1− (ρn + φn)2
n
[n(j+1)/m]−
t=1
X2t−1 −
j+ 1
m
σ 2

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−

1− (ρn + φn)2
n
[n(j−1)/m]
t=1
X2t−1 −
j− 1
m
σ 2

+ 2
m
σ 2
≤ 2
m
+ 2
m
σ 2 = 2
m
(1+ σ 2). (4.16)
Thus, for anym ≥ 1,
lim
n→∞ P

max
1≤t≤n
(1− (ρn + φn)2)X2t−1
n
≤ 2
m
(1+ σ 2)

≥ lim
n→∞ P(Bn,m) = 1,
showing (4.15). Thus we obtain (2.5).
Finally, combining (2.4) and (2.5), we obtain (2.6). This completes the proof of Theorem 2.1. 
Proof of Theorem 2.2. We observe that by using Slutsky’s theorem, (2.8) can be obtained from (2.7) and (2.4). So we only
need to prove (2.7).
By (1.2), we obtain
1− (ρn + φn)√
n
n−
t=1
Xt−1 = X0√n −
Xn√
n
+ 1√
n
n−
t=1
ut . (4.17)
By (4.2) and (4.7), we have
X0√
n
P−→ 0 and Xn√
n
P−→ 0. (4.18)
Using the similar method as in the proof of (2.5), we can obtain that
1√
n
n−
t=1
ut
d−→ N(0, σ 2). (4.19)
Combining (4.17)–(4.19) yields (2.7). The proof of the theorem is completed. 
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