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ABSTRACT
In a companion paper we have shown how the equations describing gas and dust as two
fluids coupled by a drag term can be re-formulated to describe the system as a single-fluid
mixture. Here, we present a numerical implementation of the one-fluid dusty gas algorithm
using smoothed particle hydrodynamics (SPH). The algorithm preserves the conservation
properties of the SPH formalism. In particular, the total gas and dust mass, momentum, angular
momentum and energy are all exactly conserved. Shock viscosity and conductivity terms
are generalized to handle the two-phase mixture accordingly. The algorithm is benchmarked
against a comprehensive suit of problems: DUSTYBOX, DUSTYWAVE, DUSTYSHOCK and DUSTYOSCILL,
each of them addressing different properties of the method. We compare the performance
of the one-fluid algorithm to the standard two-fluid approach. The one-fluid algorithm is
found to solve both of the fundamental limitations of the two-fluid algorithm: it is no longer
possible to concentrate dust below the resolution of the gas (they have the same resolution by
definition), and the spatial resolution criterion h < csts, required in two-fluid codes to avoid
over-damping of kinetic energy, is unnecessary. Implicit time-stepping is straightforward. As
a result, the algorithm is up to ten billion times more efficient for 3D simulations of small
grains. Additional benefits include the use of half as many particles, a single kernel and
fewer SPH interpolations. The only limitation is that it does not capture multi-streaming of
dust in the limit of zero coupling, suggesting that in this case a hybrid approach may be
required.
Key words: hydrodynamics – methods: numerical – protoplanetary discs – dust, extinction.
1 IN T RO D U C T I O N
Gas and dust are the two primary constituents of cold astrophysical
systems. Observations of such systems mainly probe the dust phase,
with gas properties deduced from the dust distribution assuming a
constant 10−2 dust-to-gas ratio, typical of the interstellar medium.
However, the evolution of the gas and dust phases may be quite dif-
ferent, particularly during planet formation. Once the homogeneous
mixture assumption breaks down, numerical simulations of the full
gas and dust mixture become the only reliable way to predict the
properties of the dust phase. Indeed, with the exception of a few
problems, the evolution equations for the gas and dust mixture are
not tractable analytically. The dust phase is usually treated as a
continuous pressureless fluid, an approximation which captures the
physics of the system (especially for small grains) but enormously
simplifies its description (Garaud, Barrie`re-Fouchet & Lin 2004).
 E-mail: guillaume.laibe@gmail.com
In particular, the fluid equations are easier to handle compared to
integrating the motion of individual grains.
Several numerical methods, both grid-based or Lagrangian, exist
to discretize the equations of evolution of a gas and dust mix-
ture. In this paper, we focus on the smoothed particle hydrody-
namics (SPH approach, a fully conservative Lagrangian numerical
method (e.g. Monaghan 2012; Price 2012). SPH is well suited to
problems with large density contrasts, free boundaries and com-
plex geometries. Moreover, its Lagrangian nature couples perfectly
with the Lagrangian nature of the dust dynamics, making SPH par-
ticularly useful for dust-gas mixtures in astrophysics. Monaghan
& Kocharyan (1995) performed the foundational work on a two-
fluid SPH gas and dust algorithm, where drag terms were com-
puted by projecting the differential velocity between the particles
on to their line of sight to preserve the exact conservation of an-
gular momentum. Monaghan (1997a) improved the method with
an implicit time-stepping method designed to handle strong drag
regimes. This SPH algorithm has been used mostly in the context
of planet formation, where grains differentiate strongly from the
gas phase (Maddison, Humble & Murray 2003; Rice et al. 2004;
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Barrie`re-Fouchet et al. 2005; Pinte et al. 2007; Maddison, Fouchet
& Gonzalez 2007; Fouchet et al. 2007; Laibe et al. 2008; Fouchet,
Gonzalez & Maddison 2010).
In Laibe & Price (2012a,b) we highlighted and addressed a num-
ber of issues with the existing two-fluid SPH algorithm. These
included the generalized SPH density estimate in multi-fluid sys-
tems, the consistent treatment of variable smoothing length terms
and finite particle size, time-step stability, implicit integration, the
treatment of non-linear drag regimes, thermal coupling terms and
the choice of kernel and smoothing length used in the drag operator.
A rigorous mathematical analysis of the algorithm was performed
and it was validated against a series of tests, including the analytic
solutions recently derived in Laibe & Price (2011). The algorithm
has been used to predict the filtering and concentration of solids by
an existing planet embedded in a protoplanetary disc (Ayliffe et al.
2012).
Although this improved two-fluid algorithm was found to perform
satisfactorily in a number of astrophysical contexts, some important
limitations remained (Laibe & Price 2012a,b). Some of these related
to the specific formulation in SPH – for example, modelling the two
fluids as distinct sets of particles meant that interpolation between
the two fluids is required. This made it difficult to derive a fast and
accurate implicit integration, necessary when the drag is strong,
while preserving the exact conservation of angular momentum that
is one of the main strengths of the SPH approach (Laibe & Price
2012b).
More fundamentally, the two-fluid algorithm was found to have
two major limitations not specific to SPH (Laibe & Price 2012a).
The first limitation was that both infinite spatial and infinite tempo-
ral resolution are required in the rather obvious limit of infinite drag
(ts → 0, where ts is the stopping time), where the fluids become per-
fectly coupled. The time-step restriction t < ts was already well
known and can be handled using implicit time-stepping methods,
as described in Laibe & Price (2012b). However, we also found
a spatial resolution criterion x  csts, where cs is the gas sound
speed, in order to prevent artificial separation and thus overdamping
of the two-fluid mixture. Since ts is very small for strong drag (small
grains), this implies a prohibitive computational cost, especially for
three-dimensional (3D) simulations (the additional expense may
be a factor of several thousand or even millions for micron to
millimetre-sized grains in protoplanetary discs). The second lim-
itation was that the total resolution of the simulation is fixed by the
more poorly resolved phase. As a result, the structures produced
when the dust overconcentrates with respect to the gas were found
to be strongly resolution-dependent and hence artificial. This pre-
vents the study of systems in which dust is expected to concentrate
by orders of magnitude, such as planet formation.
These limitations, which we see as fundamental, have been ig-
nored in almost all gas and dust simulations to date. They are in-
trinsic to the two-fluid description of the gas and dust mixture. We
therefore radically changed our line of attack on the problem. In a
companion paper (Laibe & Price 2014, hereafter Paper I), we have
proposed a formulation where the gas and dust are described as a
single fluid made of two different phases, referred to as the mixture,
instead of two fluids interacting with each other. The equations de-
scribing the evolution of the mixture were derived. The mixture’s
mass is the sum of the masses of the two phases and is advected at
the barycentric velocity of the two phases. The differential velocity
between the two phases and the dust-to-gas ratio, or equivalently
the dust fraction, appears naturally as internal properties of the
mixture. Treating the dust and gas system as a single fluid natu-
rally solves the two fundamental difficulties described above: In the
strong drag limit the equations reduce to the usual fluid equations
with a modified sound speed. Secondly the one-fluid approach im-
plies one resolution length for the system as a whole, meaning that
no resolution criterion is required. The one-fluid equations were
also found to provide a better physical insight into the behaviour of
the mixture compared to their two-fluid counterparts.
In this paper, we derive and test an SPH algorithm for dust–gas
mixtures based on the single fluid description. This algorithm is
conservative by construction: it conserves the mass, the momen-
tum, angular momentum and the energy of the mixture exactly, as
well as the specific mass of each phase taken individually. Further-
more, each SPH particle carries information regarding both phases,
removing the need for additional interpolation and/or complicated
time-stepping schemes.
In Section 2 we summarize the relevant parts of the one-fluid
formulation from Paper I. In Section 3 we derive the SPH versions
of these equations. We also discuss time-stepping and the necessary
modifications to the SPH shock capturing terms. The algorithm is
validated against a suite of tests in Section 4, comparing the results
against analytic solutions and to those obtained with our previous
two-fluid algorithm. We summarize the advantages of the one-fluid
approach in Section 5, and also point out some limitations of this
current version of the algorithm in the limit of weak/zero drag.
2 D U S T Y G A S W I T H O N E F L U I D
2.1 Two-fluid dust and gas mixtures
The equations for the conservation of density and momentum are
given by (Paper I):
∂ρg
∂t
+ ∇. (ρgvg) = 0, (1)
∂ρd
∂t
+ ∇. (ρdvd) = 0, (2)
ρg
(
∂vg
∂t
+ vg.∇vg
)
= ρg fg + K(vd − vg) + ρg f , (3)
ρd
(
∂vd
∂t
+ vd.∇vd
)
= ρd fd − K(vd − vg) + ρd f , (4)
where K is the drag coefficient which is a function of the local gas
and dust parameters, as well as the differential velocity between
the fluids. fg and fd denote the forces that are specific to the gas
and the dust phases, respectively. The gas force, fg, contains at
least the pressure gradient term − ∇Pg/ρg (when the buoyancy
term coming from the dust is negligible), but can include additional
terms such as viscosity. In most of astrophysical situations, fd = 0,
but in general, this term may contain the gas buoyancy and/or the
intrinsic dust pressure and viscosity. The internal energy equation
is given by
∂u
∂t
+ (vg.∇)u = −Pg
ρg
(∇.vg) + K
ρg
(vd − vg)2 + . (5)
The equation set is closed by an equation of state. Unless otherwise
specified, for the tests in this paper we adopt the ideal gas equation
of state given by
Pg = (γ − 1)ρgu. (6)
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2.2 Dusty gas with one fluid
In a companion paper (Paper I), we have shown that equations (1)–
(4) can be reformulated as a single fluid, moving with the barycentric
velocity,
v ≡ ρgvg + ρdvd
ρg + ρd . (7)
The differential velocity between the two phases, v, is defined
according to
v ≡ vd − vg. (8)
The total density ρ ≡ ρg + ρd and the dust fraction  = ρd/ρ
naturally replace the gas and the dust densities involved in the two
fluids formalism. Using these variables, equations (1)–(4) become
(Paper I)
dρ
dt
= −ρ(∇.v), (9)
d
dt
= − 1
ρ
∇ · [ (1 − ) ρv] , (10)
dv
dt
= (1 − ) f g +  f d −
1
ρ
∇ · [ (1 − ) ρvv] + f , (11)
dv
dt
= −v
ts
+ ( f d − f g) − (v · ∇)v +
1
2
∇ [(2 − 1) v2] ,
(12)
where the comoving derivative refers to a particle moving with the
barycentric velocity v, i.e.
d
dt
≡ ∂
∂t
+ (v.∇), (13)
and the stopping time ts is given by
ts =  (1 − ) ρ
K
. (14)
Equation (5) becomes
du
dt
= − Pg(1 − ) ρ∇. (v − v) +  (v.∇) u + 
v2
ts
. (15)
3 SP H F ORMALISM
We solve equations (9)–(15) using SPHs (Monaghan 2005; Price
2012). The key point of difference to our earlier formulation of dusty
gas in SPH (Laibe & Price 2012a,b) is that rather than considering
separate ‘gas’ and ‘dust’ particles as two interpenetrating fluids, here
we consider only one set of particles representing the mixture. These
particles are of fixed mass m and are moved with the barycentric
velocity, i.e.
dxa
dt
= va, (16)
where here and throughout the paper we use a and b as labels
referring to the particle index.
3.1 Conserved quantities
The SPH formulation is constrained by the conservation properties
of the mixture (cf. Paper I). The total mass M, linear momentum P
and energy E of the mixture are given in SPH form by
M ≡
∫
ρdV =
∑
a
ma, (17)
P ≡
∫
ρvdV =
∑
a
mava, (18)
E ≡
∫ ( 1
2
ρv2 + 1
2
 (1 − ) ρv2 + (1 − ) ρu
)
dV ,
=
∑
a
ma
(
1
2
v2a +
1
2
a (1 − a) v2a + (1 − a) ua
)
(19)
where to convert the integrals to SPH, we have rewritten the integral
as a sum, with the mass element ρdV replaced by the particle mass
m. Similarly, the total mass of the gas and dust are independently
conserved,
Mg ≡
∫
ρgdV =
∫
(1 − ) ρdV =
∑
a
ma (1 − a) , (20)
Md ≡
∫
ρddV =
∫
ρdV =
∑
a
maa. (21)
As we will show below, it is possible to exactly and simultane-
ously conserve all of the above properties in our SPH formulation.
This means in practice that the conservation properties are deter-
mined entirely by the time-stepping scheme.
3.2 Densities
Equation (9) is solved in the usual manner using the SPH density
sum,
ρa =
∑
b
mbWab(ha), (22)
where Wab(h) ≡ W (|ra − rb|, h) is the smoothing kernel and we
follow the usual approach where the smoothing length is adapted
according to the mean local particle spacing using
ha = η
(
ma
ρa
)1/ν
, (23)
where ν is the number of spatial dimensions and η = 1.2 is a
proportionality factor that determines the mean neighbour number
(Price 2012). As is usual practice we solve equations (22) and (23)
simultaneously using an iterative Newton–Raphson method (Price
& Monaghan 2004b, 2007).
That equation (22) is a time-independent solution to equation (9)
follows directly from equation (16). Taking the time derivative of
equation (22) gives
dρa
dt
= 1

a
∑
b
mb (va − vb) · ∇Wab(ha), (24)
where

a = 1 − ∂ha
∂ρa
∑
b
mb
∂Wab(ha)
ha
. (25)
Equation (24) is an SPH representation of
dρ
dt
= v.∇ρ − ∇.(ρv) = −ρ(∇.v), (26)
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2150 G. Laibe and D. J. Price
i.e. equation (9). The total mass of the mixture (equation (17))
is trivially conserved since the mass of each mixture particle is
constant.
We note that no special kernels are required for the one-fluid
mixture, unlike the two-fluid case (Laibe & Price 2012a), since
there is no interpolation required between the two phases – the
densities and velocities of the two phases of the mixture are both
carried by the same particle. Hence Wab above refers to the usual
bell-shaped kernel, such as the M4 cubic spline or the M6 quintic
spline (e.g. Monaghan 1992). We use the M4 cubic spline in this
paper.
3.3 Dust-to-gas ratio evolution
The SPH formulation of equation (10) is constrained by the re-
quirement that the total mass of gas and the total mass of dust are
independently conserved. From equation (20) the constraint on the
gas and the dust masses corresponds to
dMd
dt
= −dMg
dt
=
∑
a
ma
da
dt
= 0. (27)
Substituting the continuum expression for d/dt from equation
(10) we find a constraint on the derivative operator of the form∑
a
ma
1
ρa
∇ · [ (1 − ) ρv] = 0. (28)
This constraint is satisfied using the symmetric SPH divergence
operator (e.g. Price 2012; Tricco & Price 2012). Hence, the SPH
expression for equation (10) that satisfies the conservation laws is
given by
da
dt
= −
∑
b
mb
[
a (1 − a)

aρa
va · ∇aWab(ha)
+ b (1 − b)

bρb
vb · ∇aWab(hb)
]
. (29)
Substitution of this expression in equation (27), and using the an-
tisymmetry of the kernel gradient ∇aWab = −∇bWba, gives zero
in the double summation. Hence, the total mass of each species is
exactly conserved.
3.4 Momentum equation
The requirement of momentum conservation constrains the formu-
lation of equation (11). This constraint is readily satisfied by a
straightforward generalization of the usual SPH acceleration equa-
tion for a single gaseous fluid. Here we assume that f d = 0 and that
the forces on the gas are given by the usual hydrodynamic forces
f g = −
∇Pg
(1 − ) ρ + f g,visc, (30)
giving
dv
dt
= −∇Pg
ρ
− 1
ρ
∇ · [ (1 − ) ρvv] + (1 − ) f g,visc + f ,
(31)
where f visc is a (as-yet-unspecified) viscosity term. In this case, the
SPH acceleration equation in momentum-conserving form is given
by
dva
dt
= −
∑
b
mb
[
Pa

aρ2a
∇Wab(ha) + Pb

bρ
2
b
∇Wab(hb)
]
−
∑
b
mb
[
a (1 − a) va

aρa
va.∇Wab(ha)
+ b (1 − b) vb

bρb
vb.∇Wab(hb)
]
(32)
+ (1 − a) f g,visc + f a. (33)
It may be straightforwardly verified that the momentum is exactly
conserved, since∑
a
ma
dva
dt
= 0. (34)
Using the formulation of equation (33) above also has the advantage
that the SPH equations reduce exactly to the usual SPH equations
for gas dynamics in the limit where there is no dust.
3.5 Differential velocity and energy equations
The SPH form of the remaining two equations (12) and (15) is
determined by the requirement of energy conservation. Taking the
time derivative of equation (19) we find that energy conservation is
expressed by the condition
∑
a
ma
⎧⎨
⎩va.dvadt + a (1 − a) va · dvadt
+
[
(1 − 2a) v
2
a
2
− ua
]
da
dt
+ (1 − a) duadt
⎫⎬
⎭ = 0. (35)
Given that we have already determined the form of the respective
terms in the acceleration and dust-to-gas ratio evolution equations,
we can use these terms to constrain the corresponding terms in the
dv/dt and du/dt equations.
3.5.1 Drag terms
The drag term in equation (12) causes differential velocity of the
fluids to be dissipated into heat. From equation (35) we have
∑
a
ma (1 − a)
(
dua
dt
)
drag
= −
∑
a
maa (1 − a) va ·
(
dva
dt
)
drag
, (36)
giving
∑
a
ma (1 − a)
(
dua
dt
)
drag
=
∑
a
maa (1 − a) v
2
a
ts
, (37)
and thus, as expected,(
dua
dt
)
drag
= a v
2
a
ts
, (38)
consistent with equation (15).
3.5.2 fgas and PdV work terms
For the usual case of hydrodynamics, the pressure force on the gas
gives rise to a PdV work term in the energy equation (equation
15). In the case of dusty gas the same situation arises, but by a
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combination of the force terms in the dv/dt and dv/dt equations
balancing the term in the energy equation. Substituting the force
terms from equations (11) and (12) in equation (35), we have
∑
a
ma (1 − a)
(
dua
dt
)
P dV
= −
∑
a
ma
[(1 − a) va · fg
− a (1 − a) va · fg
]
,
= −
∑
a
ma (1 − a) vg,a · fg. (39)
Using the expression for fg implied by equation (33) we have∑
a
ma (1 − a)
(
dua
dt
)
P dV
=
∑
a
ma
∑
b
mb
Pa

aρ2a
vg,a .∇Wab(ha)
+
∑
a
ma
∑
b
mb
Pb

bρ
2
b
vg,a .∇Wab(hb). (40)
Swapping summation indices in the second term, using the anti-
symmetry of the kernel gradient ∇Wba = −∇Wab and rearranging,
we thus find that the corresponding term in the internal energy
equation is given by(
dua
dt
)
P dV
= Pa

aρaρg,a
∑
b
mb
(
vg,a − vg,b
) · ∇Wab(ha), (41)
which is a generalization of the usual PdV work term for hydro-
dynamics. This gives the numerical representation of the first term
on the right hand side of equation (15). Furthermore, it shows that
the combination of this term with the pressure gradient terms in the
acceleration and dv/dt equations conserves energy exactly.
3.5.3 −(v.∇)v term
The SPH expression for the −(v.∇)v term in equation (12) is
related to the numerical form of the anisotropic pressure term in
equation (11). This is entirely analogous to the situation in smoothed
particle magnetohydrodynamics, in which the SPH expression for
the (B.∇)v term in the induction equation for the magnetic field con-
strains the form of the anisotropic stress in the momentum equation
(see Price & Monaghan 2004b; in that case with opposite sign to
ours, resulting in tension perpendicular to magnetic field lines).
Starting with the momentum-conserving expression for the
anisotropic pressure term, we have a balance between these two
terms of the form∑
a
maa (1 − a) va · dvadt = −
∑
a
mava.
dva
dt
,
=
∑
a
ma
∑
b
mb
a (1 − a) va · va

aρa
va.∇Wab(ha)
+
∑
a
ma
∑
b
mb
b (1 − b) va · vb

bρb
vb.∇Wab(hb). (42)
Swapping summation indices in the second term, using the anti-
symmetry of the kernel gradient and rearranging, we find that the
corresponding term in dv/dt is given by
− (v.∇)v = 1
ρa
a
∑
b
mb(va − vb)va.∇Wab(ha). (43)
As with the PdV terms above, this is merely a demonstration of the
conjugate nature of the differencing and symmetric SPH derivative
operators, as discussed by a number of authors, including Cummins
& Rudman (1999), Price (2010), Price (2012) and Tricco & Price
(2012).
3.5.4 (v.∇)u and ∇((ρd − ρg)v2/ρ) terms
The remaining terms in the internal energy and dv/dt equations
are constrained by the requirement of energy conservation (equation
35) via the balance with the SPH form of equation (10). The last
two terms in equation (35) provide a constraint of the form∑
a
ma (1 − a)
(
dua
dt
)
term
=
∑
a
maua
da
dt
. (44)
Substitution of equation (29) and rearrangement of the double sum-
mation as performed previously, we find a corresponding term in
the energy equation in the form(
dua
dt
)
term
= − a

aρa
∑
b
mb(ua − ub)va.∇Wab(ha). (45)
This is indeed an SPH representation of ρd/ρ(v.∇)u, as expected
from equation (15).
The remaining term in the dv/dt equation is constrained in a
similar way. From equation (35) we have∑
a
maa (1 − a) va ·
(
dva
dt
)
term
= −
∑
a
ma (1 − 2a) 12v
2
a
da
dt
, (46)
giving, by substitution of equation (29) and rearrangement of the
double summation, a corresponding term in dv/dt of the form(
dva
dt
)
term
= 1
2ρa
a
∑
b
mb
[(1 − 2a) v2a
− (1 − 2b) v2b
]∇Wab(ha). (47)
This completes the formulation of all of the non-dissipative part of
the algorithm, as well as the physical dissipation due to drag. The
only major issue remaining is to generalize the usual SPH artificial
viscosity and conductivity terms in an appropriate manner for the
mixture.
3.6 Artificial viscosity and conductivity terms
Since viscosity and conductivity terms apply only to the gas we
require that (a) they involve only gas properties, e.g. the gas velocity
rather than the barycentric velocity; (b) conserve momentum; and
(c) conserve energy.
3.6.1 Artificial viscosity
From equation (11) we have(
dva
dt
)
visc
= ρ
a
g
ρa
f g,visc. (48)
A naive approach would be to simply insert the usual (Monaghan
1997b; Price 2012) expression for the artificial viscosity term as
fg, visc, giving(
dva
dt
)
visc
= ρ
a
g
ρa
∑
b
mb
vsig
ρab
(vga − vgb) · rˆab∇Wab, (49)
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2152 G. Laibe and D. J. Price
where ∇Wab ≡ 12 [∇Wab(ha) + ∇Wab(hb)], ρab = 12 (ρa + ρb) and
vsig is the maximum speed of signal propagation. For the case of
hydrodynamics the pairwise signal speed is given by
vsig = α (cs,a + cs,b)2 + β|v
g
a − vgb|, (50)
where α and β are the usual linear and quadratic SPH viscosity
parameters, and the term is only applied where (vga − vgb) · rˆab < 0.
The problem with equation (49) is that it does not conserve mo-
mentum, which requires (cf. equation 34) that the term in the dv/dt
equation is antisymmetric with respect to the particle labels a and
b. The simplest approach is to symmetrize the ρg/ρ term, giving(
dva
dt
)
visc
=
∑
b
mb
1
2
(
ρag
ρa
+ ρ
b
g
ρb
)
vsig
ρab
(vga − vgb) · rˆab∇Wab,
(51)
and thus implying
f g,visc =
ρa
ρag
∑
b
mb
1
2
(
ρag
ρa
+ ρ
b
g
ρb
)
vsig
ρab
(vga − vgb) · rˆab∇Wab,
(52)
or equivalently
f g,visc =
ρa
ρag
∑
b
mb (1 − ab) vsig
ρab
(vga − vgb) · rˆab∇Wab, (53)
where ab = 12 (a + b). The corresponding term in the energy
equation is constrained, from equation (39), according to
∑
a
ma
ρg
ρa
(
dua
dt
)
visc
= −
∑
a
ma
ρg
ρa
vg,a · f g,visc, (54)
giving(
dua
dt
)
visc
= − ρa
ρag
∑
b
mb
vsig
ρab
1
2
(vgab · rˆab)2Fab, (55)
where Fab is defined such that ∇Wab = rˆabFab. The viscous heating
term is also only applied where (vga − vgb) · rˆab < 0.
3.6.2 Artificial conductivity
The artificial conductivity term, required to treat discontinuities
in the thermal energy (Price 2008), must satisfy the constraint of
energy conservation, i.e.
∑
a
ma
ρag
ρa
(
dua
dt
)
cond
= 0. (56)
A simple generalization of the usual artificial conductivity formu-
lation that satisfies this constraint is given by(
dua
dt
)
cond
= ρa
ρag
∑
b
mb
αuvsig,u
ρab
(ua − ub)Fab, (57)
where αu ∼ 1 is the dimensionless artificial conductivity parameter
and vsig, u is the signal speed used for the conductivity. The standard
choices for vsig, u are either vsig,u = √|Pa − Pb|/ρab proposed by
Price (2008) or vsig,u = |vab · rˆab| proposed by Wadsley, Veeravalli
& Couchman (2008). We use the former by default, adopting the
latter in simulations involving gravity. The proof that the standard
artificial conductivity term results in a positive definite contribution
to the entropy can be found in Price & Monaghan (2004a).
3.6.3 Artificial dissipation in v
The dissipation terms given above are based on physical consid-
erations. One may alternatively consider that artificial dissipation
is introduced only to treat jumps and discontinuities (for example
in the case of an inviscid gas). Hence, alternative formulations for
the dissipation term may be possible, where the only requirements
are that the scheme should conserve momentum and (total) energy
and result in a positive definite contribution to the entropy. Indeed,
with the physical formulation above we found that some post-shock
oscillations remained in the weak-coupling limit (i.e. large v).
We found that these oscillations could be eliminated by adding
an additional dissipative term to the v equation of the form(
dv
dt
)
diss
= 1
a(1 − a)
∑
b
mb
vsig,v
ρab
ab (1 − ab)
× (va − vb) · rˆab∇Wab, (58)
where vsig,v is a signal speed that may or may not equal the one
used in the viscosity term, with a corresponding heating term of the
form(
du
dt
)
diss
= −ρa
ρag
∑
b
mb
vsig,v
ρab
ab (1 − ab)
×1
2
[(va − vb) · rˆab]2 Fab, (59)
which is positive-definite since Fab is negative-definite for standard
kernels. This term is effectively a non-linear drag, which converts
gradients in v, but not v itself, into heat. We found that an
effective and appropriate choice for vsig,v was given by
vsig,v = αv|va − vb) · rˆab|, (60)
where αv is a dimensionless coefficient of the order of unity.
This produces a second-order dissipation in v analogous to the β
term in the usual SPH viscosity. We also found that the dissipation
associated with this term could be reduced further by only applying
this term only when (va − vb) · rˆab < 0.
3.7 Alternative dissipation formulation
We also investigated a number of alternative dissipation schemes.
In every case the dissipation reduced to the usual shock-capturing
terms in SPH in the gas-only limit, so differences between schemes
only became apparent when v was large, i.e. in the weak-coupling
limit. By experimenting with a number of possible formulations
(including several derived in a manner analogous to Monaghan
1997b and Price & Monaghan 2004a, 2005), we obtained our best
results on the zero-drag DUSTYSHOCK problem with dissipation terms
of the form(
dv
dt
)
diss
=
∑
b
mb
vsig
ρab
(vga − vgb) · rˆab∇Wab, (61)
(
dv
dt
)
diss
= ρa
ρag
∑
b
mb
vsig
ρab
(va − vb) · rˆab∇Wab, (62)
where the conductivity and viscous heating terms are as previously
derived (equations 57 and 55, respectively). The main difference to
the standard formulation is that the term in the dv/dt equation is
not included in the v equation as part of f gas. This means that
the formulation, retaining equation (55) as the heating term, is non-
conservative (the alternative is to use a matching heating term but
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which does not result in a positive definite entropy contribution –
we also tried this and it does not change the results). Our various
attempts to produce a conservative formulation based on the above
dissipation terms all produced worse results, which can be seen
by comparing the results from this formulation with our ‘standard’
formulation of dissipative terms (compare Figs 5 and 7). However,
the error in energy conservation using equations (61) and (62),
whilst not being rigorously equal to zero, was found to be small
(∼10−6) for the test problems studied in this paper.
3.8 Summary
Summarizing, the SPH representation of equations (9)–(15), with
all terms including the conservative shock-capturing terms, is given
by
ρa =
∑
b mbWab(ha), (63)
da
dt
= −
∑
b
mb
[
a (1 − a)

aρa
va · ∇aWab(ha)
+ b (1 − b)

bρb
vb · ∇aWab(hb)
]
, (64)
dva
dt
= (1 − a) fg + f a
−
∑
b
mb
[
a (1 − a) va

aρa
va.∇Wab(ha)
+ b (1 − b) vb

bρb
vb.∇Wab(hb)
]
(65)
dva
dt
= −va
ts,a
− fg +
1
ρa
a
∑
b
mb(va − vb)va.∇Wab(ha)
+ 1
2ρa
a
∑
b
mb
[(1−2a) v2a − (1−2b) v2b]× ∇Wab(ha),
+ 1
a(1−a)
∑
b
mb
vsig,v
ρab
ab(1−ab) (va−vb) · rˆab∇Wab,
(66)
where
(1 − a) fg = −
∑
b
mb
[
Pa

aρ2a
∇Wab(ha) + Pb

bρ
2
b
∇Wab(hb)
]
,
+
∑
b
mb (1 − ab) vsig
ρab
(vga − vgb) · rˆab∇Wab, (67)
along with
dxa
dt
= va, (68)
ts,a = a(1 − a)ρa
Ka
, (69)
and
dua
dt
= Pa

aρaρg,a
∑
b
mb
(
vg,a − vg,b
) · ∇Wab(ha)
− a

aρa
∑
b
mb(ua − ub)va.∇Wab(ha)
−ρa
ρag
∑
b
mb
ρab
[
vsig
1
2
(vgab · rˆab)2 − αuvsig,u(ua − ub)
]
Fab
−ρa
ρag
∑
b
mb
ρab
vsig,vab (1 − ab)
× 1
2
[(va − vb) · rˆab]2 Fab,+ a v
2
a
ts,a
. (70)
3.9 Time-stepping
Once the SPH formulation of the spatial derivative terms has been
specified, the choice of time-stepping boils down to one’s preferred
method for solving the ordinary differential equations for x, v, , v
and u, namely equations (64)–(68) and, depending on the equation
of state, equation (70). Any standard scheme can be used.
3.9.1 Explicit integration
For the tests in this paper we use an adapted version of the leapfrog
integrator in the Velocity–Verlet form, where the predictor step is
given by
xn+1 = xn + tvn + (t)
2
2
(
dv
dt
)n
, (71)
v∗ = vn + t
(
dv
dt
)n
, (72)
∗ = n + t
(
d
dt
)n
, (73)
v∗ = vn + t
(
dv
dt
)n
, (74)
u∗ = un + t
(
du
dt
)n
, (75)
whereupon all derivatives are evaluated, and a trapezoidal corrector
step is used:
vn+1 = vn + 1
2
t
[(
dv
dt
)n
+
(
dv
dt
)∗]
, (76)
n+1 = n + 1
2
t
[(
d
dt
)n
+
(
d
dt
)∗]
, (77)
vn+1 = vn + 1
2
t
[(
dv
dt
)n
+
(
dv
dt
)∗]
, (78)
un+1 = un + 1
2
t
[(
du
dt
)n
+
(
du
dt
)∗]
. (79)
This integrator is simple to implement, but will not be strictly
second-order accurate unless the position-dependent terms in the
acceleration are dominant, since only one evaluation of the deriva-
tives on the right hand side is used. We have therefore compared our
results with those using a standard second-order Runge–Kutta inte-
grator, requiring two derivative evaluations. We find no significant
differences for the tests presented in this paper.
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3.9.2 Implicit integration of strong drag regimes
In the limit where the drag is strong, the explicit integration de-
scribed above will be subject to the requirement t < ts, in addition
to the usual Courant condition. This implies a prohibitive computa-
tional cost in strong drag regimes, where the stopping time is much
shorter than the time-scales in the problem of interest. In the two-
fluid case, handling this requires a complicated implicit integration
scheme due to the need to interpolate between different types of
particles (Laibe & Price 2012b). By contrast, there is only one set
of particles and only one term involving ts in the one-fluid algorithm
– in the v equation, with a corresponding heating term in du/dt
– so implicit integration can be implemented in a straightforward
manner using operator splitting.
Integration of the drag term involves the differential equation
dv
dt
= −v
ts
+ a0, (80)
where ts may in general be a function of v (for non-linear drag
regimes) and a0 = (dv/dt)n0 is a constant. Starting with linear
drag regimes for simplicity, the exact solution of equation (80) is
v(t) = v(t0)e−t/ts + a0ts
(
1 − e−t/ts) , (81)
meaning that the evolution over a time-step is given by
vn+1 = vne−t/ts + a0ts
(
1 − e−t/ts) . (82)
In the case of weak drag regimes (t 
 ts), equation (82) reduces
to
vn+1 = −vn t
ts
+ a0t +O
((t/ts)2) , (83)
which is the expression used in the explicit time-stepping above.
For strong drag regimes (ts 
 t) equation (82) gives
vn+1 = a0ts +O
(
e−
t
ts
)
, (84)
which is the terminal velocity approximation described in Paper I.
In practice, we can incorporate equation (82) into the time-
stepping scheme described above as follows: first, compute a0 using
all terms in dv/dt except for the drag. Secondly, compute vn+1impl
according to equation (82). Finally, use this to reconstruct the cor-
responding ‘explicit’ derivative term, i.e.(
dv
dt
)n
impl
=
(
vn+1impl − vn
)
t
. (85)
This can then be used to specify the ‘explicit’ drag term in a regular
predictor-corrector scheme.
The internal energy evolution is calculated according to
un+1 − un = K
ρg
∫ t
0
[
vne−
−t ′
ts + a0ts
(
1 − e −t
′
ts
)]2
dt ′
= Kts
2ρg
{
2a20tst − e−2
t
ts
(
1 − e tts
) (
vn − a0ts
)
×
(
vn − a0ts + e tts
(
vn + 3a0ts
))}
, (86)
where Kts/ρg = . The energy dissipated in the gas is positive since
equation (86) involves the integral of the positive function v(t)2.
For t 
 ts, equation (86) reduces to the expected
un+1 − un = K
ρg
(
vn
)2
t. (87)
For ts 
 t, equation (86) becomes
un+1 − un = K
ρg
(a0ts)2 t/ts, (88)
implying that most of the energy is dissipated during the stationary
state of the solution (the correction due to the transient regime
is second order). A corresponding derivative term for use in the
predictor-corrector can be calculated according to(
du
dt
)n
impl
=
(
un+1 − un)impl
t
. (89)
Finally, the operator-split predictor step reads:
v∗∗ = vn + t
(
dv
dt
)n
0
, (90)
u∗∗ = un + t
(
du
dt
)n
0
, (91)
v∗ = v∗∗ + t
(
dv
dt
)n
impl
, (92)
u∗ = u∗∗ + t
(
du
dt
)n
impl
, (93)
where the subscript 0 denotes all terms on the right hand side of
equations (66) or (70) except those involving ts, and we have used
equations (82) and (89) to compute the implicit drag terms. The
corrector step is given by
v∗∗ = vn + 1
2
t
[(
dv
dt
)n
0
+
(
dv
dt
)∗
0
]
, (94)
u∗∗ = un + 1
2
t
[(
du
dt
)n
0
+
(
du
dt
)∗
0
]
, (95)
vn+1 = v∗∗ + t
[(
dv
dt
)n
impl
+
(
dv
dt
)∗
impl
]
, (96)
un+1 = u∗∗ + t
[(
du
dt
)n
impl
+
(
du
dt
)∗
impl
]
. (97)
The Lie truncation procedure used for the operator splitting above
is consistent with a globally second-order scheme. For non-linear
drag regimes, the procedure is essentially the same as for linear drag,
but may involve an additional numerical integration in the energy
term. As an example, the calculations for the quadratic drag encoun-
tered at high Mach numbers in diluted gases or at high Reynolds
numbers in a dense medium are given in Appendix B. The overall
performance was found to be similar to the linear case.
4 TESTS
We have implemented the one-fluid dust-and-gas SPH algorithm
presented above in the public N-dimensional NDSPMHD code (Price
2012). A public version of the code that includes our implementation
will be made available alongside this paper. Here, we benchmark the
algorithm against the DUSTYBOX, DUSTYWAVE and DUSTYSHOCK prob-
lems described in Laibe & Price (2011) as well as a new problem,
DUSTYOSCILL, designed to probe the limitations of the one-fluid ap-
proach. The two-fluid counterparts of the first three tests were given
in Laibe & Price (2012a,b).
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4.1 DUSTYBOX
The DUSTYBOX problem involves gas and dust moving with a constant
differential velocity v0 = vd, 0 − vg, 0 but where the barycentre of
the mixture as a whole is at rest (i.e. momentum is only exchanged
between the two phases via the drag term). The density as well as
the dust fraction and the gas pressure are also constant. The test is
mainly useful for checking the implementation of the drag terms,
since the other terms are zero for this problem. With the one-fluid
algorithm, the DUSTYBOX problem is essentially trivial. Indeed, when
using the implicit scheme described in Section 3.9.2, we already use
the exact solution in the integration procedure.
4.1.1 Setup
We setup the problem using 100 particles in a 1D periodic domain
– half the number of particles compared to the two-fluid algorithm.
The gas sound speed was set to cs = 1, the total density ρ = 1
and the dust fraction  = 0.5 in code units, corresponding to an
equal mixture of dust and gas. No artificial viscosity terms were
applied. Although the two phases are drifting with respect to each
other, the total mass of the mixture remained constant as expected.
In the DUSTYBOX problem, v = v0 = 0 (no advection of the total
mass). During the simulation, we verified that the total linear and
angular momentum as well as the total energy is exactly conserved,
confirming that the implicit scheme works as expected.
4.1.2 Results
Fig. 1 shows the excellent agreement between the results obtained
from the one-fluid algorithm (implicit integration) and the analytic
solution of the DUSTYBOX problem (<1 per cent in the L1 norm) for
Figure 1. Dust velocity as a function of time in the DUSTYBOX problem with
the one-fluid algorithm and implicit time integration, using 100 particles
and a dust-to-gas ratio of unity. A linear drag regime was used, with the drag
coefficient given by K = 0.01, 0.1, 1, 10 and 100 (top-to-bottom, solid/black
lines). Results are in excellent agreement with the exact solution given by
the long-dashed/red lines (<1 per cent error in L1).
Figure 2. As in Fig. 1 but varying the dust-to-gas ratio ρˆd/ρˆd =
0.01, 0.1, 1, 10, 100 (top-to-bottom, solid/black lines) with a fixed drag
coefficient K = 1. Exact solutions for each case are given by the long-
dashed/red lines. Here again, the agreement is excellent (better than 1 per
cent).
a wide range of drag coefficients in the linear regime. In particular,
this demonstrates the accuracy of the implicit algorithm developed
in Section 3.9.2. For weak drag regimes (t 
 ts), the simulation
length is essentially the same as the one obtained using the explicit
scheme, implying that the additional computational cost required to
compute the implicit solution in the Predictor-Corrector scheme is
negligible. However, for strong drag (ts 
 t), the reduction in cpu
time is of order t/ts, improving the efficiency of the calculation
significantly. Fig. 2 shows that the one-fluid algorithm remains
accurate for both small and large dust-to-gas ratios (or equivalently,
dust fractions). Fig. B1 of Appendix B shows that similar results
are also obtained for non-linear drag regimes.
4.2 DUSTYWAVE
The DUSTYWAVE problem consists of linear sound waves propagating
in a gas and dust mixture of uniform density and uniform dust
fraction. The gas and dust phases interact via a linear drag term.
The DUSTYWAVE involves small perturbations, so it mainly tests the
treatment of forces specific to a single phase (here, the gas pressure)
while neglecting the small contributions from the non-linear terms
in the one-fluid formulation.
4.2.1 Setup
The equilibrium state is defined by the mixture at rest with v = 0,
implying that both the gas and the dust phases are at rest. We
run 1D simulations with various combinations of the initial drag
constant and dust fractions. SPH particles are distributed in the
periodic domain x ∈ [0, 1] as described in Laibe & Price (2012a).
No artificial viscosity is applied. We set the relative amplitude of the
perturbation to 10−4 with respect to the quantities at equilibrium in
order to remain in the linear acoustic regime for which the solution
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in Laibe & Price (2011) is derived. We adopt an isothermal equation
of state Pg = c2s ρg with cs = 1.
Laibe & Price (2012a) showed that this problem proves difficult
for two-fluid gas and dust codes when the drag coefficient is high.
The main problem is that the small spatial dephasing between the
gas and the dust generated by the gas pressure gradient must be
resolved by the numerical algorithm. This was found to imply a
drastic spatial resolution criterion   csts (where  ≡ h in SPH)
to avoid overdamping of the wave amplitude.
4.2.2 Visualization
For the one-fluid algorithm, visualization is less straightforward
than the two-fluid version, since there is only one set of particles
containing all of the information about both phases. The simplest
way to visualize the mixture is to reconstruct two duplicate sets of
particles, with the same positions and smoothing lengths, but with
one set given the density, mass, velocity and internal energy of the
gas:
ρg,a = (1 − a)ρa, (98)
mg,a = (1 − a)ma, (99)
vg,a = va − ava, (100)
ua = ua, (101)
and one set given the density, mass and velocity of the dust:
ρd,a = aρa, (102)
md,a = ama, (103)
vd,a = va + (1 − a)va, (104)
ua = 0. (105)
This is the procedure we use in this paper, implemented in SPLASH
(Price 2007), which enables a direct comparison to the two-fluid
formulation.
4.2.3 Results
Fig. 3 compares the results obtained with the two-fluid algorithm
and the one-fluid algorithm on the DUSTYWAVE problem, in each case
shown against the analytic solution derived in Laibe & Price (2011)
for both the gas and the dust phases. The drag coefficient is varied
systematically from weak (K = 0.001) to strong (K = 1000) drag
regimes. For the one-fluid simulations the number of SPH particles
is fixed to 100, with 2 × 100 required for the two fluid calculations.
The solutions of the DUSTYWAVE problem can be seen to be well
reproduced by the one-fluid algorithm. The accuracy is of the order
of a few per cent in the L1 norm for every drag regime considered,
consistent with a second-order integration scheme. Importantly, the
direct comparison with the results obtained with the two-fluid al-
gorithm (comparing left and right panels) shows that the spatial
resolution criterion required for strong drag regimes is no longer
needed. With 100 SPH particles of each type per wavelength, the
criterion h < csts gives Kl  50 as the maximum drag coefficient
that can be simulated by the two-fluid algorithm. The left panel of
Fig. 3 shows that the wave amplitude is already incorrectly repro-
duced with the two-fluid method for K = 100 and that the wave
in completely over-damped for K = 1000 [see section 4.2 of Laibe
& Price (2012a) for a quantitative discussion on the rate of energy
over-dissipated in under-resolved simulations]. To handle the case
Figure 3. The DUSTYWAVE test, showing velocity of gas (filled circles) and dust (open circles) after 4.5 periods on the SPH particles with the two-fluid formulation
(left) and the one-fluid formulation (right), compared to the analytic solution given by the solid and dashed red lines for the gas and dust, respectively. In the
two-fluid case the gas and dust are represented by 2 × 100 of particles, whereas in the one-fluid formulation the two velocities are carried on the same set of
100 particles. The one-fluid formulation solves the over-damping problem at low resolution present in the two-fluid formulation at high drag (compare bottom
two panels of each figure). The slight phase error in the gas velocity in the two-fluid formulation, caused by interpolation errors, is also not present in the
one-fluid case (compare top two panels of each figure).
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K = 1000, we would need to have used 2 × 2000 = 4000 particles
with the two-fluid algorithm. There is no resolution requirement in
the one-fluid algorithm except the usual need to resolve a wave-
length by ∼8–10 particles, reducing the computational cost by a
factor of ∼400 in 1D. In 3D, the computational cost is reduced by
a factor of 4003 = 64 million: Accurate 3D simulations with the
two-fluid algorithm at high drag would be inconceivable. An addi-
tional gain results from the fact that the implicit integration scheme
for two-fluids converges slowly and is of limited utility when the
drag is very strong (Laibe & Price 2012b). An additional factor (of
100) is gained in the one-fluid algorithm from the ability to use an
efficient implicit integration scheme, as described in Section 3.9.2.
This implies a total improvement in speed of 6.4 billion (this is not
a misprint) in 3D.
4.3 DUSTYSHOCK
The DUSTYSHOCK problem involves the propagation of a shock in a
dust and gas mixture. The problem is simplified by using a linear
drag regime with constant drag term K, no heat transfer between
the phases and no viscosity other than the standard shock-capturing
terms used in SPH. After a transient phase, the shock is followed
by a stationary phase that consists of the solution for a pure gas
solution propagating at a modified γ and sound speed, as described
in Laibe & Price (2012a). In the DUSTYSHOCK problem the advection
of the mixture and the treatment of the discontinuity, which involves
the SPH artificial viscosity terms, bring an additional complexity
compared to the DUSTYBOX and the DUSTYWAVE problems. As for
the DUSTYWAVE problem, the two-fluid dust and gas algorithm was
found to poorly perform on the DUSTYSHOCK problem for strong drag
regimes since the spatial resolution criterion found by Laibe & Price
(2012a) has to be satisfied.
We have performed simulations of the DUSTYSHOCK problem using
569 particles, corresponding to a particle spacing of x = 0.001 for
x < 0, varying the drag coefficient K and the dust fraction.
4.3.1 Strong coupling regime
The right panel of Fig. 4 shows that the results obtained with the
one-fluid algorithm for the DUSTYSHOCK problem for strong drag
regimes (K = 1000) are in excellent agreement with the analytic
solution for perfect coupling in both the gas and the dust phases. The
jump conditions for the velocity, the density, the internal energy and
the gas pressure are reproduced with an accuracy of a few per cent
and the discontinuities are spread over 1–2 SPH smoothing lengths
by the artificial viscosity and conductivity terms. In other words,
the results are comparable to standard shock simulations with SPH
(e.g. Price 2012). This confirms that the shock dissipation terms
described in Section 3.6 are derived and implemented correctly.
By contrast, using this number of particles (×2) with the two-
fluid algorithm (left panel) means that the resolution criterion
h < csts is not satisfied, meaning that the small separation be-
tween the fluids is not resolved. This results in a numerical solution
similar to what would be obtained with a physically smaller drag
coefficient, still in the transient stage, which is incorrect. The com-
parison between the two methods (comparing left and right panels)
shows that the large spatial resolution needed to avoid the over-
dissipation of the kinetic energy in the shock is not necessary with
the one-fluid algorithm (right panel), in agreement with our findings
on the DUSTYWAVE problem. This implies that a one-fluid algorithm
is necessary to accurately simulate highly compressible systems
involving strong drag.
4.3.2 Weak coupling regime
Fig. 5 shows the comparison between the two-fluid (left panel) and
the one-fluid method (right panel) in the opposite extreme of no
drag (K = 0). This regime is trivial for the two-fluid algorithm:
the gas follows the solution of the 1D Sod shock problem and the
dust remains at rest. The problem is much more difficult, even to
conceptualize, with the one-fluid algorithm, requiring backwards
advection of the dust fraction in order to keep the overall dust
density unchanged as the shock propagates.
The right-hand panel of Fig. 5 shows the solution obtained us-
ing the one-fluid method using the dissipation terms given in Sec-
tion 3.7. The jump conditions are well reproduced, but it was nec-
essary to use the non-conservative formulation of the dissipation
terms to eliminate post-shock oscillations in the backwards ad-
vection of the dust fraction (Fig. 6 shows the evolution of v
and ). Fig. 7 shows the best solution we could obtain using the
Figure 4. Results of the DUSTYSHOCK test with a high drag coefficient K = 1000, comparing the two-fluid formulation (left) and the one-fluid formulation
(right) using 569 particles (×2 for the two-fluid case) and the analytic solution for infinite drag given by the solid red line. Because the resolution criterion
h < csts is not satisfied, the two-fluid algorithm under-resolves the separation between the fluids and gives an incorrect solution (left panel). No such criterion
is necessary with the one-fluid algorithm (right panel) and the correct solution (red line) is obtained.
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2158 G. Laibe and D. J. Price
Figure 5. Results of the DUSTYSHOCK (Sod shock tube) test with zero drag with ρd = 0.1 everywhere, comparing the solution with the two-fluid method (left)
to the one-fluid method (right) and the analytic solution for the gas (red lines), using 569 particles (plus 126 dust particles in the two-fluid case). The gas and
dust velocities and densities are shown separately in the top row plots – in the two-fluid case (left) these are the velocities and densities of the particles of each
type, whereas in the one-fluid case (right) these are computed from the properties of the mixture. While the solutions are comparable, we have had to use a
non-conservative formulation of the dissipation terms in the one-fluid case. Fig. 7 shows the solution when a conservative formulation of the dissipation terms
is used.
Figure 6. Evolution of v and  for the DUSTYSHOCK problem with zero
drag, showing the backwards shock in the dust fraction and relative velocity
necessary to keep the overall dust density constant. The analytic solution is
given by the red line.
Figure 7. As in Fig. 5 but using the conservative formulation of the dissi-
pation terms in the one-fluid approach. In this case a post-shock blip in the
dust density is found, but otherwise the solutions are similar.
conservative formulation of dissipation terms (as described in Sec-
tion 3.6; including the additional dissipation term in v). In this
case a post-shock ‘blip’ occurs in the dust density, but otherwise
the solution is similar. In the absence of the additional dissipation
term (equation 58) much stronger oscillations occur in both  and
v, with a wavelength ∼h.
In summary, while this problem is harder for the one-fluid algo-
rithm compared to the trivial solution obtained with the two-fluid
approach, it is possible to obtain a satisfactory solution for shocks
in both the weak and strong coupling regimes.
4.4 DUSTYOSCILL
Our final test, DUSTYOSCILL, is designed to probe the limitations
of the one-fluid description of dust/gas mixtures in astrophysical
problems. The problem is designed to mimic the settling of dust
and gas to the midplane of an accretion disc. We consider a totally
decoupled gas and dust mixture (i.e. no drag between the phases)
evolving under the action of a linear force of the form g = −
2 z.
The problem is 1D along the vertical coordinate z, although we
simulate it in two dimensions.
4.4.1 Problem description and analytic solution
From a numerical point of view, the study is restricted to a box of
size 2 × zM, 0, centred on z = 0, where zM, 0 is the initial height of
the dust layer. Initially, both phases are at rest and the gas density
is fixed to a constant ρg(z) = ρg, 0. Hydrostatic equilibrium in the
gas is ensured by setting the gas sound speed, cs, according to
c2s (z) = c2s
(
zM,0
) − 
2
ρg,0
(
z2M,0 − z2
)
. (106)
This differs from the physical case of the midplane in a protoplan-
etary disc, since it avoids unnecessary complications due to gas
stratification. The dust phase consists of a layer of homogeneous
density ρd, 0 distributed over (|z| ≤ zM, 0) and initially at rest.
The two phases quickly separate as the system evolves – in the
absence of coupling with the dust, the gas remains at hydrostatic
equilibrium, whereas the dust particles should oscillate with fre-
quency 
 around z = 0. More precisely, the position zd, l and the
Lagrangian velocity vd, l of a dust particle initially located at z0 are
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given by:
zd,l (t) = z0 cos (
t) , (107)
vd,l (t) = −
z0 sin (
t) . (108)
This problem exhibits an interesting mathematical singularity since
all the particles cross z = 0 at the same time, meaning that the dust
density becomes infinite at this moment. This property is specific to
the action of a linear force, well-known for generating isoschronic
oscillations. In general, the oscillation period would have depended
on the initial position of the particle. The main point is that, in this
general case, once the first particles have crossed z = 0, the velocity
field becomes locally multi-valued and the dust phase can no longer
be described as a fluid. Hence, this can be used to demonstrate an
intrinsic limitation of the one-fluid approach.
The half-thickness of the dust layer zM is given by
zM (t) = zM,0 |cos (
t)| . (109)
Conservation of the total dust mass
zM (t) ρd (t) = zM,0ρd,0 (110)
implies that the evolution of the dust density is given by
ρd (t) = ρd (t = 0)∣∣∣∣
(
∂zd,l
∂z0
)
t
∣∣∣∣
= ρd,0|cos (
t)| , (111)
where the absolute value on the denominator is required since the
dust particles cross the z = 0 plane every half-period.
The equations of mass and momentum conservation for the dust
phase are:
∂ρd
∂t
+ ∂ρdvd
∂z
= 0, (112)
∂vd
∂t
+ vd ∂vd
∂z
= −
2z, (113)
where vd is the Eulerian velocity of the dust phase. With the dust
density given by equation (111), the analytic solution of equations
(112) and (113) is
vd =
{−
z tan (
t) , |z| ≤ zM (t) ;
0, |z| > zM (t) .
(114)
4.4.2 Challenges
The DUSTYOSCILL problem is challenging for our one-fluid dust/gas
description, for three reasons:
(i) the two phases evolve independently, which is not well de-
scribed as a mixture. The limit is one of very weak coupling that
may be encountered in astrophysical systems.
(ii) The moving boundary z = ±zM(t) represents a discontinuity
in the dust density and hence the dust fraction of the mixture. For
|z| ≤ zM(t), the dust density is non-zero as indicated by equation
(111). However, for |z| > zM(t), ρd = 0 exactly. The numerical
method must model this discontinuity correctly in order to avoid
negative values of ρd.
(iii) A singularity occurs, and the dust velocity field becomes
multi-valued, when the particles cross z = 0, i.e. when 
t = nπ/2,
for integer n. This is not a problem when the mixture particles
represent dust alone – our method in that case reverts to the usual
particle description of dust – but with some gas in the mixture, we
expect a multi-valued velocity field to be problematic.
4.4.3 Setup
We set up the DUSTYOSCILL problem using 80 × 20 particles in 2D,
distributed on a square lattice in the domain x ∈ [−2, 2] and z ∈
[−0.5, 0.5] in code units. The boundary conditions are periodic
along the x-axis and free along the z-axis. No artificial viscosity is
applied. Initially, the total density is uniform, ρ = 1. The dust-to-gas
ratio is set to ρd/ρg = 0.01, implying a dust fraction  = 1/101.
The gas sound speed at z = 0 is set to cs, max = 5, such that the travel
time of a sound wave is smaller than the oscillation period. We use
zM, 0 = 1 and 
 = 1 in code units. We also performed simulations
with the two-fluid method described in Laibe & Price (2012a) for
comparison. In this case, twice as many particles were used, with
the dust particles initially superimposed on the gas particles.
4.4.4 Results
This problem, by construction, is trivial with the two-fluid formu-
lation, since the two phases of the mixture are decoupled and inde-
pendent. As such, SPH simulations using the two-fluid formulation
show perfect agreement with the analytic solution of the problem
(left panel of Fig. 8): the gas remains at hydrostatic equilibrium
during the simulation (with the exception of a small jitter observed
close to the boundaries) and the dust particles experience harmonic
motion with a period π around z = 0. In the phase space (z(t), vz(t))
(Fig. 9), the gas particles lie on a horizontal static line, whereas
the dust particles form a line which rotates clockwise at a uniform
angular speed 
.
The first mathematical singularity occurs for t =π/2 (code units),
when particles cross z= 0 for the first time. Again, the two-fluid for-
mulation picks up this singularity accurately (left panel of Fig. 10):
mass conservation is preserved regardless of the method used to
Figure 8. Density as a function of z in the DUSTYOSCILL problem at t = 1.5
(in code units) as treated by the two-fluid algorithm (left) and the one-fluid
algorithm (right). Black dots and circles represent gas and dust particles (see
Section 4.2.2 for the visualization procedure in the one-fluid case). The two
methods were found to produce similar results at this stage. The discontinuity
in the dust density is slightly sharper with the two-fluid algorithm. On the
other hand, 10× fewer particles are required to capture the dust concentration
with the one-fluid technique.
Figure 9. Phase-space diagram showing velocity as a function of z for
the problem shown in Fig. 8, with the two-fluid (left) and one-fluid (right)
methods. This shows the state of the simulations just before the dust layer
crosses the origin and the dust velocity field becomes multi-valued (Fig. 10).
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Figure 10. As in Fig. 9, but at a slightly later time, after the dust particles
cross z = 0 for the first time (i.e. t = π/2). The two-fluid algorithm captures
the singular behaviour without difficulty (the left panel shows the state of
the system at t = 2.1). The one-fluid algorithm, however, crashes at the
singularity, suggesting that the one-fluid description breaks down once the
velocity field becomes multi-valued.
compute SPH densities – whether by direct summation over the
masses of the neighbours (equation 22) or via the SPH-discretized
continuity equation. This shows that the method of evaluating the
density, common to both the two-fluid and one-fluid formulations,
is able to handle the discontinuity in the rate of change of density
dρ/dt that is involved in the DUSTYOSCILL problem.
The right panel of Fig. 8 shows the results using the one-fluid
algorithm (as previously, the gas and the dust velocities in the plots
are reconstructed from the properties of the mixture particles, as
described in Section 4.2.2). In the one-fluid simulation, the mixture
particles are almost at rest since the gas – which represent most
of the mixture’s mass – remains in hydrostatic equilibrium. The
simulation can be divided in two stages: the first one where the dust
reaches z = 0 (typically t  1.5) and a second stage where the dust
effectively crosses z = 0 (1.5  t < π/2).
Fig. 8 shows that both the phase-space profile and the densities
are reproduced accurately by the one-fluid algorithm. The disconti-
nuity in the dust density at zM is better picked-up by the two-fluid
algorithm. Indeed, this discontinuity is spread over a few smooth-
ing lengths h by the one-fluid algorithm. However, fewer particles
are required to handle the dust over-concentration in the one-fluid
algorithm (8 instead of 80 at t = 1.5). it should be noted that close to
the discontinuity z  zM(t), the dust fraction may become slightly
negative (of the order of 10−5) because of SPH interpolation errors
(this effect is reduced by using a better kernel, e.g. M6 instead of
M4). We did not find any spurious effect due to this small negative
value. Using a limiter (e.g. fixing  = 0 when  < 10−6) was not
found to change the results. However, this spurious effect should
be kept in mind. Since  is not exactly zero, our post-treatment will
compute a value for the dust velocity which is also not zero, as seen
in Fig. 9.
However, the algorithm is not able to capture the singularity
that arises when particles cross z = 0: the simulation breaks at
t = π/2. When reaching this discontinuity, the slope of straight line
(z, vz) in the phase-space diagram steepens as expected. However,
this steepening saturates, providing an inaccurate simulation of the
mixture at the discontinuity.
To understand the origin of this limitation, we have analysed
the role played by terms specific to the one-fluid formalism in Ap-
pendix A. The main cause appears to be that the last two terms of the
right-hand side of equation (12) do not counterbalance each other
as expected, giving rise to an infinite rate of change for the differ-
ential velocity, which breaks the simulation. While spectacular, it
should in kept in mind that this is the only problem for which we
managed to break the one-fluid algorithm, which corresponds to the
physical situation of a multi-valued velocity field in the dust, where
the fluid description breaks down. In other problems (DUSTYWAVE
in particular), the one-fluid algorithm gives accurate results even
when the phases are totally independent, despite the fact it was de-
signed mainly to solve the fundamental limitations of the two-fluid
algorithm in dealing with well-coupled mixtures.
5 C O N C L U S I O N
We have developed an SPH one-fluid gas and dust algorithm that is
fully conservative. The gas and dust are treated as the two phases of
the same fluid, the dust-and-gas mixture. This fluid has the total mass
of its two phases and is advected at the barycentric velocity. The
dust fraction and the differential velocities between the two phases
are internal properties of the mixture. The resulting algorithm has
been benchmarked against a suit of problems including DUSTYBOX,
DUSTYWAVE, DUSTYSHOCK and DUSTYOSCILL.
The one-fluid algorithm was found to perform particularly well
in the situation for which it was designed – strong drag – i.e. when
dealing with the dynamics of small dust grains. In this situation,
it was found to be both more efficient (by a factor of ∼1010!) and
more accurate than the standard approach of two fluids coupled by a
drag term. Specific advantages compared to the two-fluid approach
were found to be as follows:
(i) the spatial resolution criterion h < csts found by Laibe & Price
(2012a) for two-fluid simulations is no longer required;
(ii) implicit time integration can be easily implemented and the
resulting scheme is very efficient;
(iii) it avoids resolution issues when dust over-concentrates with
respect to the gas, since there is only one resolution length in the
mixture;
(iv) interpolation errors caused by interpolation between two sep-
arate sets of particles are avoided;
(v) a factor of 2 fewer particles are needed;
(vi) only one smoothing length is required;
(vii) the standard bell-shaped SPH kernel is used throughout;
(viii) the formalism can be implemented in a hydro-code without
requiring special architecture for multiple-fluid species.
The main limitation to the one-fluid method was that the method
breaks when the fluid approximation breaks down, i.e. when the ve-
locity field becomes multi-valued. For the most general case where
simulations involve mixtures of both large grains and small grains,
this suggests that a hybrid scheme might be the best approach. This
would be straightforward to implement, consisting of a one-fluid
mixture for the small grains, coupled to a separate large grain pop-
ulation treated via the usual two-fluid approach.
The main conclusion of this paper is that the one-fluid algorithm
makes possible accurate numerical treatment of strong drag/small
grains by removing the fundamental limitations of the two-fluid
approach in this regime. Extensions of this study will involve the
treatment of a distribution of grain sizes (at the moment, only a sin-
gle grain size is considered), as well as applications to astrophysical
systems where the role of small grains is dominant.
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A P P E N D I X A : L I M I T I N G B E H AV I O U R O F T H E O N E - F L U I D E QUAT I O N S FO R T H E DUSTYOSCILL
PROBLEM
In this Appendix, we analyse the limiting behaviour of the one-fluid equations for the DUSTYOSCILL problem, as the dust layer reaches z = 0 for
the first time, in order to understand the breakdown of the single-fluid description for this problem. The analytic expressions of the comoving
derivatives of ρ, ρd/ρ, v and v are given by equations (9)–(12). They highlight the evolution of the physical quantities when the particles
reach z = 0 for the first time:
lim

t → π/2−
{
dρ
dt
= ρd,0
 tan (
t)
cos (
t)
}
= +∞, (A1)
lim

t → π/2−
{
d
dt
(
ρd
ρ
)
= ρd,0ρg,0
 sin (
t)(
ρg,0 cos (
t) + ρd,0
)2
}
= ρg,0
ρd,0

, (A2)
lim

t → π/2−
{
dv
dt
= ρd,0
(
ρg,0 cos (
t)2 − ρd,0 cos (
t) − 2ρg,0
)

2z
cos (
t) (ρg,0 cos (
t) + ρd,0)2
}
= −2ρg,0

2zM
ρd,0
, (A3)
lim

t → π/2−
{
− 1
ρ
∇ ·
(
ρgρd
ρ
vv
)
= −2zM
2 sin (
t)
2
ρd,0
}
= −2ρg,0

2zM
ρd,0
, (A4)
lim

t → π/2−
{
dv
dt
= −
2z
(
ρg,0 + ρd,0 cos (
t)
)
cos (
t) (ρg,0 cos (
t) + ρd,0)
}
= −
2zM ρg,0
ρd,0
, (A5)
lim

t → π/2−
⎧⎪⎨
⎪⎩−(v · ∇)v +
1
2
∇
(
ρd − ρg
ρd + ρg v
2
)
= −
2zM sin (
t)
2
cos (
t) +
⎛
⎜⎝
ρd,0
cos (
t) − ρg,0
ρd,0
cos (
t) + ρg,0
⎞
⎟⎠
2z tan (
t)2
⎫⎪⎬
⎪⎭ = −
2zM
ρg,0
ρd,0
. (A6)
When dust particles reach z = 0, the density rate dρ/dt diverges (equation A1) while the total mass remains constant. Capturing this singularity
represents a challenge for the numerical algorithm. By contrast, equation (A2) shows that the time derivative of the dust fraction remains
finite. From equation (A3), the acceleration of the one-fluid particle also does not diverge. Equation (A4) shows that its value when particles
reach z = 0 is determined by the anisotropic pressure term, with the other terms being negligible. The DUSTYOSCILL problem is therefore useful
for testing the implementation of the anisotropic pressure term, which it is negligible for most of the other problems we have considered.
Even more noticeably, equation (A5) shows that the time derivative of the differential velocity dv/dt also remains finite. Equation (A6)
shows that this finite limit arises from the contribution of the two terms that are specific to the one-fluid mixture. Importantly, those terms
diverge when taken separately. Thus, to deal with the DUSTYOSCILL problem accurately, the numerical algorithm has to integrate those terms
properly, so that they counterbalance each other effectively and lead to a finite value for dv/dt when particles cross z = 0.
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A P P E N D I X B : IM P L I C I T IN T E G R AT I O N W I T H N O N - L I N E A R D R AG C O E F F I C I E N T S
In this Appendix, we detail the calculations involved in the implicit scheme for a quadratic non-linear drag regime, where v satisfies
dv
dt
= − K
′ |v|
ρ (1 − )v + a0. (B1)
Here, both the drag coefficient K and the stopping time ts depend on v according to K = K ′|v| and ts = ρ(1 − )/K(v). To solve
equation (B1), we rewrite it in the more convenient form
dv
dt
= −|v|v
ld
+ a0, (B2)
where ld is the drag length. We define vd ≡
√|a0|ld and td ≡ ld/vd =
√
ld/|a0| as the (magnitude of the) terminal velocity of the grain and
the physical drag time, respectively. Equation (B2) consists of two Ricatti equations (one for each sign of the absolute value). The solution
of equation (B2) is given by
v (t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
σavd
tanh
(
t
td
)
+ |v0|
vd
1 + tanh
(
t
td
) |v0|
vd
; σaσv = 1,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
σavd
tan
(
t
td
)
− |v0|
vd
1 + tan
(
t
td
) |v0|
vd
, t ≤ tc,
σavd tanh
(
t − tc
td
)
, t > tc
; σaσv = −1,
σavd tanh
(
t
td
)
; v0 = 0,
v0
1 + σv v0t
ld
; a0 = 0,
(B3)
where σ a ≡ sgn(a0), σ v ≡ sgn(v0), v0 = v(t = 0) and
tc ≡ td arctan
( |v0|
vd
)
. (B4)
Figure B1. Simulations of the DUSTYBOX test with a quadratic non-linear drag regime. Otherwise the same as Fig. 1. As for the linear case, results are in
excellent agreement with the exact solution given by the long-dashed/red lines (<1 per cent error in L1).
MNRAS 440, 2147–2163 (2014)
 by guest on Septem
ber 8, 2014
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
Dusty gas with one fluid in SPH 2163
Figure B2. Results of the DUSTYWAVE test using a non-linear (quadratic) drag coefficient. As in Fig. 3 with K = 100 and a quadratic dependence on v. Results
are in excellent agreement with the results obtained by explicit integration with the two-fluid algorithm.
The last case (a0 = 0) is simply the solution of the DUSTYBOX problem with a quadratic drag regime derived in Laibe & Price (2011). The
integral
D =
∫ t
0
v
(
t ′
)2 dt ′ (B5)
involved in the calculation of the internal energy term is given by
D =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
|a0| ld
⎧⎪⎪⎨
⎪⎪⎩t + td
⎛
⎜⎜⎝ |v0|vd −
tanh
(
t
td
)
+ |v0|
vd
1 + tanh
(
t
td
) |v0|
vd
⎞
⎟⎟⎠
⎫⎪⎪⎬
⎪⎪⎭ ; σaσv = 1,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
˜D (t) = |a0| ld
⎧⎪⎪⎨
⎪⎪⎩−t + td
⎛
⎜⎜⎝ |v0|vd +
tan
(
t
td
)
− |v0|
vd
1 + tan
(
t
td
) |v0|
vd
⎞
⎟⎟⎠
⎫⎪⎪⎬
⎪⎪⎭ , t ≤ tc,
˜D (tc) + t − tc − td tanh
(
t − tc
td
)
, t > tc
; σaσv = −1,
|a0| ld
{
t − td tanh
(
t
td
)}
; v0 = 0,
v20
1 + σv v0t
ld
t ; a0 = 0.
(B6)
Fig. B2 shows that the accuracy of the implicit scheme in this non-linear drag regime is the same as the one obtained for a linear drag regime.
Note that the algorithm is designed for a 1D integration. For a 3D problem, solutions of Matrix Ricatti equations should replace the solutions
of the 1D Ricatti equations used to solve equation (B2).
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