allocation and by Damon M. Ch & Sheila S. Hemami
Suprathreshold image compression based on contrast
allocation and global precedence
Damon M. Chandler and Sheila S. Hemami
Visual Communications Lab, School of Electrical and Computer Engineering,
Cornell University, Ithaca, NY 14853
ABSTRACT
Visually lossless image compression algorithms aim to keep the compression-induced distortions below the thresh-
old of visual detection, most-often by exploiting the fact that contrast sensitivity varies with spatial frequency.
However, when an image is coded in a visually lossy manner, there is little evidence to suggest that visual quality
is preserved by minimizing the compression-induced distortions. This paper presents a visually lossy wavelet
image compression algorithm based on contrast allocations and visual global precedence: subbands are quantized
such that the distortions in the reconstructed image exhibit speciﬁc root-mean squared contrast ratios, and such
that edge structure is preserved across scale-space, with a preference for global spatial scales. A model which
relates contrast (of the distortions) in the reconstructed image to mean-squared error in the wavelet subbands
is derived and presented; this model provides an eﬃcient means of adjusting contrast in the transform domain
via traditional quantization techniques, thus allowing the algorithm to be used in a wide variety of coders.
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1. INTRODUCTION
Modern image compression algorithms exploit the fact that the human visual system is an imperfect sensor. In
this paradigm, an exact bit-for-bit reconstruction of the original image is unnecessary; rather, the data can be
coded in a non-invertible or lossy fashion. Lossy compression entails degradation of the original data, a process
which is modeled by the addition of distortions to the original image. The distortions (E) are deﬁned as the
diﬀerence between the reconstructed image (ˆ I) and the original image (I):
ˆ I = I + E → E = ˆ I − I. (1)
Thus, lossy compression algorithms can be classiﬁed as either visually lossless or visually lossy, depending on
whether E is below or beyond the threshold of detection (i.e., depending on whether or not the distortions are
visible).
The proliferation of wireless and other limited-bandwidth communication technologies has yielded many con-
sumer applications which require low-rate images most-often containing suprathreshold distortions. Although vi-
sually lossless compression has been successfully guided by well-established properties of low-level vision (namely
contrast sensitivity), psychophysical studies based on suprathreshold stimuli have traditionally yielded evidence
which confounds the utility of contrast sensitivity (e.g., contrast constancy1,2) for visually lossy image com-
pression. Despite this fact, the majority of such compression algorithms utilize results based on near-threshold
psychophysics, commonly by scaling quantizer step sizes designed for visually lossless compression.
This paper presents the results of a psychophysical study designed to investigate the applicability of contrast
sensitivity and contrast constancy to visually lossy image compression; and we present an associated quantization
strategy based on global precedence. First, the results of two contrast-matching experiments using suprathreshold
wavelet subband quantization distortions are presented along with demonstrative wavelet-coded images in which
the contrasts of the suprathreshold distortions have been allocated in two diﬀerent ways:
1. Proportion the contrasts based on contrast sensitivity: Under this assumption, the contrasts of the distor-
tions should be allocated based on detection thresholds; i.e., subbands should be quantized such that the
contrasts of the distortions are proportioned based on thresholds for detecting targets of each subband’s
corresponding spatial-frequency content (e.g., higher contrasts would be allocated to higher-frequency
distortions).
D.M.C.: E-mail: dmc27@ece.cornell.edu; S.S.H.: E-mail: hemami@ece.cornell.edu2. Proportion the contrasts based on contrast constancy: Contrast constancy advocates that as targets (dis-
tortions) become increasingly suprathreshold, perceived contrast becomes generally invariant with spatial
frequency. Under this assumption, the contrasts of the distortions could be allocated equally across the fre-
quency spectrum; i.e., all subbands are quantized such that the induced distortions have the same contrast,
regardless of each subband’s spatial-frequency content.
Our results demonstrate that although contrast constancy holds for suprathreshold wavelet subband quantization
distortions, proportioning the contrasts of the distortions equally across the frequency spectrum results in images
which appear more distorted than those obtained by using CSF-derived proportions. We provide a possible
explanation for this ﬁnding based on global precedence, which has been previously investigated in the context of
image recognition; speciﬁcally, several studies have reported that an image’s features are integrated temporally
across scale-space in a coarse-to-ﬁne (global-to-local) fashion.3–5 Under the assumption that an image’s aesthetic
quality is also inﬂuenced by this global-precedence framework, a quantization strategy is presented which employs
an alternative contrast-proportioning scheme that preserves the global-to-local integration of image-features
across scale-space.
In addition, this paper presents a mathematical derivation which formalizes the relationship between quan-
tization of wavelet subbands and the psychophysically meaningful notion of contrast. Although quantization
techniques have been developed extensively in the context of mean-squared-error rate-distortion optimality,
quantizer step sizes are related to what is actually seen by an observer through image characteristics and
viewing characteristics (e.g., monitor gamma). The framework derived here relates mean-squared error in the
subband domain to the root-mean squared (RMS) contrast of the distortions in the reconstructed image; this
method provides an eﬃcient means of proportioning the contrasts of the distortions via traditional quantization
techniques.
This paper is organized as follows. Section 2 provides a review of wavelet subband quantization distortions,
and a summary of the application of contrast sensitivity to lossy image compression. Section 3 describes the
methods and stimuli used in the contrast-matching experiments; results and analyses are presented in Section
4. Section 5 describes the quantization algorithm. General conclusions are presented in Section 6.
2. BACKGROUND
2.1. Wavelet subband quantization distortions
State-of-the-art image compression algorithms employ a discrete wavelet transform (DWT) front-end which sep-
arates an image into spatial-frequency and orientation components. This process, which is most often performed
via a ﬁlter-bank/lifting6 implementation, results in a tiling of the spatial-frequency plane whereupon the image is
represented as a series of spatial-frequency bands (called subbands). The DWT thus aﬀords both a relation to the
decomposition performed by the cortical basis (cf Refs. 7,8) and a computationally eﬃcient implementation.6,9
Quantization of a DWT subband coeﬃcient c(s) induces an error e(s), which manifests itself in the recon-
structed image as a wavelet basis function (distortion) whose amplitude is proportional to e(s) ×| ψ(s)|, where
ψ(s) represents the wavelet basis function associated with subband s. When all coeﬃcients of subband s are
quantized, the resulting distortions constitute a superposition of wavelet basis functions (distortions). Thus, the
reconstructed image ˆ I = I +Es,∆, where I denotes the original image and Es,∆ the wavelet distortions induced
via uniform scalar quantization of subband s with step size ∆; this scheme is illustrated in Figure 1.
2.2. Contrast sensitivity and image compression
Previous psychophysical studies have shown that the minimum contrast needed to detect a target depends,
among other factors, on the target’s spatial frequency.10,11 Contrast sensitivity, which is deﬁned as the inverse
of contrast threshold, is thus traditionally plotted as a function of the spatial frequency of the target, resulting
in a proﬁle known as the contrast sensitivity function (CSF).
Contrast sensitivity functions measured for sine-wave gratings in the unmasked paradigm (i.e. in the absence
of a masker) traditionally demonstrate a band-pass proﬁle, with a peak at 2-6 c/deg.12,13 CSFs measured
in the unmasked paradigm for Gabor patches usually demonstrate a low-pass proﬁle, peaking at 0.5-3 c/deg,Figure 1. Quantization of a DWT subband induces artifacts in the reconstructed image; this process is modeled as the
addition of distortions to the original image. The distortions depicted in this ﬁgure were generated by quantizing the LH
subband at the fourth decomposition level (obtained using the 9/7 biorthogonal ﬁlters) with a step size ∆ = 600.
depending on the bandwidth of the grating and the temporal nature of stimulus presentation.13 Furthermore,
Watson et al.14 have shown that CSFs measured in the unmasked paradigm for wavelet subband quantization
distortions are consistent with those previously reported for 1-octave Gabor-patch targets.13 In particular,
maximum sensitivity (minimum threshold) is observed for lowest-frequency distortions and minimum sensitivity
(maximum threshold) is observed for highest-frequency distortions.
These and other CSFs have been used extensively in the context of image compression. Antonini et al.9
introduced an approach whcih used a discrete wavelet transform followed by vector quantization, and then an
HVS-based allocation of bits to each subband; the number of bits assigned to each subband was computed via
a weighted-MSE distortion criterion, in which the weights were determined based on Cambell & Robson’s sine-
wave CSF.12 Lai et al.15 designed a scheme in which detection thresholds were computed via a low-pass model
of the CSF (based on that reported in Ref. 16) and a local measure of contrast (similar to that described in Ref.
17); thresholds were adjusted according to an estimate of spatial and contrast masking, which were then used to
encode high-frequency subband coeﬃcients into units of just-noticeable diﬀerence (JND). Albanesi18 proposed
an approach in which a new set of analysis and synthesis ﬁlters were designed based on a CSF characterized
previously by Mannos et al..19 Nadenau et al.20 incorporated contrast sensitivitiy into a wavelet-based coding
algorithm via a noise-shaping ﬁltering stage which preceded quantization. In two similar approaches, Beegan
et al.21 used a “CSF mask” to adjust transform coeﬃcients prior to quantization, whereas Wei et al.22 used a
CSF-based “visual compander.”
Contrast sensitivity has also been exploited in Part I of the JPEG-2000 standard via a technique called visual
frequency weighting (see Ref. 23 for a review). In this approach, each DWT subband is assigned a CSF-derived
weighting factor that denotes the “visual importance” of the spatial frequency range which the subband repre-
sents. These weights are then used either to adjust the quantizer step size assigned to each subband or in the
context of a weighted-MSE distortion metric. A variation of this theme, called visual progressive weighting, sanc-
tions the use of diﬀerent weights at diﬀerent bit-rates; namely, the weights assigned to higher-frequency subbands
are decreased (specifying lower “visual importance”) as bit-rate decreases. Similarly, distortion-adaptive visual
progressive weighting is a modiﬁed version of this latter approach in which the subband weights are adjusted to
account for the “side lobe eﬀect” which is believed to occur at low bit-rates due to an increase in the visibility of
lower-frequency-distortion side lobes; this approach too results in lower weights for higher-frequency subbands.
In summary, numerous compression schemes have exploited the fact that contrast sensitivity varies with
spatial frequency. However, the applicability of CSFs to visually lossy image compression remains unclear:
contrast sensitivity speciﬁes only the inverse of the minimum contrast needed to detect a target, whereas visually
lossy compression induces distortions which are suprathreshold.2.3. Contrast constancy and the selective eﬀects of natural images
Although detection thresholds vary with spatial frequency, several studies have shown that the perceived contrast
of a suprathreshold target depends much less on its spatial frequency than what is predicted by the CSF. This
ﬁnding, termed contrast constancy,1 was ﬁrst reported by Georgeson et al.1 using a contrast-matching paradigm.
Subjects were instructed to adjust the contrast of a sine-wave grating to the point at which it appeared to
have the same contrast as a ﬁxed 5 c/deg test grating. When matched by subjects in apparent contrast, the
diﬀerences between the physical contrasts of any two gratings could be predicted from the sine-wave CSF only
at near-threshold contrasts. As the contrast of the ﬁxed (5 c/deg) grating became increasingly suprathreshold,
perceived contrasts approached physical contrasts, resulting in a proﬁle signiﬁcantly ﬂatter than that speciﬁed
by the CSF. Georgeson et al. attributed this result to an intra-channel response-gain control mechanism that,
at suprathreshold contrasts, compensates for reduced sensitivity at both low and high spatial frequencies. In a
similar study, Brady et al.2 found contrast constancy using both Gabor patches and broadband noise patterns;
their data were successfully predicted via a model with equally-sensitive octave-band spatial-frequency channels,
which was reported to yield a constant response to the spatial scales of natural scenes.
It is generally accepted that natural images possess distinctive statistical regularities which have guided the
evolution of the human visual system. Several studies have shown that natural images exhibit characteristic
amplitude spectra (which generally follow a 1/f trend; f denotes spatial frequency)24 and a coherent phase
structure which serves as the primary contributor to an image’s phenomenal appearance.25–27 What eﬀects
do natural images have on the perceived contrast of suprathreshold targets? Using an adaptation paradigm,
Webster et al.28 had subjects match the perceived contrasts of sine-wave gratings following adaptation to various
natural scenes and ﬁltered-noise stimuli. Contrast constancy was observed only after subjects had adapted to
white-noise stimuli; adaption to the natural scenes and to 1/f noise revealed a marked decrease in the perceived
contrast of lower-frequency gratings.
In the context of lossy image compression, contrast constancy suggests that as the compression-induced dis-
tortions become increasingly suprathreshold, the contrast ratios speciﬁed by the CSF fail to indicate veridical
measures of perceived contrast; rather, perceived contrast can be predicted based primarily on physical contrast.
In this case, the contrasts of the distortions could theoretically be proportioned equally across the frequency
spectrum (e.g., by assigning all subbands equal weights) without aﬀecting the total perceived contrast.∗ More-
over, because compression-induced distortions are necessarily presented against a natural-image background, it is
reasonable to assume that the post-adaptation eﬀects reported by Webster et al. might also aﬀect the perceived
contrast of suprathreshold distortions in a similar fashion. In this case, because natural images decrease the
perceived contrast only of lower-frequency distortions, more contrast would be allocated to these lower-frequency
distortions, e.g., by assigning the corresponding subbands smaller weights (indicating less “visual importance”).
Note however, that neither of these approaches are in accord with those speciﬁed in Part I of the JPEG-2000
standard; whereas contrast constancy sanctions an equal proportioning of contrast, and whereas the results
of Webster et al. sanction the allocation of greater contrast to lower-frequency distortions, visual progressive
weighting speciﬁes the allocation of greater of contrast to higher-frequency distortions.
The following section describes two experiments designed to investigate the applicability of these results to
wavelet-based image compression. To assess whether contrast constancy holds for suprathreshold quantization
distortions, we performed a contrast-matching experiment using targets consisting of wavelet subband quanti-
zation distortions presented against a uniform background. To quantify the eﬀects of natural images on the
perceived contrast of suprathreshold distortions, a second contrast-matching experiment was performed using
wavelet subband quantization distortions presented against three natural-image maskers.
3. METHODS
Two suprathreshold contrast-matching experiments were performed using targets consisting of wavelet subband
quantization distortions presented upon maskers consisting of either a uniform gray, zero-contrast ﬁeld (Experi-
ment 1) or a 128×128 natural image segment (Experiment 2).
∗This assumes that visual summation at suprathreshold contrasts does not depend on spatial frequency; see also Ref.
30.Figure 2. Three 128×128 natural-image segments, which served as masks in Experiment 2: (a) kids;( b )lena;( c )duck.
3.1. Apparatus and Stimuli
Stimuli were displayed on a high-resolution Hewlett Packard A4033A 19-inch monitor (0.26 mm dot pitch; 82
kHz horizontal frequency; and 120 Hz vertical frequency) at a display resolution of 36.4 pixels/cm, a frame rate
of 75 Hz, and an overall gamma of 2.3. The display yielded minimum and maximum luminances of 0.08 and 48.2
cd/m2, respectively. Stimuli were viewed binocularly through natural pupils in a darkened room at a distance
of approximately 58 cm resulting in a display visual resolution of 36.8 pixels/deg.
Stimuli consisted of 128×128-pixel luminance modulations which subtended 3.5×3.5 deg. Each stimulus
was composed of a target and a mask. In both experiments, targets consisted of wavelet subband quantization
distortions. In Experiment 1, the mask consisted of a 128×128-pixel uniform gray ﬁeld; in Experiment 2, the
masks consisted of 128×128-pixel natural-image segments.
Targets (distortions) centered at ﬁve spatial frequencies (1.15, 2.3, 4.6, 9.2, and 18.4 c/deg) and one orien-
tation (horizontal) were tested in this study. Targets were generated by adding random values drawn from a
uniform distribution on [-1, 1] to each coeﬃcient of an LH wavelet subband. The subbands were obtained by
transforming a zero-valued image of size 128×128 pixels using the 9/7 biorthogonal DWT ﬁlters14,31,32 and ﬁve
decomposition levels. Targets centered at 18.4, 9.2, 4.6, 2.3, and 1.15 c/deg were synthesized by adding random
values to the LH subband at the ﬁrst through ﬁfth decomposition levels, respectively.
Following addition of the random values, an inverse DWT was applied to generate a target of size 128×128
pixels; the target was then added to an equally-sized masker. In Experiment 1, the mask consisted of a uniform
gray ﬁeld with a luminance of 10.1 cd/m2 (corresponding to a pixel value of 128). Three 128×128-pixel natural-
image segments, kids, lena,a n dduck, served as masks in Experiment 2; these images were cropped from 512×512-
pixel originals and are depicted in Figure 2. The images contained pixel values in the range 0–255 and mean
luminances of 19.7 cd/m2 (kids), 12.6 cd/m2 (lena), and 10.0 cd/m2 (duck).
3.2. Procedures
Suprathreshold contrast matches were performed using a multi-stimulus grid-based setup composed of 25 stimuli
presented against a common 9.8 cd/m2 background and arranged in a 5×5 grid as illustrated in Figure 3. Each
column consisted of ﬁve stimuli containing targets centered at 18.4–1.15 c/deg from top to bottom, respectively;
spatial frequency was ﬁxed along each row. The contrasts of the targets within the ﬁrst (i.e., leftmost) column
were initially set to their corresponding threshold values (obtained from a previous study30) and were not
adjustable by the subjects. The contrast of the 18.4 c/deg target located in the top-right corner was initially
set to an RMS contrast of 0.3 and was also non-adjustable. The (adjustable) contrasts of the remaining targets
were initially set to zero.
Each experimental session began with three minutes each of dark adaptation and adaptation to a blank 9.8
cd/m2 display. Subjects were then shown the 25 stimuli (5 ﬁxed at threshold, 1 ﬁxed at an RMS contrast of 0.3,
and 19 set to a contrast of zero); whereupon the following successive tasks were performed:
1. Starting with the stimuli located in the topmost row, subjects adjusted the contrasts of the three adjustable
targets until a gradual progression of contrast was observed along the row. Recall that within the ﬁrst row
(which contained only 18.4 c/deg targets), the contrast of the leftmost target was ﬁxed at threshold and
the contrast of the rightmost target was ﬁxed at an RMS value of 0.3; subjects adjusted the contrasts of
the three middle patches such that a smooth increase in contrast was observed from left to right.18.4 c/deg
9.2 c/deg
4.6 c/deg
2.3 c/deg
1.15 c/deg
C = @ thr.  C = 0.3
Figure 3. Layout of the multi-stimulus arrangement used in the experiments. Each block in this ﬁgure corresponds
to one of the 128×128 stimuli described in Subsection 3.1. Stimuli within the ﬁrst through ﬁfth rows (top to bottom)
contained targets centered at spatial frequencies of 18.4, 9.2, 4.6, 2.3, and 1.15 c/deg, respectively. The RMS contrasts of
the targets within the leftmost column were ﬁxed at corresponding previously measured average thresholds. The contrast
of the target within the top-right stimulus was ﬁxed at an RMS value of 0.3. The contrasts of targets within the remaining
stimuli (represented here as light-gray blocks) were adjusted by subjects (see Subsection 3.2 for details).
2. Proceeding with the rightmost column, subjects adjusted the contrasts of the 9.2, 4.6, 2.3, and 1.15 c/deg
targets to match the (ﬁxed) contrast of the 18.4 c/deg (topmost) target. Recall that each column contained
targets centered at 18.4–1.15 c/deg (from top to bottom). The 18.4 c/deg target in the rightmost column
was ﬁxed at an RMS contrast of 0.3; subjects adjusted the contrasts of the four other targets in this column
until they appeared to have the same contrast as the 18.4 c/deg target.
3. The preceding step was then repeated for the three remaining columns. Recall that the contrasts of the
(18.4 c/deg) targets within the topmost row were set in Step 1, and the contrasts of the targets within the
rightmost column were matched in Step 2; subjects repeated the contrast-matching task of Step 2 for the
three middle columns.
Contrast adjustments were performed via keyboard input which eﬀected changes of ±0.3% RMS contrast [see
Equation (2)].
3.3. Observers
The ﬁrst author (DC) and two na¨ ıve adult observers (SK and KC) participated in Experiment 1; only DC
participated in Experiment 2. All observers were familiar with the concept of contrast as it is deﬁned in the
psychophysical literature. All had normal or corrected-to-normal vision.
3.4. Contrast metric
Results are reported here in terms of RMS contrast33 (also used in Ref. 2), which is computed as follows:
Crms =
1
¯ L

1
N
N 
i=0
(Li − ¯ L)2
1/2
(2)
where Crms denotes the RMS contrast, ¯ L the average masker luminance, Li the luminance of the ith pixel, and
N the total number of pixels.Figure 4. Contrast-matching results of Experiment 1 (unmasked paradigm). The horizontal and vertical axes correspond,
respectively, to the center spatial frequency and RMS contrast of the targets. Data points represent the RMS contrasts
of the targets when matched in perceived contrast to the 18.4 c/deg targets. Diﬀerent symbols correspond to results
obtained from the ﬁve columns illustrated in Figure 3. Squares: data from the ﬁrst (leftmost) column in which contrasts
were ﬁxed at threshold (these data were obtained from a previous experiment
30); open circles: data from the second
column; solid circles: data from the third column; open triangles data from the fourth column; solid triangles:d a t af r o m
the ﬁfth column. These data represent the average of at least two trials; error bars indicate standard errors of the means.
Note that the vertical axis represents increasing contrast in the downward direction.
4. RESULTS AND DISCUSSION
4.1. Experiment 1: Perceived contrast of unmasked distortions
Figure 4 depicts the results from Experiment 1 in which contrast-matching was performed using targets presented
against a uniform background. The horizontal axis of each graph corresponds to the center spatial frequency of
the target. The vertical axis of each graph denotes the RMS contrast of the target; note that contrast increases
in the downward direction. Data points within the graphs correspond to the contrasts set by the observers and
are symbolized according to the column from which the data were obtained. The topmost trend (square symbols)
in each graph corresponds to data obtained from the leftmost column; these contrasts were not adjustable (i.e.,
the contrasts were ﬁxed at previously obtained average threshold values30) and are therefore the same for all
three observers. The bottommost trend (solid triangles) in each graph corresponds to matches made to the
ﬁxed-contrast 18.4 c/deg target; accordingly, the data point corresponding to this 18.4 c/deg target denotes a
value of 0.3 for all observers.
The results for subjects DC and KC suggest that the perceived contrast of suprathreshold wavelet subband
quantization distortions depends far less on spatial frequency than what is predicted by the CSF; i.e., contrast
constancy is observed. In particular, the ratio between the maximum and minimum contrasts was approximately
20 at threshold and approximately 2 (1.79 for DC; 1.8 for KC) at the highest contrast tested. The results of
subject SK demonstrate a roughly ﬁxed dependence of perceived contrast on spatial frequency throughout the
tested contrast range; however, this dependence is still signiﬁcantly less than predictions based on the CSF. The
ratio between the maximum and minimum contrasts for SK was 3.9 at the highest contrast tested, a factor of
ﬁve less than what is observed at threshold.
4.2. Experiment 2: Perceived contrast of masked distortions
Figure 5 depicts the results from Experiment 2 in which contrast-matching was performed using targets presented
against various natural-image maskers. The horizontal and vertical axes correspond to each target’s center spatial
frequency and RMS contrast, respectively. The topmost trends correspond to data obtained from the leftmost
column in which contrasts were ﬁxed at threshold values; the bottommost trends correspond to matches made
to the ﬁxed-contrast 18.4 c/deg target.
The data of Figure 5 suggest that when distortions are presented against one of the three natural images used
here, the images induce frequency-selective eﬀects on suprathreshold contrast matches. In particular, compare
the results for subject DC in Figure 4 to the data of Figure 5. Notice that: (1) the contrasts of the 18.4 c/degFigure 5. Contrast-matching results of Experiment 2 (masked paradigm). Refer to the caption of Figure 4 for details.
Note that these data represent results of subject DC (SK and KC did not participate in Experiment 2).
targets (rightmost data points) are largely unaﬀected; (2) the 4.6 and 9.2 c/deg targets require slightly more
physical contrast to match these 18.4 c/deg targets in perceived contrast; and (3) the 1.15 and 2.3 c/deg targets
require considerably more physical contrast to match the 18.4 c/deg targets in perceived contrast. In addition,
at highly suprathreshold contrasts these frequency-selective eﬀects are less pronounced: Results obtained from
the second column of the experimental setup (open circles in Figures 4 and 5) indicate contrast elevations
(unmasked/masked) of approximately 4–5 for 1.15 c/deg targets; whereas results obtained from the ﬁfth column
(highest contrast; black circles in Figures 4 and 5) for these same targets indicate an elevation of only 1.2–1.3.
[Note however, that we did not have subjects directly match the perceived contrast of an unmasked target to
that of a masked target; our current comparisons rely on the fact that the 18.4 c/deg targets were relatively
unaﬀected by the image maskers (elevations of 1.0–1.1).]
Figure 6 depicts images to which horizontally-oriented 1.15–18.4 c/deg distortions have been added. Figures
6(a) and 6(b) contain (uncorrelated) distortions generated as described in Subsection 3.1; Figures 6(c) and 6(d)
contain distortions generated via actual quantization, resulting in distortions which are spatially correlated with
the image. The RMS contrasts of the distortions in these images have been allocated in two diﬀerent ways: in
Figures 6(a) and 6(c) the contrasts have been proportioned according to the CSF (speciﬁed by the top curve
in Figure 4); in Figures 6(b) and 6(d) the contrasts have been proportioned as speciﬁed by the middle curve
(solid circles) of Figure 5 for image lena. The distortions in all of these images exhibit a total RMS contrast of
approximately 0.18.
4.3. Discussion
Whereas the results of our contrast-matching experiments suggest that when distortions are suprathreshold,
physical contrast is a better indicator of perceived contrast than predictions based on the CSF; Figure 6 clearly
demonstrates that image-quality is much better preserved when the contrasts of the distortions are proportioned
according to the ratios speciﬁed by the CSF. We acknowledge that there are several shortcomings of our experi-
ments which might account for these results: (1) the contrast metric used here is not spatially localized; (2) the
stimuli were relatively small; and (3) the wavelet distortions were not spatially correlated with the image.
However, it is also important to consider the criteria subjects use in contrast-matching (and contrast dis-
crimination) experiments; namely a delineation must be made between what is looked at (captured) and what
is “looked through” (transparent).34 Here, subjects were instructed to match the contrasts of wavelet sub-
band quantization distortions, a task which involves examining the distortions. Similarly, the CSF measured for
wavelet subband quantization distortions speciﬁes sensitivity to the distortions. However, gauging the relative
quality of an image involves attending to and looking at (capturing) the image. Indeed, the images depicted
in Figure 6 suggest that it is not just the perceived contrast of the distortions that determines the image’s
visual quality; rather, quality is determined, in part, by the eﬀect these distortions impose on the phenomenalFigure 6. Images containing horizontally-oriented wavelet distortions generated either by adding random values to the
LH subbands [(a) and (b)]; or via actual quantization of subband coeﬃcients [(c) and (d)]. In (a) and (c), the contrasts
of the distortions have been proportioned according to ratios derived from the CSF. In (b) and (d), the contrasts of the
distortions have been proportioned according to the middle trend (ﬁlled circles) of Figure 5 for image lena which speciﬁes
relatively constant contrasts across spatial frequency. These images were created assuming sRGB display characteristics
and are meant to be viewed from approximately four picture heights. All images contain distortions at a total RMS
contrast of approximately 0.18. [Note that the higher-frequency distortions in images (c) and (d) were scaled to meet the
required contrasts for cases in which the corresponding subbands were quantized to all zeros.]
appearance of the image.† Thus, although the perceived contrast of a target is relatively invariant to its spatial
frequency, the eﬀects these targets impose on the phenomenal appearance of an image may very well exhibit a
spatial-frequency dependence.
Evidence toward this latter notion was provided in a recent study conducted by Ramos et al.32 in which
quantizer step sizes eliciting ﬁve successive just-noticeable diﬀerences (JNDs) were measured for various natural
†Nachmias
35 reported a similar observation in context of masked detection of sine-wave gratings; namely, when a target
is presented against a suprathreshold and spatially coherent masker, it is often easier to detect the target by examining
its eﬀect on the appearance of the mask.images containing distortions induced via actual quantization of individual DWT subbands. There, subjects
were instructed to discriminate between distorted images, a task which involves examining the images. We
have analyzed the results of Ramos et al. based on the RMS contrasts of the distortions.36 Our analysis
revealed that, for the majority of natural images, contrast discrimination thresholds at highly suprathreshold
contrasts (computed from the quantizer step sizes reported for the ﬁfth JND) were much less dependent on spatial
frequency than results obtained at the ﬁrst JND. However, our analysis also revealed that at suprathreshold
contrasts, some subbands could be discarded (quantized to all zeros), without eliciting further discriminability.
Indeed, the JND at which a subband could be discarded exhibited a strong spatial-frequency dependence; in
particular, subbands representing ﬁne spatial scales could be discarded within the ﬁrst few JNDs.
Because quantization of a DWT subband induces distortions which are spatially correlated with the image,
when all three subbands (LH, HL, and HH) at a particular decomposition level are quantized to zero, the
distortions represent the negative of the image’s corresponding spatial scale.‡ Thus, the fact that high-frequency
subbands could be discarded in Ref. 32 suggests that global precedence3,4 might play a role in preserving an
image’s aesthetic quality. Namely, discarding a subband which represents a ﬁne spatial scale will have less
impact on the visual quality of the image than that imposed by discarding a subband which represents a coarser
spatial scale. This conclusion is in accord with the theory of Hayes,5 which advocates that an image’s edge-
structure is visually processed by combining information across all continuous spatial scales, beginning with the
coarsest scale and ending with the ﬁnest available scale. Thus, eliminating or distorting image-features (e.g., via
quantization) at an intermediate spatial scale will result in two percepts: a blurred version of the object; and
separate, erroneous high-frequency structure.
5. APPLICATION TO COMPRESSION
In the context of image compression, global precedence and the theory of Hayes suggest that the contrasts of
the distortions should be proportioned so as to preserve the global-to-local integration of edges across scale-
space. The following section describes a contrast-based quantization algorithm which accounts for this fact
by proportioning the contrasts of the distortions such that subbands are discarded in a ﬁne-to-coarse-scale
progression.
5.1. Quantization and RMS contrast
Let C(s) denote the desired RMS contrast of the distortions in the reconstructed image induced via quantization
of subband s. Given a set of contrasts, {C(s)}, a quantizer step size, ∆(s), needs to be selected for each subband
such that the quantization-induced distortions exhibit a contrast C(s) in the reconstructed image.
The following approximation relates C(s) to mean-squared error (MSE) in the reconstructed image:
D ≈ C2(s) · ζ2 (3)
where D represents MSE in the reconstructed image. This approximation constitutes a relative error of ap-
proximately 0.05% for C(s) < 1
2Cmax(s) (typical) and approximately 1.15% for C(s)=Cmax(s) where Cmax(s)
represents the contrast of the distortions in the reconstructed image induced when s is quantized to all zeros
[see Equation (11)]. The quantity ζ in Equation (3) accounts for image and monitor characteristics; it is deﬁned
as follows:
ζ =
¯ L
k · γ
(b + k · ¯ I)1−γ (4)
where ¯ I and ¯ L represent the image’s average digital pixel value and luminance, respectively. The quantities b,
k,a n dγ are as parameters which model the relationship between pixel value and luminance37:
L =( b + k · I)
γ (5)
‡In the extreme case in which all subbands are quantized to zero, all pixels of the reconstructed image are zero,
resulting in distortions which represent the negative of the image; i.e., ˆ I =0=I + E ⇒ E = −I using the notation of
Equation (1).where b represents the black-level oﬀset, k the pixel-value-to-voltage scaling factor, and γ the gamma of the
display monitor§
Using Equation (3), MSE in s, D(s), can be approximated in terms of contrast:
D(s) ≈ 22ns · D
=2 2ns · C2(s) · ζ2 (6)
where ns represents the DWT decomposition level of subband s. (Note that accuracy of the ﬁrst approximation
in this equation depends only on the extent to which the DWT ﬁlters deviate from orthogonality.)
Thus, given a set of RMS contrasts {C(s)}, Equation (6) speciﬁes how to compute a corresponding {D(s)}
such that the distortions in the reconstructed image exhibit the desired contrasts.∗∗ Quantization of subband
s can be then be performed using standard techniques such that MSE in s is as speciﬁed by Equation (6).
For example, subband s can be quantized in an iterative fashion until D(s) is met to the desired accuracy.
Likewise, assuming high-rate quantization,39 a quantizer step size ∆(s) can be computed for each subband as
∆s ≈

12 · D(s) ≈
√
12 · C(s) · ζ (see also the techniques presented in Refs. 36 and 40). D(s) can also be
eﬀected by truncating bit-planes in the context of an embedded coder (see Ref. 41).
5.2. Contrast allocations based on global precedence
The previous section described a generic technique for computing the quantizer step sizes required to proportion
the contrasts of the distortions according to a given set of contrasts {C(s)}. This section describes how the
{C(s)} can be selected such that the image’s edge-structure can be successfully integrated across scale-space.
Let VDdenote a visual distortion which represents a continuous analogue of a JND; and let CVD denote a
contrast-scaling factor from which VDis computed:
VD(CVD)=4 .56 · lnCVD+2 3 .23. (7)
Given CVD,ac o n t r a s tC(s) is selected for each subband s as follows:
C(s)=ws · η(fs,VD) · CVD (8)
where fs denotes the spatial frequency which subband s represents, and where
ws =
CTmasked(fs)

s CT2
masked(fs)
, (9)
which serves to eﬀect the correct CSF-derived ratios when VD is low; CTmasked(fs) represents the masked
contrast threshold of distortions centered at spatial frequency fs (see Refs. 32,36). The quantity η(fs,VD)
ensures that subbands are discarded in a ﬁne-to-coarse-scale progression based on fs and VD:
η(fs,VD)=e(0.06·fs+0.09)·VD. (10)
Note that the {fs} must be computed from the resolution of the monitor on which, and the distance from
which, the ﬁnal image is to be viewed (see Ref. 14). Accordingly, Equation (8) is used to compute C(s) for the
HH subbands by assuming the nominal spatial frequency of the HH band at the nth decomposition level to be
f(HHn)=
√
2·f(LHn). Also note that if Equation (8) yields C(s) ≥ Cmax(s) the subband should be discarded;
Cmax(s) can be (pre)computed for each subband via the following approximation:
Cmax(s) ≈
σs
2ns · ζ
. (11)
§b =1 .77, k =0 .0197, and γ =2 .3w e r eu s e di nR e f . 3 2 ;b =0 ,k =0 .02874, and γ =2 .2c o r r e s p o n dt oa ns R G B
display.
∗∗This relation between RMS contrast and MSE also facilitates the use of MSE-based rate approximations; see, e.g.,
Ref. 36.Figure 7. Image lena compressed to 0.05 bits-per-pixel using (a) JPEG-2000 with distortion-adaptive visual frequency
weighting and (b) JPEG-2000 with the proposed contrast-based strategy. Both images contain distortions which exhibit
a total RMS contrast of approximately 0.18. Notice how the lips, nose, lower eyelashes, and feathers (attached to the hat)
are preserved slightly better in (b). These images were designed to be viewed from approximately two picture heights;
to facilitate viewing, these images are also available online.
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Equation (11) was derived by solving Equation (6) for C(s) using the fact that D(s)=σ2
s for a subband that
has been quantized to all zeros (σs denotes the standard deviation of s).
Thus, given a contrast-scaling factor CVD, Equation (8) is used to generate a {C(s)} from which a corre-
sponding {D(s)} can be computed; speciﬁcally, combining Equations (6) and (8), each subband s is quantized
such that MSE in s is as follows:
D(s) ≈ min

22ns · [ws · η(fs,VD) · CVD]
2 · ζ2,σ 2
s

. (12)
The contrast-scaling factor CVDcan be computed based on the desired bit-rate (as described in Ref. 30); or the
visual distortion VDcan be speciﬁed by the end-user (e.g., in terms of JNDs).
5.3. Compression results
We have used this contrast-based approach to augment the current JPEG-2000 algorithm.†† Figures 7(a) and
7(b) depict image lena compressed to 0.05 bits-per-pixel using JPEG-2000 and the proposed contrast-based
approach. The proposed strategy was implemented assuming sRGB display characteristics, a resolution of 96
pixels/inch, and a viewing distance of 10.5 inches. Correspondingly, the JPEG-2000 results presented here were
generated using distortion-adaptive visual progressive weighting (DAVPW) assuming a viewing distance of 1000
pixels (see Table 3 in Ref. 23). The distortions in both images exhibit a total RMS contrast of approximately
0.18 [0.175 in Figure 7(a); 0.178 in Figure 7(b)]. The peak signal-to-noise ratios of these images are 26.74 dB
[Figure 7(a)] and 26.56 dB [Figure 7(b)].
On the whole, the visual improvements aﬀorded by the proposed strategy over DAVPW are minimal. Here,
we have oﬀered global precedence as a possible partial explanation of why less contrast should be assigned to
††Because a single contrast C(s) is selected for each subband, the contrast-based approach presented here operates
within the bounds of Part I of the JPEG-2000 standard (see Annex E in ISO/IEC FDIS15444-1:2000); no additional pre-
or post-processing is required.low-frequency distortions. Indeed, notice in Figure 7 that by proportioning the contrasts of the distortions so as
to preserve the global-to-local integration of features across scale-space, the semblance of Lena’s lips, nose, and
lower eyelashes, and the structure of the feathers within Lena’s hat are better preserved in Figure 7(b).
6. CONCLUSION
In this paper, we have investigated the utility of contrast sensitivity and contrast constancy for visually lossy
image compression. Whereas contrast detection thresholds have been shown to vary with spatial frequency,
contrast-matching experiments have traditionally revealed an invariance of perceived contrast with spatial fre-
quency (contrast constancy). Via two contrast-matching experiments, we have shown that contrast constancy is
also observed for supratheshold wavelet subband quantization distortions presented in the unmasked paradigm;
and selective eﬀects on the perceived contrast of low-frequency distortions are observed when contrast-matching
is performed using distortions presented against natural-image maskers.
However, demonstrative images revealed that proportioning the contrasts of the distortions according to
these perceived-contrast ratios results in lower visual image-quality than that obtained by proportioning the
contrasts of the distortions using CSF-derived ratios. We have provided an explanation of these results based
on global precedence, which sanctions the allocation of less contrast to lower-frequency distortions in order to
preserve the visual integration of image-features across scale-space. An application of this theory to visually
lossy compression was provided via a contrast-based quantization algorithm in which subbands are quantized
such that the induced distortions exhibit speciﬁc RMS contrast ratios, and such that edge structure is preserved
across scale-space.
REFERENCES
1. M. A. Georgeson and G. D. Sullivan, “Contrast constancy: Deblurring in human vision by spatial frequency
channels,” J. Physiol. 252, pp. 627–656, 1975.
2. N. Brady and D. J. Field, “What’s constant in contrast constancy? the eﬀects of scaling on the perceived
contrast of bandpass patterns,” Vis. Res. 35, pp. 739–756, 1995.
3. D. Navon, “Forest before trees: The precedence of global features in visual perception,” Cognitive Psychology
9, pp. 353–383, 1977.
4. P. G. Schyns and A. Oliva, “Dr. angry and mr. smile: When categorization ﬂexibly modiﬁes the perception
of faces in rapid visual presentations,” Cognition 69, pp. 243–265, 1999.
5. A. Hayes, “Representation by images restricted in resolution and intensity range,” ph.d. dissertation, Uni-
versity of Western Australia, Perth, Australia, 1989.
6. I. Daubechies and W. Sweldens, “Factoring wavelet transforms into lifting steps,” J. Fourier Anal. Appl.
4, pp. 247–269, 1998.
7. B. A. Olshausen and D. J. Field, “Sparse coding with an overcomplete basis set: A strategy employed by
v1?,” Vis. Res. 37, pp. 3311–3325, 1996.
8. A. B. Watson, “The cortex transform: Rapid computation of simulated neural images,” Computer Vision,
Graphics, and Image Processing 39, pp. 311–327, 1987.
9. M. Antonini, M. Barlaud, P. Mathieu, and I. Daubechies, “Image coding using wavelet transforms,” IEEE
Trans. Image Process. 1, pp. 205–220, 1992.
10. R. L. DeValois and K. K. DeValois, Spatial Vision, Oxford University Press, New York, 1990.
11. D. Regan, Human Perception of Objects: Early Visual Processing of Spatial Form Deﬁned by Luminance,
Color, Texture, Motion, and Binocular Disparity, Sinauer Associates, Sunderland, MA, 2000.
12. F. W. Campbell and J. G. Robson, “Application of fourier analysis to the visibility of gratings,” J. of
Physiol. 197, pp. 551–566, 1968.
13. E. Peli, L. E. Arend, G. M. Young, and R. B. Goldstein, “Contrast sensitivity to patch stimuli: Eﬀects of
spatial bandwidth and temporal presentation,” Spatial Vision 7, pp. 1–14, 1993.
14. A. B. Watson, G. Y. Yang, J. A. Solomon, and J. Villasenor, “Visibility of wavelet quantization noise,”
IEEE Trans. Image Process. 6, pp. 1164–1175, 1997.
15. Y. Lai and C. J. Kuo, “Wavelet-based perceptual image compression,” Intl. Symp. Circuits and Systems ,
1998.16. A. B. Watson and J. A. Solomon, “A model of visual contrast gain control and pattern masking,” J. Opt.
Soc. Am. A 14, pp. 2378–2390, 1997.
17. E. Peli, “Contrast in complex images,” J. Opt. Soc. Am. A 7, pp. 2032–2040, 1990.
18. M. G. Albanesi, “Wavelets and human visual perception in image compression,” Proc. ICPR II, pp. 859–863,
1996.
19. J. L. Mannos and D. J. Sakrison, “The eﬀects of a visual ﬁdelity criterion on the encoding of image,” IEEE
Trans. Info. Theory 20, pp. 525–535, 1974.
20. M. Nadenau, J. Reichel, and M. Kunt, “Wavelet-based color image compression: Exploiting the contrast
sensitivity function,” preprint , 2001.
21. A. P. Beegan, L. R. Iyer, and A. E. Bell, “Wavelet-based color and grayscale image compression using
human visual system models,” preprint , 2001.
22. Z. Wei, Y. Fu, Z. Gao, and S. Cheng, “Visual compander in wavelet-based image coding,” IEEE Trans.
Consumer Elec. 44, pp. 1261–1266, 1998.
23. W. Zeng, S. Daly, and S. Lei, “An overview of the visual optimization tools in jpeg 2000,” Signal Processing:
Image Communication 17, pp. 85–104, 2002.
24. D. J. Field, “Relations between the statistics of natural images and the response properties of cortical cells,”
J. Opt. Soc. Am. A 4, pp. 2379–2394, 1987.
25. A. V. Oppenheim and J. S. Lim, “The importance of phase in signals,” Proc. of the IEEE 69, pp. 529–541,
1981.
26. M. G. A. Thomson, D. H. Foster, and R. J. Summers, “Human sensitivity to phase perturbations in natural
images: a statistical framework,” Perception 29, pp. 1057–1069, 2000.
27. P. J. Bex and W. Makous, “Spatial frequency, phase, and the contrast of natural images,” J. Opt. Soc. Am.
A 19, pp. 1096–1106, 2002.
28. M. A. Webster and E. Miyahara, “Contrast adaptation and the spatial structure of natural image,” J. Opt.
Soc. Am. A 14, pp. 2355–2366, 1997.
29. N. Graham, Visual Pattern Analyzers, Oxford University Press, New York, 1989.
30. D. M. Chandler and S. S. Hemami, “Additivity models for suprathreshold distortion in quantized wavelet-
coded images,” in Human Vision and Electronic Imaging VII, B. Rogowitz and T. Pappas, eds., Proceeding
SPIE Human Vision and Electronic Imaging 4662, pp. 105–118, (San Jose, CA), 2002.
31. J. Villasenor, B. Belzer, and J. Liao, “Wavelet ﬁlter evaluation for image compression,” IEEE Trans. Image
Process. 4, pp. 1053–1060, 1995.
32. M. G. Ramos and S. S. Hemami, “Suprathreshold wavelet coeﬃcient quantization in complex stimuli:
psychophysical evaluation and analysis,” J. Opt. Soc. Am. A 18, pp. 2385–2397, 2001.
33. B. Moulden, F. A. A. Kingdom, and L. F. Gatley, “The standard deviation of luminance as a metric for
contrast in random-dot images,” Perception 19, pp. 79–101, 1990.
34. M. C. Morrone and D. C. Burr, “Capture and trasparency in coarse quantized images,” Vis. Res. 37,
pp. 2609–2629, 1997.
35. J. Nachmias, “Masked detection of gratings: The standard model revisited,” Vis. Res. 33, pp. 1359–1365,
1993.
36. D. M. Chandler and S. S. Hemami, “Contrast-based quantization and rate control for wavelet-coded images,”
Proc. IEEE Int. Conf. on Image Processing , 2002.
37. C. Poynton, “The rehabilitation of gamma,” in Proc. SPIE Human Vision and Electronic Imaging III,B .E .
Rogowitz and T. N. Pappas, eds., pp. 232–249, (San Jose, CA), 1998.
38. D. G. Pelli and L. Zhang, “Accurate control of contrast on microcomputer displays,” Vis. Res. 31, pp. 1337–
1350, 1991.
39. R. M. Gray and D. L. Neuhoﬀ, “Quantization,” IEEE Trans. Inf. Theory 44, pp. 2325–2384, 1998.
40. J. Minguillon and J. Pujol, “Uniform quantization error for laplacian sources with applications to jpeg stan-
dard,” in Proc. SPIE Mathematics of Data/Image Coding, Compression, and Encryption, M. S. Schmalz,
ed., 3456, pp. 77–88, 1998.
41. M. W. Marcellin, M. A. Lepley, A. Bilgin, T. J. Flohr, T. T. Chinen, and J. H. Kasner, “An overview of
quantization in jpeg-2000,” Signal Processing: Image Communication 17, pp. 73–84, 2002.
42. http://foulard.ece.cornell.edu/dmc27/HVEI2003.html.