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Abstract
RNA hairpins play a pivotal role in a diverse range of cellular functions, and are integral
components of ribozymes, mRNA and riboswitches. However, the mechanistic and kinetic
details of RNA hairpin folding, which are key determinants of most of its biological functions,
are poorly understood. In this work, we use the discrete path sampling (DPS) approach to
explore the energy landscapes of two RNA tetraloop hairpins, and provide insights into their
folding mechanisms and kinetics in atomistic detail. Our results show that the potential energy
landscapes have a distinct funnel-like bias towards the folded hairpin state, consistent with ef-
ficient structure-seeking properties. Mechanistic and kinetic information is analyzed in terms
of kinetic transition networks. We find microsecond folding times, consistent with temperature
jump experiments, for hairpin folding initiated from relatively compact unfolded states. This
process is essentially driven by an initial collapse, followed by rapid zippering of the helix stem
in the final phase. Much lower folding rates are predicted when the folding is initiated from
extended chains, which undergo longer excursions on the energy landscape before nucleation
events can occur. Our work therefore explains recent experiments and coarse-grained simula-
tions, where the folding kinetics exhibit precisely this dependency on the initial conditions.
Introduction
RNA is an active player in biology, acting as an efficient information carrier, a regulator of gene
expression, and a catalyst for chemical reactions.1–4 As structure often dictates biological func-
tion, deciphering the details of how RNA adopts particular three-dimensional structures, under
physiological conditions, is a key step towards improving our understanding of important cellular
processes. RNA folding is hierarchically organized, with clear separation of timescales. Formation
of secondary structure elements typically occurs within microseconds, whereas initiation of tertiary
contacts is orders of magnitude slower.5–7 The interplay of competing base-pairing, base-stacking
and electrostatic interactions tends to make the RNA energy landscapes topologically frustrated,7
resulting in a ‘kinetic partitioning’ of the unfolded state population into slow and fast folders. The
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multitude of timescales, arising due to the complexity of the underlying landscape8–11 has so far
precluded a complete understanding of the folding mechanisms and kinetics, despite the upsurge of
interest in this direction.12,13 Recent experiments14–16 and computational studies17–19 indicate that
even formation of simple secondary structure elements, such as hairpins, is characterized by com-
plex folding kinetics, with the possibility of kinetic trapping in misfolded conformations. These
‘rare events’ are therefore ideal targets for our computational energy landscapes approach, based
on geometry optimization, which have proved to be both efficient and accurate for landscapes
featuring broken ergodicity.20–22 In the present contribution, we investigate the mechanism and
kinetics of hairpin formation, as a first step towards decoding the microscopic details and generic
features of the RNA folding problem.
Within the RNA subfamily, tetraloop hairpins have attracted the most interest because of their
natural abundance, as well as their diverse range of biological functions.1,23 Tetraloops serve
as templates in the building of higher order RNA structures,2,24,25 and are known to mediate
RNA-RNA as well as RNA-protein interactions.26–30 RNA tetraloops consist of a helical stem
with Watson-Crick base pairs, capped by a loop comprising four nucleotides.23,31 The UNCG
(N=any nucleotide) and GNRA (N=any nucleotide; R=purine) loop sequences are the most com-
mon within the tetraloop family, and these hairpins have exceptional thermodynamic stability due
to the presence of several non-canonical interactions.32 Because of their structural simplicity and
size, tetraloop hairpins often serve as prototypes for understanding the folding of larger RNA
molecules.
In recent years, there has been much debate about the folding kinetics of nucleic acid hair-
pins, and no general consensus has been reached so far. The earliest experiments33,34 suggested
that folding can be described by a classical two-state kinetic model.35 The emergence of ultrafast
techniques, which have enabled probes of hairpin folding at very fine temporal resolution, has
given new impetus to this debate. In particular, laser induced temperature jump14,16,36–38 and flu-
orescence correlation spectroscopy experiments15,39,40 have indicated significant deviations from
the two-state hypothesis. These experiments argue in favor of a more complex multi-state kinetic
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model, with the existence of several intermediates along the folding pathway. Recently, temper-
ature jump in combination with microfluidic mixing techniques have revealed that the relaxation
kinetics are strongly dependent on the region of the landscape from which folding is initiated.41
Computer simulations have complemented these experimental findings, by providing micro-
scopic insights into the folding mechanisms.42 From their massive simulation effort using dis-
tributed computing, Pande and coworkers have suggested that tetraloops can fold via multiple
routes, involving predominantly zipping or compaction mechanisms.43,44 Subsequent work18,19,45–50
has corroborated their findings, and has revealed the presence of intermediates and misfolded traps
along the pathways.
Even for small nucleic acid hairpins, which exhibit a folding timescale of microseconds, un-
biased simulations have generally not been successful in reaching the folded hairpin from the un-
folded state. In order to bridge the gap between experimental and simulation timescales, as well as
overcome sampling limitations imposed by the complexities of the underlying energy landscapes,
most of the all-atom computational studies on RNA tetraloops have employed enhanced sam-
pling techniques, such as replica exchange molecular dynamics (REMD),18,19,43–47,51 or umbrella
sampling52 along predefined coordinates, as well as high temperature unfolding simulations.53
However, most enhanced sampling techniques lead to loss of temporal resolution, making it dif-
ficult to obtain kinetic information. Insights into the experimental folding kinetics have generally
come from Go-like54 and coarse-grained potentials,17,55,56 as well as statistical mechanical mod-
els.36,57–62 Kinetic Monte Carlo simulations,63,64 based on various simplified potentials, have also
given estimates of the folding times.
In the present contribution, we address the hairpin folding problem from both a mechanistic and
kinetic standpoint. The discrete path sampling (DPS) technique65,66 is used to map out the under-
lying energy landscapes, and the folding mechanisms and kinetics are analyzed in terms of kinetic
transition networks.67–69 The DPS method exploits geometry optimization based techniques and
provides a complementary approach to molecular dynamics and Monte Carlo simulations. It can
potentially probe rare events occurring over any range of timescales, and is largely unaffected by
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the presence of kinetic bottlenecks. The RNA tetraloop hairpins considered in the present work
were modelled using an all-atom force-field in conjunction with an implicit solvent model. To the
best of our knowledge, there is no previous study at the all-atom level that exploits this energy land-
scape framework,20 to give a unified view of RNA hairpin folding in both kinetic and mechanistic
terms.
Our results provide unprecedented insights into the hairpin folding mechanisms and kinetics,
and explain the disparate timescales reported by different experiments.15,41,70 We find that the free
energy landscapes exhibit a distinct folding funnel, and we predict multiple kinetically convergent
pathways to the native basin along with the associated time scales. Interestingly, the rates and
mechanisms are found to be strongly dependent on the nature of the denatured ensemble from
which folding is initiated, in agreement with previous coarse-grained simulations.17,55,56
Methods
In the present work we consider both a UUCG (UNCG type) and a GCAA (GNRA type) tetraloop.
Each RNA hairpin is ten nucleotides long. The initial coordinates for the UUCG tetraloop hairpin
were taken from a previously reported X-ray structure71 (PDB code 1F7Y, residues 6-15). The
coordinates for the GCAA tetraloop hairpin were taken from a high resolution NMR structure72
(PDB code 1ZIH). We have made the stem compositions of the two tetraloops identical by remov-
ing the terminal G-U base pair from the original NMR structure, and mutating the G-C base pair in
the middle of the stem to a C-G base pair. The base mutations were accomplished using the 3DNA
software.73
The bases in the loop region of the UUCG hairpin are designated UL1, UL2, CL3 and GL4,
respectively. The bases in the loop region for the GCAA hairpin are designated GL1, CL2, AL3
and AL4, respectively. The base pairs in the stem for both the sequences are designated GS1−CS1,
GS2−CS2 and CS3−CS3.
The hairpins were modelled using a correctly symmetrized74 version of the all-atom AM-
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BER99/bsc075 force-field, employing the latest torsional corrections.76 The solvent effects were
included implicitly using a generalized Born model.77,78 The salt concentration was maintained at
0.1 M using the Debye-Hückel approximation.79
Molecular Dynamics
The molecular dynamics simulations were carried out using the AMBER12 code80 with no cutoff
for the nonbonded interactions. Temperature control was maintained using a Langevin thermo-
stat81 employing a collision frequency of 1ps−1.
Discrete Path Sampling
The Discrete Path Sampling (DPS)65,66 method was employed to explore the energy landscapes of
the RNA hairpins, and characterize folding mechanisms. The DPS procedure provides a convenient
framework to construct kinetic transition networks from stationary point databases, which can be
used to analyze the global thermodynamics and kinetics. It has been previously used to study the
energy landscapes of proteins and peptides82,83 as well as atomic and molecular clusters.84 In this
section we will simply highlight the key steps of DPS, as the theory has been presented in detail
elsewhere.65,66
A discrete path on the potential energy surface (PES) consists of a sequence of minima con-
nected by intervening transition states. A stationary point for which all the non-zero normal mode
frequencies are positive is a local minimum, whereas a transition state has one imaginary frequency
corresponding to the reaction coordinate.85 Approximate steepest-descent paths directed parallel
and anti-parallel to the reaction coordinate terminate at the adjoining minima, describing the con-
nectivity of a given transition state. The number of steps in a discrete path corresponds to the
number of transition states in the connected chain. A modified version of the LBFGS algorithm de-
scribed by Liu and Nocedal86 was used for local minimization. The doubly-nudged87 elastic band
method88,89 was employed to find initial guesses for transition state structures between pairs of
local minima. These transition state candidates were further refined using the hybrid eigenvector-
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following method.88,90 Geometry optimizations were deemed to be converged when the root mean
square gradient fell below 10−6 kcal/mol. The geometry optimizations and the transition state
searches were carried out using our OPTIM code91 via an AMBER992 interface.
After an initial discrete path was found between the endpoints of interest, the stationary point
databases were further expanded using several database refinement schemes. The SHORTCUT
procedure93 chooses pairs of local minima that are closest together in configuration space, but
are separated by a minimum number of steps on the discrete path. Another scheme, SHORTCUT
BARRIER,93 selects pairs of minima on either side of, and an equal number of steps away from, the
largest potential or free energy barriers. The latter scheme is efficient in finding alternative paths
that circumvent high energy barriers, whilst the SHORTCUT method provides discrete paths with
fewer steps. There are several refinement schemes that remove artificial frustration from stationary
point databases, in order to make them more faithful representatives of the global kinetics. Here
we used UNTRAP,93 which is based on the ratio of the potential energy barrier to the potential
energy difference between pairs of local minima. The final stationary point databases were refined
using sequential applications of the three schemes using the PATHSAMPLE94 program.
The rate constant kSSBA for the A→ B transition when intervening minima are treated in steady-
state, can be written as a sum over all discrete paths, if the dynamics between adjacent local minima
is assumed to be Markovian.65,66 The sum over discrete paths is weighted by the occupation prob-
ability of the reactant minimum, as well as the relevant branching probabilities. The discrete paths
that make the largest contribution to kSSBA are termed ‘fastest paths’. Dijkstra’s shortest path algo-
rithm95 was used to extract the fastest paths from the database between end points of interest using
an appropriate edge weight.65,66 This approach provides a convenient way of visualizing pathways
in atomistic detail, and drawing mechanistic insights. We have also considered the possibility of
alternate pathways, and used the recursive enumeration algorithm96,97 to obtain the set of discrete
paths that make the most significant contributions to the overall rate constant.
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Calculation of Free Energies and Rate Constants
The database of minima obtained from DPS is used to estimate free energies using the harmonic
superposition approximation.98 The molecular partition function is represented as a sum of contri-
butions from different catchment basins (of each minimum).99,100 The vibrational density of states
for each minimum is calculated using the normal mode frequencies.82,83,93
The phenomenological rate constants for the folding process were calculated from the databases
using the new graph transformation (NGT) approach, as described elsewhere.69 This method has
been implemented within the PATHSAMPLE code. All the rate constants reported in this work
were estimated at 298 K, and have been computed using a self-consistent regrouping scheme,
which lumps structures separated by free energy barriers below a certain threshold into one macrostate.83
These approaches are attractive as they exploit the separation of time-scales between the overall
folding process, and local equilibration in the reactant and product regions. As a consequence
of regrouping, the original end-points representing the reactant and product states are expanded
into ensembles of structures in local equilibrium, making direct comparison with experimentally
reported time-scales feasible.101
Visualization of the Energy Landscapes: Disconnectivity Graphs
Disconnectivity graphs102–106 were constructed to visualize the potential energy and the free en-
ergy landscapes of the RNA hairpins. A disconnectivity graph partitions the energy landscape into
disjoint sets of minima known as superbasins.102 Local minima within each superbasin are mu-
tually accessible via transition states lying below a chosen energy threshold, whereas interbasin
transitions involve higher potential or free energy barriers.
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Results and Discussion
The native and the unfolded ensembles
To assess the thermodynamic stability of the native hairpins, 200 ns molecular dynamics simula-
tions employing the AMBER all-atom potential were first carried out at 298 K starting from the
experimental hairpin structures. For each tetraloop sequence, configurations were saved every
10 ps, and were subsequently locally minimized.
The lowest potential energy minimum (Figure 1) for the UUCG sequence sampled along the
MD trajectory is a hairpin structure with a fully formed helix stem. The folded hairpin retains
nearly all of the interactions in the loop region of the X-ray structure. The hydrogen-bonding
network between the GL4 and UL1 bases, which results in the formation of a non-canonical G-U
trans-wobble interaction, is correctly reproduced. The UL2 base is flipped out, and exposed to the
solvent, consistent with the X-ray structure. The hydrogen-bond between the amino group of CL3
and the 2OP1 of UL1, which lends additional stability to the tetraloop, is also retained. We find
that, unlike the X-ray structure, CL3 is slightly rotated out of plane in the direction of the tetraloop
backbone, and does not stack as effectively on top of UL1. Similar loss of stacking due to rotation
of CL3 is also observed in the NMR structure reported by Allain and Varani.107
For the GCAA sequence, the lowest potential energy minimum (Figure 1), is a folded hairpin,
with all the Watson-Crick base pairs in the stem intact. However, the topology of the loop region
is quite different from the initial energy minimized NMR structure. The GL1-AL4 sheared base
pair that is observed in the experimental structure is absent, and the extensive base stacking and
hydrogen-bonding interactions that stabilize the tetraloop geometry are partially lost. The AL3 and
AL4 bases maintain their stacking interaction, but are flipped out into the solvent, while CL2 is
looped inside, towards GL1. Conformational clusters having similar structural features have also
been reported by De Paul et al.108 from their massively parallel simulation of the GCAA tetraloop.
A systematic investigation of the MD trajectory, and structural clustering of the quenched snap-
shots, reveals that the tetraloop region can adopt several alternate stacking patterns (supporting
9
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information, Figure 1). In most of these structures, the GL1 base maintains its stacking interaction
with the first base pair in the stem, and is relatively static along the trajectory. The loop dynamics
agree with previous simulations108,109 and ultrafast experiments,110 which suggest that the GNRA
tetraloop family is inherently flexible. Several hairpin structures were also located along the tra-
jectory, within 1.2 kcal/mol of the lowest minimum, which retain the main interactions found in
the NMR structure. The sheared GL1-AL4 base pair is retained in this ensemble of structures, and
CL2-AL3-AL4 bases are stacked on the 3′ side of the helix stem. The hydrogen-bond between N7 of
AL3 and 2′OH of GL1 is also correctly reproduced. The lowest energy structure from this ensemble
is shown in Figure 1. The marginal destabilization of the near native GCAA hairpin structures,
compared to the global minimum, may be due to the lack of explicit water-mediated interactions
in the loop region. We have tested this possibility by carrying out 10 ns long molecular dynamics
simulations in explicit water starting from the near-native GCAA hairpin structure. We find several
water molecules around the loop region that exhibit fairly long residence times. In agreement with
previous work,111 a water molecule within the loop region is found to act as a bridge between the
sheared GL1-AL4 base pair (supporting information, Figure 2), lending additional stability to the
hydrogen-bonding network. Since all these structures are lumped together in the analysis of rates
and pathways, these effects do not change our principal conclusions.
A key requirement in the construction of stationary point databases is the characterization of
suitable endpoints as reactant and product states. For the UUCG sequence, the lowest energy
structure was initially taken as the sole representative of the folded ensemble (the product state).
As the GCAA tetraloop was found to be more dynamic, we included both the lowest potential
energy minimum as well as the lowest energy minimum structurally closest (in terms of RMSD)
to the native hairpin, as initial members of the folded group.
To explore the denatured ensemble, multiple high temperature MD simulations (in the range of
500 to 1000 K), starting from the native hairpin structures, were carried out. Histograms of the ra-
dius of gyration Rg, for the conformations sampled along the trajectories (supporting information,
Figures 3 and 4), reveals that even at temperatures as high as 1000 K, extended chain-like confor-
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(a) (b) (c)
Figure 1. The lowest potential energy minima that are obtained after quenching snapshots sampled
along the molecular dynamics trajectories at 298 K. (a) The UUCG hairpin. (b) The GCAA hairpin
that is structurally closest to the NMR structure. (c) The lowest potential energy minimum for the
GCAA hairpin located along the MD trajectory. The structures were rendered using the Pymol
program.112
mations are relatively unpopulated compared to more compact, denatured states. This observation
is consistent with previous studies,17 which indicate that the thermally denatured ensemble essen-
tially comprises compact structures, whereas completely stretched conformations are more likely
to be populated under force-induced melting conditions.
As highlighted in the introduction, the seemingly contradictory experimental results reported
on nucleic acid folding kinetics are probably due to the disparate initial conditions for folding ac-
cessed in different experiments.36 In temperature jump experiments,14,36 unfolding is initiated by
finite jumps in the temperature space, and the regions of the energy landscape explored in these
experiments are likely to be mirrored in the canonical distributions from our high temperature MD
simulations. The relatively compact unfolded states (Rg ∼ 1.4nm) located near the mode of the Rg
distribution should be similar to the initial population of unfolded states accessible by temperature
jump experiments.14,36 In contrast, in ion jump experiments, which can effectively probe the top
of the folding funnel,36,113 folding is initiated from highly extended chain-like conformations by
rapidly switching to a high counter-ion concentration. These initial conditions correspond to the
highly extended conformations (Rg ∼ 1.7nm) located near the tail of the Rg distribution. The fold-
11
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ing pathways were explored from these distinct starting points (reactant states). An MD snapshot
for which the Rg value was closest to the mode of the distribution, was quenched and chosen as the
initial representative of the compact unfolded ensemble. For the starting point corresponding to the
extended state, the snapshot exhibiting the largest Rg value along the trajectory was considered.
The database refinement process (see Methods section), was seeded from the initial set of
discrete paths found between the different end points. DPS runs were deemed to have converged
when the estimated folding rate constants were stable to within an order of magnitude, with respect
to adding new stationary points. The final stationary point database included 73708 minima and
84192 transition states for the UUCG hairpin, and 80214 minima and 86599 transition states for
the GCAA hairpin.
In the following sections, we analyze topological features of the underlying free energy land-
scapes, along with the folding mechanisms and kinetics of hairpin formation.
Energy Landscapes of the RNA tetraloops
The free energy landscapes for the UUCG and the GCAA tetraloop hairpins computed at 298 K
are depicted in the form of disconnectivity graphs in Figure 2 and Figure 3, respectively. The
corresponding potential energy disconnectivity graphs are included in the supporting information
(Figures 5 and 6). The free energy graphs were produced by lumping together minima that are
separated by free energy barriers less than 4 kcal/mol, employing the self-consistent regrouping
scheme.83 These graphs are qualitatively similar to those generated from the ungrouped databases
(data not shown), implying that the regrouping thresholds have been chosen appropriately. A di-
verse range of conformations appear on the free energy landscapes; some representative snapshots
are depicted on the disconnectivity graphs.
The graphs are colored according to the number of native Watson-Crick base pairs. For iden-
tifying native contacts within the stem, the criterion discussed in a recent contribution114 was
employed. The energy landscapes have distinct ‘palm tree’ like features,20,106 with a prominent
funnel-like bias towards the native state. The free energy global minimum is kinetically accessible
12
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from the different basins, as expected for a good structure seeking system.20
The selected structural order parameter segregates the different sets of conformations quite
well, but the mixing of colors in different regions of the disconnectivity graphs suggest that struc-
tural criteria alone are not sufficient to faithfully represent the complexities of the underlying land-
scape. The use of such order parameters often leads to artificially high folding rates, as minima
classified as ‘folded’ and ‘unfolded’ may be separated by relatively low free energy barriers.115 We
stress that the use of ‘native contacts’ in our analysis is merely for visualization purposes, and the
construction of the free energy disconnectivity graphs, as well as the estimation of folding rates, is
based solely on kinetic criteria employing the recursive regrouping scheme.83
Folded hairpins with a complete helix stem are situated at the bottom of the disconnectivity
graph, and constitute the native funnel. The free energy global minimum for the UUCG hairpin
comprises a homogeneous cluster of hairpins, which have the same global fold and loop topology,
and exhibit only minor variations in some of the internal degrees of freedom. In contrast, the
lowest free energy ensemble corresponding to the GCAA hairpin exhibits some degree of structural
heterogeneity. The corresponding hairpins retain all the native contacts in the stem, but exhibit
a diverse range of stacking patterns near the loop region. These structures rapidly interconvert
among themselves, highlighting the dynamical nature of the GCAA tetraloop motif, an observation
consistent with our initial MD simulations.
Near-native structures, such as frayed hairpins, which have sufficiently well formed loops but
lack some of the native contacts in the stem, are also low in free energy, and are separated from the
native state by relatively small barriers. Within the ensembles of frayed hairpin structures some
additional diversity is observed, which is mainly due to the different native contacts retained in the
stem. Frayed hairpin-like states have been identified as putative intermediates along the folding
pathways in previous work.48 Several kinetic models14,37 have also suggested the emergence of
such ‘prezipped’ states in the final phases of the folding process, and have attributed the fast re-
laxation phase observed in temperature jump experiments to the rapid dynamics between frayed
and native structures. Our mechanistic analysis of the folding process (discussed below) suggests
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2 kcal/mol
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0.0
Figure 2. Free energy disconnectivity graph obtained for a regrouping threshold83 of 4 kcal/mol at
298 K for the UUCG hairpin. The branches are colored according to the number of Watson-Crick
base pairs in the helix stem (from blue to red; with blue representating structures having all the
native contacts, and red representating structures without any native contacts). Some representa-
tive structures from the different conformational ensembles (frayed, compact unfolded/coil like,
extended and native) that are found on the free energy landscape are also shown. Two distinct
types of frayed hairpin states are depicted, one having a broken terminal base pair, and the other
one with a broken closing base pair.
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Figure 3. The free energy disconnectivity graph obtained for a regrouping threshold83 of
4 kcal/mol at 298 K for the GCAA hairpin. The coloring scheme is same as in Figure 2. Some rep-
resentative structures from the different conformational ensembles (frayed, compact unfolded/coil
like, extended and native) that are found on the free energy landscape are also shown. Two distinct
types of frayed hairpin states are depicted, one having a broken terminal base pair, and the other
one with a broken closing base pair.
a similar scenario where the formation of the first correct base pair (resulting in the frayed hairpin)
in the final phase of folding, drives the subsequent fast zipping of the rest of the helix stem.
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Relatively compact random coil-like structures and denatured states are located in the inter-
mediate regions of the disconnectivity graphs. These structures constitute clusters that are very
heterogeneous in terms of compactness and deviation from the native state. They lack any na-
tive contacts, but some of them have residual structure near the loop regions. They are in differ-
ent stages of collapse, and in some of the structures the two opposing strands are approximately
aligned, which can facilitate folding. Extended conformations have very low equilibrium occu-
pation probability at 298 K compared to the rest of the ensembles. They are located in the high
energy regions of the disconnectivity graphs. These structures represent major perturbations from
the native state and constitute clusters that are quite homogeneous, with large end-to-end distances
between the strand terminals, and they differ mainly in the number of base stacking interactions.
The organization of different structural ensembles relative to the native state, along with the
associated barrier heights for their interconversion, provide insight into the chain of events that
occurs during hairpin folding. The compact denatured states are likely to fold faster, with the
emergence of frayed hairpin states along the folding pathways. In contrast, extended conforma-
tions are likely to be associated with much longer refolding times, due to the significant structural
rearrangements that are necessary to reach the native state.
Folding Mechanism and Kinetics
To draw mechanistic insights into the folding process from the compact denatured as well as the
extended states, Dijkstra’s shortest path algorithm95 was used to extract pathways from the sta-
tionary point databases that make the largest contributions to the rate constant. The pathways from
the compact denatured and the extended states to the native UUCG hairpin are shown in Figure 4.
The pathways leading to the GCAA hairpin from the corresponding denatured state are illustrated
in Figure 5. Some selected snapshots along the folding pathways are superimposed on the energy
profiles. In general we find that, for both the hairpins, folding from the compact unfolded states is
dominated by an initial collapse, which brings the two opposing strands into close contact. This
collapse is evident from the rapid decrease in the radius of gyration (Rg) during the initial phase
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Figure 4. The total potential energy as a function of the integrated path length for the folding
pathway that makes the largest contribution to the rate constant for (a) compact unfolded state to
the native UUCG hairpin, and (b) extended state to the native UUCG hairpin. Snapshots of some
representative structures that are encountered at different stages of the folding process are also
shown.
of folding (supporting information, Figure 7). After the rapid collapse various contacts are made
within the stem region, most of which are non-native. For the UUCG hairpin, non-native contacts
are formed between the UL1 and GS1 nucleobases, which results in the concomitant formation of
non-native base pairs in the rest of the stem. Interestingly, a similar trend is observed for the GCAA
sequence, where a base from the loop region (GL1) forms a non-native contact with a base from
the stem (GS1), resulting in other non-native contacts within the stem. These non-native contacts
persist until the final phases of folding. The disruption of non-native contacts along the pathways
is generally associated with energy barriers in the range of 7 to 8 kcal/mol, which appear as local
maxima in the energy profiles. The loop regions of the hairpins also attain more optimal pack-
ing after the initial collapse phase. The bases in the loop region of the UUCG hairpin adopt an
arrangement that is commensurate with the native loop topology, aside from the missing wobble
base pair interaction between GL4 and UL1. In contrast, in the GCAA hairpin, the loop remains
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Figure 5. The total potential energy as a function of the integrated path length for the folding
pathway that makes the largest contribution to the rate constant for (a) compact unfolded state to
the native GCAA hairpin, and (b) extended state to the native GCAA hairpin. Snapshots of some
representative structures that are encountered at different stages of the folding process are also
shown.
slightly more disordered following initial collapse and thereafter. Although the CL2 and AL3 bases
are engaged in stacking interactions, AL4 is completely flipped out of the loop region. It is only
in the final phases of the folding that AL4 enters this region to form the CL2−AL3−AL4 stack
on the 3′ side of stem, and complete the hydrogen-bonding network. The final phase of folding
is downhill. During this phase, the formation of the first correct base pair within the stem region
(resulting in frayed hairpin-like states), drives the zipping of the rest of the helix in a cooperative
fashion. The remaining interactions within the tetraloop are also established concurrently.
Unlike the compact state, folding from the extended conformations requires navigating through
a much wider region of the configurational space en route to the native basin, and is characterized
by longer pathways. The chain compaction happens in three fairly distinct stages (supporting
information, Figure 8). In the initial phase, compaction does not lead to successful contacts (either
native or non-native) in the stem region, as the nucleobases are not in the preferred orientations
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for engaging in base pairing interactions. Multiple chain collapse and expansion events, including
significant structural reorganization within the loop and stem region, occurs during the next phases,
resulting in a collapsed state with the nucleobases in favorable orientations for making contacts.
Most of the contacts established in the stem are non-native, and these are subsequently broken.
The final phase of folding is similar to the pathways from the compact states, where the loop
acquires more optimal packing leading to the native tetraloop topology, and the correct contacts are
established within the stem region. The emergence of compact states along the folding pathways,
supporting non-native stem contacts as well as partial loop structure, seems consistent with the
configurational diffusion model proposed by Ansari and coworkers.36
To find out if other possible routes exist between the unfolded and folded states, the recursive
enumeration analysis96 method was employed to extract the 1000 discrete paths between the end-
points of interest that make the largest contributions to the phenomenological rate costant. For
the UUCG hairpin no significant mechanistic deviations are observed. For the GCAA hairpin,
there is some diversity in the pathways from the compact unfolded state, which can be primarily
attributed to the dynamics in the loop region. It is possible that pathways exhibiting significant
mechanistic differences from those described above also exist in our databases. The presence of
multiple frayed hairpin conformations also suggests that pathways proceeding via pure compaction
or zipping mechanisms43,48 cannot be ruled out, but they probably do not feature among the ki-
netically relevant set of pathways in our databases. In Figure 6 a potential energy disconnectivity
graph is depicted using only the stationary points involved in the 1000 fastest discrete paths from
the compact unfolded and the extended states. For both the hairpin sequences, the minima that
are common to all the pathways are present only in the low energy sections of the disconnectivity
graphs, indicating that the folding mechanism from the different endpoints is similar in the final
phase.
The rate constants for the folding process were computed using the NGT method at a temper-
ature of 298 K, employing the self-consistent regrouping scheme.83 The estimated rate constants
take into account all possible paths that exist between two reactant and product states. The group-
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Figure 6. Potential energy disconnectivity graphs constructed using the stationary points on the
1000 fastest-folding pathways from the compact unfolded and extended states to the native UUCG
and GCAA hairpins. The green branches lead to the minima that are exclusive to the pathways
from the extended to the native state. The black branches lead to the minima that are encountered
only along the pathways from the compact to the native state. The red branches lead to the minima
that are common to all the pathways. The hairpin structures, as well as the original end points
corresponding to the compact and extended states, are labelled in the graphs. Some representative
minima that are encountered at different stages along the pathways are also shown.
ing procedure alleviates any bias arising due to the original choice of end points, by expanding
single stationary points into ensembles of structures in local equilibrium, and the kinetics are then
described in terms of transitions between groups of minima. A threshold of 4 kcal/mol is appro-
priate for both the sequences, as similar results were obtained in terms of disconnectivity graphs
and rate constants for a range of values around this selection. The topological features of the free
energy disconnectivity graphs for the two hairpins, computed with this threshold, are described in
detail in the previous section.
The folding process from the compact unfolded states to the native hairpin is complete within
microseconds, with estimated rate constants of 1.4×105 s−1 for the UUCG hairpin, and 2.6×105 s−1
for the GCAA hairpin. These estimates are in excellent agreement with values reported for hair-
pins of similar size in recent temperature jump experiments.70 The folding rate constants from the
extended states are found to be orders of magnitude lower, with estimated values of 1.5×101 s−1
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and 5.5×101 s−1 for the UUCG and GCAA hairpins, respectively.
The disparity in the observed timescales, when folding commences from different denatured
ensembles on the free energy landscape, is consistent with the recent experimental findings (for
DNA hairpins) of Ansari and co-workers.41 In their study, the authors employed a combination of
laser induced temperature jump and microfluidic techniques to initiate folding from different start-
ing conditions, and found the relaxation kinetics to differ by an order of magnitude. Coarse-grained
simulations of RNA hairpins17,56 as well as pseudoknots116 by Thirumalai and coworkers, have
also reported discrepancies between force-quench or ion jump and temperature quench refolding
kinetics. In our simulations, the difference of nearly four orders of magnitude (compared to pre-
vious results), may be due to the absence of explicit ions, which is known to aid rapid collapse of
the highly extended states by counter-ion condensation,11 and relative undersampling of the high
energy regions of the energy landscape. In addition, we observe a variable number of base stack-
ing interactions in the highly extended states. The unphysically strong base stacking interactions
within the current AMBER force-fields18,117 may lead to an overestimation of some of the barriers
along the folding pathways from the extended states, and hence lower rate constants. Nonetheless,
the resulting upper bound estimates clearly highlight the key role of unfolded state dynamics in the
RNA folding problem.
Conclusion
In this work we have investigated the folding mechanisms and kinetics of RNA tetraloop hair-
pins from an energy landscape perspective. The discrete path sampling method was employed
to map out the underlying free energy landscapes, which were visualized in terms of disconnec-
tivity graphs. The landscapes are characterized by a distinct folding funnel at 298 K, leading to
native hairpin-like states. The organization of the different structural ensembles is consistent with
experimental predictions,36–38,41 and is likely to result in a scale-free network.118
The folding mechanisms and kinetics were analyzed from the databases of stationary points
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(kinetic transition networks) for two distinct denatured ensembles. The folding from relatively
compact states is characterized by shorter paths and is complete within microseconds. In contrast,
extended states, which are only sparsely populated at 298 K, exhibit much longer routes to the
native state, and are associated with lower folding rate constants. Our analysis also reveals that the
multiple folding routes are predicted to converge during the final stages. The strong dependence
of folding rates on the choice of initial conditions is consistent with previous experimental and
theoretical work, and suggests that a multi-state kinetic model is required to describe the RNA
folding kinetics.
The dynamics in the unfolded state is also likely to be an integral component of the folding
problem. Recent work by Pande and coworkers119 suggests that the RNA folded state behaves as
a kinetic hub, with multiple denatured states connected to the native state, interconverting amongst
themselves on a timescale much longer than the folding time.
In the future we plan to evaluate the specific role of ions and solvent viscosity in modulating
the folding kinetics. The kinetic transition networks described in the present work have already
considered such effects at the mean field level, and should be ideal starting points for such studies.
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