Abstract. The notion of a perfect element of the free modular lattice D r generated by r ≥ 1 elements is introduced by Gelfand and Ponomarev in [GP74] 
We denote by D 4 the free modular lattice with four generators. Indecomposable representations of D 4 were classified by Nazarova in [Naz67] and Gelfand-Ponomarev in [GP70] 1 . In [GP74] Gelfand-Ponomarev constructed perfect elements in D 4 . We recall that an element a ∈ D of a modular lattice D is perfect, if for each finite dimension indecomposable K-linear representation ρ X : L → L(X) over any field K, the image ρ X (a) ⊆ X of a is either zero, or ρ X (a) = X, where L(X) is the lattice of all vector K-subspaces of X.
Admissible elements 2 are the building blocks in the construction of perfect elements, see [GP74] , [GP76] , and also [St04] . Making use of certain elegant endomorphisms in D 4 , Herrmann in [H82] also constructed perfect elements. The main purpose of this article is to obtain a connection between admissible elements and Herrmann's endomorphisms.
First, in this section, we outline the idea of admissible elements and the construction of the distributive sublattice of perfect polynomials [GP74] . We think today, that apart from being helpful in construction of perfect elements, the admissible elements are interesting in themselves.
Further, we outline properties of admissible elements obtained in this work: finite classification, ϕ−homomorphism, reduction to atomic elements and periodicity, see Section 1.2. In Section 1.5 we outline the connection between admissible elements and Herrmann's endomorphisms [H82] . Not only perfect elements in D 4 , also the admissible elements e α and f α0 in D 4 can be obtained by Herrmann's endomorphisms, see Theorem 3.3.6. In Section 2, we construct admissible elements in D 4 , by applying the technique developed in [St04] for the modular lattice D 2,2,2 . In Section 3 we study Herrmann's endomorphisms used in his construction of the perfect elements in D 4 . We show how the admissible elements introduced in Section 2 are constructed by means of Herrmann's endomorphisms γ ij . Set of admissible elements e α (resp. f α0 ) (described by where a jl r are atomic elements (1.12), r, s, t ∈ Z + and {i, j, k, l} = {1, 2, 3, 4}, see Proposition 3.1.1.
Herrmann's endomorphism γ ij and the elementary map of Gelfand-Ponomarev φ i act, in a sense, in opposite directions, namely the elementary map φ i adds the index to the end of the admissible sequence:
(1.2) see Theorem 2.8.1, and the endomorphism γ ik adds the index to the start of the admissible sequence: where r, s, t ∈ Z + and {i, j, k, l} = {1, 2, 3, 4}, see Theorem 3.3.6.
1 Equivalently, instead of representations of D 4 , one can speak about quadruple of subspaces, [GP70] . 2 The definition of notion admissible will be given shortly.
1.1. The idea of admissible elements of Gelfand and Ponomarev. Here, we describe, omitting some details, the idea of constructing the elementary maps and admissible elements of Gelfand-Ponomarev. As we will see below, the admissible elements grow, in a sense, from generators of the lattice or from the lattice's unity.
Following Bernstein, Gelfand and Ponomarev [BGP73] , given a modular lattice L and a field K, we use the Coxeter functor for every pair of representations (ρ X , ρ X + ), where ρ X + = Φ + ρ X . The map ϕ in (1.6) is constructed in such a way, that ϕ do not depend on ρ X . Thus, we can write
(1.7)
In particular, eq. (1.6) and (1.7) are true for admissible elements, whose definition will be given later, see Section 2. Eq. (1.6) is the main property characterizing the admissible elements. −→ a n , (1.8)
we say that elements a i 2 , a i 3 , . . . , a i n−2 , a i n−1 , a in grow from the element a i 1 . By abuse of language, we say that elements growing from generators e i or unity I are admissible elements, and the corresponding sequence of indices {i n i n−1 i n−2 . . . i 2 i 1 } is said to be the admissible sequence. For details in the cases D 2,2,2 and D 4 , see [St04] .
1.2. Reduction of the admissible elements to atomic elements. Here, we briefly give steps of creation of the admissible elements in this work. A) Finite classification. The admissible elements (and admissible sequences) can be reduced to a finite number of classes, see [St04] . Admissible sequences for D 4 are depicted on Fig. 1 
B) ϕ i −homomorphism. In a sense, the elementary maps ϕ i are homomorphic with respect to admissible elements. More exactly, introduce a notion of ϕ i −homomorphic elements. Let
The element a ∈ L is said to be ϕ i −homomorphic, if
for all p ∈ L. C) Reduction to atomic elements. We permanently apply the following mechanism of creation of admissible elements from more simple elements. Let ϕ i be any elementary map, and a
Suppose abcp is any admissible element and a, b, c are ϕ i −homomorphic. By means of relation (1.10) we construct new admissible element
abcp,
The elements a, b, c are called atomic. For definition of atomic elements in D 2,2,2 , see [St04] .
For the case of D 4 , atomic lattice polynomials a ij n , where i, j ∈ {1, 2, 3, 4}, n ∈ Z + , are defined as follows 
(1.13) Figure 1 .2. Periodicity of admissible elements Three cylindric helices on Fig. 1.2 
(1.15) 1.5. Admissible elements in D 4 and Herrmann's endomorphisms. C. Herrmann introduced in [H82] the commuting endomorphisms γ ik (i, k = 1, 2, 3) in D 4 and used them in the construction of the perfect elements, see Section 3.
It turned out, that endomorphisms γ ik are also closely connected with admissible elements. First of all, the endomorphism γ ik acts on the admissible element e αk such that
There is a similarity between the action of Herrmann's endomorphism γ ik and the action of the elementary map of Gelfand-Ponomarev φ i . The endomorphism γ ik and the elementary map φ i act, in a sense, in opposite directions, namely the endomorphism γ ik adds the index to the start of the admissible sequence (see Theorem 3.3.4), and the elementary map φ i adds the index to the end (see Theorem 2.8.1).
Further For n = 1: α = 1, (Table 2. 3, Line G11, r = 0, s = 0, t = 0). We have e 1 = e 1 (admissible element e 1 coincides with generator e 1 ), f 10 = e 1 (e 2 + e 3 + e 4 ) ⊆ e 1 .
For n = 2: α = 21, (Table 2. 3, Line G21, r = 0, s = 0, t = 1). We have e 21 =e 2 (e 3 + e 4 ), f 210 =e 2 (e 3 + e 4 )(e 4 + e 3 (e 1 + e 2 ) + e 1 ) = e 2 (e 3 + e 4 )(e 4 + e 2 (e 1 + e 3 ) + e 1 ) = e 2 (e 3 + e 4 )(e 2 (e 1 + e 4 ) + e 2 (e 1 + e 3 )) ⊆ e 21 .
For n = 3: Consider two admissible sequences: α = 121 and α = 321 = 341.
1) α = 121, (Table 2. 3, Line G11, r = 0, s = 0, t = 1). We have e 121 =e 1 a 34 2 = e 1 (e 3 + e 4 (e 1 + e 2 )) = e 1 (e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )), f 1210 =e 121 (e 1 a 32 1 + a 24 1 a 34 1 ) = e 121 (e 1 (e 2 + e 3 ) + (e 2 + e 4 )(e 3 + e 4 )) = e 1 (e 3 + e 4 (e 1 + e 2 ))(e 1 (e 2 + e 3 ) + (e 2 + e 4 )(e 3 + e 4 )) ⊆ e 121 .
2) α = 321 = 341, (Table 2 .3, Line G31, t = 0, s = 0, r = 1). We have e 321 = e 341 =e 3 a 21 1 a 14 1 = e 3 (e 2 + e 1 )(e 4 + e 1 ),
2 + e 3 a 24 1 ) = e 321 (e 1 + e 4 (e 3 + e 2 ) + e 3 (e 2 + e 4 )) = e 321 (e 1 + (e 3 + e 2 )(e 4 + e 2 )(e 3 + e 4 )) = e 3 (e 2 + e 1 )(e 4 + e 1 )(e 1 + (e 3 + e 2 )(e 4 + e 2 )(e 3 + e 4 )) ⊆ e 321 .
For n = 4: α = 2341 = 2321 = 2141, ( 2 ) = e 2141 (e 2 (e 4 + e 1 (e 3 + e 2 )) + e 1 (e 2 + e 4 (e 1 + e 3 ))) ⊆ e 21 .
1.7. Cumulative polynomials. According to Gelfand and Ponomarev we consider elements e t (n) and f 0 (n) used for construction of the perfect elements, [GP74, p.7, p.53].
The cumulative elements e t (n), where t = 1, 2, 3, 4 and f 0 (n) are sums of all admissible elements of the same length n, where n is the length of the multi-index. So, for the case D 4 , the cumulative polynomials defined as follows:
where admissible elements e α and f α0 are defined in Table 2 .3, see also Section 1.4, Section 1.6. Examples of the cumulative polynomials in D 4 . For n = 1:
i.e., the cumulative polynomials for n = 1 coincide with the generators of D 4 .
For n = 2: We use here the following property: 
They proved that every sublattice B + (n) (resp. B − (n)) is 2 r -element Boolean algebra, socalled Boolean cube (which can be also named perfect Boolean cube) and these cubes are ordered in the following way. Every element of the cube B + (n) is included in every element of the cube B + (n + 1), i.e.,
By analogy, the dual relation holds: 
(1.19)
Elements (1.19) generate perfect Boolean cube B + (n) from Section 1.8.1, see [GP74] .
Examples of perfect elements.
For n = 1: h 1 (1) = e 2 + e 3 + e 4 , h 2 (1) = e 1 + e 3 + e 4 , h 3 (1) = e 1 + e 2 + e 4 , h 4 (1) = e 1 + e 2 + e 3 .
(1.20)
For n = 2, by (1.18) we have h 1 (2) =e 2 (2) + e 3 (2) + e 4 (2) = (e 12 + e 32 + e 42 ) + (e 13 + e 23 + e 43 ) + (e 14 + e 24 + e 34 ) = e 1 (e 3 + e 4 ) + e 3 (e 1 + e 4 ) + e 4 (e 1 + e 3 )+ e 1 (e 2 + e 4 ) + e 2 (e 1 + e 4 ) + e 4 (e 1 + e 2 )+ e 1 (e 2 + e 3 ) + e 2 (e 1 + e 3 ) + e 3 (e 1 + e 2 ) = (e 1 + e 3 )(e 1 + e 4 )(e 3 + e 4 ) + (e 1 + e 2 )(e 1 + e 4 )(e 2 + e 4 )+ (e 1 + e 2 )(e 1 + e 3 )(e 2 + e 3 ).
(1.21)
Let h max (n) (resp. h min (n)) be the maximal (resp. minimal) element in the cube B + (n).
(1.22) 
and γ ij f (e 1 , e 2 , e 3 , e 4 ) = f (e 1 q ij , e 2 q ij , e 3 q ij , e 4 q ij ), see Section 3.3. C. Herrmann's construction of perfect elements s n , t n and p i,n , where i = 1, 2, 3, 4, is as follows:
s 0 = I, s 1 = e 1 + e 2 + e 3 + e 4 , s n+1 = γ 12 (s n ) + γ 13 (s n ) + γ 14 (s n ), t 0 = I, t 1 = (e 1 + e 2 + e 3 )(e 1 + e 2 + e 4 )(e 1 + e 3 + e 4 )(e 2 + e 3 + e 4 ),
where i = 1, 2, 3, 4, and {i, j, k, l} = {1, 2, 3, 4}, see Section 3.4.2. Then,
e i (e j + e k + e l )) = f 0 (n + 1) ≃ h min (n),
where a ≃ b means modulo linear equivalence, see Theorem 3.4.3, Theorem 3.4.4. Thus, the lattice of perfect elements generated by elements s n , t n , p i,n introduced by Herrmann [H82] coincide modulo linear equivalence with the Gelfand-Ponomarev perfect elements, see 
For the proof, see [St04, Prop. 4.1.1].
Admissible Sequence Action Action Action Action 
The pyramid on the Fig. 1 .1 has internal points. We consider the slice S(n) containing all sequences of the same length n. The slices S(3) and S(4) are shown on the Fig 3) We have Table 2 .3 and Theorem 2.8.1) we will use the following relation: We denote by
4) To equalize the lower indices of the admissible polynomials f α0 (see
the representation ρ X of D 4 in the finite dimensional vector space X = X 0 , and by
) is the image of the generator e i under the representation ρ X (resp. ρ X + ).
The space
where i ∈ {1, 2, 3, 4}. We set
For the case of D 4 , the spaces G i and G ′ i are introduced as follows: 
(2.9)
Following [GP74] , we introduce the elementary maps ϕ i :
2.3. Basic relations for elementary and joint maps. We define joint maps
Proposition 2.3.1. In the case D 4 the joint maps ψ i satisfy the following basic relations:
where η 1 + η 2 + η 3 = 0 where 
0 (e i (e k + e l )).
3) Again,
(2.14)
Indeed,
From (2.13) and (2.14), we see that
The main relation between the elementary map ϕ i and the joint map ψ i (see [St04, Prop. 2.4 .3]) holds also for the case of 
2.4. Additivity and multiplicativity of the joint maps.
Proposition 2.4.1. The map ψ i is additive and quasimultiplicative with respect to the lattice operations + and ∩, namely: 
Then the joint map ψ i operates as a homomorphism on the elements a and b with respect to the lattice operations + and ∩, i.e.,
(b) The joint map ψ i applied to the following atomic elements is the intersection preserving map, i.e., multiplicative with respect to the operation ∩:
2.5. The action of maps ψ i and ϕ i on the atomic elements.
Proposition 2.5.1. The joint maps ψ i applied to the atomic elements a ij n satisfy the following relations
For the proof, see [St04, Prop. 4.5.1] 2.6. The fundamental property of the elementary maps.
Proposition 2.6.1. For {i, j, k, l} = {1, 2, 3, 4} the following relations hold
Proof. For every vector v ∈ X 1 0 , by definition of ϕ i we have (ϕ i + ϕ j + ϕ k + ϕ l )(v) = 0, see eq. (2.10). In other words, ϕ i + ϕ j + ϕ k + ϕ l = 0. Therefore,
So, it suffices to prove that ϕ 
where indices i, j, k, l are all distinct, see Table 2 .2 and Section 2.1.
2.7.
An element a ⊆ D 4 is said to be (ϕ i , e k )−homomorphic, if Table 2 .3, the following relation holds:
( Notes to Table: 1) For more details about admissible sequences, see Proposition 2.1.3 and Table 2.1.
2) For relations given in two last columns (definitions of admissible polynomials e α and f α0 ), see Lemma 2.8.2.
3) In each line, each low index should be non-negative. For example, for Line F 21, we have: s ≥ 0, r ≥ 0, t ≥ 1; for Line G21, we have:
3) The substitution Recall definitions ofẽ α andf α0 from [GP74] .
The definition ofẽ α , [GP74, p.6].
where Γ e (α) = {β = (k n−1 , . . . , k 2 , k 1 ) | k n−1 / ∈ {i n , i n−1 }, . . . , k 1 / ∈ {i 2 , i 1 }, and
The definition off α0 , [GP74, p.53].
where For n = 3: 1) α = 121,
e β = e 1 (e 34 + e 43 ) = e 1 (e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )) = e 1 a 34 2 .
(2.35)
By Section 1.6 we have e 121 =ẽ 121 .
2) α = 321 = 341. We have
e 321 =e 1
e β = e 3 (e 14 + e 13 + e 43 ) = e 3 (e 1 (e 2 + e 4 ) + e 1 (e 2 + e 3 ) + e 4 (e 1 + e 2 )) = e 3 ((e 1 + e 2 )(e 2 + e 4 )(e 1 + e 4 ) + e 1 (e 2 + e 3 )) = e 3 ((e 1 + e 2 )(e 1 + e 4 )(e 2 + e 4 + e 1 (e 2 + e 3 )) = e 3 ((e 1 + e 2 )(e 1 + e 4 )(e 4 + (e 1 + e 2 )(e 2 + e 3 )) = e 3 ((e 1 + e 2 )(e 1 + e 4 )(e 4 (e 2 + e 3 ) + (e 1 + e 2 )).
Since e 1 + e 2 ⊆ e 4 (e 2 + e 3 ) + e 1 + e 2 , we havẽ e 321 = e 3 (e 14 + e 13 + e 43 ) = e 3 (e 1 + e 2 )(e 1 + e 4 ). (2.36)
Sinceẽ 321 is symmetric with respect to transposition 2 ↔ 4, we havẽ e 321 =ẽ 341 = e 3 (e 14 + e 13 + e 43 ) = e 3 (e 12 + e 13 + e 23 ) = e 3 (e 1 + e 2 )(e 1 + e 4 ). (2.37)
By Section 1.6 we have e 321 =ẽ 321 .
For n = 4: α = 2341 = 2321 = 2141. We have e β = e 2 (e 123 + e 412 + e 413 ) = e 2 (e 1 (e 2 + e 3 )(e 4 + e 3 ) + e 4 (e 1 + e 2 )(e 3 + e 2 ) + e 4 (e 1 + e 3 )(e 2 + e 3 )) = e 2 (e 4 + e 3 )(e 1 (e 2 + e 3 ) + e 4 (e 1 + e 2 )(e 3 + e 2 ) + e 4 (e 1 + e 3 )(e 3 + e 2 )) = e 2 (e 4 + e 3 )(e 1 (e 2 + e 3 ) + e 4 + e 4 (e 1 + e 3 )(e 1 + e 2 )(e 3 + e 2 )) = e 2 (e 4 + e 3 )(e 1 (e 2 + e 3 ) + e 4 ).
(2.39)
By Section 1.6 we have e 2341 =ẽ 2341 . The proposition is proved. Proof. For n = 2: α = 21. We have
e β = e 2 (e 32 + e 34 + e 42 + e 43 ) = e 2 (e 3 (e 1 + e 4 ) + e 3 (e 2 + e 1 ) + e 4 (e 1 + e 3 ) + e 4 (e 1 + e 2 )) = e 2 ((e 3 + e 4 )(e 1 + e 4 )(e 1 + e 3 ) + e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )) = e 2 (e 3 + e 4 )((e 1 + e 4 )(e 1 + e 3 ) + e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )) = e 2 (e 3 + e 4 )(e 1 + e 4 (e 1 + e 3 ) + e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )) = e 2 (e 3 + e 4 )(e 4 (e 1 + e 3 ) + (e 1 + e 3 )(e 1 + e 2 ) + e 4 (e 1 + e 2 )) = e 2 (e 3 + e 4 )(e 4 (e 1 + e 3 )(e 1 + e 2 ) + (e 1 + e 3 )(e 1 + e 2 ) + e 4 ) = e 2 (e 3 + e 4 )(e 4 + (e 1 + e 3 )(e 1 + e 2 )) = e 2 (e 3 + e 4 )(e 4 + e 1 + e 3 (e 1 + e 2 )).
(2.40)
By Section 1.6 we have f 210 =f 210 .
For n = 3: 1) α = 121. For this case, we have e β = e 1 (e 342 + e 343 + e 432 + e 434 ) = e 1 [e 3 (e 1 + e 2 )(e 4 + e 2 ) + e 3 (e 1 (e 4 + e 3 ) + e 2 (e 4 + e 3 ))+ e 4 (e 1 + e 2 )(e 3 + e 2 ) + e 4 (e 1 (e 4 + e 3 ) + e 2 (e 4 + e 3 ))] = e 1 [e 3 (e 1 + e 2 )(e 4 + e 2 + e 3 (e 1 + e 2 (e 4 + e 3 )))+ e 4 (e 1 + e 2 )(e 3 + e 2 + e 4 (e 1 + e 2 (e 4 + e 3 )))] = e 1 [e 3 (e 1 + e 2 )(e 4 + e 2 + e 1 (e 3 + e 2 (e 4 + e 3 )))+ e 4 (e 1 + e 2 )(e 3 + e 2 + e 1 (e 4 + e 2 (e 4 + e 3 )))] = e 1 [(e 4 + e 2 + e 1 (e 3 + e 2 )(e 4 + e 3 ))]
[(e 3 + e 2 + e 1 (e 4 + e 2 )(e 4 + e 3 ))]
[e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )] = e 1 [(e 4 + e 2 )(e 4 + e 3 ) + e 1 (e 3 + e 2 ))]
[e 1 (e 3 + e 2 ) + (e 4 + e 2 )(e 4 + e 3 ))]
[e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )].
(2.42)
Since the first two intersection polynomials in the last expression off 1210 coincide with (e 4 + e 2 )(e 4 + e 3 ) + e 1 (e 3 + e 2 )), we havef 1210 = e 1 ((e 4 + e 2 )(e 4 + e 3 ) + e 1 (e 3 + e 2 )))(e 3 + e 4 (e 1 + e 2 )).
(2.43)
By Section 1.6 we have f 1210 =f 1210 .
2) α = 321. Here we have Since e 1 (e 4 + e 2 )(e 3 + e 4 ) + e 4 (e 1 + e 2 (e 3 + e 4 )) = (e 3 + e 4 )(e 4 + e 2 )(e 1 + e 4 (e 1 + e 2 (e 3 + e 4 )) = (e 3 + e 4 )(e 4 + e 2 )(e 1 + e 4 )(e 1 + e 2 (e 3 + e 4 )), (2.46) by (2.45) we havef 3210 = e 3 [e 1 (e 4 + e 2 )(e 3 + e 2 )+ (e 3 + e 4 )(e 4 + e 2 )(e 1 + e 4 )(e 1 + e 2 (e 3 + e 4 ))+ e 1 (e 3 + e 2 )(e 3 + e 4 ) + e 4 (e 3 + e 2 )(e 1 + e 2 )] = e 3 (e 1 + e 2 )(e 1 + e 4 )[e 1 (e 4 + e 2 )(e 3 + e 2 )+ (e 3 + e 4 )(e 4 + e 2 )(e 1 + e 2 (e 3 + e 4 ))+ e 1 (e 3 + e 2 )(e 3 + e 4 ) + e 4 (e 3 + e 2 )] = e 3 (e 1 + e 2 )(e 1 + e 4 )[e 1 (e 4 + e 2 )(e 3 + e 2 )(e 3 + e 4 )+ (e 3 + e 4 )(e 4 + e 2 )(e 1 + e 2 (e 3 + e 4 ))+ e 1 (e 3 + e 2 ) + e 4 (e 3 + e 2 )].
(2.47)
Since e 1 (e 4 + e 2 )(e 3 + e 2 )(e 3 + e 4 ) ⊆ e 1 (e 3 + e 2 ), by (2.47) we havẽ f 3210 = e 3 (e 1 + e 2 )(e 1 + e 4 )[(e 3 + e 4 )(e 4 + e 2 )(e 1 + e 2 (e 3 + e 4 ))+ e 1 (e 3 + e 2 ) + e 4 (e 3 + e 2 )] = e 3 (e 1 + e 2 )(e 1 + e 4 )[e 1 (e 3 + e 4 )(e 4 + e 2 ) + e 2 (e 3 + e 4 ))+ e 1 (e 3 + e 2 ) + e 4 (e 3 + e 2 )] = e 3 (e 1 + e 2 )(e 1 + e 4 )[e 1 (e 3 + e 4 )(e 4 + e 2 )(e 3 + e 2 ) + e 2 (e 3 + e 4 ))+ e 1 + e 4 (e 3 + e 2 )].
(2.48)
Since e 1 (e 3 + e 4 )(e 4 + e 2 )(e 3 + e 2 ) ⊆ e 1 , by (2.48) we havef 3210 = e 3 (e 1 + e 2 )(e 1 + e 4 )(e 2 (e 3 + e 4 )) + e 1 + e 4 (e 3 + e 2 )) = e 3 (e 1 + e 2 )(e 1 + e 4 )(e 1 + (e 2 + e 4 )(e 3 + e 2 )(e 3 + e 4 )).
(2.49)
By Section 1.6 we have f 3210 =f 3210 . The proposition is proved.
Conjecture 2.8.6. For every admissible sequence α, the elements e α (resp. f α0 ) andẽ α (resp.f α0 ) coincide in D 4 (see Proposition 2.8.3).
In Propositions 2.8.4 and 2.8.5, this conjecture was proven for small values of lengths of the admissible sequence α.
Admissible elements in D 4 and Herrmann's polynomials
In this section we consider Herrmann's endomorphisms γ ik (i, k = 1, 2, 3) and polynomials s n , t n , p i,n (i = 1, 2, 3, 4) being perfect elements, [H82] . Endomorphisms γ ik are important in construction of the perfect elements s n , t n , p i,n , the perfect elements constitute 16-element Boolean cube, coinciding modulo linear equivalence with the Gelfand-Ponomarev boolean cube B + (n), see Theorem 3.4.4 due to Herrmann, [H82] . We show that endomorphisms γ ik are also closely connected with admissible elements. First of all, the endomorphism γ ik acts on the admissible element e αk such that γ ik (e αk ) = e αki , see Theorem 3.3.4. Thus, endomorphism γ ik acts also on the admissible sequence. We see some similarity between the action of endomorphism γ ik and the action of elementary map of Gelfand-Ponomarev φ i . The endomorphism γ ik and the elementary map φ i act in a sense in opposite directions, namely the endomorphism γ ik adds the index to the start of the admissible sequence, and the elementary map φ i adds the index to the end 4 . Further, the endomorphisms γ ik commute and we can consider a sequence of these endomorphism. At last, we will see how Herrmann's polynomials s n , t n , p i,n are expressed by means of the cumulative elements e i (n), f i (n):
e i (n), t n = f 0 (n + 1), p i,n = e i (n) + f 0 (n + 1), see Theorem 3.4.3 and Table 1.1.
3.1. An unified formula of admissible elements. It turned out, that the admissible elements e α and e α0 described by Table 2 .3 can be written by an unified formula. This unified formula represented in Table 3 .1 and Proposition 3.1.1.
A main difference between Table 2 .3 and Table 3 .1 is in following: Table 2 .3 describes admissible elements with admissible sequence α starting at generator e 1 , and Table 3 .1 describes admissible elements with admissible sequence α ending at generator e 1 . Recall, that type F ij (resp. Gij, H11) denotes the admissible sequence starting at j and ending at i, see Remark 2.1.2.
As we will see in the next sections, the unified formula represented in this section in Table  3 .1 and in Proposition 3.1.1 is a basis of the construction of Herrmann's polynomials, [H82] , [H84] . Table 3 .1, the set of the corresponding ranges we call the signature. For example, for e α of the type F 12, the signature is (0, 0, 1), see Table 3 .1. There are 8 possible signatures. Since, all possible signatures appeared in Table 3 .1, we can get all possible combination of indices (r, s, t) in (3.1), (3.3).
Remark 3.1.2. For the admissible polynomials e α the sum of low indices of atomic elements a kl r is by 1 less the length of the admissible sequence α, for the admissible polynomials f α0 the sum of low indices of atomic elements a kl r (contained in the parantheses) is equal to the length of the admissible sequence α, see Table 2 .3.
Inverse cumulative elements in D
4 . In addition to cumulative elements, we introduce now inverse cumulative elements. A difference between cumulative elements and inverse cumulative elements is in following: the cumulative elements accumulate all admissible elements of the given length starting at some generator e i , and inverse cumulative elements accumulate all admissible elements of the given length ending at some generator e i .
The cumulative elements e i (n), where i = 1, 2, 3, 4, are defined in (1.16). Proposition 3.1.1 and Remark 3.1.2 motivate the following definition of inverse cumulative polynomials e 
and (a) The sum of all cumulative elements e i (n) of the given length n and the sum of all inverse cumulative elements e ∨ i (n) coincide, i.e., e 1 (n) + e 2 (n) + e 3 (n) + e 4 (n) = e
The number of elements in every sum (3.5) is 1 2 (n + 1)(n + 2)
5
.
Proof. (a), (b) are true since sums from the both sides consist of all admissible elements of the given length n.
(c) We just need to found the number of solutions of the equation
These solutions are points with integer barycentric coordinates 6 in the triangle depicted on Fig. 3.1 . Let (r, s, t) be coordinates of any point of this triangle. Any move along one of edges does not change the coordinate sum r + s + t, and this sum is equal to n. For {i, j, k, l} = {1, 2, 3, 4}, define
(3.10)
In our denotations,
(3.11) The endomorphism γ ij of D 4 is denoted as follows:
For every polynomial f (e 1 , e 2 , e 3 , e 4 ), we have γ ij f (e 1 , e 2 , e 3 , e 4 ) = f (e 1 q ij , e 2 q ij , e 3 q ij , e 4 q ij ).
Essentially, by (3.10) among endomorphisms γ ij , there are only 3 different:
γ 12 , γ 13 , γ 14 . 
Proof. It suffices to check the commutativity on generators. We will check that γ 13 (γ 12 (e i )) = γ 12 (γ 13 (e i )), where i = 1, 2, 3, 4. (3.14)
We have γ 12 (e 1 ) = e 1 (e 3 + e 4 ), and γ 13 (γ 12 (e 1 )) =γ 13 (e 1 (e 3 + e 4 )) = γ 13 (e 1 )(γ 13 (e 3 ) + γ 13 (e 4 )) = e 1 (e 2 + e 4 )(e 3 (e 2 + e 4 ) + e 4 (e 1 + e 3 )) = e 1 (e 2 + e 4 )(e 3 + e 4 )(e 1 + e 3 ) = e 1 (e 2 + e 4 )(e 3 + e 4 ), and γ 13 (γ 12 (e 1 )) = γ 12 (γ 13 (e 1 )). (3.15) From (3.15) we have γ 13 (γ 12 (e 2 )) = γ 24 (γ 21 (e 2 )) = γ 21 (γ 24 (e 2 )) = γ 12 (γ 13 (e 2 )), γ 13 (γ 12 (e 3 )) = γ 31 (γ 34 (e 3 )) = γ 34 (γ 31 (e 3 )) = γ 12 (γ 13 (e 3 )), γ 13 (γ 12 (e 4 )) = γ 42 (γ 43 (e 4 )) = γ 43 (γ 42 (e 4 )) = γ 12 (γ 13 (e 4 )).
3.3.1. More relations on the admissible sequences. Further, we want to found a connection between Herrmann's endomorphisms γ 1i and admissible sequences in D 4 . As we will see in Proposition 3.3.4, endomorphisms γ 1i add corresponding indices to the start of the given admissible sequence, while elementary maps φ i of Gelfand-Ponomarev add indices to the end of the corresponding admissible sequence, see (3.23)
The proposition is proved. ) =γ 12 (e 1 (e 3 + e 4 )) = γ 12 (e 1 )(γ 12 (e 3 ) + γ 12 (e 4 )) = e 1 (e 3 + e 4 )(e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )) = e 1 (e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )) = e 1 (e 3 + e 4 (e 1 + e 2 )) = e 1 a 34 2 . By induction hypothesis and (3.10) we have γ 12 (e 1 a 34 r ) =γ 12 (e 1 (e 3 + e 4 a 12 r−1 )) = γ 12 (e 1 )(γ 12 (e 3 ) + γ 12 (e 4 )γ 34 (a 12 r−1 )) = e 1 (e 3 + e 4 )(e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )a 12 r ) = e 1 (e 3 + e 4 )(e 3 + e 4 (e 1 + e 2 )a 12 r ) = e 1 (e 3 + e 4 )(e 3 + e 4 a 12 r ) = e 1 a 34 r+1 .
How Herrmann's endomorphisms act on the admissible elements.
2) Now, let us prove (3.25). For r=1, γ 12 (e 1 a 23 1 ) =γ 12 (e 1 (e 2 + e 3 )) = γ 12 (e 1 )(γ 12 (e 2 ) + γ 12 (e 3 )) = e 1 (e 3 + e 4 )(e 2 (e 3 + e 4 ) + e 3 (e 1 + e 2 )) = e 1 (e 2 (e 3 + e 4 ) + e 3 (e 1 + e 2 )) = e 1 (e 3 + e 4 )(e 2 + e 3 )(e 1 + e 2 ) = e 1 (e 3 + e 4 )(e 2 + e 3 )) = Theorem 3.3.4. Endomorphism γ ik acts on the admissible element e αk as follows:
or, in other words, γ ik (e αk ) = e αki , (3.27)
where i, k ∈ {1, 2, 3, 4}, i = k, and α, αk are admissible sequences.
Without lost of generality, we will show that γ 12 (e α2 ) = e α21 .
(3.28)
It suffices to prove (3.28) for all cases α2 described by Table 2 .3 with the permutation 1 ↔ 2:
F 12, F 32, F 42, G22, G12, G32, G42, H22. We drop case F 42 (resp. G42) which is similar to F 32 (resp. G32) and is proved just by permutation 3 ↔ 4.
Corollary 3.3.5. For cumulative elements e(n), the following relation holds:
where {i, j, k, l} = {1, 2, 3, 4}.
Proof. Without lost of generality, we will show that e 1 (n + 1) = γ 12 (e 2 (n)) + γ 13 (e 3 (n)) + γ 14 (e 4 (n)). where α in every sum runs over all admissible elements of the length n − 1. Then,
where β runs over all admissible elements of the length n. The last sum is e 1 (n + 1) and relation (3.36) is proved. Similarly to relation (3.27) for e α , it can be proved the relation for admissible elements f α0 :
(3.37)
For example, f 20 = e 2 (e 1 + e 3 + e 4 ), and γ 12 (f 20 ) =e 2 (e 3 + e 4 )(e 1 (e 3 + e 4 ) + e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )) = e 2 (e 3 + e 4 )(e 1 + e 3 (e 1 + e 2 ) + e 4 ) = f 210 , see Proposition 2.8.5 and Section 1.6. Thus, (3.38) is true for all triples (r, s, t).
2) Now, consider action on f α0 . For t = 1, s = 0, r = 0, we have γ 12 (f 10 ) =γ 12 (e 1 (e 2 + e 3 + e 4 )) = e 1 (e 3 + e 4 )(e 2 (e 3 + e 4 ) + e 3 (e 1 + e 2 ) + e 4 (e 1 + e 2 )) = e 1 a 34 1 (e 2 + e 3 (e 1 + e 2 ) + e 4 ) = e 1 a 34 1 (e 2 + e 1 (e 3 + e 2 ) + e 4 ) = e 1 a By (3.39) and Proposition 3.3.3 we have the induction step: 
and h i (n) = e(j) + e(k) + e(l),
where {i, j, k, l} = {1, 2, 3, 4}, (3.49) see also 
Further, by (3.49)
h 1 (1)h 2 (1)h 3 (1) =(e 2 + e 3 + e 4 )(e 1 + e 3 + e 4 )(e 1 + e 2 + e 4 ) = e 1 (e 2 + e 3 + e 4 ) + e 2 (e 1 + e 3 + e 4 ) + e 3 (e 1 + e 2 + e 4 ) + e 4 = f 10 + f 20 + f 30 + e 4 = e 4 + f 0 (2).
(3.55)
Proposition 3.4.1. Elements h i (n)h j (n)h k (n) and e l (n) + f 0 (n + 1) coincide modulo linear equivalence for all {i, j, k, l} = {1, 2, 3, 4}:
Proof. Assuming that (3.56) is true, we will prove it for n + 1: 
where all v t are perfect elements 8 . Since
we have in the right side of (3.58), that
In the left side of (3.58) we have
(3.60)
Relation (3.57) follows from (3.59) and (3.60). Similarly, other relations from Table 1 .1 take place modulo linear equivalence:
h i (n)h j (n)h k (n) ≃ e l (n) + f 0 (n + 1), h i (n)h j (n) ≃ e k (n) + e l (n) + f 0 (n + 1), h i (n) ≃ e j (n) + e k (n) + e l (n) + f 0 (n + 1).
(3.61)
Proposition 3.4.2. The following relations hold:
Proof. It easily follows from (3.49) and (1.19). ρ X (e i (e j + e k + e l )) = ρ X ( i=1,2,3,4
(e j + e k + e l )). (3.63) Polynomials t n : t 0 = I, t 1 = (e 1 + e 2 + e 3 )(e 1 + e 2 + e 4 )(e 1 + e 3 + e 4 )(e 2 + e 3 + e 4 ), 
where i = 1, 2, 3, 4, and {i, j, k, l} = {1, 2, 3, 4}.
(3.65)
For example, by (3.45) we have p 1,2 =γ 12 (p 2,1 ) + γ 13 (p 3,1 ) + γ 14 (p 4,1 ) = γ 12 (e 2 ) + γ 13 (e 3 ) + γ 14 (e 4 ) + R(t 1 ) = e 2 (e 3 + e 4 ) + e 3 (e 2 + e 4 ) + e 4 (e 2 + e 3 ) + t 2 = e 21 + e 31 + e 41 + t 2 = e 1 (2) + t 2 .
(3.66)
Similarly, p i,2 = e i (2) + t 2 .
By definitions (3.63), (3.64) we have s n+1 = Rs n = R n s 1 , t n+1 = Rt n = R n t 1 , (3.67)
see Fig. 3 .3. Figure 3 .3. The endomorphism R mapping s n to s n+1 and t n to t n+1
Cumulative elements and Herrmann's polynomials.
In what follows, we show how Herrmann's polynomials s n , t n and p i,n , where i ∈ {1, 2, 3, 4}, are calculated by means of cumulative elements e(n), f (n). Polynomials s n and t n can be also calculated by means of inverse cumulative elements e ∨ (n), f ∨ (n), see Section 3.2. As above, the main elementary brick in these constructions is an admissible element, obtained as a sequence of Herrmann's endomorphisms s n = R n−1 (s 1 ) = 14 (e 1 (e 2 + e 3 + e 4 ) + e 2 (e 1 + e 3 + e 4 ) + e 3 (e 1 + e 2 + e 4 )) = f ∨ 0 (n + 1) = f 0 (n + 1).
(3.69)
3) For each n, the polynomial p i,n is linearly equivalent to the element h j (n)h k (n)h l (n) in the Boolean cube B + (n), see Table 1 .1, and it is expressed as follows: 2) It is easy to see that t 1 in (3.64) is as follows: (3.77)
By Proposition 3.2.1 f ∨ 0 (n) = f (n) and according to (3.53), the element t n+1 = f 0 (n + 1) is linearly equivalent to the minimal element in B + (n+1). If the Gelfand-Ponomarev conjecture (3.54) is true, the element t n+1 = f 0 (n + 1) coincides with the minimal element h min (n + 1) of B + (n + 1), see Section 3.4.1. 3) For n = 1, p i,1 = e i + t 1 = e i (1) + f 0 (2), and p i,2 =γ ji (e j + t 1 ) + γ ki (e k + t 1 ) + γ li (e l + t 1 ) = e i (2) + Rt 1 = e i (2) + t 2 = e i (2) + f 0 (3), (3.78) see (3.66), (3.75). Further, by Corollary 3.3.5 we have p i,n+1 =γ ji (p j,n ) + γ ki (p k,n ) + γ li (p l,n ) = γ ji (e j (n) + t n ) + γ ki (e k (n) + t n ) + γ li (e l (n) + t n ) = γ ji (e j (n)) + γ ki (e k (n)) + γ li (e l (n)) + R(t n ) = e i (n + 1) + t n+1 .
(3.79) By heading 2) p i,n+1 = e i (n + 1) + t n+1 = e i (n + 1) + f 0 (n + 1). (3.80) The theorem is proved.
As corollary we obtain the following Theorem 3.4.4 (C. Herrmann, [H82] ). Polynomials p 1,n , p 2,n , p 3,n , p 4,n are atoms in 16-element Boolean cube B + (n) of perfect elements and
where {i, j, k, l} = {1, 2, 3, 4}, (3.81)
Polynomials s n and t n are, respectively, the maximal and minimal elements in B + (n), and
h j (n), t n ≃ 1=1,2,3,4 h j (n), (3.82)
see Table 1 .1.
Proof. From (3.70) and (3.61) we obtain (3.81). From (1.23), (3.69) and (3.48) we obtain (3.82).
