Towards automated design of quantum cascade lasers by Mircetic, A. et al.
Towards automated design of quantum cascade lasers
Aleksandra MirŁetiæ
Faculty of Electrical Engineering, P.O. Box 35-54, 11120 Belgrade, Serbia and Montenegro
Dragan Indjin, Zoran Ikoniæ, and Paul Harrison
School of Electronic and Electrical Engineering, University of Leeds, Leeds LS2 9JT, United Kingdom
Vitomir Milanoviæ
Faculty of Electrical Engineering, P.O. Box 35-54, 11120 Belgrade, Serbia and Montenegro
and School of Electronic and Electrical Engineering, University of Leeds, Leeds LS2 9JT, United Kingdom
Robert W. Kelsall
School of Electronic and Electrical Engineering, University of Leeds, Leeds LS2 9JT, United Kingdom
sReceived 12 October 2004; accepted 3 February 2005; published online 12 April 2005d
We present an advanced technique for the design and optimization of GaAs/AlGaAs quantum
cascade laser structures. It is based on the implementation of the simulated annealing algorithm with
the purpose of determining a set of design parameters that satisfy predefined conditions, leading to
an enhancement of the device output characteristics. Two important design aspects have been
addressed: improved thermal behavior, achieved by the use of higher conduction band offset
materials, and a more efficient extraction mechanism, realized via a ladder of three lower laser
states, with subsequent pairs separated by the optical phonon energy. A detailed analysis of
performance of the obtained structures is carried out within a full self-consistent rate equations
model of the carrier dynamics. The latter uses wave functions calculated by the transfer matrix
method, and evaluates all relevant carrier–phonon and carrier–carrier scattering rates from each
quantized state to all others within the same and neighboring periods of the cascade. These values
are then used to form a set of rate equations for the carrier density in each state, enabling further
calculation of the current density and gain as a function of the applied field and temperature. This
paper addresses the application of the described procedure to the design of l,9 mm GaAs-based
mid-infrared quantum cascade lasers and presents the output characteristics of some of the designed
optimized structures. © 2005 American Institute of Physics. fDOI: 10.1063/1.1882768g
I. INTRODUCTION
Quantum cascade lasers sQCLsd pioneered by the Lucent
group1 are sophisticated infrared light sources with emission
wavelengths that can be tuned by engineering the electronic
energy states and wave functions.2–7 This is enabled by their
complex structure, in which the sequence of alternating lay-
ers of different semiconductor materials is repeated many
times. The first QCLs have been realized in the
InGaAs/AlInAs system, lattice matched on InP, and a sig-
nificant improvement of the device performance, such as
broad-band emission8 or continuous wave room temperature9
and ultrahigh power operation10 has been achieved since. On
the other hand, the GaAs/AlGaAs system offers more
growth flexibility, and since the first QCL realization5 an
impressive extension of the emission wavelength range from
mid-infrared to terahertz11,12 has been demonstrated. Several
mid-infrared GaAs-based QCL have achieved pulsed room
temperature operation.13–17 However, the output characteris-
tics of these devices are still poor in comparison to InP based
mid-infrared QCLs, demanding further optimization of layer
structures and investigations of the influences of relevant
physical and technological parameters.18,19 As the
GaAs/AlGaAs system is lattice matched, the alloy composi-
tion and layer width can be varied independently. In mid-
infrared devices, the separations between the energy states in
the active region are set by the desired emission wavelength
sbetween the active laser levelsd and the longitudinal optical
sLOd phonon energy sbetween the ground and lower laser
leveld, which facilitates the population inversion by allowing
the fast emptying of the lower laser state by means of non-
radiative transitions. However, parameters of interest in the
calculation of the optical gain, such as the population inver-
sion and the transition matrix element, still depend, via the
wave functions, on the potential profile which may be varied
to optimize performance of the structure. The relationships
between these parameters are very complex, making the op-
timization process difficult and demanding.20–22 A large spa-
tial overlap between the electronic wave functions of the
lasing states increases the dipole matrix element which en-
hances the optical transition, but also results in the reduction
of the electron-longitudinal optical phonon scattering time.
Since these two parameters influence the gain in an opposite
manner, a balance has to be found to ensure the proper op-
eration of a QCL, and it becomes apparent that an appropri-
ate optimization technique should be employed.
A prerequisite for the design of QCL structures is the
existence of a systematic and precise modeling technique
which would provide a deeper insight of the physical pro-
cesses that occur in these complex devices, and, at the same
time, enable the improvement of existing structures. The
charge transport through a quantum cascade laser is thought
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to be mainly caused by incoherent electron–longitudinal op-
tical phonon sLOd and electron–electron scattering,23 and the
inclusion of all mechanisms that take place in both the active
and injector/collector regions of the structure is essential for
an accurate description of the carrier dynamics. This is par-
ticularly significant in view of the fact that the gain values
calculated from the simple three-level model under the unity
injection approximation considerably depart from those ob-
tained experimentally,24–27 which is believed to be due to
thermal activation of carriers directly into the continuum13,28
and cannot be described within a simple model. The exis-
tence of this parasitic current path is one of the main ob-
stacles in extending the working temperature range of GaAs-
based QCLs. In order to suppress the parasitic currents it is
necessary to lower the active region levels deeper into the
multiquantum-well potential, which can be achieved by ei-
ther increasing the operating wavelength or by using a higher
conduction band offset.
In the work presented here, we have addressed the opti-
mization of 9 mm GaAs QCLs, starting from the structure
described in Refs. 13–15. Two types of active regions with
appropriate injectors/collectors are developed, with the inten-
tion of focusing on two important design features: improved
temperature behavior and a more efficient extraction mecha-
nism. The first structure comprises a step triple-quantum
sTQWd system and is characterized by vertical transitions
which occur in the active region, while the second one relies
on a ladder of three lower laser states, separated by optical
phonon energy, resulting in a decrease of the lower laser
level population. The Al content in the barriers of both struc-
tures is taken to be 45%, which compared to the standard
33% Al content, should give an increase of the band offset of
about13 95 meV. In addition, the continuum levels in both
structures are positioned approximately 50 meV above the
upper laser level, leading to reduced parasitic currents. The
output characteristics of these structures are then evaluated
using the full self-consistent rate equation model.24,25 The
results of the calculations performed for the existing struc-
ture show excellent agreement with the experimentally ob-
tained values13–15 and, at the same time, a noticeable im-
provement is predicted for the optimized QCLs.
II. THEORETICAL CONSIDERATIONS
A. The implementation of the simulated annealing
algorithm
In this work, we have used a global iterative procedure
implemented within a modification of the continuous simu-
lated annealing sSAd algorithm developed by Goffe, Ferrier,
and Rogers.29,30 It searches for the global optimum of an
N-dimensional target function F, where N represents the
number of optimization variables. The step length is con-
trolled by a parameter called “temperature.” As the optimi-
zation process proceeds and the “temperature” drops, the
steps length declines and the algorithm closes in on the glo-
bal optimum. The “temperature” drop is controlled by a pa-
rameter called the “temperature reduction factor,” RT, as
Tsi+1d=RT3Tsid, where i represents the iteration counter.
The value of this parameter, suggested by the authors of the
algorithm,29 is 0.85. Before the “temperature” is changed, the
algorithm performs NT3NS3N function evaluations, where
NS and NT are user supplied variables, with suggested values
of 20 and maxs100, 5Nd, respectively.29
SA can easily be adapted for the needs of quantum het-
erostructure design. The N variables that define the param-
eter space are physical device parameters, such as the layer
thicknesses, potential barrier heights, applied bias, etc. The
parameter vector, whose entries correspond to the physical
variables that are to be optimized, is defined. The perfor-
mance of a structure is described by formulating an objective
function. It includes performance variables, such as transi-
tion matrix elements or scattering times, which depend on
the physical parameters vector. The algorithm then finds the
global optimum of the objective function in the
N-dimensional parameter space and determines the physical
parameters vector which produces a system as close as pos-
sible to the ideal one.
Simulated annealing was adopted as the optimization al-
gorithm of choice for a variety of reasons: it is mostly inde-
pendent on the starting values, often a critical point in con-
ventional optimization algorithms,20 and it makes less strict
assumptions about the candidate function, so it even need not
be continuous. Also, it is possible to restrict the optimization
to a subset of the parameter space to incorporate fabrication
constraints. All of the above make this algorithm far more
flexible than other techniques used for QCL characteristics
optimization sfor instance, the SUSYQM method31 which
produces a smooth optimized potential profile that needs to
be realized via further discretizationd.
Since the optimization of the entire QCL structure would
be extremely computationally demanding, the optimization
of the active region is carried out separately and, in the next
step, a properly designed injector/collector is added. For the
same reason, the state energies and wave functions needed
for the objective function calculations are obtained by the
shooting method which, while slightly less precise, demands
significantly less computation time.
1. Active region optimization
The form of the optimization target function differs
slightly depending on the active region shape. In the case of
the triple step-quantum-well active region this is chosen so to
enable the selection of potential profiles which would facili-
tate vertical transitions sVTd by increasing the influence of
the transition matrix element on the objective function value.
Vertical transition QCLs are characterized by a strong inde-
pendence of wavelength on the applied field, which is a con-
sequence of the collocation of the wave functions directly
involved in the laser action, at the same time resulting in a
large optical dipole matrix element and shorter electron scat-
tering times. According to the three-level QCL model.2,32
s3-is the upper laser level, 2-is the lower laser level, and 1-is
the ground level in the QCL active regiond with assumed
unity injection efficiency, the optimization function can be
defined as the gain coefficient, given as
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F = s1 − t21/t32d · t3 · z32
2
, s1d
where t21 and t32 are the scattering times, t3 the upper laser
level lifetime, and z32 the dipole matrix element for the las-
ing transition.
The target is to maximize the objective function fEq. s1dg
without altering the transition energies DE21 and DE32 sde-
fined by the LO phonon and transition energy, respectivelyd
by more than a few meV, and keeping the fourth level posi-
tioned at least 50 meV above the upper laser level. While
maintaining the energy differences, the shape of the wave
functions can be modified by varying the potential profile in
order to influence the parameters of interest in the calculation
of the target function.
The parameter vector consists of eleven layer thick-
nesses di, i=1, . . . ,11, and the Al content in the steps as the
twelfth parameter. Layer thicknesses are only allowed to
have an integer number of crystalline monolayers, and must
be positive or zero. Their widths are limited to 30 Å for steps
and wells and 20 Å for barriers. The Al content in the steps
is restricted as well, for the purpose of fabrication feasibility,
and is allowed to acquire five different values: 0%, 11.25%,
22.5%, 33.75%, and 45%, where the upper bound is placed
in order to retain direct band gap operation.
The optimization of a four-quantum well s4QWd active
region is quite similar except for the number of optimization
variables and the form of the objective function. The number
of active region layers sand therefore the parameters that are
to be optimizedd is reduced to seven, resulting in a consider-
ably shorter time needed to perform the calculation. How-
ever, the additional active region level implies an extra con-
dition regarding the energy separations, since it is to be
placed approximately 36 meV above the first excited active
region state. The objective function is evaluated by solving a
simplified rate equation system in which only levels local-
ized in the active region are taken into account, while the
injector/collector regions are considered within the unity
injection/extraction efficiency approximation:
F = s1 − t3/t43d · t4 · z43
2
. s2d
For optimization purposes only, the required scattering times
are simplified, and are determined by considering only the
most dominant process in the active region—the
electron–LO phonon scattering.
By carrying out “trial runs” of the optimization algo-
rithm for different types of objective functions, we have
found that the optimization function, as given in Eq. s2d,
encourages the selection of potential profiles that maximize
the objective function mostly by increasing the upper laser
level lifetime. This type of potential, where the upper and
lower laser state wave functions are located in spatially dif-
ferent regions, supports diagonal transitions which result in
smaller dipole matrix elements but longer carrier lifetimes.
2. Injector/collector region optimization
In the next step, a five QW injector region is created
starting with the existing injector design described in Ref.
13. The chosen optimization function should, as closely as
possible, represent the cascading fast relaxation of electrons
down the staircase of injector energy levels which largely
occurs via electron–electron scatterings. This is favored by
good overlap of the wave functions and, considering the in-
jector region with its two adjacent active regions, as given in
Fig. 1, we propose this function to be written in terms of
overlap factors, defined as
Os1d = o
i
OL,i · Oi,R
uDEL,iu · uDEi,Ru
, s3d
Os2d = o
i
o
jÞi
OL,i · Oi,j · Oj,R
uDEL,iu · uDEi,ju · uDEj,Ru
, s4d
Os3d = o
i
o
jÞi
o
kÞi,j
OL,i · Oi,j · Oj,k · Ok,R
uDEL,iu · uDEi,ju · uDEj,ku · uDEk,Ru
, s5d
where Ok,m= l ·eucku2 · ucmu2dz and DEkm= suEk−Emu
+dd / sl ·Kd, and are given in arbitrary units, while d
=2 meV is a tolerance factor.
Here, i and j represent the indexes of the injector states,
L the left active region ground state, R the right active region
upper laser state, l is the injector length, and K is the applied
electric field. In the case of a five quantum well injector,
calculations could be made up to Os5d, but since the objective
function O should only be a rough approximation of the
electron cascade down the injector states, it is taken as
O = Os1d + Os2d + Os3d. s6d
In order to evaluate the expression s6d, the wave functions of
the entire structure have to be assigned to either an active
region, a collector or an injector. This can be done by finding
the wave functions of an isolated active region ci
sAd
, i
=1,2 ,3, and calculating their overlap ueci
sAdc jdzu with each
of the wave functions, c j, j=1, . . . ,15 of the full system. The
three states with the largest overlap values are considered to
originate from the active region. The rest are then separated
into injector and collector wave functions by comparing the
value of zj =ec j
2
·zdz with the coordinate of the center of the
active region zA. If the value of zj is less than zA, they are
regarded as injector wave functions.
Wave function classification is a more demanding task
than it seems at first, since thin layers often result in wave
functions that are not necessarily strictly spatially confined to
FIG. 1. A schematic diagram of one and a half QCL period with relevant left
cL and right cR active region, and injector wave functions. l represents the
injector/collector length.
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one region of the laser. This is especially noticeable in the
case of the upper laser level and the ground injector level
wave functions, which are sometimes hard to distinguish.
Since this problem can lead to a completely incorrect evalu-
ation of the target function, and hence an inappropriate in-
jector design, it needs to be properly addressed. If any doubt
about the origin of a wave function arises, the complete
structure is recalculated in a very similar manner to the one
performed for the active region, i.e., by finding the wave
functions of an isolated injector region and calculating their
overlap with the wave functions of a full system as well.
Naturally, the optimally designed injector must not have
a significant influence on the active region energies and wave
functions, so certain conditions need to be fulfilled. They
regard the widths of the injector–active region barrier, which
should be restricted to some minimal value sbut must not be
allowed to exceed the value given in Ref. 13 eitherd, as well
as the transition energy E12, which can be allowed to vary
only within the limits 33 meVłE12ł45 meV in order to
maintain the fast emptying of the lower laser level. In the
case of a 4QW active region this condition is also extended
to the value of E23. Moreover, the matrix elements z12 and
z23, as well as z34 in the case of a 4QW active region, must
not be reduced by more than 20% compared to the values
obtained in the isolated active region.
The parameter vector consists of eleven layer thick-
nesses, all of which are varied independently. The optimiza-
tion is performed for the external field value of F
=48 kV/cm, while the barrier heights are set to 376 meV
and are the same for all the barriers. Together with the active
region optimization, this concludes the designing process.
B. The self-consistent model
In order to extract the output characteristics of the opti-
mized structures, the energies and corresponding wave func-
tions are re-evaluated using the transfer matrix method, and
then a full self-consistent rate equation modeling of the elec-
tron transport is performed.24–27
Consider a biased QCL structure with a large number of
periods, each consisting of multiple quantum wells. The en-
ergy spectrum is formally continuous, but to a very good
approximation can be considered to consist of quasidiscrete
states sresonancesd. Based on the wave function localization
properties, these states can be associated to different periods
of the QCL, so that each period has an identical set of N
states in the energy range of interest. Electron scattering oc-
curs between states within the same period as well as be-
tween states associated to different periods, where the latter
is clearly smaller for spatially more remote periods, because
of the reduced wave function overlap. Assuming an identical
electron distribution in each period, one may consider some
“central” period with its P nearest neighbors on either side,
and write the scattering rate equations in the steady-state
o
j=1,jÞi
N
njWj,i − ni o
j=1,jÞi
N
Wi,j + o
k=1
P
o
j=1,jÞi
N
fnjsWj,i+kN
+ Wj+kN,id − nisWi+kN,j + Wi,j+kNdg = 0, s7d
where i+kN is the ith state of the kth neighboring period,
Wi,j is the total scattering rate from state i into state j and ni
is the electron concentration of the ith state. The first two
sums in Eq. s7d are due to intraperiod while the third is a
consequence of interperiod scattering. After finding the solu-
tion for electron densities ni, macroscopic parameters of the
system, like the current density and the modal gain, can be
estimated. The scattering time Wi,f is a function of both ni
and nf—the initial and final subband populations, hence the
set of equations needs to be solved self-consistently using an
iterative procedure.
The current density can be calculated by subtracting the
current density component which is the result of electrons
scattering into the next periods of the QCL from the compo-
nent caused by electrons scattering back. If we put a refer-
ence plane somewhere in the injection barrier of the central
period, the current density flowing through that cross section
can be written as
J = o
k=1
P
o
i=1
N
o
j=1
N
k · nisWi,j+kN + Wi+kN,jd s8d
The factor k in the summation, effective for non-nearest-
neighbor scattering, originates from the scatterings from any
QCL period left of the center period into any period right of
it, or vice versa si.e., skipping the central period, but passing
through the reference planed. In order to reduce the number
of scattering rate processes necessary to calculate the elec-
tron distribution and the corresponding current density fnote
that the number of total scattering rate processes equals to
N2s2P+1d−Ng, we introduce the “tight-binding” approxima-
tion assuming that only the nearest neighbors interact, and
set P=1.
The choice of scattering mechanisms depends on the ma-
terial and doping density, as well as on wavelength. For ex-
ample, in the GaAs-based THz QCLs the energy separation
between most of the subbands is smaller than the LO phonon
energy and electron–electron scattering becomes an impor-
tant scattering mechanism, hence necessitating a large num-
ber of possibly relevant scattering processes to be accounted
for.26
The modal gain is proportional to the population inver-
sion Dnij, which can be obtained from the self-consistent
solution under the steady-state condition:
GM =
4pe2
«0n
kzijl2
2gijLpl
GDnij ; gGJ s9d
where l is the laser emission wavelength, 2gij the experi-
mental full width at half maximum of the electroluminescent
spectrum below threshold, n is the mode refractive index, «0
is the vacuum dielectric permittivity, Lp is the length of one
period sactive region1injectord, G is the overlap factor be-
tween the optical mode and the core active region of the
laser, and kzijl is the radiative transition matrix element.
Changing the bias field modifies the potential experi-
enced by the electrons and consequently the energies and
corresponding wave functions of the quasibound states.
Hence, all the lifetimes and transition matrix elements
change, influencing the electric current and, by modifying
the subband populations, the gain. By repeating the self-
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consistent procedure for a number of external fields, the total
current density and corresponding modal gain can be calcu-
lated. The gain coefficient g can be estimated from the slope
of the least square fit of the modal gain vs total current de-
pendence GMsJd, assuming its linearity.
III. NUMERICAL RESULTS AND DISCUSSION
The flexibility of the described method allows the design
of devices operating in a wide range of wavelengths. In this
work we address the optimization of the active and injector
regions for a l,9 mm operating QCL. This sets the transi-
tion energy to approximately 136 meV, while the energy dif-
ference between the ground and lower laser state sor three
lower states in the case of 4QWd equals the LO phonon
energy, i.e. 36 meV for GaAs structures. The optimization
was carried out for the value of the applied field F
=48 kV/cm, temperature T=300 K, and the sheet carrier
density Ns=3931010 cm−2, which was derived from the
dopant profile per repeat period sand was initially, at the
beginning of the self-consistent procedure, assumed to be
distributed equally between the subbands of one periodd. As
in the previously performed self-consistent analysis of mid-
infrared QCL structures,24 convergence was reached after 15
iterations. The results calculated for the optimized structures
were then compared to those obtained for the previously re-
alized structure with a triple-quantum well sTQWd active re-
gion, described in Ref. 13.
A schematic diagram of quasi-bound energy levels and
associated wave functions squared for an injector-active
region-injector section of the optimized vertical transition
steplike GaAs/Al0.11Ga0.89As/Al0.45Ga0.55As structure is
shown in Fig. 2. The layer sequence of one period, in na-
nometers, starting from the injection barrier is: 4.6, 1.2, 0.8,
2.2, 2.6, 2.0, 0.7, 0.7, 2.2, 3.0, 1.7, 1.1, 3.0, 1.7, 2.6, 1.8, 2.4,
2.0, 2.6, 2.6, and 2.6, where normal scripts represent the
wells, bold the barriers and underlined the steps. According
to the notation given in Ref. 24, the injector and collector
regions are represented with five energy levels each, sub-
bands 1, 2, 3, 5, and 7 in the collector, and 8, 10, 11, 13, and
15 in the injector. Radiative transitions occur between the
third and second state in the active region slevels 9 and 6d,
while level 4 is the active region ground state. The two ad-
ditional levels s12 and 14d correspond to weakly-localized
continuumlike transmission resonances. The Al content in
the step equals 11%, which is approximately 14 of the content
in the barriers. The electron effective mass in the GaAs quan-
tum wells was taken to be 0.067m0, while in the
Al0.11Ga0.89As steps and Al0.45Ga0.55As barriers its value was
0.076m0 and 0.104m0, respectively. The energy gaps in the
wells, steps and barriers were 1.426 eV, 1.566 eV, and
1.987 eV, while the height of the active region barriers was
set to 376 meV. At the applied bias field of 48 kV/cm, for
which the optimization was performed, the lasing wave-
length amounts to l=9.58 mm. Due to the increased overlap
between the lasing state wave functions, the optimized struc-
ture shows a significant increase of the dipole matrix ele-
ment, z96=2.84 nm.
The double LO-phonon structure s2LOd with the layer
sequence of one period, in nanometers, starting from the in-
jection barrier: 4.6, 1.68, 1.12, 4.48, 0.84, 5.04, 1.4, 3.83,
2.52, 2.8, 1.7, 2.52, 1.8, 2.4, 2.0, 2.24, 2.6, 2.4 is shown in
Fig. 3. The notation is the same as given for the vertical-
transition structure, i.e. bold scripts represent the barriers and
normal scripts the wells. The active region wave functions
are denoted as 4, 6, 9 sthe lower “ladder” statesd, 12 supper
laser stated, and 14 squasicontinuous stated. For the optimi-
zation field value of 48 kV/cm we obtain the dipole matrix
element z96=2.75 nm while the lasing wavelength amounts
to l=9.36 mm. The active region itself consists of four quan-
tum wells which result in only seven optimization param-
eters, all of them representing layer thicknesses. A remark-
able decrease of the lower laser level population can be
obtained by adding an extra level, forming a ladder of three
states separated by optical phonon energy each, that will en-
able a more efficient extraction mechanism into the injector
region.
A full self-consistent analysis for field values varying
from 30 to 75 kV/cm and for temperatures of 77 K and
300 K was performed and the electric field-current density
FIG. 2. A schematic diagram of quasibound energy levels and associated
wave functions squared for one and a half periods of the optimized vertical
transition sVTd steplike GaAs/Al0.11Ga0.89As/Al0.45Ga0.55As structure. The
layer sequence of one period, in nanometers, starting from the injection
barrier is: 4.6, 1.2, 0.8, 2.2, 2.6, 2.0, 0.7, 0.7, 2.2, 3.0, 1.7, 1.1, 3.0, 1.7, 2.6,
1.8, 2.4, 2.0, 2.6, 2.6, and 2.6. Normal scripts denote the wells, bold the
barriers and underlined the steps, with the Al content of 11%. Both of the
active region wave functions participating in the radiative transition smarked
as levels 9 and 6d are mainly located in the central well, so the lasing
transition taking place in this structure is evidently vertical by nature.
FIG. 3. One and a half period of the optimized double-LO phonon s2LOd
GaAs/Al0.45Ga0.55As quantum cascade laser with a four quantum well active
region s4QWd. The layer sequence of one period, in nanometers, starting
from the injection barrier is: 4.6, 1.68, 1.12, 4.48, 0.84, 5.04, 1.4, 3.83, 2.52,
2.8, 1.7, 2.52, 1.8, 2.4, 2.0, 2.24, 2.6 and 2.4, where normal scripts denote
the wells and bold the barriers. The addition of an extra lower laser level
enables a more efficient extraction mechanism into the injector region.
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characteristics for both optimized QCLs as well as the refer-
ence TQW laser13 are represented in Fig. 4. Good overall
agreement with measurements in the reference TQW struc-
ture is found, with the calculated maximal current sbefore
negative differential resisitivity occursd of ,17 kA/cm2 be-
ing close to the measured ,20 kA/cm2 at 77 K. It can be
seen that the vertical transition structure demonstrates a con-
siderable improvement in that higher current densities can be
achieved with lower bias fields, thus potentially increasing
the dynamical working range of the device.
Figure 5 shows the modal gain as a function of the cur-
rent density, calculated with the parameter values np =3.28,
2g96=15 meV sat T=77Kd, 2g96=25 meV sat T=300 Kd
and13,33 G=0.31. The period length of the vertical transition
structure equals Lp=44.3 nm while in the case of the 2LO
QCL it amounts to Lp=45.9 nm. In accordance with the ex-
perimentally obtained results, the mirror and waveguide
losses are set to aM +aW<25 cm−1. From the intersection
points of the total loss line and GMsJd lines we obtain thresh-
old currents Jth=4.5 kA/cm2 at 77 K, and Jth=15 kA/cm2 at
300 K, for the TQW QCL, in a very good agreement with
experiment sJth=3–4 kA/cm2 at 77 K and Jth
=15–17 kA/cm2 at 300 Kd.13,14 A good agreement with ex-
perimental results for the reference TQW structure indicates
the predicting capability of the suggested model. Besides a
better inversion and a larger optical matrix element than in
the conventional TQW design, a noticeable reduction of
leakage from the injector into the lower laser level and an
improved extraction from the ground active region level into
the next injector scollectord are also predicted in the opti-
mized structures, all of which result in smaller threshold ssee
Fig. 5d and larger saturation currents.
IV. SUMMARY
We have proposed a procedure for the design of globally
optimal potential profile of a GaAs-based QCL with respect
to its output characteristics. The technique has no restrictions
regarding the number of the optimization parameters and
demonstrates higher optimization capabilities compared to
other techniques in use. The designs were evaluated by mod-
eling of the carrier dynamics using the full self-consistent
approach. While the gain and threshold currents calculated at
77 K and 300 K for the standard TQW active region struc-
ture show excellent agreement with experimental results, an
improvement of these parameters is predicted for the opti-
mized quantum cascade lasers. The described procedure is
applicable to various active region and injector designs and
could be used in further design work for other wavelength
ranges.
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