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Abstract: In current technological world, 
recruitment process of corporate has evolved 
to the greater extent. Both the candidates 
and the recruiters prefer resumes to be 
submitted as an e-document. Validating 
those resumes manually is not much flexible 
and effective and time saving. The team 
requires more man power to scrutinize the 
resumes of the candidates. The aim of our 
work is to help the recruiters to find the 
most appropriate resume that match all their 
requirements. The system allows the 
recruiter to post his/her requirement as 
query, and the system will recommend the 
relevant resume by calculating the similarity 
between the query and the resume using 
Vector Space Model (VSM). 
Keywords: recommender system, vector 
space model, term frequency, content based 
filtering, collaborative filtering.  
1. Introduction 
 In current day, technology has a great 
impact on all existing as well as newly 
emerging fields by developing new products 
to solve problems and fulfill needs of the 
consumers by its simplicity of usage and 
efficiency. Also the current recruitment 
process of corporate world differs from the 
last generation [11] where the companies 
receive large set of resumes as e-document. 
This has a greater benefit over the resumes 
which are received as a hard copy; where 
searching and monitoring the appropriate 
candidates are considered as a very difficult 
as well as a tedious process. Even when the 
hard copies were replaced with the e-
documents, recruiters find it difficult to 
manage correctly and rapidly the great 
amount of received data. Many researchers 
have developed systems to overcome this 
difficulty using recommendation system 
[19-29].  
Recommendation system plays an important 
role in many fields due to increase in the 
vast amount of data generated in the daily 
life. RS is used widely in many applications 
including [17] movies, restaurants, online 
shopping websites like Amazon, music, 
books and even in search queries. It is also 
used in recommending text documents for 
which similarity is calculated based on the 
contents of the document. There are two 
common [10] traditional approaches in 
recommendation system [30-35]. They are 
content based filtering and collaborative 
filtering. The two basic elements that appear 
in every recommendation systems are the 
user and the item [36-43].  
Content based filtering: Content based 
approach [17] recommends items based on 
the users past preference of an item. The 
similarity of the item is calculated based on 
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the characteristics or features of the product 
and its textual descriptions. 
Collaborative filtering: Collaborative 
filtering [10] is the most popular and most 
widespread technique in recommendation 
systems. This approach recommends items 
to the users based on the opinion of the other 
users whose behavior and the preferences 
are similar to that of the acting user. 
In this paper, we propose a content based 
recommendation system which recommends 
the relevant resumes based on the 
employer’s query using Vector Space Model 
(VSM). 
2. Literature review 
In content based recommendation system, 
item representation has its major role. Items 
are nothing but the objects in the real word 
like books, music, movies and restaurants 
[2].These items cannot be processed 
directly by the recommendation system. 
Representation of these items has an impact 
on the result produced by the system. Poor 
representation of an item will equally 
produce the poor results. Therefore the 
accuracy of representation of real world 
objects provides an important characteristic 
to the recommendation system. 
This representation can be either human 
generated or machine generated. Although 
the machine generated representation 
provides the greater performance level, we 
must be able to certify the accuracy of the 
representation generated. Machines cannot 
generate their own representation for the 
objects like books, documents, and 
multimedia without relying on the fields of 
information retrieval, data mining and 
pattern recognition. The representation of 
item can be in two approaches [2] either as 
a structured data or as unstructured data.  
Structured data : Structured data [2] 
generally refers to the data that has the 
specific length and format .These type of 
data are stored in the table format using 
relational database and can be retrieved 
using some of the query languages like 
SQL. 
Unstructured data: Unstructured data [7] 
refers to the data that does not have any 
specific length or format. It can be well 
explained with the help of news articles and 
other large text documents which follow 
their own format but the text contained in 
the documents and articles are always 
unstructured. To handle these huge amounts 
of texts, text mining comes into action 
which provides computational methods for 
[13] automated extraction of information 
from these unstructured text. 
As technology evolves semi-structured data 
also comes to the picture of representing the 
items. Data that is neither structured nor 
unstructured is called semi-structured data. 
It does not follow any fixed schema to 
represent the semi-structured data. For 
example: XML. 
In this paper, we deal with the unstructured 
text where resumes can be of any format. 
These unstructured data needs to be 
transformed to the structured data so that it 
can be directly accessed by the 
recommendation system. Many new 
technologies are evolving to analyze and 
process these unstructured data. 
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2.1. Research objectives 
In recent years many researchers have 
focused on extracting data from 
unstructured text. The resume documents 
contain unstructured text and extracting 
information from those documents are still 
challenging, which may have different data 
formats, layouts and writing styles. Many 
advancements and researches have been 
made in extracting information from 
resumes. Resume documents have a [18] 
hierarchical structure of data. 
Text mining provides many information 
extraction methods like [13] Support Vector 
Machines, Hidden Markov Model etc., and 
researchers have used various techniques 
like [18] cascaded hybrid model to extract 
information from resumes. In this model, 
resumes were divided into blocks and then 
the detailed information is extracted from 
each block [18]. 
The techniques to extract information from 
resumes in HTML or even in PDF format 
have also emerged in recent study. 
Document Object Model is used to represent 
the HTML document. Resumes in PDF 
format uses the [3] hierarchical model of 
information extraction where the documents 
are classified into general bocks at first, then 
detailed information is extracted from each 
useful block. If the documents were in PDF 
format they not only considered the content 
or text contained in the document but they 
also preferred the document’s layout 
structure. But still some research work 
focuses on extracting information as a plain 
text and use an appropriate algorithm to 
develop a knowledge base for future use. 
Since the content based recommendation 
system are at the [1] intersection of the 
fields of information retrieval systems and 
artificial intelligence in this paper, we prefer 
extracting information from the resume as 
plain text and use information retrieval 
method [13] like vector space model to 
recommend the relevant resume from the set 
of documents based on the employer’s query 
or their requirements. 
3. Materials and methods 
We build a system using vector space 
model, which represent the documents as 
vectors and similarity measure is used to 
find the relevant document from the corpus. 
The representation of set of documents as 
numeric vectors is called vector space 
model. 
3.1. Vector Space Model (VSM) 
Models like VSM are preferred by the 
content based recommendation systems 
because of its simplicity. It is one of the 
most commonly used techniques in text 
mining and information retrieval system. 
Let D = {d1, d2,…, dN} be the set of N 
documents which represents the corpus. A 
vocabulary V is built from the corpus by 
preprocessing the text in the document. V 
contains the unique terms of the corpus. 
Here the preprocessing refers to the word 
tokenization, removal of stop words like a, 
an, or, to, etc., and stemming of words. 
To calculate the importance of word in the 
document term weights are used which 
indicates the presence or importance of the 
word. In case of binary retrieval model, if 
the term is present in the document then it is 
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represented as 1, if not 0. Term frequency 
can also be used which gives you the 
number of occurrences of the word in the 
document. Then the most commonly used 
technique is the TF-IDF which gives more 
effective result than other techniques. 
Queries are also represented in the same 
way as documents. Then the similarity is 
calculated using various similarity measures 
like inner product and cosine similarity 
which will recommend you the relevant 
document based on the query. 
3.2. Similarity measure  
Similarity measure is used to rank the 
documents by calculating the similarity 
between the document and the query. 
Commonly used measures are inner product, 
cosine coefficient, Jaccard coefficient etc.,  
3.2.1 Inner product 
Multiply the document and query vector 
and sum the products. Longer documents 
are more likely to have the query terms. So 
inner product is used with long documents. 
Let the document be d and q be the query, 
their similarity is represented by 
           Sim (d, q) = ∑di × qi 
Where di and qi are the corresponding 
document and query vectors. 
3.2.2 Cosine similarity 
Cosine similarity is used to calculate the 
similarity between the two non-zero vectors 
and measure a cosine of angle between the 
corresponding vectors. It can be given by 
                𝐶𝑜𝑠 (𝑑, 𝑞) =  𝑑. 𝑞/||𝑑|| ||𝑞||  
 Where the numerator represents the inner 
product of the corresponding vectors and the 
denominator represents the length of the 
vectors. It ranges from 0 to 1. 
3.3. Resume recommendation system 
using VSM 
An item in content based recommendation 
system should be of [1] structured format. 
Usually the structured data are represented 
in the form of vector. A document consists 
of an array of words and these words are 
referred as the [9] bag of words which 
provides the greater simplicity and also 
used as an efficient method in text mining. 
VSM is the generalization of bag of words 
model. 
Each document from the corpus is 
represented as a multidimensional vector. 
We form a vocabulary using the unique 
term that are extracted from the corpus. 
Each unique term represents one dimension 
of the vector space. Term can be a single 
word or a sequence of words [14]. Mostly 
the single word terms are preferred because 
of its high accuracy. The number of unique 
terms determines the dimension of the 
vector space. When the unique terms 
increase the size of the vocabulary and the 
dimensionality of the vector space also 
increase which will lead to the greater 
sparsity. The above problem can be 
resolved by preprocessing the text extracted 
from the document. Preprocessing includes 
normalizing the text, removing stop-words 
like auxiliary verbs and punctuations, and 
reducing the word to the basic or root form 
through stemming or lemmatization. In 
same way queries will also be considered as 
a document and represented as a vector. 
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In our work, the resume used is of PDF 
format and the java library called PDFBox 
is used to extract the text from the      
document. Tokenization of the text and the 
removal of stop words from the resumes are 
performed. Here the user query is 
completely based on the skills of the 
candidate. So we extract only those terms 
that match those skills. To perform this 
possible skills that the candidate may 
possess are stored in the database. We only 
extract the skills that are present in the 
database from the candidates resume. This 
will really help you to reduce the 
dimensionality of the vector space so that 
the vocabulary size can also be greatly 
reduced with the help of skill database.  
 
 
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
      
       
 
 
Here there may raise a problem, where the 
user may query a new term (considering 
only skills) which is not stored in the skill 
DB, but the document may contain the query 
term. This leads to the less efficient result. 
That is even when the document contains 
the query term it may not be recommended 
since that term has not been extracted due to 
its absence in the database. To avoid this we 
compare the query posted by the employer 
against the skill DB. If any new skill is 
posted as the query it will be stored in the 
skill database. By doing so we can extract 
all the skill terms present in the resume 
document. These extracted words are 
considered as a document and stored in the 
candidate DB along with the candidate’s 
document name and it also has the similarity 
attribute field which is initially zero for all 
the documents. 
3.3.1 Architecture of the system: 
Both the query and the set of skills 
extracted from the text are considered as a 
document. The documents are indexed and 
represented as a vector using vector space 
model. Here the TF weighting technique is 
used to count the number of occurrences of 
words in the document. The words that are 
extracted are then used to create the 
vocabulary which contain only the unique 
terms of the corpus. Vocabulary is also 
stored in a separate database.  
Each document in the corpus is represented 
as the vector against the vocabulary. Query 
can also be represented in the same way as 
documents are represented. Whenever the 
recruiters post a query it checks if any new 
term other than the terms in the skill 
database are found. If so skill database 
should get updated with the new term. Here 
the system will search for only the newly 
Figure 2 Proposed approach 





           Text                  
Tokenization  
Stop word    
removal 
Skill DB 
Extracting terms that 
match with skills 
present in the skill DB 
Candidate 
DB 
Figure 1 Proposed approach 
to preprocess the text in 
the document. 
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added term and update the skills which are 
already stored in the candidate database. It 
is also necessary to update vocabulary 
database if the newly queried term is 







                                                   Yes 
 
 
Figure 3   Handling new term in the 
query posted by the recruiter 
 
Next we move on to calculating the 
similarity between the query vector and the 
document vector. Each document is 
compared to the query using similarity 
measure. Then the documents with the 
higher similarity value are recommended to 
the recruiter where the documents are 
ranked based on their similarity value. 
Calculated similarity value is updated in the 
database for the retrieval of the document. 
We use cosine similarity to compute the 




4. Experiment results and 
discussion  
We use three database tables to store the 
data. They are skill DB which has the 
candidate’s possible skill set as shown in 
table 1. Candidate DB which stores the 
name, skills of each candidate and the 
similarity value calculated between the 
document vector and the query vector which 
will be initially zero as shown in table 2. 
Vocabulary DB has the unique terms of the 
extracted skill in the candidate database as 
shown in table 3. 
1. Here the corpus contains 5 documents. 
After the documents are preprocessed the 
terms that match with the skill DB are 
extracted and stored in the candidate 
database (refer table 2).  
2. Then the vocabulary is constructed from 
the skills stored in the candidate database. 
Then the sorted vocabulary is stored in 
vocabulary database (see table 3). 
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Table 2 Candidate DB 
Name Skills Similarity 
Aakash-
R 
Android, spring,  
sql, android,  css, 
firebase, html, java, 
spring, python, java, 
















java, android, java, 
java, html, json, 
java, xml, android, 




Agile, soap, api, 
integration, java, 













java, html, android, 
c++, html, php, sql, 




Html, java, eclipse, 
database, html, java, 
eclipse, pl/sql, 
pl/sql, c++, html, 
java, pl/sql, android, 
c++, java, html, sql 
0 
 
Table 3 Vocabulary DB 
Vocabulary 
Agile, android, c++, css, database, 
documentation, eclipse, firebase, html, 
integration, java, javascript, json, linux, 
oracle, php, pl/sql, python, soap, spring, sql, 
xml  
 
3. Then the skills of each candidate in the 
candidate database are represented as vector 
against the vocabulary database. Term 
frequency is used for the representation of 
vector. The vector representation of each 
candidate’s skill is shown below. 
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4. Query is also considered as the 
document. It is also represented as 
the vector against the vocabulary. 





5. Similarity is calculated between each 
document vector and query vector using 
cosine similarity. 
Cos (d1, q) = 0.4338609156373123 
Cos (d2, q) = 0.25724787771376323 
Cos (d3, q) = 0.5039526306789696 
Cos (d4, q) = 0.3651483716701107 
 
Cos (d5, q) = 0. 
 
Then the documents are ranked in the 
descending order of their similarity values. 
You can retrieve the top k-most documents 
for any values of k.  
 










                         Table 4 Result 
 
The documents with the higher similarity 
value are displayed first. And when the new 
term is encountered in the query we should 
handle the new term as in fig 2 and repeat 
the steps as mentioned in the above section. 
 
5. Conclusions and future work 
  
In this section we summarize the work done, 
and present the future work within the 
domain of resume recommendation system. 
 
In this paper, we proposed architecture to 
recommend the resumes based on the 
employers interest. We stored the terms to 
be extracted from the document in the 
database. Only the skill attribute of the 
candidate is considered and extracted from 
the resume. 
 
The extracted terms are also stored in the 
database and then the vocabulary is built 
from the unique terms of the corpus. Then 
the documents are represented as vectors 
using vector space model (TF method). 
Similarity between the documents is 
calculated using cosine similarity. Finally, 
the document with the higher similarity 
value is recommended to the recruiter.  
 
The current trend of recommendation 
system is focusing on new methods and 
multidimensional objects. In this paper, we 
have presented how resume can be 
recommended using content based approach 
with vector space model.  
We have focused only on the skills attribute 
of the candidate. In later works it can be 
extended by considering the other attributes 
like education, project work etc, which may 
raise the dimensionality of the vector space. 
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