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Let 1 be a free nonabelian group and let 0 be its boundary. Let ?h be one of the
unitary representations of 1 introduced earlier by the authors in (1996, Duke Math. J.
82, 381436). By its definition ?h acts on L2(0, d&h) for a certain measure &h . This gives
a boundary realization of ?h in a sense we make precise. We show that ?h does not
have any other boundary realizations and simultaneously provide a new proof that
?h is irreducible.  2001 Academic Press
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1. INTRODUCTION
Our basic definitions and notation are taken from [4], ‘‘More irreducible
boundary representations of free groups.’’ See [4] for detailed descriptions of
1, 0, &, P(x, |), and ?h . Let 1 be a noncommutative free group on finitely
many generators. Choose a basis for 1 and denote by | } | the length with
respect to this basis. Let A consist of the basis elements and their inverses.
Each x # 1, x{e, can be uniquely represented as a reduced word, i.e. a
product a1a2 } } } an of elements of A with a jaj+1 {e. Let q+1=|A|.
The Cayley graph of 1 with respect to A is a homogeneous tree having
1 as its vertex set. If x=a1a2 } } } an is the reduced word for x, the unique
geodesic from e to x in the tree is [e, x]=(e, a1 , a1a2 , ..., x). Denote by 0
the set of semi-infinite geodesics starting at e. One thinks of each element
| # 0 as an infinite reduced word |=a1a2 a3 } } } .
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Identify 1 (respectively 0) with the set of finite (respectively semi-infinite)
reduced words. For fixed x # 1, let
1(x)=[ y # 1; the reduced word for y starts with x]
1 (x)=[ y # 1; y&1 # 1(x&1)]=[ y # 1; the reduced word for y ends in x]
0(x)=[| # 0; the reduced word for | starts with x].
We use the family [0(x); x # 1] as a basis for the topology on 0. With this
topology 0 is compact, totally disconnected, and metrizable, and the
subsets 0(x) are compact and open. There is a natural action of 1 on 0,
which extends the left action of 1 on itself. We write this action as ( y, |)
[ y|. Indeed, y| can be calculated in the obvious way as the product of
a finite reduced word with an infinite reduced word.
Fix nonzero complex constants [h(a)]a # A . Let
&a=
(1&|h(a)|2) |h(a&1)| 2
(1&|h(a) h(a&1)|2)
for a # A. (1.1)
Require
|h(a) h(a&1)|{1, &a>0, and :
a # A
&a=1. (1.2)
Extend [h(a)]a # A to a function on 1 by letting h(a1a2 } } } an)=h(a1)
h(a2) } } } h(an) for any reduced word a1a2 } } } an .
From the constants [h(a)]a # A we construct
(1) a probability measure & on 0,
(2) a cocycle P(x, |),
(3) a unitary representation ?h acting on L2(0, d&).
To define & on 0, it suffices to define it on the sets 0(xc). If the reduced
word for xc is a1 } } } anc, let
&(0(xc))=\ ‘
n
j=1
&aj
(1&&aj&1 )+ &c=|h(x
&1)|2 &c=|h((xc)&1)|2 (1&&c&1).
(1.3)
Using (1.2) one verifies that this definition is self-consistent and defines a
probability measure on 0.
To define the cocycle P(x, |), it suffices to define it for a # A. Let
P(a, |)={h(a
&1)&1
h(a)
if | # 0(a)
if |  0(a).
(1.4)
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One checks that P(a, a|) P(a&1, |)=1 and then extends P to all x # 1 by
means of the cocycle identity P(xy, |)=P(x, |) P( y, x&1|). Define a
unitary representation ?h of 1 on L2(0, d&) by
(?h(x) f )(|)=P(x, |) f (x&1|). (1.5)
Here, following [4], we consider a generic tuple [h(a)]a # A , specifically
a tuple satisfying the two conditions
h(a&1){h(a) for at least one a # A, (1.6)
E0 {0. (1.7)
The quantity E0 is defined in Eq. (0.7) of [4], where it is given by a com-
plicated rational expression in the h(a) and their complex conjugates.
Nongeneric examples include the isotropic and anisotropic principal series
representations described respectively in [2, 3]. Endpoint principal series
representations fail (1.6) while ordinary principal series representations
fail (1.7).
Let C(0) be the commutative C*-algebra of continuous complex func-
tions on 0. In C(0) let 1 denote the function identically one, and let 1x
denote the characteristic function of 0(x). Let *: 1  Aut(C(0)) be the
action by left translation of functions. Let ?$0 : C(0)  B(H) be the action
of C(0) on L2(0, d&) by pointwise multiplication. For G # C(0) and x # 1
we compute
(?h(x) ?$0(G) ?h(x&1) f )(|)=P(x, |)(?$0(G) ?h(x&1) f )(x&1|)
=P(x, |) G(x&1|)(?h(x&1) f )(x&1|)
=P(x, |) G(x&1|) P(x&1, x&1|) f (|)
=G(x&1|) f (|)=(?$0(*(x) G) f )(|),
where the next to the last equality follows from the cocycle identity.
Definition 1.1. A boundary representation (of 1) on a Hilbert space
H$ is a pair (?$1 , ?$0) where
(1) ?$1 is a unitary representation of 1 on H$,
(2) ?$0 is a *-representation of C(0) on H$, and
(3) for all x # 1 and G # C(0) one has ?$1 (x) ?$0(G) ?$1 (x&1)=
?$0(*(x) G).
The space of a boundary representation is also called a (1, C(0))-space.
A map between (1, C(0))-spaces which intertwines the two actions of 1
and the two actions of C(0) is called a (1, C(0))-map.
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The reader familiar with crossed product C*-algebras will note that a
boundary representation is nothing more and nothing less than a represen-
tation of 1 _* C(0). Letting ?$0 be as above, and putting ?$1=?h gives a
boundary representation acting on L2(0, d&). We shall henceforth drop the
subscripts 1 and 0 on ?$, and denote this particular boundary representa-
tion by ?$h .
Definition 1.2. A boundary representation acting on H$ is irreducible
if H$ has no closed (1, C(0))-subspaces other than 0 and H$.
Definition 1.3. Let ? be a unitary representation of 1 on H. A boundary
realization of ? is a pair (@, ?$) where
(1) ?$ is a boundary representation of 1 on a Hilbert space H$,
(2) @ is an isometric 1-inclusion of H into H$, and
(3) H$ is generated as a (1, C(0))-space by @(H).
If @ is unitary (i.e., bijective) the boundary realization is called perfect.
Point (3) holds if and only if ?$(C(0)) @(H) is dense in H$.
Definition 1.4. Let (@1 , ?$1) and (@2 , ?$2) be two boundary realizations
of some unitary representation ? of 1. Let H$i denote the space on which
?$i acts. We say that the two realizations are equivalent if there exists a
unitary map U: H$1  H$2 such that
(1) U@1=@2 ,
(2) U?$1(x)=?$2(x) U for all x # 1, and
(3) U?$1(G)=?$2(G) U for all G # C(0).
Let ?h be the 1-representation described above, and let ?$h be the boundary
representation of which ?h is the first component. Then (id, ?$h) is a boundary
realization of ?h .
Main Results. Suppose that the tuple [h(a)]a # A satisfies the general
conditions (1.2) as well as the genericity conditions (1.6) and (1.7). Let ?h
be constructed as above.
(1) Up to equivalence (id, ?$h) is the only boundary realization of ?h .
(2) ?h is irreducible.
Nota bene: if condition (1.7) fails, then ?h can have two inequivalent
boundary realizations. This happens, e.g., when ?h is a nonendpoint repre-
sentation of Figa -Talamanca and Picardello’s isotropic principal series. The
proof of the main results depends on the following two lemmas:
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Lemma 1.5. The boundary representation ?$h is irreducible.
Lemma 1.6. No nonzero vector w # H satisfies the Good Vector Bound,
:
|x| =n
|(v, ?(x) w) | 2C &v&2. (GVB)
for positive integers n, vectors v # H, and a constant C depending only on w.
Corollaries 2.8 and 2.9 assert that the main results follow from Lemmas
1.5 and 1.6. Those two corollaries are quite generalthey do not depend
at all on the construction of ?h . Lemma 1.5 is equivalent to the ergodicity
of 1 ’s action on 0. That ergodicity is implicit in the results of [6, Sect. 3].
The proof of Lemma 1.6 is in Sections 3 and 4. An observation of Waldemar
Hebisch is the basis for the calculation of Section 3, and is also fundamental
in the proof of Proposition 2.7.
2. GENERAL RESULTS ON BOUNDARY REALIZATIONS
Let ? be a representation of 1 and let (@, ?$) be a realization of ?. Define
:: C(0)  B(H) by
:(G)=@*?$(G) @ for G # C(0). (2.1)
Lemma 2.1. (1) : is linear.
(2) :(1)=idH .
(3) If G0 as a function, then :(G)0 as an operator.
(4) If G1G2 as functions, then :(G1):(G2) as operators.
(5) : is continuous if we use the maximum topology for C(0) and the
norm topology for B(H).
(6) : is a V-map: :(G )=:(G)*.
(7) For x # 1, ?(x) :(G) ?(x&1)=:(*(x) G).
Points (4) and (6) follow from point (3) and point (5) follows from
points (2) and (4). Point (7) is a consequence of point (3) in Definition 1.1.
Lemma 2.2. Let (@1 , ?$1) and (@2 , ?$2) be two boundary realizations of ?.
Define :1 and :2 by analogy with (2.1). If :1=:2 , then the two realizations
are equivalent.
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Proof. One must construct a map U: H$1  H$2 . Start by setting
U \ :
n
j=1
?$1(Gj) @1(vj )+= :
n
j=1
?$2(Gj ) @2(vj ) for Gj # C(0) and v j # H.
Use the equality of :1 and :2 to show that &U(v$)&=&v$& for any finite sum
v$ of the given form. It follows that U is well defined and extends to an
isometry defined for all vectors v$ # H$1 . An identical construction provides
an inverse for U, and so shows that U is unitary. The construction of U
guarantees that it satisfies the conditions of Definition 1.4. K
Lemma 2.3. The map :: C(0)  B(H) is an algebra homomorphism if
and only if (@, ?$) is perfect.
Proof. If the realization is perfect, then @ is unitary, @*=@&1, and : is
a conjugated version of the algebra homomorphism ?$.
Suppose, conversely, that : is an algebra homomorphism. According to
point (6) of Lemma 2.1, : is then a V-homomorphism. If we put H$2=H,
?$2(x)=?(x), ?$2(G)=:(G), and @2=idH , we obtain a new realization of ?.
Observe that :2=:. Hence, by Lemma 2.2, the original realization is equiv-
alent to the new one, and the latter is perfect. K
Lemma 2.4. If :(1a) is a projection for every a # A, then : is an algebra
homomorphism and consequently (@, ?$) is perfect.
Proof. According to point (6) of Lemma 2.1 each :(1a) will be a self-
adjoint projection. If y=xa # 1 (a), then
:(1y)=:(1xa)=:(*(x) 1a)=?(x) :(1a) ?(x&1)
is likewise a self-adjoint projection. Fix any integer n>0.
:
| y|=n
:(1y)=:(1)=idH .
It follows that the operators [:(1y)] for | y|=n make up a complete family
of self-adjoint projections. Thus, if Cn(0)=[G # C(0); G(|) is determined
by the first n letters of |] then :|Cn(0) is an algebra homomorphism.
Moreover, the union of the Cn(0) is dense in C(0). K
If v1 and v2 # H, define v1 v 2 , an operator of rank one, by
(v1 v 2)(v)=(v, v2) v1 .
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Observe that inequality (GVB) is equivalent to
:
|x| =n
(?(x) w) (?(x) w)C idH . (GVB’)
Lemma 2.5. If ? is a unitary representation of 1, then
?(x)(v1 v 2) ?(x&1)=(?(x) v1) (?(x) v2).
Lemma 2.6. Let Q # B(H) be a nonnegative operator and let u # H. Then
(Q12u) (Q12u)&u&2 Q.
Proof. Let v # H. Then
( (Q12u) (Q12u) v, v) =|(Q12u, v) |2
=|(u, Q12v) |2&u&2 &Q12v&2
=&u&2 (Qv, v) . K
Proposition 2.7. If a representation ? of 1 on H admits an imperfect
realization, then some nonzero vector w # H satisfies (GVB).
Proof. Let (@, ?$) be the imperfect realization and let : be as in (2.1).
According to Lemma 2.4 there exists a # A such that P=:(1a) is not a
projection. Observe that P will be self-adjoint and will satisfy 0P:(1)
=idH . Choose u # H with &u&=1 so that w=(P&P2)12 u is nonzero.
According to Lemma 2.6
ww P&P2{P=:(1a)idH&P=:(1&1a). (2.2)
Suppose that x # 1 (a&1). Then x(0"0(a))0(x), i.e., *(x)(1&1a)1x .
So we have, using the second of the inequalities (2.2) and points (7) and
(4) of Lemma 2.1,
?(x)(ww ) ?(x&1)?(x) :(1&1a) ?(x&1)=:(*(x)(1&1a)):(1x).
If on the other hand x  1 (a&1), a similar calculation using the first of the
inequalities (2.2) shows again that ?(x)(ww ) ?(x&1):(1x). Hence
:
|x| =n
?(x)(ww ) ?(x&1) :
|x|=n
:(1x)=:(1)=idH .
This says, according to Lemma 2.5, that w satisfies (GVB’), or equivalently
(GVB). K
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Corollary 2.8. Let ? be a unitary representation of 1 on H, and
suppose that no nonzero vector of H satisfies (GVB). Then any two realiza-
tions of ? are equivalent.
Proof. Let (@1 , ?$1) and (@2 , ?$2) be any two realizations and let H$i be
the space where ?$i acts. According to Proposition 2.7, @1 and @2 are both
bijective. Let ?$ be the direct sum of ?$1 and ?$2 as boundary representations.
Let @: H  H$1H$2 be given by @(v)=(@1(v), @2(v))- 2. Let H$ be the
closure of ?$(C(0)) @(H) in H$1H$2 . Then (@, ?$|H$) is a boundary
realization.
By Proposition 2.7 this realization must be perfect, meaning that H$=@(H).
In particular ?$(C(0)) @(H)@(H). Hence for any G # C(0) and v # H
(?$1(G) @1(v), ?$2(G) @2(v))=(@1(w), @2(w)) for some w # H.
This shows that U=@2 @1* satisfies point (3) of Definition 1.4. It also satisfies
points (1) and (2), so the two original realizations were equivalent. K
Corollary 2.9. Let ? be a unitary representation of 1 on H and
suppose that no nonzero vector in H satisfies (GVB). Let (@, ?$) be a boundary
realization of ?. If ?$ is irreducible as a boundary representation, then ? is
irreducible as a 1-representation.
By Corollary 2.8 the realization of ? will be unique up to equivalence. By
Proposition 2.7 the realization will be perfect. We may therefore choose to
identify the spaces where ? and ?$ act. Irreducibility of ?$ will usually be
much easier to prove than irreducibility of ?.
Proof. Let H0 be a nonzero closed 1-subspace of H. Since ?$ is irreducible,
@(H0) generates H$ as a (1, C(0))-space. Hence (@|H0 , ?$) is a realization
of ?|H0 . By Proposition 2.7 it is a perfect realization, which means that
@(H0)=H$. This is possible only if H0=H. K
3. A CALCULATION
The idea for the following calculation is due to Waldemar Hebisch. We
work in this section with one of the representations from [4] described in
the Introduction. The genericity conditions (1.6) and (1.7) are not relevant.
Fix values [h(a)]a # A and define
k0=
1
1&a # A &a&a&1
.
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Lemma 3.1. Let z # 1 and b # A. Then
lim
=  0+
= :
y # 1(z) & 1 (b)
&(0( y)) exp(&= | y| )=k0&b(1&&b&1) &(0(z)).
Proof. For every n|z| define a vector 3(n) # RA by the formula
3 (n)b = :
| y| =n
y # 1(z) & 1 (b)
&(0( y)).
Observe that 3( |z| ) has only one nonzero component, and that component
has value &(0(z)). Recall that if y # 1 (b), that is, if the reduced word for y
ends in b, and if ba{e, then
&(0( ya))=&(0( y))
&a
(1&&b&1)
.
It follows that
3(n+1)a = :
b; ba{e
3 (n)b
&a
(1&&b&1)
. (3.1)
Define a matrix T by letting
Ta, b=(1&$(ba))
&a
(1&&b&1)
.
Then (3.1) becomes
3(n+1)a =:
b
Ta, b3 (n)b =(T3
(n))a .
Let T= e&=T. Our limit is the b-component of
lim
=  0+
= e&=( |z| ) :

n=0
T n= 3
( |z| )= lim
=  0+
= :

n=0
T n= 3
( |z| ). (3.2)
We use the PerronFrobenius theorem (see [10]) to analyze the matrix
T. Observe that T is connected, positive and aperiodic. The row vector V t
whose components are all 1 is a left eigenvector for T with eigenvalue 1.
Since V t has all positive components, it follows that 1 is the PerronFrobenius
eigenvalue of T, and hence that all the other eigenvalues have modulus strictly
less than 1. A right eigenvector for T is given by R where Ra=&a(1&&a&1).
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It follows that the limit in (3.2) exists and equals some scalar multiple of
R, say :R. To calculate :, observe that since V t is a left eigenvector of 1
we have
V t(:R)= lim
=  0+
= V t :

n=0
T n= 3
( |z| )= lim
=  0+
= \ :

n=0
e&n=+ V t3( |z| )=V t 3( |z| )
so that
:=
V t 3( |z| )
V tR
=
&(0(z))
1&a # A &a&a&1
=k0&(0(z)).
As Rb=&b(1&&b&1), the proof is complete. K
Lemma 3.2. Let v1 , v2 , w1 , w2 # L2(0, d&). Fix c # A and suppose that
supp(v1), supp(v2)0"0(c). Then
lim sup
=  0+
= :
x # 1(c)
|(v1 , ?h(x) w1)(v2 , ?h(x) w2) | e&= |x|&v1& &v2& &w1& &w2&.
Proof. With CauchySchwartz one reduces immediately to the case
v1=v2=v, w1=w2=w. Observe that for x # 1(c) and supp(v)0"0(c)
the function (?h(x&1) v)(|)=P(x&1, |) v(x|) is supported on 0(x&1).
For fixed n the functions [?h(x&1) v; |x|=n] are therefore mutually
orthogonal, each of norm equal to the norm of v. Using Bessel’s inequality
= :
x # 1(c)
|(v, ?h(x) w) |2 e&= |x|== :

n=1
e&n= :
|x| =n
x # 1(c)
|(?h(x&1) v, w) | 2
= :

n=1
e&n= &v&2 &w&2=
=
1&e&=
&v&2 &w&2
which gives the result. K
Lemma 3.3. Let v1 , v2 , w1 , w2 # L2(0, d&). Fix c # A and suppose that
supp(v1), supp(v2)0"0(c). Then
lim
=  0+
= :
x # 1(c)
(v1 , ?h(x) w1)(v2 , ?h(x) w2 ) e&= |x|
=k0&c&1 (v1 , 1)(v2 , 1)(w1 , w2). (3.3)
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Proof. Fix v1 and v2 supported in 0"0(c). By Lemma 3.2 it suffices to
consider w1 and w2 belonging to the dense subset of L2(0, d&) consisting
of locally constant functions. By linearity it then suffices to consider wj=1zj
for zj # 1, j=1, 2, with |z1 |=|z2 |.
As in the proof of Lemma 3.2 for x # 1(c), ?h(x&1) vj is supported in
0(x&1). Thus (vj , ?(x) 1zj ) vanishes unless either |x|<|zj | or x
&1 # 1(zj ).
The finite number of terms where |x|< |zj | contribute nothing to the limit
in (3.3). If z1 {z2 , these are the only terms, and the left and right hand
sides of (3.3) both vanish.
Fix z and take w1=w2=1z . After discarding the finitely many terms
where |x|<|z| , only the terms for which x&1 # 1(z) remain. If x&1 # 1(z) &
1 (c&1), then
(vj , ?h(x) 1z) =(?h(x&1) vj , 1z) =(?h(x&1) vj , 1)
=(vj , ?h(x) 1)=|
0
vj (|) P(x, |) d&.
But on supp(vj)0"0(c) the cocycle P(x, |) is constantly equal to h(x).
Hence
(vj , ?h(x) 1z) =h(x) (vj , 1) .
Remember now that for y # 1 (c&1)
&(0( y))=|h( y&1)| 2 (1&&c)
so that our limit becomes
lim
=  0+
= :
x&1 # 1(z)
x # 1(c)
|h(x)|2 (v1 , 1)(v2 , 1) e&= |x|
= lim
=  0+
= :
y # 1 (c&1) & 1(z)
|h( y&1)|2 e&= | y| (v1 , 1)(v2 , 1)
= lim
=  0+
= :
y # 1 (c&1) & 1(z)
&(0( y))
(1&&c)
e&= | y| (v1 , 1)(v2 , 1)
and by Lemma 3.1 this limit is
k0 &c&1 &(0(z))(v1 , 1)(v2 , 1) =k0&c&1 (v1 , 1)(v2 , 1)(1z , 1z) . K
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Corollary 3.4. Let y=zc belong to 1 (c). Let v1 , v2 , w # L2(0, d&) and
suppose that supp(v1), supp(v2)0"0( y). Then
lim
=  0+
= :
x # 1( y)
(v1 , ?h(x) w)(v2 , ?h(x) w) e&= |x|
=k0vc&1 (v1 , ?h(z) 1)(v2 , ?h(z) 1) &w&2.
Proof. Let x=zct be the reduced word for x. Observe that
(vj , ?h(x) w) =(?h(z&1) vj , ?h(ct) w)
and that the functions ?h(z&1) vj are supported on z&1(0"0( y))=0"0(c).
Now apply Lemma 3.3 with vj replaced by ?h(z&1) vj . K
4. PROOF BY CONTRADICTION OF LEMMA 1.6
Suppose that there exists a nonzero vector w # H which satisfies the
Good Vector Bound,
:
|x| =n
|(v, ?(x) w) |2C &v&2 (GVB)
for some constant C>0. We shall assume &w&=1. Observe that (GVB)
implies
:
x # 1
|(v, ?h(x) w) |2 e&= |x|= :

n=0
:
|x|=n
|(v, ?(x) w) |2 e&=n
C &v&2
1&e&=
so that
lim sup
=  0+
= :
x # 1
|(v, ?h(x) w) |2 e&= |x| C &v&2. (GVB’’)
Let
A(=)== :
x # 1
|(1, ?h(x) w) |2 e&= |x|, A=lim sup
=  0+
A(=).
According to (GVB’’), A is finite. Fix n>0 and write
A(n)(=)== :
| y| =n
:
x # 1( y)
|(1, ?h(x) w) |2 e&= |x|.
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This version of the sum omits the terms for those x such that |x|<n, but
there are only finitely many such terms and any single term contributes
zero to the lim sup. Consequently lim sup=  0+ A(n)(=)=A.
For fixed x # 1( y), write
|(1, ?h(x) w) |2=|(1y , ?h(x) w) |2
+2 Re((1y , ?h(x) w)(1&1y , ?h(x) w) )
+|(1&1y , ?h(x) w) |2
and so write A(=)=A (n)1 (=)+2A
(n)
2 (=)+A
(n)
3 (=) where
A (n)1 (=)== :
| y|=n
:
x # 1( y)
|(1y , ?h(x) w) |2 e&= |x|
A (n)2 (=)== :
| y|=n
:
x # 1( y)
Re((1y , ?h(x) w)(1&1y , ?h(x) w) ) e&= |x|
A (n)3 (=)== :
| y|=n
:
x # 1( y)
|(1&1y , ?h(x) w) |2 e&= |x|.
By the CauchySchwartz inequality |A (n)2 (=)|(A
(n)
1 (=) A
(n)
3 (=))
12. One
notes that  | y|=n &1y&2=&1&2=1. From (GVB’’) one obtains
lim sup
=  0+
A (n)1 (=)= :
| y|=n
lim sup
=  0+
= :
x # 1( y)
|(1y , ?h(x) w) |2 e&= |x|
 :
| y|=n
lim sup
=  0+
= :
x # 1
|(1y , ?h(x) w) |2 e&= |x|
 :
| y|=n
C &1y&2=C.
For sufficiently small =, one has A (n)1 (=)2C and hence
A(n)3 (=)=A
(n)(=)&A (n)1 (=)&2A
(n)
2 (=)A
(n)(=)&0+2(2CA (n)3 (=))
12.
It follows that
lim sup
=  0+
A (n)3 (=)C1
for a constant C1 which is independent of n since it is determined by C and
by
lim sup
=  0+
A(n)(=)=lim sup
=  0+
A(=)=A.
13FREE GROUP REPRESENTATIONS
Using Corollary 3.4, and recalling that &w&=1, we calculate
C1 lim
=  0+
A (n)3 (=)
= lim
=  0+
= :
c # A
:
|zc| =n
|z|=n&1
:
x # 1(zc)
|(1&1zc , ?h(x) w) |2 e&= |x|
= :
c # A
:
|zc|=n
|z| =n&1
k0&c&1 |(1&1zc , ?h(z) 1) |2
=B (n)1 &2B
(n)
2 +B
(n)
3 (4.1)
where
B (n)1 = :
c # A
:
|zc|=n
|z| =n&1
k0&c&1 |(1zc , ?h(z) 1) | 2
B (n)2 = :
c # A
:
|zc|=n
|z| =n&1
k0&c&1 Re((1zc , ?h(z) 1)(1, ?h(z) 1) )
B (n)3 = :
c # A
:
|zc|=n
|z| =n&1
k0&c&1 |(1, ?h(z) 1) | 2.
By the CauchySchwartz inequality |B (n)2 (=)|(B
(n)
1 (=) B
(n)
3 (=))
12. If k1
denotes that maximum value of k0&c as c runs through A, then
B (n)1 k1 :
| y|=n
&1y&2=k1 .
It then follows from (4.1) that
B (n)3 C1&B
(n)
1 +2B
(n)
2 C1&0+2(k1B
(n)
3 )
12
and therefore that B (n)3 C2 for a constant C2 which is independent of n.
On the other hand, if k2 is the minimum value of k0(1&&c), then
B (n)3 k2 :
|z| =n&1
|(1, ?h(z) 1) |2.
Letting
;(n&1)= :
|z|=n&1
|(1, ?h(z) 1) |2
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we conclude ;(n&1)C2 k2 . The sum defining ; (n) is entirely explicit, and
calculations in [4] show that it is not, in fact, bounded. Specifically,
Lemma 5.4 of that paper asserts
:

n=0
; (n)e&n== :
z # 1
|(1, ?h(z) 1) |2 e&= |z| =
E1
=2
+o(=&2), (4.2)
where E1 is a positive constant. This contradiction completes the proof of
Lemma 1.6 and thus of the main results.
It is only in the calculations leading to equation (4.2) that conditions
(1.6) and (1.7) enter into our argument. Although it is not explicitly stated
in [4], those calculations actually show that ;(n) grows like n. Unpublished
but simple considerations suggest that when condition (1.6) fails ;(n) grows
like n2. This is the case, e.g., for endpoint representations of the isotropic
principal series. Therefore our main results should be valid also whenever
condition (1.6) fails.
5. AFTERWORD: MONOTONY, DUPLICITY, AND ODDITY
The 1-part of a boundary representation is weakly contained in the
regular representation of 1 (see [8, Corollary 4.3; 4, Sect. 2]). Thus, only
representations weakly contained in the regular can have boundary realiza-
tions. Conversely, as pointed out by Elliot Gootman, the simplicity of C*red(1)
(see [7; 2, Sect. II.2]) implies that any representation weakly contained in
the regular has at least one boundary realization.
Fix a unitary representation ? of 1, irreducible and weakly contained in
the regular representation.
Definition 5.1. We say ? satisfies monotony if
(1) Up to equivalence ? has a single boundary realization.
(2) That realization is perfect.
Definition 5.2. We say ? satisfies duplicity if
(1) Up to equivalence ? has exactly two perfect boundary realizations,
(@1 , ?$1) and (@2 , ?$2).
(2) Let ?$ acting on H$1H$2 be the direct sum of ?$1 and ?$2 . Up to
equivalence all the imperfect boundary realizations of ? are given by the
maps v [ (t1 @1(v), t2 @2(v)) where t1 , t2>0 and t21+t
2
2=1.
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Definition 5.3. We say ? satisfies oddity if
(1) Up to equivalence ? has exactly one boundary realization, (@, ?$)
where ?$ acts on H$.
(2) That realization is not perfect.
Let H1=H$  @(H), and let ?1 be the restriction to H1 of the 1-represen-
tation component of ?$.
(3) ?1 is irreducible.
(4) ?1 is not equivalent to ?.
(5) Up to equivalence (idH1 , ?$) is the unique boundary realization
of ?1 .
Conjecture. Any irreducible unitary representation of 1 weakly contained
in the regular representation is monotonous, or duplicitous, or odd.
Here are some examples: endpoint isotropic and anisotropic principal series
representations satisfy monotony. If 1  PSL(2, R) is a cofinite inclusion,
then the restriction of the endpoint principal series representation of
PSL(2, R) to 1 satisfies monotony. The representations of [4] satisfy
monotony, as shown here. This last suggests that monotony is a generic
condition.
Nonendpoint isotropic and anisotropic principal series representations
satisfy duplicity, as do restrictions of nonendpoint principal series represen-
tations from PSL(2, R). Also duplicitous are the representations of [11].
Oddity is rarer. Let ? be the holomorphic ‘‘boundary of discrete series’’
representation of SL(2, R). If 1  SL(2, R) is a cofinite inclusion, then ?|1
satisfies oddity, and its twin representation ?1 is the restriction of the
antiholomorphic boundary of discrete series representation. Next, let ? be
the middle representation of an isotropic or anisotropic principal series of
1. Then ? satisfies duplicity. However, upon restriction to the (free) sub-
group of 1 consisting of words of even length, ? splits into two irreducibles,
each of which satisfies oddity. Finally, except at the endpoints, the
representations constructed by Paschke in [5] are odd.
See [6] for statements of some results which can be used to prove
duplicity and oddity, and for extensions of some of the above examples.
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