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The nuclear reaction code EMPIRE has been extended to provide evaluation capabilities for neutron cross
section covariances in the thermal, resolved resonance, unresolved resonance and fast neutron regions. The
Atlas of Neutron Resonances by Mughabghab is used as a primary source of information on uncertainties at
low energies. Care is taken to ensure consistency among the resonance parameter uncertainties and those for
thermal cross sections. The resulting resonance parameter covariances are formatted in the ENDF-6 File 32.
In the fast neutron range our methodology is based on model calculations with the code EMPIRE combined
with experimental data through several available approaches. The model-based covariances can be obtained
using deterministic (Kalman) or stochastic (Monte Carlo) propagation of model parameter uncertainties. We
show that these two procedures yield comparable results. The Kalman filter and/or the generalized least square
fitting procedures are employed to incorporate experimental information. We compare the two approaches
analyzing results for the major reaction channels on 89Y. We also discuss a long-standing issue of unreasonably
low uncertainties and link it to the rigidity of the model.
I. INTRODUCTION
In recent years there has been an increasing demand from
nuclear research, industry, safety and regulatory bodies for
best estimate predictions of system performance, such as the
design and operational parameters of nuclear reactors, to be
provided with their confidence bounds. Estimates of the accu-
racy of predictions of such integral quantities can be obtained
through the propagation of uncertainties in microscopic eval-
uated neutron cross section data.
A methodology for evaluating cross section covariance data
has therefore been developed within the EMPIRE code sys-
tem. The methodology covers the thermal energy, resolved
resonance, unresolved resonance and fast neutron regions and
builds on the following major components:
• Nuclear reaction model code EMPIRE [1]
• Atlas of Neutron Resonances [2]
• Kalman filter code [3] and Monte Carlo sampling [4].
The EMPIRE code is a key element in a broader effort pursued
by the NNDC in developing covariance capabilities. This ef-
fort, that started with covariances in the fast neutron region,
currently covers also the resonance region and extends to co-
variance visualization [5] and processing [6].
EMPIRE provides a natural environment for implement-
ing the covariance evaluation capabilities. It is built around
a physics core designed for modeling low- to-intermediate-
energy nuclear reactions. It incorporates an extensive set of
nuclear reaction models able to describe all relevant reaction
mechanisms, each of them conveniently coupled to the up-to-
date library of input model parameters [7]. The code is also
suitable for massive calculations, is easy to use, has readily
available default input values for all parameters, and is ap-
plicable to a wide range of target nuclei and incident neutron
energies from about 1 keV to 150 MeV. Results may be stored
in ENDF-6 format and subsequently plotted against experi-
mental data for verification.
EMPIRE now includes a newly-developed resonance mod-
ule that extends its covariance capability to the thermal and
resonance ranges. The module utilizes the recently published
Atlas of Neutron Resonances [2], a monumental work by S.F.
Mughabghab containing the resonance parameters frequently
adopted by many evaluations in major evaluated data libraries.
The resonance module contains an electronic version of these
resonance parameters along with modernized versions of the
legacy codes used to develop and maintain the Atlas. In ad-
dition, the Atlas contains parameter uncertainties and the res-
onance module was extended to utilize this information for
producing covariances in the thermal and epithermal regions.
The generation of covariances at the NNDC is based on
the deterministic Kalman filter technique, which is used in
the thermal and resonance range as well as in the fast neu-
tron range. The IAEA developers, who work only in the
fast region, opted for the stochastic Monte Carlo (MC) pro-
cedure to generate the model-prior, coupled to the general-
ized least-squares code GANDR [8] to include the experi-
mental data. There are several fundamental and operational
differences between the two methods. MC propagates un-
certainties of model parameters by means of random sam-
pling while deterministic propagation of uncertainties, using
the first-order Taylor expansion, is used in the Kalman ap-
proach. Accordingly, higher-order effects are included in MC
but not in Kalman. The two approaches currently also differ
regarding treatment of experimental data; it is naturally in-
cluded in Kalman whereas a generalized least squares code
GANDR must be run with the MC generated model-based
prior as input.
The paper is organized as follows. In Chapter II we describe
covariance methodology. Then, in Chapter III we discuss the
resonance region, followed by Chapter IV devoted to fast neu-
trons. In Chapter V we summarize our covariance evaluations.
II COVARIANCE METHODOLOGY IN EMPIRE A EMPIRE-KALMAN approach
Conclusions are given in Chapter VI.
II. COVARIANCE METHODOLOGY IN EMPIRE
A. EMPIRE-KALMAN approach
The Kalman filter technique is used both in the resonance
and in the fast neutron region. It is based on minimum vari-
ance estimation and naturally combines covariances of model
parameters, of experimental data and of cross sections. This
universality is a major advantage of the method. KALMAN
uses measurements along with their uncertainties to constrain
covariances of the model parameters via the sensitivity matrix.
Then, the final cross section covariances are calculated from
the updated covariances for model parameters. This proce-
dure consistently accounts for the experimental uncertainties
and the uncertainties of the model parameters ensuring that
the final cross section uncertainties are at least as good as the
smaller of the two. We emphasize that under the term ‘reac-
tion model’ we mean also the resonance region described by
models such as the Multi-Level Breit-Wigner formalism.
The key ingredient of the method is the sensitivity matrix,
which represents complex nuclear reaction calculations. If we
denote the combination of nuclear reaction models as an oper-
ator Mˆ that transforms the vector of model parameters p into a
vector of cross sections σ(p) for a specific reaction channel,
then the sensitivity matrix S can be interpreted as the linear
term in the expansion of the operator Mˆ,
Mˆp = σ(p)
Mˆ(p+ δp) = σ(p) + Sδp+ . . . (1)
We use ‘hat’ to stress that Mˆ is the operator rather than a
matrix. In practice, the elements si,j of the sensitivity matrix
are calculated numerically as partial derivatives of the cross
sections σ at the energy Ei with respect to the parameter pj ,
si,j =
∂σ(Ei,p)
∂pj
. (2)
In case of covariance determination, the initial values of the
parameters, p1, are already optimized, i.e., when used in
the model calculations they provide the evaluated cross sec-
tions. Their covariance matrix P1 is assumed to be diagonal
while the uncertainties of the parameters are estimated using
systematics, independent measurements or educated guesses.
The model-based covariance matrix (prior) for the cross sec-
tions, C1, can be obtained through a simple error propagation
formula,
C1 = SP1S
T , (3)
where superscript T indicates a transposed matrix.
The experimental data, if available, are included through a
sequential update of the parameter vector p and the related
covariance matrix P as
pn+1 = pn +PnS
TQn(σ
exp
n − σ(pn))
(4)
Pn+1 = Pn −PnS
TQnSPn .
Here,
Qn = (Cn +C
exp
n )
−1 , (5)
n denotes the nth step in the evaluation process related to the
sequential inclusion of the nth experimental data set, vector
pn+1 contains the improved values of the parameters start-
ing from the vector pn, and Pn+1 is the updated covariance
matrix of the parameters pn+1. The Cexpn is the cross section
covariance matrix for the nth experiment. The updated (pos-
terior) covariance matrix for the cross sections is obtained by
replacing P1 with Pn+1 in Eq. (3),
Cn+1 = SPn+1S
T . (6)
The updating procedure described above is often called
Bayesian, although Eqs. (4-6) can be derived without any ref-
erence to the Bayes theorem as shown in Ref. [9].
The experimental covariance matrix, Cexpn , is usually non-
diagonal, due to the correlations among various energy points
Ei. Assuming that systematic experimental uncertainties are
fully correlated, the matrix elements are expressed through
the statistical, ∆staσexpn , and systematic, ∆sysσexpn , experimen-
tal uncertainties. This yields
nc
exp
i,i = (∆
staσexpn (Ei))
2 + (∆staσexpn (Ei))
2 (7)
and, for i 6= k,
nc
exp
i,k = ∆
sysσexpn (Ei)×∆
sysσexpn (Ek) . (8)
An important technical issue, which has to be addressed in
most of the covariance methods, is ensuring that the energy
grid, Ei, for the model calculations and experimental data is
the same to enable matrix operations in Eqs. (4-6). In the
KALMAN code this is achieved by bi-spline interpolation of
model cross sections and sensitivity matrices.
The above description can easily be generalized to account
for correlations among different experiments. To this end one
should construct a single vector containing all experimental
points and the related covariance matrix, which now may con-
tain blocks correlating different experiments. Only one update
is needed in such a case but the covariance matrices are much
bigger (in the current implementation of the Kalman filter the
model-based covariance matrix is expanded to match the ex-
perimental one).
The quality and consistency of the evaluated cross sections
can be assessed by scalar quantity
χ2 =
∑
n
(σexpn − σ(pfin))
T(Cexpn )
−1(σexpn − σ(pfin)) , (9)
where pfin is the final set of model parameters. A value of
χ2 per degree of freedom exceeding unity indicates underes-
timation of the evaluated uncertainties. It is a fairly common
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practice to multiply such uncertainties by a square root of χ2
per degree of freedom to address this issue.
The evaluator may choose to perform a sequential update
using experimental data for several/all reactions or just for a
single one. In the former case, all considered reactions are
correlated and unique set of parameters along with the related
covariance matrix are produced. On the other hand, poor ex-
perimental data in one reaction channel can negatively influ-
ence predictions for other channels.
We note that EMPIRE-KALMAN system is a general and
powerful tool for evaluation of nuclear reactions. In addition
to covariance calculations it may also be used to adjust model
parameters to reproduce experimental cross sections and other
observables within the selected reaction models and initial un-
certainties of model parameters. Therefore, the Kalman filter
can be used throughout the whole evaluation procedure to en-
sure consistency between cross sections, model parameters,
and related covariance matrices.
B. EMPIRE-MC approach
The Monte-Carlo (MC) method is used in EMPIRE only
in the fast neutron region. Its application to determination of
covariances for the nuclear reaction observables is very trans-
parent [4]. First, model input parameters that play a significant
role in defining reaction observables of interest are identified.
Then, the EMPIRE code is run a number of times with rel-
evant input parameters being drawn randomly within the as-
sumed limits around the central (optimal) values of the param-
eters. Typically, a flat distribution is used for drawing but there
is also a provision for the Gaussian one. Each such calculation
covers the desired incident energy range and produces full set
of cross sections, spectra, angular distributions and other ob-
servables. Standard statistical methods are used to obtain co-
variances for the calculated quantities automatically including
cross-reactions correlations. The same approach can also be
used for estimating cross-correlations between any two quan-
tities.
The MC calculations are conceptually straightforward and
free of certain simplifying assumptions, e.g., the assumption
of a linear response of the observables to the variation of pa-
rameters, which is inherent in the KALMAN method. There is
no need for a preliminary sensitivity calculation and the com-
puting time is independent of the employed number of model
parameters. These advantages come at a price - the number
of required calculations is in the range of hundreds and the
convergence of the results has to be demonstrated.
The standard implementation of the MC method has no pro-
vision for incorporating experimental data; the uncertainties
and correlations depend only on the assumed uncertainties of
the model parameters. However, the so-obtained covariance
matrix can be used as a prior in a full analysis by the general-
ized least-squares method, taking experimental data and their
uncertainties rigorously into account, e.g., the GANDR sys-
tem had been used in recent IAEA evaluations. Furthermore,
the model-based covariances obtained with the MC method
constitute a reliable benchmark for validating the faster but
FIG. 1: Graphic user interface (GUI) of the EMPIRE resonance mod-
ule. The buttons for covariance calculations are in the lower part.
linear-model calculations with KALMAN code.
III. RESONANCE REGION
A. EMPIRE resonance module
A new module for evaluating neutron cross sections in the
resonance region automates most of the evaluation procedures
and can be executed within EMPIRE or as a stand-alone pro-
gram. It includes a graphic user interface (see Fig. 1) and
a number of codes and scripts that read individual, as well
as average, resonance parameters from the Atlas of Neutron
Resonances [2] and other physical constants from RIPL-2 [7].
This allows performing a statistical analysis of the available
resonances and computing cross sections in the resolved and
unresolved resonance regions which are then compared with
experimental data. The module also provides an ENDF-6 for-
matted file for a resonance region and various plots for verify-
ing the procedure.
The PTANAL and WRIURR codes [10] constitute the com-
putational core of the module. PTANAL assigns missing
angular momentum and spin values to resonances using the
Bayesian method and a random assignment method, respec-
tively. It also assigns the mean radiative width to resonances
with unknown Γγ . In addition, the reduced resonance widths
are analyzed and fit with the Porter-Thomas distribution. The
WRIURR code, starting from the Atlas values, constructs en-
ergy dependent average resonance parameters for the unre-
solved region and stores them in ENDF-6 format. All these
tasks are executed with simple mouse clicks.
The reader is referred to Ref. [2] for more detailed explana-
tion of the physics and mathematical formalism involved. The
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fundamental roles of this new module are to preserve know-
how accumulated over several decades by S. Mughabghab and
to make it available in a modern computer environment. This
will allow us to continue with the maintenance of the Atlas of
Neutron Resonances in future.
B. EMPIRE resonance covariance module
Initially, we took advantage of the fact that resonances are
well described by a model such as Multilevel-Breit-Wigner
(MLBW) with parameters fully deduced from experiments.
Considering that often also their uncertainties were known, we
extended the approach already developed for the fast region
that was based on the propagation of parameter uncertainties
into MF33 cross section uncertainties and correlations. This
approach was used for producing covariances for 89Y, 99Tc
and 191,193Ir included in ENDF/B-VII.0 [11].
More recently, we realized that more straightforward ap-
proach would be to utilize MF32 representation of resonance
parameter covariances and leave production of cross section
covariances to the processing codes such as NJOY-99 and
PUFF-IV. An initial study along these lines is available [12].
Following the above idea the resonance module has been
extended to permit generation of MF32 covariances (see lower
part of the Fig. 1). This is achieved in several steps:
• Uncertainties for resonance parameters and thermal val-
ues are retrieved from the electronic version of the At-
las. The missing information is supplied by making use
of systematics or estimates. These uncertainties are put
into an MF=32 file of resonance parameter covariances
in the compact representation. This initial matrix is di-
agonal since no correlations are provided in the Atlas.
• The correlations between various parameters are es-
timated. In general, these are correlations for
the same resonance, discussed in more detail by
Mughabghab [13].
• The resonance parameter uncertainties are adjusted so
that the uncertainties of thermal values are reproduced,
as discussed below.
The resonance module has been designed to ensure con-
sistency among thermal cross section uncertainties and un-
certainties of the resonance parameters, a feature that was
not addressed during the development of the Atlas database.
Thermal cross sections are usually measured with higher ac-
curacy than resonance parameters. In order to take advantage
of their superior precision while still ensuring internal consis-
tency of the estimated covariances, we have coupled the res-
onance module with the Kalman filter code, which allows for
an objective adjustment of the original uncertainties. We il-
lustrate such adjustment on the two extreme cases of neutron
capture on 55Mn and 90Zr. In the case of 55Mn the thermal
capture cross section is known with the accuracy of 0.37%,
which is far better than the precision of the resonance param-
eters. 90Zr is a rare exception, in which the uncertainties in
 0.1
 1
 10
 100
10-5 10-3 10-1 101 103
Un
ce
rta
in
ty
 (%
)
Incident Neutron Energy (eV)
90Zr(n,γ)
Atlas
Atlas adjusted
Processed
Thermal
FIG. 2: Uncertainties of 90Zr(n, γ) cross sections. Compared is the
direct propagation of the uncertainties of the resonance parameters
reported in the Atlas (red), adjustment in which non-zero uncertain-
ties were assigned to widths of the bound resonance (green) and the
group-wise representation obtained with PUFF-IV (blue). The rec-
ommended uncertainty of the thermal value is also shown.
the resonance region are about three times smaller than for
the thermal capture (20%).
The case of 90Zr is relatively straightforward - since prop-
agation of the uncertainties of positive resonances to the ther-
mal region falls short of the experimental capture uncertainty
(see Fig. 2), we impose uncertainties of the neutron and radia-
tive widths of the bound resonance. The original Atlas uncer-
tainties of the positive resonances are preserved and there is
no need for any correlations among parameters. The result-
ing uncertainties shown in Fig. 2 are in point-wise form. The
same data in group form were taken from the contribution by
Arcilla et al. [6]. The agreement is perfect in the thermal re-
gion, in which the cross sections are strongly correlated. In the
region of resolved resonances the point-wise data are higher
than the group uncertainties due to statistical averaging over
uncorrelated resonances.
To address an inconsistency observed in the case of 55Mn
we considered three scenarios:
1. Adjustment of the resonance parameter uncertainties
without invoking correlations among the parameters.
2. Adjustment of the positive-energy resonances using
Kalman filter technique, which implies considering a
full covariance matrix of the parameters.
3. The same as in point 2 but including also bound
(negative-energy) resonances in the analysis.
Detailed discussion of the first scenario, along with its ap-
plication to the neutron radiative capture on 55Mn, was done
by Mughabghab and Obložinský [13]. Restricting adjustment
to the parameter uncertainties led to a considerable modifica-
tion of the Atlas data.
In the second scenario we extend the above analysis by al-
lowing correlations among resonance parameters, but restrict
4
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FIG. 3: Uncertainties of 55Mn(n, γ) cross sections. Direct propaga-
tion of the uncertainties of the resonance parameters reported in the
Atlas (red) is compared with the results of the adjustment procedure
with bound resonances excluded (green) and included (blue) in the
analysis. The recommended uncertainty of the thermal value is also
shown.
the analysis to the positive resonances. Fig. 3 shows that the
adjustment brings uncertainties at the thermal energy into a
perfect agreement with the experimental uncertainty. Inspec-
tion of the adjusted uncertainties in Table I (A1 column) in-
dicates very small changes compared to the initial uncertain-
ties (Atlas column). Only the radiative width uncertainty for
the third resonance was changed significantly, by a factor of
0.3. The reduction of the capture cross section uncertainty at
the thermal energy was obtained by introducing strong anti-
correlations between the radiative widths of the three consid-
ered resonances.
The third scenario brings bound resonance(s) into the play,
and treats them on the same footing as the positive-energy res-
onances. The generous initial uncertainties of the parameters
for the two bound resonances (50% for the widths and 5% for
the energies) are assumed to redirect the Kalman filter em-
phasis from the real resonances to the bound ones. Actually,
the first bound and the first positive resonances are the ma-
jor players contributing 27% and 59% of the thermal capture
cross section, respectively. The results are plotted in Fig. 3,
while the respective relative resonance parameters and their
uncertainties are listed in columns A2 of Table I.
As in the second scenario, the Kalman filter makes use
of the additional degrees of freedom and ensures low uncer-
tainty in the thermal region by introducing anti-correlation
among widths of bound resonances and widths of positive
resonances, while correlations between radiative widths for
the positive resonances are negligible. This treatment is con-
sistent with the actual motivation for invoking negative reso-
nances.
Fig. 4 shows the cross section correlation matrix obtained
within this approach. The thermal region appears to be fully
correlated, while the resolved resonances tend to be uncorre-
lated. Apart from the transitional region around 10 eV there
are no correlations between the thermal and resolved reso-
TABLE I: Relative values and uncertainties of 55Mn resonance
parameters for the two bound and the first three positive-energy
resonances. A1 refers to values obtained when only the first three
positive resonances were allowed to be varied, while A2 values were
obtained when also the two bound resonances were included in the
adjustment. The uncertainties of Ref. [2] are labeled as Atlas. The
negative resonance numbers indicate bound resonances, E0 stands
for the resonance energy, Γn and Γγ for the neutron and radiative
width, respectively.
Res. Relative Value Uncertainty (%)
# A1 A2 Atlas A1 A2
-2 E0 1.000 1.000 0.00 0.00 4.99
Γn 1.000 1.031 0.00 0.00 48.71
Γγ 1.000 1.030 0.00 0.00 48.41
-1 E0 1.000 1.007 0.00 0.00 4.87
Γn 1.000 1.317 0.00 0.00 28.29
Γγ 1.000 1.317 0.00 0.00 28.29
1 E0 .999 .999 .30 .30 .30
Γn 1.015 1.001 2.19 2.11 2.18
Γγ 1.130 1.009 6.45 4.64 6.31
2 E0 .999 1.000 .18 .18 .18
Γn 1.004 1.000 4.44 4.42 4.44
Γγ 1.119 1.008 22.98 20.31 22.77
3 E0 .999 .999 .22 .22 .22
Γn 1.018 1.001 5.22 5.09 5.21
Γγ 2.011 1.075 38.24 12.36 34.77
FIG. 4: Cross section correlations for 55Mn(n, γ) in the low energy
region for the full adjustment scenario (A2, Table I). The thermal
region (bottom-left, in yellow) is fully correlated.
nance regions.
In spite of limited experience with the adjustment, we tend
to favor the latter scenario. It achieves the consistency of
uncertainties while minimizing changes to the original Atlas
values and avoiding anti-correlations between positive reso-
nances.
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FIG. 5: Comparison of the model-based cross section uncertainties
obtained with KALMAN (black) and Monte Carlo (red) methods for
89Y+n reactions. Calculated uncertainties result from the variation
of the real depth of the optical potential.
IV. FAST NEUTRON REGION
A. Comparison of model-based covariances obtained with
Monte Carlo and KALMAN
It is of fundamental importance to compare KALMAN and
MC approaches and understand any differences. The EM-
PIRE code was employed to perform nuclear reaction calcu-
lations, which enter both approaches, keeping inputs in both
methods identical. Thus, the potential source of discrepan-
cies, inevitable if two different reaction codes were used, was
avoided. Calculations were performed for total, elastic, in-
elastic, (n,2n), capture, (n,p) and (n,α) reactions on 89Y up
to an incident energy of 20 MeV. The same uncertainties of
model parameters were assumed and the MC parameters were
sampled from a Gaussian distribution.
We have compared uncertainties of the considered cross
sections resulting from the variation of a single model param-
eter. Fig. 5 shows such a comparison for one of the key pa-
rameters - depth of the real part of the optical potential. There
is a reasonable agreement between model-based uncertainties
obtained using the MC and KALMAN methods. Also, for
the remaining parameters the results are close to each other.
The only exception is the preequilibrium strength, for which
the non-negligible differences were obtained. The reason for
this discrepancy might be related to the fact that the relatively
strong variation (20%) used in the calculations, together with
the Gaussian distribution, allowed for values considerably far
from the central value in the MC simulations. Because of this,
the MC results may be demonstrating sensitivity to the non-
linear dependence of the cross sections on the parameters.
Fig. 6 compares correlation matrices for the total cross sec-
tions. Again, both methods yield essentially equivalent results
- the chess-board like pattern in the correlation matrix is the
same in both methods. Only the transition between negative
and positive correlations above 10 MeV is more gradual in the
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FIG. 6: Comparison of the model-based cross section correlations for
89Y(n,tot) obtained with KALMAN (top) and Monte Carlo (bottom)
methods. The correlations result from the variations of the real depth
of the optical potential.
MC than in the KALMAN approach.
These numerical tests indicate that, in absence of experi-
mental data, both methods are practically equivalent as long
as the non-linearity (higher-order) effects in the KALMAN
approach are taken into account. We found that to minimize
the impact of non-linearity, the sensitivity matrix should be
calculated using model parameter variations that are close to
the parameter uncertainties.
B. Inclusion of experimental data
Inclusion of experimental data into the covariance deter-
mination still appears to be a major issue. The KALMAN
method accounts for them naturally but suffers from the gen-
eral deficiency of all least squares type approaches - uncer-
tainties tend to reach values that are considered far too small
if very many experimental data are included in the analysis.
One practical remedy to this problem is to prevent uncertain-
ties of the model parameters to fall below some sensible limit
(say 3%). While this procedure is simple and effective, it in-
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experimental data, and ‘Full’ includes experimental data for all reac-
tion channels.
troduces a highly arbitrary component into the estimation of
uncertainties. In the present comparison we have refrained
from resorting to this solution.
The classical formulation of the MC approach does not ac-
count for the experimental data. Thus, in the present study, the
prior (model-based cross section covariance), obtained with
the EMPIRE-MC calculations, was fed into the Generalized
Least Squares code ZOTT incorporated in a more general
GANDR system by D.W. Muir [8]. In the following we re-
fer to this approach as EMPIRE-MC-GANDR. The same nu-
clear reaction input was used to produce sensitivity matrices
for KALMAN and the MC based priors for GANDR.
Fig. 7 illustrates effect of including experimental uncertain-
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FIG. 9: The correlation matrix for the 89Y(n,2n) reaction obtained
with KALMAN using full set of experimental data for all reaction
channels (top). The same for MC method (bottom).
ties of the 89Y(n,2n) reaction estimated using the two meth-
ods. The pure model-based predictions are very similar. As
expected, adding experimental data reduces uncertainties in
both methods, but the reduction in the KALMAN approach is
stronger than in the GANDR method. Inclusion of the exper-
imental data for all the remaining channels (including nearly
1000 points for total) reduces (n,2n) uncertainties by about
30% in GANDR. In KALMAN this difference is practically
negligible around 14-15 MeV, i.e., in the range in which many
(n,2n) measurements are available as can be seen in Fig. 8.
This figure shows also the effect of including all experimental
data on the posterior cross sections. Additional experimen-
tal points constrain model parameters so that the fit is slightly
worse than in the case of using (n,2n) data only. There is
a considerable advantage in reproducing all reaction chan-
nels simultaneously with the same set of model parameters,
as cross correlations among various reaction channels are also
produced.
Fig. 9 presents correlation matrices obtained with the two
methods. The comparison is to some extent obscured by the
low energy resolution in the case of GANDR, but the general
structure of the two matrices can be considered similar. In
the KALMAN matrix one notes relatively weak correlations
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FIG. 10: Uncertainties of 89Y(n,tot) cross sections obtained with
KALMAN including (n,tot) data by Abfalterer (blue), (n,tot) data
by Foster and Abfalterer (red), and full set of experimental data for
all reaction channels (black).
below 15 MeV due to a large number of experimental data
available in this region. At higher energies, the correlations
are stronger as expected for the model dominated cases. The
anticorrelations observed above 28 MeV can be explained as
due to the preequilibrium emission that decreases (n,2n) cross
sections in the maximum of the excitation function and in-
creases them in the high energy tail.
Finally, in Fig. 10 we show 93Nb(n,tot) and illustrate effect
of including experimental data on the uncertainties of the to-
tal cross section using the KALMAN method. We note that
2.8% systematic error was assumed for all experiments but no
cross correlations were allowed. Using the extended set of
Abfalterer data (more than 400 points) the uncertainties are of
the order of 1.5%. Adding about 200 points by Foster brings
them down to about 1%, and including the remaining exper-
iments results in a further reduction to about 0.75%. Many
experimentalists would consider such low uncertainties as un-
realistic.
C. Avoiding unreasonably low uncertainties
Quite often, Kalman filter analysis involving a vast amount
of experimental data results in uncertainties that are far lower
than systematic uncertainties even of the most precise mea-
surement. This happens in spite of the fact that proper exper-
imental covariances, accounting for systematic uncertainties,
are supplied as an input to the KALMAN code.
One of the sources of the problem is the implicit Kalman
filter assumption that the model itself is perfect. Thus, any
uncertainties in model calculations are only due to the uncer-
tainties of the model parameters. Often, the shape of a cal-
culated excitation function is constrained. We illustrate this
point on the example of the 93Nb(n,tot) reaction in Fig. 11.
The depth and radius of the real part of the optical model po-
tential are essentially determining the shape and magnitude of
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FIG. 11: Effect of 5% variation of the depth of the real optical po-
tential on the 93Nb(n,tot) cross section. The baseline values are in
red.
the total cross section. The two quantities are known to be
strongly correlated, therefore it is sufficient to consider only
one of them. In Fig. 11 we show the change of total cross
section in response to the variation of the real potential depth
by 5%. One observes that this does not provide for scaling of
the absolute value of the cross section. Such scaling is actu-
ally the degree of freedom that would be needed to accommo-
date systematic uncertainties in the measurements that in most
cases amount to scaling cross sections up and down without
changing its shape. Lack of this possibility might have a dra-
matic effect on parameter uncertainties - any scaling of the
cross section appears incompatible with the model calcula-
tions since it can not be reproduced by any sensible variation
of the model parameters. If the model were perfect we would
have to conclude that the systematic experimental uncertain-
ties are overestimated. To avoid such a reduction we introduce
intrinsic model uncertainty by defining a fictitious model pa-
rameter, pmod, that multiplies model predicted cross sections.
The prior value of this parameter is one.
Our preliminary studies indicate that the Kalman filter ad-
justs the uncertainty of the fictitious model parameter,∆pmod,
to reproduce the smallest systematic uncertainty. Thus, if the
whole energy range is adequately covered by the experimen-
tal data the final result is well-defined. In the energy ranges
without measurements the result, to some extent, depends on
the initial (assumed) uncertainty of the new parameter,∆pmod.
Naturally, if no experimental data are available the discussed
contribution to the uncertainty is defined by ∆pmod. In such a
case, however, the cross section uncertainties are determined
primarly by the propagation of uncertainties of the genuine
model parameters, which are much larger than the intrinsic
model uncertainties. The latter can, therefore, be neglected
especially since there should be no uncertainties small enough
to raise any concern. The procedure is particularly useful to
simulate intrinsic uncertainties in the optical model, i.e., it is
meant to be applied to the total cross sections. These are often
very well measured which, combined with the rigid shape of
8
VI CONCLUSIONS
the optical model predictions, results in extremely low uncer-
tainties. There is no need to invoke such a procedure for other
nuclear reaction models, e.g., compound nucleus and preequi-
librium emission, since their formulations include parameters
which, to a large extent, provide for a scaling degree of free-
dom.
A conceptually similar solution, correlated sampling of
energy-dependent scaling parameters, has also been adopted
for the MC approach in EMPIRE. In this way, the minimum
uncertainty of the calculated cross-section is limited by the un-
certainty of the scaling parameter which is taken as the model
uncertainty.
An additional source of low uncertainties has been dis-
cussed in the contribution by Leeb [14] to the present Work-
shop - neglecting correlations among numerous experiments
implies statistical independence of the respective systematic
uncertainties and leads to reducing final uncertainty below in-
dividual systematic uncertainty. We refer to the original paper
by Leeb for a description of an approximate method allowing
one to avoid this source of underestimation.
V. APPLICATION TO COVARIANCE EVALUATIONS
The EMPIRE-KALMAN and EMPIRE-MC-GANDR sys-
tem has been extensively applied for the generation of co-
variance data. We mention here covariances for 13 materi-
als, 89Y, 99Tc, 152−158,160Gd, 191,193Ir and 232Th, included
in the new ENDF/B-VII.0 library [11] released in 2006. In
addition, there was a considerable effort to deliver prelimi-
nary covariances for the WPEC Subgroup 26 which resulted
in covariance estimates for 36 materials. The more recent
large-scale project was initiated by the U.S. Nuclear Critical-
ity Safety Program to provide a ‘low-fidelity’, but complete,
set of covariances that could be used to exercise processing
methodologies and tools [15].
New evaluations for a full set of stable tungsten isotopes,
180,182−184,186W, in the neutron energy range up to 150 MeV
were produced [16], with the covariance matrices generated
using the EMPIRE-MC-GANDR approach. The NNDC pro-
duced new covariances for 55Mn and 90Zr in the fast neutron
region using EMPIRE-KALMAN technique [17].
The NNDC and LANL are cooperating in preparation of
covariances for the ENDF/B-VII.0 data adjustment within the
GNEP project. This activity involves about 100 materials rel-
evant to the design of the innovative fast actinide burner reac-
tors.
VI. CONCLUSIONS
There has been considerable activity to reestablish covari-
ance capabilities within the nuclear data comunity. Qualitative
progress became possible due to the availability of advanced
nuclear reaction codes supported by the comprehensive li-
braries of input parameters (RIPL) and by the compilation of
resonance parameters (Atlas). The cross section covariance
capabilities of the EMPIRE code cover the full energy range
relevant to applications, including thermal, resonance and fast
neutron regions. This puts EMPIRE in a unique position to
provide complete sets of covariance data for most of the nu-
clei, such as the fission products and structural materials. The
code is also well capable of treating actinides. The modules
for estimating covariances for neutron multiplicities and for
fission spectra are integrated into the EMPIRE code but need
adequate parametrization.
The resonance module of EMPIRE closes the gap between
the evaluated neutron resonance data for 381 isotopes con-
tained in the Atlas of Neutron Resonances and applications
by bringing Atlas data into the evaluated nuclear data files. In
particular, the module produces covariances of the resonance
parameters in the MF32 compact representation. When doing
this, the module allows adjustment of the parameter uncertain-
ties in order to ensure consistency with the uncertainties of the
thermal cross sections. We have discussed several strategies
for imposing such consistency and found that in most cases in-
voking correlations among positive and negative (bound) res-
onances is the least intrusive solution.
In the fast neutron region we discussed two complemen-
tary methods implemented in EMPIRE for determining co-
variances. The Kalman filter approach is based on variance
minimization while the stochastic one is based on the Monte
Carlo sampling followed by the GANDR least-squares fitting
of experimental data. We have compared both approaches
and concluded that model-based covariances obtained with
the two methods are practically equivalent. There is also a
possibility of using KALMAN generated model-based prior
with the GANDR code.
Very serious concerns were raised regarding extremely low
uncertainties resulting from the least-squares analysis using
model-generated priors. We believe that these low uncertain-
ties arise, in part, from the rigidity of the model predictions,
i.e., intrinsic model uncertainties which are not accounted for
in the procedure. Our numerical experiments indicate that
adding new degrees of freedom to the model has a desired ef-
fect on the output uncertainties and might be used to eliminate
this deficiency.
The EMPIRE code system is entering a stage at which it
can effectively be used for production of covariance data.
Still, there is a number of issues that should be addressed. In
the resonance region these include accounting for the uncer-
tainties of the resonance integrals, and possible correlations
among positive resonance parameters. The methodology
in the unresolved resonance region should be addressed by
adding capability to utilize average resonance parameters. In
the fast neutron range, we should be seeking better insight
into intrinsic model uncertainties and expand the space of
perturbed parameters, e.g., we should include the energy
dependence on the model parameters. Protracted activities
along these lines should eventually provide an extensive and
consistent set of model parameters. Last, but not least, is
the long standing problem of analyzing experimental data in
order to extract critical information regarding statistical and
systematic errors associated with these measurements, which
are decisive in determining evaluated data.
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