Breast cancer remains a global challenge, causing over 1 million deaths globally in 2018 [8] . To achieve earlier breast cancer detection, screening x-ray mammography is recommended by health organizations worldwide and has been estimated to decrease breast cancer mortality by 20-40% [7, 42] . Nevertheless, significant false positive and false negative rates, as well as high interpretation costs, leave opportunities for improving quality and access [34, 40] . To address these limitations, there has been much recent interest in applying deep learning to mammography [51, 52, 11, 39, 50, 37, 27, 18, 32] ; however, obtaining large amounts of annotated data poses a challenge for training deep learning models for this purpose, as does ensuring generalization beyond the populations represented in the training dataset. Here, we present an annotation-efficient deep learning approach that 1) achieves state-of-the-art performance in mammogram classification, 2) successfully extends to digital breast tomosynthesis (DBT; "3D mammography"), 3) detects cancers in clinically-negative prior mammograms of cancer patients, 4) generalizes well to a population with low screening rates, and 5) outperforms five-out-of-five full-time breast imaging specialists by improving absolute sensitivity by an average of 14%. Our results demonstrate promise towards software that can improve the accuracy of and access to screening mammography worldwide.
and data sources not used for model training and that c) extends to both 2D and 3D mammography. As performance metrics can vary greatly depending on the tested dataset and ground-truth criteria, comparing directly to human experts is essential for the most meaningful benchmarking. Testing generalization to populations and datasets not used for model training is also imperative, as deep learning can be highly sensitive to input statistics [25, 9, 45, 53] . Lastly, developing an effective DBT model is increasingly important given the technology's growing use [15] and the sparsity of deep learning solutions that leverage the advantages of 3D mammography.
Both data-related and algorithmic challenges contribute to the difficulty of developing deep learning solutions that achieve the aforementioned goals. Deep learning models generally perform best when trained on large amounts of data, especially highly-annotated data, and obtaining either for mammography can be a formidable task. The two most prominent publicly accessible datasets for 2D mammography are the US-based Digital Database of Screening Mammography (DDSM) [21] , which consists of digitized film exams with radiologist-drawn segmentation maps for detected lesions, and the UK-based Optimam Mammography Image Database (OMI-DB) [2] , which contains digital mammograms with a mix of strongly-labeled (in the form of bounding boxes) and weakly-labeled (breast-level) data. We are not aware of any public datasets for DBT. Strongly-labeled data, where lesion localization information is available, is particularly valuable for mammography given its "needle-in-a-haystack" nature. This is especially true for DBT, which can contain over 100 times as many images (or "slices") as DM and on which malignant features are often only visible in a few of the slices. From a machine learning perspective, this combination of large data size and relatively small findings can lead to significant overfitting. Strongly-labeled data can help mitigate this overfitting, but such data can be costly or impractical to collect, as well as noisy due to annotator variability. Additional challenges include the severe class imbalance of screening mammography (99.5% of cases are non-cancerous) and the high resolution of mammographic images, which can be 10-20 times the resolution typically used for approaches on natural images. Figure 1 : Model training approach. a) To effectively leverage both strongly and weakly-labeled data while mitigating overfitting, we train our deep learning models in a series of stages. Stage 1 consists of patch-level classification using cropped image patches from 2D mammograms [32] . In Stage 2, the model trained in Stage 1 is used to initialize the feature backbone of a detection-based model. The detection model, which outputs bounding boxes with corresponding classification scores, is then trained end-to-end in a strongly-supervised manner on full images. Stage 3 consists of weakly-supervised training, for both 2D and 3D mammography. For 2D (Stage 3a), the detection network is trained for binary classification in an end-to-end, multiple-instance learning (MIL) fashion where an image-level score is computed as a maximum over bounding box scores. For 3D (Stage 3b), the model from Stage 2 is used to condense each DBT stack into an optimized 2D image by evaluating the DBT slices and extracting the most suspicious regions of interest at each x-y spatial location. The model is then trained on the optimized images using the same MIL approach as Stage 3a. b) Summary of training datasets.
Here, we have taken steps to address both the data and algorithmic challenges of deep learning applied to mammography. To address data scarcity, we have assembled three additional training datasets, focusing especially on DBT. To leverage this data in addition to public data, we have developed an algorithmic approach that effectively makes use of both strongly and weakly-labeled data by training a core model on a series of increasingly difficult tasks. [32] . Using the strongly-labeled data from OMI-DB and DDSM, we generate a large number of cropped image patches, where each patch is given a label according to whether or not it contains a lesion. We then train a popular convolutional neural network, ResNet-50 [20] , to classify these patches. We next use the patch-trained ResNet-50 to initialize the backbone of a fully-convolutional, detection-based model, RetinaNet [31] , which is then trained on full images in Stage 2. In the RetinaNet model, the ResNet-50 is used to create a feature pyramid that contains features extracted at different spatial scales over the entire image. The feature pyramid becomes the input to a detection module, which ultimately outputs bounding boxes at different locations across the image. Each bounding box is assigned a classification score, trained here to indicate the likelihood that the enclosed region represents a malignancy. In this second training stage, we again train in a strongly-supervised fashion using the strongly-labeled data from OMI-DB and DDSM.
To take advantage of all of the training data available, the final phase of our training pipeline consists of weakly-supervised training. We conduct this weakly-supervised training separately for 2D (Stage 3A) and 3D (Stage 3B) data. In both cases, we build upon the strongly-supervised training by using the same core RetinaNet architecture, initializing with the weights from Stage 2. For 2D inputs, we use a multiple-instance learning (MIL) formulation where a maximum is computed over all of the bounding box classification scores. This results in a single, interpretable score for the entire image, corresponding to the most suspicious region of interest (ROI). The resulting model remains fully-differentiable, allowing end-to-end training using binary cancer/no-cancer labels. Importantly, even though the model at this stage is only trained with image-level labels, it retains its localization-based explainability, mitigating the "black-box" nature of standard classification models.
For DBT, our approach to weakly-supervised training is motivated by the value of DBT in providing an optimally-angled view into a lesion that could otherwise be obscured by overlapping tissue, and by the similarity between DBT and DM images, which suggests the applicability of transfer learning. Furthermore, we especially consider that the aggregate nature of 2D mammography can help reduce overfitting compared to training end-to-end on a large DBT volume. With these intuitions in mind, we train on the DBT volumes in two steps. In the first step, the most suspicious regions in the DBT volume are condensed into an optimized image. To achieve this, the 2D strongly-supervised model separately evaluates the slices in the DBT stack, producing a set of bounding boxes at each spatial location for each evaluated slice. The bounding boxes over all of the slices are then aggregated and filtered using non-maximum suppression (NMS), which filters overlapping bounding boxes by their classification scores, retaining the highest scoring non-overlapping boxes. This results in a final set of bounding boxes wherein each box has the highest score at its spatial location over all of the evaluated slices. The image patches defined by the filtered bounding boxes are then collapsed into a single 2D array representing an image optimized for further model training. The strongly-supervised 2D RetinaNet model is then trained on these optimized images using the same MIL formulation described above. Figure 1b summarizes the data used to train our models. In addition to OMI-DB and DDSM, we use datasets collected from three clinical sites in the United States. During training, we implement class balancing by randomly sampling a cancer or non-cancer example with equal probability at each training iteration. This class balancing is implemented within datasets as well to prevent the model from learning biases in the different proportions of cancers across datasets. Final model selection is based on performance on a held-out validation set, with cross-validation performed at the patient level.
To assess the performance of our deep learning approach, we conducted a reader study using screening DM cases retrospectively collected from a regional health system located in a different US state than the other sources of training data. No data from this site was ever used for model training or selection. Five radiologists who are full-time fellowship-trained breast imagers participated in the study.
The first component of the reader study consisted of comparing the performance of the radiologists to the standalone performance of the deep learning model on "index" cancer mammograms. Index exams are the standard cases included in most reader studies as "cancers" and correspond to the screening exam from the year in which a given cancer was detected. At the average reader sensitivity, the model achieved an absolute increase in specificity of 24.0% (95% CI: 17.4-30.4%; p < 0.0001). Additionally, the model outperformed every combination of the readers (Extended Data Fig. 1 ). The model's area-under-the-curve (AUC) also exceeds that of recently-published models [50, 49, 52] (Extended Data Table 1 ).
The second component of our reader study involved the clinically-negative prior exams of the same cancer patients, which we denote as "pre-index" exams. These mammograms were obtained 12 to 24 months prior to the index exams of the same patient and were not flagged for further workup at the time of initial interpretation. The pre-index exams can largely be thought of as challenging false negatives, since it is estimated that breast cancer typically exists more than 3 years prior to detection by mammography [19, 47] . While it is not guaranteed that a pathology-proven cancer could have been determined with appropriate follow-up, it is likely that cancer existed at the time of acquisition for the majority of these exams. Figure 3 , the deep learning model outperformed all five readers in the early detection, pre-index paradigm as well. The absolute performances of the readers and the deep learning model were lower on the pre-index cancer exams than on the index cancer exams, as expected given the difficulty of these cases. Nonetheless, the deep learning model still demonstrated an absolute increase in sensitivity of 17.5% (95% CI: 6.0-26.2%; p = 0.001) at the average reader specificity, and an absolute increase in specificity of 16.2% (95% CI: 7.3-24.6%; p = 0.001) at the average reader sensitivity. At a specificity of 90% [29] , the model would have flagged 45.8% (95% CI: 28.8-57.1%) of the pre-index cancer cases for additional workup. To further test the generalizability of our model, we assessed its performance on a DM dataset collected at an urban Chinese hospital. The model was evaluated locally at the hospital, with data never leaving the site. Testing generalization to this dataset is particularly meaningful given the low screening rates in China [14] and the known (and potentially unknown) biological differences found in mammograms between Western and Asian populations. For instance, there is a greater proportion of dense breasts in Asian populations [6] , which can increase the difficulty of mammogram interpretation. Our deep learning model -which was trained primarily on Western populations -generalizes well to a Chinese population, achieving an AUC of 0.971 ± 0.005 (on the equivalent of "index" cancer exams; Table 1 ). Even when adjusting for tumor size to approximately match the statistics expected in an American population, the model achieved 0.956 ± 0.020 AUC (see Table 1 and Methods). Table 1 additionally contains the results of the model when evaluated on held-out testing splits of OMI-DB and data from Site A, both also illustrating high levels of performance (see Extended Data Table 3 for further analysis).
As indicated in
Finally, our DBT approach performs well when evaluated at a site not used for DBT model training, as summarized in Table 1 . Our method, which generates an optimized image from the DBT slices and then classifies this image, achieves an AUC of 0.947 ± 0.012 (with index cancer exams). When scoring the DBT volume as the maximum bounding box score over all of the slices, the strongly-supervised 2D model used to create the optimized images exhibits an AUC of 0.865 ± 0.020. Thus, fine-tuning this model on the optimized DBT images significantly improves performance. Many DBT machines automatically generate synthetic 2D images from DBT volumes, and these synthetic images are often used as a supplement to or replacement for DM images in a DBT study; when fine-tuning our strongly-supervised 2D model on the manufacturer-generated synthetic images from the training set, the resulting model achieves 0.922 ± 0.016 AUC on the test set. Averaging predictions across the manufacturer-generated synthetic 2D images and our optimized 2D images results in an even higher overall performance of 0.957 ± 0.010. Table 1 : Summary of additional model evaluation. All results correspond to using the "index" exam for cancer cases; "pre-index" results where possible and additional analysis is included in Extended Data In summary, we have developed a deep learning approach that achieves state-of-the-art performance in classification of breast cancer in screening mammograms. By relying on a series of increasingly difficult training stages, we effectively leverage both strongly-labeled and weakly-labeled data from a wide array of data sources. The resulting model outperformed five-out-of-five full-time breast imaging specialists in a reader study involving data from a site not used for model training. This performance differential occurred on both the exams in which cancers were found clinically and the prior exams of these cancer cases which were deemed clinically-negative at the time of interpretation. The high performance of our model on data from an urban Chinese hospital further indicates its ability to generalize well across populations. Lastly, our novel training approach for DBT -which utilizes transfer learning and a novel region of interest aggregation strategy -also results in high performance, even when using only weakly-labeled data. Altogether, these results show great promise towards earlier cancer detection and improved access to life-saving screening mammography using deep learning.
Methods

Dataset Descriptions
Details of all utilized datasets are provided below. All non-public datasets were collected under IRB approval and were de-identified prior to model training/testing. Within each data source, cross-validation splits were created at the patient level, meaning that exams from a given patient are all in the same cross-validation split. Rules for label assignment and case selection for training data varied slightly across datasets given variability in collection time periods and available metadata. However, the definitions of testing sets and label criteria were standardized across datasets unless otherwise stated. In the main text, the following definitions were used in assigning labels: Index cancer -Screening exam obtained within three months preceding cancer diagnosis; Pre-index cancer -Screening exam interpreted as Breast Imaging Reporting And Data System (BIRADS [43] ) category 1 or 2 and obtained 12-24 months prior to index exam; Negative -Screening exam interpreted as BIRADS 1 or 2 and followed by an additional BIRADS 1 or 2 interpretation at the next screening exam 12-24 months later. In Extended Data Table 3 , we include additional results using a 12 month time window for defining an index cancer exam, as well as including pathology-proven benign cases.
Digital Database of Screening Mammography (DDSM) DDSM is a public database of scanned film mammography studies from the US containing normal, benign, and malignant cases with verified pathology information [21] . The dataset includes radiologist-drawn segmentation maps for every detected lesion. We split the data into 90%/10% training/model selection splits, resulting in 732 cancer, 743 benign, and 807 normal studies for training.
OPTIMAM Mammography Image Database (OMI-DB)
The OMI-DB is a publicly available dataset from the UK, containing screening and diagnostic digital mammograms primarily obtained using Hologic and GE equipment [2] . We split the data into 60%/20%/20% training/model selection/testing splits. We use the following definitions of cancer status for training: Cancer -Case acquired within two years of pathology-proven malignancy; Benign -Case acquired within one year of a benign biopsy from a patient who had no record of cancer in the database; Negative -A normal exam (BIRADS 1 & 2) from a patient who had no record of cancer in the database. These definitions result in 5,233 cancers (2,332 with bounding boxes), 1,276 benigns (296 with bounding boxes), and 16,887 negatives for training. The test results in Table 1 are calculated using 1217 cancer cases and 3000 negatives. Given the relatively low proportion of patients that have more than one screening exam in OMI-DB, we do not require a subsequent negative screening exam for the negative cases in the test set; instead we sample from the set of all negative exams from patients who have no record of cancer in the database.
Site A Site A consists of a community hospital in Oregon. The dataset from Site A primarily consists of screening mammograms, with DM data from 2010-2015 mostly collected from GE equipment, and DBT data from 2016-2017 collected from Hologic equipment. We split the DM data into 40%/20%/40% training/model selection/testing splits. We use the DBT data solely for testing, given its high proportion of screening exams compared to the other utilized DBT datasets. Ground truth cancer status for both modalities was obtained using a local cancer registry. A report also accompanied each study and contained BIRADS information. For the DBT data, a list of benigns was also additionally provided by the hospital. For 2D data training, we use the following definitions of cancer status: Cancer -Screening case acquired within 15 months of pathology-proven malignancy; Negative -Screening mammogram interpreted as BIRADS 1 or 2, with no record of non-screening procedures or non-normal interpretations for the patient for 18 months prior to and following the exam. These definitions result in 466 cancers and 48,248 negatives for training. The DM testing results in Table 1 are calculated using 249 cancers and 1,990 negatives. For DBT, the test results in Table 1 include 78 cancer cases and 519 negatives.
Site B Site B consists of an inpatient medical center in Rhode Island. The data from this site contains DBT mammograms, with a mix of screening and diagnostic exams collected retrospectively between 2016-2017. Cancer status, benign results, and BIRADS were determined using a local database. We split the dataset into 80%/20% training/model selection splits. We use the following definitions of cancer status for training: Cancer -Case acquired within 15 months of pathology-proven malignancy; Benign -Case with subsequent benign biopsy results from a patient with no record of cancer; Negative -Case interpreted as BIRADS 1 or 2. These definitions result in 13,767 negatives, 379 benigns, and 263 cancers for training. We note that the manufacturer-generated synthetic 2D images were also included in the weakly supervised training for the final 2D model.
Site C Site C consists of a health system in Oregon separate from the one in Site A. From Site C, DBT cases were retrospectively collected between 2017-2018. The data consists of a mix of screening and diagnostic cases, mostly acquired using Hologic equipment. We split the data into 70%/30% training/model selection splits. A local registry was used to determine cancer status. The following definitions were used for training: Cancer -Case acquired within 15 months of cancer status, as determined by entry in a regional cancer registry; Negative -Case from a patient with no entry ever in the regional cancer registry. These definitions result in 613 cancers and 8,355 negatives for training. Given the geographic proximity between Site C and Site A, we exclude a small number of patients that overlap in both sets when performing testing on Site A. We note that the manufacturer-generated synthetic 2D images were also included in the weakly supervised training for the final 2D model.
Site D Site D consists of a dataset from an urban hospital in China collected retrospectively from a contiguous period between 2012-2017. Used solely for model testing, the Site D dataset consists of 1,000 negatives (BIRADS 1 or 2 interpretation), 533 pathology-proven cancers, and 100 pathology-proven benigns. Given low screening rates in China, the data came from diagnostic exams (i.e. exams where the patient presented with symptoms), so the distribution of tumor sizes from the cancer cases contained more large tumors (64% larger than 2 cm) than would be expected in a typical United States screening population. To better compare to a US screening population, results on Site D are also calculated using a bootstrap resampling method to approximately match the distribution of tumor sizes from a US population according to the National Radiology Data Registry [4] . Using this approach, a mean AUC is computed over 5K bootstrapped populations.
Model Development and Training
The first stage of model training consisted of patch-based classification [32] . Patches of size 275x275 pixels were created from the DDSM and Optimam datasets after the original images were resized to a height of 1750 pixels. Data augmentation was also used when creating the patches, including random rotations and image resizing by up to 20%. The patch-based training stage itself consisted of two training sequences. First, starting from ImageNet [13] pre-trained weights, a ResNet-50 model [20] was trained for five-way classification of lesion type: mass, calcifications, focal asymmetry, architectural distortion, or no lesion. The model was trained for 62,500 batches with a batch size of 16, sampling equally from all lesion types. The Adam optimizer [26] was used with a learning rate of 1e−5. Next, the patch-level model was trained for three-way classification, using labels of normal, benign, or malignant, again sampling equally from all categories. The same training parameters were also used for this stage of patch-level training.
After patch-level training, the ResNet-50 weights were used to initialize the backbone of a RetinaNet model [31] for the second stage of training: strongly-supervised, image-level training. Image pre-processing consisted of resizing to a height of 1750 pixels (maintaining the original aspect ratio), cropping out the background, and normalizing pixel values to a range of [−127.5, 127.5] . Data augmentation during training included random resizing of up to 15% and random vertical mirroring. [26] was used, with a learning rate of 1e−5 and gradient norm clipping with a value of 0.001. Default hyperparameters were used in the RetinaNet loss, except for a weight of 0.5 that was given to the regression loss and a weight of 1.0 that was given to the classification loss.
For the weakly-supervised training stage, binary cancer/no-cancer classification was performed with a binary cross entropy loss. The same image input processing steps were used as in the strongly-supervised training stage. For 2D, training consisted of 300K iterations using the Adam optimizer [26] , starting with a learning rate of 2.5e−6, which was decreased by a factor of 4 every 100K iterations. Final model weights were chosen by monitoring AUC performance on the validation set every 4K iterations. After the weakly-supervised training stage, we note that it is also feasible in the RetinaNet framework to fine-tune the regression head of the network again on strongly-supervised data while freezing the backbone and classification head.
For DBT weakly-supervised training, the optimized images were created using the model resulting from 2D strongly-supervised training as described above, after an additional 50K training iterations with a learning rate of 2.5e−6. To create the optimized images, the 2D model was evaluated on every slice in a DBT stack except for the first and last 10% of slices (which are frequently noisy). A minimal bounding box score threshold was set at a level that achieved 99% sensitivity on the OMI-DB validation set. An intersection-over-union (IOU) threshold of 0.2 was used for NMS filtering. Any "empty" pixels in the optimized images were infilled with the corresponding pixels from the center slice of the DBT stack. The input processing parameters used for 2D images were reused for DBT slices and optimized images. Training on the optimized images was conducted similarly to 2D weakly-supervised training, except that the model was trained for 100K iterations.
Final 2D and 3D models were created by aggregating three similarly-trained models. The final prediction score for a given image was calculated by averaging across the three models' predictions for both horizontal orientations of the image (i.e. an average over six scores). Each breast was assigned a score by taking the average score of all its views. Each study was assigned a score by taking the greater of its two breast-level scores.
All models were developed and evaluated using the Keras library [10] with a Tensorflow backend [3] .
Reader Study
Data Collection A total of 405 screening DM exams were collected retrospectively from a single health system in Massachusetts under an IRB-approved protocol compliant with the Health Insurance Portability and Accountability Act. The exams were acquired between July 2011 and June 2014. 154 of the exams were negative, receiving an interpretation of BIRADS 1 or BIRADS 2, and all negative exams were followed by at least one additional subsequent negative screening exam. 131 of the exams came from women whose mammograms were initially interpreted as suspicious and who were diagnosed with cancer within three months of the screening date by pathological examination of their biopsies. These exams were termed "index" cancer exams. Additionally, previous screening exams conducted 12-24 months prior to the "index" exams were collected for 120 out of the 131 women, and were labelled "pre-index". These "pre-index" mammograms were interpreted as BIRADS 1 or BIRADS 2 at the time of initial clinical examination. In total, 154 non-cancer, 131 index cancer, and 120 pre-index cancer mammograms were collected from 285 women. The non-cancer cases were chosen to have a similar distribution in patient age and breast density compared to the cancer cases.
Reader Selection Five board-certified and MQSA-qualified radiologists were recruited as readers. All readers were fellowship trained in breast imaging and had practiced for an average of 5.6 years postfellowship (range 2-15 years). The readers read an average of 6,969 mammograms over the year preceding the reader study (range of 2,921 -9,260), 60% of which were DM and 40% of which were DBT.
Study Design
The reader study was conducted in two sessions. During the first session, radiologists read the 131 index cancer exams and 76 of the negative exams. During the second session, radiologists read the 120 pre-index exams and the remaining 78 negative exams. There was a washout period of at least 4 weeks in between the two sessions for each reader. The readers were instructed to give a forced BIRADS score for each case (1 -5) . BIRADS 1 and 2 were considered no recall, and BIRADS 3, 4, and 5 were considered recall [29] . Radiologists did not have any information about the patients (such as previous medical history, radiology reports, and other patient records), and were informed that the study dataset is enriched with cancer mammograms relative to the standard prevalence observed in screening; however, they were not informed about the proportion of case types. All radiologists viewed and interpreted the studies on dedicated mammography workstations in an environment similar to their clinical practice.
Statistical Analysis
The confidence intervals for the model AUCs and average readers' sensitivity and specificity were computed based on percentiles of a bootstrap method with 10,000 random resamples. The p-value for comparing the model's sensitivity and specificity with the average reader sensitivity and specificity was computed by taking the proportion of times the difference between the model and readers was less than 0 across the resampled data. The p-value for comparing AUCs between two models was computed using the DeLong method [12] . [50] 73.4% (64.9%, 85.4%) 6.5% (-2.5%, 19.4%) 0.070
Extended Data Table 3 : Performance of proposed models under different case compositions. In the main text, we chose case compositions and definitions to match those of the reader study, specifically index cancer exams were mammograms acquired within 3 months preceding a cancer diagnosis and non-cancers were negative mammograms (BIRADS 1 or 2) that were followed by another negative mammogram the subsequent screen. Here, we additionally consider a 12 month definition of index cancer exams, i.e., mammograms acquired within 0-12 months preceding a cancer diagnosis. The number of cancer cases added for the 12 month definition compared to the 3 month definition is 39, 46, and 7 for OMI-DB, Site A -DM, and Site A -DBT, respectively. A 12-24 month time window results in 68 cancer cases for OMI-DB and 232 cancer cases for Site A -DM. For a given dataset, the negative cases are shared amongst all cancer time window calculations, with case counts detailed in the Methods. In b), we also include pathology-proven benigns amongst the non-cancers. These cases correspond to mammograms in which the patient was recalled and ultimately biopsied, but the biopsy was benign. We include a 10% benign rate with respect to the total number of negatives for each calculation, corresponding to a typical recall rate in the United States [29] . Dashes indicate calculations that are not possible given the data and information available for each site. 
