We consider the wave-resistance problem for a 'slender' cylinder semisubmerged in a heavy fluid and moving at uniform, supercritical speed in the direction orthogonal to its generators. By a hodograph transformation, the problem (originally set up in a domain with a free boundary) reduces to the determination of a function, holomorphic in a fixed domain, satisfying some nonlinear boundary conditions depending on two (unknown) parameters. The problem in the hodograph plane is solved via the implicit function theorem; then, the two parameters are fixed by the requirement that the free boundary and the cylinder profile (which is assumed convex and reasonably smooth) form a single smooth (C 1 ) streamline. Furthermore, the free boundary is monotone increasing downstream, monotone increasing upstream and lies under the level of calm water.
Introduction
In two preceding papers (1, 2) we studied the wave-resistance problem for an infinitely long, semisubmerged horizontal cylinder, moving at a uniform speed c on the free surface of a heavy fluid, in the direction orthogonal to its generators. Let us briefly recall the problem considered there.
The unperturbed fluid, which is at rest, is assumed to have a finite constant depth H ; compressibility and viscosity are neglected as well as surface tension; moreover, the fluid motion is assumed to be irrotational.
Because of the geometry of the problem, the flow can be completely described in the vertical plane containing the direction of the motion (see Fig. 1 ). We assume that the velocity is supercritical, that is, c > g H (1.1) (g is acceleration due to gravity) and that the body is slender, that is, the piercing part of the cylinder is small compared to its length. In order to state the various equations of the problem, we choose a coordinate system connected with the cylinder and such that the (x, y)-plane is orthogonal to the horizontal generators of the cylinder; the x-axis is directed as the unperturbed flow, the undisturbed free surface is at y = 0 and the bottom of the region occupied by the fluid is at y = −H . The cross-section of the 'hull' is described by the equation y = f (x), (1.2) where > 0 is a small parameter and f is a C 1 function defined in some neighbourhood of the origin, J say, and such that, for some other neighbourhood of the origin J = (α, β) ⊂ J , we have
f (x) = 0 for x = α and x = β,
3)
x f (x) > 0 for x ∈ J \{0},
The fluid surface is described by the equation y = h(x), where h is an unknown smooth function defined in R\[x − , x + ], with x ± ∈ J . The two numbers x ± are the abscissae of the points where the free surface meets the hull, so that h(x ± ) = f (x ± ); clearly, we will also require that h(x) < f (x) for every x ∈ J \[x − , x + ]. Note that the values x ± are unknown and their determination is part of the problem. It is natural to assume that x − and x + lie in small neighbourhoods of the points α and β respectively, which are bounded away from the origin.
We set
(
1.4)
Then S * = {(x, y) ∈ R 2 : −H < y < h * (x)} (1.5) will denote the region filled with the fluid. We assume (as usual) that the curve y = h * (x) is a streamline, that is, the free surface and the wetted part of the cylinder form a single streamline; the bottom {y = −H } is also assumed to be a streamline. Let us introduce the complex variable z = x + iy and the complex velocity function ω(z) = u(x, y) − iv(x, y), holomorphic in S * , with u and v components of the velocity vector. We can now state our problem in the following form: find two real numbers x + > 0 and x − < 0, a real function h ∈ C 1 (R\[x − , x + ]) and a complex function ω = u − iv holomorphic in S * , such that the following boundary conditions hold: 1 2 |ω(x, h(x))| 2 + gh(x) = constant, Equations (1.7), (1.8) indicate that the free surface and the wetted hull are arcs of a streamline; equation (1.7) expresses the same property for the bottom, while (1.6) is the Bernoulli condition on the free surface. Finally, we have the continuity condition (1.12) together with the inequality
In (2) we studied the problem outlined above with the additional assumption that f (x) is an even function; the choice of a symmetric profile for the cylinder section allowed us to look for solutions with a definite symmetry (with respect to x) so reducing the number of unknown parameters and simplifying the functional setting of the problem. Here we will treat the general (non-symmetric) case. The aim of this paper is to prove the existence, for small values of the parameter , of an exact solution of the nonlinear problem, which, for → 0 reduces to the trivial parallel flow: ω = c, h = 0. Now, because of the lack of symmetry, some remarks concerning the behaviour of the flow at +∞ are in order. We first notice that, the free surface being disconnected, the constant appearing at the right-hand side of (1.6) may, in principle, be different in the two regions x < x − and x > x + ; however, for physical reasons (the atmospheric pressure should be the same in the two regions) we will assume that the constant does not change and it is equal to Note that the two pairs coincide at the critical value √ g H of c. As previously discussed, we are interested in solutions of (1.6) to (1.12) which are small perturbations of the uniform parallel flow and which reduce to it for → 0, for any fixed supercritical value of c; then, we shall require that the limits of ω and h for x → ±∞ be the same:
However, it is not possible, in general, to satisfy the above conditions at the level of the linearized problem in the non-symmetric case (see (1) ). Thus, in order to formulate the problem as a functional equation, we will search the solution in a space of functions with possible different limits at ±∞. As we shall see, the conditions at infinity together with the continuity condition (1.12) can be satisfied by an appropriate choice of the parameters x ± .
Here is the plan of the paper. In the next section, we use a hodograph transformation which (partially) overcomes the difficulties due to the free boundary; the transformed problem proves to be convenient for a functional reformulation. This is done in section 3 where, via the implicit function theorem, the problem (1.6) to (1.11) is solved for arbitrary parameters x + , x − . Here we exploit the results achieved in (1) for the linearized problem. Finally, in section 4, we determine the parameters by solving (1.12) and (1.10 ), (1.11 ). Some technical results and side properties of the solution are described in the Appendices.
The literature concerning this problem is mainly devoted to the treatment of the linearized theory (the so-called Neumann-Kelvin problem): see, for example, (3, 4) and the references cited therein.
The hodograph transformation
Let us consider the complex potential w:
(ϕ(x, y) is the velocity potential and ψ(x, y) the stream function), which is determined up to an additive constant. We fix the real part of this complex constant by choosing ϕ(0, f (0)) = 0 and the imaginary part by requiring that the streamline y = h * (x) is represented by the equation ψ = 0. As a consequence, the bottom of S * will be represented by ψ = −cH (see (2)). If we assume that ω(z) = 0 in S * (this is justified from the fact that our solution should be a small perturbation of the free parallel flow) then there is a conformal map, called the hodograph,
which maps the domain S * of the physical plane onto a strip A H in the hodograph plane (ϕ, ψ) given by
The inverse map, w → z(w), is well defined on A H and satisfies
As already discussed in (5), in the hodograph plane the flow is better described by the reciprocal of the velocity field; then we put
The 'explicit' relations between the old and new variables take the form
assuming that the last integral is convergent (see the remarks following equation (4.1)). The function , holomorphic in A H , has to satisfy some boundary conditions on ∂ A H . We note first that two points are relevant on the upper boundary of the strip A H : the images by the hodograph map of the points P − = (x − , f (x − )) and P + = (x + , f (x + )) where the free boundary meets the hull; let ϕ = ϕ − and ϕ = ϕ + be respectively the equipotential lines passing through these points; obviously, ϕ − and ϕ + are unknown. We note, however, that we are dealing with solutions which are small perturbations of the constant solution = 1/c, so that we may assume U > 0 and x(ϕ, 0) strictly increasing (see 2.7); then, by our previous choice of a potential satisfying ϕ(0, f (0)) = 0, we have the a priori bounds ϕ − < 0 and ϕ + > 0. The curve between P + and P − representing the wetted part of the hull, is mapped onto the beam
and the free surface onto the half-lines
The image of the bottom of the fluid is the line
Now, we observe that the kinematic free surface condition (1.7) is already taken into account by requiring that the free surface is part of the streamline ψ = 0, while the Bernoulli condition (1.6), by standard computations, takes the form
The condition (1.8) becomes
while the condition on the bottom gives
( 2.14)
Moreover, we require the conditions at infinity:
The continuity condition (1.12), taking into account (2.7) and (2.8) 2 , is written
Notice that these two conditions, now written in the hodograph plane, are no more independent; for, by taking the difference term by term, we get an identity:
Equations (2.12) to (2.16) formulate the problem in the hodograph plane. We remark that the free surface profile, h(x), disappeared among the unknowns; it will be recovered at the end, once the hodograph map is known, as the image of (part of) the level line ψ = 0. Notice also that we now seek the function holomorphic in a fixed domain, namely the strip A H ; has to satisfy, on the upper bound F ∪ I of the strip, two different boundary conditions, one on F and the other on I ; but the separating abscissae, ϕ + and ϕ − , are not known.
To solve the problem, we choose the following strategy: first we regard ϕ + and ϕ − as given parameters and seek a function , holomorphic in A H , satisfying (2.12) to (2.15). Then we impose the conditions (2.15 ) and (2.16) to select the right values of the parameters.
Assume now that ϕ − and ϕ + are known; a further change of the independent variables and unknowns will prove convenient in the following. By setting
where we set
in particular, the beam I is mapped onto the interval (−1, 1) of the ρ-axis. We remark now that, when = 0, the equations (2.12) to (2.15) admit the constant solution = 1/c. Then, we define the new unknown
(as a function of the new variables (2.17)) by subtracting this solution from and dividing by ; namely, we set
σ ). (2.20)
We want now to write the nonlinear boundary conditions (2.12), (2.13) as formal operator equations in the new variables. We first note that (2.7), on the line ψ = 0, takes the form
where we have called ρ 0 the value of ρ when ϕ = 0:
Then, we can define on (−1, 1) the function
We now set
Moreover, by setting
is equivalent to the conditions (2.12), (2.13). Moreover, the function χ must be holomorphic in A * , vanishing for ρ → −∞ and satisfying the linear condition η(ρ, −H * ) = 0. In the next section, we will formulate the equation (2.28) as an operator equation between suitable Banach spaces which take into account all the above conditions.
The functional setting of the problem
As previously discussed, we will solve the equation B(χ , ) = 0 by applying the implicit function theorem; to this aim, we need to find an appropriate functional setting and prove the invertibility of the Frechet derivative of the operator B (see below). As we have already remarked, when = 0 the equations (2.12) to (2.15) admit the constant solution = 1/c. Assuming then that can be expanded in powers of , we set, according to (2.20),
By inserting (3.1) into (2.28) and taking (formally) the limit → 0, we get a problem satisfied by the holomorphic functionχ =ξ − iη in the fixed domain A * defined by (2.18); by using the Cauchy-Riemann equations, we can rephrase this problem in terms of the functionη only (see (1) for details). Then, we are led to consider the following boundary-value problem:
where H * and ν * have been defined in (2.19) and (2.25) respectively. We can now state our first result.
The proof is given in (2, §3.1); we recall here the inclusion W 2 p (A * ) ⊂ C 0,α (Ā * ), with α = 2 − 2/ p, and that the space W 2 p (A * ) is an algebra for p > 1 . Moreover, since the gradient of η is locally integrable along any curve contained in the closed stripĀ * , the harmonic conjugateξ (uniquely determined in the strip except for an arbitrary constant) is continuous inĀ * (actuallyξ is locally in W 2 p ). We need now further results about the regularity and the limits at infinity in the closed strip of the holomorphic functionχ . Let λ 1 > 0 be the first positive solution of 
The proof is given in Appendix A. Theorems 3.1 and 3.2 give us the relevant informations for an appropriate choice of the functional setting. First, by the above results and the relationξ ρ = −η σ , we can rephrase the boundary condition (3.4) in the form
where the above relation holds between elements of the space
As we will show below, the linear conditions (3.3) and (3.9) are involved in the proof of the invertibility of the Frechet derivative B ; we also note that, by taking the limit → 0 in the equation B(χ , ) = 0, we obtain the same conditions (for the function χ ), with data
A second crucial property follows by (3.8) and by the remarks after Theorem 3.1: the traceξ(ρ, 0) is uniformly bounded in R and has finite limits for ρ → ±∞. Hence, we can satisfy the condition lim ρ→−∞χ (ρ, ·) = 0 by definingξ
In contrast with the situation encountered when considering the symmetric case, we cannot in general satisfy the condition lim ρ→+∞χ (ρ, ·) = 0 (see (1, Proposition 3.3)). However, the above limit depends on the two parameters ϕ + and ϕ − ; as we shall show in section 4, by the correct choice of these parameters we will be able at the same time to satisfy the asymptotic condition at +∞ and the continuity equations (2.16). Let us denote by Qρ ⊂Ā * the closed region [−H * , 0] × R\(−ρ,ρ) (withρ > 1) and define, for 1 < p < 4/3, the following set:
where
It is not difficult to check that X is a Banach space; moreover, any function of X vanishes for ρ → −∞ and tends to a finite, real limit for ρ → +∞. We now set
where Yρ is the set of the (real) functions
satisfying the bound (3.6). Clearly, Yρ is a Banach space equipped with the norm
The crucial result is the following. Proof. We will prove the assertions of the theorem separately for each component of the operator B. For B I given by (2.24) we can repeat the arguments of (2, §3.2) and conclude that, for suitably chosen U and 0 , the derivative (G-differential) of B I at some point χ = ξ − iη ∈ U in the direction χ = ξ − iη exists and is equal to (3.14) with ρ ∈ (−1, 1) . Furthermore, the right-hand side of (3.14) defines a bounded linear operator Let us now consider the operator B F given by equation (2.26) and take 0 small enough so that inf |ρ| 1 |1 + χ| > 0 for every (χ , ) ∈ U × [0, 0 ). Then, by a straighforward calculation we get
We claim that (3.15) defines a continuous operator B F : X → Yρ. In fact, by the definitions (3.11) to (3.13), we see that the right-hand side of (3.15) is a sum of products of functions belonging to Yρ (namely, η and ξ ρ ) with functions in C 0,α (R\(−ρ,ρ)) and locally in W 1−1/ p p ; then, the claim follows by the properties of the above spaces (see (2 )). Now, the G-derivative at χ of B F can be calculated as in (2 , §3.15) and we obtain as before that
Finally, again from (3.15) we easily get the differentiability of B F with respect to . REMARK 3.4. As already remarked in (2), a sufficient condition for the continuity of the Nemitski operator associated to f is that f ∈ C 3,1 (J ). By writing B = B (χ , ) the Frechet differential of B with respect to χ , we get from (3.14) and (3.16) that
Hence, by Theorems 3.1, 3.2 and by equation (3.9) we get the following. REMARK 3.7. We note that the regularity of the datum h in Theorem 3.2 can be arbitrarily increased, so that one gets more regularity of the solution of the nonlinear problem. By this property, together with the arbitrariness ofρ > 1, we conclude that the solution χ is actually smooth up to the boundary σ = 0 for |ρ| > 1.
Proof of the main result
Theorem 3.6 provides, for a given pair of parameters ϕ + , ϕ − , a function χ holomorphic in A * , satisfying the required conditions on the boundary of A * and vanishing for ρ → −∞. We still have to satisfy the condition at +∞ for χ (namely, for ξ ) and the continuity equation (2.16). We stress that, for the resolution of the functional equation B(χ , ) = 0 of the previous section, we only required reasonable regularity of the function f on which the operator B does depend (see Theorem 3.3 and Remark 3.4). Now, in view of the application of this result to our original problem, we shall assume that f also satisfies the general properties listed in (1.3); additional assumptions will be specified when necessary. By the relations (2.17), (2.19) and (2.20), the equation (2.8) at ψ = 0 takes the form
Note that the first integral in (4.1) is convergent by the decay properties of the solutions in the space X given by (3.11). Clearly, the condition that ξ vanishes when ρ → +∞ is equivalent to the assertion that the height of the free surface is zero at +∞. If we denote by ξ ∞ the limit (uniform with respect to σ ) of ξ(ρ, σ ) for ρ → +∞, from (4.1) we get (recalling (2.19))
Let us split the integral at the left-hand side into three pieces, namely
; taking account of (2.24) to (2.28), we can write (4.2) in the form
Notice that, when → 0, equation (4.3) reduces to
in agreement with the results for the linear problem (see (1, equation (3.9)), where they write g = f ). Let us now write the continuity equation in the new variables; according to the remark following (2.16), we only consider the condition at the point (ϕ − , 0). Then, we have
If ξ ∞ is prescribed, (4.2), (4.4) or, equivalently, (4.3), (4.5) will determine ϕ + and ϕ − . As we have discussed in the Introduction, we require ξ ∞ = 0, which amounts to considering the system of equations (4.5) together with (4.5 ) below:
We stress that the terms of the previous equations depend on the two parameters ϕ + , ϕ − both explicitly and through the solution χ given by Theorem 3.6. In order to prove our results, it is necessary to investigate in detail this functional dependence. It is convenient to study the problem in terms of the new pair of variables
Recalling that ϕ + > 0 and ϕ − < 0 (see section 2) we have ϕ * > 0 and −ϕ * < ϕ m < ϕ * ; also note that the operator B defined by (2.27) depends on both ϕ * and ϕ m , while the domain A * and the space X defined by (3.11) depend only on ϕ * . As a consequence, the solution given by Theorem 3.6 will depend on these parameters and will be denoted by χ(ρ, σ ; ϕ * , ϕ m ) (for simplicity we omit the dependence on of the above solution); then, by a straightforward generalization of the arguments of (2 , §4) we can prove the following. (1.3) . Then, for every small 0, the map
is continuous, together with its partial derivative with respect to ϕ m , uniformly with respect to ρ.
The details of the proof are given in Appendix B.
From the above proposition it follows in particular that the limit for ρ → +∞ of ξ is a continuous function of ϕ * , ϕ m , which will be denoted by ξ ∞ (ϕ * , ϕ m ). Equation (4.2) now reads
Let us now set , according to (2.7),
Then, by splitting the integral as before and using the boundary condition B I = 0, we can also write
In order to prove the subsequent results, we need further assumptions on the function f .
ASSUMPTION C: f is convex and f vanishes in a neighbourhood of the origin.
From the above assumption, it follows in particular that there exists ϕ * 0 > 0 such that the (linear) problem B(χ , 0) = 0 has only the trivial solution for ϕ * ϕ * 0 (see the discussion in the previous section). Then, we have the following. 
Proof. By (4.9) and the relation ρ 0 = −ϕ m /ϕ * , we get (4.11) uniformly with respect to (ϕ * , ϕ m ). Then, by the above assumptions on f , we have
for every ρ ∈ [−1, 1], if is small enough. Then, by using again the boundary condition B I = 0, we get η(ρ, 0; ϕ
for every ρ ∈ [−1, 1]. From the above relatios it follows that η(ρ, σ ; ϕ * , ϕ * ) 0 and η(ρ, σ ; ϕ * , −ϕ * ) 0 in the whole strip A * . In fact, assuming that the first inequality is false, the function η(ρ, σ ; ϕ * , ϕ * ) should assume a positive maximum M at a boundary point with σ = 0 and |ρ| > 1; this follows by the boundary and decay conditions satisfied by our solutions. Now, we reach a contradiction with the boundary condition B F = 0 by comparing η with the harmonic function
for large enough R and by applying the same arguments as in (2 , Theorem 4.1). An analogous argument proves the inequality η(ρ, σ ; ϕ * , −ϕ * ) 0. By using the above result in (4.10), together with (4.11), we obtain 
and h = 0. Then, since by our assumptions f 0, we can repeat the previous arguments and conclude that ∂ ϕ m η 0 in A * . Now, by taking the derivative of (4.10) we get
We stress that the strict inequality holds in the last line of (4.12) for every ϕ * bounded away from ϕ * 0 , if is sufficiently small. Thus, Dini's theorem applies and the proposition follows.
At this point, it remains to determine ϕ * by solving the equation (4.5) (or equivalently, (4.5')). By (4.4), (4.6) and (4.9) we can also write the condition in the form
where we have taken into account Proposition 4.2. Similarly, by using ξ ∞ = 0, we have (4.13 ) which has the same form as the corresponding condition in the symmetric case (see (2, §4.11)). This suggests applying the same arguments as in (2, Theorem 4.5) to solve the problem. Actually, this is possible due to the following property of the solutions satisfying ξ ∞ = 0.
There must be a level line η = 0 in A * starting in a neighbourhood of (ρ 0 , 0) on the upper margin of the strip (where f (x(ρ, 0)) = 0) and ending at some point of the bottom {σ = −H * }.
To prove this, we first note that every level line η = 0 joining the two edges of the strip has necessarily the ending point on the upper margin in the above neighbourhood; otherwise, by the boundary condition B I = 0, that point will be at (ρ, 0) with |ρ| > 1. Whether we haveρ > 1 or ρ < 1, we end up with a part of the strip (at the left or at the right of the level line respectively) where, by the conditions η = 0 on the bottom and at infinity, the function η necessarily has a positive maximum or a negative minimum at a boundary point with σ = 0 and |ρ| > 1; however, by the same arguments as in the proof of Theorem 4.2, this is proved to be incompatible with the boundary condition B F = 0 and with (1.1). Assume now that no level line η = 0 crosses the strip; in this case, by the maximum principle, the line {σ = −H * } must be an isolated branch of the level set η = 0. This means that the bottom is made of (local) extremum points for η, so that, by the Hopf principle, η σ (ρ, −H * ) is different from zero for every ρ ∈ R. By the Cauchy-Riemann relations, the same holds for the derivative ξ ρ (ρ, −H * ), but this implies that
Then, our claim follows.
We can now apply again the arguments of the proof of Theorem 4.2 in the region at the right (respectively at the left) of the above level line (recall that in the symmetric case the level line is {ρ = 0}, see (2 , Theorem 4.1)); then, we obtain the following. 
Moreover, η(ρ, 0; ϕ * , ϕ m (ϕ * )) is strictly negative for ρ 1 and strictly positive for ρ −1. REMARK 4.4. As in the symmetric case, from the above proposition it follows that the curve in the physical plane parametrized by x(ρ, 0; ϕ * , ϕ m (ϕ * )) (see (4.9)) and by
is negative and strictly increasing for ρ 1.
We can now prove a theorem. , c max (α, β) ). Proof. Let us define
By Propositions 4.1 and 4.2, the function F(ϕ * ) is continuous; moreover, by (4.11) we have either
In both cases, from Proposition 4.3 we get, for small ,
On the other hand, recalling the discussion of (2 , §4), one can show that, at = 0, the left hand side of (4.13) (or (4.13 )) is bounded by a constant (depending on ϕ * ) times the norm of f in W
hence, by our assumptions on f and f , we get
Then, the theorem follows.
By the above theorem and the previous results, it follows that there exists a function = U − i V holomorphic in the strip A H defined by (2.3) and a pair of real nunbers ϕ + , ϕ − , such that (2.12) to (2.16) hold for every small enough > 0. Moreover, the map (2.7), (2.8) is one-to-one between A H and the domain S * in the physical plane defined by (1.5) , with the free boundary h(x) given in parametric form by x = x(ϕ, 0), y = y(ϕ, 0), for ϕ < ϕ − and ϕ > ϕ + . Finally, the points x ± = x(ϕ ± , 0), the function h(x) and the function ω(z) given by (2.1) satisfy the conditions (1.6) to (1.12) together with (1.10 ), (1.11 ) . It remains to show that also the inequality (1.13), which ensures that the free surface and the hull are disjoint outside the interval [x − , x + ], is satisfied.
The result can be proved by repeating (with straightforward modifications) the proof of (2, Proposition 4.7), respectively in the domains at the right and at the left of the level line η = 0 crossing the strip A * . We point out that the convexity of f is necessary also in this proof.
Summing up all the results obtained, we can finally state our result. REMARK 4.7. We remark that the monotonicity properties of the free surface mentioned in Theorem 4.6 agree with the numerical results obtained in (6) for the symmetric case and in (7) for profiles of constant slope. Finally, we observe that we did not establish the uniqueness of solution; as can be easily checked, the problem lies in the (possible) non-uniqueness of the solutions of the equation F(ϕ * ) = 0 in Theorem 4.5 (the same situation occurred in (2) for a symmetric cylinder).
In particular, in the case of a symmetric datum f , we can not assert that a solution ω given by Theorem 4.6 has the symmetry property ω(−x, y) = ω(x, y) like a solution found in (2) with the same f .
andĥ( p) is the Fourier transform of h. We stress that the functionK σ is not singular since the equation ν * tanh( pH * ) = p has only the real solution p = 0 for ν * H * < 1. We further note that the integral (A.4) is convergent also for σ = 0. In fact, by Sobolev immersions, h ∈ L q (R) for 1 < q < 2 and therefore, by the Hausdorff-Young theorem,ĥ ∈ L p (R) for every p > 2; thus, the productK σ ( p)ĥ( p) is integrable by the Hölder inequality. In particular, we recover the continuity of η 1 up to the boundary σ = 0 (see the discussion following Theorem 3.1). By the convolution theorem we have
where K σ denotes the inverse Fourier transform of (A.5). We stress that the function ρ → K σ (ρ) is smooth and rapidly decreasing for σ < 0 and belongs to L 2 (R)
For |ρ| > 0, we can evaluate K σ by complex plane integration and find that It remains to prove the regularity of the traces η 1 (ρ, 0) and ξ 1 (ρ, 0) for |ρ| ρ (the regularity of η 0 , ξ 0 is standard). By our assumption on h, by the inclusion W 2 p (A * ) ⊂ C 0,α (Ā * ) and the condition (A.3), we get that the harmonic function η 1 has a Neumann datum in C 0,α (R\(−ρ,ρ) ) on the boundary σ = 0. Then, by the previous bounds on ξ 1 , η 1 and by standard Hölder estimates, χ 1 | σ =0 ∈ C 1,α (R\(−ρ,ρ) ).
REMARK The boundedness of the trace function ∂ ρ η 1 | σ =0 for |ρ| ρ can also be proved directly from the representation (A.6). Actually, for σ < 0 we get
where K σ (ρ) is the inverse Fourier transform of the function i pK σ ( p). We stress that K σ (ρ) is an odd function in the Schwartz space for σ < 0; moreover, by the same arguments as in the proof of Theorem 3.2, we get the estimate |K σ (ρ)| C e −λ * |ρ| 1 − e −|ρ|/H * for every ρ = 0, with C independent of σ . Thus, for |ρ| >ρ + δ we have where C is independent of σ . The result now follows by the above estimate and by the continuity of the trace ∂ ρ η 1 (ρ, 0) on R\(−ρ,ρ).
APPENDIX B
Proof of Proposition 4.1 In the subsequent discussion, we will emphasize the dependence on ϕ * , ϕ m of the operator B by writing B = B(χ, ; ϕ * , ϕ m ). We also recall that the domain A * (see (2.18), (2.19)) and the space X defined by (3.11) depend on ϕ * . Then, in order to compare solutions with different values of ϕ * , we discuss a suitable extension of B. Take ϕ * 1 > 0 and define the strip A * 1 by A * 1 = {(ρ, σ ) ∈ R 2 : −H * 1 < σ < 0}, ( B
Moreover, we define the space X 1 as in (3.11), by replacing A * with A * 1 , H * with H * 1 and dropping the requirement η(·, −H * 1 ) = 0. Then, we take ϕ * in a neighbourhood of ϕ with h 1 ∈ Y 1 . By the definition (B.3), one verifies that the proofs of (2, Theorem 3.1) and of Appendix A can be suitably generalized to the above problem, provided the conditon ν * H * 1 < 1 holds; but this is equivalent to ϕ * < (c 2 /g H)ϕ * where, if ϕ *
