Abstract. Derivatives of a solution of an ODE Cauchy problem can be computed inductively using the Faà di Bruno formula. In this paper, we exhibit a noninductive formula for these derivatives. At the heart of this formula is a combinatorial problem, which is solved in this paper. We also give a more tractable form of the Magnus expansion for the solution of a homogeneous linear ODE.
Introduction
Consider the Cauchy problem The right side of (1.2) is given by the multivariate Faà di Bruno formula [2, 12] .
(For more about the Faà di Bruno formula, see [1, 3, 6, 10] .) Altogether, we have for v ≥ 0 that (1 inductively on v. If f 1 , . . . , f n are analytic in a neighborhood of (0, . . . , 0), then (1.3) also allows us to compute the coefficients of the power series solution inductively.
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The derivatives of the solution of (1.1) can also be expressed in terms of the linear differential operator
f j (y 1 , . . . , y n ) ∂ ∂y j .
We have
see [5, 4, 7] . However, the right side of (1.4) is not explicit in terms of the partial derivatives of f 1 , . . . , f n . The purpose of the present paper is to point out that there is a formula for the derivatives of the solution of (1.1) which is noninductive and is explicit in terms of the partial derivatives of f 1 , . . . , f n . The formula is stated in Section 2. At the heart of the formula is a combinatorial problem, which is solved in Section 3. Section 4 discusses a connection between a byproduct of Section 3 and the Magnus expansion for the solution of a homogeneous linear ODE. Moreover, for i > 0, let 
The main result
∂ i 1 f ∂y i 1 I n i 1 −1 ⊗ ∂ i 2 f ∂y i 2 · · · I n i 1 +···+i v−1 −(v−1) ⊗ ∂ i v f ∂y i v f ,(2.
1)
where
Proof.
where the factors in the product appear from left to right in the order of u = 1, 2, . . . , v + 1. Then (2.1) can be written as
To prove (2.4) and (2.2), we use induction on v. The initial case v = 0 needs no proof. Since 
Therefore, assuming (2.4), we have
So the induction is complete. 
Remark
Then L i ∩ R consists of line segments; each line segment is further divided into subsegments by certain vertices of the walk. In Figure 1 , L 1 ∩ R consists of two segments (from lower left to upper right): (0, 1) (1, 2) and (2, 3) (9, 10). The segment (2, 3) (9, 10) consists of two subsegments: (2, 3) (8, 9) and (8, 9) • L 0 has 1 segment of type (2, 8);
• L 1 has 2 segments of type (1), (6, 1);
• L 3 has 2 segments of type (1), (1). 
where the * 's are positive and sum to Figure 2. Let R 1 and R 2 be two reduction steps of (i 1 , . . . , i v , 0). We say R 1 ≤ R 2 if R 1 needs to be performed before R 2 can be performed. Therefore, a(i 1 , . . . , i v ) is the number of ways to order the v reduction steps of (i 1 , . . . , i v , 0) so that the partial order ≤ is preserved.
We prove ( 1) holds for a(i 1 , . . . , i u−1 , 0) and a(i u+1 , . . . , i v ) (induction hypothesis), it follows from (3.2) that (3.1) also holds for a(i 1 , . . . , i v ) 
The set I v and the Magnus expansion
The set I v has an interesting combinatorial interpretation. Let I v = {(j 1 , . . . , j v ): (j v , . . . , j 1 ) ∈ I v }. Let · be a nonassociative multiplication defined on a set A. For  (a 1 , . . . , a v+1 ) (i 1 , . . . , i v ) and vice versa. Assume that the rightmost "(" occurs before a u . Then its matching ")" must occur after a u+1 , turning (a u a u+1 ) into
