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Abstract
We prove that chromatic weight systems, introduced by Chmutov, Duzhin
and Lando, can be expressed in terms of weight systems associated with
direct sums of the Lie algebras gln and son. As a consequence the Vassiliev
invariants of knots corresponding to the chromatic weight systems distinguish
exactly the same knots as a one variable specialisation Υ of the Homfly and
Kauffman polynomial.
Introduction
Vassiliev invariants of knots in R3 are in one-to-one correspondence with weight
systems, that is with linear forms on a vector space spanned by so-called chord
diagrams. On one hand side, there exists a construction of weight systems using
reductive Lie algebras. On the other hand side, Chmutov, Duzhin and Lando
introduced chromatic weight systems without using Lie algebras. This paper will
give a positive and complete answer to the following natural question:
• Is there a relation between chromatic weight systems and weight systems
associated to Lie algebras ?
We will also study the implications of this relationship on the level of weight systems
and on the level of knot invariants.
The paper is organized as follows. From Section 1 to Section 6 we prove that
chromatic weight systems are linear combinations of weight systems associated with
Lie algebras. For the proof we express a weight system called Wr,x in two different
ways:
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• The map Wr,x appears as the top coefficient of a polynomial expression for
weight systems coming from the Lie algebras gl⊕rn (or so
⊕r
n ) and the r-th tensor
power of the standard representation. This establishes the connection to Lie
algebras.
• The map Wr,x can be expressed as a sum over colorings of the intersection
graph of a chord diagram using r colors. This leads to the connection with
chromatic weight systems.
In Section 7 we derive from the formula for Wr,x a formula for the value of the uni-
versal chromatic weight system in terms of embeddings of certain trivalent diagrams
into an oriented 2-sphere. In Section 8 we prove that chromatic weight systems are
not linear combinations of weight systems coming from direct sums of exceptional
Lie algebras and certain Lie superalgebras which completes our results on the level
of weight systems.
From Section 9 to Section 12 we translate the results from weight systems to Vas-
siliev invariants. We recall the relation between a weight system associated to gln
and the Homfly polynomial H . Then we extract from H the part Υ belonging to
a certain chromatic weight system W . The polynomial Υ turns out to distinguish
the same knots as all Vassiliev invariants coming from chromatic weight systems.
It is also a specialization of the Kauffman polynomial.
By [Vo2] there exist weight systems that do not come from semisimple Lie super-
algebras. This was an inspiration for our research, as well as the need of a good
combinatorial understanding of the known weight systems.
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1 The bialgebra of chord diagrams
Consider finite unoriented graphs D (multiple edges are allowed) with the following
properties:
1) D is equipped with an embedding of an oriented circle S1 ⊂ D.
2) Every vertex has valency three.
3) The vertices outside of the image of S1 are equipped with a cyclic order on the
three arriving edges.
Graphs with these properties are said to be equivalent if there exists a homeomor-
phism of graphs that respects the embeddings of S1 with orientation and preserves
the cyclic order of the vertices outside of S1. An equivalence class of these graphs
will be called a trivalent diagram. A trivalent diagram D will be called a chord
diagram if all vertices lie on S1 ⊂ D. We define the degree of D by
degD :=
1
2
#{trivalent vertices of D} ∈ N. (1)
In our pictures of trivalent diagrams the embedded oriented circle S1 is drawn with
a thick line and is always oriented counterclockwise. The rest of the diagram is
drawn in the interior of the disk bounded by S1. The cyclic order of the trivalent
vertices outside of S1 is counterclockwise. Vertices with valency four in our pictures
do not correspond to vertices of the graph. They only appear because we draw the
diagrams in the plane. We use dots to indicate that we only show a part of a
trivalent diagram.
Let R be a field of characteristic 0. The symbol ⊗ will always denote the tensor
product over R. If B is a graded R-vector space, we will denote the space of
homogeneous elements of degree d by Bd and the space spanned by all homogeneous
elements of degree ≤ d (≥ d) by B≤d (B≥d).
Definition 1.1 Let A be the graded R-vector space with trivalent graphs as gen-
erators and with the so-called (STU)-relation from Picture (2) for all triples of
diagrams that only differ like the three diagrams in this picture.
r ❅ = r r − r r❅❅   (2)
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The implicit statement in Definition 1.1 that A is a graded vector space holds
because the (STU)-relation is homogeneous with respect to the degree of trivalent
diagrams. The (STU)-relation allows one to write every element of A as a linear
combination of chord diagrams. Applying the (STU)-relation two times gives the
so called (4T)-relation (= four-term relation) from Picture (3) for chord diagrams.
rr
r
r − r
r
r
r
=
rr
r
r −
r
r
r
r
(3)
As a consequence there exists a surjective morphism from the vector space generated
by chord diagrams and (4T)-relations to A induced by the inclusion of sets of
diagrams. This map is an isomorphism (see [BN1], Theorem 6).
Now we describe the Hopf algebra structure of A. Given two trivalent diagrams
D1 and D2, cut their oriented circles somewhere outside of a vertex and glue the
resulting oriented intervals to form one new oriented circle. This operation will be
called the connected sum of D1 and D2. It can be proved that the connected sum is
well defined for classes of diagrams in A, so it turns A into a commutative graded
algebra with unit S1.
For a trivalent diagram D define
∆r(D) :=
∑
D=D1∪...∪Dr
D1 ⊗ . . .⊗Dr (4)
where in the case of degD > 0 the sum is taken over all functions ϕ : π0(D\S
1) −→
{1, . . . , r} and the diagrams D1, . . . , Dr in the sum are defined by
Di = D \
⋃
E:ϕ(E)6=i
E.
For D = S1 the notation in Formula (4) will mean that ∆r(S
1) = S1 ⊗ . . .⊗ S1.
The map ∆ := ∆2 turns A into a commutative, cocommutative bialgebra and we
have ∆r = (∆r−1 ⊗ id) ◦∆. The counit ǫ is determined by
ǫ(D) =
{
1 if D = S1,
0 if degD > 0.
(5)
We also have dimA0 = 1 and dimAi < ∞ for all i. A structure theorem ([MiM])
implies that the graded bialgebra A is a Hopf algebra isomorphic to the algebra of
polynomials on the graded vector space
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P (A) := {a ∈ A | ∆(a) = a⊗ 1 + 1⊗ a}
of primitive elements of A. By the definition of ∆ it is clear that
M :=
{
trivalent diagrams D such that
D \ S1 is connected
}
⊂ P (A). (6)
On the other hand, the (STU)-relation allows one to write every trivalent dia-
gram as a linear combination of products of elements from M. This implies that
spanM = P (A). We do not need the so-called Chinese characters (see [BN1]) for
this purpose. Useful applications of these diagrams different to the ones in [BN1]
are a decomposition of Ad into a direct sum of eigenspaces of the cabling operations
([KSA]) and a proof that slight modifications of the definition of P (A) are possible
(Proposition 1.1 of [Vo2]). We will use the last application implicitely in Section 8.
2 Weight systems
An open question concerning the structure of A is the determination of (the asymp-
totic behaviour of) the sequence (dimP (A)i)i≥10. The best we can do in higher
degrees in order to obtain some information from a linear combination of classes of
trivalent diagrams in A is to apply an element of the dual space of A to this linear
combination.
Definition 2.1 Call a linear map Ad −→ R a weight system of degree d, a lin-
ear map A −→ R a weight system, and an algebra homomorphism A −→ R a
multiplicative weight system.
The dual space A∗ ∼=
∏∞
i=0A
∗
i of all weight systems is an algebra and the graded
dual space
⊕∞
i=0A
∗
i generated by all weight systems of finite degree is a graded Hopf
algebra. The algebra A∗ becomes a Hopf algebra in a category with a completed
tensor product and the multiplicative weight systems are the group-like elements of
this Hopf algebra. Instead of R we may take some R-vector spaceM as the space of
values of weight systems. Composition with elements ofM∗ gives us weight systems
with values in R. A weight system w with values in a finite dimensional vector space
M is said to be a linear combination of other weight systems with values in R if
this is true for p ◦ w for all p ∈M∗.
Weight systems can be obtained from Lie superalgebras. A Lie superalgebra g =
g0 ⊕ g1 is a Z/(2)-graded vector space with a graded bilinear map g × g −→ g
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satisfying an antisymmetry property and a Jacoby identity. Lie algebras are Lie
superalgebras with g1 = {0}. We will consider the case g1 6= {0} only in this section
and in Section 8. Let ( , ) be a consistent, supersymmetric ad-invariant, non-
degenerate bilinear form on the Lie superalgebra g (see [Kac] for the terminology).
An example of such a bilinear form is the Killing form for a semisimple Lie algebra.
We choose two homogeneous bases ei and e
′
j of g such that (e
′
j , ei) = δij (i, j =
1, . . . , dim g) and define ω :=
∑
i ei⊗e
′
i. The definition of ω does not depend on the
choice of the bases and ω is supersymmetric, ad-invariant and of degree 0. We call ω
a Casimir element. Let ρ : g −→ EndM be a representation of g in a Z/(2)-graded,
finite-dimensional vector space M . To (ρ⊗ ρ)(ω) we will associate a weight system
as follows:
Let D be a chord diagram of degree n. Then D looks as in Picture (7) for a
non-unique permutation πD ∈ S2n where in the box named πD the top chord-end
number i is connected to the bottom chord-end number πD(i).
✬
✫
✩
✪
πD
. . .
. . .
1 2 2n−1 2n
1 2 2n−1 2n
rrrr
(7)
The symmetric group S2n acts on (EndM)
⊗2n from the left by superpermutation
of the tensor factors:
π · ϕ1 ⊗ . . .⊗ ϕ2n := (−1)
σ(π,degϕ1,...,degϕ2n)ϕπ−1(1) ⊗ . . .⊗ ϕπ−1(2n) (8)
where
σ(π, a1, . . . , a2n) := #
{
(i, j) | 1 ≤ i < j ≤ 2n, π(i) > π(j), ai = aj = 1
}
.
Let γ2n : EndM
⊗2n −→ EndM be the composition of 2n endomorphisms and define
Wg,ω,ρ(D) :=
{
str (γ2n ((πD · (ρ
⊗2n(ω⊗n))))) if degD > 0,
sdimM := dimM0 − dimM1 if D = S
1 (9)
where str denotes the supertrace.
Lemma 2.1 Formula (9) defines a weight system Wg,ω,ρ : A −→ R.
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For more useful details, extensions or generalisations of this construction of weight
systems and for a proof of Lemma 2.1 see Section 6 of [Vo2], [Vai] and Section 2.4
of [BN1].
Observe that for a ∈ R we have
Wg,aω,ρ(D) = a
degDWg,ω,ρ(D). (10)
Define a contraction map κ2n : (M ⊗M
∗)⊗2n −→ R by
κl(m1 ⊗ ϕ2 ⊗m2 ⊗ . . .⊗ ϕ2n ⊗m2n ⊗ ϕ1) := (−1)
degm1
2n∏
i=1
ϕi(mi). (11)
Let ιM : EndM −→ M ⊗M
∗ be the canonical isomorphism. Then we can restate
Formula (9) for degD > 0 as
Wg,ω,ρ(D) =
(
κ2n ◦ ι
⊗2n
M
) (
πD ·
(
ρ⊗2n(ω⊗n)
))
. (12)
3 Chromatic weight systems
Now we review some facts from [CDL2] and [CDL3] concerning chromatic weight
systems. Consider a chord diagram D. We call π0(D \ S
1) the set of chords of D.
We say that the chords a and b intersect if we meet the endpoints of a and b in
alternating order when we travel around the circle of D.
Definition 3.1 The intersection graph Γ(D) of a chord diagram D is a graph whose
vertices are in bijection with the chords of D and two vertices are connected by an
edge exactly if the corresponding chords of D intersect.
Now consider graphs G without orientation, without loops and without multiple
edges and let M0(G) denote the set of vertices of G. A weighted graph G is a graph
together with a function w : M0(G) −→ N. Define the degree of G as the sum of
the weights of all vertices. Given an edge e =]v1; v2[ of a weighted graph G, we can
define two new weighted graphs G′e and G
′′
e :
• G′e is obtained from G by removing the edge e.
• G′′e is obtained from G
′
e by first contracting the vertices v1 and v2 to one new
vertex with the weight w(v1)+w(v2) and then by replacing multiple edges by
unique edges.
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Definition 3.2 Let C be the graded R-vector space with weighted graphs including
the empty graph as generators and with the ’chromatic’ relations G = G′e −G
′′
e for
all edges e. 1
We have a map from chord diagrams to weighted graphs such that a chord diagram
D is mapped to Γ(D) with the weight of all vertices being one. This map induces
a linear map
Γ : A −→ C (13)
of graded modules and there exists a structure of a Hopf algebra on C that turns
this map into a morphism of Hopf algebras. The product of two weighted graphs
is their disjoint union and the coproduct is described in [CDL3]. A consequence of
the chromatic relations is that C is spanned by products of single vertices where the
weights may be chosen freely. This means that there exists a surjective morphism
of graded algebras
R[s1, s2, . . .] −→ C , sd 7→ rd , (deg sd := d) (14)
sending sd to the graph consisting of a single vertex with weight d. By Theorem 2
of [CDL3] this map is an isomorphism.
Definition 3.3 A weight system that factors through C will be called chromatic and
Γ will be called the universal chromatic weight system.
The space of chromatic weight systems is a subalgebra of A∗ isomorphic to C∗
because Γ is a surjective morphism of coalgebras.
We have described two types of weight systems that are not obviously related to
each other. One of our main goals is to prove that chromatic weight systems come
from Lie algebras.
Theorem 3.1 Every chromatic weight system of degree d is a linear combination
of weight systems associated with the Lie algebras gl⊕dn and also a linear combination
of weight systems associated with the Lie algebras so⊕dn .
For the previous theorem we can use for both Lie algebras the d-th tensor power of
the defining representation. The Casimir element and n vary for the weight systems
used in the linear combination. We prove Theorem 3.1 in Section 6.
1The relations G = G′e + G
′′
e of [CDL3] lead (up to signs) to the same, but would cause
slightly more complicated formulas here. The chromatic relation should be compared to the
(STU)-relation.
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4 Weight systems coming from gln
For a chord diagram D define
W (D) :=
{
0 if D has two intersecting chords,
1 otherwise.
It will follow from Lemma 4.2 and is easy to see directly that W induces a multi-
plicative weight system W : A −→ R. In each finite degree we want to obtain W as
a linear combination of weight systems coming from the Lie algebras gln and son.
We start with a purely combinatorial lemma. It is formulated so as to be useful for
the proofs of Lemma 4.2, Lemma 4.3, and also for a possible version of Lemma 4.3
for the Lie algebra sln (see Exercise 6.33 and Exercise 6.34 of [BN1] or write down
an explicit formula for a Casimir element of sln).
Lemma 4.1 Let D be a chord diagram with d chords. Forget the orientation of S1.
If we replace each chord by one of the three possibilities from Picture (15), then we
get k ≤ d + 1 circles. We get d + 1 circles exactly if no chords of D intersect and
every chord is replaced by Possibility (1) of Picture (15).
r r ❀
(1)
, ✘✘✘
✘❳❳❳❳
(2)
,
(3)
(15)
Proof: The lemma can be proved by induction on the number of chords using
chord diagrams on some number of circles. ✷
We recall the graphical calculus for a weight system associated to gln from [BN1].
Let M be an n-dimensional vector space with basis ei (i = 1, . . . , n). Let eij denote
the standard basis of EndM and let τ := id : gln −→ EndM be the defining
representation of the Lie algebra gln. Define the ad-invariant, symmetric, non-
degenerate bilinear form ( , ) by (a, b) := tr(τ(a)τ(b)). The corresponding Casimir
element is
X =
n∑
i,j=1
eij ⊗ eji ∈ gln ⊗ gln. (16)
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As a linear map X is the permutation of the tensor factors of M ⊗M . Now recall
the expression Wgln,X,τ from Formula (12). Let e
i be the basis of M∗ dual to ei
(i = 1, . . . , n). Then
(ιM ⊗ ιM) ◦ (τ ⊗ τ)(X) =
n∑
i,j=1
ei ⊗ e
j ⊗ ej ⊗ e
i. (17)
This tensor appears in a ’big sum expansion’ of Wgln,X,τ(D) with n
4 degD terms as
indicated by Picture (18).
r r
ei e
i
ej ej
(18)
A term with two vectors eiν and e
iµ that label an interval on the oriented circle
between two neighbored chord-ends can only give a contribution to the ’big sum’ if
iν = iµ. This and Picture (18) implies that
Wgln,X,τ (D) = n
c(D) (19)
where c(D) denotes the number of circles that appear when all chords of D are
replaced by Possibility (1) of Picture (15). We summarize:
Lemma 4.2 The formula
Wgl(D) = t
c(D)−1
for chord diagrams D defines a homomorphism of algebras Wgl : A −→ R[t] with
the property
Wgln,X,τ (D) = nWgl(D)(n)
for all n ≥ 1. If D has degree d, then deg(Wgl(D)) ≤ d and the coefficient of t
d is
W (D).2
2The constant term in Wgl is the weight system of the Alexander-Conway polynomial and Wgl
can also be seen to be well-defined for geometric reasons (see [BNG], Section 3).
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Proof: The mapWgl is well defined because in Formula (19) infinitely many choices
of n are possible. It is multiplicative with respect to the connected sum of chord
diagrams because c is additive with respect to the disjoint union of chord diagrams.
By Lemma 4.1 we have c(D) ≤ d + 1 for all chord diagrams D and c(D) = d + 1
exactly if no chords of D intersect. This completes the proof.✷
We can formulate a version of Lemma 4.2 also for the Lie algebras son.
Lemma 4.3 Let τ be the defining representation of son. We use a bilinear form
( , ) defined by (a, b) := 1
2
tr(τ(a)τ(b)) and denote the associated Casimir element
by ω. Then there exists a morphism of R-algebras Wso : A −→ R[t] such that for
all n ≥ 2 we have
Wson,ω,τ (D) = nWso(D)(n).
If D has degree d, then deg(Wso(D)) ≤ d and the coefficient of t
d is W (D).
A proof of Lemma 4.3 follows from Formula (29) of [BN1] and Lemma 4.1.
5 Products of weight systems
For a chord diagram D define
Wr,x(D) :=
∑
D=D1∪...∪Dr
xdegD11 . . . x
degDr
r W (D1 . . .Dr) ∈ R[x1, . . . , xr]. (20)
It will follow from Proposition 5.1 and is easy to see directly that the map Wr,x is
well defined. In each finite degree we want to obtain Wr,x as a linear combination
of weight systems coming from the Lie algebras gl⊕rn and so
⊕r
n . In the sequel we will
suppress some indices and hope that this does not lead to confusion.
Let gn be one of the Lie algebras gln or son, let τ be the defining representation and
ω be the Casimir element from Lemma 4.2 or Lemma 4.3. Let a1, . . . , ar ∈ R, define
Ω := (a1ω, . . . , arω) ∈ (gn ⊗ gn)
⊕r ⊂ (g⊕rn ) ⊗ (g
⊕r
n ) and let the g
⊕r
n -representation
τ⊗r be the r-fold tensor power of the standard representation τ .
Proposition 5.1 For g = gl or so and r ≥ 1 there exists a morphism of R-algebras
Wg,r : A −→ R[x1, . . . , xr]
Sr [t]
such that for all choices of a1, . . . , ar ∈ R, n ≥ 2 we have
11
Wg⊕rn ,Ω,τ⊗r(D) = n
rWg,r(D)(a1, . . . , ar, n).
If D has degree d, then the degree in the indeterminate t of Wg,r(D) is ≤ d and the
coefficient of td is Wr,x(D).
3
Proof: Formula (10) and Exercise 6.33 of [BN1] give us the formula
Wg⊕rn ,Ω,τ⊗r(D) =
∑
D=D1∪...∪Dr
adegD11 Wgn,ω,τ (D1) . . . a
degDr
r Wgn,ω,τ(Dr).
This formula is valid for all choices of a1, . . . , ar ∈ R and n ≥ 2 and Wgn,ω,τ (Di) is
a polynomial in n with vanishing constant term (see Lemma 4.2 and Lemma 4.3),
so there exists a unique weight system Wg,r with the defining property from the
proposition. We again use the Lemmas 4.2 and 4.3 to see that Wr,x(D) is the coef-
ficient of td in Wg,r(D) (degD = d) and to see that Wg,r is a morphism of algebras.
We have Wg,r(a) ∈ R[x1, . . . , xr]
Sr [t] for all a ∈ A because A is cocommutative. ✷
Recall that the algebra R[x1, . . . , xr]
Sr is a polynomial algebra in the polynomials
Gi,r := x
i
1 + . . .+ x
i
r (i = 1, . . . , r). (21)
In order to be as explicit as possible in the proof of Theorem 3.1 we formulate the
next lemma.
Lemma 5.1 The coefficient functions of monomials in G1,r, . . . , Gr,r, t from Wg,r :
Ad −→ R[G1,r, . . . , Gr,r]d[t] are linear combinations of weight systems associated to
the Lie algebras g⊕rn .
Proof: We give a short constructive proof and we do not care about the number
of terms in the linear combination:
Let Pi (i = 2, . . . , r + d + 2) be the unique polynomial of degree r + d, such that
Pi(j) = δij (j = 2, . . . , r+ d+ 2). In order to expand the result in the desired basis
we choose some R-linear projection π : R[x1, . . . , xr] −→ R[G1,r, . . . , Gr,r]d. Then
for chord diagrams D of degree d we have
Wg,r(D) =
r+d+2∑
a1,...,ar ,n=2
Wg⊕rn ,(a1ω,...,arω),τ⊗r(D)π(Pa1(x1) . . . Par(xr))Pn(t)/n
r
and the coefficients of monomials in G1,r, . . . , Gr,r, t can be read from the right hand
side as linear combinations of weight systems coming from the Lie algebras g⊕rn . ✷
3The constant term of Wgl,r can be expressed in terms of immanent weight systems (see
Section 6 of [BNG] and Section 5 of [KSA]).
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6 Chromatic weight systems and Wr,x
Let fi : N −→ R (i = 1, . . . , r) be functions. Define ηi : A −→ A by ηi(a) :=
fi(deg a)a. We will be interested in the weight system
Wr,f :=W
⊗r ◦ (η1 ⊗ . . .⊗ ηr) ◦∆r. (22)
Let ai ∈ R (i = 1, . . . , r). For the special choice fi(d) = a
d
i we have Wr,f(D) =
Wr,x(D)(a1, . . . , ar) because of Formula (20). It will soon turn out that other choices
of the maps fi will not lead to greater generality. Let us now introduce some
terminology to describe the combinatorics underlying Formula (22).
Definition 6.1 Let G be a graph with vertex set M0(G). We call a function c :
M0(G) −→ {1, . . . , r} a vertex coloring of G with r colors if for each edge ]v1; v2[
we have c(v1) 6= c(v2). Define
Cr(G) :=
{
{c : M0(G) −→ {1, . . . , r} | c is a vertex coloring} if G 6= ∅,
{id : {0} −→ {0}} if G = ∅.
Notice that W (D) = #C1(Γ(D)). The next proposition will be responsible for the
connection between Wr,f and chromatic weight systems.
Proposition 6.1 The following formula holds for all chord diagrams D:
Wr,f(D) =
∑
c∈Cr(Γ(D))
r∏
i=1
fi(#c
−1(i)).
Proof: By definition we have for a chord diagram D:
Wr,f(D) =
∑
c:M0(Γ(D))−→{1,...,r}
r∏
i=1
fi(#c
−1(i))W (Dc,i).
where Dc,i denotes the subdiagram of D with {a | c(a) = i} as the set of chords.
But
r∏
i=1
W (Dc,i) =
{
1 if c is a vertex coloring of Γ(D),
0 otherwise.
✷
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Let G be a weighted graph with weight function w and define
W r,f(G) :=
∑
c∈Cr(G)
r∏
i=1
fi

 ∑
v∈M0(G)
δi,c(v)w(v)

 . (23)
Lemma 6.1 Formula (23) defines a linear map W r,f : C −→ R.
Proof: Let e =]v1; v2[ be an edge of G and recall the definition of G
′
e and G
′′
e from
Section 3. We can identify the sets
{c ∈ Cr(G
′
e) | c(v1) 6= c(v2)} and {c ∈ Cr(G
′
e) | c(v1) = c(v2)}
with Cr(G) and Cr(G
′′
e) respectively. Let c ∈ Cr(G
′
e) with c(v1) = c(v2) and denote
by c the corresponding element of Cr(G
′′
e). Denote the weight functions of G
′
e and
G′′e by w and w respectively. Then we have for i = 1, . . . , r:
∑
v∈M0(G′e)
δi,c(v)w(v) =
∑
v∈M0(G′′e )
δi,c(v)w(v),
because in the definition of G′′e the new contracted vertex has the weight w(v1) +
w(v2). A similar statement holds for c ∈ Cr(G
′
e) with c(v1) 6= c(v2) and the corre-
sponding element c ∈ Cr(G). This implies
W r,f(G) =W r,f(G
′
e)−W r,f(G
′′
e)
and completes the proof.✷
We have W r,f(Γ(D)) = Wr,f(D). Making the choice fi(d) = x
d
i we get a map
W r,x : C −→ R[x1, . . . , xr]
Sr and a commutative diagram with morphisms of graded
algebras:
A C
R[x1, . . . , xr]
Sr
❅
❅
❅
❅
❅❅❘
 
 
 
 
  ✠
✲Γ
Wr,x W r,x (24)
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Now we prove that the weight systems Wr,x for all natural numbers r are as strong
as the universal chromatic weight system.
Lemma 6.2 The map W r,x : C≤r −→ R[x1, . . . , xr]
Sr
≤r is an isomorphism of vector
spaces.
Proof: By the definition of W r,x we have for single vertices of weight d:
W r,x
(
r
d
)
= xd1 + . . .+ x
d
r = Gd,r. (25)
This formula shows that the graded map W r,x is surjective and we have
dim C≤r ≤ dimR[x1, . . . , xr]
Sr
≤r
because degGd,r = d and C≤r is spanned by graphs of weight ≤ r consisting of
isolated vertices. ✷
Proof of Theorem 3.1 By Proposition 5.1 and Lemma 5.1 the weight system Wd,x
is a linear combination of the form described in Theorem 3.1. By the commutative
triangle (24) and Lemma 6.2 we see that every weight system of degree d that
factors through Cd also factors through R[x1, . . . , xd]
Sd
d . This proves Theorem 3.1.✷
As mentioned before the weight system Wr,f is not a far-reaching generalization of
Wr,x.
Remark 6.1 The weight system Wr,f is also a chromatic weight system; so for
degree d, it factors through R[x1, . . . , xd]
Sd
d .
The restriction to Ad of the coefficients of monomials in x1, . . . , xr inWr,x are weight
systems lying in the algebra generated by the weight systems of finite degree W |Ai
(i = 1, 2, . . .). Now Lemma 6.2 implies immediately the following proposition that
can also be proved more directly.
Proposition 6.2 There exists an isomorphism of graded algebras
R[x1, x2, . . .] −→
∞⊕
i=0
C∗i (deg xi = i)
such that the composition with the inclusion of algebras
∞⊕
i=0
(Γ|Ai)
∗ :
∞⊕
i=0
C∗i −→
∞⊕
i=0
A∗i
is given by xi 7→ (W |Ai) ∈ A
∗
i .
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The system of generators for the algebra spanned by chromatic weight systems of
finite degree we used in the proposition consists for d ≥ 2 not of primitive elements
of
⊕
iA
∗
i .
7 Embeddings into a 2-sphere
By Section 6.3 of [BN1] there is a connection between the weight systems Wgl and
Wso and surfaces. The description of Wgl and Wso for trivalent graphs instead of
chord diagrams allows easily also to consider the adjoint representation instead of
the defining representation. We will use [BN2] to give a formula for the value of
the universal chromatic weight system on certain trivalent diagrams in terms of
embeddings into a 2-sphere.
A special case of Proposition 6.1 is the following:
Remark 7.1 Denote the map Wr,f for the choice r = 2 and f1 = f2 = 1 by W2,1.
Then the formulaW2,1(D) = #C2(Γ(D)) for chord diagramsD from Proposition 6.1
can be restated as
W2,1(D) =
{
0 if Γ(D) is not bipartite,
2#π0(Γ(D)) otherwise.
Let D be a trivalent diagram. We choose a cyclic order for the trivalent vertices on
S1 such that it is counterclockwise in our pictures. If there exists an embedding of
D into an oriented 2-sphere, then let σ(D) be the number of trivalent vertices of D
for which the cyclic order does not coincide with the counterclockwise cyclic order
induced by the chosen embedding. Let σ(D) be arbitrary if no embedding exists.
Then by [BN2] the formula
E(D) := (−1)σ(D)#{embeddings of D into an oriented 2-sphere} (26)
defines a weight system. By Remark 7.1 we have
W2,1(D) = E(D) (27)
for all chord diagrams D hence for all elements of A. As an example the embeddings
of a chord diagram D with E(D) = 4 are shown in Picture (28).
✫✪
✬✩r
r
r
r
r
r ✫✪
✬✩r
r
r
r
r
r ✫✪
✬✩r
r
r
r
r
r ✫✪
✬✩r
r
r
r
r
r
(28)
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Now we can state the ’geometric version’ of Theorem 3.1.
Proposition 7.1 For a ∈ P (A)d we have
Γ(a) =
1
2
E(a)
r
d .
where
d
• denotes a single vertex of weight d.
Proof: By definition of Wr,f we have for a ∈ P (A)d:
Wr,f(a) =
r∑
i=1
fi(d)
r∏
j=1
j 6=i
fj(0)W (a).
The previous formula implies W2,1(a) = 2W (a) and by Formula (27) we have
Wr,f(a) =
1
2
r∑
i=1
fi(d)
r∏
j=1
j 6=i
fj(0)E(a).
In particular, Wr,x(a) =
1
2
(xd1 + . . . + x
d
r)E(a). This implies by the commutative
triangle (24), Lemma 6.2 and Formula (25) the desired formula for Γ(a). ✷
Notice that Proposition 7.1 gives us a formula for Γ for all elements of
⋃∞
i=0M
i (see
Formula (6)) in terms of E. As an example consider the set
T :=
{
planar trivalent diagrams D
such that D \ S1 is a tree
}
. (29)
We have T ⊂ M and elements of T have exactly two embeddings into a 2-sphere.
By Proposition 7.1 we have
Γ(D) =
r
d . (30)
for elements D ∈ T of degree d. The element of T shown in Picture (31) is for
degree d equal to the element (−1)dpd of Proposition 2 of [CDL3].
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rrr r r r✁ ✂✂ ❆❇❇... (31)
This leads us to the following remark.
Remark 7.2 The subalgebra of A generated by T is also generated by the chord
diagrams D such that Γ(D) is a tree. It is called the forest algebra in [CDL3].
Remark 7.2 follows from [Vo2], Application on page 7 and [CDL3], Theorem 1 and
Proposition 2.
8 Exceptional Lie superalgebras
In [Vo2] the independence of the weight systems associated to the Lie superalgebras
of Part III of Table (32) (Theorem 7.1 of [Vo2]) and the insufficience of semisimple
Lie superalgebras with Casimir to generate all weight systems (Theorem 7.4 of
[Vo2]) are proved.
III


sl(m,n), (m 6= n)
osp(m,n), (n even)
exceptional Lie algebras E6, E7, E8, F4, G2
D(2, 1, α), (α ∈ R \ {0,−1})
exceptional Lie superalgebras G(3), F (4)
}
I
 II
(32)
In Theorem 3.1 we discovered a relation between chromatic weight systems and the
Lie superalgebras of Part I of Table (32) 4. In this section we consider Part II of the
list. Using the methods from [Vo2] and Proposition 7.1 we can prove the following:
Proposition 8.1 Assume that the ground field R is algebraically closed and of
characteristic 0. For all d ≥ 8 there exists an element Pd ∈ P (A)d with Γ(Pd) 6= 0
and the following property: Let g be a simple Lie superalgebra from Part II of
Table (32) and let ω be a Casimir element for g. Then for all finite-dimensional
representations ρ of g we have Wg,ω,ρ(Pd) = 0.
4The weight systems associated to the standard representation of a Lie superalgebra from
Part I of Table (32) only depends on the superdimension m−n of the standard representation, so
they are already determined by sln and son. Using this it can easily be shown that an equivalent
formulation of Theorem 3.1 could use each of the four classical series of simple Lie algebras.
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Proof: In [Vo2] a commutative graded R-algebra Λ and the structure of a graded
Λ-module on P (A)≥2 are defined. Let g be an exceptional Lie algebra or a Lie
superalgebra of type G(3) or F (4) and let ω =
∑
i xi ⊗ yi be the Casimir element
of g associated to the Killing form. Then the endomorphism
∑
i adg(xi) ◦ adg(yi)
is equal to idg. Theorem 6.1 of [Vo2] and the subsequent remarks say that there
exists a unique homomorphism of graded algebras χg : Λ −→ R[t] such that for all
α ∈ Λ, for all g-representations ρ and for all a ∈ P (A)≥2 we have
Wg,ω,ρ(αa) = χg(α)(1/2)Wg,ω,ρ(a).
Certain elements x1, x3, x5, . . . of Λ generate a subalgebra Λ0, on which formulas
for the maps χg are known. When we define t := x1/2 ∈ Λ0 we always have
χg(t) = t ∈ R[t]. A formula for χg(xn) for exceptional Lie algebras is given by
Theorem 6.9 of [Vo2]. Following Section 6.8 and the remark on page 40 of [Vo2] we
determine for all n > 0:
χG(3)(xn) =
1
6
(
3 + 2n+1 + 5(−1)n+1
)
tn
and
χF (4)(xn) =
1
16
(
8 + 2n+1 + 8 + 27 (−2/3)n+1
)
tn.
In particular, we have
χG(3)(x3 − 4t
3) = 0 and χF (4)(3x3 − 7t
3) = 0.
Let p2 be the trivalent diagram of degree 2 shown in Picture (31). As in the proof
of Theorems 7.1 and 7.4 of [Vo2] we see that for all d ≥ 23 the element
P d = t
d−23(8x3 − 7t
3)(81x3 − 64t
3)(15x3 − 11t
3)(81x3 − 85t
3)
×(24x3 − 41t
3)(x3 − 4t
3)(3x3 − 7t
3) · p2
has the property Wg,ω,ρ(P d) = 0 for all simple Lie superalgebras we consider in the
proposition. The argument concerning the Lie superalgebras of type D(2, 1, α) is
contained in the proof of Theorem 7.4 of [Vo2].
We can prove that for all monomials x in t, x3, x5 . . . the trivalent diagram repre-
senting x · p2 has exactly two embeddings into a 2-sphere. As examples, for all
degrees d ≥ 2 the element of Picture (31) is equal to td−2p2 and t
3x3x
2
5x7 · p2 is
shown in Picture (33).
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✬✫
✩
✪
(33)
This implies by Proposition 7.1:
Γ(P d) = (8− 7)(81− 64)(15− 11)(81− 85)(24− 41)(1− 4)(3− 7) rd 6= 0.
and completes the proof for all d ≥ 23. The better bound d ≥ 8 is obtained by a
slightly longer computation using the following sequence of elements:
Pd := t
d−8 · (32t6 − 71t3x3 + 18x
2
3 − 45tx5) · p2, (d ≥ 8).
✷
With some technical arguments stated in the Appendix Proposition 8.1 can be
generalized to direct sums of Lie superalgebras over fields of characteristic 0. This
will prove the following complementary result to Theorem 3.1.
Theorem 8.1 For all degrees d ≥ 8 the map Γ|P (A)d is not a linear combination
of weight systems coming from finite direct sums of Lie superalgebras from Part II
of Table (32).
9 The bialgebra of framed knots
Let R[Z/(2)] be the group algebra of the group with two elements considered as a
graded bialgebra over R with all elements having degree 0. Define
Aˆ := A⊗R[Z/(2)]. (34)
We can think of elements from Aˆ as linear combinations of chord diagrams, each
chord diagram being colored with an element of Z/(2). We call the element of Z/(2)
the residue of the diagram.
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Let us explain the origin of the graded bialgebra structure on Aˆ. By framed oriented
knots we will always mean tame framed oriented knots considered up to orientation
preserving diffeomorphisms of R3. Denote the vector space freely generated by
framed oriented knots by K. The set of framed knots is a semi-group with the
connected sum of framed knots as multiplication. This turns K into a bialgebra for
which framed knots are group-like elements.
Singular framed knots will be considered here as a short notation for certain linear
combinations of framed knots given by the ’desingularisation rule’ from Picture (35).
This rule is valid for three singular framed knots that differ only inside a small ball
like shown in Picture (35). The framing of the shown parts points to the reader.
 
 
 
 ✠
❅
❅
❅
❅❘
=
 
 
 
 ✠
❅
❅
❅
❅❘
−
 
 
 
 ✠
❅
❅
❅
❅❘
(35)
Let Ki be the subspace of K spanned by all singular framed knots with i double
points. This defines a decreasing sequence of vector spaces:
K = K0 ⊇ K1 ⊇ K2 ⊇ . . . . (36)
A translation of Proposition 4 from [Vo1] to framed knots tells us that this sequence
is a filtration of the bialgebra K. The connected sum of singular framed knots is
expressed in the same way as for framed knots without double points and the
coproduct of a singular framed knot can be expressed like in Formula (3) of [Vo1].
Denote the graded bialgebra associated to K by
grK :=
∞⊕
i=0
Ki/Ki+1. (37)
Recall the construction of a singular framed knot KD as a ’realization’ of a chord
diagram D with residue from [KaT]. We summarize it in Picture (38).
Replace r r by
■
and 1 by
■
(38)
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If degD = d, then KD ∈ Kd/Kd+1 is well defined. This gives us an isomorphism of
graded bialgebras ψ : Aˆ −→ grK. The special case dimK0/K1 = 2 may be proved
directly. In general the proof that ψ is injective is based on Part (1) of the next
theorem. In order to formulate it let us introduce some notation. We can pass from
a graded vector space B =
⊕∞
i=0Bi to its completion B
c :=
∏∞
i=0Bi. We will use
the notation
∑∞
i=0 bih
i with bi ∈ Bi and a formal parameter h for elements of B
c.
If B is a graded algebra, then Bc is an algebra. The elements of Bc are multiplied
like formal power series.
Theorem 9.1 (Kontsevich) (1) There exists a linear map Z : K −→ Aˆc
such that for any realisation KD of a chord diagram D with residue we have
Z(KD) = Dh
degD + terms of higher degree.
(2) With the comultiplication defined by ∆(
∑∞
i=0 aih
i) :=
∑∞
i=0∆(ai)h
i the image
of the map Z is a bialgebra and Z : K −→ imageZ is a morphism of bialgebras.
For a proof of Part (1) of Theorem 9.1 see [KaT] and also [BN1] and [LM3]. For a
proof of Part (2) and a proof that Z is already defined over the rational numbers one
may use the explicit description of Z from [KaT] and Theorem A′′ from [Dri]. We
have used a normalization of Z different from the one used in [KaT] in order to turn
Z into a morphism of algebras5. Our normalization specializes to the one in [BN1]
when we forget the residues and introduce the ’framing independence’ relation (see
[LM3], Theorem 6 and Theorem 7). For reasons that will become clear in the next
section the map Z is called the universal Vassiliev invariant. It is an open question
whether Z is injective.
10 Vassiliev invariants
Now we take a look at the dual notions of the filtered bialgebra of framed knots
and the graded bialgebra of chord diagrams and translate the results of the previous
section.
Definition 10.1 We call a linear map v : K −→ R a Vassiliev invariant of degree
d if v(Kd+1) = {0}. Let Vd be the space of Vassiliev invariants of degree d and
V :=
⋃∞
i=0 Vd the space of all Vassiliev invariants.
5We give more details in the proof of Proposition 12.1.
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The vector spaces Vi form an increasing sequence
V0 ⊆ V1 ⊆ V2 ⊆ . . . ⊆ V. (39)
The product of v1 ∈ Vk and v2 ∈ Vl is defined to be pointwise on framed knots K
without double points: (v1v2)(K) := v1(K)v2(K). With this definition V becomes
a subalgebra of K∗. Now v1v2 is in Vk+l because the coproduct of grK respects the
grading. Define V−1 := {0}. Theorem 9.1 enables us to choose nice representatives
for elements of Vd/Vd−1 (d ≥ 0). This will allow us to turn V into a graded algebra
as follows: Denote the projection Aˆc −→ Aˆd by pd. Given w ∈ Aˆ
∗
d, we can define
Φˆd(w) ∈ Vd by
Φˆd(w)(K) = (w ◦ pd ◦ Z)(K). (40)
The image Vcand := Φˆd(Aˆ
∗
d) of the linear map Φˆd is called the space of canonical
Vassiliev invariants of degree d. We state the translation of Theorem 9.1 to this
setting (see [BN1], Theorem 9).
Proposition 10.1 (1) The map
∞⊕
i=0
Φˆi :
∞⊕
i=0
Aˆ∗i −→
∞⊕
i=0
Vcani = V
is an isomorphism of algebras.
(2) The image of the space of primitive elements P (
⊕∞
i=0 Aˆ
∗
i ) is the space of Vas-
siliev invariants that are additive with respect to the connected sum of framed ori-
ented knots.
Now we pass to completions.
Definition 10.2 A formal sum v =
∑∞
i=0 vih
i with vi ∈ Vi is called a Vassiliev
series. The Vassiliev series v is called canonical if v ∈
∏∞
i=0 V
can
i . The Vassiliev
series v is called multiplicative if the map v : K −→ R[[h]] is a morphism of algebras.
We have a projection ρd : Aˆd −→ Ad defined by forgetting residues. The dual map
allows to lift elements from A∗d to Aˆ
∗
d.
Definition 10.3 (1) For a weight system w define a canonical Vassiliev series by
Φ(w) :=
∞∑
i=0
(w ◦ ρi ◦ pi ◦ Z)h
i
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(2) For a Vassiliev series v =
∑∞
i=0 vih
i define a weight system Ψ(v) ∈ A∗ by
Ψ(v)(D) := vd(KD) where D is a chord diagram of degree d and KD is a realization
of D with residue 0.
By Part (1) of Theorem 9.1 we have for every weight system w :
Ψ(Φ(w)) = w. (41)
A consequence of Part (2) of Theorem 9.1 is the following proposition (see also
[BNG], Proposition 2.9).
Proposition 10.2 (1) The canonical Vassiliev series Φ(w) is multiplicative if and
only if w is multiplicative.
(2) For weight systems w1 and w2 we have Φ(w1w2) = Φ(w1)Φ(w2).
11 The knot polynomial Υ
Define a linear map Υ : K −→ R[y, y−1] by:
(1) Υ(K+)−Υ(K−) = (y − y
−1)Υ(K||1)Υ(K||2),
(2) Υ(Kt) = yΥ(K|),
(3) Υ(O) = 1
where we use two knots K+ and K− and a link K|| with two connected components
that differ only in a ball like shown in Picture (42) for the first equation. We
denote the two knots that are the connected components of K|| by K||1 and K||2.
The symbols Kt and K| from the second equation are also explained by Picture (42).
The symbol O from the third equation denotes the oriented unknot with 0-framing.
Proposition 12.2 says that Υ is well defined.
 
 
 
 ✠
❅
❅
❅
❅❘
K+
 
 
 
 ✠
❅
❅
❅
❅❘
K−
✠ ❘
K|| K=
❄
Kt
❄
K|
(42)
24
Define Υh(K) := Υ(K)(exp(h/2)) (this shall mean that y
±1 is substituted by
exp(±h/2)). Then Υh is a power series and the coefficients of powers of h are
knot invariants with values in R. Now we formulate our second main result.
Theorem 11.1 The algebra of all chromatic weight systems of finite degree is
mapped by Φ to the subalgebra of V generated by the coefficients of Υh. In particular,
the Vassiliev invariants corresponding to all chromatic weight systems distinguish
exactly the same knots as the polynomial Υ.
Theorem 11.1 will follow from Proposition 6.2, Part (2) of Proposition 10.2 and
Proposition 12.2. Let us now consider an example.
✻T
 
 ✠
❅
❅❘
(43)
✻O1 ✻✻ L
Using the tree in Picture (43) we can determine the value of Υ on the shown trefoil
knot T as follows. By Relations (2) and (3) we have Υ(O1) = y. The two connected
components of the link L from Picture (43) are unknots O with 0-framing, so we
use Relations (1) and (3) to compute
Υ(T ) = Υ(O1) + (y − y
−1)Υ(O)Υ(O) = 2y − y−1. (44)
The following remark is easy to prove.
Remark 11.1 Let K be an oriented framed knot with mirror image K. Then we
have
Υ(K)(y) = Υ
(
K
)
(y−1) (45)
From the remark and Formula (44) we see that the polynomial Υ can distinguish
at least one framed knot from its mirror image. 6
6 The knot invariant Υ has also been studied in Section 4 of [Kne] in a framing independent
normalization. Corollary 2 of [Kne] implies that the set of all polynomials that appear as values
Υ(K) for some oriented framed knot K is equal to
⋃
i∈Z y
i(1 + (y2 − 1)Z[y2, y−2]).
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12 Canonical Vassiliev series coming from gln
Now we translate our results about weight systems into results about the corre-
sponding canonical Vassiliev series. The next proposition is proved in [LM1] for
links without framing with analytical methods. We use the same ideas to give a
proof for framed links with the help of the algebraic description of the universal
Vassiliev invariant Z. Recall the notation from Picture (42).
Proposition 12.1 a) For all n ≥ 1 there exists an invariant H of framed oriented
links with values in R[[h]] satisfying the following three relations:
(1) H(K+)−H(K−) = (exp(h/2)− exp(−h/2))H(K||),
(2) H(Kt) = exp(nh/2)H(K|),
(3) H(O) = 1.
b) For framed oriented knots K we have
H(K) = Φ(Wgln,X,τ)(K)/n.
c) Define [n]q :=
qn−q−n
q−q−1
for invertible elements q ∈ R[[h]]∗. Then we have for the
disjoint union K1 ∐K2 of framed oriented links K1 and K2:
H(K1 ∐K2) = [n]exp(h/2)H(K1)H(K2).
Proof: We start with a remark concerning generalisations of Theorem 9.1 and
Lemma 2.1 of this article. As a general reference we use [KaT] and also Chapters XI
and XX of [Kas].
The objects of all categories that we consider in this proof are finite sequences of
’+’- and ’−’-symbols. There exists a category Aˆt[[h]] in which the morphisms are
represented by formal power series of chord diagrams on circles and intervals with
residue (see Section 2 of [KaT] for a precise definition of the diagrams we use here
and for a formula for the residue of the composition of diagrams).
The universal Vassiliev invariant Zt is a functor from the category T of framed
oriented tangles to Aˆt[[h]] In T we have links as the endomorphisms of the empty
sequence and for knots K we have
Z(K) = Zt(K)/Zt(O). (46)
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In Equation (46) the multiplication is induced by the connected sum of chord dia-
grams with residue and we use the inclusion of Aˆc into the endomorphisms of the
empty sequence in Aˆt[[h]].
The weight system Wg,ω,ρ associated to a Lie superalgebra g with Casimir element ω
and representation ρ : g −→ EndM can be generalized to a functor also calledWg,ω,ρ
from the category Aˆt[[h]] to a category Dg(M,M
∗)[[h]]. In order to describe the
morphisms in the last category we associate to an object (ǫ1, . . . , ǫk) (ǫi ∈ {+,−}) of
Dg(M,M
∗)[[h]] the moduleM ǫ1⊗ . . .⊗M ǫk where M+ denotes M andM− denotes
the dual module M∗. The ’empty tensor product’ will be R. The morphisms
between two objects of Dg(M,M
∗)[[h]] are formal power series of g-linear maps
between the corresponding modules In the sequel we assume Endg(M) ∼= R. Then
by Formula (46) and Proposition 2.1.6 of [LM1] we have for framed knots K:
Φ(Wg,ω,ρ)(K) =
dimM
Wg,ω,ρ(Zt(O))
Wg,ω,ρ(Zt(K)). (47)
We use the canonical isomorphism R[[h]] ∼= EndDg(M,M∗)[[h]](∅) in Equation (47)
where ′∅′ denotes the empty sequence.
After this long preparation we start with a simple proof of the proposition. We
divide each link Kx (x ∈ {+,−, ||}) from Relation (1) for H into three tangles T1,
Tx and T2 as shown in Picture (48). The tangles T1 and T2 are the same in all three
cases and the part of the tangle Tx denoted by a box labeled x in Picture (48) looks
like the corresponding part in Picture (42).
x
✻✻
T1
Tx
T2


Kx (48)
Now we make the special choice g = gln, ω = X and ρ = τ from Lemma 4.2. We
define H for framed oriented links K by
H(K) :=
Wgln,X,τ (Zt(K))
Wgln,X,τ(Zt(O))
. (49)
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Define g-linear maps ϕi := Wgln,X,τ (Zt(Ti)) and
ϕx := Wgln,X,τ (Zt(Tx)) ∈ End(M
⊗2 ⊗M∗⊗2)[[h]].
By the explicit description of the universal Vassiliev invariant Zt (see Theorem 4.7
of [KaT]) we have
ϕ+ = (exp(hX/2) ◦X)⊗ idM∗ ⊗ idM∗ ,
ϕ− = (exp(−hX/2) ◦X)⊗ idM∗ ⊗ idM∗ ,
ϕ|| = idM ⊗ idM ⊗ idM∗ ⊗ idM∗ .
In these formulas no associators appear because in Picture (48) the box labeled x
is on the left side. A short computation in the algebra (EndM ⊗EndM)[[h]] yields
(exp(hX/2)− exp(−hX/2)) ◦X = (exp(h/2)− exp(−h/2)) id⊗ id .
This implies Relation (1) because we have (ϕ1 ◦ϕx ◦ϕ2)/Wgln,X,τ (Zt(O)) = H(Kx).
Property (2) is proved by a similar computation and Property (3) follows from
Equation (49).
By Equation (47) the invariant H is an extension of Φ(Wgln,X,τ)/n from knots to
links. This proves Part b) of the theorem.
A computation for the disjoint union of two unknots using Relations (1)–(3) yields
H(O ∐O) = [n]exp(h/2)H(O)
2.
The functoriality of Wgln,X,τ ◦ Zt now allows to determine
Wgln,X,τ (Zt(O)) = [n]exp(h/2) (50)
and gives us the general formula for the disjoint union of links for H 7. ✷
This again proves that the Homfly polynomial is well defined. The next proposition
is a consequence of a connection between H and Υ.
Proposition 12.2 The invariant Υ is well-defined and for all framed oriented
knots K we have
Φ(W )(K) = Υ(K)(exp(h/2)).
7By Theorem 7.2 of [KaT] or Theorem 10 of [LM3] we see that the factor [n]exp(h/2) from
Formula (50) appears also as a quantum dimension. For the more direct computations usin R-
matrices see [Tur].
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Proof: By Lemma 4.2 we have for all n:
Φ(Wgln,X,τ )/n =
∞∑
i=0
i∑
j=0
pijn
jhi
with uniquely determined Vassiliev invariants pij of degree i and
Φ(W ) =
∞∑
i=0
piih
i. (51)
From the Relations (1)-(3) forH from Lemma 12.1 we can derive relations for Φ(W )
as follows:
Recall from Part I, Section 5 of [Kau] that we can calculate H(K) for every link
K with the help of a certain labeled binary tree with root, a so-called skein-tree.
The vertices of such a tree are labeled with link diagrams, the root is labeled with a
diagram for K, the leaves are labeled with diagrams of unknotted unlinked framed
circles, and for the link diagrams labeling inner vertices there exists a crossing such
that the relation shown in Picture (52) is satisfied. An example for a part of a
skein-tree is shown in Picture (43).
K±
K∓ K||
  ✠ ❅❅❘ (52)
Notice that H(K||) is multiplied in Relation (1) with
exp(h/2)− exp(−h/2) = h+ terms of degree > 1
and for the factor [n]exp(h/2) for the disjoint union of links we have
exp(nh/2)− exp(−nh/2)
exp(h/2)− exp(−h/2)
= n
∞∑
ν=0
(nh/2)2ν
(2ν + 1)!
+ terms aijn
ihj with i ≤ j.
This implies that in a skein-tree for the calculation of H(K) the subtree for the
link K|| can only give a contribution to the highest powers in n if the number of
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components of K|| is greater than the number of components of K+ (and K−). This
is the case exactly if the two strands of the distinguished crossing of the link K+
belong to the same connected component. Using this argument we see that Φ(W )
satisfies the Relations (1)-(3) for Υ with the parameter y = exp(h/2). ✷
This completes the proof of Theorem 11.1. From Part (1) of Proposition 10.2 and
Formula (41) we get the following corollary to Proposition 12.2.
Corollary 12.1 (1) The linear map Υ is a morphism of algebras.
(2) The power series Υh is a canonical Vassiliev series with corresponding weight
system Ψ(Υh) = W .
A reason why we mainly considered knots and not links is given in the following
remark that can be proved in the same way as Proposition 12.2.
Remark 12.1 A generalization of Υ to links suggested by Formula (51) is not
useful because we would have Υ(L) = Υ(K1) · . . . · Υ(Kl) where K1, . . . , Kl are the
knots that are the connected components of the link L.
Now consider the Lie algebra son with Casimir element ω and representation τ as
in Lemma 4.3. Recall again the symbols from Picture (42).
Proposition 12.3 a) For all n ≥ 2 there exists an invariant F of framed oriented
links with values in R[[h]] satisfying the following three relations:
(1) F (K+)− F (K−) = (exp(h/2)− exp(−h/2))
(
F (K||)− F (K=)
)
,
(2) F (Kt) = exp((n− 1)h/2)F (K|),
(3) F (O) = 1
where we may choose any orientation for K=.
b) For framed oriented knots K we have
F (K) = Φ(Wson,ω,τ )(K)/n.
c) For the disjoint union of framed oriented links K1 and K2 we have
F (K1 ∐K2) =
(
[n− 1]exp(h/2) + 1
)
F (K1)F (K2).
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A proof of Proposition 12.3 is only slightly more complicated than the proof of
Proposition 12.1 (see Theorem 3.6 of [LM2]). The invariant F does not depend
on the orientation of framed links. It is one of the standard parametrizations of
the Kauffman polynomial (see [Kau]). Because of Lemma 4.3 we could also use it
instead of H to prove Proposition 12.2. In particular, Υ is also a specialization of
the Kauffman polynomial.
A Appendix
In order to generalize Proposition 8.1 from a simple Lie superalgebra to a direct sum
g =
⊕k
i=1 gi of simple Lie superalgebras gi we have to use a relation between the
description of g-modules and the description of gi-modules. A technical problem is
that a finite-dimensional g-module need not be the direct sum of simple g-modules.
To solve this problem recall the definition of a Grothendieck ring (see Part 16B of
[CuR]). By G0(g) we will denote the Grothendieck ring associated to the category
of finite dimensional g-modules using all short exact sequences of g-modules for the
defining relations in G0(g). For the next lemma see also Remark 2.12 of [BN1].
Lemma A.1 The weight systems associated to a Lie superalgebra g with a fixed
Casimir element ω induce a morphism of abelian groups
Wg,ω,· : G0(g) −→ A
∗ , [ρ] 7→Wg,ω,ρ
Proof: Let M ′ ⊂ M be finite dimensional Z/(2)-graded vector-spaces and let
f : M −→ M be a linear map satisfying f(M ′) ⊆ M ′. Denote the restriction of
f to M ′ by f ′ and the induced endomorphism of M ′′ := M/M ′ by f ′′. Then the
supertrace satisfies str(f ′) + str(f ′′) = str(f). This completes the proof because
Wg,ω,ρ(D) can be described as the supertrace of ρ(aD) where aD is an element of
the universal enveloping algebra U(g) depending only on D and ω but not on ρ. ✷
Now we can generalize Proposition 8.1 to semisimple Lie superalgebras over fields
of characteristic 0.
Proposition A.1 Let the ground field R be an arbitrary field of characteristic 0.
For all d ≥ 8 there exists an element Pd ∈ P (A)d with Γ(Pd) 6= 0 and the following
property: Let g be a finite direct sum of Lie superalgebras from Part II of Table (32)
and let ω be a Casimir element for g. Then for all finite-dimensional representations
ρ of g we have Wg,ω,ρ(Pd) = 0.
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Proof: First assume that R is algebraically closed of characteristic 0. Let g =⊕k
i=0 gi be a direct sum of simple Lie superalgebras as in the proposition with
Casimir element ω = ⊕iωi. The following map is a well-defined morphism of abelian
groups:
πk : G0(g1)⊗Z . . .⊗Z G0(gk) −→ G0(g) , [ρ1]⊗Z . . .⊗Z [ρk] 7→ [ρ1 ⊗ . . .⊗ ρk].
In Theorem 8 of [Kac] simple gi-modules are classified by highest weights. This
classification implies a classification of the simple g-modules by highest weights. If
we choose generators for each gi as in Theorem 8 of [Kac] and vi are highest weight
vectors with respect to the chosen generators for gi with weight αi, then v1⊗ . . .⊗vk
is a highest weight vector for g with weight ⊕iαi because Cartan subalgebras are
by definition of degree 0. Using a suitable order on the set of weights we can prove
by induction that πk is surjective.
8
Let mk : (A
∗)⊗k −→ A∗ denote the k-fold product of weight systems. Exercise 6.33
of [BN1] holds also true for Lie superalgebras. Using this we see that the following
diagram commutes:
G0(g1)⊗Z . . .⊗Z G0(gk) G0(g)
A∗
❅
❅
❅
❅
❅
❅❘
 
 
 
 
 
 ✠
✲
πk
mk ◦ (Wg1,ω1,· ⊗ . . .⊗Wgk,ωk,·) Wg,ω,·
Now let ρ be some finite-dimensional representation of g. We choose an element∑
i ni[ρi,1] ⊗ . . . ⊗ [ρi,k] ∈ π
−1
k ([ρ]). The elements Pd ∈ Ad from Proposition 8.1
satisfy Wgj ,ωj ,ρi,j (Pd) = 0 for all i, j. This implies
Wg,ω,ρ(Pd) =
∑
i
ni
(
Wg1,ω1,ρi,1 · . . . ·Wgk,ωk,ρi,k
)
(Pd) = 0,
because Pd is primitive.
The structure of G0(g) may change when the field R is not algebraically closed, but
a simple argument will allow us to reduce this case to the algebraically closed one
(compare also Exercise 6.32 of [BN1]). Let R be arbitrary of characteristic 0 and let
R be the algebraic closure of R. The Lie algebra g =
⊕
i gi with Casimir ω = ⊕iωi
8The theorem of Jordan-Ho¨lder implies that pik is an isomorphism but we will not use this.
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and A are now defined over R and R ⊗ g (R⊗ A) denotes the extension of scalars
from R to R. Then the following diagram commutes for all R-linear projections
p : R −→ R.
G0(g) G0(R⊗ g)✲
[ρ] 7→ [idR ⊗ ρ]
HomR(A,R) HomR(R ⊗A,R)
✛
p ◦ (ϕ|A)←| ϕ
❄
Wg,ω,·
❄
WR⊗g,ω,·R ⊗HomR(A,R)
PPPPPPq
idR ⊗Wg,ω,·
PPPPPPq
∼=
This completes the proof because the element Pd of the proof of Proposition 8.1 is
defined over Q. ✷
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