ABSTRACT BACKGROUND: In substance-dependent individuals, drug deprivation and drug use trigger divergent behavioral responses to environmental cues. These divergent responses are consonant with data showing that short-and long-term adaptations in dopamine signaling are similarly sensitive to state of drug use. The literature suggests a drug state-dependent role of learning in maintaining substance use; evidence linking dopamine to both reinforcement learning and addiction provides a framework to test this possibility. METHODS: In a randomized crossover design, 22 participants with current cocaine use disorder completed a probabilistic loss-learning task during functional magnetic resonance imaging while on and off cocaine (44 sessions). Another 54 participants without Axis I psychopathology served as a secondary reference group. Within-drug state and paired-subjects' learning effects were assessed with computational model-derived individual learning parameters. Model-based neuroimaging analyses evaluated effects of drug use state on neural learning signals. Relationships among model-derived behavioral learning rates (a1, a2), neural prediction error signals (d1, d2), cocaine use, and desire to use were assessed. RESULTS: During cocaine deprivation, cocaine-dependent individuals exhibited heightened positive learning rates (a1), heightened neural positive prediction error (d1) responses, and heightened association of a1 with neural d1 responses. The deprivation-enhanced neural learning signals were specific to successful loss avoidance, comparable to participants without psychiatric conditions, and mediated a relationship between chronicity of drug use and desire to use cocaine. CONCLUSIONS: Neurocomputational learning signals are sensitive to drug use status and suggest that heightened reinforcement by successful avoidance of negative outcomes may contribute to drug seeking during deprivation. More generally, attention to drug use state is important for delineating substrates of addiction.
In substance-dependent individuals, responses to negative environmental cues appear to both vary with state of drug use and contribute to continued drug seeking. Specifically, when drug deprived, substance-dependent individuals are adept at avoiding negative states, such as withdrawal and isolation, through drug use (1, 2) . At the same time, when drug using, dependent individuals ignore negative outcomes, including serious social, health, and economic costs (1, 3, 4) . The divergence between these behavioral responses to negative consequences suggests a drug state-dependent role for loss learning (i.e., learning about negative outcomes) in maintaining substance use. In particular, these clinical and behavioral data suggest the hypothesis that heightened reinforcement from avoiding negative states may facilitate drug seeking during deprivation relative to during substance use. A largely parallel but related literature linking neural dopamine (DA) systems in reinforcement learning (5-7) and cocaine addiction (8) (9) (10) provides a framework within which to examine this possibility.
Extant data show that while acute cocaine use increases striatal DA (9) , chronic cocaine use decreases postsynaptic DA receptor availability (9) . These short-and long-term neurophysiological adaptations together contribute to changes in DA signaling and detection that are sensitive to state of drug use (8) (9) (10) (11) [for reviews, see (12, 13) ]. In addition, related evidence indicates that during healthy reinforcement learning, DA release encodes prediction errors (signaling better or worse than expected) that have detectable correlates in the human striatum (14, 15) . Together, this literature suggests that in the case of substance dependence, DA-related learning signals are likely to be enhanced with drug deprivation because DA receptors are relatively freed, allowing the detection of prediction errors. A few previous studies that examined neural substrates of contingency learning in cocaine dependence primarily focused on reward learning and found decreased prediction error signaling in cocaine-dependent individuals compared with control individuals [(16-18) ; see also Stewart et al. (19) , who reported greater baseline neural win responses in successful future abstainers].
To evaluate cocaine state modulation of learning signals and assess the potential drug state-dependent role of losslearning mechanisms in maintaining substance dependence, we tested cocaine-dependent individuals in a loss-learning task both during cocaine deprivation and when using cocaine as usual. Using a computational psychiatry approach, we assessed behavioral and neural learning substrates, in the form of model-derived learning rate parameters and striatal encoding of prediction errors, respectively, and tested the relationship of neural learning signals to measures of drug use and dependence.
METHODS AND MATERIALS

Participants and Experimental Design
A total of 22 right-handed, non-treatment-seeking male individuals who met criteria only for current cocaine use disorder without other substance dependencies or comorbid Axis I psychopathology were enrolled from a larger study on biomarkers of substance use (see Tables 1 and 2 for demographic information and self-reported craving, and see Supplemental Methods for inclusion/exclusion criteria). Following an initial lab visit to assess cocaine use and entrance criteria, eligible individuals participated in two subsequent scanning sessions in a within-subject design. In one session participants were instructed to use cocaine as usual (C1), and in a second session participants were instructed to abstain from cocaine use for at least 72 hours (C2). Cocaine use state was verified at each lab visit with urine testing for cocaine metabolites (National Institute on Drug Abuse 5-panel drug test; Alere Toxicology, Waltham, MA); C1 and C2 sessions were counterbalanced for order. All participants provided informed consent, and all procedures were approved by the institutional review boards of Baylor College of Medicine and Virginia Tech.
Participants completed a probabilistic loss-learning task ( Figure 1A ) during functional magnetic resonance imaging (fMRI) scanning in two separate lab sessions (N = 22, with each participant scanned in both states of cocaine use; see Supplemental Methods for scanning parameters and preprocessing procedures). The task entailed learning from repeated choices between two losing options [two-arm bandit in the loss domain; see details in Supplemental Methods; adapted from (7, 20) ], with one having a higher probability of producing the better outcome (i.e., smaller loss). On each trial, subjects chose between two abstract stimuli and subsequently observed the outcome ( Figure 1A ). Participants were instructed that one option was better than the other and that payment was related to their choices, but they were not explicitly informed of the outcome probabilities or loss framework. Trials were presented for a maximum of 36 trials per block or when sufficient learning had occurred (see Supplemental Methods for learning criteria). Each block consisted of novel stimuli that required participants to learn the contingencies between stimuli and outcomes within each block.
An additional group of 54 male individuals (see Supplemental Table S1A for demographics) with no history of Axis I psychopathology was used as an independent nonpsychiatric control sample to identity learning-related striatum activation that could be used as a reference against which to interpret any neural effects observed in the individuals with cocaine use disorder and to compute nonpsychiatric individual parameter estimates for model validation and parameter recovery.
Behavioral Analyses
Model-Agnostic Behavioral Analyses. To verify that participants learned during the task, the behavioral choices of each individual in each drug use state were examined over time and quantified as the percentage of trials that the objectively better choice was selected. Within-sample and paired t tests on performance were implemented in MATLAB (The MathWorks, Inc., Natick, MA).
Computational Model-Based Behavioral Analyses. To assess model-derived behavioral learning effects for each participant in each drug use state, participants' behavioral choices were fit to a basic reinforcement Q-learning model that included two learning rates (a) that provided separate update rules for positive (d1) and negative (d2) prediction errors (better or worse than expectations, mapping onto successful and unsuccessful loss avoidance [d1 and d2, adapted from previous studies (21) (22) (23) (24) ]) in the form of positive (a1) and negative (a2) learning rates ( Figure 1B) . The For the two-learning-rate model, the initial expected values Q(0) for the possible choices a and b were set to 0 because participants were not instructed a priori about the range of possible outcomes. For trial number t, the outcome for the chosen option a was represented by R a (t), with the expected value represented by Q a (t). The prediction error d(t), which measures the difference in outcome R a (t) and expectation Q a (t) for a trial, was defined as follows:
The parameter estimation procedures included separate update rules for positive and negative prediction errors d(t) in the form of positive (a1) and negative (a2) learning rates, respectively ( Figure 1B ). The learning rate parameters quantified how much The reinforcement learning model incorporated positive and negative prediction errors (d1 and d2, respectively), which updated the subsequent expected value (Q) with separately estimated learning rates (a1 and a2, respectively). Trial-by-trial prediction errors are computed as the difference between the outcome and the expected value (R 2 Q). (C) The model-predicted probability of selecting the better option was a good fit with both C2 and C1 participants' actual behavior (percentage better option selected across subjects). Model prediction and actual selection for participants in the C2 (blue) and C1 (red) drug use states were similar (no difference of average log likelihood per trial in a paired comparison across states; t 17 = 1.47, p = .14). (D) In both states of drug use, individuals showed learning, improving in choosing the better option as trials progressed. C2 individuals relative to C1 individuals showed diminished overall accuracy (t 17 = 2.62, p = .01). (E) Bootstrapped group estimates for positive learning rate (a1), negative learning rate (a2), and inverse temperature (s) suggested higher a1 and lower s during cocaine deprivation. (F) To clarify whether the drug state modulation of a1 and/or s was associated with the cocaine state differences in model-free behavioral performance (panel D), we simulated behavioral choices iterating through the observed ranges of a1 and s parameter values and show that increasing a1 was associated with diminished total earnings, while performance did not vary with changes in s. Positive and negative learning rates (a1 and a2) and inverse temperature (s) were free parameters, iteratively estimated in MATLAB using the function fminsearch, that were evaluated to have the maximum log likelihood (25) . Learning rates were bounded between 0 and 1, and inverse temperature was bounded between 0 and N. For the unchosen option b, the expected value of the subsequent trial Q b (t 1 1) was set to the current trial's expected value Q b (t) multiplied by an additional decay parameter (4, bounded between 0 and N), similar to previous studies (26) (27) (28) (29) .
Drug State-Dependent Learning Predicts Cocaine Use
Individual variances in learning rates (a2 and a1) as an effect of drug state (C2 or C1) were estimated for secondlevel fMRI analysis (see Imaging Analysis section below). First, the prior mean and distribution of learning rates for participants in each drug state (C2 or C1) were estimated using bootstrapped maximum likelihood created via sampling, approximating integration, around a bootstrapped maximum likelihood estimation across subjects (30, 31) . Individual learning rates were subsequently estimated by conditioning individuals' behavioral data on the respective drug state (C2 or C1) group's prior distribution to account for drug use status differences. For each participant, individual C1 learning rates were then subtracted from the individual C2 learning rates to compute a cocaine deprivation-enhanced learning rate for each participant. Group-specific bootstrapped estimates were used for the inverse temperature and decay parameters during individual estimation of learning rates.
Imaging Analyses
To examine neural substrates of loss learning associated with cocaine use state in dependent individuals, model-derived learning variables fit across all participants (as described above) were first correlated with fMRI data collected during the loss-learning task. Next, the model-based neural prediction error signals were related to participants' self-reported cocaine use measures.
First-Level fMRI Processing. The general linear model implemented in SPM8 (32) was used to perform neuroimaging analyses at the individual and group levels. For the first-level analyses, onset times for stimuli, outcome events for d1 outcomes, and outcome events for d2 outcomes for each trial were modeled as separate punctate events. The outcomes were categorized based on the sign of the prediction error (d . 0 or d , 0, indicating d1 or d2, respectively), using the fitted estimates of the two-learning-rate model, in which trialby-trial ds were generated (see procedures in Supplemental Methods). To examine the first-level effects of drug use status on neural representation of learning and valuation, cocaine-positive (C1, urine positive for cocaine metabolites) and cocaine-negative (C2, urine negative for cocaine metabolites) drug use states for each individual were modeled as separate first-level general linear models. Trial-by-trial expected values (Q) were modeled as parametric regressors onto the response events. Trial-by-trial d1 and d2 and the actual outcomes were modeled as parametric regressors onto separate d1 and d2 outcome events, respectively. Effects due to run number, time in scanner, and head movement parameters were modeled as nuisance covariates for each time point.
Within and Paired Drug State Analyses. The withindrug state (C2 or C1) and paired-subjects (C2 . C1) effects of cocaine use were compared using one-sample and paired-subjects' second-level contrasts in SPM8. The effects of interest were neural responses to d1 and d2. In line with previous data demonstrating the role of the striatum and DA in learning (7, 14, 15) , the imaging analyses were masked for the striatum. Anatomical masks were constructed using WFU PickAtlas (33) including the structures of the caudate, putamen, and globus pallidus. Also included in the striatum mask was the nucleus accumbens [per Garrison et al. (34) ]. Results were thresholded with a voxel-level uncorrected p , .001 unless otherwise noted, and significant clusters were defined using familywise error correction.
Correlation Analyses Between Cocaine StateModulated Learning Rate and Neural Prediction Error Signals. To relate drug state effects on behavioral learning rates (a1 and a2) with the corresponding neural d signals, separate first-level and second-level general linear models were created to correlate within-subject drug-modulated a1 and a2 differences (C2 . C1 for a1 and C2 . C1 for a2) with the corresponding neural differences for positive and negative d (C2 . C1 for d1 and C2 . C1 for d2). Results were again thresholded with a voxel-level uncorrected p , .001, and significant clusters were defined using familywise error correction. In addition, leave-one-out cross-validation analyses were performed in regions of interest (see Supplemental Methods) to reduce bias due to nonindependence (35) .
Relationships Between Neural Prediction Error Responses and Behavioral Cocaine Use Measures. To test relationships between the observed neural learning signals and cocaine use measures, questionnaire data characterizing individual drug use history and current cocaine craving were tested against subjects' C2 neural prediction error responses (given the primary results of interest involving enhanced d1 from drug deprivation). Again, using leave-one-out crossvalidation analysis, neural signals from trials with d1 were correlated with years of drug use and subscales of the Cocaine Craving Questionnaire (36) . The analyses identified relationships among years of drug use, d1 neural signal, and the desire to use cocaine. Based on the results of the correlation analysis, a mediation analysis was performed testing whether neural learning signals mediated the relationship between duration of drug use and individuals' desire to use cocaine or expected positive outcome from cocaine use (C2 measures).
Drug State-Dependent Learning Predicts Cocaine Use
A bootstrap approach to mediation (37) was implemented in R to calculate a 95% confidence interval with 10,000 bootstrapped resamples.
RESULTS
Behavioral Results
Model-Agnostic Behavioral Results. In both drug use states, participants demonstrated learning and performed significantly above chance (percentage of trials on which the "better" option was chosen; C2: 62.76%, SE = 3.22, t 17 = 3.91, d = 0.96, p , .01; C1: 73.61%, SE = 2.69, t 17 = 8.70, d = 2.12, p , .01; chance: 50%) ( Figure 1D ). In addition, participants in the C2 state showed diminished accuracy relative to C1 participants (t 17 = 2.62, d = 0.30, p = .01).
Computational Model-Derived Behavioral Results.
Computational model-based analyses, using bootstrapped group parameters [per (38) ; 200 estimation iterations within each drug use state with subjects drawn with replacement for each iteration] for positive and negative learning rate (a1 and a2, respectively) and inverse temperature (s), suggested increased positive learning rates (a1) and decreased s in C2 participants relative to C1 participants; a2 did not differ between participants in the C2 and C1 states ( Figure 1E ). To clarify whether cocaine state modulation of a1 or s was associated with the diminished behavioral accuracy in C2 participants, we simulated behavioral choices holding a1 constant (iterating through the ranges of the observed parameter values) while allowing s to vary and similarly holding s constant and allowing a1 to vary. As shown in Figure 1F , these simulations revealed increased a1 to be associated with decreased performance and no relationship between s and performance (see simulation details in Supplemental Methods). Together, these data provide initial evidence of drug state modulation of learning, where cocaine deprivation-related increases in positive learning rates are associated with diminished behavioral performance.
Imaging Results
Effects of Cocaine Use State on Neural Prediction
Error Signals. Significant neural correlates of positive prediction error were observed in the striatum for C2 participants (d1 for C2) (Figure 2A and Supplemental Table S2A ) but not for C1 participants. In addition, no significant neural correlates of negative prediction error (d2) were found during either drug use state. Positive prediction error (d1) responses were verified in the nonpsychiatric participants (Supplemental Figure S1 and Supplemental Table S2B ), and post hoc analyses using an independent striatum region of interest indicated that d1 in C2 participants was comparable to this control cohort, whereas C1 participants showed significantly diminished d1 responses (C2 vs. nonpsychiatric control participants, t 70 = 0.15, d = 0.004, p = .87; C1 vs. nonpsychiatric control participants, t 70 = 3.22, d = 0.09, p = .001) (Supplemental Figure S1 ; see analytic details in Supplemental Methods).
The specificity of the neural encoding of positive prediction errors in the C2 participants (Figure 2A ) was striking in its parallel with the increased positive learning rate in these participants. Thus, to test for a neural instantiation of the deprivation-increased positive learning rate, we first computed individual behavioral learning rate estimates for each participant in the C2 and C1 states [see Methods and Materials and (30)] and generated for each participant deprivation-enhanced positive and negative learning rate metrics (i.e., C2 . C1 for a2 and a1, respectively, for each individual). For positive learning rate, the degree of participants' deprivation enhancement was significantly associated with the degree of deprivation enhancement of positive prediction error responses in the striatum (C2 . C1 for a1 and neural C2 . C1 for d1) ( Figure 2B and Supplemental Table S2C ) (r = .79, p , .01; using leave-one-out cross-validation to avoid potential bias due to nonindependence) (35) . No relationship between drug state modulation of negative learning rates and their associated neural prediction error signals was observed (C2 . C1 for a2 and neural C2 . C1 for d2; r = 2.08, p = .72) ( Figure 2C ). For C2 . C1, contrasts further show deprivation enhancement (see Supplemental Figure S2A and Supplemental Table S2D ). Supplemental Figure S3 shows similar imaging results when using group estimates from within-status behavioral estimates. In addition, no effects of cocaine deprivation on neural expected value signals were detected (Supplemental Figure S2B) , indicating generally intact outcome valuation unaffected by drug use status.
Results Relating Neural Prediction Error Signals and
Behavioral Cocaine Use Measures. As described above, the specificity of drug state modulation and deprivation enhancement to positive (i.e., successful loss avoidance) prediction errors (d1) was consistent with the hypothesis that reinforcement from successfully avoiding negative states contributes to continued drug seeking in addiction. In this case, successful loss avoidance in cocaine-deprived participants should be further related to aspects of real-world cocaine use. To test this possibility, we regressed C2 individuals' neural d1 responses (b values from outcomes with d1) against selfreported drug craving [subscales of Cocaine Craving Questionnaire (36)] (Supplemental Figure S4A and Supplemental Table S3 ) and observed that neural d1 responses were related specifically to the desire to use cocaine ( Figure 3A and Supplemental Table S3 ) [r = .70, p , .01; correlations again performed using neural signals obtained from leave-one-out cross-validation analyses and Bonferroni corrected for multiple comparisons as described in Methods and Materials (35)]. These relationships were also present using the deprivationenhanced neural d1 signal (i.e., C2 . C1, extracted from outcomes with d1) (r = .67, p , .01) and not observed in the C1 state (i.e., signal from outcomes with d1 while C1) (Supplemental Figure S4B ) (r = 2.20, p = .42). Greater neural d1 responses during cocaine deprivation were also associated with greater years of cocaine use (C2) ( Figure 3A ) (r = .64, p , .01); no relationship between neural d1 and chronicity of use was observed for participants in the C1 state (Supplemental Figure S4C ) (r = 2.09, p = .71). No other subscales of the Cocaine Craving Questionnaire were correlated with striatal d1 signals (Supplemental Table S3 ). Lastly, desire to use cocaine ( Figure 3A) (r = .61, p , .01) 
DISCUSSION
Using a computational psychiatry approach (39-41), we show drug state modulation of learning signals in cocainedependent participants, such that successful loss avoidance signals are greater during deprivation and the neural responses are associated with both longer history of drug use and greater desire for cocaine. The specificity of the deprivation enhancement to positive neural prediction error signals during loss avoidance appears to parallel clinical descriptions of addiction as a cycle maintained by negative reinforcement where drug-deprived dependent individuals seek drugs and thus successfully avoid negative states (e.g., withdrawal, isolation); such successful loss avoidance has been posited to reinforce continued drug seeking [for relevant discussions, see (1, 2) ]. These data are consonant with prior studies showing that with greater chronicity of cocaine use, physiological adaptations occur in DA systems (9, 11) . In particular, the enhanced neural positive prediction error (d1) encoding in C2 participants relative to C1 participants is consistent with studies prediction error signal (d1) was found in the right striatum for cocaine-deprived participants (C2; peak voxel at t = 5.33; cluster familywise error corrected p = .005; thresholded at t = 2.9 for visualization) (see Supplemental Table S2A ). No significant neural d1 signals were found for participants using cocaine as usual (C1). Neither C2 nor C1 participants showed significant neural responses to negative prediction errors (d2). See also Supplemental Figure S2A and Supplemental Table S2D for C2 . C1 contrasts that further show deprivation enhancement of learning signals. (B) Deprivation enhancement of positive learning rate (a1) was correlated with deprivation enhancement of positive prediction error (d1) in the striatum (C2 . C1 for a1 and neural C2 . C1 for d1; left striatum peak at t = 7.20, right striatum peak at t = 5.61; both ps , .0001; thresholded at t = 2.9 with striatum mask for visualization) (see Supplemental   Table S2C ). (C) Drug state-dependent (i.e., C2 . C1) neural b values were extracted for both d1 and d2 from the bilateral striatum and correlated with their corresponding deprivation-enhanced learning rates. For positive learning rate, the degree of participants' deprivation enhancement was significantly associated with the degree of deprivation enhancement of positive prediction error responses in the striatum (C2 . C1 for a1 and neural C2 . C1 for d1) (Supplemental Table S2C ) (r = .79, p , .01) (27) . No relationship between drug state modulation of negative learning rates and their associated neural prediction error signals was observed (C2 . C1 for a2 and neural C2 . C1 for d2; r = 2.08, p = .72). b value differences (C2 . C1; whole brain normalized) are plotted. *p , .05, relative to zero. ROI, region of interest.
Drug State-Dependent Learning Predicts Cocaine Use
showing that humans with long-term cocaine dependency have decreased density of striatal DA receptors and lower tonic DA levels (9) and that acute cocaine intake in chronically cocaine-treated mice reduces DA signaling (11) . Following from these studies, d1 signals ought to be more evident during drug deprivation (as observed here) than during drug use because DA receptors, although diminished in density, are free in the deprived state to detect d1 fluctuations. We note that in the current cocaine-dependent participants, neural d1 responses in the drug-deprived state are comparable to the d1 observed in nonpsychiatric control participants, whereas d1 signaling in the drug-using state was diminished relative to the control participants. Together, these data suggest that although learning signal impairments appear to be restored by cocaine deprivation in dependent participants, such intact learning can have increasingly detrimental consequences in the context of unhealthy reinforcers, negative environmental states, and adverse outcomes (e.g., when dependent individuals are faced with withdrawal avoidance, drug-available environments, and drug use).
The current data are also relevant for closely related reports of significant increase in prediction error correlates following DA agonist administration (7) and computational model-based theories that drug use exacerbates prediction errors (42) or triggers false phasic activation of DA neurons (43) . A key difference between these previous reports and the current findings is the incorporation of the consequences of long-term drug dependence (i.e., diminished DA functioning) into an understanding of learning in addiction (42, 44) . In addition, the current diminished d1 signaling in C1 individuals and enhancement in C2 individuals is consistent with related work showing DA drug state modulation of learning signals in participants with Parkinson's disease (who are known to have impaired DA function); these participants similarly show reduced prediction error-related blood oxygen level-dependent responses when on DA-enhancing medication (levodopa) and greater prediction error responses while off medication, specifically to positive prediction errors [d1; (45, 46) ].
Finally, we show that greater neural loss-learning d1 (signaling successful loss avoidance) during deprivation mediates a relationship between chronicity of drug use and desire for cocaine. This relationship supports the hypothesis that drug state-dependent learning signals play a role in maintaining drug use. The current data thus emphasize that both drug use chronicity and the context in which learning is assessed (e.g., loss, gain) may be critical for identifying neurobehavioral mechanisms that maintain drug use [for related data indicating differences in neural substrates of loss and gain learning, see (47) (48) (49) (50) ].
The limitations of the current work provide avenues for further study. First, a relatively small number of male participants were included in this study (N = 22) . While the withinsubjects design and advantages of sample homogeneity partially mitigate the sample size, replication in a larger, more diverse sample would address questions regarding generalizability. In addition, the current study identified drug state modulation of responses to negative outcomes but did not evaluate the degree to which the physical consequences per se (i.e., small or large monetary loss), emotions associated with the consequences, or other aspects of the outcomes contribute to the reinforcement provided by successful loss avoidance. Clarifying the role of components of negative outcomes in maintaining substance use in dependence ought to be a focus of future studies. Finally, we focused our neural analyses primarily on regions of the striatum, given previous work linking learning mechanisms and cocaine pharmacodynamics to these regions (5) (6) (7) 9) . Supplemental analyses found no effects of cocaine state on encoding of expected value (see Supplemental Figure S2B ), indicating generally intact outcome valuation unaffected by drug use status; nonetheless, other neural regions implicated in learning may be of interest in future investigations.
In summary, in cocaine-dependent participants, we show that drug deprivation enhances neural signaling of successful loss avoidance, which in turn predicts increased desire to use cocaine. The deprivation-enhanced neural prediction error is in line with prior reports of DA adaptations associated with chronic substance use (2, 9, 11) and also points to a potential mechanism by which drug seeking is maintained. That is, when dependent individuals are at their most vulnerable (i.e., during drug deprivation), reward signals associated with successful avoidance of negative states are at their greatest and may contribute to a pernicious cycle of drug seeking in the face of quit attempts. Of note, DA dysregulation has been associated with poor response to behavioral treatments in addiction (10) , and innovative behavioral training protocols have identified learning systems as potential new mechanistic treatment argets for cocaine dependence (51) . More generally, the current results support targeting learning-based therapies to identify goaldriven behaviors that provide relief from the negative outcomes of drug deprivation and indicate that attention to drug state may be critical for understanding neural mechanisms of addiction and refining learning-based therapies.
