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Science and technology development has the tendency of learning from nature 
where human also try to develop artificial intelligent by imitating biological neuron 
network which is popularly termed Artificial Neural Network (ANN). It represents an 
interconnection among neuron which consists of several adjustable parameters which 
are tuned using a set of learning examples to obtain the desired function represent the 
actual system.  
Radial Basis Function (RBF) networks, one of feed forward artificial neural 
network architecture, have recently been given much attention due to its good 
generalization ability. The RBF network is popular among scientist and engineer and 
used in a number of wide ranging signal and control applications which includes the 
area of system identification or estimation.  
The learning approach, a process which updated the parameters of RBF networks, 
will be the most important issue in neural computing research communities. The 
learning method will determine the performance’s capability of the networks for the 
system identification process which will be one of the key issues to be discussed in 
the thesis.  
This thesis proposes derivative free learning, using finite difference, methods for 
fixed size RBF network in comparison to gradient based learning for the application 
of system identification.  The thesis also try to investigate the influence of 
initialization of RBF weights parameters on the overall learning performance using 
random method and advanced unsupervised learning, such  as clustering techniques, 
as a comparison.  By taking advantage of localized Gaussian basis function of RBF 
network, a decomposed version of learning method using finite difference (or 
  
 
derivative free) gradient estimate has been proposed in order to reduce memory 
requirement for the computation of the weight updates.  
The proposed training algorithms discussed in this thesis are derived for fixed size 
RBF network and being compared with Extreme Learning Machine (ELM) as the 
ELM technique just randomly assigned centers and width of the hidden neurons and 
update the output connected weights. The proposed methods are tested using well 
known nonlinear benchmark problems and also evaluated for system with irregular 
sample time or known as lost packets. The finite difference based gradient estimate, 
proposed in this thesis, provides a viable solution only for identifying a system with 





Perkembangan sains dan teknologi telah membawa kepada kecenderungan 
manusia untuk mempelajari daripada alam sejagat untuk mengembangkan kecerdikan 
buatan dengan meniru kepada rangkaian biologi neuro dimana lebih popular dikenali 
sebagai “rangkaian neural buatan”. Ianya mewakili rangkaian-rangkaian neuro yang 
mana terdiri daripada beberapa pembolehubah yang boleh diubah suai menggunakan 
set-set pembelajaran contoh untuk memperolehi fungsi tertentu yang mana ianya 
mewakili sistem yang sebenar. 
Rangkaian Fungsi Asas Radial, adalah salah satu daripada senibina rangkaian 
saraf tiruan yang mana ianya mempunyai daya pengitlakan yang tinggi. Rangkaian 
Fungsi Asas Radial merupakan salah satu daripada senibina yang popular dikalangan 
para saintis dan jurutera dan digunakan secara meluas didalam bidang applikasi 
isyarat dan kawalan. 
Pendekatan pembelajaran ialah proses dimana pembolehubah dikemaskini 
didalam rangkaian Rangkaian Fungsi Asas Radial menjadi isu terpenting didalam 
komuniti kajian saraf perkomputeran. Pendekatan pembelajaran akan menentukan 
kebolehan prestasi sesuatu rangkaian didalam proses pengenalan sistem yang mana 
menjadi salah satu daripada aspek terpenting yang dibincangkan didalam tesis ini. 
Tesis ini mencadangkan pembelajaran turunan bebas menggunakan kaedah 
perbezaan terhingga untuk Rangkaian Fungsi Asas Radial bersaiz tetap berbanding 
dengan menggunakan kaedah pembelajaran berdasarkan kecerunan bagi aplikasi 
pengenalan sistem. Tesis ini juga mencadangkan penyiasatan yang dipengaruhi oleh 
pemulaan pembolehubah Rangkaian Fungsi Asas Radial kepada keseluruhan prestasi 
pembelajaran mengunakan keadah rawak dan lanjutan pembelajaran tak yang diawasi 
seperti teknik kekelompokan. Dengan mengambil kelebihan daripada Rangkaian 
  
 
Fungsi Asas Radial Gaussian, kaedah pembelajaran menggunakan kaedah perbezaan 
terhingga daripada versi terurai, kaedah anggaran kecerunan dicadangkan untuk 
mengurangkan keperluan memori untuk mengemaskini pembolehubah – 
pembolehubah.  
Kaedah pembelajaran yang dicadangkan di dalam tesis ini adalah berasal daripada 
Rangkaian Fungsi Asas Radial bersaiz tetap dan ianya dibandingkan dengan 
“Extreme Learning Machine”. Kaedah yang dicadangkan didalam tesis ini diuji 
menggunakan masalah tidak linier dan dinilai untuk sistem yang tak tersusun sampel 
waktu atau dikenali sebagai “lost packets”. Bagaimanapun kaedah perbezaan 
terhingga berdasarkan anggaran kecerunan dicadangkan didalam tesis ini hanya sesuai 
digunakan sebagai penyelesaian kepada sistem dengan tak tersusun sampel waktu. 
  
 
In compliance with the terms of the Copyright Act 1987 and the IP Policy of the 
university, the copyright of this thesis has been reassigned by the author to the legal 
entity of the university, 
  Institute of Technology PETRONAS Sdn Bhd. 
 
Due to acknowledgement shall always be made of the use of any material 
contained in or derived from, this thesis. 
 
     © Nur Afny Catur Andryani, 2010 
     Institute of Technology PETRONAS Sdn Bhd 
     All right reserved 
  
 
TABLE OF CONTENTS 
 
STATUS OF THESIS.................................................................................................... i 
APPROVAL PAGE...................................................................................................... ii 
TITLE PAGE............................................................................................................... iii 




COPYRIGHT PAGE .....................................................................................................x 
TABLE OF CONTENTS............................................................................................. xi 
LIST OF TABLES..................................................................................................... xiii 
LIST OF FIGURES .....................................................................................................xv 
LIST OF ABBREVIATIONS.................................................................................. xviii 
NOMENCLATURE .................................................................................................. xix 
 
CHAPTER 1: INTRODUCTION 
1.1  Background .................................................................................................1 
1.2  Problem Statement ......................................................................................2 
1.3  Research Objective .....................................................................................3 
1.4  Scope of Research.......................................................................................3 
1.5  Research Methodology ...............................................................................4 
1.6  Simulation Setup.........................................................................................5 
1.7  Research Contribution ................................................................................5 
1.8  Thesis Organization ....................................................................................7 
 
CHAPTER 2: RBF NETWORKS: AN OVERVIEW 
2.1  Artificial Neural Networks .........................................................................9 
2.2  Radial Basis Function Networks.................................................................9 
2.3  Function Approximation Capability of RBF Networks with Gaussian ....12 
2.4 Learning in RBF networks.........................................................................13 
2.4.1. Online and Offline Learning......................................................14 
2.4.2. Supervised and Unsupervised Learning ....................................15 
2.4.3. Some Learning Principles of RBF Network ..............................16 
2.5 System Identification .................................................................................17 
2.5.1. Nonlinear Black Box Modeling using RBF...............................17 
2.5.2 System Identification using RBF network..................................18 





CHAPTER 3: INITIALIZATION OF RBF NETWORK  
3.1 Parameter Initialization..............................................................................21 
3.2 Extreme Learning Machine for online Case ..............................................22 
3.3 Smart Clustering Method for Learning’s Initialization .......................24 
3.3.1 K-means Clustering ....................................................................25 
  3.3.2 Fuzzy C-means Clustering..........................................................28 
3.4 Comparison of Convergence......................................................................29 
3.5 Conclusion .................................................................................................33 
CHAPTER 4: RECURSIVE LEARNING WITH FINITE DIFFERENCE 
4.1 Finite Difference ........................................................................................34 
4.2 Recursive Prediction Error (RPE) algorithm .............................................37 
4.3 Finite Difference based Recursive update on RBF Network.....................38 
4.3.1 Finite Difference RPE with Random Initialization  
(FD-RPE Rand).......................................................................... 40 
4.3.2 Finite Difference RPE with Smart Clustering ............................44 
4.4. Finite Difference Recursive Update on Decomposed RBF Network .......46 
4.4.1 Finite Difference RPE on Decomposed RBF Network  
(FD-dRPE Rand)......................................................................... 47 
4.4.2 Finite Difference Recursive Update on Decomposed RBF 
Network with Smart Clustering Initialization..............................51 
4.5. Conclusion ................................................................................................62 
 
CHAPTER 5: RBF RECURSIVE LEARNING WITH LOST PACKETS 
5.1 System Identification with Lost packets ………………………………...63 
5.1.1 Simulating the Lost packets Recursive Environment .................63 
5.2 Finite Difference Recursive update for RBF Network with Lost packets .65 
5.2.1 Adopting K-means Initialization to Lost packets Problems .......67 
5.2.2 Adopting Fuzzy C-means Initialization to Lost packets  
Problems .....................................................................................70 
5.3 Conclusion .................................................................................................75 
 
CHAPTER 6: CONCLUSION AND RECOMMENDED FUTURE WORK 
6.1 Revisiting the Motivation of this Research................................................77 
6.2 Revisiting the Thesis Chapters Contents ...................................................79 
6.3 Future Work and Discussion......................................................................81 
 
REFFERENCES ..........................................................................................................82 
APPENDIX A. BENCHMARKS TEST PROBLEM..................................................88 
APPENDIX B. RBF FUNCTION APPROXIMATION .............................................94 




LIST OF TABLES 
 
Table 3.1  Performance comparison of ELM and ELM K-means ............................27 
Table 3.2  Performance comparison of ELM and ELM Fuzzy C- means................ 29 
Table 3.3 Convergence rate of SELS ......................................................................30 
Table 3.4 Convergence rate of Mackey Glass .........................................................30 
Table 3.5 Convergence rate of Narendra..................................................................31 
Table 3.6 Convergence rate of Henon Map..............................................................31 
Table 3.7 Convergence rate of Chen Series .............................................................31 
Table 4.1 Performance comparison of ELM and RPE for Random Initialization ..43 
Table 4.2 Performance comparison of ELM and RPE using K-means Clustering ..45 
Table 4.3 Performance comparison of ELM and RPE using Fuzzy C-means 
Clustering ................................................................................................45 
Table 4.4 Performance Comparison of ELM and RPE on Decomposed RBF 
using Random Initialization .....................................................................48 
Table 4.5 Convergence rate among ELM RPE and Decomposed RPE using 
Random Initialization for SELS Case Study............................................48 
Table 4.6 Convergence rate among ELM RPE and Decomposed RPE using 
Random Initialization for Mackey-Glass Test Case ................................49 
Table 4.7 Convergence rate among ELM RPE and Decomposed RPE using 
Random Initialization for Narendra’s Dynamic System ..........................49 
Table 4.8  Convergence rate among ELM RPE and Decomposed RPE using 
Random Initialization for Henon’s Chaotic Map .....................................50 
Table 4.9  Convergence rate among ELM RPE and Decomposed RPE using 
Random Initialization for Chen Nonlinear Time Series...........................50 
Table 4.10 Performance comparison of ELM, and RPE on Decomposed RBF for 
system using K-means..............................................................................52 
Table 4.11 Performance comparison of ELM, and RPE on Decomposed RBF for 
system using K-means for SELS system..................................................52 
Table 4.12 Performance comparison of ELM, and RPE on Decomposed RBF for 
system using K-means for Mackey Glass ................................................53 
Table 4.13 Performance comparison of ELM, and RPE on Decomposed RBF for 
system using K-means for Narendra Dynamic System............................53 
Table 4.14 Performance comparison of ELM, and RPE on Decomposed RBF for 
system using K-means for Henon Map Series .........................................54 
Table 4.15 Performance comparison of ELM, and RPE on Decomposed RBF for 
system using K-means for Chen Nonlinear Time Series .........................54 
Table 4.16 Performance comparison of ELM, and RPE on Decomposed RBF for 
system using Fuzzy C-means ...................................................................55 
Table 4.17 Performance comparison of ELM, and RPE on Decomposed RBF for 
system using Fuzzy C-meansfor SELS system ........................................55 
  
 
Table 4.18 Performance comparison of ELM, and RPE on Decomposed RBF for 
system using Fuzzy C-meansfor Mackey Glass.......................................56 
Table 4.19 Performance comparison of ELM, and RPE on Decomposed RBF for 
system using Fuzzy C-meansfor Narendra’s dynamic system.................56 
Table 4.20 Performance comparison of ELM, and RPE on Decomposed RBF for 
system using Fuzzy C-meansfor Henon Map Series................................57 
Table 5.1 Performance comparison using Random Initialization for the System 
with Lost packets (PDP set to 0.5) ...........................................................65 
Table 5.2 Performance comparison using Random Initialization for the System 
with Lost packets (PDP set to 0.5) for SELS system ...............................66 
Table 5.3 Performance comparison using Random Initialization for the System 
with Lost packets (PDP set to 0.5) for Mackey Glass system..................66 
Table 5.4 Performance comparison using Random Initialization for the System 
with Lost packets (PDP set to 0.5) for Henon Map system .....................67 
Table 5.5 Performance comparison using Random Initialization for the System 
with Lost packets (PDP set to 0.5) for Chen Series .................................67 
Table 5.6 Performance comparison using K-means Initialization for the System 
with Lost packets (PDP=0.5)....................................................................68 
Table 5.7 Performance comparison using K-means for the System with Lost 
packets (PDP set to 0.5) for SELS system ...............................................69 
Table 5.8 Performance comparison using K-means for the System with Lost 
packets (PDP set to 0.5) for Mackey Glass system..................................69 
Table 5.9 Performance comparison using K-means for the System with Lost 
packets (PDP set to 0.5) for Narendra Dynamic System .........................70 
Table 5.10 Performance comparison using Fuzzy C-meansInitialization for the 
System with Lost packets (PDP=0.5).......................................................71 
Table 5.11 Performance comparison using Fuzzy C-meansfor the System with 
Lost packets (PDP set to 0.5) for SELS system .......................................71 
Table 5.12 Performance comparison using Fuzzy C-meansfor the System with 
Lost packets (PDP set to 0.5) for Mackey-Glass .....................................72 
Table 5.13 Performance comparison using Fuzzy C-meansfor the System with 




LIST OF FIGURES 
 
Figure 2.1. RBF Network with Gaussian Kernel and One Output Neuron...............13 
Figure 3.1  Initialization comparisons of Chen Series ..............................................33 
Figure 4.1 Derivative free Gradient using Finite Difference ...................................34 
Figure 4.2 Convergence rates of SELS ....................................................................58 
Figure 4.3 Convergence rate of Mackey Glass ........................................................59 
Figure 4.4 Convergence rate of Narendra Dynamic System....................................60 
Figure 4.5 Convergence rate of Henon Map ............................................................61 
Figure 5.1 Modeling the arrival of the Input/Output using Bernoulli process .........64 
Figure 5.2 Convergence rate for SELS problem with Lost packets.........................73 
Figure 5.3 Convergence rate for Narendra System problem with Lost packets.......74 
Figure 5.4 Convergence rates for Henon Map with Lost packets ............................75 
Figure A.1 Simulink Model for SELS simulastion...................................................88 
Figure A.2 Simulink model for SELS system...........................................................89 
Figure A.3 Simulink Model for Mackey Glass Chaotic simulation..........................90 
Figure A.4 Simulink model for NDYS problem simulation .....................................91 
Figure A.5 Simulink model for Chen Series problem simulation.............................92 
Figure A.6 Simulink model for Henon Map problem simulation .............................93 
  
 
LIST OF ABBREVIATIONS 
 
ANN  Artificial Neural Networks 
RBF Radial Basis Function 
MLP Multi Layer Preceptor 
RBF Network Radial Basis Function Neural Networks 
SISO Single Input Single Output 
ELM Extreme Learning Machine 
RPE Recursive Prediction Error 
PDP Probability Drop Pocket 
MRAN Minimal Recourse Allocation Network 
RAN Recourse Allocation Network 
ELM-Kmeans Extreme Learning Machine with K means clustering 
initialization 
ELM-Fuzzy-C means Extreme Learning Machine with Fuzzy C-means 
clustering initialization 
FD-RPE-Rand Finite Difference RPE with Random Initialization 




FD-RPE-Kmeans Finite Difference RPE with K-means clustering 
Initialization 
FD-dRPE-Kmeans Finite Difference RPE with K-means clustering 
Initialization on decomposed RBF 




Finite Difference RPE with Fuzzy C-means clustering 
Initialization on decomposed RBF 






∀  Universal quantification ( for all ) 
∃
 
Existential quantification (there exist)    
→
 
Proportional logic for material implication ( if ..then) 
x  Input data 
c  Center (nonlinear learning parameter) 
σ  Width (nonlinear learning parameter) 
Θ  Vector of nonlinear learning parameters [ ]σ,c  
β
 
Height (linear Learning parameter) 
),,( xcG ii σ  Gaussian (the activation function) 
),,,,(ˆ xcty βσ
 
Prediction of output 
e  error 
)(ku
 
Input of the system 
)(ky
 
Output of the system 
P  Covariance matrix 





c∇  Gradient for output prediction subject to center (c) 
σ∇  Gradient for output prediction subject to width (σ ) 
)(ˆ Θ∇y
 
Gradient for output prediction subject to center (c) and width (σ ) 
P∇  Search direction for RPE algorithm 
)(ΘF
 
Objective function of the optimization process (learning process) 
)(ΘH
 
Hessian matrix of the objective function subject to Θ  
mγ  Momentum 
gγ  Adaptive gain 
h Step size of the finite difference 
),( * rN Θ
 
Neighborhood N  with center  *Θ , radius r 
),(,&,, *** rNxrxrx Θ∈→<Θ−∃Θ∃ℜ∈∀  
ℜ  Set of real number 
 
