ABSTRACT Recently, the analysis of remaining useful life (RUL), which is central to the reliability assessment of lasers under various environment stresses, has become one of the most crucial issues in the field of laser reliability. In this paper, a similarity-based difference analysis (SbDA) approach is proposed to estimate the RUL of GaAs-based semiconductor lasers. SbDA utilizes the inherent relation between historical samples and the on-site sample in which we calculate the inherent difference to acquire a more exact performance degradation value. This method can make adequate use of the limited historical data sets to more accurately estimate the lifetime of an operating GaAs laser. In addition, we present several significant results of studies of model parameters, such as random disturbance, weight distribution factor, and similarity. Experimental results show the effectiveness and advantages of the proposed SbDA method.
I. INTRODUCTION
The GaAs-based laser (GaAs laser) is a typical semiconductor diode laser that is manufactured based on GaAs, which is the second-most important semiconductor used in the microelectronics industry. It has a variety of applications, including communications, information storage, medical treatments, lasing, military use, etc., due to its excellent characteristics of near-infrared high repetition frequency and higher peak power [1] - [4] . Meanwhile, many important issues must be solved over the entire lifecycle of GaAs lasers because of the need to increase safety and reliability [5] - [8] . Fortunately, the application of prognostics and health management (PHM), an advanced state analysis technology, can deal with these problems more easily [9] .
The main aims of PHM with respect to lasers are to predict the time and the place of a failure, estimate the remaining useful life (RUL), and improve reliability.
RUL means the predicted continuous and normal operating time from the current moment to the moment when failure may occur. An accurate prediction of RUL will give engineers a basis for planning maintenance activities and supply chain needs in advance and for eliminating unnecessary maintenance costs [10] , [11] , especially for some highpower semiconductor lasers.
To date, there are two approaches to predict RUL: the physics-of-failure (PoF)-based approach [12] - [14] and the data-driven approach [15] - [17] .
Fan et al. [12] analyzed the materials and geometries for high-power white LED lighting at all levels, used mechanisms and effects analysis (FMMEA) to identify and rank the potential failures emerging from the design process, and established the appropriate PoF-based damage models for identified failure mechanisms that carry a high risk. Pecht et al. [13] presented a fusion prognostics-based qualification test methodology that combines the advantages of physics-of-failure and data-driven methods. Zhu et al. [14] developed a probabilistic PoF-based framework for fatigue life prediction of aircraft gas turbine discs operating under uncertainty and achieved a high RUL prediction accuracy. These PoF-based prognostic methods rely on extensive knowledge of devices' chemistry and failure mechanisms and hence they can accurately reflect devices' life characteristics. But since the methods involve excessive physical parameters that are not always feasible, such models are usually difficult to build precisely.
In contrast, the data-driven approaches require prognostic data that reflect devices' degradation behavior derived from ordinarily observed operating parameters (electrical and nonelectrical parameters, or time-domain and frequency domain parameters) without the need of extensive knowledge on the devices. Fan et al. [15] collected the lumen maintenance degradation data from an accelerated degradation test and presented a particle filter-based (PF-based) prognostic approach based on both Sequential Monte Carlo (SMC) and Bayesian techniques to predict the lumen maintenance life of LED light sources. Mosallam et al. [16] presented a two phases data-driven method for RUL prediction and estimated the degradation state using discrete Bayesian filter. Loutas et al. [17] reported on a data-driven approach for the RUL estimation of rolling element bearings based on ε-Support Vector Regression (ε-SVR), and extracted the multiple statistical features from the time-domain, frequency domain, and time-scale domain. The results were in good agreement to the actual RUL curve for all the tested cases.
With regard to the RUL prediction for GaAs lasers, previous works have also focused on the data-driven approachs, which depends on the on-site degradation data of GaAs lasers and builds an appropriate degradation model to predict the RUL. Weaver and Meeker [18] and Meeker et al. [19] modeled the degradation process to estimate a time-to-failure distribution. Song [20] proposed a new real-time prediction method for performance degradation trend which uses both the field data and reliability experimental data according to the weights allocation. Li et al. [21] presented a nonparametric local linear regression estimation based on the performance degradation path of GaAs lasers to estimate the actual degradation model directly. These methods are essentially data regression methods by which the degradation data of GaAs lasers can be fitted with a linear or nonlinear model, and the failure time can be predicted according to the degradation data. References [22] - [26] discussed the inverse Gaussian (IG) process and presented stochastic degradation models to analysis the reliability of GaAs lasers.
Although these data-driven methods are the most popular, they have some apparent limitations. When the random part of the degradation model exhibits a relatively large change, or even when the degradation process does not follow any regular degradation model, the randomness of the result may be very large and it will be difficult to make a stable, accurate prediction. Furthermore, these presented methodologies are applicable only if they meet some model assumptions, one of which is that a system's or subsystem's performance degradation path can be identified and appropriately measured. In many cases, however, the selected known degradation path does not reflect the actual degradation process. In addition, in [21] , when using nonparametric local linear regression to estimate the pseudo-failure lifetime, if the actual degradation path does not fit the selected model, the evaluation results will have a great uncertainty.
Other more important research has focused on the estimation of the degradation amount distribution [27] - [29] , which models the degradation phenomenon and analyzes the degradation parameters of GaAs lasers based on the stochastic process. These methods must deduce an appropriate lifetime distribution model by utilizing a statistical viewpoint. They have good effects, but are very dependent on the stochastic model of degradation amount distribution, which means they have a limited range of applications.
In recent years, some methods based on similarity of components or systems have been advanced that use the weighted average of lifetime based on historical samples, such as the predicted lifetime of an on-site sample at one moment [30] - [34] . In these methods, an on-site sample, i.e., an operating sample, refers to a system or a component that is operating, and, consequently, its actual RUL at any condition monitoring point in its degradation process is unknown. Historical samples, i.e., trial samples, refer to a group of trialed samples that are used in the reliability trial to estimate the reliability of an on-site sample. They are physically identical to the on-site sample, share similar operating conditions, and have known actual RULs obtained via reliability degradation trials.
The weight in such a method is proportional to the degree of similarity between the on-site sample and historical samples. That is, the final lifetime prediction result will be close to the lifetime of one or more historical samples that are relatively more similar to the on-site sample. Furthermore, such a method does not need to build a degradation model (or just needs a small amount of related work), while most of the other methods must perform degradation modeling. Therefore, we can illuminate the potential benefits of the similarity-based method by comparing it to other methods, such as experience-based, physics-based, and time-seriesbased methods. However, there are some possible risks. If a historical sample that is relatively most similar to the on-site sample in all historical samples, is not very similar to the on-site sample, the precision of the method will be not ideal and may even be poor. In other words, the applicability of the similarity-based method is not very broad since its precision is unstable.
There is no doubt that the similarity-based method exhibits obvious superiority in some ways; although it has several flaws, by utilizing its advantages and compensating for its disadvantages, it can make RUL prediction more accurate and stable. Based on this motivation, a similarity-based difference analysis (SbDA) approach for GaAs lasers is presented in this paper. The SbDA approach analyzes the inherent relationship between historical samples and the on-site sample of GaAs lasers and makes full use of the limited historical samples to acquire a more stable and accurate RUL for GaAs lasers. To our knowledge, no similar proposal to use difference analysis in such a novel and effective way has been reported.
The rest of this paper is organized as follows: in Section 2, the degradation parameters of GaAs lasers are analyzed, and the principle of utilizing difference analysis and similarity for RUL prediction of GaAs lasers is proposed. In Section 3, the SbDA approach for RUL prediction of GaAs-based semiconductor lasers is presented in detail. In Section 4, the application of the proposed approach to laser RUL predictions is presented. In Section 5, we present an experimental analysis of the influence of parameters on the proposed method. Conclusions are drawn in Section 6.
II. DIFFERENCE ANALYSIS AND SIMILARITY FOR RUL ESTIMATE OF GaAs LASERS A. GaAs LASER DEGRADATION PARAMETERS
The performance degradation and poor reliability of GaAs lasers have usually been related to facet oxidization, which leads to catastrophic optical damage and to the presence of pre-existing defects within the laser material [5] - [8] , [35] . Although how mechanical stress affects the lifetime of GaAs lasers is still debated, laser reliability has been observed to degrade in the presence of stress, including thermal stress [5] , [8] , [36] , [38] , strain stress [37] , electrical stress [8] , [38] , nonuniform heating [39] , etc. Thus, the effect of mechanical stress on the reliability of semiconductor lasers has become an important subject of recent research. It usually takes several picoseconds to establish thermal equilibrium between instantaneously heated carriers and a lattice [40] , [41] . Consequently, thermal stress is often taken to be the major degradation mechanism. FIGURE 1. Measured P o − I characteristics before and after stress [42] .
Under different thermal stresses, the relation between output optical power P o and current I , i.e., the P o -I characteristic curve, may exhibit a shift toward higher current levels. Figure 1 illustrates a stress test of an 808-nm GaAs-based laser diode with a rated optical power of 1.2W at 2 A working current [42] . Aging tests were carried out under the conditions of constant current stress (3 A dc) for GaAs-based laser diodes [42] , and the temperature increase T is defined as:
where R thermal is the thermal resistance of GaAs-based laser diodes under constant current stress. From (1), the temperature increase T would become increasingly larger with increasing R thermal . Hence, it is equivalent to applying a nonconstant thermal stress on the GaAs laser since there is a durative increase of R thermal under a constant current stress of 3 A. As shown in Figure 1 , when the stress is at the constant current level, the Po-I characteristics of the component exhibit a shift towards higher current levels, corresponding to the optical power, which decreases from 1.2 to 0.3W at 2 A current. Consequently, in order to maintain constant output, the working current must undergo a corresponding increase. For example, a good output of the laser is 0.32 W at a working current of 1.13 A (see Figure 1) , while after stress, the current must be increased to 2 A in order to keep the same output power (0.32 W); consequently, the current increases by 43.5%. Because most of the latest GaAs lasers have a builtin feedback mechanism, which could increase the current required to maintain constant light output [13] , the working current becomes a sensitive parameter used to monitor GaAs laser performance. Hence, we take the working current as the degradation parameter for estimating the RUL of GaAs lasers. [19] and [43] , and these data were also widely used in various degradation analyses [22] - [26] . In Figure 2 , all of the GaAs lasers are tested under a constant thermal stress of 80 • C, and the working current is used as the degradation parameter for RUL estimation. As depicted in Figure 2 , the working current of each GaAs laser exhibits a durative increase with increasing test time. Some lasers with pre-existing defects failed catastrophically early in their lifetime (indicated by vertical lines). For the other lasers, after the current increase exceeded 10% (failure threshold) of the initial current level, the laser is declared a ''soft'' failure as opposed to a catastrophic failures [19] .
In order to obtain more failure samples, the ''soft'' failure threshold is assumed to be 7% in this paper; that is, a GaAs laser will fail when its working current increase reaches 7%. Based on the fact that the degradation process is an approximate linear degradation (a reasonable model for laser degradation would be a linear regression [19] ), this assumption is acceptable in our experimental verification. Hence, we select the working current as the degradation parameter with a ''soft'' failure threshold of a 7% current increase in the following analyses.
B. DIFFERENCE ANALYSIS
The precision of a similarity-based method (SbM) relies on the degree of similarity between the on-site sample and historical samples of GaAs lasers. In other words, the precision of a predicted result is relatively random. The underlying principle based on difference analysis is that the inherent relationship between the on-site sample and historical data will be used in the analysis. The difference analysis proposed in this paper is based on one kind of indirect comparison method. In many cases, the unknown physical quantity cannot be directly compared with the known physical quantity, not to mention that the value of the unknown quantity cannot be acquired by making use of the known quantity. However, there are some relationships between them. The solution is to compare them after a series of the same transformations to the unknown and known quantities until they can be directly compared to each other. The difference resulting from the comparison and the known physical quantity can be utilized to calculate the unknown physical quantity. This principle is illustrated in Figure 3 .
Both the on-site sample and the historical datasets are all based on the same type of degradation model (linear, convex, concave, etc. [44] ). Therefore, a series of differences exist that are changed regularly between the on-site sample and any of the historical samples (assume it is taken to be sample X) at different time points. Assume that the corresponding lifetime T H of sample X is known. As a result, the difference at one time point between sample X and the on-site sample can be used to acquire the prediction result T OS of the on-site sample accurately at one time point. The detailed process is shown in Figure 4 .
In Figure 4 , the current time is assumed to be p · t, and x i and o i are set as the performance degradation variables of one of the historical samples of the GaAs lasers (sample X) and on-site sample, respectively. x i and o i are the estimated performance degradation variables of one of the historical samples (sample X) and on-site sample, respectively, from data estimation from the current time. T H and T OS are the estimated lifetimes of one of the historical samples (sample X) and onsite sample, respectively. The time point p· t is the beginning time for predicting the RUL of the GaAs laser.
Because of the same operating conditions and the similar inherent properties, the on-site sample and sample X both obey the same degradation model, and the estimated degradation data series still obey the degradation model. If the GaAs laser is working in the totally ideal situation (without disturbance or under the same disturbance), it can be considered that the difference between the actual lifetime of on-site sample and the historical sample (sample X) will be exactly equal to the difference between the estimated lifetime of onsite sample and the historical sample (sample X) from p · t by data estimation.
Although, in fact, it is not possible, the on-site sample and sample X are likely to be undergoing a similar disturbance in many cases. As a result, the actual lifetime of sample X and the inherent relationship between historical and on-site samples can be used to acquire the difference and to then obtain the estimated lifetime of an on-site sample.
Of course, the difference between the actual performance degradation variable at one future time point is not equal to the estimated performance degradation variable at the same moment in some cases. Therefore, it is necessary to reduce the error between them. A series of differences of between actual and estimated performance degradation variables at a series of corresponding time points before the current time point can be acquired. It is feasible to estimate the error by analyzing the regular series of the differences before the current time point. Data estimation can be utilized to process the series of the difference (in this subsection, VOLUME 5, 2017 denote it¯ ) and predict the difference at that future time point.
For example, we need to predict the lifetime at current time p · t. Assuming that the actual lifetime of sample X is T H , the failure threshold is d, and x p+j , x p+j , and o p+j are all greater than d. It can be considered to be true that between two adjacent time points with an extraordinarily relatively close distance, the degradation trend can be considered the straight-line track. Thus, the estimated lifetime can be calculated using a linear equation. The failure threshold d is assumed to be between the adjacent performance degradation variables' values, which are x k and x k+1 , and the corresponding times are T k and T k+1 . The estimated lifetime T is obtained as:
where, T · 10% > T k+1 − T k , which will ensure that the degradation trend between two adjacent time points can be regarded as the straight-line track. By using time-series estimation, the estimated value of performance degradation variables can be acquired and then the estimated lifetimes of the on-site sample and the historical sample,T OS andT H , is calculated using (2). The difference is then obtained as:
Consequently, we can further correct the difference by using time-series estimation data and a series of¯ values at a series of successive corresponding time points before the current time point. The estimated result is¯ d . Thus, the estimated lifetime of the on-site sample is obtained as follows:
and the RUL of the on-site sample is
It should be pointed out that only using sample X is not sufficient to ensure the precision of the results. More historical samples are needed to reduce more randomness and achieve higher precision. The relevant method for achieving this is presented in Section 3.
C. SIMILARITY ANALYSIS
The similarity-based method regards the weighted average of the RUL of historical samples at one moment as the RUL of the on-site sample at the same moment. Application of the similarity-based method requires the following key factors [30] , [31] :
(1) The first is the time scope D when we obtain the similarity between two samples; that is, how many of the sample time points of the degradation variables close to the current time point of the on-site sample should be chosen to measure the similarity between the on-site and historical samples.
In general, D can be expressed as:
where H is a positive integer and H ≤ p. In application, the value of D is determined by experience in the project, and a larger D should be chosen when experience is lacking. (2) The second factor is the similarity measure function S(·), by which a quantified similarity can be calculated. The forms of defining the similarity measure are diverse. References [30] and [51] pointed that similarity measure could be an Euclidean distance function, a probability distance function, or a membership function based on the concept of fuzzy logic [30] , [51] .
A probability function is one of the options for measuring similarity; it represents the probability that the on-site sample is totally similar to historical sample, and it depends on the data distribution to obtain the probability density distribution. As a result, its application is limited and its precision in measuring the similarity is unstable.
When an accurate mathematical or physical model under a special situation cannot be built, use of a membership function based on fuzzy logic to weigh the similarity between on-site and historical samples will be effective [45] - [47] . Objects of fuzzy set research are fuzzy by definition and require prior experimental information, which means that finding a unified method of calculating membership is not realistic. When the speed and precision of the calculation must be taken fully into account, using a membership function based on fuzzy logic is a good choice. When the precision of the RUL results for GaAs lasers must be emphasized, however, this method is not ideal.
The more common method of measuring the similarity is use of a distance function, such as the Euclidian, Manhattan, and Canberra distances.
The Canberra distance is expressed as:
The Manhattan and Euclidian distances are both special forms of the Minkowski distance, which is expressed as:
When m = 1, it is the Manhattan distance, which is expressed as:
When m = 2, it is the Euclidian distance, which is expressed as:
However, the choice of distance function is still an open issue. Many researchers just choose one kind, for example. Until now, research on the best choice of distance function has not been performed. In Section 5, we explore this issue.
(3) The third key factor in the application of the similaritybased method is the weight distribution function w(·), which defines the principle of the weighted average of the RUL for each historical sample of GaAs lasers at one time point. Specifically, it means that when the RUL of an on-site sample is predicted, one or some historical samples that are more similar to the on-site sample should have higher weight. Most of the existing research gives higher weights to the historical samples that are more similar to the on-site samples [48] - [50] . In the present paper, the definition of the weight distribution function proposed in the literature [30] , [48] will be used, and it is defined as:
where
w (i) = 1, and z(i) is defined as
where S(·) is similarity measure function and α is a constant that controls the weight distribution's proportion of historical samples. Increasing α means that more weights are concentrated on some historical samples that are more similar to the on-site samples than some others. The problem of how the weight distribution factor α affects the final result of lifetime prediction is analyzed and verified in Section 4.
III. PRINCIPLE OF SBDA-BASED RUL PREDICTION
Assuming that the number of historical samples of GaAs lasers is N , the current time is p · t ( t is the sample interval). In addition, the mth value of the kth historical sample is x km and the mth value of the on-site sample is o m .
The first step is to divide the N historical samples into (N − i + 1) groups as follows: 1st-ith, 2nd-(i + 1)th, . . . , (N − i + 1)th-N th and denote them group 1, group 2, . . ., group (N − i + 1). Group 1 is introduced as an example to show the detailed process of SbDA-based RUL prediction.
As in Figure 5 , in the first step, after using the data estimation method, such as Autoregressive(AR) model estimation) to process the data in group 1, a new series can be obtained, Y = [y 1 , y 2 , . . . , y p ], and y p can be calculated using the AR model as follows:
where a t is the coefficient of the AR model, which can be obtained from historical samples. We next explain the reason for the division of the historical samples into several groups. Any element in the series Y is generated by calculating and processing i elements that belong to i historical samples successively. This means that the series Y includes more information about the degradation trend model of historical samples than any single historical sample. This advantage will make for a better use of the inherent relationship between historical datasets and on-site samples.
The next steps are very similar to those given in Figure 4 . According to the method shown in that figure, the AR model is utilized to estimate the series Y = [y 1 , y 2 , . . . , y p ] successively to obtain the estimated series y p+1 , y p+2 , . . . , y p+j until y p+j is greater than the failure threshold value d and, consequently, we obtain the Y estimated lifetime T H 1 .
In addition, formula (13) is used to obtain the estimated series y p+1 , y p+2 , . . . , y p+j , and then we calculate the series Y actual lifetime T H 1 .
At the same time, the AR model is used to estimate the onsite sample series o 1 , o 2 , . . . , o p successively to acquire the estimated series o p+1 , o p+2 , . . . o p+j and the pseudo-lifetime, and then T OS1 ; the difference 1 can then be obtained as follows:
The difference can now be taken advantage of to fully represent the inherent relationship between historical datasets and on-site samples to acquire the lifetime prediction result of group 1:
Since the Minkowski distance generalizes a wide range of other distances such as the Euclidean distance and the Hamming distance, and it has a wide range of applications in similarity measures, we use Minkowski distance as a distance function, and the similarity between the series VOLUME 5, 2017 
When m = 1, it is the Manhattan distance:
and when m = 2, it is the Euclidian distance:
According to the above method, the RUL prediction results of other groups can be acquired successively, which are T OS2 , T OS3 , . . ., and T OS(N −i+1) , as can the corresponding similarities, which are S 2 , S 3 , . . . , S N −i+1 , between the onsite series and historical series.
The weight function is expressed as:
where z (i) is defined as
Finally, the final lifetime prediction result for the RUL of the GaAs laser is expressed as 
IV. RUL PREDICTION FOR GaAs LASERS A. EXPERIMENTAL DETAILS
As mentioned in Section 2.1, the experimental data were obtained from [19] and [43] , and the original data are shown in Table 1 . The number of samples of GaAs lasers was 15 and the sample interval t was 250 h. Two groups of experiments were carried out. In each experiment, the data from one sample were randomly chosen from the group of GaAs lasers as the on-site degradation data, and at the same time the remaining samples were regarded as the historical samples. The two groups of experiments were designated EX.1 and EX.2, respectively, and the samples chosen randomly were 11 th sample and 5 th sample correspondingly. Figure 6 illustrated the original data of EX.1 and EX.2. Predictions of lifetimes were made at 2000, 2250, 2500, 2750, 3000, and 3250 h. We set the failure threshold as d = 7 (that is, the laser fails when the degradation current reaches 7%). The Minkowski distance was chosen as the similarity measure function, with the parameter m = 3 and the weight α = 1. The weight was an important factor in the RUL prediction. It determined the contribution of each historical sample to weighed RUL [51] . In EX.1, the weight determined the contribution of j-th (j = 11) sample to the 11 th sample, and in EX.2, the weight determined the contribution of k-th (k = 5) sample to the 5 th sample. Figure 7 and Figure 8 showed the weight distributions in two experiments. Obviously, the 9 th sample in EX.1 and the 1 st sample in EX.2 had the greatest weights, which indicated they were most similar to on-site samples and had the greatest contribution to the weighted RUL.
Moreover, there are several types of criteria used to determine the order p of the AR model, including the Akaike information criterion (AIC), Bayesian information criterion (BIC), minimum description length (MDL), final prediction error (FPE), singular value decomposition (SVD), etc. [52] . In general, the most commonly used criteria are the FPE, AIC, BIC, and MDL.
The FPE criterion constitutes the information content:
To be a minimum, where N is the length of a series, σ 2 wq is the variance of the linear prediction error, which can be acquired by
where R x (·) is an autocorrelation function that can be estimated by
where x (n) is the factor of the random time series and 0 < τ < n.
In the AIC, the information content is constituted as a minimum using the following formula:
The BIC is the improved form of the AIC. It chooses the appropriate q to make the information content a minimum,
The MDL is an information content criterion [53] that chooses the appropriate q to make the information content a minimum:
The calculated result of an AR model of order p is 6 by the FPE, 7 by the AIC, 6 the by BIC, and 6 by the MDL. Based on engineering experience, the order of AR should be chosen in the range from N /3 to N /2 according to a short data series. In this prediction, N = 9-14 (prediction will begin from 2000 h and proceed to 3250 h). Thus, it is reasonable to choose the order p to be 6 after comprehensive consideration.
Formula (29) is used to represent the instability of the prediction results. If the curve of prediction result is very smooth, it can be considered that the result is very stable and more acceptable; moreover, the corresponding method is more applicable:
where µ is the mean of the series of prediction results and INSTA denotes instability. The current time p · t is a constant value, and it is reasonable to make use of the lifetime prediction result to verify the RUL prediction result.
B. EXPERIMENTAL RESULTS
There are two key factors affecting the efficacy of any lifetime prediction method. One is prediction precision and the other is robustness under disturbances. The former represents the ability to make an accurate prediction in a normal environment, while the latter represents the ability to steadily make predictions under the conditions of abnormal disturbances, which demonstrates the method's adaptability. 9(b) show that at all time points after the beginning times for making predictions, the lifetime values of the SbDA approach are more accurate than those of the SbM approach whether we perform EX.1 or EX.2. This constitutes a very obvious advantage. Figure 9 (c) and 9(d), illustrating the predicted results of the RUL, also obviously show that the quality of the prediction ability using the SbDA approach is much better than that using the SbM.
In order to further illustrate the performance of the proposed method, quantitative comparisons are presented for EX.1 and EX.2 in Table 2 and 3, respectively. In the comparison, a linear least-squares-fitting method was also applied to clarify the results.
As seen in Table 2 , the SbM-based prediction method is almost inapplicable for the datasets under evaluation due to a considerable error that arises in the prediction process. Similarly, linear least-squares fitting does not achieve an ideal result either, although the linear regression serves as a reasonable model for such laser degradation data [19] . Obviously, among the three methods considered, the SbDAbased prediction method, with a minimum error of 6.6%, exhibits the best prediction ability. Table 3 further verifies these conclusions. Figure 10 and 11 show the result of robustness experiments. The accuracy of the SbDA approach is better than that of the SbM whether one applies an extra 50% or 100% disturbance, which means that the SbDA approach's robustness under disturbance is better than that of the SbM. Figure 12 shows that although the disturbance increases, the instability becomes worse [calculated using (29) ], and in most cases the SbDA approach's instability is lower than that of the SbM.
In addition, in general, the accuracy will be further improved when more degradation data of the on-site sample are sampled. Bayes theory verifies this. As more a posteriori information than a priori information is integrated, the on-site prediction result will be more accurate. Actually, this is not absolutely true. In the case in which a random disturbance exists (for example, Gaussian white noise), the result may not be the same as in the ideal situation. When a larger disturbance is exerted on the sample at a later time point, the accuracy of the prediction result is likely to be less than that at an earlier time under a small disturbance. Hence, as seen in Table 2 and 3, the RUL prediction accuracy is not improved as sampling time increases.
To summarize the above experimental results, the SbDA approach is more effective with the more accurate prediction ability. The reason that the SbDA approach has a greater advantage than the SbM can be explained from two perspectives. On one hand, as mentioned above, the prediction precision of the SbM depends on the degree of similarity between the on-site sample and the historical samples. This means that the final lifetime prediction result will be closer to the lifetime of those historical samples that are more similar to the on-site sample. In cases in which the lifetimes of those historical samples are very different from the lifetime of the onsite sample, the final prediction result will be unacceptable. On the other hand, the final result of the SbM is the weighted average of the lifetimes of the historical samples, but that of the SbDA approach is different. The SbDA approach's final prediction result is the weighted average of several lifetime prediction results, i.e., T OS1 , T OS2 , . . . , T OS(N −i+1) . These lifetime prediction results all agree with the on-site sample's relatively accurate lifetime prediction values. Therefore, there is no doubt that their weighted average result is more accurate than the weighted average of the lifetimes of the historical samples, which are more similar to, but still very different from, that of the on-site sample. Therefore, the weighted average result of the SbDA approach is more accurate and precise than that of SbM.
V. EXPERIMENTAL ANALYSIS
In this section, we discuss the influence of two parameters on the prediction results, one being the parameter α, and the other the selection of distance functions.
When we investigated the effect of the weight distribution factor α's affection, we assumed that the value of α was 1, 2, . . . , 10 to obtain the corresponding final prediction result. In order to make the conclusions drawn more persuasive, we performed two groups of experiments using randomly chosen sample sets as the original data. At the same time, the beginning time was also chosen to be random.
When we researched the selection of distance functions, the influence of the order of the Minkowski distance function was demonstrated. Three experiments were conducted as follows: based on original data with no disturbance, with 50% disturbance, and with 100% disturbance, all using the SbDA approach.
A. EFFECT OF α' ON PREDICTION RESULTS
The weight distribution factor α is crucial to the effectiveness of the similarity-based method. It refers to how reasonably and optimally the weights are distributed for different historical samples. The precision of the final prediction results largely depends on it. The value of α controls the results of the weight distribution, and increasing α means more weight is concentrated on those historical samples that are more similar to the on-site sample.
Similarly, the other two samples are randomly chosen successively as the on-site sample, and at the same time, the remaining samples are regarded as the historical samples. The two experiments are designated EX.3 (7 th sample) and EX.4 (11 th sample). Figure 13 illustrates the original data of EX.3 and EX. 4 .
The data presented in Table 4 reveals a relationship between the parameter α and the prediction performance of the SbDA approach. As seen in the table, in EX.3, the mean of the predicted lifetime is closer to the actual lifetime (3991 h) as α increases. In EX.4, however, the mean of the predicted lifetime is farther away from the actual lifetime (3773 h) as α increases. Figure 14 shows this relationship more clearly. Figure 14 It is clearly seen from Figure 14 (c) that the prediction error becomes smaller and smaller with increasing α until the error is almost unchanged, and it exhibits a final steady error of 1.18% when α = 6. Figure 14(f) shows the reverse phenomenon. The prediction error becomes larger and larger as α increases, until the error levels off at 1.83% when α = 5. However, although the two examples (EX.3 and EX.4) present two different error results with increasing α, we can see that the SbDA method still has an extremely good prediction ability due to the quite small errors of 1.18% and 1.83% for EX.3 and EX.4, respectively. We can also see from Figure 14 (b) and 14(e) that the variance of the predicted lifetimes becomes larger and larger as α increases, which means that increasing α will cause the prediction results to exhibit a larger fluctuation.
In general, increasing α means that the lifetime prediction result will be closer to the lifetime of the samples that are more similar to the on-site sample, which also means that the prediction result should be closer to the true lifetime. However, it does not mean that increasing α will improve the accuracy of the results, and being closer to the on-site sample's estimated lifetime does not mean being closer to the actual lifetime of the on-site sample. This is explained in the following section.
Measuring the similarity between a historical sample and an on-site sample requires choosing a time span, and a sample being more similar to another sample just means that in the chosen time span it is more similar. It cannot totally reflect the similarity between the samples at the current time point. This is the core of the problem. In most parts of the time span, they are very similar, but if in the last parts of the time span the disturbance becomes obviously larger or smaller, which is a very possible in actuality, they are still similar in the entire time span. However, the lifetime of an on-site sample and that of a historical sample may be very different. Therefore, giving more weight to the historical samples that are more similar to the on-site sample does not mean that the estimated lifetime is closer to the actual lifetime.
Hence, from Table 4 and Figure 14 , it can be concluded that increasing α will make the prediction result tend to a steady value, and the accuracy shows either a property of monotonically increasing or decreasing change.
B. CHOICE OF DISTANCE FUNCTION
The choice of similarity measure represented by distance functions is basic to the proposed method. It quantifies the degree of similarity between two samples and is crucial to building the mathematical model of RUL prediction. In our experiments, Euclidian distance (the order of Minkowski distance m = 2) and Manhattan distance (the order of Minkowski distance m = 1) showed a good prediction performance. Therefore, in this subsection, we discuss the influence of m on the prediction results, and it is also necessary to discuss whether or not the accuracy will be greater when the order m increases.
We randomly chose an on-site sample from the original data and two on-site samples from the original data under extra disturbances of 50% and 100%. Our experiment successively compared the prediction results under the situations in which the order of the distance function was 2, 3, 4, 5, 6, and 7 and the beginning time was 2000, 2250, 2500, 2750, 3000, and 3250 h, respectively. Figure 15 shows the results. Figure 15 (a) shows an analogous situation depicted in the experiment on α's effect on the prediction results although, in general, increasing the order of the distance function means that it will be more accurate in quantifying the similarity. Increasing the order of the distance function means that the function value is smaller when there is a small distance and larger when there is a large distance.
Because of the analogous reason presented in the experiment of α's effect on the prediction results, smaller distance implies there is a higher similarity between the on-site sample and historical samples in a time span, but does not imply a more similar lifetime and more accurate prediction result. In fact, the effect of increasing order does not become very prominent after the order reaches 3. In general applications, it is appropriate to determine the order of the distance function as 2 or 3 in the proposed method.
VI. CONCLUSIONS
On the basis of the similarity principle, a difference analysis approach was proposed to build the relationship model between historical datasets and the on-site sample in order to obtain a more accurate estimated RUL of GaAs lasers. To analyze the inherent relationship and build its model, we applied the same data estimation method (AR estimation) to estimate both the historical sample data series and the on-site sample data series from one moment that we needed to predict. In addition, similarity theory was used to distribute the different weights over a series of relatively accurate estimated lifetimes of the on-site sample and to integrate them to obtain a more accurate and higher precise estimated lifetime.
Several experiments were also conducted to demonstrate the influence of different parameters. The experimental results show the following:
(1) Since it is based on difference analysis and similarity, this method also exhibited better performance under extra random 50% and 100% disturbances than just the similaritybased method. This shows that combining difference analysis with a similarity-based method exhibits good robustness.
(2) It was proven that increasing weight distribution factor will increase the weights distributed to some historical samples that are more similar to the on-site sample. However, it does not mean that the estimated lifetime will be closer to the true lifetime.
(3) A distance function of a higher order means that some historical samples that are more similar to the on-site sample have more distributed weights, but it does not mean that the prediction results are more accurate.
In addition, some preliminary concepts regarding a better method of quantifying the similarity was presented. Quantifying the similarity of two samples themselves over a long time span can fully represent the entire degree of similarity between them, but in some cases, it is not able to totally represent the degree of similarity between two samples' lifetimes. Quantifying the degree of similarity of two samples themselves in a short time span may be more accurate when predicting the lifetime in the very near future, while it will mostly be worse when predicting it in the far future. In other words, choosing a short time span is better than choosing a long time span. One feasible way of solving this problem is to give more weight to the data near the current time when calculating the distance between two samples. This approach could ensure that there is not only a sufficiently long time span in which to well quantify the similarity, but also more weight can be distributed on the historical sample with a lifetime that is more similar to the on-site sample than those of the other historical samples. The detailed rules of distributing the weights between the data at different time points when calculating the distance remains the object of future research. 
