Computing the indices of Sturm–Liouville eigenvalues for coupled boundary conditions (the EIGENIND-SLP codes)  by Wang, Guixia et al.
Journal of Computational and Applied Mathematics 220 (2008) 490–507
www.elsevier.com/locate/cam
Computing the indices of Sturm–Liouville eigenvalues for coupled
boundary conditions (the EIGENIND-SLP codes)
Guixia Wanga,b,∗, Zhong Wangc, Hongyou Wud
aDepartment of Mathematics, Inner Mongolia University, Hohhot 010021, China
bDepartment of Mathematics, Inner Mongolia Normal University, Hohhot 010022, China
cDepartment of Mathematics, ZhaoQing University, GuangDong 526061, China
dDepartment of Mathematics, Northern Illinois University, DeKalb, IL 60115, USA
Received 15 February 2007; received in revised form 18 August 2007
Abstract
The main purpose of the EIGENIND-SLP codes is to compute the indices of known eigenvalues of self-adjoint Sturm–Liouville
problems with coupled boundary conditions (BCs). The spectrum of the problems can be unbounded from both below and above.
Using some recent theoretical results, the computation is converted to that of the indices of the same eigenvalues for appropriate
separated BCs, and is then carried out in terms of the Prüfer angle. The algorithm so generated and its implementation are discussed,
and numerous examples are presented to illustrate the theoretical results and various aspects of the implementation.
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0. Introduction
Consider a self-adjoint Sturm–Liouville problem (SLP), i.e., the spectral problem consisting of a Sturm–Liouville
equation (SLE)
−(fy′)′ + qy = wy on (a, b) (0.1)
and a self-adjoint boundary condition (BC), where
−∞a <b + ∞, 1/f, q,w ∈ L((a, b),R), w> 0 a.e. on (a, b), (0.2)
and  ∈ C is the so-called spectral parameter. Here L((a, b),R) denotes the space of real-valued Lebesgue integrable
functions on (a, b). Note that the leading coefﬁcient function f is allowed to change sign on (a,b), i.e., is indeﬁnite:
both {t ∈ (a, b); f (t)> 0} and {t ∈ (a, b); f (t)< 0} have a positive Lebesgue measure.
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It is well known that the spectrum of the problem solely contains real eigenvalues; if f is positive, i.e., f > 0 a.e. on
(a, b), then these eigenvalues can be ordered to form a non-decreasing sequence
1, 2, 3, . . . (0.3)
approaching +∞; if f changes sign, then the eigenvalues form a nondecreasing sequence
. . . , −2, −1, 0, 1, 2, . . . (0.4)
converging to both−∞ and+∞; in each sequence, the number of times an eigenvalue appears is equal to its (geometric)
multiplicity. Here, the indices of the eigenvalues in (0.4) are not determined by requiring −1 to be the negative
eigenvalue closest to 0; instead they are deﬁned via the Prüfer angle method if the BC is a separated one [1] and in
terms of inequalities among eigenvalues if the BC is a coupled one [2] (see Section 1, in particular, Lemmas 1.10 and
1.21 there).
Given an eigenvalue ∗ of the problem, with a coupled BC, we deal with the following question: how to compute its
index (if it is simple) or indices (if it is double) efﬁciently?
This is the so-called index problem: in general, computing the index or indices by deﬁnitions or inequalities among
eigenvalues (such as those in [4,2]) is not efﬁcient, since we do not have any estimate of the index or indices in advance.
When f is positive, the number m of zeros of the real part Re y or imaginary part Im y of any eigenfunction y for ∗
on [a, b) provides such an estimate: the index or indices of ∗ is or are among m − 1, m and m + 1. See, for example,
[6, Theorem 4.8]. When f changes sign, we do not have such a general estimate. Note that even in the positive f case,
the Prüfer angle method cannot be directly used in general, since the eigenfunction is necessarily nonreal when the
BC is so.
The index problem has practical importance: given a self-adjoint SLP, usually we can approximate the eigenvalues
of the problem in a chosen interval, say [−100, 100], and hence it is natural to ask what the indices of these eigenvalues
are. Note that even when the spectrum is bounded from below, the indices are not obvious in general, since it is always
possible (for example, for some coupled BCs) that the ﬁrst few eigenvalues are in the left outside of the chosen interval,
no matter how big the interval is. See Example 3.44 for an illustration of such situations.
In the recent paper [9], a simple solution of the index problem has been obtained, and it works in the sameway for both
the positive f case and the indeﬁnite f case. More precisely, using results on the level surfaces of the nth eigenvalue
and inequalities among eigenvalues for coupled BCs and those for separated BCs, separated BCs having ∗ also as
an eigenvalue with the same index or indices are identiﬁed, and the index or indices are then determined by applying
the Prüfer angle method once. See Theorem 1.22 for details. The deﬁnition of these separated BCs only requires the
transfer matrix of (0.1) with  = ∗. Thus, this simple solution of the index problem can be directly implemented
on a computer. In this paper, an implementation in Mathematica (written by the third named author, available at
http://www.math.niu.edu/∼wu/EIGENIND-SLP/) is presented, and numerous examples are given to illustrate Theorem
1.22 and the implementation. We would like to emphasize that these examples are constructed using a general method
in [8], each of them has a known eigenvalue, the index or indices of this eigenvalue have been explicitly worked out
in this paper in terms of Theorem 1.22, and these examples together form a rigorous general-purpose test of any such
implementation.
With [9], this paper and [10] as preparations, the index problem for eigenvalues of self-adjoint SLPs in the limit-circle
category and with coupled BCs can also be solved now (the spectrum can also be unbounded from both below and
above). This will be done in a forthcoming publication.
This paper is organized as follows. In Section 1, we introduce our notation and present the above-mentioned simple
solution of the index problem. Section 2 is devoted to the corresponding algorithm and its implementation, while
examples illustrating both the simple solution and the corresponding algorithm are given in Sections 3 and 4.
Throughout this paper, we ﬁx the SLE (0.1) satisfying (0.2), and all BCs considered are self-adjoint.
1. Notation and theoretic results
Let SL(2,R) be the set of real matrices in dimension 2 and having determinant 1. When a capital Latin or Greek
letter stands for a matrix, the entries of the matrix are always denoted by the corresponding lower case letter with two
subindices. For example, the entries of a matrix K are kij ’s.
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By the integrability conditions in (0.2), all solutions y of (0.1) and their quasi-derivatives fy′ have ﬁnite limits at
both a and b, even when a = −∞ or b = +∞. If a = −∞ or b = +∞, then the notation [a, b] still has an evident
meaning, and the interval is given an obvious topology to make it compact. For every  ∈ C, let 11(·, ) and 12(·, )
be the solutions of (0.1) determined by the initial conditions
11(a, ) = 1, (f′11)(a, ) = 0, 12(a, ) = 0, (f′12)(a, ) = 1. (1.1)
Then, they form a fundamental set of solutions for (0.1). We denote f′11 and f′12 by 21 and 22, respectively. Set
(t, ) =
(
11(t, ) 12(t, )
21(t, ) 22(t, )
)
, t ∈ [a, b],  ∈ C. (1.2)
Then, (t, ) satisﬁes the matrix form of (0.1), i.e.,
′(t, ) =
( 0 1/f (t)
q(t) − w(t) 0
)
(t, ) on (a, b), (1.3)
and the initial condition (a, )= I . We call  the fundamental solution matrix of (0.1). Note that (t, ) ∈ SL(2,R)
for t ∈ [a, b] and  ∈ R.
For any solution y of (0.1), let
Y (t) =
(
y(t)
(fy′)(t)
)
, t ∈ [a, b]. (1.4)
Then, BCs are speciﬁed by algebraic systems of the form
AY(a) + BY(b) = 0, (1.5)
where A and B are 2× 2 complex matrices such that the 2× 4 matrix (A|B) has rank 2. Note that equivalent algebraic
systems deﬁne the same BC. Bold faced capital Latin letters, such as A, are used to denote BCs.
Each separated self-adjoint BC has its standard form
cos  · y(a) − sin  · (fy′)(a) = 0 = cos  · y(b) − sin  · (fy′)(b) (1.6)
with  ∈ [0, ) and  ∈ (0, ]. We denote this BC by S,. In this notation, the Dirichlet BC is S0,, and the Neumann
BC is S/2,/2. Moreover, S, can be deﬁned for any ,  ∈ R, and ranges of  and  different from [0, ) and (0, ]
will also be used later.
Every coupled self-adjoint BC can be written in the form
Y (b) = eiKY(a) (1.7)
with  ∈ [0, ) and K ∈ SL(2,R). Sometimes, it is convenient to allow other ranges of , such as (−, ) and R.
For any nontrivial real solution of (0.1), there are two unique absolutely continuous functions 	 and 
 on [a, b] such
that 	(t, ) = 0 for all t ∈ [a, b], and
y = 	 sin 
, fy′ = 	 cos 
, 0
(a, )< . (1.8)
The function 
 is called the Prüfer angle of the solution y. The zeros of y in [a, b] are exactly the points of [a, b] where

 attains an integer multiple of . Note that y satisﬁes the self-adjoint BC S, if and only if

(a, ) = , 
(b, ) = + (n − 1) for some n ∈ Z. (1.9)
If an eigenvalue has geometric multiplicity 1 and a real eigenfunction, then all its real eigenfunctions share the same
Prüfer angle. In this case, the Prüfer angle is called the Prüfer angle of the eigenvalue.
In the positive f case, the Prüfer angle characterization of eigenvalues for separated self-adjoint BCs is well known.
In the indeﬁnite f case, the indices of the eigenvalues for separated self-adjoint BCs are deﬁned using a similar
characterization.
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Lemma 1.10. Assume that f changes sign on (a, b), and ﬁx an  ∈ [0, ) and a  ∈ (0, ]. Then, for each n ∈ Z,
there is a unique eigenvalue for S,, to be denoted by n = n(S,), such that its Prüfer angle 
 satisﬁes

(b, n) = + (n − 1). (1.11)
Moreover, n → −∞ as n → −∞, and n → +∞ as n → +∞.
Proof. See in [1, Theorem 2.2]. 
Deﬁnition 1.12. For each K ∈ SL(2,R), deﬁne 0,K, 1,K ∈ (0, ] by
tan 0,K = k12/k22 or cot 0,K = k22/k12, (1.13)
tan 1,K = k11/k21 or cot 1,K = k21/k11. (1.14)
For a ﬁxed ∗ ∈ R, we set
=
(
11 12
21 22
)
:= (b, ∗), (1.15)
and call it the transfer matrix of (0.1) with =∗; and 0, and 1, are further abbreviated as 0 and 1, respectively.
Note that 0 is the zero of 12 cos − 22 sin  on the interval (0, ], and 1 is that of 11 cos − 21 sin .
Lemma 1.16. Let ∗ ∈ R, introduce  and 0 as in Deﬁnition 1.12, and deﬁne a function u : (0, ] → [0, ) by
u() = arccot 11 cos − 21 sin −12 cos + 22 sin 
. (1.17)
Then, the separated self-adjoint BCs having ∗ as an eigenvalue are
Su(),,  ∈ (0, ]. (1.18)
Moreover, there is an n ∈ Z such that n and n + 1 are the only two choices for the index of ∗ as an eigenvalue for
Su(),: the choice is n for 0, and n + 1 for 0< < 0.
It is understood that in (1.17), u(0) = 0.
Proof. The ﬁrst claim is deduced from in [7, (4.8)]. In the positive f case, the second claim comes from in
[3, Theorem 2.2], and the proof there also works for the indeﬁnite f case. 
We use the graph in Fig. 1 to illustrate the results in the above lemma.
To give the indices of the eigenvalues for coupled self-adjoint BCs in the indeﬁnite f case, we deﬁne
L1 = {K ∈ SL(2,R); k11 > 0, k120}, (1.19)
L2 = {K ∈ SL(2,R); k110, k12 < 0}. (1.20)
Note that for each K ∈ SL(2,R), either K ∈L1 ∪L2 or −K ∈L1 ∪L2.
Lemma 1.21. Assume that f changes sign on (a, b). Fix a  ∈ (−, ) and a K ∈ SL(2,R), and set A to be the self-
adjoint BC given by (1.7). Let {n; n ∈ Z} be the eigenvalues for S0,0,K , and denote by {n; n ∈ Z} the eigenvaluesfor S/2,1,K .
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Fig. 1. All separated self-adjoint BCs having ∗ as an eigenvalue.
(i) If K ∈L1 ∪L2, then: n is not an eigenvalue for A for any odd n ∈ Z; and for each odd n ∈ Z, there are exactly
two eigenvalues (counting multiplicity) for A in the interval (n, n+2), to be denoted by n+1(A) and n+2(A) in
nondecreasing order.
(ii) If = 0 and K ∈ SL(2,R)\(L1 ∪L2), then: n is not an eigenvalue for A for any even n ∈ Z; and for each even
n ∈ Z, there are exactly two eigenvalues (counting multiplicity) for A in the interval (n, n+2),to be denoted by
n+1(A) and n+2(A) in nondecreasing order.
In particular, there are inﬁnitely many eigenvalues, unbounded from both below and above, for any coupled self-
adjoint BC.
Proof. See [2, Theorem 2.17]. 
The following theorem gives a simple solution of the index problem for eigenvalues for coupled self-adjoint BCs,
and it is true for both the positive f case and the indeﬁnite f case.
Theorem 1.22. Let ∗ be an eigenvalue for a coupled self-adjoint BC A, given by (1.7) with  ∈ R and K ∈ SL(2,R).
Introduce 0,K , 1,K , , 0 and 1 by Deﬁnition 1.12.
(i) We have that 0,K = 1,K , and 0 = 1.
(ii) The number ∗ is also an eigenvalue for the separated self-adjoint BC S0,0 . Denote by n ∈ Z the corresponding
index.
(iii) If 0,K > 0, then ∗ is a simple eigenvalue for A, and its index is n.
(iv) If 0,K < 0, then ∗ is a simple eigenvalue for A, and its index is n + 1.
(v) If 0,K = 0 and 1,K = 1, then ∗ is a double eigenvalue for A, and its indices are n and n + 1.
(vi) If 0,K = 0 and either
1,K > 1 > 0 or 1 > 0 > 1,K or 0 > 1,K > 1, (1.23)
then ∗ is a simple eigenvalue for A, and its index is n.
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(vii) If 0,K = 0 and either
1 > 1,K > 0 or 1,K > 0 > 1 or 0 > 1 > 1,K , (1.24)
then ∗ is a simple eigenvalue for A, and its index is n + 1.
Note that by (i), all possibilities for the relations among 0,K , 1,K , 0 and 1 are covered in (iii)–(vii).
Proof. See [9, Theorem 1.16]. 
Using Lemma 1.16, the solution of the index problem given in Theorem 1.22 can be restated as follows: if either
0,K > 0, or 0,K = 0 and one set of the conditions in (1.23) are satisﬁed, then ∗ is a simple eigenvalue for A, and
its index is equal to the index of ∗ as an eigenvalue for Su(), with any  ∈ [0, ]; if either 0,K < 0, or 0,K = 0
and one set of the requirements in (1.24) are fulﬁlled, then ∗ is a simple eigenvalue for A, and its index is equal to the
index of ∗ as an eigenvalue for Su(), with any  ∈ (0, 0); if 0,K =0 and 1,K =1, then ∗ is a double eigenvalue
for A, and its smaller index is equal to the index of ∗ as an eigenvalue for Su(), with any  ∈ [0, ]. Therefore, the
determination of the index or indices of an eigenvalue for a coupled self-adjoint BC is converted to ﬁnding the index
of the same number as an eigenvalue for one separated self-adjoint BC.
A direct consequence of Theorem 1.22 is the following result.
Corollary 1.25. Let ∗, A, , 0 and n be the same as in Theorem 1.22. If ∗ is double for A, then its indices are n
and n + 1.
Remark 1.26. The following is a general procedure for applying Theorem 1.22 to concrete index problems: if ∗ is
an eigenvalue for the coupled self-adjoint BC A given by (1.7) with an eigenfunction y∗, then: ﬁrst, using the reduction
of order method, one can ﬁnd another solution z∗ of (0.1) with = ∗ linearly independent of y∗ (for example, on each
subinterval where f is constant,
z∗ = y∗
∫ 1
y2∗
(1.27)
is such a solution); second, from y∗ and z∗ we can obtain (t, ∗) and hence , 0 and 1; third, since 12(t, ∗) is
an eigenfunction for ∗ as an eigenvalue for the separated self-adjoint BC S0,0 , the corresponding index n can be
obtained from 12(t, ∗) via (1.9) (or simply a zero count when f is positive); fourth, compare 0,K , 1,K , 0 and 1
and apply Theorem 1.22 to obtain the index or indices of ∗ as an eigenvalue for A.
Note that y∗ has only isolated zeros in [a, b]; and by the uniqueness of solutions of linear ordinary differential
equations, z∗ given by (1.27) and f z′∗ have continuous extensions to these points. However, when an end point of (a, b)
is a zero of y∗, some work (such as integration by parts) has to be done to evaluate z∗ and f z′∗ at that end point to
determine (t, ∗) and .
Theoretically, Theorem 1.22 gives a complete solution of the index problem; however, the following results, slightly
more general than Theorem 1.22 (vi) and (vii), are useful in practical computations. Here, for any two objects c1 and
c2, the notation {c1, c2} with bold faced braces means each of c1 and c2.
Corollary 1.28. Let notation be the same as in Theorem 1.22.
(vi′) If one of
1,K > 1 > {0, 0,K}, 1 > {0, 0,K}> 1,K, {0, 0,K}> 1,K > 1 (1.29)
is true, then ∗ is a simple eigenvalue for A, and its index is n.
(vii′) If one of
1 > 1,K > {0, 0,K}, 1,K > {0, 0,K}> 1, {0, 0,K}> 1 > 1,K (1.30)
is valid, then ∗ is a simple eigenvalue for A, and its index is n + 1.
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Proof. See [9, Corollary 2.25]. 
It is natural to ask: when do we have 0,K = 0? The following result gives a complete description of this situation,
and it also holds for both the positive f case and the indeﬁnite f case.
Theorem 1.31. Let ∗, , K , A, 0,K ,  and 0 be the same as above. Assume further that  is in its standard range
[0, ). Then, 0,K = 0 if and only if = 0 and the second columns of K and  are equal, i.e.,
eiK = K =
(
k11 12
k21 22
)
. (1.32)
Proof. See [9, Theorem 1.20]. 
The sufﬁciency in Theorem 1.31 can be seen easily: when eiK is given by (1.32), 0,K =0 by deﬁnition, and ∗ is
an eigenvalue for the coupled BC A since 12(·, ∗) is an eigenfunction; however, the proof of the necessity requires
some work.
2. Algorithm and implementation
Given an eigenvalue ∗ for a coupled self-adjoint BC A, Theorem 1.22 yields the following algorithm for computing
the index or indices of ∗.
Step 1: Normalize A into the form given in (1.7) with  ∈ R and K ∈ SL(2,R); and compute 0,K, 1,K ∈ (0, ]
by (1.13) and (1.14).
Step 2: Approximate the fundamental solution matrix (t, ∗) for a tb using
′(t, ∗) =
( 0 1/f (t)
q(t) − ∗w(t) 0
)
(t, ∗), (a, ∗) = I ; (2.1)
deﬁne the transfer matrix  via (1.15); and compute 0, 1 ∈ (0, ] by
tan 0 = 12/22 or cot 0 = 22/12, (2.2)
tan 1 = 11/21 or cot 1 = 21/11. (2.3)
Step 3: Let
∗ =
{
(0 + )/2 if 0/2,
0/2 otherwise;
(2.4)
and compute ∗ ∈ [0, ) by
tan ∗ = −12 cos ∗ + 22 sin ∗
11 cos ∗ − 21 sin ∗
or cot ∗ = 11 cos ∗ − 21 sin ∗−12 cos ∗ + 22 sin ∗
. (2.5)
Step 4: Use (t, ∗) to form an eigenfunction y∗ for ∗ as an eigenvalue for the separated BC S∗,∗ ; and compute
the “change” 
∗(b, ∗)− ∗ of the Prüfer angle 
∗ of y∗ on the interval [a, b] (here quotation marks are used since the
initial value of 
∗ is ∗, not ∗). Denote the change by (n − 1) if 0/2, and by n otherwise.
Step 5: Use Theorem 1.22 to determine the index or indices of ∗ as an eigenvalue for A: the index is n if 0,K > 0;
the index is n+ 1 if 0,K < 0; the index is n if 0,K =0 and one set of the conditions in (1.23) are satisﬁed; the index
is n+ 1 if 0,K = 0 and one set of the requirements in (1.24) are fulﬁlled; and the indices are n and n+ 1 if 0,K = 0
and 1,K = 1.
Next, we describe in some detail an implementation in Mathematica (written by the third named author) of the above
algorithm. In this implementation, the case of separated self-adjoint BCs is handled at the same time, and we assume
that a sequence of consecutive eigenvalues (not necessarily a single eigenvalue only) together with their multiplicities
are given.
G. Wang et al. / Journal of Computational and Applied Mathematics 220 (2008) 490–507 497
Piecewise constant case:
Input: npieces, a[i], f[i], q[i], w[i], mAB, nterms, ev[i], mt[i]
Optional input: psiYY, inpYY, czYY
Output: print outs, beta0YY, beta1YY, beta0KYY, beta1KYY, indexYY[i]
Here, the number npieces of pieces and the sequences a[i], f[i], q[i] and w[i] of real numbers specify
the piecewise constant SLE, with i running from 0 to npieces in a[i] and from 1 to npieces in f[i], q[i]
and w[i]; mAB is the 2 × 4 coefﬁcient matrix of the BC; and the given partial sequence of consecutive eigenvalues
ev[i] have multiplicities mt[i], where i varies from 1 to nterms.
First, the self-adjointness of the given BC [A |B] is checked: if all the 2× 2 matrices consisting of the ﬁrst and third
columns, of the ﬁrst and fourth columns, of the second and third columns and of the second and fourth columns of
(A|B) are singular, then the message
“The boundary condition is really NOT self-adjoint!”
is printed out, and the execution of the codes ends; and if the self-adjointness condition
A
(0 −1
1 0
)
A∗ = B
(0 −1
1 0
)
B∗ (2.6)
is not satisﬁed, then the message
“The boundary condition is NOT self-adjoint!”
comes out, and the execution stops.
Second, the BC is normalized: it is written into its real form if it is separated, and into the form in (1.7) with
 ∈ (−, ] and K ∈ SL(2,R) if the BC is coupled; and 0,K and 1,K are computed via (1.13) and (1.14) in the latter
case. Here the interval (−, ] for the values of  is caused by the Arg function in Mathematica.
Third, if the optional N-valued parameter psiYY has a given value, then enter ev[psiYY] into ∗; and if psiYY
is not given, set ∗ to the eigenvalue in the partial sequence ev[i] with the smallest absolute value.
Fourth, if the BC is separated, then its coefﬁcients at a are written as cos  and − sin ; and if the BC is coupled, then
0, 1, ∗ and ∗ are computed via (2.2)–(2.5). In the latter case, when 0 ∈ (0, 0.0001) ∪ (0.9999, ], a warning
message is given:
“Warning: since 0 = · · · is close to 0 or ,”
“use a different eigenvalue to verify the indices.”
We set 0 = 0,K and 1 = 1,K when the multiplicity mt[psiYY] of ∗ is 2, to avoid possible mistakes caused
by an inaccurate 0 close to 0 or  coming from the error (even a very small one) in ∗ (remember that ∗ is not
exact, in general). To use a speciﬁc eigenvalue (say, the third term) in the partial sequence ev[i], we simply enter the
corresponding natural number (i.e., 3 in our example) into psiYY.
Fifth, an eigenfunction for ∗, as an eigenvalue for the BC if it is a separated one and S∗,∗ if the BC is a coupled one,
is formed using the ﬁle Phi-matrix-pc; and the change in the Prüfer angle of the eigenfunction is computed. For
the latter task, we ﬁnd the Prüfer angle at a few points in [a, b] and compute the change, then divide each subinterval
into two and compute the change again, and repeat the dividing procedure until we get the same change for three
consecutive times. The initial number of points used can be controlled via the optional Z-valued parameter inpYY,
whose defaulted value and minimum value are both 9. When f is positive, the change can be veriﬁed using the number
of zeros of the eigenfunction in the open interval (a, b). To activate this veriﬁcation, we give a positive value to the
optional R-valued parameter czYY, whose defaulted value is −1.
Finally, the index of ∗ as an eigenvalue for the separated BC is determined from the change in the Prüfer angle;
the index or indices of ∗ as an eigenvalue for the given BC are computed according to Theorem 1.22 if the BC is a
coupled one; and the indices of all eigenvalues in ev[i] are computed and printed out, and the index or smaller index
of each ev[i] is saved in indexYY[i]. For a coupled BC, if ∗ is not double and
|0,K − 0|< 10−3, 1,K /∈ [c, d], 1 /∈ [c, d], (2.7)
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where c = min{0,K, 0} and d = max{0,K, 0}, then Corollary 1.28 is used to avoid possible mistakes caused by the
error (again, even a very small one) in the approximation of 0.
General case:
Input: aa, bb, f[t_], q[t_], w[t_], mAB, nterms, ev[i], mt[i]
Optional input: psiYY, inpYY, czYY
Output: print outs, beta0YY, beta1YY, beta0KYY, beta1KYY, indexYY[i]
Here, the numbersaa andbb are the approximations of the end points a and b, respectively, used in actual calculations
(to handle the case where one of 1/f , q and w is unbounded at a or b). The meaning of the other symbols are either
obvious or as before.
The implementation in this general case is almost the same as the piecewise constant case except that to get an
approximation of (t, ∗), the ﬁle Phi-matrix-rglr is called instead of Phi-matrix-pc.
Remark 2.8. From the discussions of this section we see that when the exact value of 0 is not in the extreme case
0 =, the index or indices of a given approximate eigenvalue ∗ can be correctly computed from an approximation of
(b, ∗), as long as the approximations of ∗ and (b, ∗) are sufﬁciently accurate. For the extreme case 0 = , the
codes only suggest the use of another eigenvalue. Generically, this is certainly enough already. Moreover, a complete
solution of the extreme case will be given in a forthcoming publication.
3. Examples with a positive f
In this section, we give explicit SLPs to show that in the positive f case, each of the 9 possibilities in Theorem 1.22
can happen. We also present a couple of examples with a positive f where the ﬁrst few eigenvalues are not in the chosen
computation range. In all these examples, the EIGENIR-SLP codes [8] are used to ﬁnd approximate eigenvalues (even
though exact eigenvalues are known, and any codes for approximating eigenvalues can be used in stead of EIGENIR-
SLP); and all SLPs are treated as general regular problems, i.e., the ﬁle compute-indices-rglr is called to ﬁnd
indices. Moreover, we will always use SLPs with an exact eigenvalue 1. This choice of the exact eigenvalue is not
special: it can be shifted to any real number by adding a corresponding multiple of w to q.
Example 3.1. Let q(t) = t − 1, and w(t) = t . Then, 1 is an eigenvalue of the SLP
−y′′ + qy = wy on (0, ), Y () =
(−1 −1
0 −1
)
Y (0) (3.2)
with an eigenfunction y(t) = cos t . It is direct to verify that sin t is another solution of the SLE in (3.2) with  = 1,
and hence
(t, 1) =
(
cos t sin t
− sin t cos t
)
, = (, 1) =
(−1 0
0 −1
)
. (3.3)
Note that sin t has no zeros in (0, ). Thus, by Remark 1.26 and (3.3), the index of 1 as an eigenvalue for the BC S0,0
is 1. Since
0 = > 0,K = /4, (3.4)
2 = 1 by Theorem 1.22. In fact, the codes EIGENIR-SLP obtain the following approximations of the eigenvalues in
the interval [−10, 10]:
−7.93477, 1.0, 1.57704, 6.69360, 9.47920, (3.5)
all simple; while the codes EIGENIND-SLP with psiYY= 2 then give their indices:
1, 2, 3, 4, 5, (3.6)
and the message “Warning: since 0 = 3.14159 is close to 0 or , use a different eigenvalue
to verify the indices.” Moreover, if one of 1, 3, 4 and 5 is entered into psiYY, then one obtains the same
index sequence as (3.6).
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Example 3.7. Let q(t) = t − 1, and w(t) = t . Then, 1 is an eigenvalue of the SLP
−y′′ + qy = wy on (0, 7/4), Y (7/4) = 1√
2
(1 −2
1 0
)
Y (0) (3.8)
with an eigenfunction y(t)= cos t . It is direct to verify that sin t is another solution of the SLE in (3.8) with = 1, and
hence
(t, 1) =
(
cos t sin t
− sin t cos t
)
, = (7/4, 1) = 1√
2
(1 −1
1 1
)
. (3.9)
Note that sin t has exactly 1 zero in (0, 7/4). Thus, the index of 1 as an eigenvalue for S0,0 is 2. Since
0 = 3/4> 0,K = /2, (3.10)
3 =1 by Theorem 1.22. Actually, EIGENIR-SLP and EIGENIND-SLP with psiYY= 3 obtain the following approx-
imations of the eigenvalues in the interval [−4, 4] and their indices:
1 ≈ 0.24995, 2 ≈ 0.90578, 3 ≈ 0.99999, 4 ≈ 2.04145, 5 ≈ 2.61244. (3.11)
So, the numerical results are consistent with Theorem 1.22.
If the BC chosen is
Y (7/4) =
(1/√2 −√2/(1 + √3)
1/
√
2
√
6/(1 + √3)
)
Y (0), (3.12)
then
0,K = 5/6> 0 = 3/4, (3.13)
thus 2 = 1 by Theorem 1.22. In fact, EIGENIR-SLP and EIGENIND-SLP with psiYY= 2 yield the following
approximations of the eigenvalues in the interval [−5, 5] and their indices:
1 ≈ 0.28841, 2 ≈ 1.0, 3 ≈ 1.03071, 4 ≈ 2.30948, 5 ≈ 2.61988, 6 ≈ 4.63613. (3.14)
If we change the BC to
Y (7/4) = 1√
2
(1 −1
1 1
)
Y (0), (3.15)
then
0 = 0,K = 3/4, 1 = 1,K = /4. (3.16)
Thus, 2 = 3 = 1 by Theorem 1.22. Actually, EIGENIR-SLP and EIGENIND-SLP with psiYY= 2 obtain the
following approximations of the eigenvalues in the interval [−5, 5] and their indices:
1 ≈ 0.27973, 2 = 3 ≈ 0.99985, 4 ≈ 2.23403, 5 ≈ 2.61682, 6 ≈ 4.52107. (3.17)
Let b ∈ (0, ). Then, for  = 0, the fundamental solution matrix of the Fourier equation −y′′ = y on (0, b) is
(t, ) =
(
cos(
√
t) 1√

sin(
√
t)
−√ sin(√t) cos(√t)
)
. (3.18)
Thus, for the special value ∗ = 1 of ,
= (b, 1) =
(
cos b sin b
− sin b cos b
)
, (3.19)
and hence 0 = b, while 1 = b + /2 if b ∈ (0, /2] and b − /2 if b ∈ (/2, ). The next six examples use these
observations. Note that sin t has no zero in (0, b). Thus, the index of 1 as an eigenvalue for S0,0 is always 1.
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Example 3.20. Consider the SLP
−y′′ = y on (0, /4), Y (/4) = 1√
2
( 0 1
−2 1
)
Y (0) (3.21)
associated with the Fourier equation. Then, 1 is an eigenvalue by Theorem 1.31 and (3.19). In this example, ∗ = 1.0
is used by EIGENIND-SLP, and hence
1,K = > 1 = 3/4> 0,K = 0 = /4. (3.22)
Thus, 1 = 1 by Theorem 1.22. Actually, EIGENIR-SLP and EIGENIND-SLP yield the following approximations of
the eigenvalues in the interval [−200, 200] and their indices:
1 ≈ 1.0, 2 ≈ 5.41211, 3 ≈ 68.5423, 4 ≈ 134.183. (3.23)
For the SLP (3.21), if we use a ∗ sufﬁciently close to 1, but smaller than 1, then 0 is close to /4 = 0,K , but
> /4. For example, if ∗ = 0.999999 is used, then 0 ≈ 0.7854. In such a situation, if Corollary 1.28 were not used in
EIGENIND-SLP, a wrong index (i.e., 2) would be found for ∗. This demonstrates the importance of Corollary 1.28.
Example 3.24. Take the SLP
−y′′ = y on (0, /4), Y (/4) =
(√2/(1 − √3) 1/√2√
6/(1 − √3) 1/√2
)
Y (0) (3.25)
associated with the Fourier equation. Then, 1 is an eigenvalue. In this example, ∗ = 1.0 is used by EIGENIND-SLP,
and hence
1 = 3/4> 0,K = 0 = /4> 1,K = /6. (3.26)
Thus, 1 = 1 by Theorem 1.22. In fact, EIGENIR-SLP and EIGENIND-SLP ﬁnd the following approximations of the
eigenvalues in the interval [−200, 200] and their indices:
1 ≈ 1.0, 2 ≈ 13.7301, 3 ≈ 74.4638, 4 ≈ 141.265. (3.27)
Example 3.28. Pick the SLP
−y′′ = y on (0, 3/4), Y (3/4) = 1√
2
(−2 1
0 −1
)
Y (0) (3.29)
associated with the Fourier equation. Then, 1 is an eigenvalue. In this example, ∗ = 1.0 is used by EIGENIND-SLP,
and hence
0,K = 0 = 3/4> 1,K = /2> 1 = /4. (3.30)
Thus, 1 = 1 by Theorem 1.22. Actually, EIGENIR-SLP and EIGENIND-SLP obtain the following approximations of
the eigenvalues in the interval [−40, 40] and their indices:
1 ≈ 1.0, 2 ≈ 1.90575, 3 ≈ 10.7223, 4 ≈ 16.1431, 5 ≈ 32.8343. (3.31)
Example 3.32. Consider the SLP
−y′′ = y on (0, /4), Y (/4) = 1√
2
(2 1
0 1
)
Y (0) (3.33)
associated with the Fourier equation. Then, 1 is an eigenvalue. In this example, ∗ = 1.0 is used by EIGENIND-SLP,
and hence
1 = 3/4> 1,K = /2> 0,K = 0 = /4. (3.34)
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Thus, 2 = 1 by Theorem 1.22. In fact, EIGENIR-SLP and EIGENIND-SLP yield the following approximations of the
eigenvalues in the interval [−200, 200] and their indices:
1 ≈ −4.42279, 2 ≈ 1.0, 3 ≈ 63.5641, 4 ≈ 129.091. (3.35)
Example 3.36. Take the SLP
−y′′ = y on (0, 3/4), Y (3/4) = 1√
2
( 0 1
−2 −1
)
Y (0) (3.37)
associated with the Fourier equation. Then, 1 is an eigenvalue. In this example, ∗ = 1.0 is used by EIGENIND-SLP,
and hence
1,K = > 0,K = 0 = 3/4> 1 = /4. (3.38)
Thus, 2 = 1 by Theorem 1.22. Actually, EIGENIR-SLP and EIGENIND-SLP with psiYY= 2 ﬁnd the following
approximations of the eigenvalues in the interval [−40, 40] and their indices:
1 ≈ −0.45433, 2 ≈ 1.0, 3 ≈ 9.74718, 4 ≈ 14.4665, 5 ≈ 31.4752. (3.39)
Example 3.40. Pick the SLP
−y′′ = y on (0, 3/4), Y (3/4) =
(−√2/(1 + √3) 1/√2
−√6/(1 + √3) −1/√2
)
Y (0) (3.41)
associated with the Fourier equation. Then, 1 is an eigenvalue. In this example, ∗ = 1.0 is used by EIGENIND-SLP,
and hence
0,K = 0 = 3/4> 1 = /4> 1,K = /6. (3.42)
Thus, 2 = 1 by Theorem 1.22. In fact, EIGENIR-SLP and EIGENIND-SLP with psiYY= 2 obtain the following
approximations of the eigenvalues in the interval [−40, 40] and their indices:
1 ≈ 0.67676, 2 ≈ 1.0, 3 ≈ 10.1911, 4 ≈ 15.0625, 5 ≈ 32.0167. (3.43)
Example 3.44. Let q(t) = t − 16, w(t) = t and  ∈ (0, /2]. Consider the SLP
−y′′ + qy = wy on (0, /2 + /4), AY (0) + B Y(/2 + /4) = 0, (3.45)
where
[A|B] =
[1 x 0 −ix cos 
0 ix cos  −1 x
]
(3.46)
with
x = sin 
4(
√
sin4 + cos2 + cos )
. (3.47)
Then, sin(4t) and cos(4t) are two solutions of the SLE in (3.45) with = 1, and hence
(t, 1) =
(
cos(4t) sin(4t)/4
−4 sin(4t) cos(4t)
)
, (3.48)
= (/2 + /4, 1) =
(
cos  sin /4
−4 sin  cos 
)
. (3.49)
Direct calculations using the characteristic function  and the matrix  yield that 1 is an eigenvalue. Note that sin(4t)
has exactly 2 zeros in (0, /2 + /4). Thus, the index of 1 as an eigenvalue for S0,0 is 3.
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Since [A|B] = [iK| − I ], where
K = − 1
x cos 
(
x x2sin2
1 x
)
, (3.50)
we have that
0 = arccot
4 cos 
sin 
> 0,K = arccot
4(
√
sin4+ cos2+ cos )
sin3
, (3.51)
and hence 4 = 1 by Theorem 1.22. We remark that this is true for all  ∈ (0, /2].
If = /3, then EIGENIR-SLP and EIGENIND-SLP yield the following approximations of the eigenvalues in the
interval [−500, 50] and their indices:
2 ≈ −35.0185, 3 ≈ −12.9914, 4 ≈ 0.99999, 5 ≈ 21.9230. (3.52)
Using EIGENIR-SLP, one can also see that 1 ≈ −2296.98.
If  = /20, then EIGENIR-SLP and EIGENIND-SLP obtain the following approximations of the eigenvalues in
the interval [−1000, 50] and their indices:
3 ≈ −16.1334, 4 ≈ 0.99999, 5 ≈ 26.7713. (3.53)
Using EIGENIR-SLP, one can also see that 1 ≈ −197, 966, 2 ≈ −1205.23.
This example demonstrates an important feature of Theorem 1.22, i.e., the index or indices of a given eigenvalue
can be determined without any information about the eigenvalues below the given eigenvalue. This is essential when
(approximations of) the ﬁrst few eigenvalues are not available. Actually, when < − 100, the solutions of the SLE in
(3.45) given by the ODE solver in Mathematica cannot reach any reasonable accuracy. So, it is difﬁcult to ﬁnd good
approximations of 1 for /3, and even of 2 for /10. Fig. 2 shows that for i = 1 and 2, i → −∞ as  → 0+.
Example 3.54. Let k ∈ C, and set q(t)=k2 sin2 t−3k cos t . Then, direct calculations show that ∗=1 is an eigenvalue
of the SLP
−y′′ + qy = y on (0, 2), Y (2) = Y (0) (3.55)
with an eigenfunction y∗(t)=ek cos t sin t ; while EIGENIR-SLP andEIGENIND-SLPﬁnd the following approximations
of the eigenvalues in the interval [−2, 2] and their indices:
k = ±1 : 1 ≈ −1.56155, 2 ≈ 0.999983,
k = ±0.75 : 1 ≈ −1.08114, 2 ≈ 0.999983,
k = ±0.5 : 1 ≈ −0.618063, 2 ≈ 0.999983, 3 ≈ 1.61805,
k = ±0.25 : 1 ≈ −0.207082, 2 ≈ 0.999983, 3 ≈ 1.20713,
k = 0 : 1 ≈ −0.0, 2 = 3 ≈ 0.999983. (3.56)
This example has been discussed by Fulton in [5]; there he conjectured that for k ∈ R\{0}, ∗ = 1 is simple and its
index is 2. So, our numericals support his conjecture. In fact, in [9], this conjecture has been proven to be true.
4. Examples with an indeﬁnite f
We now give 9 examples to demonstrate that in the case where f changes sign, all 9 possible relations among
0, 1, 0,K and 1,K in Theorem 1.22 are also realized in some explicit situations. Again, the EIGENIR-SLP codes
are used to ﬁnd approximate eigenvalues; and all SLPs are treated as general regular problems. Moreover, we will
always use SLPs with an exact eigenvalue 1.
In this section, we always set f (t) = sgn t .
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Fig. 2. The eigenvalues in the interval [−500, 2] for /20/2.
Example 4.1. Let q(t) = t2 − 9 sgn t , and w(t) = t2. Then, 1 is an eigenvalue of the SLP
−(fy′)′ + qy = wy on (−3/2, /4), Y (/4) = K Y(−3/2) (4.2)
with an eigenfunction y(t) = sgn t sin(3t), where
K = √2
( 1/2 −1/[3(√3 − 1)]
−3/2 √3/(√3 − 1)
)
. (4.3)
It is direct to verify that cos(3t) is another solution of the SLE in (4.2) with = 1, and hence
(t, 1) =
(
sgn t sin(3t) − cos(3t)/3
3 cos(3t) sgn t sin(3t)
)
, (4.4)
= (/4, 1) = 1√
2
( 1 1/3
−3 1
)
. (4.5)
Note that exactly 5 zeros of cos(3t) in [−3/2, /4] have neighborhoods on which f < 0 a.e., and only 1 zero of
cos(3t) in (−3/2, /4) has a neighborhood on which f > 0 a.e. Thus, by Remark 1.26, (4.4) and [2, Corollary 4.11],
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the index of 1 as an eigenvalue for the BC S0,0 is −3. Here we remark that [2, (1.28)] and (1.11) use different multiples
of . Since
0,K = arccot(−3
√
3)> /2> 0 = arccot 3, (4.6)
−3 = 1 by Theorem 1.22. In fact, EIGENIR-SLP and EIGENIND-SLP with psiYY= 2 obtain the following approx-
imations of the eigenvalues in the interval [0, 12] and their indices:
−4 ≈ 0.55262, −3 ≈ 1.0, −2 ≈ 1.52118,
−1 ≈ 1.71224, 0 ≈ 2.80841, 1 ≈ 9.72016. (4.7)
Example 4.8. Let q(t) = t2 − sgn t and w(t) = t2. Then, 1 is an eigenvalue of the SLP
−(fy′)′ + qy = wy on (−3/2, /4), Y (/4) = K Y(−3/2) (4.9)
with an eigenfunction y(t) = sgn t sin t , where
K = 1√
2
(−1 1
−1 −1
)
. (4.10)
It is direct to verify that cos t is another solution of the SLE in (4.9) with = 1, and hence
(t, 1) =
(−sgn t sin t cos t
− cos t −sgn t sin t
)
, (4.11)
= (/4, 1) = 1√
2
(−1 1
−1 −1
)
. (4.12)
Note that exactly 2 zeros of cos t in [−3/2, /4] have neighborhoods on which f < 0 a.e., and no zeros of cos t in
(−3/2, /4) have a neighborhood on which f > 0 a.e. Thus, the index of 1 as an eigenvalue for S0,0 is −1. Since
0 = 0,k = 3/4, 1 = 1,k = /4, (4.13)
−1 = 0 = 1 by Theorem 1.22. In fact, EIGENIR-SLP and EIGENIND-SLP with psiYY= 3 yield the following
approximations of the eigenvalues in the interval [0, 6] and their indices:
−3 ≈ 0.14785, −2 ≈ 0.37465, −1 = 0 ≈ 1.0, 1 ≈ 2.23275. (4.14)
Example 4.15. Let q(t) = t2 − 25 sgn t and w(t) = t2. Then, 1 is an eigenvalue of the SLP
−(fy′)′ + qy = wy on (−3/2, /4), Y (/4) = K Y(−3/2) (4.16)
with an eigenfunction y(t) = sgn t sin(5t), where
K = 1√
2
(1 −2/5
5 0
)
. (4.17)
It is direct to verify that cos(5t) is another solution of the SLE in (4.16) with = 1, and hence
(t, 1) =
(−sgn t sin(5t) cos(5t)/5
−5 cos(5t) −sgn t sin(5t)
)
, (4.18)
= (/4, 1) = 1√
2
(1 −1/5
5 1
)
. (4.19)
Note that exactly 8 zeros of cos(5t) in [−3/2, /4] have neighborhoods on which f < 0 a.e., and only 1 zero of
cos(5t) in (−3/2, /4) has a neighborhood on which f > 0 a.e. Thus, the index of 1 as an eigenvalue for S0,0 is −6.
Since
0 = arccot (−5)> /2> 0,K = /2, (4.20)
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we conclude that −5 = 1 by Theorem 1.22. Actually, EIGENIR-SLP and EIGENIND-SLP with psiYY= 4 ﬁnd the
following approximations of the eigenvalues in the interval [−3, 3] and their indices:
−8 ≈ −1.69784, −7 ≈ −1.17353, −6 ≈ 0.71166,
−5 ≈ 0.99999, −4 ≈ 2.21812, −3 ≈ 2.44785. (4.21)
For the rest of this section, let q(t)= 1− sgn t . Assume that a < 0 and b> 0 satisfy a + b ∈ (0, ). Then, for  = 0
and  = 2, the fundamental solution matrix of the SLE −(fy′)′ + qy = y on (a, b) is
(t, ) =
{
L(t, ) for t0,
R(t, )L(0, ) for t > 0,
(4.22)
where
L(t, ) =
(
cos(
√
2 − (t − a)) − 1√
2− sin(
√
2 − (t − a))
√
2 −  sin(√2 − (t − a)) cos(√2 − (t − a))
)
, (4.23)
R(t, ) =
(
cos(
√
t) 1√

sin(
√
t)
−√ sin(√t) cos(√t)
)
. (4.24)
Thus, for the special value ∗ = 1 of ,
12(t, 1) =
{− sin(t − a) for t0,
sin(t + a) for t > 0, (4.25)
= (b, 1) =
(
cos(a + b) sin(a + b)
− sin(a + b) cos(a + b)
)
, (4.26)
and hence 0 = a + b, while 1 = a + b + /2 if a + b ∈ (0, /2] and a + b − /2 if a + b ∈ (/2, ). The next 6
examples use these observations.
Example 4.27. Consider the SLP
−(fy′)′ + qy = y on (−/2, 3/4), Y (3/4) = 1√
2
( 0 1
−2 1
)
Y (−/2). (4.28)
Then, 1 is an eigenvalue by Theorem 1.31 and (4.26). Note that exactly 1 zero of
12(t, 1) =
{− sin(t + /2) = − cos t for t0,
sin(t − /2) = − cos t for t > 0 (4.29)
in [−/2, 3/4] has a neighborhood on which f < 0 a.e., and only 1 zero of 12(t, 1) in (−/2, 3/4) has a neigh-
borhood on which f > 0 a.e. Thus, the index of 1 as an eigenvalue for S0,0 is 1. In this example, ∗ = 1.0 is used by
EIGENIND-SLP, and hence
1,K = > 1 = 3/4> 0,K = 0 = /4. (4.30)
Thus, 1 = 1 by Theorem 1.22. Actually, EIGENIR-SLP and EIGENIND-SLP yield the following approximations of
the eigenvalues in the interval [−20, 2]:
−1 ≈ −11.4566, 0 ≈ −2.86041, 1 ≈ 1.0, 2 ≈ 1.63993. (4.31)
Example 4.32. Take the SLP
−(fy′)′ + qy = y on (−/2, 3/4), Y (3/4) = KY(−/2), (4.33)
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where
K =
(√2/(1 − √3) 1/√2√
6/(1 − √3) 1/√2
)
. (4.34)
Then, 1 is an eigenvalue. Note that 12(t, 1) is the same as in (4.29). Thus, the index of 1 as an eigenvalue for S0,0 is
1. In this example, ∗ = 1.0 is used by EIGENIND-SLP, and hence
1 = 3/4> 0,K = 0 = /4> 1,K = /6. (4.35)
Thus, 1 = 1 by Theorem 1.22. In fact, EIGENIR-SLP and EIGENIND-SLP ﬁnd the following approximations of the
eigenvalues in the interval [−30, 10]:
−2≈ − 25.6177, −1≈ − 8.41435, 0≈ − 2.24248, 1≈1.0, 2≈3.76805, 3≈9.40145. (4.36)
Example 4.37. Pick the SLP
−(fy′)′ + qy = y on (−/4, ), Y () = 1√
2
(−2 1
0 −1
)
Y (−/4). (4.38)
Then, 1 is an eigenvalue. Note that exactly 1 zero of
12(t, 1) =
{− sin(t + /4) for t0,
sin(t − /4) for t > 0 (4.39)
in [−/4, ] has a neighborhood on which f < 0 a.e., and only 1 zero of 12(t, 1) in (−/4, ) has a neighborhood on
which f > 0 a.e. Thus, the index of 1 as an eigenvalue for S0,0 is 1. In this example, ∗=1.0 is used byEIGENIND-SLP,
and hence
0,K = 0 = 3/4> 1,K = /2> 1 = /4. (4.40)
Thus, 1 = 1 by Theorem 1.22. Actually, EIGENIR-SLP and EIGENIND-SLP obtain the following approximations of
the eigenvalues in the interval [−50, 4]:
−1 ≈ −42.7771, 0 ≈ −4.22493, 1 ≈ 1.0, 2 ≈ 1.55760. (4.41)
Example 4.42. Consider the SLP
−(fy′)′ + qy = y on (−/2, 3/4), Y (3/4) = 1√
2
(2 1
0 1
)
Y (−/2). (4.43)
Then, 1 is an eigenvalue. Note that 12(t, 1) is the same as in (4.29). Thus, the index of 1 as an eigenvalue for S0,0 is
1. In this example, ∗ = 0.99999 is used by EIGENIND-SLP, and hence
1 = 3/4> 1,K = /2> 0,K = 0 = /4. (4.44)
Thus, 2 = 1 by Theorem 1.22. In fact, EIGENIR-SLP and EIGENIND-SLP with psiYY= 4 yield the following
approximations of the eigenvalues in the interval [−20, 20]:
−1≈ − 13.3089, 0≈ − 3.25674, 1≈0.55946, 2≈0.99999, 3≈5.36909, 4≈13.0323. (4.45)
Example 4.46. Take the SLP
−(fy′)′ + qy = y on (−/4, ), Y () = 1√
2
( 0 1
−2 −1
)
Y (−/4). (4.47)
Then, 1 is an eigenvalue. Note that 12(t, 1) is the same as in (4.39). Thus, the index of 1 as an eigenvalue for S0,0 is
1. In this example, ∗ = 0.99999 is used by EIGENIND-SLP, and hence
1,K = > 0,K = 0 = 3/4> 1 = /4. (4.48)
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Thus, 2 = 1 by Theorem 1.22. Actually, EIGENIR-SLP and EIGENIND-SLP with psiYY= 4 ﬁnd the following
approximations of the eigenvalues in the interval [−50, 10]:
−1≈ − 47.8246, 0≈ − 8.64548, 1≈0.63489, 2 ≈ 0.99999, 3≈4.73269, 4≈8.39566. (4.49)
Example 4.50. Pick the SLP
−(fy′)′ + qy = y on (−/4, ), Y () = KY(−/4), (4.51)
where
K =
(−√2/(1 + √3) 1/√2
−√6/(1 + √3) −1/√2
)
. (4.52)
Then, 1 is an eigenvalue. Note that 12(t, 1) is the same as in (4.39). Thus, the index of 1 as an eigenvalue for S0,0 is
1. In this example, ∗ = 0.99999 is used by EIGENIND-SLP, and hence
0,K = 0 = 3/4> 1 = /4> 1,K = /6. (4.53)
Thus, 2 = 1 by Theorem 1.22. In fact, EIGENIR-SLP and EIGENIND-SLP with psiYY= 4 obtain the following
approximations of the eigenvalues in the interval [−50, 10]:
−1≈ − 45.9756, 0≈ − 7.01204, 1≈0.88427, 2≈0.99999, 3≈5.08047, 4≈8.44679. (4.54)
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