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The IceCube Neutrino Observatory is a cubic-kilometer-scaled detector located at the Geographic
South Pole. The calibration of the directional reconstruction of neutrino-induced muons and the
pointing accuracy of the detector have to be verified. For these purposes, the moon is used as a
standard candle to not rely exclusively on simulated data: Cosmic rays get absorbed by the moon,
which leads to a deficit of cosmic-ray-induced muons from the lunar direction that is measured
with high statistics. The moon shadow analysis uses an unbinned maximum-likelihood method,
which has been methodically improved, and uses a larger detector compared to previous analyses.
This allows to observe the shadow with a large significance per month. In the first part, it is
found that incorporating a moon disk model, a coordinate-dependent uncertainty scaling and an
improved background estimation increase the significance compared to a previous more simplistic
analysis. In the second part, the performance of two new directional muon reconstruction
algorithms is verified.
Corresponding authors: Saskia Philippen1∗, Thorsten Glüsenkamp2, Sebastian Schindler2
1 III. Physikalisches Institut B, RWTH Aachen University, D-52074 Aachen, Germany
2 Erlangen Centre for Astroparticle Physics, Friedrich-Alexander-Universität Erlangen-Nürnberg,
D-91058 Erlangen, Germany
∗ Presenter
37th International Cosmic Ray Conference (ICRC 2021)
July 12th – 23rd, 2021
Online – Berlin, Germany
© Copyright owned by the author(s) under the terms of the Creative Commons




















IceCube is a cubic-kilometer neutrino detector located at the Geographic South Pole, which
consists of over 5000 light detection units placed more than one kilometer deep into the clear
ice [1]. Cherenkov photons emitted by charged particles form the detectable signal, whose time
and location information allows to reconstruct particle type, energy and direction. Interactions of
muon-neutrinos in the medium produce secondary muons, which are detected as tracks resolvable
in space and time. This allows for a good reconstruction of their travel directions with an angular
resolution of about 1° [2], making muons indispensable for the reconstruction of the neutrino origin.
However, the majority of recorded events stem from muons that are created in air showers induced
by cosmic rays in the atmosphere, and which penetrate the thick ice shield above the detector if
their energy is sufficiently high.
Cosmic rays arrive to first order isotropically at Earth and have high enough energies, such
that cosmic-ray-induced muons that are detected by IceCube travel in roughly the same direction.
Consequently, the muon flux in the detector is mostly uniform in azimuth, and only dependent on
zenith due to the differing amount of material traversed by the muons. However, as the moon blocks
any cosmic rays arriving from that direction in the sky, a deficit in the flux can be observed [3]. This
moon shadow acts as a standard candle for muon pointing, and can be used for several applications.
Among them are tests of different analysis techniques without the need to rely on Monte Carlo
simulations, or a regular testing of the detector performance.
In this paper, we first present some improved methodologies of the moon shadow analysis over
previous analyses that were shown in [3]. In the second part, the accuracy of two new muon track
reconstruction algorithms, SegmentedSplineReco [4] and a machine-learning-based reconstruction
using a neural network with convolutional and recurrent elements (CRNN-Reco), are compared to
the prevailing algorithm using the improved moon shadow analysis.
2. Moon Shadow Analysis Methods
2.1 Analysis Principle
The basic principle of the moon shadow analysis is to measure a deficit in cosmic-ray-induced
muons. To achieve this, the source hypothesis is tested on a ±3° grid moving with the moon by
comparing the events in the±10°windowaround themoon (on-source region) to the true background
distribution, which is determined from an off-source region in the same zenith band but at different
azimuth values. The analysis is done in a quasi-Cartesian coordinate system defined by the azimuth
and zenith angles relative to the moon position Δq = (q−qÁ) ·sin(\) and Δ\ = \−\Á, respectively.
The significance to measure the moon at a grid point is determined by using a maximum-likelihood
method, with the likelihood function defined as
logL
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is the positional vector from the reconstructed
direction to the grid point for the 8th event. Using this function, the number of events caused or
blocked by a source =s is fit with regards to the total number of events in the source region # , where
the source term (̃(®G8 ,′8) and background term ̃(®G8 ,′8) are explained in section 2.1.3 and 2.1.2,
respectively.
2.1.1 Event Uncertainty Estimation
The uncertainties of the directional reconstructions of the muons are often approximated by
two-dimensional asymmetric Gaussian distributions in the likelihood landscape [5]. The contours
are ellipses described with the semi-major and -minor axes f1, f2 and the rotational angle U
counterclockwise to the azimuth axis. The uncertainties are typically underestimated, and an
energy-dependent global re-scaling using CORSIKA simulations [6] is performed to obtain better
statistical coverage. In contrast to the standard methodology with a symmetricized uncertainty
approximation using global re-scaling, this section introduces a new re-scaling scheme motivated
by the detector geometry whichworks for general ellipse orientations. The scaling is done separately
in the azimuth and zenith axes with the factors Bq and B\ , leading to the scaled two-dimensional
Gaussian distribution centered at the origin of the coordinate system, which equals the reconstructed
event direction,
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using the covariance matrix ′ = SS = SRRTS in a scaled eigenvalue decomposition, with
















The 2D-Gaussian distribution is projected onto the main axes by marginalization, resulting in
1D-Gaussian distributions with standard deviations
fq (, Bq) =
√
1 and f\ (, B\ ) =
√
0 (3)
Using the 1D-distributions, Bq and B\ are determined such that for all events in a certain energy
range, 68.27% of these events have an angular difference between their true and reconstructed
directions smaller or equal than their individual values for fq and f\ when scaled by Bq and B\ ,
respectively. To estimate the quality of this scaling, two criteria are verified in the two-dimensional
distribution:
(1) for 39.34% of all events the true direction should lie in the 1f contour.
(2) for 50% of all events the true direction should lie in the
√
log(2)f = 1.177f contour.
The ellipse equation of a contour of the Gaussian after scaling is calculated as follows:




















Figure 1: Actual statistical coverage in units of the nominal statistical coverage f, therefore the 1f line
should lie at one. Left plots show the projections onto the main axes, right ones show the 2D case. The upper
plots show the values for the unscaled, the lower ones for the scaled uncertainties.
rotation matrix for the angle U′ as defined below, and the diagonal matrix ′ gives the semi-major
and -minor axes f′1 and f
′
2 of the scaled ellipse via its eigenvalues.
f′1/2 =




V + c2 U < c
V + 3c2 U > c
with 3 =
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(Δi · cos (U′) + Δo · sin (U′))2
f′21
+ (−Δi · sin (U
′) + Δo · cos (U′))2
f′22
(4)
This describes the statistical coverage in two dimensions, where Δi and Δo are the differences
between reconstructed and true directions in the Cartesian coordinate system.
As shown in figure 1, the separate scaling in azimuth and zenith directions fulfills the criteria for
the projections per definition, and both test criteria in two dimensions fit very well with uncertainties
between 0.88f and 0.98f for the 1f contour and between 1.13f and 1.18f for the median.
2.1.2 Background Term
The azimuth dependence of the event rate is mostly constant due to the movement of the moon
in local coordinates. Thus, an off-source region in azimuth allows to determine the background
distribution, which is needed to counteract the strong dependence in zenith direction. The true
background distribution is determined as the sum of the scaled Gaussian uncertainty distributions
of all events evaluated on grid points relative to the center position of the off-source region, which
is then normalized. In the used likelihood formation, edge effects are unavoidable, as long as
uncertainty ellipses around the moon region stretch significantly out of the actual background
window. Therefore, events with large semi-major axes f′1 are discarded, and the normalization per




















Finally, instead of evaluating the previously determined background distribution, the probability
for an event in the source region to be background is calculated as the expected value of the
background distribution under the event’s Gaussian distribution:
̃(®G8 ,′8) = E[(G)] 52 (G | ®G8 ,′8) . (5)
2.1.3 Source Term
For analyzing point-like sources, the source term of an event is typically given by evaluating
its Gaussian uncertainty distribution at a grid point, which is equivalent to integration with a delta
distribution. Following this same ansatz, the source hypothesis for an extended source, which
appears as a disc with radius 'Á in the two-dimensional projection, can be described by integration
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where the result is numerically solvable. The radius in azimuth direction is scaled with 1sin(\) to
transform the circular moon into the quasi-Cartesian coordinate system.
2.2 Evaluation
The result of the maximum likelihood method is a landscape of the best fit values of =s at every
grid point. To interpret the result, two quantities are introduced using Wilks’ theorem [8]:
(1) The source significance describes the deviation from the background hypothesis, indicating
how well a source can be determined. This quantity is calculated with the logarithmic likelihood
difference with respect to =s = 0 for one degree of freedom, and is given the opposite sign of =s. This
way, a sink like the moon has a positive significance, which will be called a source in the following
for simplicity. Because relative comparisons are performed, a trial factor is not calculated.
(2) The pointing significance indicates the precision of the positional reconstruction. It is determined
with the logarithmic likelihood difference with respect to the global minimum in =s with two degrees
of freedom due to its position. Together with the known position of the moon, it shows the pointing
accuracy, which however is impacted by the geomagnetic field.
2.3 Performance Test
The analysis presented in this paper is an improved version of a previous analysis [3]. The
maximum source significance improves from 12.17f to 13.46f when applied to the same eight-
months data sample using the prevailing muon reconstruction algorithm. Removing each of the
individual improvements, while keeping the others, yields reduced source significances: 13.08f




















cut method uncertainty reconstruction 1 2 3 4 5 combined
intersection
asymmetric SplineMPE 6.0f 3.0f 3.8f 6.0f 5.5f 10.2fSegmentedSpline 5.1f 3.0f 3.7f 6.4f 5.5f 10.0f
symmetric SplineMPE 7.3f 5.2f 5.0f 7.1f 6.7f 14.3fCRNN-Reco 6.3f 4.4f 4.7f 5.4f 6.6f 12.7f
individual
asymmetric SplineMPE 5.7f 3.6f 4.5f 6.6f 5.6f 11.2fSegmentedSpline 5.3f 3.5f 3.7f 6.5f 5.0f 10.0f
symmetric SplineMPE 7.4f 5.4f 5.1f 7.9f 6.9f 15.1fCRNN-Reco 6.5f 4.4f 5.4f 5.7f 7.3f 13.7f
Table 1: IceCube Preliminary. Source significances for five moon cycles and the combined data set. The top
half shows both comparisons with the intersection cut method, the lower half all four reconstructions using
individual cuts. Cutting on different uncertainties also affects the background distribution, which can lead to
larger significances in the intersection method, even though less events are analyzed. Note that asymmetric
and symmetric SplineMPE cannot be compared due to the different amount of events.
3. Test of Directional Reconstruction Algorithms
3.1 Analysis
In the following, we use two different methods to compare the precision of two different muon
reconstructions. The first method uses reconstruction-dependent cuts on the respective uncertainty
estimate, which leads to a different number of events per reconstruction. We call this the individual
method. In order to have the same number of events for a direct comparison, the second method
involves taking the subset of the events that pass both reconstruction-dependent cuts, and is called
the intersection method. While it offers a more direct comparison, it has the disadvantage that
a reconstruction with small uncertainties will be punished due to the larger uncertainties of the
reconstruction it is being compared to.
The used data set comprises the first five moon cycles in 2013, which are each about 12
successive days during which the moon is visible at the South Pole. The baseline for the comparison
of two new reconstruction algorithms is SplineMPE [9], which is the current default used for
muon track reconstruction in IceCube. It assumes a continuous muon energy loss and can handle
stochastic losses only effectively, which is a simplification addressed by the recently developed
SegmentedSplineReco [4]. This newer reconstruction models the stochastic energy losses of high-
energy muons explicitly. The third reconstruction is the CRNN-Reco [10], which is currently in
development. It uses a neural network trained on Monte Carlo simulations to directly predict the
muon direction and its uncertainty.
CRNN-Reco provides only symmetrical uncertainty estimates. It is compared to SplineMPE
with symmetricized Gaussian uncertainties using a symmetrical uncertainty re-scaling, while Seg-
mentedSplineReco is independently compared to SplineMPE with asymmetric uncertainties and
geometry-motivated re-scaling. The algorithms can be compared to each other on the five moon
cycles individually, and on the combined five-cycle data set for a statistically more robust result.
3.2 Discussion
The moon shadow is observed by all reconstruction algorithms in all five cycles with varying




















Figure 2: Source significance landscapes (left) shown exemplary only for SplineMPE compared to Seg-
mentedSplineReco, and contours of the pointing significance for both SegmentedSplineReco (middle) and
CRNN-Reco (right) comparisons. Crosses mark the points of maximum likelihood (Δq,Δ\). Shown is the
combined data set with intersection cuts.
significance landscapewith a clearly visiblemoon shadow and surrounding background fluctuations.
These are similarly distributed between the compared reconstructions, which indicates that they
come from the data itself and not from reconstruction differences. The pointing significance
fluctuates strongly between reconstructions on single moon cycles, but is a reliable result on the
combined data set as shown in figure 2. All reconstructions are compatible within their 1f contours,
and show a systematic shift of up to 0.2° to smaller azimuth values, which might be attributed to
the geomagnetic field or other systematic effects.
Using the intersection method, the source significance for CRNN-Reco is smaller than for
SplineMPE for all single cycles and for the combined data set. When using individual cuts, the
picture does not change much, which supports this result. The precision of the reconstruction, as
indicated by the size of the pointing significance contours, is smaller than SplineMPE. Overall,
this indicates that CRNN-Reco is performing worse than SplineMPE on cosmic-ray-induced muon
events. As these consist of bundles of several muons, instead of the single muons CRNN-Reco
is intended to reconstruct and which it was trained on, the performance is likely worse than it
potentially could be. Therefore, this result cannot be generalized to muon neutrinos. However, it
proves that a machine-learning-based direction reconstruction works well when subjected to real
data instead of Monte Carlo simulations.
The differences in source significance between SegmentedSplineReco and SplineMPE are
smaller and without a clear tendency across moon cycles as in the previous comparison, and there is
no large difference on the combined data set. Individual cuts again do not substantially differ from
this observation. The size and position of the pointing contours are very similar to SplineMPE.




















from high-energy (> 50 TeV) muons, and the moon data set is limited to muon energies mainly
between 1 TeV to 10 TeV.
The comparison is still not entirely fair, as in the above result SegmentedSplineReco only
used a simple uncertainty estimation based on the Hesse matrix that does not include a final time
convolution, called Post-jitter in [4]. In the current implementation the uncertainty determination
with Post-jitter can only be calculated by performing a time consuming Markov Chain Monte
Carlo sampling and a subsequent covariance determination from the samples, which was too time
consuming for this study.
4. Summary
In this paper, first we discussed some extensions to the moon analysis tools in IceCube. We
motivated and derived a 2D-based rescaling of the uncertainty contours based on local detector
coordinates, which demonstratively leads to better coverage. A new method for the background
estimation using an event’s uncertainty information, as well as a disk source model were introduced.
The performance improvements of these methods are quantified in significance comparisons to the
standard method.
In the second half, we tested two new reconstructions. The first is SegmentedSplineReco, which
we compare to the standard reconstruction SplineMPE using the new rescaling technique introduced
in the first section. It performs comparably to the existing standard reconstruction in the energy
range of the data, which is expected. The second new reconstruction is a machine-learning-based
reconstruction, CRNN-Reco, which is compared to SplineMPE using symmetricized uncertainties.
It is slightly worse than the likelihood-based standard, but matches expectations from Monte Carlo
and does not have a larger systematic bias.
In the future, the moon analysis is planned to be automated for a monthly detector test, and used
for further studies, like investigating the geomagnetic field or for tests of calibration improvements.
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Naumann58, J. Necker59, L. V. Nguyễn24, H. Niederhausen27, M. U. Nisa24, S. C. Nowicki24, D. R. Nygren9, A. Obertacke Pollmann58,
M. Oehler31, A. Olivas19, E. O’Sullivan57, H. Pandya42, D. V. Pankova56, N. Park33, G. K. Parker4, E. N. Paudel42, L. Paul40, C.
Pérez de los Heros57, L. Peters1, J. Peterson38, S. Philippen1, D. Pieloth23, S. Pieper58, M. Pittermann32, A. Pizzuto38, M. Plum40, Y.
Popovych39, A. Porcelli29, M. Prado Rodriguez38, P. B. Price8, B. Pries24, G. T. Przybylski9, C. Raab12, A. Raissi18, M. Rameez22, K.
Rawlins3, I. C. Rea27, A. Rehman42, P. Reichherzer11, R. Reimann1, G. Renzi12, E. Resconi27, S. Reusch59, W. Rhode23, M. Richman45,
B. Riedel38, E. J. Roberts2, S. Robertson8, 9, G. Roellinghoff52, M. Rongen39, C. Rott49, 52, T. Ruhe23, D. Ryckbosch29, D. Rysewyk
Cantu24, I. Safa14, 38, J. Saffer32, S. E. Sanchez Herrera24, A. Sandrock23, J. Sandroos39, M. Santander54, S. Sarkar44, S. Sarkar25, K.
Satalecka59, M. Scharf1, M. Schaufel1, H. Schieler31, S. Schindler26, P. Schlunder23, T. Schmidt19, A. Schneider38, J. Schneider26, F.
G. Schröder31, 42, L. Schumacher27, G. Schwefer1, S. Sclafani45, D. Seckel42, S. Seunarine47, A. Sharma57, S. Shefali32, M. Silva38,
B. Skrzypek14, B. Smithers4, R. Snihur38, J. Soedingrekso23, D. Soldin42, C. Spannfellner27, G. M. Spiczak47, C. Spiering59, 61, J.
Stachurska59, M. Stamatikos21, T. Stanev42, R. Stein59, J. Stettner1, A. Steuer39, T. Stezelberger9, T. Stürwald58, T. Stuttard22, G. W.
Sullivan19, I. Taboada6, F. Tenholt11, S. Ter-Antonyan7, S. Tilav42, F. Tischbein1, K. Tollefson24, L. Tomankova11, C. Tönnis53, S.
Toscano12, D. Tosi38, A. Trettin59, M. Tselengidou26, C. F. Tung6, A. Turcati27, R. Turcotte31, C. F. Turley56, J. P. Twagirayezu24, B.
Ty38, M. A. Unland Elorrieta41, N. Valtonen-Mattila57, J. Vandenbroucke38, N. van Eĳndhoven13, D. Vannerom15, J. van Santen59, S.
Verpoest29, M. Vraeghe29, C. Walck50, T. B. Watson4, C. Weaver24, P. Weigel15, A. Weindl31, M. J. Weiss56, J. Weldert39, C. Wendt38,
J. Werthebach23, M. Weyrauch32, N. Whitehorn24, 35, C. H. Wiebusch1, D. R. Williams54, M. Wolf27, K. Woschnagg8, G. Wrede26, J.
Wulff11, X. W. Xu7, Y. Xu51, J. P. Yanez25, S. Yoshida16, S. Yu24, T. Yuan38, Z. Zhang51
1 III. Physikalisches Institut, RWTH Aachen University, D-52056 Aachen, Germany
2 Department of Physics, University of Adelaide, Adelaide, 5005, Australia
3 Dept. of Physics and Astronomy, University of Alaska Anchorage, 3211 Providence Dr., Anchorage, AK 99508, USA
4 Dept. of Physics, University of Texas at Arlington, 502 Yates St., Science Hall Rm 108, Box 19059, Arlington, TX 76019, USA
5 CTSPS, Clark-Atlanta University, Atlanta, GA 30314, USA
6 School of Physics and Center for Relativistic Astrophysics, Georgia Institute of Technology, Atlanta, GA 30332, USA
7 Dept. of Physics, Southern University, Baton Rouge, LA 70813, USA
8 Dept. of Physics, University of California, Berkeley, CA 94720, USA
9 Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
10 Institut für Physik, Humboldt-Universität zu Berlin, D-12489 Berlin, Germany
11 Fakultät für Physik & Astronomie, Ruhr-Universität Bochum, D-44780 Bochum, Germany
12 Université Libre de Bruxelles, Science Faculty CP230, B-1050 Brussels, Belgium
13 Vrĳe Universiteit Brussel (VUB), Dienst ELEM, B-1050 Brussels, Belgium
14 Department of Physics and Laboratory for Particle Physics and Cosmology, Harvard University, Cambridge, MA 02138, USA




















16 Dept. of Physics and Institute for Global Prominent Research, Chiba University, Chiba 263-8522, Japan
17 Department of Physics, Loyola University Chicago, Chicago, IL 60660, USA
18 Dept. of Physics and Astronomy, University of Canterbury, Private Bag 4800, Christchurch, New Zealand
19 Dept. of Physics, University of Maryland, College Park, MD 20742, USA
20 Dept. of Astronomy, Ohio State University, Columbus, OH 43210, USA
21 Dept. of Physics and Center for Cosmology and Astro-Particle Physics, Ohio State University, Columbus, OH 43210, USA
22 Niels Bohr Institute, University of Copenhagen, DK-2100 Copenhagen, Denmark
23 Dept. of Physics, TU Dortmund University, D-44221 Dortmund, Germany
24 Dept. of Physics and Astronomy, Michigan State University, East Lansing, MI 48824, USA
25 Dept. of Physics, University of Alberta, Edmonton, Alberta, Canada T6G 2E1
26 Erlangen Centre for Astroparticle Physics, Friedrich-Alexander-Universität Erlangen-Nürnberg, D-91058 Erlangen, Germany
27 Physik-department, Technische Universität München, D-85748 Garching, Germany
28 Département de physique nucléaire et corpusculaire, Université de Genève, CH-1211 Genève, Switzerland
29 Dept. of Physics and Astronomy, University of Gent, B-9000 Gent, Belgium
30 Dept. of Physics and Astronomy, University of California, Irvine, CA 92697, USA
31 Karlsruhe Institute of Technology, Institute for Astroparticle Physics, D-76021 Karlsruhe, Germany
32 Karlsruhe Institute of Technology, Institute of Experimental Particle Physics, D-76021 Karlsruhe, Germany
33 Dept. of Physics, Engineering Physics, and Astronomy, Queen’s University, Kingston, ON K7L 3N6, Canada
34 Dept. of Physics and Astronomy, University of Kansas, Lawrence, KS 66045, USA
35 Department of Physics and Astronomy, UCLA, Los Angeles, CA 90095, USA
36 Department of Physics, Mercer University, Macon, GA 31207-0001, USA
37 Dept. of Astronomy, University of Wisconsin–Madison, Madison, WI 53706, USA
38 Dept. of Physics and Wisconsin IceCube Particle Astrophysics Center, University of Wisconsin–Madison, Madison, WI 53706, USA
39 Institute of Physics, University of Mainz, Staudinger Weg 7, D-55099 Mainz, Germany
40 Department of Physics, Marquette University, Milwaukee, WI, 53201, USA
41 Institut für Kernphysik, Westfälische Wilhelms-Universität Münster, D-48149 Münster, Germany
42 Bartol Research Institute and Dept. of Physics and Astronomy, University of Delaware, Newark, DE 19716, USA
43 Dept. of Physics, Yale University, New Haven, CT 06520, USA
44 Dept. of Physics, University of Oxford, Parks Road, Oxford OX1 3PU, UK
45 Dept. of Physics, Drexel University, 3141 Chestnut Street, Philadelphia, PA 19104, USA
46 Physics Department, South Dakota School of Mines and Technology, Rapid City, SD 57701, USA
47 Dept. of Physics, University of Wisconsin, River Falls, WI 54022, USA
48 Dept. of Physics and Astronomy, University of Rochester, Rochester, NY 14627, USA
49 Department of Physics and Astronomy, University of Utah, Salt Lake City, UT 84112, USA
50 Oskar Klein Centre and Dept. of Physics, Stockholm University, SE-10691 Stockholm, Sweden
51 Dept. of Physics and Astronomy, Stony Brook University, Stony Brook, NY 11794-3800, USA
52 Dept. of Physics, Sungkyunkwan University, Suwon 16419, Korea
53 Institute of Basic Science, Sungkyunkwan University, Suwon 16419, Korea
54 Dept. of Physics and Astronomy, University of Alabama, Tuscaloosa, AL 35487, USA
55 Dept. of Astronomy and Astrophysics, Pennsylvania State University, University Park, PA 16802, USA
56 Dept. of Physics, Pennsylvania State University, University Park, PA 16802, USA
57 Dept. of Physics and Astronomy, Uppsala University, Box 516, S-75120 Uppsala, Sweden
58 Dept. of Physics, University of Wuppertal, D-42119 Wuppertal, Germany
59 DESY, D-15738 Zeuthen, Germany
60 Università di Padova, I-35131 Padova, Italy
61 National Research Nuclear University, Moscow Engineering Physics Institute (MEPhI), Moscow 115409, Russia
62 Earthquake Research Institute, University of Tokyo, Bunkyo, Tokyo 113-0032, Japan
Acknowledgements
USA – U.S. National Science Foundation-Office of Polar Programs, U.S. National Science Foundation-Physics Division, U.S. Na-
tional Science Foundation-EPSCoR, Wisconsin Alumni Research Foundation, Center for High Throughput Computing (CHTC) at the
University of Wisconsin–Madison, Open Science Grid (OSG), Extreme Science and Engineering Discovery Environment (XSEDE),
Frontera computing project at the Texas Advanced Computing Center, U.S. Department of Energy-National Energy Research Scientific
Computing Center, Particle astrophysics research computing center at the University of Maryland, Institute for Cyber-Enabled Research
at Michigan State University, and Astroparticle physics computational facility at Marquette University; Belgium – Funds for Scientific
Research (FRS-FNRS and FWO), FWO Odysseus and Big Science programmes, and Belgian Federal Science Policy Office (Belspo);
Germany – Bundesministerium für Bildung und Forschung (BMBF), Deutsche Forschungsgemeinschaft (DFG), Helmholtz Alliance for
Astroparticle Physics (HAP), Initiative and Networking Fund of the Helmholtz Association, Deutsches Elektronen Synchrotron (DESY),
and High Performance Computing cluster of the RWTH Aachen; Sweden – Swedish Research Council, Swedish Polar Research Sec-




















Research Council; Canada – Natural Sciences and Engineering Research Council of Canada, Calcul Québec, Compute Ontario, Canada
Foundation for Innovation, WestGrid, and Compute Canada; Denmark – Villum Fonden and Carlsberg Foundation; New Zealand –
Marsden Fund; Japan – Japan Society for Promotion of Science (JSPS) and Institute for Global Prominent Research (IGPR) of Chiba
University; Korea – National Research Foundation of Korea (NRF); Switzerland – Swiss National Science Foundation (SNSF); United
Kingdom – Department of Physics, University of Oxford.
11
