The problem of correcting the pollutant source emission rate and the wind velocity field inputs in a puff atmospheric dispersion model by data assimilation of concentration measurements has been considered. Variational approach to data assimilation has been used, in which the specified cost function is minimized with respect to source strength and/or wind field. The analyzed wind field satisfied the constraints derived from the conditions of mass conservation and linearized flow equations for perturbations from the first guess wind field. 'Identical twin' numerical experiments have been performed for the validation of the method. The first-guess estimation errors of source emission rate and wind field were set to a factor of up to 10 and up to 6 m/s respectively. The calculations results showed that in most studied cases an improvement of vector wind difference (VWD) error by about 0.7-1 m/s could be achieved. The resulting normalized mean square error (NMSE) of concentration field was also reduced significantly.
Introduction
Atmospheric Dispersion Models (ADMs) are frequently used in Emergency Response Systems (ERSs) for the prediction of pollutants dispersion following accidental releases (e.g., in EU nuclear emergency response system RODOS, [1] ). The quality of the ADMs results obviously depends both on the complexity of the ADM and on accuracy of the input data. In cases of nuclear emergencies the most important errors are related to the estimation of source emission rate and to the input meteorological data, [2] . Input data quality can often be improved by assimilation of available measurements (e.g., [3] ). Variational approach is one of the most popular data assimilation methods [4] , since it allows improving the quality of the predicted results by adjusting the input data and simultaneously keeping physical balance between calculated fields.
A lot of work has been devoted to improvement of source function estimation by variational assimilation of the concentration measurements. In the vast majority of works the meteorological parameters had been fixed (excellent review for such works concerning global emission modelling can be found in [5] and examples of other works dealing with accidental release modelling are [6] , [7] , [8] ). This allowed reducing data assimilation problem to linear regression.
Since meteorological data can also significantly influence results of the ADMs prediction, the problem of improving the meteorological input data by assimilating meteorological measurements in the Meteorological PreProcessors (MPP) of the ERSs has been also considered in several works (e.g., [18] , [20] ). However, concentration measurements around the point of release also contain information about the local meteorological fields and potentially could be used for the improvement of the meteorological data through data assimilation.
An attempt to improve the wind field information with concentration measurements was firstly performed in [21] . That work considered a very different in comparison to the present work atmospheric dispersion problemmodelling of the planetary ozone distribution. The problem of estimation of one-dimensional wind field from concentration measurements in Eulerian ADM has been solved with the extended Kalman Filtering approach (EKF), while source function was assumed to be known. In the work [22] the same idea was used in context of data assimilation in regional atmospheric dispersion problem (2D flow had been considered). In that work source function again was assumed to be known and ensemble Kalman Filtering method was used together with Eulerian ADM. In the work [7] , the problem of combined adjustment of wind vector and source rate following the accidental release of contaminant was considered. However it was limited to the case of constant wind and source in space and in time.
The objective of the present paper is to develop a data assimilation methodology for improving the wind field (variable in space) and source function information with the use of concentration measurements in a Lagrangian-Eulerian (puff) atmospheric dispersion model. The motivation for the model choice is that in present time puff models are widely used in emergency response systems and in other studies of atmospheric dispersion. For instance, RIMPUFF model, [9] , and puff version of DIPCOT ADM, [10] , are used in ERSs DERMA, [11] , and RODOS, [1] , CALPUFF model [12] , which is recommended by Environmental Protection Agency of USA for environmental risk studies and is widely used in different atmospheric dispersion and emergency response research, e.g., [13] , [14] , and many others. However, despite such a wide use of puff models in practical and scientific applications, data assimilation methods with such models were rarely applied, especially in comparison with a number of applications of data assimilation to Eulerian ADMs. A few familiar to authors studies concerning data assimilation in puff models include [7] ,[15]- [17] . Another important motivation for the model choice is that computational algorithm of puff ADMs is in many respects close to that of Lagrangian ADMs, such as [10] . Since Lagrangian ADMs have advantages over the Eulerian ADMs in predicting atmospheric dispersion close to source, [18] , development of data assimilation algorithms for them is a challenging task. However, stochastic nature of equations of particle movement must be addressed in order to apply data assimilation method developed here to
This work is an extension of the previous work [8] where data assimilation methodology has been developed for source function estimation in puff ADM. In the present work the variational approach to data assimilation in puff ADM is extended to deal with wind field estimation and the adjoint equations for puff ADM are derived. Since the numerical tests in the present work were performed for the case of two-dimensional wind field with zero vertical velocity, the statement of the problem and methodology are described for the case of 2D wind field, comprising only horizontal components. Results of numerical tests in idealized settings -constant wind speed and 2D flow -are presented.
Problem formulation

General
In puff ADM the continuous release of the pollutant is represented as a sequence of instantaneous releases -'puffs', (see, e.g., [23] ). Each puff i is characterized by the coordinates of position-vector 1   2  2  2  2  2  1  0   u r  ,  , , r is a small parameter to avoid discontinuity for zero distances. Thus, the equations of puffs' motion are:
Each puff is characterized by a Gaussian-shaped spatial distribution of matter due to turbulent diffusion.
Then the matter concentration C at an arbitrary spatial point of the 3D domain ( )
, , x y z at time t is calculated as sum of contributions of all puffs:
Here p N is the total (maximum) number of puffs, i q is the release rate corresponding to the time interval of appearance of the i -th puff, 
here i l is travel distance of the puff and , The adjustable parameters in the assimilation procedure compose the control vector ψ of size Ψ . In the present work special attention is given to two special cases of control vectors. In the first case only the source function is adjusted:
, while in the second case the velocity field is adjusted and
In the third case which is considered in the present work both source function and wind field 
where function f is obviously constructed from abovementioned functions , f f ɶ ɶ ɶ describing right parts in equations respect to control vectorψ , subject to constraints which will be specified below:
Here B ψ is first guess estimation of the control vector, B is covariance matrix of the errors of the control vector, which everywhere below is assumed to be diagonal:
,..., ( )
,
The corresponding vector that consists of the calculated concentrations at the K stations at the N o time intervals (by model (3), (5) 
Source emission rate adjustment
In case of source function estimation ( q ψ = ), the dependence of both parts of function (6) 
Wind field adjustment
The case when ψ consists of wind field is referred below as "problem 2". In this case the dependence of function ( ) , k C r s ɶ on ψ is implicit, through dependence of the right parts of (5) on ψ , describing evolution of the state vector components. Wind field which minimizes function (6) has to satisfy additional constraints. This now will be considered in more detail.
The atmospheric dispersion module of modern ERSs consists of two main parts: meteorological pre-processor (MPP) and ADM. The task of MPP is to calculate the gridded meteorological fields using input (a) prognostic meteorological fields calculated by Numerical Weather Prediction (NWP) models on a coarser grid and (b)
observations. That problem is solved with the use of different physical parameterizations describing atmospheric processes together with linear interpolation and data assimilation algorithms [24] , [20] . The meteorological fields calculated by MPP's are also subject to constraints, such as nondivergence of the flow field, [24] , and/or linearized equations describing flow perturbations due to underlying topography [25] . In the present paper it is assumed that the meteorological field was already calculated by MPP. However corrections to wind field due to assimilation of the concentration measurements are to be calculated and they have to satisfy the same relationships which are used by the meteorological pre-processors. The resulting gridded wind field
is to be non-divergent:
where D is 2 N N × matrix which approximates divergence operator at each node of the domain of calculations including boundaries, ( ) 
2 , x x x y = = , ρ is density and p δ -pressure perturbation. After standard rearrangements to exclude pressure perturbations this gives:
Equation (8) is approximated inside domain of calculations except boundaries and then can be written:
Here elements of ( )
x y N N N − − × matrix W can be easily specified in accordance to numerical approximation scheme.
Thus, problem 2 of wind field correction with concentration measurements can be posed as problem of minimizing function (6) with respect to T ψ υ = subject to linear constraints (7), (8).
Solution methodology
Since as problem 1 of source emission rate correction with assimilation measurements is a linear regression problem, a variety of methods can be used for its solution. Here subroutine "lsqnonneg" from Matlab 7.0 Optimization Toolbox was used, which finds the nonnegative solution that minimizes function (6) using an algorithm described in [26] .
In case of problem 2, which is linearly constrained minimization; subroutine "fmincon" from MATLAB 7.0 Optimization Toolbox was used, which in case of large scale optimization problem uses a subspace trust region method. It is based on the interior-reflective Newton method described in [27] and [28] . In each iteration an approximate solution of a large linear system is obtained using the preconditioned conjugate gradients method. were used everywhere in the present study. An important practical feature of this subroutine is that it can use matrices representing constraints in (7) and (9) 
Here vector ϕ of size 3 p N is solution of adjoint system of equations,
,..., 
In (11) f υ is Jacobi matrix of functionf from (5), considered as a function of the velocity field, which is also calculated by taking appropriate derivatives of relationships (1). All Jacobi matrices in (10), (11) are to be calculated on puff trajectories from forward model run. Hence, in calculating the derivative J ψ ∂ ∂ , during forward run of the model (i.e., solution of equation (5) for state vector and concentration calculations with (3)), the right part for adjoint equations s Φ is calculated, puff's trajectories are stored, and in backward run adjoint equations are solved and gradient itself is calculated. Discretizations of (10), (11) 
Calculation results
In this section results of two calculation cases are presented. In the first case wind velocity was considered as constant in space, i.e., the velocity field was not specified on the grid, but was represented by 2 parameters -u and v components of wind vector. All derivations from the previous section are applicable to that case when 1 N = (thus, dimension of control vector ψ in problem 2 is 2). This case is important, since it most clearly demonstrates the importance of the wind vector correction for better estimation of the source function. In the second case, which is much more complex than the first due to the problem size, the correction of 2D wind field is considered.
In all cases the so-called "identical twin" experiments ( [32] ) have been used to evaluate the performance of the data assimilation methodology, due to lack of real experimental data. Artificial "concentration measurements" have been generated by running the model with a source term and a wind field that are considered as "true" (the "truth" run). Then the model was run again (assimilation run), assuming that the source term and wind field are unknown. "First guesses" of the source term and wind field were used and the previously generated artificial concentration measurements were assimilated, with the aim to evaluate the "true" parameters. Particular details of each test case are given below. In addition, to overcome the tendency of identical twin experiments to err on the optimistic side ( [32] ), the observation error has been simulated by adding noise to the synthetic observations.
Results with constant wind speed
In that case the true values of the velocity components in all runs were the same: ( ) The first guess estimation of the wind velocity in assimilation runs was the following: q were constant functions, in the assimilation run that information was not available, i.e., source function was not described by one parameter, but was approximated by the vector of the size p N . The coordinates of the measuring stations (i.e., points, from which output from the truth runs was used in assimilation runs) were situated at the level 0 z = , and had the following horizontal coordinates: show the influence of adjustment of wind velocity on the accuracy of the results. In all cases 5, 7,9, NMSE with adjustment of wind velocity together with source function is by the factor of 2-200 less then NMSE in cases 4, 6, 8, with adjustment of the only source function. In the majority of cases FB also diminishes with adjustment of wind velocity, though its reduction is not so significant as that of NMSE . Fig. 1 shows example of source functions -true, first guess and adjusted for cases 8 and 9. The effect of the wind speed correction in assimilation procedure on the adjustment of the source function is evident, which confirms results following from Table 1 . Similar pictures were obtained for the rest of the runs.
Results with two dimensional flow
Common parameters of truth and assimilation runs were the following. Velocity field was calculated on the grid with 40 40 The assimilation runs were characterized by the following conditions. The modelling duration was
The first guess wind field (Fig. 2-b) was constant in space and was equal to true wind vector in the point of release: information can be used by meteorological pre-processors together with NWP data in data assimilation procedure, to construct the wind field, which can be locally very close to the observed, [20] . However the overall error of such constructed first guess wind field in present case was quite large. The so-called 'vector wind difference' error indicator was used for estimation of the wind field error, which simultaneously reflects error in magnitude and in wind direction, [31] :
where triangular brackets indicate arithmetic average. Thus, error of first guess wind field was: 0 6 / guess vwd m s = which is comparable to errors, that can occur in operational meteorological practice [31] .
The measurement points were located at three concentric circles around the release point with radiuses Results of the corresponding tests are presented in Table 2 . Fractional bias error of first guess and assimilation runs in all tested cases was small ( As it can be seen from Table 2 , despite the fact, that source function was known, it is rather difficult to find minimum of cost function due to very high dimension of the problem, and convergence to good solution was possible only when both constraints (7) (non-divergence) and (8) (linearized flow) were used. In contrast, when constraints were not used (case 3) or when only non-divergence constraint was used (case 2) final analyzed velocity and concentration fields were worse then first guess estimation ( VWD and NMSE increase). As follows from case 4, the quality of the first guess velocity field is crucial for finding an appropriate solution. Table 2 ). The effect of data assimilation on both distributions is evident from these
Figures. An interesting feature observed from Figures 2 and 3 is that velocity field is modified not only in the area of presence of cloud, but in the entire domain, even in the areas outside the cloud extent. This is possible only due to the influence of constraints (7), (8) .
Now consider the more complex problem, when both source function and wind field are unknown.
Conditions of all experiments were almost the same as in previous case. The following true source functions and unperturbed concentrations are presented in Table 3 . As it can be seen from Table 3 were performed in the second case. In the first set true source function was known and only wind field was adjusted, while in the second set both source function and wind field were adjusted.
It was found that decrease in wind field error is possible only when suitable set of constraints is used (both non-divergence and linearized flow relationships ). When constraints were not used, or when only non-divergence constraint was used improvement in wind field error was not possible. Quality of the first guess wind field was crucial for wind field correction, especially in the vicinity of release, where concentrations are large. When large error of first guess wind field was assumed, correction was also not possible. 
The presented methodology can be extended to cope with more realistic 3D flows and also for other kinds of problems, such as source location and plume rise estimations. Of course more tests will be needed in such cases.
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