We prove that, for q odd, the group G = U n (q 2 )·2 is maximal in the symplectic group Sp 2n (q) except when n = 2 and q = 3. The group G corresponds to the stabilizer of a spread of lines of P G(2n − 1, q) in which some lines are isotropic and some are non-isotropic.
Introduction
In the study of classical groups over a finite field, Aschbacher's theorem plays a major part, [1] , [14] . Any subgroup of a classical group either lies inside a maximal subgroup belonging to one of eight classes or it is almost simple (with additional properties). The focus of this paper is the symplectic group Sp 2n (q) and the Aschbacher class C 3 , i.e. the class defined in terms of stabilizers of overfields of GF (q). The subgroups in this class preserve a vector space structure given by an overfield; in projective terms they stabilize a spread of subspaces. Within this class Aschbacher lists two subclasses: normalizers of Sp 2m (q r ) where n = mr and r is prime; and normalizers of U n (q 2 ). The first subclass was considered by R.H Dye in [6] , [7] , [8] , [9] , [11] , where he proves the maximality in purely geometric terms. Our object is to do the same for the second subclass when q is odd.
The unitary group U n (q 2 ) lies inside both Sp 2n (q) and O 2n (q), ε = (−1) n . For q even, O ε 2n (q) is contained in Sp 2n (q) and contains the normalizer in Sp 2n (q) of U n (q 2 ), so that the normalizer will not usually be maximal in Sp 2n (q). However this raises the question of the maximality of the normalizer of U n (q 2 ) in O ε 2n (q). Dye proves in [10] that maximality occurs for all q when n ≥ 3. When q is odd, the normalizer of U n (q 2 ) in Sp 2n (q) does not lie in O 2n (q) although it has the same structure (U n (q 2 ) · 2) as the corresponding group in O ε 2n (q) (the two normalizers correspond to different subgroups of ΓU n (q 2 )). In the (projective) orthogonal case, U n (q 2 ) · 2 is the stabilizer of a spread of linesK n ∪L n of P G(2n − 1, q) and at the same time is the stabilizer of a spreadK n of lines of a quadric. In the (projective) symplectic case, U n (q 2 ) · 2 is the stabilizer of the same spreadK n ∪L n and of the partial spreadK n (still a spread of a quadric), but in terms of the symplectic form one can only say thatK n consists of isotropic lines andL n of non-isotropic lines. Although our approach shares Dye's philosophy, the techniques are different.
The maximality of U 2 (q 2 ) · 2 in Sp 4 (q) (q odd and > 3) was established by H.H. Mitchell many years ago. We include a different treatment, using the isomorphism between P Sp 4 (q) and Ω 5 (q), that gives a clearer view of the case q = 3. The maximality of U n (q 2 ) · 2 in Sp 2n (q) (for n ≥ 6) was demonstrated in [14] using the full weight of Aschbacher's Theorem and the Classification of Finite Simple Groups. The approach in this paper is purely geometric, without reliance on the Classification, and is designed to complement Dye's approach in [6] , [7] , [8] , [9] , [10] , [11] .
Spreads of lines and their stabilizers
Let L = GF (q 2 ) and K = GF (q), q odd. Let ω be an element of L such that ω q = −ω. Then 1 and ω form a basis for L over K, and if θ ∈ L, then θ = α + βω, with α, β ∈ GF (q). Let {e 1 , . . . , e n } be a basis of L n as a vector space over L.
Define a bijective map Φ from L n to K 2n by the rule
where θ i = α i + β i ω, for each i = 1, . . . , n. We denote a vector of K 2n by z with the corresponding vector in L n represented by z. The vectors of the 1-subspace z of L n are K-linear combinations of the vectors z and ωz which correspond in K 2n to the vectors of a 2-dimensional subspace we call k z . Since Φ is a bijection, each non-zero vector in K 2n lies in exactly one k z . Passing to the projective space P G(2n − 1, q) whose underlying vector space is K 2n , the subspace k z gives a line s z in P G(2n − 1, q), and the set of all such lines gives a spread of lines (regular spread [12] ) of P G(2n − 1, q).
Let H be a non-degenerate Hermitian form on L n with isometry group U n (q 2 ). We can take {e 1 , . . . , e n } to be an orthogonal basis for L n with respect to H. Starting from H we can define a non-degenerate alternating form A on K 2n by
for any x, y ∈ K 2n . In this setting isotropic 1-dimensional subspaces of L n correspond to totally isotropic 2-dimensional subspaces of K 2n , and non-isotropic 1-dimensional subspaces of L n correspond to non-isotropic 2-dimensional subspaces of K 2n . Any linear map on L n preserving H gives rise to a linear map on K 2n preserving A. For other properties of the map Φ see [10, Lemma 1] .
We obtain an embedding
Let σ : L → L be the Frobenius automorphism of L: θ → θ q , for each θ in L. Then σ gives rise to a semi-linear map: θ i e i → θ q i e i on L n which corresponds to a linear map on K 2n . It turns out that A(σ(x), σ(y)) = −A(x, y) and so σ multiplies A by −1. Hence σ is an element of GSp 2n (q). If τ ∈ GU n (q 2 ) is such that τ (e i ) = λe i , i = 1, . . . n, where λ ∈ L and λ q+1 = −1, then it is easy to see that τ multiplies H by −1 and corresponds to an element of GSp 2n (q) again multiplying A by −1. Thus τ σ ∈ Sp 2n (q); it has order 4 since its square is −I 2n , where I denotes the identity matrix.
We denote by G the group ι( U n (q 2 ), τ σ ) and often write G = U n (q 2 ) · 2. From our previous discussion it follows that G is contained in the stabilizer in Sp 2n (q) of K n ∪ L n . Since the subspaces in K n are isotropic while those in L n are non-isotropic it follows that G stabilizes each of K n and L n .We shall prove that G is maximal in Sp 2n (q) from which it follows that G is the stabilizer of K n ∪ L n , and indeed the stabilizer of K n . Moreover G contains the centre of Sp 2n (q) so an immediate consequence is the maximality of the imageḠ of G in P Sp 2n (q).
We observe that U n (q 2 ) acts transitively on the 1-dimensional non-isotropic subspaces of L n and transitively on the non-zero singular vectors of L n [4] , [5] .
Hence G acts transitively on L n and transitively on the non-zero vectors lying in members of K n . The stabilizer in
In this paper we prove the following theorem.
Theorem 2.1. Assume n ≥ 3 and q odd. Then the group G = U n (q 2 ) · 2 is a maximal subgroup of Sp 2n (q). If n = 2 and q is odd then U 2 (q 2 ) · 2 is a maximal subgroup of Sp 4 (q) except for q = 3. In the excepted case there is a single group
The group Sp 2n (q) is transitive on the set of all isotropic 2-dimensional subspaces of K 2n so cannot stabilize K n ∪ L n or K n . It will be clear that in the excepted case, H does not stabilize K 2 ∪ L 2 or K 2 either. Thus we have the following theorem.
and is a maximal subgroup of Sp 2n (q) except when n = 2 and q = 3.
As we have already observed, G contains the centre of Sp 2n (q). Thus we have the further theorem. Theorem 2.3. The stabilizer of the line spreadK n ∪L n of P G(2n − 1, q) in P Sp 2n (q) is the stabilizer of the partial spreadK n and is a maximal subgroup of P Sp 2n (q) except when n = 2 and q = 3.
The following lemma will be useful in Section 4.
corresponding to a 2-dimensional subspace of L n . The 4-dimensional subspace may be written as k a ⊕k b , for any linearly independent vectors a, b ∈ U .
Proof.
Let a, b be linearly independent vectors in U with a, b the corresponding vectors of L n . Then a, b are linearly independent over L (for otherwise U = k a ). Hence a, b corresponds to the 4-dimensional subspace
3 The case n = 2
In this section we establish the maximality of the group U 2 (q 2 ) · 2 inside Sp 4 (q). This result is originally due to H.H. Mitchell [15] who also approached the problem geometrically. Our approach uses the well-known isomorphism between P Sp 4 (q) and Ω 5 (q) (for odd q, P Ω 5 (q) and Ω 5 (q) are isomorphic). It enables us to determine properties of the intermediate subgroup in the case q = 3 which in turn facilitate the proof of the maximality of U 3 (9) · 2 in Sp 6 (3).
As we shall see, the q + 1 members ofK 2 correspond to the points of a non-degenerate conic C inside a non-degenerate quadric P of P G(4, q) (with P inside the Klein quadric) and having the property that C is orthogonal to a line of P G(4, q) that is external to P. In vector space terms we have a nonisotropic 3-dimensional subspace of K 5 stabilized along with its (anisotropic) complement. This motivates the following development. Let V be a 5-dimensional vector space over GF (q) with q odd. Let B be a non-degenerate symmetric bilinear form on V with associated quadratic form Q given by Q(v) = B(v, v)/2. For more details see [2] , [4] , [5] . In [13] the stabilizers of non-isotropic subspaces are studied. It is proved that the stabilizers in O 5 (q) and SO 5 (q) of a 2-dimensional non-isotropic subspace W are maximal except when q = 3 and W is anisotropic (i.e., if w ∈ W with Q(w) = 0, then w = 0). We require the corresponding result for Ω 5 (q). The proof follows similar lines to [13] and so we omit details where the argument is essentially identical.
If w is a non-singular vector in V (i.e. Q(w) = 0) then the symmetry s w centred on w is given by:
The symmetry s w has determinant −1, and stabilizes a subspace Z of V if and only if w ∈ Z ∪ Z ⊥ (where Z ⊥ is the orthogonal complement of Z). If x is a non-zero singular vector in V (i.e. Q(x) = 0) and if w ∈ x ⊥ , then the semi-transvection ρ x,w centred on x is given by
Each such semi-transvection lies in Ω 5 (q) [17] . If x lies in a subspace Z of V then ρ x,w stabilizes Z if and only if w ∈ Z. Proposition 3.1. Assume that q ≥ 5 and let W be an anisotropic 2-dimensional subspace of V . Then the stabilizerG of W in Ω 5 (q) is a maximal subgroup of Ω 5 (q).
SupposeG <F ≤ Ω 5 (q). We divide the proof into several steps. Steps 1, 2 and 2a establish that there is some f 3 ∈F \G such that f 3 (x) = x for some non-zero singular vector x ∈ W ⊥ .
Step 3 deduces that ρ x,u ∈F for all u ∈ x ⊥ and then Step 4 concludes thatF contains every semi-transvection in Ω 5 (q) from which it follows thatF = Ω 5 (q).
Step Step 2. There are two conjugacy classes of symmetries in O 5 (q), each corresponding to a class of non-isotropic 1-dimensional subspaces. One of these classes has the property that for a symmetry s v in that class, 
Step 2a. If q = 5, then x 1 and x 2 are in the same class, so s 1 s 2 ∈G, where s i is the symmetry centered on x i , and
and is in the opposite class to both Y 1 and x 1 , so Y 1 , x 1 , x 2 and Y 2 all lie in the same class and
for some non-zero singular vector y ∈ W ⊥ and hence there exists g, g ∈G such that f 3 = g f 1 g fixes x.
Step 3. As in [13] it follows now that ρ x,z ∈F for some 0 = z ∈ W . Let y be singular in W ⊥ such that B(x, y) = 1. ThenG contains elements fixing z and taking x to λ 2 x, y to λ −2 y, for each λ ∈ GF (q) \ {0}. HenceF contains ρ λ 2 x,z = ρ x,λ 2 z , for each λ, see [17] . Any α ∈ GF (q) may be written as
x,µ 2 z ) ∈F . Moreover if w ∈ W \ z such that Q(w) = Q(z) thenG contains an element taking z to w and x to βx, for some β ∈ GF (q) \ {0}. ThusF contains ρ βx,w = ρ x,βw . As we have just shown, this means thatF contains ρ x,αw , for all α ∈ GF (q). Now z, w form a basis for W and ρ x,u ∈G,
Step 4. There are three orbits of non-zero singular vectors underG. One orbit consists of those vectors lying in W ⊥ . The others correspond to representatives w 1 + w 2 , with w 1 ∈ W and w 2 ∈ W ⊥ , with an orbit corresponding to each class of w 1 (i.e. Q(w 1 ) square or non-square), see [13, Proposition 4.2] . Notice that Stab O 5 (q) (W ) contains symmetries from each class fixing w 1 and w 2 . Now observe that ρ x,w 1 (y) = y − Q(w 1 )x − w 1 (y as in Step 3), soF contains elements joining the orbit consisting of non-zero singular vectors in W ⊥ to each of the other orbits. HenceF is transitive on non-zero singular vectors of V .
In conclusionF contains every semi-transvection in Ω 5 (q). Since Ω 5 (q) is generated by its semi-transvections, see [17] , it follows thatF = Ω 5 (q) andG is a maximal subgroup of Ω 5 (q). Proof. IfF \G contains an element f such that W ⊥ ∩ f W ⊥ contains a non-zero singular vector then the arguments of Steps 3 and 4 of the previous Proposition may be applied with the conclusion thatF = Ω 5 (3). Thus we may assume that W ⊥ ∩ f W ⊥ is anisotropic for all f ∈F \G. We observe that W has two 1-dimensional non-isotropic subspaces belonging to each class, while W ⊥ has four singular 1-dimensional subspaces, six non-isotropic 1-dimensional subspaces of one class and three of the other class; moreover the three are pairwise orthogonal. Thus for one class of nonisotropic 1-dimensional subspaces there is a set ∆ of five of these (two from W and three from W ⊥ ) preserved byG. We show that the stabilizer in Ω 5 (3) of ∆ has structure 2 4 · A 5 and thatF is precisely this stabilizer. We denote 
⊥ , so we have three possibilities: In case (i) the subspace f W ⊥ is X 2 ⊕ X 1 ⊕ Z and has just three 1-dimensional subspaces of class +: X 2 , x 1 + z , x 1 − z , and we see that f preserves ∆. In case (ii) f W has a subspace of class + contained in X 1 ⊕ X 2 ⊕ Z, but no such subspace exists that is also orthogonal to x 1 + x 2 . In case (iii), X 2 is of class − and X 1 , Z of class +:
It is not possible for Z and Y 2 to both lie in f W ⊥ so we have three subcases:
In (a), f W ⊥ = Y 1 ⊕ X 1 ⊕ X 2 with X 1 as one of the subspaces of class + and the other two in Y 1 ⊕ X 2 , and we see that f preserves ∆. In (b) and (c), f W has a subspace of class + contained in X 1 ⊕ X 2 ⊕ Y 1 , but no such subspace exists that is also orthogonal to x 1 + x 2 . Hence f stabilizes ∆ in all cases and soF ≤ Stab Ω 5 (q) (∆). Finally,G contains the subgroup 2 4 generated by pairs of symmetries centered on subspaces in ∆. FurtherG acts on ∆ as the maximal subgroup S 3 of A 5 . HenceF =Stab Ω 5 (q) (∆).
Remark 3.3. We observe that the subspace W ⊥ in 3.2 has four singular 1-dimensional subspaces and these span W ⊥ . ThereforeF does not stabilize this set of four 1-dimensional subspaces.
Theorem 3.4. The group U 2 (q 2 ) · 2 is a maximal subgroup of Sp 4 (q) when q is odd and q = 3.
Proof.
Let G = U 2 (q 2 ) · 2 and letḠ be the image of G in P Sp 4 (q). ThenḠ preserves the spreadK 2 ∪L 2 of P G(3, q) and, since G contains the centre of Sp(4, q), |Ḡ| = |G|/2 = (q + 1)q(q 2 − 1). We use the well known isomorphism between P Sp 4 (q) and Ω 5 (q) to establish the maximality ofḠ and hence G, see [3] , [18] .
Recall that under the Plücker correspondence, lines of P G(3, q) are represented as points of the Klein quadric Q in P G(5, q), and given a nondegenerate symplectic polarity on P G(3, q), the isotropic lines correspond to points of a parabolic quadric P of P G(4, q) lying inside Q. The q+1 isotropic lines ofK 2 form a regulus of isotropic lines of P G(3, q) so correspond to the points of a non-degenerate conic on P, [12] .
ThusḠ is isomorphic to a subgroup of P Ω 5 (q) fixing a non-degenerate conic, i.e. (given that P Ω 5 (q) and Ω 5 (q) are isomorphic) isomorphic to a subgroup of Ω 5 (q) fixing a non-isotropic subspace W ⊥ of K 5 and its orthogonal complement W .
The stabilizer of W and W ⊥ in Ω 5 (q) has order (q − 1)q(q 2 − 1) when W is hyperbolic and (q +1)q(q 2 − 1) when W is anisotropic. We thus see that W must be anisotropic andḠ is isomorphic to the stabilizerG of W in Ω 5 (q). By Proposition 3.1,G is maximal in Ω 5 (q) soḠ is maximal in P Sp 4 (q) and G is maximal in Sp 4 (q). Proof.
If we write G andḠ as in the proof of Theorem 3.4, then the correspondence described in the theorem applies equally to q = 3:Ḡ is isomorphic toG, the stabilizer in Ω 5 (3) of an anisotropic 2-dimensional subspace of K 5 . By Proposition 3.2,G is not maximal, there being a single intermediate subgroupH of Ω 5 (3) with structure 2 4 · A 5 . The corresponding subgroupH of P Sp 4 (3) has preimage H ∼ = 2 · 2 4 · A 5 in Sp 4 (3). Under the Plücker correspondence, a non-isotropic line of P G(3, q) corresponds to a point of the Klein quadric Q that does not lie on P (we use the notation of Theorem 3.4).
Let us write K 6 as the orthogonal sum K ⊕ K 5 , where K 5 corresponds to the P G(4, q) containing P. Then a non-zero singular vector of K 6 not in K
5
can be written in the form a+b, where a is in class − and b in class +. The 2-dimensional subspace a, b has two singular 1-dimensional subspaces: given the actions of Ω 5 (3) and P Sp 4 (3), on points of P G(4, 3) and lines of P G(3, 3) respectively, we conclude that a subspace of class + of K 5 corresponds to a pair of lines of P G (3, 3) , namely a non-isotropic line and its orthogonal complement.
There are six non-isotropic lines inL 2 and becauseK 2 ∪L 2 is a spread, the lines ofL 2 correspond to subspaces of class + of K 5 that are not orthogonal to any singular 1-dimensional subspace of W ⊥ . This can only mean that the lines ofL 2 (three pairs) correspond to the three 1-dimensional subspaces of class + in W ⊥ . HenceH permutes a set of five pairs of non-isotropic lines of P G(3, q), acting as A 5 on this set. If we take a particular subspace k x in L 2 with imagek x inL 2 , then the stabilizer inH of {k x ,k ⊥ x } acts as A 4 on the remaining four pairs. ThusH has an element acting as a 3-cycle, and a suitable power of this element has order 3. In fact, a suitable power of a preimage in H has order 3. Let us write h for such an element with h 1 and h 2 its projections acting on k x and k ⊥ x , respectively. One or both of h 1 , h 2 has order 3. As G contains elements switching k x and k ⊥ x , we may assume that h 1 has order 3. Now G contains [U 1 (q 2 ) × U 1 (q 2 )] · 2 which stabilizes each of k x and k ⊥ x , and the projection acting on k x has order 8. Considering also h 1 , we see that the projection of Stab H (k x ) acting on k x has order divisible by 24, i.e. it is the whole of Sp 2 (3). The remark above on switching k x andk ⊥ x now ensures that Stab H (k x ) also acts onk ⊥ x as the whole of Sp 2 (3).
The case n ≥ 3: The Reduction Argument
In this Section we assume that n ≥ 3. We start with the following lemma.
Then there is a non-isotropic 2-dimensional subspace k x of L n such that if F 1 and F 2 are the projections of Stab F (k x ) acting on k x and k ⊥ x respectively, then either
Proof. Let T n be the set of 1-dimensional subspaces of K 2n lying in members of L n and let S n be the set of 1-dimensional subspaces of K 2n lying in members of K n . Then P G(2n − 1, q) = T n ∪ S n , |T n | = (q + 1)|L n | and
Suppose that f (k a ) = k a . Then f can be written as (f 1 , f 2 ), with f 1 acting on k a and f 2 on k
, we conclude that F contains both (t 1 , 1) and (1, t 2 ). In this case let k x be a member of the L n−1 lying inside k ⊥ a and write k
and with respect to this sum F contains (t 1 , 1, 1) . In other words, the projection of Stab F (k x ) acting on k
n is not totally isotropic, so if n = 3 and a, d is non-isotropic or if n ≥ 4, there exists a non-isotropic vector x ∈ a, d
⊥ . In these cases
Let s be a quasi-symmetry of order q + 1 centered on a i.e., s fixes every element of a ⊥ and takes a to µa for some µ ∈ L with order q + 1 in L \ {0}. We may think of s as an element of U n (q 2 ) ≤ G; it fixes every vector in k ⊥ a and fixes no 1-dimensional subspace of k a . Thus f sf −1 is an element of F that fixes no 1-dimensional subspace of f (k a ) but fixes every vector in f (k a ) ⊥ and, in particular, fixes every vector in k x . Since f (k a ) ⊥ = k ⊥ a and since both contain k x , there is a non-isotropic y ∈ x, a ⊥ such that k y ⊆ f (k a ) ⊥ . Now k y and f (k a )
⊥ are both subspaces of b ⊥ so k y ∩ f (k a ) ⊥ has dimension 1. Thus we can write k y = u, v +w , where 0 = u, v ∈ f (k a ) ⊥ and 0 = w ∈ f (k a ). Returning to f sf −1 : it fixes u and v but moves w to a different 1-dimensional subspace of f (k a ). Hence f sf −1 (k y ) ∈ L n and furthermore f sf −1 does not stabilize L n−1 in k ⊥ x . Therefore with this choice of k x we have U n−1 (q 2 ) · 2 < F 2 . We now have to consider the possibility that n = 3 and a, d is isotropic. We show however that there is a choice of f ∈ F \ G and of k a such that a, d is non-isotropic. We can simplify f in two ways in order to minimize the algebra that follows.
Choose a basis e 1 , e 2 for k a such that f (e 1 ) ∈ k a and write f (e 2 ) = z + u, with z ∈ k a and 0 = u ∈ k ⊥ a . Moreover, the vector u corresponds to d above,
and
Thus we may assume that f (e 1 ) = e 1 . Now f −1 (u) = µe 1 + w for some µ ∈ K and some w ∈ k ⊥ a . Either k w is non-isotropic, in which case we can apply the previous paragraph to f −1 gf , or k w is isotropic, in which case there exists
We only need to pursue the latter case:
Replacing f by f h −1 we may assume that f (e 1 ) = e 1 , and f (e 2 ) = z + u, with f (u) = u − µe 1 .
We have seen that k u is isotropic so there is a
We show that there is a vector y ∈ k v such that f −1 (y − u) = y 1 + y 2 , with y 1 ∈ k a , y 2 ∈ k ⊥ a and k y 2 non-isotropic, and use this to construct an element F \ G of the required form.
In L 3 , u, v are isotropic with H(u, v) = 0. We may assume that H(u, v) = −1 , where = 2ω 2 ∈ K (recall that ω ∈ K such that ω q = −ω). We write
We can provide a test to decide whether a vector w = αu 1 + βu 2 + γv 1 + δv 2 belongs to a member of K 3 or L 3 : it is simply a question of whether w = (α − βω)u + (γω + δ)v is isotropic or non-isotropic in L 3 . We calculate that w is isotropic precisely when αδ + βγw 2 = 0. We can write f
for some α i , β i ∈ K, with β 2 , β 3 not both zero. If y = θv 1 + ϕv 2 , with θ, ϕ ∈ K, then the condition for f −1 (y − u) = y 1 + y 2 with k y 2 isotropic is:
This equation holds for all values of θ and ϕ if and only if all the coefficients are zero, i.e. if and only if α 3 = β 3 = 0 and (hence) α 2 = β 2 = 0. However β 2 and β 3 are not both zero, so for some choice of θ, ϕ, we have k y 2 non-isotropic.
The subspaces k u and k v of k ⊥ a are both isotropic and 1
is transitive on non-zero vectors of k ⊥ a lying inside members of K 3 . Thus there exists g ∈ 1 × U 2 (q 2 ) such that g(u) = y (with y chosen as above). Then f −1 gf (e 1 ) = e 1 and f −1 gf (e 2 ) = e 2 + f −1 (y − u) = e 2 + y 1 + y 2 , with f −1 gf ∈ F \ G and f −1 gf (k a ) ⊆ k a ⊕ k y 2 , this last subspace being non-isotropic. In conclusion, we can say that there is a choice of f ∈ F \ G and a choice of k a such that f (k a ) ∩ k a = {0} and (using earlier notation) f (k a ) ⊆ k a ⊕k d with a, d non-isotropic. This completes the proof of the Lemma.
5 The case n ≥ 3, q = 3: Conclusions
In this Section we assume n ≥ 3 and q = 3. In Theorem 3.4 we have an initial case in an induction hypothesis: Theorem 2.1 holds when n = 2. Assume as an inductive argument that U n−1 (q 2 ) · 2 is a maximal subgroup of Sp 2n−2 (q). Note also that U 1 (q 2 ) · 2 is a maximal subgroup of Sp 2 (q). By Lemma 4.1, if G < F ≤ Sp 2n (q) then there is a non-isotropic 2-dimensional subspace k x ∈ L n such that if F 1 and F 2 are the projections of Stab F (k x ) acting on k x and k ⊥ x , respectively, then either U 1 (q 2 )·2 < F 1 or U n−1 (q 2 )·2 < F 2 (or both). It follows that either
Suppose that F 2 = U n−1 (q 2 ) · 2. Then F 1 = Sp 2 (q) and the subgroup {f 1 ∈ F 1 : (f 1 , f 2 ) ∈ F, for some f 2 ∈ U n−1 (q 2 )} forms a subgroup of F 1 of index at most two, but Sp 2 (q) has no subgroup of index two. Furthermore
. We conclude that F 2 cannot be just U n−1 (q 2 ) · 2 and therefore F 2 = Sp 2n−2 (q).
The subgroup {f 2 ∈ F 2 : (1, f 2 ) ∈ F } of F 2 is a normal subgroup of index at most |Sp 2 (q)|, but P Sp 2n−2 (q) is simple and the centre of Sp 2n−2 (q) has order 2 so 1 × F 2 ≤ F . Utilizing u and g as above, F contains g(1 × Sp 2n−2 (q))g −1 = Sp 2n−2 (q)×1 (where the first expression is acting on k x ⊕k ⊥ x and the second on k ⊥ u ⊕k u ). In particular F contains Sp 2 (q)×1×1 so contains Sp 2 (q) × Sp 2n−2 (q), the stabilizer of k x in Sp 2n (q). This stabilizer is maximal in Sp 2n (q), [13, Section 3] but does not contain Sp 2n−2 (q)×1 so F = Sp 2n (q). Hence G is maximal in Sp 2n (q). We have proved the Theorem 2.1 except in the case q = 3.
6 The case n ≥ 3, q = 3: Conclusions
To begin with let us note that the only shortcoming in the previous Section when applied to the case q = 3 is the non-maximality of U 2 (q 2 ) · 2 in Sp 4 (q). In this Section we show that U 3 (9)·2 is maximal in Sp 6 (3). It will then follow that U n (9) · 2 is maximal in Sp 2n (3) for all n ≥ 3.
Suppose that n = 3 and q = 3. There are just three possibilities for F 2 : F 2 = U 2 (9) · 2 with |F 2 | = 2 4 .6; F 2 ∼ = 2 · 2 4 · A 5 ; and F 2 = Sp 4 (3). If F 2 = U 2 (9)·2, then F 1 = Sp 2 (3) and, as in the general case, Sp 2 (3)×1 ≤ F and we can construct 1 × 1 × Sp 2 (3) ≤ F to conclude that U 2 (9) · 2 < F 2 . If F 2 = Sp 4 (3) then the arguments of the previous section apply without modification: 1 × Sp 4 (3) ≤ F and Sp 4 (3) × 1 ≤ F , leading to F = Sp 6 (3). We concentrate on the remaining possibility (and demonstrate that it cannot occur): F 2 ∼ = 2 · 2 4 · A 5 . The order of Sp 2 (3) is 24, so the subgroup R = {f 2 ∈ F 2 : (1, f 2 ) ∈ F } is a normal subgroup of F 2 of index at most 24 containing U 2 (9) . If N is the normal subgroup 2 · 2 4 of F 2 , then N R/N is isomorphic to a normal subgroup of A 5 of index at most 24, i.e. N R = F 2 . Given that R contains U 2 (9) with structure 2 · 2 3 · S 3 , the only possibilities for R are R = F 2 and R ∩ N = 2 · 2 3 , with R/(2 · 2 3 ) ∼ = A 5 . However any element of F 2 of order 5 corresponds to an element of P Sp 4 (3) acting on 2 4 by conjugation, with three orbits of length five, so the image of F 2 in P Sp 4 (3) has no subgroup with structure 2 · 2 3 · A 5 . Hence R = F 2 and F contains 1 × F 2 . In particular if k y is a member of L 3 contained in k ⊥ x and we write k ⊥ x ∩k ⊥ y = k z , then by Theorem 3.5, Stab F 2 (k y ) has projections acting on each of k y and k z as Sp 2 (3). Let g ∈ G such that g(k x ) = k z . Then gF 2 g −1 ≤ F fixes each vector in k z . Moreover Stab gF 2 g −1 (k x ) has projections acting on each of k x and k y as Sp 2 (3). But Stab gF 2 g −1 (k x ) ≤ F 1 × F 2 . It follows that F 1 = Sp 2 (3), that F 2 contains Sp 2 (3) × 1 (written with respect to k y ⊕ k z ) and hence that F 2 contains also 1×Sp 2 (3). Therefore F 2 contains a subgroup Sp 2 (3) × Sp 2 (3), which is impossible given the order of F 2 . In conclusion F 2 cannot be isomorphic to 2 · 2 4 · A 5 . Thus F 2 = Sp 4 (3) and F = Sp 6 (3).
