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Abstract: Fast approximations of power flow results are beneficial in power system planning and live operation. In planning,
millions of power flow calculations are necessary if multiple years, different control strategies or contingency policies are to be
considered. In live operation, grid operators must assess if grid states comply with contingency requirements in a short time. In
this paper, we compare regression and classification methods to either predict multi-variable results, e.g. bus voltage magnitudes
and line loadings, or binary classifications of time steps to identify critical loading situations. We test the methods on three realistic
power systems based on time series in 15 min and 5 min resolution of one year. We compare different machine learning models,
such as multilayer perceptrons (MLPs), decision trees, k-nearest neighbours, gradient boosting, and evaluate the required training
time and prediction times as well as the prediction errors. We additionally determine the amount of training data needed for each
method and show results, including the approximation of untrained curtailment of generation. Regarding the compared methods,
we identified the MLPs as most suitable for the task. The MLP-based models can predict critical situations with an accuracy of
97-98 % and a very low number of false negative predictions of 0.0 - 0.64 %.
1 Introduction
Power flow results are the basis for power system planning and
are needed in live operation to assess the system state. Quasi-static
time series simulations allow evaluating asset loadings, voltage pro-
files and contingency situations over a long period, e.g., multiple
years. This has several advantages in the planning process com-
pared to single "worst-case" analysis including the calculation of
grid losses or the integration of demand and generation flexibil-
ity [1, 2]. However, the computational effort is very high. Millions
of power flow calculations are necessary if multiple years, differ-
ent control strategies or contingency policies (“N-1” cases) are to
be taken into account. For example, the simulation of one year in
15 min resolution (T = 35, 040 time steps) for a grid with N lines
requires (N + 1) · T power flow calculations, if the single contin-
gency policy (SCP) criterion is taken into account. In live operation,
grid operators must assess if a loading situation is “N-1” secure in
a very short time. Here, fast approximations of contingency results,
including line loadings and bus voltages, are helpful to determine the
system security state rapidly. A promising method to identify criti-
cal loading situations is to use artificial neural networks (ANNs) as
a regressor, as shown in [3]. In this paper, we want to extend this
approach to be able to use classification methods and additionally
compare other regression models. It is our goal to:
• identify the most suitable regression and classification methods
(neural networks, ridge CV, decision trees, extra trees, random forest,
gradient boosting, k-nearest neighbours)
• compare the required training time and prediction time
• evaluate the approximation error
• determine the amount of needed training data
• test the approximation when using generation flexibility
• show results with two different training data sampling methods
The paper is divided into six sections. Section 2 gives an overview of
the state of the art methods in the field of machine learning (ML) in
power systems and compares our approach with other publications.
Section 3 defines the problem tackled in this work and describes how
we implement the regression and classification strategy. In Section 4,
results are shown for different ML methods tested on three power
systems. We identify the best methods, which we then compare on
untrained data. In Section 5, we show results with an alternative
training method that can be used if time series data is not available.
In the last section, we give a conclusion and an outlook.
2 State of the Art
With increasing computational power, ML research has gained
momentum in various fields [4]. Comparisons in the finance sector
[5] show that ANNs, gradient-boosted trees or random forests have
different advantages and disadvantages depending on the problem.
In power systems, ML methods are used for many years to pre-
dict time series or contingency cases. The prediction of load [6] and
generation [7] time series is based on historical measurements and
weather data. These methods focus solely on the time series, without
taking into account the power system data, e.g. the line impedance
values. The idea of contingency analysis using ML methods was
already mentioned in [8]. The authors show that the prediction of bus
voltages for a small test case based on a radial basis function (RBF)
is possible. In this work time series are not taken into account. In
comparison to modern deep learning methods, RBF neurons have
a maximum activation when the center or weights are equal to
the inputs. Therefore, higher extrapolation errors can be excepted.
Another method to predict power flow results using ANN is pro-
posed in [9]. By training a multilayer perceptron (MLP) with P, Q
bus injections, voltage magnitudes and angles are predicted. The idea
is similar to the proposed regression approach. However, no con-
tingency analysis is performed, time series are not being taken into
account and results are shown only for small test systems. Differ-
ent classification methods in the context of blackout predictions for
a realistic test system are compared in [10]. The authors use MLPs
and decision tree methods to classify system states, characterised
by load level, bus voltages, power generation and contingency cases.
The authors of [11] developed a method to predict N-1 contingencies
with a trained MLP. They use a “guided dropout” method to gener-
alise predictions for N-2 cases. In [12], different supervised learning
methods are compared to predict optimal power flow (OPF) costs.
The authors show how to reduce calculation times by using mul-
tiple regression methods, including neural networks and tree-based
models. Different learning algorithms to predict real-time reliability
of power systems and costs of recourse decisions are compared in
[13]. The same authors publish an improved version of this method
in [14]. Here, the authors show how to reduce calculation times
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in day-ahead operational planning, including the N-1 criterion. In
[15], decision trees are used to learn data-driven security rules to
assess and optimise power system reliability in live operation. The
authors train decision tree classifier on a large number of operating
points whose fault status has been determined via time-domain sim-
ulations. Power system state estimation based on ANN is done in
[16]. Here, bus voltages and line loading results are being predicted
with neural networks trained with selected system states. The goal
is to accurately estimate a system state in live operation with few
measurements available for different switching states. Line outages
and time series are not taken into account during training. A gen-
eral overview of recent studies in the context of contingency analysis
with artificial intelligence in planning and operational stages is given
in [17]. Most publications either lack of (1) realistic test grid sizes,
(2) do not use grid specific time series for training and prediction,
(3) do not take contingency analysis into account or (4) analyse only
one ML method. In this paper, we want to identify which approach
(classification or regression) and which models are best adapted for
similar problems.
3 Implementation of the Regression and
Classification Methods
We use ML model implementations from [18, 19] to identify time
steps with high line loadings or voltage violations for the given time
series and grid data. The objective is to significantly reduce the cal-
culation time with a minimal loss in precision by training either a
regressor or classifier with a certain percentage of time steps of the
power flow results and corresponding inputs. We use the regression
and classification method to predict important system variables. The
regressor is trained to predict the voltage magnitudes Vm of all buses
and line loading values I% of all lines in the grid for a time step.
By comparing with the pre-defined limits, it can then be assessed if
the time step is critical. The classifier is directly trained to predict
whether a time step is critical. Figure 1 shows exemplary line load-
ing results for 10 consecutive days with exceeded line loading limits
(critical) between time step 57 and 87.
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Fig. 1: Example of critical time steps resulting due to high line
loadings.
3.1 Methods Overview
Fig. 2 shows an overview of the methods. The input data is identical
for all methods and consists of the grid data with a fixed topology
(switching state) and the real power P and reactive power Q time
series for loads and renewable energy sources (RES) (PQ-nodes). We
model large generation units as PV-nodes. For these generators, real
power injections and bus voltage magnitudes are varied. In the fol-
lowing comparison, we assume static voltage set-points for PV- and
slack-nodes. The time series can be derived from historical measure-
ment data or by simulation. The power flow method iterates over all
time steps, updates the P,Q values, and the bus voltage magnitudes
Vm, voltage angles δ and branch currents I%. We compute line out-
ages for each line l ∈ N , which results in N additional power flow
calculations for each time step t ∈ T . In total (N + 1) · T power
flow calculations must be calculated to obtain results for the base
case and all contingency results. This process can take up to several
hours to complete.
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Fig. 2: Overview of the quasi-static power flow, regression and
classification method including research questions (dashed boxes).
To reduce calculation times, we simulate only a fraction of time
steps to generate the training data for the regression and classifi-
cation training by quasi-static power flow simulations of one year.
These power flow results are the input for the regression or classi-
fication training. All regression and classification methods belong
to the category of supervised learning algorithms, i.e., we provide
training input data X and corresponding output data y. The training
inputs contain parts of the known inputs of a power flow calcula-
tion. Outputs for the regression methods are the voltage magnitude
approximations at each bus Vm and the line loading I% of each line
in per cent of the maximum line loading. Outputs for the classifica-
tion methods are “critical” system state s = 1 or “uncritical system
state” s = −1. We define a critical system by the violation of volt-
age magnitude limits or line loading limits. Optionally, power flow
results can then be computed for the classified critical time steps or to
validate regressor predictions. To test the proposed methods, we use
time series data of one year with and without curtailed power injec-
tion of generators. Validation criteria for the regression method are
the mean and the maximum error. We measure classification success
by standard criteria, such as precision, recall and accuracy.
3.2 Input Data
3.2.1 Input Layer and Architecture: The input layer is iden-
tical for the regressor and classifier. Each feature, defined by (1),
contains parts of the known variables of the power flow calculation
for a time step t:
Xt =
[
vm,r δr vm,gen pbus qbus
]
(1)
with vm,r and δr the voltage magnitude and angle of the ref-
erence buses and vm,gen the voltage magnitudes of the generator
buses (PV-nodes). pbus are the sum of the known real power values
per bus including all loads and generators. qbus are the known reac-
tive power values of PQ-buses (aggregated load and RES values). We
use the default hyperparameter settings of [18], which show good
results for common problems. A separated model is trained for each
N-1 case.
3.2.2 Training Data: We compute power flow results with pan-
dapower [20] by iterating over all time steps. In the following
comparisons, we include line contingency cases by setting each line
out of service one after another and calculating the power flow
results for the whole year. Depending on the total number of time
steps T and the number of lines N in the grid, this process takes
T · (N + 1) · tpf seconds, where tpf is the average time for a single
power flow calculation. We split the same time series in a train-
ing and a prediction set. An alternative method to generate training
data is to use the scenario generator from [16] or vine copulas as
published in [21]. The creation of training data with these methods
is especially useful if no time series data is available or to obtain
2
additional data for future planning. In Section 5, we show predic-
tion results when using the scenario generator. The training with the
scenario generator outlines that the model architecture is able to gen-
eralise from the training data and that it does not only learn to predict
the remaining part of the time series.
3.3 Regression Method
An individual regressor model is trained to predict voltage magni-
tudes vm,bus in per unit (p.u.) values of all buses as well as the line
loadings I%,line in percent of the rated current Ir .
y1 =
[
vm,bus
]
y2 =
[
I%,line
]
(2)
Relevant performance metrics for the regression method are the
mean absolute error of the predictions as well as the maximum error.
A low mean error is relevant if the regressor is used to predict the
results of similar time steps. A low maximum error is needed when
critical time steps/loading situations are to be identified.
3.4 Classification Method
The classification output layer is defined by a binary state where
s = −1 equals "uncritical" time step and s = 1 equals "critical" time
step:
yclassifier =
[−1 1] (3)
A time step is critical when either the voltage magnitude of any
bus is out of boundaries vm < vmin, vm > vmax or the line load-
ing I% of at least one line violates its maximum (I% > Ilimit).
Operational restrictions for specific grids are defined by the power
system operator individually. Typically, they are derived from stan-
dards such as the VDE-AR-N 4121 [22]. We define a critical system
state if, for any bus in the grid, the voltage magnitude violates a range
between 0.9 p.u. - 1.1 p.u. of the nominal voltage magnitude Vm or
the long term thermal line loadings is above their maximum loading
Ilimit.
3.4.1 Performance Metrics: The classifier should preferably
predict uncritical time steps as critical (false negatives) and be less
precise than fail to notice critical time steps (false positives). Dif-
ferent metrics are commonly used to assess the performance of
classifiers. Recall (4) measures the fraction of true positive (TP) clas-
sifications over the total amount of relevant instances. The relevant
instances are the sum of TP and false negative (FN) classifications.
Here, TPs are the correctly identified critical time steps and FN are
critical time steps which have been mislabelled as uncritical.
recall =
TP
TP + FN
(4)
In our case, the FN classifications should be minimised, since
it is of high importance to identify all critical loading situations.
We preferably tolerate some uncritical time steps identified as crit-
ical (false positives (FP)) than a high recall. The precision score
measures the misclassification:
precision =
TP
TP + FP
. (5)
When classifying critical loading situations, maximising recall
is more important than maximising precision. The accuracy score
(6) measures the ratio of correct classifications to all classifications.
Here, TNs are the true negatives, which are the correctly classified
uncritical time steps. The accuracy metric alone can be misleading
for imbalanced datasets, where the majority of time steps are uncrit-
ical, and only a fraction is critical. In this case, the accuracy score is
high by default when labelling every time step as uncritical.
accuracy =
TP + TN
TP + TN + FP + FN
(6)
3.4.2 Training of Imbalanced Datasets: The training data is
imbalanced since the majority of time steps is "uncritical" with a few
critical time steps to be identified (compare Fig. 1). We can achieve
a high accuracy if all of the time steps are labelled as "uncritical".
However, recall is also small in this case since the number of false
negative is maximal. To overcome this issue, we predict the proba-
bilities to which class the time step belongs to instead of predicting
if the time step is critical or not. Since we have a binary classifica-
tion, the classifier outputs a probability matrix of dimension (T, 2).
The first index refers to the probability that the time step is "uncrit-
ical", and the second refers to the probability that the time step is
"critical". By reducing the probability threshold for the "critical"
class, the number of positive predictions and recall increase while
precision decreases. Additionally, we use Synthetic Minority Over-
sampling Technique (SMOTE) [23] as an oversampling strategy to
balance the dataset.
4 Results
4.1 Case Data
We apply the regression and classification methods on three dif-
ferent synthetic grid models, which are derived from real power
systems. All models and the corresponding time series are available
in the open-data pandapower format. The characteristics of the Sim-
Bench (SB) grids [24] are typical for German meshed high-voltage
grid topologies. Time series are available in 15min resolution with
35, 136 time steps in total. The Reliability Test System (RTS) test
case [25] is a North American power system model with a time series
resolution of 5min, resulting in 105, 408 time steps. In total, over
12 million power flow results must be calculated for the given time
series of one year when assessing all N-1 cases. Fig. 3 shows the
synthetic grids. Table 1 lists the relevant data of the three test cases.
We compute all results on an Intel Core i7-8700K CPU at 3.70GHz
speed.
SimBench mixed SimBench urban RTS
Fig. 3: Analysed test grids: SimBench (SB) mixed, SimBench
urban, and RTS.
Table 1 Overview of grid data.
SB mixed [24] SB urban [24] RTS [25]
voltage level [kV] 110 110 230
buses [#] 64 82 73
N-1 cases [#] 66 78 66
Ilimit [%] 60. 60. 100.
Ntimesteps 35,136 35,136 105,408
NPF [106] 2.312 2.733 6.957
4.2 Regression Results
We evaluate the performance of different regression methods by
comparing the absolute error of line loading and voltage magni-
tude predictions while taking into account the training size as well
as training and prediction time. We analyse regressors from [18]
that support multivariable outputs: MLPRegressor (MLP), Extra-
TreesRegressor (ET), DecisionTreeRegressor (DT), RandomFore-
stRegressor (RF), RidgeCV (RCV).
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First, we analyse how the prediction errors decrease with training
data size. From the 31, 536 (SB) or 105, 048 (RTS) time steps, we
randomly select training and test data by a shuffled train/test split.
Based on the test data set, we evaluate the absolute prediction error.
Fig. 4 shows the mean prediction error for the SB test cases (left) and
the RTS test case (right) with increasing training sizes. All regres-
sors improve with larger training sizes, except the RCV method.
The prediction error decreases significantly with training sizes up
to 10%. Larger training sizes reduce the prediction error primarily
for the MLP and DT regressors. We, therefore, use a train/test split
of 0.1 / 0.9 for the following comparisons.
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Fig. 4: Mean prediction error with increasing training size for both
SimBench test cases combined (left) and the RTS case (right).
Fig. 5 (a) shows the results of the prediction error without out-
liers. The MLP, ET and RF regressors yield the lowest mean error
values for voltage and line loading predictions. The mean error of
the regressor with the lowest error, the MLP, is only a third in com-
parison to the regressor with the highest error of the RCV method.
The MLP has the lowest errors of all regressors when comparing the
maximum error in Fig. 5 (b). The RCV, tree, and RF methods have
significantly higher prediction errors. A longer training time (Fig. 5
(c)) is needed for the MLP in comparison to RCV, ET and DT. The
time needed to predict the results (Fig. 5 (d)) is shortest for the DT,
MLP and RCV methods.
The MLP has the lowest overall error with decent training and low
prediction time. With 10% of all time steps being trained, the mean
errors of line loading predictions are less than 0.25% for the SB
grids and less than 2% for 99% of the predicted values. Similarly,
the voltage magnitude prediction errors are low with a mean value of
0.01%. and 0.5%. in the 99% range. The mean prediction error for
line loadings for the RTS test case is 0.5% with 99% of all values
being predicted with an error less than 5%. Voltage magnitude pre-
diction errors are 0.05%. (mean) and 0.5%. (99%). However, some
outliers cannot be predicted with this accuracy.
4.3 Classification Results
The goal of the classification is to detect time steps in the data
set with high line loadings or voltage tolerance violations, which
are categorised in "critical" and "uncritical". Power flow results
for these time steps can be calculated separately if needed. The
classifiers we analyse are: xgboost XGBClassifier (XGB) from
[19], RandomForestClassifier (RF), AdaBoostClassifier (AB), Gaus-
sianNaiveBayes (GNB), ExtraTreesClassifier (ET), MLPClassifier
(MLP), KNeighborsClassifier (KN) from [18].
Fig. 6 shows the classification accuracy and prediction timings for
all classifiers. The AB and GNB classifiers have - on average - a
much lower accuracy compared to the other classifiers. Their per-
centage of correct predictions was less than 90 % in all test cases.
The prediction by the KN classifier takes between 30 s and 1 min on
average in comparison to less than 0.5 s by the other classifiers with-
out being more accurate than the ET, RF, XGB and XLB classifier.
We, therefore, conclude that the AB, GNB and KN classifiers are
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not as suitable for the classification of critical time steps as the other
classifiers and exclude them from further comparisons.
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Fig. 6: Classification accuracy and timings for all classifiers and test
cases including contingency analysis.
Fig. 7 (left) shows the increasing accuracy and decreasing num-
ber of false negative predictions with increasing training size for
the classifiers with an accuracy of more than 90 %. The ET and RF
method can classify about 96 - 98 % of time steps correctly with
approximately 1.0-1.5 % being false negatives. Both classifiers are
outperformed by the MLP and the XGB methods. These methods
have an accuracy starting at 98 % at a training size of 1 % of all time
steps being trained. With an increasing training size both, MLP and
XGB, achieve an accuracy of 99.5 % with 0.3 % of FN classifica-
tions at a training size of 50 % of time steps and N-1 cases being
calculated.
Corresponding training and prediction times are shown for each
grid and classifier in Fig. 7 (right). The training time for the ET and
RF classifiers is on average much shorter (< 0.7 s with 50 % training
data) compared to the MLP and XGB methods. Depending on the
training size, the MLP training time takes∼ 2.5 s for 1 % of the data
up to more than one minute for the RTS test case. In comparison, the
XBG is twice as fast in the RTS case with 0.9 s and 35 s respectively.
Prediction times of the ET and RF methods are about one third com-
pared to the times needed by the MLP and XGB methods. The time
needed to predict the classification results is on average similar for
the MLP and XGB methods with an exception in the RTS case. Here,
the XGB needs twice the time (∼0.5 s) of the MLP (∼0.25 s). The
difference in prediction time is negligible when taking into account
the time needed to compute the training data (see Section 4.5).
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Fig. 8 shows the recall, precision and accuracy scores for the XGB
and MLP classifier with a training size of 10 %. Both methods yield
good results with accuracy values of at least 98 % correct classifi-
cations on average. The average recall score of the MLP is higher
compared to XGB but also has more outliers in some N-1 case pre-
dictions. The XGB classifier achieves a higher precision, on the other
hand. Therefore, the classification with the MLP and XGB may help
to identify critical time steps to run detailed analysis based on power
flow calculations.
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Fig. 8: MLP and XGB recall, precision and accuracy scores includ-
ing N-1 predictions (SB mixed, SB urban (blue), RTS (green)). We
choose a prediction threshold of 0.2 with a train/test split of 0.1 / 0.9.
The training data is very imbalanced since only a few time steps
are critical. Oversampling techniques, such as SMOTE [23], allow
balancing the training data. SMOTE creates additional data for train-
ing by interpolating between existing samples, and the obtained
artificial data-set is then used for training. Fig. 9 shows the differ-
ence in recall, precision and accuracy for the MLP classifier when
using over-sampled data. Each box-plot contains the classification
results of all N-1 cases and grids combined. Recall increases when
using oversampling for all thresholds - similarly, the accuracy and
precision decrease as expected. The absolute number of FN pre-
dictions decrease by 10.3 % (SB mixed), 33.01 % (SB urban), and
46.1 % (RTS) for a prediction threshold of 0.2. However, the number
of FP predictions increase by 10.77 %, 23.7 %, and 27.1 % respec-
tively. Note that for each FP prediction, an additional power flow
calculation for verification is needed.
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Fig. 9: MLP training with and without oversampling.
4.4 Comparison of MLP Regression and Classification
To compare the classification and regression method, we categorise
the results of the regression method. We define a time step as critical
for each (predicted) line loading value above a threshold of the max.
loading limit Ilimit. This is similar to setting a lower threshold for
the classification. Fig. 10 shows the direct comparison of the MLP
regression and classification methods in terms of recall, precision
and accuracy. We use the oversampling method for the classifica-
tion, since it showed the highest recall values. The data is obtained
by a random train-test split of the time series of one year. The trained
regressor has a much higher recall than the classifier, even when we
use oversampling for the classifier. Recall of the regressor is close
to one when setting the prediction limit to a value of 0.94 · Ilimit
for the three test cases. At this threshold, nearly no false nega-
tive predictions are made and more than 99 % of critical time steps
are identified correctly. However, precision drops to low values in
that case and accuracy decreases to mean values of less than 0.98.
The precision and accuracy of the regressor significantly increase
when setting a 0.98 · Ilimit threshold value. In this case recall drops
slightly, which means that some critical time steps are not predicted
correctly.
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Fig. 10: Comparison of classification and regression results for the
MLP models.
We want to assess if a trained regressor/classifier can also predict
unknown in-feed situations resulting when curtailing RES genera-
tion without re-training of the model. As an example, we compute
the power flow results for the same year and N-1 cases but with a
curtailment of 3 % of the energy generated by RES. The curtailment
of renewable in-feed to reduce investments in the grid infrastruc-
ture is suggested by federal law in Germany [26]. MLP models are
trained with 10 % of the power flow results without curtailed genera-
tion. We then use the trained MLP to predict the critical system states
or line loadings based on the curtailed real power values as inputs.
Fig. 11 shows a normalised sorted annual curve of these real power
values. The real power inputs without curtailment are used for train-
ing, where the inputs with 3 % curtailment are used for prediction.
sorted time steps
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1
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]
Pmax without curtailment
X% curtailed
Fig. 11: Sorted annual curve of the P inputs with and without 3 %
curtailment. The P inputs without curtailment are used for training;
the inputs with 3 % curtailment are used for prediction.
Fig. 12 compares the prediction results when testing with the cur-
tailed time series. Recall increases for the classifier in comparison
to previous results (see Fig. 10), since less time steps are critical in
the test data set due to the curtailed generation. However, precision
and accuracy decrease for the classification of time steps. The clas-
sifier anticipates the impact of the curtailed generation only to some
extend. The regression method shows better results when predicting
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the curtailed results, since the performance metrics do not decrease
as much.
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Fig. 12: Comparison of classification and regression results for the
MLP models on untrained data.
Detailed comparisons are listed in Table 2. The regression method
has lower FN and FP values for the exemplary thresholds of 0.2
(classifier) and 0.96 · Ilimit (regressor). These values result in a
higher accuracy, lower false positive rates (FPR)s, and lower false
negative rates (FNR)s. The FNR is equal to the share of critical time
steps that could not be identified. The FPR is equal to share of misla-
belled uncritical time steps and increases the computational time. An
additional power flow calculation to validate the prediction is needed
for each false positive prediction. Of all critical time steps and N-1
case predictions, between 0.0 - 0.48 % are not correctly identified
by the regressor. This is about half the amount of the classifier. The
FPRs of the regressor are between 2.01 - 3.14 % in comparison to
2.41 - 8.14 % of the classifier.
Table 2 Direct comparison of MLP regression and classification results on
untrained data. Classification threshold = 0.2, regression threshold = 0.96 ·
Ilimit. (* = lower is better, ** = higher is better)
SB mixed SB urban RTS
FN classification* 3,845 5,209 460
FN regression* 1,986 2,967 0
FP classification* 45,617 70,707 552,500
FP regression* 40,854 45,446 213,010
correct classification** 2,263,178 2,657,204 6,403,968
correct regression** 2,269,800 2,684,707 6,743,918
total classification 2,312,640 2,733,120 6,956,928
total regression 2,312,640 2,733,120 6,956,928
FPR classification* 2.41 % 3.13 % 8.14 %
FPR regression* 2.15 % 2.01 % 3.14 %
FNR classification* 0.92 % 1.11 % 0.27 %
FNR regression* 0.48 % 0.63 % 0.00 %
accuracy classification** 97.86 % 97.22 % 92.05 %
accuracy regression** 98.15 % 98.23 % 96.94 %
4.5 Comparison of Timings
Table 3 lists the time needed to compute power flow (PF) results,
including the base case and N-1 cases without parallel computing.
For the SimBench cases, with the 15 min resolution time series, the
power flow calculation times are between 2.29 and 2.81 hours for
the used hardware. For RTS, it takes nearly 8 hours to compute these
results, due to the higher resolution of the time series (5 min). The
training of the MLP takes 10-20 s for each N-1 case and 11-22 min in
total. Prediction times are much lower with a few hundred millisec-
onds per N-1 case and 10-20 s in total. As already shown in Fig. 4
and 7 the regression as well as the classification method should be
trained with at least 10 % of power flow results from all time steps
and N-1-cases. In total, the overall time needed for the regression and
classification method is dominated by the time needed to compute
the training data. The overall time can be reduced by using parallel
computing for every N-1 case.
Table 3 Time needed to compute power flow (PF) results for training and
prediction times of the MLP regressor and classifier.
SB mixed SB urban RTS
(N + 1) · T PF results [s] 8,244 10,116 28,620
10 % of PF results [s] 822 1,014 2,863
regressor training avg. [s] 660 780 660
regressor prediction avg. [s] 6.6 7.8 16.5
classifier training avg. [s] 660 936 1,320
classifier prediction avg. [s] 16.5 20.4 19.8
5 Training Data from Scenario Generator
An alternative to using time series for training is to generate training
data with a scenario generator, as mentioned in [16]. An information-
rich data-set enables the ANN to interpolate between the trained
scenarios and to estimate the system variables with high accuracy.
We consider three different parameters regarding the bus power
injections with the scenario generator: the load, RES generator
power, and the variation of fossil-fuelled power plant outputs. A sce-
nario consists of a tuple of the scaled values for these three types with
ranges between 0 % and 100 % of their maximum power. The power
values are independent of each other. Thus, we scale all units are
individually with Gaussian noise to account for variability among
the individual units of the same type. We generate the same num-
ber of training samples with the scenario generator as we have used
for training with the time series data, e.g., 10 % of the time series
length. Fig. 13 shows results when using the scenario generator and
10 % of the time series results for training. The maximum error of
the voltage prediction significantly decreases when using the sce-
nario training for all grids. The maximum line loading prediction
error is rather constant for the SimBench grids and decreases only
for the RTS case. When regarding the mean errors, the Figure shows
that it increases except for the voltage predictions in the RTS case.
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Fig. 13: Training of the MLP architecture with scenario generator
data and from time series data.
The reduction of the max. errors and the increase of the mean
errors can be explained by the similarities of the training data set to
the test data set. The majority of samples in the time series train-
ing data set is similar to the test data, which is the remaining part
of the time series. This similarity results in a low mean prediction
error. However, the training data set contains fewer outliers, which
increases the maximum error. The scenario generator creates a more
balanced training set with fewer outliers that equally distributed.
This comparison shows that the ANN architecture generalises well
from training data of the scenario generator and that no time series
are necessarily needed for training. Such a trained model can be used
in live operation to analyse contingency cases in a very short time
since the prediction takes only a few milliseconds for each N-1 case.
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6 Conclusion
We have shown for three test cases that different machine learning
algorithms can predict bus voltages and lines loading results. The
prediction and training times are much shorter in comparison to the
time needed to compute the power flow results. In all comparisons,
the MLP architectures have shown the highest prediction accuracy.
The XGB classifier has shown good results to identify critical time
steps. All other tested regressors and classifiers were not as accu-
rate, did not improve with more training data, or needed much more
time to predict results. Training and prediction times for the sklearn
MLP regressor and classifier were similar. Since the classification
of time steps in "critical" and "uncritical" was not faster and also
less accurate than the regression method, we recommend using the
MLP regressor to predict the critical contingency states. Another
advantage is that bus voltage magnitudes Vm and line loadings I%
are outputs of the multivariable prediction instead of binary clas-
sification. We noted that the mean and maximum prediction errors
decreased with more training data, but also that the majority of time
is needed to calculate these training inputs (the power flow results).
We found an acceptable trade-off between calculation time and pre-
diction error by selecting 10 % of all time steps for training. This
resulted in mean errors of 1-2 % of line loading, and voltage mag-
nitude predictions for the MLP regressor. The maximum error was
in the range between 10-20 % for line loading, and around 0.5 % for
voltage magnitudes. An alternative training method with scenario
generator data shows that the MLP can generalise well.
The use of the prediction method is manifold. In power system
planning, the method allows predicting multiple future grid states
to evaluate losses or predict contingency situations when integrating
RES. In live operation, N-1 security states can be assessed in sec-
onds by using the trained ML model as a surrogate. High security
margins can be considered by using lower prediction thresholds as
shown. If multiple future scenarios and thus time series are to be
analysed, it might be rather acceptable to have a higher prediction
error than longer calculation times since future scenarios are uncer-
tain by definition. The final tolerable error in practice depends on
a decision by the grid planner. As a general rule, we recommend
considering at least a security margin in the height of the shown
maximum errors in live operation as well as in planning.
The prediction accuracy of ML models strongly depends on the
available training data. Further research is needed to reduce the num-
ber of false negative predictions in imbalanced data sets. Different
oversampling and undersampling methods could be tested to reduce
the number of these outliers in the training set. Additionally, a com-
bination of training data from the scenario generator and time series
could improve the results. For the training of the machine learn-
ing algorithms, we used a random train/test split. Since the data is
imbalanced and times of high line loadings/voltage magnitudes are
correlated with high in-feed, a time step selection based on the input
data histogram could increase prediction accuracy.
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