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Abstract
The nonrelativistic quantum dynamics of a spinless charged particle in the presence of the Aharonov–Bohm potential
in curved space is considered. We chose the surface as being a cone defined by a line element in polar coordinates.
The geometry of this line element establishes that the motion of the particle can occur on the surface of a cone or an
anti–cone. As a consequence of the nontrivial topology of the cone and also because of two–dimensional confinement,
the geometric potential should be taken into account. At first, we establish the conditions for the particle describing
a circular path in such a context. Because of the presence of the geometric potential, which contains a singular term,
we use the self–adjoint extension method in order to describe the dynamics in all space including the singularity.
Expressions are obtained for the bound state energies and wave functions.
Keywords: Self–adjoint extension, Aharonov-Bohm problem, Geometric potential, Bound state
1. Introduction
Over the years, condensed matter systems have been a proper environment to test theoretical physics. Advanced
ideas such as the concept of torsion in geometry have been used in this context. For instance Cosserat continuum
behaves as if it was a Riemann–Cartan manifold endowed with a torsion tensor [1]. Also it is well known that a
particle moving in a solid with topological defects is analogous to a 3D gravity model with torsion [2, 3]. In addition,
fluid systems have been used to verify Hawking radiation which otherwise would be extremely difficult to study [4].
Due to the great development of new materials such as graphene [5–7], the use of refined concepts like those in
geometry became mandatory to properly describe them. It is interesting to note that these theoretical ideas migrated
to a central role in the prediction of the behavior of such systems. This feature is similar to what happened in General
Relativity in which the dynamics of a particle is defined by the space-time curvature [8]. Let us consider an electron
moving on a 2D curved graphene surface, such as a carbon nanotube, how does it affects its dynamics? In such a
context it is not possible to construct a Classical Lagrangian that reveals the proper dynamics. It is necessary to take
into account the curvature and the metric tensor of the surface to which the electron is bounded.
To address the problem of a particle confined to a surface S which is embedded on a 3D space, at least two different
approaches were developed. The first one is based on a purely 3D geometry [9], whilst the second one, proposed by
da Costa [10], is constructed as a limit of a 3D space to the curved surface S . This latter process is equivalent to
embedding the surface into an ordinary 3D Euclidean space. As a consequence, the wave function splits into two
Email addresses: edilbertoo@gmail.com (Edilberto O. Silva), sc.ulhoa@gmail.com (Se´rgio C. Ulhoa),
f.andrade@ucl.ac.uk,fmandrade@uepg.br (Fabiano M. Andrade), cleversonfilgueiras@yahoo.com.br (Cleverson Filgueiras),
ronniamorim@gmail.com (R. G. G. Amorin)
Preprint submitted to Annals of Physics July 9, 2018
parts, one of them working as if there was an effective potential constructed in terms of the mean and Gaussian
curvatures. Thus, through this procedure, the particle is subjected to the so called geometric potential [10]. Recently,
the da Costa proposition appeared in various physical contexts as, for instance, in the derivation of the Pauli equation
for a charged spin particle confined to move on a spatially curved surface in the presence of an electromagnetic field
[11], in the study of curvature effects in thin magnetic shells [12], in effects of non–zero curvature in a waveguide
to investigate the appearance of an attractive quantum potential which crucially affects the dynamics in matter–wave
circuits [13], in the quantum mechanics of a single particle constrained to move along an arbitrary smooth reference
curve by a confinement that is allowed to vary along the waveguide [14], to derive the exact Hamiltonians for Rashba
and cubic Dresselhaus spin–orbit couplings on a curved surface with an arbitrary shape [15], in the study of high–
order–harmonic generation in dimensionally reduced systems [16], to explore the effects arising due to the coupling
of the center of mass and relative motion of two charged particles confined on an inhomogeneous helix with a locally
modified radius [17], to study the dynamics of shape–preserving accelerating electromagnetic wave packets in curved
space [18], in the derivation of the Schro¨ dinger equation for a spinless charged particle constrained to move on a
curved surface in the presence of an electric and magnetic field [19], etc.
In this article, we intend to use the same set of electric and magnetic fields of Ref. [19] for a spinless charged
particle, but now confined to a conical surface and in a presence of an Aharonov-Bohm potential [20]. We analyze the
case of a charged particle describing a circular path and also the general dynamics in all space, including the r = 0
region. We use the self–adjoint extension method to determine the most relevant physical quantities, such as energy
spectrum and wave functions by applying boundary conditions allowed by the system.
The paper is organized as follows. In section 2, we recall the main ideas concerning the dynamics of a spinless
charged particle on a curved surface under the influence of an electromagnetic field. We start with the Schro¨dinger
Hamiltonian and couple it to the curvature and the electromagnetic potential. In section 4, we establish the conditions
for the particle to describe a circular path. We determine the expressions for the energy eigenvalues, wave functions
and discuss the role played by the curvature on them. In section 5, we briefly discuss some concepts of the self–adjoint
extension method. We analyze the particle’s dynamics when it lies either on a cone or on an anti–cone. After applying
the boundary conditions allowed by the system, we obtain expressions for the bound state energies and wave functions
in both cases. Finally, in section 6, we present our concluding remarks. In this work we use units such as ~ = c = 1.
2. Equations of motion
In this section, we introduce the equations of motion. We consider the refined fundamental framework for the
thin–layer quantization scheme discussed in [21], where a sound performing sequence in the thin–layer quantization
process is addressed. The case we are dealing with will coincide with that which comes from the semiclassical method
applied by da Costa to investigate the effective quantum dynamics for a constrained particle [10, 19]. Thus, we start
with the Schro¨dinger equation
Hψ = i
∂
∂t
ψ, (1)
where the Hamiltonian is given by
H =
pˆµ pˆµ
2M
+ V(qµ), (2)
where pˆµ = −i∇µ and the index µ runs from 1 to 3. The coordinate q3 is the one transverse to a thin interface. In the
limit q3 → 0, the metric tensor confined on a surface S is given by [21]
g˜µν =

g11 g12 0
g21 g22 0
0 0 1
 , (3)
and the first part of the above Hamiltonian reads as pˆµ pˆµ = g˜µν pˆµ pˆν. Such a behavior determines an immersion of a
2D geometry into a 3D Euclidean space. Thus, we have a 2D effective metric gi j. In Ref. [10], the metric in Eq. (3)
suggests a separable wave function in the form ψ(q1, q2, q3) = ψs(q1, q2)ψN(q3). This splits the movement into two,
one constrained on a surface and another one which takes place on a normal direction of such a surface. In the normal
direction, the dynamics is governed by the usual Hamiltonian HN = ∂3∂3/2M + Vλ(q3), where the confining potential
2
Vλ(q3) is assumed to localize the particle on the surface S . However, a fundamental framework for the thin-layer
quantization scheme is not explicitly defined in it. Here we follow the explicitly refined fundamental framework for
the thin-layer quantization scheme presented in [21], where the limit q3 → 0 must be performed after calculating all
curvilinear coordinate derivatives. We also consider the minimal coupling with the electromagnetic field by means of
the prescription
pˆµ → pˆµ − QAµ, (4)
where Q is the charge of the particle and Aµ is the potential vector component. Therefore, the Schro¨dinger equation
that describes the dynamics of a spinless charged particle bounded to a thin interface under the effect of electric and
magnetic fields is given by
i
∂
∂t
ψ =
1
2M
[
− 1√g∂i
(√
ggi j∂ j
)
+
iQ√g∂i
(√
ggi jA j
)
+ 2iQgi jAi∂ j + Q2gi jAiA j + Vs(r) + QV(r)
]
ψ
− 1
2M
[
iQ
(
∂3A3
)
+ 2iQA3∂3 − Q2
(
A3
)2]
ψ +
[
−∂3∂
3
2M
+ Vλ(q3)
]
ψ, (5)
where r = r(q1, q2), Vs(r) is a potential due to the geometry of the surface and V(r) is the electric potential on the
surface. The Coulomb gauge sets ∇ · A = 0 and in the picture described here it gives
− 1√g∂i
(√
ggi jA j
)
+ ∂3A3 + 2HA3 = 0, (6)
where H is the mean curvature. Notice that the Lorentz gauge and the effective Schro¨dinger equation cannot be
decoupled from the mean curvature of the surface simultaneously, except when A3 = 0. By considering ψ(q1, q2, q3) =
ψs(q1, q2)ψN(q3), we can write
i
∂
∂t
ψN =
[
−∂3∂
3
2M + Vλ(q
3)
]
ψN , (7)
and
i
∂
∂t
ψs =
1
2M
[
− 1√g∂i
(√
ggi j∂ j
)
+
iQ√g∂i
(√
ggi jA j
)
+ 2iQgi jAi∂ j + Q2gi jAiA j + Vs(r) + QV(r)
]
ψs, (8)
which are the decoupled equations found by da Costa in a semi–classical approach. These equations do not encompass
the influence of the interface thickness d [21]. This case leads to energy shifts that we ignore in this work.
Here, it is interesting to notice how the break in the isotropy of the space arises. As a matter of fact, the velocity
operators became noncommutative usually due to the presence of the magnetic field. Since Mvˆi = pˆi − QAi, we write
the commutator
[vˆi, vˆ j] = iQ
M2
(
∇iA j − ∇ jAi
)
,
=
iQ
M2
(
gil∂lA j + gilΓ jmlA
m − g jl∂lAi − g jlΓimlAm
)
,
=
iQ
M2
(
F i j + gilΓ j
mlA
m − g jlΓimlAm
)
. (9)
Therefore, we see that vˆ1 does not commutes with vˆ2, not just because the existence of the magnetic field but also by
the geometry of the surface to which the movement is bounded.
3. Motion in a Aharonov–Bohm potential
Now, let us apply Eq. (8) to the Aharonov–Bohm problem. At this point, we can make a connection with the
description of continuous distribution of dislocations and disclinations in the framework of Riemann–Cartan geometry
of Ref. [2]. If the particle is now bounded to a surface with a disclination located in the r = 0 region, the corresponding
metric tensor, in cylindrical coordinates, is defined by the line element (see Ref. [22] for more details.)
ds2 = dr2 + α2r2dθ2, (10)
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with 0 ≤ r < ∞, 0 ≤ θ ≤ 2π, which describes a conical surface. For 0 < α < 1 (a deficit angle), the metric (10)
describes an actual cone, whilst for α = 1 the cone turns into a plane, and for α > 1 (an excess angle), the resulting
surface is an anti–cone. It is worthwhile to observe that the line element in (10) can be compared with the metric of
the spacetime produced by a thin, infinite, straight cosmic string (for the special case of dt = dz = 0) [23]
ds2 = −c2dt2 + dr2 + α˜2r2dθ2 + dz2, (11)
where the parameter α˜ is given in terms of the linear mass density of the cosmic string µ by α˜ = 1 − 4µ/c2, which is
smaller than the unity. Moreover, the metric in (11) is locally flat, but globally it is not [23, 24] and through the metric
(11), among others effects [25–29], we can study the gravitational analog of the Aharonov–Bohm effect [30–32].
It is known that the curvature tensor of the metric (10), when considered as a distribution, is of the form [33]
R1212 = R
1
1 = R
2
2 = 2π
(
1 − α
α
)
δ2(r), (12)
where δ2 (r) is the generalized two–dimensional δ–function in flat space. From Eq. (12), it follows that
R1212 :
{
> 0, if 0 < α < 1,
< 0, if α > 1. (13)
In other words, when the defect carries a negative curvature, we have an excess of the planar angle, which corresponds
to an anti–cone. However, if the defect presents a positive curvature, we have a planar deficit angle, and the result
leads to a cone. For the motion of the particle on a cone, the geometric potential Vs(r), which is a consequence of a
two–dimensional confinement on the surface, is found to be [10]
Vs(r) = − 12M
(
H2 − K
)
, (14)
where H is the mean curvature and K is the Gaussian curvature of the surface. For the cone (α < 1), these quantities
are given by [34]:
Kcone =
(
1 − α
α
)
δ(r)
r
, (15)
and
Hcone =
√
1 − α2
2αr
. (16)
In this case, the potential Vs(r) reads
[Vs(r)]cone =
1
2M
[
− (1 − α
2)
4α2r2
+
(
1 − α
α
)
δ(r)
r
]
. (17)
However, for the anti–cone (α > 1), in order to be consistent with the fact that it has a negative curvature, i.e., the
surface takes a saddle like surface form and the mean curvature is now given by [22]
Hanti−cone =
√
α2 − 1
2αρ
, (18)
and the geometric potential Vs(r) becomes
[Vs(r)]anti−cone =
1
2M
[
+
(1 − α2)
4α2r2
+
(
1 − α
α
)
δ(r)
r
]
. (19)
The magnetic flux tube in the background space described by the metric (10), which will be our choice for gi j, is
related to the vector potential as (∇ · A = 0, A3 = 0)
V (r) = 0, QAi = φǫi j
r j
αr2
, (20)
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where ǫi j = −ǫ ji with ǫ12 = +1; φ = Φ/Φ0 is the flux parameter with Φ0 = 2π/Q and the magnetic field is
QB = −φ
α
δ(r)
r
. (21)
In this manner, assuming a solution of the form ψS = e−iEtχS , the Schro¨dinger equation (8) is now written as
− 1
2M
[
∂2
∂r2
+
1
r
∂
∂r
+
1
α2r2
(
∂2
∂ϕ2
− 2φ
i
∂
∂ϕ
− φ2
)
+
1 − α2
4α2r2
−
(
1 − α
α
)
δ(r)
r
]
χS = EχS . (22)
We seek eigenfunctions of the form
χS (r, ϕ) = eimϕ fm(r), (23)
with m ∈ Z. Substituting this solution into Eq. (22), we obtain for f (r):
h fm(r) = k2 fm(r), (24)
where k2 = 2ME,
h = h0 +
(
1 − α
α
)
δ(r)
r
, (25)
with
h0 = − d
2
dr2
− 1
r
d
dr +
λ2
r2
(26)
being the Hamiltonian without the δ–function and
λ2 =
4(m + φ)2 − (1 − α2)
4α2
(27)
is the effective angular momentum. The particle, with its motion confined to the conical surface, is therefore subjected
to a generalized potential Vg(r) given by
Vg (r) = λ
2
r2
+
(
1 − α
α
)
δ(r)
r
. (28)
Let us analyze this potential. For 0 < α < 1, the quantity (1−α2) > 0, and in this case λ2 < 0 for 4(m+φ)2 < (1−α2),
or m + φ = 0. On the other hand, (1 − α)/α > 0, in such way that we have a repulsive δ–function. However, we will
see below that, even though the δ–function being repulsive, the condition λ2 < 0 guarantees the existence of bound
states. For α > 1, the quantity (1 − α2) < 0, consequently we have λ2 > 0 for all values of m + φ, (1 − α)/α > 0,
and the δ–function is now attractive. In this manner, the attractive δ–function potential guarantees at least one bound
state. In the Table 1 bellow, we summarize the possible physical scenarios of obtaining λ2 > 0 and λ2 < 0 for α > 1
and α < 1. The case α = 1 is not of interest here because it implies in a flat space. We also summarize the possible
physical scenarios of obtaining scattering and bound states in Table 2, based on the signal of (1−α)/α in Eq. (25), for
α ≶ 1. We also summarize the possible physical scenarios of obtaining scattering and bound states in Table 2, based
α geometry λ2 requirement
> 1 anti–cone > 0 ∀ (m + φ)
< 1 cone < 0 (m + φ)2 < (1 − α2)/4
Table 1: Summary for the physical scenarios based in α ≷ 1 for the sign of λ2.
on the signal of (1 − α)/α in Eq. (25), for α ≶ 1.
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α geometry (1 − α)/α State
< 1 cone > 0 Scattering
> 1 anti–cone < 0 Bound and Scattering
Table 2: Summary for the physical scenarios based on the signal of (1 − α)/α for α ≶ 1.
4. Particle describing a circular path
In this section, we analyze a particularity of the present system, which is the simple case when a particle is
constrained to move in a circle of radius r = R (for example, bead on a wire ring). In this case, the wave functions in
Eq. (22) depend only on the azimuthal angle ϕ, so that ∇α → (ϕˆ/αR)∂ϕ. This way, the Schro¨dinger equation yields a
linear differential equation with constant coefficients:(
d2
dϕ2
+ 2iφ ddϕ + E
)
χS = 0, (29)
where E = 2Mα2R2E − φ2 + (1 − α2)/4. By assuming eigenfunctions of the form
χS (ϕ) = Aeimϕ, (30)
where A is a constant, and substituting it into the Eq. (29), one achieves the following solution for the characteristic
equation:
m = −φ ±
√
φ2 + E. (31)
For the wave function ψ(ϕ) to be single–valued, in ϕ = 2π, the parameter m must be an integer. With this condition,
we obtain discrete values for the energy, namely,
Em =
4(m + φ)2 − (1 − α2)
8Mα2R2
, m = 0,±1,±2, . . . , (32)
which depends on the mean curvature H . If α = 1, we fall into the problem of a charged particle on a circular ring
which a long solenoid passing through it leads to the energy levels for the usual AB problem [35],
Em =
(m + φ)2
2MR2
, m = 0,±1,±2, . . . , (33)
recovering the lifting of twofold degeneracy of the system due to the presence of the magnetic flux tube.
5. Bound state energy and wave function
In this section, we obtain the bound state energies and wave functions of the system. We know, from Ref. [29],
that the form of the Hamiltonian (25) requires a procedure of physical regularization because of the presence of the
δ–function. Before we proceed further with this approach, it is important to check what are the criteria revealed by
the Hamiltonian (25) to produce physically acceptable results.
We commence by observing that when we deal with singular potentials we need to guarantee that the operator is
essentially self-adjoint in order to make sure that the time evolution is unitary. An operator O is said to be essentially
self-adjoint if and only if D(O†) = D(O) and O† = O. One observes that even if such operator is Hermitian, i.e.,
O† = O, its domain could be different from its adjoint. Roughly speaking, the self-adjoint extension approach consists,
essentially, in extending the domain D(O) in order to match D(O†). In the present case, if g ∈ C∞0 (R2), with C∞0 (R2)
denoting the set of functions that is differentiable for all degrees of differentiation, and g(0) = 0, h should coincide
with h0, in such way that hg = h0g [36, 37]. Thus it is reasonable to interpret h as an extension of h0, or more precisely,
as a self–adjoint extension of h0|C∞0 (R2\{0}) [38–40]. Using the unitary operator U : L2(R+, rdr) → L2(R+, dr), given by
(Ug)(r) = r1/2g(r), the operator h0 can be written as
¯h0 = Uh0U−1 = − d
2
dr2
+
1
r2
(
λ2 − 1
4
)
. (34)
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As a result, it is well–known [41] that the symmetric radial operator ¯h0 is essentially self–adjoint for λ2 ≥ 1 . On the
other hand, if λ2 < 1, it is not essentially self–adjoint, admitting an one–parameter family of self–adjoint extensions.
To characterize this one-parameter family of h0, we will use the approach of Ref. [42], which is based on boundary
conditions. Basically, the boundary condition is a match of the logarithmic derivatives of the zero–energy solutions
for Eq. (24) and the solutions for the problem h0 plus self–adjoint extension.
In this manner, we solve the problem without the δ–function potential and then we find the boundary condition by
invoking the self–adjointness of h0. For this, we must solve the eigenvalue equation
h0 f̺ = k2 f̺, (35)
plus self–adjoint extensions. Here, the label ̺ is the self–adjoint extension parameter, which is related to the behavior
of the wave function at the origin. In order for h0 to be a self–adjoint operator, its domain has to be extended by the
deficiency subspace, which is given by the solutions of the eigenvalue equation
h†0 f± = ±i f±. (36)
In the next sections, we will use the present approach to determine the energy spectrum for a particle lying on an
anti–cone and on a cone.
5.1. Quantum dynamics on an anti–cone
According to the Table 1, α > 1 implies λ2 > 0 and the particle lies on an anti–cone. In this case, by solving Eq.
(36), the only square integrable functions which are solutions are the modified Bessel functions of second kind
f± = K|λ|(
√
∓ir), (37)
with ℑ√±i > 0. These functions are square integrable only in the range |λ| < 1 and, as stated above, in this range
h0 is not self–adjoint. The dimension of such deficiency subspace is found to be (n+, n−) = (1, 1). Thus, the domain
D(h0,̺) of the extended operator h0,̺ in L2(R+, rdr) is given by the set of functions [41]
f̺(r) = fm(r) +C
[
K|λ|(
√
−ir) + ei̺K|λ|(
√
ir)
]
, (38)
where fm(r) is the regular wave function with fm(0) = d fm(0)/dr = 0 and the parameter ̺ ∈ [0, 2π) represents a choice
for the boundary condition. For each different ̺, we have a possible domain for h0 and the physical situation will
determine the value of ̺ [28, 29, 43–47] . Thus, in order to find a fitting for ̺ compatible with the physical situation,
we require a physical regularization for the δ –function. This is accomplished by replacing [48]
δ(r)
r
→ δ(r − a)
a
, (39)
with a representing the nucleus of a real physical system.
In order to find the energy levels, we need at first to determine a value for ̺ compatible with the physics imposed
by the regularized δ–function in Eq. (39). Following [42], we consider the zero–energy solutions f0 and f̺,0 for h with
the regularization in Eq. (39) and h0, respectively, i.e.,
[
− d
2
dr2 −
1
r
d
dr +
λ2
r2
+
(
1 − α
α
)
δ(r − a)
a
]
f0 = 0, (40)
[
− d
2
dr2
− 1
r
d
dr +
λ2
r2
]
f̺,0 = 0, (41)
and the value of ̺ is determined by the boundary condition
lim
a→0+
r
f0(r)
d f0(r)
dr
∣∣∣∣
r=a
= lim
a→0+
r
f̺,0(r)
d f̺,0(r)
dr
∣∣∣∣
r=a
. (42)
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The left–hand side of Eq. (42) is determined by integrating Eq. ( 40) from 0 to a using the property that f0 must be
finite at the origin, yielding
lim
a→0+
r
f0(r)
d f0(r)
dr
∣∣∣∣
r=a
=
1 − α
α
. (43)
In order to find the right–hand side of Eq. (42), we use the relation (38) and write Kλ(z) in terms of Iλ(z) as
Kλ(z) = π2 sin(πλ) [I−λ(z) − Iλ(z)] . (44)
Using the series expansion for Iλ,
Iλ =
( z
2
)λ ∞∑
k=0
(z2/4)k
k!Γ(λ + k + 1) (45)
into the Eq. (44), we can get the following asymptotic form (z → 0):
Kλ(z) ∼ π2 sin(πλ)
[
z−λ
2−λΓ(1 − λ) −
zλ
2λΓ(1 + λ)
]
. (46)
Using this result, one finds
lim
a→0+
r
f̺,0(r)
d f̺,0(r)
dr
∣∣∣∣
r=a
= lim
a→0+
1
Θ̺(r)
dΘ̺(r)
dr
∣∣∣∣
r=a
, (47)
where
Θ̺(r) =

(√−ir)−|λ|
2−|λ|Γ (1 − |λ|) −
(√−ir)|λ|
2|λ|Γ (1 + |λ|)
 + ei̺

(√
ir
)−|λ|
2−|λ|Γ (1 − |λ|) −
(√
ir
)|λ|
2|λ|Γ (1 + |λ|)
 . (48)
By inserting Eqs. (43) and (47) into Eq. (42), we obtain
lim
a→0+
1
Θ̺(r)
dΘ̺(r)
dr
∣∣∣∣
r=a
=
1 − α
α
. (49)
This result gives us the parameter ̺ compatible with the physics imposed by the problem. In other words, it gives the
correct behavior for the wave function when r → 0+.
We are now in position to determine the bound states for h. So, we write Eq.(35) for the bound state. In the present
system, the energy of a bound state has to be negative so that k is a pure imaginary number, k = iκ with κ =
√
−2ME
and E < 0. Then, by exchanging k → iκ, we have
[
d2
dr2
+
1
r
d
dr −
(
λ2
r2
+ κ2
)]
f̺(r) = 0. (50)
The solution of Eq. (50) is given by the modified Bessel function
f̺(r) = K|λ|
(
r
√
−2ME
)
. (51)
Notice that the solution (51) is of the form (38) for some ̺ selected from the physics of the problem. Then, by
substituting Eq. (51) into Eq. (38) and using Eq. (46), we compute the quantity
lim
a→0+
a
˙f̺ (r)
f̺ (r)
∣∣∣∣
r=a
. (52)
A straightforward calculation yields
|λ|
[
a2|λ|Γ (1 − |λ|) (−ME)|λ| + 2| j|Γ (1 + |λ|)
]
αa2| j|Γ (1 − |λ|) (−ME)|λ| − 2|λ|Γ (1 + |λ|) =
1 − α
α
. (53)
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Solving the above equation for E, we find the sought energy spectrum
E = − 2
Ma2
[(
1 − α + α|λ|
1 − α − α|λ|
)
Γ(1 + |λ|)
Γ(1 − |λ|)
] 1
|λ|
. (54)
Notice that there is no arbitrary parameter in the above equation. Moreover, in order to ensure that the energy is a real
number, we must have (
1 − α + α|λ|
1 − α − α|λ|
)
Γ(1 + |λ|)
Γ(1 − |λ|) > 0. (55)
This inequality is satisfied if |1 − α| ≥ 1 ≥ |λ| and due to the fact taht |λ| < 1, it is sufficient to consider |1 − α| ≥ 1. As
shown in Table 1, a necessary condition for a δ–function to generate an attractive potential, which is able to support
bound states, is that the coupling constant (1 − α)/α must be negative.
5.2. Quantum dynamics on a cone
As mentioned above, the only possibility to generate a cone is α < 1, implying λ2 < 0 only if (m + φ)2 < (1 − α2)
(see Table 1). In this case, the Schro¨dinger equation reads (with λ2 < 0) as
˜h0 f ˜̺ = k2 f ˜̺ , (56)
plus self–adjoint extensions, with
˜h0 = − d
2
dr2 −
1
r
d
dr −
λ2
r2
, (57)
whose solution outside the origin is now given by
f
˜̺
(r) = Ki|λ|
(
r
√
−2mE
)
, (58)
which is the modified Bessel function of purely imaginary order [49].
Next, following the same recipe of the previous section, we must solve the following equations:
[
− d
2
dr2 −
1
r
d
dr −
λ2
r2
+
(
1 − α
α
)
δ(r − a)
a
]
f0 = 0, (59)
[
− d
2
dr2
− 1
r
d
dr −
λ2
r2
]
f
˜̺,0 = 0. (60)
An asymptotic expansion for the modified Bessel function of the pure imaginary order is obtained by replacing λ
by iλ in Eq. (46) and by writing
Γ(1 ± iλ) =
(
πλ
sinh πλ
) 1
2
e±iγλ , (61)
where γλ is the Coulomb phase shift [50]. In this manner, we get at
Ki|λ|(x) ∼ −
(
π
|λ| sinh π|λ|
) 1
2
sin
[
|λ| ln
(
x
2
)
− γ|λ|
]
. (62)
By using the boundary condition (42), we obtain
lim
a→0+
a
˙f
˜̺,0
f
˜̺,0
∣∣∣∣
r=a
= lim
a→0+
˙ξ
˜̺
(r)
ξ
˜̺
(r)
∣∣∣∣
r=a
, (63)
where
ξ
˜̺
(r) = sin
[
|λ| ln
(
1
2
√
−2Mir
)
+ γ|λ|
]
+ ei ˜̺ sin
[
|λ| ln
(
1
2
√
+2Mir
)
+ γ|λ|
]
. (64)
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Integration of Eq. (59) from 0 to a provides the left–hand side of Eq. (42). The result of this operation is given in Eq.
(43). So, from Eqs. (42), (63) and (43), we arrive at
lim
a→0+
˙ξ
˜̺
(r)
ξ
˜̺
(r)
∣∣∣∣
r=a
=
1 − α
α
. (65)
In order to find the bound states of ˜h0, we use Eq. (58 ) together with Eq. (62), which provides
ξ
˜̺
(r = a) = sin
[
|λ| ln
(
a
2
√
−2ME
)
+ γ|λ|
]
, (66)
and
˙ξ
˜̺
(r = a) = |λ|
a
cos
[
|λ| ln
(
a
2
√
−2ME
)
+ γ|λ|
]
. (67)
By replacing the above expressions in Eq. (65), we get
|λ| cot
[
|λ| ln
(
a
2
√
−2ME
)
+ γ|λ|
]
=
1 − α
α
. (68)
Solving this equation for E, we find
E = − 2
Ma2
exp
 2
α
√
(m + φ)2 − (1 − α2)/4
cot−1
 (1 − α)
α
√
(m + φ)2 − (1 − α2)/4
− γ|λ|

 . (69)
Equation (69) reveals that, while the mean curvature H contributes attractively, the Gaussian curvature K contributes
with a repulsive δ–function potential. Thus, Eq. (27) implies that the only allowable value for the angular momentum
is m+φ, meaning that we have a single bound state. In other words, when the δ –function potential is repulsive (α < 1)
an attractive effective potential potential assures one bound state (m + φ = 0).
6. Conclusions
In this paper, we have studied the dynamics of a spinless charged particle which moves bounded to a 2D surface
immersed in an 3D Euclidean space and in the presence of the Aharonov–Bohm potential. In other words, we have
solved a spinless Aharonov–Bohm–like problem in curved space. The motion of the particle is decomposed into two,
being one on the surface and the other in a normal direction in relation to the surface. The dynamics on the surface
is governed by the Schro¨dinger equation (Eq. (8)) coupled to the potential vector, while on the normal direction the
dynamics is given by Eq. (7), which is the equation for an infinity curved quantum well. The surface mean and
Gaussian curvatures enter in the Schro¨dinger equation as a scalar potential, namely, as a geometric potential. We
chose a conical surface which is defined by the metric endowed in the line element in Eq. ( 10).
A particularity of this system is that the isotropy of space is broken which means that the velocity operators do
not commute with each other. Such a feature is usually due to the presence of a magnetic field. However, in the
context, we also have effects of the geometry of the surface since the connection of the space plays an important
role. To describe the full dynamics of the system, we have analyzed three situations. First, we have found the energy
eigenvalues and wave functions for the simple case of the particle describing a circular path around the solenoid. In
the other two cases, we have considered the dynamics in the full space, including the r = 0 region. For those cases,
the geometry of the system dictated by the line element in Eq. (10) establishes that the motion of a particle can occurs
on the surface of a cone (for α < 1) or on the surface of an anti–cone (for α > 1). Expressions for the bound state
energies and wave functions were obtained for both cases.
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