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概要
MIMO (Multi-Input Multi-Output）伝送における効率的復調法として，通信路行列で定義され
るファクターグラフ上でのメッセージ交換により復調を行う確率伝播 (BP: Belief Propagation)法
がある．通信路行列により定義されるファクターグラフには多数のショートループが存在するため，
その復調特性には高いエラーフロアが現れ，最尤復調（MLD: Maximum Likelihood Detection）
に遠く及ばないことが知られている．そこで本研究では，ファクターグラフ上の複数の変数ノー
ドと観測ノードの集合から構成される領域グラフ上でメッセージ交換を行うことで，ショート
ループの影響を緩和し，優れた復調特性を実現するQR分解付き一般化確率伝播（QR-GBP: QR-
Decomposed Generalized Belief Propagation）法を提案する．QR-GBP法はMLDに漸近する復
調特性を示すものの，各メッセージの計算に要する演算量は，アンテナ数と変調多値数に対して
指数的に増加してしまう，そこで併せてQR-GBP法の演算量を削減する手法を提案し，計算機シ
ミュレーションによりMLDに漸近する性能が得られることを示す．
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1
第1章 序論
1.1 研究背景
複数の送受信アンテナを用いて並列伝送を行うことで，通信路容量を線形に増大可能な多入力
多出力（MIMO: Multi-Input Multi-Output）伝送が注目を集めている．MIMO伝送では，高い
周波数効率を実現できる一方，受信機において多重化された信号から所望の信号を分離・検出す
る必要がある．
最尤推定法（MLD: Maximum Likelihood Detection）は最も優れた復調性能を示すことで知ら
れているが，アンテナ数や変調多値数に対して演算量が指数的に増加してしまう．比較的演算量の
少ない手法として，Zero-Forcing (ZF）法や最小平均二乗誤差（MMSE: Minimum Mean Square
Error）法などの線形空間フィルタリング法が知られているが，MLDと比較して，著しく復調特
性が劣化してしまう．
効率的にシンボル単位最大事後確率（MAP: Maximum A Posteriori）復調を実現可能な手法
として確率伝播（BP: Belief Propagation）法に基づく復調が提案されている [1]．BP法（もしく
は信念伝播法）は，変数ノードと観測ノードからなるファクターグラフ上でのメッセージ交換に
より，効率的に周辺事後確率を計算する手法として知られている [2]．BPアルゴリズムでは隣接
ノード間でのメッセージ交換により主観確率が繰り返し計算され，ファクターグラフ上にループ
が存在しない場合には正確にその周辺確率を計算することができる．またグラフにループを含む
場合にも，グラフが疎な場合には，その周辺確率を高い精度で計算することが可能であることが
知られている [3]．
BP法に基づくMIMO復調法におけるファクターグラフは通信路行列により定義されるが，全
ての変数ノードと関数ノードが互いに結合しているため，多数のショートループが存在し，その復
調性能はMLDと比べると著しく劣化してしまうだけでなく，高いエラーフロアを示す [4]．ループ
による特性劣化の問題に対して，文献 [5]では，QR分解付きBP (QR-BP: QR-decomposed BP）
法が提案されている．QR-BP法では，通信路行列にQR分解を用いることでファクターグラフを
ショートループの少ない構造に変換し，その結果，収束特性を向上させている．しかしファクター
グラフから完全にループを除去することはできないため，依然として復調特性の劣化が見られる．
ループを持ったグラフにおいて，より正確に周辺事後確率を求める手法として，一般化確率伝
播（GBP: Generalized BP）法が文献 [3]において提案されている．GBP法ではファクターグラ
フ上の幾つかのノードの集合から領域グラフ（region graph）と呼ばれるグラフを構成し，この
グラフ上でのメッセージ交換によって，より正確な周辺事後確率を計算することができる．文献
[6]では，いくつかの 2次元干渉通信路に対してGBP法を適用した場合の復調特性について検討
しており，いずれの場合においても，GBP法がMAP復調に漸近する優れた復調特性を達成可能
であることを数値的に示している．周波数非選択性MIMO通信路においては，ファクターグラフ
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は変数および関数ノードが互いに全て繋がった構造となるが，そのようなファクターグラフから
形成された領域グラフ上ではGBP法はMLDと同じ計算をすることになり，莫大な演算量が再び
問題となる．
本研究では，MLDと同じ計算をすることによる演算量増加の問題を避けるために，文献 [7]で
は，QR分解を用いて等価通信路行列を変換することで，ファクターグラフを変換し，GBP法を適
用したQR分解付き一般化確率伝播（QR-GBP: QR-decomposed GBP）法を提案する．QR-GBP
法はMLDに漸近する高い復調性能を示すものの，GBP法におけるメッセージ伝播アルゴリズム
である parent-to-childアルゴリズムの演算量は，アンテナ数および変調多値数の増加に伴って指
数的に増加してしまうことが知られている．これは各領域間のメッセージ計算に複数の周辺化を
含むことが要因であり，繰り返しごとに膨大な演算量を要する QR-GBP法は実用上，現実的で
はない．そこで本研究では QR-GBP法と併せて，その演算量低減手法である QR分解付き確率
的一般化確率伝播（QR-SGBP: QR-Stochastic GBP）法 [8]，SMR (Smart Message Reduction）
付き QR-GBP法 [9]，エッジ削減 QR-GBP (ER-QR-GBP: Edge Reduced QR-GBP）法を提案
する．
QR-SGBP法は，メッセージ更新に要する周辺化計算をモンテカルロ積分に置き換えることで
演算量を低減する手法である [10]．多値変調環境下においては，一回の繰り返しにおけるメッセー
ジの乗算回数を減らすことで，演算量の低減が可能である．しかし直交位相偏移変調（QPSK:
Quadrature Phase Shift Keying）環境下では乗算回数は変わらない．また，QR-SGBP法は領域
グラフ上の一部のメッセージのみにしか適用できず，モンテカルロ積分への置き換えができない
メッセージの周辺化計算がボトルネックになるという問題がある．
SMR付きQR-GBP法は，QR分解後の領域グラフの構造を利用して，メッセージ更新に用い
るメッセージの数を効率的に削減する手法である．メッセージ更新時の周辺化計算にMax-log近
似を適用可能なことを利用し，効率的に最大値を見つけ出すことが可能であるが，アンテナ数の
増加に伴い最大値を見逃す確率が高くなってしまいビット誤り率（BER: Bit Error Rate）特性が
大幅に劣化してしまうという問題がある．
ER-QR-GBP法は，グラフ構造を変化させることでQR-GBP法のメッセージ更新時の周辺化
演算量を大幅に低減する手法である．QR-GBP法のメッセージ更新において，周辺化される変
数の数は各メッセージで異なる．そこで，ER-QR-GBP法では周辺化の必要な変数が 1つ以下の
メッセージだけを更新し，他のメッセージを領域グラフから取り除くことで領域グラフ上の一部
のメッセージの演算量を低減するだけでなく，全体の復調演算量を大幅に低減する．
これらの提案手法について計算機シミュレーションから演算量を低減しつつMLDに漸近する
性能が得られることを示す．
1.2 本論文の構成
本論文の以降の構成は以下の通りである．第 2章で，本研究で想定するMIMOシステムのシス
テムモデルと従来のMIMO復調法について述べる．第 3章ではBPアルゴリズムに基づく復調法
について説明する．第 4章で，提案手法であるQR-GBP法に基づく復調法について説明し，第 5
章ではQR-GBP法の演算量低減手法について述べる．最後に，第 6章で本論文を総括する．
3
第2章 MIMOシステム
この章では送受信機がそれぞれ複数のアンテナを具備した MIMOシステムについて述べる．
MIMOシステムでは複数の送信アンテナから異なる信号を並列伝送することで通信路容量が増加
することが知られているが，空間的に多重化された信号を受信機で分離する必要がある．その分
離技術として最も良いビット誤り率 (BER: Bit Error Rate)特性が得られる最尤検出と，受信信
号に線形変換を施すことで SISO (Single Input Single Output）に分離して復調を行う空間フィ
ルタリングについて述べ，それらの BER特性を示す．
2.1 システムモデル
図 2.1に，本稿で扱うNt本の送信アンテナとNr本の受信アンテナから構成されるMIMOシス
テムモデルを示す．j = 1, · · · , Nt番目のアンテナから送信される信号を xjとし，変調方式は二
相位相偏移変調 (BPSK：Binary Phase Shift Keying)とする．また，i = 1, · · · , Nr番目のアン
テナで受信される信号を yiとし，すべての通信路は周波数非選択性のブロックレイリーフェーディ
ング環境を仮定する．j番目の送信アンテナと i番目の受信アンテナ間のチャネル係数 hij は，そ
れぞれ平均 0，分散 12 の互いに独立なガウス分布に従うものとし，受信側で通信路状態情報（CSI:
Channel State Information）は既知とする．このとき，i番目のアンテナで受信される信号は，
yi =
Nt∑
j=1
hijxj + zi (2.1)
と表される．また k番目の送信信号に着目すると以下のように i番目の受信信号を表すことがで
きる．
yi = hikxk +
Nt∑
j=1,j ̸=k
hijxj + zi (2.2)
ここで，zi は平均 0，分散 N02 に従う加法性白色ガウス雑音（AWGN: Additive White Gaus-
sian Noise）である．送信信号ベクトルを x = [x1, ..., xj , ..., xNt ]T，受信信号ベクトルを y =
[y1, ..., yi, ..., yNr ]
T，雑音ベクトルを z = [z1, ..., zi, ..., zNr ]T とし，チャネル係数 hijをそれぞれ要
素に持つNr ×Ntのチャネル行列Hを
H =

h11 h12 . . . h1Nt
h21 h22 . . . h2Nt
...
...
. . .
...
hNr1 hNr2 . . . hNrNt
 (2.3)
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図 2.1: Nt本の送信アンテナとNr本の受信アンテナを持つMIMOシステムモデル
と定義すると，受信信号ベクトルは以下の式で表される．
y = Hx+ z (2.4)
2.2 最尤検出
MIMOシステムにおける信号検出において最も性能が良い手法はMLDである．MLDでは全
送信信号系列候補の中から受信信号系列に対して最も尤度の高い系列を推定送信信号系列 xˆとし
て出力する．受信信号の分布はNr次元のガウス分布であり，以下の式で与えられる．
p(y|H, xˆ) = 1
2piNr |Σ| 12
exp
[
−1
2
(y −Hxˆ)TΣ−1(y −Hxˆ)
]
(2.5)
ここでΣは受信信号ベクトルの分散共分散行列であり，
Σ =E
[
[y −Hxˆ][y −Hxˆ]T] (2.6)
=

N0
2
0 0 0
0
N0
2
0 0
0 0
N0
2
0
0 0 0
N0
2

(2.7)
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で与えられる．(2.5)式は以下の比例関係が成り立つので，
p(y|H, xˆ) ∝exp
[
−1
2
(y −Hxˆ)TΣ−1(y −Hxˆ)
]
(2.8)
=exp
[
−|y −Hxˆ|
2
N0
]
(2.9)
となり，MLDでは |y−Hxˆ|2を最小化する xˆを出力することになる．しかしM 値変調信号を用
いる場合，送信信号系列候補はMNt 通り存在しており，送信アンテナ数と変調多値数の増加に伴
い要する演算量が指数的に増大するため現実的な手法ではない．
2.3 空間フィルタリング
空間フィルタリングとは，(2.4)式で与えられる受信信号ベクトル yに対して変形行列Gによ
る線形変換を施すことでMIMOシステムを SISO (Single Input Single Output）に分離して，以
下のように推定送信信号ベクトル xˆを出力する手法である．
xˆ = Gy (2.10)
以降では空間フィルタリング手法である，整合フィルタ (MF: Matched Filter）法，ZF (Zero
Forcing）法，最小平均二乗誤差（MMSE: Minimum Mean Square Error）法について述べる．
2.3.1 MF法
MF法で用いられる変形行列はG = HTで与えられる．(2.4)式に変形行列Gを乗算すること
で，以下のように推定送信信号ベクトルが得られる．
xˆ = Gy
= HTHx+Gz (2.11)
MFは所望信号と干渉成分との電力比を最大化するため低信号対雑音電力比（SNR: Signal to Noise
power Ratio）では良好な特性が得られる．
2.3.2 ZF法
ZF法で用いられる変形行列はチャネル行列Hの一般化逆行列G = (HTH)−1HTで与えられ，
推定送信信号ベクトルは次式で表される．
xˆ = Gy
=
(
HTH
)−1
HTHx+Gz
= x+Gz (2.12)
　このように，チャネル行列が単位行列に変形されるため，干渉成分を完全に打ち消すことがで
きる．しかし，変形行列の乗算により雑音が強調されるため，低 SNR領域においてはMF法よ
りも特性が悪くなる．
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2.3.3 MMSE法
MMSE法では，推定送信信号と実際の送信信号との平均 2乗誤差を最小にするような変形行列
を用い，その変形行列はG = (HTH+ σ2INr)−1HTとして与えられる．この変形行列は高 SNR
では
G = (HTH)−1HT (2.13)
と，ZF法の変形行列に近似でき，低 SNRでは
G =
1
σ2
HT (2.14)
として，MF法の変形行列の定数倍に近似できるため両者の特性を併せ持つ．さらにMMSE法で
は雑音分散を考慮するため，高 SNR領域，低 SNR領域どちらにおいてもMF法，ZF法よりも
良好な特性が得られるが，MF法，ZF法と違い受信機で雑音分散を知る必要がある．
2.3.4 数値例
図 2.2に空間フィルタリング各種のBER特性を示す．シミュレーションの諸元は表 2.1に示す．
表 2.1: 空間フィルタリング特性比較シミュレーション諸元
送受信アンテナ数 8, 32, 128
変調方式 BPSK
検出方式 MF, ZF, MMSE
　
　 ZF法，MF法に関してはアンテナ数を増やすことで特性が著しく劣化していることがわかる．
その理由として，MF法では干渉成分を取り除くことができないため，アンテナ数の増加に伴い
性能が劣化している．また，ZF法は干渉成分を取り除くことはできているが，雑音に変形行列が
かかることによる雑音強調の影響で性能が劣化している．一方MMSE法は雑音分散を考慮した
上で干渉成分を取り除く手法であるため，ZF法に見られるようなアンテナ数の増加による性能の
悪化は見られない．さらに，アンテナ数の増加に伴いチャネル行列Hのグラム行列HTHが対角
行列に近づくために SISOへの分離が簡単となり，MMSE法では送受信アンテナ数が多いほど良
好な特性が得られる．しかしMMSE法はO(N3t )の演算を要するため，大規模MIMOのような
送受信アンテナを数十から数百用いるような場合には実用的な手法ではない．
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図 2.2: 空間フィルタリング各種の BER特性
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第3章 確率伝播法に基づく復調
第 2章で説明したように，最尤検出に要する演算量は送信アンテナ数Ntと変調多値数M に対
しNMt であり，送信アンテナ数Ntと変調多値数M の増加に伴い，その演算量は莫大になる．一
方空間フィルタリングは，アンテナ数の増加に伴う性能劣化や，大規模MIMOにおける演算量の
問題がある．そこでアンテナ数を増やしても効率的に周辺事後確率を計算することができる確率
伝播アルゴリズムに基づく繰り返し復調法が注目されている．
MIMOシステムにおけるシンボル単位MAP (Maximum A posteriori）復調では，
xˆk = argmaxxkp(xk|y) (3.1)
となる推定信号候補 xˆkを出力することになる．ベイズの定理より
p(xˆk|y) = p(y|xˆk)p(xˆk)
p(y)
(3.2)
という関係が成り立ち，p(xˆk), p(y)がそれぞれ等確率であるときには
p(xˆk|y) ∝ p(y|xˆk) (3.3)
であるので，シンボル単位MAP復調は p(y|xˆk)を最大化する xˆkを求める問題とみなすことがで
きる．しかし p(y|xˆk)を求めるためには p(y|x)に対して
p(y|xˆk) =
∑
x\xk
p(y|x)p(x) (3.4)
という周辺化計算を行う必要がある．この周辺化計算にはMLDと同等の演算量を要するので実
際にこの手法で復調を行うことはできない．そこで，この周辺化計算を効率よく行うことができ
る確率伝播アルゴリズムについて説明していく．
3.1 確率伝播法
本節では [12]で述べられている，確率伝播アルゴリズムについて述べる．確率伝播アルゴリズ
ムは木構造を持つファクターグラフ上で表現された多変数関数
f(X) =f(x1, x2, · · · , xn) (3.5)
=f1(A1)f2(A2) · · · fm(Am) (3.6)
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図 3.1: 木構造を持つファクターグラフ
の周辺化関数
gi(xi) =
∑
X\xi
f(X) (3.7)
をファクターグラフ上で効率的に計算するアルゴリズムである．ただし，A1, A2, · · · , AmはXの
部分集合である．このファクターグラフにおいて求めたい周辺化関数を gr(xr)とした時，変数ノー
ド xr を頂点として一番下の変数ノードから順に以下で説明する計算を行うことで周辺化関数を
gr(xr)を求めることができる．まず変数ノード xkから関数ノード fiへ送るメッセージMxk,fi(xk)
は
Mxk,fi(xk) =
∏
a∈N(xk)\fi
Ma,xk(xk) (3.8)
として計算される．ただしN(xk)は変数ノード xkに接続されたノードの集合であり，Ma,xk(xk)
はノード aから xkに届いたメッセージを表す．また，xkが葉であれば
Mxk,fi(xk) = 1 (3.9)
となる．そして関数ノード fiから変数ノード xkへ送られるメッセージは
Mfi,xk(xk) =
∑
Ai\xk
fi(Ai)
∏
Ai\xk
Ma,fi(a) (3.10)
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として計算される．また，fiが葉であれば
Mfi,xk(xk) = fi(xk) (3.11)
となる．最後にルートノード xrで
Mxr(xr) =
∏
a∈N(xr)
Ma,xr(xr) = gr(xr) (3.12)
という計算をすることで周辺化関数 gr(xr)を得る．グラフにループが存在しない場合は上記の周
辺化計算を正しく行うことができるが，グラフにループが存在する場合には正しく周辺化計算を
行えないことが知られている．
3.1.1 確率伝播法に基づく繰り返し復調
図 3.2に式 (2.4)により定義されるMIMOシステムのファクターグラフ表現を示す．変数ノー
ドは送信信号 x = [x1, x2, . . . , xNt ]Tに対応し，観測ノードは受信信号 y = [y1, y2, . . . , yNr ]Tに対
応している．またBPSK変調であるので，各送信信号の取りうる候補点集合はX = {+1,−1}と
表される．このとき全送信信号系列は順序付き集合 XNt で与えられ， x ∈ XNt である．ここで
X bj は XNt の順序付きの部分集合を表し，その j番目の要素は b ∈ X である．
図 3.2: 通信路行列Hによって定義されるファクターグラフ．丸は変数ノードを意味し，Nt個の
送信信号に対応している．四角は観測ノードを意味し，Nr個の受信信号に対応している
BP法では，2種類のメッセージが変数ノードと観測ノードの間で繰り返し交換される．j番目
の変数ノードから i番目の観測ノードへのメッセージは事前値と呼ばれ，mj→i ≜ p(xj = +1)で
11
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表される．また，i番目の観測ノードから j番目の変数ノードへのメッセージは対数尤度比 (LLR:
Log Likelihood Ratio)と呼ばれ，
mi→j ≜ log
(
p(yi|xj = +1)
p(yi|xj = −1)
)
,
で与えられる．
j番目の変数ノードにおいて，mj→iは i番目の観測ノードを除く観測ノードからのメッセージ
を用いて，
mj→i =
exp(
∑
k\imk→j)
1 + exp(
∑
k\imk→j)
, (3.13)
と計算され，i番目の観測ノードでは，mi→j は
mi→j = log
(∑
xˆ∈X+1j p(xˆ)p(yi|xˆ)∑
xˆ∈X−1j p(xˆ)p(yi|xˆ)
)
(3.14)
で計算される．
BP法では，ダンピングと呼ばれる制振処理を行うことでメッセージの収束特性が向上するこ
とが知られている．本研究では LLRのみに対してメッセージダンピングを行い，ダンピング係数
を α，t回目の繰り返しにおけるメッセージをm(t)i→j とした時，以下の式でメッセージダンピング
が行われる．
m
(t)
i→j = (1− α)m(t)i→j + αm(t−1)i→j (3.15)
十分にメッセージ交換を繰り返した後，j 番目の送信信号の推定値 xˆj は以下のように与えら
れる．
xˆj = tanh
(∑
kmk→j
2
)
(3.16)
BP法はファクターグラフにループが存在しない場合には正確に周辺事後確率を計算すること
ができる．しかし，図 3.2から明らかなように，MIMOシステムのファクターグラフは全ノード
が互いに結合しているため，多数のショートループを含み，MLDの特性から大きく乖離してしま
う．そこで，ショートループの影響を緩和させるQR-BP法について次節で述べる．
3.1.2 QR分解付き確率伝播法
QR分解を通信路行列Hに適用することで，式 (2.4)は以下のように表すことができる．
y = QRx+ z (3.17)
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図 3.3: QR分解後の等価通信路行列Rによって定義されるファクターグラフ
ここでQはユニタリ行列，Rは上三角行列である． さらに式 (3.17)に対して左からQTを乗算
することで，受信信号を以下のように変換することができる．
y˜ = Rx+ z˜ (3.18)
ただし y˜ = QTy = [y˜1, y˜2, . . . , y˜2Nr ]T，z˜ = QTz = [z˜1, z˜2, . . . , z˜2Nr ]Tであり，zˆの各要素は互い
に統計的に独立なガウス変数であり，平均は 0，分散はN0/2である．式 (3.18)によって定義され
るファクターグラフを図 3.3に示す．QR-BP法に対応するグラフはBP法に比べてループが少な
くなっているものの，依然としてループを含む．ループの数はアンテナ数が増えるほど増加する
ため，QR-BP法も BP法と同様にMLDの特性からは乖離してしまう．
3.1.3 数値例
図 3.4と図 3.5に (Nt, Nr) = (4, 4)の時と (Nt, Nr) = (8, 8)の時の BP法と QR-BP法の BER
特性を比較した図を示す．なお図 3.5には LLRに対してメッセージダンピングを行なった結果も
合わせて示してある．
図 3.4ではBP法とQR-BP法は共にMLDに漸近する特性を示しているが，BP法のファクター
グラフの方がQR-BP法の方のファクターグラフに対して多くショートループ含むため，QR-BP
法の方が優れた特性を示している．しかしMLDとは若干の特性差があり，これはQR分解後の
通信路行列から得られたファクターグラフにもショートループが含まれているからである．
図 3.5ではBP法のBER特性はMLDと比較して大幅に劣化している．これはアンテナ数が増
えたことでファクターグラフ内のショートループが増加したからである．QR分解後のファクター
13
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図 3.4: (Nt, Nr) = (4, 4)の時の BP法とQR-BP法の BERの比較
グラフ内のショートループの数も同様に増加するため，QR-BP法の特性も高 SNR領域において
MLDの特性から乖離している．またBP法とQR-BP法共にダンピングによって若干の特性改善
が見られるが，ショートループによる性能劣化を抑えることはできていない．
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図 3.5: (Nt, Nr) = (8, 8)の時の BP法とQR-BP法の BERの比較
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BP法およびQR-BP法は，真の確率分布と試行関数としての確率分布とのカルバックライブラ
情報量の最小化問題とみなすことができ，真の確率分布は各変数ノードの確率へと因数分解可能
であると仮定している [3]．一方，一般化確率伝播（GBP: Generalized Belief Propagation）法で
はこの仮定を緩和し，複数の変数ノードを含んだ結合確率のまま計算を行うことで，ループのあ
るグラフに対する周辺分布の計算を可能としている．GBP法は，統計力学におけるクラスタ変分
法 [13]と本質的に同一であり，領域グラフ上の自由エネルギーの最小化を目指して繰り返し計算
を行うアルゴリズムである．このため GBP法の計算精度は構成された領域グラフの性質に依存
する [3]．
GBP法における領域グラフはファクターグラフ上のいくつかの変数ノードおよび観測ノードを
まとめ上げることで構築される．図 3.2に示したような全てのノードが互いに結合したファクター
グラフから構築された領域グラフ上では，GBP法の計算はMLDと一致するため同様に演算量の
増大が問題となる．
本章では提案手法である，通信路行列に QR分解を用いることで変形されたファクターグラ
フから構築される領域グラフ上で GBP法アルゴリズムを用いる，QR分解付き一般化確率伝播
(QR-GBP: QR-decomposed GBP)法 [7]について説明する．
4.1 QR分解付き一般化確率伝播法に基づく復調
以降ではQR分解後のファクターグラフから領域グラフを構築する方法について説明する．説
明の簡単のため，以降では (Nt, Nr) = (4, 4)を仮定する．このときQR分解後のファクターグラ
フは図 4.1(a)のように与えられる．
まず領域を以下のように定義する．領域とはファクターグラフ上のいくつかの変数ノードと観
測ノードからなる集合であり，ある領域が観測ノードを含む場合，隣接する全ての変数ノードも
同一領域に含まれる．図 4.1(a)のファクターグラフより与えられる領域グラフは図 4.1(b)のよう
になり，最上段の領域は，一つの観測ノードとそれに隣接する全ての変数ノードを含み，他の全
ての領域は自身の全ての親領域に共通する変数ノードを含む．以降ではある領域 vaから vdへの
有向パスがある場合 vaは vdの先祖と呼び，vdは vaの子孫と呼ぶ．
領域グラフはこの構築の仕方に従って任意の構造をとることが可能だが，GBP法が正しく周辺
分布を計算するためには，領域計数（counting number），エントロピーの最大化という２つの条
件を領域グラフが満たしている必要がある．これらの条件については次節で述べる．
本稿では最も一般的なGBP法アルゴリズムの 1つである parent-to-childアルゴリズム [3]を用
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(a)ファクターグラフ (b)有効な領域グラフ
図 4.1: (Nt, Nr) = (4, 4)の時のQR分解後のファクターグラフから構築された有効な領域グラフ
いる．このとき各領域Rは以下の式で与えられる主観確率 bR(xR)を持つ．
bR(xR) ∝p(y˜R|xR)
 ∏
P∈P(R)
mP→R(xR)
×
 ∏
D∈D(R)
∏
P ′∈P(D)\ε(R)
mP ′→D(xD)
 (4.1)
ここでmP→R(xR)は，領域 P から領域 Rへ渡されるメッセージである．また，P(R)は領域 R
の全ての親領域の集合であり，D(R)は領域Rの全ての子孫領域の集合であり，ε(R) ≡ R∪D(R)
は領域Rの全ての子孫領域と領域R自身の集合を表す．主観確率は真の周辺確率と同様に以下の
条件を満たしている必要がある． ∑
xR
bR(xR) = 1 (4.2)
bR(xR) =
∑
xP \xR
bP (xP ) (4.3)
式 (4.3)に式 (4.1)を代入することで，t回目の繰り返しにおけるメッセージは，以下の更新式
によって与えられる．
m
(t)
P→R(xR) :=
∑
xP \xR
p(y˜P |xP )
∏
(I,J)∈N(P,R)mI→J(xJ)∏
(I,J)∈D(P,R)mI→J(xJ)
(4.4)
ここでN(P,R)は，すべての枝で接続された領域ペア (I, J)のうち，ε(P )に含まれるが ε(R)には
含まれない領域 J と，ε(P )に含まれない領域 Iの組み合わせ (I, J)を意味し，D(P,R)は，すべ
17
第 4 章 提案手法
ての枝で接続された領域ペア (I, J)のうち，ε(R)に含まれる領域 J と，D(P )に含まれるが ε(R)
には含まれない領域 J の組み合わせ (I, J)を意味する．
領域グラフが木構造である場合，GBP法の収束点は真の周辺分布と一致する．一方領域グラフ
がループを持つ場合には近似計算となり復調特性が劣化する．BP法と同様にGBP法においても
メッセージダンピングを行うことが推奨される [3]．ダンピング係数が αで与えられるとき，メッ
セージダンピングは以下の式で与えられる．
mP→R(xR) = (α− 1)m(t)P→R(xR) + αm(t−1)P→R(xR) (4.5)
十分なメッセージ更新後，各変数について最小の領域における主観確率を周辺化することで，以
下のように各変数の周辺事後確率が計算される．
p(x1|y) = 1
Z1
∑
x2,x3,x4
bA(x1, x2, x3, x4) (4.6)
p(x2|y) = 1
Z2
∑
x3,x4
bE(x2, x3, x4) (4.7)
p(x3|y) = 1
Z3
∑
x4
bH(x3, x4) (4.8)
p(x4|y) = 1
Z4
bJ(x4) (4.9)
この時，Z1, Z2, Z3, Z4はそれぞれ，主観確率を結合確率へ正規化する際の正規化定数である．
4.1.1 領域グラフが満たすべき条件
本節では，正しく周辺事後確率を計算するために領域グラフが満たさなければならない条件で
ある，領域計数とエントロピーの最大化について述べる．
領域グラフ上には同じ変数複数存在しており，その重複を考慮してメッセージ更新を行うため
に必要な条件が領域計数の条件である．まず，全ての領域 vに対して領域計数 cv を
cv = 1−
∑
R∈A(v)
cR (4.10)
と定義する．A(v)は領域 vの全ての先祖領域の集合を意味する．領域グラフ上の全領域の領域計
数の総和が， ∑
R
cR = 1 (4.11)
を満たす必要がある．この領域計数の条件を満たしていれば領域グラフ上での変数の重複を考慮
して復調を行うことが可能である．
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また，領域グラフ上の各領域RにおいてエントロピーH(bR)は以下のように計算される．
H(bR) = −
∑
xR
bR(xR) ln bR(xR) (4.12)
ここで，xRは領域Rに含まれる送信信号系列である．この時領域グラフ全体のエントロピーHRG
は以下の式で与えられる．
HRG =
∑
R
cRH(bR) (4.13)
この領域グラフ全体のエントロピーが xが一様分布に従う時に最大化されていなければいけない
というのがエントロピー最大化の条件である．
これらの条件を満たした領域グラフは有効な領域グラフと呼ばれ，GBP法アルゴリズムによっ
て正しく周辺事後確率を計算することができる．
図 4.1(b)に示した領域グラフの領域計数は∑
R
cR = cA + cB + cC + cD + cE + cF + cG＋ cH＋ cI + cJ
= 1 + 1 + 1 + 1 + (−1) + (−2) + (−3) + 1 + 3 + (−1)
= 1 (4.14)
と計算され，領域計数の条件を満たしていることが確認できる．
また，図 4.1(b)の領域グラフ全体のエントロピーHRGは以下のように計算される．
HRG =H(bA) +H(bB) +H(bC) +H(bD)
−H(bE)− 2H(bF )− 3H(bG) +H(bH) + 3H(bI)−H(bJ) (4.15)
xが一様分布に従う時，
H(bB) = H(bE) (4.16)
H(bC) = H(bF ) = H(bH) (4.17)
H(bD) = H(bG) = H(bI) = H(bJ) (4.18)
となるため (4.19)式は，
HRG =H(bA) (4.19)
となり，H(bA)は x = xAが一様分布に従うとき明らかに最大化されるため，図 4.1(b)の領域グ
ラフはエントロピー最大化の条件も満たすことが確認できた．よって以降では図 4.1(b)の領域グ
ラフを有効な領域グラフと呼ぶ．
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4.1.2 打ち切り領域グラフ
ここで，領域計数及びエントロピー最大化の条件を満たさない領域グラフの一例として図 4.2
に示す打ち切り領域グラフについて説明する．
打ち切り領域グラフにおいて，各領域R′の領域計数の総和は以下のように与えられ，∑
R′
cR′ = cA′ + cB′ + cC′ + cD′ + cE′ + cF ′ + cG′ = −2 (4.20)
領域計数の条件を満たさないことがわかる．このとき領域グラフ内の変数の重複が考慮されない
ため，正しく復調が行われない．
打ち切り領域グラフ全体のエントロピーは以下の式で与えられ，
H ′RG =H(b
′
A) +H(b
′
B) +H(b
′
C) +H(b
′
D)−H(b′E)− 2H(b′F )− 3H(b′G) (4.21)
xが一様分布に従う時，(5.28)，(5.29)，(5.30)式より
H ′RG =H(b
′
A)−H(b′C)− 2H(b′D) (4.22)
と計算され，必ずしも最大化されないことがわかる．
図 4.3に，図 4.1(b)と図 4.2それぞれの領域グラフにおいて，xRの分布に試行毎に偏りを持っ
た分布を与えた時の領域グラフ全体のエントロピーと，一様分布とした時の領域グラフ全体のエ
ントロピーを比較を示す．図 4.3からわかるように，打ち切り領域グラフにおいては与えられた
分布によって，領域グラフ全体のエントロピーが最大化されないことがある．そのため，図 4.3の
領域グラフは有効な領域グラフではないことがわかる．
図 4.2: (Nt, Nr) = (4, 4)の時の QR分解後のファクターグラフから構築された打ち切り領域グ
ラフ
4.1.3 対数領域QR分解付き確率的一般化確率伝播法
式 (4.4)で与えられるメッセージ更新式では，更新に用いる全てのメッセージを乗算することに
なる．このため繰り返し更新を行った際に数値的に不安定となることが予想され，実用上問題と
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図 4.3: 一様分布時の領域グラフ全体のエントロピーと一様分布ではない時の領域グラフ全体のエ
ントロピーの比較
なる．そこで，数値計算上の安定化を実現する対数領域QR-GBP法を提案する．まず式 (4.4)に
対して，両辺対数をとり，以下の式を得る．
log
[
m
(t)
P→R(xR)
]
:= log
 ∑
xP \xR
p(y˜P |xP )
∏
(I,J)∈N(P,R)mI→J(xJ)∏
(I,J)∈D(P,R)mI→J(xJ)
 (4.23)
このとき，右辺の周辺化計算では，対数領域から確率領域に戻して計算処理を行わなければなら
ず，計算の不安定性を招く．そこで，以下の式で与えられるヤコビアン対数 (Jacobian Logarithm)
を用いる．
log(eδ1 + eδ2) = max{δ1, δ2}+ log{1 + e−|δ1−δ2|} (4.24)
これを再帰的に用いることで，以下のように対数領域のまま計算することが可能である．
log(eδ1 + · · ·+ eδn) = log(∆ + eδn)
=max{δ, δn}+ log{1 + e−|δ−δn|} (4.25)
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ただし∆ = eδ1 + · · ·+ eδn−1 = eδ である，
4.2 数値例
ここで，QR-GBP法のBER特性をコンピュータシミュレーションにより評価する．図 4.4，4.5
に従来手法であるMMSE法，BP法，QR-BP法，MLDおよび提案手法である QR-GBP法の
BER特性を示す．送受信アンテナ数はそれぞれ 4本と 8本であり，繰り返し回数はそれぞれ 5回，
8回である．図 4.4より，BP法，QR-BP法，QR-GBP法は全てMLDに近い特性が得られてい
ることが確認できる．これはファクターグラフの規模が極端に小さいために，ショートループの
影響が大きく現れなかったからである．
一方送受信アンテナ数を 8本にした場合は，図 4.5から分かるように，BP法は高い領域でエ
ラーフロアを引いている．QR-BP法は高 SNR領域において性能が劣化しMLDとの乖離が見ら
れる．一方QR-GBP法は，MLDに漸近する性能が得られていることが確認できる．このことか
ら，GBP法によりファクターグラフにショートループが存在する場合にも正しく事後確率が計算
できることが確認できた．
また，打ち切り領域グラフを用いた QR-GBP法の結果に着目すると，領域計数の条件とエン
トロピー最大化の条件を満たしていないため，QR-GBP法との間に特性差が生じている．しかし
図 4.4ではQR-BP法より優れた特性を示しており，図 4.5ではQR-BP法がショートループの影
響で高 SNR領域においてMLDの性能から乖離していくのに対して，一GBP法を用いたことで
ショートループによる特性劣化を抑えることができていることがわかる．このことから GBP法
がファクターグラフ上にショートループが存在していても正確に復調を行うことが可能な手法で
あると言える．
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図 4.4: (Nt, Nr) = (4, 4)の時の BP法，QR-BP法，QR-GBP法の BER特性
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図 4.5: (Nt, Nr) = (8, 8)の時の BP法，QR-BP法，QR-GBP法の BER特性
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本章では，提案手法であるQR-GBP法の演算量低減手法として，QR分解付き確率的一般化確
率伝播（QR-SGBP: QR-Stochastic GBP）法，SMR (Smart Message Reduction）付きQR-GBP
法，エッジ削減QR-GBP (ER-QR-GBP: Edge Reduced QR-GBP）法について述べ，演算量と
BER特性の評価を行う．QR-SGBP法は，メッセージ更新に要する周辺化計算をモンテカルロ積
分に置き換えることで演算量を低減する手法，SMR付きQR-GBP法は，QR分解後の領域グラ
フの構造を利用して，メッセージ更新に用いるメッセージの数を効率的に削減する手法，そして
ER-QR-GBP法は，グラフ構造を変化させることでQR-GBP法のメッセージ更新時の周辺化演
算量を大幅に低減する手法である．
これらの提案手法について計算機シミュレーションから演算量を低減しつつMLDに漸近する
性能が得られることを示す．
5.1 QR分解付き確率的一般化確率伝播法
式 (4.4)の右辺で与えられるメッセージ更新式に用いられる全てのメッセージを
M(xTPR) =
∏
(I,J)∈N(P,R)mI→J(xJ)∏
(I,J)∈D(P,R)mI→J(xJ)
(5.1)
とおく．xTPR は式 (5.1)の右辺に現れる全ての変数を意味する．このとき，最大領域からその子
領域へのメッセージ更新の際のみ，各最大領域が含む観測ノードの尤度が用いられる，しかし式
(4.4)における xP と (5.1)式における xTPR は必ずしも等しくなく，x(P\R)∩TPR ⊂ x(P\R)∩P とい
う関係になることがある．そこで，x(P\R)∩TPR と x(P\R)\TPR に関する周辺化計算を分離するこ
とで，以下のように (4.4)式を書き換えることができる．
mP→R(xR) :=
∑
xP\R
p(y˜P |xP )M(xTPR)
=
∑
x(P\R)\TPR
∑
x(P\R)∩TPR
p(y˜P |xP )M(xTPR)
=
∑
x(P\R)∩TPR
M(xTPR)
∑
x(P\R)\TPR
∑
x(P\R)∩TPR
p(y˜P |xP ) M(xTPR)∑
x(P\R)∩TPR
M(xTPR)
= kPR(xTPR\(P\R))
∑
x(P\R)\TPR
∑
x(P\R)∩TPR
p(y˜P |xP )Q(xTPR∩(P\R)|xTPR\(P\R)) (5.2)
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ここで，kPR(xTPR\(P\R))は
kPR(xTPR\(P\R)) =
∑
x(P\R)∩TPR
M(xTPR∩(P\R),xTPR\(P\R)) (5.3)
として与えられ，
Q(xTPR∩(P\R)|xTPR\(P\R)) =
M(xTPR∩(P\R),xTPR\(P\R))∑
x(P\R)∩TPR
M(xTPR∩(P\R),xTPR\(P\R))
(5.4)
は条件付きの確率分布とみなすことができる．このとき，尤度 p(y˜P |xP )の x(P\R)∩TPR に関する
周辺化計算をモンテカルロ積分に置き換え，
mP→R(xR) =kPR(xTPR\(P\R))×
∑
x(P\R)\TPR
E[x(P\P )∩TPR∼Q]
[p(y˜P |xP )] (5.5)
のようにメッセージ更新式を変形することができる．上式のメッセージ更新を用いることで，明
らかに式 (4.4)における乗算を削減することができる．
例えば図 4.1(b)の領域Aから領域 Fへのメッセージ更新は，以下のように計算される．
mA→F (x3, x4) =
∑
x1,x2
p(y˜1|x1, x2, x3, x4)Mˆ(x2, x3, x4)
=
∑
x1
∑
x2
p(y˜1|x1, x2, x3, x4)Mˆ(x2, x3, x4)
=
∑
x2
Mˆ(x2, x3, x4)
∑
x1
∑
x2
p(y˜1|x1, x2, x3, x4) Mˆ(x2, x3, x4)∑
x2
Mˆ(x2, x3, x4)
=kAF (x3, x4)
∑
x1
∑
x2
p(y˜1|x1, x2, x3, x4)Q(x2|x3, x4)
=kAF (x3, x4)
∑
x1
E[x2∼Q] [p(y˜1|x1, x2, x3, x4)] (5.6)
ただし，
Mˆ(x2, x3, x4) =
mB→E(x2, x3, x4)mB→G(x4)mC→G(x4)mD→G(x4)
mE→H(x3, x4)mE→I(x4)mG→I(x4)
(5.7)
kAF (x3, x4) =
∑
x2
Mˆ(x2, x3, x4) (5.8)
Q(x2|x3, x4) = Mˆ(x2, x3, x4)∑
x2
Mˆ(x2, x3, x4)
(5.9)
である．
そして (5.5)式に基づいた十分なメッセージ更新の後，(5.23) (5.20)式に従って各変数について
最小の領域における主観確率を周辺化することで，以下のように各変数の周辺事後確率が計算さ
れる．
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5.1.1 演算量の比較
図 5.1は (Nt, Nr) = (4, 4), (8, 8)とし，モンテカルロ積分の回数M をM = 15とした時の変調
多値数に対するQR-GBP法とQR-SGBP法の，繰り返し一回における全メッセージ更新に要す
る乗算回数を比較したものである．図より変調多値数が大きいときにはQR-SGBP法による演算
量削減効果が大きいが変調多値数が小さい時には演算量の削減が見込めないことがわかる．
図 5.1: (Nt, Nr) = (2, 2), (4, 4)とした時の，SGBP法とGBP法の乗算回数の比較
5.1.2 数値例
図 5.2は送受信アンテナ数を (Nt, Nr) = (4, 4)とし，QR-SGBP法のモンテカルロ積分の回数
Mを変化させた時のBERと，QR-GBP法とMLDのBER特性を比較したものである．QR-GBP
法とQR-SGBP法ともに，繰り返し回数は 5回，ダンピング係数は α = 0.7とし，いずれも対数
領域演算を行った．図より，QR-SGBP法の特性はモンテカルロ積分の回数を増やすにつれて向
上し，モンテカルロ積分の回数を 15回とした時には QR-GBP法とMLDにその BER特性が漸
近していることが確認できる．
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図 5.2: (Nt, Nr) = (2, 2)とした時の，SGBP法，GBP法，MLDの BER特性
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5.2 SMR付きQR-GBP法
本章ではQR-GBP法の演算量低減のための SMRについて説明する．SMRはQR分解後の領
域グラフの構造を利用することで更新に用いるメッセージの数を削減する手法である．(4.4)式の
右辺に表れる全てのメッセージと変数を
M(xPR) =
∏
(I,J)∈N(P,R)mI→J(xJ)∏
(I,J)∈D(P,R)mI→J(xJ)
(5.10)
とした時，QR-GBP法のメッセージ更新式は以下のように書き表される．
m
(t)
P→R(xR) :=
∑
xP \xR
p(y˜P |xP )M(xPR) (5.11)
Max-log近似を (5.11)式に適用すると以下のようになり，
log[m
(t)
P→R(xR)] = max
xP \xR
[
log[p(y˜P |xP )M(xPR)]
]
(5.12)
メッセージ更新式は (5.12)式の右辺を最大にするようなメッセージの組み合わせを見つける問
題とすることができる．
次に，演算量低減のために (5.12)式の右辺に現れるメッセージの組み合わせの中から用いる
メッセージの数を効率的に削減する方法について述べる．(5.11)式の右辺に表れるメッセージは，
各メッセージが持つ変数ごとに分離され，n 番目に多くの変数を持つメッセージとその変数を
M (n)
(
x
(n)
PR
)
，x(n)PRとすれば (5.11)式は
m
(t)
P→R(xR) :=
∑
xP \xR
p(y˜P |xP )
N∏
n=1
M (n)
(
x
(n)
PR
)
(5.13)
と書き換えることができる．QR分解に由来する領域グラフの構造により，p = qであれば x(p)PR =
x
(q)
PRとなる．さらに，ある領域に着目した時，自身より多くの変数を含む領域は，自身が持つ変数
を全て持ち，i < jであれば x(i)PR ⊃ x(j)PRという関係が成り立つ．したがって x(j)PR\x(i)PRは自身より
大きい領域のみに含まれる．そこで SMRでは，x(j)PR\x(i)PRを含むメッセージであるM (j)
(
x
(j)
PR
)
に関して，値の大きいもののみを用いることでメッセージの数を削減し演算量の低減を図る．し
かし，除外されたメッセージによりMax-logの判定が変化してしまい，正しい解が選ばれない可
能性がある．そこで，除外されたメッセージに関しては補正項 γに置き換えることで，正しい解
の見逃しを防ぐ．
SMRの適用について図 4.1(b)の領域 B から領域 GへのメッセージmB→G(x4)の更新につい
て説明する．mB→G(x4)の更新式は
m
(t)
B→G(x4) :=
∑
x2,x3
p(y˜2|x2, x3, x4)mA→E(x2, x3, x4)mA→F (x3, x4)mC→F (x3, x4)
mE→I(x4)mF→I(x4)mH→J(x4)
=
∑
x2,x3
p(y˜2|x2, x3, x4)M (1)(x(1)BG)M (2)(x(2)BG)M (3)(x(3)BG) (5.14)
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と書き表すことができ，この時
M (1)(x
(1)
BG) = mA→E(x2, x3, x4) (5.15)
M (2)(x
(2)
BG) = mA→F (x3, x4)mC→F (x3, x4) (5.16)
M (3)(x
(3)
BG) = {mE→I(x4)mF→I(x4)mH→J(x4)}−1 (5.17)
である．QR-GBP法の更新式通りに (5.14)式を展開すると以下のようになる．
m
(t)
B→G(x4)
=p(y˜2|x2 = 1, x3 = 1, x4)M (1)(x2 = 1, x3 = 1, x4)M (2)(x3 = 1, x4)M (3)(x4)
+p(y˜2|x2 = 1, x3 = −1, x4)M (1)(x2 = 1, x3 = −1, x4)M (2)(x3 = −1, x4)M (3)(x4)
+p(y˜2|x2 = −1, x3 = 1, x4)M (1)(x2 = −1, x3 = 1, x4)M (2)(x3 = 1, x4)M (3)(x4)
+p(y˜2|x2 = −1, x3 = −1, x4)M (1)(x2 = −1, x3 = −1, x4)M (2)(x3 = −1, x4)M (3)(x4) (5.18)
SMRによって用いるメッセージを半分に制限する場合，M(x(1)BG)の候補は 2つ，M(x(2)BG)の
候補は 1つに減らすことができる．例としてM(x(1)BG)の候補がM (1)(x2 = 1, x3 = −1, x4)と
M (1)(x2 = −1, x3 = −1, x4)に，M(x(2)BG)の候補がM (2)(x3 = 1, x4)に絞られた場合を考えると，
メッセージ更新式は以下のように変形される．
m
(t)
B→G(x4) = γ p(y˜2|x2 = 1, x3 = 1, x4)M (2)(x3 = 1, x4)M (3)(x4)
+ 2γ p(y˜2|x2 = 1, x3 = −1, x4)M (1)(x2 = 1, x3 = −1, x4)M (3)(x4)
+ γ p(y˜2|x2 = −1, x3 = 1, x4)M (2)(x3 = 1, x4)M (3)(x4)
+ 2γ p(y˜2|x2 = −1, x3 = −1, x4)M (1)(x2 = −1, x3 = −1, x4)M (3)(x4) (5.19)
ここで γ は前述した補正項であり，γ の係数は除外されたメッセージの数に対応している．γ の
値は SMRによって更新に用いられることになったメッセージより大きくならないように，用い
られるメッセージの中で最小のものよりも小さな値にする必要がある．そして (5.19)式に対数領
域でMax-log近似を適用することでメッセージ更新を行う．SMRによって低減される演算量は，
用いるメッセージの数をいくつに制限するかに依存している．
そして十分なメッセージ更新の後，(5.23)～(5.20)式に従って各変数について最小の領域におけ
る主観確率を周辺化することで，以下のように各変数の周辺事後確率が計算される．
5.2.1 数値例
ここで計算機シミュレーションによって SMR付きQR-GBP法のBER特性を評価する．図 5.3
と図 5.4はそれぞれ，送受信アンテナ数がそれぞれ 4本と 8本の時のBP法，QR-BP法，QR-GBP
法，SMR付きQR-GBP法およびMLDのBER特性を示す．SMRでは更新に用いられるメッセー
ジの数がQR-GBP法に対して半分になるように制限し，補正項 γは用いられるメッセージの中で
最小のものの半分の値とした．繰り返し回数はそれぞれ 5回と 9回であり，ダンピング係数は 0.7
である．図 5.4には SMRによる性能劣化を確認するために，Max-log近似を適用したQR-GBP
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法の結果も示す．また，SMR適用時にMax-log近似の正しい解が選択されているかを確認する
ために，図 5.5，図 5.6に，QR-GBP法と SMR付きQRーGBP法それぞれの各繰り返しにおい
て，Max-log近似で正しい解が選択する確率を示す．
図から，(Nt, Nr) = (4, 4)の時には SMR付きQR-GBP法は高 SNR領域においてMLDに漸近
する性能を示すことがわかる．しかし (Nt, Nr) = (8, 8)においてはQR-GBP法，MLDとの間に
大きな特性差があることがわかる．
QR-GBP法のメッセージ更新では全てのメッセージが更新に用いられていたが，SMRは演算
量を低減するために用いるメッセージの数を制限し，それによるメッセージ計算の誤りを補正項
によって補償する．(Nt, Nr) = (4, 4)の時には補正項により十分な補償がされたためMLDに漸近
する性能が得られた．しかし (Nt, Nr) = (8, 8)の時には SMRによって削られるメッセージが多
いために，補正項による補償が十分ではなくMax-log近似の正しい解を見つけ出すことができず
に性能が劣化した．図 5.5,図 5.6に示すように，(Nt, Nr) = (4, 4)の時には十分な繰り返しの後
にもMax-log近似の正しい解が選択されているが，(Nt, Nr) = (8, 8)の時には繰り返しが増える
ごとに正しい解が選択されなくなっている．これは SMRによる見逃しによってメッセージが誤っ
て更新され，局所解へと収束してしまっていることを示す．
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図 5.3: (Nt, Nr) = (4, 4)の時の BP法, QR-GBP法, SMR付きQR-GBP法，MLDの BER特性
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図 5.4: (Nt, Nr) = (8, 8)の時の BP法, QR-GBP法, SMR付きQR-GBP法，MLDの BER特性
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図 5.5: (Nt, Nr) = (4, 4)の時の繰り返し毎のMax-log近似の正しい解が選択される確率
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図 5.6: (Nt, Nr) = (4, 4)の時の繰り返し毎のMax-log近似の正しい解が選択される確率
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5.3 エッジ削減QR-GBP法
本節では，提案手法であるER-QR-GBP法について説明する．前節で述べたように，QR-GBP
法のメッセージ更新式内には周辺化計算を含むためアンテナ数と変調多値数の増加に伴い復調に
要する演算量が指数的に増加する．QR-SGBP法では周辺化計算をモンテカルロ積分に置き換え
ることで演算領の低減を図ったが，変調多値数が小さい場合には演算量の大きな低減は見込めな
いという問題があった．また，SMR付きQR-GBP法は，アンテナ数の増加に伴ってMax-log近
似の正しい解を見つけ出す確率が下がり性能が劣化した．
本研究の提案手法であるER-QR-GBP法では，グラフの構造を変換することで演算量の低減を
図る．図 5.7に示す領域グラフが ER-QR-GBP法で用いる領域グラフである．この領域グラフは
図 4.2に示した領域グラフから周辺化計算の演算量が高いメッセージに対応するエッジを取り除く
ことで得られる．図 5.7に残っているエッジに対応するメッセージの半分は周辺化される変数が最
大で１つのみであり，残りの半分は周辺化計算の必要ないメッセージである．そのためQR-GBP
法と比べて大幅に演算量を低減することが可能であり，QR-SGBP法とは異なり変調多値数にか
かわらず演算量の低減が可能である．さらに，変調多値数と送受信アンテナ数によっては，繰り
返し一回ごとに用いられるメッセージの数が QR-BP法よりも少ないため QR-BP法よりも低演
算量で復調が可能である．
図 5.7の領域グラフ上で (4.4)式に基づいた十分なメッセージ更新の後，以下の式に従ってまず
x4の周辺事後確率が計算される．
p(x4|y) = 1
Z4
bD(x4) (5.20)
これによって x4を硬判定する．判定の結果をX4とすると，x3の周辺事後確率は
p(x3|y) = 1
Z3
bC(x3, x4 = X4) (5.21)
(5.22)
で与えられる．同様にして x1と x2の周辺事後確率は以下の式で与えられる．
p(x1|y) = 1
Z1
bA(x1, x2 = X2, x3 = X3, x4 = X4) (5.23)
p(x2|y) = 1
Z2
bB(x2, x3 = X3, x4 = X4) (5.24)
(5.25)
ここで Z はビリーフを結合確率へ正規化するための正規化定数である．
以降では，図 5.7の領域グラフが領域計数とエントロピー最大化の条件を満たしているかどう
かの確認と，ER-QR-GBP法の演算量の評価を行う．
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図 5.7: 打ち切り領域グラフから周辺化項が 2つ以上のメッセージを取り除いた有効な領域グラフ
5.3.1 領域グラフが満たすべき条件
図 5.7の領域グラフの，各領域の領域計数の総和は∑
R
cR = cA + cB + cC + cD + cE + cF + cG
= 1 + 1 + 1 + 1 + (−1) + (−1) + (−1)
= 1 (5.26)
と計算され，領域計数の条件を満たしていることが確認できた．
また，図 5.7の領域グラフ全体のエントロピーHRGは以下のように計算される．
HRG =H(bA) +H(bB) +H(bC) +H(bD)−H(bE)−H(bF )−H(bG) (5.27)
xが一様分布に従う時，
H(bB) = H(bE) (5.28)
H(bC) = H(bF ) (5.29)
H(bD) = H(bG) (5.30)
となるため (5.27)式は，
HRG =H(bA) (5.31)
となり，図 4.1(b)の領域グラフ同様に，H(bA)は x = xAが一様分布に従う時明らかに最大化さ
れるため，図 5.7の領域グラフはエントロピー最大化の条件も満たすことが確認できた．よって，
領域計数の条件とエントロピー最大化の条件を満たすため図 5.7の領域グラフは有効な領域グラ
フである．4.1.2節と同様に，図 5.8に xRの分布に試行毎に偏りを持った分布を与えた時の領域
グラフ全体のエントロピーと，一様分布とした時の領域グラフ全体のエントロピーを比較を示し
た．図 5.8からも確認できるように，領域グラフ全体のエントロピーは一様分布の時に最大化さ
れている.
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図 5.8: ER-QR-GBP法の領域グラフ全体のエントロピー
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5.3.2 演算量の比較
本節では BP法，QR-BP法，ER-QR-GBP法の演算量を比較する．本節における演算量の定
義は，一回の繰り返しにおいてメッセージ更新時に計算が必要となる周辺化項の総数，とする．
BP法において，演算量評価の対象である周辺化計算を含むのは観測ノードから変数ノードへ
のメッセージであり，(3.14)式で以下のように与えられた．
mi→j = log
(∑
xˆ∈X+1j p(xˆ)p(yi|xˆ)∑
xˆ∈X−1j p(xˆ)p(yi|xˆ)
)
(3.14)
この時 xˆは Nt − 1個の変数からなるベクトルなので，分母と分子の周辺化項の合計は，変調多
値数をM として 2MNt−1 で与えられる．BP法では一回の繰り返しで同様のメッセージ伝播が
Nt ×Nr回行われるため，以下の式によって BP法の演算量 CBP を定義する．
CBP = 2NtNrMNt−1 (5.32)
次にQR-BP法の演算量を定義する．QR-BP法のメッセージ更新において，i番目の観測ノード
で周辺化される変数の数はNt − i個であるため，分母分子の周辺化項の合計は 2MNt−iで与えら
れる．各観測ノードにおいて同じ周辺化項数を持つメッセージがNt − i+ 1個存在するため，各
観測ノードにおける周辺化項数は 2(Nt − i+ 1)MNt−iで与えられる．よって，全観測ノードの総
和を取ることで，QR-BP法の演算量 CQRを
CQR =
Nr∑
i=1
2(Nt − i+ 1)MNt−i (5.33)
と定義する．
次にQR-GBP法の演算量を定義するにあたって，メッセージを領域グラフの段数 sごとに分割
する．図 4.1(b)の領域グラフを例に説明すると，領域A,B,C,Dから領域E,F ,Gへのメッセージ
は 1段目のメッセージ，領域 E,F ,Gから領域H,I へのメッセージは 2段目のメッセージ，領域
H,I から領域 J へのメッセージは 3段目のメッセージである．子領域が左から c = 1, · · · , Nr − s
番目まで存在しており，それらの親領域は p = 1, · · · , c + 1番目まで存在している．この時ある
メッセージの更新時に必要となる周辺化項数はM c−p+1MNt−s−c+1 =MNt−s−p+2で与えられる．
よってQR-GBP法の演算量 CQRGBP は以下の式で与えられる．
CQRGBP =
Nt−1∑
s=1
c+1∑
p=1
MNt−s−p+2 (5.34)
最後にER-QR-GBP法の演算量を定義する．ER-QR-GBP法の領域グラフにおいて周辺化計算
の必要なメッセージは，任意の親領域Lから，1つのみ存在するLより変数の少ない子領域Sへの
メッセージmL→S(xS)である．図 5.7の領域グラフを例に挙げると，周辺化計算の必要なメッセー
ジはmA→E(x2, x3, x4)，mB→F (x3, x4)，mC→G(x4)の 3つである．xSが含む変数の数をKSとし
た時，mL→S(xS)が取り得るパターン数はMKSで与えられる．ER-QR-GBP法ではmL→S(xS)の
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全パターンの更新につき 1変数の周辺化を行うので，mL→S(xS)の更新にはM ×MKS =MKS+1
の周辺化項を要することになる．ER-QR-GBP法のの領域グラフの特徴として周辺化の必要なメッ
セージmL→S(xS)の数は Nt − 1個であり，それぞれに対してKS = 1, · · · , Nt − 1であるため，
ER-QR-GBP法の演算量 CERを以下のように定義する．
CER =
Nt−1∑
KS=1
MKS+1 (5.35)
図 5.9，図 5.10，図 5.11，図 5.12に，送受信アンテナ数および変調多値数を変化させた時の演算
量の評価結果を示す．
図 5.9はM = 2(BPSK)とした時に送受信アンテナ数を変化させた時の演算量である．図 5.9
からわかるように，BP法およびQR-BP法と比較して提案手法である ER-QR-GBP法の方が一
回の繰り返しに要する演算量が低いことがわかる．
図 5.9: M = 2とした時の送受信アンテナ数に対する演算量
図 5.10，図 5.11はそれぞれ送受信アンテナ数を 4本と 8本とし，変調多値数を変化させた時の
演算量である．どちらの図においても，変調多値数が増加するに従ってER-QR-GBP法の演算量
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図 5.10: (Nt, Nr) = (4, 4)とした時の変調多値数に対する演算量
がBP法とQR-BP法を上回っている．これは (5.32)式，(5.33)式において変調多値数M のべき
数が最大でNt − 1であるのに対して，(5.35)式では最大でNtであることに由来している．
図 5.12は，M = 16として送受信アンテナ数を変化させた時の演算量である．図 5.10から，送
受信アンテナ数が 4本の時に変調多値数がM = 16だと，ER-QR-GBP法の演算量はQR-BP法
の演算量を上回ることがわかる．しかし，送受信アンテナ数を 8本とした時に演算量はほぼ同等
となり，9本以上にした時には ER-QR-GBP法の演算量はQR-BP法より低くなっている．
以上のことから，提案手法である ER-QR-GBP法は，送受信アンテナおよび変調多値数によっ
ては BP法およびQR-BP法を下回る演算量を達成可能な手法であることがわかる．
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図 5.11: (Nt, Nr) = (8, 8)とした時の変調多値数に対する演算量
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図 5.12: M = 16とした時の送受信アンテナ数に対する演算量
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5.3.3 数値例
最後に計算機シミュレーションによってER-QR-GBP法のBER特性および演算量を評価する．
図 5.13と図 5.14にそれぞれ (Nt, Nr) = (4, 4)，(Nt, Nr) = (8, 8)とした時の，BP法，QR-BP法，
QR-GBP法，ER-QR-GBP法，MLDの BER特性を示す．BP法，QR-BP法の繰り返し回数は
それぞれ 10回と 15回であり，ダンピング係数はそれぞれ 0.7と 0.8とした．QRGBP法，ER-
QR-GBP法の繰り返し回数は，(Nt, Nr) = (4, 4)の時はそれぞれ 5回と 3回，(Nt, Nr) = (8, 8)
の時はそれぞれ 9回と 7回とし，ダンピング係数は全ての場合において 0.7とした．
図 5.13，図 5.14，図 5.9から分かるように，提案手法である ER-QR-GBP法は，QR-BP法よ
り少ない演算量でQR-BP法と同様にMLDに漸近する性能を示している．
さらに図 5.14から分かるように，ER-QR-GBP法のBER特性は，ER-QR-GBP法と同様に有
効な領域グラフを用いているQR-GBP法のBER特性よりも優れている．これは，領域グラフか
ら複数のエッジを取り除いたことで領域グラフ上のループ構造がなくなり，正確に周辺事後確率
が計算されたことが原因であると考えられる．
図 5.13: (Nt, Nr) = (4, 4)の時のBP法, QR-BP法, QR-GBP法，ER-QR-GBP法，MLDのBER
特性
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図 5.14: (Nt, Nr) = (8, 8)の時のBP法, QR-BP法, QR-GBP法，ER-QR-GBP法，MLDのBER
特性
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第6章 結論
本研究では，MIMOシステム復調法で最適であるMLDに漸近する性能を示すQR-GBP法の
演算量低減手法を提案した．提案手法は周辺化計算の省略，メッセージ数の制限，グラフの変換
に基づくものであったが，いずれも送受信アンテナ数や変調多値数によって，QR-GBP法よりも
小さい演算量でMLDに漸近する性能が得られることを計算機シミュレーションから示した．
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