In this paper, we establish sensitivity results that are relevant for imaging stiffness in tissue but may also be useful in other contexts. The data are the displacement at a single frequency throughout the imaging domain. The goal is to determine how the quantities-(1) amplitude of displacement, or alternatively (2) the displacement itself, the average displacement, the phase or the phase gradient-change within a homogeneous stiff inclusion embedded within a homogeneous background. The results are easily interpreted formulas that show the dependence on the radius of the inclusion, the frequency and the stiffness contrast between the inclusion and the background. Our assumptions are: (1) the displacement satisfies the Helmholtz equation with the variable stiffness parameter; (2) the experiment produces a plane wave in the absence of any inclusions; (3) in 3D, the inclusion is spherical; (4) in 2D the inclusion is a circular disc; and alternatively in 3D the inclusion is an infinite circular cylinder. Our method of analysis is to use series expansions of the solution expanded about the center of the inclusion.
Introduction
Increasingly, medical imaging technologies based on coupled physics are being considered. In many of them the advantage is that the measured data can be processed, so that interior data are obtained . The gain is that the interior data are richer and the inverse problem-creating a tissue property image from indirectly related measured data-is less ill-posed. An example of such a technology is dynamic elastography. There the physics is coupled in two possible ways. In the first way physics is coupled, there is a single-or multiple-frequency mechanical excitation and magnetic resonance (MR) data sets are taken at four or eight equally spaced time intervals; the motion encoding gradient is synchronized with the mechanical excitation; the direction of the motion encoding gradient can be changed so that one, two or three displacement components can be computed from the MR data sets. The assembled data are movies of the displacement components. This coupled process is called MR elastography; see [10, 15, 17, 19, 21, 23, 24, [29] [30] [31] [32] . Biomechanical imaging functionals are calculated from these movie data. The expected gain in using this coupled physics acquired data is that the calculation of the biomechanical imaging functional is less ill-posed than utilizing calculations from remote data. The second way physics can be coupled is by first making a single-frequency mechanical excitation or a mechanical impulsive force on the surface or more often an impulsive force, called an interior radiation force, in the interior of the tissue. A primarily shear wave propagates in the tissue at approximately 3 ms −1 . A sequence of RF/IQ ultrasound data sets is acquired while the shear wave propagates. Since the ultrasound pressure wave propagates at 1540 ms −1 , it is assumed that the shear wave is stationary during each individual data acquisition. By comparing the RF/IQ data sets, movies are created of one or two displacement components in the interior of the tissue. Biomechanical imaging functionals are calculated from these movie data. There are a number of independent, but related, experiments of this type; see supersonic imaging [5, 6] , acoustic radiation force imaging [22, [25] [26] [27] , sonoelastography [13, 14, 20, 28, 33] and spatially modulated ultrasound radiation force [11, 18] .
The common feature is that all of the dynamic elastography technologies first produce movies of the propagating wave. The associated inverse problem is to image biomechanical tissue properties from this movie. The imaging functional can be, for example, the wave speed of the shear wave front, or alternatively the shear modulus. Furthermore, the data can be processed so that the content at a given frequency in time is utilized; this subset of the data will be the data set considered in this paper. At the same time, the frequency content of displacements can have up to 10% noise so that in low displacement amplitude regions it may not be certain that the change in displacement due to tissue abnormalities is above the noise level. The goal of this paper is not to provide a reconstruction algorithm, but rather to provide a sensitivity analysis that may help in the design of an experiment; for example, section 9 gives a theoretical limit of the smallest inclusion under a given noise level.
The focus of this paper, then, is to consider the Fourier transform of the displacement data and determine formulas that show how the change in displacement or amplitude, or the change in the phase or phase gradient, due to tissue abnormalities depends on the size of the abnormality, the shear modulus contrast between the surrounding tissue and the abnormality, and the frequency. In this first paper on sensitivity, our model is (1) to assume that the displacement satisfies the Helmholtz equation with variable stiffness parameter; (2) to assume that the experiment produces a plane wave in the absence of any inclusions; (3) in 3D, to assume that the inclusion is spherical; (4) in 2D, to assume that the inclusion is a circular disc (alternatively in 3D the inclusion would be an infinite circular cylinder); and (5) to assume that the biomechanical parameters are constant in the background and in the inclusion. Our measure of sensitivity will be the relative change of the amplitude at the center of the inclusion.
Our method of analysis is to use series expansions of the solution at the center of the inclusion and then compare them at the center of the inclusion. Although there is a great deal of technical work to obtain the comparison, the result is an easily understood formula that gives insight into the key dependences that determine when the relative change in the amplitude is above the noise level or machine accuracy. One may use the integral equation method based on Green's function and polarization tensors [1] [2] [3] . This method is more appropriate when estimating the scattered solution on the outside of small inclusions. However, our elementary series expansion gives more precise estimates inside the inclusion, especially at the center point, the estimate is exact due to spherical symmetry.
The reader will see in section 5.1 that the relative change depends linearly on the square of the frequency, ω, linearly on the square of the radius, R, of the inclusion and nonlinearly on the contrast ratio; equivalently, the relative change in displacement amplitude depends linearly on the square of the ratio, R/λ e , where λ e = 2π/k e is the background wavelength.
Furthermore, we investigate a number of other possible ways to consider sensitivity and give the corresponding formulas. These alternate sensitivity quantities include for 3D: (1) a very nice limiting formula given in section 6.2 when the stiffness becomes arbitrarily large; an extensive comparison of the implications of this formula and the one given in section 5.1 is given in sections 8 and 9; (2) relative change in the displacement itself as opposed to the relative change in the amplitude of this complex quantity; (3) the relative change in the average value of the displacement in the inclusion; and (4) the relative change in the phase and the phase gradient.
In addition, we establish one sensitivity result for 2D or correspondingly for a cylindrical inclusion in 3D in section 7.
Scattering of plane wave
In dynamic elastography experiments with (1) a single pulse excitation on the tissue surface or in the tissue interior or (2) a single-or multiple-frequency mechanical wave with angular frequency ω (or ω 1 , ω 2 , ω 3 , ω 4 ) is incident through a vibrator attached to the skin surface. Then, the interior displacement, U (x, t ), scattered and refracted by the medium is computed from a sequence of data sets obtained by (1) a motion encoded MR imaging, or (2) by a sequence of RF/IQ data sets obtained with ultrasound transducers. Assuming that human soft tissue is a linear (which is reasonable since the displacement is on the order of micros) isotropic nondissipative elastic medium, the governing system is then the time-dependent equations of elasticity for the interior displacement, U (x, t ). Taking the Fourier transform of the interior displacement, we arrive at the single-frequency content of the displacement, u(x, ω) satisfying
where ρ(x) is the mass density, λ(x) is the Lamé parameter and μ(x) is the shear stiffness. For the sensitivity analysis in this paper, we assume a single homogeneous tumor, ⊂ R 3 , embedded in a homogeneous background medium, i.e. we assume a piecewise constant medium:
everywhere, which is an acceptable assumption for soft tissue due to high water content. Then, we can pull out the parameters from the differential operators: Figure 1 . Configuration of problems (1)- (3). For convenience, we also introduce τ = k e /k i , i.e. τ 2 = μ i /μ e is the shear stiffness contrast.
where k
On the interface of two homogeneous media, the displacement and the normal stress are physically continuous:
where | + and | − mean the limits from outside of and from inside, respectively, and n is the outward normal to ∂ . Assuming a (unit amplitude) plane wave incident along the unit direction d, u i (x) = e ik e d·x , the scattered wave in¯ c , u s = u − u i , satisfies the Sommerfeld radiation condition at infinity:
See figure 1 for the configuration of problems (1)- (3), and note that it is well known that (1)-(3) possess a unique solution continuous throughout the domain and also satisfying [4, 12] .
Series solution with a spherical inclusion
For the sensitivity analysis where we will determine the smallest tumor that can be detected by time-harmonic dynamic elastography, we further assume that the tumor region is a small ball centered at the origin, i.e. = B R (0). Then, due to spherical symmetry, we can obtain an explicit series solution of problems (1)- (3). First, recall the Jacobi-Anger formula for the plane wave:
where r = |x|, cos θ = ( d · x)/r, j n is a spherical Bessel function and P n is a Legendre polynomial. Since u i has only the zeroth-order spherical harmonics, which are Legendre polynomials, from the orthogonality of spherical harmonics we may assume that
in ,
where h n = h (1) n is the spherical Hankel function of the first kind. It is obvious that (5) satisfies (1) and (3); see [7] . To determine b n and c n , we use the two interface conditions given in (2) .
, we obtain
From the orthogonality of P n , each coefficient must coincide, thus for each n, we have the following matrix equation:
where we use
. Recalling the Wronskian relation,
,
.
At and near the center of an inclusion
In section 3, we derived the series solution form in , which is the transmitted wave:
Since we will assume a small ball inclusion (R 1) for the detectability, the displacement value at the center point will be a good representative of the solution within the inclusion, as we know that u ∈ C 2 ( ). So we evaluate u(0), and also u(x), near the origin in order to evaluate ∇u(0) later. Although we will assume R 1 briefly in section 4.3, the results in sections 4.1 and 4.2 are valid for arbitrary R > 0.
Evaluation at the center point
From j 0 (0) = 1, j n (0) = 0 for n 1, and P 0 (t ) = 1,
where we used j 0 (t ) =
and τ := k e k i
. Manipulating with sin t = t j 0 (t ), cos t = j 0 (t ) − t j 1 (t ) and τ k i R = k e R, we also obtain
Evaluation near the center point
for n 2, and
where A 1 /A 0 is explicitly given in the following lemma.
Lemma 1. We have
Proof. For convenience, let t i = k i R and t e = k e R, then τ = t e t i
. By the recurrence formula for z n = j n and h n ,
the denominator of A 0 becomes
and that of A 1 becomes
From (7), we have
and h 1 (t ) = . Hence,
where we use t j 0 (t ) = sin(t ), t j 1 (t ) = j 0 (t ) − cos(t ) and τt i = t e . A further simplification gives
, which completes the proof.
From (8) and (10), we can easily see
e R 2 , which finally provides
Small inclusion approximation
In all of our analysis, we assume μ i μ e . Hence, k i k e and k i R k e R. Now we assume k e R 1 and utilize
in (8) and (11), to obtain
For reference, we also list
Detectability or sensitivity
We are interested in the detectability of a tumor that is stiffer than the background healthy tissue. So as we noted before, we assume μ i μ e , i.e. τ 1. Physically, we expect the amplitude of the displacement to drop in a stiffer region (this will be also proved mathematically in lemma 2). One possible definition of detectability of an inclusion is the magnitude of this amplitude drop. This is the definition we have chosen (see section 10 for other possibilities).
Our detectability measures the amplitude drop at the center point and is defined as the relative amplitude change at the origin due to the presence of the inclusion:
From (7), the detectability becomes 
We observe that
is quadratic in γ ∈ [1, ∞) for any fixed δ > 0. First, we show that the minimum occurs at γ = 1 (if the leading coefficient vanishes, then f (γ , δ) is linear with non-negative slope, so trivially the minimum occurs at 1). For γ ∈ R, f (γ , δ) will have the minimum at
We will show γ min 1, which is equivalent to showing
With some manipulation, the above is equivalent to showing that 3 + cos 2δ 4 sin 2δ 2δ , which is clear from 3+cos t 4 sin t t = j 0 (t ) that can be proved in an elementary way. Since γ min 1, the minimum on [1, ∞) occurs at 1. Hence, f (γ , δ) f (1, δ) = 1.
Estimated detectability
The detectability given in (16) is exact for all R > 0, but it is difficult to see its dependence on parameters such as the size of inclusion (R), the driving frequency (ω), the shear stiffness of the inclusion and the background (μ i and μ e ). Making this dependence explicit effectively yields a sensitivity result between the interior displacement and the parameters.
Because we are interested in detecting small inclusions, we expand (16) in powers of k e R, or equivalently use (12) . Then, we have
So the estimated detectability is defined by
which is an approximation up to O(k
coefficients. So one must be careful in taking the limit, μ i → ∞.
Limit of an infinitely stiff inclusion
Our physical intuition tells us that the stiffer an inclusion is, the easier it is to detect. In (17), we observe this fact, at least asymptotically for small inclusions:
• Det est is monotone increasing as μ i increases, and • Det est achieves a certain limit < 1 when μ i = ∞.
In this section, we show (see section 6.2) that
• Det is monotone increasing as μ i increases, if k e R 2π , and • Det achieves a certain limit < 1 when μ i = ∞ regardless of R > 0.
First, we determine the value of the solution within the inclusion, and the value of Det in (16) as μ i → ∞. As we will see below, for this infinitely stiff inclusion, we do not need the small inclusion assumption. 
Proof. Recall f (γ , δ) = 1/|u(0)| 2 given in the proof of lemma 2, where we already know
From elementary inequalities
we easily obtain f (δ)
we obtain lim
Lemma 3 states that, regardless of spherical inclusion size, the amplitude at the center point approaches the limit (18) , which is nonzero, as the inclusion becomes infinitely stiff. This limit becomes also a lower bound. However, the convergence is not necessarily monotone. Its monotone convergence occurs if and only if the radius of the inclusion is smaller than the background wavelength.
Remark 4.
If R λ e , where λ e = 2π/k e is the background wavelength, then |u(0)| converges to (18) monotonically. If R > λ e , the convergence is not monotone.
We omit the proof of remark 4, which is elementary using the expression for f (δ) given in the proof of lemma 3. Instead, we plot |u(0)| versus τ 2 = μ i /μ e ∈ [1, ∞) for different values of R/λ e (see figure 2) .
Displacement within the inclusion
In the development above, it is shown that in the limit of infinite stiffness, there exists a nontrivial displacement at the center of the inclusion. However, we can go further. In fact, we can demonstrate that the solution, u(x), approaches a constant within the inclusion when the inclusion is infinitely stiff. Before starting the proof, let us begin with a heuristic argument: as μ i → ∞, A homogeneous Neumann problem for the Laplacian implies that u(x) is a (nonunique) constant in . The following lemma identifies the constant that the limit achieves. (18) . Observe that |u(0)| is monotone decreasing to (18) when R λ e and is oscillatory for R > λ e . The frequency of the oscillation increases as R increases.
Lemma 5. For all R > 0, we have
for all x ∈ B R (0).
for n 1; thus,
A n ik 2 e R 2 j n (k i r)P n (cos θ ) = O(k 2 i ). So passing the limit, k i → 0, only the zeroth term survives:
From (7), we have
For consistency, one can check that taking the absolute value at the origin in lemma 5 gives the result in lemma 3. Furthermore, expanding
in powers of k e R yields an expression that is consistent with (12), when we set μ i = ∞ in the second term. The reader may try to take the limit, μ i → ∞, in (12) to obtain the same result; however the O(k 4 e R 4 ) term in (12) has a complicated dependence on μ i .
Detectability of an infinitely stiff inclusion
Using the result of lemma 3 in the definition of the detectability, we arrive at
which is valid for all R > 0. From lemma 3, we can easily see Det ∞ Det. From remark 4, when R λ e , Det converges to Det ∞ monotonically as μ i → ∞. However,
Det est , where the equality holds only when k e R = 3 2 (3 − √ 5) ≈ 1.07.
2D case
Our primary interest is in the detectability of a sphere in 3D. However, in this section we list the corresponding 2D results for completeness. This 2D result is applicable when an experiment is done on a phantom with cylindrical inclusion. First, the series solution is
where J n and H n = H (1) n are the Bessel and Hankel functions of the first kind, respectively,
, n 1.
The solution at the center point is
from H 0 = −H 1 and J 0 = −J 1 . From an asymptotic expansion
we obtain
The actual detectability is Det = 1 − 1/|Q| and the estimated detectability is (20) with (17), we note that they are exactly the same except the constants. It is interesting that the geometric factor (the power of k e R) is independent of the number of the dimensions. Lastly, for all R > 0, we have
for all x ∈ B R (0),
which is valid for all R > 0.
Sensitivity result and detectability plot
Here, we first quantify the errors that may occur when we replace Det by Det est or Det ∞ , and then give some discussion on sensitivity results along with detectability plots. Recall that Det, Det est and Det ∞ are functions of k e R and τ = √ μ i /μ e :
, Also, as we did in remark 4 and figure 2, we can use the background wavelength, λ e = 2π/k e , as the length scale, which is physically more meaningful and convenient. Then, we can view Det, Det est and Det ∞ as functions of R/λ e and τ .
Approximation by Det est
If we approximate Det by Det est , then Det = Det est [ 
is a measure of the error in this approximation. By plotting this quantity (see figure 3) , we can verify the following.
• For k e R ∈ [0, 1.93], we have
and it is a monotone function of τ . 1, 1.1, 1.2, 1.5, 2, 3, 5, 10 , 50, ∞ (from top to bottom). Observe the monotonicity. Middle: Det (solid line) and Det est (dashed line) versus R (mm) with typical parameters given in (21) and τ 2 = 2. Det and Det est differ by a maximum of 7.6%. Right: Det (solid) and Det est (dashed) with the same parameters and τ 2 = 10. We observe the good match between Det and Det est up to R = 7.14 mm. Also, observe that Det est is smaller than Det for sufficiently small R.
These imply the following.
• If R 0.3λ e , the maximum error in approximating Det with Det est is 22%.
• If R 0.17λ e , Det est underpredicts Det with a maximum error of 16%.
• If R 0.12λ e , Det est underpredicts with a maximum error of 10%.
Because tumors are typically at least twice as stiff as healthy tissue, in most applications we may assume τ 2 = μ i /μ e 2. Under this assumption, Det est and Det differ by merely 8.7% for R 0.238λ e , and for R 0.17λ e , Det est underpredicts Det with a maximum error of 7.6%. This implies that with typical parameters
which yield λ e = 30 mm, for inclusions with R 7.14 mm, we may replace Det by Det est incurring at most 8.7% error. For these parameters, if R 5.1 mm, then Det est Det and the discrepancy cannot exceed 7.6%. Detectability plots versus R with these parameters are given in figure 3 for distinct shear contrasts, τ 2 = 2 and 10.
Approximation by Det ∞

If we approximate Det by Det
is a measure of the difference between the two. Since Det ∞ Det from lemma 3, we know d • Det ∞ is always an overestimate of Det.
• For R 1.5λ e , Det ∞ overpredicts Det with a maximum error of 10% if τ 2 
10.
Note that tumors can be ten times stiffer than the surrounding healthy tissue. So in this case τ 2 10. With realistic parameters (21) that give λ e = 30 mm, R 1.5λ e corresponds to R 45 mm, which is huge. So whenever τ 2 10, virtually for all R > 0, we may replace Det by Det ∞ incurring at most 10% discrepancy. Detectability plots versus R are given in figure 4 for distinct shear contrasts, τ 2 = 2, 5, 10 and 30. 
Dependence of detectability on physical parameters
We verified that
can replace Det for small inclusions (R < 7.14 mm) with maximum error 8.7%, at least for typical parameters. Although trivial from the above formula for Det est , we list the dependence of Det est on various physical parameters for easy reference.
• Det est ∝ 1/λ 2 e for background wavelength, if the stiffness contrast τ 2 = μ i /μ e is held constant.
• Det est ∝ ω 2 for frequency.
• Det est ∝ 1/μ e for background stiffness and Det est ∝ 1/c 2 e for background wave speed, if the stiffness contrast τ 2 = μ i /μ e is held constant.
2 ) for stiffness contrast. It depends nonlinearly. So the dependence on wave speed contrast (c i /c e ), inclusion wave speed (c i ) and inclusion stiffness (μ i ) are all nonlinear.
• Det est ∝ (k e R) 2 for radius: it is surprising that the power is independent of dimensions, see (20) for 2D.
Smallest detectable inclusion with respect to machine accuracy
We define the machine accuracy, , as the smallest amplitude the elastography machine can reliably measure. It is dependent on the limitation of the experimental apparatus and on all types of noise that may occur in the excitation and the measurement procedures. In general, if the noise level is high, then becomes large.
When this machine accuracy, , is given, a criterion we may use to determine the smallest detectable inclusion is that the amplitude drop due to the presence of the inclusion is larger than . Let a plane wave of amplitude M 0 > 0 be incident, then the amplitude drop at the center of the inclusion is simply M 0 Det. Hence, it is said that an inclusion is detectable if Det /M 0 . However, unfortunately it is not easy to solve for R in the closed form from (15):
Smallest detectable inclusion under small inclusion assumption
For small inclusions, the simpler estimated detectability (17) can replace the actual detectability (16) , so the estimated criterion is now
From this, the smallest detectable inclusion is estimated by
where the constant 6 is replaced by 4 for 2D. This certainly shows a dependence on μ i which is unknown. In other words, the smallest detectable inclusion will depend on its stiffness value.
Formula (22) is useful in cases when we know (at least roughly) the stiffness value of the target inclusion.
Underestimation using the limit of infinite stiffness
With no information on the stiffness value of the target inclusion, a good option would be to underestimate the value of the smallest detectable inclusion using the limit of infinitely stiff inclusion, i.e. Det ∞ /M 0 . This is an underestimate, because Det ∞ Det. However, the discrepancy between Det and Det ∞ is at most 10% if τ 2 10. Another advantage of this is the fact that it does not rely on the small inclusion assumption. From (19) , the criterion is
Solving for R, we obtain
where
(1−˜ ) 2 − 3 − 1 − 1, which will be small if˜ = /M 0 is small. Thus, we suggest the final estimate
Remark 6. Note that˜ = /M 0 is the relative machine accuracy. For example,˜ = 0.1 means that the elastography apparatus can capture an amplitude drop that is 10% of incident amplitude M 0 . Obviously, with the same (absolute) accuracy for a given apparatus, the use of higher amplitude incident waves (as far as it is safe and comfortable for the patient) enables us to detect smaller inclusions, because˜ becomes smaller. 
The difference could be arbitrarily large, especially when μ i ≈ μ e . However, if we assume τ 2 10, which is often the case for cancerous tumor, R ∞ det and R det differ by merely 5.41%; see figure 5.
Using the background wavelength as the length scale, (24) becomes
For example, with 40% relative accuracy (˜ = /M 0 = 0.4), we can detect inclusions of a half wavelength in diameter (a quarter wavelength radius). With 10% relative accuracy, an inclusion with a quarter wavelength diameter can be detected, noting the factor √˜ in the formula. We also note that for the same apparatus, increasing the input amplitude allows us to detect smaller inclusions, R 
Other possibilities in defining detectabilities
In order to define detectability, we have used the relative change of the amplitude at the center point. There are other choices. For example, one may choose the relative change in the displacement itself:
However, from (12) , it yields exactly the same estimated detectability
So for small inclusions, Det and Det disp are asymptotically equivalent.
Use of average value
Our philosophy was that as we are interested in detecting small inclusions; the value at the center point is a good representative of the value over the entire inclusion. However, it is plausible to consider the relative change of average displacement on the whole inclusion as a detectability:
We will show that Det mean is also asymptotically equivalent up to a constant multiple, to our Det for small inclusions. This fact supports our use of a center value as a representative of the values over the entire inclusion.
Lemma 8. Let u be any
Proof. By the mean value theorem for the Helmholtz equation, see p 289 of [9] , we have (12) , the final estimate is
So for small inclusions, Det and Det mean are asymptotically equivalent up to a constant multiple.
Remark 9.
For small inclusions,
dx yields the same estimated detectability as Det mean . However, because of lack of mean value theorem for |u(x)|, currently we cannot estimate
|u(x)|dx, which measures the average amplitude drop on the whole inclusion. A comparison between Det |mean| and Det will be interesting.
Detectability using the phase information
The presence of an inclusion not only alters the amplitude of the wave but also the phase. Physically speaking, when a wave propagates through a stiffer inclusion (wave speed is higher), the wave travels faster so that it spreads more in time. So the amplitude drops and the phase shifts (and the phase gradient becomes larger). In this section, we investigate the possibility of using the phase information for detectability.
Use of phase shift. Since the (complex) displacement is a mixture of amplitude and phase, and we already showed that the detectability or sensitivity is equivalent either in terms of amplitude or in terms of displacement itself, we may expect the effect of the phase change to be negligible compared to the amplitude change. From (12) and (13), we see This formula indicates that if one can reliably estimate the phase gradient, any arbitrarily small inclusion can be detected, since
Lemma 10. Let u(x) = |u(x)|e iφ(x)
It is not surprising because the inverse of the phase gradient is the phase wave speed, and on any small stiffer inclusion the wave speed will be larger than the background wave speed. Practically, in order to obtain a reliable estimate of phase gradient, one needs fine pixel grids as well as good machine accuracy. Also the derivative may be an issue with noisy data. When one can overcome these measurement issues, then Det ∇φ is the strongest measure for detection of a small inclusion.
Detectability using the scattered wave
In this paper, we focused only on the solution within inclusion. However, the presence of an inclusion generates a scattered wave that emits from the inclusion and propagates outward. The strength of the scattered wave can be a measure of detectability. To do this, it will make sense to consider all the coefficients c n in (5) and a suitable norm. This approach has been taken for estimates of the scattered field outside of the inclusion [8] . We leave it as a future plan to apply this idea to the near field.
Concluding comments
This is the first in a series of papers. In subsequent papers, we will address more general models including cases when (1) tissue is dissipative and (2) when the displacement components are coupled.
