In this paper, we present a novel concept of the general connectivity among cells. While 
INTRODUCTION
he placement problem in VLSI layout has attracted a lot of attentions from researchers in the past decades due to its importance in reducing the chip area and improving the chip performance.
The problem has been proved to be NP-hard [14] . Therefore , there have been several independent efforts [13, 15] directed towards obtaining the optimal placement solution efficiently.
In recent years, there have been many reports on the application of the simulated annealing method to optimize cell placement in VLSI layout [7] [8] [9] [10] .
However, for some situations the method based on the simulated annealing not only requires excessive computing resources but also produces results no better than those produced by simple heuristic methods [11, 12] . For example, consider the problem with only 50 cells and 500 nets [11] . The simulated annealing with 3 annealing schedules and 2 allowed moves from 10 different initial placements produced the best result with a wire length of 1887 units in 900 seconds. On the other hand, the simple greedy algorithm [16] achieved the wire length of 1842 units in just 18 seconds. This is due to the following primary reasons.
(1) The method based on the simulated annealing is effective in cases when (a) the envelop of the convergency curve of the objective (cost) function is monotonically decreasing and (b) the separations between a trough and its subsequent peak of the convergency curve are also monotonically decreasing, as shown in Figure 1 . Unfortunately, for an NP-hard problem, this is not generally the case. It is then very difficult to implement an efficient annealing schedule to reach the optimal solution in many situations.
(2) Because of the unpredictable nature of the convergency process, the method based on the simulated annealing degenerates into a random search producing a list of local optimal solutions. The quality of the local optimal solutions improves as the search time increases. This results in an excessive computational time or in a failure to reach an expected solution in a limited time for large circuits.
In most of the existing iterative improvement algorithms, a pair of cells is Goto [1] . Therefore, it is especially important to obtain a good initial placement.
It can also be seen from Figure 3 that several points deviate from the linear relationship. This may be due to the following reasons: We illustrate the significance of the general connectivity by using two simple examples. The connection subgraph of the first example has a total of 5 vertices and 4 edges with the weights as indicated in Figure 4 . The corresponding conductance network is also shown in the figure. Since The significance of the general connectivity is further illustrated by using another example. Figure 5 shows the subgraph for the determination of the 3 order general connectivity between cell A and cell B. In the corresponding conductance network, the admittance measured between node A and node B is 2.5q Siemens. Hence, the 3 rd order general connectivity between cell A and cell B, G(A, B, 3) is 2.5q. We can explain the general connectivity by using another way; In Figure 5 , it is obvious that G(A, [3] [ Figure  6 ].
For the first order improvement in the representation of the connections between cells, the general connectivity with the order k 2 is sufficient. A simple algorithm to find the second order general connectivity is described as follows.
for each cell and cell j, do After the introduction of the concept of the general connectivity, we introduce another new concept of a stable cluster in Section 3.
STABLE AND NEAR STABLE CLUSTERING
Clustering is an important procedure carried out prior to the placement process [2, 4, 13] . In this paper, the general connectivity is used as a basis for the clustering process. We also introduce a new clustering concept, the 'stable cluster', to evaluate and improve the result of the clustering process.
Let X be a cluster, A a subset of X, M X A We now explain the need for the reevaluation of the general connectivity during the clustering process. Consider the circuit shown in Figure 7a where the weight of each of the connections is as indicated.
In Figure 7a , G(1, 2, 2) 0. After cell 3 and cell 4 are clustered, the result is shown in Figure 7b . Now, G (1, 2, 2) [4] . Figure 8a shows a parallel clustering tree and Figure 8b shows a nonparallel clustering tree for the same set of cells. The depth of the clustering tree in Figure 8a is 3 and that in Figure 8b it is advantageous to use the parallel clustering to minimize the depth of the cluster tree. Therefore, the parallel clustering method is adopted in this paper. We shall also limit the number of cells in any cluster to be less than a maximum, Nmax, to facilitate the placement process.
In the parallel clustering procedure, an important problem arises in that a cell which should become a member of an existing cluster X in the next clustering step is joined with another cell (or cluster) in the present step. The cell is then deprived of the possibility to cluster with X. In the worst situation, it would result in the two related clusters to be unstable. For instance, consider Figure 9 , in which the connections and the associated weights are shown.
Here Step 1: Evaluate the general connectivity for all the cell-pairs (i, j) for the first level clustering. Otherwise, evaluate G(i, j, k) just for the related cellpairs. Clear all markings on the cells.
Step 2 Step 3: Cell-pair (r, s) is marked 'immediately clusterable', if the number of cells in cell-pair (r, s) is less than Nmax.
Step 4: For an unmarked cell t, if G(r, t, k) or G(s, t, k) is greater than V2, then a label 'potentially clusterable' is marked on cell t. This locks cell t. Go to step 2.
Step 5: If there is no cell-pair marked with 'immediately clusterable', go to step 7; else, go to step 6.
Step 6: All cell-pairs marked 'immediately cluster- Step 7: Clear the markings on all the composite cells.
Step 8 otherwise, the composite cell is not stable and is decomposed into its constituent cells. Each of the constituent cell is now regarded as a composite cell if it is not an original cell.
Step 9: If there are no more unmarked composite cells, go to step 10; else, go to step 8.
Step 10: All the marked composite cells are considered as final clusters. Stop.
The 'potentially clusterable' marking of step 4 essentially excludes cell from forming a cluster with the leftover cells. Cell is then free to cluster with the cluster formed by cell-pair (s, r) subsequently.
In general, most of the clusters produced by the above algorithm are stable. Note that in the above procedure all the clusters are developed in parallel to minimize the depth of clustering tree. The complexity of this algorithm is O(n4) where k 2 and n is the number of cells. We shall present the results of the application of this algorithm in Section 5.
EXPERIMENTAL RESULTS AND DISCUSSION
The placement subsystem of the LSIS-II layout system presented in [5, 6] duced number of feed-throughs, the number of pins in each channel will also be reduced resulting in reduced channel routing densities. This will also result in reduced chip-height. 
