ABSTRACT Currently, majority of person re-identification (reID) technologies are network-constrained by Dropout regularization, which relies on the random zeroing out of some features to make these features more independent. However, such random zeroing regularization methods are not very effective for improving network performance, because they neglect the unique contribution of different features to the network performance. To improve the value of indiscriminative features in network training, a DropEasy-based person reID method is proposed in this paper. Features are classified into discriminative and indiscriminative ones, according to the distance between the feature vectors of positive or negative sample pairs wherein the discriminative features are zeroed out, while the indiscriminative features are reserved, and the network only learns through indiscriminative features. Furthermore, because networks are always inclined to make up for incomplete information by drawing on the surrounding features in the feature maps, Dropout loses its effectiveness for the network-constraints. To solve this challenge, the DropEasy2d method that can be effectively applied to convolutional layers is further proposed in this paper. DropEasy2d searches discriminative feature areas in the feature maps by sliding and zeroing windows while reserving the indiscriminative features areas to constrain network learning. The effectiveness of the proposed method is demonstrated using the Market-1501, DuckMTMC-reID, and CUHK03 datasets. For example, in the Market-1501 dataset, DropEasy can improve the mean average precision (mAP) and Rank-1 accuracy of the ID-discriminative embedding (IDE) to 72.7%(+8.8%) and 90.5%(+6.8%), respectively, while DropEasy2d can raise them to 68.5%(+4.6%) and 88.7%(+5.0%), respectively. Based on the results, the proposed method can improve the network performance during the extraction and generalization of the discriminative features.
I. INTRODUCTION
Person re-identification (reID) is a crucial branch of computer vision that is typically used for the person-matching task in a cross-camera scenario. As it is increasingly finding auxiliary use in public safety and criminal supervision, person reID is receiving considerable attention from scholars and research institutions. However, effectively improving its accuracy remains a challenge owing to the difference in the camera angle, complicated scenarios, and unpredictable poses of individuals.
Current studies on person reID are mainly preoccupied with methods based on feature learning. Typical methods for manually extracting these features include the local maximal
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occurrence (LOMO) [1] , local binary patterns (LBP) [2] , and invariant feature transform (SIFT) [3] . With the development of deep learning, the accuracy of person reID has improved substantially. For example, Qian et al. [4] propose a posenormalization method for obtaining the insensitive pose features; Zhong et al. [5] propose a camera style-switch method to obtain the insensitive camera angle features. Qi et al. [6] use a mask-guided method to obtain features that are immune to background disturbance. Sun et al. [7] propose the division of features into sub-features to be learned sequentially to obtain more discriminative local features. Zhao et al. [2] localize body parts through pose estimation to learn the features of these parts. Liu et al. [9] and Bai et al. [10] introduce long short-term memory (LSTM) [11] to person reID for learning horizontal local features. Li et al. [12] propose the use of a spatial transform network (STN) [13] , and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Zhang et al. [14] obtain alignment features by calculating the minimum distance to be covered before each local branch aligns with the body parts. Furthermore, Li et al. [15] improve the network feature learning ability in an attention-based mechanism. Kalaveh et al. [16] assign weight to every part of a person's body through semantic analysis to improve featureexpression learning.
Apart from the feature-learning-based methods, increasing attention is being paid metric-learning-based methods. The cross-view quadratic discriminant analysis (XQDA) [1] , for instance, is a typical metric learning method. Recently, deep learning is being incorporated into metric learning methods. Varior et al. [17] use contrastive loss [18] in Siamese network training. Weinberger et al. [19] propose triplet loss, a method that has been used for network training in some studies [20] - [22] . It was modified by Hermans et al. [23] who set the margin between the maximum distance of positive sample pair and the minimum distance of negative sample pair. As a result of the modification, the triplet loss has become one of the most frequently used loss functions in person reID in recent years. Chen et al. [24] reduce the intra-class variance, and increase the inter-class variance by raising the quadruplet loss in view of the absolute distance between positive and negative samples. Wen et al. [25] propose the center loss to address the lack of constraint challenge in the softmax loss intra-class distribution. Conversely, Fan et al. [26] , using the softmax function, obtain the inner product by multiplying the norm of the vectors by the cosine value; thus, a margin was added to the cosine value to effectively expand the inter-class distance.
Both the feature-learning-based methods and the metric-learning-based methods use regularization to generalize networks. However, current regularization methods have their own evident limitations. Dropout [29] , for instance, randomly zeroes out some features in the feature vectors. This randomness does not consider the unique contributions of these features to network performance. It is to be noted that the features extracted from a network can be classified into discriminative and indiscriminative features. The former makes it easy to differentiate persons with different identities, or recognize persons with the same identity; the latter cannot. Furthermore, the network will be more effective if more discriminative features are included among the total features extracted. Hence, it is important to develop a method for converting indiscriminative features into discriminative features.
To address this challenge, person reID based on the DropEasy method is proposed in this paper. The implementation of DropEasy is similar to that of Dropout. Their forms are shown in Figure 1 . Through the distance contrast to a pair of feature vectors, DropEasy zeros out the discriminative features and reserves the indiscriminative features.
DropEasy collects and notes some features that fail to recognize any specific person. The networks rely solely on the indiscriminative features to identify the similarity between persons in training. Therefore, it is necessary for these networks to extract more discriminative details from the indiscriminative features to convert the latter into the former step by step. The proposed method improved the network effectiveness in extracting and generalizing the discriminative features. The main contributions of this study are as follows:
1) This study modifies the regularization method of random zeroing out features, and proposes the DropEasy method that divides features into two categories: discriminative ones and indiscriminative ones. By zeroing out the discriminative features and reserving the indiscriminative features, network learning is constrained only by the indiscriminative feature. 2) Based on the DropEasy, DropEasy2d is proposed further. By sliding the window to find the rectangular areas with the discriminative features on the feature map, zeroing them out, and retaining the areas with indiscriminative features, DropEasy2d can effectively improve the network learning and generalization. 3) This method is applied to person reID networks such as IDE [27] , SVDNet [28] and PCB. The results demonstrate that it can improve the performance of these networks. Additionally, in comparison with other regularization methods based on random zero out, it can help networks to extract more discriminative features.
II. RELATED WORKS
Because of excessive network training parameters and lack of training data, overfitting is inevitable during network training. Solutions to this problem include data augmentation during network input, and regularization of the output in the intermediate layer of a network; the latter is more prevalent. Dropout and DropConnect [30] , for example, are widespread regularization methods; the former randomly zeroes out the output of each network node with a certain probability, while the latter randomly zeroes out each input weight connected to a node with a certain probability. However, the features in the feature maps output by the CNN [31] are highly correlated to one other. Consequently, if the zeroing features are too discrete, the network will be inclined to draw on the non-zero features to complete the information, and the regularization will fail. Therefore, regularization methods such as Dropout and DropEasy are used in the fully connected (FC) layers in most cases. To circumvent the existing shortcomings of the existent methods, DropPath [32] was proposed for zeroing out the output of each sub-network to prevent the other parallel sub-networks from co-adapting, and ensuring that each sub-network functions with greater independence. However, by zeroing out the output of a subnetwork, this method will stop updating any weight in the particular sub-network, thereby lowering the network learning efficiency. Therefore, this method can only be used in networks with a fractal structure [32] . Compared with DropPath, Shake-Shake [33] is more general. This method controls the output of multiple branches by randomly varying the scale factors that synthesize the augmented features in every forward propagation. During back propagation,
], wherein a deeper point-color indicates greater difference between the corresponding features to f a and f b ; i.e., x a Shake-Shake adjusts the learning rate using random weight to reasonably interfere with network learning. However, this method is restricted to multi-residual branch networks such as ResNetxt [34] . As an extension of Shake-Shake, ShakeDrop [35] is applicable to single-residual branch networks; it expands the output of residual branches through a combination of multiple random variables. However, it is limited to networks with at least one residual branch. Targeting 2D feature maps, SpatialDropout [36] zeroes out a certain dimension randomly. Such a structural zero method can address the problem of discretely zeroing features existing in Dropout, and it can be extended to any net layer with CNN structure. DropBlock [37] is an extension of SpatialDropout. The only difference is that while SpatialDropout zeroes out strip areas whose length or width is 1, DropBlock zeroes out rectangular areas. Considering the horizontal and vertical adaptation effects, DropBlock outperforms SpatialDropout at regularization.
Based on the foregoing, it can be observed that the abovementioned regularization methods adopt a random method to equate all the output features. However, during actual training, priority ought to be given to the indiscriminative features in the network. Converting indiscriminative features to discriminative ones will effectively enhance feature recognition. Therefore, this study proposes DropEasy, an enhanced form of Dropout, which is effective for both FC layers and convolutional layers. Used in the convolutional layer, DropEasy finds and zeroes out the discriminative features in a rectangular area on a feature map. To put it simply, the proposed method can generalize a person reID network solely based on the fundamental idea of dropping the discriminative features while reserving the indiscriminative features. 
III. PROPOSED METHOD
DropEasy is similar to Dropout; they both zero out some features. However, the main difference between them lies in their approaches. Dropout randomly zeroes out some features in the feature vector f randomly and reduces the dependence between features to generalize the network. Different from Dropout, DropEasy mines discriminative features between positive or negative sample pairs and zeros them to get the indiscriminative feature vectorf . The constrained-networks learn the difference between the positive and negative sample pairs usingf . DropEasy can be used for regularization; it also has the potential to yield better recognition ability. The pseudocodes for DropEasy are presented in Algorithm 1. There is only one hyper-parameter p in DropEasy to control the zeroing-out rate of the feature vectors. Specifically, the value of p is inversely proportional to the number of features zeroed out inf and the network learning ease.
To distinguish DropEasy applied in the FC layers, the DropEasy applied in the convolutional layers is hereafter referred to as DropEasy2d; its implementation differs from that of DropEasy. If the features in the feature maps are zeroed out in line with the rules in Algorithm 1, the zeroing features will be discrete; furthermore, the features can interact. Hence, an association can be formed in the network by the non-zero features around the zeroing features, thereby suppressing the effects of DropEasy2d. Inspired by DropBlock, DropEasy2d has to mine a discriminative rectangular area in the feature map. Thus, the differences in the features in the sliding windows are summed up, to find a discriminative feature area and zero it out. The pseudocodes for its operation process are contained in Algorithm 2. DropEasy2d has two hyperparameters, M h and M w , which are used for controlling the length and width of a mask area, respectively. The sizes of M h and M w are directly proportional to the zeroing-out rate in the feature map and the complexity. An example of DropEasy2d is given in Figure 2 .
IV. EXPERIMENTAL A. EXPERIMENTAL DATA
In this study, an experiment was carried out using three person-reID datasets: Market-1501 [38] , DukeMTMCreID [39] , [40] , and CUHK03 [41] . The data in Market-1501 and DukeMTMC-reID were obtained using six and eight cameras, respectively; the data in each ID of CUHK03 were obtained using two cameras. In addition, CUHK03 comprises two types of datasets: CUHK03_labeled, for manually marked person boxes, and CUHK03-detected, for person boxes marked in the DPM algorithm. For cross-validation, Specifically, the first line shows positive sample pairs where the yellow area has the minimum sum of feature differences; hence, the features are recognized as discriminative features to be zeroed out; the second line shows the negative sample pairs where the yellow area has the maximum sum of feature differences; hence, such features need to be zeroed out.
the original CUHK03, which used to be commonly deployed in manual feature-extraction, is divided into 20 training sets and testing sets randomly for cross validation. But in the CUHK03 training and testing in this paper, a new protocol of is used [42] . Table 1 provides an overview of the data in the three datasets.
B. EXPERIMENTAL SETTING
Training and testing were performed using a 1080ti GPU. During training, random horizontal flipping and normalized processing were performed to input images with sizes adjusted to 256 × 128. The network was trained using the momentum-based gradient descent method, wherein the momentum was fixed at 0.9. The initial learning rates of the pre-trained network layers and other network layers were 0.01 and 0.1, respectively, and each learning rate was reduced to one-tenth of its initial value per 8k iterations. The entire training procedure had 12k iterations. From each iteration, 32 images with different IDs were selected randomly to fall into Group A; 32 other images were selected randomly to fall into Group B, out of which only half bore an
Algorithm 1 DropEasy for fully connected layers
Input: f a , the feature vector of sample a of dim N f b , the feature vector of sample b of dim N l, the label of sample pair a, b p, zero ratio If not training, then
Algorithm 2 DropEasy2d for convolutional layers
Input: F a , feature maps of sample a of size CxH xWF b ; feature maps of sample b of size CxH xW l, the label of sample pair, a, b M h , the height of the mask; M w , the width of the mask If not training then
ID correspondence to the ones in Group A. Therefore, the training involved 64 batches.
For the evaluation, first, the Euclidean distances between each query image and the other camera gallery images were calculated; then, the images were sorted in a descending order according to the distance values; finally, the cumulative matching characteristic(CMC) curve was calculated based on the re-ordered images accordingly. The evaluation focused solely on single-query settings, where mAPs and Rank-1 recognition rates were utilized as the evaluation indicators on the premise of no re-ranking [42] .
The method proposed in this study was verified using an IDE [27] network. The IDE's original structure utilizes the Resnet-50 [43] used in ImageNet [44] for the preliminary training as its backbone as shown in Figure 3 . Two measures were then add to optimize the IDE:(1) batch normalization of the feature vector f 1 ;(2) batch normalization of the embedded feature vector f 2 . Consequently, the IDE's network convergence was more efficient than the original IDE. Specifically, the IDE's mAP and Rank-1 accuracy increased up to 63.9% and 83.7%, respectively, in the Market-1501 dataset. Table 2 shows the evaluation of the proposed method based on the utilization of IDE + DropEasy in the three datasets. During training, DropEasy was introduced after f 1 , and p was set to 0.7, 0.7, and 0.8 in the Market-1501, DukeMTMC-reID, and CUHK03 datasets, respectively. It could be observed that DropEasy increased the IDE's mAP in the Market-1501, DukeMTMC-reID, CUHK03_labeled, and CUHK03_ detected datasets from 63.9%, 50.1%, 31.9%, and 29.7% to 72.7%(+8.8%), 58.9%(+8.8%), 46.4%(+14.5), and 44.8%(+15.1%), respectively. The higher accuracy indicates better network performance, which also implies that the network extracted more discriminative features. Besides, the IDE demonstrated higher mAP and Rank-1 accuracy for Market-1501 and DukeMTMC-reID when f 1 , rather than f 2 , was used as the output feature. However, for CUHK03, f 2 outperforms f 1 . This indicates the necessity of selecting the optimal output features for the different datasets. Figure 4 shows the person-matching examples. From Figure 4 , it can be seen that the gallery images and their query images match well in the IDE incorporating DropEasy, despite the great difference between them in terms of the angle of view. This indicates that DropEasy can convert indiscriminative features into discriminative features for improving feature recognition. Table 3 shows the evaluation of the stage 3 output of the IDE into which DropEasy2d was incorporated. The size of the feature map of the stage 3 output was 16 × 8, and DropEasy2d's M w and M h were set as 6 and 7, respectively. As shown in Table 3 , DropEasy2d increased the IDE's mAP in the Market-1501, DukeMTMC-reID, CUHK03_labeled, and CUHK03_detected datasets from 63.9%, 50.1%, 31.9%, and 29.7% to 68.5%(+4.6%), 54.6%(+4.5%), 41.9%(+10), and 39.3%(+9.6%), respectively. These results indicate that DropEasy2d helps in constraining network learning, although it was inferior to DropEasy, which was applied to the FC layers, because the FC layers output semantic features at the highest level in the network. In addition, the performance trends of f 1 and f 2 as the output features are similar to those shown in Table 2 .
C. EXPERIMENTAL EVALUATION 1) EVALUATION BASED ON DROPEASY AND DROPEASY2D METHODS

2) HYPER-PARAMETER DESIGN EXPERIMENT
The zeroing-out rate p is a hyper-parameter that influenced the performance of DropEasy. Figure 5 shows how the performance of DropEasy varied with p. It shows that different datasets had different best p value. For Market-1501, the best p value was 0.7 and the corresponding IDE's mAP and Rank-1 accuracy were 72.7% and 90.6%, respectively; for CUHK03-labeled, the best p value was 0.8, and the corresponding IDE's mAP and Rank-1 accuracy were 46.4% and 51.6%, respectively. A higher zeroing-out rate p indicated that the network would concentrate on more challenging indiscriminative features. With no disruption to network learning, this method can improve the recognition of the indiscriminative features so that the indiscriminative features can be converted into discriminative features gradually; however, if the zeroing-out rate p is too high, more key information will be lost, resulting in a disruption to network learning, affecting the network performance which will not converge. Besides, Figure 6 (a) shows that when DropEasy was not used in the IDE, losses decreased faster with a small range of swing, and converged after nearly 2k iterations. By contrast, when DropEasy was used in the IDE, with the rise in p value, the network loss decrease slowed down with a greater range of swing, and loss convergence was more complex, as a result of which learning time was prolonged. Figure 6(b) shows a slower loss descent and greater fluctuation in the network with DropEasy compared to Dropout, given the same p value. This indicates that the mining and zeroingout method for the discriminative features disturbed network learning to a greater extent. Hence, it was necessary for the network to obtain the feature extraction ability through longterm learning. Therefore, determining a reasonable p value is a key step to enhancing the network's anti-interference and generalization abilities.
For DropEasy2d, determining an approximate M h and M w is also paramount. Figure 7 shows the impact of the variation of M h on DropEasy2d given a constant M w value of 7. The size of the feature map of the stage 3 output in the IDE is 16 x 8. When M w is 7, the best value of M h will be 6; the zeroing rate will be approximately 1/3(6x7/16x8), and the IDE's mAP and Rank-1 accuracy in the CUHK03-labeled dataset will be 41.7% and 45.5%, respectively. However, if M h exceeds 8, DropEasy2d will suppress the IDE's original performance, because several of the key features in the feature map would be lost, and the remaining features cannot suffice for network learning.
3) COMPARISON WITH OTHER REGULARIZATION METHODS
Dropout is a popular regularization method that zeroes out features randomly to address their codependence. It can also be applied to 2D feature maps. DropConnect differs from Dropout in its random zeroing out of the input weights of features. Meanwhile, DropBlock considers the connection of the 2D feature maps and the zeroed-out features in a random rectangle. From the perspective of the significance of features, DropEasy outperformed the other regularization method by changing the zeroing rule through dropping discriminative features while reserving indiscriminative features. In the analysis of the experiment in 4.3.2, it was found that although DropEasy leads to slow network convergence,it greatly improves the network performance by setting appropriate zeroing-out rate. DropEasy2d improves the network performance as well.
DropEasy vs. Dropout. Given that the zeroing-out rate is 0.8 in the FC layers, DropEasy's mAP and Rank-1 accuracy, at 13.4% and 13.5%, respectively, are higher than those of Dropout. The significant difference is mainly attributable to the low performance of the IDE model where many indiscriminative features are included among the extracted features. Although Dropout can make features more independent, it fails to effectively convert indiscriminative features into discriminative features. DropEasy vs. DropConnect. Given a zeroing-out rate of 0.8 in the FC layers, DropEasy's mAP and Rank-1 accuracy are 12.7% and 12.4%, respectively, higher than those of DropConnect. DropConnect has the same defect as Dropout; hence, logically, DropEasy outperforms DropConnect.
DropEasy2d vs. Dropout2d. In the convolutional layer, the zeroing-out rate was set as 0.3 for both Dropout2d and DropEasy2d. It was found that Dropout2d hardly improved the IDE network. Therefore, given a low zeroing rate, Dropout2d had no regularization effects, because the network would draw on the non-zero features to compensate for the information of the discrete zeroing features, as mentioned in Section II. DropEasy2d, however, circumvents this defect through structural zeroing.
DropEasy2d vs. DropBlock.M w and M h were set as 6 and 7 for both methods at the convolutional layer. It was found that DropEasy2d's mAP and Rank-1 accuracy were 1.1% and 2.7%, respectively, higher than those of DropBlock. DropEasy2d outperforms DropBlock merely by altering the zeroing rule; thus, it would be more effective to apply DropEasy2d, than it would be to apply DropBlock, to a 2D feature map. In Figure 8 , the visual comparisons of networks with no regularization, DropEasy-based regularization, and Dropoutbased regularization were performed. It was found that the network to which the DropEasy-based regularization was applied was inclined to focus on a smaller area with a small 
TABLE 4.
The proposed methods vs. other regularization methods in the IDE network. Given a p value of 0.8, f 1 is applied to Dropout, DropEasy, and DropConnect; the p value is set as 0.3 for Dropout2d, and M w and M h are set as 6 and 7, and applied to stage 3 for DropBlock and DropEasy2d. This experiment was performed using the CUHK03-labeled dataset.
increase in the intra-class distance, and a sharp increase in the inter-class distance. This inclination was not an aberration, as it was also manifested in the other sample pairs. Both the small increase in the intra-class distance and the marked increase in the inter-class distance were caused by DropEasy's preoccupation with details, including significant ones learned from the only indiscriminative features during training. Table 5 shows the comparison of the results before and after the application of the proposed method to the Market-1501 dataset. When the proposed method was not used, the IDE's performance was poor. However, after DropEasy2d was introduced, the IDE's Rank-1 accuracy rose up to 88.7%, not lower than that of the DPFL [46] . Furthermore, after DropEasy was introduced, the IDE's Rank-1 rose up to 90.5%, approximating that of the HACNN [15] . After DropEasy is introduced to the PCB [7] , one of the best networks so far, the mAP and Rank-1 accuracy further rose to 78.3%(+0.9%) and 93.8%(+1.5%), respectively, indicating that the proposed method can also yield a high-performance network. The PCB learned six strip-typed local features, and was restricted to learn in six local areas; thus, it exhibited less gain than the IDE. Table 6 shows the comparison results using the CUHK05-labeled dataset. It was found that in classic person reID networks, such as SVDNet, DropEasy can increase the mAP and Rank-1 accuracy by 10.3% and 12.4%, respectively, which seems more effective than random erasing. Random erasing is recognized as one of the most powerful data augmentation methods; however, it is fundamentally a random zeroing method in nature merely for direct image input. The IDE can be made even more effective using DropEasy + DropEasy2d. It was noted that the DropEasy + DropEasy2d VOLUME 7, 2019 combination had the potential to eliminate convergence and underperform during training; hence, it was necessary to optimize the hyper-parameter settings.
4) EXPERIMENT IN OTHER NETWORKS
V. CONCLUSION
Regularization methods based on random zeroing out cannot effectively improve the network performance with regards to recognizing the indiscriminative features. To overcome this defect, a DropEasy zeroing out method was proposed in this paper. In this method, the feature output from a person reID network were divided into discriminative features and indiscriminative features. Based on the Euclidean-distance comparison of the feature vectors or feature maps of positive(negative) samples, farther(nearer) features are zeroed out, and farther(nearer) features are reserved and output. The person reID network keeps learning by using the screened indiscriminative features to obtain more detailed and discriminative features. To verify the proposed method, experiments were performed in three person reID datasets: Market-1501, DukeMTMC-reID, and CUHK03. First, a network performance comparison was made based on before and after each method was applied to all the networks. The results demonstrate that the method can improve the performance of all the networks. Furthermore, the method was compared with other regularization methods based on random zeroing out to verify its superiority. Additionally, an experiment with all variations of the hyper-parameters was designed to reveal the impact of hyper-parameters on the method. The results demonstrate the necessity of setting optimal hyper-parameters according to the different networks and datasets. From the analysis of the preceding experimental results, the DropEasy-based regularization method is an innovative and effective method with a demonstrated potential for preventing network overfitting. It is anticipated that DropEasy will be applicable to other tasks besides person reID through further optimization.
