Clustering has been widely used in the fields of knowledge discovery, pattern recognition and artificial intelligence. However, discovering clusters in spatial databases is still a challenging task, especially when the shape, size, and density of clusters vary a lot. Existing algorithms have sensitive parameters, clusters must be separated far enough from each other and rich prior knowledge about datasets is required. In this paper, we propose algorithm DENSS, which performs clustering on the basis of the similarity of neighbour distribution and the number of shared neighbors for two objects. Algorithm DENSS can mine clusters that differ in densities, and within a cluster the local densities are reasonably homogeneous. Adjacent objects are separated into different clusters by significant change in densities. To verify the effectiveness of the algorithm DENSS, synthetic and real-world datasets are used for testing, and it has been compared with seven clustering algorithms. Experimental results show that the proposed algorithm has a relatively high efficiency, robustness and effectiveness, and is remarkably superior to the seven algorithms. This algorithm is universal and can rapidly and efficiently identify the clusters of different densities, shapes and sizes even in the presence of noise and outliers for any object feature types.
I. INTRODUCTION
Clustering aims to divide objects in the datasets with different properties into their corresponding categories and has been widely used in knowledge discovery [1] , pattern recognition [2] , [3] and artificial intelligence [4] , [5] . However, clustering still faces challenges that must be solved urgently. For example, sizes and densities of the clusters are different or the shapes of clusters are irregular. Moreover, the clustering results are unsatisfactory when no obvious division amongst different clusters exists, when the datasets contain many noise points (noise) or when users have insufficient prior knowledge of the datasets. Thus, researchers have proposed various solutions to address these challenges. Amongst the most promising algorithms is density-based clustering, which can identify clusters of any shape and is extremely robust against noise. In addition, users are not required to know the number of clusters beforehand.
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Density-based algorithms can be divided into two categories. The first category is the clustering algorithms represented by DBSCAN [6] . However, there are two evident shortcomings in DBSCAN. Firstly, its performance depends on two parameters, namely, eps and minpts. However, without sufficient prior knowledge, determining these two parameters is difficult. Secondly, when a dataset contains multiple clusters with different densities, identifying the clusters through a set of thresholds is challenging. Figure 1 (a) presents two clusters with different densities. The density of the clusters in the middle is high, whilst those of the surrounding clusters are low. Figure 1 (b) indicates that DBSCAN can only identify the cluster with high density (the cluster consists of red circular dots in the middle) because of the different densities of the two clusters. Meanwhile, the surrounding circular cluster is regarded as noises because of their low density (the surrounding black squares). The two clusters can only be identified as one cluster by lowering the density threshold. The problem arises because such algorithms have a fixed density threshold value [7] , [8] . Therefore, only clusters that are larger than the density threshold can be identified, and clusters with a smaller density than the density threshold are treated as noise. The second category refers to the clustering algorithm represented by density peak clustering (DPC) [7] . The algorithm posits that a cluster centre should have a local density higher than those of its neighbours and a relatively larger distance from any point with a higher local density. Thus, the centre points must be selected first, and each remaining point must be assigned subsequently to the nearest cluster with a higher local density. However, DPC has two apparent drawbacks. On the one hand, in the clustering process of two or more clusters with different densities but close proximities, the calculation results of local densities may have deviations, thereby resulting in the failure of final clustering. On the other hand, when multiple extreme points exist in a cluster, a cluster may be forcibly divided into several parts. Figure 1 (c) shows that DPC selects both centres (black crosses) in the clusters with a higher density, resulting in serious errors in the clustering results.
To solve the above problems, we propose a new clustering algorithm that identifies similar objects as a cluster based on the similarity between objects.
This similarity mainly includes two aspects: the similarity of neighbor distribution and the similarity of shared neighbors for the two objects. Based on this, objects with similar neighbor distribution and enough shared neighbors can be recognized as a cluster, to meet the requirements of multidensity clustering. So, in a cluster the local densities are reasonably homogeneous. The main contributions of this research presented are as follows:
(1) A new multi-density clustering algorithm is proposed. This algorithm can identify clusters of any size, any shape and any density, and it is robust against noise. In addition, even clusters without distinct division zones can be identified perfectly. In this algorithm, the parameters are simple to set, and insensitive, and not require users to have a rich prior knowledge.
(2) The measurement of the similarity between two objects is well defined, consisting of the similarities of divergence and the similarity of shared neighbors of the two objects. The new measurement can help an object determine similar neighbors rapidly and efficiently.
(3) The proposed algorithm is verified through synthetic and real-world datasets, and evaluated using three evaluation indexes, including Fowlkes-Mallows index (FMI) [9] , adjusted Rand index (ARI) [10] , and adjusted Mutual information (AMI) [10] . The results of DENSS are more accurate than those of other clustering algorithms such as DPC and DBSCAN.
II. RELATED WORKS
Clustering algorithms can be divided into four major categories, namely, partitioning-, hierarchy-, density-and gridbased algorithms. However, only density-based algorithms can recognise clusters with any shapes and densities. Thus, this work mainly discusses and analyses existing densitybased algorithms.
DBSCAN is a classic density-based clustering algorithm. However it cannot handle the density variation in data. To address the difficulty of setting parameters, GMDBSCAN [11] divides the data space into grids, identifies a local minpts for each grid, and performs clustering by applying corresponding minpts to each grid. In addition, to handle density differences, the concept of homogenous core point is proposed in DDSC [12] , that is, the density difference of all neighbors of this point is less than the specified threshold. Based on this concept, DDSC selects a random homogenous core point to begin clustering, and continuously adds other homogenous core points that the density can reach until no more point can be reached. Subsequently, a cluster is formed. However, as the algorithm uses a global radius parameter (ε) similar to DBSCAN when calculating the density of each point, no neighbour may exist within radius ε for points in clusters with low density. Therefore, when the densities of different clusters in datasets vary, clusters with lower density cannot be identified effectively. CDBSCAN [13] partitions the dataset into neighbors with a minimum number of data points and then builds local clusters. However, this algorithm tends to generate excessive singleton clusters. SSDBSCAN describes the use of labeled points to help the algorithm detect suitable density parameters to extract density-based clusters. However, SSDBSCAN [14] decreases the clustering performance when applied on a large dataset that contains severely overlapping samples from different clusters. The limitation of CDBSCAN and SSDBSCAN is their need for abundant prior knowledge.
Another important clustering algorithm is DPC in which the density of the cluster's centre point is greater than the density of the non-central points, and the centre points are far from one another. Thus, the cluster centre can be identified first, allowing the assignment of a point to a cluster according to the distance of other points from different cluster centres [15] . Many improved clustering algorithms, such as multiple DPC (MDPC) [16] , PPC [17] , FDPCluster [18] and DPCG [19] , have been developed on the basis of DPC.
However, these algorithms tend to select points with a large density as the initial cluster centres which may result in the incorrect assignment of points with lower density to other clusters or may be treated directly as noise. The shared nearest neighbours (SNN) algorithm uses the number of shared neighbours of the two objects as a criterion for judging whether the two objects are similar or not [20] . Although this algorithm addresses the issue of multiple-density clusters in a dataset to some extent, identifying two clusters without significant separation zones may not be accurate because the k-nearest neighbors based on the distance of an object is not necessarily on the same level of the object [21] . Even with the integrated merits of the SNN and DPC algorithms, SNN-DPC [22] may not accurately identify two clusters without evident separation zones. Furthermore, the execution process requires users to specify the number of clusters or even the centre points.
III. ALGORITHM DESIGN
In this section, algorithm DENSS is proposed which is based on the similarity of divergence and shared neighbors. The algorithm can rapidly and efficiently identify clusters of different densities, shapes and sizes even in the presence of noise and outliers. And within the same cluster the local densities are reasonably homogeneous. The algorithm can be mainly divided into two stages. 1) Neighbor correction: get true similar neighbors for each object. 2) Clustering is performed on the basis of the similarity of divergence and shared neighbors amongst objects.
A. NEIGHBOR CORRECTION
Formally, let P = {p 1 , p 2 , . . . , p n } be a point dataset of n points with m-dimensional features. The i-th object can be represented as p i = {x i1 , x i2 , . . . , x im }. For the purpose of proper visualization, 2D space datasets will be employed to demonstrate the algorithm. To facilitate presentation the subsequent clustering steps, the following definitions are given:
Definition 1 (K-Nearest-Neighbor Neighborhood (KNN Neighborhood)): given a set with n points P, for point p i (p i ∈ P), its KNN neighborhood set is KNN (p i ). If ∀p x ∈ KNN (p i ), ∀p y / ∈ KNN (p i ) and (p x ∈ P, p y ∈ P), then Distance (p x , p i ) ≤ Distance p y , p i , where Distance() is the Euclidean distance between two points, and |KNN (p i )| = k. Note, that the proposed algorithm can work with any distance function.
Definition 2 (Noise Point): For cluster C = {p 1 , p 2 , · · · , p j }, if the number of points in C is less than k (|C| < k), then all points in C are considered noise. For conciseness, noise point is abbreviated as noise.
Definition 3 (Shared-Nearest-Neighbors Neighborhood (SNN Neighborhood)): The shared neighbors of two points p i and p j in set P are the intersections of their neighbors, which are represented by SNN p i , p j = {p x |p x ∈ KNN (p i ) and p x ∈ KNN p j }, and are symmetric, that is, SNN p i , p j = SNN p j , p i . In other words, |SNN p i , p j | represents the number of shared neighbors of p i and p j .
If two points in the SNN algorithm share a certain number of neighbours, then they may be similar and belong to the same cluster. The similarity of the SNN neighbourhood can be expressed by the number of shared neighbours. Figure 2 shows two clusters with different densities when k = 8; the k nearest neighbors of p A , p B , p C , p D and p E are marked by arrows. As p A and p B are near to each other, they share neighbors, and |SNN (p A , p B ) | = 3. Similarly, p C and p D are close to each other, and |SNN (p C , p D ) | = 3. As the distance from p C and p D to p A and p B are relatively far, they have no shared neighbor, that is,
Furthermore, although p E , p C and p D belong to the same cluster, p C and p D are far from p E . Thus they do not share any neighbor, that is,
To sum up, two objects in a cluster that are near each other normally share a certain number of neighbours. In contrast, two objects from a same cluster that are far apart may not share any neighbour, and two objects in two different clusters do not share any neighbour. Furthermore, the number of neighbours shared by adjacent objects in two clusters of different densities is similar. Thus, algorithm SNN can identify clusters with different sizes, shapes and densities in a dataset.
However, algorithm SNN also has some defects. 1) Noise points may be incorrectly divided into nearby clusters because the algorithm SNN is sensitive to noise. In Figure 3 , for point p E in cluster 2, relevant arrows point to its 8 nearest neighbors, and the eight nearest neighbors of noise point p F are denoted by blue arrows. Clearly, their neighbours are completely the same (|SNN (p E , p F ) | = 8). The similarity is even greater than that between p A and p B , which both belong to cluster 1, |SNN (p A , p B ) | = 3. In this case, noise point p F may be classified into cluster 2. 2) When two clusters of different densities are near each other, or no distinct separation zone exists between the two clusters, the border points may be incorrectly clustered. In Figure 3 , p C evidently belongs to cluster 1, but p C seems to have more shared neighbors with points in cluster 2, (i.e. |SNN (p C , p D ) | = 4), which is far greater than |SNN (p C , p B ) | = 1. Thus, algorithm SNN is likely to classify the border points between the two clusters incorrectly and, in some cases, may even mistakenly integrate the two clusters into one.
To solve the aforementioned problems, we propose the concept of divergence, which is defined as follows:
Definition 4 (Divergence of Point): The divergence of point p i is represented by the average distance between any two points in the set which composed of p i and its neighbors,
Definition 5 (Divergence Similarity between two points (DS)): it can be represented by the ratio of the smaller divergence value to the larger divergence value.
The range of DS(p i , p j ) is ( 0, 1], and the closer the value to 1 is, the greater the similarity of the divergence between the two points will be, and vice versa. Definition 6 (K-Nearest-Neighbor Based on Divergence (KNND)): in set P with n points, for p i (p i ∈ P), obtain the K nearest neighbors that are most similar to its divergence, which can be represented by KNND (p i ). And it must meet the following requirement:
We can obtain the divergences of p f and p e based on the above definition ( Figure 3) . Evidently, p f .div is larger than p e .div, that is, their DS is very small. According to the rule of DS, p f cannot be merged into cluster 2. Furthermore, no point of divergence similar to p f exists, and p f is successfully recognised as noise. To sum up, noise and non-noise points cannot be combined in the same cluster because of the great difference in their divergence values. Therefore, the concept of divergence can effectively and accurately identify noise, thereby greatly improving the robustness of the algorithm.
Definition 7 (Cluster Divergence): The divergence value of cluster C = {p 1 , p 2 , · · · , p m } is the average divergence value of all points in the cluster, which can be represented by
Definition 8 (Similarity between Point and Cluter (SPC)):
To obtain the similarity between point p and cluster C = {p 1 , p 2 , · · · , p m , we define a function as follows:
where dis(p, C) refers to the smallest distance between p and the points in cluster C. The product is taken here to ensure that SPC (p, C) will achieve a higher value only if the values of p.div and dis(p, C) are similar to those of C.div. Taking the right half of the baseline dataset (Compound) as an example (Figure 4 ), when k = 10, the KNN neighborhood of p 25 neighbors and divergence, p 25 can only be recognized as a noise point. However, p 25 and p 30 should belong to the same cluster. In this dataset, there are many points similar to p 25 , such as {p 40 , p 45 , p 46 , · · · }. Therefore, finding the correct neighbors of a point is essential to the algorithm. Algorithm 1 is designed by this work to determine the true similar neighbours of an object.
Algorithm 1 Neighbor_Correct
Input: dataset P, number of neighbors: k, the thread of divergence similarity between two points : θ Output: points with really similar neighbors Process: 1. get KNN neighborhood for each point 2. get divergence for each point based on KNN neighborhood 3. for each point p i in dataset P 4. similarNeighborNum = diversitySimilarNeighbor (p i , θ);//get the number of neighbors whose divergence is similar to p i .
5.
if similarNeighborNum < k 6. muti_Neighbors = p i .getMultiNeighbor();//Get more neighbors (5 * k ) 7.
sort muti_Neighbors in ascending order of divergency 8.
candidateNeighborClusters ← ∅; 9.
while muti_Neighbors != ∅ 10 create a new neighborCluster C ←∅; 11 C.add(corePoint = muti_Neighbors.pop()); 12.
while ((neighbors ← getSimilarNeighbor (corePoint, θ))!= ∅)//get the points whose diversity is similar to corePoint 13 C.add(neighbors); 14 muti_Neighbors = muti_Neighbors neighbors; 15 corePoint = C.getNextPoint(); 16 end while 17
candidateNeighborClusters.add(C); 18 end while 19 p i .trueNeighbors = getTrueNeighbor(p i , candidateNeighborClusters);// get the most similar neighbor cluster by definition 8 20 update the divergence of p i 21 end if 22 end for In algorithm 1, the k-nearest points are obtained and calculated the divergence for each point. Then check the neighbors for each point, whether there are neighbors whose divergence is greatly different from that of the point. To get the similar neighbors, we need to search for more neighbors, and sort the neighbors by their divergences. The neighbor point with the smallest divergence is selected as the starting point to clustering, and θ is used as the divergence similarity threshold. We can get two or more clusters after all neighbors have been visited. Then, we can get the most similar neighbor cluster by definition 8, and update the divergence of point by the similar neighbors. Algorithm 1 is shown as neighbors correction.
According to Algorithm 1, when the DS threshold (θ) is set to 0.4, then obtain the 50 neighbors for p 25 , as indicated by the red dots in Figure 5(a) . Subsequently, these expanded neighbours are clustered, and they can be easily divided into clusters 1: {p 51 , p 52 , p 54 , · · ·} and 2: {p 26 , p 27 , p 24 , · · ·}. Finally, the cluster that is the true neighbour is determined by comparing the DS between p 25 and these two clusters. Apparently, the similarity between p 25 and cluster 2 is higher than that between p 25 and cluster 1. The K nearest points of p 25 are selected as true neighbours in cluster 2, that is, 24 , p 31 , p 28 , p 32 , p 30 , p 40 , p 45 , p 33 }. 
B. ALGORITHM DESCRIPTION
Through the corrections of neighbour and divergence, the points in the same cluster should be similar in the two aspects, that is, the neighbours of the two points and their divergence are similar, as shown in Definition 9.
Definition 9 (Similarity Between Two Points): p A and p B
are two points in dataset P. We define a function to determine the similarity between p A and p B as follows:
where the theoretical range of θ is (0,1]. In practice, the range is normally [0.6,0.85] because if it is extremely small, the dissimilar points will be identified in the same category. However, when the threshold is too big, the points in the same category will be divided into multiple clusters. The theoretical value range of ε is [0, 1]. However, the practical value is [0.3, 0.5]. In Figure 2 , p A and p B are two relatively near points in the same cluster, and their |SNN(p A , p B )| = 3, that is, the similarity of their neighbors is 3/8. In this paper, we take ε = 0.4, according to experience. In algorithm 2, the k-nearest points are obtained for each point and calculated the divergence by definition 4. Neighbor correction is performed for each point by Algorithm 1. Then sort all points in ascending order of divergence. The clustering process starts from the point p with the smallest divergence. Add p into cluster C, and retrieve all similar neighbors of p. Then, each unvisited point in cluster C, is marked as visited, and its neighbours are located and added to cluster C in the same way until each point in cluster C is visited.
Algorithm 2 DENSS
Input: point set: P, number of neighbors: k, divergence similarity threshold between points:θ, neighbors similarity of two points: ε. Output: Clusters = {C 1 , C 2 , · · · , C m } (m is the number of clusters) Process: 1. Clusters = ∅; 2. get KNN neighborhood and divergence for each point in P; 3. Neighbor_Correct(P, k, θ); 4. P.sortByDIV(ascending);//sort all points in ascending order of divergence 5. for each unvisited p with smallest divergence in P 6. C = ∅; 7. C.add(p);//add p into cluster C 8. mark p as visited; 9.
C.add(p. getNeighbors(θ, ε));//get points similar to p and add them to cluster C; 10 for each unvisited p in C 11 C.add(p .getNeighbors(θ, ε));//get points similar to p and add them to cluster C; 12 mark p as visited; 13 end for 14
Clusters.add(C); 15 end for Then a complete cluster is formed. The operation is repeated until all points in set P are visited and all clusters are obtained. The detailed algorithm DENSS process is shown in algorithm 2.
Execution time complexity of the algorithm is mainly determined by searching for KNN neighborhood and sort all points in ascending order of divergence. In the process of finding neighbors for each point, since index cannot be created for high-dimensional data, the time complexity of this stage is O(n 2 ). The time complexity in sorting is O(nlog 2 n) by utilized the heap sorting strategy. To sum up, time complexity of algorithm DENSS is O(n 2 ).
IV. EXPERIMENTS AND ANALYSIS
To verify the effectiveness of DENSS, we verify its performance using classic benchmark synthetic and real-world datasets for the purpose of proper visualization. Given that this paper focuses on multi-density clustering, two synthetic datasets that contain multiple clusters of different densities were designed to fully demonstrate the performance of DENSS. However, their evaluation indexes are not as simple as the calculation of the number of errors or the accuracy and recall rate in the classification algorithms because clustering algorithms are unsupervised algorithms. The evaluation criteria of classification focus on the accuracy of the object that belongs to a category label, while clustering obtains one or more clusters without labels. The latter focuses more on the similarity of internal data and the divergence of clusters. To obtain clustering results, focus should be given to the relationships amongst data instead of the relationship between data and category. Therefore, in this section, three validation metrics, namely, the FMI, the ARI and AMI are applied to evaluate the performance of the algorithms. The upper limit for these three indexes is 1, and the higher the value is, the better the clustering results are.
A. EXPERIMENTS
We select some benchmark datasets that are widely used to test the performance of various clustering algorithms. Two types of datasets are mainly used. Firstly, the four shape datasets with natural shape clusters include Aggregation [23] , Flame [24] , Pathbased [25] and R15 [26] . Secondly, the five datasets with uneven density-pattern clusters include Jain [27] , Compound [28] , two-circle three-circle and iris dataset [29] . The clusters in all these datasets have different shapes, densities and scales. These datasets can simulate different scenarios through which the performances of different clustering algorithms can be compared. Next, we present the clustering results of these datasets in the tests. In the figures, the dots of different colours represent the classification into different clusters, and the black squares represent noise.
As shown in Figure 6 most algorithms, including DENSS, SNN-DPC, DPC, DBSCAN and OPTICS [30] , can accurately identify the clusters in Aggregation. However, error occurs in the identification process of MDPC and K-Means. MDPC tends to identify a single cluster as two or identify two close clusters as one incorrectly. K-Means experiences the same problem by dividing the lower left circular cluster into three parts. Figure 7 shows that Pathbased consists of a semi-ring cluster and two nearly circular clusters. As shown in the figure, only DENSS and SNN-DPC can guarantee the correct identification of the three clusters. For other algorithms, the results can be divided into two kinds. The first type includes those obtained by DPC, MDPC and K-Means where the left and right sides of the semi-ring cluster were incorrectly assigned to the two clusters in the middle, thereby reducing the semiring cluster to only its top part. FKNN-DPC has a similar problem, only that it identified the semi-ring and left clusters as a whole. The second type of results comes from OPTICS and DBSCAN which can correctly identify the two clusters in the semi-ring cluster. However, OPTICS divided the semiring into several small clusters. Owing to the low density, the entire semi-ring cluster was recognized by DBSCAN as noise. Figure 8 shows the results on Flame by all algorithms. DENSS, SNN-DPC, DPC and DBSCAN can identify the clusters correctly. OPTICS divided the lower clusters into two, and the result was undesirable. K-Means assigned the left end of the lower cluster to the upper cluster. Similarly, MDPC assigned the right end of the lower cluster to the upper cluster, thereby presenting a dataset that appears to have been cut diagonally, resulting in serious errors. Figure 9 shows the results of R15, which is the simplest data for all algorithms because of the nearly evenly distributed points in each cluster. Despite some small defects, most algorithms managed to identify them correctly. Only MDPC identified 8 clusters in the middle as one. Figure 10 shows that in the Compound dataset, only DENSS successfully identified six clusters accurately. The other algorithms could only identify two dense clusters in the lower left corner or the two closed sparse circular clusters correctly. SNN-DPC, FKNN-DPC and MDPC relatively identified the three clusters on the left correctly, but because the two clusters were near each other, their densities were very different, and no obvious separation zone existed, thereby resulting in serious errors in the identification results of all three algorithms. Although OPTICS and DBSCAN identified the two clusters in the upper left correctly, they identified the two clusters in the lower left as one. DPC and K-Means have similar problems, that is, they both recognises the set of points on the lower left as two or more clusters, but the shape of the clusters are incorrect. Furthermore, the four algorithms failed to identify the two clusters on the right with very different densities correctly. Figure 11 shows that Jain consists of two interwoven crescent-shaped clusters whose densities are different but close. DENSS, SNN-DPC and MDPC can flexibly handle this type of dataset, thereby completely distinguishing between these two clusters. The results of the other algorithms can be divided into three kinds. The first is the results by DBSCAN and OPTICS which can accurately identify the lower cluster. However, both algorithms identified the left part of the upper cluster as a new cluster incorrectly. This error is closely related to the failure of traditional density-based clustering algorithms in dealing with variable density clustering. Although OPTICS optimised this problem, it cannot avoid the problem completely. The second results come from DPC and K-Means, which incorrectly assigned the left end of the lower cluster to the higher cluster. The third results come from FKNN-DPC, which not only incorrectly assigned a part of the upper cluster to the lower cluster, but also assigned a part of the lower cluster to the upper cluster.
In Figure 12 , Two_Circle consists of a circle and two semirings different densities. Only DENSS can cluster this type of dataset accurately. The results of the other algorithms can be divided into three kinds. The first results come from SNN-DPC, which successfully divided the dataset into three clusters. Although the shape of each cluster has errors, they are basically correct. The error is caused by the difference in the densities of the three clusters and their proximity. The second results were obtained by FKNN-DPC, MDPC, DPC and K-Means, which assigned some points in clusters of lower density incorrectly to clusters with higher density, thereby causing serious errors in the clustering results. The third results come from DBSCAN and OPTICS, which both identified the clusters with high densities, but recognised clusters with low density as noise correctly.
In Figure 13 , Three_Circle consists of a circle and two rings which contain 7,850 points in total. The positions of the points in each cluster are randomly generated. This dataset contains the largest amount of data in all synthetic datasets. Their densities vary; the density of the middle circle is the largest, followed by the densities of the outermost and inner rings. Evidently, only DENSS can cluster such datasets accurately, and the boundaries of each cluster can be recognised precisely as well. The other algorithms produced serious errors, possibly because of the following reasons. Firstly, the densities of the three clusters are quite different, thereby causing certain errors in the process of searching for the cluster centre by SNN-DPC, FKNN-DPC, MDPC and DPC. OPTICS and DBSCAN can only identify two clusters with high density, and the circular cluster with the lowest density in the middle was simply treated as noise. K-Means can identify clusters in convex shapes better, but the three interwoven clusters posed a great challenge. Secondly, these three clusters are near one another, thereby making the clustering process quite difficult. For example, SNN-DPC identified the inner and outer rings as one, and MDPC even recognised the three clusters as a whole. Thirdly, the data are large, and the positions of the points in the cluster are randomly generated. Thus, the density may be locally higher or lower in the same cluster, which is in line with the distribution of points in real world. In recognising the inner ring cluster, OPTICS divided the cluster into several parts because of the uneven distribution of the points in the cluster.
In order to evaluate the usability and effectiveness of algorithm DENSS, we use the iris dataset (with four features) from the real-world dataset UCI [29] . In order to facilitate visualization, we take three features from the original four features randomly and visualize the four 3D sub datasets respectively, as shown in Figure 14 . Obviously, according to the distribution of the 3D points in the four figures, they can be divided into 2 clusters. In order to reduce the effect of the difference between the density of the central part and that of the edge part of the clusters on the result, we set the number of neighbor k = 15, the divergence similarity threshold between points θ = 0.75, and the neighbors similarity of two points: ε = 0.4. From the results in Figure 15 , it can be seen that the two clusters in the four different datasets are successfully identified. Table 1 shows the parameters set by each algorithm for different datasets to obtain the best results. Figure 16 presents the FMI ARI and AMI scores of the clustering results by the eight selected datasets. Although SNN-DPC, FKNN-DPC and traditional DPC can spot the cluster centre via the decision diagram, to improve the accuracy of the results and accelerate the process of clustering, the correct number of clusters is directly specified. Similarly, the initial centre for K-means clustering is also nominated. Thus, the result of each algorithm is optimal. DENSS can not only obtain highly accurate results in the datasets with different shapes, but also handles datasets with different densities very well. To evaluate the efficiency of clustering algorithms, the time consumption of different datasets in the same environment by different clustering algorithms are compared. We performed the experiments on a computer with an Intel Core i5-6500 3.20 GHz CPU and 8.0 GB of RAM running java1.8 (for DENSS and DBSCAN), MATLAB R2018a (for SNN-DPC, FKNN-DPC, and DPC) and Python 3.6.2 (for the other algorithms).
B. PERFORMANCE ANALYSIS
To make the results less sensitive to unexpected events, for each algorithm and dataset, we use the best parameters and repeated the execution 10 times, and then calculated the average execution time. Table 2 shows the average execution time required by each algorithm on each dataset. The number in parentheses below the dataset indicates the number of points in the dataset. When the data is small, DENSS, FKNN-DPC, DBSCAN and DPC consumed very little time, almost within 100 ms, and DPC required the shortest time, whereas DENSS took slightly longer than DPC. The DBSCAN algorithm does not need to judge the different cluster densities and thus consumed little time. However, this also leads to low accuracy. SNN-DPC takes more running time than the algorithms, the longest time reaches 618ms. The execution time by MDPC is less than those of the other algorithms, and the longest time takes around 10 s. On large data, DENSS takes the shortest amount of execution time, the execution time of other algorithms is even 10-100 times more than that of DENSS. Obviously, DENSS shows a better execution efficiency regardless of the size of the datasets, especially when the data is large.
In addition, the parameter settings of an excellent algorithm should have two characteristics. 1) Less prior knowledge as possible must be required from users. 2) The parameters should be insensitive to the results.
Three parameters are mainly used in this work, namely, the number of nearest k points, the DS between two points θ and the neighbour similarity between two points ε. No modifications were made for the values of k and ε during the clustering of the eight benchmark datasets, that is, k = 10 and ε = 0.4. The different shapes, sizes and densities of the clusters in the eight datasets are good indication of the robustness of these three parameters. The above parameters can also be adjusted according to different applications. We mainly analyse the robustness of the parameter θ below.
In DENSS, the most important parameter is the measurement threshold θ of DS, whose range interval is (0,1]. Given that the objects in the same cluster also have some differences, the value is normally [0.5, 0.83] to ensure that objects in the same cluster are similar to one another. To better verify that DENSS is insensitive to the parameters, we selected one form each of the natural shape and uneven density-pattern datasets for testing. Figure 17 shows the FMI, ARI and AMI results of the different datasets under various threshold θ values. Evidently, all the datasets are insensitive to θ. Specifically, for Compound, R15, Two-Circle and Three-Circle, when θ is within [0.6, 0.83], almost all the FMI, ARI and AMI values are greater than 0.9. Within half of the interval, the three evaluation values are greater than 0.95. For Jain and Aggregation, θ within [0.3, 0.5] and [0.73, 0.83] can obtain 100% accuracy. Given that the difference between the densities of each cluster in the two datasets, Pathbased and frame, is very small, the threshold should be more carefully set than in the other datasets. However, the threshold range for obtaining excellent results is relatively large. When the threshold θ of Pathbased is between [0.67, 0.75], the average evaluation value can exceed 80%. When the threshold θ is between [0.8, 0.86] in Frame, the average evaluation value can exceed 90%.
V. CONCLUSION
This study proposes algorithm DENSS, which is a clustering algorithm based on similarity DENSS can perform clustering by judging whether the points are similar or not, thereby avoiding the problem of traditional algorithms in handling multi-density clusters. Similarity mainly includes two aspects, namely, the DS of two points and those of their neighbours. Divergence can detect the sparse degree of surrounding neighbours, whereas the similarity amongst neighbours can determine proximity. Two points are likely to belong to the same cluster when both similarities meet the requirements. The test results of eight classic synthetic datasets and one real-world dataset reveal that DENSS is a rapid, effective and self-adaptive multi-density clustering algorithm that can remarkably handle datasets of any shape, density and scale. Furthermore, DENSS is quite robust against noise.
Our work in the future will focus on the following two aspects. On the one hand, the similarity threshold might vary when clustering different datasets. Therefore, we will work on further improving the algorithm to generate the optimal threshold for different datasets smartly. On the other hand, we will try to apply DENSS to the production environment, in solving practical problems and in improving the production efficiency in relevant fields.
