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Abstract
For a Dynkin quiver Q (of type ADE), we consider a central comple-
tion of the convolution algebra of the equivariant K-group of a certain
Steinberg type graded quiver variety. We observe that it is affine quasi-
hereditary and prove that its category of finite-dimensional modules is
identified with a block of Hernandez-Leclerc’s monoidal category CQ of
modules over the quantum loop algebra Uq(Lg) via Nakajima’s homo-
morphism. As an application, we show that Kang-Kashiwara-Kim’s gen-
eralized quantum affine Schur-Weyl duality functor gives an equivalence
between the category of finite-dimensional modules of the quiver Hecke
algebra associated to Q and Hernandez-Leclerc’s category CQ, assuming
the simpleness of poles of normalized R-matrices for type E.
Introduction
For a Dynkin quiver Q (of type ADE), we associate the following two interesting
monoidal categories CQ and MQ.
The first one CQ is a certain monoidal subcategory of the category of finite-
dimensional modules of the quantum loop algebra Uq(Lg), where g is the com-
plex simple Lie algebra whose Dynkin diagram is the underlying graph of the
quiver Q. This category was introduced by Hernandez-Leclerc [14]. The def-
inition of the category CQ involves the Auslander-Reiten quiver of Q. The
complexified Grothendiek ring of CQ is known to be isomorphic to the coordi-
nate algebra C[N ] of the unipotent group N associated with g. Moreover the
classes of simple modules correspond to the dual canonical basis elements. Ac-
cording to the weight decomposition C[N ] =
⊕
β∈Q+ C[N ]β, the category CQ
has a decomposition CQ =
⊕
β∈Q+ CQ,β.
The second oneMQ is the direct sum of categoriesMQ,β = HQ(β)-mod
0
fd of
finite-dimensional modules of the quiver Hecke algebraHQ(β) on which the cen-
ter acts nilpotently. The monoidal structure onMQ is given by parabolic induc-
∗Department of Mathematics, Kyoto University, Oiwake Kita-Shirakawa Sakyo Kyoto 606-
8502 JAPAN, E-mail:rfujita@math.kyoto-u.ac.jp
1
tions. The quiver Hecke algebra (which is also known as the Khovanov-Lauda-
Rouquier algebra) was introduced by Khovanov-Lauda [22] and by Rouquier
[34] as an algebraic object which generalizes the affine Hecke algebra of type A
in the sense that it gives a categorification of the dual of the upper half Uq(g)
+
Z
of (the integral form of) the quantized enveloping algebra Uq(g). More precisely,
the quiver Hecke algebra HQ(β) is equipped with a Z-grading. Thus the direct
sum of the Grothendiek groups of finite-dimensional graded module categories
of HQ(β) for various β becomes a Z[q
±1]-algebra, where q corresponds to the
grading shift. It is isomorphic to the dual of Uq(g)
+
Z
with the classes of self-
dual simple modules corresponding to the dual canonical basis elements. The
categoryMQ is obtained by forgetting the gradings, which corresponds to spe-
cializing q to 1 at the level of the Grothendiek ring. Therefore the complexified
Grothendiek ring of the monoidal categoryMQ is also isomorphic to C[N ].
Hence, we encounter a natural question, originally asked by Hernandez-
Leclerc [14], whether there is any functorial relationship between these two
monoidal categories CQ andMQ. Kang-Kashiwara-Kim [16] answered this ques-
tion by constructing the generalized quantum affine Schur-Weyl duality functor
FQ :MQ → CQ for any quiver Q of type AD. The functor FQ is a direct sum⊕
β∈Q+ FQ,β of functors FQ,β : MQ,β → CQ,β . A direct summand FQ,β is de-
fined as tensoring a certain (Uq(Lg), HQ(β))-bimodule which is constructed by
using the normalized R-matrices for ℓ-fundamental modules of Uq(Lg). Their
construction also works for type E if we assume the simpleness of some spe-
cific poles of normalized R-matrices. Moreover, under this assumption, Kang-
Kashiwara-Kim proved that the functor FQ is an exact monoidal functor which
induces an isomorphism of Grothendiek rings for any quiver Q of type ADE.
When the quiver Q is a monotone quiver of type A, Kang-Kashiwara-Kim’s
construction coincides with that of the usual quantum affine Schur-Weyl duality
between Uq(Lsln) and the affine Hecke algebra of type A. In particular, the
functor FQ gives an equivalence of categories in this special case due to Chari-
Pressley [7]. Then we may expect that the functor FQ also gives an equivalence
of categories for general Q of type ADE. The goal of this paper is to verify this
expectation.
We briefly explain our strategy. An isomorphism of Grothendiek rings of cat-
egories does not imply an actual equivalence of categories because Grothendiek
rings forget some information about homological properties such as extensions
between modules. In order to verify that the functor FQ gives an equivalence
of categories, we should ask whether it respects such homological properties.
However, the categories CQ and MQ are not suitable for a homological study
because they have no projective modules. Thus we want to discuss some suit-
able “completions” ĈQ and M̂Q of categories CQ and MQ respectively to get
enough projective modules.
For the category MQ, such a completion is easily accomplished. We just
take the central completion ĤQ(β) of the quiver Hecke algebra along the trivial
central character and simply define the category M̂Q,β as the category of finitely
generated ĤQ(β)-modules. The homological properties of the category M̂Q,β
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are well-understood, due to Kato [19] and Brundan-Kleshchev-McNamara [5].
In precise, the category M̂Q,β has a structure of affine highest weight category,
which is equivalent to saying that the algebra ĤQ(β) is an affine quasi-hereditary
algebra. The notion of affine highest weight category is introduced by Kleshchev
[23] as a generalization of the notion of highest weight category introduced by
Cline-Parshall-Scott [10]. In particular, an affine highest weight category has
standard modules, which filter projective modules.
On the other hand, to define a suitable completion ĈQ,β is not obvious be-
cause a priori we have no information about the center of the category CQ,β .
To remedy this situation, we rely on Nakajima’s construction [29] of Uq(Lg)-
modules using convolution algebras of equivariant K-groups of quiver varieties.
For us, an advantage of this kind of convolution construction is that the represen-
tation ring of the group of equivariance automatically gives a large central subal-
gebra of the convolution algebra. Associated with the quiver Q and an element
β ∈ Q+, we define a certain graded quiver varieties M•β ,M
•
0,β with actions of a
linear algebraic group G(β) determined by β. We remark that the graded quiver
variety M•0,β was studied by Hernandez-Leclerc [14]. They proved that M
•
0,β is
isomorphic to the space of representations of quiver Q of dimension vector β.
We have the canonical projective G(β)-equivariant morphism M•β →M
•
0,β and
form the corresponding Steinberg type variety Z•β = M
•
β ×M•0,β M
•
β. Nakajima
[29] constructed an algebra homomorphism from Uq(Lg) to a suitable central
completion K̂G(β)(Z•β) of the G(β)-equivariant K-group with the convolution
product. We define a “completion” ĈQ,β of Hernandez-Leclerc’s category CQ,β
as the category of finitely generated K̂G(β)(Z•β)-modules. We prove that this
category ĈQ,β actually plays a role of a completion of Hernandez-Leclerc’s cat-
egory CQ,β and that it has a structure of an affine highest weight category. In
precise, our main result is the following.
Theorem A (= Theorem 4.9). (1) The convolution algebra K̂G(β)(Z•β) is an
affine quasi-hereditary algebra and hence the category ĈQ,β has a structure
of affine highest weight category.
(2) Via Nakajima’s homomorphism, standard modules in ĈQ,β are identified
with the deformed local Weyl modules (see Definition 2.11) and the full
subcategory of finite-dimensional modules in ĈQ,β is identified with the
category CQ,β.
Kang-Kashiwara-Kim’s functor FQ,β can be extended to an exact functor
M̂Q,β → ĈQ,β of two affine highest weight categories. There is a simple suffi-
cient condition (= Theorem 1.7) obtained in [12] for an exact functor between
two affine highest weight categories to give an equivalence of categories. We
prove that the functor FQ,β satisfies this sufficient condition. Restricting the
equivalence FQ,β to the subcategory MQ,β of finite-dimensional modules and
summing up over β ∈ Q+, we obtain the following result.
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Theorem B (= Corollary 5.16). Under some assumption about simpleness of
poles of normalized R-matrices for type E, Kang-Kashiwara-Kim’s generalized
quantum affine Schur-Weyl duality functor FQ :MQ → CQ gives an equivalence
of monoidal categories.
Theorem A (1) can be obtained as a consequence of the theory of geometric
extension algebras developed by Kato [20] and by McNamara [26], although in
this paper we give an alternative proof which does not use geometric extension
algebras. In fact, our convolution algebra K̂G(β)(Z•β) is isomorphic to the com-
pletion of the geometric extension algebra associated to M•β → M
•
0,β, which
satisfies some conditions presented in [20], [26]. Moreover, from this viewpoint,
it is known to be Morita equivalent to the quiver Hecke algebra HQ(β) due to
Varagnolo-Vasserot [35]. In other words, we already know an abstract equiv-
alence of categories M̂Q,β ≃ ĈQ,β. See Remark 4.17. However, we emphasize
that it is still not obvious that the equivalence is realized concretely by Kang-
Kashiwara-Kim’s functor FQ,β. In addition, to prove the other statement (2)
in Theorem A, we need to compare the quantum loop algebra Uq(Lg) and the
convolution algebra K̂G(β)(Z•β) via Nakajima’s homomorphism, which is neither
injective nor surjective in general.
This paper is organized as follows. In Section 1, we recall the definition and
some properties of affine highest weight categories and affine quasi-hereditary
algebras. Section 2 is about some representation theory of quantum loop al-
gebras Uq(Lg) of type ADE. In Section 3, we recall and prove some geometric
properties of quiver varieties, which are needed in Section 4. Section 4 is the
main part of this paper. After recalling Nakajima’s construction in Subsection
4.2, we prove Theorem A in Subsection 4.3. We consider the Kang-Kashiwara-
Kim functor in Section 5. Theorem B is proved in Subsection 5.3. Finally in
Subsection 5.4, we describe the reflection functors between categories CQ’s.
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Convention. An algebra A is associative and unital. We denote by A-modfg
the category of finitely generated left A-modules. If k is a field and A is a
k-algebra, we denote by A-modfd the category of finite-dimensional left A-
modules. For a two-sided ideal a ⊂ A and a left A-module M , we denote
the quotient M/aM by M/a for simplicity. Working over a field k, the symbol
⊗ stands for ⊗k if there is no other clarification. For i = 1, 2, let Ri be a com-
plete local commutative k-algebra with maximal ideal ri ⊂ Ri with Ri/ri ∼= k.
For any Ri-module Mi (i = 1, 2), we denote by M1⊗ˆM2 the completion of the
(R1⊗R2)-module M1⊗M2 with respect to the maximal ideal r1⊗R2+R1⊗ r2.
Note that M1⊗ˆM2 is a module over the complete local algebra R1⊗ˆR2.
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1 Affine highest weight categories
In this section, we recall the definitions and some properties of (topologically
complete) affine highest weight categories and affine quasi-hereditary algebras.
Let A be a left Noetherian algebra over an algebraically closed field k and
J ⊂ A be the Jacobson radical of A. Throughout this section, we assume that
dim(A/J) < ∞ and A is complete with respect to the J-adic topology, i.e.
lim
←−
A/Jn ∼= A. Let C := A-modfg be the k-linear abelian category of all finitely
generated left A-modules. Our assumption guarantees that any simple module of
C is finite-dimensional and the number of isomorphism classes of simple modules
in C is finite. We parametrize the set Irr C of simple isomorphism classes in C by
a finite set Π as Irr C = {L(π) ∈ C | π ∈ Π}. For each π ∈ Π, we fix a projective
cover P (π) of the simple module L(π).
Definition 1.1. A two-sided ideal I ⊂ A is called affine heredity if the following
three conditions are satisfied:
(1) We have HomC(I, A/I) = 0;
(2) As a left A-module, we have I ∼= P (π)⊕m for some π ∈ Π and m ∈ Z>0;
(3) The endomorphism k-algebra EndA(P (π)) is isomorphic to a ring of formal
power series k[[z1, . . . , zn]] for some n ∈ Z≥0, and P (π) is free of finite rank
over EndA(P (π)).
Definition 1.2. We say that the algebra A is affine quasi-hereditary if there is
a chain of ideals:
0 = Il ( Il−1 ( · · · ( I1 ( I0 = A (1.1)
such that, for each i ∈ {1, 2, . . . , l}, the ideal Ii−1/Ii is an affine heredity ideal
of the algebra A/Ii. We refer such a chain (1.1) as an affine heredity chain.
Let ≤ be a partial order of Π.
Definition 1.3. The category C = A-modfg is called an affine highest weight
category for the poset (Π,≤) if, for each π ∈ Π, there exists an indecomposable
module ∆(π) which is a nonzero quotient of P (π) (i.e. P (π) ։ ∆(π) ։ L(π))
satisfying the following three conditions:
(1) The endomorphism k-algebra Bπ := EndC(∆(π)) is isomorphic to a ring
of formal power series k[[z1, . . . , znpi ]] for some nπ ∈ Z≥0, and ∆(π) is free
of finite rank over Bπ;
(2) Define ∆¯(π) := ∆(π)/ radBπ, where radBπ denotes the maximal ideal of
Bπ. Then each composition factor of the kernel of the natural quotient
map ∆¯(π)։ L(π) is isomorphic to L(σ) for some σ < π;
(3) The kernel of natural quotient map P (π) ։ ∆(π) is filtered by various
∆(σ)’s with σ > π.
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We refer the module ∆(π) (resp. ∆¯(π)) as the standard module (resp. proper
standard module) corresponding to the parameter π ∈ Π.
Theorem 1.4 (Cline-Parshall-Scott [10], Kleshchev [23]). The categoryA-modfg
is an affine highest weight category if and only if the algebra A is an affine quasi-
hereditary algebra.
Proof. See [23, Theorem 6.7].
Remark 1.5. Let A be an affine quasi-hereditary algebra with Irr C = {L(π) ∈
π ∈ Π}. Then standard modules of the affine highest weight category C are
obtained as an indecomposable direct summand of subquotients Ii−1/Ii of an
affine heredity chain (1.1). More precisely, an affine heredity chain (1.1) gives
a total order {π1, π2, . . . , πl} of the parameter set Π by Ii−1/Ii ∼= ∆(πi)⊕mi .
Using this notation, we define a partial order ≤ on the set Π by the following
condition:
(∗) For σ, τ ∈ Π, we have σ < τ if and only if for any affine heredity chain we
have σ = πi, τ = πj for some i, j such that 1 ≤ i < j ≤ l.
Then we can prove that the category C is an affine highest weight category for
this partial order ≤ on Π.
The following theorem is the Ext-version of BGG type reciprocity.
Theorem 1.6 (Kleshchev [23]). Let C be an affine highest weight category
for a poset (Π,≤). Then, for each π ∈ Π, there is an indecomposable module
∇¯(π) ∈ C characterized by the following Ext-orthogonality:
ExtiC(∆(σ), ∇¯(π)) =
{
k i = 0, σ = π;
0 else.
Proof. See [23, Lemma 7.2 and 7.4].
We refer the module ∇¯(π) as the proper costandard module corresponding
to the parameter π ∈ Π. The following criterion is proved by using a theory of
tilting modules in affine highest weight categories.
Theorem 1.7 ([12] Theorem 3.9). For i = 1, 2, let Ci = Ai-modfg be an affine
highest weight category for a poset (Πi,≤i). Assume that we have an exact
functor F : C1 → C2 and the following conditions are satisfied:
(1) The algebra Ai is a finitely generated module over its center (i = 1, 2);
(2) There exists a bijection f : Π1
≃
−→ Π2 preserving partial orders and we
have the following isomorphisms for each π ∈ Π1:
F (∆(π)) ∼= ∆(f(π)), F (∇¯(π)) ∼= ∇¯(f(π)).
Then the functor F gives an equivalence of categories F : C1
≃
−→ C2.
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2 Representations of quantum loop algebras
In this section, we recall and prove some facts about representation theory of
quantum loop algebras Uq(Lg) of type ADE.
2.1 Quivers and root systems
From now on, we fix a Dynkin quiver Q = (I,Ω) (of type ADE) with its set
I = {1, 2, . . . , n} of vertices and its set Ω of arrows. We write i ∼ j if i, j ∈ I
are adjacent in Q. We also fix a function ξ : I → Z; i 7→ ξi such that ξj = ξi− 1
if i→ j ∈ Ω. Such a function ξ is determined up to constant and called a height
function on Q.
Let g be a complex simple Lie algebra whose Dynkin diagram is the un-
derlying graph of the quiver Q. The Cartan matrix A = (aij)i,j∈I is defined
by
aij =

2 if i = j;
−1 if i ∼ j;
0 otherwise.
Let P∨ =
⊕
i∈I Zhi be the coroot lattice of g. The fundamental weights {̟i |
i ∈ I} form a basis of the weight lattice P := HomZ(P∨,Z) which is dual to
{hi | i ∈ I}. We put P+ :=
∑
i∈ Z≥0̟i and call it the set of dominant weights.
The simple roots {αi | i ∈ I} are defined by αi :=
∑
j∈I aij̟j . We define the
root lattice by Q :=
⊕
i∈I Zαi ⊂ P and put Q
+ :=
∑
i∈I Z≥0αi. We define
a partial order ≤ called the dominance order on P by the condition that for
λ, µ ∈ P, we have λ ≤ µ if and only if µ− λ ∈ Q+.
The Weyl groupW of g is a group of linear transformations on P generated by
the set {si | i ∈ I} of simple reflections, which are defined by si(λ) := λ−λ(hi)αi
for λ ∈ P. For an element w ∈ W , its length l(w) is the smallest number l ∈ Z≥0
among expressions w = si1si2 · · · sil . We say an expression w = si1si2 · · · sil is
reduced if we have l(w) = l. Let w0 denote the unique longest element ofW . Let
R := W{αi | i ∈ I} be the set of roots, which decomposes as R = R+ ⊔ (−R+)
where R+ := R ∩ Q+ is the set of positive roots.
For each i ∈ I, we denote by si(Q) the quiver obtained by changing the
orientations of all arrows incident to i. A vertex i ∈ I is called a source (resp.
sink) if there is no arrow of the form j → i (resp. i → j) in Ω. A reduced
expression w = si1si2 · · · sil is said to be adapted to Q if the vertex ik is a
source of the quiver sik−1 · · · si1(Q) for every k ∈ {1, 2, . . . l}. For any Dynkin
quiver Q, we can choose a numbering I = {i1, i2, . . . , in} of the vertex set I
such that we have a < b whenever ia → ib ∈ Ω. Then the reduced expression
si1si2 · · · sin is adapted to Q. We define the corresponding Coxeter element
τ ∈ W to be the product τ := si1si2 · · · sin . The element τ does not depend
on the choice of such a numbering I = {i1, i2, . . . , in} (i.e. depends only on the
orientation of the quiver Q).
Let Î := {(i, p) ∈ I × Z | p − ξi ∈ 2Z}, where ξ : I → Z is the fixed height
function. We define a bijection φ : R+ × Z→ Î by the following rule:
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(a) For each i ∈ I, we put γi :=
∑
j αj where j runs all the vertices j ∈ I such
that there is a path in Q from j to i. Then we define φ(γi, 0) := (i, ξi);
(b) Inductively, if φ(α, k) = (i, p) for (α, k) ∈ R+ × Z, then we define as:
φ(τ±1(α), k) := (i, p∓ 2) if τ±1(α) ∈ R+,
φ(−τ±1(α), k ∓ 1) := (i, p∓ 2) if τ±1(α) ∈ −R+.
Let Q̂ be the infinite quiver whose set of vertices is Î and whose set of ar-
rows consists of all arrows (i, p) → (j, p + 1) for (i, p) ∈ Î and j ∼ i. Note
that the quiver Q̂ does not depends on the orientation of Q. This quiver Q̂ is
called the repetition quiver. Recall that by Gabriel’s theorem, taking dimension
vector gives a bijection between the set of isomorphism classes of indecompos-
able modules of the path algebra CQ and the set R+ of positive roots. For
a positive root α ∈ R+, We denote by M(α) the indecomposable CQ-module
whose dimension vector is α. It is known that the full subquiver ΓQ of Q̂ whose
vertex set is the subset ÎQ := φ(R
+ × {0}) is isomorphic to the Auslander-
Reiten quiver of CQ-mod. The indecomposable module corresponding to the
vertex φ(α) := φ(α, 0) is M(α). Moreover the action of the Coxeter element τ
corresponds to the Auslander-Reiten translation.
2.2 Quantum loop algebras
Let q be an indeterminate. From now on, we denote by k the algebraic closure
of the field Q(q).
Definition 2.1. The quantum loop algebra Uq ≡ Uq(Lg) associated to g is a
k-algebra with the generators:
{ei,r, fi,r | i ∈ I, r ∈ Z} ∪ {q
h | h ∈ P∨} ∪ {hi,m | i ∈ I,m ∈ Z6=0}
satisfying the following relations:
q0 = 1, qhqh
′
= qh+h
′
, [qh, hi,m] = [hi,m, hj,l] = 0,
qhei,rq
−h = qαi(h)ei,r, q
hfi,rq
−h = q−αi(h)fi,r,
(z − q±aijw)ψεi (z)x
±
j (w) = (q
±aijz − w)x±j (w)ψ
ε
i (z),
[x+i (z), x
−
i (w)] =
δij
q − q−1
(
δ
(w
z
)
ψ+i (w) − δ
( z
w
)
ψ−i (z)
)
,
(z − q±aijw)x±i (z)x
±
j (w) = (q
±aijz − w)x±j (w)x
±
i (z),
{x±i (z1)x
±
j (z2)x
±
j (w)− (q + q
−1)x±i (z1)x
±
j (w)x
±
i (z2)
+ x±j (w)x
±
i (z1)x
±
i (z2)}+ {z1 ↔ z2} = 0 if i ∼ j,
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where ε ∈ {+,−} and δ(z), ψ±i (z), x
±
i (z) are the formal series defined as follows:
δ(z) :=
∞∑
r=−∞
zr, ψ±i (z) := q
±hi exp
(
±(q − q−1)
∞∑
m=1
hi,±mz
∓m
)
,
x+i (z) :=
∞∑
r=−∞
ei,rz
−r, x−i (z) :=
∞∑
r=−∞
fi,rz
−r.
In the last relation, the second term {z1 ↔ z2} means the exchange of z1 with
z2 in the first term.
Remark 2.2. By [2], we have a k-algebra isomorphism Uq(Lg) ∼= U ′q(ĝ)/〈q
c−1〉,
where the RHS is a quotient of the quantum affine algebra U ′q(ĝ) (without the
degree operator) which is generated by Chevalley type generators {ei, fi | i ∈
I ∪ {0}} ∪ {qh | h ∈ P∨ ⊕ Zc} by an ideal generated by a central element
qc − 1. Although this isomorphism depends on a function o : I → {±1} such
that o(i) = −o(j) if i ∼ j, the choice does not affect the results of this paper.
Via this isomorphism, the quantum loop algebra Uq(Lg) inherits a structure of
Hopf algebra from the quantum affine algebra U ′q(ĝ). The coproduct ∆ is given
in terms of the Chevalley type generators by:
∆(ei) = ei ⊗ q
−hi + 1⊗ ei, ∆(fi) = fi ⊗ 1 + q
hi ⊗ fi, ∆(q
h) = qh ⊗ qh
for i ∈ I ∪ {0}, h ∈ P∨. By [11], it is known that for each i ∈ I and r ∈ Z>0, we
have
∆(hi,±r)− hi,±r ⊗ 1 + 1⊗ hi,±r ∈
⊕
γ∈Q+\{0}
(Uq)∓γ ⊗ (Uq)±γ , (2.1)
where we set (Uq)γ := {x ∈ Uq | qhxq−h = qγ(h)x (∀h ∈ P∨)}. The antipode S
is given by
S(ei) = −eiq
hi , S(fi) = −q
−hifi, S(q
h) = q−h,
which we use to define dual modules.
A Uq-module M is said to be of type 1 if it has a decomposition: M =⊕
λ∈PMλ, where non-zero subspaces Mλ := {m ∈ M | q
hm = qλ(h)m (∀h ∈
P∨)} are called weight spaces of M . Let Cg denote the category of finite-
dimensional Uq-modules of type 1. The category Cg becomes an abelian k-linear
monoidal category.
We often use the modified quantum loop algebra denoted by U˜q(Lg), which
is defined by
U˜q ≡ U˜q(Lg) :=
⊕
λ∈P
Uqaλ, Uqaλ := Uq
/∑
h∈P∨
Uq(q
h − qλ(h)),
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where aλ stands for the image of 1 in the quotient. The multiplication is given
by
aλaµ = δλµaλ, aλx = xaλ−γ ,
where x ∈ (Uq)γ , γ ∈ Q. By definition, considering a U˜q-module is the same as
considering a Uq-module of type 1.
We use the following notation. Let P :=
⊕
(i,a)∈I×k× Z̟i,a be the set of
ℓ-weights, which is a free abelian group with a basis {̟i,a | i ∈ I, a ∈ k×}. We
call a basis element ̟i,a a fundamental ℓ-weight. An element in the submonoid
P+ :=
∑
Z≥0̟i,a is said to be ℓ-dominant. We define a Z-linear map cl : P → P
by ̟i,a 7→ ̟i. For each (i, a) ∈ I × k×, we define the corresponding ℓ-root αi,a
by
αi,a := ̟i,aq +̟i,aq−1 −
∑
j∼i
̟j,a.
We define the ℓ-root lattice by Q :=
⊕
(i,a)∈I×k× Zαi,a ⊂ P and set Q
+ :=∑
Z≥0αi,a. Note that cl : P → P induces a map cl : Q → Q since cl(αi,a) = αi.
We define a partial order ≤ on P called the ℓ-dominance order by the condition
that for λˆ, µˆ ∈ P , we have λˆ ≤ µˆ if and only if µˆ− λˆ ∈ Q+.
Let Uq(Lh) denote the commutative k-subalgebra of Uq(Lg) generated by
elements {qh | h ∈ P∨} ∪ {hi,r | i ∈ I, r ∈ Z6=0}. A module M ∈ Cg decomposes
into a direct sum of generalized eigenspaces for Uq(Lh) as M =
⊕
MΨ± , where
Ψ± = (Ψ±i (z))i∈I ∈ k[[z
∓1]]I and
MΨ± := {m ∈M | (ψ
±
i (z)−Ψ
±
i (z) id)
Nm = 0 for any i ∈ I and N ≫ 0}.
It is known that if MΨ± 6= 0, there is a unique ℓ-weight λˆ =
∑
li,a̟i,a ∈ P such
that we have
Ψ±i (z) = q
cl(λˆ)(hi)
( ∏
a∈k×
(
1− aq−2z−1
1− az−1
)li,a)±
, (2.2)
where (−)± denotes the formal expansion at z =∞ and 0 respectively. In this
case we write Mλˆ =MΨ± and call it the ℓ-weight space of ℓ-weight λˆ.
We say a moduleM ∈ Cg is an ℓ-highest weight module with ℓ-highest weight
λˆ ∈ P if there exists a generating vector m0 ∈M satisfying:
x+i (z)m0 = 0, ψ
±
i (z)m0 = q
cl(λˆ)(hi)
( ∏
a∈k×
(
1− aq−2z−1
1− az−1
)li,a)±
m0
for any i ∈ I. Compare the latter equation with (2.2). In this case, the ℓ-
highest weight λˆ automatically becomes ℓ-dominant, i.e. λˆ ∈ P+ and we have
Mλˆ = k·m0. Any simple module in Cg is known to be an ℓ-highest weight module
and to be determined by its ℓ-highest weight uniquely up to isomorphism. We
denote by L(λˆ) the simple module whose ℓ-highest weight is λˆ ∈ P+. It is
known that for an ℓ-weight µˆ ∈ P , we have L(λˆ)µˆ 6= 0 only if µˆ ≤ λˆ.
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Recall that for any two simple modules M1,M2 ∈ Cg, we say that M1 and
M2 are linked if there is no splitting Cg ∼= C1 ⊕ C2 of abelian category such that
M1 ∈ C1 and M2 ∈ C2.
Theorem 2.3 (Chari-Moura [6]). For any ℓ-dominant ℓ-weights λˆ, µˆ ∈ P+, the
corresponding simple modules L(λˆ) and L(µˆ) are linked if and only if λˆ− µˆ ∈ Q.
For each M ∈ Cg, we define its left dual module M∗ (resp. right dual
module ∗M) as the dual space Homk(M, k) with the left Uq-action obtained by
twisting the natural right action by using the antipode S (resp. S−1). For any
M1,M2 ∈ Cg, we have
(M1 ⊗M2)
∗ ∼=M∗2 ⊗M
∗
1 ,
∗(M1 ⊗M2) ∼=
∗M2 ⊗
∗M1.
We define the following Z-linear maps on P :
(−)∗ : P → P ; ̟i,a 7→ ̟∗i,a := ̟i∗,aq−h ,
∗(−) : P → P ; ̟i,a 7→ ∗̟i,a := ̟i∗,aqh ,
where i 7→ i∗ is an involution on I defined by αi∗ := −w0αi and h is the Coxeter
number (the order of a Coxeter element of W ). Under this notation, we have
L(̟i,a)
∗ ∼= L(̟∗i,a),
∗L(̟i,a) ∼= L(
∗̟i,a).
2.3 Weyl modules
In this subsection, we recall the global and local Weyl modules of Uq introduced
by Chari-Pressley [8]. Also we define the deformed local Weyl module, which
plays a role of a standard module of an affine highest weight category.
Definition 2.4. A Uq-module M of type 1 is said to be ℓ-integrable if the
following property is satisfied: for each m ∈ M , there exists an integer n0 ≥ 1
such that we have ei,r1ei,r2 · · · ei,rNm = fi,r1fi,r2 · · · fi,rNm = 0 for any N ≥ n0
and any i ∈ I, r1, . . . , rN ∈ Z.
Remark 2.5. In this paper, we do not impose that dimMλ < ∞ for ℓ-
integrability. Note that any finite-dimensional modules of type 1, i.e. any
objects of the category Cg are automatically ℓ-integrable.
First we define the global Weyl modules.
Definition 2.6. Let λ ∈ P+ be a dominant weight. We define the corresponding
global Weyl module W(λ) to be the left Uq-module generated by a cyclic vector
wλ satisfying the following relations:
ei,rwλ = 0, q
hwλ = q
λ(h)wλ, (fi,r)
λ(hi)+1wλ = 0,
where i ∈ I, r ∈ Z and h ∈ P∨.
11
For a dominant weight λ =
∑
i∈I li̟i ∈ P
+, we define the following k-
algebra of partially symmetric Laurent polynomials:
R(λ) :=
⊗
i∈I
(k[z±1i ]
⊗li)Sli =
⊗
i∈I
k[z±1i,1 , . . . , z
±1
i,li
]Sli . (2.3)
Theorem 2.7 (Chari-Pressley [8], Nakajima). Write λ =
∑
i∈I li̟i ∈ P
+.
(1) The global Weyl module W(λ) is ℓ-integrable and has the following uni-
versal property: If M is an ℓ-integrable Uq-module with a cyclic vector
m ∈ Mλ of weight λ satisfying x
+
i (z)m = 0 for any i ∈ I, then there is a
unique Uq-homomorphism W(λ)→M such that wλ 7→ m;
(2) EndUq (W(λ))
∼= R(λ) and W(λ) is free over R(λ) of finite rank;
(3) For any i ∈ I, we have:
ψ±i (z)wλ = q
li
li∏
k=1
(
1− q−2zi,kz−1
1− zi,kz−1
)±
wλ.
Proof. See [8, Section 4]. The freeness over R(λ) in the assertion (2) is proved
by the geometric realization due to Nakajima. For details, see Theorem 4.2 and
Theorem 4.3 (2) below.
Remark 2.8. The global Weyl module W(λ) is known to be isomorphic to the
level 0 extremal weight module V max(λ) of the extremal weight λ, defined by
Kashiwara [17]. See [8, Proposition 4.5] and [31, Remark 2.15].
Next we consider the local Weyl modules. We identify a point of the
quotient space (k×)N/SN with a (Z≥0)-linear combination of formal sym-
bols {[a] | a ∈ k×} whose coefficients sum up to N . Note that we have
SpecmR(λ) ∼=
∏
i∈I
(
(k×)li/Sli
)
. Let λˆ =
∑
(i,a)∈I×k× li,a̟i,a ∈ P
+ be an
ℓ-dominant ℓ-weight and put λ := cl(λˆ) ∈ P+. We denote by rλ,λˆ the maximal
ideal of R(λ) corresponding to the point(∑
a∈k×
li,a[a]
)
i∈I
∈
∏
i∈I
(
(k×)li/Sli
)
.
Definition 2.9. We define the local Weyl module W (λˆ) corresponding to λˆ ∈
P+ byW (λˆ) :=W(λ)/rλ,λˆ. We denote the image of the cyclic vector wλ ∈W(λ)
by wλˆ ∈W (λˆ).
Theorem 2.10 (Chari-Pressley [8]). Let λˆ ∈ P+ be an ℓ-dominant ℓ-weight.
(1) The local Weyl moduleW (λˆ) is a finite-dimensional ℓ-highest weight mod-
ule of ℓ-highest weight λˆ withW (λˆ)λˆ = k·wλˆ.Moreover it has the following
universal property: If M ∈ Cg is an ℓ-highest weight module of ℓ-highest
weight λˆ with Mλˆ = k · m0, then there is a unique Uq-homomorphism
W (λˆ)→M with wλˆ 7→ m0;
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(2) W (λˆ) has a simple head isomorphic to L(λˆ).
Proof. Follows from Theorem 2.7.
Finally, we introduce the deformed local Weyl modules. Let λˆ =
∑
li,a̟i,a ∈
P+ be an ℓ-dominant ℓ-weight and set λ := cl(λˆ). We define
R̂(λ, λˆ) := lim
←−
N
R(λ)/rN
λ,λˆ
.
Definition 2.11. We define the deformed local Weyl module Ŵ (λˆ) correspond-
ing to λˆ ∈ P+ by
Ŵ (λˆ) :=W(λ) ⊗R(λ) R̂(λ, λˆ) ∼= lim←−
N
W(λ)/rN
λ,λˆ
.
We set ŵλˆ := wλ ⊗ 1 ∈ Ŵ (λˆ).
We also use the following algebra:
R(λˆ) :=
⊗
i∈I
⊗
a∈k×
(
k[z±1i ]
⊗li,a
)Sli,a . (2.4)
Note that the algebra R(λ) is a subalgebra of R(λˆ). Let rλˆ be a maximal ideal
of R(λˆ) corresponding the point
(li,a[a])(i,a)∈I×k× ∈
∏
(i,a)∈I×k×
(
(k×)li,a/Sli,a
)
= SpecmR(λˆ).
Then we have rλ,λˆ = R(λ) ∩ rλˆ and there is a natural isomorphism
R̂(λˆ) := lim
←−
N
R(λˆ)/rN
λˆ
∼= R̂(λ, λˆ). (2.5)
Therefore we identify R̂(λ, λˆ) with R̂(λˆ).
Proposition 2.12. The deformed local Weyl module Ŵ (λˆ) satisfies the follow-
ing properties:
(1) For each M ∈ Cg, taking the image of ŵλˆ gives a natural isomorphism:
HomUq (Ŵ (λˆ),M)
∼= {m ∈Mλˆ | ei,rm = 0 for any i ∈ I, r ∈ Z};
(2) EndUq (Ŵ (λˆ)) = R̂(λˆ) and Ŵ (λˆ) is free over R̂(λˆ) of finite rank;
(3) Ŵ (λˆ)/rλˆ
∼=W (λˆ).
Proof. Follows from Theorem 2.7.
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2.4 R-matrices
In this subsection, we recall some facts about R-matrices of ℓ-fundamental mod-
ules following [1], [15], [18] and describe tensor product decompositions of de-
formed local Weyl modules.
For any pair (i1, i2) ∈ I2, let us denote EndUq (W(̟ij )) = k[z
±1
j ] for j = 1, 2
(see Theorem 2.7 (2)). There is a unique homomorphism of (Uq, k[z
±1
1 , z
±1
2 ])-
bimodules, called the normalized R-matrix
Rnormi1,i2 :W(̟i1 )⊗W(̟i2)→ k(z2/z1)⊗k[(z2/z1)±1] (W(̟i2)⊗W(̟i1)) ,
such that Rnormi1,i2 (w̟i1 ⊗w̟i2 ) = w̟i2 ⊗w̟i1 . The denominator of the normal-
ized R-matrix Rnormi1,i2 is the monic polynomial di1,i2(u) ∈ k[u] with the smallest
degree among polynomials satisfying
ImRnormi1,i2 ⊂ di1,i2(z2/z1)
−1 ⊗ (W(̟i2)⊗W(̟i1)) .
It is known that zeros of the denominator di1,i2(u) belong to q
1/mQ[[q1/m]]
for some m ∈ Z>0 (see [18, Proposition 9.3]). Moreover we have
di1,i2(u) = di∗1 ,i∗2 (u). (2.6)
See [1, Appendix A] for example.
Theorem 2.13. Let λˆ =
∑l
j=i̟ij ,aj ∈ P
+ be an ℓ-dominant ℓ-weight. Then
the following three conditions are mutually equivalent:
(1) The tensor product module L(̟i1,a1)⊗L(̟i2,a2)⊗ · · · ⊗L(̟il,al) is gen-
erated by the tensor product of ℓ-highest weight vectors;
(2) W (λˆ) ∼= L(̟i1,a1)⊗ L(̟i2,a2)⊗ · · · ⊗ L(̟il,al);
(3) dij ,ik(ak/aj) 6= 0 for any 1 ≤ j < k ≤ l.
Proof. The equivalence of (1) and (2) was proved by Chari-Moura [6, Theorem
6.4] using the results from geometry due to Nakajima [29]. The equivalence of
(1) and (3) was proved by Kashiwara [18, Proposition 9.4].
Definition 2.14. Let λˆ ∈ P+ be an ℓ-dominant ℓ-weight. We define the dual
local Weyl module corresponding to λˆ by W∨(λˆ) :=W (∗λˆ)∗.
Proposition 2.15. Let λˆ =
∑l
j=i̟ij ,aj ∈ P
+ be an ℓ-dominant ℓ-weight.
Assume W (λˆ) ∼= L(̟i1,a1)⊗ L(̟i2,a2)⊗ · · · ⊗ L(̟il,al). Then we have
W∨(λˆ) ∼= L(̟il,al)⊗ L(̟il−1,al−1)⊗ · · · ⊗ L(̟i1,a1).
Proof. Use the equivalence of (2) and (3) in Theorem 2.13 and (2.6).
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For any two ℓ-dominant ℓ-weights λˆ =
∑
li,a̟i,a, λˆ
′ =
∑
l′i,a̟i,a ∈ P
+, we
have the following injective homomorphism:
R(λˆ+ λˆ′) =
⊗
i∈I
⊗
a∈k×
(
k[z±1i ]
⊗li,a+l
′
i,a
)S(li,a+l′i,a)
→֒
⊗
i∈I
⊗
a∈k×
(
k[z±1i ]
⊗li,a ⊗ k[z±1i ]
⊗l′i,a
)Sli,a×Sl′i,a ∼= R(λˆ)⊗R(λˆ′).
We have similar injective homomorphisms
R(λˆ1 + · · ·+ λˆl) →֒ R(λˆ1)⊗ · · · ⊗ R(λˆl)
for any λˆ1, . . . , λˆl ∈ P+. They induce the following injective homomorphisms
for completions:
R̂(λˆ1 + · · ·+ λˆl) →֒ R̂(λˆ1)⊗ˆ · · · ⊗ˆR(λˆl).
We refer these kinds of injective homomorphisms as standard inclusions.
Let λˆ :=
∑l
j=1mj̟ij ,aj ∈ P
+ be an ℓ-dominant ℓ-weight with (ij, aj) 6=
(ik, ak) for j 6= k. We see that the standard inclusion is an isomorphism R̂(λˆ) ∼=
R̂(m1̟i1,a1)⊗ˆ · · · ⊗ˆR̂(ml̟il,al) in this case. Thus the completed tensor product
Ŵ (m1̟i1,a1)⊗ˆ · · · ⊗ˆŴ (ml̟il,al) is regarded as a (Uq, R̂(λˆ))-bimodule.
Proposition 2.16. In the setting above, we further assume that dij ,ik(ak/aj) 6=
0 for any 1 ≤ j < k ≤ l. Then we have an isomorphism of (Uq, R̂(λˆ))-bimodules:
Ŵ (λˆ) ∼= Ŵ (m1̟i1,a1)⊗ˆ · · · ⊗ˆŴ (ml̟il,al).
Proof. By the universal property of the global Weyl module W(λ) (Theorem
2.7 (1)), there is the following Uq-homomorphism
W(λ)→W(m1̟i1)⊗ · · · ⊗W(ml̟il); wλ 7→ wm1̟i1 ⊗ · · · ⊗ wml̟il . (2.7)
By (2.1), we have
ψ±i (z)(wm1̟i1 ⊗ · · · ⊗ wml̟il ) = (ψ
±
i (z)wm1̟i1 )⊗ · · · ⊗ (ψ
±
i (z)wml̟il ).
Therefore, by Theorem 2.7 (3), the homomorphism (2.7) is actually a homo-
morphism of (Uq,R(λˆ))-bimodules, where the RHS of (2.7) is regarded as an
R(λˆ)-module via the standard inclusion. Completing with respect to the maxi-
mal ideal rλ,λˆ ⊂ R(λ), we get
Ŵ (λˆ)→ Ŵ (m1̟i1,a1)⊗ˆ · · · ⊗ˆŴ (ml̟il,al). (2.8)
Note that both sides of (2.8) are free over R̂(λˆ). By Theorem 2.13, taking
quotient by rλˆ induces an isomorphism
W (λˆ)
∼=−→W (m1̟i1,a1)⊗· · ·⊗W (ml̟il,al)
∼= L(̟i1,a1)
⊗m1⊗· · ·⊗L(̟il,al)
⊗ml .
Therefore we see that (2.8) is an isomorphism by Nakayama’s lemma.
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We observe that if di1,i2(a2/a1) 6= 0, then the R-matrix R
norm
i1,i2
induces a
homomorphism of (Uq, k[[z1 − a1, z2 − a2]])-bimodules
Rnormi1,i2 : Ŵ (̟i1,a1)⊗ˆŴ (̟i2,a2)→ Ŵ (̟i2,a2)⊗ˆŴ (̟i1,a1).
We define the nil-Hecke algebra NHm of degree m ∈ Z>0 to be a k-algebra
with generators {x1, . . . , xm}∪{τ1, . . . , τm−1} satisfying the following relations:
xkxl = xlxk, τ
2
k = 0, τkτk+1τk = τk+1τkτk+1, τkτl = τlτk if |k − l| > 1,
τkxk+1 − xkτk = xk+1τk − τkxk = 1, τkxl = xlτk if l 6= k, k + 1.
The third and forth relations above are called the braid relations. Let σi ∈ Sm
denote the transposition of i and i + 1 (1 ≤ i < m). For each σ ∈ Sm, we
define τσ := τi1 · · · τil ∈ NHm where σ = σi1 · · ·σil is a reduced expression
of σ. Thanks to the braid relations, the element τσ does not depend on the
choice of a reduced expression. It is known that the algebra NHm is free as
a left (or a right) k[x1, . . . , xm]-module with a free basis {τσ | σ ∈ Sm} and
the center of NHm coincides with the subalgebra Sm := k[x1, . . . , xm]
Sm of
symmetric polynomials. Moreover it is known that NHm is isomorphic to the
matrix algebra of rank m! over its center Sm. A primitive idempotent em is
given by em := τσ0x2x
2
3 · · ·x
m−1
m , where σ0 ∈ Sm is the longest element. The
nil-Hecke algebra NHm is a graded algebra by setting deg xk = 2, deg τk = −2.
Since the grading is bounded from below, the completion N̂Hm with respect
to the grading naturally becomes an algebra. The completed nil-Hecke algebra
N̂Hm is isomorphic to the matrix algebra over its center Ŝm := k[[x1, . . . , xm]]
Sm
of rank m!.
Let λˆ := m̟i,a ∈ P+ for a pair (i, a) ∈ I × k× and m ∈ Z>0. Consider the
completed tensor product Ŵ (̟i,a)
⊗ˆm, which is regarded a (Uq, R̂(λˆ))-bimodule,
via the standard inclusion R̂(λˆ) →֒ R̂(̟i,a)⊗ˆm. Since we know that di,i(1) 6= 0,
the (Uq, R̂(λˆ))-bimodule automorphism
rk := 1
⊗ˆk−1⊗ˆRnormi,i ⊗ˆ1
⊗ˆm−k−1 ∈ End(Ŵ (̟i,a)
⊗ˆm)
is well-defined for 1 ≤ k < m. Then the formulas
xk 7→ zk − a, τk 7→
rk − 1
zk − zk+1
.
define a right action of N̂Hm, which makes Ŵ (̟i,a)
⊗ˆm a (Uq, N̂Hm)-bimodule.
Remark 2.17. The nil-Hecke algebra HNm is the same as the quiver Hecke
algebra HQ(mαi) for an i ∈ I, defined later in Definition 5.1. Our construction
above is a special case of the construction of Kang-Kashiwara-Kim [15].
Proposition 2.18. Let λˆ = m̟i,a ∈ P+. As a (Uq, R̂(λˆ))-bimodule, we have
Ŵ (̟i,a)
⊗ˆm ∼= Ŵ (λˆ)⊕m!.
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Proof. Since N̂Hm ∼=
(
N̂Hmem
)⊕m!
as a left N̂Hm-module, we have
Ŵ (̟i,a)
⊗ˆm = Ŵ (̟i,a)
⊗ˆm ⊗
N̂Hm
N̂Hm ∼=
(
Ŵ (̟i,a)
⊗ˆmem
)⊕m!
.
A summand Ŵ (̟i,a)
⊗ˆmem is a (Uq, Ŝm)-bimodule. Note that we have Ŝm =
R̂(λˆ) inside End(Ŵ (̟i,a)⊗ˆmem). Since Ŵ (̟i,a)⊗ˆm is free over R̂(̟i,a)⊗ˆm of
rank (dimL(̟i,a))
m, the summand Ŵ (̟i,a)
⊗ˆmem is free over R̂(λˆ) of rank
(dimL(̟i,a))
m. Using the universal property, we have a homomorphism
Ŵ (λˆ)→ Ŵ (̟i,a)
⊗ˆmem; ŵλˆ 7→ (ŵ̟i,a)
⊗ˆmem
of (Uq, R̂(λˆ))-bimodule. After taking quotients by rλˆ, we get a non-zero Uq-
homomorphism W (λˆ) → Ŵ (̟i,a)⊗ˆmem/rλˆ. This should be an isomorphism
because W (λˆ) ∼= L(̟i,a)⊗m is simple and dimW (λˆ) = dim(Ŵ (̟i,a)⊗ˆmem/rλˆ).
We complete a proof by Nakayama’s lemma.
Corollary 2.19. Let λˆ :=
∑l
j=1mj̟ij ,aj ∈ P
+ be an ℓ-dominant ℓ-weight with
(ij , aj) 6= (ik, ak) for j 6= k. Assume that dij ,ik(ak/aj) 6= 0 for any 1 ≤ j < k ≤ l.
Then there is an isomorphism of (Uq, R̂(λˆ))-bimodules
Ŵ (̟i1,a1)
⊗ˆm1⊗ˆ · · · ⊗ˆŴ (̟il,al)
⊗ˆml ∼= Ŵ (λˆ)⊕m1!···ml!,
where R̂(λˆ) acts on the LHS via the standard inclusion.
Proof. Follows from Propositions 2.16 and 2.18 above.
2.5 Affine cellular structure
In this subsection, we recall the affine cellular algebra structure (in the sense
of [24]) of the modified quantum loop algebra U˜q in terms of the global Weyl
modules, following [3], [33].
Let λ =
∑
i∈I li̟i ∈ P
+. By Theorem 2.7 (2), the global Weyl moduleW(λ)
is regarded as a (U˜q,R(λ))-bimodule. We obtain a (R(λ), U˜q)-bimodule W(λ)♯
from W(λ) by twisting the actions of U˜q and R(λ) by the anti-involution ♯ on
U˜q ⊗ R̂(λ) determined by
♯(ei) = fi, ♯(fi) = ei, ♯(q
h) = qh, ♯(aλ) = aλ, ♯(zj,k) = z
−1
j,k ,
where ei, fi (i ∈ I ∪ {0}) are Chevalley generators (see Remark 2.2), h ∈ P∨,
λ ∈ P and zj,k (j ∈ I, 1 ≤ k ≤ lj) are as in (2.3).
Fix a dominant weight λ ∈ P+. Let U≤λ be the following quotient of the
modified quantum loop algebra U˜q :
U≤λ := U˜q
/⋂
µ≤λ
AnnU˜q W(µ), (2.9)
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where AnnU˜q M denotes the annihilator of a U˜q-moduleM . We fix a numbering
{λ1, λ2, . . . , λl} of the set P
+
≤λ := {µ ∈ P
+ | µ ≤ λ} such that we have λl = λ
and i < j whenever λi < λj . For each i ∈ {1, 2, . . . , l− 1}, we define a two-sided
ideal Ii of U≤λ by
Ii :=
⋂
j≤i
AnnU≤λW(λj). (2.10)
We also define I0 := U≤λ and Il := 0. By definition, we have Ii ⊂ Ii−1 for each
i ∈ {1, . . . , l}.
Theorem 2.20 (Beck-Nakajima [3], [33]). For each i ∈ {1, . . . , l}, there is an
isomorphism of (U≤λ, U≤λ)-bimodules
Ii−1/Ii ∼=W(λi)⊗R(λi)W(λi)
♯.
Under this isomorphism, the image of the element aλi ∈ Ii−1 corresponds to the
generating vector wλi ⊗ wλi ∈W(λi)⊗R(λi)W(λi)
♯.
Proof. See [33, Section A(ii), A(iii)].
2.6 Hernandez-Leclerc category CQ
In this subsection, we define the Hernandez-Leclerc category CQ following [14].
Henceforth, we only consider ℓ-weights ̟i,a with a = q
p for some p ∈ Z.
Although it is an abuse of notation, we use the simplified notation ̟i,p := ̟i,qp
and αi,p := αi,qp for (i, p) ∈ I × Z. Recall that we defined the subsets Î , ÎQ ⊂
I × Z in Subsection 2.1. Now, we consider the following sublattices:
P ⊃ PZ :=
⊕
(i,p)∈Î
Z̟i,p ⊃ PQ :=
⊕
(i,p)∈ÎQ
Z̟i,p,
Q ⊃ QZ :=
⊕
(i,p)∈Ĵ
Zαi,p ⊃ QQ :=
⊕
(i,p)∈ĴQ
Zαi,p,
where Ĵ := (I ×Z) \ Î and ĴQ := {(i, p) ∈ I ×Z | (i, p− 1), (i, p+ 1) ∈ ÎQ}. By
definition, we haveQZ = PZ∩Q. We set P
+
Z
:= PZ∩P+,P
+
Q := PQ∩P
+,Q+
Z
:=
QZ ∩ Q+,Q
+
Q := QQ ∩ Q
+.
Lemma 2.21. (1) QQ = PQ ∩ Q.
(2) Assume that λˆ− νˆ ∈ P+
Z
for λˆ ∈ P+Q , νˆ ∈ Q
+
Z
. Then we have νˆ ∈ Q+Q.
Proof. As mentioned in the last paragraph of Subsection 2.1, the full subquiver
ΓQ with its vertex set ÎQ inside Q̂ is isomorphic to the Auslander-Reiten quiver
of the path algebra CQ. In particular, the following properties are satisfied:
(1) If both (i, p1) and (i, p2) belong to ÎQ with p1 < p2, then (i, p) also belongs
to ÎQ for any p with p1 < p < p2 and p− ξi ∈ 2Z.
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(2) If both (i, p− 1) and (i, p+1) belong to ÎQ, then (j, p) also belongs to ÎQ
for any j with i ∼ j.
From these properties, we obtain the assertions.
The following lemma is needed in Subsection 5.3.
Lemma 2.22. Suppose Q is not of type A1.
(1) Let (i, p), (j, r) ∈ Î be two vertices of the repetition quiver Q̂. Assume
that we have di,j(q
r−p) = 0. Then there is a path in Q̂ from (i, p) to (j, r).
(2) Let (i, p), (j, r) ∈ ÎQ be two vertices of the Auslander-Reiten quiver ΓQ.
Assume that we have di,j(q
r−p) = 0. Then there is a path in ΓQ from
(i, p) to (j, r).
Proof. We prove the assertion (1) first. Because any zeros of di,j(u) belong to
q1/mQ[[q1/m]] for some m ∈ Z>0, we have r > p. By Theorem 2.13, we see
that the module L(̟i,p)⊗ L(̟j,r) is not simple. Therefore there is a non-zero
element νˆ ∈ Q+
Z
such that
̟i,p +̟j,r − νˆ ∈ P
+
Z
, (2.11)
which imposes r − p ≥ 2. We write νˆ =
∑
(k,s)∈X nk,sαk,s with X := {(k, s) ∈
Ĵ | nk,s > 0}. Then from (2.11), we can easily see the followings:
(a) p < s < r holds whenever (k, s) ∈ X ;
(b) (i, p+ 1) ∈ X ;
(c) k = j holds when (k, r − 1) ∈ X .
Set νˆ0 := νˆ − αi,p+1. Then we have νˆ0 ∈ Q
+
Z
by the property (b) and rewrite
(2.11) as ∑
i0∼i
̟i0,p+1 −̟i,p+2 +̟j,r − νˆ0 ∈ P
+
Z
. (2.12)
If p+2 = r, we have (i, p+2) = (j, r) by (c) and find a path (i, p)→ (i0, p+1)→
(j, r) in Q̂ for an i0 with i0 ∼ i. If p+ 2 < r, (2.12) implies that there is some
(k1, p+ 2) ∈ X with k1 ∼ i. We set νˆ1 := νˆ0 − αk1,p+2 ∈ Q
+
Z
and rewrite (2.12)
as ∑
i0 6=k1,i0∼i
̟i0,p+1 +
∑
i1∼k1
̟i1,p+2 −̟k1,p+3 +̟j,r − νˆ1 ∈ P
+
Z
.
If p+ 3 = r, we have (k1, p+ 3) = (j, r) and find a path (i, p)→ (k1, p+ 1)→
(i1, p+ 2)→ (j, r) for an i1 ∈ I with i1 ∼ k1. If p+ 3 < r, we repeat a similar
argument. After repeating a similar argument finitely many times, we get the
assertion (1). A proof of the assertion (2) can be completely similar, thanks to
Lemma 2.21 (2).
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Definition 2.23 (Hernandez-Leclerc [13], [14]). We define the category CQ
(resp. CZ) as the full subcategory of the category Cg consisting of modules whose
composition factors are isomorphic to L(λˆ) for some λˆ ∈ P+Q (resp. λˆ ∈ P
+
Z
).
Categories CQ and CZ are proved to be monoidal subcategories of Cg by
a similar reason in the proof of Lemma 2.21. See [14, Lemma 5.8] and [13,
Proposition 5.8] respectively.
Using the bijection φ : R+×{0} → ÎQ, we can write as PQ =
⊕
α∈R+ Z̟φ(α),
where φ(α) := φ(α, 0). We define a Z-linear map deg : PQ → Q by deg̟φ(α) :=
α for α ∈ R+. For each β ∈ Q+, we define the finite subset
P+Q,β := {λˆ ∈ P
+
Q | deg(λˆ) = β}
of ℓ-dominant ℓ-weights of degree β. Let CQ,β be the full subcategory of CQ
consisting of modules whose composition factors are isomorphic to L(λˆ) for
some λˆ ∈ P+Q,β.
Lemma 2.24. We have a direct sum decomposition of categories:
CQ ∼=
⊕
β∈Q+
CQ,β .
Moreover we have CQ,β1 ⊗ CQ,β2 ⊂ CQ,β1+β2 for β1, β2 ∈ Q
+.
Proof. Let (i, p) ∈ ĴQ. Then the indecomposable module M(φ−1(i, p + 1)) is
non-projective and its Auslander-Reiten translation is M(φ−1(i, p− 1)), where
we regard φ−1 : ÎQ → R+. By the Auslander-Reiten theory, there is an almost
split sequence:
0→M(φ−1(i, p− 1))→
⊕
j∼i
M(φ−1(j, p))→M(φ−1(i, p+ 1))→ 0.
Because the dimension vector function dim(−) is additive, we have
degαi,p = deg̟i,p−1 + deg̟i,p+1 −
∑
j∼i
deg̟j,p
= φ−1(i, p− 1) + φ−1(i, p+ 1)−
∑
j∼i
φ−1(j, p)
= 0.
Therefore we see that deg νˆ = 0 for any νˆ ∈ QQ. Combining this observation
with Theorem 2.3 and Lemma 2.21 (2), we obtain the former assertion.
The latter assertion follows from the fact
(M1 ⊗M2)λˆ =
⊕
λˆ1+λˆ2=λˆ
(M1)λˆ1 ⊗ (M2)λˆ2 ,
which comes from (2.1).
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3 Quiver varieties
In this section, we collect definitions and some properties of (graded) quiver
varieties associated to a Dynkin quiver Q. Basic references are [27], [28], [29].
We keep the notation in Section 2.
3.1 Quiver varieties of Dynkin types
Fix an element ν =
∑
i∈I niαi ∈ Q
+ and a dominant weight λ =
∑
i∈I li̟i ∈
P+. Consider I-graded C-vector spaces V ν =
⊕
i∈I V
ν
i ,W
λ =
⊕
i∈I W
λ
i such
that dimV νi = ni, dimW
λ
i = li for each i ∈ I. We form the following space of
linear maps:
N(V ν ,Wλ) :=
 ⊕
i→j∈Ω
Hom(V νi , V
ν
j )
 ⊕(⊕
i∈I
Hom(Wλi , V
ν
i )
)
,
which is considered as the space of framed representations of the quiver Q
of dimension vector (ν, λ). On the space N(V ν ,Wλ), the group G(ν) :=∏
i∈I GL(V
ν
i ) acts by conjugation. Let
M(V ν ,Wλ) := T ∗N(V ν ,Wλ) = N(V ν ,Wλ)⊕N(V ν ,Wλ)∗
be the cotangent bundle of the space N(V ν ,Wλ), which is naturally regarded
as a symplectic vector space. More explicitly, the spaceM(V ν ,Wλ) is naturally
identified with a direct sum ⊕
(i,j);i∼j
Hom(V νj , V
ν
i )
⊕(⊕
i∈I
Hom(Wλi , V
ν
i )
)
⊕
(⊕
i∈I
Hom(V νi ,W
λ
i )
)
.
According to this direct sum expression, we write an element of M(V ν ,Wλ)
as a triple (B, a, b) of linear maps B =
⊕
Bij , a =
⊕
ai and b =
⊕
bi. Let
µ =
⊕
i∈I µi :M(V
ν ,Wλ)→
⊕
i∈I gl(V
ν
i ) be the moment map with respect to
the G(ν)-action. Explicitly, it is given by the formula
µi(B, a, b) = aibi +
∑
j∼i
ε(i, j)BijBji,
where ε(i, j) := 1 (resp. −1) if j → i ∈ Ω (resp. i→ j ∈ Ω). A point (B, a, b) ∈
µ−1(0) is said to be stable if there exists no non-zero I-graded subspace V ′ ⊂ V ν
such that B(V ′) ⊂ V ′ and V ′ ⊂ Ker b. Let µ−1(0)st be the set of stable
points, on which G(ν) acts freely. Then we consider a set-theoretic quotient
M(ν, λ) := µ−1(0)st/G(ν). It is known that this quotient has a structure of a
non-singular quasi-projective variety which is isomorphic to a quotient in the
geometric invariant theory. On the other hand, we also consider the affine
algebro-geometric quotient M0(ν, λ) := µ
−1(0)//G(ν) = SpecC[µ−1(0)]G(ν),
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together with the canonical projective morphism π : M(ν, λ) → M0(ν, λ). We
refer these varieties M(ν, λ),M0(ν, λ) as quiver varieties.
Note that, on the linear spaceM(V ν ,Wλ), the groupG(λ) :=
∏
i∈I GL(W
λ
i )
acts by conjugation and C× acts as the scalar multiplication. The combined
action of the group G(λ) := G(λ) × C× on M(V ν ,Wλ) commutes with the
action of the group G(ν). Thus we have the induced G(λ)-action on the quo-
tients M(ν, λ),M0(ν, λ) which makes the canonical morphism π into a G(λ)-
equivariant morphism.
For ν, ν′ ∈ Q+ with ν ≤ ν′, we fix a direct sum decomposition V ν
′
= V ν ⊕
V ν
′−ν . Extending by 0 on V ν
′−ν , we have an injective linear mapM(V ν ,Wλ) →֒
M(V ν
′
,Wλ). This induces a natural closed embedding M0(ν, λ) →֒ M0(ν′, λ),
which does not depend on the choice of decomposition V ν
′
= V ν ⊕V ν
′−ν . Via
this natural embedding, we regard M0(ν, λ) as a closed subvariety of M0(ν
′, λ).
We consider the union of them and obtain the following combined morphism:
π : M(λ) :=
⊔
ν
M(ν, λ)→M0(λ) :=
⋃
ν
M0(ν, λ).
For each x ∈ M0(λ), let M(λ)x := π
−1(x) denote the fiber of x. The fiber
L(λ) := π−1(0) of the origin 0 ∈ M0(λ) is called the central fiber. We also set
M(ν, λ)x := M(λ)x ∩M(ν, λ) and L(ν, λ) := L(λ) ∩M(ν, λ).
Recall that the geometric points ofM0(ν, λ) correspond to closedG(ν)-orbits
in µ−1(0). Let Mreg0 (ν, λ) be the subset of M0(ν, λ) consisting of closed G(ν)-
orbits containing elements x = (B, a, b) ∈ µ−1(0) with trivial stabilizers (i.e.
StabG(ν) x = {1}). This is a (possibly empty) non-singular open set ofM0(ν, λ),
on which the morphism π becomes an isomorphism π−1(Mreg0 (ν, λ))
∼=
−→Mreg0 (ν, λ).
It is known that Mreg0 (ν, λ) 6= ∅ if and only if λ − ν is a dominant weight ap-
pearing in the finite dimensional irreducible g-module of highest weight λ. They
form a stratification:
M0(λ) =
⊔
ν∈Q+;λ−ν∈P+
M
reg
0 (ν, λ). (3.1)
We have Mreg0 (ν, λ) ⊂M
reg
0 (ν
′, λ) only if ν ≤ ν′.
3.2 Graded quiver varieties
Fix an element νˆ =
∑
(i,p)∈Ĵ ni,pαi,p ∈ Q
+
Z
and an ℓ-dominant ℓ-weight λˆ =∑
(i,p)∈Î li,p̟i,p ∈ P
+
Z
. Consider a Ĵ-gradedC-vector space V νˆ =
⊕
(i,p)∈Ĵ V
νˆ
i (p)
with dim V νˆi (p) = ni,p for (i, p) ∈ Ĵ , and an Î-graded C-vector space W
λˆ =⊕
(i,p)∈Î W
λˆ
i (p) with dimW
λˆ
i (p) = li,p for (i, p) ∈ Î. We form the following
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space of linear maps:
M•(V νˆ ,W λˆ) :=
 ⊕
(i,p)∈Ĵ,j∈I;i∼j
Hom(V νˆi (p), V
νˆ
j (p− 1))

⊕
 ⊕
(i,p)∈Î
Hom(W λˆi (p), V
νˆ
i (p− 1))
⊕
 ⊕
(i,p)∈Ĵ
Hom(V νˆi (p),W
λˆ
i (p− 1))
 .
According to this direct sum expression, we write an element of M•(V νˆ ,W λˆ)
as a triple (B, a, b) of linear maps B =
⊕
Bji(p), a =
⊕
ai(p) and b =
⊕
bi(p).
Let µ• =
⊕
(i,p)∈Ĵ µi,p : M
•(V νˆ ,W λˆ) →
⊕
(i,p)∈Ĵ Hom(V
νˆ
i (p), V
νˆ
i (p − 2)) be
the map defined by the formula
µ•i,p(B, a, b) = ai(p− 1)bi(p) +
∑
j∼i
ε(i, j)Bij(p− 1)Bji(p),
where ε(i, j) is the same as in Subsection 3.1. The map µ• is equivariant with
respect to the conjugate action of the group G(νˆ) :=
∏
(i,p)∈Ĵ GL(V
νˆ
i (p)). A
point (B, a, b) ∈ µ•−1(0) is said to be stable if there exists no non-zero Ĵ-graded
subspace V ′ ⊂ V νˆ such that B(V ′) ⊂ V ′ and V ′ ⊂ Ker b. Let µ•−1(0)st be the
set of stable points. Similarly as in Section 3.1, we consider two kinds of quo-
tients M•(νˆ, λˆ) := µ•−1(0)st/G(νˆ) and M•0(νˆ, λˆ) := µ
•−1(0)//G(νˆ), together
with the canonical projective morphism π• : M•(νˆ, λˆ) → M•0(νˆ, λˆ). We refer
these varieties M•(νˆ, λˆ),M•0(νˆ, λˆ) as graded quiver varieties.
On the space M•(V νˆ ,W λˆ), we have the conjugate action of the group
G(λˆ) :=
∏
(i,p)∈Î GL(W
λˆ
i (p)) and the scalar action of C
×. The combined ac-
tion of the group G(λˆ) := G(λˆ) × C× on M(V νˆ ,W λˆ) induces actions on the
quotientsM(νˆ, λˆ),M0(νˆ, λˆ) which make the canonical morphism π
• into a G(λˆ)-
equivariant morphism. As in Subsection 3.1, we can form the unions:
π• : M•(λˆ) :=
⊔
νˆ
M•(νˆ, λˆ)→M•0(λˆ) :=
⋃
νˆ
M•0(νˆ, λˆ).
Let M•(λˆ)x := π
•−1(x) denote the fiber of a point x ∈M0(λ). We set L•(λˆ) :=
π•−1(0).
3.3 Identification with fixed point subvarieties
Let λˆ =
∑
li,p̟i,p ∈ P
+
Z
be an ℓ-dominant ℓ-weight. In this subsection, we
realize the graded quiver varieties M•(λˆ),M•0(λˆ) as subvarieties of fixed points
for a certain torus action in the usual quiver varieties M(λ),M0(λ) with λ :=
cl(λˆ).
We have λ =
∑
i∈I li̟i with li =
∑
p∈2Z+ξi
li,p by the definition of cl. For
each i ∈ I, we choose a direct sum decomposition Wλi =
⊕
p∈2Z+ξi
W λˆi (p)
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such that dimW λˆi (p) = li,p. Note that this choice specifies a group embed-
ding G(λˆ) →֒ G(λ). Define a 1-parameter subgroup fi : C× → GL(Wλi ) by
fi(t)|W λˆ
i
(p)
:= tp · id
W λˆ
i
(p)
for t ∈ C×. Let T := (
∏
i∈I fi × id)(C
×) ⊂ G(λ)
be a 1-dimensional subtorus. Then we consider the subvarieties M(λ)T,M0(λ)
T
consisting of T-fixed points and the induced canonical morphism πT : M(λ)T →
M0(λ)
T. Since the centralizer of T in G(λ) is identical to the subgroup G(λˆ) =
G(λˆ) × C× ⊂ G(λ), we have an induced action of G(λˆ) on the T-fixed point
subvarieties M(λ)T,M0(λ)
T. The morphism πT is G(λˆ)-equivariant.
On the other hand, for each νˆ =
∑
ni,pαi,p ∈ Q
+
Z
, we fix a direct sum decom-
position V νi =
⊕
p∈2Z+ξi+1
V νˆi (p) of I-graded vector space V
ν with ν := cl(νˆ)
such that dimVi(p) = ni,p, just as we have done for W
λ in the last paragraph.
These direct sum decompositions induce an embedding ινˆ,λˆ : M
•(V νˆ ,W λˆ) →֒
M(V ν ,Wλ). After taking quotients, this embedding ινˆ,λˆ yields the morphisms
M•(νˆ, λˆ)→M(ν, λ)T and M•0(νˆ, λˆ)→M0(ν, λ)
T.
Lemma 3.1. The morphisms constructed above induce G(λˆ)-equivariant iso-
morphisms M•(λˆ)
∼=
−→ M(λ)T,M•0(λˆ)
∼=
−→ M0(λ)
T which make the following
diagram commute:
M•(λˆ)
∼= //
π•

M(λ)T
πT

M•0(λˆ)
∼= //M0(λ)T.
In particular, we have a G(λˆ)-equivariant isomorphism L•(λˆ) ∼= L(λ)T.
Proof. See [29, Section 4]
Under these isomorphisms, we identify graded quiver varietiesM•0(λˆ),M
•(λˆ)
with T-fixed point subvarieties M0(λ)
T,M(λ)T. Then we have
M(ν, λ)T =
⊔
νˆ∈Q+
Z
;cl(νˆ)=ν
M•(νˆ, λˆ), M0(ν, λ)
T =
⊔
νˆ∈Q+
Z
;cl(νˆ)=ν
M•0(νˆ, λˆ). (3.2)
We defineM• reg0 (νˆ, λˆ) := M
•
0(νˆ, λˆ)∩M
reg
0 (ν, λ). It is known thatM
• reg
0 (νˆ, λˆ) 6=
∅ if and only if λˆ − νˆ is an ℓ-dominant ℓ-weight appearing in the local Weyl
module W (λˆ). By (3.1) and (3.2), we get a stratification:
M•0(λˆ) =
⊔
νˆ∈Q+
Z
;λˆ−νˆ∈P+
Z
M
• reg
0 (νˆ, λˆ). (3.3)
It is known that M• reg0 (νˆ1, λˆ) ⊂M
• reg
0 (νˆ2, λˆ) only if νˆ1 ≤ νˆ2.
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3.4 Structure of non-central fibers
In this subsection, we recall the structures of (non-central) fibers of canonical
morphisms π and π•. Our exposition is based on [27, Section 6], [29, Section 3]
and [32, Section 2.7] with some more details about group actions.
Let (ν, λ) ∈ Q+ × P+ be a pair. For any triple x = (B, a, b) ∈ µ−1(0) ⊂
M(V ν ,Wλ), we consider the following two kinds of complexes of vector spaces:
Ci(ν, λ)x : V
ν
i
σi−→Wλi ⊕
⊕
j∼i
V νj
τi−→ V νi for each i ∈ I, (3.4)
where we define σi := bi ⊕
⊕
j Bji and τi := ai +
∑
j ε(i, j)Bij ;
C (ν, λ)x :
⊕
i∈I
End(V νi )
ι
−→M(V ν ,Wλ)
dµ
−−→
⊕
i∈I
End(V νi ), (3.5)
where ι is given by ι(ξ) = (Bξ − ξB) ⊕ (−ξa) ⊕ (bξ) and dµ is the differential
of the moment map µ =
⊕
i µi at the point x = (B, a, b). Note that the middle
cohomology H0(C (ν, λ)x) of the complex (3.5) is identical to the quotient space
(TxG(ν)x)
⊥/TxG(ν)x, where (TxG(ν)x)
⊥ is the symplectic perpendicular of
the tangent space TxG(ν)x of the G(ν)-orbit of x. In particular, if x is stable,
then the space H0(C (ν, λ)x) is isomorphic to the tangent space TxM(ν, λ) of
the point x ∈M(ν, λ) corresponding to x.
Let (ν, λ) ∈ Q+ × P+ be a pair such that Mreg0 (ν, λ) 6= ∅. Recall that
we have λ − ν ∈ P+ in this case. We fix a point xν ∈ M
reg
0 (ν, λ) and its lift
xν ∈ µ−1(0) ⊂ M(V ν ,Wλ) whose G(ν)-orbit is closed. Then in the complex
Ci(ν, λ)xν , the map σi is injective ([28, Proposition 3.24]) and the map τi is
surjective ([28, Lemma 4.7]). In particular, the dimension of the middle coho-
mology H0(Ci(ν, λ)xν ) = Ker τi/ Imσi is equal to (λ−ν)(hi). Therefore we can
identify Wλ−νi = H
0(Ci(ν, λ)xν ).
We pick an arbitrary element ν′ such that ν ≤ ν′. In order to construct the
natural embedding M0(ν, λ) →֒ M0(ν′, λ), we fix a direct sum decomposition
V ν
′
= V ν ⊕ V ν
′−ν . Extending by 0 on V ν
′−ν , we have an injective linear
map M(V ν ,Wλ) →֒M(V ν
′
,Wλ), by which our fixed element xν = (B, a, b) is
regarded as an element of µ−1(0) ⊂M(V ν
′
,Wλ). Then we can calculate as
H0(C (ν′, λ)xν )
∼=M(V ν
′−ν ,Wλ−ν)⊕H0(C (ν, λ)xν ), (3.6)
where we haveWλ−νi = H
0(Ci(ν, λ)xν ). We also see that the spaceH
0(C (ν, λ)xν )
is isomorphic to the tangent space T := TxνM
reg
0 (ν, λ).
The stabilizer StabG(ν′) xν is naturally isomorphic to G(ν
′ − ν). Under this
isomorphism, the action of StabG(ν′) xν on the LHS of (3.6) coincides with the
action of G(ν′ − ν) on the RHS of (3.6), which is the direct sum of the natural
action on M(V ν
′−ν ,Wλ−ν) and the trivial action on T ∼= H0(C (ν, λ)xν ).
An appropriate Hamiltonian reduction with respect to the action of the
group StabG(ν′) xν ∼= G(ν
′−ν) on the RHS of (3.6) yields the following canonical
map:
π × id : M(ν′ − ν, λ− ν)× T →M0(ν
′ − ν, λ− ν)× T.
25
According to the discussion in [29, Section 3], this gives a local description of
π : M(ν′, λ) → M0(ν′, λ) around the point xν ∈ M
reg
0 (ν, λ) ⊂ M0(ν
′, λ). In
precise, we have the following theorem.
Theorem 3.2 (Nakajima [29] Theorem 3.3.2). Let xν ∈M
reg
0 (ν, λ) ⊂M0(ν
′, λ).
Then there exist neighborhoods U,US, UT of xν ∈ M0(ν′, λ), 0 ∈ M0(ν′ −
ν, λ − ν), 0 ∈ T := TxνM
reg
0 (ν, λ) respectively and biholomorphic maps U
∼=
−→
US × UT ;xν 7→ (0, 0) and π−1(U)
∼=
−→ π−1(US) × UT such that the following
diagram commutes:
M(ν′, λ) ⊃ π−1(U)
∼= //
π

π−1(US)× UT
π×id

⊂ M(ν′ − ν, λ− ν)× T
M0(ν
′, λ) ⊃ U
∼= // US × UT ⊂ M0(ν′ − ν, λ− ν)× T.
Now let us consider the action of the group StabG(λ) xν on the fiber M(λ)xν .
By the definition ofMreg0 (ν, λ), we have StabG(ν) xν = {1}. Therefore the second
projectionG(ν)×G(λ)→ G(λ) restricts to an isomorphism r : StabG(ν)×G(λ) xν
∼=
−→
StabG(λ) xν . Via the fixed direct sum decomposition V
ν′ = V ν ⊕V ν
′−ν , we can
regard the group StabG(ν)×G(λ) xν as a subgroup of StabG(ν′)×G(λ) xν . In fact
we have a decomposition
StabG(ν′)×G(λ) xν ∼= StabG(ν)×G(λ) xν ×G(ν
′ − ν). (3.7)
Thus the group StabG(ν)×G(λ) xν acts on the vector space M(ν
′, λ). Note that
the action of the stabilizer StabG(λ) xν on the quiver varieties M(ν
′, λ) and
M0(ν
′, λ) comes from this action of the group StabG(ν)×G(λ) xν on the vector
space M(ν′, λ).
On the other hand, via the decomposition (3.7), the group StabG(ν)×G(λ) xν
acts also on the complex C (ν′, λ)xν and hence on its middle cohomology (3.6).
Note that this induced action preserves each summand of the RHS of (3.6). In
particular, we obtain an action of the group StabG(ν)×G(λ) xν on the vector space
M(V ν
′−ν ,Wλ−ν). By the construction, we can easily see that this action factors
through the natural action of G(λ−ν) onM(V ν
′−ν ,Wλ−ν). The corresponding
group homomorphism StabG(ν)×G(λ) xν → G(λ − ν) = G(λ − ν) × C
× is the
direct product of two homomorphisms ϕ : StabG(ν)×G(λ) xν → G(λ − ν) and
ρ : StabG(ν)×G(λ) xν → C
×. The homomorphism ϕ is given as the induced
action of the group StabG(ν)×G(λ) xν on the middle cohomology of the complex
Ci(ν, λ)xν under the identification W
λ−ν
i = H
0(Ci(ν, λ)xν ) and G(λ − ν) =∏
i∈I GL(W
λ−ν
i ). The homomorphism ρ is obtained by the projection,
ρ : StabG(ν)×G(λ) xν →֒ G(ν) ×G(λ) = G(ν) ×G(λ) × C
× pr3−−→ C×.
The action of the group StabG(ν)×G(λ) xν on the space M(V
ν′−ν ,Wλ−ν) com-
mutes with the action of group G(ν′ − ν). After taking the Hamiltonian reduc-
tions with respect to the action of the group G(ν′ − ν), we obtain an action of
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the group StabG(λ) xν on the central fiber L(ν
′− ν, λ− ν). The above argument
says that this action factors through the group homomorphism
StabG(λ) xν
r−1
−−→
∼=
StabG(ν)×G(λ) xν
ϕ×ρ
−−−→ G(λ− ν). (3.8)
This homomorphism (3.8) does not depend on ν′.
By Theorem 3.2, there is an isomorphism M(ν′, λ)xν
∼=
−→ L(ν′− ν, λ− ν). As
stated in [29, Remark 3.3.3], this isomorphism can be equivariant with respect
to the actions of the group StabG(λ) xν . Summing up over ν
′, we obtain the
following.
Lemma 3.3. Let (ν, λ) ∈ Q+ × P+ be a pair such that Mreg0 (ν, λ) 6= ∅ and
π : M(λ) → M0(λ) be the canonical morphism. Then for each point xν ∈
M
reg
0 (ν, λ), there exists a (StabG(λ) xν)-equivariant isomorphism
M(λ)xν
∼= L(λ− ν),
where the group StabG(λ) xν acts on the RHS L(λ− ν) via the group homomor-
phism (ϕ× ρ) ◦ r−1 in (3.8).
Next we consider graded versions. Let (νˆ, λˆ) ∈ Q+
Z
×P+
Z
be a pair. For any
triple x = (B, a, b) ∈ µ•−1(0) ⊂M•(V νˆ ,W λˆ) and (i, p) ∈ Î, we can consider a
complex of vector spaces
Ci,p(νˆ, λˆ)x : V
νˆ
i (p+ 1)
σi,p
−−→W λˆi (p)⊕
⊕
j∼i
V νˆj (p)
τi,p
−−→ V νˆi (p− 1),
where we define σi,p := bi(p+1)⊕
⊕
j Bji(p+1) and τi,p := ai(p)+
∑
j ε(i, j)Bij(p).
Now we assume that M• reg(νˆ, λˆ) 6= ∅. In particular, we have λˆ − νˆ ∈ P+
Z
.
We fix a point xνˆ ∈M
• reg
0 (νˆ, λˆ) and its lift xνˆ ∈ µ
•−1(0) ⊂M•(V νˆ ,W λˆ) whose
G(νˆ)-orbit is closed. By the same reason as in the non-graded case, in the com-
plex Ci,p(νˆ, λˆ)xνˆ , the map σi,p is injective and the map τi,p is surjective. There-
fore the dimension vector of the Î-graded vector space
⊕
(i,p)∈Î H
0(Ci,p(νˆ, λˆ)xνˆ )
is equal to λˆ− νˆ. This allows us to identify W λˆ−νˆi (p) with H
0(Ci,p(νˆ, λˆ)xνˆ ) for
each (i, p) ∈ Î. Similarly as in (3.8), we consider the following group homomor-
phism
Stab
G(λˆ) xνˆ
rˆ−1
−−→
∼=
StabG(νˆ)×G(λˆ) xνˆ
ϕˆ×ρˆ
−−−→ G(λˆ− νˆ) (3.9)
where rˆ is the isomorphism obtained as the restriction of the projection G(νˆ)×
G(λˆ)→ G(λˆ), ϕˆ is given as the induced action of the group StabG(νˆ)×G(λˆ) xνˆ on
W λˆ−νˆi (p) = H
0(Ci,p(νˆ, λˆ)xνˆ ) and ρˆ is the restriction of the projection G(νˆ) ×
G(λˆ)× C× → C×.
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Lemma 3.4. Let (νˆ, λˆ) ∈ Q+
Z
× P+
Z
be a pair such that M• reg0 (νˆ, λˆ) 6= ∅
and π• : M•(λˆ) → M•0(λˆ) be the canonical morphism. Then for each point
xνˆ ∈M
• reg
0 (νˆ, λˆ), there exists a (StabG(λˆ) xνˆ)-equivariant isomorphism
M•(λˆ)xνˆ
∼= L(λˆ− νˆ),
where the group Stab
G(λˆ) xνˆ acts on the RHS L
•(λˆ − νˆ) via the group homo-
morphism (ϕˆ× ρˆ) ◦ rˆ−1 in (3.9).
Proof. We put ν := cl(νˆ), λ := cl(λˆ). We make identifications of vector spaces:
Wλi =
⊕
p∈2Z+ξi
W λˆi (p), V
ν
i =
⊕
p∈2Z+ξi+1
V νˆi (p), which specifies an embedding
ι ≡ ινˆ,λˆ :M
•(V νˆ ,W λˆ) →֒M(V ν ,Wλ). Using these direct sum decompositions,
we define a group homomorphism fi : C
× → GL(Wλi ) (resp. gi : C
× →
GL(V νi )) for each i ∈ I by fi(t)|W λˆ
i
(p)
:= tp · id
W λˆ
i
(p)
(resp. gi(t)|V νˆ
i
(p) :=
tp · idV νˆ
i
(p)). Recall we have M
•(λˆ) ∼= M(λ)T and M•0(λˆ)
∼= M0(λ)T by Lemma
3.1, where T := (
∏
i∈I fi × id)(C
×). Under this identification, we also regard
xνˆ is a point of M
reg
0 (ν, λ). We can easily see that the image ι(xνˆ ) ∈ µ
−1(0) ⊂
M(ν, λ) has a closed G(ν)-orbit corresponding to the point xνˆ ∈ M
reg
0 (ν, λ)
and in particular StabG(ν) ι(xνˆ) = {1}. Let T˜ :=
(∏
i∈I gi ×
∏
i∈I fi × id
)
(C×).
This is a 1-dimensional subtorus of StabG(ν)×G(λ) ι(xνˆ). By the isomorphism
r : StabG(ν)×G(λ) ι(xνˆ)
∼=
−→ StabG(λ) xνˆ , the torus T˜ is isomorphic to T. In fact,
we have r ◦ (
∏
i∈I gi ×
∏
i∈I fi × id) = (
∏
i∈I fi × id).
On the other hand, we have a decomposition Ci(ν, λ)ι(xνˆ)
∼=
⊕
p∈2Z+ξi
Ci,p(νˆ, λˆ)xνˆ
of complexes and hence H0(Ci(ν, λ)ι(xνˆ))
∼=
⊕
p∈2Z+ξi
H0(Ci,p(νˆ, λˆ)xνˆ ), which
is identified with Wλ−νi =
⊕
p∈2Z+ξi
W λˆ−νˆi (p). Let hi : C
× → GL(Wλ−νi )
be a group homomorphism defined by hi(t)|W λˆ−νˆ
i
(p)
:= tp · id
W λˆ−νˆ
i
(p)
and set
T′ := (
∏
i∈I hi × id)(C
×) ⊂ G(λ− ν). Then we can easily see that
(ϕ× ρ) ◦ r−1 ◦
(∏
i∈I
fi × id
)
= (ϕ× ρ) ◦
(∏
i∈I
gi ×
∏
i∈I
fi × id
)
=
(∏
i∈I
hi × id
)
.
Therefore, under the isomorphism in Lemma 3.3, the action of torus T on
M(λ)xνˆ coincides with the action of the torus T
′ on L(λ − ν). Therefore, by
Lemma 3.1, we have
M•(λˆ)xνˆ = M(λ)
T
xνˆ
∼= L(λ− ν)T
′ ∼= L•(λˆ− νˆ). (3.10)
It remains to show that this isomorphism (3.10) is Stab
G(λˆ) xνˆ-equivariant.
Note that the centralizer of torus T (resp. T˜ , T′) in StabG(λ) xνˆ (resp. StabG(ν)×G(λ) ι(xνˆ),
G(λ − ν)) is the subgroup Stab
G(λˆ) xνˆ (resp. StabG(νˆ)×G(λˆ) xνˆ , G(λˆ− νˆ)). We
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have the following commutative diagram:
StabG(λ) xνˆ StabG(ν)×G(λ) ι(xνˆ)
r
∼=
oo ϕ×ρ // G(λ− ν)
Stab
G(λˆ) xνˆ
?
OO
StabG(νˆ)×G(λˆ) xνˆ
rˆ
∼=
oo ϕˆ×ρˆ //?

OO
G(λˆ− νˆ).
?
OO
Because the isomorphism in Lemma 3.3 is (StabG(λ) xνˆ)-equivariant via the
homomorphism (ϕ×ρ)◦ r−1, the induced isomorphism (3.10) on the torus fixed
parts is (Stab
G(λˆ) xνˆ)-equivariant via the homomorphism (ϕˆ× ρˆ) ◦ rˆ
−1 from the
above commutative diagram.
3.5 Graded quiver varieties for the category CQ,β
Fix an element β =
∑
i∈I diαi ∈ Q
+. Let
Eβ :=
⊕
i→j∈Ω
Hom(Cdi ,Cdj)
be the space of representations of the quiver Q of dimension vector β. The
group Gβ :=
∏
i∈I GLdi(C) acts on Eβ by conjugation. By Gabriel’s theorem,
the set of Gβ-orbits is in bijection with the set
KP(β) :=
{
m = (mα)α∈R+ ∈ (Z≥0)
R+
∣∣∣∣∣ ∑
α∈R+
mαα = β
}
of Kostant partitions of β. We denote the Gβ-orbit corresponding to a Kostant
partition m ∈ KP(β) by Om.
Set λˆβ :=
∑
i∈I di̟φ(αi) ∈ P
+
Q , where φ is the bijection R
+ → ÎQ defined in
Subsection 2.1. We consider the corresponding graded quiver variety M•0(λˆβ).
We identify G(λˆβ) with Gβ .
We define a map p : R+ → Z by p(α) := pr2 ◦ φ(α), where pr2 : I × Z→ Z
is the second projection. Using this notation, we define a homomorphism ρi :
C× → GL(Cdi) for each i ∈ I by ρi(t) := t−p(αi) · idCdi . Then we have a group
homomorphism (id ×
∏
i∈I ρi) : G(λˆβ) = G(λˆβ) × C
× → Gβ , via which Eβ is
equipped with a G(λˆβ)-action.
In [14], Hernandez-Leclerc constructed a G(λˆβ)-equivariant isomorphism
M•0(λˆβ)
∼=
−→ Eβ . We recall their construction. By Lemma 2.21 (2), it is
enough to consider the graded quiver varieties M•0(νˆ, λˆβ) with νˆ ∈ Q
+
Q. We
define a C-algebra Λ˜Q given by the following quiver Γ˜Q with relations. The
quiver Γ˜Q consists of two types of vertices {vj(p) | (j, p) ∈ ĴQ} ∪ {wj(p) |
(j, p) = φ(αi) for some i ∈ I} and three types of arrows:
ai(p) : wi(p)→ vi(p− 1), bi(p) : vi(p)→ wi(p− 1),
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Bji(p) : vi(p)→ vj(p− 1) for i ∼ j.
The relations are
ai(p− 1)bi(p) +
∑
j∼i
ε(i, j)Bij(p− 1)Bji(p) = 0 for each i ∈ I.
For each i ∈ I, let ǫi ∈ Λ˜Q be the idempotent corresponding to the vertex
wj(p) with (j, p) = φ(αi). Then [14, Lemma 9.6] proved that the algebra⊕
i,j∈I ǫiΛ˜Qǫj is identical to the path algebra CQ. By definition, each ele-
ment x = (B, a, b) ∈ µ•−1(0) ⊂ M•(V νˆ ,W λˆβ ) gives a representation of Λ˜Q.
Then restricted to
⊕
i,j∈I ǫiΛ˜Qǫj, it gives a representation of CQ of dimension
vector β. This defines a morphism M•0(νˆ, λˆβ)→ Eβ .
Theorem 3.5 (Hernandez-Leclerc [14] Theorem 9.11). The morphism con-
structed above induces a G(λˆβ)-equivariant isomorphism of varieties
Ψβ : M
•
0(λˆβ)
∼=
−→ Eβ .
Remark 3.6 (= [14] Remark 9.9). We define a bijection f : KP(β)→ P+Q,β by
f(m) :=
∑
α∈R+ mα̟φ(α) for m = (mα)α∈R+ ∈ KP(β). Note that we have the
obvious inclusion {µˆ ∈ P+Q,β | M
• reg
0 (λˆβ − µˆ, λˆβ) 6= ∅} ⊂ P
+
Q,β. Theorem 3.5
says that the cardinality of the LHS is equal to |KP(β)| = |P+Q,β |. Therefore the
inclusion is actually an equality and hence we have M• reg0 (λˆβ − f(m), λˆβ) 6= ∅
for any m ∈ KP(β).
We give a proof of the following lemma, which is implicit in [14].
Lemma 3.7. By the isomorphism Ψβ in Theorem 3.5, we have
Ψβ(M
• reg
0 (λˆβ − f(m), λˆβ)) = Om
for eachm ∈ KP(β), where f : KP(β)→ P+Q,β is the bijection defined in Remark
3.6 above.
Proof. By Remark 3.6, for any m ∈ KP(β), there is a unique νˆ ∈ Q+Q such that
Ψβ(M
• reg
0 (νˆ, λˆβ)) = Om. We want to prove that νˆ = λˆβ − f(m).
First we consider the case when β = α ∈ R+ and m is the Kostant partition
mα := (δα,α′)α′∈R+ consisting of the single root α. In this case, the orbit Omα
is the unique open dense orbit of Eα. Recall that M
• reg
0 (νˆ, λˆβ) ⊂M
• reg
0 (νˆ
′, λˆβ)
implies λˆβ − νˆ ≥ λˆβ − νˆ
′. Since the ℓ-weight ̟φ(α) is minimum in P
+
Q,α,
the corresponding stratum M• reg0 (νˆα, λˆα) is maximum, where we put νˆα :=
λˆα −̟φ(α). Therefore we have Ψβ(M
• reg
0 (νˆα, λˆα)) = Omα as desired.
Next we consider general m = (mα)α∈R+ ∈ KP(β). For each α ∈ R
+, we fix
an element yα ∈ µ
•−1(0) ⊂ M•(V νˆα ,W λˆα) such that yα has a closed G(νˆα)-
orbit and StabG(νˆα) yα = {1} holds. By the previous paragraph, the element
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yα, which is regarded as a representation of the algebra Λ˜Q, restricts to give
the indecomposable representation M(α) of CQ. We put
xm :=
⊕
α∈R+
y⊕mαα ∈ µ
•−1(0)
⊂M•
(⊕
α∈R+
(V νˆα)⊕mα ,
⊕
α∈R+
(W λˆα)⊕mα
)
=M•(V νˆm ,W λˆβ ),
where νˆm :=
∑
α∈R+ mανˆα. Then xm defines a closed G(νˆm)-orbit and has a
trivial stabilizer. Hence, the corresponding point xm belongs to M
• reg
0 (νˆm, λˆβ).
On the other hand, the element xm, which is regarded as a representation of
Λ˜Q, restricts to give a representation
⊕
α∈R+ M(α)
⊕mα of CQ. This means that
Ψβ(xm) ∈ Om. Therefore we have Ψβ(M
• reg
0 (νˆm, λˆβ)) = Om as desired.
We define a partial order≤ on the set KP(β) of Kostant partitions of β by the
condition that for m,m′ ∈ KP(β), we have m ≤ m′ if and only if Om ⊃ Om′ .
From the Lemma 3.7 above, we conclude that the bijection f : KP(β) → P+Q,β
preserves the partial orders.
Lemma 3.8. Let νˆ ∈ Q+Q such that λˆβ − νˆ ∈ P
+
Q,β . Fix an arbitrary point
xνˆ ∈ M
• reg
0 (νˆ, λˆβ). Then the maximal reductive quotient (= the quotient by
the unipotent radical) of the group Stab
G(λˆβ)
xνˆ is isomorphic to G(λˆβ − νˆ).
Moreover the group morphism (ϕˆ× ρˆ) ◦ rˆ−1 : Stab
G(λˆβ)
xνˆ → G(λˆβ − νˆ) defined
in (3.9) is identical to the canonical quotient map.
Proof. Define m = (mα)α∈R+ ∈ KP(β) by f(m) = λˆβ − νˆ. By Lemma 3.7,
the point Ψβ(xνˆ) corresponds to a CQ-module M(m) ∼=
⊕
α∈R+ M(α)
⊕mα .
Then we have StabGβ Ψβ(xνˆ) = StabG(λˆβ) xνˆ = EndCQ(M(m))
×. We consider
a subgroup
G1 :=
∏
α∈R+
EndCQ(M(α)
⊕mα)× ⊂ EndCQ(M(m))
×.
Note that we have EndCQ(M(α)) = C for any root α ∈ R
+. We can easily see
that this subgroup G1 is a Levi subgroup of EndCQ(M(m))
× and therefore is
isomorphic the maximal reductive quotient of StabG(λˆβ) xνˆ by the canonical quo-
tient map. This shows that the maximal reductive quotient of Stab
G(λˆβ)
xνˆ =
StabG(λˆβ) xνˆ × T is isomorphic to G(λˆβ − νˆ)× C
× = G(λˆβ − νˆ).
Let us prove the latter assertion. Corresponding to the decomposition
M(m) ∼=
⊕
α∈R+ M(α)
⊕mα , we choose the element xνˆ =
⊕
α∈R+ y
⊕mα
α as a lift
of the point xνˆ , where yα’s are the same as in the proof of Lemma 3.7 above.
Then we have StabG(νˆ)×G(λˆβ) xνˆ = EndΛ˜Q(xνˆ)
×. We consider a subgroup
G˜1 :=
∏
α∈R+
GLmα(C · idyα) ⊂
∏
α∈R+
EndΛ˜Q(y
⊕mα
α ))
× ⊂ EndΛ˜Q(xνˆ)
×.
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Note that the homomorphism rˆ gives an isomorphism G˜1
∼=
−→ G1. On the other
hand, we can easily see that the homomorphism ϕˆ : StabG(νˆ)×G(λˆβ) νˆ → G(λˆβ−
νˆ) induces the isomorphism
G˜1
∼=
−→
∏
α∈R+
GL(H0(Cφ(α)(νˆ, λˆβ)xνˆ ))
∼= G(λˆβ − νˆ).
As a result, we have a following commutative diagram:
Stab
G(λˆβ)
xνˆ StabG(νˆ)×G(λˆβ) xνˆ
rˆ
∼=
oo ϕˆ×ρˆ // G(λˆβ − νˆ)
G1 × T
?
OO
G˜1 × T˜
∼=oo ∼= //
?
OO
G(λˆβ − νˆ)
(3.11)
where the torus T˜ is defined as in the proof of Lemma 3.4. This diagram
completes a proof.
For a linear algebraic group G, we denote its representation ring by R(G).
For G = C×, we always identify as R(C×) = A := Z[q±1]. Under this notation,
we write
R(G(λˆβ)) =
⊗
i∈I
(
A[z±1i ]
⊗di
)Sdi , R(G(µˆ)) = ⊗
α∈R+
(
A[z±1α ]
⊗mα
)Smα ,
where µˆ =
∑
α∈R+ mα̟φ(α) ∈ P
+
Q,β . Here ⊗ is taken over A.
For a positive root α =
∑
i∈I ciαi ∈ R
+, we define the following algebra
homomorphism:
θα :
⊗
i∈I
A[z±1i ]
⊗ci → A[z±1α ]; zi 7→ q
p(αi)−p(α)zα.
Now we return to the setting of Lemma 3.8. By the commutative diagram
(3.11) in the proof of Lemma 3.8, we have the following group embedding:
G(λˆβ − νˆ) ∼= G1 × T →֒ StabG(λˆβ) xνˆ →֒ G(λˆβ),
which induces the following homomorphism:
θλˆβ−νˆ : R(G(λˆβ))→ R(StabG(λˆβ) xνˆ)
∼=
−→ R(G(λˆβ − νˆ)). (3.12)
From the proof of Lemma 3.8, we have the following.
Corollary 3.9. Write λˆβ − νˆ =
∑
α∈R+ mα̟φ(α) ∈ P
+
Q,β . Then the homomor-
phism θλˆβ−νˆ : R(G(λˆβ)) → R(G(λˆβ − νˆ)) is obtained as the restriction of the
following homomorphism⊗
α
θ⊗mαα :
⊗
i∈I
A[z±1i ]
⊗di →
⊗
α∈R+
A[z±1α ]
⊗mα .
32
4 Central completion of convolution algebra
In this section, we study the structure of the Hernandez-Leclerc category CQ,β
using geometry of graded quiver varieties.
4.1 Notation for equivariant K-theory
For a quasi-projective variety X over C equipped with an action of a linear
algebraic group G, we denote by KG(X) the Grothendiek group of the abelian
category of G-equivariant coherent sheaves on X .
For a G-equivariant coherent sheaf F on X , we denote by [F ] the corre-
sponding element in KG(X). We denote the structure sheaf of X by OX . For
a G-equivariant vector bundle E on X , the map KG(X) ∋ [F ] 7→ [E ] · [F ] :=
[E ⊗OX F ] ∈ K
G(X) is well-defined. Actually, we need to use “tensor prod-
ucts with supports” for the case X is not smooth. See [9, Chapter 5] for
details. For a G-equivariant vector bundle E on X , we also define
∧
u[E ] :=∑rank E
i=0 u
i[
∧i E ] ∈ [OX ] + uKG(X)[u]. If 0→ E1 → E → E2 → 0 is an exact se-
quence of G-equivariant vector bundles on X , we have
∧
u[E ] =
∧
u[E1] ·
∧
u[E2].
Therefore we set
∧
u([E1]+[E2]) :=
∧
u[E1] ·
∧
u[E2] and
∧
u(−[E ]) := (
∧
u[E ])
−1 ∈
[OX ] + uKG(X)[[u]].
When X = pt, we haveKG(pt) = R(G). For a general X , the groupKG(X)
is a module over R(G).
When G is written in the form G = G0 × C× where G0 is another linear
algebraic group, we define KG(X) := KG(X) ⊗Z[q±1] k under the standard
identification R(C×) ∼= Z[q±1], where k = Q(q) as before. We also define
R(G) := R(G) ⊗Z[q±1] k. For each m ∈ Z, let Lm denote the 1-dimensional
C×-module of weight m ∈ Z. Namely [Lm] = qm in R(C×). Although it is an
abuse of notation, we write qmF := Lm ⊗OX F for any G-equivariant coherent
sheaf F on X so that we have qm[F ] = [qmF ] in KG(X).
We also use the equivariant topological K-homologies denoted by KGi,top(X)
(i = 0, 1). There is a canonical comparison map KG(X)→ KG0,top(X).
Let Y be a G-invariant closed subvariety of X and U = X \ Y be the
complement of Y . Then the inclusions Y
i
−→ X
j
←− U induce the followings:
(1) an exact sequence:
KG(Y )
i∗ // KG(X)
j∗ // KG(U) // 0, (4.1)
(2) an exact hexagon:
KG0,top(Y )
i∗ // KG0,top(X)
j∗ // KG0,top(U)

KG1,top(U)
OO
KG1,top(X)
j∗oo KG1,top(Y ).
i∗oo
(4.2)
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4.2 The Nakajima homomorphism and its completion
Fix a dominant weight λ ∈ P+ and consider the corresponding quiver variety
π : M(λ)→M0(λ). We define the Steinberg type variety as
Z(λ) := M(λ)×M0(λ) M(λ) =
⊔
ν1,ν2∈Q+
M(ν1, λ)×M0(λ) M(ν2, λ),
together with the canonical map π : Z(λ)→M0(λ). By the convolution product,
the equivariant K-group
KG(λ)(Z(λ)) =
⊕
ν1,ν2∈Q+
KG(λ)(M(ν1, λ) ×M0(λ) M(ν2, λ))
becomes an algebra over the commutative k-algebra R(λ) := R(G(λ)). Note
that this notation is consistent with (2.3).
We consider the following tautological vector bundles onM(ν, λ). The vector
bundle Vνi is defined by V
ν
i := µ
−1(0)st ×G(ν) V
ν
i for each i ∈ I. We regard V
ν
i
as a G(λ)-equivariant vector bundle with the trivial action. On the other hand,
we consider a trivial vector bundleWλi := M(ν, λ)×W
λ
i with fiber W
λ
i for each
i ∈ I. We regard Wλi be a G(λ)-equivariant vector bundle with the natural
G(λ)-action and the trivial C×-action. Recall the complex of vector spaces
Ci(ν, λ)x for each x ∈ µ−1(0) ⊂ M(V ν ,Wλ) defined in (3.4). This complex
yields the complex Ci(ν, λ) of G(λ)-equivariant vector bundles on M(ν, λ):
Ci(ν, λ) : q
−2Vνi
σi−→ q−1
Wλi ⊕⊕
j∼i
Vνj
 τi−→ Vνi .
Note that the class of the complex Ci(ν, λ) in K
G(λ)(M(ν, λ)) is calculated as
[Ci(ν, λ)] = q
−1
[Wλi ]− (q + q−1)[Vνi ] +∑
j∼i
[Vνj ]
 .
Then we have the following fundamental result due to Nakajima [29].
Theorem 4.1 (Nakajima [29] Theorem 9.4.1). There is a k-algebra homomor-
phism
Φλ : U˜q(Lg)→ K
G(λ)(Z(λ)),
such that
Φλ(aµ) =
{
∆∗[OM(ν,λ)] if ν := λ− µ ∈ Q
+;
0 otherwise,
and it sends the series ψ±i (z)aµ with ν := λ− µ ∈ Q
+, i ∈ I to the series
qµ(hi)∆∗
(∧
−1/qz [Ci(ν, λ)]∧
−q/z[Ci(ν, λ)]
)±
,
where ∆ : M(ν, λ) → M(ν, λ) ×M0(λ) M(ν, λ) is the diagonal embedding and
(−)± denotes the formal expansion at z =∞ and 0 respectively.
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We refer the homomorphism Φλ as the Nakajima homomorphism.
By construction, the equivariant K-group KG(λ)(L(λ)) of the central fiber
L(λ) becomes a module over the convolution algebraKG(λ)(Z(λ)). Via the Naka-
jima homomorphism Φλ, we regard KG(λ)(L(λ)) as a (Uq,R(λ))-bimodule.
Theorem 4.2. As a (Uq,R(λ))-bimodule, the module KG(λ)(L(λ)) is isomor-
phic to the global Weyl module W(λ). The element [OL(0,λ)] ∈ K
G(λ)(L(λ))
corresponds to the cyclic vector wλ ∈W(λ).
Proof. See [31, Theorem 2].
For future references, we collect some important properties of equivariant
K-groups of central fibers.
Theorem 4.3. For any closed subgroup G′ of G(λ), the followings hold.
(1) We have KG
′
1,top(L(λ)) = 0;
(2) KG
′
0,top(L(λ)) is a freeR(G
′)-module and the comparison mapKG
′
(L(λ))→
KG
′
0,top(L(λ)) is an isomorphism;
(3) The natural map KG(λ)(L(λ))⊗R(G(λ)) R(G
′)→ KG
′
(L(λ)) is an isomor-
phism;
(4) The Ku¨nneth homomorphisms
KG(λ)(L(λ)) ⊗R(G(λ)) K
G(λ)(L(λ))→ KG(λ)(L(λ) × L(λ)),
K
G(λ)
0,top(L(λ)) ⊗R(G(λ)) K
G(λ)
i,top(L(λ))→ K
G(λ)
i,top(L(λ) × L(λ))
are isomorphisms, where i = 0, 1.
Proof. The properties (1), (2), (3) are the same as the property (TG(λ)) in [29,
Section 7]. The assertion for KG(λ) in (4) follows from [30, Theorem 3.4]. The
assertion for K
G(λ)
i,top in (4) follows from the properties (1), (2) and the property
(n3) in [21, Section 1.2].
Next we fix an ℓ-dominant ℓ-weight λˆ ∈ P+
Z
and put λ := cl(λˆ). We con-
sider the corresponding graded quiver varieties π• : M•(λˆ) → M•0(λˆ) and the
corresponding Steinberg type variety
Z•(λˆ) := M•(λˆ)×
M•0(λˆ)
M•(λˆ).
The G(λˆ)-equivariant K-group KG(λˆ)(Z•(λˆ)) is an algebra over R(G(λˆ)) by the
convolution product. We set R(λˆ) := R(G(λˆ)), which is consistent with (2.4).
We choose the 1-dimensional subtorus T ⊂ G(λˆ) ⊂ G(λ) as in Lemma 3.1.
Then we have the identification
Z•(λˆ) ∼= Z(λ)T. (4.3)
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Let rλˆ denote the maximal ideal of the commutative ring R(λˆ) corresponding
to the subtorus T ⊂ G(λˆ) and form the completion R̂(λˆ) := lim
←−
R(λˆ)/rN
λˆ
.
Note that the notation is consistent with (2.5). We denote the corresponding
completions of K-groups by
K̂G(λˆ)(X) := KG(λˆ)(X)⊗R(λˆ) R̂(λˆ), K̂
G(λˆ)
i,top(X) := K
G(λˆ)
i,top(X)⊗R(λˆ) R̂(λˆ),
for any G(λˆ)-variety X . When X is the Steinberg type variety Z•(λˆ), the
completed K-group K̂G(λˆ)(Z•(λˆ)) is an algebra over R̂(λˆ) with respect to the
convolution product.
Definition 4.4. We define the completed Nakajima homomorphism Φ̂λˆ : U˜q →
K̂G(λˆ)(Z•(λˆ)) as the following composition:
U˜q
Φλ−−→ KG(λ)(Z(λ))→ KG(λˆ)(Z(λ))→ K̂G(λˆ)(Z(λ))
∼=
−→ K̂G(λˆ)(Z•(λˆ)),
where the first homomorphism is the Nakajima homomorphism Φλ in Theorem
4.1, the second is the restriction to the subgroup G(λˆ) ⊂ G(λ), the third is
canonical and the last is due to the localization theorem and (4.3).
Let νˆ ∈ Q+
Z
be an element such that M• reg0 (νˆ, λˆ) 6= ∅. We pick an ar-
bitrary point xνˆ ∈ M
• reg
0 (νˆ, λˆ) and consider the (non-equivariant) K-group
K(M•(λˆ)xνˆ ) := K(M
•(λˆ)xνˆ )⊗Z k of the fiber M
•(λˆ)xνˆ . This is a module over
the convolution algebra K(Z•(λˆ)) := K(Z•(λˆ)) ⊗Z k. We regard K(M•(λˆ)xνˆ )
as a U˜q-module via the following composition:
U˜q
Φ̂
λˆ−−→ K̂G(λˆ)(Z•(λˆ))→ K̂G(λˆ)(Z•(λˆ))/rλˆ → K
T(Z•(λˆ)) ∼= K(Z•(λˆ)).
Proposition 4.5. The U˜q-module K(M
•(λˆ)xνˆ ) is isomorphic to the local Weyl
module W (λˆ− νˆ).
Proof. When νˆ = 0, we have
K(L•(λˆ)) ∼= KT(L(λ)) ⊗R(T) k by the localization theorem
∼= KG(λ)(L(λ))/rλ,λˆ by Theorem 4.3 (3)
∼=W(λ)/rλ,λˆ by Theorem 4.2
=W (λˆ).
For a general νˆ, we know that the U˜q-module K(M
•(λˆ)xνˆ ) is a quotient of
W (λˆ − νˆ) by [29, Proposition 13.3.1] and by the universality of the local Weyl
module. Because there is an isomorphism M•(λˆ)xνˆ
∼= L•(λˆ− νˆ) by Lemma 3.4,
we have dimK(M•(λˆ)xνˆ ) = dimK(L
•(λˆ − νˆ)) = dimW (λˆ − νˆ) and hence the
isomorphism W (λˆ− νˆ)
∼=
−→ K(M•(λˆ)xνˆ ).
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4.3 Completed Hernandez-Leclerc category ĈQ,β
In this subsection, we fix an element β =
∑
i∈I diαi ∈ Q
+ and set
λˆ ≡ λˆβ :=
∑
i∈I
di̟φ(αi) ∈ P
+
Q , λ := cl(λˆ) ∈ P
+,
as in Section 3.5. For simplicity, we mainly use the notation λˆ rather than λˆβ ,
suppressing β.
Fix an element νˆ ∈ Q+Q such that µˆ := λˆ− νˆ ∈ P
+
Q,β and put ν := cl(νˆ) ∈ Q
+,
µ := cl(µˆ) ∈ P+. Recall that we have an algebra homomorphism θµˆ : R(G(λˆ))→
R(G(µˆ)) defined in Section 3.5 (3.12). After the localization (−) ⊗Z[q±1] k, we
get a homomorphism
θµˆ : R(λˆ)→R(µˆ),
for which we use the same symbol θµˆ. Through this homomorphism θµˆ, the
algebra R(µˆ) is regarded as an R(λˆ)-algebra.
Lemma 4.6. The ideal 〈θµˆ(rλˆ)〉 ⊂ R(µˆ) generated by the image of rλˆ is a
primary ideal whose associated prime is the maximal ideal rµˆ. In particular, we
have
R(µˆ)⊗R(λˆ) R̂(λˆ)
∼= R̂(µˆ).
Proof. This is a direct consequence of Corollary 3.9.
Proposition 4.7. We denote the inverse image of the stratum M• reg0 (νˆ, λˆ)
along the canonical morphism π• : M•(λˆ)→M•0(λˆ) by M
•
µˆ. Then we have the
following isomorphism of (U˜q, R̂(λˆ))-bimodule:
K̂G(λˆ)(Mµˆ) ∼= Ŵ (µˆ),
where the action of R̂(λˆ) on the RHS is given via the homomorphism θµˆ.
Proof. Fix a point x ∈M• reg0 (νˆ, λˆ). Since M
• reg
0 (νˆ, λˆ) is a single G(λˆ)-orbit by
Theorem 3.5 and the morphism π• : M•(λˆ) → M•0(λˆ) is G(λˆ)-equivariant, we
have an isomorphism M•µ
∼= G(λˆ)×(Stab
G(λˆ) x)
M•(λˆ)x. Then we have
K̂G(λˆ)(M•µˆ)
∼= K̂G(λˆ)
(
G(λˆ)×(Stab
G(λˆ) x)
M•(λˆ)x
)
∼= K
(Stab
G(λˆ) x)(M•(λˆ)x)⊗R(λˆ) R̂(λˆ)
∼= KG(µˆ)(L•(µˆ))⊗R(µˆ) R̂(µˆ)
∼= KG(µ)(L(µ)) ⊗R(µ) R̂(µˆ),
where the second isomorphism is by the induction (see [9, 5.2.16]), the third
is due to Lemma 3.4, Lemma 3.8 and Lemma 4.6, the last is due to the
localization and Theorem 4.3 (3). Through this isomorphism K̂G(λˆ)(M•µˆ)
∼=
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KG(µ)(L(µ))⊗R(µ) R̂(µˆ), we see that the action of R̂(λˆ) on K̂
G(λˆ)(M•µˆ) extends
to an action of R̂(µˆ), which commutes with the action of Uq. By Proposi-
tion 4.5, the module K̂G(λˆ)(M•µˆ)/rµˆ
∼= K(M(λ)x) is isomorphic to the local
Weyl module W (µˆ). Therefore, by Nakayama’s lemma, we see that the vec-
tor in K̂G(λˆ)(M•µˆ) which corresponds to [OL(0,µ)] in K
G(µ)(L(µ)) ⊗R(µ) R̂(µˆ)
generates K̂G(λˆ)(M•µˆ) as (Uq, R̂(µˆ))-bimodule. Moreover, from the construc-
tion of isomorphism M(λ)x ∼= L(µ) in Lemma 3.3, we see that the restriction
of the class [Ci(λ, ν)] in K̂G(λˆ)(M•µˆ) corresponds to the class [W
λ−ν
i ]|L(0,µ) in
KG(µ)(L(µ)) ⊗R(µ) R̂(µˆ). Therefore, by the universal property of the global
Weyl module, we find a surjection Ŵ (µˆ)→ K̂G(λˆ)(M•µˆ) of (Uq, R̂(µˆ))-bimodules.
Since both are free over R̂(µˆ) of the same rank dimW (µˆ), this surjection should
be an isomorphism Ŵ (µˆ) ∼= K̂G(λˆ)(M•µˆ).
Definition 4.8. We define the completed Hernandez-Leclerc category ĈQ,β to
be the category of finitely generated K̂G(λˆ)(Z•(λˆ))-modules, i.e.
ĈQ,β := K̂
G(λˆ)(Z•(λˆ))-modfg.
We denote by (ĈQ,β)f the full subcategory of finite-dimensional modules in ĈQ,β ,
i.e.
(ĈQ,β)f := K̂
G(λˆ)(Z•(λˆ))-modfd.
We regard the deformed local Weyl module Ŵ (µˆ) corresponding to µˆ ∈ P+Q,β
as a (U˜q, R̂(λˆ))-bimodule on which the algebra R̂(λˆ) acts via the homomorphism
θµˆ. By Proposition 4.7 above, we have Ŵ (µˆ) ∈ ĈQ,β for any µˆ ∈ P
+
Q,β . Now we
state the main theorem of this section.
Theorem 4.9. Under the above notation, we have the followings:
(1) Via the completed Nakajima homomorphism Φ̂λˆ, we can identify the cat-
egory (ĈQ,β)f with the Hernandez-Leclerc category CQ,β . In precise, the
pullback functor (ĈQ,β)f → Cg; M 7→ (Φ̂λˆ)
∗M gives an equivalence of
categories (ĈQ,β)f
≃
−→ CQ,β;
(2) The completed Hernandez-Leclerc category ĈQ,β is an affine highest weight
category for the poset (P+Q,β,≤). The standard module (resp. proper
standard module, proper costandard module) corresponding to µˆ ∈ P+Q,β
is the deformed local Weyl module Ŵ (µˆ) (resp. local Weyl module W (µˆ),
dual local Weyl module W∨(µˆ)).
A proof of Theorem 4.9 is given after Corollary 4.16. We need some lemmas.
Lemma 4.10. Let νˆ ∈ Q+Q such that µˆ := λˆ− νˆ ∈ P
+
Q,β. We denote the inverse
image of the stratum M• reg0 (νˆ, λˆ) along the canonical morphism π
• : Z•(λˆ) →
M•0(λˆ) by Z
•
µˆ.
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(1) As a (U˜q, U˜q)-bimodule, we have K̂G(λˆ)(Z•µˆ)
∼= Ŵ (µˆ)⊗R̂(µˆ) Ŵ (µˆ)
♯;
(2) We have K̂
G(λˆ)
1,top(Z
•
µˆ) = 0;
(3) The comparison map gives an isomorphism K̂G(λˆ)(Z•µˆ)
∼= K̂
G(λˆ)
0,top(Z
•
µˆ).
Proof. Fix a point x ∈M• reg0 (νˆ, λˆ). Then we have an isomorphism
Z•µˆ
∼= G(λˆ)×(Stab
G(λˆ) x)
(
M•(λˆ)x ×M
•(λˆ)x
)
.
A similar computation as in the proof of Lemma 4.7 yields:
K̂G(λˆ)(Z•µˆ)
∼= K̂G(λˆ)
(
G(λˆ)×(Stab
G(λˆ) x)
(
M•(λˆ)x ×M
•(λˆ)x
))
∼= KG(µ) (L(µ)× L(µ)) ⊗R(µ) R̂(µˆ)
∼= KG(µ)(L(µ)) ⊗R(µ) R̂(µˆ)⊗R(µ) K
G(µ)(L(µ)),
where the last isomorphism is due to Theorem 4.3 (4). Then Proposition 4.7
proves the assertion (1). Because the same computation is valid for equivariant
K-homologies, we have
K̂
G(λˆ)
i,top(Z
•
µˆ)
∼= K
G(µ)
0,top(L(µ)) ⊗R(µ) R̂(µˆ)⊗R(µ) K
G(µ)
i,top(L(µ)),
for i = 0, 1. Then Theorem 4.3 (1), (2) prove the assertions (2), (3).
We fix a numbering {λ1, λ2, . . . , λl} of the set P
+
≤λ := {µ ∈ P
+ | µ ≤ λ}
such that λ = λl and i < j whenever λi < λj . Let νi := λ − λi ∈ Q+ and
Ni := M
reg
0 (νi, λ) for i ∈ {1, . . . , l}. Then the stratification (3.1) is written as:
M0(λ) = N1 ⊔N2 ⊔ · · · ⊔Nl
with Nl = {0}. For each i ∈ {1, . . . , l}, we set N≤i :=
⊔
j≤iNj ⊂M0(λ). Note
that Ni is a closed subvariety of N≤i and its complement is N≤i−1.
We set N•i := Ni ∩M
•
0(λˆ) and N
•
≤i := N≤i ∩M
•
0(λˆ) for each i ∈ {1, . . . , l}.
We fix a numbering {λˆi,1, λˆi,2, . . . , λˆi,ki} of the set cl
−1(λi) ∩ P
+
Q,β , where we
define ki = 0 if cl
−1(λi) ∩ P
+
Q,β = ∅. We simplify the notation by setting
Ri,s := R(λˆi,s), R̂i,s := R̂(λˆi,s), θi,s := θλˆi,s for each i ∈ I and s ∈ {1, . . . , ki}.
Set νˆi,s := λˆ − λˆi,s ∈ Q
+
Q and N
•
i,s := M
• reg
0 (νˆi,s, λˆ). Note that we have
cl(νˆi,s) = νi and that N
•
i,s gives a connected component of N
•
i for any s ∈
{1, . . . , ki}. Namely, we get the decomposition
N•i =
ki⊔
s=1
N•i,s (4.4)
of N•i into connected components. We define a subvariety Z
•
i (resp. Z
•
≤i, Z
•
i,s)
of Z•(λˆ) to be the inverse image of the subvariety N•i (resp. N
•
≤i,N
•
i,s) along
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the canonical morphism π• : Z•(λˆ) → M•0(λˆ). From the decomposition (4.4),
we have
Z•i =
ki⊔
s=1
Z•i,s. (4.5)
By construction, Z•i is a closed subvariety of Z
•
≤i and its complement is Z
•
≤i−1
for each i ∈ {2, . . . , l}. From (4.1), we have an exact sequence:
K̂G(λˆ)(Z•i )
ı∗ // K̂G(λˆ)(Z•≤i)
∗ // K̂G(λˆ)(Z•≤i−1)
// 0, (4.6)
where ı : Z•i →֒ Z
•
≤i and  : Z
•
≤i−1 →֒ Z
•
≤i are the inclusions.
Lemma 4.11. The map ı∗ in the sequence (4.6) is injective. Therefore we have
the following short exact sequence:
0 // K̂G(λˆ)(Z•i )
ı∗ // K̂G(λˆ)(Z•≤i)
∗ // K̂G(λˆ)(Z•≤i−1)
// 0,
for each i ∈ {2, . . . , l}.
Proof. We shall prove that K̂
G(λˆ)
1,top(Z
•
≤i) = 0 and the comparison map K̂
G(λˆ)(Z•≤i)→
K̂
G(λˆ)
0,top(Z
•
≤i) is an isomorphism for each i ∈ {1, . . . , l}. If we prove them, the ex-
act hexagon (4.2) completes a proof. We proceed by induction on i.
When i = 1, from (4.5), we have
K̂
G(λˆ)
j,top(Z
•
≤1) = K̂
G(λˆ)
j,top(Z
•
1 ) =
k1⊕
s=1
K̂
G(λˆ)
j,top(Z
•
1,s),
where j = 0, 1. From Lemma 4.10, we know that K̂
G(λˆ)
1,top(Z
•
1,s) = 0 and K̂
G(λˆ)(Z•1,s)
∼=
K̂
G(λˆ)
0,top(Z
•
1,s) for each s ∈ {1, . . . , k1}. Therefore we are done in this case.
Let i > 1 and assume that we know that K̂
G(λˆ)
1,top(Z
•
≤i−1) = 0 and K̂
G(λˆ)(Z•≤i−1)
∼=
K̂
G(λˆ)
0,top(Z
•
≤i−1). By the same reason for the case i = 1 above, we have K̂
G(λˆ)
1,top(Z
•
i ) =
0 and K̂G(λˆ)(Z•i )
∼= K̂
G(λˆ)
0,top(Z
•
i ). Then we see that K̂
G(λˆ)
1,top(Z
•
≤i) = 0 from the exact
hexagon (4.2). Moreover we have the following commutative diagram:
K̂G(λˆ)(Z•i ) //
∼=

K̂G(λˆ)(Z•≤i)
//

K̂G(λˆ)(Z•≤i−1)
//
∼=

0
0 // K̂G(λˆ)0,top(Z
•
i )
// K̂G(λˆ)0,top(Z
•
≤i)
// K̂G(λˆ)0,top(Z
•
≤i−1)
// 0,
where the upper row is the exact sequence (4.6), the lower row is the exact
sequence coming from the exact hexagon (4.2). All vertical arrows are the
comparison maps. Applying the five lemma, we see that the middle comparison
map K̂G(λˆ)(Z•≤i)→ K̂
G(λˆ)
0,top(Z
•
≤i) is also an isomorphism.
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Recall we have defined a quotient algebra U≤λ of the modified quantum loop
algebra U˜q in Subsection 2.5 by (2.9).
Lemma 4.12. The completed Nakajima homomorphism Φ̂λˆ : U˜q → K̂
G(λˆ)(Z•(λˆ))
factor through the quotient U˜q → U≤λ.
Proof. Since we have K̂G(λˆ)(Z•(λˆ)) ∼= lim←−
K̂G(λˆ)(Z•(λˆ))/rN
λˆ
, it is enough to prove
that the composition
U˜q
Φ̂
λˆ−−→ K̂G(λˆ)(Z•(λˆ))→ K̂G(λˆ)(Z•(λˆ))/rN
λˆ
(4.7)
factors through the quotient U≤λ for every N ∈ Z>0. We can discuss the
composition factors of K̂G(λˆ)(Z•(λˆ))/rN
λˆ
as left U˜q-module because it is finite
dimensional. By Lemma 4.10 (1) and the exact sequence (4.6), we see that every
composition factor is a subquotient of the global Weyl modules W(µ) for some
µ ≤ λ. Therefore the ideal
⋂
µ≤λAnnU˜q W(µ) is included in the kernel of the
map (4.7).
By Lemma 4.12 above, we have the induced homomorphism Φ̂λˆ : U≤λ →
K̂G(λˆ)(Z•(λˆ)), which we denote by the same symbol Φ̂λˆ.
Proposition 4.13. For each N ∈ Z>0, the homomorphism Φ̂Nλˆ given by the
composition
Φ̂N
λˆ
: U≤λ
Φ̂
λˆ−−→ K̂G(λˆ)(Z•(λˆ))→ K̂G(λˆ)(Z•(λˆ))/rN
λˆ
is surjective. In particular, the forgetful functor from ĈQ,β to the category of
(U≤λ, R̂(λˆ))-bimodules is fully faithful.
Proof. Fix N ∈ Z>0. Using the homomorphism Φ̂λˆ, we compare the affine cellu-
lar structure of the algebra U≤λ with the filtration of the algebra K̂G(λˆ)(Z•(λˆ))
coming from the geometric stratification of M•0(λˆ) as in Lemma 4.11. First,
for each i, we observe that there is the following isomorphism of (U≤λ, U≤λ)-
bimodules by Lemma 4.10 (1):
K̂G(λˆ)(Z•i )/r
N
λˆ
∼=
ki⊕
s=1
K̂G(λˆ)(Z•i,s)/r
N
λˆ
∼=
ki⊕
s=1
Ŵ (λˆi,s)⊗R̂i,s
(
R̂i,s
〈θi,s(rλˆ)
N 〉
)
⊗R̂i,s Ŵ (λˆi,s)
♯.
∼=
ki⊕
s=1
W(λi)⊗R(λi)
(
R(λi)
R(λi) ∩ 〈θi,s(rλˆ)
N 〉
)
⊗R(λi)W(λi)
♯
∼=W(λi)⊗R(λi)
(
R(λi)∏ki
s=1R(λi) ∩ 〈θi,s(rλˆ)
N 〉
)
⊗R(λi)W(λi)
♯,
(4.8)
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where we apply the Chinese remainder theorem for the last isomorphism. This is
possible because maximal ideals associated to primary ideals R(λi)∩〈θi,s(rλˆ)
N 〉
are distinct by Lemma 4.6. By (4.8), we see that theK-group K̂G(λˆ)(Z•i ) is cyclic
as (U≤λ, U≤λ)-bimodule. By construction, we can easily see that the class in
K̂G(λˆ)(Z•i ) obtained as the restriction of the class ∆∗[OM(νi,λ)] corresponds to
the cyclic vector wλi ⊗ 1⊗ wλi of the RHS of (4.8).
Recall the ideals Ii of U≤λ defined by (2.10). By downward induction on i ∈
{1, . . . , l}, we construct algebra homomorphisms fNi : U≤λ/Ii → K̂
G(λˆ)(Z•≤i)/r
N
λˆ
and (U≤λ, U≤λ)-bimodule homomorphisms g
N
i : Ii−1/Ii → K̂
G(λˆ)(Z•i )/r
N
λˆ
, which
make following diagrams commute:
0 // W(λi)⊗R(λi)W(λi)
♯ ai //
gNi

U≤λ/Ii
bi //
fNi

U≤λ/Ii−1 //
fNi−1

0
K̂G(λˆ)(Z•i )/r
N
λˆ
// K̂G(λˆ)(Z•≤i)/r
N
λˆ
// K̂G(λˆ)(Z•≤i−1)/r
N
λˆ
// 0,
(4.9)
where the upper row is the exact sequence coming from the ideal chain and the
lower row is exact sequence coming from (4.6).
We start from i = l. Define fNl to be the homomorphism Φ̂
N
λˆ
. Recall that the
Nakajima homomorphism Φλ sends the element aλ to the class ∆∗[OM(0,λ)] (see
Theorem 4.1). Therefore, by our observation in the previous paragraph, if we
define the homomorphism gNl to give the quotient map fromW(λ)⊗R(λ)W(λ)
♯
to the RHS of (4.8) via the isomorphism (4.8), the left square in (4.9) commutes.
Then we have the induced homomorphism fNl−1 between the cokernels.
The induction step is similar. Assume that we have defined fNi . By con-
struction, fNi sends the image of element aλi to the restriction of the class
∆∗[OM(νi,λ)]. Then if we define g
N
i to be the quotient map via the isomor-
phism (4.8), the left square in (4.9) commutes. We get fNi−1 as the induced
homomorphism between cokernels.
Note that we have fN1 = g
N
1 and all the homomorphisms g
N
i are surjective
by construction. Therefore we can apply the five lemma on the diagram (4.9) in-
ductively, starting from the case i = 2, to prove that every fNi is also surjective.
Eventually we see that the homomorphism fNl = Φ̂
N
λˆ
is surjective.
Using the notation in the above proof of Proposition 4.13, we define KN≤i :=
Ker fNi ,K
N
i := Ker g
N
i for each i ∈ {1, . . . , l} and N ∈ Z>0.
Proposition 4.14. For each i ∈ {1, . . . , l} and for any N1, N2 ∈ Z>0, there
exists a positive integer N > N1 +N2 satisfying:
(1) KNi ⊂ K
N1
i ·K
N2
i ;
(2) KN≤i ⊂ K
N1
≤i ·K
N2
≤i .
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Proof. We first prove the assertion (1). Assume that ki = 0. Thus we have
gNi = 0 and hence K
N
i = Ii−1/Ii for any N ∈ Z>0. In this case, the assertion (1)
is equivalent to the assertion (Ii−1/Ii)
2 = Ii−1/Ii, which follows from Theorem
2.20. Next we consider the case ki 6= 0. By (4.8), we have
KNi =W(λi)⊗R(λi)
(
ki∏
s=1
(
R(λi) ∩ 〈θi,s(rλˆ)
N 〉
))
⊗R(λi)W(λi)
♯,
for eachN ∈ Z>0. By Lemma 4.6, the idealR(λi)∩〈θi,a(rλˆ)
N 〉 is a primary ideal
whose associated prime is the maximal ideal rλi,λˆi,a . Thus for a sufficiently large
N > 0, we haveR(λi)∩〈θi,s(rλˆ)
N 〉 ⊂ (R(λi)∩〈θi,s(rλˆ)
N1〉)(R(λi)∩〈θi,s(rλˆ)
N2〉).
Then we obtain the assertion KNi ⊂ K
N1
i ·K
N2
i .
We prove the assertion (2) by induction on i. The case i = 1 follows from
(1) since fN1 = g
N
1 . We assume that i > 1 and the assertion (2) is true for
i − 1. For given N1, N2 ∈ Z>0, we can find an integer M > N1 + N2 such
that KMi ⊂ K
N1
i · K
N2
i by (1). Applying Lemma 4.15 below to the injection
K̂G(λˆ)(Z•i ) →֒ K̂
G(λˆ)(Z•≤i), we find an integer N
′ ∈ Z>0 such that we have
Ker(fN
′
i ◦ ai) ⊂ K
M
i ⊂ K
N1
i ·K
N2
i , (4.10)
where ai is the inclusion Ii−1/Ii →֒ U≤λ/Ii as in the diagram (4.9). Applying
the snake lemma to the following diagram:
0 // W(λi)⊗R(λi)W(λi)
♯ ai //
fN
′
i ◦ai

U≤λ/Ii
fN
′
i

bi // U≤λ/Ii−1 //

0
0 // Im(fN
′
i ◦ ai) // K̂
G(λˆ)(Z•≤i)/r
N ′
λˆ
// K̂G(λˆ)(Z•≤i−1)/r
N ′
λˆ
// 0,
we get an exact sequence:
0 // Ker(fN
′
i ◦ ai) // K
N ′
≤i
// KN
′
≤i−1
// 0. (4.11)
Let N ′1, N
′
2 be any two integers larger than N
′. By induction hypothesis, there
is an integer N > N ′1 +N
′
2 such that K
N
≤i−1 ⊂ K
N ′1
≤i−1 ·K
N ′2
≤i−1. We shall prove
that the assertion (2) holds for this N . Let x ∈ KN≤i be an arbitrary element.
Note that we have bi(x) ∈ KN≤i−1 ⊂ K
N ′1
≤i−1 · K
N ′2
≤i−1. Since the quotient map
bi : U≤λ/Ii → U≤λ/Ii−1 induces the surjection K
N ′1
≤i ·K
N ′2
≤i ։ K
N ′1
≤i−1 · K
N ′2
≤i−1,
we can choose an element y ∈ K
N ′1
≤i ·K
N ′2
≤i so that bi(x − y) = 0. By the exact
sequence (4.11), there is an element y′ ∈ Ker(fN
′
i ◦ ai) such that x = y+ ai(y
′).
By (4.10), we see that ai(y
′) ∈ KN1≤i ·K
N2
≤i . Therefore we have x ∈ K
N1
≤i ·K
N2
≤i
as desired.
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Lemma 4.15. Let R be a commutative Noetherian complete local algebra
over a field k with the maximal ideal r. Let ϕ : M1 →֒ M2 be a injective
homomorphism between finitely generated R-modules M1,M2. Put M
n
i :=
rnMi for i = 1, 2 and for each n ∈ Z>0. We denote the kernel of the induced
map ϕn :M1/M
n
1 →M2/M
n
2 by K
n. Then for any n ∈ Z>0, there is an integer
n0 > n such that we have K
N ⊂Mn1 /M
N
1 for any N ≥ n0.
Proof. Assume to be the contrary to deduce a contradiction. Namely we assume
that there is an integer n ∈ Z>0 such that KN 6⊂Mn1 /M
N
1 for any N > n. For
each a, b ∈ Z>0 with a < b, let κa,b : Kb → Ka be the homomorphism induced
from the quotient homomorphism Mi/M
b
i → Mi/M
a
i . These homomorphisms
κa,b define a projective system {κa,b : Kb → Ka | a < b}. Note that lim
←−
KN =
Kerϕ = 0.
By our assumption, we have κn,N 6= 0 for any N > n. Since κn,N+1 =
κn,N ◦ κN,N+1, we get a decreasing sequence of subspaces:
Kn ⊃ Imκn,n+1 ⊃ Imκn,n+2 ⊃ · · · .
The fact dimKn < ∞ ensures that there exists a non-zero subspace Ln ⊂ Kn
which is included in Imκn,N for all N > n. Define LN := (κn,N )−1(Ln) ⊂ KN .
then we get a projective subsystem of {KN}N∈Z>0:
· · · → LN → · · · → Ln+1 → Ln → 0→ 0→ · · · → 0,
whose limit is non-zero by construction. Thus we have 0 6= lim
←−
LN ⊂ lim
←−
KN =
0, which is a contradiction.
As the special case i = l of Proposition 4.14 (2), we obtain the following.
Corollary 4.16. For any N1, N2 ∈ Z>0, there is an positive integer N such
that Ker Φ̂N
λˆ
⊂ (Ker Φ̂N1
λˆ
) · (Ker Φ̂N2
λˆ
).
Proof of Theorem 4.9 (1). Note that we have (ĈQ,β)f =
⋃
N Ĉ
N
Q,β where Ĉ
N
Q,β :=(
K̂G(λˆ)(Z•(λˆ))/rN
λˆ
)
-modfg is the full subcategory of ĈQ,β consisting of modules
M with rN
λˆ
M = 0. Thus, by Proposition 4.13, we see that the pullback functor
(ĈQ,β)f → Cg; M 7→ (Φ̂λˆ)
∗M is fully faithful. To prove the essentially surjectiv-
ity, it is enough to show that for each moduleM ∈ CQ,β there is an positive inte-
ger N ∈ Z>0 such that (Ker Φ̂Nλˆ )M = 0. We proceed by induction on the length
ofM . WhenM = L(µˆ) is a simple module of CQ,β of ℓ-highest weight µˆ ∈ P
+
Q,β ,
we see that (Ker Φ̂1
λˆ
)L(µˆ) = 0. For induction step, we write the module M as
an extension of two non-zero modules M1,M2 ∈ CQ,β . By induction hypothesis,
there are integers N1, N2 ∈ Z>0 such that (Ker Φ̂
N1
λˆ
)M1 = (Ker Φ̂
N2
λˆ
)M2 = 0.
We can find an integer N ∈ Z>0 such that Ker Φ̂Nλˆ ⊂ (Ker Φ̂
N1
λˆ
) · (Ker Φ̂N2
λˆ
) by
Corollary 4.16. Then we have (Ker Φ̂N
λˆ
)M = 0.
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Proof of Theorem 4.9 (2). We construct an affine quasi-heredity chain of the al-
gebra K̂G(λˆ)(Z•(λˆ)). Let {λˆ1, . . . , λˆm} be a numbering of the set P
+
Q,β satisfying
the condition that we have j < k whenever λˆj < λˆk. Note that λˆm = λˆ. Put
νˆi := λˆ− λˆi and set Ni := M
• reg
0 (νˆi, λˆ), N≥i :=
⊔
j≥iNj , N≤i :=
⊔
j≤iNj . We
denote the inverse image of Ni (resp. N≥i,N≤i) along the canonical morphism
π : Z•(λˆ) → M•0(λˆ) by Zi (resp. Z≥i,Z≤i). By construction, Z≥i+1 (resp.
Zi) is a closed subvariety of Z≥i (resp. Z≤i) and its complement is Zi (resp.
Z≤i−1). We also note that Z≥i is a closed subvariety of Z•(λˆ) whose comple-
ment is Z≤i−1. Then we consider the following commutative diagram arising
from (4.1):
0

0

K̂G(λˆ)(Z≥i+1)

K̂G(λˆ)(Z≥i+1)

0 // K̂G(λˆ)(Z≥i) //

K̂G(λˆ)(Z•(λˆ)) //

K̂G(λˆ)(Z≤i−1) // 0
0 // K̂G(λˆ)(Zi) //

K̂G(λˆ)(Z≤i) //

K̂G(λˆ)(Z≤i−1) // 0
0 0
(4.12)
Arguing as Lemma 4.11, we see that the left column and the lower row in (4.12)
are exact. By downward induction on i and diagram chases, we see that the
middle row (and hence the middle column) in the diagram (4.12) is also exact.
Therefore we can regard Ii := K̂G(λˆ)(Z≥i+1) for each i ∈ {0, . . . ,m} as a
two-sided ideal of the algebra K̂G(λˆ)(Z•(λˆ)). What we have to do is to prove
that the chain of ideals
0 = Im ( Im−1 ( · · · ( I1 ( I0 = K̂
G(λˆ)(Z•(λˆ)) (4.13)
gives an affine quasi-heredity chain. Observe that
Ii−1/Ii ∼= K̂
G(λˆ)(Zi) ∼= Ŵ (λˆi)⊗R̂(λˆi) Ŵ (λˆi)
♯ ∼= Ŵ (λˆi)
⊕si
as a left K̂G(λˆ)(Z•(λˆ))-module, where si := dimW (λˆi). By Theorem 4.9 (1),
the category of finite-dimensional modules over K̂G(λˆ)(Z•(λˆ))/Ii is identified
with the full subcategory of CQ,β consisting of modules M whose ℓ-weights
belong to the set
⋃
j≤i{µˆ ∈ PZ | µˆ ≤ λˆj}. For such a module M , we have
HomUq (Ŵ (λˆi),M)
∼=Mλˆi by the universal property of the deformed local Weyl
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module (Proposition 2.12 (1)). In particular, the functor HomUq (Ŵ (λˆi),−)
is exact on the category (K̂G(λˆ)(Z•(λˆ))/Ii)-modfd. Since any module M ∈
(K̂G(λˆ)(Z•(λˆ))/Ii)-modfg can be written as a projective limit of finite-dimensional
modules (i.e. M ∼= lim←−
M/rN
λˆ
), we see that the deformed local Weyl module
Ŵ (λˆi) is a projective module in the category (K̂G(λˆ)(Z•(λˆ))/Ii)-modfg with its
simple head L(λˆi). Moreover, we have HomĈQ,β (Ii−1/Ii, K̂
G(λˆ)(Z•(λˆ))/Ii−1) =
0. From these observations and Proposition 2.12, we conclude that the chain
(4.13) is an affine quasi-heredity chain.
By Theorem 1.4 and Remark 1.5, we see that the category ĈQ,β is an affine
highest weight category for the poset (P+,≤), whose standard module (resp.
proper standard module) corresponding to µˆ ∈ P+Q,β is the deformed local Weyl
module Ŵ (µˆ) (resp. local Weyl moduleW (µˆ)). To prove the assertion for proper
costandard modules, we have to show the Ext-orthogonality as in Theorem 1.6.
This is done in Proposition 4.18 below.
Remark 4.17. Here, we have two remarks on Theorem 4.9.
(1) Theorem 4.9 (2) can be proved by the general theory of geometric exten-
sion algebras developed by Kato [20] and by McNamara [26]. In fact, we
have the following R̂(λˆ)-algebra isomorphisms:
K̂G(λˆ)(Z•(λˆ)) ∼= H
G(λˆ)
• (Z
•(λˆ), k)∧ ∼= Ext•Gβ (L,L)
∧, (4.14)
where the middle term H
G(λˆ)
• (Z•(λˆ), k) denotes the convolution alge-
bra of the G(λˆ)-equivariant Borel-Moore homology of Z•(λˆ), the right
term Ext•Gβ (L,L) denotes the Yoneda algebra in the derived category
DGβ (Eβ ; k) of Gβ-equivariant constructible complexes on Eβ and L :=
π∗k is the proper push-forward of the constant sheaf along the morphism
π : M•(λˆ) → M•0(λˆ) = Eβ . The symbol (−)
∧ stands for the comple-
tion with respect to the degree. Here, we make a suitable identification
R̂(λˆ) ∼= H
G(λˆ)
• (pt, k)
∧. The first isomorphism in (4.14) is given by the
equivariant Chern character map and the second one is as in [9, Section
8.6]. By [29, Theorem 14.3.2], we have
L =
⊕
m∈KP(β)
Lm ⊗ IC(Om),
where Lm is a non-zero self-dual finite-dimensional graded vector space
and IC(Om) is the intersection cohomology complex associated to the triv-
ial local system on the orbit Om for each m ∈ KP(β). Therefore, the
Yoneda algebra Ext•Gβ (L,L) is Morita equivalent to the quiver Hecke al-
gebra HQ(β) (see Definition 5.1 below) by [35] and hence the completed
algebra K̂G(λˆ)(Z•(λˆ)) is affine quasi-hereditary (see Theorem 5.6 below).
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(2) As a generalization of Theorem 3.5, Leclerc-Plamondon [25] established
some equivariant isomorphisms between graded quiver varieties M•0(λˆ)
associated with certain ℓ-dominant weights λˆ ∈ P+
Z
and the spaces of
representations of the repetitive algebra ĈQ of the quiver Q whose dimen-
sion vector corresponds to λˆ. For this generalized choice of λˆ ∈ P+
Z
, the
completed convolution algebra K̂G(λˆ)(Z•(λˆ)) still becomes affine quasi-
hereditary. In fact, it is isomorphic to the completion of the geometric
extension algebra associated to π : M•(λˆ) → M•0(λˆ) discussed as above,
and we can apply [26, Theorem 4.7]. However, in this generalized set-
ting, Theorem 4.9 (1) does not hold. In particular, standard modules of
K̂G(λˆ)(Z•(λˆ)) are not always isomorphic to the deformed local Weyl mod-
ules in such a general setting. They are because an analogue of Lemma
3.8 does not hold in general. In this sense, Theorem 4.9 is a special phe-
nomenon for our setting.
In the remainder of this section, we show the Ext-orthogonality between
deformed local Weyl modules and dual local Weyl modules. Note that the dual
local Weyl module W∨(µˆ) corresponding to µˆ ∈ P+Q,β actually belongs to CQ,β
by Proposition 2.15 and Theorem 4.9 (1).
We need to prepare some duality functors. We temporarily use the ambient
category B of all (U˜q, R̂(λˆ))-bimodules. Note that each M ∈ B has the weight
space decomposition M =
⊕
µ∈PMµ, where Mµ = aµM and each weight space
Mµ is preserved by the action of R̂(λˆ). We define the full dual and the topolog-
ical dual of M ∈ B by M∗ := Homk(M, k) and D(M) :=
⋃
N Homk(M/r
N
λˆ
, k)
respectively. We equip a left U˜q-module structure on M
∗ (resp. on D(M)) by
twisting the natural right U˜q-module structure by the antipode S (resp. S
−1).
Thus we obtain an exact contravariant endofunctor (−)∗ : B → B and a right
exact contravariant endofunctor D : B → B. If M ∈ B is finitely generated over
R̂(λˆ), we have (D(M))∗ ∼= M . If M ∈ Cg (with trivial R̂(λˆ)-action), the dual
M∗ (resp. D(M)) coincides with the left dual M∗ (resp. the right dual ∗M) of
M .
Proposition 4.18. Let λˆ1, λˆ2 ∈ P
+
Q,β . Then we have:
Exti
ĈQ,β
(Ŵ (λˆ1),W
∨(λˆ2)) =
{
k i = 0, λˆ1 = λˆ2;
0 otherwise.
Proof. The case i = 0 follows from the fact that the module W∨(λˆ2) has a
simple socle L(λˆ2) with dimW
∨(λˆ2)λˆ2 = 1 and the universality of the deformed
Weyl module (Proposition 2.12 (1)).
For i = 1, we consider an extension in ĈQ,β:
0→ W∨(λˆ2)→ E → Ŵ (λˆ1)→ 0. (4.15)
Put λj := cl(λˆj) for j = 1, 2. If λ1 6< λ2, then the ℓ-weight λˆ1 is maximal
in E/rN
λˆ
for any N ∈ Z>0. By the universal property of the deformed local
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Weyl module Ŵ (λˆ1), we see that the sequence (4.15) must be split. If λ1 < λ2,
we apply the topological duality functor D to the sequence (4.15) to get the
following exact sequence:
0→ D(Ŵ (λˆ1))→ D(E)→W (
∗λˆ2). (4.16)
Since λ1 < λ2, we have
dimD(E)−w0λ2 = dimEw0λ2 = dimEλ2 = 1 = dimW (
∗λˆ2)−w0λ2 ,
where the second equality is due to Weyl group symmetry coming from integra-
bility. In particular, the image of the weight space D(E)−w0λ2 coincides with
W (∗λˆ2)−w0λ2 , which generates W (
∗λˆ2). Therefore the most right arrow in the
sequence (4.16) is surjective. Moreover, by the universal property of the local
Weyl module W (∗λˆ2), we see that the sequence (4.16) is split. By applying the
full duality functor (−)∗, we find that the sequence (4.15) is also split. Therefore
we have Ext1
ĈQ,β
(Ŵ (λˆ1),W
∨(λˆ2)) = 0.
The cases i > 1 follow from the case i = 1 by a standard argument in (affine)
highest weight categories.
5 Application to Kang-Kashiwara-Kim functor
In this section, we apply the results obtained so far to prove Kang-Kashiwara-
Kim’s generalized quantum affine Schur-Weyl duality functor gives an equiva-
lence of categories.
5.1 Quiver Hecke algebra
In this subsection, we define the quiver Hecke algebra and explain the affine
highest weight structure of its module category.
We keep the notation in previous sections. In particular, we fix a Dynkin
quiver Q = (I,Ω). Let β =
∑
i∈I diαi ∈ Q
+ be an element with htβ :=∑
i∈I di = d. Set
Iβ := {i = (i1, . . . , id) ∈ I
d | αi1 + · · ·+ αid = β}.
Note that the symmetric group Sd of degree d acts on the set I
β by σ · i :=
(iσ−1(1), . . . , iσ−1(d)) for i = (i1, . . . , id) ∈ I
β and σ ∈ Sd. For each k ∈
{1, . . . , d− 1}, we denote the transposition of k and k + 1 by σk ∈ Sd.
Definition 5.1. The quiver Hecke algebra HQ(β) is defined to be a k-algebra
with the generators:
{e(i) | i ∈ Iβ} ∪ {x1, . . . , xd} ∪ {τ1, . . . , τd−1},
satisfying the following relations:
e(i)e(i′) = δi,i′e(i),
∑
i∈Iβ
e(i) = 1, xkxl = xlxk, xke(i) = e(i)xk,
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τke(i) = e(σk · i)τk, τkτl = τlτk if |k − l| > 1,
τ2k e(i) =

(xk − xk+1)e(i), if ik ← ik+1 ∈ Ω,
(xk+1 − xk)e(i), if ik → ik+1 ∈ Ω,
e(i) if aik,ik+1 = 0,
0 if ik = ik+1,
(τkxl − xsk(l)τk)e(i) =

−e(i) if l = k, ik = ik+1,
e(i) if l = k + 1, ik = ik+1,
0 otherwise,
(τk+1τkτk+1 − τkτk+1τk)e(i) =

e(i) if ik = ik+2, ik ← ik+1 ∈ Ω,
−e(i) if ik = ik+2, ik → ik+1 ∈ Ω,
0 otherwise.
We set Pβ :=
⊕
i∈Iβ k[x1, . . . , xd]e(i) with a commutative k[x1, . . . , xd]-
algebra structure e(i)e(i′) = δi,i′e(i). The symmetric group Sd acts on Pβ by
σ(f(x1, . . . , xd)e(i)) := f(xσ(1), . . . , xσ(d))e(σ·i) for f(x1, . . . , xd) ∈ k[x1, . . . , xd]
and σ ∈ Sd. The Sd-invariant part (Pβ)Sd is identified with the algebra
Sβ :=
⊗
i∈I
(k[xi]
⊗di)Sdi =
⊗
i∈I
k[xi,1, . . . , xi,di ]
Sdi ,
via the isomorphism Sβ
∼=
−→ (Pβ)Sd given by the formula
f1(x1,1, . . . , x1,di)⊗ · · · ⊗ fn(xn,1, . . . , xn,dn)
7→
1
d1! · · · dn!
∑
σ∈Sd
σ
(
f1(x1,1, . . . , x1,d1) · · · fn(xn,1, . . . , xn,dn)e(1
d1 , . . . , ndn)
)
,
(5.1)
where we put xi,j := xd1+···+di−1+j on the RHS for each i ∈ {1, . . . , n}, j ∈
{1, . . . , di}.
For each σ ∈ Sd, we fix a reduced expression σ = σk1 · · ·σkp . Then we define
τσ := τk1 · · · τkp ∈ HQ(β). Note that this element τσ depends on the choice of
a reduced expression of σ in general because we do not have the braid relation
for τk’s.
Theorem 5.2 (Khovanov-Lauda [22]). (1) The quiver Hecke algebra HQ(β)
is a left (or right) free module over the commutative subalgebra Pβ with
a free basis {τσ | σ ∈ Sd}.
(2) The center of HQ(β) coincides with the subalgebra (Pβ)
Sd of Sd-invariant
polynomials, which is identified with Sβ . In particular, HQ(β) is a free
module over its center of rank (d!)2.
Proof. See [22, Proposition 2.7] for (1) and [22, Theorem 2.9] for (2).
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The quiver Hecke algebra HQ(β) is equipped with a grading by the assign-
ments deg e(i) = 0, deg xk = 2, deg τke(i) = −aik,ik+1 . Let ĤQ(β) (resp. P̂β)
be the completion of the algebra HQ(β) (resp. Pβ) with respect to the grading.
More explicitly, we have from Theorem 5.2 (1)
ĤQ(β) =
⊕
σ∈Sd
P̂βτσ =
⊕
σ∈Sd
τσP̂β ,
where P̂β :=
⊕
i k[[x1, . . . , xd]]e(i). The center of ĤQ(β) is the Sd-invariant part
(P̂β)
Sd of P̂β, which is identified with the completion Ŝβ of Sβ at the maximal
ideal 0 via the isomorphism given by the formula (5.1).
Definition 5.3. We define the category M̂Q,β to be the category of finitely
generated ĤQ(β)-modules, i.e.
M̂Q,β := ĤQ(β)-modfg.
We denote byMQ,β the full subcategory of finite-dimensional modules in M̂Q,β ,
i.e.
MQ,β := ĤQ(β)-modfd.
Remark 5.4. By Theorem 5.2 (2), we see that the completion ĤQ(β) is nat-
urally isomorphic to the central completion HQ(β) ⊗Sβ Ŝβ along the trivial
central character. Therefore the category MQ,β is the same thing as the cat-
egory HQ(β)-mod
0
fd of finite-dimensional modules on which the elements xk’s
act nilpotently. Also note that we have the forgetful functor HQ(β)-gmodfd →
MQ,β, where HQ(β)-gmodfd denotes the category of finite-dimensional graded
HQ(β)-modules with homogeneous morphisms.
For β, β′ ∈ Q+ so that htβ = d, htβ′ = d′, we have an embedding
HQ(β)⊗HQ(β
′) →֒ HQ(β + β
′)
given by e(i)⊗e(i′) 7→ e(i◦i′), xk⊗1 7→ xk, τk⊗1 7→ τk, 1⊗xk 7→ xd+k, 1⊗τk 7→
τd+k, where we set i ◦ i′ := (i1, . . . , id, i′1, . . . , i
′
d′) ∈ I
β1+β2 . This embedding
naturally induces its completed version
ĤQ(β)⊗ ĤQ(β
′) →֒ ĤQ(β + β
′),
which equips the direct sum category M̂Q :=
⊕
β∈Q+ M̂Q,β with a structure of
monoidal category whose tensor product (−)◦(−) : M̂Q,β×M̂Q,β′ → M̂Q,β+β′
is given by the parabolic induction:
M ◦M ′ := ĤQ(β + β
′)⊗ĤQ(β)⊗ĤQ(β′) (M ⊗M
′).
The subcategory MQ :=
⊕
β∈Q+ MQ,β of finite-dimensional modules is closed
under this monoidal structure.
50
Write β =
∑
i∈I diαi, β
′ =
∑
i∈I d
′
iαi. Then we have the following injective
homomorphism
Sβ+β′ =
⊗
i∈I
(k[xi]
⊗di+d
′
i)
Sdi+d
′
i →֒
⊗
i∈I
(k[xi]
⊗di ⊗ k[xi]
⊗d′i)
Sdi×Sd′i ∼= Sβ ⊗ Sβ′ ,
which induces an injective homomorphism Ŝβ+β′ →֒ Ŝβ⊗ˆŜβ′ for completions.
We refer this kind of injective homomorphism as the standard inclusion. Note
that for any M ∈ M̂Q,β and M ′ ∈ M̂Q,β′ , actions of centers Ŝβ and Ŝβ′ induce
the natural homomorphism Ŝβ⊗ˆŜβ′ → EndĤQ(β+β′)(M ◦ M
′). The following
lemma is easily deduced from the definition.
Lemma 5.5. For any M ∈ M̂Q,β and M ′ ∈ M̂Q,β′, the action of the center
Ŝβ+β′ on the moduleM◦M ′ is given via the standard inclusion Ŝβ+β′ →֒ Ŝβ⊗ˆŜβ′ .
We define the affinizationMaf of an HQ(β)-module M following [15, Section
1.3]. Let y be an indeterminate. We set Maf := k[[y]] ⊗ M and define an
action of HQ(β) by: e(i)(a ⊗ m) := a ⊗ (e(i)m), xk(a ⊗ m) := (ya) ⊗ m +
a ⊗ (xkm), τk(a ⊗ m) := a ⊗ (τkm), where a ∈ k[[y]],m ∈ M . Note that if
M ∈ MQ,β, the completion ĤQ(β) naturally acts on the affinization Maf and
we have Maf ∈ M̂Q,β.
Recall from Section 3.5 that the set KP(β) of Kostant partitions of β is
equipped with a partial order ≤ which is the opposite of the orbit closure or-
dering in the Gβ -space Eβ . Then we have the following important result.
Theorem 5.6 (Kato [19], Brundan-Kleshchev-McNamara [5]). The category
M̂Q,β has a structure of an affine highest weight category for (KP(β),≤).
Remark 5.7. (1) Actually, [19] and [5] proved that the finitely generated
graded module category of HQ(β) satisfies the conditions of affine highest
weight category in the setting of graded algebras, which is concerned by
the original paper [23]. Applying [12, Theorem 4.6], which is available
thanks to Theorem 5.2 (2), we can translate the results to the completed
version ĤQ(β) in our setting of topologically complete algebra.
(2) The orderings on KP(β) used in [19] and [5] are stronger than ours. How-
ever, our ordering is enough to control the affine highest weight structure
of M̂Q,β. See [19, Remark 4.1] and [20], or [26, Theorem 6.12].
In particular, from Theorem 5.6, we know that simple modules of the cate-
gory M̂Q,β are parametrized by Kostant partitions of β. We denote the simple
module corresponding to a Kostant partition m ∈ KP(β) by S(m). To sim-
plify the notation, we identify a positive root α with the Kostant partition
mα := (δα,α′)α′∈R+ ∈ KP(α) consisting of the single positive root α. For in-
stance, we write S(α) instead of S(mα).
Following [19] and [5], we construct the standard module ∆(m), the proper
standard module ∆¯(m) and the proper costandard module ∇¯(m) for each m ∈
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KP(π) from the simple modules {S(α) | α ∈ R+} corresponding to the positive
roots. Although the following construction a priori depends on the choice of a
reduced expression w0 = si1 · · · sir of the longest element w0 ∈ W adapted to
the quiver Q, resulting modules ∆(m), ∆¯(m), ∇¯(m) do not depend on such a
choice up to isomorphism. See [19, Remark 4.1].
Fix a reduced expression w0 = si1 · · · sir adapted to Q. Then we have
R+ = {γ1, . . . , γr} with γk := si1 · · · sik−1 (αik). Using this notation, we write
KP(β) = {m = (m1, . . . ,mr) ∈ Zr≥0 |
∑r
i=1miγi = β}. Then for each m =
(m1, . . . ,mr) ∈ KP(β), we have:
∆¯(m) = S(γ1)
◦m1 ◦ S(γ2)
◦m2 ◦ · · · ◦ S(γr)
◦mr ,
∇¯(m) = S(γr)
◦mr ◦ S(γr−1)
◦mr−1 ◦ · · · ◦ S(γ1)
◦m1 .
The standard module ∆(m) is obtained as an indecomposable direct sum-
mand of the product S(γ1)
◦m1
af ◦ S(γ2)
◦m2
af ◦ · · · ◦ S(γr)
◦mr
af . In precise, we have
∆(m)⊕m1!···mr ! ∼= S(γ1)
◦m1
af ◦ S(γ2)
◦m2
af ◦ · · · ◦ S(γr)
◦mr
af . (5.2)
In particular, we have ∆¯(α) = ∇¯(α) = S(α) and ∆(α) = S(α)af for each
α ∈ R+.
5.2 Kang-Kashiwara-Kim functor
As before, we set λˆ ≡ λˆβ :=
∑
i∈I di̟φ(αi) ∈ P
+
Q,β and λ := cl(λˆ) ∈ P
+.
Recall from Section 3 that we have the quiver varieties π : M(λ) → M0(λ)
with G(λ)-action. We realize the graded quiver varieties π• : M•(λˆ) → M•0(λˆ)
with G(λˆ)-action as the T-fixed point subvarieties, where T ⊂ G(λ) is a certain
1-dimensional subtorus and G(λˆ) is regarded as the centralizer of T in G(λ).
We fix a maximal torus of G(λˆ):
H(λˆ) ∼= (C×)d = (C×)d1 × · · · × (C×)dn ⊂ GLd1(C)× · · · ×GLdn(C) ∼= G(λˆ),
and set H(λˆ) := H(λˆ)×C× ⊂ G(λˆ)×C× = G(λˆ). We frequently use the identi-
fication R(H(λˆ)) = k[z±11 , . . . , z
±1
d ]. Under this notation, the natural homomor-
phism R(λˆ) = R(G(λˆ)) →֒ R(H(λˆ)) is given by the following composition⊗
i∈I
k[z±1i,1 , . . . , z
±
i,di
]Sdi →֒
⊗
i∈I
k[z±1i,1 , . . . , z
±
i,di
] ∼= k[z±11 , . . . , z
±1
d ],
where the second isomorphism sends zi,j to zd1+···+di−1+j for each i ∈ {1, . . . , n}, j ∈
{1, . . . , di}.
For each i ∈ Iβ, we choose an element σ ∈ Sd such that i = σ·(1d1 , 2d2, . . . , ndn).
Then we define a group homomorphism fσ : C
× → H(λˆ) by fσ(t) := (tσ(1), . . . , tσ(d)).
We consider the following subvariety of M(λ):
Z˜(λ;σ) :=
{
x ∈M(λ)
∣∣∣ lim
t→0
fσ(t)π(x) = 0 ∈M0(λ)
}
,
52
which is introduced by Nakajima [30]. By construction, the group H(λˆ) acts on
Z˜(λ;σ) and the H(λˆ)-equivariant K-group KH(λˆ)(Z˜(λ;σ)) becomes a module of
the convolution algebra KH(λˆ)(Z(λ)). Via the homomorphism
U˜q
Φλ−−→ KG(λ)(Z(λ))
forget
−−−→ KH(λˆ)(Z(λ)),
we regard KH(λˆ)(Z˜(λ;σ)) as a U˜q-module.
Theorem 5.8 (Nakajima [30]). Define Vi := W(cl(̟φ(αi))) for each i ∈ I.
Then we have the followings:
(1) As a U˜q-module, we have KH(λˆ)(Z˜(λ;σ)) ∼= Vi1 ⊗ · · · ⊗ Vid ;
(2) We denote
Oi :=
d⊗
k=1
EndU˜q (Vik)
∼= k[z±11 , . . . , z
±1
d ]
under the isomorphism EndU˜q (Vik)
∼= k[z±1k ]. Then the isomorphism in
(1) induces the following commutative diagram
End(KH(λˆ)(Z˜(λ;σ)))
∼= // End(Vi1 ⊗ · · · ⊗ Vid)
R(H(λˆ))
σ //
OO
Oi,
OO
where the vertical arrows denote the actions on modules and the bottom
arrow σ : R(H(λˆ)) = k[z±11 , . . . , z
±1
d ] → k[z
±1
1 , . . . , z
±1
d ] = Oi is given by
σ(f(z1, . . . , zd)) = f(zσ(1), . . . , zσ(d)).
Proof. See [30, Theorem 6.12].
Let R̂(H(λˆ)) denote the completion of R(H(λˆ)) with respect to the maximal
ideal corresponding to T ⊂ H(λˆ). We apply the corresponding completion
(−)⊗R(H(λˆ))R̂(H(λˆ)) to the isomorphism in Theorem 5.8 (1) to get the following
isomorphism:
KH(λˆ)(Z˜(λ;σ)) ⊗R(H(λˆ)) R̂(H(λˆ))
∼= V̂i, (5.3)
where we define
V̂i := k[[z1 − q
p(αi1 ), . . . , zd − q
p(αid )]]⊗Oi (Vi1 ⊗ · · · ⊗ Vid) .
Restricting to R̂(λˆ) ⊂ R̂(H(λˆ)), we regard the isomorphism (5.3) as an iso-
morphism of (U˜q, R̂(λˆ))-bimodules. Note that the (U˜q, R̂(λˆ))-bimodule struc-
ture on the LHS of (5.3) comes from the convolution action of K̂G(λˆ)(Z•(λˆ)).
Therefore we regard V̂i ∈ ĈQ,β via the isomorphism (5.3). Also note that
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(U˜q, R̂(λˆ))-bimodule structure of V̂i does not depend on the choice of σ such
that i = σ · (1d1 , . . . , ndn).
Then we set
V̂ ⊗β :=
⊕
i∈Iβ
V̂i.
Let e(i) denote the projection V̂ ⊗β → V̂i for each i ∈ Iβ . By construction, the
algebra
Ôβ :=
⊕
i∈Iβ
k[[z1 − q
p(αi1), . . . , zd − q
p(αid )]]e(i)
naturally acts on V̂ ⊗β . By Theorem 5.8 (2), we see that the action of R̂(λˆ) on
V̂ ⊗β factors through the homomorphism
R̂(λˆ) =
⊗
i∈I
k[[zi,1 − q
p(αi), . . . , zi,di − q
p(αi)]]Sdi → Ôβ ,
which is given by the following formula:
f1(z1,1, . . . , z1,di)⊗ · · · ⊗ fn(zn,1, . . . , zn,dn)
7→
1
d1! · · · dn!
∑
σ∈Sd
σ
(
f1(z1,1, . . . , z1,d1) · · · fn(zn,1, . . . , zn,dn)e(1
d1, . . . , ndn)
)
,
(5.4)
where we put zi,j := zd1+···+di−1+j on the RHS for each i ∈ {1, . . . , n}, j ∈
{1, . . . , di}.
Theorem 5.9 (Kang-Kashiwara-Kim [15], [16]). We assume the following con-
dition (♣):
(♣) For any (i, p), (j, r) ∈ {φ(αi) | i ∈ I} ⊂ ÎQ, the order of zero of the
denominator di,j(u) at the point u = q
r−p is at most one.
Then there is a k-algebra homomorphism ĤQ(β)→ EndĈQ,β (V̂
⊗β)op given by
e(i) 7→ e(i), xke(i) 7→ (q
−p(αik )zk − 1)e(i),
and the images of elements τk’s are properly defined by using normalized R-
matrices. In particular, the module V̂ ⊗β has a structure of (K̂G(λˆ)(Z•(λˆ)), ĤQ(β))-
bimodule.
For a quiver Q of type AD, the condition (♣) is known to be always satis-
fied by [16, Lemma 3.2.4]. Henceforth, we keep assuming the condition (♣) in
Theorem 5.9 until the end of this paper if our quiver Q is of type E.
Lemma 5.10. We have the following commutative diagram:
End(V̂ ⊗β) End(V̂ ⊗β)
Ŝβ
∼= //
OO
R̂(λˆ),
OO
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where vertical arrows denote the actions of Ŝβ ⊂ ĤQ(β) and R̂(λˆ) ⊂ K̂G(λˆ)(Z•(λˆ))
respectively. The bottom isomorphism is defined as the restriction of the iso-
morphism⊗ˆ
i∈I
k[[xi,1, . . . , xi,di ]]
∼=
−→
⊗ˆ
i∈I
k[[zi,1 − q
p(αi), . . . , zi,di − q
p(αi)]] (5.5)
given by xi,j 7→ q−p(αi)zi,j − 1 for each i ∈ I, j ∈ {1, . . . , di}.
Proof. Follows from the construction in Theorem 5.9 and the formulas (5.1) and
(5.4).
Definition 5.11. Under the assumption (♣), we define the Kang-Kashiwara-
Kim functor by:
FQ,β : M̂Q,β → ĈQ,β ; M 7→ V̂
⊗β ⊗ĤQ(β) M.
Theorem 5.12 (Kang-Kashiwara-Kim [15], [16]). The Kang-Kashiwara-Kim
functor FQ,β satisfies the following properties.
(1) The functor FQ,β is exact;
(2) For any M ∈ M̂Q,β and M ′ ∈ M̂Q,β′ , there is a natural isomorphism
FQ,β+β′(M ◦M
′) ∼= FQ,β(M)⊗ˆFQ,β′(M
′)
of (U˜q, R̂(λˆβ+β′))-bimodules, where the action of R̂(λˆβ+β′) on the RHS is
given via the standard inclusion R̂(λˆβ+β′) = R̂(λˆβ+λˆβ′) →֒ R̂(λˆβ)⊗ˆR̂(λˆβ′);
(3) For any M ∈ M̂Q,β , we have the following commutative diagram:
End
M̂Q,β
(M)
FQ,β // EndĈQ,β (FQ,β(M))
Ŝβ
∼= //
OO
R̂(λˆ),
OO
where vertical arrows denote the actions of centers. The bottom arrow is
the isomorphism determined by (5.5);
(4) For any α ∈ R+, we have FQ,α(S(α)) ∼= L(̟φ(α)).
Proof. (1) is [15, Theorem 3.3.3]. (2) follows from [15, Theorem 3.2.1] together
with Lemma 5.5 and Lemma 5.10. (3) is a direct consequence of Lemma 5.10.
(4) is [16, Theorem 4.3.4].
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5.3 Comparison of affine highest weight structures
In this subsection, we prove the following.
Theorem 5.13. Let β ∈ Q+ be an element. Under the assumption (♣), the
Kang-Kashiwara-Kim functor gives an equivalence of affine highest weight cat-
egories:
FQ,β : M̂Q,β
≃
−→ ĈQ,β.
We keep the assumption (♣) throughout this subsection.
Lemma 5.14. For any α ∈ R+, we have FQ,α(∆(α)) ∼= Ŵ (̟φ(α)).
Proof. Let mα ⊂ Ŝα be the maximal ideal of the center Ŝα ⊂ ĤQ(α). By
the definition of affinitzation ∆(α) = S(α)af , we have ∆(α)/mα ∼= S(α). From
Theorem 5.12 (3) and (4), we see
FQ,α(∆(α))/rλˆα
∼= FQ,α(∆(α)/mα) ∼= FQ,α(S(α)) ∼= L(̟φ(α)).
In particular, the module FQ,α(∆(α)) has a simple head isomorphic to L(̟φ(α)).
Let us consider the Serre full subcategory Ĉ(α) of ĈQ,α generated by the standard
module Ŵ (̟φ(α)). Then FQ,α(∆(α)) ∈ Ĉ(α). By a standard theory of affine
highest weight category (see [23, Proposition 5.16]), this category Ĉ(α) is equiv-
alent to the category of finitely generated R̂(̟φ(α))-modules under the functor
HomĈQ,α(Ŵ (̟φ(α)),−). Since Ŵ (̟φ(α)) is a projective cover of L(̟φ(α)) in
Ĉ(α), we have a surjective homomorphism Ŵ (̟φ(α))։ FQ,α(∆(α)). Note that
any non-trivial quotient of Ŵ (̟φ(α)) is finite-dimensional because R̂(̟φ(α)) ∼=
k[[z]]. On the other hand, the module FQ,α(∆(α)) is infinite-dimensional thanks
to the exactness of the functor (Theorem 5.12 (1)). Thus the surjective homo-
morphism Ŵ (̟φ(α))։ FQ,α(∆(α)) should be an isomorphism.
Recall that we defined an order-preserving bijection f : KP(β) → P+Q,β in
Subsection 3.5 by f(m) :=
∑
α∈R+ mα̟φ(α) for each m = (mα)α∈R+ ∈ KP(β).
Proposition 5.15. For each m ∈ KP(β), we have
FQ,β(∆(m)) ∼= Ŵ (f(m)), FQ,β(∇¯(m)) ∼=W
∨(f(m)).
Proof. Fix a reduced expression w0 = sj1 · · · sjr of the longest element w0
adapted to Q. We set γk := sj1 · · · sjk−1(αjk) and write (ik, pk) := φ(γk) ∈ ÎQ
for each k ∈ {1, . . . , r}. Then we can prove that dij ,ik(q
pk−pj ) 6= 0 holds for
any 1 ≤ j < k ≤ r. In fact, suppose dij ,ik(q
pk−pj ) = 0 for some 1 ≤ j < k ≤ r.
Then there is a path from (ij , pj) to (ik, pk) in the Auslander-Reiten quiver ΓQ
by Lemma 2.22 (2) above. However, then [4, Theorem 2.17] implies that j > k,
which is a contradiction.
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Then we have
Ŵ (f(m))⊕m1!···mr! ∼= Ŵ (̟i1,p1)
⊗ˆm1⊗ˆ · · · ⊗ˆŴ (̟ir ,pr)
⊗ˆmr
∼= FQ,β(∆(γ1)
◦m1 ◦ · · · ◦∆(γr)
◦mr )
∼= FQ,β(∆(m))
⊕m1!···mr!,
where the first isomorphism is Corollary 2.19, the second one is Theorem 5.12
(2) and Lemma 5.14, the last one is due to (5.2). This isomorphism is an
isomorphism of (Uq, R̂(λˆ))-bimodules. In fact it is easy to check from Theorem
5.12 (3) that the action of R̂(λˆ) on the RHS is also given via the homomorphism
θf(m), as well as on the LHS. Thus we obtain FQ,β(∆(m)) ∼= Ŵ (f(m)). A proof
of FQ,β(∇¯(m)) ∼=W∨(f(m)) is similar and easier.
Proof of Theorem 5.13. Thanks to Proposition 5.15, we can apply Theorem 1.7
to the functor FQ,β : M̂Q,β → ĈQ,β.
Finally, we consider the direct sum of the functors FQ,β over β ∈ Q+ and
restrict it to the full subcategory of finite-dimensional modules to get:
FQ :=
⊕
β∈Q+
FQ,β :MQ =
⊕
β∈Q+
MQ,β → CQ =
⊕
β∈Q+
CQ,β,
where we use Lemma 2.24. By Theorem 5.12 (2), this functor FQ is monoidal.
As a corollary of Theorem 5.13, we have the following.
Corollary 5.16. Under the assumption (♣), the Kang-Kashiwara-Kim functor
gives an equivalence of monoidal categories: FQ :MQ
≃
−→ CQ.
5.4 A remark on reflection functors
In this subsection, we remark that reflection functors for quiver Hecke algebras
constructed by Kato [19] are translated by the Kang-Kashiwara-Kim functor
into some simple operations between categories CQ,β ’s.
Fix a sink i ∈ I of Q and put Q′ := si(Q). Then i is a source of Q′. For an
element β ∈ Q+ such that β′ := siβ ∈ Q+, we define
iKP(β) := {m ∈ KP(β) | mαi = 0},
iKP(β′) := {m ∈ KP(β′) | mαi = 0}.
Then the subset iKP(β) (resp.
iKP(β′)) is a lower set of KP(β) (resp. KP(β′)).
We consider the corresponding truncated subcategory iM̂Q,β (resp. iM̂Q′,β′)
which is defined to be the Serre full subcategory of M̂Q,β (resp. M̂Q′,β′) gen-
erated by the standard modules labeled by iKP(β) (resp.
iKP(β′)). By [23,
Proposition 5.16], it is an affine highest weight subcategory of M̂Q,β (resp.
M̂Q′,β′). Note that the bijection si : R+ \ {αi}
∼=−→ R+ \ {αi} induces an iso-
morphism of posets iKP(β)
∼=
−→ iKP(β′);m 7→ sim := (msiα)α∈R+ . By [19,
Proposition 3.5], there is an equivalence of affine highest weight categories
iM̂Q,β ≃
iM̂Q′,β′ ; ∆Q(m)↔ ∆Q′(sim), ∇¯Q(m)↔ ∇¯Q′ (sim),
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where ∆Q(m) (resp. ∇¯Q(m)) denotes the standard module (resp. proper co-
standard module) of the category M̂Q,β . Using this equivalence, we define a
left exact functor
Ti : M̂Q,β ։ iM̂Q,β
≃
−→ iM̂Q′,β′ →֒ M̂Q′,β′ ,
where the first functor is taking the largest submodule belonging to iM̂Q,β and
the third functor is the inclusion. Similarly, we define a right exact functor
T ∗i : M̂Q′,β′ ։
iM̂Q′,β′
≃
−→ iM̂Q,β →֒ M̂Q,β ,
where the first functor is taking the largest quotient belonging to iM̂Q′,β′ . The
functors (Ti, T ∗i ) form an adjoint pair and we call them the reflection functors.
Recall that we fix a height function ξ : I → Z of Q to define the bijection
φ : R+ → ÎQ and the category ĈQ,β. We also defined a bijection f : KP(β) →
P+Q,β by f(m) :=
∑
α∈R+ mα̟φ(α). Now we define the height function ξ
′ of Q′
by setting ξ′i := ξi + 2 and ξ
′
j := ξj for j 6= i, and consider the corresponding
bijection φ′ : R+ → ÎQ′ and the category ĈQ′,β′ . We denote the corresponding
bijection KP(β′)→ P+Q′,β′ by f
′. Let iĈQ,β (resp. iĈQ′,β′) denote the truncated
full subcategory of ĈQ,β (resp. ĈQ′,β′) corresponding to the subset f(iKP(β))
(resp. f ′(iKP(β′))). We set iCQ,β := iĈQ,β ∩CQ,β and iCQ′,β′ := iĈQ′,β′ ∩CQ′,β′ .
From the definitions, we can easily see that φ(α) = φ′(siα) for any α ∈ R+\{αi}.
Hence we have f(m) = f ′(sim) for any m ∈ iKP(β). This means that we have
iCQ,β =
iCQ′,β′ inside CZ.
Under the assumption (♣), we choose a quasi-inverse F−1Q,β of the equivalence
FQ,β : M̂Q,β
≃
−→ ĈQ,β. Then we define the reflection functors by
Si := FQ′,β′◦Ti◦F
−1
Q,β : ĈQ,β → ĈQ′,β′ , S
∗
i := FQ,β◦T
∗
i ◦F
−1
Q′,β′ : ĈQ′,β′ → ĈQ,β .
Now the following proposition is easy to see. For example, we can apply an
argument using tilting modules. See [12, Section 3.3] for details.
Proposition 5.17. Restricting to CQ,β (resp. CQ′β′), the reflection functor Si
(resp. S∗i ) is naturally equivalent to the functor taking the largest submodules
(resp. the largest quotients) belonging to iCQ,β = iCQ′,β′ .
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