A k−clique covering of a simple graph G, is an edge covering of G by its cliques such that each vertex is contained in at most k cliques. The smallest k for which G admits a k−clique covering is called local clique cover number of G and is denoted by lcc(G). Local clique cover number can be viewed as the local counterpart of the clique cover number which is equal to the minimum total number of cliques covering all edges. In this paper, several aspects of the problem are studied and its relationships to other well-known problems are discussed. Moreover, the local clique cover number of claw-free graphs and its subclasses are notably investigated. In particular, it is proved that local clique cover number of every claw-free graph is at most c∆/ log ∆, where ∆ is the maximum degree of the graph and c is a universal constant. It is also shown that the bound is tight, up to a constant factor. Furthermore, it is established that local clique number of the linear interval graphs is bounded by log ∆ + 1/2 log log ∆ + O(1). Finally, as a by-product, a new Bollobás-type inequality is obtained for the intersecting pairs of set systems.
Introduction
Throughout the paper, all graphs are finite and simple (unless it is clearly mentioned) and the term clique stands for both a set of pairwise adjacent vertices and also the corresponding induced complete subgraph. In addition, by a biclique we mean a complete bipartite subgraph. In the literature, different variants of edge covering of graphs have been explored. Among them, the clique covering and biclique covering are widely studied. A clique (resp. biclique) covering of the graph G is a family C of cliques (resp. bicliques) of G such that every edge of G belongs to at least one clique (resp. biclique) in C. The clique (resp. biclique) cover number of G, denoted by cc(G) (resp. bc(G)), is defined as the smallest number of cliques (resp. bicliques) in a clique covering of G. These concepts turn out to have several relations and applications to a large variety of theoretical and applied problems including set intersection representations of graphs, communication complexity of boolean functions and encryption key management. For a review of the clique and biclique covering see [12, 13, 22] .
In contrast to the clique covering problem which is aimed at minimizing the "total" number of cliques comprising a clique covering, in this paper, we are interested in minimizing the maximum number of cliques which are incident with "each vertex". Let us make the notion more accurate. Given a clique covering C of a graph G = (V, E), for every vertex x ∈ V , the valency of x (with respect to C), denoted by v C (x), is defined to be the number of cliques inside C containing x. The valency of the clique covering C is the maximum valency of all vertices of G with respect to C. The clique covering C is called a k−clique covering if its valency is at most k, i.e. every vertex of G belongs to at most k cliques within C. Among all clique coverings of G, we are interested in finding a clique covering of the minimum valency. The smallest number k being the valency of a clique covering of G, is called the local clique cover number of G and is denoted by lcc(G). In fact, lcc(G) := min
where the minimum is taken over all clique coverings of G.
In other words, lcc(G) is the minimum number k for which G admits a k−clique covering. The concept of k−clique covering has been introduced in [24] , during the study of the edge intersection graphs of linear hypergraphs (see Section 2) . The problem of finding the local clique cover number of a graph appears to have a number of interesting interconnections and interpretations to some other well-known problems. We will discuss these relationships in Section 2.
In this paper, the main effort is devoted to investigating the local clique cover number of "clawfree" graphs. A claw-free graph is a graph having no complete bipartite graph K 1,3 as an induced subgraph. Also, a quasi-line graph is a graph where the neighbours of each vertex are union of two cliques. Quasi-line graphs may be considered as the generalization of line graphs as well as claw-free graphs as the generalization of quasi-line graphs. This has been a natural and recently well-studied question that which properties of line graphs can be extended to quasi-line graphs and then to all claw-free graphs (see e.g. [6, 7] ). Our motivation for picking the class of claw-free graphs to study is twofold. Firstly, we will see in Corollary 1 that the local clique cover number of line graphs is at most 2. This arises the natural question that how large the local clique cover number of a quasi-line graph and a claw-free graph can be. We will answer this question in Section 4.
Secondly, the local clique cover number being increasing in terms of the induced subgraph partial ordering, motivates us to define the following parameter related to G, α l (G) := max{t : K 1,t is an induced subgraph of G}.
An independent set is a subset of mutually non-adjacent vertices. In fact, α l (G) is the size of the maximum independent set within the neighbourhood of a vertex. Then, in some sense, the parameter α l (G) can be thought of as the maximum local independence number of G. If K 1,t is an induced subgraph of G, then t = lcc(K 1,t ) ≤ lcc(G) and thereby, α l (G) ≤ lcc(G). Though this bound can be tight, e.g. for the cases lcc(G) = ∆(G) (see Proposition 7), it can also be very loose. For instance, let G t = K 2,2,...,2 be the t−partite complete graph. Then α l (G t ) = 2, however, we will see that lcc(G t ) > (1/2) log t (see the note following Proposition 3). This arises the question that for every fixed t, how large the lcc of a graph G can be, whenever α l (G) ≤ t. In fact, investigating the lcc of claw-free graphs (as the graphs G with α l (G) ≤ 2) can be perceived as the first step towards answering the question for general t.
It should be noted that, on the same line of thought, Dong et al. [8] have proposed the local counterpart of the biclique cover number. The local biclique cover number of a graph G, denoted by lbc(G), is defined as the smallest k for which G admit a k−biclique covering, i.e. a biclique covering where each vertex is incident with at most k of the bicliques comprising the covering.
In Section 5, the local biclique cover number will be applied to compute the lcc of the linear interval graphs. For this reason, let us recall an algebraic interpretation of biclique coverings and introduce an analogous interpretation for the local variant. Orlin [20] has presented an interpretation of biclique covering of bipartite graphs, using boolean rank. The rank of a matrix A, denoted by r(A), is defined as the smallest k, for which there exist vectors
Let A be a binary matrix. If we confine ourself to binary vectors x i , y i and use the boolean arithmetic (i.e. everything as usual except 1 + 1 = 1), then the minimum k for which (1) holds, is called the boolean rank of A and is denoted by r B (A). It is easy to see that the boolean rank of A, r B (A), is the smallest k for which one can cover all one entries of A by k all-ones submatrices [27] . We call an all-ones submatrix of A, as a rectangle of A. Now, assume that A is the bipartite adjacency matrix of a bipartite graph G = (X, Y ) (i.e. A is an |X| × |Y | matrix where A xy is equal to 1 if and only if x ∈ X is adjacent to y ∈ Y ). In this case, a rectangle in A corresponds to a biclique in G. As a result, r B (A) turns out to be equal to the minimum number of bicliques covering all edges of G, i.e. r B (A) = bc(G) [20, 27] . In the same vein, one might give an analogous interpretation for the local biclique cover number. For a binary matrix A, we define local boolean rank of A, denoted by lr B (A), as the smallest k such that one can cover all one entries of A by all-ones submatrices (rectangles), in a way that each row and column of A appears in at most k rectangles. Now if A is the bipartite adjacency matrix of a bipartite graph G, then the preceding argument implies that lr B (A) = lbc(G). We will use the local boolean rank in Section 5. Now, let us give an overview of the organization of forthcoming sections. In Section 2, we review the relationships between the local clique cover number and three well-known problems, namely, line hypergraphs, intersection representation and Kneser representation. In Section 3, we derive some basic bounds for the lcc in terms of the maximum degree and the maximum clique number. In addition, we characterize all the graphs G where lcc(G) = ∆(G). Section 4 is set up to compute lcc of the claw-free graphs. In particular, we prove that lcc of a claw-free graph is at most c∆/ log ∆, where ∆ is maximum degree of the graph and c is a constant. Moreover, we prove that the bound is the best possible upper bound up to a constant factor. In Section 5, a special class of claw-free graphs, namely linear interval graphs, is considered and particularly, it is proved that lcc of a linear interval graph is at most log ∆ + 1/2 log log ∆ + O(1). Finally, in Section 6, a result of Section 5 is deployed to prove a new bollobás-type inequality for a pair of set systems.
Interactions and interpretations
As we mentioned before, the local clique cover number may be interpreted as a variety of different invariants of the graph and the problem relates to a number of other well-known problems. In the following, we provide an overview of three important problems associated to the local clique cover number, namely, line hypergraphs, intersection representation and Kneser representation of graphs.
Line hypergraphs. Given a hypergraph H = (V, F), the line graph or edge intersection graph of H, denoted by L(H), is a simple graph whose vertices correspond to the edges of H and a pair of vertices in L(H) are adjacent if and only if their corresponding edges in H intersect. For an arbitrary graph G, the inverse image L −1 (G) is the set of all hypergraphs H where L(H) = G. In [3] , the concept has been described in terms of clique covering. For this, let C be a clique covering for the graph G and for each vertex x ∈ V (G), let C x be the set of all cliques in C which contain x. It has been proved that an arbitrary graph G is a line graph of a hypergraph H if and only if there is a clique covering C for G such that H = (C, {C x : x ∈ V (G)}) [3] . From this, one may deduce that every simple graph is the line graph of a hypergraph. Also, the problem of recognizing a class of line hypergraphs is reduced to investigating the clique covering of graphs.
A hypergraph H is called k−uniform if all its edges have the same cardinality k. The class of line graphs of k−uniform hypergraphs is denoted by L k . Note that, in every k−clique covering, one may make the valency of all vertices equal to k by adding some dummy single-vertex cliques. Thus, one may see that a graph G belongs to the class L k if and only if it admits a k−clique covering (see [24] , for more details). Hence, the following equality holds,
Consequently, the problem "Is lcc(G) ≤ k?" reduces to "Is G ∈ L k ?", i.e. "Does there exist a k−uniform hypergraph whose line graph is isomorphic to G?". It is clear that lcc(G) = 1 if and only if G is a disjoint union of cliques. Also, by (2), we have the following corollary. The class L 2 turns out to have a characterization by a list of 7 forbidden induced subgraphs and a polynomial time algorithm has been found for the recognition of G ∈ L 2 (see [4, 15, 19] ). In contrast to the case k = 2, the situation of the case k ≥ 3 is completely different. Lovász in [16] has proved that there is no characterization of the class L 3 by a finite list of forbidden induced subgraphs. Also, it has been proved that the decision problems G ∈ L k for fixed k ≥ 4 and the problem of recognizing line graphs of 3−uniform hypergraphs without multiple edges are N P -complete [21] . This leads us to the following hardness results for lcc.
Corollary 2. (i)
The decision problem lcc(G) ≤ 2 is polynomially solvable.
(ii) For every fixed k ≥ 4, the decision problem lcc(G) ≤ k is an N P -complete problem.
(iii) The decision problem that if there exists a 3−clique covering for G, where no two distinct vertices appear in exactly the same set of cliques, is an N P -complete problem.
Also note that N P -completeness of the decision problem lcc(G) ≤ 3, in general case, remains open.
Intersection representation. An intersection representation for graph G = (V, E) is a representation of each vertex by a set, such that every two distinct vertices are adjacent if and only if their corresponding sets intersect. In other words, it is a function R : V → P(L), where L is a set of labels, such that for every two distinct vertices x, y ∈ V ,
For each i ∈ L, the vertices being represented by the sets containing i form a clique in G. On the other hand, every clique covering C induces an intersection representation which assigns to each vertex x the set C x (see above). This sets up a one-to-one correspondence between the clique coverings of G and the intersection representations for G (see e.g. [17] , for more details). A k−representation is an intersection representation R such that for each x ∈ V , R(x) is of size at most k. As a matter of fact, one may conclude that lcc(G) is the minimum k for which G admits a k−representation. Indeed,
Kneser representation. Given positive integers n and k, n ≥ 2k, the Kneser graph with paremeters n, k, denoted by KG(n, k), is the graph with the vertex set [n] k , the set of all k−subsets of [n] := {1, . . . , n}, such that a pair of vertices are adjacent if and only if the corresponding subsets are disjoint. It can be seen that every graph is an induced subgraph of a Kneser graph [11] . Hamburger et al. have proposed the question that what is the smallest k for which G is the induced subgraph of a Kneser graph KG(n, k), for some integer n. The minimum k for which there exists some integer n such that G is the induced subgraph of KG(n, k) is called the Kneser index of G and is denoted by ι K (G) [11] . Let us assume that G admits a k−representation R which is injective. Then, one can add dummy new labels to the sets R(x), x ∈ V , in order to make all of them of the same size k. This shows that each vertex can be represented by a distinct k−subset of L, where the sets corresponding to adjacent vertices intersect. Hence, the compliment of G, G, is an induced subgraph of KG(n, k). This leads us to the fact that an injective k−representation for G exists if and only if ι K (G) ≤ k. Not all k−representations of G are injective, however, if G admits a k−representation, then one may find an injective (k + 1)−representation for G by adding to each set, a single new label.
A pair of adjacent vertices x, y ∈ V , are called twins, if N (x)\{y} = N (y)\{x}, where N (x) stands for the set of neighbours of x. A graph G is called twin-free if it has no twins. Every intersection representation of a twin-free graph is indeed injective, because distinct vertices should be represented by distinct sets of labels.
The above arguments imply the following proposition relating the lcc to the Kneser index.
For instance, it is shown in [11] that if the graph G contains a subgraph induced by a matching of size t, and t > 2k k , for some k, then ι K (G) > k. This implies that ι K (G) > (1/2) log t. As a consequent, by Proposition 3, if G t = K 2,2,...,2 is the t−partite complete graph, we have lcc(G t ) > (1/2) log t.
Remark 4. Every graph G has a twin-free induced subgraph H for which lcc(G) = lcc(H). To see this, note that being twins endows an equivalence relation on V (G). Let H be the induced subgraph of G obtained by deleting all but one vertex from each of the equivalence classes. It is evident that lcc(H) ≤ lcc(G). On the other hand, every k−clique covering for H can be extended to a k−clique covering for G substituting every vertex by its corresponding equivalence class. Hence, lcc(G) = lcc(H), as desired.
Basic bounds
In this section, we provide simple lower and upper bounds for lcc(G) in terms of the maximum degree and the maximum clique number. In addition, we characterize the case when the upper bound meets.
Proposition 5. For every graph G with maximum degree ∆ and maximum clique number ω, we have
Proof. The upper bound is a straightforward result of the fact that all edges of G comprise a ∆-clique covering. For the lower bound, let k = lcc(G) and C be a k−clique covering. Fix a vertex x and define C x := {C ∈ C : x ∈ C}. By the definition of lcc, we have |C x | ≤ k. Furthermore, each edge incident with x is contained in some clique C ∈ C x . Therefore
Being the vertex x arbitrary, the desired bound follows.
Using the above proposition, we may determine the exact value of lcc(G) for triangle-free graphs.
Corollary 6. For every triangle free graph G with maximum degree ∆, we have lcc(G) = ∆.
The following proposition characterize all the graphs for which lcc(G) = ∆.
Proposition 7. For the graph G with maximum degree ∆, we have lcc(G) = ∆ if and only if there exists a vertex
Proof. Suppose that there exists a vertex x ∈ V (G) of degree ∆, such that N (x) is an independent set. Therefore, in every clique covering of G, we need ∆ cliques to cover the edges incident with x. Thus, lcc(G) ≥ ∆. Conversely, assume that lcc(G) = ∆. Let C be a ∆−covering and, subject to this, C∈C |C| is minimal. Also, let x be a vertex which is contained in ∆ cliques of C. As a matter of fact, deg(x) = ∆. Otherwise, the edges incident with x can be covered by at most ∆ − 1 cliques in C. By excluding x from the extra cliques, we obtain a new ∆−covering, contradicting the minimality assumption. The same argument shows that each clique in C covers at most one edge incident with x. Now, it is enough to prove that N (x) is an independent set. Assume, to the contrary, that y, z ∈ N (x) are adjacent. In this case, one may replace the cliques {x, y}, {x, z} ∈ C by the clique {x, y, z} to obtain a new ∆−covering, contradicting the minimality assumption. Hence, the assertion holds.
Claw-free graphs
In this section, we focus on the class of claw-free graphs and particularly we concentrate on the question that how large the lcc of a claw-free graph can be (see Section 1 for the origins and motivations). In the light of Propositions 5 and 7, one can see that the best upper bound for the lcc of a general graph is ∆. Nevertheless, we show that this bound can be asymptotically improved for the claw-free graphs. In this regard, for every integer k, let us define f (k) := max{lcc(G) : G is claw-free and ∆(G) ≤ k}. Now the question is that how the function f (k) behaves in terms of k. The same question can be also asked for the quasi-line graphs. Let us define g(k) := max{lcc(G) : G is a quasi-line graph and ∆(G) ≤ k}.
In
The whole of this section is devoted to establish (5) (here, we make no attempt to find the best possible constant factors). In order to prove the lower bound, for every integer k, one ought to provide a quasi-line graph G where ∆(G) ≤ k and lcc(G) ≥ c 1 k/ log k. This is exactly what we are going to do in the following theorem. A graph is called cobipartite if its complement is bipartite. It is evident that every cobipartite graph is a quasi-line graph.
Theorem 8. For every integer n, there exists a cobipartite graph G on n vertices such that
where o(1) tends to 0, as n goes to infinity.
Proof. For fixed integers n, t, t ≤ n 2 /8, let G be a graph on n vertices whose compliment is a bipartite n/2 ×n/2 graph (i.e. V (G) is the disjoint union of two cliques of size n/2). Also, let R :
be a t-representation for G with the label set L (see Section 2 for the definition). Then, without loss of generality, we can assume that |L| ≤ n 2 /4, because for each edge between two parts, we need at most one new label in L. Now, on the one hand, the number of all t-representations with n 2 /4 labels for a graph on n vertices, is at most
and, on the other hand, the number of all bipartite n/2 × n/2 graphs (with labelled vertices) is 2 n 2 /4 . We set t such that for sufficiently large n,
This ensures the existence of a cobipartite graph G which admits no t-representation and consequently lcc(G) > t. It only remains to do some tedious computations to check Inequality (6), for t := 1/4(1 − o(1)) n/ log n.
Proving the upper bound in (5) is more difficult. For this purpose, our approach is to establish an upper bound for the lcc of claw-free graphs, in terms of the maximum degree. In particular, we prove that for every claw-free graph G with maximum degree ∆, lcc(G) ≤ c ∆/ log ∆, where c is a universal constant. Towards achieving this objective, we deploy a result of Erdős et al. about the decomposition of a graph into complete bipartite graphs [9] , along with a well-known result of Ajtai et al. in the independence number of triangle-free graphs. Let us recall them in the following two theorems.
Theorem A. [9] The edge set of every graph on n vertices can be partitioned into complete bipartite subgraphs (bicliques) such that each vertex is contained in at most c 0 n/ log n of the bicliques, i.e. lbc(G) ≤ c 0 n/ log n, where c 0 is a universal constant.
Theorem B. [1, 2, 23] Every triangle-free graph on n vertices contains an independent set of size √ 2/2(1 − o(1)) √ n log n.
Since the property of being triangle-free is hereditary with respect to subgraph, one can iteratively apply Theorem B and omit the large independent sets from the vertex set, thereby obtaining a proper coloring for the graph (see e.g. [14, 18] ). Therefore, the following theorem is a consequent of Theorem B. Theorem C. The vertex set of every triangle-free graph on n vertices can be properly colored by at most 2 √ 2(1 + o(1)) n/ log n colors, such that each color class is of size at most √ 2/2 √ n log n. Now, with all these results in hand, we are ready to prove the main theorem of this section.
Theorem 9. For every claw-free graph G with maximum degree ∆, we have lcc(G) ≤ c ∆/log ∆, where c is a universal constant.
Proof. Fix a claw-free graph G = (V, E) with maximum degree ∆. We provide a clique covering for G, where each vertex is contained in at most c ∆/log ∆ cliques. Let I ⊂ V be a maximal independent set of vertices in G and fix a vertex u ∈ I. Since G is claw-free, the subgraph of G induced by the neighbourhood of u, G[N (u)], has no independent set of size 3. Thus, its compliment, G[N (u)], is a triangle-free graph on at most ∆ vertices. Then, by Theorem C, the vertex set of G[N (u)] can be properly colored by at most 2 √ 2(1 + o(1)) ∆/ log ∆ colors, such that each color class is of size at most √ 2/2 √ ∆ log ∆. Let C 1 , . . . , C be all color classes in the coloring of G[N (u)], thereby obtained (see Figure 1) . For each i, 1 ≤ i ≤ , the set C i ∪ {u} forms a clique in G. Therefore, all edges incident with u can be covered by at most 2 √ 2(1 + o(1)) ∆/ log ∆ cliques.
On the other hand, by virtue of Theorem A, for every i, j, 1 ≤ i < j ≤ , the edges of G which lie between the color classes C i , C j can be partitioned into bicliques such that each vertex in C i ∪ C j is contained in at most 2 √ 2c 0 √ ∆ log ∆/ log ∆ of the bicliques. Since each C i induces a clique in G, the vertex set of each of these bicliques induces a clique in G. Hence, all these cliques for every
Let us denote this clique covering by C u . In the clique covering C u , each vertex v ∈ N [u] is contained in at most
of the cliques. For each u ∈ I, let us cover the edges in G[N [u] ] by the clique covering C u and define C := ∪ u∈I C u . Since G is claw-free and I is a maximal independent set, each vertex v ∈ V has 1 or 2 neighbours in I. Therefore, every vertex v ∈ V is contained in at most 16c 0 (1 + o(1))∆/ log ∆ of the cliques comprising C.
The cliques in C cover all the edges in G[N [u]], for all u ∈ I, but it does not necessarily cover all the edges of G. Now, let F ⊂ E be the subset of all edges which does not covered by the cliques of C and let H be the subgraph of G induced by F . For the remaining of the proof, we look for a suitable clique covering of H and count up the contribution of each vertex in this covering.
In order to provide a desired clique covering for H, we have to describe the structure of the subgraph H. For this purpose, first, we establish a sequence of facts regarding H.
Since all the edges covered by the cliques in C are exactly the ones in G[N [u] ], for all u ∈ I, we have the following fact. Fact 1. For every edge e = xy ∈ E, we have e = xy ∈ F if and only if the vertices x, y have no common neighbour in I. Assume x ∈ V (H) and y 1 , y 2 are two neighbours of x in H, i.e. y 1 , y 2 ∈ N H (x). The vertex x has also a neighbour u in I. By Fact 1, y 1 , y 2 are not adjacent with u. Hence, due to claw-freeness of G, y 1 , y 2 must be adjacent in G. Consequently, the following fact holds.
Fact 2. For every vertex x ∈ H, its neighbours in H, N H (x) induces a clique in G.
With the same argument (using Fact 1 along with the claw-freeness of G), one may prove the following fact.
Fact 3. Every non-isolated vertex of H has exactly one neighbour in the set I.
Assuming I = {u 1 , . . . , u α }, with the aid of Facts 1 and 3, the non-isolated vertices of H can be partitioned into α disjoint sets N 1 , . . . , N α , where N i := {x ∈ V (H) : x is non-isolated and is adjacent to u i },
Now suppose that x ∈ V (H) and y, z ∈ N H (x), where y ∈ N i and z ∈ N j , for some i = j. By Fact 2, we know that y, z are adjacent in G. But y, z has no common neighbour in I. Thus, due to Fact 1, yz ∈ F . Hence, the following assertion holds. Fact 4. If x ∈ V (H) and y, z ∈ N H (x), where y ∈ N i and z ∈ N j , for some i = j, then yz is an edge in F . Now, we are ready to prove the following claim concerning the structure of the graph H.
Claim. Every connected component of H is either
• an isolated vertex, or
• a bipartite graph with bipartition (N i , N j ), for some 1 ≤ i < j ≤ α, or
• a graph on at most 2∆ vertices whose diameter is at most 2.
Proof of Claim. Fix a vertex x ∈ N i and for
. Then, y has a neighbour y in D d+1 and y has a neighbour y in D d , where y ∈ N j . If y / ∈ N j , then, due to Fact 4, y, y should be adjacent in H, which is a contradiction. Thus, y ∈ N j . Hence, since
This shows that, in case D 1 ⊆ N j , the connected component of H containing x, is a bipartite graph with bipartition (N i , N j ) . Now assume that D 1 ⊆ N j , for all j. With this assumption, we prove that the set D 3 is empty. Assume, to the contrary, that y ∈ D 3 and let z be a neighbour of y in D 2 and also let w be a neighbour of z in D 1 (See Figure 2) . We have w / ∈ N i (because of Fact 1). Assume w ∈ N j , for some j = i. Since D 1 ⊆ N j , there is a vertex w ∈ D 1 ∩ N k , for some k = j. Due to Fact 4, w and w are adjacent in H. Moreover, z ∈ N i , again by Fact 4, z and w are adjacent in H. Now, y ∈ D 3 are not adjacent to w, w ∈ D 1 in H. Hence, by Fact 4, y ∈ N j ∩ N k . This contradicts with the fact that N j and N k are disjoint. Consequently, the set D 3 is empty and the connected component of H containing x has diameter at most 2. On the other hand,
Hence, the connected component has at most 2∆ vertices. Now, we get back into the proof of Theorem 9. Consider a nontrivial connected component of the graph H. By the above claim, either it is a graph on at most 2∆ vertices whose diameter is at most 2, or it is a bipartite graph with bipartition (N i , N j ), for some 1
the latter case has also at most 2∆ vertices. Hence, every connected component of H is of size at most 2∆. Therefore, by Theorem A, one may construct a biclique covering for every connected component of H where each of its vertices belongs to at most 2c 0 ∆/ log ∆ bicliques. Nevertheless, because of Fact 2, every biclique of H induces a clique in G. As a consequent, one may provide a collection of cliques of G which cover all the edges of H and each vertex belongs to at most 2c 0 ∆/ log ∆ of these cliques. This collection together with the clique covering C provides a clique covering for G, for which every vertex contributes in at most 18c 0 (1 + o(1))∆/ log ∆ number of cliques, thereby establishing Theorem 9.
Linear interval graphs
In this section, we restrict ourself to a class of claw-free graphs, called linear interval graphs. A linear interval graph G is constructed as follows. Consider a line and designate some points on it as the vertices of G. Also choose some intervals of the line (by an interval, we mean a proper subset of the line homeomorphic to [0, 1]). A pair of vertices x, y being adjacent in G if and only if they are both included in at least one of the intervals. A circular interval graph is defined in the same way, taking a circle instead of a line. All such graphs are claw-free, and indeed they are quasi-line graphs. Linear and circular interval graphs play an important role in characterization of claw-free graphs [6] . In order to investigate local clique covering of linear interval graphs, we begin by a key example. This example will take a significant role in analysing the general setting of linear interval graph. Let us define a linear interval graph on 2n vertices, 1, 2, . . . , 2n, where the selected intervals are [i, n + i], for all 1 ≤ i ≤ n. This graph is composed of a pair of cliques X = {1, . . . , n} and Y = {n + 1, . . . , 2n} and each vertex i ∈ X is adjacent to vertices n + 1, . . . , n + i in Y . We denote this graph by K ∇ n,n and it is shown in Figure 3 , for n = 5.
In the following theorem we prove that lcc(K ∇ n,n ) is logarithmic in n.
Theorem 10. For every positive integer n, lcc(K ∇ n,n ) = First, note that if we neglect the edges inside X and Y , we obtain a bipartite graph, G n with bipartition (X, Y ). Since X and Y are cliques, clique coverings of K ∇ n,n are corresponding to biclique coverings of G n and lcc(K ∇ n,n ) differs from lbc(G n ) by at most 1 (for the definition of lbc, see Section 1).
Figure 4: Covering the matrix T n using log 3 n + O(1) rectangles.
As a result, it is enough to compute lbc(G n ), or equivalently the local boolean rank of its bipartite adjacency matrix, denoted by T n (see Section 1). The matrix T n is the lower triangular matrix whose all lower diagonal entries are equal to one, i.e.
By the definition, the local boolean rank of T n is the smallest integer k for which we can cover the one entries of T n by rectangles (i.e. all-ones submatrices), such that each row and column intersects at most k rectangles.
Hence, in order to establish Theorem 10, it is enough to prove that lr B (T n ) = 1 2 log n + 1 4 log log n + O(1). Our proof is based on an algebraic discussion. Nevertheless, it is more illustrative, if one may find a constructive proof. To give an intuition to the problem, prior to getting into the proof, let us propose a simple recursive covering of the matrix T n by rectangles in which every row and column intersects at most log 3 n + O(1) rectangles. This ensures that lcc(K ∇ n,n ) ≤ log 3 n + O(1), which is slightly worse than the best bound. The covering process is depicted in Figure 4 . All rectangles are shown by boxes and shaded triangles are not covered yet (Figure 4 left) . Then we treat each shaded triangle as a new smaller matrix and recursively cover it exactly in the same way. Proceeding this process, until all shaded triangles become 1 × 1, yields to a complete covering of T n (Figure 4 right) . Now we get into the proof of Theorem 10.
Proof of Theorem 10. Following the argument above, we prove that the lower triangle matrix T n can be covered by rectangles, in a way that each row and column contributes in at most
For every covering C of a matrix by rectangles, we define the row valency of C to be the maximum number of appearance of each row in the rectangles. Analogously, column valency of C is defined to be the maximum number of appearance of each column in the rectangles. Now, for positive integers r, s, we nominate the function f (r, s) as the maximum number n for which one can provide the matrix T n with a covering by rectangles where its row and column valency are at most r and s, respectively, i.e. each row (resp. column) intersects at most r (resp. s) rectangles. It is easy to see that lr B (T n ) = min{r : n ≤ f (r, r)}.
Clearly, f (r, 1) = r and f (1, s) = s. In addition, it satisfies the following recurrent relation.
T n 1 T n 2 Figure 5 : The schematic proof of the recurrent relation (9) .
To see why the recurrent relation holds, consider a covering of T n for n = f (r, s). Without loss of generality, we can assume that the rectangle containing the entry (1, 1) also contains a diagonal entry (otherwise, we can extend the rectangle, without increasing the row and column valency). Thus, the matrix T n is divided into two submatrices T n 1 and T n 2 ( Figure 5 ), where the row (resp. column) valency of T n 1 is at most r−1 (resp. s) and the row (resp. column) valency of T n 2 is at most r (resp. s−1). This guarantees that n 1 ≤ f (r − 1, s) and
The reverse inequality trivially holds. Now, in order to have an explicit formula for f (r, s), for fixed integer s, let g s (x) = ∞ r=1 f (r, s)x r be the generating function of f (r, s). Then, using (9), we have
Solving this recurrent relation implies that
We conclude that f (r, s) satisfies the following explicit formula
Hence f (r, r) = 2r
This, together with (8), yields lr B (T n ) = log 4 n + 1 2 log 4 log 4 n + O(1) = 1 2 log n + 1 4 log log n + O(1), as desired.
Now we are ready to deal with the general case of linear interval graphs. First of all, we set a couple of assumptions. Note that, in the definition of the linear interval graphs, if there is some interval containing another interval, we can exclude smaller one, without making any change in the structure of the graph. For this reason, henceforth, we assume that no interval is contained in another one. Moreover, if there is no vertex between each two consecutive opening (closing) brackets of the intervals, then we can move one of the brackets such that one interval comes to be contained in another. Also, if there is no vertex between an opening bracket of one interval and closing bracket of another one, then we can move one of the brackets to make these intervals disjoint. Since these modifications do not change the adjacencies in the graph, henceforth, we assume that there is at least one vertex between each two consecutive opening (closing) brackets and at least one vertex between opening bracket of an interval and closing bracket of another interval.
Theorem 11. For every linear interval graph G with maximum degree ∆, we have lcc(G) ≤ log ∆ + Proof. Given a linear interval graph G = (V, E), we begin by the leftmost interval and call it I 1 . Then we consider the first interval opening after closing I 1 and call it I 2 . Continue the labelling until the interval I k after which no interval opens. The intervals I 1 , . . . , I k are disjoint and since no interval contains another (see the note just before Theorem 11), every other interval I opens inside one I i and intersects at most I i , I i+1 . For every i, 1 ≤ i ≤ k, let I i be the set of all intervals which are opened inside I i , including I i itself. Also, define V i := {x ∈ V : x ∈ I, for some I ∈ I i }, and let G i be the induced subgraph of G on V i . Every non-isolated vertex x ∈ V is in at least one V i and at most two V i 's, because
Therefore, every vertex of G lives in at most two of the graphs G i 's. This, along with the fact that
Now fix i and let us compute lcc(G i ). First, note that by Remark 4, G i has an induced twin-free subgraph G i , where lcc(G i ) = lcc(G i ). The fact that G i is twin-free, along with the assumptions adopted just before Theorem 11, conclude that there exists exactly one vertex in G i between each two consecutive opening or closing brackets of intervals (if there were two vertices, they would be twins). Accordingly, if t is the number of intervals in I i , then G i has 2t − 1 vertices and is isomorphic to the graph K ∇ t,t \ (t + 1), which is the graph obtained from K ∇ t,t by deleting vertex t + 1. To see this, call the vertices of G i by y 1 , . . . , y 2t−1 , in order from left to right and define an isomorphism mapping y i to i, for 1 ≤ i ≤ t, and to i + 1, for t + 1 ≤ i ≤ 2t − 1, respectively.
On the other hand, the vertices t and t + 1 are twins in K ∇ t,t . Hence, by Theorem 10, we have
which yields the desired upper bound. For the lower bound, let G be twin-free and define o i and c i to be the number of opening and closing brackets inside the interval I i , respectively. Also let N := o i 0 = max i o i . Since G is twin-free, at most one vertex lies between each two consecutive opening or closing brackets. Therefore, for every vertex v ∈ V i , we have
The last inequality holds due to the fact that c i ≤ o i−1 , for all i. Let G i 0 and G i 0 be the same as defined earlier. Thus, G i 0 is an induced subgraph of G which is isomorphic to the graph K ∇ N,N \(N +1). Furthermore, N ≥ ∆/6 and therefore, by Theorem 10,
A Bollobás-type inequality
We close the paper with a result in extremal set theory. In fact, we apply a result of Section 5 to prove a new Bollobás-type inequality concerning the intersecting pairs of set systems. An (r, s)−system is defined as a family F = {(A i , B i ) : i ∈ I} of pairs of sets, such that for every i ∈ I, |A i | ≤ r, |B i | ≤ s and A i ∩ B j = ∅ if and only if i = j. A classical result of Bollobás [5] known as Bollobás's inequality states that for every (r, s)−system F, |F| ≤ r+s r . A number of generalizations of this result have been presented in the context of extremal set theory. A remarkable extension is due to Frankl [10] , that states a skew version of Bollobás's result. Let F = {(A i , B i ) : 1 ≤ i ≤ k} be a family of pairs of sets, where for every i, 1 ≤ i ≤ k, |A i | ≤ r, |B i | ≤ s, also A i ∩ B i = ∅ and for every i, j, 1 ≤ i < j ≤ k, A i ∩ B j = ∅. In this case, it is proved by Frankl that |F| ≤ r+s r . Another variant of the problem is proposed by Tuza [26] as follows. An (r, s)−weakly intersecting pairs of sets is defined as a family F = {(A i , B i ) : i ∈ I}, such that for every i ∈ I, |A i | ≤ r, |B i | ≤ s, A i ∩ B i = ∅ and for every i = j, the sets A i ∩ B j and A j ∩ B i are not both empty. As far as we know, the best known upper bound is |F| < (r + s) r+s /(r r s s ), due to Tuza [26] . For a review of the other generalizations see [25] and references therein. Now, let us define a new variant of the problem as follows. Let F = {(A i , B i ) : 1 ≤ i ≤ k} be a family of pairs of sets, satisfying the following conditions. We are seeking for the maximum size of such a family F. To this end, we recall the definition of the function f (r, s) in the proof of Theorem 10. For every positive integers r, s, f (r, s) is defined to be the maximum number n, such that there exists a covering of one entries of the matrix, T n , defined in (7), by rectangles (i.e. all-ones submatrices), where each row (resp. column) intersects at most r (resp. s) of the rectangles.
We claim that f (r, s) is indeed equal to the maximum possible size of a family F satisfying the above conditions (i) and (ii). For this, consider a rectangle covering C of T n , where each row (resp. column) intersects at most r (resp. s) of rectangles. Now, for every 1 ≤ i, j ≤ n, let A i and B j be the sets of all rectangles in C intersecting row i and column j, respectively. It is evident that |A i | ≤ r and |B j | ≤ s. Also, one may see that A i ∩ B j = ∅ if and only if there exists a rectangle in C intersecting both row i and column j and then if and only if T n (i, j) = 1, i.e. i ≥ j.
Conversely, assume that a family F = {(A i , B i ) : 1 ≤ i ≤ k} satisfies the above conditions (i) and (ii). Then, for every x ∈ ∪ i (A i ∪ B i ), define C x := {(i, j) : x ∈ A i ∩ B j }. Thus, one may check that all these sets C x form a rectangle covering for the matrix T n and for every 1 ≤ i, j ≤ k, row i (resp. column j) intersects at most |A i | (resp. |B j |) of the rectangles thereby obtained.
The above arguments show that the maximum possible size of a family F fulfilling the conditions (i) and (ii) is indeed equal to f (r, s). The explicit formula for f (r, s) has been obtained in (10) . This enables us to state the following result which is an extremal inequality analogous to Bollobás's inequality regarding a pair of set systems. . Also, the upper bound is tight.
