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ABSTRACT 
Technology has been introduced into educational environments to 
facilitate learning and engage the students interest. Robotics can 
be an interesting alternative to explore theoretical concepts covered 
in class. In this paper, a computational system capable of detect- 
ing objects was incorporated into the robot NAO, so it can interact 
with students, recognizing geometric shapes with overlap. The sys- 
tem consists of two models of neural networks and was evaluated 
through a sequence of didatic activities presented to students of 
the 5th year, aiming to encourage them to perform the tasks. The 
robot operates autonomously, recognizing and counting the differ- 
ent objects in the image. The results show that the children felt very 
motivated and engaged to fulfill the tasks. 
 
Categories and Subject Descriptors 
I.2.10 [Computing Methodologies]: Vision and Scene 
Understand- ing 
 
General Terms 
Experimentation 
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1. INTRODUCTION 
Currently, the use of technology in daily life has grown every day, 
and it can bring undeniable benefits, especially in the educational 
field. In general, the goal of Artificial Intelligence is to give con- 
crete form to ideas that once seemed abstract, about the man’s acts 
and thoughts [21]. 
 
According to [19], Robotics presents itself as an important techno- 
logical feature, appearing in the Teaching and Learning process as 
a tool that enables the exploration of various subjects of the school 
curriculum. The natural way of how is the integration of knowledge 
from different areas is one of the most important factors associated 
with Educational Robotics, since it is developed with the perspec- 
tive of approach to solutions of the most distinctive problem ar- 
eas, such as Mathematics, Natural Sciences and Experimental Re- 
search, Technology, Information Sciences and Communication. 
 
Also, according to this author, the technological resources, espe- 
cially Robotics, as a pedagogical tool can allow the teacher to show 
to the students, in a practical way, many of the theoretical concepts, 
sometimes difficult to understand, motivating them to observe, ab- 
stracting and invent. Another advantage would be to provide to stu- 
dents skills of development structuring, investigations and problem 
solving, contributing to the formation of people able to develop new 
skills, new concepts and effectively respond to changing aspects of 
the world around them. 
 
Learning environments contribute with experiences to the develop- 
ment of creativity and thinking of students, like: 
 
• Build strategies for solving problems and simulate the scien- 
tific method, formulating hypotheses, implementing, testing 
and observing; 
 
• Make the appropriate changes on the meaning of the objects 
they manipulates; 
 
• Internalize technological concepts such as programming strate- 
gies, control and synchronization of processes; 
 
• Perform estimations and measurements; 
 
• Acquire and relate the concepts of form; 
 
• Share their creations with the school community, especially 
their college peers, where they question, enrich, valorize and 
develop the critical sense, by taking an important interchange 
of experiences that contribute to learning through analysis 
and constructive criticism; 
 
• And finally, develop self-esteem [19]. 
 
Moreover, within the context of meaningful learning [3], it is be- 
lieved that robotics can be used to aid the construction of meanings 
and concepts in the Mathematical Teaching and Learning process 
as this provides an opportunity to reflect on this practice and im- 
prove the knowledge developed by the student. 
 
Some researchers in mathematics education such as Allevato and 
Onuchic [20] point out often the absence of the student motivation 
and willingness to work with situations in which it it required a 
mental exercise to conduct such activities, since they are embedded 
in a context where thinking is hardly required, all strategies are 
"ready" and at your fingertips and memorization and reproduction 
are considered as single factors and sufficient. 
 
This article aims to present a possibility of use of robotics in the 
Mathematical Teaching and Learning process in Primary Educa- 
tion, aiming teaching of plane geometric figures, through the aid of 
a humanoid robot called NAO. A computer system capable of de- 
tecting salient objects in a scene and object classification, proposed 
in [4], was incorporated to the NAO humanoid control system. 
 
A sequence of learning activities were designed and implemented 
by us, which aim to allow the student to build a mathematical rea- 
soning to solve the problem presented, with the help of the hu- 
manoid robot in certain stages of the preparation of the solution. 
Activities let the exploration the recognition of planar geometric 
shapes, such as square, triangle, rectangle, parallelogram and trapez- 
ium and were applied to students of the 5th year of Primary Educa- 
tion. 
 
This paper is organized as follows. In section 2 we present works 
related to our research. In section 3 the methodology used to, from 
a static scene, the robot detects the salient objects and best clas- 
sify objects that are among of their knowledge is presented. Sec- 
tion 4 describes the experiments that were conducted with students. 
The results of these experiments are discussed in section 5 and the 
conclusion of this work, as well as future works, are presented in 
section 6. 
 
2. RELATED WORK 
This section discusses related work with object recognize, humanoid 
robotics and human/robot interaction. 
 
Recent work has been conducted regarding the knowledge of the 
target to influence the computation of the most salient region [34, 
17, 7, 13, 16, 12, 9, 8, 6, 5, 4]. This knowledge is usually learned in 
a preceding training phase. The object-based visual attention model 
proposed in [4] has been extended and applied to the humanoid 
robot NAO to allow a new attention procedure to the robot, aiming 
to recognize different planar geometric figures. In this paper, we 
measure this capability, with a mathematical question game, per- 
formed with 13-14 years old kids. We hope that proposed approach 
contribute for inserting of robotics into educacional context. 
 
Suay and Chernova [27] used the Kinect sensor with a NAO hu- 
manoid robot to allow the arms mimicked of the user movements, 
?had ordered its walk with hands commands and the head of the 
robot was directed by the position of the right hand?. These features 
were obtained by establishing some control modes with respect to 
some members of the user’s body position. 
 
Veltrop [31] made use of the fusion of multiple sensors to tele- 
operate one NAO humanoid. For this, he used the Kinect sensor 
to estimate the spatial configurations of the user’s body; a Wiimote 
control for better estimation of the configurations of the hand / wrist 
and activation of certain behaviors on the robot; a treadmill to allow 
the robot to walk as a human walking on the treadmill (to avoid that 
both leave the field of view of the Kinect); and a head-mounted 
display serving as the vision of the robot user. 
 
Koenemann and Bennewitz [15] used a cloth of inertial sensors in a 
user body in order to capture the settings of the joints of the user’s 
body and map them to the joints of the robot in real-time. ?Has 
also developed a swinging module to allow a stably behave for the 
robot moviment imitation. The humanoid robot imitation properly 
played during the interaction, also allowing stable imitation of the 
movement of both legs without falling down.? 
 
Figure 1 demonstrates the data collected by the different functions 
performed through teleoperation. The features of this robot are de- 
scribed in 3.2 section. 
 
Zuher and Romero [35] used some simple math techniques to make 
the NAO humanoid robot capable of receiving commands, through 
interaction with the Kinect in real time to walk, manipulate objects 
with their hands and perform some pre-defined behaviors (as sit 
down, stand up and wave using its hands) in addition to imitating 
the movements of the arms and legs of a person. 
 
Robots are evolving from stationary devices that perform manufac- 
turing tasks to mobile, information gathering, computing, and de- 
cision making platforms. In order to build autonomous robots that 
can carry out useful work in unstructured environments new ap- 
proaches have been developed to building intelligent systems. Im- 
age recognition systems can be useful for a variety of automated- 
tasks, and, therefore, command considerable interest. A fast and 
highly robust vision system is very important in real-time object 
recognition [10]. 
 
In [24], [25] and [26], a MultiLayer Perceptron (MLP) artificial 
neural network with backpropagation algorithm was used to rec- 
ognize colors in robot soccer domain. In a partially controlled en- 
vironment (global vision obtained by ceiling cameras) the MLP in 
a RGB (Red, blue green) color space could recognize all 7 colors 
needed in soccer game. However, in different brightness conditions 
the HSL (hue, saturation and lightness) color space could obtain 
more accuracy and preciseness and decrease the execution-time of 
recognizing an object from images [29]. 
 
Waldherr et. al. [32] developed an interface to gesture recognition 
for controlling a mobile robot with a manipulator. The system uses 
a camera to track a person and recognize arm motion, allowing the 
robot follows reliably a person with changing lighting conditions. 
In [30], an accuracy of 98.5% was obtained in recognizing gestures 
to control an mobile robot. 
 
An experiment with four autistic kids was proposed in [28], com- 
paring the human-robot interaction and human-human interactions 
in a motor imitation task. In real-time, the robot NAO imitated 
gross arm movements, and different behavorial criteria were anal- 
ysed: eye gaze, smile/laughter, gaze shifting. While two children 
did not mind with the robot’s presence, the other two showed more 
smile and eye gaze, compared to the human partner. 
 
In [14], it was tested the communication and social skills in a mem- 
ory card face matching game. Adolescents with autism and with 
other cognitive impairments are recruited in pairs (one of each pair 
had autism) and the game was played in three different game modes 
(using robot, smart boards and playing cards) for aproximately 15 
  
 
Figure 1: Human-Robot Interaction 
 
minutes in three separeted days. Repetitive behaviors was reduced 
in participants with autism when using both robot and smart board. 
It shown that it is feasible to use a robot to assist teaching of social 
skills to adolescents with autism, but suggest that the robot features 
could be further explored and utilized. 
 
Another experiment to test the potencial application of humanoids 
robots was performed at the Children’s Hematology and Stem Cell 
Transplantation Unit of Szent László Hospital, in Budapest [11]. 
Forced to live in a 2x3 m sterile boxes, the robot NAO was a good 
companion to cheer kids up and to do some exercises. This is a new 
and promising domain of cognitive infocommunications. 
 
Pinto et al. [22] used NAO humanoid robot for teaching simple 
geometrical figures, without overlapping, such as triangle, square 
and rectangle. The approach of the experiment consisted of a set 
of questions, in which the robot gave tips on a geometric figure, 
such as the number of sides, the formula of the area, the perimeter 
formula, and the child should present the right figure to the robot. 
After hearing the tip of the robot, the student chose one of several 
figures at the table and the robot indicated whether the response 
was correct. Otherwise, the NAO humanoid gave a new tip and at 
the end, always explained and gave tips on the figure that should be 
recognized. 
 
As the robots are accepted by children in general, we intend to ver- 
ify if the humanoid NAO would be also accepted into educacional 
context. 
3. METHODOLOGY 
The following section presents all of methods needed to turn the 
robot NAO capable to realize visual attention based on object recog- 
nition. 
 
3.1 Top-down Biasing and 
Modulation for Object-Based 
Visual Attention 
The visual attention model proposed in [4] is composed by the fol- 
lowing modules: a visual feature extraction module, a top-down bi- 
asing feature-based, a LEGION network for image segmentation, 
a network-based high level data classifier for object recognition, 
a network of integrate and fire neurons, which creates the object- 
saliency map and, finally, an object selection module, which high- 
lights the most salient objects in the scene. 
 
The first stage in visual attention model is responsible for extract- 
ing the early visual features in parallel across the scene. The re- 
sults from this stage are the following conspicuity maps: colors, 
intensity and orientation. In this work, we consider only the color 
channel. The next stage of the model is the combination of the 
results from the conspicuity maps with specific weights, for the 
top-down biasing of the LEGION segmentation network. The im- 
plementation of the LEGION followed the algorithm proposed in 
[33]. The output from those modules feed the following modules: 
the network for object recognition and the network for integrating 
and firing neurons, which creates the object-saliency map. 
 
The top-down biasing is defined by the association of weight to 
output from the conspicuity map (Cc). The saliency value for con- 
spicuity map is weighted and combined into a saliency map Sm 
defined as: 
 
 
1 
Sm = 
nc 
WcCc, (1) 
 
where nc denotes the conspicuity map and Wc determines weight of 
the conspicuity map Cc. 
 
According to [33], the segmentation process in the LEGION is 
based on the idea that a segment must contain at least one oscil- 
lator, denoted as a leader, which lies in the center of a large ho- 
mogeneous region. Leaders are all oscillators i in which the lateral 
potential pi ≥ θ where θ is a threshold [33]. In order to generate 
the top-down biasing of the proposed model, an oscillator i defined 
as leader only will pulse if its saliency value Smi  ≥ θbias. 
The proposed model takes both bottom-up and top-down modula- 
tions into account. Early visual features, i.e. color contrast, define 
the bottom-up signal. On the other hand, information about previ- 
ously memorized objects and their features (top-down modulation) 
is responsible for guiding the selection process. Thus, in order to 
apply the proposed model to select the salient objects of a given 
scene, the MLP network must be trained with a set of objects rep- 
resenting the desired targets of the scene. 
 
    
(a) (b) (c) (d) 
 
Figure 3: Samples of objects for training the object 
recognition module. 
 
After the training process, MLP network is able to recognize a set 
of segments (objects). Thus, the overall dynamics of the system can 
be understood as it follows (see Figure 2). Each time a segment is 
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This architecture allows interaction with other robots or humans 
through different ways, which may occur in speech, sound local- 
ization, visual pattern detection and body, face detection, obstacle 
detection and visual effects in LEDs you have. The robot has a 
multimedia system with two speakers (located on the sides of the 
head), four microphones, two-handed digital cameras (two holes, 
one in the "forehead", the other "mouth"), tactile sensors on the 
head and bumpers feet, sonars in his torso, etc. Figure 5 shown is 
the most current version of the NAO robot. 
 
 
 
Figure 5: Current version of humanoid robot NAO 
[2] 
 
3.3 NAOqi 
Some desktop softwares allows the creation of new behaviors and 
the remote control of the robot. There is the Monitor, dedicated 
to give some feedback, and the Choregraph, a visual programming 
language. With Choregraph is possible to create and test anima- 
tions and behaviors, trying it on a simulated robot before use the 
real one. Those behaviors are written in a graphical language and 
NAOqi interprets and execute them. 
 
3.4 C++ SDK 
To use our own software, we needed to use one of the available 
SDK, like is presented in Figure 6. A new module was created and 
uploaded on the robot, with the new feature made. The NAOqi 
API is currently available in 8 languages to test, but only C++ 
and Python are supported on the robot. C++ is the most complete 
framework and is the only one that let’s write a real-time code, what 
is essential in our approach. 
 
To compile this code is recommended to use CMake with qiBuild 
framework. qiBuild manages dependencies between projects and 
supports cross-compilation. It is mandatory to compile exclusively 
for 32-bits architectures, but the result code will run as well on 32- 
bits or 64-bits bit environment. Using NAOqi C++ SDK supports 
OpenCV 2.3.1 (in our robot version) and further we used a QTCre- 
ator IDE to implements the attention based vision, recomended on 
NAO’s manual. 
 
3.5 Integrating 
 
 
 
Figure 6: How Nao Software Works [23] 
 
 
We used the Choregraph tool to provide all the interaction with the 
kids during the experiments, as the moviments, voice and coloring 
of the robot’s LED. With this tool it’s easier to program all inter- 
action, without know all joints values and other low-level informa- 
tion, since it’s possible to record a new move. All moves (Like 
move arms up, blink all chest LED’s when get a right answer) are 
salved as a new behavior in robot’s memory and can be read by an 
specific aldebaran library. 
 
When the experiment rotine iniciate, the robot NAO start to talk, 
to give some instructions about the test. Also, the robot gets the 
image from the camera and starts the recognition process with the 
visual attention model implemented in C++. With the color con- 
spicuity map, all the salient parts of the image are separated and 
classified. When this process finishs, the robot has a number of 
figures founded, and tries to beat the students in a question game. 
 
4. EXPERIMENTS 
To prove the efficiency of the proposed algorithm tests were con- 
ducted with 62 children, all aged between 13 and 14 years attending 
public schools, in three steps: Two steps of questionnaires and one 
step of interaction with the NAO robot. 
 
In the experiments with the robot, we use a Mean Opinion Score 
(MOS) [1] technique to do a subjective evaluation. The technique 
offers a scale to measure the quality of the interactions with NAO, 
its movements and the ability to understand and give a correct an- 
swer according to the geometrical figure shown. This scale ranges 
in: 
 
 
• 1 - Bad 
 
• 2 - Poor 
 
• 3 - Fair 
 
• 4 - Good 
 
• 5 - Excellent 
 
 
Initially, the children were taken to a classroom where answered 
a pre-activity questionnaire, which aimed to gather information on 
their knowledge about plane geometric figures. Then, a child at a 
time was taken to another room for interacting with the robot. 
 
With the robot, had three different types of interaction.  The first 
test, and more simple, a picture of a cat, made with Tangram1 was 
show to the kids (Figure 7) and the robot asked about the number 
of triangles. If the kid aswers wrong,Nao tries to help giving some 
tips. The kid had to answer writing the number of triangles founded 
on a computer conected to NAO and, after the right awnser, the 
robot asks about the others geometric figures in the picture. This 
firs test it’s only to measure the pre-test knowledge. 
 
 
 
Figure 7: Tangram Cat 
 
After we started the geometric figure question game with the chil- 
dren. In this interact with the robot NAO, a hint is given to each 
kid by the robot such as the internal angles of the geometric fig- 
ure, and it was expected the child to show to the robot the correct 
object. The robot recognizes the figure shown and compare if is 
the expected figure. If it is correct, the robot blinks, and explains 
the figure to the kid. If it is wrong, NAO’s eyes turn to red and it 
gives another tip (like the perimeter formula). This process is con- 
tinued if the student answered wrong again, then there is one last 
chance. If the student answered incorrect once again, NAO will tell 
him what figure it was and then will restart the game with another 
figure. The speech and the reaction of the robot are predefined, but 
throughout the test, the robot is acting autonomously, recognizing 
the shown figure and defining by the appropriate reaction (if the 
answer given by the student is correct or not). 
 
The last test with kids was a game with overlapped geometric fig- 
ures. During this activity the children were presented two images 
(seen in Figures 8 and 9), containing planar geometric figures su- 
perimposed. After showing the image to the robot, so he could 
make the recognition of geometric figures present in it, the student 
should identify and count all the geometric shapes present in the 
image and, after that, write to the NAO how many figures were 
identified. 
 
Thanks to the computational system proposed in [4], the robot can 
be noted, in each pulse of the network, a different geometric figure 
in the image. This figure detected was classified, by the MLP net- 
 
 
1Tangram is a dissection puzzle consisting of seven flat shapes, 
called tans, which are put together to form shapes. The objective 
of the puzzle is to form a specific shape (given only an outline or 
silhouette) using all seven pieces, which may not overlap. With 
these pieces you can assemble over 1700 figures. The tangram is 
used by mathematics teachers as a facilitator of understanding of 
geometric shapes. 
 
 
 
Figure 8: First picture shown 
 
work, in one of the figures previously taught to the robot (such as 
triangle, rectangle, square, etc.). Once the highlighted image corre- 
sponded to a recognized figure, that figure accounted for the robot 
and continued recognition, in a total autonomous process. On the 
other hand, the student should do the same: find all geometrical 
figures present that image, classify and count them. If the child 
was wrong, the robot gave a second chance, explaining that he had 
found a greater number of figures. 
 
After complete the activity with the NAO robot, the student re- 
turned to the previous room, where he was subjected to the ap- 
plication of another questionnaire. This time, the questionnaire 
showed a rectangle and a square, where the child was asked to 
identify squares and triangles within each of the geometric shapes 
displayed, respectively. It is noted that the figure was used in the 
second questionnaire was different from the first. 
 
All the interaction was recorded in video and all the expressions 
and responses of those children were considered to the final result. 
Any observation about the experiment could be write by the volun- 
teers. 
 
This questions are considered after the game to define the MOS 
quality: 
 
• What do you think about the timing of the robot’s responses 
and actions? 
• Did you understand everything that robot said? 
• Did the robot answer wrong during the test? 
• Now that you finished this test, what do you think about 
robotics? 
• Do you think that a robot could help you in your studies? 
• What do you think about having a robot teacher? 
• Do you wish to do another test with robots? 
  
 
Figure 9: Seconde figure shown 
 
5. DISCUSSION OF RESULTS 
Analyzing the results of the first questionnaire and the cat game, we 
note that all students have knowledge about the geometric shapes 
displayed during the activity (Since 100% of kids answered cor- 
rectly in these two activities). Some pictures of the activities are 
shown in Figure 11 and Figure 12. In the geometric figure question 
game, only 4,8 % student managed to hit all three figures in the first 
attempt, forcing the robot to give more tips for all others. In all of 
these tests, the robot had an precision of 75% and an accuracy of 
78% for recognizing the figures shown. 
 
None of the kids set the number of geometric shapes contained 
in the first displayed image (Figure 8) in the second activity with 
NAO, because they does not identify geometric shapes formed from 
overlapping, as shown in Figure 10 . In the case of this figure, all 
the students said they saw seven figures at first, showing surprised 
when the robot responded that it had found more geometric figures. 
 
 
 
Figure 10: Geometric Figures 
Overllaped 
 
It can be observed that, when receiving a new chance, each stu- 
dent got very engaged and insisted on finding all possible geomet- 
ric shapes. Still in the first image, only 16,12 % of the students 
were able to see some more hidden figure, but none of them met 
all the figures that the robot found (in this case, a total of 15). The 
other 83,87% failed and only understood the purpose of the activity 
when the robot indicated where were the other figures. 
 
Finished this experiment, students shold shown the second figure 
(Figure 9) to the robot. Once they had understood the first game, all 
the students were reluctant to answer that again saw seven figures. 
Although everyone can recognize more overlapping figures, only 
8.06 % of them managed to find all 11 figures recognized by the 
robot in this picture. Also, three of them manage to recognize 3 
more different figures that were not seen by NAO. 
 
 
 
Figure 11: Tests with children 
 
The perception of children in relation to hidden figures in another 
geometric figures improved after the activity with the robot. This 
was observed looking the contrast between the responses obtained 
in the first stage of the activity with the NAO and the responses 
from the second questionnaire. While the first activity no student 
was able to identify all geometric figures contained in the image, in 
the questionnaire, 100 % of the students were able to note that fig- 
ures had hidden inside another ones in the second activity, despite 
identifying different numbers of squares and triangles. 
 
In the figure of the rectangle, where he was asked to identify and 
count how many squares were hidden, some students were able to 
see more than others; while the majority (80 %) identified only two 
squares, one of them identified eight, and another 32 square was 
highlighted. 
 
In the figure of the square, where children should identify and count 
triangles, three students highlighted four triangles, only two stood 
out two triangles, one out three and four children identified eight 
triangles in a square. 
 
About the MOS quality questions, 41% of students rates 5 (Excel- 
lent) to the robot actions and responses, 26% rates 4 (good), 24% 
rates 3 (Fair) and 9% rates 1 (Bad).79% rates 5 to robot’s voice 
(they could understand everything that NAO said) and 21% rates 4. 
 
Although 100% of children said they would participate in more 
experiments with robots, 34% of them had doubts about having a 
robot as a teacher. Among the problems mentioned, they pointed 
out a lack of investment for buying/building robots and the need to 
improve the robotÂt’s performance. 
 
During the experiment s, it was observed that the students felt them- 
  
 
Figure 12: Tests with children 2 
 
 
selves motivated to perform the tasks requested. Then, it was noted 
that the use of the robot favored the student motivation in relation 
to knowledge focused. Although other experiments need to be per- 
formed, it is worth noting that in the context of learning, motivation 
is an essential for the occurrence of a significant learning factor as 
set by Novak [18]. 
 
6. CONCLUSION AND FUTURE WORK 
The analysis showed that students feel challenged to perform the 
activities correctly when faced with the robot. The aid of the hu- 
manoid was also a motivation, since it was new for all children, 
which served to hold even more attention to what was being pro- 
posed. The NAO humanoid could recognize hidden geometrical 
figures, their dialogue was clear and was well accepted by all stu- 
dents. 
 
In conversations after the end of the experiments, the children said 
they enjoyed the activities and would like to participate in new 
experiments. All tests were accompanied by a teacher, who also 
aproved the posture of the robot. Despite the short time that stu- 
dents had to interact with the robot and be only two different activ- 
ities, it noted that, analyzing the results, many students understood 
the purpose of the activities and abstracted the concept that was 
expected. 
 
Focused in this work context, it was conceived that students should 
have a role in the active construction of knowledge, that knowledge 
is constructed through the subject-object interaction. The teacher 
is seen as a mediator of its construction, and therefore its role is 
crucial in this process. The technological resources, in the case, 
robotics, are understood as possible facilitators instruments of this 
process. That is a resource that the teacher may be available to 
help in the teaching and learning of mathematics process in order 
to make this process more dynamic and enjoyable for the student. 
 
As future work, we intend to start using Tangram as a way to teach 
children to understand, in a pratical way, concepts of geometric 
figure’s area. We also intend, using the NAO robot and robot soccer 
platform, consolidating some concepts of angles and trigonometry. 
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