Abstract. We compute the Hochschild homology of the free orthogonal quantum group A o (n). We show that it satisfies Poincaré duality and should be considered to be a 3-dimensional object. We then use recent results of R. Vergnioux to derive results about the ℓ 2 -homology of A o (n) and estimates on the free entropy dimension of its set of generators. In particular, we show that the ℓ 2 Bettinumbers of A o (n) all vanish and that the free entropy dimension is less than 1. This is the english version of a paper to appear in C. R. Acad. Sci. Paris.
Introduction and main results
Let A o (n) be the unital * -algebra generated by self-adjoint elements u ij , 1 ≤ i, j ≤ n, with relations: n j=1 u ij u kj = δ ik , and n j=1 u ji u jk = δ ik .
We call this algebra the free orthogonal quantum group, associated to the integer n ∈ N. Its abelianization is naturally isomorphic to the algebra of polynomial functions on the compact Lie group O(n). It is endowed with the coproduct ∆u ij = k u ik ⊗ u kj , the counit ε(u ij ) = δ ij and the antipode S(u ij ) = u ji . The maps ∆ :
op are algebra morphisms, therefore they are fully determined by the above relations.
We are in the setting of compact quantum matrix group of Woronowicz [11] therefore there exists a unique left and right invariant Haar state, which we denote µ. Since S 2 = id, it follows from Woronowicz's theory that µ is a finite trace on A o (n). It has been proved by Woronowicz that this state is faithful on A o (n), and it was proved in B.C. was supported by an NSERC fellowship, and ANR and JSPS travel funding. J.H. was supported by the DFG Research Traing group 534. A.T. was supported by funding the DFG Research Traning Groups 534 and 1493, and the CRC "Higher Order Structures in Mathematics", Göttingen.
[7] that the von Neumann algebra obtained by the GNS completion of
′′ , is actually a II 1 factor for n ≥ 3 and that this factor is full and solid. These properties are shared by the von Neumann algebra of the free group, therefore it is an interesting question whether A o (n)
′′ is isomorphic to an interpolated free group factor. Although we are not able to answer this question, we observe that unlike in the free group case, all ℓ 2 Betti numbers vanish. This relies on recent of work of R. Vergnioux [9] , who showed that the first ℓ 2 Betti number of A o (n) vanishes. As far as we know, this is the first example of complete computation of ℓ 2 Betti numbers for a quantum group beyond the case of amenable quantum groups (cf Kyed, [5] ).
We also observe that a corollary of Vergnioux's results following Connes and Shlyakhtenko [2] is that the non-microstates free entropy dimension of (A o (n), µ) is less than 1, and this follows from the fact that its zeroeth and first ℓ 2 Betti numbers vanish. The problem of computing the microstates free entropy dimension of (A o (n), µ) is still open, as we don't know whether the family u ij has microstates.
By a slight abuse notation, δ ij will denote either an element of C or a multiple of the identity in A o (n) depending on the situation. We keep this notation as there will be no ambiguity. Let M n be the n × n complex matrix algebra over C. If N is a C-vector space we denote by M n N the algebraic tensor product of M n and N over C. Our first main result is Theorem 1.1. Let n ≥ 1 and A o (n) be the free orthogonal quantum group. Let e ij be the canonical matrix basis of the n × n matrices and
with maps φ 1 , φ 2 , φ 3 defined on the respective module generators with
yield a free resolution of the co-unit.
We describe some details of the proof in section 2. Our second main result is
In particular, the free entropy dimension of the generators of A o (n) is 1.
We need three ingredients to complete the proof of Theorem 1.2. First we need Theorem 1.1; then we need to observe that our resolution has a self-duality property (Theorems 3.1 and 3.2), also known as Poincaré Duality, which allows us to use a result of Thom [6] to identify the Betti numbers pairwise. This is done is section 3. And last we need the recent result of Vergnioux [9] mentioned above (section 4).
Description of the resolution of
The surjectivity of ε and the injectivity of φ 1 are obvious. First of all, let us show that im(φ 3 ) = ker(ε). The inclusion im(φ 3 ) ⊂ ker(ε) is obvious, so we focus on the proof of ker(ε) ⊂ im(φ 3 ). Let a = j a j ∈ A o (n) be a sum of monomials with ε(a) = 0, where a monomial is understood as a product of u ij 's. This implies that j ε(a j ) = 0 and hence a = j (a j − ε(a j )). Since ε(a j − ε(a j )) = 0, it is enough to prove that if a is a monomial then a − ε(a) · 1 ∈ im(φ 3 ). If a is of length 0, there is nothing to prove. If a = a ′ u ij for some 1
However, a ′ has smaller length than a. This proves, that we can inductively reduce the length of any monomial to 0. Hence ker(ε) = im(φ 3 ).
We continue to show that ker(φ 3 ) = im(φ 2 ). For this purpose, we let F = C u ij and set R ik = n j=1 u ij u kj − δ ik ∈ F and L ik = n j=1 u ji u jk − δ ik ∈ F. Moreover, we set r ik = 1 ⊗ e ik + j u ij ⊗ e kj ∈ M n A o (n) and l ik = 1 ⊗ e ki + j u ji ⊗ e jk ∈ M n A o (n). We start with the first intermediate lemma:
Lemma 2.1. For all j, k, the following holds true:
Indeed, we compute
The other computation is similar. This finishes the proof of lemma 2.1. We also need the following lemma: Lemma 2.2. The linear mapφ 3 : M n (F ) → F , which is defined by
The proof of this lemma is elementary: assume that ij a ij (u ij − δ ij ) = 0. By considering the degree in u ij this implies that a ij = 0 and this holds true for all i, j. Now we prove that ker(φ 3 ) = im(φ 2 ). Let a = (a ij ) n i,j=1 by any element of M n A o (n) which maps to zero under φ 3 . Take any liftã ∈ M n F of a ∈ M n A o (n). Since a maps to 0 ∈ A o (n),φ 3 (ã) has to have a representationφ
′ β ∈ F and 1 ≤ i α , j α , i β , j β ≤ n. We will construct a pre-image ofφ 3 (ã) by constructing a pre-image of each of the sum-
Hence we reduced the length of f ′ α by one on the expense of an additional summand. However, this additional summand has a pre-image and hence the claim follows by induction. Since the mapφ 3 is injective by Lemma 2.2, we actually reconstructedã which is now by construction of the form:
Taking the class ofã in M n A o (n) which is just a, we see, using Lemma 2.1, that a ∈ im(φ 2 ). Since a ∈ ker(φ 3 ) was arbitrary it follows that ker(φ 3 ) ⊂ im(φ 2 ). Again, the reverse inclusion is obvious. This implies that ker(φ 3 ) = im(φ 2 ).
It remains to show that ker φ 2 = imφ 1 . The proof of this claim is more involved and uses a theory of Gröbner basis for non-commutative rings. The details can be found in the PhD dissertation of the second named author [3] .
Poincaré Duality and computation of the ℓ 2 Betti numbers
In this section we first recall the basic notions of Poincaré duality for non-commutative rings, which was developed in [8] . For a nice survey and some background we refer to [4] . In our setup, we can show directly that the resolution is self-dual; indeed φ t 1 = φ 3 and φ t 2 (e ij ) = l ji as one can easily show. This is sufficient to construct an explicit isomorphism
, where C * → C denotes the resolution from Theorem 1.1. 
As usual, we set
e provides a natural embedding. Note that ? ⊗ A A e is an exact functor from A-modules to A-bi-modules which sends the trivial representation to the trivial bi-module and free modules to free bi-modules. Hence, our resolution of the co-unit provides at the same time a free resolution of the bi-module A by free A e -modules. Hence, it is equivalent to consider generalized group (co)homology in the sense above and Hochschild (co)homology of the Hopf algebra. We state our results only in terms of the objects introduced in the previous definition.
Theorem 3.1. Let n ≥ 2 and A o (n) be the free orthogonal quantum group.
(1)
Assertion (i) follows straight from the observation the resolution C * → C is self-dual. Indeed, the cohomology of the same complex (but upside-down) is clearly C in dimension 3. The proof of assertion (ii) uses the fact that the A o (n)-modules in the resolution C * → C are finitely generated free. Hence,
The left side computes cohomology (by definition) and the right side computes homology since C * is self-dual, i.e. hom Ao(n) (C * , A o (n)) ∼ = C 3− * . Recall that Tor 
