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Abstract—A limited feedback based dynamic resource al-
location algorithm is proposed for a relay cooperative net-
work with Orthogonal Frequency Division Multiplexing (OFDM)
modulation. A communication model where one source node
communicates with one destination node assisted by one half-
duplex Decode-and-Foward (DF) relay is considered in this
paper. We first consider the selective DF scheme, in which some
relay subcarriers will keep idle if they are not advantageous
to forward the received symbols. Furthermore, we consider the
enhanced DF scheme where the idle subcarriers are used to
transmit new messages at the source. We aim to maximize the
system instantaneous rate by jointly optimizing power alloca-
tion and subcarrier pairing on each subcarrier based on the
Lloyd algorithm. Both sum and individual power constraints
are considered. The joint optimization turns out to be a mixed
integer programming problem. We then transform it into a
convex optimization by continuous relaxation, and achieve the
solution in the dual domain. The performance of the proposed
joint resource allocation algorithm is verified by simulations. We
find that the proposed scheme outperforms the existing methods
in various channel conditions. We also observe that only a few
feedback bits can achieve most of the performance gain of the
perfect CSI based resource allocation algorithm at different levels
of SNR.
Index Terms—Limited Feedback, Power Allocation, Subcarrier
Pairing, OFDM, Decode-and-Forward, Lloyd Algorithm.
I. INTRODUCTION
Considering the limited budget of transmit power and hard-
ware complexity, cooperative relaying has recently attracted a
lot of research interests, which is employed to exploit spatial
diversity, combat wireless channel fading and extend coverage
without antenna arrays [1]-[2]. For example, IEEE 802.16
currently integrates relays for multihop communications [3].
Two main relay strategies have been adopted in such scenarios:
Amplify-and-Forward (AF) and Decode-and-Forward (DF).
The AF relay amplifies and retransmits the received signal
without decoding, while the latter re-encodes the received
signal before retransmission.
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Orthogonal Frequency Division Multiplexing (OFDM) is
a technique to mitigate the frequency selectivity and inter-
symbol interference with its inherent robustness against
frequency-selective fading [4]. Because of its potential for
high spectral efficiency, OFDM-based relaying offers a more
promising perspective in improving system performance.
Power allocation is always critical in wireless networks due
to the limited budget of transmit power. It has been widely
discussed in the context of both single-carrier and multi-carrier
relaying channels [5]-[12]. We have proposed limited feedback
based power allocation algorithms for a single-carrier relaying
channel and a multi-carrier based relaying model in [5] and [6]
respectively. In [7], Ahmed et al. propose a power control
algorithm for AF relaying with limited feedback. Then they
study the rate and power control to improve the throughput
gain of DF in [8]. On the other hand, power allocation for
OFDM-based relaying is also extensively studied. Authors
in [9] investigate the power allocation for an OFDM based
AF relaying by separately optimizing the source and relay
powers. In [10], the same authors propose a power allocation
scheme for MIMO-OFDM relay system in the same way.
In [11], Ying et al. work on the similar problem but for DF
relaying OFDM systems. Ma et al. introduce power loading
algorithms to minimize the transmit power for OFDM based
AF and selective DF modes with respect to various power-
constraint conditions in [12].
Due to the independent fading on each subcarrier in each
hop, subcarrier pairing is employed in OFDM power allocation
to further improve system performance [13]-[17]. Most works
in literature focus only on relay models without diversity.
A sorted subcarrier pairing scheme is proposed in [13]. The
authors determine the pairing sequence by ordering the the
source-relay (SR) subcarriers and the relay-destination (RD)
subcarriers, respectively, according to the channel gains. Au-
thors in [14] prove that the sorted pairing method is optimal for
both DF and AF relaying without the source-destination (SD)
link. Authors in [15] jointly optimize channel pairing, channel-
user assignment, and power allocation in a multiple-access
system by a polynomial-time algorithm based on continuous
relaxation and dual minimization. Wang et al. in [16] propose
a joint subcarrier pairing and power allocation algorithm for an
OFDM two-hop relay system with separate power constraints,
and find the solution by separately considering the subcarrier
pairing and the power allocation. Authors in [17] investigate
optimal subcarrier assignment and power allocation schemes
for multi-user multi-relay model, and obtain the optimal sub-
2carrier and power allocation policy in a quasi-closed form.
Resource allocation utilizing channel state information
(CSI) can yield significant performance improvement [5]-
[6],[18]-[19]. Tremendous innovation that realize instanta-
neous channel adaptation is to use feedback whose history
may trace back to Shannon [20]. It is proved that with
perfect CSI at source, the error and capacity performance are
significantly better than that without CSI [19], [21]. Some
research have been carried out to achieve the performance
gain based on limited feedback, since perfect CSI at source
is always impractical. One can either send back a quantized
CSI or quantized power allocation vectors [7], or the index of
the best vector in a power allocation codebook shared by all
nodes [22]-[23]. These works are mostly studied in point-to-
point MIMO and OFDM systems. Only a few works exist on
OFDM relay networks. Authors in [24] investigate the power
allocation issue for a single OFDM AF relay network with
limited feedback. They construct the codebook based on the
Lloyd algorithm. Similarly, Zhang et al. introduce the same
idea into DF model in [25].
In view of the lack of joint optimization of power allocation
and subcarrier pairing for OFDM relay systems with diversity
based on limited feedback, we aim to solve this problem in
this paper. This work is developed based on our previous
works [5] and [6]. We present a limited feedback based joint
power allocation and subcarrier pairing for a selective OFDM
DF relay network under different levels of quantized CSI
feedback. In our feedback scheme, we construct a codebook
based on an iterative Lloyd algorithm with a modified distor-
tion measure. The joint optimization problem is formulated
as a mixed integer programming problem which is hard to
solve. We transform it into a convex problem by continuous
relaxation [26], [27], and solve it in the dual domain instead. In
our simulation, we observe that the duality gap virtually turns
out to be zero when the number of subcarriers is reasonably
large, which is consistent with that observed in [27] and [29].
We then relax the constraint that only the relay can transmit
in the relaying phase. When the relay does not transmit
on some subcarriers, we employ the enhanced DF which
allows the source to transmit new messages on these idle
subcarriers. Then we extend the joint optimization problem
for selective DF to that for enhanced DF under both sum
power constraint and individual power constraints. It is shown
that the extra direct-link transmission leads to a remarkable
rate enhancement in the simulation. Besides, some existing
schemes such as the conventional uniform power allocation
without subcarrier pairing (UPA w/o SP), the optimal power
allocation without subcarrier pairing (OPA w/o SP), and the
uniform power allocation with subcarrier pairing (UPA with
SP) are compared with the proposed algorithm. Simulation
results demonstrate that the proposed algorithm outperforms
the existing ones. We also find that a negligible performance
loss can be achieved with just a few feedback bits at different
levels of SNR.
The remainder of the paper is organized as follows. The
system model is introduced in Section II. In Section III, we
solve the joint optimization problem for selective DF relay
networks, and propose a limited feedback based resource
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Fig. 1. System block diagram of OFDM cooperative diversity model with
limited feedback
allocation algorithm. In Section IV, we solve the optimization
problem for enhanced DF relay networks, and then consider
the joint optimization under individual power constraints. Sim-
ulations are performed in Section V to verify the performance
of the proposed algorithm. Finally the conclusions are drawn
in Section VI.
II. SYSTEM MODEL
The scenario of three nodes DF diversity model is consid-
ered, where one source communicates with one destination
assisted by one half-duplex relay as shown in Fig. 1. The
channel on each hop is divided into N subcarriers. Commu-
nication takes place in two phases. The source broadcasts its
signal in the listening phase, while the relay and the destination
listen. The relay decodes and forwards in the relaying phase.
It is assumed that each subcarrier in the listening phase is
paired with one subcarrier in the relaying phase. So the number
of subcarrier pairs is N . We utilize SP(m,n) to denote the
subcarrier m in the listening phase pairing with the subcarrier
n in the relaying phase. For subcarrier pair SP(m,n), it
might not be the actual pair participating in communication. If
SP(m,n) actually participates in communication, it is said to
be ”selected”. We denote hmSD, h
m
SR and h
n
RD as channel coef-
ficients of the mth subcarrier of source-destination and source-
relay, and the nth subcarrier of relay-destination respectively.
For a potential SP(m,n), the source transmits symbol sm over
subcarrier m with power Pm,nS in the listening phase, the
received signals at the relay and destination are respectively
given by
yrm =
√
Pm,nS h
m
SRsm + zrm,
y
(1)
dm =
√
Pm,nS h
m
SDsm + z
(1)
dm,
(1)
where z
(1)
dm ∼ CN (0, σ2d) and zrm ∼ CN (0, σ2r ) are the
additive noises at the relay and the destination, respectively. In
the relaying phase, the relay transmits the re-encoded signal
sˆm with power P
m,n
R on nth subcarrier, the received signal at
the destination is
y
(2)
dn =
√
Pm,nR h
n
RD sˆm + z
(2)
dn , (2)
where z
(2)
dn ∼ CN (µ, σ2d) is the additive noise at the destination
in the relaying phase.
Let λmSR =
|hmSR|2
σ2r
, λnRD =
|hnRD |2
σ2
d
, and λmSD =
|hmSD|2
σ2
d
denote the normalized channel gains respectively. Depending
on whether the relay is helpful, each subcarrier pair SP(m,n)
3may work in either the relaying mode or the idle mode in a
selective DF relay [30]. For an SP(m,n), the relay forwards
the message sˆm on subcarrier n in the relaying phase when it
works in the relaying mode; while in the idle mode, the relay
does not forward (Pm,nR = 0), and the sm is transmitted to
destination by the SD link in the listening phase only. Then the
end-to-end rate achieved by SP(m,n) during the two phases
is given by
Rm,n =


1
2 log2 (1 + P
m,n
S λ
m
SD) , idle mode,
1
2 min{log2 (1 + Pm,nS λmSD + Pm,nR λnRD) ,
log2 (1 + P
m,n
S λ
m
SR)}, relaying mode.
(3)
Authors in [11] and [30] present a criterion to decide the
working mode of SP(m,n), that is, using relay is advantageous
when
min {λmSR, λnRD} > λmSD, (4)
in selective DF mode. Otherwise the relay keeps idle on the
subcarrier n in the relaying phase for sˆm.
III. LIMITED FEEDBACK BASED OPTIMAL RESOURCE
ALLOCATION
In this section, we analyze the joint optimization of power
allocation and subcarrier pairing for selective DF based on
the limited feedback. The optimization problem is formulated
first, and then solved in the dual domain.
A. Optimization Problem Formulation
Let Pm,n = Pm,nS + P
m,n
R for the SP(m,n). We first
consider the rate Rm,n in the relaying mode. Then the sum
rate is maximized when
log2 (1 + P
m,n
S λ
m
SR) = log2 (1 + P
m,n
S λ
m
SD + P
m,n
R λ
n
RD) ,
(5)
that is,
(1 + Pm,nS λ
m
SR) = (1 + P
m,n
S λ
m
SD + P
m,n
R λ
n
RD) . (6)
Together with Pm,n = Pm,nS + P
m,n
R , we obtain{
Pm,nS =
λnRD
λm
SR
+λn
RD
−λm
SD
Pm,n,
Pm,nR =
λmSR−λmSD
λm
SR
+λn
RD
−λm
SD
Pm,n.
(7)
When the system works in the idle mode, we can easily get{
Pm,nS = P
m,n,
Pm,nR = 0.
(8)
Denote λm,n as the equivalent channel gain given by
λm,n =
{
λmSRλ
n
RD
λm
SR
+λn
RD
−λm
SD
, relaying mode,
λmS,D, idle mode.
(9)
By now, we can unify the rate as
Rm,n = log2 (1 + P
m,nλm,n) . (10)
We define a subcarrier pairing parameter tm,n ∈ {0, 1},
which takes 1 if SP(m,n) is selected, and 0 otherwise. Then
the sum rate optimization problem can be formulated as
max
{P,t}
N∑
m=1
N∑
n=1
tm,nR
m,n,
s.t. C1 :
N∑
m=1
N∑
n=1
tm,nP
m,n ≤ Pt, C2 : Pm,n ≥ 0 , ∀m,n,
C3 :
N∑
m=1
tm,n = 1, ∀n, C4 :
N∑
n=1
tm,n = 1, ∀m,
(11)
where Pt is the transmit power budget, t and P are two N×N
matrices with the (m,n)-th entry tm,n and P
m,n respectively.
C3 and C4 correspond to the pairing constraint that each
subcarrier m in listening phase only pairs with one subcarrier
n in relaying phase.
Since it is a mixed integer programming problem that is
difficult to solve, we relax the integer constraint of tm,n ∈
{0, 1} as tm,n ∈ [0, 1], ∀m,n as in [26], [34]. Denote Sm,n =
tm,nP
m,n as the actual power consumed on SP(m,n). Then
the optimization problem becomes
max
{S,t}
N∑
m=1
N∑
n=1
tm,n
1
2
log2
(
1 + Sm,n
λm,n
tm,n
)
,
s.t. C5 : tm,n ≥ 0, ∀m,n,
C6 :
N∑
m=1
N∑
n=1
Sm,n ≤ Pt,
C7 : Sm,n ≥ 0 , ∀m,n, and C3−C4,
(12)
where S = (Sm,n)N×N is an N × N matrix. Obviously the
above objective function is concave with respect to (S, t). In
the following, we will employ dual method [27], [28] to solve
this optimization problem.
In [27], the authors have shown that under a so-called
time-sharing condition, the duality gap of the optimization
problem is always zero, regardless of the convexity of the
objective function. Further, the authors show that the time-
sharing condition is always satisfied for practical multiuser
spectrum optimization problems in multi-carrier systems when
the number of frequency carriers goes to infinity. This suggests
that we can solve the problem by the dual method [28], which
will provide an upper bound for the original problem. More
importantly, the method can guarantee tm,n being integer-
valued.
B. Solution by the Dual Method
Dualizing the constraints C4 and C6, we obtain the gener-
ated Lagrange function as
L(S, t, α, β) =
1
2
N∑
m=1
N∑
n=1
tm,n log2
(
1 + Sm,n
λm,n
tm,n
)
+ α
(
Pt −
N∑
m=1
N∑
n=1
Sm,n
)
+
N∑
m=1
βm
(
1−
N∑
n=1
tm,n
)
,
(13)
4where α ≥ 0 and β = (β1, β2, ..., βN )  0 are dual variables.
Then the dual objective function and the dual problem are
respectively
g(α,β) = max
{S,t}
L(s, t, α,β), s.t. C3, C5, C6, (14)
and
min
{α,β}
g(α,β) s.t. α ≥ 0,β  0. (15)
Since a dual function is always optimized by first optimizing
some variables and then optimizing the remaining ones [28].
We first optimize Sm,n with the assumption that α and βm
are given. Taking partial differentiation of L with respect to
Sm,n, we have
∂L
∂Sm,n
=
tm,n
2
λm,n
tm,n
1 + Sm,n
λm,n
tm,n
− α = 0, (16)
that is
1
2
(
Sm,n
tm,n
+ 1
λm,n
) − α = 0. (17)
Together with constraint Sm,n ≥ 0, we obtain the optimal
solution
Sm,n∗ = tm,n
[
1
2α
− 1
λm,n
]+
, (18)
where [x]+ = max{0, x}. We find that Sm,n∗ is associated
with the subcarrier pairing parameter tm,n. To find the optimal
solution for tm,n, we first substitute (18) into (13) to obtain
the updated Lagrange function
L(p, t, α, β) =
N∑
m=1
N∑
n=1
tm,n
2
log2
(
1 + λm,n
[
1
2α
− 1
λm,n
]+)
+ α
(
Pt −
N∑
m=1
N∑
n=1
tm,n
[
1
2α
− 1
λm,n
]+)
+
N∑
m=1
βm
(
1−
N∑
n=1
tm,n
)
=
N∑
m=1
N∑
n=1
tm,nTm,n +
(
αPt +
N∑
m=1
βm
)
,
(19)
where
Tm,n =
1
2
log2
(
1 + λm,n
[
1
2α
− 1
λm,n
]+)
− α
[
1
2α
− 1
λm,n
]+
− βm.
(20)
Since both Tm,n and
(
αPt +
∑N
m=1 βm
)
are independent
of tm,n, we obtain the optimal t
∗
m,n for any n as
t∗m,n =
{
1 : m = arg max
m=1,...,N
Tm,n,
0 : otherwise.
(21)
Suppose that there is an subcarrier m corresponding to two
different n. Then it is conflict to the constraint C4, which is
embedded in the Lagrangian. Therefore,
∑N
m=1 t
∗
m,n = 1, ∀n.
Since both Sm,n∗ and t∗m,n include the dual variables α and
βm, we have to find values α and βm that minimize g(α, βm).
Given Sm,n(i) and t
(i)
m,n in the i-th iteration, the optimal values of
dual variables can be iteratively achieved by the sub-gradient
method [35],

α(i+1) = α(i) − a(i)
(
Pt −
∑N
m=1
∑N
n=1 S
m,n
(i)
)
,
β
(i+1)
m = β
(i)
m − b(i)
(
1−∑Nn=1 t(i)m,n) , m = 1, ..., N,
(22)
in which i is the iteration number, a(i) and b(i) are step sizes
designed properly. Within each iteration, the subcarrier pairing
parameter and power allocation vectors can be respectively
updated by (18) and (21) with the updated α and βm. Then
the algorithm to find the optimal resource allocation vectors
can be designed as in Algorithm 1.
Algorithm 1 The Optimal Resource Allocation Algorithm
Step 1: Set i = 1, and initialize α(i), β
(i)
m , ε and maxiter ,
Step 2: If (i < maxiter), a
(i) = b(i) = 0.01/
√
i,
Step 3: Compute t
(i)
m,n by Eq. (21) using α = α(i) and
βm = β
(i)
m ,
Step 4: Compute Sm,n(i) by Eq. (18) using α = α
(i) and
tm,n = t
(i)
m,n,
Step 5: Compute α(i+1), β
(i+1)
m by Eq. (22) using α = α(i),
βm = β
(i)
m , Sm,n = S
m,n
(i) and tm,n = t
(i)
m,n,
Step 6: If
|α(i+1)−α(i)|
|α(i+1)| < ε and
||β(i+1)m −β(i)m ||
||β(i)m ||
< ε,
exit and output α∗ = α(i+1), β∗ = β(i+1),
Sm,n∗ = S
m,n
(i) , and t
∗
m,n = t
(i)
m,n;
otherwise set i = i+ 1 and go to Step 2.
Denote the optimal values of the original problem (11), the
relaxed problem (12), and the relaxed dual problem (14) as
Ro, Rr and Rd respectively. It is obviously Rd ≥ Rr ≥ Ro.
Because the optimal t∗m,n achieved by solving (14) and (15)
satisfy C3, C4 and tm,n ∈ {0, 1}, Rd is also the dual
optimum value for problem (11). In our simulation, we find
that the duality gap is asymptotically zero when the number
of subcarriers is reasonably large. Based on the analysis and
simulations of [27], [29] as well as our paper, it can be
concluded that Rd
.
= Rr
.
= Ro for most of the practical cases.
If the subcarrier number is N , the total number of all
possible pairing configuration is N !. The complexity of com-
puting the achieved rate (11) is N for a given subcarrier
pairing scheme. Thus, the complexity of exhaustive search
is O(N · N !), which is prohibitively high. However, within
each iteration of Algorithm 1, the complexity of the proposed
algorithm is dominated by the computation of (19), which is
O(N2) in terms of logarithm and multiplication operations.
The complexity of computing the optimal power allocation
and the sum rate is O(N). Therefore, the total complexity for
Algorithm 1 is O(kN2), where k is the number of iterations.
It is obvious that the complexity is tractable.
The authors in [27], [29] showed that the duality gap of the
optimization problem is always zero when time-sharing con-
dition is satisfied, regardless of the convexity of the objective
function. They also showed that the time-sharing condition
5will be satisfied if the optimal value of the optimization
problem is a concave function of the constraints. In our case,
the optimal subcarrier pairing may vary as the power constraint
changes. So the maximum sum rate as a function of the
sum power constraint may have discrete changes in the slope
at the transition points where the optimal subcarrier pairing
scheme changes. The sudden jump in the slope might make
the optimization non-concave with the sum power. But [29]
also indicates analytically and through simulations that the
concavity will be asymptotically satisfied as the number of
subcarriers becomes large. This is because that the amount
of discrete slope change tends to decrease with more subcar-
riers since the bandwidth affected by each change becomes
narrower. Therefore the curve is expected to be more concave
as the number of subcarriers increases. However, the [29] as
well as we can not rigorously prove this in mathematics. In
our simulations, we found that the concavity is mostly satisfied
when the number of subcarriers is reasonably large, which is
consistent to that observed in [29]. For example, when N=2,
we have observed that only about 0.8% of the possible channel
conditions will result in the nonconcavity, and when N=4, the
probability turns to be 0.2%, the sum rate is almost always
concave in the sum power constraint when N=8. So it can
be concluded that duality gap is virtually zero for most of
the practical OFDM cases. This will also be verified by our
simulation results.
C. Lloyd Algorithm Based Codebook Design
If perfect CSI can be achieved at the source and relay,
the resource allocation vectors can be simply determined by
Algorithm 1. However, as stated earlier, due to limited resource
of feedback link, the full knowledge of CSI available at
the transmit sides is difficult in OFDM systems. To solve
this problem, We propose a limited feedback algorithm for
power allocation and subcarrier pairing in this subsection.
In this algorithm, the destination, which is assumed to have
full forward CSI, selects a resource allocation vector from
an elaborately designed codebook upon receiving the current
CSI, and transmits its index to the source and relay through
a limited number of feedback bits. This technique employs
a codebook of quantized power allocation and subcarrier
pairing designed offline and equipped on the source, relay
and destination. The codebook construction for limited-bit
feedback can be linked to a vector quantization problem. We
use Lloyd algorithm [23] to search for good resource allocation
codebooks based on sum rate criterion.
To design the limited feedback based codebook, we have
to construct and iteratively use the nearest neighbor rule
and the centroid condition, which play crucial roles in the
Lloyd algorithm. In the proposed algorithm, the the centroid
condition is designed to select the optimal codeword with
maximum system rate in a given region, while the task of
the nearest neighbor rule is to determine the region in which
the vectors are closest to the optimal codeword of this region.
Notice that the optimization of finding the regions and optimal
resource allocation scheme is equivalent to designing a vector
quantizer with a modified distortion measure [23]. Taking
the optimal rate performance as the design criterion, we use
the error distance function to measure the average distortion.
Using the centroid condition and the nearest neighbor rule
iteratively, the error distance will decreases.
Suppose that the destination has perfect CSI h =
(hSD,hSR,hRD), where hSD =
(
h1SD, ..., h
N
SD
)
, hSR =(
h1SR, ..., h
N
SR
)
, hRD =
(
h1RD, ..., h
N
RD
)
respectively denote
the CSIs of SD, SR, and RD at a particular period. Given b
bits of feedback, the space defined by all possible sets of h is
quantized into B = 2b regions.
In the sequel, we set codeword as c =
{(Pm,nS , Pm,nR , tm,n) |m,n = 1, ..., N}, and denote R(c|h)
as the end-to-end sum rate of a given channel condition h
and codeword c. Then
R(c|h) = 1
2
N∑
m=1
N∑
n=1
tm,n log2 (1 + P
m,nλm,n) . (23)
We first randomly generate the training channel condition
set H = {hl, l = 1, ...,M} with M ≫ B. Then we can
easily obtain the training code set T = {c(h)|h ∈ H},
in which the c(h) denotes the optimal code achieved by
Algorithm 1 for a given h ∈ H. The objective of Lloyd
algorithm based codebook design is to randomly choose a
codebook C = {c1, c2, . . . , cB} of size B from the training
code set T and refine it. The error distance function is defined
as
D(C) = Eh∈H
{
R(c(h)|h) − max
0≤k≤B
R(ck|h)
}
, (24)
where E{·} is the expectation of a random variable. Using
this distortion function, the codebook design algorithm can be
summarized as in Algorithm 2.
Algorithm 2 The Lloyd Algorithm Based Codebook Design
Step 1: Set j = 1, ε > 0, randomly generate the training code
set and select the initial codebook
Cj = {cj1, cj2, . . . , cjB} from T, then calculate D(Cj)
by (24);
Step 2: Cluster the set of possible channel realization vectors
H into B quantization regions with the k-th region
Qjk, k = 1, ..., B, denoted as
Qjk =
{
h|
(
R(cjk|h)
)
≥
(
R(cjl |h)
)
, ∀l ∈ {1, 2, ..., B}
}
;
Step 3: Using Eq. (23), generate a new codebook Cj+1 with
the k-th codeword cj+1k defined as
c
j+1
k = argmax
c∈T
E
h∈Qj
k
(R(c|h)) , k = 1, 2, ..., B;
Step 4: Calculate the average distortion D(Cj+1) by (24);
Step 5: If D(Cj+1) < D(Cj) + ε for some small ε, stop
iteration and set the optimal C∗ = Cj+1;
otherwise set j = j + 1 and go back to Step 2.
While the offline design of codebook seems to be computa-
tionally complex and time consuming, the real-time feed back
process is quite simple.
6D. Feedback Scheme
Upon receiving the instantaneous CSI h, the destination
searches over all the codewords in the designed codebook
of size B, and selects the q-th codeword provided with
maximum sum rate, i.e., q = argmax
q
(R(cq|h)). Afterward
the destination sends back the index q to both the source and
relay through a noiseless feedback link. Since the source and
relay have been equipped with the same codebook copies,
upon receiving q, the source transmits with power Pm,nS and
the relay with power Pm,nR indexed by q.
IV. OPTIMAL RESOURCE ALLOCATION FOR ENHANCED
DF MODE
Depending on whether the relay is helpful, each subcarrier
pairing may work in either the relaying mode or the idle
mode. For a subcarrier pair working in the idle mode, the
idle subcarrier in the relaying phase is not utilized. We further
allow the source to transmit extra messages on those idle
subcarriers in the relaying phase, which is called enhanced
DF mode in this paper.
A. Formulation of the Optimization Problem
Similarly, the achieved rate of the enhanced DF mode is
given at the top of the next page. Pm,nS,1 , P
m,n
S,2 and P
m,n
R
respectively denote the source power in the listening phase,
the source power in the relaying phase and the relay power
in the relaying phase. Because the condition to activate the
relay depends not only on the channel gains but also on the
power allocation, we define an indicator ρm,n ∈ {0, 1} to
show the status of SP(m,n) at relay, i.e., the relay is used
for SP(m,n) if ρm,n = 1, otherwise, it is not used. Let
the equivalent channel gain λm,n1 =
λmSRλ
n
RD
λm
SR
+λn
RD
−λm
SD
, and let
Pm,nSR = P
m,n
S,1 + P
m,n
R . Then the optimization problem based
on the sum rate of the enhanced DF mode can be formulated
as
max
{P,t,ρ}
1
2
N∑
m=1
N∑
n=1
tm,n
{
ρm,n log2 (1 + P
m,n
SR λ
m,n
1 )
+ (1 − ρm,n) log2
(
1 + Pm,nS,1 λ
m
SD
)
+ (1 − ρm,n) log2
(
1 + Pm,nS,2 λ
n
SD
)}
,
s.t. D1 :
N∑
m=1
tm,n = 1, ∀n,
N∑
n=1
tm,n = 1, ∀m,
D2 :
N∑
m=1
N∑
n=1
tm,n
{
(1 − ρm,n)(Pm,nS,1 + Pm,nS,2 )
+ ρm,nP
m,n
SR
}
≤ Pt,
D3 : Pm,nS,1 , P
m,n
S,2 , P
m,n
SR ≥ 0, ∀ m n,
(24)
where p =
(
Pm,nSR , P
m,n
S,1 , P
m,n
S,2
)
∈ (R3)N×N , t = (tm,n) ∈
RN×N and ρ = (ρm,n) ∈ RN×N .
Similarly, we make a continuous relaxation to the optimiza-
tion problem and obtain a standard convex problem. Moreover,
we respectively denote Sm,nSR = tm,nρm,nP
m,n
SR , S
m,n
S,1 =
tm,n(1 − ρm,n)Pm,nS,1 and Sm,nS,2 = tm,n(1 − ρm,n)Pm,nS,2 as
the actual power consumption at the source and the relay
in the two phases. Then the relaxed optimization problem is
formulated as
max
{s,t,ρ}
1
2
N∑
m=1
N∑
n=1
tm,n
{
ρm,n log2
(
1 + Sm,nSR
λm,n1
tm,nρm,n
)
+ (1− ρm,n) log2
(
1 + Sm,nS,1
λmSD
tm,n(1 − ρm,n)
)
+ (1− ρm,n) log2
(
1 + Sm,nS,2
λnSD
tm,n(1 − ρm,n)
)}
,
s.t. D4 : tm,n ≥ 0, ∀m n, D5 : ρm,n ≥ 0, ∀m n,
D6 :
N∑
m=1
N∑
n=1
(
Sm,nSR + S
m,n
S,1 + S
m,n
S,2
)
= Pt,
D7 : Sm,nS,1 , S
m,n
S,2 , S
m,n
SR ≥ 0, ∀ m n, and D1.
(25)
B. Dual Solution of the Relaxed Problem
Dualizing the constraints D1 and D6, we obtain the La-
grangian
L(s, t, ρ, α, β) =
N∑
m=1
N∑
n=1
tm,n
2
{
ρm,n log2
(
1 + Sm,nSR
λm,n1
tm,nρm,n
)
+ (1 − ρm,n) log2
(
1 + Sm,nS,1
λmSD
tm,n(1− ρm,n)
)
+ (1 − ρm,n) log2
(
1 + Sm,nS,2
λnSD
tm,n(1− ρm,n)
)}
+ α
(
Pt −
N∑
m=1
N∑
n=1
2∑
i=1
(Sm,nS,i + S
m,n
SR )
)
+
N∑
n=1
βn
(
1−
N∑
m=1
tm,n
)
,
(26)
where α and βn are dual variables as before. Then the dual
objective function and the dual problem can be respectively
expressed as
g(α,β) = max
{s,t,ρ}
L(s, t,ρ, α,β), s.t. D1, D4−D6, (27)
and
min
{α,β}
g(α,β) s.t. α ≥ 0,β  0. (28)
Taking derivatives of L with respect to Sm,nSR , S
m,n
S,1 and S
m,n
S,2 ,
we obtain the optimal solutions
Sm,nSR∗ = tm,nρm,n
[
1
2α
− 1
λm,n1
]+
, (29)
Sm,nS,1∗ = tm,n(1− ρm,n)
[
1
2α
− 1
λmSD
]+
, (30)
and
Sm,nS,2∗ = tm,n(1− ρm,n)
[
1
2α
− 1
λnSD
]+
. (31)
7Rm,n =


1
2
{
log2
(
1 + Pm,nS,1 λ
m
SD
)
+ log2
(
1 + Pm,nS,2 λ
n
SD
)}
, idle mode,
1
2 min
{
log2
(
1 + Pm,nS,1 λ
m
SR
)
, log2
(
1 + Pm,nS,1 λ
m
SD + P
m,n
R λ
n
RD
)}
, relaying mode.
Denote RRm,n as the rate contribution of SP(m,n) to the
Lagrangian in the relaying mode, and RIm,n in the idle mode.
Then we have
RRm,n =
1
2
log
(
1 + λm,n1
[
1
2α
− 1
λm,n1
]+)
− α
[
1
2α
− 1
λm,n1
]+
,
(32)
RIm,n =
1
2
log
(
1 + λmSD
[
1
2α
− 1
λmSD
]+)
− α
[
1
2α
− 1
λmSD
]+
+
1
2
log
(
1 + λnSD
[
1
2α
− 1
λnSD
]+)
− α
[
1
2α
− 1
λnSD
]+
.
(33)
Easily we obtain the optimal indictor as
ρ∗m,n =
{
1, when RRm,n > R
I
m,n,
0, otherwise.
(34)
Denote R∗m,n = ρ
∗
m,nR
R
m,n + (1 − ρ∗m,n)RIm,n − βn for
briefness, we obtain the optimal subcarrier pairing parameter
as
t∗m,n =
{
1, m = argmax
m=1,...,N
R∗m,n,
0, otherwise,
∀n. (35)
We similarly update the Lagrange multipliers α and β by
subgradient method as

α(i+1) = α(i) − a(i)
{
Pt−
∑N
m=1
∑N
n=1
(
Sm,nSR + S
m,n
S,1 + S
m,n
S,2
)}
,
β
(i+1)
m = β
(i)
m − b(i)
(
1−∑Nn=1 t(i)m,n) , m = 1, ..., N.
(36)
With the updated α and βm in each iteration, we can up-
date the subcarrier pairing t∗m,n, the power allocation vectors(
Sm,nSR∗, S
m,n
S,1∗, S
m,n
S,2∗
)
as well as the indicator ρ∗m,n by Algo-
rithm 1. Notice that the iteration procedure in Algorithm 1
should be modified in some places. For example, before
computing t
(i)
m,n in the Algorithm 1, we have to figure out
RRm,n, R
I
m,n and ρ
∗
m,n by (53), (33) and (54) respectively.
Similarly, we can use Algorithm 2 to design codebook for
limited feedback.
C. Resource Allocation Under Individual Power Constraints
In this subsection, we investigate the resource allocation
under individual power constraints for the source and the relay.
For the individual power constraints, the sum powers at the
source and the relay have separate constraints, which can be
expressed as:
N∑
m=1
Pm,nS ≤ PS ,
N∑
n=1
Pm,nR ≤ PR, (37)
where PS and PR denote the source power constraint and
the relay power constraint respectively. For a given subcarrier
pairing SP(m,n), the mode selection criterion [30], [31] is
expressed as
Relaying mode : λmSRP
m,n
S ≥ λmSDPm,nS +λnRDPm,nR . (38)
Then we can similarly obtain a Lagrangian
L =
N∑
m=1
N∑
n=1
Rm,n
+ µS
(
PS −
N∑
m=1
Pm,nS
)
+ µR
(
PR −
N∑
n=1
Pm,nR
)
+
∑
{m,n}∈SR
ρm,n (λ
m
SRP
m,n
S − λmSDPm,nS − λnRDPm,nR ) ,
(39)
where SR is SP set of relaying mode. The Lagrange co-
efficients µS , µR ≥ 0 are chosen such that the individual
power constraints are satisfied. Lagrange multiplier ρm,n ≥ 0
corresponds to the mode selection criterion. For almost all of
the subcarrier pairs belonging to relaying mode, the authors
in [31] conclude that the selection criterion will be satisfied
when
λmSRP
m,n
S = λ
m
SDP
m,n
S + λ
n
RDP
m,n
R , (40)
with a possible exception pair satisfying γnRD/γ
m
SD = λR/λS .
However, usually there will be at most one subcarrier pair in
this set. Fortunately, we find that the exception SP(m,n) have
the same contribution and cost to the Lagrangian in the model,
which are respectively 12 log
(
λmSD
2µS
)
and µS
(
1
2µS
− 1
λm
SD
)
, no
matter it is classified into relaying mode or idle mode. So we
assign it to relaying mode thereafter.
For relaying mode, (40) implies Pm,nS =
λnRD
λm
SR
−λm
SD
Pm,nR .
Then Pm,nS and P
m,n
R will be zero or positive simultaneously.
Thus in the relaying mode, we can first allocate total power of
SP(m,n) and then obtain the corresponding Pm,nS and P
m,n
R .
Let {
Pm,nS =
λnRD
λm
SR
+λn
RD
−λm
SD
Pm,n,
Pm,nR =
λmSR−λmSD
λm
SR
+λn
RD
−λm
SD
Pm,n,
(41)
in the relaying mode, and{
Pm,nS = P
m,n,
Pm,nR = 0.
(42)
8in the idle mode. Denote the equivalent channel gain of
SP(m,n) by
λ
m,n
=
{
λmSRλ
n
RD
λm
SR
+λn
RD
−λm
SD
, relaying mode,
λmSD, idle mode.
(43)
We can also use an unified rate expression to demonstrate the
original optimization as
Rm,n =
1
2
log(1 + λ
m,n
Pm,n). (44)
The unified rate helps simplifying the optimization in the same
way. Let
R =
N∑
m=1
N∑
n=1
tm,n
2
{
ρm,n log2
(
1 +
Pm,n1 λ
m,n
tm,nρm,n
)
+ (1− ρm,n)
[
log2
(
1 +
Pm,n2 λ
m
SD
tm,n(1 − ρm,n)
)
+ log2
(
1 +
Pm,n3 λ
n
SD
tm,n(1 − ρm,n)
)]}
,
(45)
where Pm,n1 is the sum power of SP(m,n) in the relaying
mode, which can be obtained from (41). Pm,n2 and P
m,n
3 are
respectively the powers used by the direct-link of SP(m,n)
in the listening and relaying phases. Then the sum rate
optimization is formulated as
max
{S,t,ρ}
R,
s.t. E1 :
N∑
m=1
tm,n = 1, ∀n, E2 :
N∑
n=1
tm,n = 1, ∀m,
E3 : ρm,n ∈ {0, 1}, E4 : tm,n ∈ {0, 1},
E5 :
N∑
m=1
N∑
n=1
(ηm,nS P
m,n
1 + P
m,n
2 + P
m,n
3 ) ≤ PS ,
E6 :
N∑
m=1
N∑
n=1
ηm,nR P
m,n
1 ≤ PR, E7 : Pm,nj ≥ 0, ∀j.
(46)
Let P = (Pm,n1 , P
m,n
2 , P
m,n
3 ) ∈ RN×N×3, t = (tm,n) ∈
RN×N and ρ = (ρm,n) ∈ RN×N . Denote
ηm,nS =
{
λnR,D
λm
SR
+λn
RD
−λm
SD
, relaying mode,
1, idle mode,
(47)
and
ηm,nR =
{
λmSR−λmSD
λm
SR
+λn
RD
−λm
SD
, relaying mode,
0, idle mode.
(48)
We dualize the constraints E1, E5, E6 and (40). Then the
generated Lagrange function is
L(P, t,λS , λR,β) = R+
N∑
n=1
βn
(
1−
N∑
m=1
tm,n
)
+ µS
(
PS −
N∑
m=1
N∑
n=1
(ηm,nS P
m,n
1 − Pm,n2 − Pm,n3 )
)
+ µR
(
PR −
N∑
m=1
N∑
n=1
ηm,nR P
m,n
1
)
,
(49)
where µS ≥ 0, µR ≥ 0 and β = (β1, β2, ..., βN )  0 are dual
variables. The dual objective function is
g(µS , µR,β) = max{P,t,ρ}
L(P, t, µS , µR,β,ρ)
s.t. E2, E7, E8, E9,
(50)
and the dual problem is
min
{µS ,µR,β}
g(µS , µR,β) s.t. µS ≥ 0, µR ≥ 0. (51)
We take derivatives of L with respect to Pm,n1 , P
m,n
2 and
Pm,n3 and obtain
Pm,n1∗ = tm,nρm,n
[
1
2(µSη
m,n
S + µRη
m,n
R )
− 1
λ
m,n
]+
,
Pm,n2∗ = tm,n(1 − ρm,n)
[
1
2µS
− 1
λmSD
]+
,
Pm,n3∗ = tm,n(1 − ρm,n)
[
1
2µR
− 1
λnSD
]+
.
(52)
Denote RRm,n and R
I
m,n as the rate contribution of SP(m,n)
to the Lagrange function in relaying mode and idle mode
respectively. Then
RRm,n =
1
2
log
(
1 + λ
m,n
P˜m,n1∗
)
− µSηm,nS P˜m,n1∗
− µRηm,nR P˜m,n1∗ ,
RIm,n = −µS(P˜m,n2∗ + P˜m,n3∗ )
+
1
2
[
log
(
1 + λmSDP˜
m,n
2∗
)
+ log
(
1 + λnSDP˜
m,n
3∗
)]
,
(53)
where P˜m,n1∗ =
[
1
2(µSη
m,n
S
+µRη
m,n
R
)
− 1
λ
m,n
]+
, P˜m,n2∗ =[
1
2µS
− 1
λm
SD
]+
and P˜m,n3∗ =
[
1
2µR
− 1
λn
SD
]+
. Easily we obtain
ρ∗m,n =
{
1, when RRm,n > R
I
m,n,
0, otherwise.
(54)
Substitute (52) into (49) we obtain
L(P, t, µS , µR,β,ρ) =tm,nTm,n +KµS ,µR,β, (55)
where Tm,n = ρm,nR
R
m,n + (1 − ρm,n)RNRm,n − βn and
KµS,µR,β = µSPS + µRPR +
∑N
n=1 βn. Both Tm,n and
KµS,µR,β are independent of tm,n. So the optimal t
∗
m,n is
obtained as
t∗m,n =
{
1 : m = arg max
m=1,...,N
Tm,n,
0 : otherwise.
∀n. (56)
9µS , µR and βn that minimize g(µS , µR,β) are achieved by
the subgradient method

µ
(i+1)
S = µ
(i)
S − a(i)
(
PS−∑N
m=1
∑N
n=1(η
m,n
S P
m,n
1(i) − Pm,n2(i) − Pm,n3(i) )
)
,
µ
(i+1)
R = µ
(i)
R − b(i)
(
PR −
∑N
m=1
∑N
n=1 η
m,n
R P
m,n
1(i)
)
,
β
(i+1)
n = β
(i)
n − c(i)
(
1−∑Nm=1 t(i)m,n) , n = 1, ..., N.
(57)
By now, we have obtained the optimal mode selection vector,
subcarrier pairing vector t∗m,n as well as the power allocation
vector (Pm,n1∗ , P
m,n
2∗ , P
m,n
3∗ ) for given dual variables respec-
tively. We can similarly update the subcarrier pairing and
power allocation vectors as in Algorithm 1 with some slight
modifications. The Lloyd algorithm can be employed again to
design the codebook.
V. SIMULATION RESULTS
We present some simulations to demonstrate the perfor-
mance of the proposed algorithms in this section. The channels
of the subcarriers are independent and identically distributed
(i.i.d.) subject to Rayleigh fading, with a large scale fading
path loss exponent 2.5. The channel coefficients are assumed
to be constant within two phases, and varying independently
from one period to another. We assume equal noise power at
relay and destination nodes, i.e., σ2r = σ
2
d . In the simulations,
QPSK modulation is adopted, and the step sizes a(i) and b(i)
for the subgradient method are set to be 0.01√
i
, where i is the
iteration index. The size of CSI set in Algorithm 2 is 104,
which is far more than the quantized regions. Several existing
schemes are compared with the proposed algorithm in terms
of sum rate. These existing schemes include:
(i) UPA w/o SP: the messages transmitted on subcarrier m
at the source node will be retransmitted on the subcarrier
m at the relay node; the power is allocated equally at
the source and relay subcarriers.
(ii) OPA w/o SP: the messages transmitted on the subcarrier
m at the source node will be retransmitted on the
subcarrier m at the relay node; the power allocation is
performed according to water-filling at the source and
the relay subcarriers.
(iii) UPA with SP: the messages transmitted on the subcarrier
m at the source node will be retransmitted on the
subcarrier n at the relay node by subcarrier pairing;
the power is allocated equally at the source and relay
subcarriers.
Then the performance of the proposed algorithm with different
feedback bits are demonstrated. Besides, the performance gap
between the enhanced DF and the selective DF modes versus
the subcarrier number is also revealed in our simulations.
A. Rate Comparison for Different Schemes
Schemes (i)-(iii) are compared with the proposed algorithm
with perfect CSI and limited feedback scheme in Fig. 2. The
upper curve denotes the proposed joint power allocation and
subcarrier pairing for the enhanced DF scheme with perfect
2 4 6 8 10 12 14 16 18 20 22
0
0.5
1
1.5
2
2.5
3
3.5
SNR
R
at
e
 
 
UPA w/o SP
OPA w/o SP
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Enhanced DF with perfect CSI
Fig. 2. System sum rate versus SNR for the proposed enhanced DF relay
schemes and the existing schemes. Where ”w/o” denotes ”without”.
CSI. The second upper curve denotes the proposed joint
power allocation and subcarrier pairing for the enhanced DF
scheme with 2 bits feedback. The other three curves denote
the existing schemes (i)-(iii) respectively. We can observe that,
only with 2 bits feedback, the proposed joint power allocation
and subcarrier pairing for the enhanced DF relay outperforms
the existing schemes (i)-(iii) greatly. So we can conclude that
the joint power allocation and subcarrier pairing make valuable
contribution to system sum rate.
B. Rate Comparison for Different Feedback Bits
The joint power allocation and subcarrier pairing for the
enhanced DF relay with different feedback bits are compared
in Fig. 3. We can find that only a few feedback bits are
enough to achieve most of the performance gain of the perfect
feedback. For example, with 4 bits of feedback at rate of 2.5 in
Fig. 3, there is only a −1.7dB gap to the perfect CSI case, and
we also notice that further increasing the feedback bits bring
degressive improvement, which implies that the feedback bits
as well as the codebook size in the model are not necessarily
too large.
C. Rate Versus Different Subcarrier Numbers Under Sum and
Individual Power Constraints
With the sum and individual power constraints, the sum
rates versus the number of subcarriers for the selective DF
and the enhanced DF relaying modes are illustrated in Fig. 4
and Fig. 5. We consider the cases that subcarrier number
N = 2, 4, 8, 16 with fixed feedback bit level of 2. For the sake
of fairness, we assume PS + PR = Pt. In addition, as for the
case with individual power constraints, we assume PS = 3PR.
The constraints are set with the practical consideration that
the relay often plays the role of assisting the transmission
between the source and the destination. Moreover, if more
power is assigned to the relay node, the achievable rate will
be limited since some of the relay power will not be used.
Assuming PS =
3
4Pt will make the comparison with the sum
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Fig. 3. System sum rate versus SNR for the proposed enhanced DF relay
scheme with different levels of feedback bits. The upper curve denotes the
perfect CSI case, the lowest curve denotes the scheme without feedback,
where the power is uniformly allocated. Others curves demonstrate the effect
of different feedback bits on sum rate.
power constraints much fairer. Besides, we assume that the
relay locates in a line between the source and the destination
and the SD distance is one unit. Denote d (0 < d < 1) as
the SR distance. Thus the RD distance is 1 − d. Fig. 4 is
obtained with d = 0.4, while d = 0.8 in Fig. 5. We find that
the enhanced DF mode always outperforms the selective DF
mode and the schemes without subcarrier pairing, especially
when the channel condition of RD is relatively poor. We can
also observe that the bigger the subcarrier number is, the
bigger the performance gap between the two modes is. As
for the cases under different constraints, the performance of
the sum power constraint is better than that of the individual
power constraints, which is due to the more flexibility of
power allocation between source and relay under the sum
power constraint. Besides, we consider the duality gaps in
the two figures. The simulation results exactly coincide with
our analysis in section III. We find that the dual solutions
approximate to the optimal values of (46) in our simulation.
The duality gaps turn out to be nearly 0 when the number of
subcarriers is reasonably large, which is consistent with the
prediction in [29].
D. The Effect of Relay Location On Rate
In order to exploit the system rate versus SNR for different
relay locations, we simulate the rate versus SNR by setting d =
0.25, d = 0.5 and d = 0.75 respectively. Fig. 6 demonstrates
the effect of relay location to system sum rate at different
SNR with a fixed feedback bit level of 2. We can find that
the enhanced DF mode always outperforms the selective DF
mode and the OPA w/o SP in any kind of d, and the channel
condition of SR plays a more important role than the channel
condition of RD in general. Besides, We find that the gap
between the system sum rates achieved by the enhanced DF
and the selective DF is larger when |d−0.5| is larger; while the
performance gap between the enhanced DF and the selective
DF is tiny when d = 0.5.
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Solution of the original problem−sum
Dual solution with selective DF−individual
Enhanced DF with2−bit feedback−sum
Enhanced DF with2−bit feedback−individual
Selective DF with2−bit feedback−sum
Selective DF with2−bit feedback−individual
UPA w/o SP−sum
UPA w/o SP−individual
Fig. 4. The sum rate versus the number of subcarriers for the enhanced DF,
selective DF with fixed feedback bit of 2. These curves are obtained with
d = 0.4.
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Fig. 5. The sum rate versus the number of subcarriers and the performance
gap between the schemes with modified idle and selective relaying modes.
We assume that system operates with fixed feedback bit level of 2. The curves
are obtained with d = 0.8.
To exploit the effect of relay location to the system per-
formance, we simulate the sum rate versus relay location d
in Fig. 7. The figure is obtained with the fixed feedback
bit 2 and subcarrier number N = 4. We find that the rate
reaches maximum at about d = 0.45. We also observe that
comparing with the proposed scheme with 2-bit feedback,
the performance loss of the scheme UPA with SP is not very
big at this location, which implies that if none of SR or
RD channels is very poor, or there is no great difference
between the channel conditions of SR and RD, and the
scheme UPA with SP can provide acceptable performance
with N = 4. But if at least one of these channel conditions
is very poor, we’d better dynamically allocate the power and
subcarrier resources, since the proposed algorithm can achieve
remarkable performance gain. In addition, the performance
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Fig. 6. The sum rate versus average SNR for d = 0.25, 0.5, 0.75, with
feedback bits of 2.
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Fig. 7. The sum rate versus the relay location for the enhanced DF and
selective DF with 2-bit feedback when N=4.
loss of scheme UPA with SP increases with the number of
subcarriers due to frequency diversity and more flexibility
in pairing of large N . Fig. 8 and Fig. 9 are obtained with
N = 32, 64 respectively. We observe that the performance
gains of the proposed algorithm are much more remarkable.
The remarkable performance gain results from much more
pairing degree provided by the big subcarrier number. There
is another general trend can be observed from the two figures.
The rate gap between the enhanced DF and the selective DF is
larger when |d− 0.5| is larger. The performance improvement
of the enhanced DF is due to the extra direct-link transmission
in the second phase, since the relay has high possibility to be
idle when S-R or R-D channel is poor because of the large
|d− 0.5|.
VI. CONCLUSION
In this paper, we discuss a limited feedback based joint
power allocation and subcarrier pairing algorithm for the
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Fig. 8. The sum rate versus the relay location for the enhanced DF and
selective DF with 2-bit feedback when N=32.
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Fig. 9. The sum rate versus the relay location for the enhanced DF and
selective DF with 2-bit feedback when N=64.
OFDM DF relay networks with diversity. When the relay
does not forward the received symbols on some subcarriers,
we further allow the source node to transmit new messages
on these idle subcarriers. Both sum power constraint and
individual power constraints for the source and relay nodes
are considered. Since the formulated optimization is a mixed
integer programming problem, we transform it into a convex
problem by continuous relaxation and then solve it in the dual
domain. Simulations show that the proposed algorithms can
achieve considerable rate gain with tractable complexities. It
outperforms several existing schemes under various channel
conditions. The contribution of the extra direct-link transmis-
sion is also clearly demonstrated in the simulation. In addition,
we notice that a negligible performance loss can be achieved
with just a few feedback bits at different levels of SNR values.
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