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This paper deals with various interrelations between strings and surfaces in three dimensional ambi-
ent space, two dimensional integrable models and two dimensional and four dimensional decomposed
SU(2) Yang-Mills theories. Initially, a spinor version of the Frenet equation is introduced in order
to describe the differential geometry of static three dimensional string-like structures. Then its
relation to the structure of the su(2) Lie algebra valued Maurer-Cartan one-form is presented; while
by introducing time evolution of the string a Lax pair is obtained, as an integrability condition.
In addition, it is show how the Lax pair of the integrable nonlinear Schro¨dinger equation becomes
embedded into the Lax pair of the time extended spinor Frenet equation and it is described how
a spinor based projection operator formalism can be used to construct the conserved quantities, in
the case of the nonlinear Schro¨dinger equation. Then the Lax pair structure of the time extended
spinor Frenet equation is related to properties of flat connections in a two dimensional decomposed
SU(2) Yang-Mills theory. In addition, the connection between the decomposed Yang-Mills and the
Gauß-Godazzi equation that describes surfaces in three dimensional ambient space is presented. In
that context the relation between isothermic surfaces and integrable models is discussed. Finally,
the utility of the Cartan approach to differential geometry is considered. In particular, the similari-
ties between the Cartan formalism and the structure of both two dimensional and four dimensional
decomposed SU(2) Yang-Mills theories are discussed, while the description of two dimensional inte-
grable models as embedded structures in the four dimensional decomposed SU(2) Yang-Mills theory
are presented.
PACS numbers: 11.10.Lm, 02.30.Ik, 02.90.+p, 75.10.Pq
I. INTRODUCTION
The immersion of a string in the three dimensional
Euclidean space R3 is a classic subject in differential ge-
ometry [1], [2]. Strings have no intrinsic geometry. They
differ from each other only in the way they twist and bend
in the ambient space. The Frenet equation constructs a
string in R3 entirely from the knowledge of this extrinsic
geometry. The solution describes a dreibein field i.e. a
SO(3) matrix transports along the string, in terms of its
local curvature and torsion; one of the dreibein fields is
tangent to the string, while the other two constitute a
zweibein on the normal planes of the string.
The embedding of a two dimensional Riemann surface
in R3 is an equally classic subject. It is governed by
the Gauß-Codazzi equation [2]-[4]. This equation relates
closely to the concept of integrability. Recall that, in
the case of an embedded pseudosphere [5], the integrable
sine-Gordon equation first appeared as a decomposition
of the Gauß-Codazzi equation. Various other models
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with integrable dynamics have been subsequently inves-
tigated from this perspective [6]-[9]. Of contemporary
interest are different decomposed versions of the Gauß-
Codazzi equation that describe isothermic surfaces, and
their relations to known integrable models in two dimen-
sions [4], [10]-[16]. The connection between integrable
models and loop groups should also be mentioned [13].
However, most Riemann surfaces are neither pseudo-
spheres nor isothermic manifolds. In the general case,
the description of a Riemann surface embedded in R3
continues to remain beyond the realm of the traditional
theory of integrable systems.
Here we are interested in the generic time evolution of
a string in three dimensions. Its time evolution sweeps
a Riemann surface that is embedded in R3. Thus the
Hamiltonian dynamics should fundamentally relate to
the Gauß-Codazzi equation. In fact, the Frenet equation
that describes the string at a fixed time, corresponds to
an auxiliary linear problem in the theory of integrable
models. Moreover, both the nonlinear Schro¨dinger equa-
tion and the modified KdV equation have been exten-
sively studied, in connection of the motion of vortex fil-
aments and other regular string-like structures in three
space dimensions [18]-[22].
Even thought not explicitly addressed here, among the
motivations of the present work is to develop a Hamil-
2tonian dynamics that describes proteins modeled as dis-
crete piecewise linear polygonal chains. A biologically
active protein is in a space filling collapsed phase i.e. it’s
geometry is fractal. Thus standard techniques of em-
bedding theory do not apply. Novel techniques need to
be developed. The present article is a step towards the
pertinent formalism, it addresses regular differentiable
strings with no fractal affiliation, but using formalism
that hopefully enables the description of dynamical frac-
tal string-like objects [23]-[26].
Universality arguments allege that only the Polyakov
action [27] should remain relevant in the high energy limit
of a (relativistic) string. However, at lower energies the
corrections can not be ignored. Such an example is the
extrinsic curvature term [28]. Here we shall be inter-
ested in systematic inclusion of such additional correc-
tions, that describe the bending and twisting motions of
the string. In particular, the relativistic case and the low
energy case is considered when the dynamics becomes
subject to the Galilean invariance [29]. This is because
the corresponding energy functions have many applica-
tions to Physics. Examples include vortex dynamics in
superconductors; fluids and cosmic strings [30]-[38]; poly-
mers, proteins, and their folding dynamics [23]-[26].
Moreover, beyond Physics, the Frenet equation has nu-
merous applications. Examples include robotics, com-
puter graphics and virtual reality, aeronautics and as-
tronautics [39], [40]. In these applications the “gimbal
lock”, a coordinate singularity in Euler angles, often ap-
pears as a nuisance that needs to be overcome. For this,
in lieu of the dreibein Frenet frame description, a quater-
nionic formulation is commonly preferred to describe how
rotation matrices become transported along strings and
trajectories.
Similarly, the isothermic surfaces and, more generally,
isothermal (conformal) coordinate representations of em-
bedded Riemann surfaces are studied extensively; also,
from the point of view of three dimensional visualiza-
tion [11]. There is a wide range of applications such as:
structural mechanics, architecture, industrial design and
so forth [41]. In this setting, a quaternionic representa-
tion of rotations is similarly often advantageous [12].
In this paper a different approach is introduced and
develop in order to describe strings, their time evolu-
tion, and the two dimensional Riemann surfaces that
are swept by this time evolution. Instead of the clas-
sic dreibein or the more flexible quaternionic realization
of the Frenet equation, a string in R3 is represented by
a two component complex spinor. Then the dreibein
Frenet equation becomes a two component spinor Frenet
equation describing the dynamics of a spinor along the
string. This spinor-based representation of a string has
various conceptual and technical advantages over both
the conventional dreibein approach and its quaternionic
modernization. Note that despite its simplicity and ap-
parent advantages, a spinor representation of the Frenet
equation has been studied only sparsely [42], [43].
As an example of the spinor representation of the
Frenet equation we show the relation between the time
evolution of the spinor (that describes a string) to the in-
tegrable hierarchy of the nonlinear Schro¨dinger equation
[44]. In particular, it is explained how a Lax pair that
emerges as a consistency condition of the time dependent
extension of the spinor Frenet equation, can be chosen so
that it coincides with the su(2) Lie algebra valued Lax
pair of the NLSE. That way the conserved charges of the
NLSE hierarchy can be taken as Hamiltonians, governing
the time evolution and computing the energy of a string.
Then the spinor description into a projection operator
formalism is presented. This kind of operator formalism
has been previous utilized extensively, to analyze the in-
tegrable CPN models [45]-[47]. Finally, it is shown how
the conserved charges of the NLSE hierarchy appear from
this formalism.
Next it is shown that the Lax pair emerging from the
spinor description relates in a natural fashion to the flat
connection of two dimensional SU(2) Yang-Mills theory.
Then this relation is studied in terms of a decomposed de-
scription of the Yang-Mills theory [48], [49]. In addition,
the spinor representation of the Gauß-Godazzi equation
and its relation with the decomposed Yang-Mills theory is
presented. Finally, the occurrence of the NLSE equation
and the Liouville equation when the metric tensor and
the second fundamental form are decomposed in a man-
ner that parallels the decomposition of the Yang-Mills
connection, is presented.
We conclude by introducing the Cartan geometry [50]-
[53]. This provides a natural framework for combining
the concept of integrability with strings, two dimensional
surfaces, and Yang-Mills theories. In particular, a de-
composed representation of the four dimensional SU(2)
Yang-Mills theory [54], [55] is investigated and is shown
that it is a universal theory that governs various two di-
mensional integrable models as embedded structures. In
particular, in terms of several examples, is is shown that
two dimensional integrable models can be embedded in
the structure of the decomposed D=4 Yang-Mills.
II. CLASSIC FRENET EQUATION
A. The equation
We start with a review of the classic Frenet equation
[1], [2] that describes the geometry of a class C3 differ-
entiable string x(z) in R3. The parameter z ∈ [0, L] is
generic and L is the length of the string in R3 defined by
L =
L∫
0
dz
√
xz · xz ≡
L∫
0
dz
√
g.
Note that this is the time independent part of the
Nambu-Goto action. Let us assume, for simplicity, that
there are no inflection points i.e. points where the cur-
vature of the string vanishes. An inflection point is not
3generic, a simple inflection point can always be removed
by a small generic deformation of the string.
The string can then be globally framed as follows: The
unit length tangent vector
t =
1√
g
dx(z)
dz
≡ 1||xz || xz (1)
is orthogonal to the unit length bi-normal vector
b =
xz × xzz
||xz × xzz || ,
while the unit length normal vector is given by
n = b× t.
Then, the three vectors (n,b, t) form the right-handed
orthonormal Frenet frame, at each point of the string.
The Frenet equation relates the frames at different
points along the string [1], [2]. Explicitly, it is of the
form
d
dz

nb
t

 = √g

 0 τ −κ−τ 0 0
κ 0 0



nb
t

 (2)
where
κ(z) =
||xz × xzz ||
||xz ||3 (3)
is the curvature of the string on the osculating plane that
is spanned by t and n, and
τ(z) =
(xz × xzz) · xzzz
||xz × xzz||2 (4)
is the torsion of the string.
In this case, if the local scale factor
√
g is determined,
and the curvature and the torsion are known, the frames
can be constructed by solving (2). In addition, the string
can be constructed by solving (1). Note that, this solu-
tion is unique up to rigid translations and rotations of
the string.
Thus, the Frenet equation construct reparametrization
invariant energy functions in terms of the curvature and
the torsion of the string.
In the following let us denote by s ∈ [0, L] the arc-
length parameter, while z denotes a generic parametriza-
tion. The arc-length parameter s measures the length
along the string in terms of the distance scale of the three
dimensional ambient space R3. The change of variables
from a generic parameter z to the arc-length parameter
s is
s(z) =
z∫
0
||xz(z˜)||dz˜.
Accordingly, we consider the effects of infinitesimal local
diffeomorphisms along the string, obtained by deforming
s as follows
s→ z = s+ ǫ(s). (5)
Here ǫ(s) is an arbitrary infinitesimally small function
such that
ǫ(0) = ǫ(L) = 0 = ǫs(0) = ǫs(L).
The Lie algebra of diffeomorphisms (5) of a line segment
in R1 is the classical Virasoro (Witt) algebra.
Next we define a function f(s) with support on the
string to have a weight h akin to the conformal weight,
if f(s) transforms according to
δf(s) = −
(
ǫ
d
ds
+ hǫs
)
f(s) (6)
under the infinitesimal diffeomorphism (5). Since the
three dimensional geometric shape of the string in
R3 does not depend on the way how it has been
parametrized, the embedding x(z) transforms as a scalar
i.e. it has weight h = 0 under reparametrizations. Sim-
ilarly, the curvature (3) and the torsion (4) are scalars
under reparametrizations. Infinitesimally,
δκ(s) = −ǫ(s)dκ
ds
≡ −ǫκs
δτ(s) = −ǫ(s)dτ
ds
≡ −ǫτs.
For the arc-length parameter given by
||xs|| ≡ ||x′|| = 1
the Frenet equation becomes [1]-[3], [39], [40]
d
ds

nb
t

 =

 0 τ −κ−τ 0 0
κ 0 0



nb
t

 . (7)
Note that the framing of the string by the Frenet dreibein
is not unique, i.e. there are many ways to frame a string
[56], [39], [40].
Instead of the zweibein (n,b) any two mutually orthog-
onal vectors (e1, e2) on the normal planes, i.e. planes
that are perpendicular to the tangent vectors t, can be
chosen. Such a generic frame is related to the Frenet
zweibein by a local SO(2) frame rotation around the tan-
gent vector t(s) of the from(
n
b
)
→
(
e1
e2
)
=
(
cos η(s) − sin η(s)
sin η(s) cos η(s)
)(
n
b
)
. (8)
For the Frenet equation this yields
d
ds

e1e2
t

 =

 0 (τ − η′) −κ cos η−(τ − η′) 0 −κ sin η
κ cos η κ sin η 0



e1e2
t

 .
(9)
Next let us introduce the three matrices
T1 =

0 0 00 0 −1
0 1 0

 , T2 =

 0 0 10 0 0
−1 0 0

 , T3 =

0 −1 01 0 0
0 0 0


4that determine the canonical adjoint representation of
so(3) Lie algebra,
[Ta, Tb] = ǫabcTc.
Then the action of the SO(2) frame rotation on κ and τ
is described by
κT2 → eηT3 (κT2) e−ηT3 = κ
(
cos η T 2 + sin η T 1
)
, (10)
τ T3 → (τ − η′)T3. (11)
Observe that (10) and (11) has the same format as the
SO(2) ≃ U(1) gauge transformation of an Abelian Higgs
multiplet. The curvature κ is like a complex valued
“Higgs field” with a real part that coincides with the
T 2 components on (10), and an imaginary part that co-
incides with the T 1 component (or vice versa). Finally,
the torsion τ transforms like the U(1) “gauge field” of
the multiplet.
Let us conclude, by pointing out that the choice
η(s) =
∫ s
0
τ(s˜)ds˜ (12)
that brings about the “τ = 0 ” gauge yields the parallel
transport framing [56]. Unlike the Frenet framing that
can not be defined at an inflection point of the string,
the parallel transport framing can be defined continu-
ously and unambiguously through inflection points and
straight segments [39].
B. Time evolution
Let us proceed with the generic frame (10) and (11) by
setting
τr = τ − η′
κn = κ sin η
κg = κ cosη.
(13)
Then, in the form of a Darboux trie`dre, the Frenet equa-
tion (9) becomes
d
ds


x
e1
e2
t

 =


0 0 0 1
0 0 τr −κg
0 −τr 0 −κn
0 κg κn 0




x
e1
e2
t


≡ Rs


x
e1
e2
t

 . (14)
Accordingly, let us assume that the string x(s) lie on
a surface S which is embedded in R3. This surface is
a putative world-sheet of the string, swept by its time
evolution. Then, the vector e2 can be geometrically in-
terpretred as the unit normal of the surface, so that t
and e1 span its tangent plane at the point x(s). Also,
κg is the geodesic curvature; κn is the normal curvature;
and τr is the relative (geodesic) torsion of the string on
S. Remark: Different choices of η in (9) and (13) corre-
spond to different choices of the surface S. The surface
becomes uniquely determined only once the time evolu-
tion of x(s) is specified.
In analogy with (8) let us introduce a U(1) rotation
with an angle χ of the Darboux trie`dre with the rotation
around the normal vector e2 of the surface S. Thus, it
rotates the zweibein of the tangent plane as follows(
e1
t
)
U(1)−→
(
cosχ − sinχ
sinχ cosχ
)(
e1
t
)
.
Then the Frenet equation (14) transforms to
d
ds


x
e1
e2
t

 χ−→ Rχs


x
e1
e2
t


where the (ij) elements of the matrix Rχs are given by
Rχs (12) = − sinχ
Rχs (14) = cosχ
Rχs (23) = −Rχs (32) = τr cosχ− κn sinχ
Rχs (34) ≡ −Rχs (43) = −τr sinχ− κn cosχ
Rχs (24) = −Rχs (42) = −(κg − χ′),
i.e. the transformation law of the Abelian Higgs multi-
plet. However, in this context the “Higgs field” has as
its real and imaginary components the normal curvature
κn and the geodesic torsion τr, respectively; while the
geodesic curvature κg is like the “gauge field”.
Note that after the rotation by χ, the tangent of the
string points in the direction is equal to
x
′(s) = cosχ t− sinχ e1
while, in analogy with (12), in the frame where
χ(s) =
∫ s
0
κg(s˜)ds˜
the geodesic curvature vanishes. Thus, in this frame the
direction of the string coincides with that of a geodesic
on S.
The preceding proposes us to consider the conse-
quences of extending x(s) into a one parameter family
of strings x(s, t); where t is the time so that x(s, t) deter-
mines a surface which is the world sheet S of the string.
Then the time evolution transports the Frenet frames (7)
along the direction x˙(s, t) on the surface. By complete-
ness of the dreibein, the time evolution is governed by an
equation of the form
d
dt

nb
t

 = Rt

nb
t

 , (15)
5where Rt takes values in the so(3) Lie algebra,
Rt = uT1 + vT2 + wT3 ≡

 0 −w vw 0 −u
−v u 0

 . (16)
Here
u = t˙ · b
v = n˙ · t
w = b˙ · n.
Thus (n,b, t) becomes extended into an orthonormal
dreibein, at each point x(s, t) of the surface.
For strings x(s, t) that are of class C3, the linear prob-
lem (14) and (15) is integrable since the ordering of
derivatives commute
∂
∂s
∂
∂t
=
∂
∂t
∂
∂s
,
leading to the zero curvature condition
Fts ≡ ∂tRs − ∂sRt + [Rs , Rt ] = 0, (17)
which corresponds to the Gauß-Godazzi equation that
describes the embedding of the surface x(s, t) in the am-
bient space R3 [57], [58]. Moreover, we recognize in (17)
the so(3) Lax pair structure.
Indeed, the Frenet equation together with the time evo-
lution equation (15), admits an interpretation as an aux-
iliary linear problem that has a fundamental role in the
theory of integrable models [44].
Let us conclude by showing how the (focusing) inte-
grable nonlinear Schro¨dinger equation
1
i
∂tq = ∂ssq +
1
2
|q|2q (18)
for q(s, t) complex field, can be obtained from (17) in the
case of a string that moves under the influence of the lo-
cal induction approximation (LIA) [59]-[61]. Recall that,
the LIA emerges from the Euler equations as the lead-
ing order self-induced inextensional motion of a vortex
filament in an irrotational fluid [33].
Let us start with the expansion [62]-[63]
∂ x(s, t)
∂t
≡ x˙ = vtt+ vnn+ vbb
that follows from the completeness
∂s∂tx = ∂t∂sx = t˙.
Then the Frenet equation (7) take the form
u = vnτ + v
′
b
v = −vtκ− v′n + vbτ
w = − 1κ [τ(vtκ+ v′n − vbτ) + (vnτ + v′b)′] .
(19)
However, the local induction approximation
x˙ = κb ≡ vbb
simplifies (19) into
u = κ′
v = κτ
w = τ2 − 1κκ′′.
By demanding that the Lax pair (Rs,Rt) obeys (17) i.e.
derivatives commute, the following conditions are derived
κ˙ = −(κτ)′ − κ′τ
τ˙ =
(
κ′′−κτ2
κ
)′
+ κ′κ.
(20)
Finally, by introducing the Hasimoto variable [18]
q(s, t) = κ(s, t)ei
∫
sτ(u,t)du
the zero curvature condition (20) becomes equivalent to
(18).
III. SPINOR FRENET EQUATION
In this section, the classic Frenet equation of a string is
described in terms of spinors. Let us start by introducing
a two complex component spinor along the string i.e.
ψ : [0, L]→ C2 ; ψ =
(
z1
z2
)
. (21)
In addition, the conjugate spinor ψ¯ is obtained by acting
the “charge conjugation” operation C on ψ:
Cψ = −iσ2ψ⋆ = ψ¯, (22)
where σˆ = (σ1, σ2, σ3) are the standard Pauli matrices.
In terms of the spinor components, the charge conjuga-
tion amounts to
zα
C−→ −ǫαβ z⋆β
where ǫ12 = 1 and ǫαβ = −ǫαβ. Also, note that
C2 = −I.
Next, we introduce the normalization condition
ψ†ψ ≡ < ψ,ψ >= 1 =< ψ¯, ψ¯ >= ψ¯†ψ¯ (23)
so that ψ maps the string onto a complex two-sphere; in
accordance with the orthonormality condition
< ψ , ψ¯ >= 0.
Thus, the following completeness exists
|ψ >< ψ|+ |ψ¯ >< ψ¯| = ψαψ†β + ψ¯αψ¯†β = Iαβ
leading to the differential equation
∂sψ = < ψ, ∂sψ >ψ + < ψ¯, ∂sψ >ψ¯. (24)
6By defining the complex valued curvature as
κc = κg + iκn = 2< ψ¯, ∂sψ > (25)
and the real valued torsion as
τr = 2i < ψ, ∂sψ > (26)
equation (24) transforms to
∂sψ = − i
2
τrψ +
κc
2
ψ¯, (27)
the so-called spinor Frenet equation. So, for given
(κc , τr), the spinor ψ can be constructed along the string.
Additionally, from the spinor ψ the unit length vector
t =< ψ, σˆψ > = − < ψ¯, σˆψ¯ > (28)
can be obtained in order to evaluate the string x(s), by
identifying s as the proper-length parameter and by in-
tegrating
dx
ds
= t(s) ≡ < ψ, σˆψ > . (29)
Thus, the string is determined uniquely up to a global
rotation and a global translation.
The normalization condition (23) can be relaxed. By
assuming
< ψ,ψ >=< ψ¯, ψ¯ >=
√
g(s)
the unit length vector takes the form
t =
1√
g(s)
< ψ, σˆψ > .
By comparing with (1) the following correspondence oc-
curs
√
g ≃ ||xz || = √g.
Thus, re-defining the normalization of the spinors by
|ψ >→ (g)−1/4|ψ >
which effectively sends
√
g→ 1, corresponds to the choice
of arc-length parameterization along the string.
IV. FRENET FRAMES FROM SPINORS
In what follows, the relation between the classic version
and the spinor version of the Frenet equation is studied
in detail. Consider the local U(1) rotation
ψ → eiϕψ, ψ¯ → e−iϕψ¯. (30)
Then the complex curvature defined in (25) becomes
κc → e2iϕκc (31)
while the torsion (26) transforms to
τr
ϕ−→ τr − 2 ∂sϕ. (32)
In this case, both the vector t defined by (28) and the
string x(s) obtained from (29) remain invariant under
the U(1) rotation (30)-(32).
In addition of t, let us introduce the two complex vec-
tors
e+ =
1
2
(e1 + i e2) =
1
2
< ψ¯, σˆψ > ≡ 1
2
ψ¯†σˆψ (33)
e− =
1
2
(e1 − i e2) = 1
2
< ψ, σˆψ¯ > ≡ 1
2
ψ†σˆψ¯ (34)
where e1 and e2 are the real and imaginary parts of e±,
respectively. A direct computation shows that
ei · ej = δij , ei · t = 0
and
(e1 × e2) · t = 1.
Thus (e1, e2, t) is a right-handed orthonormal system. In
particular, (e1, e2) span the normal planes of the string
that is obtained by integration of (29).
The local U(1) rotation (30) brings about the frame
rotation
e± → e±2iϕe±
and a direct computation using the definitions (25), (26),
(33) and (34) leads to the following system
∂se+ =
∂st =
−iτre+ − 12κct
4 (κce+ + κ
⋆
ce−) .
(35)
This coincides with the general frame (Darboux) equa-
tion (14) when κc is given by (25). Note that different
choices of ϕ correspond to different choices of embedding
surfaces.
To complete the interpretation of the Frenet frames
(7) in terms of spinors, introduce the following (local)
coordinate representation of the components of spinor
(21):
z1 = cos
ϑ
2
eiφ1 , z2 = sin
ϑ
2
eiφ2 . (36)
Then the tangent vector of the string (28) using (36) gives
t =

cosφ− sinϑsinφ− sinϑ
cosϑ

 (37)
where
φ± = φ2 ± φ1.
7In addition, by introducing the unit vectors
u =

cosφ− cosϑsinφ− cosϑ
− sinϑ

 , v =

− sinφ−cosφ−
0

 (38)
and substituting (36) in (33) and (34) one obtains
e± =
1
2
e±iφ+(u± iv). (39)
Furthermore, (37) becomes
∂st = ∂sϑu + sinϑ∂sφ− v.
while, similarly to (7), one gets
(∂sϑ) u + sinϑ∂sφ− v = κn. (40)
Here κ is the (geometric Frenet) curvature and n is the
normal vector of the string while,
κ2 = κcκ
⋆
c = κ
2
g + κ
2
n = (∂sϑ)
2 + sin2ϑ (∂sφ−)
2 .
On the other hand, using the complex curvature (25) in
the parametrization (36) leads to
κc = 2 (z1∂sz2 − z2∂sz1) = eiφ+ (∂sϑ+ i sinϑ∂sφ−) .
(41)
Due to (25) and (35) the Frenet framing of the string
is specified by demanding that κc is real. Thus,
< ψ¯, ∂sψ > − < ψ, ∂sψ¯ > = 0.
In terms of (36) this reads
sinφ+
dϑ
ds
+ cosφ+ sinϑ
dφ−
ds
= 0.
The U(1) rotation (30) with the choice
2ϕ = −φ+ (42)
implies that (41) transforms to
κc → ∂sϑ+ i sinϑ∂sφ−
and due to the choice of the phase φ one obtains that
κg ≃ ∂sϑ, κn ≃ sinϑ∂sφ−.
This can be interpreted as follows: Take ϑ(s) and φ−(s)
to be the coordinates on a two-sphere S2R with radius R.
Assume this sphere osculates the string at the point x(s),
in such a manner that the tangent of the string becomes
parallel with the tangent of a great circle of the sphere.
At the point of contact the value of R then coincides with
the inverse of the curvature κ(s) of the string. However,
the great circle is a geodesic of S2R and s is the proper
length parameter so
1
R2
= (∂sϑ)
2 + sin2ϑ (∂sφ−)
2 = κ2.
By orienting the osculating two-sphere so that the oscu-
lating great circle coincides with the equator ϑ = π/2
of the sphere, the vectors (38) coincide with the Frenet
frame normal and bi-normal vectors, respectively. In par-
ticular, along the equator ϑ = π/2 (is constant) so (40)
implies
∂sφ− u = κn =
1
R
n ≡ κnn (43)
since κg = 0 for a geodesic.
In addition, the torsion (26)
1
2i
τr =< ψ, ∂sψ >= z
⋆
1∂sz1 + z
⋆
2∂sz2
in terms of the parametrization (36) becomes
τr = cosϑ∂sφ− − ∂sφ+ (44)
while the U(1) rotation (42) gives
τr = cosϑ∂sφ−.
Thus, for a path along the equator (43) there is no tor-
sion. With this choice of phase ϕ, the torsion τr coincides
with the U(1) invariant “super-current”
j = τr− i
2
{
z⋆1∂sz1 − z1∂sz⋆1
z1z⋆1
+
z⋆2∂sz2 − z2∂sz⋆2
z2z⋆2
}
. (45)
As a consequence it appears natural to identify j with
the Frenet frame torsion τ of the string.
V. MAURER-CARTAN RELATIONS
Let us start by noting that (41) can be interpreted as
the pull-back of the complex valued one-form
κc = ib− = e
iφ+ ( dϑ+ i sinϑ dφ−) (46)
to the surface S that is determined by x(s, t). Similarly,
(44) can be interpreted as the pull-back of the real valued
one-form
τr = −a = cosϑ dφ− − dφ+ (47)
to this surface. Equation (47) can be identified as the
Dirac monopole connection one-form, by interpreting
(ϑ, φ−) as the local coordinates of the base S
2 and φ+
as the coordinate of the U(1) fibre.
Let g be the SU(2) matrix defined as
g =
(
z1 −z¯2
z2 z¯1
)
(48)
such that
gσ3g
−1 = t · σ ≡ tˆ (49)
g σ±g
−1 ≡ 1
2
g (σ1 ± iσ2) g−1 = e± · σ ≡ eˆ±. (50)
8Then, the matrices (eˆ±, tˆ) obey the su(2) Lie algebra
[ tˆ , eˆ± ] = ±2eˆ±, [ eˆ+ , eˆ− ] = tˆ. (51)
Note that the matrix tˆ is defined up to a h ∈ U(1)⊂SU(2)
multiplication of g from the right. I.e. for
g
h−→ gh, h = eiϕ σ3 (52)
one obtains that
tˆ
h−→ ghσ3h−1g−1 ≡ tˆ. (53)
In addition,
eˆ±
h−→ ghσ±h−1g−1 = e±2iϕeˆ±. (54)
Note that (54) coincides in form with (39), by identifying
φ+ ≃ 2ϕ.
Next, let us arrange the components of the vectors
(e±, t) into elements of a SO(3) matrix i.e.
Oia def= (ea1 , ea2 , ta)
which relates the local basis of the Lie algebra at unity
to the Lie algebra basis at the point g on SU(2) since
(σ±, σ3)
g−→ Oiaσa = (eˆ±, tˆ ).
But Oia define the components of the dreibein, thus
the corresponding Levi-Civita connection one-form ωi
j
is subject to the Cartan structure equation
dOi + ωijOj = 0.
In terms of (e±, t) this becomes
de± =<t, de±> t+ 2<e±, de±> e±
dt = −2<t, de+> e− − 2<t, de−>e+.
By identifying
a = −2i<e+, de+>= −i tr
(
σ3g
−1dg
)
=−i tr (σ3R)
(55)
b± = ±2i<e±, dt>=−2itr
(
σ∓g
−1dg
)
=−2itr (σ∓R)
(56)
where
R = g−1dg (57)
is the connection one-form, one gets the (right) Maurer-
Cartan form
dR + [R,R] = 0. (58)
In terms of the local coordinates (36) we confirm that
(56) and (55) coincide with the one-forms (46) and (47),
respectively. In particular, the U(1) rotation (54) and
(53) reproduced (31) and (32) since
b±
h−→ e∓2iϕb±
a
h−→ a+ 2dϕ.
(59)
Thus a and b± can be combined into the single SU(2)
Maurer-Cartan form R by setting
− 2iR = −2i g−1dg = a σ3 + b+σ+ + b−σ−. (60)
Alternatively, in terms of the (left) Maurer-Cartan
form
L = dg g−1 = gRg−1 (61)
one gets
dL+ [L,L] = 0
where
− 2iL = a tˆ+ b+eˆ+ + b−eˆ− = a tˆ + 1
2i
[ dtˆ , tˆ ]. (62)
VI. LAX PAIR
A. Non-linear Schro¨dinger equation (NLSE)
In this section, the construction of the Lax pair for the
nonlinear Schro¨dinger equation [44]
1
i
∂tq = ∂ssq − 2λ|q|2q (63)
is reviewed and then its connection with the Frenet equa-
tion is presented.
The NLSE Hamiltonian is
H3 =
∫
ds
(∣∣∣∣∂q∂s
∣∣∣∣
2
+ λ|q|4
)
(64)
where q is a complex variable. The Poisson brackets that
determine the time evolution are
{q(s), q(s′)} = {q¯(s), q¯(s′)} = 0
{q(s), q¯(s′)} = iδ(s− s′).
The NLSE is an integrable equation and its Lax pair
(U, V ) is defined by
U = U0 + ξU1 (65)
where ξ is a complex spectral parameter and
U0 =
√
λ
(
0 q¯
q 0
)
=
√
λ (q¯σ+ + qσ−) (66)
U1 =
1
2i
(
1 0
0 −1
)
=
1
2i
σ3. (67)
9In addition,
V = V0 + ξV1 + ξ
2V2
where
V0 = i
√
λ
(√
λ|q|2 −∂sq¯
∂sq −
√
λ|q|2
)
= iλ|q|2σ3 − i
√
λ (∂sq¯ σ+ − ∂sq σ−) (68)
and
V1 = −U0, V2 = −U1. (69)
The integrability of NLSE is an outcome of the over-
determinacy of the auxiliary linear equations
∂
∂s
(
f1
f2
)
= U(s, t, λ)
(
f1
f2
)
(70)
∂
∂t
(
f1
f2
)
= V (s, t, λ)
(
f1
f2
)
(71)
due to the compatibility condition
∂
∂s
∂
∂t
(
f1
f2
)
=
∂
∂t
∂
∂s
(
f1
f2
)
provided that the Lax pair (U, V ) comprises the compo-
nents of a flat SU(2) connection
Fts = ∂tU − ∂sV + [U, V ] = 0. (72)
See also (17).
To sum up, when the explicit representations (66)-(69)
are substituted in (72) the NLSE (63) occurs; while when
q obeys the NLSE, the Lax pair (U, V ) is a flat SU(2)
connection.
B. Majorana realization of Frenet equation
Next, the relation between the Lax pair (U, V ) of the
NLSE and the spinor Frenet equation (27) is studied. To
do so the spinor Frenet equation is combined with its
conjugate equation
∂sψ¯ =
i
2
τrψ¯ − κ
⋆
c
2
ψ (73)
into a single equation. This can be done by merging the
two spinors into a four-component (conjugate) spinor of
the form
Ψ =
(−ψ¯
ψ
)
. (74)
This four-spinor is subject to the Majorana condition:
i.e. under the charge conjugation (22) transforms as
CΨ =
(
ψ
ψ¯
)
= iσ2Ψ ≡
(
0 1
−1 0
)(−ψ¯
ψ
)
.
Here the Pauli matrices σa act in the two dimensional
space of the spinor components of Ψ. In terms of the
Majorana spinor Ψ, the spinor Frenet equations (27) and
(73) combine to
∂sΨ =
i
2
(
τrσ3 − iκ⋆cσ+ + iκcσ−
)
Ψ.
By using the relations (46), (47) and the identification
Maurer-Cartan one-form (60) this becomes
(∂s + g
−1∂sg)Ψ ≡ (∂s +Rs)Ψ = 0 (75)
where Rs denotes the s-component of the right Maurer-
Cartan form (57). Observe that in terms of the SU(2)
transformed spinor
Ψg = g
−1Ψ (76)
the equation (75) changes into
∂sΨg = 0.
Thus the spinor Ψg(s) is constant along the string x(s).
On the tangent vector (28) the SU(2) rotation (76) acts
as follows
t =

cosφ− sinϑsinφ− sinϑ
cosϑ

 g−1−→

00
1

 .
This means that (76) determines a spatial SO(3) frame
rotation, which at each point x(s) of the string orients the
Cartesian coordinates so that the tangent vector points
along the positive z-axis. Similarly, the vectors (38) that
span the normal plane of the string transform like
u+ iv
g−1−→ eiϕ

1i
0

 . (77)
Here the choice of ϕ(s) specifies a frame on the normal
planes. If the local frame is chosen so that the direction
of the vector u in (77) at each point coincides with the
direction of the Frenet frame normal vector along the
string, the continuum version of the co-moving framing
is obtained [24].
C. Lax pair for the Frenet equation
Following (15), a one parameter family of string x(s, t)
is considered with t being time so that x(s, t) describes
the time evolution of the string. By completeness, in
terms of the Majorana spinor (74), its time evolution is
described by the equation
(∂t +Rt)Ψ = 0. (78)
Here Rt(s, t) is su(2) Lie algebra valued i.e. it is a linear
combination of Pauli matrices σa of the form
Rt(s, t) = α(s, t)σ1 + β(s, t)σ2 + γ(s, t)σ3
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where (α, β, γ) are coefficients.
In analogy with (70) and (71) the linear system (75)
and (78) is over-determined. Its integrability yields to
the zero-curvature condition
Fts ≡ ∂tRs − ∂sRt + [Rs , Rt ] = 0 (79)
implying that (Rs, Rt) is a flat two dimensional SU(2)
connection one-form. Note that (Rs, Rt) can be consid-
ered as the Lax pair of the spinor Frenet equation; i.e.
the Gauß-Codazzi equation that governs the embedding
of the surface x(s, t) in the ambient R3.
D. Relation between NLSE and Frenet Lax pairs
In what follows, solution of equation (79) is con-
structed which relates the string and the NLSE. Due to
(46) and (47) the relative torsion and the complex curva-
ture can be combined into the (putative) right Maurer-
Cartan form as
− 2iRs = τrσ3 + iκcσ+ − iκ⋆cσ−. (80)
Next introduce the U(1) transformation a.k.a. frame ro-
tation of the string (52) which acts on Rs by sending
κc
h−→ e−2iϕκc
τr
h−→ τr + 2∂sϕ.
(81)
Here ϕ is chosen
ϕ = −1
2
∫ s
0
ds′ {τr(s′) + ξ} (82)
such that the first term implements the gauge transfor-
mation i.e. frame rotation from the generic Darboux
frame to the parallel transport frame (12); while ξ is the
putative complex spectral parameter.
Then the U(1) transformation (81) sends
Rs
h−→ Rhs
where
Rhs =
ξ
2i
σ3 − κc
2
ei
s∫
{τr(s
′)+ξ}σ+ +
κ⋆c
2
e−i
s∫
{τr(s
′)+ξ}σ−.
By introducing the Hasimoto variable
√
λ q¯ = −κc
2
ei
s∫
{τr(s
′)+ξ} (83)
one obtains
Rhs =
ξ
2i
σ3 +
√
λ q¯ σ+ +
√
λ q σ−, (84)
i.e. the U Lax operator of the NLSE (65).
In addition, the Lax operator Rt can be obtained, by
simply identifying it with the V0 Lax operator of the
NLSE (68), that is,
Rt = iλ|q|2σ3 − i
√
λ (∂sq¯σ+ − ∂sqσ−) .
Thus, the integrability condition (79) is satisfied for q be-
ing a solution of the NLSE (63). Therefore, an embedding
of the NLSE Lax pair in the Lax pair of the spinor Frenet
equation is derived. In particular, the NLSE determines
the time evolution of the string.
We conclude, by pointing out that the complex spec-
tral parameter ξ can be interpreted as a parameter for a
family of loops in the group manifold, determined by
g(s) 7→ g(ξ, s)
with
R(ξ, s) = g−1(ξ, s) dg(ξ, s).
The real part of ξ parameterizes a gauge transformation
i.e. a rotation of the parallel transport frame, that pro-
ceeds linearly in the arc-length parameter s. The imagi-
nary part of ξ corresponds to a Weyl transformation (5)
and (6) i.e. a rescaling of the string that similarly pro-
ceeds linearly in the arc-length parameter.
VII. STRING HAMILTONIANS
Once a Lax pair of an integrable model is known, the
conserved charges can be constructed. The procedure is
standard, it utilizes an expansion in the spectral param-
eter and has been studied in detail in [44]. In particular,
an infinite number of string Hamiltonians can be con-
structed from the Lax pair (Rs, Rt) of the spinor Frenet
equation (obtained from the NLSE Lax pair).
More generally, any SU(2) Lax pair of a one dimen-
sional integrable model can be utilized to construct a
time evolution of a string. To do so, equations (79) and
(80) can be used to identify (Rs, Rt) in the spinor Frenet
equations (75) and (78) in terms of the Lax pair of the
given integrable model, similar to the NLSE case.
In what follows it is shown how string Hamiltonians
in the NLSE hierarchy can be obtained alternatively, us-
ing a formalism of projection operators; introduced origi-
nally in the integrable CPN models. Note that the spino-
rial approach to strings engages locally the structure of
S2 × S1. Since S2 ≃ CP1, the connection between the
projection operator formalism of the CP1 model and the
spinor Frenet equation can be explored.
A. Projection operators
Let us start with the component representations (21)
and (22). Using the matrix g ∈ SU(2) of (48) one can
easily show that
ψ = g
(
1
0
)
, ψ¯ = g
(
0
1
)
.
Then, the projection operator can be defined as
P = |ψ><ψ| ≡ ψ⊗ψ† = g
(
1 0
0 0
)
g−1
11
which has been utilized widely, in the context of CP1
(more generally CPN ) model [45]-[47].
In addition, introduce the complemental projection op-
erator
P¯ = |ψ¯>⊗<ψ¯| ≡ ψ¯⊗ψ¯† = g
(
0 0
0 1
)
g−1.
The projection operators satisfy the following identities
P2 = P,
P¯2 = P¯,
P P¯ = P¯ P = 0,
P+ P¯ = I.
Finally, introduce the nilpotent operators
Q = |ψ>⊗<ψ¯| ≡ ψ⊗ψ¯† = g
(
0 1
0 0
)
g−1
Q¯ = |ψ¯>⊗<ψ| ≡ ψ¯⊗ψ† = g
(
0 0
1 0
)
g−1
where
Q2 = Q¯2 = 0.
The Q and Q¯ exchange the spinors since
Q ψ¯ = ψ,
Qψ = 0,
Q¯ψ = ψ¯,
Q¯ ψ¯ = 0.
Also the projection and nilpotent operators are related
through the relations
Q¯Q = P¯,
QQ¯ = P,
QP = P¯ Q = 0,
Q P¯ = PQ = Q.
In terms of the su(2) Lie algebra generators (51), one
can set
P− P¯ ≃ tˆ (85)
Q ≃ eˆ+ (86)
Q¯ ≃ eˆ− (87)
and note that the U(1) transformations (30) and (52)
leads to
Q
ϕ−→ e2iϕQ (88)
Q¯
ϕ−→ e−2iϕQ¯ (89)
while the projection operators P and P¯ remain intact un-
der the U(1) transformation.
Then the following relations between the derivatives
of these operators and the left Maurer-Cartan form (61)
exist
(P− P¯)s = [L , P− P¯ ] = κceˆ− + κ⋆c eˆ+, (90)
Qs = [L , Q ] = −iτreˆ+ − κc
2
tˆ, (91)
Q¯s = [L , Q¯ ] = iτreˆ− − κ
⋆
c
2
tˆ (92)
which, due to (85)-(87), can be identified as the spinor
Frenet equation, in the dreibein Darboux format (35).
By defining the L-covariant derivative
DL = ∂s − [L , ]
one can re-write the spinor Frenet equation compactly as
DL(P− P¯) = 0
DLQ = 0
DLQ¯ = 0.
Furthermore, since (eˆ±, tˆ) span the su(2) Lie algebra, we
(90)-(92) can be reverted so that L can be represented in
terms of the operators (85)-(87) as
i
4
[P− P¯ , (P− P¯)s] + i
2
[Q , Q¯s ] +
i
2
[ Q¯ , Qs ] (93)
= −τr (P− P¯) + iκ⋆cQ− iκcQ¯
≡ −τr tˆ+ iκ⋆c eˆ+ − iκceˆ−
≡ a tˆ+ b+eˆ+ + b−eˆ−
≡ −2iL. (94)
Since the left Maurer-Cartan form L relates to (84) by
a combination of the gauge transformations (61), (81)
and (82) one of the two Lax pair operators of NLSE is
obtained.
The other Lax pair operator of NLSE is obtained as
follows: First observe that
Pss =
1
2
[
D¯sκ
⋆
cQ+DsκcQ¯− |κc|2(P− P¯)
]
(95)
where the covariant derivative is given by
Ds = ∂s + iτr.
By introducing the U(1) gauge transformation (59), (88),
(89), the operator (95) is gauge invariant. Thus, by
choosing
ϕ = −1
2
∫ s
τr(s
′)ds′
i.e. using the parallel transport frame, one gets the ex-
plicit representation
Pss =
1
2
[
∂sκ
⋆
c eˆ+ + ∂sκceˆ− − |κc|2tˆ
]
. (96)
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Similar to the case of (94), recalling (83), the left Maurer-
Cartan realization of the second NLSE Lax pair operator
is obtained. Explicitly, by applying the U(1) transforma-
tion (81) to (96) and using the identification (83) leads
to
Pss
h−→ Phss
where
Phss = −
i
2
√
λ∂sq¯ σ+ +
i
2
√
λ∂sq σ− − 1
2
λ|q|2σ3
≡ i
2
V0
i.e. equation (68).
B. Hamiltonians
From the previous subsection, we conclude that the
NLSE Lax operators and the conserved quantities in the
NLSE hierarchy can be constructed in terms of the two
operators (94) and (96). However, in generic Frenet
frame, the Lax pair constitutes the two operators (93)
and (95). Thus, the conserved charges can be expected
to be combinations of the projection operators P, P¯; the
exchange operators Q, Q¯; and their (covariant) deriva-
tives. Next, we proceed to elaborate on the relations,
beyond the Lax pair.
An example of a familiar Hamiltonian density is the
“number operator” in the NLSE hierarchy i.e. Heisen-
berg spin chain Hamiltonian
H2 = tr {PsPs} = 1
2
|κc|2 = 1
2
∂st · ∂st. (97)
Using (27) and (26), this can be further presented as
H1 = 1
2
∣∣∣∣(∂s + i2τr)ψ)
∣∣∣∣
2
=
1
2
∣∣(∂s− <ψ†, ∂sψ>)ψ∣∣2
i.e. the Hamiltonian of the CP1 model.
Another familiar example is the NLSE Hamiltonian
given by
H3 = tr {PssPss} = 1
2
|Dsκc|2 + |κc|4 . (98)
The following manifestly U(1) gauge invariant “Lax”
pair operators have been considered in the context of the
CP1 model [47]:
L(λ) = 2
[∂sP , P]
1 + λ
≡ L
1 + λ
(99)
L¯(λ) = 2
[∂sP¯ , P¯]
1 + λ
≡ L¯
1 + λ
. (100)
In terms of the exchange operators
L = κcQ¯ − κ⋆cQ
and using the properties of the projection and exchange
operators, it can be shown that
1
2
L2n = (−1)n|κc|2n I
tr
(
L2n+1
)
= 0.
Thus not all conserved charges in the NLSE hierarchy
can be obtained from (99) and (100). In particular, the
NLSE Hamiltonian (98) can not be presented in terms of
polynomials of these operators which means that deriva-
tives of L also need to be introduced:
Ls = Dsκc Q¯− (Dsκc)⋆Q.
Then
1
2
L2ns = (−1)n|Dsκc|2n I
tr
(
L2n+1s
)
= 0.
In this case, using combinations of L and Ls various
U(1) gauge invariant and conserved densities can be con-
structed.
For example, the NLSE Hamiltonian (98) can also be
presented as
H3 I = −1
2
L2s + γ L
4
where γ is a parameter while the number operator (97)
becomes
H1 I = −1
4
L2.
Furthermore, in analogy with (99) by introducing the
U(1) gauge invariant operator
T = [Ls , L ]
the gauge invariant conserved momentum density of the
NLSE hierarchy
T = 8iH2
(
P¯− P)
is derived. Thus, the conserved momentum density can
be presented as follows
H2 I = i
8
{
PT− TP¯}
= −1
4
{
τr|κc|2 − 1
2
(κc∂sκ
⋆
c − ∂sκcκ⋆c)
}
.
Recall that the U(1) invariant “super-current” that ap-
pears
J = τr − 1
2
κc∂sκ
⋆
c − ∂sκcκ⋆c
|κc|2
is akin to the super-current introduced in (45).
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The above construction does not exhaust the full set of
conserved charges of the NLSE hierarchy. In particular,
for the conserved helicity (which can not be derived from
the standard NLSE Lax pair) one concludes that
QsQ = −κc
2
Q
PsP =
κc
2
Q¯,
leading to the equation
[P,Qs] = −iτrQ.
That way the helicity density can be derived since
H−2 =
{
Q¯ ,Qs
}
= −iτr I. (101)
Its integral is a conserved quantity in the NLSE hierarchy,
and also invariant under the U(1) frame rotation (32)
provided that
ϕ(0) = ϕ(L) = 0.
It is notable that a gauge transformation such as (82),
does not preserve helicity.
Finally, let us point out that the length of the string
L =
∫ L
0
ds
√
x˙ · x˙ ≡
∫ L
0
dsH−1
also appears as a conserved charge in the NLSE hierarchy,
albeit it can not be derived from the NLSE Lax pairs. Its
density can be identified e.g. with
H−1 ≃ P+ P¯.
Note that H−1 relates intimately to the Nambu action,
and thus to the Polyakov action of a relativistic string.
More generally, a combination ofH−1 andH1 introduced
in (97) constitutes the essence of Polyakov’s rigid string
action [28].
VIII. DECOMPOSING LAX PAIR
In what follows let us consider a generic Riemann sur-
face in S ∈ R3. In the sequel, (u, v) denote generic coor-
dinates on the Riemann surface. Two components of the
su(2) Lie algebra valued right Maurer-Cartan form the
following currents
Ru = g
−1∂ug, Rv = g
−1∂vg
which satisfy the Lax pair. However, for a flat connection
the zero-curvature condition (79) becomes an identity,
and there is no equation left to be satisfied. In order
to construct a Lax pair yielding an integrable system, a
Maurer-Cartan form needs to be deformed.
A. Abelian Higgs Model
Let us start with the following decomposition of a
generic two-dimensional SU(2) Yang-Mills connection
[48]
Aaα = Cαn
a+ǫabc∂αn
bnc+ρ1∂αn
a+ρ2ǫ
abc∂αn
bnc (102)
where α = 1, 2 correspond to u, v; C is a two-component
one-form; and
ρ = ρ1 + iρ2
is a complex field. Note that for ρ = 0 and C identi-
fied with (55), the decomposition (102) becomes a left
Maurer-Cartan form, e.g. like (62). In particular, a
nontrivial multiplet (Cµ, ρ) specifies a deformation of the
Maurer-Cartan form.
We first argue that (102) is a complete decomposition
of the two dimensional SU(2) connection. To see that
simply observe that in the l.h.s of (102) there are six real
valued field degrees of freedom. On the other hand, in
the r.h.s. decomposition there are: two real field degrees
of freedom in the complex field ρ; two in the one-form
C; and two in the unit vector na. Thus the number of
field degrees of freedom match. A detailed proof of the
completeness is presented in [57].
Note that under the gauge transformation around the
direction of n
h = exp{iθn · σ}
the functional form (102) remains intact when redefining
Cα
h−→ Cα + 2∂αθ
ρ
h−→ e−2iθρ.
This follows due to the property of the decomposition
under a gauge transformation. Thus (C, ρ) comprises an
Abelian Higgs multiplet.
In accordance with (49) let us introduce a g ∈ SU(2)
matrix defined by
nˆ = g σ3g−1 (103)
so that the decomposition (102) can be written as
A = g
(
Cσ3 + iRdiag + ρ1[R, σ
3]− iρ2Roff
)
g−1 − iL.
(104)
Here Rdiag is the diagonal part, Roff is the off-diagonal
part of the right Maurer-Cartan form R and, L is the left
Maurer-Cartan form of g. Thus the decomposed connec-
tion (104) is gauge equivalent to
B = Cσ3 + iRdiag + ρ1[R, σ
3]− iρ2Roff .
We remark that g is not unique, there is the U(1) lati-
tude (52) and (53) which leaves (103) invariant under the
following right multiplication
g → g eiθσ3 .
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Note that, using the local coordinate parametrization
n =

cosϕ sinϑsinϕ sinϑ
cosϑ

 (105)
and introducing the notation (46), the off-diagonal com-
ponents of B take the form
B± = (ρ1 ± iρ2) (dϑ∓ i sinϑdϕ) ≃ (ρ1 ± iρ2) b±.
(106)
Thus (102) is gauge equivalent to the deformation of the
right Cartan form
R→ A
where
R = aσ3 + b+σ
+ + b−σ
−
A = Cσ3 + ρ b+σ
+ + ρ⋆b−σ
− ≡ Cσ3 +B+σ+ +B−σ−.
Then the action of the U(1) rotation on its components
is of the form
A
eiθσ
3
−→ (C + 2dθ)σ3 + e2iθB+σ+ + e−2iθB−σ−. (107)
By substituting (102) in the curvature two-form
F aαβ = ∂αA
a
β − ∂βAaα + ǫabcAbαAcβ
one gets
F aαβ = n
a (Gαβ − [1− ρρ¯]Hαβ)
+ {(∂αρ1 − Cαρ2)∂βna − (∂βρ1 − Cβρ2)∂αna}
+ ǫabcnb {(∂αρ2 + Cαρ1)∂βnc − (∂βρ2 + Cβρ1)∂αnc}
(108)
where
Gαβ = ∂αCβ − ∂βCα
Hαβ = ǫabcn
a∂αn
b∂βn
c
and
Dαρ = (∂α + iCα)ρ
= (∂αρ1 − Cαρ2) + i(∂αρ2 + Cαρ1).
But the curvature (108) of the Lax pair of an integrable
system must vanish
F aαβ = 0
which leads to the system of equations
Gαβ − (1− ρ¯ρ)Hαβ = 0
Dαρ = 0. (109)
The above equations have the form of the Bogomolny
equations [64]-[66] for the energy function of the Abelian
Higgs Model on a Riemann surface with metric
gαβ =
∫
S
√
g dudv
{
1
4
G2αβ + |Dαρ|2 + (1 − |ρ|2)2
}
.
Vortex solutions to these equations in the background of
a given Riemann surface have been studied extensively
in [66]-[72], to which we refer to explicit constructions.
Here it suffices to make the following remarks: Assume
that x(u, v) describes the points on the surface of S ∈ R3,
and that the two tangent vector fields ∂ux and ∂vx are
linearly independent. Let us identify n as the normal
vector of S
n =
xu × xv
||xu × xv|| ,
which defines the Gauß map
n : S 7→ S2. (110)
Then
∂un× ∂vn = 1
2
R∂ux× ∂vx ≡ K ∂ux× ∂vx (111)
where R is the scalar curvature which is twice the
Gaußian curvature K of S.
Next let us introduce the zweibein field eiα,
δije
i
αe
j
β = gαβ = δµν∂αx
µ∂βx
ν (µ, ν = 1, 2, 3)
where gαβ is the induced metric. For the spin connection
ωiαj first define
ωα =
1√
g
δije
i
αǫ
βγ∂γe
j
β
and then set
ωiαj = ωαǫ
i
j .
Note that then the Gauß map, the spin connection and
the scalar curvature of S are related since
1
2
ǫabcǫ
αβna∂αn
b∂βn
c = ǫαβ∂αωβ =
1
2
√
g R.
Now by considering the combined Weyl transformation
and SO(2) rotation such that
eiα 7→ e 12φejα
(
δij cos
θ
2
− ǫij sin θ
2
)
(112)
the metric tensor, the spin connection and the scalar cur-
vature of S transform to
gαβ 7→ eφgαβ
ωα 7→ ωα +√g ǫβα∂βφ+ ∂αθ
R 7→ e−φ(R+∆gφ)
where
∆g = − 1√
g
∂α(
√
ggαβ∂β)
is the Laplacian on S.
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Finally, let us write the first equation (109) as
G =
1
2
(1− ρρ¯)√gR (113)
and assume that the surface S is closed. By integrating
(113) over the surface one gets
Ch1[C]
def
=
1
2π
∫
S
G
=
1
4π
∫
S
√
gR − 1
4π
∫
S
ρρ¯
√
gR
def
= X − 1
4π
∫
S
ρρ¯
√
gR (114)
where Ch1[C] is the first Chern character of G and X
is the Euler character of S. Note that although for a
compact surface with no boundary each is an integer, in
the case of e.g. hyperbolic manifolds this does not need
to be the case.
The effect of the Weyl transformation (112) in the re-
lation
1
4π
∫
S
ρρ¯
√
gR = X − Ch1
leaves intact the two quantities in the r.h.s. while the
l.h.s. quantity becomes
− 1
4π
∫
S
∆g(ρρ¯)φ
which, for general φ, vanishes only if ρρ¯ is harmonic.
On the other hand, in terms of the complex coordinate
z = u+ iv the second equation (109) becomes
Dzρ = (∂z + iCz)ρ = 0
implying that the compination
ρ e−i
z∫
Cz
is (anti-)holomorphic.
In general, the product of two holomorphic functions
is not harmonic. However, examples of non-trivial solu-
tions can be obtained, with constant |ρ| 6= 1. E.g. for S
being a punctured Riemann surface; or for S being a hy-
perbolic Riemann surface; or, more generally, for S being
a Riemann surface that is not simply connected.
In such cases, there are generically loops for which the
line integral ∮
d~l · ~C
does not need to vanish, and the solution to the first
equation (109) is
C = (1− |ρ|2)d−1H.
For example, if ρ vanishes on S the one-form C is like
the Dirac monopole field and (102) coincides with (62).
B. Surfaces in R3
Next the relations between the two dimensional decom-
posed Yang-Mills theory and the Gauß-Godazzi equa-
tions is considered.
Let x(u, v) describe the points of a Riemann surface S
in R3, in terms of the local coordinates (u, v) on S. Then
the Gauß-Codazzi and the Weingarten equation are given
by
xαβ = Γ
γ
αβxγ + hαβn (115)
nα = −hαβgβγxγ ≡ −hαβxβ , (116)
respectively. Here
Γαβγ = Γ
α
γβ =
1
2
gαδ(gδβ,γ + gδγ,β − gβγ,δ)
are the Christoffel symbols, n is the normal vector to the
surface and gαβ is taken to be the (induced) metric
gαβ = ∂αx · ∂βx.
Finally, hαβ are the components of the second fundamen-
tal form
hαβ = hβα =
(
xuu ·n xuv ·n
xvu ·n xvv ·n
)
.
Note that equations (115) and (116) can be combined
into the matrix equation
∂α


x
xu
xv
n

 =


0 δαu δαv 0
0 Γuαu Γ
v
αu huα
0 Γuαv Γ
v
αv hvα
0 −hαu −hαv 0




x
xu
xv
n

 . (117)
In what follows, let us assume that at each point x(u, v)
of the surface we have an orthonormal frame (e1, e2,n) in
R3, where n is the Gauß map (i.e. a unit normal vector).
For example, by choosing the coordinates (u, v) so that
the vectors e1 and e2 point into the principal directions
e1 =
xu
||xu|| (118)
e2 =
xv
||xv|| (119)
n = e1 × e2 (120)
the corresponding integral curves are the lines of curva-
ture.
Thus (117) shows that a generic orthonormal frame
in R3 is transported along the surface by the following
equation
d


x
e1
e2
n

 =


0 ω1 ω2 0
0 0 ω1
2 ω1
3
0 ω2
1 0 ω2
3
0 ω3
1 ω3
2 0




x
e1
e2
n

 , (121)
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where d is the exterior derivative and the ω’s are one-
forms.
Then the integrability of (121) implies that acting on
(121) the exterior derivative must remain nilpotent, that
is,
d2 = 0
leading to the following structure equations
dω1
2 − ω13 ∧ ω32 = 0 = dω21 − ω23 ∧ ω31 (122)
dω1
3 − ω12 ∧ ω23 = 0 = dω31 − ω32 ∧ ω21 (123)
dω2
3 − ω21 ∧ ω13 = 0 = dω32 − ω31 ∧ ω12. (124)
In fact, equation (122) is the Gauß equation; while equa-
tion (123) and (124) are the Codazzi equations.
In addition the following two equations (also) occur
dω1 − ω2 ∧ ω21 = 0 = dω2 − ω1 ∧ ω12 (125)
ω1 ∧ ω13 + ω2 ∧ ω23 = 0. (126)
Then equations (122)-(126) determine the surface S
since: A solution to the Gauß-Codazzi equations specifies
the frames (e1, e2,n) at each point on the surface; while
the one-forms ω1 and ω2 can be constructed from (125)
and (126), in terms of a solution to the Gauß-Godazzi
equations. That way the surface x(u, v) is obtained, up
to translations and rotations in R3, by integrating the
equations (118) and (119), that is,
∂x
∂u
= ω1ue1 + ω2ue2
∂x
∂v
= ω1ve1 + ω2ve2.
The effect of a local frame rotation in (e1, e2) around
the normal vector n by an angle χ corresponds to a ro-
tation of the one-forms:(
ω1
ω2
)
→
(
cosχ − sinχ
sinχ cosχ
)(
ω1
ω2
)
(127)
However, from (125) one obtains
ω2
1 = −ω12 → ω21 + dχ
i.e. ω2
1 transforms like the U(1) connection C in (107),
with χ = 2θ, under the frame rotations. Also, (123) and
(124) imply that(
ω3
1
ω3
2
)
→
(
cosχ sinχ
− sinχ cosχ
)(
ω3
1
ω3
2
)
thus
Ω± = ω3
1 ± iω32 χ−→ e±iχΩ±
transforms like the complex one-form B± in (107) under
the U(1) rotation.
To sum up note that (ω2
1,Ω±) ∼ (C,B±) can be in-
terpreted as a two dimensional SU(2) multiplet, under
the SO(2)∼U(1) frame rotation (127) around the normal
vector n.
Next note that the relation (126) remains invariant
under this U(1) rotation. Moreover, by choosing (u, v)
to be the coordinates in the principal directions at the
point x(u, v) one gets
ω3
1 = κ1ω1, ω3
2 = κ2ω2
where κ1 and κ2 are the two principal curvatures of the
surface; this is akin to choosing the Frenet frames in the
case of strings. Then, the relation (122) becomes
dF ∼ dω21 = Kω31 ∧ ω32
i.e. equation (111), implying that we have fully recov-
ered the formalism of decomposed SU(2) Yang-Mills the-
ory/Abelian Higgs Model in the case of generic two-
dimensional Riemann surfaces (for details see section
VIII.A.).
Finally, observe that
κ1 + iκ2 ≃ ρ1 + iρ2.
This completes the identification of the structure of de-
composed two dimensional SU(2) Yan-Mills theory, and
the Gauß-Godazzi construction of surfaces.
C. Spinors and surfaces
Next we proceed to transcribe (121) into a spinorial
form, following Section III. By introducing the spinor
(21), the conjugate spinor (22) and following (161), the
spinor is related to the normal vector n since
n = < ψ, σˆψ > = − < ψ¯, σˆψ¯ > .
Note that the spinor ψ is akin to the Gauß map, it defines
a mapping from the surface S to a complex two-sphere.
Then for the tangent vectors (e1, e2) of the surface S
following (33) and (34) one gets
e1 =
1
2
< ψ¯, σˆψ >, e2 =
1
2
< ψ, σˆψ¯ > .
The spinor version of (121), in terms of (74) (by sup-
pressing the equation for dx), becomes
dΨ = d
(−ψ¯
ψ
)
=
(
α β
γ δ
)(−ψ¯
ψ
)
where the one-form valued matrix is defined as(
α β
γ δ
)
=
(
< ψ¯, dψ¯ > − < ψ, dψ¯ >
− < ψ¯, dψ > < ψ, dψ >
)
.
This yields to the relations
ω2
1 = −2 Im < ψ, dψ > (128)
ω3
1 = 2Re < ψ¯, dψ > (129)
ω3
2 = 2 Im < ψ¯, dψ > (130)
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i.e. the spinor version of the Gauß-Godazzi equations,
derived by direct substitution of (128)-(130) in (122)-
(124).
Let us conclude by pointing out that in terms of the
components (21) one obtains
ω2
1 = i [z⋆1dz1 − z1dz⋆1 + z⋆2dz2 − z2dz⋆2 ]
i.e. the standard composite U(1) gauge field in the CP1
model. Recall that, in terms of (36)
ω2
1 = cosϑdφ− − dφ+
one can recognize the structure of the Dirac monopole
connection. Similarly, for Ω± one gets
ω3
1 + iω3
2 = 2(z1dz2 − z2dz1)
=
1
2
(∓idϑ− sinϑdφ−) .
D. NLSE as a surface in R3
In order to construct a Lax pair that yields an inte-
grable system, a deformation of the Maurer-Cartan form
(128)-(130) needs to be introduced. In what follows, as
an example it is described how the NLSE equation and
the Liouville equation arises as a decomposed deforma-
tion.
In [7]-[8] several examples of integrable systems that
describe surfaces in R3 have been presented. In the case
of NLSE, let us start with the induced metric
gαβ dw
αdwβ = (du)
2
+ κ2 (dv)
2
= ∂αx · ∂βx dwαdwβ
and choose the second fundamental form to be
hαβ =
(
κ − λκ
−λκ κ32 −κη
)
.
Here (κ, λ, η) are three functions that decompose the sec-
ond fundamental form, and need to be specified. Follow-
ing (118) and (119) and using the induced metric one can
identify as
e1 =
xu
||xu|| = xu
e2 =
xv
||xv|| =
1
κ
xv.
Then comparing (117) and (121) one computes that
ω1
2 = κudv
ω3
1 = λκdv − κdu
ω3
2 = λdu −
(
1
2
κ2 − η
)
dv.
By substituting this in the Gauß and Codazzi equations
(122)-(124) one obtains
κv = −λuκ− 2λκu (131)
η =
1
κ
[
κuu − λ2κ+ κ
3
2
]
, (132)
where, when identifying
λ = ∂uΦ
η = ∂vΦ
and
Φ(u, v) =
∫ u
du′ τ(u′, v)
the NLSE equation (20) is recovered by taking the deriva-
tive of (132) with respect to v.
E. Isothermic surfaces and integrable models
A correspondence between two-dimensional isothermic
manifolds and integrable models has been pointed out in
[7]-[17]. In particular it has been shown that isothermic
surfaces have a one-parameter family i.e. a pencil of flat
connections. Thus there exists a putative one-parameter
family of Lax pairs, with the parameter corresponding to
the spectral parameter of integrable hierarchy.
Let us introduce isothermal coordinates so that the
induced metric admits the conformal form
gαβ = e
φ(du2 + dv2) = ∂αx · ∂βx duαduβ
and decompose the second fundamental form as
hαβ =
(
He2φ + 12 (Q + Q¯)
i
2 (Q− Q¯)
i
2 (Q− Q¯) He2φ − 12 (Q + Q¯)
)
.
Accordingly,
gαβhαβ = κ1 + κ2 = 2H
i.e. H is the mean curvature; and Q is the Hopf differen-
tial. For an isothermal manifold the Hopf differential is
real valued, so that akin to the metric tensor, the second
fundamental form becomes diagonal
Q− Q¯ = 0. (133)
Again, by following (118) and (119) and using the in-
duced metric one can identify
e1 =
xu
||xu|| = e
−φ
xu
e2 =
xv
||xv|| = e
−φ
xv.
Then by comparing (117) and (121) one computes
ω1
2 = −1
2
φvdu+
1
2
φudv
ω3
1 = − [ e−φH + eφQ]
ω3
2 = − [ e−φH − eφQ] dv.
Finally by substituting this in the Gauß and Codazzi
equations (122)-(124) one obtains
φuu + φvv + e
−2φH2 − e2φQ2 = 0. (134)
Moreover, in the case of a constant mean curvature sur-
face for which the Hopf differential is also constant (and
H = Q), the sinh-Gordon equation is derived while if
Q = 0 the Liouville equation is obtained.
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IX. CARTAN GEOMETRY, SURFACES IN R2
AND TWO DIMENSIONAL YANG-MILLS
THEORY
In this section the Cartan geometry [50]-[53] is used
since it provides a unified framework to describe string,
surfaces, integrable models and decomposed Yang-Mills
theories.
A. Cartan geometry
In the Cartan approach in order to describe a k-
dimensional Riemannian manifold X one utilizes a model
space, i.e. a tangent space manifoldM that can be more
elaborate than the Euclidean Rk used in the Riemannian
approach.
Let us assume that the model space M is a k-
dimensional homogeneous coset
M≃ G/H.
In particular, consider
M≃ SU(2)/U(1) ∼ S2.
Next consider the following general approach: The to-
tal space G is a Lie group that acts transitively on M
while the gauge group H is the stabilizer subgroup. Ac-
cordingly the Lie algebra g of G is resolved into the vector
space sum, that is,
g = h⊕m.
Here h is the Lie algebra of H , and m spans the linear
tangent space of M. Then the Lie algebra g has the
following structure,
[h, h] ⊆ h
[h,m] ⊆ m
[m,m] ⊆ h+m.
In addition, consider a Yang-Mills connection one-form
A with gauge group G, defined on the Riemannian man-
ifold X . Then the Lie algebra g valued connection can
be decomposed into a linear combination as
A = ω + e (135)
where ω is the spin connection of X , i.e. the projection
of A onto h. The co-frame e of X is the projection of A
onto m.
By substituting the decomposition (135) in the curva-
ture two-form one gets
F = dA+A ∧ A = Fh + Fm (136)
where Fh is the projection of F onto h
Fh = R+ (e ∧ e)|h = dω + ω ∧ ω + (e ∧ e)|h (137)
while Fm the projection onto m
Fm = T + (e ∧ e)|m = de+ ω ∧ ω + (e ∧ e)|m. (138)
Note that (137) and (138) correspond to the Cartan
structure relations when we identify R as the Riemann-
Cartan curvature two-form and T as the torsion two-form
of the manifold X .
In addition, (137) and (138) are covariant under gauge
transformations in the subgroup H . In particular, the
gauge transformation h ∈ H acts as follows
ω → h−1ωh+ h−1dh
e → h−1eh
F → h−1Fh. (139)
Then the Yang-Mills action on X becomes decomposed
into
S =
1
4
∫
tr (F ∧ ⋆F )
=
1
4
∫
tr (Fh ∧ ⋆Fh + Fm ∧ ⋆Fm)
=
1
4
∫
tr
{
2R∧ ⋆ (e ∧ e)|h + (e ∧ e) ∧ ⋆ (e ∧ e)
+ R∧ ⋆R+ T ∧ ⋆T + 2T ∧ ⋆(e ∧ e)|m
}
.(140)
Note that we tacitly assume that the Killing metric is
non-degenerate, with h and m mutually orthogonal. We
also note that the first term of (140) has the functional
form of the Einstein-Hilbert action in the Palatini for-
malism, while the second term is akin to the cosmological
constant contribution.
Explicitly, if fγαβ for α, β, ... = 1, ..., dim(g) are the
Lie algebra structure constants of g and r, s, ... =
1, ..., dim(m) label the subspace m and a, b, ... = dim(m)+
1, ..., dim(g) label the remaining h, the relations (137) and
(138) become
F ah = dω
a + fabc ω
b ∧ ωc + farser ∧ es
F sm = de
s + f sar ω
a ∧ er + f srt er ∧ et.
Moreover, when A being the g valued Maurer -Cartan
form
A = g−1dg
the total curvature vanishes, and the local geometry of
X coincides with that of the model space M. In this
case from (137) the curvature two-form R of X can be
obtained since
Fh = 0 ⇒ R ≡ dω + ω ∧ ω = −(e ∧ e)|h.
This implies in particular that X is locally conformally
flat. Similarly, from (138) the components of the torsion
two-form T can be derived since
Fm = 0 ⇒ T ≡ de+ ω ∧ e = −(e ∧ e)|m.
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Next cosnider the specific case: G = SU(2). The model
space is M = S2, while the Hopf fibration
SU(2)/U(1) ≃ S3/S1 ∼ S2
coincides with the Dirac monopole bundle in R3. As
before, we choose the SU(2) Lie algebra generators to be
the standard Pauli matrices, and introduce the complex
combinations σ± defined in (50). In this representation,
su(2) ≃ u(1)⊕ TS2
with TS2 the tangent bundle of S2, the Hopf fibration
structure of the SU(2) Lie algebra is manifest since
[u(1), TS2] ⊆ TS2
[TS2, TS2] ⊆ u(1)
[u(1), u(1)] ⊆ u(1)
where σ3 in u(1) and σ± the basis for TS2. Then the
SU(2) valued connection one-form A is on the manifold
X (which we shall specify in more detail in the sequel).
In line with (135) we decompose A as
A = ωσ3 + eσ+ + e¯σ− =
(
ω 0
0 −ω
)
+
(
0 e
−e¯ 0
)
where the off-diagonal part e of A in a complex basis
are represented by the holomorphic polarization of the
SU(2) Lie algebra. Then, the Cartan curvature two-form
F decomposites as
F = dA+ A ∧ A
=
(
dω − e ∧ e¯ 0
0 −dω + e ∧ e¯
)
+
(
0 de + 2ω ∧ e
−de¯− 2ω ∧ e¯ 0
)
. (141)
B. Two dimensional Yang-Mills
Finally, let us relate the previous construction to that
of decomposed Yang-Mills, presented in section VIII. As-
sume that the manifold X is a Riemann surface in R3,
implying that (141) vanishes. Then the vanishing of the
σ3 ∼ u(1) component of F implies that the curvature is
R = dω = e ∧ e¯. (142)
Similarly, the σ± ∼ TS2 component states that the tor-
sion vanishes, i.e.
T = de+ ω ∧ e = 0.
In the Cartan geometry, these two equations are the Bo-
gomolny equations of (109).
In addition, the integral
1
4π
∫
R = 1
4π
∫
e ∧ e¯
over a surface in R3 yields the Gauß-Bonnet formula that
computes its Euler characteristic; see equation (114) and
the subsequent analysis
For example in order to use explicit formulas, let us
introduce g ∈ SU(2) to be of the form
g =
(
α β
−β¯ α¯
)
where, motivated by the Gauß map (105) and (110), set
α = cos
ϑ
2
e
i
2
(ψ+φ) ≡ cos ϑ
2
eiψ+
β = sin
ϑ
2
e
i
2
(ψ−φ) ≡ sin ϑ
2
eiψ− .
In this case (ϑ, ψ±) can be identified as the angles that
parametrize the two hemispheres of S2 ∈ R3 of the
Gauß map of the surface X , possibly with n-fold cov-
ering of the ensuing sphere. The integer n counts the
number of 2π circulations in ψ±.
Then the Maurer-Cartan form, see (46), (47) and
(106), becomes
ω =
1
2
(cosϑ dψ + dφ) (143)
e =
1
2
e−iφ (−idϑ+ sinϑ dψ) . (144)
Thus the standard Dirac (Hopf) monopole bundle in R3
has been recovered, with ω being the monopole connec-
tion, while the monopole number coincides with n. More-
over, the r.h.s. of (142) becomes
e ∧ e¯ = − i
2
sinϑ dϑ ∧ ψ
i.e. the standard functional form of volume two-form on
the two-sphere S2 of the Gauß map.
X. D=4 YANG-MILLS AND EMBEDDED TWO
DIMENSIONAL INTEGRABLE MODELS
In this section, the four dimensional SU(2) Yang-Mills
theory and its embedded two dimensional models is stud-
ied. In particular, the two dimensional embedding struc-
tures are related to strings, their dynamics, and Riemann
surfaces in R3. The technique used is a Kaluza-Klein re-
duction in combination of field variable elimination akin
to the Hopf differential (133).
Let us consider a four dimensional manifold that has
the product structureM×N whereM and N are both
two dimensional. The manifold M is the base manifold.
When needed, it is equiped with the local coordinates
(x1, x2)∼(u, v) which correspond to the space-time co-
ordinates of the field variables in the putative two di-
mensional integrable field theory. The Kaluza-Klein re-
duction takes place with respect to the two dimensional
auxiliary manifold N fibered overM (or vice versa).
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Then the imposed requirement on M and N is that
the four dimensional product manifoldM×N is locally
conformally flat. Remark: This geometric structure will
be imposed upon us in the sequel, by the structure of the
decomposed four dimensional Yang-Mills theory.
• Examples with compactM include Riemann surfaces
with genus g ≥ 1, that are fibered by the two-dimensional
torus N = T2 = S1 × S1.
• Examples of M with hyperbolic geometry include
warped products of the Poincare´ half-plane H2 fibered
with manifolds such as R2, S2, T2, etc.
• Note that neither the product manifold S2 × S2 nor
the product manifold S2 × T2 is locally conformally flat.
A. Yang-Mills Field
Let us start by using the holomorphic basis (50) of
the su(2) Lie algebra, i.e. the following expansion of the
connection one-form A:
A = A3µσ
3dxµ +X+µ σ
−dxµ +X−µ σ
+dxµ (145)
where
X±µ = A
1
µ ± iA2µ.
Similarly, to the two dimensional Cartan’s formalism se-
lect the SU(2) gauge group to be the total spaceG; acting
on the gauge field in the usual fashion
A → gAg−1 + 2i gdg−1.
The gauge group H is chosen to be the diagonal Cartan
subgroup H ≃ UC(1) ∈ SU(2). In particular, by setting
h = e
i
2
ωσ3 ∈ UC(1)
one finds that the component A3µ ∼ Aµ transforms as a
UC(1) gauge field
δhAµ = ∂µω
while the off-diagonal X±µ gives
δhX
±
µ = e
∓iωX±µ .
In parallel with (139) the Yang-Mills field strength tensor
F aµν = ∂µA
a
ν − ∂νAaµ + ǫabcAbµAcν (a = 1, 2, 3)
decomposes as follows:
The diagonal Cartan component gives
F 3µν = Fµν + Pµν ∼ Fh
= ∂µAν − ∂νAµ + i
2
(X+µ X
−
ν −X+ν X−µ ) (146)
where
Fµν = ∂µAν − ∂νAµ
Pµν =
i
2
(X+µ X
−
ν −X+ν X−µ ). (147)
Finally, the off-diagonal components becomes
F±µν = F
1
µν ± iF 2µν ∼ Fm
= (∂µ ± iAµ)X±ν − (∂ν ± iAν)X±µ
= D±AµX
±
ν −D±AνX±µ .
1. Grassmannian structure
The antisymmetric tensor Pµν in (147) obeys the con-
dition
P12P34 − P13P24 + P23P14 = 0.
In the context of projective geometry, this is the relation
that defines the Plu¨cker coordinates of the Klein quadric.
The Klein quadric describes the embedding of the real
Grassmannian G(4, 2) in the five dimensional projective
space RP5 as a degree four hypersurface. This Grassman-
nian is the four dimensional manifold of two dimensional
planes that are embedded in R4. It coincides with the
homogeneous space
G(4, 2) ∼ SO(4)
SO(2)× SO(2) ≃ S
2 × S2.
Let us describe a two-plane in R4 with an orthonormal
zweibein
eαµe
β
µ = δ
αβ (α, β = 1, 2)
or in terms of the complex base,
eµ =
1√
2
(e1µ + ie
2
µ). (148)
Note that
eµeµ = 0, eµe¯µ = 1.
Since eµ spans a two dimensional plane in four dimen-
sions, an additional complex zweibein can be introduced
mµ =
1√
2
(
m1µ + im
2
µ
)
.
That way an orthonormal basis that spans the entire R4
is obtained. That is,
<e , e> = <m ,m> = <e,m> = 0
<e¯, e> = <m¯,m> = 1.
Next by combining the (eαµ,m
α
µ) into a SO(4) valued
4× 4 vierbein matrix
e
κ
µ = (e
1
µ, e
2
µ,m
1
µ,m
2
µ)
the ensuing SO(4) ≃ SU(2)× SU(2) Cartan equation
deκ + ωκτe
τ = 0
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gives the components of the Levi-Civita connection one-
form ωκτ in terms of e and m. That is,
de = <e¯, de> e+ <m¯, de> m+ <m , de> m¯
dm = <m¯, dm> m+ <e¯, dm> e+ <e , dm> e¯.
Next let us identify as
C = i <e¯, de> (149)
the UI(1) connection. Then by introducing a local frame
rotation on the two-plane (eµ, e¯µ) that sends
eµ → e−iλeµ (150)
leads to
C → C + dλ.
Similarly, the dual connection
Q = i<m¯, dm> (151)
transforms like a U(1) gauge field
Q→ Q + dχ
under a rotation of the (m1µ,m
2
µ) frame that spans the
(tangent plane of) N , i.e.
m→ e−iχm.
The remaining components of ωκµ
Φ+µ = <m , ∂µe>
Φ−µ = <m , ∂µe¯>
together with their complex conjugates transform ho-
mogeneously under the rotations of the (e1µ, e
2
µ) and
(m1µ,m
2
µ) basis vectors since
Φ±µ −→ e−i(χ±λ) Φ±µ .
Finally, by combining the ωκµ into the two SU(2) Lie-
algebra valued one-forms,
(Q+ C)σ3 + 12iΦ
+σ+ + 12i (Φ
+)
∗
σ−
(Q− C)σ3 + 12iΦ−σ+ + 12i (Φ−)
∗
σ−
a direct computation reveals that
d (Q± C) = i
2
Φ± ∧ (Φ±)∗
dΦ± = −i (Q ± C) ∧Φ± (152)
i.e. the SO(4) ≃ SU(2) × SU(2) Maurer-Cartan struc-
ture equations.
2. Grassmannian electric-magnetic duality
Let us proceed, by defining the tensor
Hµν =
i
2
(eµe¯ν − eν e¯µ)
and introducing the electric (Ei) and magnetic (Bi) com-
ponents of Hµν ,
Ei =
i
2
(e0e
⋆
i − eie⋆0)
Bi =
i
2
ǫijke
⋆
jek. (153)
They are subject to the following properties
~E · ~B = 0
~E · ~E + ~B · ~B = 1
4
.
Next, by introducing the selfdual and anti-selfdual com-
binations
~s± = 2( ~B ± ~E) (154)
two independent unit vectors are obtained that determine
two-spheres S2± in R
4.
Note that, using (154) and inverting (153) the zweibein
eµ can be expressed as
eµ =
1
2
eiξ
(√
1− ~s+ · ~s− , ~s+ × ~s− + i(~s− − ~s+)√
1− ~s+ · ~s−
)
.
(155)
Here the phase factor ξ that is not visible in Hµν , is a
section of the internal UI(1) bundle. The definition
sin η =
1√
2
√
1 + ~s+ · ~s− 7eta (156)
leads to
~E = sin η · ~p
~B = cos η · ~r
where ~p and ~r are two orthogonal unit vectors. Together
with their exterion product
~q = ~r × ~p
one obtains an orthonormal triplet.
Also, the zweibein eµ take the form
1√
2
(e1µ + ie
2
µ) =
eiξ√
2
(
sin η
−i~p− cos η · ~q
)
def
=
eiξ√
2
(eˆ1µ + ieˆ
2
µ)
and the dual zweibein take the form
mµ =
eiδ√
2
(
cos η
−i~r + sin η · ~q
)
def
=
eiξ√
2
(mˆ1µ + imˆ
2
µ).
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Here ξ and δ are the phase for the frame rotation on the
corresponding two plane.
Next, define a transformation R
Reµ = mµ
Re¯µ = m¯µ
R2 = I.
which is a duality transformation between the two planes
that are spanned by eµ and mµ in R
4, respectively. Then
the action of R for Hµν coincides with the action of the
Hodge duality
Hµν
R−→ ⋆Hµν
where
⋆Hµν =
i
2
(mµm¯ν −mνm¯µ).
On the electric and magnetic components of Hµν the
action of R coincides with the electric-magnetic duality
transformation
R
( B
E
)
=
(
0 1
1 0
)( B
E
)
.
The two unit vectors (154) are eigenvectors of R since
R~s± = ±~s±.
Thus mµ can be expressed in terms of ~s±, up to the
overall phase, by simply acting with R in (155), i.e.
mµ =
1
2
eiδ
(√
1 + ~s+ · ~s− , ~s− × ~s+ − i(~s− + ~s+)√
1 + ~s+ · ~s−
)
.
Finally, equations (150) and (151) lead to
Cµν = ∂µCν − ∂νCµ
= ~s+ · (∂µ~s+ × ∂ν~s+) + ~s− · (∂µ~s− × ∂ν~s−) + Σµν(λ)
(157)
Qµν = ∂µQν − ∂νQµ
= ~s+ · (∂µ~s+ × ∂ν~s+)− ~s− · (∂µ~s− × ∂ν~s−) + Σµν(δ)
(158)
with last terms in (157) and (158) akin to Dirac string
contributions,
Σµν(λ) = [∂µ, ∂ν ]λ
Σµν(δ) = [∂µ, ∂ν ] δ.
Note that the first two ~s± dependent terms in (157) and
(158) are related to each other by the duality R.
In what follows, consider the definition (154). If ~E = 0
then ~s+ = ~s− = ~s while
Cµν = 2~s · (∂µ~s × ∂ν~s) + Σµν(λ)
Qµν = Σµν(δ)
i.e. Cµ can be interpreted in terms of a connection for
magnetic monopoles, and, similarly, Qµ is a connection
for magnetic strings. On the other hand, by setting ~B =
0 in (154) then ~s+ = ~s− = ~s while
Cµν = Σµν(λ)
Qµν = 2~s · (∂µ~s × ∂ν~s) + Σµν(δ).
Thus Qµ is a connection for electric monopoles and Cµ
is a connection for electric strings.
Let us conclude, by introducing the following explicit
realization
~s± =

 cosφ± sin θ±sinφ± sin θ±
cos θ±


implying that
Cµ = − cos θ+dφ+ − cos θ−dφ− + dλ
Qµ = − cos θ+dφ+ + cos θ−dφ− + dδ.
Once more the functional forms of the Dirac monopoles
are resolved, except that (now) both electric and mag-
netic monopoles occur; see (47) and (143). In addition,
from (152) one obtains
Φ± = ∓i e±iσ (dθ± ∓ i sin θ±dφ±)
where σ is a phase, coinciding with (47) and (144).
3. Grassmannian Decomposition of Yang-Mills Field
Initially, the fields X±µ in (146) are decomposed in ac-
cordance with the Grassmannian structure
X±µ = A
1
µ ± iA2µ = ψ1eµ + ψ2e¯µ. (159)
Since (159) are components of the SU(2) connection, the
Grassmannian structure becomes locally defined:
The ψα are two complex line bundles over R
4 and
(eµ, e¯µ) spans a bundle of two dimensional planes. These
planes are akin the tangent bundle of the manifold M.
The Hodge dual (mµ, m¯µ) has a natural identification
as the tangent bundle of the manifold N . Finally, the
vector bundles (154) can be viewed as the corresponding
(locally defined) Gauß maps.
Then, by substituting (159) into Pµν one gets
Pµν =
i
2
( |ψ1|2 − |ψ2|2 ) (eµe¯ν − eν e¯µ)
=
i
2
ρ2 t3 (eµe¯ν − eν e¯µ)
≡ ρ2 t3Hµν . (160)
Also, by introducing the three component unit vector
t =
1
ρ2
(ψ⋆1 ψ
⋆
2) σˆ
(
ψ1
ψ2
)
=

cosφ sinϑsinφ sinϑ
cosϑ

 (161)
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where (ψ1, ψ2) are the local coordinates
ψ1 = ρ e
iξ cos ϑ2 e
−iφ/2
ψ2 = ρ e
iξ sin ϑ2 e
iφ/2,
(162)
ρ2 = |ψ1|2 + |ψ2|2 (163)
the tensor Hµν satisfies the relation
HµνHµν =
1
2
.
The decomposition (159) entails an internal UI(1) sym-
metry, not visible to Aaµ, of the form
UI(1) :
eµ → e−iλeµ
ψ1 → eiλψ1
ψ2 → e−iλψ2.
(164)
This is the local rotation (150) of the frames (e1µ, e
2
µ) that
coincides with the two dimensional plane of the Grass-
mannian. The ensuing connection is given by (149) since
Cµ → Cµ + ∂µλ.
Finally, on the unit vector (161) the internal UI(1) trans-
formation acts as
t± =
1
2
(t1 ± it2) → e∓2iλt± (165)
while the component t3 remains intact. Thus, t3 is the
projection of t onto the normal of the Grassmannian two-
plane (e1µ, e
2
µ) towards the direction of a “Gauss map”.
Next let us define the UC(1)× UI(1) covariant deriva-
tive Dµ as
Dµψ1 = (∂µ + iAµ − iCµ)ψ1
Dµψ2 = (∂µ + iAµ + iCµ)ψ1
Dµeν = (∂µ + iCµ) eν .
On the components of the vector t it acts in the following
manner:
(Dµ)ab = δab∂µ + 2ǫab3Cµ.
In addition of the continuous UI(1) transformation, the
decomposition (159) introduces the following discrete Z2
symmetry, that is,
Z2 :
eµ → e¯µ
ψ1 → ψ2
ψ2 → ψ1
Cµ → −Cµ
while for the vector t one gets
Z2 :

t1t2
t3

 →

 t1−t2
−t3

 .
This changes the orientation on the two-plane of the
Grassmannian spanned by eµ. In terms of the angular
variables (162) it corresponds to
Z2 :
ϑ → π − ϑ
φ → 2π − φ.
Thus, we may eliminate the Z2 degeneracy by a restric-
tion to the upper hemisphere ϑ ∈ [0, π/2] of S2.
Note that under the Z2 transformation the Plu¨cker co-
ordinates Pµν of (147) remains intact. However, although
under the continuous UI(1) rotation Hµν is invariant, for
Hµν in (160) one gets
Z2 : Hµν → −Hµν .
At regular points where (e1µ, e
2
µ) determines a (co-)frame
i.e. span two planes, the matrix Hµν is non-degenerate.
On the other hand, at points where Hµν becomes degen-
erate by setting either ρ = 0 or ϑ = π/2 the Pµν in (160)
remains regular.
Finally, the vector t by setting set ϑ = π/2 simplifies
to
t →

cosφsinφ
0

 .
This corresponds to the boundary of the upper hemi-
sphere that was introduced in order to eliminate the Z2
degeneracy.
4. Grassmannian Decomposition of Yang-Mills Lagrangian
Recall that the Yang-Mills Lagrangian is defined as
LYM =
1
4
(
F aµν
)2
+
ζ
2
|D+AµX+µ |2.
The second term is a gauge fixing term with ζ being a
gauge parameter.
Let us, for simplicity, choose the ζ → ∞ gauge. This
is the widely used Maximal Abelian Gauge (MAG)
(∂µ ± iCµ)X±µ = D±AµX±µ = 0.
When substituting the decomposition (145), (159) and
(161) in the Lagrangian one gets
LYM =
1
4
(Fµν + 2ρ
2t3Hµν)
2 − 3
8
t23ρ
4 +
1
2
|D+AµX+ν |2.
(166)
Comparison with (136)-(138) leads to the following iden-
tifications terms,
1
4
R∧ ⋆R ∼ 1
4
F 2µν
1
4
(e ∧ e) ∧ ⋆(e ∧ e) ∼ 1
8
t23ρ
4
1
2
R∧ ⋆(e ∧ e)|h ∼ ρ2t3FµνHµν
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and
1
4
T ∧ ⋆T ∼ 1
2
|D+AµX+ν |2. (167)
Note that the last term in (140) is absent.
B. Torsion Term
Let us start by analyzing the terms in (166), one-by-
one. First, note that the torsion term (167) is equal to
|D+AµX+ν |2 = |Dµψ1|2 + |Dµψ2|2 + ρ2|Dµeν |2
+
1
2
ρ2t+
(D¯µe¯ν)2 + 1
2
ρ2t− (Dµeν)2 .
(168)
Also, let us introduce the UC(1)×UI(1) invariant super-
current
2i|ψ1ψ2|Jµ =
{
ψ⋆1Dµψ1 − ψ1D¯µψ⋆1 −ψ⋆2Dµψ2 − ψ2D¯µψ⋆2
}
⇔ |ψ1ψ2|Jµ def= ρ2(Aµ − ∂µξ)− t3Kµ.
Note that ξ comes from the explicit parametrization
(162). Then the following ’tHooft tensor structure ex-
ists
Tµν
def
= ∂µ(t3Kν)− ∂ν(t3Kµ)
= ∂µ(t3Cν)− ∂ν(t3Cµ)− 1
2
t · ∂µt× ∂νt.
Next by introducing the linear combinations(Jµ
Kµ
)
=
(
2
√
t+t− t3
−t3 2√t+t−
)(
Jµ
Kµ
)
≡
(
sinϑ cosϑ
− cosϑ sinϑ
)(
Jµ
Kµ
)
one gets
|Dµψ1|2 + |Dµψ2|2 = 1
2
(∂µρ)
2 +
ρ2
2
(∂µϑ)
2
+
ρ2
2
sin2 ϑ (J 2µ +K2µ),
while the following two relations are satisfied
|Dµt|2 = (∂µϑ)2 +
(
1− t23
)
K2µ
≡ (∂µϑ)2 + sin2 ϑK2µ
Fµν ≡ ∂µAν − ∂νAµ
= ∂µJν − ∂νJµ + 1
2
[∂µ, ∂ν ]ξ. (169)
Finally, let us consider the last three terms in the tor-
sion contribution (168). Using the real and imaginary
components of (148) one gets
ρ2|Dµeν |2 + 1
2
ρ2t+(D¯µe¯ν)2 + 1
2
ρ2t−(Dµeν)2 =
ρ2
2
gαβ(Dˆµeν)α(Dˆµeν)β , a, b = 1, 2. (170)
Using the frame rotation (164) and (165)] the covariant
derivative and the metric tensor are defined by
Dˆabµ = δab∂µ + ǫab(cosϑJµ + sinϑKµ)
gαβ =
(
1 + t1 t2
t2 1− t1
)
, (171)
while the Yang-Mills Lagrangian remains intact under
this rotation.
Finally, by choosing
2λ = φ− π
2
which sends t1 → 0 according to (165) and (161), the
metric (171) becomes
gαβ →
(
1 sinϑ
sinϑ 1
)
i.e. the metric tensor of a pseudosphere with constant
negative Gaussian curvature -2, in Chebyshev coordi-
nates on the plane R2
ds2 = du21 + du
2
2 + 2 sinϑ du1du2 (172)
when ϑ is a solution of the two-dimensional integrable
sine-Gordon equation.
C. Embedded Integrable Structures
Initially, let us express the first term of the Yang-Mills
Lagrangian (166) in terms of the super-currents
1
4
(
Fµν + 2ρ
2t3Hµν
)2
=
1
4
(
∂µ Jν − ∂νJµ + 2ρ2t3Hµν
)2
.
(173)
For simplicity, we overlook the Dirac string contribution
in (169). Also, let us point out the similarity between
(173) and the first term in (108) since
∂µ Jν−∂νJµ+2ρ2t3Hµν ∼ ∂αCβ−∂βCα− [1− ρ¯ρ]Hαβ .
Then the Hµν contribution in (173) gives rise to
1
4
P 2µν =
1
2
t23ρ
4
which we combine with the middle term of (166). In
addition, by removing all vector fields in the Yang-Mills
Lagrangian; this is the analog of the steps in (133)-(134),
the following structure is found to be embedded in the
Yang-Mills Lagrangian
ρ2
2
[
(∂µϑ)
2 +
ρ2
4
cos2 ϑ
]
.
Note that in the London limit where ρ is constant,
and with a straightforward Kaluza-Klein reduction with
N ≃ R2 so that R4 7→ M ≃ R2, the integrable sine-
Gordon Lagrangian is obtained. Thus, we have identified
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the integrable structure of the sine-Gordon hierarchy to-
gether with the ensuing pseudosphere geometry (172).
Note that, both are naturally embedded in the structure
of the decomposed four dimensional Yang-Mills theory.
Consider now the first term in the r.h.s of (170) which
can be written as
ρ2|Dµeν |2 = 1
2
(∂µη)
2
+
1
2
(∂µ~p)
2
+
1
2
cos2η
{
(∂µ~q)
2 − 2 < ~p, ∂µ~q >2
}
.
Then by defining(
~u
~v
)
=
(
sin η cos η
− cosη sin η
)(
~p
~r
)
one gets
ρ2|Dµeν |2 = 1
4
ρ2|∂µ(~u+ i~v)|2 = ρ
2
2
[
(∂µ ~E)
2 + (∂µ ~B)
2
]
.
(174)
In this form, the invariance under the electric-magnetic
duality transformation is manifest.
By specifying η = 0 the purely magnetic contribution
is obtained
ρ2|Dµeν |2 η=0−→ ρ
2
2
(∂µ~r)
2
=
ρ2
2
(∂µ ~B)
2
which leads to the Heisenberg spin chain action in the
vector ~r. Recall that the Heisenberg spin chain defines
an integrable model in two dimensions, which is also a
conserved charge in the NLSE hierarchy; see (97).
Similarly, by specifying η = π/2 the purely electric
contribution is obtained
ρ2|Dµeν |2 η=0−→ ρ
2
2
(∂µ~p)
2 =
ρ2
2
(∂µ ~E)
2
which leads to the Heisenberg spin chain action in the
vector field ~p. Therefore, the Heisenberg spin chain and
the ensuing NLSE hierarchy, is embedded in the decom-
posed representation of the four dimensional SU(2) Yang-
Mills theory. Moreover, the two variants are related to
each other by electric-magnetic duality.
The remaining contribution to (170) can also be pre-
sented in terms of the vectors ( ~E, ~B). But these terms
are also multiplied by the UI(1) dependent components
t±. Since the ground state is necessarily UI(1) invariant
and since t± transform according to (165) the following
conditions needs to be imposed
t± = 0.
Following (109) and by assuming the London limit (i.e.
ρ = 0 ) where the vector ~t acquires its ground state value
leads to
∂µJν − ∂νJµ + 1
2
[∂µ, ∂ν ]ξ + 2ρ
2Hµν = 0
i.e. the complexified Heisenberg model (174).
To conclude, note that with a Kaluza-Klein reduction
of M×N ≃ R4 7→ R2 and by specifying either to the
electric ( ~B = 0) or to the magnetic ( ~E = 0) sector equa-
tion (97) is obtained; which corresponds to an embedded
integrable NLSE hierarchy within the decomposed four
dimensional SU(2) Yang-Mills theory.
D. Conformal Geometry
Finally, we reveal the local conformal geometry of the
four dimensional Yang-Mills theory, alluded to in the be-
ginning of the present section [54], [55]. Interpret (163)
as the scale of a (locally) conformally flat metric tensor
Gµν =
( ρ
∆
)2
δµν , (175)
where ∆ is a constant with dimensions of mass and the
parameter ρ has dimensions of mass. Therefore, a dimen-
sionful parameter is necessary for the components of the
metric tensor in order to acquire the correct dimension-
ality.
Let us introduce the vierbein as usual,
Gµν = δabE
a
µE
b
ν
so that
Eaµ =
ρ
∆
δaµ
Eaµ Eb
µ = δab.
Then the Christoffel symbol of the metric (175) takes
the form
Γµνσ =
1
2
Gµη(∂νGησ + ∂σGην − ∂ηGνσ)
=
1
4
{ δµσδτν + δµν δτσ − δµτ δνσ }∂τ ln
√
G
where
√
G =
( ρ
∆
)4
.
Also, the spin connection ω aµ b is obtained from
∂µEa
ν + ΓνµλEa
λ − ω bµ aEbν = 0
which gives
ω aµ b = E
a
ν∇µEbν = Eaν
(
∂µEb
ν + ΓνµλEb
λ
)
= −Ebν∇µEaν = −Ebν
(
∂µE
a
ν − ΓλµνEaλ
)
.
Note that these relations define the action of the covari-
ant derivative ∇µ on the vector fields and the co-vector
fields. Explicitly, the spin connection is
ω aµ b =
1
4
{
δaµδb
σ − δbd δdµ δacδcσ
}
∂σ ln
√
G.
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Next let us employ the vierbein Eaµ and the complex
Grassmannian zweibein (148) in order to introduce the
following complex zweibein
eµ = E
a
µea
e¯µ = E
a
µe¯a.
This zweibein is normalized w.r.t. the metric Gµν ac-
cording to
Gµνeµe¯
∗
ν = 1
Gµνeµeν = G
µν
e¯
∗
µe¯
∗
ν = 0.
Initially, we push forward the spin connection into
ω aµ b → ω λµ ν = Eaλ ω aµ bEbν
then introduce the covariantization of the internal UI(1)
connection (149)
Cµ = ie¯
σ(∂µeσ − Γλµσeλ + ω λµ σeλ)
= ie¯σ∇µeσ + ie¯λω σµ λeσ (176)
and finally, we twist the covariant derivative operator
with (176) as
∇Cµ = ∇µ + iCµ.
Finally, the Yang-Mills Lagrangian can be recast in a
generally covariant format. This results to
LYM =
√
G
{
1
4
GµρGνσFµνFρσ + ∆
2
12
R− 3
8
∆4t23
+
∆2
2
(
1− t23
)
GµνJµJν + ∆
2
2
Gµν∇µt·∇µt
+
∆2
4
gαβG
µνGλη
(Dµσλeσ)α (Dνκηeκ)β
}
(177)
where
Fµν = ∂µJν − ∂νJµ +∆ t3Hµν
Hµν = i
2
(eµe¯ν − eν e¯µ) .
Note that, the Lagrangian (177) has a manifestly covari-
ant form, but by construction it presumes that the un-
derlying manifold is locally conformally flat. Thus, the
two manifolds M and N alluded to at the beginning of
the present section have to be chosen so that the product
M×N is locally conformally flat.
XI. CONCLUDING REMARK
In this paper a reformulation of the Frenet equation
in order to describe three dimensional strings in terms
of spinors is presented. In addition, it is shown that an
extension of the spinor Frenet equation to include the
time evolution of strings leads to a Maurer-Cartan struc-
ture, which is related to the Lax pair representation of
two dimensional integrable models. Since the time evo-
lution of a string determines a Riemann surface in R3, it
has been shown that there is a direct connection between
the spinor representation of Frenet equation and of the
Gauß-Godazzi equations.
Finally, the relations between strings, surfaces and in-
tegrable models in terms of decomposed representations
of both two dimensional and four dimensional SU(2)
Yang-Mills theories has been studied in detail. This
study indicates that the four dimensional decomposed
Yang-Mills in combination with Cartan geometry, pro-
vides a unifying framework to describe string dynamics,
the structure of Riemann surfaces, and two dimensional
integrable models.
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