Abstract-The minimization problem of frequency-weighted l2-sensitivity subject to l2-scaling constraints is formulated for two-dimensional (2-D) state-space digital filters described by the Roesser model. It is shown that the Fornasini-Marchesini second model can be readily imbedded in the Roesser model. An iterative method is developed to solve the constrained optimization problem. This method converts the problem into an unconstrained optimization formulation by using linear-algebraic techniques and solves it by applying an efficient quasi-Newton algorithm. A case study is presented to illustrate the utility of the proposed technique.
I. INTRODUCTION
For 2-D state-space digital filters, the l 1 /l 2 -mixed sensitivity minimization problem [1] - [6] and l 2 -sensitivity minimization problem [6] - [10] have been investigated. In [9] , it has been argued that the sensitivity measure based on a pure l 2 -norm is more natural and reasonable relative to the l 1 /l 2 -mixed sensitivity minimization. It should be realized that solutions for frequency-weighted sensitivity minimization would be of practical use as these solutions allow to emphasize or de-emphasize the filter's sensitivity in certain frequency regions of interest. Synthesis procedures of the optimal (finite word-length) FWL 2-D filter structures that minimize the frequency-weighted sensitivity measure have been considered [4] - [7] . However, the minimization methods proposed in the above work do not impose constraints on the scaling of the design variables. As a result, elimination of overflow cannot be ensured. More recently, the minimization problem of l 2 -sensitivity subject to l 2 -scaling constraints has been explored for a class of 2-D state-space digital filters [11] . However, frequency-weighted sensitivity measure has not yet been considered in [11] . This paper investigates the minimization problem of frequency-weighted l 2 -sensitivity subject to l 2 -scaling constraints for 2-D state-space digital filters described by the Roesser local state-space (LSS) model [12] . Moreover, it is shown that the Roesser LSS model is more general than either the Fornasini-Marchesini (FM) second LSS model [13] or its transposed-structure model [11] , [14] .
II. PROBLEM FORMULATION
Consider a stable, separately locally controllable and separately locally observable LSS model for 2-D recursive digital filters which was originally proposed by Roesser [12] , [15] x h (i + 1, j)
(1) where
is a scalar output, and 
where Z = z 1 I m ⊕ z 2 I n and
For the sake of simplicity, the LSS model in (1) is represented hereafter by (A, b, c, d) m,n . Alternatively, an LSS model for a class of 2-D recursive digital filters can be described by [11] , [14] x(i + 1, j + 1)
where 
If we define
the LSS model in (3) can then be imbedded in that of (1) as a special case as follows:
T can be viewed as a transfer function of the FM second LSS model [13] . This reveals that the LSS model of D(z 1 , z 2 )
T can be realized by a transposed structure of that in (6) . Therefore, we conclude that the LSS model in (1) is more general than either the LSS model in (3) or the FM second LSS model [13] .
Definition 1 : Let X be an m × n real matrix and let f (X) be a scalar complex function of X, differentiable with respect to all the entries of X. The sensitivity function of f (X) with respect to X is defined as
where x ij denotes the (i, j)th entry of matrix X. Definition 2 : In order to take into account the sensitivity behavior of the transfer function in a specified frequency band, or even at some discrete frequency points, the weighted sensitivity functions are defined as
where
, and W C (z 1 , z 2 ) are scalar, stable, causal functions of the complex variables z 1 and z 2 . Definition 3 : Let X(z 1 , z 2 ) be an m × n complex matrix valued function of the complex variables z 1 and z 2 . The l 2 norm of X(z 1 , z 2 ) is defined as (2) and Definitions 1-3, the overall frequencyweighted l 2 -sensitivity measure for the LSS model in (1) can be evaluated by
The frequency-weighted l 2 -sensitivity measure in (10) can be written as
where M A , W B , and K C are obtained by the following general expression:
Define a state-space coordinate transformation by [12] , [15] x h (i, j)
where T 1 and T 4 are m × m and n × n nonsingular matrices, respectively. New realizations can then be characterized as
where T = T 1 ⊕ T 4 . For the new realizations, the frequencyweighted l 2 -sensitivity measure in (11) is changed to
where P = T T T = P 1 ⊕ P 4 and 
is the local controllability Gramian for the LSS model in (1) with an m × m submatrix K 1 and an n × n submatrix K 4 along its diagonal [15] . Thus, the l 2 -scaling constrained frequency-weighted l 2 -sensitivity minimization problem can be formulated as follows: Given matrices A, b, and c, obtain a block-diagonal nonsingular matrix T = T 1 ⊕ T 4 which minimizes S(P ) in (14) subject to l 2 -scaling constraints in (15) .
III. PROBLEM SOLUTION

By defininĝ
it follows that
Thus, the l 2 -scaling constraints in (15) can be written as
It is obvious that the conditions in (18) are always satisfied by choosingT
Substituting matrix T = T 1 ⊕ T 4 which satisfies (16) into S(P ) in (14), the frequency-weighted l 2 -sensitivity measure can be expressed as
This means that the problem of obtaining an (m+n)×(m+n) block-diagonal nonsingular matrix T = T 1 ⊕ T 4 which minimizes S(P ) in (14) subject to the l 2 -scaling constraints in (15) can be converted into an unconstrained optimization problem of obtaining an (m 2 + n 2 ) × 1 vector x which minimizes J o (x) in (20).
By applying a quasi-Newton algorithm to minimize J o (x) in (20), in the kth iteration the most recent point x k is updated to point x k+1 as [17] 
Here, ∇J o (x) is the gradient of J o (x) with respect to x, and S k is a positive-definite approximation of the inverse Hessian matrix of J o (x). The algorithm starts with a trivial initial point x 0 obtained from an initial assignmentT = I m+n , and this iteration process continues until
where ε > 0 is a prescribed tolerance.
IV. A NUMERICAL EXAMPLE
Consider a 2-D stable recursive digital filter realization
where and using frequency-weighted functions given by 2-D FIR digital low-pass filters with the unit-sample response [18] w 20, 20) , and zero elsewhere. The above frequency-weighted functions were selected to emphasize the filter's sensitivity in the passband and de-emphasize it in the stopband. The frequency-weighted l 2 -sensitivity of the LSS model in (1) (A, b, c, d) 2,2 was found to be S = 394423.679690. The minimized frequency-weighted l 2 -sensitivity was found to be J o (T opt ) = 4670.176797.
The profile of the l 2 -sensitivity measure J o (T ) during the first 54 iterations is shown in Fig. 1 , from which it is seen that with a tolerance ε = 10 −8 the algorithm converges with 54 iterations. 
V. CONCLUSION
The minimization problem of the frequency-weighted l 2 -sensitivity subject to l 2 -scaling constraints for 2-D state-space digital filters described by the Roesser LSS model have been investigated. It has been shown that the FM second LSS model can be imbedded in the Roesser LSS model as a special case. An iterative algorithm has been developed to solve the problem. This algorithm relies on the conversion of the constrained optimization problem into an unconstrained optimization formulation and utilizes an efficient quasi-Newton algorithm. Our computer simulation results have demonstrated the validity and effectiveness of the proposed technique.
