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ABSTRACT
Effects of Optical Configuration and Sampling Efficiency on the Response of Low-Cost Optical
Particle Counters
Brady Scott Hales
Department of Mechanical Engineering, BYU
Master of Science
Hazards associated with air pollution motivate the search for technologies capable of monitoring individual exposure to gaseous pollutants and particulate matter (PM). A Low-cost Optical
Particle Counter (OPC), costing less than 50 USD, is an example of such technologies. Currently,
OPCs are widely used to measure the concentration of particle matter in ambient air. While these
low-cost air quality sensors are widely available, the accuracy and precision of these devices is
highly uncertain. Consequently, the purpose of this thesis is to present an analytical model of two
generic, low-cost OPCs based on the Laws of Conservation of Mass, Momentum, and Energy.
These models utilize Mie scattering theory and Computational Fluid Dynamics models to quantify
uncertainty and accuracy in low-cost OPCs based first principles. Modeling results indicate that
the measurement of forward-scattered light may dramatically increase the accuracy of low-cost
OPCs. These results also indicate that careful attention must be placed on the design of sensor
flow passages so as to most efficiently transport particles to the scattering volume where they may
be detected. A combination of careful attention to photodetector placement in the forward scattering regime as well as efficient transport to the scattering volume may increase low-cost OPC
accuracy by magnitudes of order.

Keywords: Mie scattering theory, Optical Particle Counter, particle transport efficiency, air quality
monitoring, particulate matter measurement
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CHAPTER 1.

1.1

INTRODUCTION

Background
In 2019, it was estimated that the inhalation of polluted air could be attributed to caus-

ing approximately 6.67 million deaths as well as substantial health complications [11]. In this
same year, poor air quality was ranked fourth among leading risk factors for global deaths which
showed a problematic increase from 2018 where it was ranked fifth [11]. The health implications
of breathing polluted air is of such great concern that the Institute for Health Metrics and Evaluation convenes an annual project known as Global Burden of Disease (GBD). The focus of GBD
is to provide annual reports detailing the current global status and yearly trends in air pollution
exposure. These reports contain risk assessments of the burden that air pollution has on public
health and as recently as 2020 shows that air quality on a global scale continues to worsen rather
than improve [11]. Studies show that long-term exposure to fine particulate matter and ozone have
been shown to be the most significant contributors to the global burden of disease caused by air
pollution. As such, GBD’s most recent report, The State of Global Air 2020, shows that air pollution affecting human health is typically categorized as ambient fine particle pollution, ambient
tropospheric ozone, and household air pollution.
An important metric in defining particulate matter pollution is bin size. Bin size is often
given in the format of PM10 or PM2.5 for example. In this notation PM stands for particulate matter
and the subscript (number) refers to the nominal aerodynamic diameter of particulates which pass
through a size-selective inlet with a 50% efficiency cut-off [12]. For example, if a bin count of
PM2.5 is given, the internationally accepted definition is that 50% of this number of particulates
may have an aerodynamic diameter greater than 2.5 µm. Bin size is frequently used in particulate
matter concentration measurements and is further discussed in the following paragraphs as well as
Chapter 3. It should be noted that the low-cost, light scattering devices considered in this study do
not contain a size selective inlet.
1

The global burden of disease caused by the inhalation of the first category, ambient fine
particulate matter, is made clear in various reports in addition to the GBD’s. These reports show
that the inhalation of PM can be linked to an increased risk in various diseases and medical conditions such as: asthma [13], reduced lung function [13], cardiovascular and respiratory deaths [14],
all-cause mortality [14], mental health illness [15] and many more. Examples of recent studies
show that in 24 countries the increase of daily PM2.5 was linked to an increase in all-cause, cardiovascular and respiratory deaths [14]. The highest of which was Greece were it was shown that
for every 10 µg/m3 increase in daily PM concentration there was an all-cause mortality increase
of 2.54% [14].
Large environmental contributors to air pollution such as wildfires also have a significant
impact on human health. In 2019, during the Australian bushfire season, ambient concentrations
of PM2.5 frequently surpassed the World Health Organization (WHO) standard and studies suggest that these PM concentrations led to approximately 417 excess deaths as well as a significant
increase in hospitalizations for cardiovascular and respiratory complications [16]. Industries not
commonly thought of as large PM2.5 contributors may also be responsible for increases in the
global burden of disease. One such industry may be US Agriculture, in which a study has found
this industry to be responsible for approximately 18,000 annual deaths directly related to the inhalation of PM2.5 emitted in the production of food from processes such as: tillage, field burning
and livestock dust [17].
The evidence of the large global burden of disease that air pollution places on the world
is clear. As such, many countries are working to reduce PM exposure; however, several countries
continue to see PM levels rise on an annual basis. Nigeria, Bangladesh, India, and Pakistan are
examples of such countries that have seen the largest increases in PM2.5 exposure concentration
over the last decade [11]. The rise of PM in these countries is also attributed to causing rises in PM
exposure to many of their neighboring countries [11]. As such, it is understood that high-income
countries as well as low-income countries must work hard to reduce ambient air pollution.
The second category of particulate matter exposure is that of household pollution. Household pollution is likewise a major concern as it is estimated to cause approximately 4.1% of all
global deaths [11]. The regions most affected from household air pollution are those of Africa,
Southeast Asia, and East Asia. Many in these regions rely heavily on charcoal, wood, agricultural
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residue, animal dung, and kerosene as fuels for cooking as well as heating. These fuels are often
burned in inefficient burners and produce a majority of global household air pollution with particularly high concentrations of PM2.5 , black carbon, and carbon monoxide [11]. Do to the populous
nature of these regions, it was found that nearly 49% of the world’s population relies on the aforementioned solid fuels and as such are at risk for high exposure concentrations of PM2.5 and the
accompanying health risks [11].
The GBD project also created what is known as a Sociodemographic Index (SDI) to further
evaluate household pollution exposure. The SDI is calculated based on average income per person,
education level, and total fertility rate and varies from zero to one, where zero is the lowest income,
lowest education level, and highest fertility rate and a value of one represents the opposite. The
GBD found that countries with the lowest sociodemographic index scores were associated with
the highest exposure concentrations to ambient PM2.5 while higher SDI scores were associated
with the lowest exposure concentrations to ambient PM2.5 [11]. The correlation between SDI
and ambient PM2.5 is moderate but a strong correlation between SDI and household air pollution
exists, being that countries of low SDI scores typically rely on household solid fuels as they are
easily gathered or subsidized. It was shown that household air pollution decreases dramatically
as SDI increases [11]. It was also shown that air pollution accounts for nearly 20% of global
newborn deaths and nearly two-thirds of those deaths are directly attributable to the inhalation of
fine particulates [11].
Over the last decade the number of annual global deaths due to PM2.5 exposure has been
gradually increasing. In 2010, household air pollution was ranked as the seventh leading cause of
global deaths and in 2019 this ranking fell to ninth showing important progress is being made in
reducing this metric. Over the last decade, countries such as China, India, and Indonesia have made
significant reductions to household PM exposure; however, countries such as Nigeria, Ethiopia, and
Kenya have seen substantial increases [11]. Studies indicate that many countries are working hard
to reduce PM2.5 exposure but it is apparent that the increase in population is growing faster than
exposure rates are falling, thus producing a greater total number of annual global deaths. In 2019,
it was even found that over 90% of the world’s population had been exposed to concentrations of
PM2.5 that exceeded the WHO Air Quality Guideline of 10 µg/m3 [11].

3

With so much evidence of the global burden caused from the inhalation of polluted air, it is
apparent that there is a global requirement for robust, low-cost, and accurate air quality monitoring
systems capable of demonstrating compliance with government mandated air quality standards.
Furthermore, a crucial component of said monitoring systems is the ability to accurately measure
ambient and household PM2.5 concentration. As such, this work will focus on the measurement
of fine particulate matter concentrations (PM2.5 ) using low-cost devices that may be economically
feasible for individuals and non-government organizations across the world. The following sections in this chapter contain information on several types of particulate measuring sensors, their
advantages and disadvantages, as well as current research and studies regarding measurement accuracy.

1.1.1

Particulate Measuring Devices
Air quality monitoring networks based on specialized and expensive equipment have been

established in developing nations. In the United States (US), National Ambient Air Quality Standards (NAAQS) have been established and ground level monitoring of PM is performed using the
Federal Reference Method (FRM) and Federal Equivalent Methods (FEM) in approximately 600
stations across the country [18]. As there are only approximately 600 of these networks [1], they
provide useful information on a regional level but may fail to provide individuals with actionable
data needed for personal protection.
The FRM measuring instruments implemented in ground-level monitoring stations are an
extension of the gravimmetric method [1]. In FRM instruments a PM entrained gas stream is
drawn through an aerosol sampling inlet at 16.67 L/min [1] as shown in Fig. 1.1. The inlet of
an FRM instrument is designed to reject insects and precipitation and to be independent of wind
speed and direction. After passing through the inlet, an inertial particle size separator separates
out particulates with aerodynamic diameters greater than PM10 . A second inertial particle size
separator is located downstream from the first and serves to separate particulates with aerodynamic
diameters greater than PM2.5 . The remaining particulates are collected on a polytetrafluoroethylene
Teflon filter. This filter is weighed before and after use to determine the net mass increase. Since
federal regulations state that the instrument must run for 24 h intervals and the flow rate is known,
the sampling gas volume may be calculated and the 24 h average PM2.5 concentration may be
4
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Figure 1.1: Simple schematic of the Federal Reference Method (FRM) also known as the Gravimetric Method. Air is drawn through the inlet and passes a PM10 separator, then a PM2.5 separator,
after which the remaining particulates pass through a Teflon filter which is weighed before and after
use [1].

determined by dividing the net mass increase of the filter by the total sampling volume [1]. The
total sampling volume is found by multiplying the volumetric flow rate by the exposure time.
The operation and maintenance of these instruments and the interpretation of their data are
highly regulated in the Code of Federal Regulations to ensure accurate and consistent measurement
practices across all institutions, organizations, and ground monitoring stations [19].
Other measurement instruments that may be used at ground monitoring stations and are
known as the Federal Equivalent Methods (FEM). One such FEM is the Tapered Element Oscillating Microbalance (TEOM) [1] as pictured in Fig. 1.2. The TEOM is constructed of a vibrating,
hollow, quartz tube with a known resonant frequency. This piece is known as the tapered element
and the tip of this element contains a filter for the sample gas. The circuitry of the TEOM contains
a feedback system that maintains the oscillation amplitude of the tapered element. As the sample
gas passes through the instrument, PM is collected on the filter and changes the resonant frequency
of the tapered element. The change in frequency is measured by the circuitry of the TEOM and is
correlated to a PM concentration measurement dependent on the specifications of the filter on the
tapered element along with a known volumetric flow rate. The measurements provided by TEOM’s
5
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Figure 1.2: Simple schematic of the Tapered Element Oscillating Microbalance (TEOM). Air is
drawn through the inlet and passes the size selective filter on the end of the tapered element thus
changing the resonant frequency of the element. The feedback system then measures the new
resonant frequency and correlates this measure to a concentration measurement [2].

may be sensitive to temperature fluctuations, humidity changes, flow pulsation, and change in filter
pressure [19]. These instruments generally have many correction factors applied to the measurements to compensate for these factors and the measured PM2.5 concentration generally represent
the lower limits of the true concentration of the PM [20].
The Beta Attenuation Monitor (BAM), which is pictured in Fig. 1.3, is another of such
FEM instruments [1]. The BAM’s principal components are the beta radiator and the beta detector.
The source radiator is generally made of Carbon-14 due to its characteristics as a relatively safe
radiative source, a sufficiently high energy level, a long half-life and relative abundance. Using this
source, the BAM first establishes a baseline beta count through the fibrous filter tape before beginning measurement. The detector used in these instruments is generally a Geiger Mueller counter
or a photodiode [21]. The baseline measurement takes approximately two minutes and after the
baseline is determined, the area of filter tape is advanced to the sampling stage and PM entrained
gas is passed through the filter for eight to nine minutes [21]. During this process the volumetric
flow rate is measured by the sensor. After the sampling has been completed, this area of filter tape
is then stepped back to the detector for another beta measurement. The difference in beta measure-
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Figure 1.3: Simple schematic of the Beta Attenuation Monitor (BAM). Air is drawn through the
inlet and passes over the filter band for a pre-determined amount of time (e.g. 15 minutes) after
which that area of the filter band is advanced to the section containing the Beta Radiator and
Detector. The signal produced by the detector is related to a time-averaged concentration based on
the sensor flow rate and amount of time the filter band is exposed to the inlet flow [3].

ments is correlated tthe mass of the collected PM which is divided by the total sampling volume
which passed through the filter and provides a time-averaged PM2.5 concentration measurement.
This process must be repeated every 15 minutes to meet federal regulations [21].
Since the FRM and FEM methods are generally expensive and require careful environmental control in specific ground-level monitoring stations, their data is often supplemented with
data collected from satellites. PM monitoring satellites make use of various on-board instruments
and sensors known as Moderate Resolution Imaging Spectroradiometers. These sensors measure
reflected and emitted radiance in various parts of the electromagnetic spectrum ranging from ultraviolet to infrared. These radiance measurements may then be converted to aerosol optical depth
to provide a measurement of the optical depth of PM2.5 in the Earth’s atmosphere [18]. These
measurements represent columnar averaged (from Earth’s surface to top of atmosphere) optical
depth and as such do not provide elevation varying measurements. These data are limited in resolution as they provide a concentration averaged over large areas of the atmosphere in comparison to
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ground level monitoring. They also provide a high-level overview of concentrations over a given
area but do not provide critical spatially-resolved results. Environmental considerations such as
clouds, snow, ice, storms, etc. may also impede the use of satellite measurements and the results
may be highly inaccurate. In the US, it has been shown that cloud cover does not significantly
obscure monthly and yearly averaged PM exposure concentrations; however, significant variations
and decreases in accuracy occur in important daily and hourly measurements with satellite measurements [18].
The satellite method is particularly advantageous in gathering PM2.5 concentration data
as data for any large area across the world may be obtained. Generally, coverage is also very
reliable and repeated measurements may also be conducted. These are particularly advantageous
when compared against the ground monitoring stations that are heavily limited in coverage and
are installed in areas of high population density where it makes economic sense to install them.
However, the opposite is true as well where ground level monitoring stations are advantageous as
they do not rely on meteorological data and can provide accurate measurements close to the ground
without any dependence on environmental conditions such as cloud cover and precipitation [1].
Light scattering instruments are often employed when real-time measurements are needed
and costs are important. One such low-cost device is known as the Optical Particle Counter (OPC).
For the purposes of this thesis low-cost is defined as sensors costing less than 50 USD. OPCs work
by drawing a PM entrained gas through the intake port on the sensor with a constant volumetric
flow rate. These sensors contain a scattering chamber small enough that it is assumed only one
particulate is entering the chamber at a time. Typically a laser diode is used to provide a constant
light source into the scattering chamber. When a particulate enters the scattering chamber it will
intersect with the light source. Once the particle is illuminated, a portion of that source is scattered
off of the particulate and onto a photodetector. This photodetector may be placed at various angles
and locations in reference to the particulate depending on the maker of the sensor. OPCs may
count the number of particulates in a gas stream by counting the output pulses of the photodetector
and the amplitude of the photodetector response may be correlated to an aerodynamic diameter
representing the mass of the particle. The response of the photodetector is related to a concentration
measurement through an experimental calibration curve [19]. Further details on the operation of
OPCs is given in Section 1.1.2
8

Other light scattering devices include scattering photometers, nephelometers, and Condensation Particle Counters (CPCs). Scattering photometers’ operation is similar to that of OPCs.
The main difference is that they contain a larger intake port as well as scattering volume. This allows scattering photometers to measure particulate clouds rather than single particulates [19]. This
allows scattering photometers to measure larger concentrations of PM but information regarding
individual particles is lost. Nephelometers operate similar to scattering photometers in that they
measure clouds of particulates; however, they often include various light wavelength sources as
well as various photodetectors or mirrors to gather light at various angles [22]. Likewise, nephelometers are able to offer higher concentration measurements but at the expense of individual
particulate aerodynamic diameter.
CPCs are primarily used to measure concentrations of extremely small particles. These
particles are often too small to be measured by light scattering devices as the small particulates
do not scatter a sufficient amount of light to be detected. These CPCs typically contain a fluid
that produces a vapor in a heated saturation chamber as shown in Fig. 1.4. The PM entrained
gas is then drawn through the heated chamber where particulates are saturated with the vapor of
the CPC working fluid. The sample gas is then drawn into a cooled condenser tube where the
vapor condenses on the surface of the particulates and increases their respective size until they are
optically detectable [23]. These instruments are similar to OPCs in that they are then passed into a
small scattering chamber, measuring individual particles, and the light scattered from the particles
creates an electrical response from the photodetector and a calibration curve is created. Since these
sensors measure individual particulates they likewise can only measure low concentrations. CPCs
are generally more complex and expensive than OPCs. They also require routine maintenance
with regards to the working fluid and verifying that the heated chamber and cooled condenser are
working properly. Advantages and disadvantages to each of these types are detailed in Table 1.1.
The need for portable and inexpensive air quality monitoring systems is made clear from
the disadvantages of the FEM and FRM methods. Furthermore, Williams et al. [24] and van Zoest
et al. [25] emphasize the importance of accurate air-quality monitoring systems and the global need
for fine spatial and temporal resolution measurements. They also highlight the current inconsistent
measurements and inaccuracies that exist within these current portable and inexpensive air quality
monitoring systems. It is clear that these systems may benefit from the use of OPCs by providing
9
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Figure 1.4: Simple schematic of a Condensation Particle Counter (CPC). Particulates, typically
too small to be detected by an OPC, enter the inlet and pass through the heated saturator where
each particulate is saturated with a working fluid. The fluid condenses in the cooled condenser and
effectively grows the particulate size such that it may be detected by the sensor optics after which
it is drawn out of the sensor through the outlet [4].

Table 1.1: Advantages and disadvantages of several PM monitoring sensors.
Sensor Technology
Tapered Element Oscillating Microbalance

Advantages
Accurate Measurements
Real-time Measurements

Beta Attenuation Monitor

Accurate Measurements

Federal Reference Measurement

Simple
High Precision/Quality

Optical Particle Counter

Photometer/Nephelometer

Condensation Particle Counter

Low-cost
Real-time Measurements
Portable
Bin Size/Particle Diameter
Low to Medium cost
Real-time Measurements
Higher Concentrations
Real-time Measurements
Bin Size/Particle Diameter
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Disadvantages
High-cost
Not Portable
High-cost
Not Portable
Average Measurements
Average Measurements
Post-process data
High-cost
Questionable Accuracy
Low Concentrations
Questionable Accuracy
Complex data reduction
High Cost
Needs Maintenance
Low Concentrations

a low-cost solution to real-time PM exposure monitoring. On inspection of Table 1.1 it is apparent
that there are specific advantages to OPCs over the FRM and FEMs. Such advantages include:
real-time measurements of bin count and concentration values, as well as being portable and cost
effective. OPCs are advantageous over CPCs from a cost and complexity viewpoint but only
when a majority of the particles being measured are greater than 100 nm in diameter as that is
generally considered the minimum detectable limit in OPCs [22]. OPCs are also advantageous
over photometers and nephelometers as they may provide individual particle information such as
aerodynamic diameter and bin count.
According to the Environmental Protection Agency (EPA), the bin size that poses the greatest risk to human health is PM2.5 as these particulates are small enough to penetrate deep into lung
tissue [26]. As such, the ability of OPCs to provide PM2.5 bin counts is particularly beneficial in
measuring potentially harmful PM exposure metrics set forth by organizations such as the EPA as
well as the WHO; however, caution should be exercised as the quality of data provided by these
sensors is often poorly defined [27]. The complications rising from this issue are so substantial that
the EPA sponsored a workshop in June 2018 to address the need for standards for non-regulatory
PM2.5 and ground-level O3 sensors. While these sensors are widely available, the published report
of the EPA workshop [24] highlighted the fact that manufacturers of these devices fail to provide
performance evaluations or to engage in certification programs. This report found there is great
uncertainty regarding the value or usefulness of data collected with these devices, and the authors
emphasized the dangers of making personal or public policy decisions based on poor quality data.
Therefore, the focus of this thesis is to produce theoretical performance assessments of low-cost
OPCs to help address the question of uncertainty and accuracy regarding these devices.

1.1.2

Operating principles of OPCs
Further details of the operating principles of OPCs are given in this section to have a greater

foundational understanding of where inaccuracies may lie. In Fig. 1.5, an air stream (dotteddashed blue arrow), laden with PM, flows through a scattering chamber as illustrated. The air
stream is drawn through the OPC by a fan operating at a steady speed. The volumetric flow rate
of the particle laden flow may be determined as the the speed of the fan is assumed to be steady
and particulate concentration is assumed to be uniform. The collimated beam (solid red arrow)
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Figure 1.5: Generic geometry for the type of low-cost OPCs assessed in this thesis. The intersection between the air stream (dotted-dashed arrow) and the collimated light source (solid arrow)
defines the scattering volume. A fraction of the incident light is scattered (small dotted arrow)
from the particle onto a photodetector and the response is correlated to a PM concentration.

emitted by a light source intersects the air stream (dotted-dashed arrow), which intersection forms
the scattering volume as defined in Fig. 1.5. A fraction of the radiative intensity emitted by the
laser diode is scattered (small red dotted arrow) directly from a particle in the scattering volume
toward the photodetector. Many higher cost OPCs (greater than 50 USD) use a parabolic reflector
to gather the scattered light over a wide range of angles (both forward and backward scattered
light). However, the parabolic reflector generally increases the cost of these devices and as such
will not be considered part of the low-cost OPC design analyzed in this thesis. Accordingly, only
the radiation scattered directly toward the photodetector is collected in the low-cost OPCs design
evaluated in the following sections.
Assuming the PM is dilute and only a single particle is in the scattering volume (as defined
in Fig. 1.5) at a time, the number of particles contained in the stream may be determined by
counting the output pulses of the photodetector during a fixed time interval. Validation of the one
particle detected at a time assumption is further discussed in Chp. 3. Mie scattering theory [7, 28]
may be used to relate the scattered laser power to the aerodynamic diameter of the particle by
approximating the PM as homogeneous spheres. A brief discussion on the validity of the spherical
particle approximation is presented in Sec. 2.1. After the particulate is detected and measured it
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Figure 1.6: Light scattering pattern off of a particle 2.5µm in diameter. This plot is a 2-D representation of the 3-D scattering pattern. As the particle is approximated as a homogeneous sphere,
the scattering pattern is symmetric about the X-axis, and is the same pattern in the XY and XZ
planes as shown. The forward-scattering region, as discussed in this paper, is the major lobe centered around 0°. In this example the lobe encompasses angles between 12°and -12°. This plot was
obtained using a source wavelength of 660 nm and a refractive index of 1.55 [5].

is drawn through the exit fan, a new particulate enters the scattering volume, and the process is
repeated.
From the previous section it was noted that PM2.5 is the most harmful to human health.
Particulates of this size are in the Mie scattering regime, different from geometric and Rayleigh
light scattering. This is due to the relationship between the aerodynamic diameter of the small particulates and the wavelength of the light source [29]. As shown in Fig. 1.6, particles in this regime
have distinct light scattering patterns. The example shown in 1.6 is for a spherical particulate 2.5
µm in diameter with a refractive index of 1.55 and a source wavelength of 660 nm. It is clear that
the magnitude of light scattered from particles in this regime is highly dependent on the scattering
angle, θ . This θ is shown in Fig. 1.6 with a range of 0° - 360° and is also the same θ represented
in Fig. 1.7. Fig. 1.7 is given as a geometric reference to a Generic OPC system. It is important to
note that both figures (Figs. 1.6 and 1.7) have the same coordinate system and the θ in Fig. 1.7
is found using the θ values from Fig. 1.6. These scattering patterns are dependent on the aerodynamic diameter, the refractive index of the particle and the source wavelength. It is noted that the
magnitude of light scattered from the particle changes with respect to θ which in turn affects the
total power of light incident on the photodetector. Due to these distinct patterns, the magnitude of
13

light incident on the photodetector does not have a linear correlation with the particle size. Based
on a radiative transfer model, it can be shown that the power generated by the photodetector is
directly proportional to the incident power by the calibration constant β as described in Chapter 2.
Therefore, the signal output by the photodetector may be related to the size of the particle. With
particle size measurements and a known volumetric flow rate and measurement time, a concentration measurement can be produced. These results may be also be used to calculate bin sizes such
as PM2.5 . Using theoretical models, uncertainty and accuracy estimates may be calculated based
on Mie Scattering Theory and Computational Fluid Dynamics (CFD) models.

Figure 1.7: A top view of Sensor A and Sensor B as considered in this thesis. In Figures a) and
b) it is seen that the light source travels in the x direction to illuminate the particle in question. In
the geometry of Sensor A, the photodetector lies 2.2 mm below the particle, in the Y direction,
and is in the XZ plane. This photodetector is 3 mm in diameter. In the geometry of Sensor B, the
photodetector is located 25 mm from the particle at an angle of 25° from the X axis, as indicated
by the dotted line. This photodetector lies inside of a tube and if the the angle were reduced from
25° to 0° the photodetector would lie in the YZ plane. The dimensions of this photodetector are
3 mm x 3 mm. PM entrained air follows the path as designated by the blue arrows. Note that the
coordinate system used in these figures are the same as presented in Fig. 1.6.

1.1.3

Present Work on OPC Light Scattering Accuracy
Many studies and articles have been published on the design and use of low-cost OPCs to

improve accuracy and reduce uncertainty. Some studies show that complex elliptical mirror designs
help to collect light over a large range of scattering angles and thus improves OPC sensitivity
[30]. Whereas, novel OPC designs are frequently created with the intent to improve accuracy and
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uncertainty. Such a study includes a custom OPC design optimized to detect PM in metal powder
3-D printing workshops [30]. Studies have also shown progress in specially designed miniaturized
OPC configurations for low-flow measurements. Such an OPC was fabricated and evaluated using
two silicon wafers where the bottom wafer includes two photodetectors and the top wafer contains
the necessary small air passages [31]. Another miniature OPC design made use of two fresnel
lenses to refract scattered light onto two photodetectors [32]. Other design studies showed the use
of a drilled lens designed with high sensitivity and durability to be used in weather balloons and to
detect particulates as low as 100 nm in aerodynamic diameter. This design used a lens with a hole
drilled through it so as not to refract any of the light directly from the source, but only scattered
light from the forward direction is refracted to a single focal point onto the detector [33]. Many of
these designs are optimized for a specific purpose and make use of expensive equipment and parts
thus not appropriately fitting into the low-cost category this thesis seeks to address.
Many existing studies continue an attempt in the characterization of the accuracy and uncertainty in OPCs [34–36]. However, these studies fall short of a critical uncertainty analysis on
Optical Particle Counters as they simply compare a low-cost OPC with another PM measuring instrument. This may be a TEOM or a BAM, but in many instances another higher cost OPC is used.
These types of studies often make the assumption that another instrument is properly calibrated.
Under the consideration of this assumption, it is necessary to discuss the characterization of uncertainty in the trusted instrument as well. These characterizations are often not discussed as it is
considered proprietary information to the manufacturers of most of these higher-cost devices. As
such, most of the existing studies on OPC accuracy do not provide a fundamental understanding
of the accuracy; rather, an understanding of the OPC accuracy in regard to a reference instrument.
Examples of such studies are as follows: Crilley et al. [35] where a certain brand of OPC is
collocated with 2 reference optical instruments as well as a TEOM and the results of each sensor
are compared against each other; another is that of Sayahi et al. [34] where a calibration chamber is
designed and several low-cost sensors are placed in the chamber with another trusted OPC and the
results of each sensor are compared; and yet another is that of Kelly et. al [36] where a low-cost
OPC is placed in a wind tunnel with a trusted OPC and the results of each sensor are compared. In
each of these studies the calibration of the trusted instrument is not discussed or referenced and as
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such, each of these studies provide OPC accuracy with regard to a reference instrument but make
no attempt at a principles based characterization of low-cost OPC accuracy.
As far as the author is aware, only recently an article was published with a physics based
approach to determining the accuracy of low-cost optical particle sensors using Mie Theory. This
study evaluated the accuracy of elliptical mirror containing OPCs as well as nephelometers and explore a range of particle refractive indices as well. This article also applies smoothing algorithms
to its response curves which are not monotonic [22]. This article helps to further a fundamentals
based analysis of uncertainty and accuracy in modeling OPC responses; however, the research presented in this thesis will evaluate a general low-cost OPC design as previously stated, namely that
which does not contain elliptical mirrors. The presented work will also not depend on smoothing
algorithms of the non-monotonic OPC response curves in an effort to show why high variability
exists in this class of sensors and demonstrate its effects on instrument uncertainty.

1.1.4

Present Work on OPC Sampling and Detection Efficiencies
Another important consideration of characterizing OPC uncertainty is that of sampling and

detection efficiency. Sampling efficiency is defined as the ratio of the PM concentration that enters
the sensor to the PM concentration present in the reservoir. Detection efficiency is defined as a ratio
of the number of particulates that are detected to the number of particulates that enter the sensor.
The evaluation of these parameters are likewise important in evaluating OPC accuracy as they help
to demonstrate the efficiency with which particles are individually transported from the reservoir
to the scattering volume and sensed. In this thesis, these evaluations are conducted through the use
of CFD models.
The use of CFD models appears to have limited exposure in the literature on predicting the
uncertainty in low-cost OPCs. Some studies such as that conducted by Sayahi et al. [34] use CFD
models to evaluate calibration chambers in which low-cost OPCs may be placed with a trusted
instrument. Such studies are important in understanding the effectiveness of a calibration chamber
but do not address the sampling efficiency of the OPC itself. A few studies such as Girdwood
et. al [37] as well as Mongelluzzo et. al [38] make important progress in the use of CFD models
to evaluate sampling efficiency; however, they are applied to very specific, purpose built OPCs
and operating conditions. The study of Girdwood et. al. evaluates how rotor blades on a small
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unmanned aircraft mounted OPC may affect sampling efficiency, while the study of Mongelluzzo
et. al. uses CFD to evaluate an OPC built for measuring PM in the Martian atmosphere. This
study used a Lagrangian approach to estimate how particles of different sizes passed through the
scattering volume and evaluated the probability of a certain size of particulate passing through
the center of the photodetector. Results from this article also highlighted design changes made
to the OPC in order to achieve a higher detection efficiency. Where this study provides detection
efficiency prediction on a very purpose built, optimized, and expensive OPC, the work of this thesis
will seek to provide similar detection efficiency estimates using a commercially available, broad
purpose, low-cost OPC.

1.2

Research Objectives
The objective of this research is to use analytical and numerical techniques based on the

conservation of mass, momentum, and energy to estimate uncertainty in measurements obtained
using low-cost OPCs. The conservation of energy based model, contained in Sections 2.1 - 2.2,
will be created using radiative transfer modeling and will investigate the relationship between
scattering measurements and PM concentration, as well as investigate the effect of photodetector
location on OPC response curves. The conservation of mass and momentum model is created and
solved using the Converge CFD software package and will seek to investigate the sampling and
detection efficiencies of a generic, off-the-shelf, low-cost OPC. The CFD results will also be used
to evaluate the validity of the common OPC assumption where only one particle is detected at a
time.

1.3

Introduction Summary
The global burden of disease due to air pollution has created the necessity for the adoption

of low-cost air quality monitoring systems around the world. An important measurement device
of these systems may be low-cost OPCs to monitor real-time exposure to PM2.5 . It is clear that
minimizing fine particulate exposure will have global economic benefits as well as health benefits
in the reducing the number of annual preventable deaths. Thus, it is critical to evaluate low-
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cost devices that may be rapidly adopted throughout the world and understand the accuracy and
uncertainty of the measurements they provide.
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CHAPTER 2.

METHODS

A majority of current published articles on the uncertainty of low-cost OPCs determine the
accuracy by placing the low-cost OPC in a calibration chamber with a trusted instrument and make
a comparison of the two results. This inherently induces more uncertainty as the uncertainty of
the trusted instrument is often unknown or cannot be verified. Therefore, it is necessary to use
a more fundamental approach to assessing the performance of OPCs by conducting a qualitative
assessment using light scattering techniques.
The use of light scattering techniques to characterize gas molecules and aerosol particles
has been studied extensively since Lord Rayleigh modeled interactions between solar radiation and
gas molecules in the atmosphere and explained the color of the sky in 1899 [39]. Light scattering
by aerosols and gas molecules is thoroughly treated in monographs [7,28] and by extensive review
articles [40,41]. Multi-angle light scattering techniques have also been used to estimate the particle
size distribution and optical properties of combustion generated PM [42–46].
As far as the author of this thesis is aware, only recently has a physics-based analysis of
OPCs been undertaken demonstrated in articles such as Hagan et. al [22]. The study contained in
this article calculates mass concentration uncertainty in OPCs containing parabolic reflectors for
the purpose of collecting light over a large range of scattering angles. However, the OPCs considered in this thesis do not contain a parabolic reflector and thus results in less scattered light to be
incident on the photodetector. Under this consideration, Mie resonances become more influential
on the signal produced by the photodetector. Therefore, the methods (see Chapter 2) and results
(see Chapter 3) presented in this thesis provide an assessment of low-cost OPCs which do not
contain parabolic reflectors. The following analyses also do not apply smoothing algorithms to the
results as calculated through Mie scattering theory so as to investigate the important influence that
Mie resonance may have on the accuracy results of low-cost OPCs.
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2.1

Derivation of Intensity
One of the principle obstacles in the evaluation of optical configuration on low-cost OPCs is

that the response of the OPC must be modeled. Sources, such as Bohren and Huffman [7], contain
solutions to the response modeling of light receiving sensors; however, these solutions may only be
used if the photodetector is at a position that is normal to the incident scattered light. Furthermore,
the units of these solutions are ambiguous and it is unclear if these solutions represent conserved
quantities. Thus, an equation is derived in the following section for a photodetector that may be
positioned at any angle relative to the incident scattered light. The units are also carefully tracked
and made clear that the resulting equation for intensity is a conserved quantity.
The following derivation and equations are performed using Mie scattering theory to derive
a conserved value of intensity under the approximations used for OPCs. This thesis seeks to derive
the relevant equations using terms of intensity rather than irradiation so that the scattered power
may be properly calculated as in the case of an OPC. Although all cases of polarized light and
particle shapes are not taken into account, many of the general equations are given such that one
would be able to continue their own derivation for a specific case that differs from the one presented
in this thesis. In such a case, it would be important for the reader to turn to the references for further
understanding.
An important assumption in the use of Mie theory is that of using homogeneous spherical
particles. Modeling these particulates in this way is an appropriate approximation as it is understood that exact solutions for individual particle shapes may not be particularly useful in the context
provided by this thesis. Typically, users of OPCs are involved in the measuring of a concentration
of PM from a sampled region and as such are primarily interested in the average properties of an
ensemble of particles representing this concentration rather than properties of any one individual
particle. The purpose of this modeling is to average out individual particle shapes and erase unique
details and undulations in scattering patterns. In theory, this provides a better representation of the
scattering occurring from the collection of sampled particulates as a whole [7].
It is known that Mie scattering theory provides the calculation of the Poynting vector (~S)
which specifies the magnitude and direction of the rate of transfer of electromagnetic energy at
all points of space [7, p. 23]. Therefore, the Poynting vector is valid for any arbitrary area,
angle, and distance from the particle of interest. The derivation contained in this thesis uses the
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Figure 2.1: Shows a diagram of the propagation of an electromagnetic wave in the z direction.
Note that the electric field, E, in the x direction is always normal to the magnetic field, B in the y
direction [6, p. 957].

Poynting vector combined with Electromagnetic Wave theory in order to obtain an expression
for the Intensity of light scattered from a homogeneous, spherical particle of arbitrary size. The
mathematical definition of the Poynting vector is defined as the electric field crossed with the
magnetic field [6] such that:
~S ≡ 1 ~E × ~B
µo

(2.1)

The vectors ~E and ~B represent the electric and magnetic fields respectively and µo represents the permeability of the scattered magnetic field. It is known that the magnitude of the Poynting vector represents the rate at which electromagnetic energy flows through a unit surface area
perpendicular to the direction of wave propagation [6]. Therefore, the magnitude of the Poynting
vector (S) may be found by calculating the magnitude of the cross product described in Eq. 2.1.

S=

1 ~ ~
E B sin (θ )
µo

(2.2)

As can be seen in Fig. 2.1, ~E and ~B are perpendicular to each other such that θ from Eq. 2.2
is equal to 90° and sin(90°) = 1. Therefore, S travels in the direction of the propagation of the
wave and can be simplified to Eq. 2.3:

S=

EB
µo
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(2.3)

Serway and Jewett state that the magnitude of the magnetic field may also be defined in
terms of its relation to the electric field as in Eq. 2.4.
E
c

B=

(2.4)

Substituting Eq. 2.4 into Eq. 2.3 produces Eq. 2.5:

S=

E2
µo c

(2.5)

The equations presented thus far represent instantaneous quantities; however, due to physical detection hardware limits, a time averaged Poynting vector is of practical use. This transforms
Eq. 2.5 into Eq. 2.6 [6, p. 961].

hSi =

E2
2µo c

(2.6)

It is then necessary to calculate the squared electric field, E 2 . This may be done by evaluating different cases of polarization of the electric field which are known as the Stokes Parameters. The Stokes parameters cover unpolarized light, horizontal and vertical polarizers, +45°and
-45°polarizers, and circular polarizers. This thesis will focus on the case of unpolarized light since
the light sources used in low-cost OPCs are typically low-cost unpolarized sources. It is noted that
the other cases of polarization are given in more detail on p. 48 of Bohren and Huffman [7] for the
interests of the reader. The time-averaged Poynting vector may be defined in terms of the Stokes
Parameter, A, for unpolarized light such that:

hSi =

1
A
2µo c

(2.7)

Where the Stokes Parameter A is defined as:
∗
∗
+ E⊥s E⊥s
A = Eks Eks

(2.8)

The complex conjugate of the electric field is denoted by the symbol *. The subscripts k
and ⊥ represent the parallel and perpendicular directions respectively and the subscript s, denotes
the field as scattered from the particle (see Fig. 2.2). As shown in Eq. 2.6 the magnitude of the
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Figure 2.2: An arbitrary size/shape particulate scattering light into the parallel (k) and perpendicular (⊥) directions [7, p. 62]
.
electric field is the quantity of interest. As such, the complex conjugate is used to calculate the
magnitude of the electric field.
The scattered electric field is defined by Bohren and Huffman [7] as:
Ñ

Eks

é
=

E⊥s

eik[r−z]

Ñ
éÑ é
S2 S3
Eki

−ikr

S4 S1

(2.9)

E⊥i

It is important to note that the S parameters used in this equation refer to the amplitude
scattering matrix which has to do with the electric field and not the Poynting vector. As such, an
S with a subscript is the amplitude scattering matrix, whereas an S without the subscript refers to
the Poynting Vector. The amplitude scattering matrix parameters are functions of: direction (θ , φ ),
source wavelength (λ ), size parameter (x) and refractive index (m = n + ik). Note that subscript
i refers to the incident electric wave, k refers to the wave number, and ik denotes the imaginary
portion of the complex refractive index.
S2 is the fraction of Eki scattered in the parallel direction. S3 is the fraction of E⊥i scattered
in the parallel direction. Likewise, S4 is the fraction of Eki scattered in the parallel direction. S1 is
the fraction of E⊥i scattered in the perpendicular direction.
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Combining Eq.’s 2.8 and 2.9 yields the following:
A=

ä
ää
Ä
Ä
1 Ä
∗
∗
∗
∗
S
E
+
S
E
S
E
+
S
E
+
S
E
+
S
E
S
E
+
S
E
2 ki
3 ⊥i
2 ki
3 ⊥i
4 ki
1 ⊥i
4 ki
1 ⊥i
k2 r 2

(2.10)

Equation 2.10 is valid for cases where unpolarized light is incident on a particle of arbitrary
size and shape. In OPC modeling the particulates are approximated as homogeneous spheres. Due
to the symmetry of a sphere, S3 and S4 are equal to zero [28, p. 35] and simplifies Eq. 2.10 to Eq.
2.11:

A=

1
∗
∗
+ S22 Eki Eki
)
(S2 E⊥i E⊥i
k2 r 2 1

(2.11)

It is necessary to calculate the incident electric field, Eki and E⊥i . When the electric field
is multiplied by its complex conjugate as in Eq. 2.11, Bohren and Huffman [7, p. 49] show the
following::
∗
Eki Eki
= a2ki

(2.12)

∗
= a2⊥i
E⊥i E⊥i

(2.13)

Where the parameters aki and a⊥i are defined as the real non-negative amplitudes of the
electric field incident on the particle [47, p. 20]. Therefore, Eq.’s 2.12 and 2.13 allow Eq. 2.11 to
be simplified to:

A=

ä
1 Ä 2 2
2 2
S
a
+
S
a
2
1
⊥i
ki
k2 r 2

(2.14)

In order to calculate the amplitude of the electric field incident on the particle (aki and a⊥i ),
the Poynting vector incident on the particle may be considered. The Poynting vector is related to
wave energy in the following way [6, p. 962]:

hSi = ue c
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(2.15)

Where c is the speed of light and ue is the average energy density of the electromagnetic
wave both of which refer to the light incident on the particle. Also from [6, p. 962], ue may be
defined as:
1
ue = εo E 2
2

(2.16)

Where the variable εo is the permitivity of the incident electric field. Referring to the
definition of the Poynting vector as stated for Eq. 2.1, it is known that the magnitude of the Poynting
vector is the rate of energy that passes through an area such that:

hSi =

P
As

(2.17)

The variable As is the area of the light emitting source at the particle which is a distance,
d, away from the initial emission of the source. This distinction is important if there is significant
divergence in the light source. The variable P is the power of the light emitting source. Combining
Eq.’s 2.15 - 2.17 and rearranging provide the following equation:
E2 =

2P
As εo c

(2.18)

From [7, p. 51] it is known that unpolarized light has no preferred vibration ellipse or,
in other words, it has an equal probablitity of traveling in both the parallel and perpendicular
directions such that:
E
= Eki = |E⊥i |
2

(2.19)

Since Eq. 2.19 involves the magnitude of the electric field in each direction respectively, the
complex conjugate definitions from Eq.’s 2.12 and 2.13 provide suitable substitutions for Eq. 2.18
which leads to:
a2ki =

P
2As εo c

25

(2.20)

a2⊥i =

P
2As εo c

(2.21)

Since the power term, P, for unpolarized light in Eq.’s 2.20 and 2.21 is the same, these
equations may be substituted into Eq. 2.14 to produce an equation to calculate the Stokes Parameter
A.

A=

ä P
1 Ä 2
2
+
S
S
2
1
k2 r 2
2As εo c

(2.22)

Equation 2.22 is then substituted into Eq. 2.6 to solve for the time averaged Poynting vector:

hSi =

Ä
ä P
1
2
2
S
+
S
2
2µo ck2 r2 1
2As εo c

(2.23)

Recalling that hSi is defined as a flux, it is necessary to to convert this into an intensity or
radiance such that, it becomes a conserved quantity as is the purpose of this derivation. Therefore
hSi may also be written in terms of intensity:

hSi = Is cos (θ ) ∆Ωd−p

(2.24)

Under the consideration that this is a spherical particle, the cosine term is equal to one and
the mathematical definition of the solid angle for a sphere is:

∆Ωd−p =

Ap
r2

(2.25)

Where A p is the projected area of the spherical particle. Therefore, hSi may also be written
as:

hSi =

Is A p
r2

(2.26)

Setting Eq. 2.26 equal to Eq. 2.23 and solving for the intensity gives:

Is =

Ä
ä
P
2
2
S
+
S
2
1
4µo εo c2 k2 A p As

Equation 2.27 may be simplified by considering the following:
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(2.27)

x=

2πr p
λ

(2.28)

2π
λ

(2.29)

k=

1
= c2 εo
µo

(2.30)

A p = πr2p

(2.31)

Combining Eqns 2.28 - 2.31 yields the following equation:

IS =

ä
P Ä 2
2
S
+
S
1
4πx2 As 2

(2.32)

This derivation has produced an equation to calculate the scattered intensity in terms of
known parameters. If a dimensional analysis is performed on Eq. 2.32 alone, it appears the units
are W/m2 and is therefore irradiation and not intensity. However, it is important to note that the
units of Eq. 2.25 are steradians (sr). Therefore, this unit is carried through into the denominator of
Eq. 2.32 which shows that dimensionally this is the intensity value defined in the beginning of this
thesis.
As stated in the paragraph following Eq. 2.9, the amplitude scattering parameters (S1 and
S2 ) are functions of: direction (θ , φ ), source wavelength (λ ), size parameter (x) and refractive
index (m = n − ik). In an OPC performance analysis the following approximations may apply:
source wavelength is non-varying, particulates are homogeneous spheres (θ = φ ), and particulates
have a constant refractive index. Using these approximations Eq. 2.32 may also be written as:

Is =


P  2
2
S
(θ
,
x)
+
S
(θ
,
x)
2
1
4πx2 As

(2.33)

Equation 2.33 is the final product of this thesis, resulting in an equation that can calculate
the scattered intensity off of a particulate in an OPC device.
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2.2

Derivation of OPC Response
Next, the response, R, of an OPC is derived. The response a function of size parameter (x),

complex refractive index (m = n − ik), and source wavelength (λ ). The size parameter, x, is defined
as

πD
λ ,

where D represents the aerodynamic diameter of the particle. As the actual shape and form

of these particles is unknown the approximation of an aerodynamic diameter is made to represent
an equivalent particle mass if it were spherical. It is approximated that the source wavelength is
non-varying and a constant refractive index is suitable to characterize the particles in question.
Therefore, the response is primarily a function of the aerodynamic diameter, D, such that:

R = f (D)

(2.34)

The inverse function, f −1 , may be applied to both sides of Eq. 2.34 and may be solved for
the aerodynamic diameter, D, resulting in Eq. 2.35.
D = f −1 (R)

(2.35)

In order to apply the inverse function, f −1 , it is first necessary to first find the function, f .
This function is derived beginning with Eq. 2.36.
N

R = β ∆A ∑ Gλ ,∆A

(2.36)

i=1

In Eq. 2.36, β is the device-specific, calibration constant. It is seen from Fig. 1.6 (representation of both XY and XZ plane) that the intensity incident on the photodetector is not uniform
across the area of the detector. In order to account for this, the photodetector is divided into small,
finite areas that shall be known as pixels, ∆A. The number of pixels on the photodetector is denoted
as N, and Gλ ,∆A is the flux of light incident on each pixel. Since β , ∆A, and N are device-specific
constants, the primary concern is to calculate Gλ ,∆A . This term may be calculated by considering
the intensity of light incident on each pixel, Iλ ,∆A , the angle of incident light, θi,∆A , and the solid
angle, ∆Ω∆A−p , which is formed looking from the pixel, ∆A, at the particle, p. Thus the irradiation
incident on a pixel is defined in Eq. 2.37.

28

Gλ ,∆A = Iλ ,∆A cos(θi,∆A )∆Ω∆A−p

(2.37)

The incident intensity on the photodetector, Iλ ,∆A , may be found by approximating air as
a non-participating medium. As such, it is the same value as the intensity scattered off of the
particle, Iλ ,s which was derived in Section 2.1 and resulted in Eq. 2.33. Equation 2.38 is novel in
comparison to previous studies and equations in that it is a conserved value and is dependent on
the solid angle.

Iλ ,s =

ä
Pλ 2 Ä 2
2
S
(θ
,
D)
+
S
(θ
,
D)
2
4π 3 D2 As 1

(2.38)

As is the area of the source light at the particle which takes into account any divergence
which may occur from a non-ideally collimated light source. The wavelength of the source light,
represented in Eq. 2.38 by λ , is approximated as a highly monochromatic light source such that
any light emitted outside of the nominal wavelength is negligible. Equation 2.38 was modified
from the Eq. 2.33 by simply substituting the definition of the size parameter, x, thus converting to
terms of aerodynamic diameter, D.
The amplitude scattering functions (S1 and S2 ) are calculated using a Mie scattering theory
script and are applied to the equation to calculate the fraction of power scattered in a specific
direction. These functions are dependent on the size parameter, x, complex refractive index, m =
n − ik, and scattering angle, θ (see Fig. 1.7). As it is approximated that both complex refractive
index and source wavelength, λ , are non-varying, it may be said that these functions are dependent
only on the scattering angle, θ , and aerodynamic diameter, D.
The cos(θi,∆A ) term, from Eq. 2.37, may be found by using a three-dimensional dot product
between the vector of incident light, ~L (defined from the particle to the pixel), and the unit vector
normal to the pixel such that it points in the positive Y-direction jˆ. Rearranging the dot product of
these two vectors and simplifying allows one to solve for the cosine term such that:
 −~L · jˆ
cos θi,∆A =
~L
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(2.39)

The solid angle from the pixel looking at the particle, ∆Ω∆A−p , may be found using the
definition of the solid angle such that the projected area of a spherical particle is divided by the
distance squared from the particle to the pixel as shown in Eq. 2.40.

∆Ω∆A−p =

πD2
4 ~L

(2.40)

2

Summing all pixels produces an expression for the theoretical response, R, produced by
the photodetector for a given aerodynamic diameter, D. Equation 2.41 is produced by substituting
Eq.’s 2.38 - 2.40 into Eq. 2.37 which is then substituted into Eq. 2.36 and simplified.

R=

2.3

β Pλ 2 ∆A N
16π 2 As

∑

i=1

Ä

ä
−~Li · jˆ Ä
~Li

3

S12 (θ , D)i + S22 (θ , D)i

ä

(2.41)

Light Scatter Modeling
The calculation of the amplitude scattering functions, S1 (θ , D) and S2 (θ , D), from Eq.

2.41 involves rigorous scattering theory as detailed in Chapter 9 of van de Hulst [28]. Due to the
complexity of these calculations, a numerical solution was chosen over an analytical solution to the
inverse problem posed in Eq. 2.35. An overview of the numerical light scatter modeling conducted
in the evaluation of these sensors is provided in this Section and a copy of the programming code
is provided in Appendices A - D for reference.
MATLAB was chosen as the primary coding software used in this thesis for its relative
ease of use in notation as well as creating graphs and figures. The scripts written to evaluate the
light scattering performance of OPCs contain many matrices and as such MATLAB was a suitable
programming language as it is optimized to efficiently run matrix computation. Although MATLAB is a proprietary software package, most if not all of the code contained in the aforementioned
appendices may be copied directly to the open-source software Octave which aims to mimic the
MATLAB programming language as closely as possible. Thus, this code is readily available to all
who may find it useful.
One script was written for each Sensor evaluation (Appendices A and B). Each script begins
by declaring the user inputs as defined in the first step of Fig. 2.3. These inputs include the y30

distance from the center of the particle to the surface of the photodetector (Sensor A), the width
and length of the photodetector, the 1-D distance from the center of the particle to the beginning
of the light source, the power rating of the light source, the light source wavelength, the refractive
index of the particle, and the photodetector offset (x-direction in Sensor A, θr in Sensor B).
After the user inputs are declared the program calculates the size parameter (x) for an array
of particle sizes between 0 and 10 µm in diameter. The photodetector is then discretized in both
the X and Z direction in the case of Sensor A (Fig. 1.7)a and the X and Y direction in the case of
Sensor B (Fig. 1.7)b. The coordinate location of each discretized element of the photodetector is
then calculated while adding in any offset as previously defined by the user. The origin is defined
as the center of the particle in question and it is assumed that the particle is always centered over
the Photodetector in the Z direction. The code then pre-allocates memory to several parameters,
such as the amplitude scattering parameters, that will be used later on. A nested loop is created
that will calculate the response of each differential element on the photodetector for a single size
parameter. The total response for a given size parameter is calculated by summing up all of the
differential elements, after which the code progresses to the next size parameter and repeats the
process until all size parameters have a predicted photodetector response. Curve fits are calculated
and given with each response graph to serve as a representation of the best-case scenario for the
experimental calibration methods these OPCs typically undergo as further detailed in Chapter 1. A
section of the script is also devoted to calculating the maximum response uncertainty in PM2.5 by
looking at each calculated data point for the curve fit in the 2.5 µm bin and calculates the error with
a standard +/- 5% photodetector measurement uncertainty [10]. These uncertainty calculations are
governed by Eq. 2.42.

Uncertainty =

upper value − lower value
× 100
lower value

(2.42)

The differential response of each of these scripts was evaluated using the Mie scattering
theory MATLAB script from [8] and is provided in Appendix C. This is a publicly available MATLAB code designed to be used as a function and as such is readily integrated into virtually any
MATLAB code that requires the use of Mie scattering theory. In the calculation of the differential
photodetector response, the Mie scattering function [8] was called and provided the size parameter
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(x), refractive index (m + ik), light source (λ ) and number of angles as inputs. This function then
returned the amplitude scattering parameters, (S1 and S2 ) as discussed in Section 2.1, which were
used for the calculation of the photodetector differential response as described in Eq. 2.41
After completing the calculation of the amplitude scattering parameters based on each
unique sensor geometry, the results were then inverted and plotted to create response curves where
the response is the independent variable (X-axis) and the diameter is the dependent variable (Yaxis). The axes and their respective variables were chosen in this configuration as the sensor
realistically measures the photodetector response and correlates it to a diameter.

Figure 2.3: Flowchart detailing a high level overview of how MATLAB was used to obtain a
numerical solution to the inverse problem described in Sec. 2.1. This process is followed for
diameter sizes 0 - 10 µm as well as a step size of 1° when calculating the amplitude scattering
parameters.

Theoretical predictions on accuracy and uncertainty based solely on light scattering techniques are provided in Chapter 3. Light scattering measurement techniques are also combined with
the sampling and detection efficiency results obtained from the CFD cases to provide a combined
prediction on what an OPC would measure in comparison to a known reservoir concentration. To
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combine these methods each particle that passed through the light source was measured in comparison to the center of the photodetector in the X and Z directions for Sensor A and in the X and
Y directions for Sensor B. The third direction for each sensor case was measured from the center
of the light source and these particle locations along with particle size were input into a modified
light scattering script as seen in Appendices D and E for Sensor A and Sensor B respectively.
These scripts returned the total predicted photodetector response after which a non-linear
solver was used in conjunction with the predicted calibration curve to correlate the detector response with a respective particle aerodynamic diameter. Assuming constant particle density allows
for the calculation of the predicted measured mass for each particle. Data for each sensor case, as
further described in Section 2.4, was taken over a one second time interval with a volumetric flow
rate which was calculated in the CFD software by solving the governing equations, as shown in
Section 2.4. Summing the mass of each particle over a one second time interval and diving by the
volumetric flow rate produced an estimate on OPC accuracy using a combined approach with light
scattering techniques as well as sampling efficiency. The estimation of the sampling efficiency
through the use of CFD is further described in Section 2.4.
The MATLAB Mie Function used to obtain the values S1 and S2 was validated against
standard results as shown in Bohren and Huffman [7]. Refractive indices of 1.33 (Fig. 2.4) and
1.55 (Fig. 2.5) were used, respectively, and size parameters 1.5, 2, 3, 4, and 6 were evaluated. In
the results obtained by Bohren and Huffman the i⊥ and ik parameters were calculated. It should be
noted that these parameters are simply |S1 |2 and |S2 |2 , respectively. Thus, the amplitude scattering
parameters (S1 and S2 ) of the MATLAB Mie Function may be validated against the results that
Bohren and Huffman obtained for the i⊥ and ik parameters (see Figs. 2.4 - 2.5). These graphs
are compared qualitatively as data points are not given for these graphs produced in Bohren and
Huffman; however, twenty-one output values are given as an example in Appendix A of Bohren and
Huffman. It was found that the average error for the values of |S1 |2 and |S2 |2 obtained in MATLAB
is approximately 0.1% when compared against the example values from Bohren and Huffman.
Thus, the qualitative as well as the quantitative comparisons result in a favorable validation of
the use of this publicly available, MATLAB Mie scattering code for the light scatter modeling
contained in this thesis.
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Figure 2.4: A comparison of scattering graphs between those from Bohren and Huffman [7] and
the MATLAB Mie Function [8] used in the analyses contained in this thesis. Note that i⊥ is equal
to |S1 |2 and ik is equal to |S2 |2 . A refractive index of 1.33 was used to obtain these graphs.
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Figure 2.5: A comparison of scattering graphs between those from Bohren and Huffman [7] and
the MATLAB Mie Function [8] used in the analyses contained in this thesis. Note that i⊥ is equal
to |S1 |2 and ik is equal to |S2 |2 . A refractive index of 1.55 was used to obtain these graphs.
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2.4

CFD Modeling
Determining the sampling and detection efficiencies of low-cost OPCs is an important as-

pect in quantifying their respective accuracy. This parameter may be used to evaluate the efficiency
with which particles are transported to the scattering region and thus evaluate the design quality
of the fluid domain. The calculation of these efficiency parameters may be realized by solving the
governing equations for fluid domains, which are given in Eqs. 2.43 and 2.44. The simultaneous
solution of these equations provides a mathematical description of the fluid domain [48].
On inspection of these equations it is noted that they have been modified, from their laminar
counterparts, to be solved for turbulent flows using a Reynolds-Averaged Navier-Stokes (RANS)
Standard k-ε model [49]. Reynolds numbers of approximately 11,000 and 24,000 were calculated
for the attached reservoir of Sensor A and Sensor B, respectively. As both of these numbers are
above 4000 [48], it was concluded that turbulence modeling was required in the CFD modeling.
∂ ρ̄ ∂ ρ̄ ũi
+
= Sm
∂t
∂ xi

ï Å
ã
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∂ P̄
∂
∂ ũi ∂ u˜j
2 ∂ u˜k
∂
∂ ρ̄ ũi ∂ ρ̄ ũi u˜j
+
=−
+
µ
+
− µ
δi j +
τi j
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∂xj
∂ xi ∂ x j
∂ x j ∂ xi
3 ∂ xk
∂xj

(2.43)

(2.44)

where:

ũ ≡

ρu
ρ̄

(2.45)

Å
ã
2
∂ ũi
τi j = 2µt Si j − δi j ρk + µt
3
∂ xi

(2.46)

1 0 0
k = ug
u
2 i j

(2.47)

µt = Cµ ρ
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k2
ε

(2.48)

Figure 2.6: General process from start to finish when creating CFD cases. Further detail on the
Converge Workflow step is given in Fig. 2.9

Å
ã
1 ∂ ũi ∂ u˜j
+
Si j =
2 ∂ x j ∂ xi
0

u = ū + u

(2.49)

(2.50)

Regarding Eqns. 2.43 - 2.50, u is the instantaneous velocity, ρ is density, Sm is the mass
source term, P is pressure, µ is viscosity, δi j is the Kronecker delta, τi j is the Reynolds Stress
term, k is the Turbulent Kinetic Energy, µt is the Turbulent Viscosity, and Si j is the mean strain
rate tensor. In these equations the bar indicates the quantity is an ensemble mean, the prime
superscript indicates the quantity is a fluctuating value, and tilde indicates the quantity is the Favre
average [49].
Since Eqns. 2.43 - 2.50 are coupled, nonlinear equations that represent flow through a
complex geometry, they are solved using a commercial CFD software package [49]. To overcome
these problems, the governing equations are often discretized to compute solutions over smaller
volumes, known as cells, which when combined may constitute the larger fluid domain of the
system in question. This method of solution is efficiently adapted in computer program packages
known as Computational Fluid Dynamics (CFD) solvers. Many commercially available CFD programs exist, but the one utilized for the purposes of this thesis is the Converge CFD program. The
basic workflow for a case setup in Converge is given in Fig. 2.6 and further detailed in the following paragraphs for the benefit of the reader who may be unfamiliar with the use of this program. In
the following description of the methods for creating and running a CFD case two sensors known
as Sensor A and Sensor B are referenced. These are the sensors for which results are given in
Section 3. A simple schematic for the geometry of Sensor A is given in Fig. 1.5 and a simple
schematic for the geometry of Sensor B is likewise given in Fig. 1.7b.
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Figure 2.7: CAD model of Sensor B as described further in Section 3. The CAD model is used
to conduct the fluid domain extraction from which an STP file may be imported for analysis in
Converge Studio.

The workflow for setting up and solving a CFD case using Converge is outlined in Fig. 2.6.
Generally, the first step in creating a CFD simulation is to create the geometry using a ComputerAided Design (CAD) package. In this step, two different low-cost OPCs were dismantled and
measurements were taken using digital calipers. Using these measurements, the geometry was
created using the Creo Parametric 8.0.0 CAD software package. Figure 2.7 shows the assembly
of Sensor B which was then saved as a STEP file and imported into ANSYS Spaceclaim. The
second step was to extract the fluid domain using the volume extract tool in ANSYS Spaceclaim.
The resulting fluid domain was saved as an STL file and imported into Converge Studio. There
are two pieces to the Converge CFD package namely Converge Studio and the Converge Solver.
Converge Studio is essentially the graphical user interface where a user may create or import the
fluid domain and create the case setup.
In configuring the case setup, first the application type is selected. For all sensor simulations in this thesis a time-based application type was selected. The materials are then selected
where 76.7% N2 and 23.3% O2 were chosen as constituting the air being drawn through the sensor.
In this step the density for solid carbon was defined as 1400 kg/m3 and was selected as the material
for solid particle injection. Next, the run parameters were defined. In this section of the case setup
38

Figure 2.8: The fluid extraction performed in ANSYS Spaceclaim. The solid colored areas show
the extracted fluid volume while the transparent areas show the walls of the physical sensor. A
sampling tube was modeled onto the sensor to provide a simulated reservoir from which the sensor
could draw.

Figure 2.9: Case Setup Workflow within Converge Studio (Converge GUI).
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all cases were run with a steady-state solver due to a steady state approximation with regards to the
mass air flow-rate.
In regard to the time-step of the simulation, Converge allows for the use of a fixed timestedrp or a variable time-step. Simulations in this study were run with a variable time-step to aid in
the reduction of computation time. The Converge limits of the pseudo time-step are governed by
an absolute minimum and maximum as defined by the user. Furthermore, each pseudo time-step
during the calculation of the simulation is updated and calculated through various non-dimensional
parameters such as the Courant-Friedrichs-Lewy (CFL) number. The CFL number is used for providing stability in numerical methods, such as CFD simulations, and helps to define appropriate
time-step quantities. In Converge Studio, user-defined maximum values are given for the Convection CFL number, Diffusion CFL number, Mach CFL number, and parcel multiplier number. A
time-step is calculated from each of these numbers using Equations 2.51 - 2.54. The time-step
satisfying all criteria from the preceding numbers is then used as the pseudo-time in progressing
through the steady-state simulation. This allows for the pseudo time-step to be calculated and ran
with the highest efficiency regarding computation time while controlling the accuracy and speed
at which information is transported through the domain [49]. Typical values for non-combusting,
steady-state simulation were chosen as per the Converge Manual [49]. Convection CFL was defined as 30.0, Diffusion CFL was defined as 2.5, Mach CFL was defined as 100.0 and the parcel
multiple was defined as 1.5. Relaxation parameters are also automatically modified at each timestep by Converge to ensure a smooth and stable path in steady-state simulation [49].

Convection CFLmax,u ≥ u

∆t
∆x

(2.51)

where Eq. 2.51 applies to velocity components v and w respectively.

Diffusion CFLmax ≥

ν ∆t
Sc ∆x2

(2.52)

∆t
∆x

(2.53)

Mach CFLmax ≥ c
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Figure 2.10: Simplified step-by-step process of the Pressure Implicit with Splitting of Operators
algorithm.

∆t parcel ≤

∆x ∗ Parcel Multiplier
Parcel Velocity

(2.54)

Each simulation was run for approximately 1.5 seconds. This allows the reservoir (as
shown in Fig. 2.8) to reach a steady, uniform concentration of particles and provides sufficient
time to evaluate the efficiencies over a one second time interval as is the documented response
time in Sensor A [50].
The Pressure Implicit with Splitting of Operators (PISO) algorithm was used to calculate
the pressure-velocity coupled field values. The PISO algorithm is very similar to the widely known
Semi-Implicit Method for Pressure Linked Equations (SIMPLE) algorithm except that it involves
an extra corrector step for further accuracy in between iterations. Figure 2.10 is given as a concise
schematic for the benefit of the reader in understanding the PISO solution process. This schematic
has been simplified and adapted from the Converge Manual [49] as some steps and functions such
as radiation and passive calculations were not performed in the simulations presented in this thesis.
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After defining all parameters regarding the solution time and method, the boundary conditions are defined for each case. For sensor A, the average outlet velocity from the attached fan
was measured to be 1.5 m/s using a digital anemometer. The outlet velocity information from
Sensor B is unknown as it is typically used as an instrument in-line with a PM laden flow. As
such the evaluations of the sampling and detection efficiencies were taken to be with a boundary
outlet velocity of 1.5 m/s as well. Boundary conditions were set on the reservoir as well. The inlet
boundary condition was set to be 101 kPa with a zero normal velocity gradient and the outlet of
the reservoir was set to be a zero normal pressure gradient with a defined velocity outlet of 2.347
m/s. The temperature for all injected particles and air was set to be 300 K. Figures 2.11 and 2.12
are given as a visual comparison between the real device and the simulated fluid domain.

(a) Photograph of Sensor A

(b) CFD Geometry of Sensor B

Figure 2.11: Information describing how the Sensor A CFD geometry was set up. Note that a) and
b) are inverses of each other since a) shows the wall domain and b) shows the fluid domain.

The following list gives further details regarding the sensor and the fluid domain. Note that
the numbers of the list correlate with the numbers shown in Fig. 2.11.
1. PM is drawn through the inlet on the reverse side of circuit board.
2. Upper chamber where PM laden gas first enter the sensor. This chamber is hidden in Fig.
2.11a as it is located beneath the circuit board.
3. PM flows from the upper chamber (2) to the lower chamber (3) before entering the light
scattering volume.
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4. PM enters the detection chamber. Particles whose paths intersect the beam scatter light onto
the detector and are counted by the sensor. However, some particles flow around the beam
and are not detected.
5. PM leaves the detection volume and enters a chamber before being drawn through a fan at
the exit
6. Exit fan

(a) Photograph of Sensor B

(b) CFD Geometry of Sensor B

Figure 2.12: Information describing how the Sensor B CFD geometry was set up. Note that a) and
b) are inverses of each other since a) shows the wall domain and b) shows the fluid domain.

The following enumerated list is given to further detail the relation between the fluid domain and the walls of the sensor as pictured in Fig. 2.12. Note that the numbers of the list correlate
with the numbers shown in Fig. 2.12.
1. PM is drawn through this sensor inlet
2. Large circuit board
3. Fins whose purpose is to divert particles into the scattering chamber
4. Sensor outlet
5. Sensor case
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Physical models were then defined in the case set up beginning with particle configuration
and introduction. Organic carbon (as previously defined) was selected as the injected solid particle.
Injection occurred after 100 time-steps as it was found that after approximately 50 time-steps
the mass outflow had converged and the flow field had stabilized. The particle injection into the
reservoir was calculated using a Rosin-Rammler distribution which is commonly used to describe
aerosol particle distributions [51]. The injection dispersion of these particles was modeled within
the Converge CFD software by randomly selecting a theta and radius within the entry section of
the reservoir for each particle. The cumulative size probability is calculated in Converge using the
following formulas [49].
R̃(r) = 1 − exp[−ζ q ]

(2.55)

0 < ζ < ζmax

(2.56)

ζ=

r
r̄

ζmax = ln(1000)1/q

(2.57)

(2.58)

where q is an empirical, user-defined constant. In the following Eqns Γ represents the
gamma function and r32 indicates the Sauter Mean Radius.
r̄ = Γ(1 − q−1 )r32

(2.59)

r = r̄ζ = Γ(1 − q−1 )r32 ζ

(2.60)

The Sauter mean radius was selected to be 1.25e-06 as it is desired to evaluate the sampling
efficiencies of particle sizes both larger and smaller than PM2.5 . The user-defined constant, q, was
selected to be 3.0. Several cases of different reservoir diameters were run for each sensor case
where each time the reservoir diameter was doubled and the total concentration entering the sensor
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was calculated. This process was repeated until the total concentration entering the sensor was
within 1% of the reservoir concentration. This was done in an effort to verify that the reservoir
dimensions were large enough such that the reservoir itself wouldn’t create biased measurements
and would more accurately simulate an ambient inlet. The concentration of the attached reservoir
is dependent on the particle injection rate. The 1% total concentration study resulted in separate
reservoir sizes for Sensor A and Sensor B and as such have different particle injection rates. The
following list details the Sensor, particle injection rate, and the resulting reservoir concentration
for the evaluation of the sampling efficiency in Chapter 3.
• Sensor A - 2,750 particles/s produced a 12

µg
m3

reservoir concentration

• Sensor A - 4,350 particles/s produced a 50

µg
m3

reservoir concentration

• Sensor B - 16,800 particles/s produced a 15

µg
m3

reservoir concentration

• Sensor B - 50,400 particles/s produced a 45

µg
m3

reservoir concentration

• Sensor B - 121,000 particles/s produced a 108

µg
m3

reservoir concentration

The movement of each particle introduced into the system is simulated by Converge using
the following equations [49]:

Fd,i = ρlVd

dνi
dt

Fd,i = Fdrag,i + Fg,i = CD A f

ρg |Ui |
Ui + ρlVd gi
2

0

(2.61)

(2.62)

Ui = ui + ui − νi

(2.63)


0.424
Re > 1000 
CD,sphere =
 24 (1 + 1 Re2/3 ) Re ≤ 1000 
Re
6

(2.64)




Where Fd,i is the sum of the drag forces and body forces on the particle, ρl is the particle
density, Vd is the particle volume, CD is the coefficient of drag, A f is the frontal area of the particle,
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ρg is the density of the air, Ui is the parcel-gas relative velocity (given by Eq. 2.63), ui is the local
0

mean gas velocity, ui is the turbulent fluctuating gas velocity, and gi is the gravitational acceleration
of the particle.
Next in the Physical Models definition turbulence modeling was set. Reynolds-Averaged
Navier-Stokes (RANS) with the k-ε model was used to model turbulence with values recommended by Converge for non-combusting, steady-state cases [49] after which grid control was
established. Converge CFD uses rectangular prisms for grid control with the ability to add Automatic Mesh Refinement. In Automatic Mesh Refinement the user selects the variable by which
they would like to define refinement (e.g. pressure, density, or velocity) and selects a value which
if exceeded refinement takes place. The level of refinement is also defined and the new local grid
size is defined in Eq. 2.65.

Local Grid Size =

Base Grid
2Refinement Level

(2.65)

In the simulations conducted in this study, Sensor A was selected to have a base grid size
of 1 mm3 and Sensor B was selected to have a base grid size of 1.5 mm3 . These base grid sizes
were selected from on a grid convergence study wherein the final base grid was selected by starting
with a coarse grid and refining it until the mass flow rates converged within 1% of the respective
previous grid size. Each sensor was set to have an Automatic Mesh Refinement when the Velocity
variable exceeded one m/s in any individual cell with a refinement level of 1. As such, Converge
automatically refines all cells whose velocity magnitude is greater than 1 m/s from 1 mm3 to 0.5
mm3 for Sensor A and from 1.5 mm3 to 0.75 mm3 for Sensor B.
In Sensor A, an additional region of the mesh was further refined with a permanent fixed
embedding. Fixed embedding was selected for the small circular passages in Sensor A near number
1 in Fig. 2.11. The PM laden flow is drawn from the top of the sensor to the light scattering region
through these holes. Since many of them are the size of or smaller than the 1 mm3 base grid
a permanent fixed embedding was necessary to keep a high quality mesh. Without permanent
refinement in this area, the grid size would be incredibly coarse for this boundary and result in
inaccuracies in both the solution of the momentum equation as well as the prediction of particle
paths through these passages and into the light scattering region of the sensor. The permanent
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fixed embedding configuration was selected with a level 2 refinement such that all cells inside the
circular passages were of 0.25 mm3 grid size aside from any further refinement by the velocity
based Automatic Mesh Refinement.
After the case setup had been completed the input files for the Converge Solver were exported from Converge Studio. They were then converted from the Windows format to the Linux
format and copied onto the BYU Fulton Supercomputer account and submitted for solving. Typical
resources used for the solution of these cases were 10 - 20 cores with 30 GB - 60 GB of memory used. After the solution had finished the three-dimensional output files were copied from the
supercomputer account to a Windows machine where they were loaded into the Tecplot 360 EX
post-processing software package also provided jointly with the Converge license. After loading
the solution files, a frame of view of the light source was created where each particle that passed
through the light source was considered to be counted by the sensor. Three-dimensional location
measurements in reference to the center of the photodetector and the center of the light source
were taken for each particle passing this criteria. This process is illustrated in Figs. 2.13 - 2.14.
In Fig. 2.13b a 3.2 µm particle is seen crossing through the beam of light produced by the light
source. The Y displacement of this particle is measured from the center of the light source in
the YZ plane as pictured. The X and Z displacement values are measured from the center of the
photodetector in the XZ plane as pictured in Fig. 2.13a. Likewise in Fig. 2.14b it is seen that a
3.2 µm particle passes above the beam of light as such no light is scattered and this particle is not
counted. A separate particle is pictured in Fig. 2.14a where the particle passes outside of the the
photodetector but does cross through the beam of light. Particles in this case are still considered
counted by the OPC as some back-scattering occurs. Effectively the OPC counts this particle, but
the particle’s identity will be obscured by influential Mie resonances in the back-scattered light.
The overall detection efficiency parameter is gathered in this manner and is further broken down
into bin size dependent sampling efficiencies ranging from 1.2 µm to 6.4 µm in diameter (note the
legends in Figs. 2.13 and 2.14 are in terms of particle radius). This process was also followed in
determining the detection efficiency of Sensor B. As some OPCs, such as Sensor A, provide one
second time-resolved measurements [50] results, the efficiency parameters were calculated for one
second of simulation time after the reservoir had reached a steady concentration. These results are
provided in Section 3.
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(a) Photodetector View

(b) Light Source View

Figure 2.13: A snapshot of PM in Sensor A is pictured here in both the XZ and YZ planes. Each
frame of the simulation was analyzed by counting the particles that passed through the intersection
the light source (scattering volume) as defined in Fig. 1.5.

(a) Photodetector View

(b) Light Source View

Figure 2.14: A snapshot of PM in Sensor A is pictured here in both the XZ and YZ planes. This
figure gives examples of when a particle is not counted by the sensor and as such negatively impacts the detection efficiency parameter. In a) the particle intersects the light source but not the
photodetector and as such not counted, in b) the particle intersects the photodetector area but not
the light source and thus is not counted by the sensor.
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CHAPTER 3.

RESULTS AND DISCUSSION

Light scattering responses of Sensor A and Sensor B were calculated using the methods
as described in Chapter 2. Sensor A’s geometry is shown in Fig. 1.7a while Sensor B’s geometry
is shown in Fig. 1.7b. Sensor B differs from Sensor A in that the location of the photodetector
is placed in the XY-plane and then rotated about the Y-axis. This induces a design limitation
such that if the photodetector were placed at 0° the light source would be directly incident on
the photodetector and would obscure the identity of the particle in question. Therefore, careful
placement of the photodetector must be considered so as not to receive any light directly from the
source.
An analysis was conducted on both sensors with a particular interest in the aerodynamic
diameter, concentration, and bin count uncertainty of each. This analysis was carried out for two
cases. The first case was to analyze the OPC response using the original location of the photodetector and the second case analyzed the OPC response if the photodetector was theoretically moved
closer to the major lobe of the light scattering pattern as seen in Fig. 1.6.
In the second case of Sensor A the response of the OPC is analyzed with the photodetector
moved forward along the positive X-axis as described in Fig. 1.7. In the second case of Sensor B
the rotation angle, θr , is minimized without intercepting any of the source light directly. Both of
these modifications accomplish the purpose of moving the photodetector closer to the major lobe
of the light scattering pattern; however, due to physical design limitations, the relocation in Sensor
A is much closer to the forward lobe of scattered light than is the relocation in Sensor B. Response
curves and shading matrices were then created in order to further investigate these effects and are
provided as figures in this section.

49

3.1
3.1.1

Light Scattering Results
Sensor A

Figure 3.1: a) Predicted response for organic carbon with refractive index of 1.55 [9] in the geometry of Sensor A (Fig. 1.7). b) Predicted response for mineral dust with refractive index of
1.59+0.007i [9] in the geometry of sensor A (Fig. 1.7) . Both results were obtained using a light
source wavelength of 660 nm. The red and blue lines demonstrate the measurement uncertainty
due to the photodetector +/- 5% uncertainty [10].

The response functions shown in Fig. 3.1 do not constitute true functions as there is not a
one to one mapping of their domains onto their ranges. It is clear that there are several instances
where a single value from the domain is mapped to various values in the range thus, providing high
variability and large uncertainties. The largest diameter uncertainty in the PM2.5 bin was found using a typical +/- 5% photodetector measurement uncertainty [10]. Figure 3.1a shows a case of
uncertainty where the instrument measurement (calibration curve) would result in a diameter of
1.8 µm (red line); however, due to the photodetector measurement uncertainty, the particle could
be anywhere from 0.87 µm to 2.2 µm (blue lines). Using Eq. 2.42, this results in a diameter uncertainty of approximately 150% for organic carbon. Likewise, Fig. 3.1b shows a case of uncertainty
where the instrument measurement would result in a diameter of 2.1 µm (red line); however, due
to the measurement uncertainty, the particle could be anywhere from 0.88 µm to 2.4 µm. Using
Eq. 2.42, this results in a diameter uncertainty of approximately 170% for mineral dust.
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OPCs are also commonly used for concentration measurements, which may be determined
by calculating the volume of the particle using the spherical particle approximation, then multiplying by density, and dividing by volumetric flow rate and time between measured responses. The
uncertainty in concentration is calculated using Eq. 2.42; however, since time, volumetric flow
rate, and density are approximated as constant, only the cubed values of the lower and upper diameters are used in determining concentration uncertainty. Therefore, the concentration uncertainty
using the upper value (2.2 µm) and the lower value (0.87 µm) for organic carbon results in a concentration uncertainty of approximately 1500%. Similarly, mineral dust results in a concentration
uncertainty of approximately 1900% for this configuration of Sensor A.
It is important to note that any uncertainty in particle density, volumetric flow rate, and
time has an impact on the measured concentration uncertainty produced by these low-cost sensors.
However, the purpose of this study is to evaluate uncertainty and accuracy based on light-scattering
and the efficiency models and therefore, any additional OPC uncertainty generated by the uncertainty of these parameters is not addressed in this study.
Bin count is also of great importance and is greatly affected by sensor uncertainty. One
bin size of principal interest is PM2.5 as this is the bin size most harmful to human health [26].
In the organic carbon results of Sensor A, PM2.5 could potentially be counted as PM6.1 (orange
markers). This is seen in Fig. 3.1a as some particle diameters up to 6.1 µm in diameter will create
a similar response measurement as particles with diameters smaller than 2.5 µm. Likewise, in 3.1b
it is seen that for mineral dust, PM2.5 could potentially be counted as PM2.7 (orange markers). It is
evident that OPC uncertainty results in these three categories are highly dependent on the complex
refractive index of the particle in question.
Considering the relocation of the photodetector, as previously discussed, another case with
the same basic geometry of Sensor A (Fig. 1.7) was modeled with the photodetector was moved in
the positive X-direction and thus further into the forward-scattering regime as defined in Fig. 1.6.
The results for several new photodetector distances between 5 mm and 11 cm were calculated.
Generally, the diameter uncertainty decreased with increasing photodetector distance. However,
it was found that little improvement (diameter uncertainty decrease < 1%) occurred in distances
greater than 9 cm and as such, only the results with the photodetector placed at 9 cm in the positive
X-direction are presented.
51

It is discernible that the curve fits contained in Fig. 3.2 also do not constitute true functions;
however, they are much closer to overall singularly mapping the domain to the range than the
original configuration (see Fig. 3.1). The curve fits contained in Fig. 3.2 are 8th-order polynomials.
This order was the minimum necessary order to appropriately curve fit all results under the criteria
that it crosses as close to the origin as possible while also providing as close to a 1:1 function as
possible; however, it was not possible to completely satisfy both criteria in all cases including those
produced from Sensor B. Curve fits between 3rd-order and 10th-order were considered but it was
found that 8th-order provided the best approximation to the two requirements across all results.
For consistency in comparison of results, an 8th-order curve fit is used for all cases in this thesis
but is noted that future investigation into the customization of curve fits dependent on individual
sensor geometry as well as particle complex refractive index should be conducted. The purpose
of providing curve fits on these response graphs is to approximate what the sensor would measure
after calibration has taken place. As described in Chapter 1 the calibration methods for most OPCs
is a simple comparison to a trusted instrument. Unfortunately, a true curve fit representing the
experimental calibration of an OPC is unattainable; nevertheless, these curve fits aim to provide a
best estimate of a high quality OPC calibration.
On comparison of Fig. 3.1 and Fig. 3.2 it is clear that moving the photodetector further
along the positive X-axis (see Fig. 1.7) and thus into the forward-scattering range (as defined in
Fig. 1.6) produces a response curve that considerably reduces the aerodynamic diameter uncertainty. Figure 3.2b shows that moving the photodetector reduces the aerodynamic diameter uncertainty of organic carbon to approximately 85% where the measured diameter is 1.3 µm (red line)
and the response uncertainty showing the actual diameter could be between 0.81 µm and 1.5 µm
(blue lines). A similar inspection of Fig. 3.2d shows a reduction in aerodynamic diameter uncertainty of mineral dust to approximately 67% where the measured diameter is 1.1µm (red line) and
the response uncertainty showing the actual diameter could be between 0.84 µm and 1.4 µm (blue
lines).
Correlating these results to a concentration uncertainty yields approximately 540% for organic carbon and approximately 360% for mineral dust (Eq. 2.42). This also leads to a bin count
error where PM2.9 is counted as PM2.5 (see orange markers in Fig. 3.1) for organic carbon and
PM2.6 being counted as PM2.5 for mineral dust. Therefore, it is seen that photodetector relocation
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Figure 3.2: a) Predicted response for organic carbon with modified sensor geometry and refractive
index 1.55 [9] b) Figure 3.2a magnified. c) Predicted response for mineral dust with modified
sensor geometry and refractive index 1.59+0.007i [9] d) Figure 3.2c magnified. These results were
obtained using a source wavelength of 660 nm and relocating the photodetector in Sensor A 9 cm
in the X-direction (Fig. 1.7). The X-axes contained in these graphs were calculated using Eq. 2.41
independent of the calibration coefficient β . The curve fits (representing the approximate OPC
calibration curve) were calculated using an 8th-order polynomial in MATLAB. The red and blue
lines demonstrate the measurement uncertainty due to the photodetector +/- 5% uncertainty [10].

may significantly improve instrument measurements of aerodynamic diameter, concentration, and
bin count under the consideration of Mie theory.
Shading matrices of the photodetector the four cases of Sensor A are shown in Fig. 3.3.
These graphs represent the magnitude of power generated over the photodetector and may be studied to gain a better understanding of response characteristics over the area of the detector. It is
seen that the darker shading represents a greater magnitude of response whereas the lighter shading represents a lower magnitude of the measured response. Through this investigation, it is seen
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Figure 3.3: Shading matrices for the cases of Sensor A as outlined in Figs. 3.1 and 3.2. These
matrices show which areas of the photodetector contribute to the overall response of the OPC
(dark areas). The physical dimensions of the photodetector in each case is 3 mm x 3 mm.

that much of the photodetector in Figs. 3.3a and 3.3c does not contribute to the overall measured
response and as such is wasted. In comparison, it is seen in Figs. 3.3b and 3.3d that more of the
photodetector area is taken advantage of to size the particle of interest. This is due to the detector
being placed farther forward in the scattering regime (as defined in Fig. 1.6).

3.1.2

Sensor B
Using an approach similar to Sensor A, Sensor B (Fig. 1.7b) is considered. Response curves

provided in Fig. 3.4 are given and were calculated using the process as described for Sensor A. On
inspection of the initial response curves for Sensor B, it is apparent that they do not singularly map
the domain to the range and provide high variability and large diameter uncertainties. Figure 3.4a
shows a case of diameter uncertainty where the instrument measurement (calibration curve) would
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Figure 3.4: a) Predicted response for organic carbon in the geometry of Sensor B with refractive
index of 1.55 [9]. b) Predicted response for organic carbon with modified photodetector location. c) Predicted response for mineral dust in the geometry of Sensor B with refractive index
1.59+0.007i [9]. d) Predicted response for mineral dust with modified photodetector location. All
results were obtained using a light source wavelength of 660 nm. The X-axis was calculated using
Eq. 2.41 independent of the calibration coefficient β and the curve fit (representing the OPC calibration curve) was calculated using an 8th-order polynomial in MATLAB. The red and blue lines
demonstrate the measurement uncertainty due to the photodetector +/- 5% uncertainty [10].

result in a diameter of 3.5 µm (red line) and due to detector measurement uncertainty could be
from 0.71 µm to 5.4 µm (blue lines). Using Eq. 2.42, this results in a diameter uncertainty of approximately 660%. Likewise, Fig. 3.4c shows a case of diameter uncertainty where the instrument
measurement (calibration curve) would result in a diameter of 3.7 µm (red line) and due to detector
measurement uncertainty could be from 0.65 µm to 9.3 µm (blue lines). This produces a diameter uncertainty of appoximately 1300%. These results correlate to a concentration uncertainty
of 43 000% for organic carbon and 290 000% for mineral dust. The bin error (orange markers)
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for organic carbon is PM9.8 being counted as PM2.5 ; whereas for mineral dust, PM10 is counted
as PM2.5 . It is clear that the original geometry of Sensor B provides much more uncertainty in
particle measurements than that of Sensor A in its original configuration.
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Figure 3.5: Shading matrices for the cases of Sensor B as outlined in Fig. 3.4 These matrices show
which areas of the photodetector contribute to the overall response of the OPC (dark areas). The
physical dimensions of the photodetector in each case is 3 mm x 3 mm.

Comparable to the modified case of Sensor A, it is of interest to investigate if bringing the
photodetector closer to the forward-scattering regime will increase the accuracy of Sensor B. This
is accomplished by decreasing θr (see Fig. 1.7b) to bring the photodetector as close as possible
to the forward-scattering angles (as defined in Fig. 1.6) without receiving direct light from the
light source. Due to the limitations imposed by the geometry of Sensor B, it was calculated that
the smallest θr (Fig. 1.7b) that could be used without the sensor receiving light directly from the
source was 15°.
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From the results of Figs. 3.4b and 3.4d, it is seen that the physical limitations of photodetector placement have a serious impact on the improvement of uncertainty by simply moving the
detector as close to the major lobe as possible. It is apparent that 15° is not sufficiently in the
forward regime to obtain a response improving particle measurements such as the theoretical case
of Sensor A. Figure 3.4b shows that moving the photodetector, as described, produces an aerodynamic diameter uncertainty of approximately 890%, where the measured diameter is 0.86 µm
(red line) and the actual diameter could be between 0.74 µm and 7.3 µm (blue lines). Likewise,
in the modified mineral dust case the aerodynamic diameter uncertainty is approximately 1300%,
where the measured diameter is 4.3 µm (red line) and the actual diameter could be between 0.71
µm and 9.9 µm (blue lines). This leads to bin count errors where for organic carbon PM7.5 may be
counted as PM2.5 and for mineral dust PM10 may be counted as PM2.5 . In this new configuration
organic carbon has a concentration uncertainty of 95 000% and mineral dust has a concentration
uncertainty of 270 000%. These results show that simply moving the detector towards the forward
regime does not necessarily correlate to improving uncertainty results. The photodetector must be
placed significantly into the forward major lobe and it is critical that the sensor geometry allow for
this photodetector relocation without directly intercepting light from the light source.
The shading matrices seen in Fig.3.5 show the areas of the photodetector that are most
responsible for the contribution of the measured response. It is seen in Figs. 3.5a and 3.5c that
most of the detector is used for the overall response; whereas, Figs. 3.5b and 3.5d show a much
smaller area contributes to the measured response. Therefore, simply moving the photodetector
closer to forward-scattering angles (as defined in Fig. 1.6) does not correlate to an increase in the
used area of the photodetector and a decrease in particle diameter uncertainty. Although the lobes
seen in Fig. 1.6 vary in location and magnitude with each particle diameter, it is important to note
that angles within a couple degrees of 0 offer the most consistency in increasing magnitude with
particle diameter. Thus, placing the photodetector in a location such that it will gather scattered
light near 0 deg will offer the largest decrease in uncertainties.

3.2

CFD Results
As described in Chapter 2, the Converge CFD solver was used to simulate the sampling

and detection efficiencies of Sensor A and Sensor B.
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These simulations were performed by attaching a reservoir to the sensor inlet. Solid carbon
particles with a specified size distribution were continuously injected at a constant rate into the
reservoir. Modeling the sensor’s environment in this way created a region with a known constant
concentration of PM. The sampling efficiency of the detector was estimated by comparing the PSD
of the PM entering the sensor to the PSD of the PM in the reservoir. A fraction of the PM entering
the sensor passed through the scattering volume. This procedure ensured that the arbitrarily specified size of the reservoir did not effect the results of the simulation. A grid convergence study was
also conducted to ensure the grid size did not effect the results of the simulation.

3.2.1

Sensor A
The Particle Size Distribution (PSD) of each case was also evaluated along with PSD con-

vergence of reservoir sizes. For each sensor, the cross sectional area of the reservoir was doubled
until the average PSD error in comparison with the previous reservoir size was less than 5%. The
results of this study are shown in Fig. 3.6. Each of the results are compared against the RosinRammler size distribution with a Sauter Mean Diameter of 2.5 µm and a shape constant of 3.0.

(a) Sensor A - 12 µg/m3

(b) Sensor A - 50 µg/m3

Figure 3.6: A comparison of the PSD that entered into Sensor A in two reservoir sizes of 56 mm
and 80 mm. The reservoir size was doubled in area until the average PSD error between the two
cases was less than 5%, This study was conducted to show that the reservoir is large enough to
have little impact on the size distribution of particles entering the sensor.

Sampling and detection efficiencies of Sensor A was calculated with two different reservoir
concentrations of 12 µg/m3 and 50 µg/m3 . The total concentration entered into the sensor was
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calculated by counting all of the particles that entered into the domain over a one second time
period. The total mass of particulate matter was calculated by finding the volume of each particle
and multiplying it by the density of organic carbon (1400 kg/m3 [5]) and summing all individual
particle masses. Particles were visually counted in post-processing using 14 discrete diameters
ranging from 1.2 µm to 6.4 µm. The volumetric flow rate was calculated using the Converge CFD
solver and as such the total volume of air that moved through the sensor was found by multiplying
the flow rate by the sampling time of one second. The total sensor PM concentration was then
found by dividing the total mass of the particulates by the total volume of air that moved through
the sensor over a period of one second. In the first case where the reservoir concentration was
12 µg/m3 , the total concentration that entered the sensor was approximately 8.4 µg/m3 . In the
second case where the reservoir concentration was 50 µg/m3 , the total concentration that entered
the sensor was also approximately 36 µg/m3 . Thus, the sampling efficiencies for the cases of
Sensor A were 70% and 72%, respectively.
The detection efficiency was calculated by taking the number of particles detected and
dividing by the total number of particles that entered Sensor A. In the 12 µg/m3 case the detection
efficiency was found to be 67%. In the 50 µg/m3 case the detection efficiency was found to be
63%. Although these efficiencies are not equal, they do appear to be relatively close despite the
second case being nearly four times the concentration of the first case.
Detection efficiency evaluated by particle size is also of interest to consider if the fluid
domain produces any particular size bias. Figure 3.7 is given to further evaluate possible biases
in Sensor A. The sampling efficiency results seen in this figure are broken into the 14 discrete
diameter sizes as discussed in the previous paragraph. On observation of Fig. 3.7, it is noticed that
the sampling efficiency results appear to be randomized and a correlation between particle size and
sampling efficiency does not exist. Initially it may seem surprising that the diameter dependent
sampling efficiency between these two cases of Sensor A are not more similar. In some cases, such
as the 2.0 µm and 3.6 µm particle sizes, the sampling efficiency results are very similar. However,
in other cases, such as the 1.2 µm and 2.8 µm, the sampling efficiency results are vastly different.
On further inspection of the results in post-processing, it was observed that there was significantly
more particle-particle interactions further influencing individual particle paths through the sensor
and thus impacting diameter dependent sampling efficiency.
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Figure 3.7: Diameter dependent detection efficiency of Sensor A

These cases were also used to assess the validity of the approximation that only one particle
is in the scattering volume at any time. It was found that for the low concentration of 12 µg/m3
this approximation held true for all particles detected. However, the same cannot be said of the 50
µg/m3 case where 23 times two or more particles were detected at the same time. Thus, the one
particle detected approximation failed for approximately 11% of all detections in the 50 µg/m3
case of Sensor A. The datasheet for Sensor A states that the maximum range is 1000 µg/m3 [50];
however, at ranges above 50 µg/m3 the quality of the fluid domain for Sensor A clearly violates
the one particle detected at a time approximation and one can expect this approximation to be less
valid as the PM concentration increases. In the case of Sensor A, it is clear that a redesign of the
fluid dynamic domain is necessary in order to more accurately detect higher concentrations. The
focus on a re-design of the domain would be to gain a higher sampling and detection efficiency as
well as minimize the number of times the one particle approximation is violated.

3.2.2

Sensor B
The Particle Size Distribution (PSD) of each case of Sensor B was also evaluated along

with PSD convergence of reservoir sizes. For each sensor, the reservoir area was doubled until the
average PSD error in comparison with the previous reservoir size was less than 5%. This was done
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to verify that the reservoir was large enough that the sensor inlet would have little influence on the
PSD of entering particles. The results of this study are shown in Fig. 3.8. Each of the results are
compared against the Rosin-Rammler size distribution with a Sauter Mean Diameter of 2.5 µm
and a shape constant of 3.0.

(a) Sensor B - 15 µg/m3

(b) Sensor B - 45 µg/m3

(c) Sensor B - 108 µg/m3

Figure 3.8: A comparison of the particle size distribution (PSD) entered into Sensor B in two
reservoir sizes of 120 mm and 170 mm. The reservoir size was doubled in area until the average
PSD error between the two cases was less than 5%, This study was conducted to show that the
reservoir is large enough to have little impact on the size distribution of particles entering the
sensor.

Sampling and detection efficiencies of Sensor B were also calculated with three different
reservoir concentrations of 15 µg/m3 , 45 µg/m3 , and 108 µg/m3 . The total concentration entered
into the sensor was calculated by following the same process as previously outlined for Sensor A.
It was found that the total concentration that entered Sensor B was approximately 11 µg/m3 , 33
µg/m3 , and 82 µg/m3 . Thus, the sampling efficiencies were calculated to be approximately 73%,
73%, and 76%, respectively.
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Figure 3.9: Sensor B Top view showing that many particles also flow from right to left along
the bottom of the sensor towards the exit. This figure was taken from the 45 µg/m3 reservoir
concentration case. The blue arrows indicate the direction of air flow.

In the case studies of 15 µg/m3 and 45 µg/m3 reservoir concentrations, it was found that
the detection efficiency was essentially 0 as no particles were detected. In the case study of 108
µg/m3 it was found that one single particle of 3.6 µm was counted which resulted in a detection
efficiency of 0.3%. As only one particle was detected in the last case, size dependent detection
efficiency was not calculated and displayed as was done with Sensor A.
The geometry of Sensor B is vastly different from Sensor A. One of the ways in which it
is different is that the photodetector is placed inside a diagonally cut tube. As such, only particles
that pass through the intersection of the light source as well as are in a position to scatter light into
the diagonally cut tube are considered counted by the sensor. This is denoted by the region labeled
Scattering Region in Fig. 3.9. CFD results were further validated against Fig. 3.10 where real
observations demonstrated a build up of particulates along the bottom wall as pictured in Fig. 3.9.
On observation of the full one second time of measurements, it was observed that many particles
moved along the bottom wall and thus serve as a real observation to further validate the results of
Sensor B. Regarding the analysis of the fluid dynamic domain of Sensor B, it was found that its
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quality is essentially 0 as no particles were detected in the two lower concentration cases and in
the higher concentration case of 108 µg/m3 only one particle was counted.

(a) Sensor B

(b) Particle Build Up

Figure 3.10: Particle build up along the bottom wall where a) shows Sensor B and b) shows the
magnified section from a. These pictures serve to further validate the CFD results of Sensor B
which show that many of the sampled particles move along the bottom wall (Fig. 3.9). The blue
arrows in a) indicate the direction of air flow.

It is clear that the amount of empty space in Sensor B adversely impacts its counting efficiency. As seen in Fig. 3.11, nearly half of its height in the y direction is purely empty space. The
flow characteristics of this fluid domain are such that the flow velocity in between the directional
fins is low compared to that of the free space above the fins and light source. This provides a path
of smaller resistance than traveling through the directional fins and scattering volume and as such
many of the particles tend to go up and over scattering volume. In regards to Fig. 3.9 it is seen that
many particles also flow along the bottom of the figure from right to left. It is clear that the directional fins do not accomplish their intended purpose of directing particles to the scattering volume.
Due to the low velocity field in this region, these fins adversely impact the detection efficiency, the
very opposite of their intended purpose. To improve the quality of the fluid domain, the domain
should be significantly reduced in the Y direction to bring the ceiling of the sensor in contact with
the top of the fins in addition to extending the fins to meet the wall. This will improve the quality
of the fluid domain by forcing the PM laden air to be drawn through the scattering volume rather
than through much of the empty space currently found in Sensor B’s design.
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Figure 3.11: Sensor B Side view showing that many particles flow up and around into empty space
above the light source before being drawn through the exit. This figure was taken from the 45
µg/m3 reservoir concentration case. The blue arrows indicate the direction of air flow.

3.3

Combined Light Scattering and Efficiency Parameters
To obtain a further estimate on the accuracy of low-cost OPCs, the Mie scattering methods

and sampling and detection efficiency results were combined. In the detection efficiency results
of Sensor A, each particle that passed through the beam emitted by the light source as described
in Figs. 2.13 and 2.14 was measured in reference to the center of the photodetector in the X
and Z directions and the center of the light source in the Y direction. The MATLAB script from
Appendix A was modified to the one provided in Appendix D. This modified script calculated the
photodetector response for the selected size of particle and its respective location in reference to
the center of the photodetector and light source. The predicted response was then set equal to the
calibration curve as described in Section 3.1 after which a non-linear solver was used to solve for
the theoretical diameter correlation to photodetector response. The mass of the new particle was
calculated using the methods described in Section 3.2.
Taking into account particle location, Mie scattering, and efficiency parameters, it was
determined that, in the best case scenario, Sensor A would measure approximately 4 µg/m3 . This
represents a reduction of approximately 67% in concentration measurement from the sampled
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concentration in the reservoir. In the 50 µg/m3 concentration case it was found that a concentration
of approximately 20 µg/m3 would be measured. This resulted in a reduction of approximately 60%
in concentration measurement from the sampled concentration in the reservoir.
Combined light scattering and sampling efficiency results for Sensor B were calculated
following the same process as previously described for Sensor A. The MATLAB script, found in
Appendix E, was used to calculate the response of the particle and the resulting diameter measurement. In the case of Sensor B the combined light scattering and detection efficiency results were
not calculated for the 15 µg/m3 and 45 µg/m3 cases as there were no detectable particles in either
case. In the higher concentration study of 108 µg/m3 it was found that one particle was detectable
which resulted in an approximate measurement of 1 µg/m3 which resulted in an approximate reduction of 99% in concentration measurement from the total concentration which passed through
the sensor.
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CHAPTER 4.

4.1

CONCLUSIONS AND FUTURE WORK

Light Scattering Conclusions
As discussed in Section 1, it is critical that more accurate low-cost OPCs be designed

and put into widespread use. This will expand important monitoring capabilities to countries,
individuals, and businesses across the world as well as make positive impacts on personal health
monitoring, governmental policy making, and more efficient combustion processes.
The conclusions following this paragraph are based on the following approximations: single detected particle, particle is a homogeneous sphere, air is a non-participating medium, the
light source is monochromatic and collimated, the intensity scattered and its incident angle remain
constant over the solid angle, only scattered light is detected, complex refractive index of soot is
suitable, and that the particle may be represented by an aerodynamic diameter. Thus, the following
OPC uncertainties are wholly based on light-scattering models and do not include any additional
uncertainty in particle density, volumetric flow rate, or measured time.
In this study it was found that Sensor A’s geometry (Fig. 1.7a) is preferable to Sensor B’s
geometry (Fig. 1.7b) as the location of the photodetector may be modified to substantially reduce
diameter, concentration, and bin count uncertainties. It is important to note that this thesis did
not provide a comprehensive study on the optimization of photodetector location and scattering
angles but rather looked at general trends and possibilities to provide recommendations on how the
accuracy of low-cost OPCs may be improved.
Through this study it was found that for Sensor A, uncertainty was significantly reduced by
moving the photodetector 9 cm in the positive X-direction from the original location. In the case of
Sensor A, it was shown that it is possible to reduce the maximum diameter uncertainty from 157%
to 74%, the maximum concentration uncertainty from 1584% to 427%, and the max bin error for
PM2.5 from PM7.8 to PM2.7 . These uncertainty reductions resulted from a more efficient use of the
area of the photodetector in the collection of forward-scattered light (as defined in Fig. 1.6). The
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results for Sensor B were not as favorable, as moving the photodetector as close to the forwardscattering angles (as defined in Fig. 1.6) as possible (limited by geometry) actually increased the
uncertainty in diameter, concentration, and bin count. Thus, it is concluded that careful attention
to the placement of the photodetector is necessary for each geometry to best reduce uncertainty.

4.2

CFD Conclusions
With regard to sampling efficiency results it was likewise found that the geometry of Sensor

A is preferable to that of Sensor B as the sampling efficiency for Sensor B was essentially zero as
only a single particle was detected in the concentration case of 108 µg/m3 and zero for the two
lower concentration cases. Even in the higher concentration case, Sensor B provided a -99%
error in concentration measurement. For that of Sensor A, it was found that the overall sampling
efficiency was 67% for the 12 µg/m3 sampling case and 63% for the 50 µg/m3 sampling case.
The results of the CFD simulations indicate that careful consideration of the design of the flow
passages is critical. The design must facilitate an efficient transport of the particulate matter to the
scattering volume of the sensor and must have reliable validation of the one particle detected at a
time approximation. Although Sensor A has a much greater sampling efficiency, further attention
should be given to a redesign to facilitate the measurement of greater concentrations while still
only detecting one particle at a time. The scattering volume of Sensor A may also be shrunk in
the Y direction (as defined in Fig. 1.7) to more efficiently transport particles to the scattering
volume and avoid velocity fields which allow particles to bypass the light beam in the Y direction
by traveling above or beneath it.

4.3

Combined Methods Conclusions
Combining the conclusions of Mie scattering theory and sampling efficiency will greatly

increase the accuracy of low-cost OPCs. It is clear that using the photodetector to gather as much
forward scattered light as possible may reduce OPC measurement uncertainties in diameter, concentration, and bin count by orders of magnitude as shown from the studies conducted using Sensor
A. Using CFD results to design an efficient scattering chamber where only one particle is detected
at a time (Sensor A) and the chamber is designed such that a minimum number of particles are able
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to bypass the light beam (Sensor A and Sensor B) will greatly increase accuracy. Combining decreased uncertainty and increased accuracy will provide higher quality, low-cost OPCs with which
more reliable data may be obtained and used to combat the many problems fine particulate matter
present as outlined in Chapter 1.

4.4

Recommendations on Future Work
It is recommended for future work to be conducted on the further optimization of detector

location of low-cost OPCs and creating more monotonic response curves based on the refractive
index of a particle. Further work on the fluid dynamic design of scattering chambers should also
be conducted to determine more efficient sampling chamber geometry as well as correlate chamber
geometry, size, and fan speed to the one particle detected at a time approximation. The results from
these recommendations could be published to give further details for the manufacturers of low-cost
OPCs to create more efficient designs with uncertainties and accuracies based on first principles to
allow researchers and NGOs to objectively ask and quantify how good their measurements are.
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APPENDIX A.

SENSOR A THEORETICAL RESPONSE CODE

The following pages in this appendix show the custom code that was written to evaluate
low-cost OPCs using the geometry of Sensor A as shown in Fig. 1.5. Please see Section 2.3 for a
more detailed explanation of the process of this code.

77

clear all
tic
%This code was built using Light Scattering by Small Particles by H.C.
Van
%de Hulst.
%This code assumes a particle is in the center of the photodetector.
%Coordinate system -> y (up and down), x (left and right), z (into and
out
%of screen)
%The length of the detector is in the z-direction whereas the width of
the
%detector is in the x-direction.
%%%%% Declare User inputs %%%%%
Ry = 2.2*10^-3;
% (Sensor Design) Distance from 1-D distance from light beam to
photodetector (meters)
w = 0.003;
% (Sensor Design) Width of photodetector in meters
l = 0.003;
% (Sensor Design) Length of photodetector in meters
d = 0.013;
% (Sensor Design) Distance from light source to particle in meters
P = 0.015;
% (Sensor Design) Power of light source in Watts.
lambda = 660*10^-9;
% (Sensor Design) Wavelength (meters) of incident light. This assumes
monochromatic light.
x_offset = 0.0;
% (Sensor Design) x-distance from center of particle to center of
detector.
refrel = 1.55;
% (User Input) Refractive index of particles, use real index
nang = 180;
% (User Input) Number of angles. This brakes 0 - 90 into nang
segments. Therefore nang=90 gives step size of 1 degree.

n=nang/90;
% This calculates the degree width
of a detector.
k = 2*pi()/lambda;
% This calculates the wave number
from van del Hulst book.
Ad = 2*Ry^2*(1-cosd(n^-1));
% This calculates the area of the
differential area of the detector.

1

%Calculate
x = 0.1:.1:48.4;
*pi*r/lambda)
size_x = size(x);
parameter

% Vector of size parameter (2
% Size of the array for size

dlength = -l/2:sqrt(2*Ry^2*(1-cosd(n^-1))):l/2;
%
dwidth = -w/2:sqrt(2*Ry^2*(1-cosd(n^-1))):w/2;
%
origin = round(length(dlength)/2);
% Calculates
array index where origin x coordinate should be placed.
Rx = zeros(1,length(dwidth));
% Preallocating space for x locations
Rx(origin) = x_offset;
% Adds in
offset provided by user in x_offset as declared above in user inputs.
for i = origin:1:length(dwidth)-1
Rx(i+1) = Rx(i) + sqrt(2*Ry^2*(1-cosd(n^-1)));
coordinate for half of the differential elements
end

% Calculates x

for i = origin:-1:2
Rx(i-1) = Rx(i) - sqrt(2*Ry^2*(1-cosd(n^-1)));
% Calculates x
coordinate for the other half of the differential elements
end
Rz = zeros(1,length(dlength));
allocates space
for i = origin:length(dlength)-1
Rz(i+1) = Rz(i) + sqrt(2*Ry^2*(1-cosd(n^-1)));
coordinate for half of the differential elements
end

% Pre% Calculates z

for i = origin:-1:2
Rz(i-1) = Rz(i) - sqrt(2*Ry^2*(1-cosd(n^-1)));
% Calculates z
coordinate for the other half of the differential elements
end
% This loop converts size parameter into Diameter for graphing.
for i=1:size_x(2)
Diameter(i) = 2*x(i)*lambda/(2*pi);
end

%This loop calls the Mie function and returns several parameters
for i=1:size_x(2)
[s1(i,:),s2(i,:),qext,qsca,qback,gsca] =
Mie_Function(x(i),refrel,nang,lambda);
end
2

size_S = size(s1);
functions

% Determines the size of the S

j = 1:1:size_S(1);
% Will be
loops
i = 1:1:size_S(2);
% Will be
loops
I1 = abs(s1(j,i)).^2;
I2 = abs(s2(j,i)).^2;
F = (I1 + I2)./2;
% Creates
to calculate the amplitude scattering matrix

used in the following
used in the following

a variable F that is used
of unpolarized waves.

for j = 1:size_S(1)
% Begin response calculations for
each differential element.
for ii = 1:length(dlength)
for kk = 1:length(dwidth)
R = [Rx(kk) -Ry Rz(ii)];
% Create direction vector
from particulate to differential element.
unit_normal_detector = [0 1 0];
x_axis = [1 0 0];
Projected_Angle = dot(R,unit_normal_detector)/norm(R);
% Projected angle used for
intensity calculation
theta_scattered = acosd(dot(R,x_axis)/norm(R));
theta_scattered_test(ii,kk) = theta_scattered;
if theta_scattered >= 0
% Round theta scattered to match angle numbers from nang
theta_scattered = floor(theta_scattered) +
ceil( (theta_scattered-floor(theta_scattered))/(n^-1)) * (n^-1);
end
if theta_scattered < 0
% Round theta scattered to mach angle numbers from nang
theta_scattered = fix(theta_scattered) +
floor( (theta_scattered-fix(theta_scattered))/(n^-1)) * (n^-1);
end
if theta_scattered < 0
% The following statements containing Fs are used to calculate the
scattering function.
theta_scattered = -(theta_scattered);
Fs = F(j,theta_scattered*n);
elseif theta_scattered == 0
Fs = F(j,1);
elseif theta_scattered == 180
Fs = F(j, 2*nang-1);
else
3

Fs = F(j,theta_scattered*n);
end
Detector(j,kk,ii) =
P*Fs*Projected_Angle*(Diameter(j)/2)*Ad/(8*pi()*d^2*x(j)^2);
Calculates differential photodetector response
end
end
end

%

% The following 'for' statement is used to calculate overall
photodetector
% response for each size parameter.
for jj=1:size_S(1)
for j = 1:length(dlength)
for i = 1:length(dwidth)
A(j,i) = Detector(jj,i,j);
end
end
Detector_Sum(jj) = sum(A, [1 2]);
end
% X and Y are used to calculate the polyfit function
X = Diameter(1,:);
Y = Detector_Sum(1,:);
P = polyfit(X,Y,8);
fitcurve = P(1).*Diameter.^8+P(2).*Diameter.^7+P(3).*Diameter.^6
+P(4).*Diameter.^5+P(5).*Diameter.^4+P(6).*Diameter.^3+P(7).*Diameter.
^2+P(8).*Diameter+P(9);
% Make figures
figure(1)
plot(Detector_Sum*(10^9),Diameter.*10^6, 'k')
hold on
plot(fitcurve*(10^9), Diameter.*10^6, '--k')
ylabel('Diameter (um)')
xlabel('Response (nW/\beta)')
legend('Mie Theory','Curve Fit','Location','northwest')
set(gca,'FontSize',14)
xlim([0 .035])
ylim([0 10])
% This for statement is used in creating heat maps or shading matrices
as
% described by the article. The number 121 represents a particle size
of
% 2.5 um in diameter. May be changed to any size according to the
user.
for j = 1:length(dlength)
4

for i = 1:length(dwidth)
AB(j,i) = Detector(121,i,j);
end

end

% Shading Matrix Figure
figure(2)
h = heatmap(AB,'GridVisible','off');
% This figure creates a polar plot of the scattering graph. 121 may be
% changed to any number representing the size of the particle. In this
case
% 121 represents a particle size of 2.5 um in diameter.
figure(3)
theta=0:90/(nang-1):180;
polarplot(deg2rad(theta),F(121,:),'r')
hold on
polarplot(-deg2rad(theta),F(121,:),'r')
rlim([0 500])
% The following portion of code is used in calculating device
uncertainty.
for j = 1:length(Diameter)
firstValue = Detector_Sum(j);
diameterOne = Diameter(j);
for i = 1:length(Diameter)
secondValue = Detector_Sum(i);
if firstValue*0.95 < secondValue < firstValue*1.05
diameterTwo = Diameter(i);
else
diameterTwo = Diameter(j);
end

end

end

Error(j,i) = ((diameterTwo - diameterOne)/diameterOne)*100;

[maxError1, indexError1] = max(Error);
[maxError2, indexError2] = max(maxError1);
maxDiameter = Diameter(indexError2);
minDiameter = Diameter(indexError1(indexError2));
toc
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APPENDIX B.

SENSOR B RESPONSE CODE

The following pages in this appendix show the custom code that was written to evaluate
low-cost OPCs using the geometry of Sensor B as shown in Fig. 1.7b. Please see Section 2.3 for a
more detailed explanation of the process of this code.
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clear all
%This code was built using Light Scattering by Small Particles by H.C.
Van
%de Hulst.
%This code assumes a particle is in the center of the photodetector.
%Coordinate system -> y (up and down), x (left and right), z (into and
out
%of screen)
%The length of the detector is in the z-direction whereas the width of
the
%detector is in the x-direction.
%%%%% Declare User inputs %%%%%
w
%
l
%
d
%
P
%

= 0.003;
(Sensor Design)
= 0.003;
(Sensor Design)
= 0.02;
(Sensor Design)
= 0.015;
(Sensor Design)

Width of photodetector in meters
Length of photodetector in meters
distance from light source to photodetector
Power of the laser

Radius = 0.025;
% (Sensor Design) Radius of the origin of the photodetector.
Theta_xaxis = 15;
% (Sensor Design) Theta of the origin of the photodetector.
Rz = Radius*sind(Theta_xaxis);
refrel = 1.55;
% (User Input) Refractive index of particles, use real index
nang = 720;
% (User Input) Number of angles. This brakes 0 - 90 into nang
segments. Therefore nang=90 gives step size of 1 degree.
lambda = 660*10^-9;
% (User Input) Wavelength (meters) of incident light. This assumes
monochromatic light.

n=nang/90;
of a detector.
k = 2*pi()/lambda;
from van del Hulst book.
Ad = 2*Rz^2*(1-cosd(n^-1));

% This calculates the degree width
% This calculates the wave number

%Calculate
1

x = 0.1:.1:50;
*r/lambda)
size_x = size(x);
parameter

% Vector of size parameter (2
% Size of the array for size

dlength = 0:sqrt(2*Rz^2*(1-cosd(n^-1))):l;
dwidth = 0:sqrt(2*Rz^2*(1-cosd(n^-1))):w;
origin = round(length(dlength)/2);
% Calculates array index
where origin x coordinate should be placed.
Rx = zeros(1,length(dwidth));
x components of direction vector
Rx(origin) = Radius;
coordinate

% Pre-allocates space for
% Calculates origin x-

for i = origin:1:length(dwidth)-1
Rx(i+1) = Rx(i) - cosd(90-Theta_xaxis)*sqrt(2*Rz^2*(1-cosd(n^-1)));
% Calculates x coordinate for half of the differential elements while
taking into account photodetector rotation.
end
for i = origin:-1:2
Rx(i-1) = Rx(i) + cosd(90-Theta_xaxis)*sqrt(2*Rz^2*(1cosd(n^-1)));
% Calculates x coordinate for the other half of
differential elements while taking into account photodetector
rotation.
end
Ry = zeros(1,length(dwidth));
% Pre-allocates space
for i = origin:length(dlength)-1
Ry(i+1) = Ry(i) - sqrt(2*Rz^2*(1-cosd(n^-1)));
% Calculates y coordinate for half of the differential elements while
taking into account photodetector rotation.
end
for i = origin:-1:2
Ry(i-1) = Ry(i) + sqrt(2*Rz^2*(1-cosd(n^-1)));
% Calculates y coordinate for the other half of differential elements
while taking into account photodetector rotation.
end
Rz_vec = zeros(1,length(dwidth));
% Pre-allocates space
Rz_vec(origin) = Rz;
% Sets z-coordinate for origin
for i = origin:length(dwidth)-1
Rz_vec(i+1) = Rz_vec(i) + sind(90-Theta_xaxis)*sqrt(2*Rz^2*(1cosd(n^-1)));
% Calculates z coordinate for half of the
differential elements while taking into account photodetector
2

rotation.
end
for i = origin:-1:2
Rz_vec(i-1) = Rz_vec(i) - sind(90-Theta_xaxis)*sqrt(2*Rz^2*(1cosd(n^-1)));
% Calculates z coordinate for the other half of
differential elements while taking into account photodetector
rotation.
end
Rz = Rz_vec;
% This loop converts size parameter into Diameter for graphing.
for i=1:size_x(2)
Diameter(i) = 2*x(i)*lambda/(2*pi);
end
%This loop calls the Mie function and returns several parameters
for i=1:size_x(2)
[s1(i,:),s2(i,:),qext,qsca,qback,gsca] =
Mie_Function(x(i),refrel,nang,lambda);
end
size_S = size(s1);
functions

% Determines the size of the S

j = 1:1:size_S(1);
% Will be
loops
i = 1:1:size_S(2);
% Will be
loops
I1 = abs(s1(j,i)).^2;
I2 = abs(s2(j,i)).^2;
F = (I1(j,i) + I2(j,i))./2;
% Creates
to calculate the amplitude scattering matrix

used in the following
used in the following

a variable F that is used
of unpolarized waves.

for j = 1:size_S(1)
% Begin response calculations for
each differential element.
for ii = 1:length(dlength)
for kk = 1:length(dwidth)
R = [Rx(kk) Ry(ii) Rz(kk)];
% Create direction
vector from particulate to differential element.
unit_normal_detector = [-0.422 0 -0.906];
x_axis = [1 0 0];
Projected_Angle = dot(R,unit_normal_detector)/norm(R);
% Projected angle used for
intensity calculation
theta_scattered = acosd(dot(R,x_axis)/norm(R));
theta_scattered_test(ii,kk) = theta_scattered;

3

if theta_scattered < 0
Round theta scattered to match angle numbers from nang
theta_scattered = -theta_scattered;
end

%

if theta_scattered >= 0
%
Round theta scattered to match angle numbers from nang
theta_scattered = floor(theta_scattered) +
ceil( (theta_scattered-floor(theta_scattered))/(n^-1)) * (n^-1);
end
if theta_scattered < 0
%
Round theta scattered to match angle numbers from nang
theta_scattered = fix(theta_scattered) +
floor( (theta_scattered-fix(theta_scattered))/(n^-1)) * (n^-1);
end

if theta_scattered < 0
following statements containing Fs are used to calculate the
scattering function.
theta_scattered = -(theta_scattered);
Fs = F(j,theta_scattered*n);

% The

elseif theta_scattered == 0
Fs = F(j,1);
elseif theta_scattered == 180
Fs = F(j, 2*nang-1);
else

Fs = F(j,theta_scattered*n);

end
Detector(j,kk,ii) =
P*Fs*Projected_Angle*(Diameter(j)/2)*Ad/(8*pi()*d^2*x(j)^2);
Calculates differential photodetector response
end
end
end
% The following 'for' statement is used to calculate overall
photodetector
% response for each size parameter.
for jj=1:size_S(1)
for j = 1:length(dlength)
for i = 1:length(dwidth)
A(j,i) = Detector(jj,i,j);
4

%

end

end
end
Detector_Sum(jj) = sum(A, [1 2]);

% X and Y are used to calculate the polyfit function
X = Diameter(1,:);
Y = Detector_Sum(1,:);
P = polyfit(X,Y,8);
fitcurve = P(1).*Diameter.^8+P(2).*Diameter.^7+P(3).*Diameter.^6
+P(4).*Diameter.^5+P(5).*Diameter.^4+P(6).*Diameter.^3+P(7).*Diameter.
^2+P(8).*Diameter+P(9);
% The following portion of code is used in calculating device
uncertainty.
for j = 1:length(Diameter)
firstValue = Detector_Sum(j);
diameterOne = Diameter(j);
for i = 1:length(Diameter)
secondValue = Detector_Sum(i);
if firstValue*0.95 < secondValue < firstValue*1.05
diameterTwo = Diameter(i);
else
diameterTwo = Diameter(j);
end

end

end

Error(j,i) = ((diameterTwo - diameterOne)/diameterOne)*100;

[maxError1, indexError1] = max(Error);
[maxError2, indexError2] = max(maxError1);
%maxError2
maxDiameter = Diameter(indexError2);
minDiameter = Diameter(indexError1(indexError2));
% Make Figures
figure(1)
plot(Detector_Sum.*10^9,Diameter.*10^6, 'k')
hold on
plot(fitcurve*(10^9),Diameter.*10^6, '--k')
ylabel('Diameter (\mum)')
xlabel('Response (nW/\beta)')
legend('Mie Theory','Curve Fit','Location','eastoutside')
set(gca,'FontSize',14)
ylim([0 10])
xlim([0 0.08])
5

% This 'for' statement is used in creating heat maps or shading
matrices as
% described by the article. The number 121 represents a particle size
of
% 2.5 um in diameter. May be changed to any size according to the
user.
for j = 1:length(dlength)
for i = 1:length(dwidth)
AB(j,i) = Detector(121,i,j);
end
end
% Shading Matrix Figure
figure(2)
h = heatmap(AB,'GridVisible','off');
% This figure creates a polar plot of the scattering graph. 121 may be
% changed to any number representing the size of the particle. In this
case
% 121 represents a particle size of 2.5 um in diameter.
figure(3)
theta=0:90/(nang-1):180;
polarplot(deg2rad(theta),F(121,:))
rlim([0 1000])

6

APPENDIX C.

MIE SCATTERING CODE

The following pages in this appendix show the readily available Mie scattering function in
MATLAB [8] that was used in conjunction with the custom geometry codes in the other appendices
contained in this thesis. Please see Section 2.3 for a more detailed explanation of how this function
is integrated with the other codes in these appendices.
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function
[s1,s2,qext,qsca,qback,gsca]=Mie_Function(x,refrel,nang,lambda)
%
gsca- asymmetry
% Calculated based on Mie scattering theory
% input:
%
x - size parameter =2pi*lambda/radius
%
refrel - refreation index in complext form for example: 1.5+
0.02*i;
%
nang - namber of angle for S1 and S2 function in range from 0
to pi/2
% output:
%
S1, S2 - funtion which coresponted to phase function
%
Qext - extinction efficiency
%
Qsca - scattering efficiency
%
Qback -backscatter efficiencyparameter
% zatem w sumie jest ich 2*nang-1 bo od 0 do pi
mxnang=10000;
nmxx=150000;
s1=zeros(1,2*mxnang-1);
s2=zeros(1,2*mxnang-1);
d=zeros(1,nmxx);
amu=zeros(1,mxnang);
pi=zeros(1,mxnang);
pi0=zeros(1,mxnang);
pi1=zeros(1,mxnang);
tau=zeros(1,mxnang);

% ilosc katow dla funkcji S1 S2

if (nang > mxnang)
disp('error: nang > mxnang in bhmie')
return
end
if (nang < 2)
nang = 2;
end
pii = 4.*atan(1.);
dx = x;
drefrl = refrel;
y = x*drefrl;
ymod = abs(y);
%
%

Series expansion terminated after NSTOP terms
Logarithmic derivatives calculated from NMX on down

xstop = x + 4.*x^0.3333 + 2.;
1

nmx = max(xstop,ymod) + 15;
nmx=fix(nmx);
% BTD experiment 91/1/15: add one more term to series and compare
resu<s
%
NMX=AMAX1(XSTOP,YMOD)+16
% test: compute 7001 wavelen>hs between .0001 and 1000 micron
% for a=1.0micron SiC grain. When NMX increased by 1, only a single
% computed number changed (out of 4*7001) and it only changed by
1/8387
% conclusion: we are indeed retaining enough terms in series!
nstop = xstop;
%
if (nmx > nmxx) %then begin
'error: nmx > nmxx=', nmxx, ' for |m|x=', ymod
return
end
% Require NANG.GE.1 in order to calculate scattering intensities
dang = 0.;
if (nang > 1)
dang = .5*pii/ (nang-1);
end
for j=1: nang %do begin % DO 10 j = 1, nang
theta = (j-1)*dang;
amu(j) = cos(theta);
end
for j=1: nang
%DO 20 j = 1, nang
pi0(j) = 0.;
pi1(j) = 1.;
end
nn = 2*nang - 1;
% Logarithmic derivative D(J) calculated by downward recurrence
% beginning with initial value (0.,0.) at J=NMX
%
%?d(nmx) = d(0.,0.)
nn = nmx - 1;
for n=1: nn
%DO 40 n = 1, nn
en = nmx - n + 1;
d(nmx-n) = (en/y) - (1./ (d(nmx-n+1)+en/y));
end %endfor %40 CONTINUE
%
%*** Riccati-Bessel functions with real argument X
%
calculated by upward recurrence
%
psi0 = cos(dx);
psi1 = sin(dx);
chi0 = -sin(dx);
chi1 = cos(dx);
xi1 = psi1-chi1*i;
qsca = 0.;
gsca = 0.;
p = -1;
2

for n=1: nstop % DO 80 n = 1, nstop
en = n;
fn = (2.*en+1.)/ (en* (en+1.));
% for given N, PSI = psi_n
CHI = chi_n
%
PSI1 = psi_{n-1}
CHI1 = chi_{n-1}
%
PSI0 = psi_{n-2}
CHI0 = chi_{n-2}
% Calculate psi_n and chi_n
psi = (2.*en-1.)*psi1/dx - psi0;
chi = (2.*en-1.)*chi1/dx - chi0;
xi = psi-chi*i;
%
%*** Store previous values of AN and BN for use
%
in computation of g=<cos(theta)>
if (n > 1) %then begin
an1 = an;
bn1 = bn;
end %endif
%
%*** Compute AN and BN:
an = (d(n)/drefrl+en/dx)*psi - psi1;
an = an/ ((d(n)/drefrl+en/dx)*xi-xi1);
bn = (drefrl*d(n)+en/dx)*psi - psi1;
bn = bn/ ((drefrl*d(n)+en/dx)*xi-xi1);
%
%*** Augment sums for Qsca and g=<cos(theta)>
qsca = qsca + (2.*en+1.)* (abs(an)^2+abs(bn)^2);
gsca = gsca + ((2.*en+1.)/ (en* (en+1.)))* ...
( real(an)* real(bn)+imag(an)*imag(bn));
if (n > 1) %then begin
gsca = gsca + ((en-1.)* (en+1.)/en)*...
( real(an1)* real(an)+imag(an1)*imag(an)+...
real(bn1)* real(bn)+imag(bn1)*imag(bn));
end %endif
%
%*** Now calculate scattering intensity pattern
%
First do angles from 0 to 90
for j=1: nang
%DO 50 j = 1, nang
jj = 2*nang - j;
pi(j) = pi1(j);
tau(j) = en*amu(j)*pi(j) - (en+1.)*pi0(j);
s1(j) = s1(j) + fn* (an*pi(j)+bn*tau(j));
s2(j) = s2(j) + fn* (an*tau(j)+bn*pi(j));
end %endfor % 50
CONTINUE
%
%*** Now do angles greater than 90 using PI and TAU from
%
angles less than 90.
%
P=1 for N=1,3,...% P=-1 for N=2,4,...
p = -p;
3

for j=1: nang-1
% DO 60 j = 1, nang - 1
jj = 2*nang - j;
s1(jj) = s1(jj) + fn*p* (an*pi(j)-bn*tau(j));
s2(jj) = s2(jj) + fn*p* (bn*pi(j)-an*tau(j));
end %endfor % 60
psi0 = psi1;
psi1 = psi;
chi0 = chi1;
chi1 = chi;
xi1 = psi1-chi1*i;

CONTINUE

%
%*** Compute pi_n for next value of n
%
For each angle J, compute pi_n+1
%
from PI = pi_n , PI0 = pi_n-1
for j=1: nang
% DO 70 j = 1, nang
pi1(j) = ((2.*en+1.)*amu(j)*pi(j)- (en+1.)*pi0(j))/...
en;
pi0(j) = pi(j);
end %endfor %70
CONTINUE
end %endfor %
80 CONTINUE
%
%*** Have summed sufficient terms.
%
Now compute QSCA,QEXT,QBACK,and GSCA
gsca = 2.*gsca/qsca;
qsca = (2./ (dx*dx))*qsca;
qext = (4./ (dx*dx))* real(s1(1));
qback = (abs(s1(2*nang-1))/dx)^2/pii;
ss1=s1;
ss2=s2;
clear s1 s2
a=find(ss1~=0);
n=max(a);
s1=ss1(1:n);
s2=ss2(1:n);

4

APPENDIX D.

VARIABLE PARTICLE LOCATION SENSOR A CODE

The following pages in this appendix show the custom code that was written to evaluate
low-cost OPCs using the geometry of Sensor A as shown in Fig. 1.5. The code contained in this
Appendix was used for the combination of CFD and Mie scattering results as detailed in Section
3.3.
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12/4/21 10:34 AM C:\...\Plantower_2021_12_2.m 1 of 4
clear all
%This code was built using Light Scattering by Small Particles by
H.C.Van
%de Hulst.
%This code allows the user to input particle offsets to calculate the
%detector response dependent on particle location. The offset of the
%particle should be measured from the center of the photodetector in
the x
%and z directions. The y direction should be measured from the center
of
%the light source.
%Coordinate system - y (up and down), x (left and right), z (into and
out
%of screen)
%The length of the detector is in the z-direction whereas the width of
the
%detector is in the x-direction.
%%%%% Declare User inputs %%%%%
particle_diameter = 2.8e-06;
% (Particle
Information) Diameter in meters of particle in question
w = 0.003;
% (Sensor Design)
Width of photodetector in meters
l = 0.003;
% (Sensor Design)
Length of photodetector in meters
P = 0.015;
% (Sensor Design)
Power of light source in Watts
lambda = 660*10^-9;
% (Sensor Design)
Wavelength (meters) of incident light. This assumes monochromatic
light.
x_offset = -0.00;
%%% (Sensor Design and
Particle Location) x-distance from center of particle to center of
detector
y_offset = -0.0005;
z_offset = 0.00075;
%%% (Sensor Design and
Particle Location) z-distance from center of particle to center of
detector
d = 0.013+x_offset;
% (Sensor Design and
Particle Location) Distance from light source to particle in meters
Ry = 2.2*10^-3+y_offset;
%%% (Sensor Design and
Particle Location) Distance from 1-D distance from light beam to
photodetector (meters)
refrel = 1.55;
% (User Input)
Refractive index of particles, use real index
nang = 360;
% (User Input) Number
of angles. This breaks 0 - 90 into nang segments. Therefore nang=90
gives step size of 1 degree.
1

n=nang/90;
degree width of a detector.
k = 2*pi()/lambda;
wave number from van del Hulst book.
Ad = 2*Ry^2*(1-cosd(n^-1));
area of the differential area of the detector.
dlength = -l/2:sqrt(2*Ry^2*(1-cosd(n^-1))):l/2;
for photodetector differential element location
dwidth = -w/2:sqrt(2*Ry^2*(1-cosd(n^-1))):w/2;
for photodetector differential element location
origin = round(length(dlength)/2);
Rx = zeros(1,length(dwidth));
Rx(origin) = 0;

% This calculates the
% This calculates the
% This calculates the
% Create array
% Create array

% Set x origin at 0

for i = origin:1:length(dwidth)-1
Rx(i+1) = Rx(i) + sqrt(2*Ry^2*(1-cosd(n^-1)));
%
Calculate x location of each photodetector differential element in
positive x direction
end
for i = origin:-1:2
Rx(i-1) = Rx(i) - sqrt(2*Ry^2*(1-cosd(n^-1)));
%
Calculate x location of each photodetector differential element in
negative z direction
end
Rz = zeros(1,length(dlength));
for i = origin:length(dlength)-1
Rz(i+1) = Rz(i) + sqrt(2*Ry^2*(1-cosd(n^-1)));
%
Calculate z location of each photodetector differential element in
positive z direction
end
for i = origin:-1:2
Rz(i-1) = Rz(i) - sqrt(2*Ry^2*(1-cosd(n^-1)));
%
Calculate z location of each photodetector differential element in
negative z direction
end
x = pi*particle_diameter/lambda;
Calculate size parameter based on user inputs

%

% Call Mie Scattering Function with user inputs
[s1,s2,qext,qsca,qback,gsca] = Mie_Function(x,refrel,nang,lambda);
size_S = size(s1); % Determines the size of the S functions
I1 = abs(s1).^2;
I2 = abs(s2).^2;
F = (I1 + I2);
for ii = 1:length(dlength)
for kk = 1:length(dwidth)
2

R = [Rx(kk)-x_offset -Ry Rz(ii)+z_offset];
Calculate direction vector
unit_normal_detector = [0 1 0];
x_axis = [1 0 0];
Projected_Angle = dot(-R,unit_normal_detector)/norm(R);
theta_scattered = acosd(dot(R,x_axis)/norm(R));
theta_scattered_test(ii,kk) = theta_scattered;

%

if theta_scattered >= 0
theta_scattered = floor(theta_scattered) +
ceil((theta_scattered-floor(theta_scattered))/(n^-1)) * (n^-1);
end
if theta_scattered < 0
theta_scattered = fix(theta_scattered) +
floor((theta_scattered-fix(theta_scattered))/(n^-1)) * (n^-1);
end
if theta_scattered < 0
theta_scattered = -(theta_scattered);
Fs = F(2,theta_scattered*n);
elseif theta_scattered == 0
Fs = F(1);
elseif theta_scattered == 180
Fs = F(2*nang-1);
else
Fs = F(theta_scattered*n);
end
Detector(kk,ii) = P*Fs*Projected_Angle*(particle_diameter/2)*Ad/(8
*pi*d^2*x^2);
end
end
for j = 1:length(dlength)
% Sum all of the
photodetector differential responses to calculate overall
photodetector response.
for i = 1:length(dwidth)
A(j,i) = Detector(i,j);
end
end
Detector_Sum = sum(A, [1 2])

3

APPENDIX E.

VARIABLE PARTICLE LOCATION SENSOR B CODE

The following pages in this appendix show the custom code that was written to evaluate
low-cost OPCs using the geometry of Sensor B as shown in Fig. 1.7b. The code contained in
this Appendix was not used for the combined results in Chapter 3 as Sensor B did not detect any
particles. It is however, provided for the reader’s benefit.
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clear all
%This code was built using Light Scattering by Small Particles by
H.C.Van
%de Hulst.
%This code assumes a particle is in the center of the photodetector.
%Coordinate system -> y (up and down), x (left and right), z (into and
out
%of screen)
%The length of the detector is in the z-direction whereas the width of
the
%detector is in the x-direction.
%%%%% Declare User inputs %%%%%
particle_diameter = 2.8e-06;
x_offset = 0;
y_offset = 0;
z_offset = 0;
photodetector_x = 0.023;
photodetector_y = 0;
photodetector_z = 0.009;
w = 0.003;
% (Sensor Design) Width of
photodetector in meters
l = 0.003;
% (Sensor Design) Length
of photodetector in meters
d = 0.02;
% (Sensor Design) distance
from light source to photodetector
P = 0.015;
% (Sensor Design) Power of
the laser
Radius = sqrt((photodetector_x-x_offset)^2+(photodetector_y-y_offset)^
2 +(photodetector_z-z_offset)^2);
% (Sensor Design)
Distance from the particle to the origin of the photodetector.
Theta_xaxis = 15;
% (Sensor Design) Angle
from an axis in the direction of x (but passes through particle) to
the center of photodetector. .
Rz = Radius*sind(Theta_xaxis);
refrel = 1.55;
% (User Input) Refractive
index of particles, use real index
nang = 720;
% (User Input) Number of
angles. This brakes 0 - 90 into nang segments. Therefore nang=90 gives
step size of 1 degree.
lambda = 660*10^-9;
% (User Input) Wavelength
(meters) of incident light. This assumes monochromatic light.
n=nang/90;
% This calculates the
degree width of a detector.
k = 2*pi()/lambda;
% This calculates the wave
number from van del Hulst book.
Ad = 2*Rz^2*(1-cosd(n^-1));
1

%Calculate
x = pi*particle_diameter/lambda;
dlength = 0:sqrt(2*Rz^2*(1-cosd(n^-1))):l;
dwidth = 0:sqrt(2*Rz^2*(1-cosd(n^-1))):w;
origin = round(length(dlength)/2);
% Calculates array index
where origin x coordinate should be placed.
Rx = zeros(1,length(dwidth));
% Pre-allocates space for
x components of direction vector
Rx(origin) = Radius;
% Sets transformation
angle
for i = origin:1:length(dwidth)-1
Rx(i+1) = Rx(i) - cosd(90-Theta_xaxis)*sqrt(2*Rz^2*(1cosd(n^-1)));
% Calculates x coordinate for half of
the differential elements while taking into account photodetector
rotation.
end
for i = origin:-1:2
Rx(i-1) = Rx(i) + cosd(90-Theta_xaxis)*sqrt(2*Rz^2*(1-cosd(n^- 1)));
% Calculates x coordinate for the other half of differential elements
while taking into account photodetector rotation.
end
Ry = zeros(1,length(dwidth));
% Pre-allocates space
for i = origin:length(dlength)-1
Ry(i+1) = Ry(i) - sqrt(2*Rz^2*(1-cosd(n^-1)));
%
Calculates y coordinate for half of the differential elements while
taking into account photodetector rotation.
end
for i = origin:-1:2
Ry(i-1) = Ry(i) + sqrt(2*Rz^2*(1-cosd(n^-1)));
%
Calculates y coordinate for the other half of differential elements
while taking into account photodetector rotation.
end
Rz_vec = zeros(1,length(dwidth));
Rz_vec(origin) = Rz;
origin

% Pre-allocates space
% Sets z-coordinate for

for i = origin:length(dwidth)-1
Rz_vec(i+1) = Rz_vec(i) + sind(90-Theta_xaxis)*sqrt(2*Rz^2*(1cosd(n^-1)));
% Calculates z coordinate for half of the
differential elements while taking into account photodetector
rotation.
end
for i = origin:-1:2
Rz_vec(i-1) = Rz_vec(i) - sind(90-Theta_xaxis)*sqrt(2*Rz^2*(12

cosd(n^-1)));
% Calculates z coordinate for the other half of
differential elements while taking into account photodetector
rotation.
end
Rz = Rz_vec;
%Calls the Mie function and returns several parameters
[s1,s2,qext,qsca,qback,gsca] = Mie_Function(x,refrel,nang,lambda);
size_S = size(s1);
% Determines the size of
the S functions
I1 = abs(s1).^2;
I2 = abs(s2).^2;
F = (I1 + I2)./2;
% Creates a variable F
that is used to calculate the amplitude scattering matrix of
unpolarized waves.
for ii = 1:length(dlength)
for kk = 1:length(dwidth)
R = [Rx(kk) Ry(ii) Rz(kk)];
% Create
direction vector from particulate to differential element.
unit_normal_detector = [-0.422 0 -0.906];
x_axis = [1 0 0];
Projected_Angle = dot(-R,unit_normal_detector)/norm(R);
% Projected angle used for intensity calculation
theta_scattered = acosd(dot(R,x_axis)/norm(R));
theta_scattered_test(ii,kk) = theta_scattered;
if theta_scattered < 0
% Round theta
scattered to match angle numbers from nang
theta_scattered = -theta_scattered;
end
if theta_scattered >= 0
% Round theta
scattered to match angle numbers from nang
theta_scattered = floor(theta_scattered) +
ceil((theta_scattered-floor(theta_scattered))/(n^-1)) * (n^-1);
end
if theta_scattered < 0
% Round theta
scattered to match angle numbers from nang
theta_scattered = fix(theta_scattered) +
floor((theta_scattered-fix(theta_scattered))/(n^-1)) * (n^-1);
end

if theta_scattered < 0
% The following
statements containing Fs are used to calculate the scattering
function.
theta_scattered = -(theta_scattered);
3

Fs
elseif
Fs
elseif
Fs
else
Fs
end

= F(theta_scattered*n);
theta_scattered == 0
= F(1);
theta_scattered == 180
= F(2*nang-1);
= F(theta_scattered*n);

Detector(kk,ii) =
P*Fs*Projected_Angle*(particle_diameter/2)*Ad/(8*pi()*d^2*x^2);
% Calculates differential photodetector response
end
end
% The following 'for' statement is used to calculate overall
photodetector
% response for each size parameter.
for j = 1:length(dlength)
for i = 1:length(dwidth)
A(j,i) = Detector(i,j);
end
end
Detector_Sum = sum(A, [1 2])
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