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Abstract
A semigroup S is called an equational domain if any finite union of algebraic
sets over S is algebraic. We give some necessary and sufficient conditions for a
completely simple semigroup to be an equational domain.
1 Introduction
G. Baumslag, A. Miasnikov and V. Remeslennikov [1, 2] laid some basics of algebraic
geometry over groups. Recall that an equation over a group G is an equality w(X) =
1, where w(X) is an element of the free product G ∗F (X). An algebraic set over G
is the set of all solutions of a system of equations over G.
Finite unions of algebraic sets are not necessarily algebraic over G. However,
there exist groups (which were completely described in the paper written by E. Dani-
yarova, A. Miasnikov and V. Remeslennikov [3]) where any finite union of algebraic
sets is algebraic. Following [3], the groups with such property are called equational
domains.
One can similarly pose the problem of existence of equational domains in semi-
groups. To solve this problem it is natural to search equational domains in the
varieties of semigroups which are close to groups. One such “group-like” class is
that of completely simple semigroups, since any completely simple semigroup is a
disjoint union of copies of a group.
Any completely simple semigroup admits operation of the inversion −1, hence we
shall consider completely simple semigroups as algebraic structures in the language
L = {·,−1}. The use of the language L instead of {·} is quite convenient, since the
class of completely simple semigroups forms a variety in the language L.
In the current paper we prove the necessary and sufficient conditions for a com-
pletely simple semigroup S to be an equational domain (Theorem 4.8). From the
obtained criterion it follows that free completely simple semigroups of rank n ≥ 2
and any free product of arbitrary completely simple semigroups are equational do-
mains (similar results hold in the variety of groups). Moreover, in Section 5 we
extend Theorem 4.8 to other semigroup languages.
∗The author was supported by RFII grant 14-01-00068
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2 Notions of semigroup theory
A subset I ⊆ S is called a left (right) ideal if sa ∈ I (respectively, as ∈ I) for any
s ∈ S, a ∈ I. If I is a right and left ideal simultaneously, we say that I is a two-sided
ideal (or an ideal for shortness).
A semigroup S with a unique ideal I = S is called simple. A simple semigroup
with minimal left and right ideal is completely simple (c.s.).
The next classic theorem completely describes c.s. semigroups.
Theorem 2.1. For any c.s. semigroup S there exists a group G and sets I,Λ
such that S is isomorphic to the set of triples (λ, g, i), g ∈ G, λ ∈ Λ, i ∈ I with
multiplication
(λ, g, i)(µ, h, j) = (λ, gpiµh, j),
where piµ ∈ G is an element of a matrix P such that
1. P consists of |I| rows and |Λ| columns;
2. the matrix P is normalised, i.e.
p1i = pλ1 = 1 ∈ G for all λ ∈ Λ, i ∈ I.
Following Theorem 2.1, we denote any c.s. semigroup S by S = (G,P,Λ, I).
The group G and the matrix P are called the structural group and sandwich-matrix,
respectively. The elements λ, i occurring in a triple (λ, g, i) ∈ S are the first and the
second indexes, respectively.
By Theorem 2.1, any c.s. semigroup S is a disjoint union of copies of the
structural group G. Clearly, the identity elements of the maximal subgroups are
(λ, piλ
−1, i), λ ∈ Λ, i ∈ I. The inversion −1 in the subgroup defined by the indexes
λ, i is given by
(λ, g, i)−1 = (λ, piλ
−1g−1piλ
−1, i).
The class of c.s. semigroups is a variety in the language {·,−1}, since it is defined
by the identities:
xx−1x = x, xx−1 = x−1x, (x−1)−1 = x, (xyx)−1(xyx) = x−1x.
The structure of free c.s. semigroups is described by the next theorem.
Theorem 2.2. [4, 5] Let X = {x1, x2, . . . , xn}, Y = {yiλ|i ∈ I, λ ∈ Λ} be finite sets
of letters, and I = Λ = {1, 2, . . . , n}. Let F (X ∪ Y ) denote the free group generated
by the set X ∪ Y . Then, the free c.s. semigroup Fcss(X) generated by X is defined
by Fcss = (F (X ∪ Y ),P, I,Λ), where P = (yiλ) and the generators xi correspond to
the triples (i, xi, i) ∈ Fcss(X).
It is easy to check that the free c.s. semigroup of rank 1 is isomorphic to the
infinite cyclic semigroup of the same rank.
One can define the free product in the variety of c.s. semigroups. The represen-
tation of the free product of two c.s. semigroups is given in the next theorem.
Theorem 2.3. [6] Let S = S1 ∗ S2 be the free product of two c.s. semigroups
S1 = (G1,P1,Λ1, I1), S2 = (G2,P2,Λ2, I2). Then, S = (G,P,Λ, I), where
1. Λ = Λ1 ⊔ Λ2, I = I1 ⊔ I2;
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2. the elements of the sandwich-matrix P = (piλ) are
piλ =


yiλ, i ∈ I1, λ ∈ Λ2 or i ∈ I2, λ ∈ Λ1
p
(1)
iλ , i ∈ I1, λ ∈ Λ1
p
(2)
iλ , i ∈ I2, λ ∈ Λ2
where p
(j)
iλ is the element of Pj with the indexes i, λ.
3.
G = G1 ∗G2 ∗ F (Y ),
where F (Y ) is the free group generated by the set
Y = {yiλ|i ∈ I1, λ ∈ Λ2 or i ∈ I2, λ ∈ Λ1}.
3 Algebraic geometry over semigroups
All definitions below are derived from the general notions of [7], where the notions
of algebraic geometry were formulated for an arbitrary algebraic structure in the
language with no predicates.
Since the inversion −1 is an algebraic operation in any c.s. semigroup, we consider
the language L0 = {·,
−1}. For a given c.s. semigroup S one can extend L0 by new
constants {s|s ∈ S} which correspond to the elements of S. The obtained language
is denoted by LS and in the sequel all semigroups are considered in this language.
Let X be a finite set of variables x1, x2, . . . , xn. A term of a language LS (LS-
term) in variables X is one of the following expressions:
1. variable xi;
2. constant s;
3. a product of two terms;
4. (t(X))−1, where t(X) is a term.
For example, the expressions xs(y2x)−1, (xs1
−1y)−1s2x
2 are LS-terms.
An equation over LS is an equality of two LS-terms t(X) = s(X). A system of
equations over LS (a system for shortness) is an arbitrary set of equations over LS .
A point P = (p1, p2, . . . , pn) ∈ S
n is a solution of a system S in variables
x1, x2, . . . , xn, if the substitution xi = pi reduces each equation of S to a true
equality in the semigroup S. The set of all solutions of a system S in the semigroup
S is denoted by VS(S). A set Y ⊆ S
n is called algebraic over the language LS if
there exists a system over LS in variables x1, x2, . . . , xn with the solution set Y .
Two systems are called equivalent over a c.s. semigroup S if they have the same
solution in S.
Following [3], let us give the main definition of our paper.
A c.s. semigroup S is an equational domain (e.d. for shortness) in the language
LS if for any finite set of algebraic sets Y1, Y2, . . . , Yn the union Y = Y1∪Y2∪ . . .∪Yn
is algebraic.
The next theorem contains necessary and sufficient conditions for a semigroup
to be an e.d.
Theorem 3.1. [3] A semigroup S in the language LS is an e.d. iff the set
Msem = {(x1, x2, x3, x4)|x1 = x2 or x3 = x4} ⊆ S
4
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is algebraic, i.e. there exists a system S in the variables x1, x2, x3, x4 with the
solution set Msem.
Below we study equations over groups, therefore we should give some definitions
of algebraic geometry over groups. Any group G below will be considered in the
language LG = {·,
−1 , 1} ∪ {g|g ∈ G} where constants of LG correspond to elements
of G. An LG-term in the variables X = {x1, x2, . . . , xn} is defined in the same way
as it is the definition of a term over c.s. semigroup. However, in groups the identity
(xy)−1 = x−1y−1 takes place, hence any LG-term over a group G is equivalent to a
finite product that consists of the variables in integer powers and constants g ∈ G.
In other words, an LG-term is an element of the free product F (X)∗G, where F (X)
is a free group generated by the set X.
The definitions of equations, algebraic sets and equational domains over groups
are similar to the corresponding definitions in the semigroup case.
For the groups of the language LG we have the following result.
Theorem 3.2. [3] A group G in the language LG is an e.d. iff the set
Mgr = {(x1, x2)|x1 = 1 or x2 = 1} ⊆ G
2
is algebraic, i.e. there exists a system S in variables x1, x2 with the solution set
Mgr.
One can reformulate Theorem 3.2 in a simpler form using the following definition.
An element x 6= 1 of a group G is a zero-divisor if there exists 1 6= y ∈ G such that
for any g ∈ G it holds [x, yg] = 1 (here yg = gyg−1, [a, b] = a−1b−1ab).
Theorem 3.3. [3] A group G in the language LG is an e.d. iff it does not contain
zero-divisors.
Using Theorem 3.3, one can obtain the next properties of free objects in the
variety of groups.
Corollary 3.4. [3] Every non-abelian free group G is an e.d. in the group language
LG (this was initially proved by G. Gurevich, see the proof in [8]).
Corollary 3.5. [3] Every free product G = G1 ∗G2, except for G = Z2 ∗ Z2 (Z2 is
the cyclic group of the order 2), is an e.d. in the language LG.
4 Main results
A sandwich-matrix P is said to be non-singular if it does not contain two equal
rows or columns.
Let s1, s2 be two distinct elements of a c.s. semigroup S. We say that an LS-term
t(x) separates s1, s2 if t(s1) 6= t(s2).
Lemma 4.1. (Lemma 4.2 of [9]) If a c.s. semigroup S = (G,P,Λ, I) has a non-
singular sandwich-matrix P, then for any pair of distinct elements s1, s2 ∈ S there
exists an LS-term
t(x) = (1, 1, i)x(λ, 1, 1), (1)
separating s1, s2 for some λ ∈ Λ, i ∈ I.
Let t(x) be an LS-term. By [t](x) we denote the LS-term which is obtained
from t(x) by omitting all occurrences of the inversion. For example, if t(x) =
((xsy−1)−1zx−1)−1 then [t](x) = xsyzx.
Lemma 4.2. Suppose the sandwich-matrix P of a c.s. semigroup S = (G,P,Λ, I)
has equal rows (columns) with numbers i, j (respectively, λ, µ). Then for the el-
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ements s1 = (1, 1, i), s2 = (1, 1, j) (resp. s1 = (λ, 1, 1), s2 = (µ, 1, 1)) and an
arbitrary LS-term t(x) one of the following holds:
1. t(s1) = t(s2);
2. t(s1) = (ν, g, i), t(s2) = (ν, g, j) for some g ∈ G, ν ∈ Λ, if [t](x) ends with the
variable x (resp. t(s1) = (λ, g, k), t(s2) = (µ, g, k) for some g ∈ G, k ∈ I, if
[t](x) begins with the variable x). In other words, the elements t(s1), t(s2) are
distinguished only by the second (respectively, first) index.
Proof. Assume that the λ-th and µ-th columns of P are equal.(similarly, one can
consider P with equal rows).
We prove this lemma by induction on the construction of a term t(x). If t(x) is
a either constant or a variable, lemma obviously holds.
Suppose now t(x) = (t′(x))−1, and the lemma holds for t′(x). If t′(s1) = t
′(s2),
then t(s1) = t(s2). If [t(x)] begins with the variable x, we have
t(s1) = (λ, g, k)
−1 = (λ, pkλ
−1g−1pkλ
−1, k),
t(s2) = (µ, g, k)
−1 = (µ, pkµ
−1g−1pkµ
−1, k).
By the singularity of the matrix P, we have pkλ = pkµ, therefore the elements
t(s1), t(s2) are distinguished only by the first index.
Consider now an LS-term t(x) = t
′(x)t′′(x). We have exactly four cases.
1. Neither of the terms [t′](x), [t′′](x) begins with the variable x. By the induc-
tion, we have t′(s1) = t
′(s2), t
′′(s1) = t
′′(s2), and, finally, t(s1) = t(s2).
2. Only [t′′](x) begins with the variable x. Here we have t′(s1) = t
′(s2) = (ν, h, l),
t′′(s1) = (λ, g, k), t
′′(s2) = (µ, g, k) for some g, h ∈ G, ν ∈ Λ, k, l ∈ I.
Thus the values of t(x) equal:
t(s1) = (ν, h, l)(λ, g, k) = (ν, hplλg, k),
t(s2) = (ν, h, l)(µ, g, k) = (ν, hplµg, k).
Since plλ = plµ, we have t(s1) = t(s2).
3. Only [t′](x) begins with the variable x. Therefore, t′(s1) = (λ, g, k), t
′(s2) =
(µ, g, k), t′′(s1) = t
′′(s2) = (ν, h, l) for some g, h ∈ G, ν ∈ Λ, k, l ∈ I. We have
t(s1) = (λ, g, k)(ν, h, l) = (λ, gpkνh, l),
t(s2) = (µ, g, k)(ν, h, l) = (µ, gpkνh, l),
and the elements t(s1), t(s2) are distinguished only by the first index.
4. Both terms [t′](x), [t′′](x) begin with the variable x. By the induction, t′(s1) =
(λ, g, k), t′(s2) = (µ, g, k), t
′′(s1) = (λ, h, l), t
′′(s2) = (µ, h, l) for some g, h ∈ G,
k, l ∈ I. Therefore,
t(s1) = (λ, g, k)(λ, h, l) = (λ, gpkλh, l),
t(s2) = (µ, g, k)(µ, h, l) = (µ, gkµh, l).
Since pkλ = pkµ, the elements t(s1), t(s2) are distinguished only by the first
index.
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Lemma 4.3. If the sandwich-matrix P is singular, a c.s. semigroup S =
(G,P,Λ, I) is not an e.d. in the language LS.
Proof. Assume the semigroup S is an e.d. with a singular sandwich-matrix P, and
columns with numbers λ, µ of P are equal (similarly, one can consider a matrix P
with equal rows).
Consider a system of equations S(x, y) with the solution set M = {(x, y)|x =
(λ, 1, 1) or y = (λ, 1, 1)}. Let t(x, y) = s(x, y) ∈ S be an equation that is not
satisfied by the point ((µ, 1, 1), (µ, 1, 1)) /∈ M.
Suppose neither of the terms [t](x, (µ, 1, 1)), [s](x, (µ, 1, 1)) begins with the vari-
able x. Therefore, by Lemma 4.2, we have
t((λ, 1, 1), (µ, 1, 1)) = t((µ, 1, 1), (µ, 1, 1)), s((λ, 1, 1), (µ, 1, 1)) = s((µ, 1, 1), (µ, 1, 1)).
Since
t((λ, 1, 1), (µ, 1, 1)) = s((λ, 1, 1), (µ, 1, 1)),
we obtain
t(µ, 1, 1), (µ, 1, 1)) = s((µ, 1, 1), (µ, 1, 1)),
which contradicts the choice of the equation t(x, y) = s(x, y).
Assume now both terms [t](x, (µ, 1, 1)), [s](x, (µ, 1, 1)) begin with x. By
Lemma 4.2, one can obtain
t((λ, 1, 1), (µ, 1, 1)) = (λ, g, k), t((µ, 1, 1), (µ, 1, 1)) = (µ, g, k).
Since ((λ, 1, 1), (µ, 1, 1)) ∈ M, then s((λ, 1, 1), (µ, 1, 1) = (λ, g, k), and, according
Lemma 4.2, we have
s((µ, 1, 1), (µ, 1, 1)) = (µ, g, k),
It follows that
t((µ, 1, 1), (µ, 1, 1)) = s((µ, 1, 1), (µ, 1, 1)),
which contradicts the choice of t(x, y) = s(x, y).
Thus, we have the last case: the term [t](x, (µ, 1, 1)) begins with x, and
[s](x, (µ, 1, 1)) begins with a constant c. Therefore one of the following holds:
1. the constant c was obtained by the substitution of (µ, 1, 1) for the variable y,
i.e. the term [s](x, y) begins with y;
2. [s](x, y) begins with c.
Let us show that both options above are impossible.
1. Indeed, the equation t(x, y) = s(x, y) is not satisfied by the point
((λ, 1, 1), (µ, 1, 1)) ∈ M, since the element t((λ, 1, 1), (µ, 1, 1)) has the first
index λ, whereas the first index of s((λ, 1, 1), (µ, 1, 1)) is µ.
2. Suppose c = (ν, g, k), so either t((λ, 1, 1), (λ, 1, 1)) 6= s((λ, 1, 1), (λ, 1, 1)) (if
ν 6= λ) or t((µ, 1, 1), (λ, 1, 1)) 6= s((µ, 1, 1), (λ, 1, 1)) (if ν 6= µ), since the values
of the terms t(x, y), s(x, y) have different first indexes.
It is directly checked that the subset
Γ = {(1, g, 1)|g ∈ G}
of a c.s. semigroup S = (G,P,Λ, I) is a group isomorphic to G. Since the sandwich-
matrix P is normalised, (1, 1, 1) is the identity of Γ.
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Suppose x, y ∈ Γ. Then we have the following identities:
(λ, g, i)x = (λ, g, 1)x = (λ, g, 1)x(1, 1, 1), (2)
x(λ, g, i) = x(1, g, i) = (1, 1, 1)x(1, g, i) (3)
((λ, g, 1)x(1, h, j))−1 = (λ, pjλ
−1h−1, 1)x−1(1, g−1pjλ
−1, j) (4)
((λ, g, i)x)−1 = (λ, 1, 1)x−1(1, g−1, 1), (5)
(x(λ, g, i))−1 = (1, g−1, 1)x−1(1, 1, i), (6)
x(λ, g, i)y = x(1, g, 1)y, (7)
(x(λ, g, i)y)−1 = y−1(1, g−1, 1)x−1. (8)
The proof of the equalities (2, 3) is straightforward.
Let us prove (4). Suppose x = (1, gx, 1), then
((λ, g, 1)(1, gx , 1)(1, h, j))
−1 = (λ, ggxh, j)
−1 = (λ, pjλ
−1(ggxh)
−1pjλ
−1, j)
= (λ, pjλ
−1h−1gx
−1g−1pjλ
−1, j).
On the other hand,
(λ, pjλ
−1h−1, 1)(1, gx, 1)
−1(1, g−1pjλ
−1, 1) = (λ, pjλ
−1h−1, 1)(1, gx
−1, 1)(1, g−1pjλ
−1, 1)
= (λ, pjλ
−1h−1gx
−1g−1pjλ
−1, j).
The equalities (5, 6) immediately follows from (2, 3, 4). Let us prove (7, 8).
Suppose x = (1, gx, 1), y = (1, gy , 1), then
x(λ, g, i)y = (1, gx, 1)(λ, g, i)(1, gy , 1) = (1, gxggy , 1),
(x(λ, g, i)y)−1 = (1, gxggy, 1)
−1 = (1, (gxggy)
−1, 1).
Conversely,
x(1, g, 1)y = (1, gx, 1)(1, g, 1)(1, gy , 1) = (1, gxggy, 1),
y−1(1, g−1, 1)x−1 = (1, gy
−1, 1)(1, g−1 , 1)(1, gx
−1, 1) = (1, gy
−1g−1gx
−1, 1) = (1, (gxggy)
−1, 1),
which proves (7, 8).
Lemma 4.4. If a c.s. semigroup S = (G,P,Λ, I) is an e.d. in the language LS,
then the group G is an e.d. in the language LG.
Proof. Since S is an e.d., the set M = {(x, y)|x = (1, 1, 1) or y = (1, 1, 1)} ⊆ S2 is
algebraic. In other words, there exists a system S with VS(S) =M.
Below we define a system S′ which is equivalent to S over the group Γ, and all
constants of S′ belong to Γ.
Applying (4, 5, 6, 8) to the system S, one can obtain a system S1 such that:
1. S1 is equivalent to S over Γ;
2. the inversion −1 in any equation from S1 is applied only to variables: x
−1, y−1.
By (7) the system S1 is reduced to S2 such that any constant c in any
t(x, y) = s(x, y) ∈ S2 belongs to Γ if c is neither first nor last symbol in the
terms t(x, y), s(x, y). Obviously, S2 is equivalent to S over the group Γ.
Consider an equation (λ, g, i)t′(x, y) = s(x, y) ∈ S2, where the left part of this
equation begins with a constant c = (λ, g, i) /∈ Γ (similarly, one can consider an
equation that has a right part ending by a constant c /∈ Γ). According to (2), one
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can put i = 1. Since the system S2 is consistent over Γ, the term s(x, y) begins with
either a constant (λ, h, j) or a variable with λ = 1.
Suppose s(x, y) = (λ, h, j)s′(x, y) (similarly, one can consider s(x, y) which be-
gins with a variable). It is directly checked that the equation
(λ, g, 1)t′(x, y) = (λ, h, j)s′(x, y)
is equivalent to
(1, g, 1)t′(x, y) = (1, h, 1)s′(x, y).
Thus, any equation of S2 is equivalent to a system S
′ whose constants belong to the
subgroup Γ. Therefore, VΓ(S
′) = {(x, y)|x = (1, 1, 1) or y = (1, 1, 1)} ⊆ Γ2, and, by
Theorem 3.2, the group Γ is an e.d. in the language LΓ. Finally, the isomorphism
between the groups Γ, G proves the lemma.
Below the element (1, 1, 1) ∈ Γ is denoted by 1 for shortness.
Lemma 4.5. Suppose the sandwich-matrix P of a c.s. semigroup S = (G,P,Λ, I)
is nonsingular. Then the equation x = y is equivalent to a system of the form
S=(x, y) = {ti(x, y) = 1|i ∈ I}.
Proof. Denote by M= the solution set of x = y, i.e. M= = {(x, x)|x ∈ S}.
By Lemma 4.1, for any (s, s′) /∈ M= there exists a term t(s,s′)(x) separating s, s
′.
Put
S=(x, y) = {1x(1y1)
−1 = 1}
⋃
(s,s′)/∈M=
{t(s,s′)(x)(t(s,s′)(y))
−1 = 1}.
Let us show that M= is the solution set of S=(x, y), and P =
((µ, g, j), (µ, g, j)) ∈ M=.
Since
1(µ, g, j)(1(µ, g, j)1)−1 = (1, g, j)(1, g−1 , 1) = 1,
the point P satisfies the first equation of S=. For the other equations of S= we have
(apply the formula (1) to the term t(s,s′)(x))
t(s,s′)((µ, g, j))(t(s,s′)((µ, g, j)))
−1 = (1, 1, i)(µ, g, j)(λ, 1, 1)((1, 1, i)(µ, g, j)(λ, 1, 1))−1 =
(1, piµgpjλ, 1)((1, piµgpjλ, 1))
−1 = (1, piµgpjλ, 1)(1, (piµgpjλ)
−1, 1) = 1.
Thus, any point of M= belongs to the solution set of S=. Conversely, if (s, s
′) /∈
M=, Let (1, h, 1), (1, h
′, 1) denote the values of t(s,s′)(x) at s, s
′, respectively. We
obtain
t(s,s′)(s)(t(s,s′)(s
′))−1 = (1, h, 1)((1, h′ , 1))−1 = (1, h(h′)−1, 1) 6= 1,
since h 6= h′. Thus, the equation t(s,s′)(x)(t(s,s′)(y))
−1 = 1 ∈ S= is not satisfied by
the point (s, s′).
Finally, we obtain VS(S=) = M=, therefore the system S=(x, y) is equivalent
to the equation x = y.
Lemma 4.6. If the set M = {(x, y)|x = (1, 1, 1) or y = (1, 1, 1)} is algebraic over
a c.s. semigroup S = (G,P,Λ, I) with a nonsingular P, then S is an e.d. in the
language LS.
8
Proof. By Theorem 3.1 it suffices to prove the existence of a system S(x1, x2, x3, x4)
with the solution set Msem.
By Lemma 4.5, the equations x1 = x2, x3 = x4 are respectively equivalent to the
systems S=(x1, x2) = {ti(x1, x2) = 1|i ∈ I}, S=(x3, x4) = {ti(x3, x4) = 1|i ∈ I}.
Applying the distributivity law for algebraic sets, we obtain
Msem =
⋂
i,j∈I
VS(ti(x1, x2) = 1) ∪VS(tj(x3, x4) = 1).
By the condition of the lemma, there exists a system S′(x, y) with the solution
M. Hence, the set VS(ti(x1, x2) = 1∪VS(tj(x3, x4) = 1) coincides with the solution
set of the system S′(ti(x1, x2), tj(x3, x4)), and
Msem =
⋂
i,j∈I
VS(S
′(ti(x1, x2), tj(x3, x4))).
Finally, the set Msem equals to the solution set of the system
S(x1, x2, x3, x4) =
⋃
i,j∈I
S′(ti(x1, x2), tj(x3, x4)).
Thus, Msem is algebraic.
Lemma 4.7. Suppose the sandwich-matrix P of a c.s. semigroup S = (G,P,Λ, I)
is nonsingular, the group G is an e.d. in the group language LG. Then the set
M = {(x, y)|x = (1, 1, 1) or y = (1, 1, 1)} is algebraic over S in the language LS.
Proof. Let 1 6= s ∈ S. By Lemma 4.1, there exists a term of the form (1) separating
1, s. This term is denoted below by ts(x).
Put
S′(x, y) =
⋃
g∈G
{1x(1, g−1, 1)y(1, g, 1)(1x1)−1(1, g−1, 1)(1y1)−1(1, g, 1) = 1}
⋃
(s,s′)/∈M,g∈G
{ts(x)(1, g
−1, 1)ts′(y)(1, g, 1)(ts(x))
−1(1, g−1, 1)(ts′(y))
−1(1, g, 1) = 1}.
Let us show that VS(S
′(x, y)) =M.
Firstly, we prove M⊆ VS(S
′).
Let P = ((µ, h, j),1) ∈ M (similarly, one can consider the point (1, (µ, h, j)) ∈
M). We have
1(µ, h, j)(1, g−1 , 1)1(1, g, 1)(1(µ, h, j)1)−1(1, g−1, 1)(111)−1(1, g, 1) =
1(µ, h, j)1((1, h−1 , 1))(1, g−1 , 1)(1)(1, g, 1) =
(1, h, 1)(1, h−1 , 1)(1, g−1 , 1)(1, g, 1) = 1.
In other words, the point P satisfies the first group of equations of S′.
Since the terms ts(x), ts′(x) are of the form (1), we have ts(1) = ts′(1) = 1. Let
ts((µ, h, j)) = (1, f, 1), ts′((µ, h, j)) = (1, f
′, 1).
Computing
ts((µ, h, j))(1, g
−1 , 1)ts′(1)(1, g, 1)(ts((µ, h, j)))
−1(1, g−1, 1)(ts′(1))
−1(1, g, 1) =
(1, f, 1)(1, g−1 , 1)1(1, g, 1)(1, f−1 , 1)(1, g−1 , 1)1(1, g, 1) = 1
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we see that the point P satisfies the second group of equations of S′. Finally, we
obtained P ∈ VS(S
′).
Second, we prove M⊇ VS(S
′).
Let Q = (s, s′) /∈ M. Assume that Q satisfies all equations
ts(x)(1, g
−1, 1)ts′(y)(1, g, 1)(ts(x))
−1(1, g−1, 1)(ts′(y))
−1(1, g, 1) = 1
for all g ∈ G.
By the choice of the terms ts(x), ts′(x) there exist elements 1 6= f, f
′ ∈ G with
ts(s) = (1, f, 1), ts′(s
′) = (1, f ′, 1).
Therefore, for all g ∈ G we have
ts(s)(1, g
−1, 1)ts′(s
′)(1, g, 1)(ts(s)
−1(1, g−1, 1)(ts′(s
′))−1(1, g, 1) = 1,
(1, f, 1)(1, g−1 , 1)(1, f ′, 1)(1, g, 1)(1, f−1 , 1)(1, g−1 , 1)(1, (f ′)−1, 1)(1, g, 1) = 1,
(1, fg−1f ′gf−1g−1(f ′)−1g, 1) = 1,
fg−1f ′gf−1g−1(f ′)−1g = 1⇔ [f, (f ′)g] = 1,
where [f, (f ′)g] is the commutator of f and f ′ conjugated by g in the group G.
Since the last equality holds for all g ∈ G, the elements f, f ′ are zero-divisors in
the group G. Thus, by Theorem 3.3, the group G is not an e.d. that contradicts
with the condition of the lemma.
Theorem 4.8. A c.s. semigroup S = (G,P,Λ, I) is an e.d. in the language
LS = {·,
−1} ∪ {s|s ∈ S} iff the following hold:
1. the sandwich-matrix P is non-singular;
2. the structural group G is an e.d. in the group language LG.
Proof. The “only if ” part of the statement immediately follows from Lem-
mas 4.3, 4.4. Let us prove the converse.
First, by Lemma 4.7, we obtain that the set M = {(x, y)|x = (1, 1, 1) or y =
(1, 1, 1)} is algebraic over S over the language LS. Second, one can apply Lemma 4.6,
which proves the theorem.
Theorems 2.2, 2.3, Corollaries 3.4, 3.5 and the criterion provided in Theorem 4.8
allow us to prove easily the following statements.
Corollary 4.9. Any free c.s. semigroup S = Fcss(X) of the rank n ≥ 2 is an e.d.
in the language LS.
Corollary 4.10. The free product S = S1 ∗ S2 of arbitrary c.s. semigroups S1, S2
is an e.d. in the language LS.
The next statement follows from Lemma 4.5.
Corollary 4.11. Any algebraic set Y ⊆ Sn over a c.s. semigroup S = (G,P, λ, I)
with a non-singular sandwich-matrix P is defined by a system S = {ti(X) = 1|i ∈
I}.
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Proof. Suppose an algebraic set Y is the solution set of a system S′ = {ti(X) =
si(X)|i ∈ I}.
According to Lemma 4.5, the equation x = y is equivalent to the system S=(x, y)
of the form {rj(x, y) = 1|j ∈ J }. Therefore every equation ti(X) = si(X) ∈ S
′ is
equivalent to the system S=(ti(X), si(X)). Thus, S
′ is equivalent to
S =
⋃
i∈I
S=(ti(X), si(X)) =
⋃
i∈I,j∈J
rj(ti(X), si(X)).
5 Generalisations to other semigroup lan-
guages
A c.s. semigroup S can be considered in any language LT = {·,
−1} ∪ {s|s ∈ T},
where T is a subsemigroup of S. An LT -term is an LS-term whose constants belong
to the subsemigroup T .
Similarly, any group G can be considered in a language LH = {·,
−1}∪{g|g ∈ H},
where H is a subgroup of G.
The notions of an equation, algebraic set, and equational domain in the lan-
guage LT (LH) are similar to the corresponding definitions in the language LS
(respectively, LG).
Since LT ⊆ LS (LH ⊆ LG), any algebraic set in the language LT (respectively,
LH) is algebraic in LS (LG). Therefore, any equational domain in the language LT
(LH) is an e.d. in LS (respectively, LG). It follows that equational domains in the
language LT should satisfy stronger conditions than those in Theorem 4.8.
Similarly, one can show that the analogue of Theorem 3.3 for equational domains
in the language LH should contain stronger conditions. Actually, in [3] the definition
of a zero-divisor with respect to a subgroup H ≤ G was given: an element x 6= 1 of
a group G is an H-zero-divisor if there exists 1 6= y ∈ G such that [x, yh] = 1 for all
h ∈ H.
The next theorem describes equational domains in the group language LH .
Theorem 5.1. [3] A group G is an equational domain in the language LH iff it
does not contain H-zero-divisors.
Since the class of c.s. semigroups is a variety, a subsemigroup T of a c.s. semi-
group S = (G,P,Λ, I) has the representation T = (H,P′,Λ′, I ′), where H ≤ G,
Λ′ ⊆ Λ, I ′ ⊆ I and P′ is a submatrix of P, P′ = (piλ|i ∈ I
′, λ ∈ Λ′).
For the language LT we obtain the next criterion.
Theorem 5.2. A c.s. semigroup S = (G,P,Λ, I) is an e.d. in the language
LT = {·,
−1} ∪ {s|s ∈ T} iff the following conditions hold:
1. the sandwich-matrix P is non-singular;
2. the structural group G is an e.d. in the group language LH , where H is the
structural group of T .
Proof. The “only if” part of the statement follows from Theorem 4.8, since any e.d.
in the language LT is an e.d. in LS.
To prove the converse statement one can apply Lemmas 4.5, 4.6, 4.7 with the
subgroup H instead of G.
11
References
[1] G. Baumslag, A. Miasnikov, V. N. Remeslennikov, Algebraic geometry over
groups, Trends in Math., Int. Conf. Algorithmic problems in groups and semi-
groups (Lincoln, NE, May 11–16, 1998), Birkhauser Boston, Boston, MA
(2000), 35–50.
[2] A. Myasnikov, V. Remeslennikov, Algebraic geometry over groups II: Logical
foundations, J. of Algebra, 234 (2000), 225–276.
[3] E. Daniyarova, A. Miasnikov, V. Remeslennikov, Algebraic geometry over al-
gebraic structures IV: equational domains and co-domains, Algebra & Logic,
49, 6 (2010) 715–756.
[4] A. H. Clifford, The free completely regular semigroup on a set, J. Algebra, 59
(1979), 434-451.
[5] Rasin, V.V.,Free completely simple semigroups, Res. in Contemporary Algebra,
Matem. Zapiski (Sverdlovsk) (1979), 140–151 (Russian)
[6] P. R. Jones, Completely simple semigroups: free products, free semigroups and
varieties, Proc. Roy. Soc. Edinburgh, 88A (1981), 293–313.
[7] E. Daniyarova, A. Miasnikov, V. Remeslennikov, Unification theorems in alge-
braic geometry, Algebra and Discrete Mathematics, 1 (2008), 80–111.
[8] G.S. Makanin, Decidability of the universal and positive theories of a free group,
Izv. Akad. Nauk SSSR Ser. Mat., 48:4 (1984), 735–749
[9] A. N. Shevlyakov, Unifying solutions to systems of equations in finite simple
semigroups, Algebra and Logic, 53:1 (2014), 70-83.
The author was supported by RFFI grant 14-01-00068
The information of the author:
Artem N. Shevlyakov
Sobolev Institute of Mathematics
644099 Russia, Omsk, Pevtsova st. 13
Phone: +7-3812-23-25-51.
e-mail: a shevl@mail.ru
12
