A binary matrix is called an s-separable code for the disjunctive multiple-access channel (disj-MAC) if Boolean sums of sets of s columns are all distinct. The well-known issue of the combinatorial coding theory is to obtain upper and lower bounds on the rate of s-separable codes for the disj-MAC. In our paper, we generalize the problem and discuss upper and lower bounds on the rate of q-ary s-separable codes for models of noiseless symmetric MAC, i.e., at each time instant the output signal of MAC is a symmetric function of its s input signals.
I. INTRODUCTION
We study some combinatorial coding problems for the multiple access channel (MAC) that were motivated by two specific noiseless MAC models, corresponding to the transmission of q-ary symbols based on the frequency modulation method. Both models were suggested in the paper [1] and were called the s-user q-frequency MAC with (B-MAC) and without (A-MAC) intensity information. Using a wellknown terminology [2] of the combinatorial coding theory, we describe the A-MAC coding problems along with the previously obtained results as follows.
Given arbitrary integers 2 ≤ s < t/2, q ≥ 2 and N ≥ 2 introduce a code X consisting of t codewords of length N over a q-ary alphabet. The code X is called • s-separable [2] code for the A-MAC if for any two distinct s-tuples of the codewords there exists a coordinate i, 1 ≤ i ≤ N , in which the union of s elements of the first s-tuple differs from the union of s elements of the second s-tuple. • s-frameproof code [2] if for any s-tuple of the codewords and every other codeword, there exists a coordinate i, 1 ≤ i ≤ N , in which the symbol of the other codeword doesn't belong to the union of s elements of the s-tuple. • s-hash code [3] , [4] if q ≥ s and for every s-tuple of the codewords there exists a coordinate i, 1 ≤ i ≤ N , in which they all are differ. • (≤s)-separable [2] code for the A-MAC if for any ktuple and any m-tuple, where 1 ≤ k, m ≤ s, of the codewords there exists a coordinate i, 1 ≤ i ≤ N , in which the union of k elements of the k-tuple differs from the union of m elements of the m-tuple.
If t (A) (s, q, N ) denote the largest size of s-separable codes for the A-MAC, then the number
is said to be the rate of s-separable codes for the A-MAC.
By the similar way we define the rate R (hash) (s, q) of s-hash codes, the rate R (A) (≤s, q) of (≤s)-separable codes and the rate R (f p) (s, q) of s-frameproof codes.
A. Related Work
The reference list from [2] contains the majority of significant papers which discuss non-asymptotic bounds on the rate R (A) (s, q) of s-separable codes and the rate R (A) (≤s, q) of (≤s)-separable codes along with applications of such codes for multimedia fingerprinting.
Recall the well-known properties
and asymptotic (s-fixed, q → ∞) lower and upper bounds
The first and second inequalities in (1) are the simple reformulations of the corresponding evident properties of binary superimposed codes [5] , [6] . The third inequality in (1) as well as the asymptotic upper bound in (2) is given in [7] . The asymptotic lower bound in (2) is an obvious consequence of the random coding lower bound proved in [3] , [4] . From (1) and (2) it follows the asymptotic (s-fixed, q → ∞) equalities: Moreover, recent papers [2] , [8] contains proofs of the asymptotic (q → ∞) equalities:
At present, in contrast to (3) and (4), the asymptotic behavior of the rate R (A) (s, q) of s-separable codes for the A-MAC is unknown. The aim of our paper is a further development and generalizations of the given open problem.
B. Outline
The paper is organized as follows. After introducing notations, in Section II, we give key definitions of MAC and a separable code for MAC. Section III describes five models of MACs which are important for applications. In Section IV we discuss the entropy upper bound on the rate of separable codes for any symmetric MAC and its known and new improvements. We present new asymptotic random coding bounds on the rate of separable codes for some MACs in Section V. Finally, in the last section, we derive a new combinatorial upper bound on the rate of s-separable codes which is based on the concept of list-decoding codes developed in [9] .
In particular, as new results we claim the following:
In the given paper, we present only a brief survey of known and new results concerning the rate of separable codes for some MACs. Detailed proofs are available in an extended version of this paper [10] .
II. STATEMENT OF PROBLEM A. Notations
Let q, N , t, s and L be integers, where q ≥ 2, N ≥ 2, 2 ≤ s < t/2, 1 ≤ L ≤ t − s, symbol is the equality by definition, A q {0, 1, . . . , q − 1} -the standard q-ary alphabet, [N ]
{1, 2, . . . , N } -the set of integers from 1 to N , |A| -the size of the set A, b -the least integer
, is called a q-ary code of length N and size t.
For a q-ary vector
Let the standard symbol [t] s denote the set of all s-subsets of the set [t]. For any e = {e 1 , . . . , e s } ∈ [t] s called a message 1 In the well-known book [11] , the authors use the term type.
of size |e| s and a code X, consider the non-ordered scollection of codewords (subcode)
x(e) {x(e 1 ), . . . , x(e s )} ,
which can be interpreted as a subcode of X of size s.
B. Symmetric Multiple-Access Channel
We use the terminology of the noiseless (deterministic) multiple-access channel (MAC), which has s inputs and one output [11] . Let all s input alphabets of MAC be the same and coincide with the alphabet A q . Denote by Z the finite output alphabet of size |Z|. Given s inputs (x 1 , . . . , x s ) ∈ A s q of MAC, the noiseless MAC is prescribed by the function
The deterministic model of MAC is called an f -MAC. Definition 1. An f -MAC given by (8) is said to be the symmetric f -MAC if for any permutation π ∈ S s , where S s is the symmetric group on s elements, the following equality holds
Remark 1. Note that to specify a function f
for the symmetric f -MAC it is necessary and sufficient to define f only on different compositions
In what follows, we consider symmetric f -MACs only.
C. Separable Codes
For any message e ∈ [t] s and code X, let x i (e) = {x i (e 1 ), . . . , x i (e s )}, i ∈ [N ], be the s-collection of signals (7) at s symmetric f -MAC inputs at the i-th time unit. Then the signal z i , z i ∈ Z, i ∈ [N ], at the output of the symmetric f -MAC at the i-th time unit is
On the base of the code X and N signals
which are known at the output of MAC, an observer makes the brute force decision about the unknown message e. To identify e, a code X is assigned.
s , are distinct. The s-separable code allows to solve an identification problem of s active users, arising in some communication nets. A more detailed description of the problem can be found in [?] .
Let t (f ) (s, q, N ) be the maximal size of s-separable q-ary codes of length N for the f -MAC. For fixed s ≥ 2 and q ≥ 2, the number
is said to be a rate of s-separable q-ary codes for the f -MAC.
III. EXAMPLES OF SYMMETRIC f -MAC

A. A-MAC
The A-MAC is described by the function
For instance, if s = 4 and q = 3, then
The cardinality |Z| of output alphabet Z for the A-MAC is
B. B-MAC
The B-MAC known also as the compositional channel is described by the function
where the compositional function comp(x s 1 ) is defined by (6). For instance, if s = 4 and q = 3, then comp(0, 0, 1, 1) = (2, 2, 0), comp(1, 1, 0, 2) = (1, 2, 1).
The cardinality of the output alphabet for the B-MAC is |Z| = q+s−1 s , s ≥ 2, q ≥ 2. We acknowledge the paper [1] , in which the significant applications of the B-MAC and the A-MAC were firstly developed. We also refer to [12] - [15] , where the maximal output entropy [1] , [11] of the A-MAC and the B-MAC was investigated in different asymptotic and non-asymptotic cases.
C. Erasure MAC
The q-ary, q ≥ 2, f -MAC is said to be the erasure MAC (briefly, eras-MAC) if it has the (q + 1)-ary output alphabet Z {0, 1, . . . , q − 1, * } and the output function z = f (x s 1 ) has the form:
The eras-MAC model can be considered as an adequate description for the transmission of q-ary symbols based on the frequency modulation method.
D. Threshold MAC
The threshold f -MAC (briefly, -thr-MAC) has the binary input (i.e., q = 2) and output alphabet Z A 2 = {0, 1}, and
where terms of the sum are considered as 0, 1 elements of ring Z. Separable codes for the -thr-MAC are examples, which can be interpreted as compressed genotyping [16] models in molecular biology.
E. Disjunctive MAC
The disjunctive MAC (briefly, disj-MAC) has the binary input alphabet and the output alphabet Z A 2 = {0, 1}, and
Notice that the disj-MAC is equivalent to the 1-thr-MAC.
The disj-MAC model is interpreted as the transmission of binary symbols based on the impulse modulation method. In addition, the binary s-separable codes for the disj-MAC are closely connected with the combinatorial search theory [17] and the information-theoretic model called the design of screening experiments [18] .
In what follows, we omit symbol q = 2 in notations if the corresponding channel is defined only for the binary case.
IV. IMPROVEMENTS OF ENTROPY BOUND
A. Entropy Upper Bound on R (f ) (s, q)
Let p be a fixed probability distribution on the alphabet A q and the vector ξ s 
Hereinafter, the value C (f ) (s, q) is said to be a capacity of s-separable q-ary codes for the f -MAC.
B. Bounds on the Rate R (disj) (s) for the Disjunctive MAC
One can check that the capacity of s-separable binary codes for the disj-MAC is C (disj) (s) = ln 2/s and the maximum in the right-hand side of (17) is attained at the distribution p with probabilities p(0) = 2 −1/s and p(1) = 1 − 2 −1/s . The significant results relative to an improvement of the corresponding entropy bound (17) , having the form R (disj) (s) ≤ ln 2/s, were obtained in [19] for s = 2 and in [20] for s ≥ 11. In addition, we refer to the best known asymptotic (s → ∞) lower [18] and upper [20] bounds on the rate R (disj) (s): o(1) ).
C. Bounds on the Rate R (eras) (s, q) for the Erasure MAC If q = 2 and s → ∞, then it is not difficult to establish [21] that the capacity of separable (s, 2)-codes for the eras-MAC is C (eras) (s, 2) ∼ ln 2/s and the maximum in the right-hand side of (17) is asymptotically attained at distribution p with p(1) ∼ ln 2/s or with p(0) ∼ ln 2/s. In addition, we refer to the best known asymptotic (s → ∞) lower [9] and upper [18] bounds on the rate R (eras) (s, 2): o(1) ). Open Problem. In the general case s ≥ 2 and q ≥ 2, we conjecture that the capacity C (eras) (s, q) of the eras-MAC does not depend on q ≥ 2, i.e., C (eras) (s, q) = C (eras) (s, 2).
D. Bounds on the Rate R ( −thr) (s) for the Threshold MAC
The best known asymptotic ( ≥ 2 is fixed and s → ∞) lower and upper bounds on the rate R ( −thr) (s) were presented in [22] , [23] : (1)).
E. Combinatorial Upper Bound for the Symmetric f -MAC
In the following theorem we establish a new combinatorial upper bound on the rate of s-separable q-ary codes for any symmetric f -MAC. Theorem 1. [10] . For any symmetric f -MAC and integers s ≥ 2 and q ≥ 2, the rate
2s ln q, if s is odd. Observe that inequality (a) is evidently implied by Remark 1. If s is fixed and q → ∞ one can check [10] that the capacity of s-separable q-ary codes for the B-MAC is C (comp) (s, q) ∼ ln q. In other words, Theorem 1 improves the entropy upper bound (17) for the B-MAC.
V. ASYMPTOTIC RANDOM CODING BOUNDS FOR THE A-MAC AND THE B-MAC
In the following statements we prove asymptotic (s ≥ 2 is fixed and q → ∞) random coding lower bounds on the rate of s-separable q-ary codes for the A-MAC and the B-MAC. Theorem 2. [10] . If s ≥ 2 is fixed and q → ∞, then the rate R (B) (s, q) satisfies the asymptotic inequality o(1) ).
The asymptotic lower bound in Theorem 3 is proved with the help of a nontrivial improvement of the conventional random coding method [2] - [4] .
VI. LIST DECODING CODES FOR THE A-MAC A. Notations and Definitions
For any s-collection X = {x(1), . . . , x(s)} of columns x(j) ∈ A N q , j ∈ [s], introduce its union x(j), j ∈ [s] z (A) (e, X), where e = {1, . . . , s} and vector z (A) (e, X) is defined with the help of (11) and (13) . We say that a column
. Definition 3. [9] . Given integers s ≥ 1 and L ≥ 1 a q-ary code X is said to be a list-decoding (s, L, q)-code of size t and length N if for any s-collection of codewords (x(j 1 ), . . . , x(j s )), its union x(j k ), k ∈ [s] covers not more than L − 1 other codewords of the code X.
In the case s ≥ 2 and L = 1, the list-decoding (s, 1, q)-code (or s-frameproof code [2] ) is an s-separable q-ary code for the A-MAC. Moreover, list-decoding (s, 1, q)-code provides a simpler factor decoding algorithm, that picks the unknown message e = (e 1 , . . . , e s ) ∈ [t] s by searching all codewords of X covered by the output signal z (A) (e, X). In the general case L ≥ 1, the algorithm gives a subset of [t] that contains s transmitted elements and not more than L − 1 extra elements.
Let t(s, L, q, N ) be the maximal possible size of listdecoding (s, L, q)-codes of length N . For fixed s ≥ 2, L ≥ 1 and q ≥ 2, define a rate of list-decoding (s, L, q)-codes:
An important evident connection between s-separable qary codes for the A-MAC and list-decoding (s, L, q)-codes is formulated as Proposition 2. Any s-separable q-ary code for the A-MAC is a list-decoding (s − 1, 2, q)-code and, therefore, the rate R (A) (s, q) satisfies the inequality
Proposition 2 can be interpreted as a simple reformulation of the corresponding properties of binary list-decoding superimposed codes firstly introduced in [6] . A nontrivial recurrent inequality for the rate R(s, L, q) of list-decoding (s, L, q)codes is established by Proposition 3. [10] . For any integers q > q ≥ 2, s ≥ 2 and L ≥ 1 the following inequality holds:
The inequality (19) is the base of the random coding bound presented in Theorem 4.
B. Lower Bound on the rate R(s, L, q)
In [9] , the author established the random coding lower bound on the rate R(s, L, q) of list-decoding (s, L, q)-codes which can be formulated as 
2. For any fixed q ≥ 2, L ≥ 1 and s → ∞
3. For any fixed s ≥ 2, L ≥ 1 and q → ∞, R(s, L, q) = L s + L − 1 ln q (1 + o(1).
The lower bound R(s, L, q) defined by (20)-(23) improves the best previously known bounds presented in [21] , [24] , [25] in asymptotics (q is fixed, s → ∞) and in a wide range of parameters (q, s, L) as well. Some numerical results and comparison of bounds are presented in Table I . C. Upper Bound on the Rate R(s, L, q)
In [9] , it was also conjectured that the lower bound (25) is tight. We prove the conjecture in the extended version of this paper [10] . 
