Introduction
Consider a bivariate random variable (ξ, η) satisfying a linear relationship η = α + βξ, where α and β are unknown parameters, ξ and η are unobservable latent variables that can only be observed with additive errors. Thus, instead of observing ξ and η directly, one observes the variables x = ξ +δ and y = η +ε. .
Consider the situation in which (ξ, η) are not perfectly linearly related and there is an error in the equation, say ζ. Hence, a no-equation-error model can be modi ed such that (2) is replaced by
where ζ ∼ N (0, σ 2 3 ) is independent of ξ. Furthermore, it is assumed that ξ, ζ and ε, δ are independent. Thus, the joint distribution of (x, y) for the equation-error model is also bivariate normal N (µ, α + βµ, σ 
and σ 12 is the covariance between ε and δ. Lindley (1947) rst demonstrated the inability to obtain maximum likelihood estimators (MLE) due to the fact that these parameters are unidenti ed, and remarked on the need to make some additional assumption(s) about the parameter values to alleviate this dif culty. Extensive bibliographies that clari ed this problem were given by Madansky (1959), Kendall and Stuart (1979) , Cheng and Ness (1999), and Fuller (1987) . The later state that there are six side assumptions found in the literature, any one of which will make the normal structural no-equation-error model is identi able. The most common assumption is that the ratio of the residual variances λ = σ 2 1 /σ 2 2 is known. Other assumptions are: the reliability ratio is known, either σ 2 1 , σ 2 2 or both are known and the last prior assumption that could be added is that the intercept is known. However, for the equation-error model, the new formulation of the main equation by adding the error term might mean that at least some of the side assumptions no longer imply the identi ably of the slope.
In fact, among the six side assumptions that can be used in the no-equation-error model, 
However, when the data exist in terms of noisy observations, the generalized maximum entropy (GME) estimator proposed by Golan et al. (1996) allows one to abstract away from the distribution and additional assumptions that are made in the traditional MLE method.
The remainder of this paper is divided into three sections. Section 2 presents the Generalized maximum entropy estimation approach to MEM with and without equationerror. Section 3 presents Monte Carlo evidence on the numerical performance of GME and MLE. Section 4 presents concluding remarks and suggestions for future works.
2 Methodology: GME Estimation Procedure
Entropy is a concept in probability theory and the maximum entropy is applicable when we are determining a function that can be regarded as probability distribution. The En-tropy of a distribution has a rich history dating back to Shannon (1948) , Jaynes (1957b) , Jaynes (1957a) , Kullback (1959) , Levine (1980) , Skilling (1989) , Csiszar (1991 ), Donho et al. (1992 , Golan et al. (1996) , Golan et al. (1997) , Al-Nasser (2003a) , Al-Nasser (2003b), and Al-Nasser (2004) .
The idea underling the GME approach is to view each unknown parameters, and error terms as the expected value of some proper probability distribution de ned over some supports. The researcher supplies these supports. Then by maximizing the joint entropies (Shannon's entropy) subject to the data, represented by each unobserved values, and the requirement for proper probability distributions, we can achieve better estimates than the traditional one with less assumptions. Note that the no-equation-error model given in (1) and (2) can be rewritten as
Then by using the GME the problem can be solved after some reformulation of the un-
n, by reparameterizing their possible outcome values
probabilistically as a convex combination of random variables. This combination is presented as an expected value of some proper probability distribution.
Consistent with this speci cation, let α be represented by a discrete random variable, a r , r = 1, . . . , R with R ≥ 2 possible realizations and corresponding probabilities
a r q r , where q r ∈ (0, 1) , and
Similarly we can rewrite β as
The restriction imposed on the parameter space through (a, z) for (α, β), re ects a prior knowledge about these parameters. However, if we know the possible values of the parameters from the theory then we specify (a, z) accordingly. If we don't, then we specify them to be uniformly symmetric around 0 with high lower upper bounds. For example, z = (−c, 0, c), with c being a large value. Moreover, assuming one speci es (a, z) to span the true values of (α, β), then the GME is a consistent estimator. Which is an advantage of this method. Furthermore, the empirical GME literature indicates that, in general, the values of R and K are 5.
The disturbance δ i can be treated in a similar fashion. For each observation the associated disturbance, δ i , is assumed to be bounded between two nite values, v * t and v * T , with corresponding probability weights w * 1t and w * nT . That is, each disturbance may be modelled as
it , where w * it ∈ (0, 1) and
In a similar fashion, we can reparameterize the other disturbance part
v j w ij , where w ij ∈ (0, 1) and 
Then the Chebchyev's error bounds are v * 1 = −dθ and v * T = dθ. One can use a 3σ rule (see Pukelsheim, 1994) to specify the error bounds, which state that the probability for X falling away from the mean by more than 3 standard deviations is at most 5%. Hence, the
where S x is the sample standard deviation associated with x i . Further, v j can be observed from y i by using the same rules. The empirical GME literature indicates that, in general, the values of J and T are 3. Moreover, the unobservable ξ i can be obtained from the differences between the observed data values x i and its correspondent disturbance term δ i .
GME Formulation and Solution for the No-Equation-Error Model
Using the maximum entropy formalism, the generalized stochastic nonlinear maximum entropy principle may be stated in scalar summations with four nonnegative probability components, as
subject to the following constraints
Here, we have 3n + 2 constraints and R + K + n(T + J) unknowns. To solve this system, we have to nd the rst order conditions, which can be obtained from the Lagrangian function given by
. . , n, are Lagrangian multipliers. Then using Lagrange's method of undetermined multipliers, this leads to the solution
Hence, the estimated parameters can be obtained from
whereq r ,p k ,ŵ * it , andŵ ij are given in (5)(8), respectively. Consequently, the structural parameters in (1)(2) can be estimated based on the estimators in (9) as var(ε) =σ
GME Formulation and Solution for the Equation-Error Model
The estimation procedure described above can be used for the equation-error-model given in (1) and (3), where the error term ζ can be reparameterized as 
Here, we have 4n + 2 constraints and R + K + n(T + J + M ) unknowns. The optimal solution leads to the same form that obtained in no-equation-error model as given in (5) (8), the new estimator of the additional error term iŝ
3 Monte Carlo Evidence On Numerical Performance
To illustrate the performance of GME and MLE procedures, a simulation study was carried out by generating 1000 samples according to the structural relationship y i = 1+x i +ε i and Experiment 1 is carried out to study the performance of GME and MLE in estimating the intercept and the slope of the simple MEM with and without equation error in terms of mean square error (MSE). The results of this experiment are presented in Table 2 . It can be noted that GME estimators have a lower MSE for all simulations results. Hence, the GME approach out performs the MLE with respect to the MSE criterion.
Experiment 2 is carried out to study the performance of GME in estimating the correlation coef cient in (3) and (4) Moreover, the GME estimate of the correlation coef cient can be obtained by substitute the parameter estimates from equations (9)(11).
However, the MLE for the correlation coef cient of equation-error model, by assuming that both variances are known, can be estimate bŷ
, whereσ 2 3 = S yy −βS xy − σ 2 1 . The GME estimates are obtained from (9)(11) and (12).
According to the sampling situation described before, and for the correlation coefcients |ρ| = 0.1, 0.2, . . . , 0.9, we investigate the performance of MLE and GME by measuring the accuracy of the estimation procedure using the sample mean absolute errors, MAE(ρ) = (1000) Table 3 . Then comparisons between the two methods in terms of mean square error MSE(ρ) = (1000)
2 are given in Table 4 for no-equation-error model and in Table 5 for the equation-error model. Table 4 and Table 5 represent the MSE of correlation coef cients using GME and MLE methods and for different sample sizes. It can be noted that, for the true correlation |ρ| ≤ 0.5 the GME estimates outperform the MLE; while increasing the degree of associations |ρ| > 0.5 the MLE estimates begin slowly to out perform the GME for all sample sizes. These results support the GME as a good alternative to the traditional MLE in estimating the correlation coef cient when both variables are subject to error.
Concluding Remarks and Future Works
In this paper, we have suggested the using of GME method to estimate the simple measurement error model with and without equation error.
The theory of GME allow us to abstract away the additional assumptions that could be added by using the traditional MLE in recovering the unknowns from the MEM, and in estimating the correlation coef cient when both variables are subject to error. The main advantage of GME over MLE, it does not require any additional distributional assumption, and it does not require any assumption about the disturbance variances ratio or other structural parameters. Thus, all what the GME methods needs to be applicable can be obtained from the sample. In fact, the GME estimators appear to be succeeding where the MLE failed.
Simulation results (see Table 2 Table 5 ) showed that the GME dominated the MLE estimators according to the mean square error criterion. Clearly, the potential of the GME method has not been fully explored here. To examine the robustness of the GME estimators the simulation experiments could be repeated using non-normal alternatives. Additional investigation should be made about the nite sample and asymptotic properties of the GME estimators. Moreover, its needed to explore the useful parameterizations of higher dimensional MEM such as semiparametric measurement error models or nonlinear measurement error models, see (Carroll et al., 1995) and Roeder et al. (1996) ; and this will consider as a future work.
Although the GME method is used to estimate the costumer satisfaction index (see, Al-Nasser (2003a)), it may be also regarded as a contribution to the MEM literature.
