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Discrete analogues are investigated for well-known results on oscillation, growth, 
and asymptotic behavior of solutions of I”’ + q(t)yY= 0, for q(t) > 0 and for 
q(t) < 0. The analogue of Atkinson’s oscillation criterion is shown to be true for 
A*J,, _, + q, yi = 0, but the analogue for Atkinson’s nonosciilation criterion is 
shown to be false. 
1. INTRODUCTION 
In several recent papers [2, 5-81 oscillation and asymptotic behavior of 
solutions of second-order linear difference equations have been investigated. 
In this paper we study similar properties of solutions of the second-order 
nonlinear difference equation 
Y ,r+,-2.vn+Yn~I+4n~ll=0, n = I, 2, 3 ,..., (1.1) 
where ‘/ is a quotient of odd positive integers. It is interesting to study 
second-order nonlinear difference equations because they are discrete 
analogues of differential equations. In addition, they do have physical 
applications as evidenced by [ 16) and [ 18 J. 
Equation (1.1) can be written in the form 
A2y,~, + q,, yj; = 0, n = 1. 2, 3 . . . . . (1.2) 
where the forward difference operator A is defined by the equation 
Ay, = Y,~ + , - .v, , and 
A2y,-,=A(Ay,-,)=Ayn-Ayn-,=~n+,-24’n+?’,~,. 
In (l.l), q = {qn}, n = 1, 2, 3 ,..., is a given infinite sequence of real 
numbers. By a solution of (1.1) we mean a real sequence y = (v,,}. 
n = 0, 1, 2, 3 )...) satisfying (1.1). It is clear from (1.1) that a solution of ( 1.1) 
is uniquely determined if any two successive values y,, yk+ , are given. Also, 
it is clear that any solution can be defined for all n = 0. 1, 2, 3,.... 
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Equation (1.1) is a discrete analogue of the generalized Emden-Fowler 
differential equation 
y” + q(t) yy = 0, y > 0, t > 0. (1.3) 
Many well-known results concerning properties of solutions of (1.3) are 
collected in the survey paper of Wong [lo], which contains an extensive 
bibliography on equation (1.3). 
All of our results here could be obtained equally well for the difference 
equation 
d’y,-, +4n/ynIYswy,=09 y > 0, 
with no essential change in the proofs given. For simplicity of notation, we 
instead restrict y to be a quotient of odd integers and discuss Eq. (1.1). 
In Section 2 we state some preliminary definitions and general properties 
of difference operators and of solutions of (1.1). In Section 3 we deal with 
the case q, < 0. In this case no nontrivial solutions are oscillatory, and the 
main theorems in Section 3 deal with existence and uniqueness of certain 
types of monotonic solutions and with comparison results for equations of 
the form (1.1). In Section 4 we assume qn 2 0. The main results are discrete 
analogues of the well-known oscillation criterion of Atkinson [ 11 for 
Eq. (1.3) with y > 1, and a similar criterion for 0 < y < 1. 
The final section discusses certain results concerning (1.3) for which the 
direct analogue for (1.1) turns out to be false. For example, the discrete 
analogue of a nonoscillation criterion for (1.3) given by Atkinson [ 1, 
Theorem 21 fails to hold for the difference equation (1.1). A related result is 
proved concerning the behavior of oscillatory solutions of (1.1). 
Throughout this paper, we usually refer to a solution ( y,}, n = 0, 1,2,..., 
of a difference equation simply as u solution y. It is understood below that 
the variables n, m, N, M, i, j, k always represent nonnegative integers. The 
phrase without loss of generality is abbreviated as wlog. 
2. PRELIMINARY RESULTS 
A nontrivial solution y of (1.1) is said to be oscillatory if for every N > 0 
there exists n > N such that y, y ,,+ , < 0. Otherwise, y is said to be 
nonoscillatory. A given instance of Eq. (1.1) may have both oscillatory and 
nonoscillatory solutions. (See Example 2 of Section 5.) 
For values of n for which y, y,,+ , , < 0 as in the definition above, we have , 
the following properties: 
LEMMA 2.1. If y is a nontrivial solution of (1.1) with Y,~ Y,~+ , < 0 for 
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some, N > 0, then either y, # 0 or y, + , # 0. I’ in addition, N > 0 and Y,~ = 0, 
then Y,~+ I = -Y,~-, . Thus an oscillatory solution of (1.1) must change sign 
infinitely often. 
Pro& The first statement of the lemma holds because yz =.I’, , , = 0 
implies that y, is identically 0. The remainder of the lemma follows 
immediately from (1.1) and the definition of an oscillatory solution. 
Several of the arguments in subsequent sections of the paper make use of 
elementary properties of difference operators which are analogous to basic 
properties of derivatives, such as the fact that y,, is increasing for n > N if 
dyn > 0 for n > N. Also, we shall frequently use telescoping properties of 
sums of difference operator expressions. We state some of these here as a 
lemma, for reference. The proofs are elementary. Part (c) is a summation-by- 
parts formula, and (b) is essentially a special case of (c). 
LEMMA 2.2. (a> x1:, dYi =Jln+ I -J’,,, ; 
(b) C?=m+~i~yi-~=nyn--ym-C~=m~14’i-I; 
(C) ~~~~UiAVi=U,V,-Uu,V,-~~~~I‘i+~AUi. 
3. THE CASE q,,<O 
We assume throughout this section that the following conditions hold for 
Eq. (1.1): 
(a) q, < 0 for all n > 1, and for every N > 1, q, < 0 for some n > N, 
(3.1) 
(b) y > 0 is a quotient of odd, positive integers. 
With these conditions satisfied, it will follow immediately from Lemma 3.1 
that all nontrivial solutions of (1.1) are nonoscillatory. Thus we are 
concerned in this section with the existence and uniqueness of certain types 
of nonoscillatory solutions. We also prove two comparison theorems. 
LEMMA 3.1. Assume that conditions (3.1) are satisfied. If y is a solution 
of (1.1) with y,-, Q y, and yN > 0 for some N > 1, then y, and Ay, are 
nondecreasing and nonnegative for all n > N. Similarly, if y,_, > Y,~ and 
y, < 0 for some N > 1, then yn and Ay, are nonincreasing and nonpositive 
for all n > N. 
Proof From (1.1) if follows that 
Y,vi I -Yy,. =y,v -Y,- I - 9,, .v;,. (3.2) 
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We have qN < 0. If yN > 0 and y, > y,,- i, then (3.2) implies y,, , -y, > 
y, - y,- i > 0. Thus dy, > dy,- , > 0 and y,, , > y, > 0. A simple induction 
argument completes the proof. The argument for y,_, > yN and yN < 0 is 
similar. 
COROLLARY 3.1. If conditions (3.1) hold, then all nontrivial solutions of 
(1.1) are nonoscillatory and eventually monotonic. 
Proof. If y is a nontrivial oscillatory solution of (l.l), it follows from 
Lemma 2.1 that there must be arbitrarily large values N such that y,- , < 0 
and y, > 0. Lemma 3.1 then implies that for any such N, y, is nondecreasing 
for all n > N, which contradicts the assumption that y is oscillatory. 
To see that all solutions are eventually monotonic, we first note that if y is 
a solution of (1. I) with y,, = 0, then either y, = 0, which implies yn = 0 for 
all n > 0, or y, # 0, in which case y is monotonic for all n > 0 by 
Lemma 3.1. Next, if y, > 0, then if y, > y, , y is nondecreasing for all 12 > 0 
by Lemma 3.1. If y0 > 0 and y, < 0, then y is nonincreasing for all n > 0, by 
Lemma 3.1. If y, > 0 and y, > y, > 0, then exactly one of the following 
possibilities occurs: 
(a) y is nonincreasing and positive for all n > 0, 
(b) there is a smallest value N such that y, < 0, 
(c) y,, > 0 for all n < 0 and there is a smallest value N > 1 such that 
YN-I <YN’ 
If (a) holds, y is monotonic. If (b) holds, y, is nonincreasing and 
nonpositive for all n > iV by Lemma 3.1. If (c) holds, y, is nondecreasing 
and nonnegative for all n > N by Lemma 3.1. Thus for case (a), (b), or (c), y 
is eventually monotonic. 
Finally, if y, < 0, then z = -y is a solution satisfying z0 > 0, so L is even- 
tually monotonic by the above argument, hence y is eventually monotonic, 
which completes the proof. 
Our next result says, in effect, that if (3.1) holds and if y and z are 
solutions of (l.l), then y, - z, can change sign at most once. 
THEOREM 3.1. If conditions (3.1) hold, and if y and z are solutions of 
( 1.1) satisfying either 
or 
Y,<Z, and YMtI >ZMu+l for some M > 0, (3.3a) 
YM < zM and y,,,+, >zMt, forsomeM>O, (3.3b) 
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then yn > z, for all n > M + 1, yn < z, for all n < M, and y, - z, is 
increasing for all n > 0. Furthermore 
Y,-z~~(~-M)(Y,+,--~+,) foralln>M+ 1, 
and 
Y, - z, G W- n + l)(yM - 4 for all n ,< M. 
ProoJ Let y and z be solutions of (1.1) satisfying (3.3a) or (3.3b). Since 
q, < 0 for n > 1, (1.1) then implies 
yu+z-2Y,+,+Y,=-~,+,Y.~+,~-q,+,z;:,~, 
=zwt2-22v+l +zw (3.4) 
From (3.3) and (3.4) we obtain 
Y,M+2 - ‘M+2 / > 2(Y,t I - Z,M + 1 > - (Y.2, - z,,) > 0. (3.5 1 
Let Wk=h,+k-Z.wtk~ k > 0. From (3.3) we have w, < 0 and w, > 0. and 
from (3.5), w2 > 2w, - w0 > 2w,. We shall show inductively that 
W,>(k/(k- l))w,-,>o, k > 2. (3.6) 
We know (3.6) holds for k = 2. Assume that (3.6) holds for some k > 2. 
Then YMtk > ‘M+k and a calculation similar to that in (3.4) and (3.5) above 
shows that 
Thus wk+, >,2w,- wk-,. Aplication of (3.6) then gives us 
Wk+l>(2-((k- l)/k))w,=((k+ l)/k)w,aO. 
Thus (3.6) holds for all k > 2, by mathematical induction. Since wI > 0 from 
(3.5), it then follows that wk > 0 for all k > 2, hence y,, k > z,~, + k, k > 2. 
Also, w/q+, > wk for k > 2, so y, - z, is increasing for n > M + 1. 
Finally, since (3.6) is true for k > 2, we have 
wk > (k/(k - l))((k - l)/(k - 2)) a.. (2/l) ~‘1, 
thus wk > kw, for all k > 2. That is, y, - z, > (n - M)( yu+ , - z,~.+ ,). 
To prove the conclusions of the theorem for n < M, let uk = -Y,~+, ~mk and 
t’k = -z~,+ ,-k, k = 0, l,..., M + 1. Then uk and vk are solutions of 
Uk+1-2Uk+Uk-,+QkUk=o, k = l,..., M. 
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where Qk = qM+,-k. Applying the above results (with M = 0) to u and v 
then completes the proof. 
Remark. In Lemma 3.1, we assumed y, >yN- I and yN > 0 and 
concluded y, was nondecreasing for n > N. If we assume instead that 
y, > y,-, > 0, then Theorem 3.1 implies that y, is strictly increasing and 
y, + co as n + co. This can be seen as follows: Let z be a solution of (1.1) 
defined by zN = zN- i = y,,- i . Now apply Theorem 3.1 with M = N - 1. 
Since yM=z,,, and y,,,+, >zM+,, we have y,,--~,,>y~-iz~-~, n>N+ 1. 
Thus y, - y,- i > z, - z, _, > 0, so y is strictly increasing for n > N. We can 
also conclude for n > N that 
Y,>Y,-z,>(n--+ l)(Y,--z,)=(n--+ l>(Y,-Y,-113 
wherey,-y,+, > 0. Thus y,-+ co as n-, co. 
As an immediate corollary to Theorem 3.1 we have the following 
uniqueness result: 
COROLLARY 3.2. Assume conditions (3.1). If y and z are solutions of 
(1.1) such that yM = zM and yN = zN for some M, N, M < N, then y, = z,, for 
all n > 0. 
Proof. As noted in Section 1, any solution of (1.1) is uniquely deter- 
mined by any two consecutive values. Thus we consider solutions y and z 
with yM=zM and yN=zN for some N>M+ 1. If y,+,+,#zM+i, say 
Y&f+1 -MM+19 then by Theorem 3.1 we have yn > z, for all n > M + 1, a 
contradiction. Therefore yM+ i = zM+ i, so yn = z, for all n > 0. 
If y = 1, so that (1.1) is linear, it is known (see [ 11, Theorem 2 or 7, 
Theorem 21) that (1.1) has two positive linearly independent solutions, one 
nondecreasing and one nonincreasing. We shall show that a similar property 
holds for the nonlinear equation. We shall use the uniqueness property of 
Corollary 3.2 and the following existence property: 
LEMMA 3.2. Suppose conditions (3.1) hold. Then for any N > 1 there 
exists a unique solution y of (1.1) such that y, = u,, and y, = 0, where u, is 
any positive constant. 
Prooj Given N > 1, let z be a solution of (1.1) such that zN = 0. If 
zN-, > 0 and z,,-*<z,+-,, then Lemma 3.1 implies that zN > z,,-, > 0, a 
contradiction. Thus z,,~ 2 > zN- 1 > 0. 
Proceeding in this way, we obtain 
z,>z, >z,> .*a > ZN-2 > z+, > 0. (3.7) 
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We defined zN = 0, and if z,+, is also specified, then z, is uniquely deter- 
mined for all n by (1.1). In particular, z0 is determined by Z~ ~~, . Let f be the 
mapping from z,,-I to zO. From (1.1) we have 
z.y-.2=22+, -Z,v-qN-,Z;-,=2Z,ym, -q,v;,z;rL,, 
so z,~- 2 depends continuously on zh.-, . Likewise 
Z “- ,=2z,-z,+, -qnz;, n = 1, 2 . . . . . N - 2. 
Proceeding inductively, using composition of continuous functions, we see 
that each z,-,, y1 = 1, 2 ,..., N - 1, depends continuously on zh.-, . In 
particular the function z0 =f(zN- i) is continuous. If we let z,~_ 1 = u,, then 
(3.7) implies f(u,) > z+,; if we let z,+, = 0, so that z,~-, = z,,, = 0, then 
z, = 0 so f(0) = 0. Thus, since f is continuous, there exists /3, 0 < /I ( u,, 
such that f@) = u,. Therefore, there exists a solution y of (1. l), determined 
by yN = 0 and yNp I =/I, which must satisfy y, = u,. The uniqueness of this 
solution follows from Corollary 3.2, and this completes the proof. 
Note: By (3.7), the solution of (1.1) obtained in the preceding proof 
satisfies 
un=Yo >YI > ... > J’,+ , > y,, = 0 (3.8) 
and by Lemma 3.1, this solution is also nonincreasing for n > N. 
We can now state our existence theorem concerning positive monotonic 
solutions of (1.1). The proof used below follows in outline an argument of 
Hartman and Wintner [3] for linear difference equations. 
THEOREM 3.2. If conditions (3.1) hold, then (1.1) has a positive nonin- 
creasing solution u and a positive strictly increasing solution 2: such that 
v, + M as n + 00. In addition, the nonincreasing solution u is uniquely deter- 
mined once 1.4~ is specified. 
Proof The existence of an increasing solution u satisfying the stated 
properties is an immediate consequence of the remark following 
Theorem 3.1, if we choose, say, v0 = 1 and v, > 1. 
We want to show the existence of a positive nonincreasing solution u of 
(1.1). By Lemma 3.2, for each k> 1, there is a unique solution yk = { yi}, 
n > 0, of (1.1) such that 
Yt = uo (3.9a) 
y: = 0. (3.9b) 
‘WY~YI, I 2 
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From (3.8) we know, for every k > 1, that 
u&Yjk>Y;+1>05 j = 0, I,..., k - 1. (3.10) 
It is also true for every k > 1 that 
yT+’ > yj” for all j < 1. (3.11) 
To show that (3.11) holds, by Theorem 3.1 it is sufficient to show that 
yf” > y:. Suppose to the contrary, that y: > yf+‘. If y: = yf ‘I, then since 
Y:=Y:,+l, the solutions yk and yk+ ’ are identically equal, and (3.9b) then 
implies that yk and ykt ’ are both identically 0, contradicting (3.9a). If 
Y: > Y:+‘, then (3.3a) of Theorem 3.1 is satisfied, with M = 0. Thus we can 
conclude that yk > yk+ ’ j> 1. In particular, for j = k we have 
o>y:>y:+’ > 0,‘a comradiction. Therefore (3.11) holds. 
Furthermore, y; < u0 for all j > 0, for every k > 1, by (3.9a) and the note 
following Lemma 3.2. Thus for each j > 0, the k-sequence y;, k = 1, 2, 3 ,..., 
is increasing, bounded above by u,, and is eventually positive, by (3.10). 
Let uj = lim,,, yi, for each j > 0. Then 0 < uj < uO, j > 0, and from 
(3.10) we have uj > u , j+ 1, j > 0. Now since each sequence yk is a solution of 
(l.l), we have 
Yj”t I - 2-Y; + Yj”- 1 = --4j( Yj”>‘* 
Taking limits as k * 03, we find that the sequence u = uj, j > 0, is a 
nonincreasing, positive solution of (1.1). 
We next argue that the solution u must be unique, once U, is specified. 
Suppose there exists another positive, nonincreasing solution z such that 
u0 = zO. Either z, < ul, z, > u,, or z1 = u,. 
If zI < u,, then there exists an integer k and a solution yk defined as in 
(3.9) such that z, < y: < u,. Since y$ = z,, and y: > z,, Theorem 3.1 implies 
that yf > zj, j > 1. In particular, 0 = y: > zk, a contradiction. 
If z, > u,, then Theorem 3.1 with M= 0 implies that z,, - u, > n(zI - u,), 
n > 1. This means that z, becomes unbounded as n * co, a contradiction. 
Therefore, we must conclude that z1 = u, and hence z, = u, for all n > 0. 
This completes the proof of Theorem 3.2. 
The final theorems in this section are comparison theorems. The idea 
behind these theorems is as follows: The differential equation y” - 4y = 0 
has an increasing solution e2’ and a decreasing solution eC*‘. Similarly, the 
equation y” -y = 0 has solutions e’ and e-‘. For t > 0, and for these 
particular solutions, the increasing solution of the first equation is greater 
than the increasing solution of the second equation, while the decreasing 
solution of the first equation is less than the decreasing solution of the 
second equation. Theorems 3.3 and 3.4 together with Theorem 3.2, show that 
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there is similar behavior for the nonlinear difference equations (3.12) and 
(3.13) below. See 18, Theorems 2 and 31 for similar results for linear 
difference equations. 
Our first theorem can be applied, in particular, to positive, increasing 
solutions y and z of (3.12) and (3.13), as obtained in Theorem 3.2. 
THEOREM 3.3. Consider the equations 
Y n+,-2Yn+Yn-,+9nY:=03 n> 1. (3.12) 
Z n+,-2z,+Z,_,+PnZj;=a n> 1. (3.13) 
where y satisfies (3.1 b). If 0 >p, > q,, n > 1, and tf J’ and z are positive 
solutions of (3.12) and (3.13), respectively, satisfying 
Y1 -z1 >Yo -to > 0, 
then Y, + , -z,+l /Y, > -z,~Oforalln>0,andthusy,~z,foralln>1. 
Proof. If y and z are solutions of their respective equations (3.12) and 
(3.13), then 
Y -Zntl flfl =2(Y,-z,)-(Y,-,-z,-,)-q”Y:+P,z;. (3.14) 
For n = 1, the hypotheses then imply 
Y,-~,~~~Y,-~,~-~Y0--0~~YY,-~1~~0. 
A simple induction argument based on (3.14) then proves the result. 
Finally, we compare the nonincreasing solutions obtained in Theorem 3.2. 
THEOREM 3.4. Let p, q, and y satisfy conditions (3.1), and let u and w 
be the unique nonincreasing solutions of (3.12) and (3.13), respectively, 
satisfying u. = wo, where 0 >p, > q,. Then w, > u, for all n > 1. 
Proof For each k > 1, let ( y:}, j > 0, be the sequence defined in the 
proof of Theorem 3.2. Recall that y; -+ uj as k -+ m. Let {z;} be a similar 
sequence for wj. We know yi = zt, k > 1. Suppose y: > 2:. Then, arguing as 
we did in Theorem3.3 we have that O=yt-zi>((yt-z:)>O, a 
contradiction. Thus y: < z:. Now we assume yf-, < zj”-, and prove y.r < zr. 
Suppose y; > z;. Then we in essence form (3.14) again and write 
.k ?j+l -Z;+l>2(y;-z;)-(y;m_,-Z;m,)-qn(y;)Y+p,(Z;)): (3.15) 
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Now --qn > -P, > 0, y; > 2; > 0, and y$- I < zj”- i, so we can conclude from 
(3.15) that 
Thus, if we assume that yj” > zjk, then we can show that (yj”, , - zr+ r) > 
(y$ - zf) > 0. The ideas in the proof of Theorem 3.3 imply that (yi - zi) > 
Ml -zL>> a.. > (yf - z$ > 0, or that 0 > 0, a contradiction. Thus we 
must have y; < z;, 0 <j < k. Fixing j > 0 and letting k -+ co, it follows that 
uj < wj, our desired result. 
4. THE CASE q, > 0 
Our main theorems in this section are discrete analogues of the classic 
oscillation criterion of Atkinson for the continuous equation (1.3) for y > 1 
and of a related criterion of Belohorec for the case 0 < y < 1 (see Wong [ 10, 
Theorem 4.71 and Heidel [4]). 
We assume throughout this section that Eq. (1.1) satisfies the following 
conditions: 
(a) qn > 0 for all n > 1, and for every N > 1, q, > 0 for some 
n > N, (4.1) 
(b) y > 0 is a quotient of odd, positive integers. 
In addition, we shall sometimes assume either y > 1 or y < 1. 
The difference operator notations dy, and A*y, defined in Section 1 will be 
used extensively in this section. In particular, we shall have occasion to refer 
to (1.1) in various alternate forms. First, (1.1) or (1.2) may be written as 
AY, =AY~-1 -s,,d, n> 1. (4.2) 
An extended form of (4.2) is obtained by summing both sides of (1.2) .and 
using Lemma 2.2, which yields 
AYE =AY, - i qjYJ, O<k<n. (4.3) 
j=k+ 1 
Summing both sides of (4.3) and rearranging the resulting double sum yields 
Y ?I+1 -Y k+l=(n-k)AYkmjz$+, (n+ l-j)qjYY. (4.4) 
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For another formulation, multiply both sides of (4.2) by IZ and sum to 
obtain 
n n 
\‘ jAyi= t jAy,i-,- \’ 
.i=ktl j-k+1 j -T+ 1 
j9j J’,J, O<k<n. 
Upon simplification and rearrangement, using Lemma 2.2, this yields 
4Y, t 1 -.v,) = k(Yk+l -Yk)+Yn-yk- 2 .i9j Y/3 O<k< N. (4.5) 
j-k+ I 
Lemmas 4.1 and 4.2 will also be used repeatedly. 
LEMMA 4.1. If A*Y,~, < 0 whenever N < n < M, for some M. N with 
0 < N < M, (Mfinite of infinite), then: 
(a) yn <y,. + Ay,V(n -N), N < n GM, n < M ifM = co, 
(b) y,>y,V+Ay,_,(n-N), N<n,<N, n<MifM=~, 
(c) y, < Kn, N < n < M, for some constant K > 0. 
Also.Sfy,.>0,A2y,~,~OandAy,>Oforn>N~1,then, 
(d) y,/Aynm , > n/2 for all n > 2N. 
Proof. If A2yk-, < 0, N < k < M, (M finite), then Ay, < Ay, , , 
N < k < M. Thus for any n such that N < n < M, we have 
n-1 n-1 
y, -y, = \‘ Ay, < \’ Ay,, = Av .(n - IV). 
k:h k:\ 
_ h (4.6 1 
which proves (a). Conclusion (b) is proved similarly. Conclusion (c) follows 
from (a). The argument is essentially the same if M = co. 
To prove (d), we note that the hypotheses y,v > 0 and A’y, ~, < 0 for 
n > N, together with (b), imply that y, > Ay, ,(n - N) > !n Ay,, , if n > 2N. 
Since Ay, -, > 0 for n > N, the conclusion follows. 
(Note that Lemma 4.1 (d) is a discrete version of the lemma which appears 
in 141.) 
LEMMA 4.2. Assume conditions (4.1), and let y be a nonoscillator: 
solution of (1.1) such that y, > 0 for all n > N. for some N > 0. Then 
J‘ ,,+,>y,andO<Ay ,,+ , < Ay, for all n > N. (A similar statement holds if!‘,, 
is eventually negative.) 
ProoJ: Assume (4.la) and (4.lb), and let y be a nonoscillatory solution 
of (1.1) with y,,>O for n>N. Then Ay,-,<Ay, for all n>N. from 
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Eq. (4.2). Suppose that ,4yk < 0 for some k > N. Then Eq. (4.4) implies that 
y, is eventually negative, a contradiction. If Ay, = 0, by (4.3), there is some 
m > k such that Ay, < 0 (since qn & 0). Using m instead of k, (4.4) again 
yields a contradiction. Thus yn+ i -y,, = Ay, > 0 for n > N, which completes 
the proof. 
With these lemmas as preliminaries, we turn now to a discrete analogue of 
the well-known result of Atkinson [ I] which states that all solutions of 
y” + q(f) yy = 0, with q(t) > 0 and y > 1 an odd integer, are oscillatory if and 
only if 1” tq(t) dt = co. The proof of sufficiency in Theorem 4.1 follows in 
outline the proof given by Heidel [4] for the continuous equation. 
THEOREM 4.1. Assume that conditions (4.1) are satisj?ed, with y > 1. 
Then all solutions of (1.1) are oscillatory if and only if CF=, nq, = 03. 
Proof (Sufficiency). Suppose y is a nonoscillatory solution of (l.l), and 
asume wlog that y, > 0 for all n > N, for some N > 0. By Lemma 4.2, yn is 
increasing and Ay, is positive and nonincreasing for n > N. We multiply 
both sides of (1.2) by ny;Y and sum to obtain 
k-l k-l 
C ny; yA2y”-, + 2 nq, = 0, k > N. 
n=N n=N 
(4.7) 
Upon applying Lemma 2.2(c) to (4.7), with u,, = nyiy, v,, = Ay,-, , this 
yields for any k > N, 
k-l k-l 
ky,‘Ayk-1 -Ny,‘AyN-, - x Ay,A(nyiy) + 1 nq, =O. (4.8) 
n=N Pl=N 
In view of Lemma 4.2 and the hypotheses, (4.8) implies 
5 Ay,A(ny;3++cx, as k-+co. 
?l=N 
(4.9) 
We shall show that (4.9) is impossible. We first rewrite the summand in 
(4.9) by noting that 
A(nyiy) = (n + 1) y;J, - nyiy= y;J, + nA(y;q. 
Thus the sum in (4.9) becomes 
“tN LG’, 4, + n4wO31& i ~2’~ AY,, 
ll=N 
(4.10) 
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where the inequality holds because Ay, is positive, by Lemma 4.2, and thus 
d(ynmy) is negative. Thus to complete the proof it suffices to show that 
cc 
\‘ y,+Y, Ay, < 03. (4.11) 
n = .v 
Let S(x) = y, + (Ay,)(x - n), n < x < n + 1, n > N. Then f(n) = J,, 
An+ l)=~,,+A~n=~n+lr andf’(x) = Ay, > 0, n < x < n + 1, II > N. Thus 
f is continuous and increasing for x > N. We then have 
.n+ 1 
y;:‘, Ayn = 
i 
y,:,Ayndx= [‘+‘f-‘(n + l)f’(x)d.u 
n -n 
< j’+‘f-Y(x)f’(x)dx= 
“” 
* [f’ -.‘(n + 1) -f’-y(n)l. 
This implies that 
k 
y Y,;Y,AY,,G &- [~--~(k + Wf’-Y(N)l. (4.12) 
n=N 
Since y > 1 and f is an increasing function, it follows that (4.11) holds. This 
completes the sufficiency proof. 
The necessity part of Theorem 4.1 is contained in the sufficiency part of 
the next theorem, which is a discrete analogue of a continuous result found 
in [ 10, Theorem 6.11. The first part of the proof is similar to an argument of 
Atkinson 11, Theorem 11. Note that Theorem 4.2 is true for any y > 0. 
THEOREM 4.2. Zf conditions (4.1) are satisfied, then (1.1) has a bounded 
nonoscillatory solution if and only if JJ * nq, < co. 
Proof: Suppose y is a solution of 
y,= l- E. (i-n)q,yy. 
i-n+1 
(4.13) 
Then it is easy to verify that y is a solution of (1.1). We shall show that 
(4.13) has a bounded nonoscillatory solution, under the assumption that 
Cm nq, < co. 
First, we choose N so large that 
max 
I 
f (i-n)qi,2y T (i - n> 9i 
nSN i--n+ I i-nil t 
< f. (4.14) 
sequences z = (zn}, Consider the Banach space l”, of all bounded, real 
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n > N, with norm defined as ](z (] = sup ]z, ], II > N. 
bounded subset S of I”, as, 
s = {z E 1; : ; < z, < 1, n > NJ. 
Define the operator T: S + S such that 
(Tz),= 1- 2 (i-n)q,zY for all 
i=n+l 
We define a closed, 
II > N. 
To see that the range of T is indeed in S, we note that if z E S, then 
(Tz), > 1 - CE=,+i (i - n) qi > f. Clearly, (Tz), < 1. We shall show that T 
has a fixed point. The mean value theorem applied to the function f(x) = xy 
implies that for any z E S and w E S, 
Izy- wg < 2ylz, - Wil, i > N. (4.15) 
I(Tz),-(Tw),I< T (i-n)q,Jzy-w;I 
i=m+l 
<2y f (i-n)qilzi-wiI 
i=n+l 
~IlZ- WI1 2y ~ (i-n)qi 
i-ntl 
< f llz - WII from (4.14). 
Therefore ]] Tz - Twll< $ ](z - w]]. Thus T is a contraction on S, so T has a 
unique fixed point in S, which is our desired bounded, nonoscillatory 
solution of (4.13). This completes the first part of the proof. 
To prove the converse, suppose y is a bounded nonoscillatory solution of 
(1. l), and assume wlog that yn > 0 for all n > N, for some N > 0. Lemma 4.2 
implies that y, is increasing for all n > N. Thus y, is bounded above and 
below by positive constants for n > N. If xi”=, jqj + co as n + co, the right- 
hand side of Eq. (4.5) (with k = N) must then approach -co. This implies 
that the left-hand side is eventually negative, contradicting the fact that y, is 
increasing. This completes the proof. 
It is to be noted that the conditions given in Theorem 4.2 do not imply 
that all solutions are nonoscillatory, as will be seen in Example 2 of 
Section 5. 
Next we have a discrete analogue for Belohorec’s extension of Atkinson’s 
theorem to the case 0 < y < 1, y a quotient of odd, integers. See Wong [lo] 
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or Heidel [4] for the continuous version, The sufficiency argument given 
here again follows in outline that of Heidel. 
THEOREM 4.3. Assume that (4.1) holds with 0 < 7 < 1. Then all 
solutions of ( 1.1) are oscillatory if and only if C 7- nYq, = co. 
Proof (Sufficiency). Suppose y is a nonoscillatory solution of (1.1) and 
assume wlog that y, > 0 for n > N for some N > 1. By Lemma 4.2, y,, is 
increasing and Ay, is positive and nonincreasing for n > N. Dividing (1.2) by 
(As,, ,)4 applying Lemma 4.1 (d), and summing from 2N to k, we obtain 
k A2y,-, ‘. qnY 
,,;, (Ay,p ,))’ + ,;,, %- ’ ’ 
for k > 2N. (4.16) 
By hypothesis, the second sum in (4.16) approaches fco as k + cg. so the 
first term approaches -co. To show that this is impossible, we shall compare 
this sum with the integral of a certain continuous function. Let 
f(x) = Y, + AY,(x - n), n<xCnfl, n>N. 
as in the proof of Theorem 4.1. The function f is positive and continuous. 
and increasing since f’(x) = Ay, > 0, n < x < n f 1. Let g(x) = 
f(x + 1) -f(x) > 0, x > N. Then g is continuous and g’(x) = Ay, - Ay, ~, = 
A’y,-, < 0 for n - 1 < x < n, so g is nonincreasing and g(x) < g(n - 1) = 
A y nP,. Then for n- 1 <x<n, we have 
A’Y,-, 
@Y,- 11’ = 
It follows that 
k 
;,,. (Ay, _ ])’ ‘. 2v- I g’(x) dx = 
A’Y,-I > ,.’ g’(x) g’-‘/(k)-g’ ‘(2N- 1) 
l-; 
__ (4.17) 
,I 
But g’ y(k) > 0 for all k > N, so the sum on the left in (4.17) is bounded 
below, contradicting (4.16), which completes the sufficiency proof for 
Theorem 4.3. The necessity of the given condition follows from the 
suffkiency part of Theorem 4.4. 
We note that Theorem 4.4 is motivated by a continuous result found in 
( 10, Theorem 6.21, and that it is true for any y > 0. 
Before proceeding to the next theorem, we present a definition. We say 
that a solution y, of (1.1) has asymptotically positively bounded d@rences if 
there exist positive constants a and p such that 
a < 4, < P for all n > N forsomeN> 1. (4.18) 
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THEOREM 4.4. Assume conditions (4.1). Then (1.1) has a solution with 
asymptotically positively bounded dl@erences if and only if C m n Yq, < a~. 
Proof: Assume that CoonYqn < co, and choose N large enough so that 
CFZN nYq, < i. Let y be the solution of (1.1) with yN = 0 and y,,,, , = 1. Thus 
dy, = 1. We want to show that i < dy, ,< 1, for all n > N. Suppose that 
+<Ayj<l for N<j,<n-1. Then yj>O for N<j<n, so by 
Lemma 4.1 (a), with y,,, = 0, we have 
yj<Ay,(j-N)=j-N<j if N<j<n. 
Equation (4.3) then gives us 
Ay,=Ay,- 2 qjyJ> l- i qjjy>i. 
j=N+ I j=N+ I 
Also, since yj > 0, we have A2yj-, < 0 for N <j < n, so Ayj is nonincreasing, 
so Ay, < Ay, = 1. Thus 4 < Ay, < 1. It follows inductively that f < Ay, < 1 
for all n > N, so the solution y satisfies (4.18) with (r = f, /I = 1. 
Conversely, let y be a solution of (1.1) which satisfies (4.18) for some 
positive constants a, /I, and some N > 1. Lemma 4.1(d) implies that 
yj > i j Ayj-, for j > 2N. From (4.3) we then have for n > 2N, 
‘Y,N 
Since dy, > a > 0, this implies JJ” qnnY < co, which completes the proof. 
5. SOME NONANALOGOUS PROPERTIES 
In general, the results above for both the cases q, < 0 and q, > 0 have 
been discrete analogues of known results for the continuous equation (1.3). 
We now study some properties of (1.3) which do not carry over directly to 
(1.1). 
Theorem 1 of Utz [9] states that if q(t) > 0 is nondecreasing, or nonin- 
creasing and bounded below by a positive constant, then all solutions of 
(1.3) are bounded. The analogous statement for (1.1) is not true, as the 
following examples indicate. (The first example was suggested to us by our 
colleague, Professor David Kammler.) 
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For given constants a and y, where y is a quotient of odd, positive 
integers, consider (1.1) with 
qn = (n + l)“Y( (l/(n + 2)“) + (2/(n + 1)“) t (l/n”)}, n> 1. (5.1) 
Then y, = (-l)“(n + 1))” is a solution of (l.l), as is easily verified. From 
(5.1) we shall construct several examples. 
EXAMPLE 1. Consider (1.1) with q, given by (5. I), where c1= -4 and 
y = 4. Then 
q,, = (n + l))J’” ((n + 2)5 + 2(n + 1)” + nJ \. n>, 1. 
The sequence q, is positive and increasing for n > 1, but y,, = (-l)“(n + 1)” 
is an unbounded solution of (1.1). 
If (r = -2 and y = 3 in (5. l), then q, is decreasing, and y,, = (-l)“(n t 1)’ 
is an unbounded solution of (1.1). In this case, however, q, + 0 as n -+ 00. 
We would like to have an example in which q, is decreasing and bounded 
below by a positive constant but yet (1.1) has an unbounded solution. To 
this end, it is convenient to transform (1.1) by the substitution z,, = (- 1)” y,, . 
Then ( 1.1) becomes 
Z nS1+2z,+z,_,=qnz;I n> 1. (5.2) 
A nonoscillatory solution of (5.2) will yield an oscillatory solution of (1.1). 
Lemma 5.1 gives us such a solution. 
LEMMA 5.1. Let y > 1. Let q be a sequence such that qn > 4, n > 1, and 
cp=, hdq, - 3) = CQ. Let z be a solution of (5.2) dejked bv z,, = 1 and 
z,=2. Thenz n+I > z, > 1 for n > 1, and z, -+ co as n -+ 0~). 
Proof. Wehavez,>z,=l.Assumez,>z,~,>l.Then-z,~,2-z,,. 
and from (5.2), since q, > 4 and y > 1, we obtain 
Z n+, =qnz:--z,-z,-, >s,z;- 3z,, 
so 
Z n+ I > zrkz;-’ - 3) > z&l, - 3) > Z” > 1. (5.3) 
Thus z “+, > z, > 1 for all n > 1, by induction. From (5.3) we also have 
Z ,,+ , > z,(q, - 3), n >, 1, and by iterating, we obtain 
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In view of the hypotheses, it follows that z, + co as n + co, which proves the 
lemma. 
Now choose any y > 1 and let q, = 4 + l/n, n > 1. Then qn is decreasing 
and satisfies the hypotheses of Lemma 5.1, so Eq. (5.2) has a positive, 
unbounded solution, hence Eq. (1.1) has an unbounded solution. Thus the 
connection between monotonicity of q and boundedness of solutions which 
holds for the continuous equation (1.3) does not have a direct analogue for 
the discrete equation (1.1). 
EXAMPLE 2. One can also use (5.1) to illustrate the comment made in 
Section 2 that a given instance of Eq. (1.1) may have both oscillatory and 
nonoscillatory solutions. Let a = 4 and y = f in (5.1). Then 
qn=(n+ 1)4’3((,+2)-4+2(n+ 1))“+nP}, n> 1, 
and y, = (-l)“(n + 1))4 is an oscillatory solution. In this case, however, 
C,“= I nq, < co and q,, > 0. Thus, by Theorem 4.2, (1.1) also has a bounded, 
nonoscillatory solution. 
Another situation where results concerning the differential equation (1.3) 
do not carry over to the difference equation (1.1) occurs in [ 1, Theorem 21. 
Atkinson shows that if y > 1, q(t) > 0, q’(f) < 0, and if J‘” Pq(t) s dt < co, 
then (1.3) has no oscillatory solutions. Thus one would conjecture that (1.1) 
has no oscillatory solutions if y > 1, qn > 0, q, is nonincreasing, and 
C” nyq, < co. Again we can use (5.1) to find a counterexample for this 
conjecture. Indeed, If a = -2 and y = 5, then (5.1) yields 
q, = (n + 1))‘“[(n + 2)* + 2(n + l)* + n2], n> 1. 
Here q,, is positive and decreasing and C,“=, n5q, < co, but 
y, = (-l)“(n + 1)’ is an oscillatory solution. Note also that both yn and dy,, 
are unbounded 
Similarly, a theorem of Heidel [ 10, Theorem 4.121 states that if 0 < y < 1, 
(v a quotient of odd integers) q(t) > 0, q’(t) < 0, and I” tq(t) dt < co, then 
(1.3) has no oscillatory solutions. Example 2 shows that in this case also the 
discrete analogue is false. 
The proof of Theorem 2 of Atkinson [ 1 ] relies on the fact that, under the 
given hypotheses, all solutions of (1.3) have bounded derivatives. This is 
where the analogous argument for the discrete equation runs into difficulties. 
The theorem below does, in fact, imply that under the given hypotheses any 
solution of (1.1) with bounded differences dy, must be nonoscillatory. Thus 
part (a) of this theorem may be thought of as a modified discrete analogue of 
Atkinson’s theorem; the proof of part (a) is similar in outline to Atkinson’s 
proof. 
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THEOREM 5.1. Assume that conditions (4.1) hold. and assume that 
Cm nYq, < 00. Then: 
(a) if y > 1 and y is an oscillatory solution of (1. l), there exist 
increasing sequences mk --t co and nk + 00 such that Aym + CQ and i 
ALA +-aask+co; 
(b) if 0 < y < 1 and y is an oscillatory solution of (1.1). then Ay,, + 0 
asn+c0. 
Proof. If J is an oscillatory solution of (1. l), by Lemma 2.1 there exist 
arbitrarily large values m such that y, < 0 and y,, , > 0. Then Ay, > 0. For 
any such m, let m’ be the unique m’ > m such that Ay, > 0, n = m ,..., m’ - 1. 
and A?),,, < 0. From Eq. (4.3) we have 
AY ,,,,=Ay,,- $j q, y;. 
n ~“Zi I 
(5.4) 
Since AJ n,, < 0. (5.4) implies 
Ay,< 2 q,y;. 
n-m+ I 
(5.5) 
Since ~1, > 0 for n = m + l,..., m’ - 1, (1.2) implies that A’?‘,,- , GO for 
II = m t I...., m’ - 1, so Lemma 4.1 shows that 
Y, S Y,,, + &An - m> S Ay,(n - ml for n = m + l...., m’. (5.6) 
From (5.5) and (5.6) together, it follows that 
Ay, < 5 q,lAy,Jn - 4 I ‘: 
n-mtl 
Dividing by Ay,, we find that 
m’ 
1 < (AY,)~-’ \‘ q,(n - m)? 
n-m, I 
hence 
Since the sum in (5.7) approaches 0 as m + co, the first part of conclusion 
(a) follows from (5.7). Since the negative of a solution of (1.1) is also a 
solution, the second part of conclusion (a) follows also. 
Turning to part (b), assume 0 < y < 1 and let y be an oscillatory solution 
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of (1.1). Choose a value n, such that y,, < 0 and y,,+ 1 > 0. Consider the 
increasing sequence nk, k = 1, 2, 3 ,..., of all values nk > n, such that y,, < 0 
andy,~+,>OandYnk+,>/Oandy,x+,+l ( 0. (This sequence xists and is well 
defined, by Lemma 2.1.) Then ,4ynk IS positive if k is odd and negative if k is 
even. For k odd, (5.7) holds with m = nk, and it follows that 
(5.8) 
By hypothesis, the sum in (5.8) approaches 0 as nk + 0~). Since 1 - y > 0, 
(5.8) then implies that dy,, + 0 as k approaches co through odd values of k. 
Since -y is also a solution of (1. 1 ), we also have d~,,~ -+ 0 as k -+ co through 
even values of k. 
Now let k > 1 be odd. Then for all n such that nk < n < nk+, we have 
y, > 0, hence A*y,-, < 0, so Ay, is nonincreasing for nk < n < nk+ ,. It 
follows that 
I AY,I G maWynkl~ IAY,~+,IL nk<n<n,+,, (5.9) 
where k is odd. A similar argument shows that (5.9) holds if k is even. Since 
AY,,~ + 0 as k -+ 00, and since every n > n, satisfies nk < n < nk + , for some k, 
it follows that Ay, + 0 as n + co, which proves part (b). 
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