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A numerical framework to explore the Brill Wave Initial Value Problem is presented along with a
review of some of the theoretical predictions concerning Brill waves. It is demonstrated that there
is an agreement between the numerically observed phenomena and theory, namely that the IVP
parameterisation of the metric function q has a minimum and maximum amplitude for which a
solution to the Hamiltonian for the metric function φ exists, and a critical regime in the middle for
which there are and are not apparent horizons present.
I. INTRODUCTION
In 1959, Brill [4] was able to prove a positive energy
theorem in general relativity (GR) for a a particular vac-
uum solution to the initial value problem (IVP). This
demonstrated that general relativity, unlike Newtonian
gravitational theory, could possess non-trivial, regular
gravitational fields in the absence of massive material
sources. That such a counterexample to Mach’s princi-
ple exists in relativistic gravity is due to the existence of a
non-vanishing Weyl tensor whose components are deter-
mined by the dynamical gravitational degrees of freedom
in the vacuum.
In order to explore the dynamics of Brill wave evo-
lution, a numerical code was developed [9] that allows
one to specify a wide range of initial values and the ex-
plore subsequent evolution of the vacuum gravitational
field. The code was thoroughly tested for accuracy, con-
vergence and stability. The results of the initial value
problem (IVP) solutions obtained from this code were an-
alyzed and compared to the theoretical predictions of O´
Murchadha [11]. This paper is organized as follows: the
next section briefly reviews the 3+1 splitting of spacetime
and in particular how it relates to the problem posed by
Brill. Section III discusses the Brill initial value problem
and different functional forms of the free data that sat-
isfy the conditions that an asymptotically vacuum solu-
tion must satisfy. The section that follows introduces the
method used to solve the IVP for the different cases pre-
sented. The solutions to the IVP can, for certain choices
of the parameters that appear in the free data contain
apparent horizons and Section V presents the method
used to find the trapped surfaces and apparent horizons
that exist on the initial time slice. A comparison of the
numerical results with some theoretical predictions made
by O´ Murchadha are made in Section VI and based upon
these results, a discussion of the physical interpretation
of the free data is presented in Section VII. Finally Sec-
tion VII concludes the presentation.
II. ADM 3+1 SPLITTING OF SPACETIME
Beginning with Einstein’s field equations that cou-
ple spacetime geometry to matter and non-gravitational
fields
Gµν = 8piTµν (1)
(here G = c = 1, Gµν is the Einstein tensor and Tµν is
the energy-momentum tensor), one can use a Cauchy IVP
formulation with spatial hypersurfaces evolving along a
congruence of timelike curves. In the Arnowitt-Deser-
Misner (ADM) framework [1][2][3][8][10] the dynamic
variables that completely describe the spacetime are the
spatial 3-metric γab, gauge variables (α, β
i) called the
lapse function and shift vector respectively, and the ex-
trinsic curvature Kab. The extrinsic curvature is defined
in terms of a vector field ξa of tangents to the time-like
curves threading the spatial hypersurfaces by
Kab = ∇aξb.
In what follows Latin indices will be used for 3D spatial
quantities and Greek indices for 4D space-time quanti-
ties. The gauge variable α measures the progression of
proper time τ from one hypersurface to the next, i.e.
dτ = αdt at each point on the hypersurface, where t is
the coordinate time that can be used to label each spatial
hypersurface. The shift vector, βa measures the spatial
shift of coordinates from one hypersurface to the next,
and is a purely spatial quantity.
The full ADM 3+1 metric has the form
ds2 = −α2dt2 + γab(dxa + βadt)(dxb + βbdt)
The 3-spatial metric γab will be written in terms of spher-
ical polar coordinates (η, θ, ϕ) and the line element takes
the form:
dl2 = e4φ
[
eqf2,ηdη
2 + eqf2dθ2 + f2 sin2 θdϕ2
]
(2)
where the functions φ and q are functions of η and θ and
a subscript with a comma indicates partial differentia-
tion with respect to the coordinate indicated in the sub-
script. The radial variable r = f(η) is chosen to allow for
2general distributions of radial positions for different nu-
merical considerations. For example setting r = sinh(η)
places more numerical grid points near the origin in order
to resolve the wave dynamics in the strongly non-linear
regime. The choice of spherical polar coordinates instead
of cylindrical coordinates is made for their natural ability
to provide spherical radiative boundary conditions in the
asymptotic region. It should be noted that the metric
used in equation (2) is not conformally flat, so numeri-
cal methods and slicings appropriate to conformally flat
3-metrics do not apply here.
The mixed form of the extrinsic curvature tensor can
be written as
Kab =


Ha Hc 0
f2,η
f2
Hc Hb 0
0 0 Hd

 (3)
where all Ha, Hb, Hc, and Hd are functions of (η, θ, t).
The Einstein field equations (1) lead to evolution equa-
tions for the extrinsic curvature variables, and the metric
evolution equations follow as a geometric property of how
the extrinsic curvature is defined. To complete the dy-
namical formulation a set of constraint equations called
the Hamiltonian (scalar) and momentum (vector) con-
straints provide a means for determining a self-consistent
set of initial values for the metric and extrinsic curvature.
The metric evolution equation has the general form
∂tγab = −2αKab +Daβb +Dbβa. (4)
where Da is the 3D covariant derivative operator with
connection coefficients formed from γab. In the vacuum,
Tµν = 0. Then the general evolution equations for the
mixed form of the extrinsic curvature are [8]
∂tK
a
b = −DaDbα+ α[Rab +KKab]
+βlDlK
a
b +K
a
lDbβ
l −K lbDlβa. (5)
whereK = TrK = Kaa and Rab is the Ricci tensor formed
from the three-metric γab. After constructing the three-
Ricci scalar R = γabR
ab the vacuum Hamiltonian con-
straint is given by
R+ (TrK)2 −KabKab = 0 (6)
and the vacuum momentum constraints are given by
Db(K
ab − γabTrK) = 0 (7)
III. THE BRILL WAVE INITIAL CONDITIONS
Brill’s paper [4] demonstrates that under the following
conditions the mass-energy of the initial hypersurface is
positive definite:
• The spacetime is axisymmetric (∂/∂ϕ is a Killing
vector)
• The energy-momentum tensor vanishes (Tµν = 0)
• The initial space-like slice occurs at a moment of
time symmetry for the metric (∂tγab = 0) such that
R = 0
• The metric variable q = q(r, θ) falls off faster than
1/r as r →∞
• q(r, 0) = 0
• The metric variables q and φ are symmetric about
the plane z = 0 (θ = ±pi/2)
The simplest way to ensure that the time derivative
of all metric quantities vanish on the initial slice is to
set the shift vectors βi = 0 and have a vanishing extrin-
sic curvature Kab = 0 according to equation (4). This
also implies, via the Hamiltonian constraint (equation
(6)) that R = 0, which is consistent with the Brill for-
mulation. As all the Kab = 0 initially, the momentum
constraints (7) are trivially satisfied.
In this formulation the initial value problem for Brill
waves then reduces to a two-step process: (i) specifying
a metric function q subject to the conditions above, and
(ii) solving the Hamiltonian constraint (6) for the metric
variable φ.
A. Form of the metric function q
There are an infinite variety of functions that will sat-
isfy the Brill conditions above, however one additional
requirement must be specified to ensure regularity of the
evolution equations: q ∼ rn (n ≥ 2) as r → 0 (see [9]).
Three general forms of q were tested. Firstly a Gaussian
form:
q(η, θ, t = 0) = 2Af4e−(f/s0)
2
sin2 θ, (8)
where the factor 2 multiplying the amplitude is intro-
duced to provide for an easy comparison to “traditional”
Brill wave formulations, A is the “amplitude” of the wave
and s0 is a “Gaussian RMS width” parameter. The sec-
ond form of q is an η modulated version of the above
form:
q(η, θ, t = 0) = sin2(4η)
[
2Af4e−(f/s0)
2
sin2 θ
]
(9)
The third form is trigonometric in η instead of exponen-
tial:
q(η, θ, t = 0) = 2A
(
sin4(5η)
(5η)2
)
sin2 θ (10)
IV. SOLVING THE HAMILTONIAN
CONSTRAINT FOR φ
Employing the metric from equation (2) the 3-Ricci
scalar can be computed. Then using the extrinsic curva-
ture from equation (3) the Hamiltonian constraint takes
3the form:(
f
f,η
)2
φ,ηη + φ,θθ +
f
f,η
[
1 +
∂
∂η
(
f
f,η
)]
φ,η + cot(θ)φ,θ
+
(
f
f,η
)2
φ2,η + φ
2
,θ
=
1
4
eq[f2(HbHd +HaHd +HaHb)− f2,ηH2c ]e4φ
−1
8
[
q,ηη
(
f
f,η
)2
+ q,η
(
f
f,η
)
∂
∂η
(
f
f,η
)
+ q,θθ
]
(11)
On the initial slice the extrinsic curvature components
all vanish (Ha = Hb = Hc = Hd = 0), and q is given
analytically by one of the forms above, leaving a quasi-
linear second order inhomogeneous elliptic equation to be
solved for φ.
A. Numerical Methods
A detailed explanation of the numerical methods,
boundary conditions, regularisation techniques, conver-
gence tests, etc. used can be found in [9]. This section
provides an overview of the methods used to solve equa-
tion (11).
First a finite difference grid is set up in the coordinates
(0 ≤ η ≤ ηmax, 0 ≤ θ ≤ pi/2, 0 ≤ t ≤ tmax). All dif-
ferential operators are approximated using fourth order
correct finite differences and phantom grid points are em-
ployed at the boundaries. Boundary conditions are gen-
erally imposed via symmetry conditions at the axis, the
equator and at η = 0. At the outer boundary, η = ηmax,
the function φ is assumed to consist of separable spherical
functions of the form
φ =
[
c1
f
+
c2
f2
+ . . .
]
T (θ). (12)
For the IVP c1, c2, etc are constants. During the evolu-
tion they they will be time dependent (i.e. they will differ
on different spatial slices).
Rearranging equation (11) to place the linear (in φ
and its derivatives) terms on the left-hand-side together
with the vanishing of the extrinsic curvature terms one
obtains:(
f
f,η
)2
φ,ηη + φ,θθ +
f
f,η
[
1 +
∂
∂η
(
f
f,η
)]
φ,η + cot(θ)φ,θ
= −
(
f
f,η
)2
φ2,η − φ2,θ
−1
8
[
q,ηη
(
f
f,η
)2
+ q,η
(
f
f,η
)
∂
∂η
(
f
f,η
)
+ q,θθ
]
(13)
Due to the quasi-linear nature of equation (13) an itera-
tive convergence scheme of the form
U(φn+1(i, j, tm)) = V (φn(i, j, tm))
is used where the function U is the linear elliptic opera-
tor that operates on φ and the function V represents the
non-linear operator operating on φ. The integer n rep-
resents the looping/iteration counter used in the solver
subroutine, i is the radial discretisation index, j the an-
gular discretisation index and tm = 0 for the IVP.
A stabilized bi-conjugate gradient algorithm [12] was
implemented to solve the matrix equation that results
from a discretisation of equation (13). This technique
performs as expected across a wide range of scenarios.
Condition numbers are on the order of K1 ∼ 106 ; K∞ ∼
105 for the grids used (200 radial by 60 angular divi-
sions), and they increase as the number of grid points
increase, indicating that this is an ill-posed numerical
problem. Thus increasing the number of grid points will
not necessarily yield better results. This has been analyt-
ically demonstrated when numerically solving Laplace’s
equation in certain situations (i.e. [7]), so the result is
consistent with theoretical findings.
In summary, the methodology employed for finding a
complete IVP solution for Brill waves involves specifying
a shape, amplitude and width for the initial q function. A
solution to the quasi-linear elliptic equation (13) can be
obtained for the other metric variable φ. Once the solu-
tion is found, one can perform a search of the initial slice
to determine whether or not the IVP contains a black
hole. Intuitively one would expect that highly concen-
trated, large amplitude gravitational waves should cause
a black hole to be present in the IVP.
V. FINDING TRAPPED SURFACES
Given that the solution to the IVP is unable to to lo-
cate an event horizon due to its global-in-time property,
the methodologies of [6][3] that search for apparent hori-
zons will be employed. While it is possible that the sub-
sequent evolution of our spacetime away from the IVP
will reveal the presence of an event horizon, the method-
ology to be implemented here allows for local (in space
and time) measures of the existence of black holes and
the verification of theoretical predictions regarding black
hole formation by gravitational waves. It does not, how-
ever, allow one to say that a black hole is not present;
merely that an apparent horizon has not been detected.
To locate an apparent horizon one looks for a
“trapped” 2-surface S which is orientable and compact,
and whose outward pointing spatial unit normal sa sat-
isfies
Das
a +Kabs
asb − TrK = 0 (14)
The outermost such closed trapped surface will form an
apparent horizon that guarantees the creation of an event
horizon within a finite time. Assigning a measure of mass
to the total area of the horizons that are formed one can
expect that the “mass” of the event horizon is greater
than or equal to the “mass” of the apparent horizon.
4This apparent horizon surface is also called a marginally
outermost trapped surface (MOTS).
In general a surface S can be parameterised on the
hypersurface as
S = [η(l), θ(l)],
where l is a parameterisation variable. It will be assumed
that the surface S is topologically spherical, i.e. it is not
double valued at some interval of the angular coordinate
θ (which is verified numerically except in extreme cases).
Therefore S can determined by a radial function with
only a θ dependence in the less general format:
S = [h(θ), θ] (15)
In this case equation (14) provides a means for solving
for the function h(θ):
h,θθ +
[
cot θ +
q,θ
2
+ 4φ,θ
]
h,θ
−
[
q,η
2
+ 4φ,η +
(
f,η
f
)(
2 + ∂η
(
f
f,η
))]
h2,θ
+
(
f,η
f
)2 [
cot θ +
q,θ
2
+ 4φ,θ
]
h3,θ
+
f2e2φ−q
f4,η
[Hd +Hb +Ha]δ
3
+e2φ
[
−Hbh2,θ + 2Hch,θ −
(
f
f,η
)2
Ha
]
δ
−
(
f
f,η
)2 [q,η
2
+ 4φ,η
]
− 2
(
f
f,η
)
= 0 (16)
where δ is defined as
δ = δ(h(θ)) = f,ηe
q
2
√(
f,η
f
)2
h2,θ + 1
This is a quasi-linear equation for h that is discre-
tised using second order correct finite differences. We
then start at the equator and use the boundary con-
dition h,θ (pi/2) = 0 at one of our known grid points
h (pi/2) = η(i) to start iterating angularly for solutions
(using a standard “shooting” method), then repeat the
method for each radial grid point in order to obtain a
trapped surface map. While some non-closed trapped
surfaces present elsewhere in the grid might be missed
with this methodology, the form of q chosen will attain its
maximum values on the equator and any fully enclosed
surface will be found provided that the grid spacing is
small enough.
While others (e.g. [3],[6]) attempt to solve this equation
for a single closed trapped surface, we wish to study the
trapped surface structure itself, for it yields important
insights into the geometry of the spacetime being studied.
An example of the trapped surface structure that was
found using the Gaussian form (8) for q with initial pa-
rameters (A, s0, ηmax) = (9, 1, 5) (a very large amplitude
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FIG. 1. Trapped surface structure for exponential IVP
(A, s0, ηmax) = (9, 1, 5) using equation (8)
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FIG. 2. Trapped surface structure for modulated exponential
IVP (A, s0, ηmax) = (−3.5, 1, 5) using equation (9)
wave) can be seen in Figure 1. An example of the trapped
surface for a q function given by equation (9) can be seen
in Figure 2, and similarly the trapped surface topology
for q using the trigonometric form in equation (10) can
be seen in Figure 3. The nested curves on the plots give a
map of partially formed trapped surfaces that are found
by iterating angularly outwards from the equator at var-
ious radial points. A fully formed closed trapped surface
will be represented by a curve that extends from the bot-
tom of the graph to the top (i.e. θ = −pi2 → θ = 0,) which
by applying the symmetry conditions will form a closed
surface separating the spacetime into the interior and ex-
terior regions of a black hole.
One very interesting feature of this trapped surface
topology is that outside of the outermost closed trapped
surface the solutions for h will, for increasing θ tip out-
wards. As the outermost closed trapped surface (the ap-
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FIG. 3. Trapped surface structure for trigonometric IVP
(A, ηmax) = (10, 5) using equation (10)
parent horizon) is approached, the curves will become
more oriented along a constant value of η. Immediately
inside the black hole the curves tip in the inward di-
rection. Deep inside the black hole it can be seen that
there are regions where there is a transition between “in-
going” and “out-going” regions separated by inner closed
trapped surfaces. This method of analyzing the trapped
surface topology is useful for exploring the interior of the
black hole and in detecting when and where an apparent
horizon is about to form in the numerical evolution of
the system.
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FIG. 4. Apparent horizon structure for exponential IVP
(A, s0, ηmax) = (9, 1, 5) using r¯ embedding
A. Embedding Trapped Surfaces
Given a particular solution for the 3-metric it is useful
to determine how the trapped surfaces appear in a flat
embedding manifold. To this end, one can define a radial
coordinate
r¯ =
∫ h(θ)
0
√
γ11dη (17)
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FIG. 5. Apparent horizon structure for exponential IVP
(A, s0, ηmax) = (−4, 1, 5) using r¯ embedding
which measures the radial spacetime distance from the
origin to each point on a trapped surface. This gives a
sense of how a horizon is distorted or stretched anisotrop-
ically in a flat embedding manifold.
If the trapped surface is completely closed (i.e. the
solver finds a trapped surface that goes from θ = 0 to θ =
pi/2) an apparent horizon exists. Taking advantage of the
axisymmetry and reflection symmetry across the equator
the solution to equation (16) can be used to construct an
embedding diagram which produces a 3D visualization
of the appearance of the apparent horizon. An example
of this embedding for the traditional exponential data
set (A, s0, ηmax) = (9, 1, 5) can be seen in Figure 4. An
example for the negative amplitude wave (A, s0, ηmax) =
(−4, 1, 5) can be seen in Figure 5.
In general it is found that large positive values of A lead
to oblate shaped embeddings with small dimples at the
poles while large large negative values of the amplitude
parameter lead to prolate ellipsoids.
One can calculate an embedding of γ11 on the horizon
by setting dθ = 0 and equating the metric to a cylindrical
flat-space metric that is a function of (ρ, z). This leads
to the spatial portion of the metric being identified as
dσ2 =
[(
dz
dη
)2
+
(
dρ
dη
)2]
dη2+ρ2dϕ2 = γ11dη
2+γ33dϕ
2
which yields
ρ = fe2φ ;
dz
dη
=
√
eq+4φ f,η
2 − e2φ (2fφ,η + f,η)
These embeddings show that there are regions where
the radial distance ρ is a local minimum. The outermost
minimal radius leads to the formation of the outermost
trapped surface (apparent horizon). For the extreme am-
plitude A = 9 this form of the embedding is shown in
6Figure 6. Inside the black hole there is a second mini-
mal radius which is consistent with the horizon structure
picture shown in Figure 1. It should be noted that as
the amplitude A is increased the inner minimal surface
becomes smaller and smaller. However before it collapses
to zero (and therefore forming the so-called “bag of gold”
singularity) [13] a new minimal surface forms outside of
of the first. This means that a new apparent horizon
forms at a finite radius. A similar embedding diagram
is shown for the amplitude A = −4 in Figure 7. This
diagram is consistent with the prolate spheroid shown in
Figure 5. The structure of the interior of the black hole
is such that there is a region where the proper radius can
be much larger than that immediately outside of the ap-
parent horizon. In all cases no “bag of gold” singularity
is observed forming at the outermost minimal surface.
This type of singularity does not form in the interior of
any of the IVP black hole solutions.
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FIG. 6. Embedding diagram of γ11 on the apparent horizon
for various θ=constant zones of an extreme positive amplitude
(A = 9) Brill wave. Inset plot shows the embedding at the
equator
(
θ = pi
2
)
.
VI. THEORETICAL PREDICTIONS
A mathematical analysis of the dependence of the IVP
solution on the amplitude parameter A has been pre-
sented by O´ Murchadha in [11]. He deduces that A
should have a maximum and minimum value (A+ and
A−, respectively) for which the IVP has a solution, de-
termined in general by the shape of the specified q func-
tion. This arises due to Cantor and Brill’s inequality [5]
which must be satisfied for a conformal mapping to exist
(i.e. for φ to have a solution):∫
[8(∇u)2 +R(γ¯)u2]dv > 0
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FIG. 7. Embedding diagram of γ11 on the apparent horizon
for various θ=constant zones of an extreme negative ampli-
tude (A = −4) Brill wave. Inset plot shows the embedding at
the equator
(
θ = pi
2
)
.
for every non-zero function u with compact support.
Here γ¯ is the metric conformally related to γ (γ = e4φγ¯)
and R(γ) = 0. R(γ¯) can be crafted (with a large enough
positive or negative amplitude for q) to violate this in-
equality as it is the only term that is not strictly positive.
This means that there is a bounded parameter space
in A for which the Hamiltonian constraint (11) has a so-
lution given a specific profile for q. Outside those bounds
one expects that the numerical solver for φ will be unable
to converge as the apparent horizon that was present in
the sub-critical IVP has now moved out to infinity and
the spacetime then becomes undefined.
Furthermore it can be deduced, since A = 0 is neces-
sarily included in this parameter space (and flat space
has no apparent horizon present), that there must be a
region of small enough values of A for which there is no
apparent horizon present in the IVP. This would imply
the existence of a critical value of A for which an apparent
horizon first appears with almost fully trapped surfaces
present in the sub-critical cases. Indeed these phenom-
ena are observed in our IVP solutions, providing a nice
match with theory and a positive test of the numerical
code.
A. Tested forms of q
The numerical solver described above was tested on the
three q functions presented in equations (8), (9) and (10)
to determine if we could observe the parameter space
characterization as predicted by O´ Murchadha and de-
scribed above. More detailed figures and animations are
presented in [9], and we achieved the predicted parame-
ter space mapping for each of the functions. See Figure
710−4.3 −3.45
−3.7 −2.8 4.1 5.80
0
−4.6 10.40
(a)
(b)
(c)
No Sol’n.
No Sol’n.
No Sol’n. AH No App. Hor.
No App. Hor.
No App. Hor.
AH
AH
No Sol’n.
No Sol’n.
No Sol’n.
~8.8
A
A
A
AH
AH
AH
6.85
−3.8
FIG. 8. The parameter space mapping for the Brill wave amplitude A as it appears in three different functional forms for the
free data q. Equation (8) with s0 = 1 leads to the figure (a), equation (9), also with s0 = 1, to figure (b) and equation (10) to
figure (c). The mappings demonstrate that there is a small window of values for the amplitude of the initial wave for which
apparent horizons exist in solutions to the IVP. As the location of the apparent horizon moves outward toward infinity for the
absolute value of both positive and negative values of A, there is a critical value that determines whether or not a solution can
be obtained for the initial value problem.
8 for a depiction of the characterization of the changes
in the amplitude A and its affect on the solutions to the
IVP. As is typical of critical behaviour, as the values of
A− or A+ are approached large variations in the observed
horizon placement in η coordinates (which lead to expo-
nential exponential increases in the coordinate r) can be
seen; i.e. a small change in the amplitude A can cause a
horizon to move several orders of magnitude further out
in r coordinates.
In all cases we observe that there is indeed a criti-
cal value of A for which there is no numerical solution
if A < A−. Similarly there is a maximum value A+ be-
yond which the Hamiltonian constraint cannot be solved.
Therefore we do not observe a periodicity in the parame-
ter space as conjectured by [11]. This can be explained by
the positive definiteness of the hypersurface mass-energy.
As the critical values in the parameter space are ap-
proached apparent horizon formation “turns on”. Addi-
tionally the trapped surface topology “tips up” to even-
tually extending from θ = 0 to θ = pi2 . Once an appar-
ent horizon is present, increasing the value of |A| further
causes the horizon to migrate outwards in η coordinates,
eventually causing it to leave the numerical grid and move
off to infinity.
VII. PHYSICAL INTERPRETATION OF q
To understand the physical behaviour of changing the
amplitude A in the function q, and what positive and neg-
ative values of A mean, let us return to the notion that
the metric measures spacetime distances. From equation
(2), the vanishing of the shift vector on the initial hyper-
surface and the fact that ds2 = 0 for light rays we note
that the metric has the general form
α2dt2 = e4φ [Leq + P ] (18)
where L = L(f, fη, dη, dθ) and P = P (f, θ, dϕ). This
means that q is a cost function for relative motion of a
light ray in the η, θ plane versus spinning around ϕ (lines
of latitude).
In areas with large positive q (where the apparent hori-
zon has an oblate geometry), light rays will prefer motion
along lines of latitude to minimize the contribution from
L, which can be thought of as large relative curvature
impedance in the η and θ directions.
In areas of large negative q (i.e. prolate apparent hori-
zon geometry) light rays will prefer to move in the η, θ
plane to minimize the contribution of P , and therefore
avoid rotation about the axis of symmetry. This also
means that there is large relative curvature impedance
in the ϕ direction.
After we determine the relative cost of motion in these
directions by specifying q, the Hamiltonian constraint is
then solved for φ which provides the correct global scaling
factor so that equation (18) holds.
That there is a limit on the amplitude of q (as discussed
in the context of O´ Murchadha’s paper above) for which
a solution to φ exists, indicates that black holes formed
from a concentration of Brill waves are only so “strong”
8- i.e. there is a critical relative curvature impedance be-
tween the η, θ plane and ϕ that cannot be exceeded even
with a black hole of infinite extent.
VIII. CONCLUSION
We have discussed a numerical framework for con-
structing solutions to the Brill wave IVP, with a variety of
shapes and amplitudes for the free specified metric func-
tion. The solutions that were obtained have been com-
pared to theoretical work by O´ Murchadha and found to
be in agreement, as well as providing an insight into the
topology of trapped surfaces in the spacetime. A criti-
cal limit on the value of the amplitude appearing in the
function q of a Brill spacetime is also discussed, indicat-
ing that black holes have limits to their strengths.
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