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This work introduces various approaches to include connected three-body terms in unitary many-body theories, focusing
a representative example on the driven similarity renormalization group (DSRG). Starting from the least approximate
method—the linearized DSRG truncated to one-, two-, and three-body operators [LDSRG(3)]—we develop several
approximate LDSRG(3) models with reduced computational cost. Through a perturbative analysis, we motivate a
family of iterative LDSRG(3)-n and -n′ (n = 1, 2, 3, 4) methods that contain a subset of the LDSRG(3) diagrams.
Among these variants, the LDSRG(3)-2 scheme has the same computational complexity of coupled cluster theory with
singles, doubles, and triples (CCSDT), but it outperforms CCSDT in the accuracy of the predicted correlation energies.
We also propose and implement two perturbative triples corrections based on the linearized DSRG truncated to one-
and two-body operators augmented with recursive quadratic commutators [qDSRG(2)]. The resulting qDSRG(2)+(T)
approach matches the accuracy of the “gold-standard” coupled cluster theory with singles, doubles, and perturbative
triples model on the energetics of twenty-eight closed-shell atoms and small molecules.
I. INTRODUCTION
With recent advances to quantum computing, there has been
a revival of interest in nonperturbative electronic-structure the-
ories based on unitary transformations.1–7 In these methods,
the exact wave function Ψ is obtained from a normalized ref-
erence wave function Ψ0 via a unitary transformation Uˆ:
|Ψ〉 = Uˆ |Ψ0〉 = e Aˆ |Ψ0〉 . (1)
Here, the wave operator is written as an exponential of an anti-
Hermitian operator Aˆ = Tˆ−Tˆ†, parametrized using the coupled
cluster (CC) excitation operator Tˆ .8–10 Combining Eq. (1) and
the electronic Schödinger equation, we obtain the following
energy expression
E = 〈Ψ0 |e Aˆ† Hˆe Aˆ |Ψ0〉 = 〈Ψ0 |e−AˆHˆe Aˆ |Ψ0〉 , (2)
where Hˆ indicates the bare Born–Oppenheimer Hamiltonian.
The unitary transformedHamiltonian (H¯) can be expressed in a
connected form using the Baker–Campbell–Hausdorff (BCH)
formula:
H¯ ≡ e−AˆHˆe Aˆ
= Hˆ + [Hˆ, Aˆ] + 1
2!
[[Hˆ, Aˆ], Aˆ] + 1
3!
[[[Hˆ, Aˆ], Aˆ], Aˆ] + · · · .
(3)
Equations (2) and (3) highlight the advantages of unitary for-
malisms: the energy is both variational and size extensive.
Moreover, the transformed Hamiltonian is guaranteed to be
Hermitian, which is appealing when computing properties and
formulating multireference theories.
a)Electronic mail: bjyork0822@gmail.com
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However, Eq. (3) yields a non-terminating series that cannot
be evaluated unless both the operator Aˆ and the BCH series are
approximated. As in CC theory, Aˆ may be approximated by
truncating Tˆ to a given substitution level (typically 2–3 body),
which is often sufficient to recover correlation effects with
high accuracy. However, any truncation of the BCH series
[Eq. (3)] results in the energy not being strictly variational.
Nonetheless, a number of truncation schemes to the BCH
series have been proposed. Initial attempts in unitary CC
(UCC) theory kept only a finite number of nested commutators
based on a perturbative argument.11–14 Numerical results have
shown that four to six terms are necessary to achieve sub-mEh
accuracy compared to the numerical exact infinite series.15
An alternative truncation scheme has also been suggested by
Taube and Bartlett where the theory is formulated to be exact
for a given number of electrons.16
Another approach to approximating the BCH series is to
limit the many-body character of the nested commutators.
To this end, Yanai and Chan introduced the linear trunca-
tion scheme,17 where each single commutator in Eq. (3) is
truncated to contain at most i-body components:
[ · , Aˆ] ≈
i∑
k=0
[ · , Aˆ]k ≡ [ · , Aˆ]{i } . (4)
Here, we have introduced a compact notation to indicate the
k-body component of a commutator ([ · , Aˆ]k) and for the sum
of many-body components of a commutator up to order i
([ · , Aˆ]{i }). One of the simplest schemes in this family of ap-
proximations assumes that Aˆ ≈ Aˆ1+ Aˆ2 and [ · , Aˆ] ≈ [ · , Aˆ]{2},
which is referred as the L2SD approximation in the following.
Since both the bare Hamiltonian and each single commutator
contain at most two-body operators, only expressions for terms
resulting from [Oˆ, Aˆ]{2} need to be derived, assuming an arbi-
trary operator Oˆ of the form Oˆ = Oˆ1 + Oˆ2. Consequently, the
nested commutators in Eq. (3) can be computed recursively
and the cost of every step scales as O(N2ON2VN2G), where NO,
NV, and NG indicate the number of occupied, virtual, and
ar
X
iv
:2
00
5.
10
13
2v
1 
 [p
hy
sic
s.c
he
m-
ph
]  
20
 M
ay
 20
20
2general orbitals, respectively. This scaling is asymptotically
identical to that of CC with singles and doubles (CCSD)18, yet
the actual computational cost is roughly that of CCSD times
the number of nested commutators included in the BCH se-
ries. Numerical results show that the L2SD approach tends to
overestimate correlation energies and it is not appropriate for
computations aiming for high accuracy.19–21 One of its main
deficiency is the lack of connected triples excitations.
In the context of CC theory, multiple schemes have been
proposed to address the effects of triple excitations, which
can be classified into iterative and perturbative methods. The
most comprehensive approach is the CCSD with full triples
(CCSDT) model.22,23 The CCSDT energy is correct through
fourth order in perturbation theory, yet its high computational
complexity [O(N3ON5V)] practically limits its application only
to small molecules. Successful attempts have been made to
reduce the computational cost by approximating the CCSDT
equations.24–26 For example, the CCSDT-1 method of Bartlett
and co-workers includes only linear Tˆ3 terms in the wave func-
tion, yielding an asymptotic scaling of O(N3ON4V).24,25 Never-
theless, the CCSDT-1 scheme tends to overestimate the effect
of triples and the corresponding equations need to be solved
iteratively.25,27
Methods that include triples perturbatively avoid the itera-
tive procedure and perform only one O(N3ON4V) step after the
CCSD computation. The most widely used method in this
category is the CCSD(T) model.28,29 The (T) correction adds
several energy terms on top of the CCSD energy. Themost im-
portant one is already included in the [T] correction,25 which
considers fourth-order energy contributions due to triples us-
ing the CCSD converged Tˆ2 amplitudes. Like CCSDT-1, the
[T] correction usually exaggerates the correlation energy due
to triple excitations.25 To counterbalance this overestimation,
Raghavachari et al. consider a fifth-order energy term assum-
ing the use of a Hartree–Fock (HF) reference.28 It was later
realized that this term and an extra term (that vanishes in
the HF case) appear at the fourth-order energy for non-HF
references.30 Thus, these three terms define the (T) correction
in the most general way.
Inspired by the success of CCSD(T), significant effort
has been devoted to developing systematic procedures for
adding perturbative corrections to the CCSD energy. A sem-
inal perspective on CCSD(T) was given by Stanton,29 who
showed that the (T) correction may be derived by applying
Löwdin’s partitioning technique to the CCSD similarity trans-
formed Hamiltonian. This idea later led to the antisymmetric
CCSD(T) method of Crawford and Stanton31 and the equiva-
lentΛCCSD(T) method coined by Kucharski and Bartlett.32,33
In ΛCCSD(T), both the CCSD cluster and lambda amplitudes
determine the triples correction, with the latter obtained by
solving an additional set of iterative equations. Later develop-
ments of non-iterative triples include the completely renormal-
ized CCSD(T) of Piecuch and co-workers,34–36 the CCSD(2)
approach of Gwaltney et al.,37 the CCSD(2)T scheme of Hi-
rata et al.,38 and the CCSD(T-n) methods of Eriksen et al.39
We note that the original (T) correction is a special case of all
these approaches. Despite the fact that many well-established
methods exist to add connected triples in CC theory, to the best
of our knowledge, there are no studies that have extensively
explored the same issue in unitary theories.
Over the past few years, we have developed numerically ro-
bust multireference (MR) theories based on the unitary driven
similarity renormalization group (DSRG) approach.19,20,40 In
DSRG, a flow parameter is employed to systematically regular-
ize the divergences resulting from zeroth-order degeneracies
between the reference wave function and its excited configu-
rations. When the flow parameter goes to infinity, the single-
reference DSRG and UCC equations become equivalent. One
of the simple non-perturbative realizations of the DSRG em-
ploys the L2SD approximation, leading to the LDSRG(2)
scheme developed for both single-reference (SR) and mul-
tireference theories.19,20 A small benchmark of single-bond
dissociations shows that the MR-LDSRG(2) approach yields
small absolute errors along the potential energy curves.20,21
However, this high accuracy deteriorates considerably when
breakingmultiple bonds.21 It is thus important to developmore
accurate approximations and to go beyond the MR-LDSRG(2)
method. As an initial attempt towards this goal, we explore the
possibilities of introducing connected triples in the SR-DSRG
framework.
In this work, we consider connected triples from a “top–
down” perspective. We start by formulating a full-fledged
LDSRG(3) theory, where the L3SDT truncation scheme is
employed, that is, assuming Aˆ ≈ Aˆ1 + Aˆ2 + Aˆ3 and [ · , Aˆ] ≈
[ · , Aˆ]{3}. Unfortunately, the recursive evaluation of H¯3 in
LDSRG(3) scales as O(N3ON3VN3G), a cost significantly higher
than that of CCSDT. We then propose iterative models, des-
ignated as LDSRG(3)-n (n = 1, 2, 3, 4), obtained by trimming
the LDSRG(3) equations based on a perturbative assumption.
The simplest of these models, the LDSRG(3)-1 scheme, has
a computational complexity identical to that of CCSDT-1. To
further reduce the computational pre-factor and storage cost,
we also consider the possibilities of truncating the BCH ex-
pansion of H¯3. To formulate perturbative triples corrections,
we first define a pseudo-quadratic DSRG scheme [qDSRG(2)],
which accounts for the missing fourth-order terms in the L2SD
approximation. Next, we introduce (T) and [T]-like correc-
tions by approximating the fourth-order terms of the DSRG
Λ(T) energy functional. Computing the qDSRG(2)+(T)/[T]
energy has a cost that is the sum of the qDSRG(2) procedure
[iterative, O(N2ON4V) scaling] plus the evaluation of the per-
turbative triples corrections [non-iterative, O(N3ON4V) scaling].
The (T)/[T] DSRG corrections possess the same computa-
tional complexity of the (T) correction in CC theory, however,
due to the presence of more terms, they have a slightly higher
prefactor.
In the following section, we briefly review the DSRG ansatz
and describe various DSRG methods that include connected
triples. Then in Sec. III, we benchmark these DSRG meth-
ods on several closed-shell atoms and small molecules. The
results are compared against those obtained by CC and full
configuration interaction (FCI). In Sec. IV, we discuss some
prospects for generalizing the current formalisms to the MR-
DSRG framework.
3II. THEORY
A. Overview of the SR-DSRG theory
In this work, we restrict our study of higher excitations to
the case of a single Slater determinant reference wave function
Φ0. The molecular spin orbitals G ≡ {φp, p = 1, 2, . . . , NG}
are classified into sets of occupied (O) and virtual (V) orbitals
of size NO and NV, respectively. The occupied orbitals are
labeled by indices i, j, k, l, . . . , while virtuals are indicated
by a, b, c, d, . . . . We use indices p, q, r, s, . . . to label generic
orbitals. In the SR-DSRG theory, we choose Φ0 as the Fermi
vacuum and all operators are written in normal-ordered form
with respect to Φ0. For instance, the bare Hamiltonian is
expressed as:
Hˆ = E0 +
∑
pq
f qp {aˆpq } + 14
∑
pqrs
vrspq{aˆpqrs }, (5)
where E0 = 〈Φ0 |Hˆ |Φ0〉, f qp = 〈φp | fˆ |φq〉, and vrspq =
〈φpφq ||φrφs〉 are the reference energy, Fock matrix elements,
and antisymmetrized two-electron integrals, respectively. A
product of second-quantized operators is compactly written
as aˆpq...rs... = aˆ†p aˆ†q . . . aˆs aˆr and curly braces in Eq. (5) indicate
operator normal ordering.
The DSRG transformed Hamiltonian [H¯(s)] is given by
H¯(s) = e−Aˆ(s)Hˆe Aˆ(s), (6)
where s is the so-called flow parameter, defined in the range
[0,∞). The operator Aˆ(s) = Tˆ(s) − Tˆ†(s) is defined by an
s-dependent cluster operator Tˆ(s). As in CC theory, Tˆ(s) is
expanded as a sum of k-body operators [Tˆk(s)]:
Tˆ(s) =
n∑
k=1
Tˆk(s), (7)
Tˆk(s) = 1(k!)2
∑
i j · · ·
∑
ab · · ·
ti j · · ·
ab · · ·(s){aˆab · · ·i j · · · }, (8)
where n can be as large as the total number of electrons. The
DSRG transformedHamiltonian [H¯(s)] is the sum of the corre-
lated DSRG energy, H¯0(s) = 〈Φ0 |H¯(s)|Φ0〉, and contributions
from k-body operators [H¯k(s)]:
H¯(s) = H¯0(s) +
∑
k=1
H¯k(s), (9)
H¯k(s) = 1(k!)2
∑
pqrs · · ·
H¯pq · · ·rs · · · (s){aˆrs · · ·pq · · ·}. (10)
The DSRG cluster amplitudes are determined by the
DSRG flow equation, which consists of a set of many-body
conditions:19,41
H¯i j · · ·
ab · · ·(s) = r i j · · ·ab · · ·(s), i j ∈ O, ab ∈ V. (11)
The residual r i j · · ·
ab · · ·(s) is parameterized in such a way to achieve
smooth interpolation between two limits: i) H¯(s) = Hˆ when
s = 0 and ii) H¯i j · · ·
ab · · ·(s) = 0 when s → ∞. One way to satisfy
these requirements is with the following form of r i j · · ·
ab · · ·(s):19
r i j · · ·
ab · · ·(s) ≡ [H¯i j · · ·ab · · ·(s) + ∆i j · · ·ab · · ·ti j · · ·ab · · ·(s)]e−s(∆
i j ···
ab···)2, (12)
where ∆i j · · ·
ab · · · = i + j + · · · − a − b − · · · is a Møller–
Plesset denominator defined by the canonical orbital energies
p = f
p
p . At this point, the DSRG amplitudes can be solved
using Eqs. (11) and (12) with all instances of H¯(s) replaced by
the BCH expansion [Eq. (3)] written in terms of Hˆ and Tˆ(s).
From another perspective, it is easy to see that H¯i j · · ·
ab · · ·(s)
correspond to the couplings between |Φ0〉 and the excited
determinant |Φab · · ·i j · · · 〉 = {aˆab · · ·i j · · · } |Φ0〉:
〈Φab · · ·i j · · · |H¯(s)|Φ0〉 = 〈Φ0 |{aˆi j · · ·ab · · ·}H¯(s)|Φ0〉 = H¯i j · · ·ab · · ·(s),
(13)
where we have used Wick’s theorem and the fact that
〈Φab · · ·i j · · · |Φ0〉 = 0. Therefore, Eqs. (11) and (12) define a sys-
tematic way to zero the coupling between Φ0 and its excited
configurations. For a finite value of s, only those |Φab · · ·i j · · · 〉 with
corresponding denominator |∆i j · · ·
ab · · · | > s−1/2 are decoupled
fromΦ0. In thisway, theDSRGansatz avoids the intruder-state
problem caused by small energy denominators. For brevity,
in the following text we will drop the label “(s)” for all s-
dependent quantities.
B. Linear truncation schemes: LDSRG(n)
We now introduce approximations to the DSRG equations
and develop a systematically improvable hierarchy containing
up to n-body terms. For convenience, we list all the acronyms
used in this work in Table I. Following CC theory, we first
separate approximate schemes by the level of truncation of the
cluster operator [see Eq. (7)]. We indicate approximate DSRG
schemes containing up to n-body substitution operators with
the notation DSRG(n). For example, the DSRG(2) assumes
Tˆ ≈ Tˆ{2} and, for consistency with the amplitude conditions
[Eq. (12)], the similarity transformed Hamiltonian is approx-
imated as H¯ ≈ H¯{2}. Here, we use the shorthand notation
Oˆ{n} ≡ ∑nk=0 Oˆk to indicate a generic operator Oˆ truncated
to n-body operators. We also denote truncated cluster opera-
tors as Tˆ{n} ≡ ∑nk=1 Tˆk and Aˆ{n} ≡ Tˆ{n} − Tˆ†{n}. In the limit
of s → ∞, the DSRG(n) theory is equivalent to UCC with
singles, doubles, . . . , up to n-tuple excitations.
Second, we classify truncated schemes according to the ap-
proximation of the nested commutators in the BCH series. In
the linear i-body approximation [Eq. (4)], every single com-
mutator contains at most i-body term. Thus, the transformed
Hamiltonian that includes (k + 1)-nested commutator [Oˆk+1{i } ]
can be computed recursively:
Oˆk+1{i } = Oˆ
k
{i } +
1
k + 1
[Oˆk{i } − Oˆk−1{i } , Aˆ]{i }, k = 1, 2, 3, . . .
(14)
starting from Oˆ0 = Hˆ and Oˆ1{i } = Hˆ + [Hˆ, Aˆ]{i }. This
many-body truncation scheme can be extended beyond the
4TABLE I. Summary of the acronyms used in this work.
Acronym Description
CEPA0 coupled electron pair approximation variant zero
CC coupled cluster theory
CCSD CC with singles and doubles
CCSD(T) CCSD with perturbative triples
CCSDT CCSD with full triples
CCSDT-1 CCSD with linearized triples
CC3 approximate CC triples model
UCC unitary coupled cluster theory
UCCSD UCC with singles and doubles
UCCSDT UCCSD with full triples
DSRG driven similarity renormalization group
DSRG(n) DSRG truncated to n-tuple excitations
LDSRG(n) DSRG(n) with the n-body linear commutator approximation
LDSRG(2*) LDSRG(2) with three-body corrections [Eqs. (19) and (20)]
qDSRG(2) LDSRG(2) with recursive quadratic commutators [Eq. (18)]
LDSRG(3)-n LDSRG(3) truncated to (n + 3)-order terms based on Hˆ (0)Fock
LDSRG(3)-n′ LDSRG(3) truncated to (n + 3)-order terms based on Hˆ (0)Fink
LDSRG(3;Ck) LDSRG(3) with 3-body terms truncated to k-nested commutators
[T] perturbative triples defined by Eq. (34)
(T) perturbative triples defined by Eq. (40)
linear commutator level. For instance, the quadratic i-body
approximation of Neuscamman et al. assumes [[ · , Aˆ], Aˆ] ≈
[[ · , Aˆ], Aˆ]{i },42 where [ · , Aˆ] is computed exactly.
TABLE II. Terms included in the L2SD truncation scheme that arise
from the commutator [Oˆ{2}, Tˆ{2}]{2} . Einstein convention of sum-
mation over repeated indices is assumed. The index permutation
operator is indicated by Pˆ(p/q){qˆp qˆq} = {qˆp qˆq} − {qˆq qˆp}, where
qˆ is a generic second-quantized operator (aˆ† or aˆ).
Term Expression Cost
0-1 +Oa
i
tia NONV
0-2 + 14O
ab
ij
ti j
ab
N2ON
2
V
1-1a +Oap tia{aˆpi } NONVNG
1-1b −Op
i
tia{aˆap} NONVNG
1-2 +Ob
j
ti j
ab
{aˆa
i
} N2ON2V
1-3 +Oqa
pi
tia{aˆpq } NONVN2G
1-4a + 12O
ab
r j
ti j
ab
{aˆri } N2ON2VNG
1-4b − 12O
pb
ij
ti j
ab
{aˆap} N2ON2VNG
2-1a + 14P(p/b)Oap t
i j
ab
{aˆpb
ij
} N2ON2VNG
2-1b − 14P(q/ j)O
q
i
ti j
ab
{aˆab
qj
} N2ON2VNG
2-2a + 14P(r/i)Oarpq tia{aˆ
pq
ir
} NONVN3G
2-2b − 14P(p/a)Orspi tia{aˆ
pa
rs } NONVN3G
2-3a + 18O
ab
pq t
i j
ab
{aˆpq
ij
} N2ON2VN2G
2-3b + 18O
pq
ij
ti j
ab
{aˆabpq} N2ON2VN2G
2-3c + 14P(p/b)P(q/ j)O
aq
ip
ti j
ab
{aˆpb
qj
} N2ON2VN2G
The LDSRG(2) approach has been introduced in Ref. 19 and
extended to the multireference formalism.20 The LDSRG(2)
equations are very simple and they are reproduced in Ta-
ble II. Note that we only need to derive the expressions for
[Oˆ{2}, Tˆ]{2} because of the recursive algorithm to evaluate H¯
[Eq. (14)] and the fact that [Oˆk{2}, Aˆ] = [Oˆk{2}, Tˆ] + [Oˆk{2}, Tˆ]†.
In the LDSRG(2), the most expensive terms are those from the
commutator [Oˆ2, Tˆ2]2 (terms 2-3 in Table II), which scale as
O(N2ON2VN2G). Although this cost is similar to that of CCSD
[O(N2ON4V)], this term must be evaluated for each step in the
recursive computation of H¯.
TABLE III. Terms included in the L3SDT scheme that arise from
the commutator [Oˆ{3}, Tˆ{3}]{3} . The terms included in the L2SD
are not shown. Einstein convention of summation over repeated
indices is assumed. The index permutation operator is indicated
by Pˆ(p/q){qˆp qˆq} = {qˆp qˆq} − {qˆq qˆp} and Pˆ(p/rs){qˆp qˆr qˆs} =
{qˆp qˆr qˆs} − {qˆr qˆp qˆs} − {qˆs qˆr qˆp}, where qˆ is a generic second-
quantized operator (aˆ† or aˆ).
Term Expression Cost
0-3 + 136O
abc
ijk
ti jk
abc
N3ON
3
V
1-5 + 14O
bc
jk
ti jk
abc
{aˆa
i
} N3ON3V
1-6 + 14O
qab
pij
ti j
ab
{aˆpq } N2ON2VN2G
1-7a + 112O
abc
pjk
ti jk
abc
{aˆp
i
} N3ON3VNG
1-7b − 112O
pbc
ijk
ti jk
abc
{aˆap} N3ON3VNG
2-4 + 14O
c
k
ti jk
abc
{aˆab
ij
} N3ON3V
2-5a + 18P(p/i)O
pc
jk
ti jk
abc
{aˆab
pi
} N3ON3VNG
2-5b − 18P(p/a)Obcpk t
i jk
abc
{aˆpa
ij
} N3ON3VNG
2-6 + 14O
rsa
pqi
tia{aˆpqrs } NONVN4G
2-7a + 18P(r/i)Orabpqj t
i j
ab
{aˆpq
ri
} N2ON2VN3G
2-7b − 18P(p/a)O
qrb
pij
ti j
ab
{aˆpaqr } N2ON2VN3G
2-8a + 124O
abc
pqk
ti jk
abc
{aˆpq
ij
} N3ON3VN2G
2-8b + 124O
pqc
ijk
ti jk
abc
{aˆabpq} N3ON3VN2G
2-8c + 116P(p/a)P(q/i)O
qbc
pjk
ti jk
abc
{aˆpa
qi
} N3ON3VN2G
3-1a + 136P(p/ab)Ocpt
i jk
abc
{aˆpab
ijk
} N3ON3VNG
3-1b − 136P(p/i j)O
p
k
ti jk
abc
{aˆabc
pij
} N3ON3VNG
3-2a − 136P(pq/a)P(r/i j)Orbpq t
i j
ab
{aˆpqa
ri j
} N2ON2VN3G
3-2b + 136P(p/ab)P(qr/i)O
qr
pj
ti j
ab
{aˆpab
qri
} N2ON2VN3G
3-3a + 172P(pq/i)O
pq
jk
ti jk
abc
{aˆabc
pqi
} N3ON3VN2G
3-3b + 172P(pq/a)Obcpq t
i jk
abc
{aˆpqa
ijk
} N3ON3VN2G
3-3c + 136P(p/ab)P(q/i j)O
qc
pk
ti jk
abc
{aˆpab
qij
} N3ON3VN2G
3-4a + 136P(st/i)Ostapqr tia{aˆ
pqr
sti
} NONVN5G
3-4b − 136P(pq/a)Orstpqi tia{aˆ
pqa
rst } NONVN5G
3-5a + 172P(s/i j)Osabpqr t
i j
ab
{aˆpqr
si j
} N2ON2VN4G
3-5b + 172P(p/ab)O
qrs
pi j
ti j
ab
{aˆpabqrs } N2ON2VN4G
3-5c + 136P(pq/a)P(rs/i)Orsbpqj t
i j
ab
{aˆpqa
rsi
} N2ON2VN4G
3-6a + 1216O
abc
pqr t
i jk
abc
{aˆpqr
i jk
} N3ON3VN3G
3-6b − 1216O
pqr
i jk
ti jk
abc
{aˆabcpqr } N3ON3VN3G
3-6c − 172P(pq/a)P(r/i j)Orbcpqk t
i jk
abc
{aˆpqa
ri j
} N3ON3VN3G
3-6d + 172P(p/ab)P(qr/i)O
qrc
pjk
ti jk
abc
{aˆpab
qri
} N3ON3VN3G
Continuing on this route, the simplest way to introduce triple
excitations is via the linearized truncation scheme (L3SDT),
5defined by Tˆ ≈ Tˆ{3} and the commutator approximation
[ · , Aˆ] ≈ [ · , Aˆ]{3}. As shown in Table III, the resulting
LDSGR(3) equations include a number of additional terms
compared to the LDSRG(2). An inspection of these expres-
sions reveals that computing [Oˆ3, Tˆ3]3 (terms 3-6 in Table III)
scales as O(N3ON3VN3G), a cost that is significantly higher than
that of CCSDT [O(N3ON5V)]. In fact, the asymptotic scaling of
LDSRG(n) is O(NnONnVNnG), which in comparison to CC with
n-tuple excitations becomes significantly more costly when
n > 2. Note that the high computational cost of LDSRG(n) is
a direct consequence of using a unitary ansatz [Eq. (3)], which
also affects UCC theories. For example, Fig. 1(a) shows an an-
tisymmetrizedGoldstone diagram that arises from the 4-nested
commutator and contributes to both LDSRG(3) and unitary
CCSDT (UCCSDT) theories. This term scales as O(N3ON6V)
and requires forming an intermediate of size NON5V.
a
b
i j
(a) (b)
j i
b
a
Tˆ3 Tˆ2 Tˆ2
Tˆ2
Tˆ †3
Tˆ †3
Tˆ †2
Hˆ2
Hˆ2
FIG. 1. Antisymmetrized Goldstone skeleton diagrams for (a) one
of the O(N3ON6V) terms found in UCCSDT and (b) one of the O(N6V)
terms found in UCCSD. Open lines are labeled with occupied or
virtual indices.
C. Iterative approximations to the LDSRG(3)
1. Approximate triples methods: LDSRG(3)-n and
LDSRG(3)-n′ (n = 1, 2, 3, 4)
To obtain a more affordable iterative triples method, we now
consider methods which include a subset of the LDSRG(3)
terms reported in Table III. In order to decide which terms to
retain, we use perturbation theory to assign an order to each
contribution. Specifically, we consider two types of zeroth-
order Hamiltonians. The first choice contains the diagonal
blocks of the Fock operator:
Hˆ(0)Fock = E0 +
∑
i j
f ji {aˆij} +
∑
ab
f ba {aˆab}, (15)
and the first-order Hamiltonian is then given by Hˆ(1)Fock =
Hˆ − Hˆ(0)Fock. If we do not assume a HF reference wave function,
both Tˆ1 and Tˆ2 are first-order quantities, while Tˆ3 enters at
second order in the perturbation. We also recognize that the
three-body intermediates in LDSRG(3) first appear at second
order, resulting from [Hˆ(1)Fock, Aˆ2]3. An order-by-order perturba-
tive analysis shows that the L3SDT approximation introduces
errors to the fifth-order energy due to the lack of induced four-
body interactions. Overall, the LDSRG(3) energy is complete
through fourth order and the wave function is exact through
second order.
Another zeroth-order Hamiltonian considered here is Fink’s
retaining-excitation Hamiltonian:43
Hˆ(0)Fink = Hˆ
(0)
Fock +
1
4
∑
i jkl
vkli j {aˆi jkl} +
1
4
∑
abcd
vcdab{aˆabcd }
+
1
4
∑
i j
∑
ab
v
jb
ia
(
{aˆiajb} − {aˆaijb} − {aˆiab j} + {aˆaib j}
)
.
(16)
When applied to a determinant with k excited electrons (with
respect to the reference), Hˆ(0)Fink does not change its excitation
level. It can be shown that the perturbation orders of Tˆ1,
Tˆ2, and Tˆ3 using Hˆ(0)Fink are identical to those obtained with
Hˆ(0)Fock. However, the three-body intermediates associated with
the operators {aˆi jk
abl
}, {aˆabl
i jk
}, {aˆi jd
abc
}, {aˆabc
ijd
} become first-
order quantities due to contractions of [Hˆ(0)Fink, Aˆ2]3. Conse-
quently, quadruple excitations Tˆ4 appear at the second order of
perturbation, ignoring which yields errors to the fourth-order
energy. Nonetheless, Fink’s Hamiltonian contains an impor-
tant subset of two-electron integrals (e.g., vi ji j and v
ia
ia ) that are
larger in magnitude than the vabij type integrals.
We now classify the LDSRG(3) terms (Table III) according
to their lowest order contribution to the energy. This order of
perturbation is calculated as the sum of three components:
i) the lowest order of the intermediate Oˆ, ii) the order of
cluster operator Tˆ , and iii) the number of additional operators
Aˆk (k = 1, 2) needed to close the corresponding diagram of
[Oˆ, Tˆ]. For example, term 2-4, 14Ock ti jkabc{aˆabij }, contributes
to the fourth-order energy because Oc
k
can be a first-order
quantity and ti jk
abc
is of second-order, and one Tˆ†2 is required to
be fully contracted. As such, theLDSRG(3) terms yield fourth-
through eighth-order energies, suggesting a sequence of levels
of theories. We thus introduce the LDSRG(3)-n (n = 1, 2, 3, 4)
methods by including those terms in Table III that contribute
to the (n + 3)-order energy in perturbation theory based on
Hˆ(0)Fock [Eq. (15)]. The LDSRG(3)-n
′ theories are defined in a
similar way except that Hˆ(0)Fink [Eq. (16)] is used instead.
Figure 2 shows the diagrams considered in the LDSRG(3)-1
ansatz that contribute to the commutator [Oˆ, Tˆ]. An inspec-
tion of these diagrams suggests that the overall scaling of
LDSRG(3)-1 is O(N3ON4V), resulting from terms 2-5, 2-6, 2-7,
and 3-2. Note that this cost is identical to that of the CCSDT-
124,25 and CC326 methods. The LDSRG(3)-1 scheme requires
storing a three-body intermediate of size N2ON
4
V (see terms 2-7
and 3-2), a significant advantage over the LDSRG(3) theory
(N6G storage cost). In Fig. 3, we present the additional dia-
grams included in the LDSRG(3)-1′ scheme. In comparison
to LDSRG(3)-1, the computational cost is now dominated by
term 3-5 [O(N3ON5V)], while the storage cost remains the same.
We can continue this route and obtain the LDSRG(3)-2
(and -2′) theory by including fifth-order terms. The resulting
diagrams are plotted in Figs. 4 and 5. Note that the three-body
intermediate is now of size NON5V for both approaches (see
terms 2-6, 2-7, 2-8, 3-4, 3-5 of Fig. 4). The computational cost
for LDSRG(3)-2 scales as O(N3ON5V), while for LDSRG(3)-2′
it is O(N4ON5V).
60-3 1-5 1-6 1-6
3-1 3-2 3-2 3-2
2-4 2-5 2-6 2-6 2-7
FIG. 2. Antisymmetrized Goldstone skeleton diagrams of LDSRG(3)
that affect the fourth-order energy based on Hˆ(0)Fock or Hˆ
(0)
Fink. Here,
we use wiggly lines to indicate the intermediate Oˆ for each level of
nested commutator in the BCH expansion, while Tˆ is indicated by
horizontal solid lines. Note that multiple diagrams may contribute to
the same algebraic term labeled in Table III. For example, the three
3-2 diagrams come from terms 3-2a and 3-2b in Table III.
3-53-4 3-4 3-5
3-2 3-2 3-3 3-3
1-6 1-7 2-6 2-7 2-7
FIG. 3. Antisymmetrized Goldstone skeleton diagrams of LDSRG(3)
that affect the fourth-order energy based on Hˆ(0)Fink or fifth-order energy
based on Hˆ(0)Fock. See the caption of Fig. 2 for details.
3-5 3-5 3-5 3-5
3-4 3-4 3-53-3 3-4
3-22-7 2-7 2-8 2-8
2-5 2-6 2-6 2-6 2-7
FIG. 4. Antisymmetrized Goldstone skeleton diagrams of LDSRG(3)
that affect the fifth-order energy based on Hˆ(0)Fock or Hˆ
(0)
Fink. See the
caption of Fig. 2 for details.
Including sixth and higher-order terms leads to formulations
that require identical computational resources as the complete
2-8 2-8 3-4 3-6
FIG. 5. Antisymmetrized Goldstone skeleton diagrams of LDSRG(3)
that affect the fifth-order energy based on Hˆ(0)Fink or sixth-order energy
based on Hˆ(0)Fock. See the caption of Fig. 2 for details.
LDSRG(3) theory. As such, no practical benefits are gained to
employ the LDSRG(3)-3 and -4 methods. For completeness,
we report these higher-order diagrams in the Supplementary
Material. The computational and storage cost of all DSRG
methods are summarized in Table IV. Note that all the variants
of LDSRG(3) have a storage cost that is equal or higher than
that of CCSDT [O(N3ON3V)].
TABLE IV. Computational and storage costs (in big O notation) of
all LDSRG(3) variants considered in this work.
Original Truncated H¯3 [Eq. (17)]
Method comput. storage comput. storage
LDSRG(3)-1 N3ON
4
V N
2
ON
4
V N
3
ON
4
V N
3
ON
3
V
LDSRG(3)-1′ N3ON
5
V N
2
ON
4
V N
4
ON
4
V N
3
ON
3
V
LDSRG(3)-2 N3ON
5
V NON
5
V N
3
ON
5
V N
3
ON
3
V
LDSRG(3)-2′ N4ON
5
V NON
5
V N
3
ON
5
V N
3
ON
3
V
LDSRG(3) N3ON
6
V N
6
V N
4
ON
5
V N
2
ON
4
V
2. Three-body intermediates truncation
In this section, we investigate how truncating the BCH ex-
pansion affects the energy in the LDSRG(3) framework. This
approximation is motivated by observing that the O(N3ON6V)
terms of LDSRG(3) [e.g., Fig. 1(a)] first appear at the 4-nested
commutator. If the BCH series can be terminated early with-
out losing much accuracy, we can not only derive a closed
form of the energy and amplitudes, but potentially lower the
computational scaling and storage costs (see Table IV).
Previous work on unitary CCSD (UCCSD) has shown that
four nested commutators are necessary to reach sub-mEh
accuracy.15 Here, we expect a faster convergence to chemi-
cal accuracy due to smaller energy contributions from triples.
To this end, we approximate H¯3 by terminating the BCH series
at m-nested commutators (m = 1, 2, 3, 4). For example, when
m = 2, H¯3 is given by
H¯3 ≈ [Hˆ, Aˆ{3}]3 + 12 [[Hˆ, Aˆ{3}]{3}, Aˆ{3}]3. (17)
In the following, we denote the LDSRG(3) with H¯3 truncated
at the m-nested commutator as LDSRG(3;Cm). Note that H¯1
and H¯2 are not explicitly truncated here, but they are implicitly
affected due to the recursive L3SDT algorithm.
Table V shows the error of terminating the BCH series for
H¯3 in the LDSRG(3)-1 scheme. In general, the error reduces an
7TABLE V. Statistics of energy deviations (in mEh) from the
LDSRG(3)-1/6-31G values for terminating its BCH expansion at the
m-nested commutator (m = 1, 2, 3, 4) for H¯3. Statistics were cal-
culated among twenty-eight small closed-shell atoms and molecules
(see Sec. III). The flow parameter is set to s = 103 E−2h .
Statistics 1 2 3 4
Mean signed error 1.922 0.279 −0.039 −0.006
Mean absolute error 1.922 0.279 0.039 0.006
Standard deviation 2.106 0.855 0.144 0.029
order of magnitude when an extra nested commutator is con-
sidered. A large 1.92 mEh mean absolute error (MAE) is ob-
served when we keep only the linear term [e.g., H¯3 ≈ [Hˆ, Aˆ2]3
for LDSRG(3)-1]. The truncation error becomes essentially
negligible if the BCH formula is terminated at the four-nested
commutator term. Since we aim to achieve sub-chemical ac-
curacy with the LDSRG(3) theory, it is already sufficient to
keep only the linear and quadratic terms of H¯3, as shown in
Eq. (17). Other LDSRG(3;C2) variants also yield sub-mEh er-
ror [e.g., MAE = 0.21 mEh for LDSRG(3;C2)-2] with respect
to the corresponding untruncated approaches.
D. Perturbative approximations to the LDSRG(3)
1. qDSRG(2) and LDSRG(2*)
One of the major goals in this work is to propose a practical
perturbative triples correction to the unitary DSRG(2) formal-
ism. However, the strategy of adding (T) corrections on top of
CCSD cannot be directly applied to the LDSRG(2) approach
because the latter neglects some important fourth-order en-
ergy terms. Numerical evidence (see Sec. III) shows that these
missing terms cause the LDSRG(2)method to overestimate the
correlation energy and yield energies that are closer to FCI,
similar to the case of the coupled electron pair approximation
(CEPA).44,45
To address this issue, we consider approximate methods that
account for the missing fourth-order terms in the LDSRG(2)
Hamiltonian. The strategy we follow in this work is to take the
LDSRG(3)-n and LDSRG(3)-n′ methods in their lowest order
approximation (n = 1) and ignore the contributions due to the
three-body amplitudes. The scheme that offers the best com-
promise between accuracy and cost is based on the LDSRG(3)-
1 (with Tˆ3 = 0), which we refer to as pseudo-quadratic
DSRG(2) [qDSRG(2)]. This method includes only terms 1-
6, 2-6, 2-7, and 3-2 in Fig. 2, where the one- and two-body
terms contribute to the non-diagonal part of the Hamiltonian
(particle-hole excitations). As a result, the qDSRG(2) scheme
possesses the same asymptotic scaling as the LDSRG(2). The
qDSRG(2) can be easily implement by adding the following
recursive contributions to the original LDSRG(2):
Oˆk+2{2} ←
k!
(k + 2)! [[Oˆ
k
{2}, Aˆ2]3, Aˆ{2}]{2}︸                                 ︷︷                                 ︸
LDSRG(3)-1
, k = 0, 1, 2, . . . .
(18)
The qDSRG(2) scheme is analogous to the quadratic commuta-
tor approximation described by Neuscamman et al. in the con-
text of canonical transformation theory.42 However, quadratic
canonical transformation theory includes all the diagrams that
arise in the double commutator, unlike the qDSRG(2) approach
that uses only a smaller subset.
We also investigate an alternative approach, termed
LDSRG(2*), based on the LDSRG(3:C2)-1′ approximation
(imposing Tˆ3 = 0). In this scheme, we add two extra one-shot
corrections to the recursive commutator terms, which are in
turn propagated by the linear recursive algorithm to higher-
nested commutators. Thus, the LDSRG(2*) scheme is defined
by adding the following to the LDSRG(2) Hamiltonian,
Oˆ2{2} ←
1
2
[[Hˆ, Aˆ2]3, Aˆ{2}]{2}︸                    ︷︷                    ︸
LDSRG(3;C2)-1′
, (19)
Oˆ3{2} ←
1
6
[[[Hˆ, Aˆ{2}]{3}, Aˆ{2}]3, Aˆ{2}]{2}︸                                    ︷︷                                    ︸
LDSRG(3;C2)-1′
. (20)
We find that the LDSRG(3;C2)-1′ model provides a good ap-
proximation to higher order methods such as the LDSRG(3)-2
while requiring fewer additional diagrams. As shown in Table
VI, the accuracy of the LDSRG(3;C2)-2 is well reproduced by
the LDSRG(3;C2)-1′ with small errors (< 0.01 mEh on aver-
age), thus, it justifies the use of the latter approximation in the
definition of the LDSRG(2*) scheme. The closed-form expres-
sions of Eqs. (19) and (20) in LDSRG(2*) can be found in the
Supplementary Material. We point out that the LDSRG(2*)
theory scales as O(N6V) due to the diagram shown in Fig. 1(b),
and therefore, it is impractical for routine use. However, a
comparison with the qDSRG(2) results in Sec. III shows that
such expensive terms can be safely neglected without compro-
mising the accuracy. Therefore, the less expensive qDSRG(2)
scheme is the preferred way to add fourth-order terms.
TABLE VI. Energy deviations (in mEh) from the FCI/6-31G values
for various LDSRG(3;C2) variants with Tˆ3 = 0 and s = 103 E−2h .
Statistics were calculated among twenty-eight closed-shell atoms and
molecules listed in Sec. III.
Statistics -1 -1′ -2 CCSD
Mean signed errora 4.863 4.491 4.487 4.468
Standard deviation 5.543 5.204 5.205 5.006
a Mean absolute error is found to be identical as the mean signed error.
2. DSRG Λ(T) correction
In order to formulate a (T) correction for the DSRG,
we follow the approach of Kucharski and Bartlett to define
the ΛCCSD(T) method.32 First, consider the LDSRG(3) La-
grangian:
LLDSRG(3) = H¯0 +
3∑
k=1
1
(k!)2
∑
τk
λτk
(
H¯τk − rτk
)
, (21)
8where H¯ is LDSRG(3) transformed Hamiltonian and λτk are
the Lagrange multipliers for the corresponding amplitude con-
ditions, H¯τk − rτk = 0. For brevity, τk denotes a set of indices
with k occupied and k virtual labels. For example, the com-
plete expression for τ2 is∑
τ2
λτ2
(
H¯τ2 − rτ2
) ≡∑
i j
∑
ab
λabij
(
H¯i j
ab
− r i j
ab
)
. (22)
Next, we isolate the Aˆ3 contributions to the Lagrangian
from those of Aˆ1 + Aˆ2. Specifically, we write the LDSRG(3)
transformed Hamiltonian as a sum of the terms involving only
Aˆ1 and Aˆ2 (H¯[t1,2]) plus a remainder (H¯[t1,2,3]):
H¯ = H¯[t1,2] + H¯[t1,2,3]. (23)
The H¯[t1,2] term can be further approximated using either
qDSRG(2) or LDSRG(2*). In the following, we shall always
take qDSRG(2) as an example, however, the perturbative anal-
ysis also holds for LDSRG(2*). The qDSRG(2) introduces
energy errors in the fifth order of perturbation and errors to
the cluster amplitudes in the fourth order, so that we can write
H¯[t1,2] = H¯[qDSRG(2)] + O(δH¯(5)0 , δH¯(4)1 , δH¯(4)2 ), (24)
where δH¯(4)1 and δH¯
(4)
2 indicate one- and two-body fourth-order
correction terms, respectively.
Now we address perturbative triples corrections on top of
qDSRG(2). Following Kucharski and Bartlett,32 we assign
each quantity a generalized perturbation order (indicated with
a superscript surrounded by square brackets), which provides
a way to conduct a perturbation theory analysis even to quan-
tities that do not have a well-defined order. For example, the
qDSRG(2) amplitudes are considered to be generalized first-
order quantities:
Aˆ[1]
k
= Aˆk[qDSRG(2)], k = 1, 2, (25)
as well as the qDSRG(2) Lagrange multipliers
λ
[1]
τk = λτk [qDSRG(2)], k = 1, 2. (26)
The Aˆ3 amplitudes and λτ3 are considered as second-order
quantities, which can be easily verified using the k = 3 term
of Eq. (21). In the following, we choose Hˆ(0) ≡ Hˆ(0)Fock as
the zeroth-order Hamiltonian in order to obtain a compact
and non-iterative set of working equations. The lowest-order
perturbative triples corrections to the qDSRG(2) energy appear
in the fourth-order Lagrangian terms of the LDSRG(3) theory:
E[4]
Λ(T) = H¯
[4]
0 [t1,2,3]
+
2∑
k=1
1
(k!)2
∑
τk
λ
[1]
τk H¯
[3]
τk [t1,2,3]
(
1 − e−s∆2τk
)
+
1
36
∑
i jk
∑
abc
λ
abc,[2]
i jk
(
H¯i jk,[2]
abc
− r i jk,[2]
abc
)
. (27)
In Eq. (27), H¯[4]0 [t1,2,3] is the direct energy contribution due
to contractions of Aˆ[2]3 with Aˆ
[1]
1,2 and the Hamiltonian:
H¯[4]0 [t1,2,3] =
1
2
[[Hˆ(0), Aˆ[2]3 ], Aˆ[2]3 ]0
+
1
2
[[Hˆ(1), Aˆ[1]2 ], Aˆ[2]3 ]0 +
1
2
[[Hˆ(1), Aˆ[2]3 ], Aˆ[1]1,2]0
+
1
6
[[[Hˆ(0), Aˆ[2]3 ], Aˆ[1]1,2], Aˆ[1]1,2]0
+
1
6
[[[Hˆ(0), Aˆ[1]1,2], Aˆ[2]3 ], Aˆ[1]1,2]0, (28)
where we have excluded the term 16 [[[Hˆ(0), Aˆ[1]1,2], Aˆ[1]1,2], Aˆ[2]3 ]0,
which is null for Hˆ(0) = Hˆ(0)Fock. The second term of Eq. (27)
collects the one- and two-body lambda contributions con-
tractedwith third-order one- and two-bodyDSRGHamiltonian
H¯[3]1,2[t1,2,3], given by
H¯[3]1,2[t1,2,3] = [Hˆ(1), Aˆ[2]3 ]1,2 +
1
2
[[Hˆ(0), Aˆ[1]1,2], Aˆ[2]3 ]1,2
+
1
2
[[Hˆ(0), Aˆ[2]3 ], Aˆ[1]1,2]1,2. (29)
The last term of Eq. (27) vanishes when the Aˆ[2]3 amplitudes
satisfy the DSRG equation [see Eqs. (11) and (12)]:
H¯i jk,[2]
abc
=
(
H¯i jk,[2]
abc
+ ∆
i jk
abc
ti jk,[2]
abc
)
e−s(∆
i jk
abc
)2 . (30)
Here, the second-order three-body Hamiltonian is given by
H¯[2]3 = [Hˆ(0), Aˆ[2]3 ]3 + [Hˆ(1), Aˆ[1]2 ]3 +
1
2
[[Hˆ(0), Aˆ[1]2 ], Aˆ[1]2 ]3.
(31)
The explicit expressions of H¯[4]0 [t1,2,3], H¯[3]1,2[t1,2,3], and H¯[2]3
can be found in Appendix A. At this point, we have specified
all terms in Eq. (27) and the resulting correction is termed
Λ(T). The Λ(T) energy correction requires the knowledge of
the qDSRG(2) Lagrange multipliers, which may be obtained
by making the qDSRG(2) Lagrangian stationary with respect
to all singles and doubles amplitudes. However, solving for
these multipliers exactly is impractical due to the need to re-
cursively evaluate the Hamiltonian and to store an eight-index
intermediate.
3. DSRG [T] correction
To formulate a practical perturbative triples correction from
the Λ(T) formalism, we approximate λ[1]τk with the first-order
quantities λ(1)τk from a conventional perturbative analysis. In
this regard, we write out the second-order qDSRG(2) La-
grangian:
L[2]qDSRG(2) = [Hˆ(1), Aˆ[1]1,2]0 +
1
2
[[Hˆ(0), Aˆ[1]1,2], Aˆ[1]1,2]0
+
2∑
k=1
1
(k!)2
∑
τk
λ
(1)
τk
(
H¯[1]τk − r [1]τk
)
. (32)
9The lambda equations are then given by imposing stationarity
of the Lagrangian with respect to variations of singles and
doubles amplitudes
∂L[2]qDSRG(2)
∂ti,[1]a
= 0 ⇒ λa,(1)i = 2
(
f ai
∆ia
− ta,[1]i
)
, (33a)
∂L[2]qDSRG(2)
∂ti j,[1]
ab
= 0 ⇒ λab,(1)i j = 2
(
vabij
∆
i j
ab
− tab,[1]i j
)
. (33b)
Here we have implicitly assumed the use of canonical orbitals
that diagonalize the occupied and virtual blocks of the Fock
matrix. Substituting these expressions back to Eq. (27) yields
a perturbative correction analogous to the [T] method:25
E[4][T] = H¯
[4]
0 [t1,2,3] + 2
∑
τ1
H¯[3]τ1 [t1,2,3] T ( fτ1, t[1]τ1 ,∆τ1 )
+
1
2
∑
τ2
H¯[3]τ2 [t1,2,3] T (vτ2, t[1]τ2 ,∆τ2 ), (34)
where, for brevity, we have introduced the function T :
T(h, t, d) = h(1 − e−sd2 )/d − t(1 − e−sd2 ). (35)
Note that Eq. (34) is numerically stable for small energy
denominators (e.g., ∆i j
ab
→ 0), while the lambda expressions
[Eqs. (33a) and (33b)] are not. Interestingly, these lambda
expressions measure the differences between the qDSRG(2)
and MP2 amplitudes. Numerical tests in Sec. III show that
this approximation generally overestimates the magnitude of
the qDSRG(2) lambdas. We also point out that an equivalent
way to derive Eq. (34) is by considering the fourth-order en-
ergy contributions due to the third-order singles and doubles
amplitudes from a straightforward order-by-order perturbative
analysis of the H¯0 functional based on a Hartree–Fock refer-
ence.
4. DSRG (T) correction
The (T) correction considers a Lagrangian from the DSRG
second-order perturbation theory (DSRG-PT2):46
L[2]DSRG-PT2 =L[2]qDSRG(2)
(
t[1]τk → t(1)τk
)
, k = 1, 2, (36)
which can be obtained by replacing all qDSRG(2) amplitudes
t[1]τk in Eq. (32) with the DSRG-PT2 counterparts t
(1)
τk :
ti,[1]a → ti,(1)a = f ai (1 − e−s(∆
i
a )2 )/∆ia, (37a)
ti j,[1]
ab
→ ti j,(1)
ab
= vabij (1 − e−s(∆
i j
ab
)2 )/∆i j
ab
. (37b)
The resulting lambda equations are
λ
(1)
τk = 2t
(1)
τk e
−s∆2τk /(1 − e−s∆2τk ), k = 1, 2, (38)
which motivates the following approximations
λ
[1]
τk ≈ 2t[1]τk e−s∆
2
τk /(1 − e−s∆2τk ), k = 1, 2. (39)
The fourth-order energy correction [Eq. (27)] then becomes
E[4](T) = H¯
[4]
0 [t1,2,3] + 2
2∑
k=1
1
(k!)2
∑
τk
H¯[3]τk [t1,2,3]t[1]τk e−s∆
2
τk .
(40)
Note that in the limit of s→∞, the lambda contributions to
Eq. (40) vanish. This property is consistent with the fact that
in the s→∞ limit the DSRG is equivalent to UCC. The latter
is a variational approach, and therefore, it can be formulated
without Lagrange multipliers. From this perspective, the (T)
correction is consistent with variationality in the limit of s →
∞, while for finite values of s, the contributions from the
lambdamultipliers counterbalance the reduction in correlation
energy due to the non-variational character of the energy. In
contrast, the [T] lambda equations have an incorrect value in
the infinite s limit—the lambdas are generally nonzero even
when the underlying formalism is not truncated (i.e., UCCSD).
In the other limit, s → 0, it can be easily shown that all
DSRG amplitudes are zero and fourth-order corrections for
the Λ(T), [T], and (T) theories are null, which is the correct
limit. The above analysis suggests that, compared to the [T]
correction, the (T) formalism is a better approximation to the
Λ(T) approach because it yields contributions from the lambda
amplitudes that are consistent for both boundaries of s.
5. Comparison of the DSRG Λ-(T) and ΛCCSD(T)
corrections
We now briefly compare the DSRG-Λ(T) energy correction
to that of ΛCCSD(T). Perhaps the most obvious difference is
that the Λ(T) of DSRG includes a direct energy contribution
term H¯[4]0 [t1,2,3]. The presence of H¯[4]0 [t1,2,3] is a consequence
of Aˆi not commuting with Aˆk for i , k. In contrast, in CC
theory all components of Tˆ commute, i.e., [Tˆi, Tˆk] = 0. How-
ever, similar terms also arise in the (T) correction of various
MRCC formalisms where [Tˆi, Tˆk] , 0.47,48
The other difference between the DSRG-Λ(T) and
ΛCCSD(T) energy functionals lies in the lambda expressions.
TheΛCCSD(T) possesses nonzero lambda values because CC
theory is not variational. These lambdas are well approxi-
mated using the CCSD cluster amplitudes, adopting which
leads to the “gold-standard” CCSD(T) energy correction. On
the contrary, the lambdas of DSRG-Λ(T) are expected to be
close to zero in the limit of s → ∞ as a reflection of the
DSRG(2) being variational when no approximations are made
in the BCH expansion. Consequently, for any reasonably large
values of s, the lambda contributions in the DSRGΛ(T) or (T)
corrections amount to a minor effect compared to the direct
term H¯[4]0 [t1,2,3].
Finally, we point out that the asymptotic scaling of [T] or
(T) in DSRG is determined by contractions involving three
occupied and four virtual indices. This O(N3ON4V) cost is iden-
tical to that of CCSD(T). In DSRG [T] or (T), the second-order
triples amplitudes [Eq. (A3)] differ from those of CCSD(T) by
merely an exponential regularizer and they become identical
in the limit of s → ∞. As such, it is straightforward to im-
plement the DSRG (T) correction by modifying any existing
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CCSD(T) algorithm. Another important point is that, like in
CCSD(T), an optimal implementation of the DSRG [T] or (T)
corrections does not require storage of all triples amplitudes
and so may be performed in batches, removing any memory
bottleneck.
III. RESULTS
We implemented a proof-of-principle spin-orbital code for
all the DSRG approaches in a development branch of Forte,49
using the one- and two-electron integrals from the Psi4 quan-
tum chemistry package.50 The LDSRG(3;C2) variants were
tested by directly modifying the LDSRG(3) code, where the
recursive evaluation of H¯3 is terminated at the two-nested
commutator. Consequently, the current implementation of
LDSRG(3;C2) and its variants do not match the optimal cost
in Table IV.
A. Atoms and small molecules near equilibrium
We benchmarked the DSRG methods on a set of twenty-
eight small closed-shell atoms and molecules, including He,
Ne, Ar, Be, BH, BH3, Be2, BeH2, C2, C2H2, CH2, CH2O,
CH4, CO, F2, H2, H2O, H2O2, HCN, HF, HNC, HNO, HOF,
Li2, LiH, N2, N2H2, and NH3. The absolute energies were
compared against those of CEPA zero variant (CEPA0),44,45
CCSD,18 CCSD(T),28 CC3,26 two variants of CCSDT-1 (i.e.,
CCSDT-1a and CCSDT-1b),25 CCSDT,22 and FCI.51 Unless
otherwise notice, the DSRG flow parameter was set to 103
E−2h , a value that is sufficiently large to consider H¯
ab · · ·
i j · · · = 0 for
the molecules addressed here. All computations were carried
out using Psi4, except for the CCSDT-1 and CCSDT results,
which were obtained using our in-house spin-orbital code in
Forte. For all computations, we employed Pople’s 6-31G ba-
sis set52 and core molecular orbitals were excluded from the
post-Hartree–Fock treatment of electron correlation, except for
BH, BH3, Be, Be2, BeH2, and LiH. The molecular geometries
were directly taken from the experimental data of Computa-
tional Chemistry Comparison and Benchmark DataBase53 and
they are also reported in the Supplementary Material.
TABLE VII. Energy deviations (in mEh) of various methods relative
to FCI for He, H2, and Li2 where only two electrons are correlated.
All DSRG methods use s = 103 E−2h .
6-31G cc-pVTZ
Method He H2 Li2 He H2 Li2
CEPA0 −0.066 −0.373 −3.114 −0.312 −0.737 −3.864
LDSRG(2) −0.133 −0.637 −4.155 −0.396 −0.980 −5.418
LDSRG(2*) 0.003 0.005 0.114 0.001 0.004 0.078
qDSRG(2)a 0.000 −0.000 0.003 0.000 −0.000 −0.003
LDSRG(3)-1′ 0.001 0.003 0.053
LDSRG(3)-2 0.000 0.003 0.050
LDSRG(3) 0.000 0.004 0.056
a Equivalent to LDSRG(3)-1 for two-electron systems.
We first present results for correlated two-electron systems,
including He, H2, and Li2. These systems reveal only the
quality of the commutator approximation because triples am-
plitudes are null. Table VII reports the errors of various meth-
ods relative to FCI. The LDSRG(2) approach strongly overes-
timates the correlation energies to a similar degree as CEPA0.
The errors are significantly decreased once the induced three-
body effects are addressed. For instance, the Li2 energy error
with the 6-31Gbasis set is reduced from4.16mEh [LDSRG(2)]
to 0.11 mEh [LDSRG(2*)] by improving the BCH expansion,
and further reduced to 3 µEh in the qDSRG(2) results. This
improvement is also observed for the larger cc-pVTZ basis
set.54 However, the superior accuracy of qDSRG(2) is possi-
bly resulting from error cancellations of the missing diagrams,
like in the case of the more sophisticated LDSRG(3) variants.
TABLE VIII. Error statistics (in mEh) for the twenty-eight molecules
computed using various methods comparing against the FCI results.
All DSRG computations employ s = 103 E−2h as the flow parameter.
Molecules with the largest error are given in parentheses.
Method MSEa MAEb SDc MAXd
CEPA0 −3.022 4.832 14.125 −71.462 (C2)
LDSRG(2)e −3.471 3.617 5.029 −24.744 (Be2)
qDSRG(2) 4.710 4.710 5.187 22.542 (C2)
LDSRG(2*) 4.491 4.491 5.204 24.064 (C2)
CCSD 4.468 4.468 5.006 22.379 (C2)
qDSRG(2)+[T] 0.576 0.973 1.315 −4.639 (C2)
qDSRG(2)+(T) 0.640 0.734 0.720 1.764 (N2)
LDSRG(2*)+[T] 0.381 0.738 1.019 2.964 (CH2)
LDSRG(2*)+(T) 0.427 0.436 0.422 1.422 (Be2)
CCSD(T) 0.691 0.711 0.631 1.831 (N2)
LDSRG(3;C2)-1 1.237 1.237 1.428 6.942 (C2)
LDSRG(3;C2)-2 0.233 0.260 0.307 1.178 (C2)
LDSRG(3)-1 0.957 0.958 0.848 2.387 (N2)
LDSRG(3)-2 0.029 0.279 0.634 −3.002 (C2)
LDSRG(3)-1′ −0.257 0.326 1.025 −5.325 (C2)
LDSRG(3)-2′ 0.030 0.275 0.620 −2.929 (C2)
LDSRG(3) 0.141 0.270 0.437 −1.654 (C2)
CC3 0.554 0.591 0.573 1.604 (F2)
CCSDT-1a 0.467 0.568 0.594 1.458 (F2)
CCSDT-1b 0.509 0.554 0.560 1.520 (F2)
CCSDT 0.597 0.599 0.629 1.888 (N2)
a Mean signed error (MSE): ∆¯ = 128
∑28
i=1 ∆i , where ∆i = E
method
i −EFCIi .
b Mean absolute error (MAE): 128
∑28
i=1 |∆i |.
c Standard deviation (SD):
√
1
27
∑28
i=1(∆i − ∆¯)2.
d Maximum error (MAX): ∆I , where I = arg max( |∆i |).
e LDSRG(2) did not converge for C2 and it was ignored in the statistics.
We now compare the error statistics of DSRGmethods with
other well-established CC theories, as shown in Table VIII
(the complete data can be found in the Supplementary Mate-
rial). In general, all DSRG methods with one- and two-body
terms have accuracy comparable to that of CCSD. Although
the LDSRG(2) and CEPA0 results show MAEs similar to that
of CCSD, the former fails to converge for C2, while the latter
shows a very pronounced standard deviation. The qDSRG(2)
(MAE = 4.71, SD = 5.19 mEh) and LDSRG(2*) (MAE =
4.49, SD = 5.20 mEh), both which include induced three-body
terms, reproduce the CCSD results (MAE = 4.47, SD = 5.00
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mEh) quite well. In Table IX we show the error statistics
for the DSRG methods with one- and two-body terms com-
puted with respect to the CCSD energy. These data show that
adding the fourth-order terms missing from the LDSRG(2)
significantly increases the agreement of the qDSRG(2) and
LDSRG(2*) methods with the CCSD energy. Therefore, these
two methods can be used as a basis for adding perturbative
triples corrections.
TABLE IX. Error statistics (in mEh) for the twenty-eight molecules
computed using various methods comparing against the CCSD re-
sults. All DSRG computations employ s = 103 E−2h as the flow
parameter. Molecules with the largest error are given in parentheses.
Method MSEa MAEa SDa MAXa
Excluding C2
CEPA0 −4.292 4.334 4.654 −22.433 (Be2)
LDSRG(2) −7.276 7.276 6.314 −27.192 (Be2)
qDSRG(2) 0.245 0.245 0.290 0.997 (CO)
LDSRG(2*) −0.039 0.137 0.188 −0.532 (N2)
Including C2
CEPA0 −7.490 7.530 17.529 −93.841 (C2)
qDSRG(2) 0.242 0.242 0.285 0.997 (CO)
LDSRG(2*) 0.023 0.192 0.375 1.685 (C2)
a Check Table VIII for details.
We now focus on the results for methods with perturba-
tive triples corrections, which are shown in Table VIII. The
overall accuracy measured by a combination of the MAEs and
SDs follows the trend: qDSRG(2)+[T] < LDSRG(2*)+[T] <
qDSRG(2)+(T) ∼ CCSD(T) < LDSRG(2*)+(T). As discussed
in Sec. II D, the DSRG [T] correction yields undesired nonzero
lambda contributions in the limit of s →∞. We would there-
fore expect that the [T] results should be inferior than those
from the DSRG (T) correction, which is indeed what we ob-
serve. For example, theMAEand SDvalues of qDSRG(2)+(T)
are 0.24 and 0.60 mEh smaller than those of qDSRG(2)+[T],
respectively. Comparing the two improved LDSRG(2) meth-
ods, we find that LDSRG(2*)+[T]/(T) provides statistically
more accurate results than those from qDSRG(2)+[T]/(T). Our
analysis shows that in both cases the triples corrections are
very close, so that the 0.30 mEh MSE difference between the
qDSRG(2)+(T) and LDSRG(2*)+(T) is not due to the triples
correction, rather, it can be attributed to the higher accuracy
of the LDSRG(2*) method, which contains a larger number
of fifth-order diagrams [see Fig. 3]. We also note that for the
current benchmark set the error statistics of LDSRG(2*)+(T)
(MAE = 0.44, SD = 0.42 mEh) are superior to those of the
“gold-standard” CCSD(T) (MAE = 0.71, SD = 0.63 mEh).
Finally, we summarize the results from the iterative triples
methods. The quality of the results (as measured by the MAE
and SD) follows the trend: LDSRG(3;C2)-1 < LDSRG(3)-1 <
CC3 ∼ CCSDT-1a ∼ CCSDT-1b ∼ CCSDT < LDSRG(3)-1′ <
LDSRG(3)-2 ∼ LDSRG(3)-2′ . LDSRG(3) . LDSRG(3;C2)-
2. The MAE and SD of LDSRG(3)-1 are 0.96 and 0.85 mEh,
respectively, and both are notably larger than the correspond-
ing values of CC3 (MAE = 0.59, SD = 0.57 mEh) and the
CCSDT-1 variants (MAE = 0.55, SD = 0.56 mEh for CCSDT-
1b). The error statistics of DSRG are significantly reduced
once the fifth-order diagrams are considered, yet increasing
the computational scaling to at least O(N3ON5V). For example,
the MAE of LDSRG(3)-1′ is 0.33 mEh, a value that is 0.27
mEh smaller than that ofCCSDT.The inclusion of high-scaling
terms [O(N4ON5V) or O(N3ON6V)] generally provides even more
accurate results, as shown by the 0.27mEh MAE and 0.44mEh
SD of LDSRG(3). Interestingly, the most balanced DSRG
method with iterative triples appears to be LDSRG(3;C2)-2,
yielding an exceptional MAE of 0.26 mEh and a minimal SD
of 0.31 mEh, all at the same cost of CCSDT. However, fur-
ther benchmarks are needed to investigate the wave-function
quality of the LDSRG(3;C2)-2 theory.
B. Dissociation of N2
In this section, we consider the ground-state potential en-
ergy curve (PEC) of N2 and compare various single-reference
CC and DSRG methods against FCI. We should point out
that an accurate description of the entire PEC generally needs
multireference generalizations of these single-reference meth-
ods. Nevertheless, this example is useful to assess the ro-
bustness of these methods outside of their comfort zone. Fol-
lowing Ref. 55, we employ Dunning’s DZ basis set56 and
freeze the lowest two occupied and highest two virtual or-
bitals. The reference wave function is fixed to the determinant
1σ2g1σ2u2σ2g2σ2u3σ2g1pi4u along the dissociation coordinate.
The energy errors with respect to FCI are reported in Ta-
ble X for various multiples of the equilibrium bond length
(re = 2.068 bohr). Away from the equilibrium bond length, we
encounter convergence problems for the LDSRG(2) method,
while the improved treatment of the fourth-order terms in the
qDSRG(2) and LDSRG(2*) ameliorates the convergence be-
havior at stretched geometries. In particular, the least approx-
imate LDSRG(2*) model is found to be numerically robust
along the entire PEC. Similar convergence issues are observed
for the LDSRG(3) method and its variants, yet these are less
severe than those for LDSRG(2).
Note that in the absence of approximations of the BCH se-
ries, all truncated versions of the DSRG are strictly variational.
Therefore, nonvariational DSRG energies are indicative of the
buildup of errors in the DSRG transformed Hamiltonian. This
degradation of the performance of the DSRG is particularly
likely to happen when amplitudes are large, which in the case
of N2 is expected for r > re. From the data in Table X, we note
that the general quality of the DSRGmethods follows the trend
observed in the previous section (Sec. III A). As expected, the
accuracy of these single-reference methods deteriorates as the
atomic distance increases. For instance, the qDSRG(2) er-
ror grows from 3.18 mEh at 0.75 re to 29.98 mEh at 1.5 re, at
each point yielding energies that are consistent with those from
CCSD. In contrast, the LDSRG(2) results always fall below the
variational minimum and quickly deteriorate for bond lengths
greater than re. Triples corrections based on the (T) approach
are more robust than those based on the [T] scheme, with the
latter yielding nonvariational energies already at short bond
lengths. In particular, the qDSRG(2)+(T) results yield errors
that are comparable to those of CCSD(T) and show variational
behavior up to 1.25 re, while the LDSRG(2*)+(T) results are
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TABLE X. Errors (in mEh) with respect to FCI/DZ (taken from Ref. 55) along the ground-state N2 potential energy curve. Unless otherwise
noted, the flow parameter is set to s = 103 E−2h . The experimental equilibrium bond length (re = 2.068 bohr) is taken from Ref. 55. Points
where computations did not convergence are left blank.
Method 0.75 re re 1.25 re 1.50 re 1.75 re 2.00 re 2.25 re
LDSRG(2) −0.890 −3.493 −24.773
LDSRG(2) (s = 1) −0.842 −2.177 5.951 40.694 111.045 203.236 290.041
qDSRG(2) 3.183 8.662 20.261 29.977
qDSRG(2) (s = 1) 3.224 9.413 29.897 75.974 152.357 244.866 329.770
LDSRG(2*) 2.880 7.597 17.631 32.633 32.679 −14.205 −66.836
CCSDa 3.132 8.289 19.061 33.545 17.714 −69.917 −120.836
qDSRG(2)+[T] 0.999 1.033 −4.456 −30.248
qDSRG(2)+(T) 0.763 2.088 4.452 −2.383
qDSRG(2)+(T) (s = 1) 0.814 2.885 14.535 47.872 111.800 195.193 274.411
LDSRG(2*)+[T] 0.697 −0.038 −7.286 −30.458 −77.547 −154.935 −228.745
LDSRG(2*)+(T) 0.447 0.901 1.176 0.568 −16.272 −76.239 −138.610
CCSD(T)a 0.742 2.156 4.971 4.880 −51.869 −246.405 −387.448
CR-CCSD(T)a 1.078 3.452 9.230 17.509 −2.347 −86.184 −133.313
LDSRG(3;C2)-1 0.910 2.787 7.019 11.613
LDSRG(3;C2)-2 0.263 0.796 2.035 4.202 −6.680
LDSRG(3)-1 0.881 2.630 6.272 5.051
LDSRG(3)-2 0.262 0.801 1.964 1.403
LDSRG(3)-1′ 0.119 0.332 0.693 −1.114
LDSRG(3)-2′ 0.261 0.792 1.920 1.408
LDSRG(3) 0.286 0.960 2.682 3.315 −44.595
LDSRG(3) (s = 1) 0.328 1.766 13.379 49.259 118.360 207.249 290.860
CCSDT-1a 0.672 1.776 3.419 3.188 −24.169 −98.749 −138.682
CCSDT-1b 0.679 1.794 3.430 3.142 −24.339 −98.732 −138.553
CC3 0.685 1.852 3.688 3.945 −22.619 −97.863 −138.833
CCSDT 0.580 2.107 6.064 10.158 −22.468 −109.767 −155.656
a Taken from Ref. 55.
similar to those of CR-CCSD(T) at large bond lengths. In the
case of iterative triples, CCSDT shows a quick deterioration
of the energy past re, while the LDSRG(3) and most of the
LDSRG(3)-n approximations appear to be more robust and
yield smaller energy errors in the range [0.75, 1.5] re. More-
over, the quality of approximations that truncate the BCH ex-
pansion, decreases at stretched bond lengths as revealed by the
LDSRG(3)-n and LDSRG(3;C2)-n results.
Table X also reports LDSRG(2) results in which we set
the DSRG flow parameter value s = 1 E−2h , a typical value
employed in multireference versions of this theory. These
results show the effect of energy scale separation in the DSRG,
which ultimately results in a suppression of large amplitudes
and an improvement of numerical robustness. In contrast to
the unregularized results, all computations with s = 1 E−2h
show convergence across the potential energy curve. For all
regularized DSRG schemes, the energy errors at large bond
distances are positive and of the order of 200–300mEh, a result
consistent with the fact that suppression of large amplitudes
correspond to neglecting static correlation effects, as observed
before.19
IV. CONCLUSIONS
We have explored a number of approaches to include con-
nected three-body terms (triples) in nonperturbative single-
reference unitary many-body theories. Taking the unitary
DSRG formalism as an example, we first investigate the full
LDSRG(3) approach that includes single, double, and triple
excitations and employs a linear commutator approximation
of the BCH expansion in which operators are truncated to
three-body terms. An inspection of the LDSRG(3) terms re-
veals an O(N3ON6V) asymptotic scaling (see Table III), which
is identical to that of unitary CCSDT but more expensive than
the cost of conventional CCSDT [O(N3ON5V)].
In order to find viable approximations to the LDSRG(3),
we perform a perturbative analysis and propose iterative vari-
ants, LDSRG(3)-n (n = 1, 2, 3, 4), based on the diagonal
Fock zeroth-order Hamiltonian. The simplest LDSRG(3)-1
method contains only fourth-order diagrams (Fig. 2), it scales
asymptotically as O(N3ON4V), and has a storage requirement
of O(N2ON4V). Including additional thirty-two fifth-order dia-
grams (Figs. 3 and 4) results in the LDSRG(3)-2 model, with
increased computational and storage costs of O(N3ON5V) and
O(NON5V), respectively. These fifth-order diagrams can be
split into two batches and one of them requires only O(N2ON4V)
to store the intermediates (Fig. 3). This kind of classification
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naturally follows from a perturbative analysis based on the
zeroth-order Hamiltonian of Fink,43 leading to the LDSRG(3)-
n′ (n = 1, 2, 3, 4) theories. To reduce the storage requirements,
we further explore truncating the BCH expansion of the three-
body Hamiltonian H¯3 at a finite number of nested commuta-
tors. We find that truncating H¯3 at the two nested commutator
reproduces the complete result with sub-mEh accuracy.
Several perturbative triples schemes are proposed by iden-
tifying the fourth-order energy contributions from triple ex-
citations. The most general approach based on a Lagrangian
formalism, Λ(T), yields an energy expression [Eq. (27)] that
contains two components: a direct triples contribution and
the lambda contribution. The former appears due to the non-
commuting operators [Aˆi, Aˆj] , 0 in unitary DSRG, while
the latter becomes zero only when the base theory is strictly
variational. To avoid solving the lambda equations, we in-
troduce the [T] and (T) corrections derived by replacing the
lambda amplitudes with approximate lambda amplitudes sug-
gested by first-order perturbation theory. Both the [T] and
(T) corrections scale as O(N3ON4V) and can be implemented
by simply modifying an existing CCSD(T) code. We note
that all these perturbative triples corrections can be applied
to other unitary theories without any changes, as long as the
singles and doubles amplitudes are determined up to third
order in perturbation theory. Since LDSRG(2) neglects cer-
tain fourth-order energy contributions, we have explored two
improved approaches: the qDSRG(2) and LDSRG(2*). The
former is equivalent to LDSRG(3)-1 with null triples ampli-
tudes and it preserves the O(N2ON4V) computational scaling of
LDSRG(2). The LDSRG(2*)model includes additional 2- and
3-nested commutators found in LDSRG(3)-1′ but it is unfea-
sible in practical computations due to its high computational
cost [O(N6V)].
The DSRGmethods are compared to various CC theories on
a benchmark set containing twenty-eight closed-shell atoms
and small molecules using the 6-31G basis set. The accu-
racy of CCSD can be reproduced by both the qDSRG(2) and
LDSRG(2*), two methods that include induced three-body in-
termediates. Adding the (T) correction to the qDSRG(2) yields
results that are as accurate as those from CCSD(T), while the
LDSRG(2*)+(T) approach outperformsCCSD(T)with aMAE
smaller by 0.28 mEh. For iterative triples methods, the MAE
of the simplest LDSRG(3)-1 model is inferior than the CC
counterparts with the same computational cost (i.e., CC3 and
CCSDT-1) by at least 0.37 mEh. However, the LDSRG(3)-2
results are generally closer to the FCI values than those ob-
tained by CCSDT.We emphasize that the energies alone do not
provide enough information on the overall quality of the wave
function and further investigations on molecular properties are
therefore desired.
This work paves a way forward to addressing perturbative
triples in the MR-DSRG formalism. In particular, the (T)
correction of Eq. (40) can be easily generalized to the MR
case. However, questions remain on how to introduce the
three-body diagrams57 that are missing in the MR-LDSRG(2)
and are necessary to create a balanced perturbative triples en-
ergy. One promising route is to develop the MR extension of
the qDSRG(2) ansatz, since its computational cost is identical
to that of LDSRG(2). If the accuracy achieved by these SR-
DSRG methods could be reproduced in their multireference
counterparts, we anticipate that one could formulate a useful
MR-DSRG scheme with perturbative triples to quantitatively
predict the energy and properties of strongly correlated sys-
tems.
SUPPLEMENTARY MATERIAL
See the supplementary material for 1) the higher-order di-
agrams of LDSRG(3), 2) the closed-form expressions added
in LDSRG(2*) and qDSRG(2), 3) the equilibrium geometries
of the twenty-four molecules taken from the Computational
Chemistry Comparison and Benchmark DataBase, 4) the com-
plete energetics of the twenty-eight molecules and atoms com-
puted using various DSRG and CC methods, and 5) the poten-
tial energy curve of N2 obtained using various DSRGmethods
with s = 1.0 E−2h .
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APPENDIX A. EXPRESSIONS OF THE DSRG Λ(T)
CORRECTION
In this appendix, we report the explicit expressions for
Eqs. (31), (28) and (29). For brevity, Einstein summation con-
vention over repeated indices is assumed in the following. We
first express the second-order three-body Hamiltonian given
by Eq. (31). Note that we are only interested in those compo-
nents appearing in the triples amplitudes equation [Eq. (30)].
To this end, the last term of Eq. (31) 12 [[Hˆ(0), Aˆ[1]2 ], Aˆ[1]2 ]3 does
not contribute to H¯i jk,[2]
abc
for Hˆ(0) = Hˆ(0)Fock and it can be ignored
here. We then obtain
H¯i jk,[2]
abc
= Pˆ(a/bc) f da ti jk,[2]bcd − Pˆ(i/ j k) f il t jkl,[2]abc + wi jk,[2]abc ,
(A1)
w
i jk,[2]
abc
= Pˆ(k/i j)Pˆ(a/bc)vi j
al
tkl,[1]
bc
+ Pˆ(i/ j k)Pˆ(c/ab)vdiabt jk,[1]cd ,
(A2)
where the index permutation operator is defined as
Pˆ(p/rs) f (p, r, s) = f (p, r, s)− f (r, p, s)− f (s, r, p) for a quan-
tity f (p, r, s) labeled by indices p, r , and s. In the canoni-
cal basis, the first two terms of H¯i jk,[2]
abc
can be simplified as
∆abc
ijk
ti jk,[2]
abc
and thus the second-order triples amplitudes are
compactly expressed as
ti jk,[2]
abc
=w
i jk,[2]
abc
[
1 − e−s(∆i jkabc )2 ] /∆i jk
abc
. (A3)
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The direct energy contribution of triples H¯[4]0 [t1,2,3] is given by
H¯[4]0 [t1,2,3] =
1
4
( f iat jkbcti jkabc + vi jabtkc ti jkabc) −
1
2
(vciabt jkcdti jkabd + v jkai tilbct jklabc)︸                                                                     ︷︷                                                                     ︸
1
2 [[Hˆ (1), Aˆ[1]2 ], Aˆ
[2]
3 ]0+ 12 [[Hˆ (1), Aˆ
[2]
3 ], Aˆ
[1]
1,2]0
+
1
12
( f ba ti jkacdti jkbcd − f ji tiklabct jklabc)︸                                 ︷︷                                 ︸
1
2 [[Hˆ (0), Aˆ[2]3 ], Aˆ
[2]
3 ]0
+
1
2
( f ji tkatilbct jklabc − f ba tict jkadti jkbcd) +
1
4
( f ba tiat jkcdti jkbcd − f ji tiatklbct jklabc)︸                                                                              ︷︷                                                                              ︸
1
6 [[[Hˆ (0), Aˆ[2]3 ], Aˆ
[1]
1,2], Aˆ
[1]
1,2]0+ 16 [[[Hˆ (0), Aˆ
[1]
1,2], Aˆ
[2]
3 ], Aˆ
[1]
1,2]0
. (A4)
The one- and two-body third-order transformed Hamiltonian
due to triples are evaluated as
H¯i,[3]a [t1,2,3] = 14v
jk
bc
ti jk
abc
+
1
8
( f ba t jkcdti jkbcd − f ji tklbct jklabc)
+
1
2
( f cb t jkbdti jkacd − f kj t jlbctiklabc), (A5)
H¯i j,[3]
ab
[t1,2,3] = f kc ti jkabc + f dc tkc ti jkabd − f lk tkc ti jlabc
+
1
2
[Pˆ(i/ j) f ki tlct jklabc − Pˆ(a/b) f ca tkdti jkbcd]
− 1
2
[Pˆ(i/ j)vklci t jklabc + Pˆ(a/b)vcdak ti jkbcd], (A6)
where the index permutation operator is defined as
Pˆ(p/q) f (p, q) = f (p, q) − f (q, p). Note that we do not as-
sume canonical orbitals in these expressions.
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