We estimate a Factor Augmented Vector autoregression (FAVAR) to identify idiosyncratic exchange rate shocks and examine the effects of these shocks on different sectors of the economy. We find that an unexpected shock to the exchange rate has significant effects on the tradable sector of the economy. While this is expected, the non-tradable sectors of the economy are also influenced by shocks to exchange rate. We argue that one important channel for this influence is the endogenous/cyclical nature of the population dynamics due to permanent and long term migration.
Introduction
This paper is interested in answering the following questions: What happens to different sectors in the economy when the exchange rate appreciates or depreciates unexpectedly? Do some sectors respond more than the others? Are tradable and non-tradable sectors independent of each other in the face of such exchange rate changes? All these are important questions for a small open economy such as New Zealand.
Although there has been a large body of empirical literature on the identification and the effects of monetary policy shocks, there has been much less focus on the effects of exchange rate shocks. One reason for this is the exchange rate is typically believed to be a shock absorber -that is, it responds to other shocks. For example the exchange rate may fall in response to a decline in economic activity in the domestic economy or to a fall in commodity prices. However, others have argued that the exchange rate can also be an independent source of shock (Farrant and Peersman (2006) , Mumtaz and Sunder-Plassmann (2010) , Buiter (2000) ). One could argue, for example, there may be an exogenous change in demand for the currency, unrelated to the economic cycle, such as those reflecting carry trades and/or portfolio reallocation decisions. Artis and Ehrmann (2006) find evidence for the "source of shock" view in the case of Sweden and Denmark, for example.
If indeed the exchange rate is a source of shock then the effects of such exchange rate shocks on the economy is an important question in an open economy such as New Zealand. Several papers have used the Structural VAR (SVAR) approach to identify the effects of exchange rate shocks on the New Zealand economy. Buckle et al. (2007) find that New Zealand dollar exchange rate shocks do not contribute significantly to deviations in GDP from trend. Whilst, Haug and Smith (2007) show that positive real exchange rate shocks (and associated monetary policy responses) result in a fall in domestic output and inflation. However these studies do not look at how the effects of these exchange rate shocks may differ across the different production sectors of the economy.
In the international context, Hahn (2007) investigates how exchange rate shocks affect sectoral activity and prices in the euro zone. Hahn (2007) uses 5 variable SVARs, identified using Cholesky decompositions, ordering the variables in the following order: exchange rate, aggregate GDP, CPI, sector GDP, short term interest rate. The problem with this approach, however, is that the exchange rate shocks used to assess the impact on each sector will be obtained from different models, implying that exchange rate shocks might well be of different sizes and signs in different models. Further, as is typical in VAR studies, Hahn (2007) uses a small number of variables meaning exchange rate movements are typically not well explained, implying that exchange rate shocks will tend to be larger in magnitude.
To address the above concerns this paper estimates a factor augmented vector autoregression (FAVAR) model for the New Zealand economy to identify common 'unanticipated' exchange rate shocks and to assess the transmission of these common shocks to the different sectors in the economy. The FAVAR approach is suited to examining the exchange rate, as it allows the exchange rate to respond to a large number of New Zealand and international variables (over 300 in our case) rather than, say, four or five as in a traditional VAR model such as those estimated by Hahn (2007) .
We have two main findings in our study: First, exchange rate shocks have a significant and negative impact on the tradable sectors of the economy. We find that the manufacturing sector is the most adversely affected by exchange rate shocks, which the agricultural sector is not affected to a large extent by such shocks. The latter is consistent with earlier research by Buckle et al. (2007) showing that developments in New Zealand's pastoral sector tend to be driven by climatic shocks over the short term. Second, an exchange rate shock also has significant effects on the non-tradable sector. We provide a possible explanation that focuses on the relationship between New Zealand's relative business cycle, migration dynamics, housing and the broader economy. The finding that the exchange rate may affect the non-tradable sector suggests that the assumption common in some models (see Swan (1955) and Salter (1959) ) that the exchange rate does not affect the non-tradable sector may be overly simplistic.
The remainder of the paper is structured as follows: Section 2 introduces the empirical framework, and discusses estimation and identification, section 3 presents and discusses the results, and section 4 concludes.
Empirical Framework: Model, Estimation and Identification
The VAR approach to measuring the effects of different shocks has produced a lot of useful information on the structural questions researchers and policymakers have in mind. But one of the major criticisms of the VAR approach to identification of shocks is the low dimensionality of the information sets used in VARs. Most small open economy VARs are based only on around a handful of variables. However, central banks consider a much larger information set (in the case of identification of monetary policy shocks) when setting policy rates. Exchange rates are similar: market participants look at large number of variables from both domestic and foreign economies as well as more global variables, such as risk measures, uncertainty and commodity prices.
A related criticism of the use of such limited information VARs, is that researchers and policymakers can only observe the effects of the shocks on the same limited number of variables. Instead, researchers and policymakers may want to see the effects of the shocks on a number of different variables. We use a factor augmented vectorautoregression (FAVAR) approach to analyse the effects of exchange rate shocks. The FAVAR approach combines the traditional SVAR approach with estimated unobserved factors stemming from the more recent dynamic factor literature. The recent dynamic factor model literature argues that a large number of series can be summarised by a small number of factors, which helps overcome the criticism discussed above. The factor approach helps in reduction of dimensionality with large data sets.
Our FAVAR uses the general setup of Bernanke et al. (2005) . Since the factors we estimate are unobserved and have to be inferred from the data, the model can naturally be represented in a state space form in the following way:
where F t is a set of unobserved factors, and Y t s are observed variables, the domestic interest rate and the exchange rate in our case. β(L) is a conformable lag polynomial of order p and u t is the reduced form residuals. The relation between the reduced form and structural disturbances follow u t = Ω 1/2 ε t , with ε ∼ N (0, 1) and Ω = (A −1 0 )(A −1 0 ) . The observation equation of the system is:
where X t is a N x 1 vector of observables other than the exchange rate and interest rate, Λ F and Λ Y are N x K and N x 1 matrixes of factor loadings. 1 Finally e t is a N x 1 vector of idiosyncratic, zero mean, disturbances.
The large dataset, X t , contains both domestic and international variables that are of importance in the determination of exchange rates. Like mon-etary policy settings, the exchange rate responds to all the different data announcements that come out in a given quarter in New Zealand and also from the rest of the world. We argue that the common factors we estimate will capture relative differences in these domestic and the foreign variables.
For the identification of the shocks in the VAR, we use a Cholesky identification scheme and order the factors and the interest rate above the exchange rate. The ordering of interest rates before the exchange rates assumes that the exchange rate responds to the current quarter movements in interest rate but not vice versa.
To identify exchange rate (and also the interest rate shocks), and justify the ordering of the variables described above, we need to ensure that the factors extracted from the X matrix do not include any variable that in theory will react contemporaneously with the exchange rate. For example, the yield curve variables, domestic currency tradable inflation variables and some expectation variables might be responding to the current quarter movements in the exchange rate. This would violate the ordering assumption in the VAR.
To address this, we rotate the fast moving variables against both the interest rate and the exchange rate. The rotation essentially takes the contemporaneous effects of the exchange rate and interest rate out of the factors. Once the factors become free of these current quarter responses, we can order them above interest rate and exchange rate.
Following the procedure of Bernanke et al. (2005) , we follow the following steps:
1. Extracting the principal components, F 0 , from the entire standardised dataset X (see the appendix for details about the standardisation).
2. Extracting principal components, F s , from the slow-moving variables.
3. Regressing F 0 on F s interest rate and exchange rate and removing the impact of interest rate and exchange rate from F 0 to obtain F n .
4. Regressing X on F n , interest rate and exchange rate to obtain the loadings λ X and λ er .
5. Estimating a VAR using F n , the interest rate and exchange rate and calculating the impulse responses of the factors in response to an exchange rate shock.
6. Using the loadings from (4) and the impulse responses from (5) to calculate the impulses for all variables.
7. Bootstrapping to obtain confidence intervals.
One important question in the use of principal component of course is the number of the principal components to include. Statistical tests such as that of Bai and Ng (2002) provide criteria to determine the number of factors present in the dataset X. However, as Bernanke et al. (2005) argue, this criterion does not address the question of how many factors to include in the VAR in order to identify the shock that we are interested in. We estimate models with three, four and five factors and present all the results. However, we should caution that our sample size is rather limited on the time series dimension (1994Q3 to 2011Q2), which implies that the model may suffer from degrees of freedom issues when an additional factor (variable) is added to the VAR. 2
Results
In this section, we present the results from our estimations. In section 3.1, we show the estimated principal components. In sections 3.2 to 3.5, we present impulse responses to a one per cent shock to the exchange rate. In subsection 3.6 we present the forecast error variance decompositions the historical decomposition. Figure 1 shows the estimated principal components. We take an agnostic position about the factors and do not give them specific economic interpretation by grouping them into activity, prices or similar groupings. 3 We find that the first principal component is highly correlated with expectations of domestic activity from the QSBO survey (trading activity and profitability) and has a 0.70 correlation with real production GDP. The second principal component is highly correlated with domestic inflation expectations (0.71 and 0.77 with 1 and 2 year ahead CPI inflation expectations from the RBNZ survey of expectations). Additionally, it has a correlation of 0.6 or higher with the Producer Price Index input aggregate series and some sub-components of this series namely manufacturing; construction; transport, postal, and warehousing inputs; rental, hiring, and real estate services; rental, hiring, and real estate services; and arts, recreation, and other services. Therefore, this principal component may capture price developments.
Factors
The third principal component, seems to reflect international financial and monetary conditions as it is highly correlated (above 0.5) with short term interest rates in the major western economies (Australia, US, UK, Canada and Japan, most of which make up the Trade Weighted Index that we use in our study as a measure of the exchange rate), as well as import prices of goods series (0.6). The fourth principal component seems to reflect labour market conditions in the domestic economy. It has a correlation coefficient of 0.82 with the unemployment rate, as well as being highly correlated with measures of capacity utilisation and the difficulty in finding labour. Finally, the fifth principal component appears to be more closely related to various countries' effective exchange rates. Overall, these five factors explain around 49 per cent of the total variation in the data.
Figure 1 Estimated Principal Components
It is also informative to examine what proportion of variance in some key data is explained by the estimated factors. Table 1 shows the estimated R − squared values for some of the variables that we include in our X ma-6 trix. For the quarterly growth rate of the components of the production GDP, the factors explain as little as 3 per cent of the variation (in the case of the agriculture sectors) to as much as 47 per cent (retail trade). The factors explain a high proportion of the variance for the following sectors: metal product manufacturing (42 per cent), transport equipment, machinery and equipment manufacturing (37 per cent), transport, postal and warehousing (32 per cent), petroleum, chemical, polymer and robber product manufacturing (27 per cent), non-metallic mineral product manufacturing (27 per cent) and construction (25 per cent) sectors. Sectors whose output is driven more by idiosyncratic drivers are agriculture (3 per cent), mining (4 per cent), electricity, gas, water and waste services (1 per cent), textile, leather, clothing and footwear manufacturing (4 per cent). Overall factors explain around 62 per cent of overall production-based real GDP.
Strong explanatory power of factors can also be observed for the components of the expenditure GDP. About 39 per cent of variance of private consumption is explained by the factors and 28 per cent in the case of investment. The factors have poor explanatory power for exports of goods, consistent with the findings for the agriculture sector mentioned above, which has been shown to be more driven by climatic conditions (Buckle et al. (2007) ). About 16 per cent of variance of exports of services can be explained by the factors, while both goods and services imports are explained reasonably well (20 and 28 per cent, respectively). Interestingly, permanent and long term arrivals are mainly idiosyncratic, while the permanent and long term departures have a large common driver from these factors (27 per cent). The factors can also explain a large fraction of house price movements in New Zealand.
The factors also do a decent job in explaining some of the international variables we have in our model, including foreign GDP, where they explain between 32 per cent (in China) and 62 per cent (Canada) of the variation. 4 
Impulse Responses
We begin by examining the impact of a one per cent shock to the nominal exchange rate (RTWI) on output, inflation and the interest rate when using different numbers of factors (figure 2). All the models yield very similar results. In response to an unexpected positive exchange rate shock (appreciation), we see a fall in inflation partly reflecting the falling tradable prices. Although the fall in inflation would have a positive real income effect, the negative effect of the exchange rate appreciation on activity dominates the positive income effect, and as a result output declines. This decline in activity leads to the fall in non-tradable prices. In response to the fall in both output and inflation the interest rates fall as well. Next, we turn to looking at the impact of the exchange rate shock on different production sectors.
GDP Components in Volumes
Manufacturing Sector Table 3 in the appendix shows the peak responses and level of significance for different sectors and macro variables. All manufacturing sub-sectors respond negatively to a positive exchange rate shock. The peak impact occurs between five to seven quarters, depending on the sub-sector. Further, the peak and the total impact are larger than in the agriculture and mining sectors (discussed below). The largest effect in the sub-components of the manufacturing category is observed in non-metallic mineral product manufacturing, with a peak impact of around 0.3 per cent. Printing; and textile, leather, clothing and footwear manufacturing also experience significant falls of around 0.2 per cent falls in activity. Producers in these sectors tend to be less differentiated or may have
Figures 3-5 show the impulse responses at sectoral level and

Figure 2
Main Macro Variables to compete against imported products, which may make it more difficult to compete against them when the exchange rate favours imported products.
Agriculture and Mining Sector
The aggregate fishing, aquaculture and agriculture, forestry and fishing support services sector shows a decline in volumes in response to an exchange rate shock. The fall is larger in models with four and five factors at around 0.1 per cent. Further, the effect is much more persistent and only returns back to zero towards after about 30 quarters. The mining sector experiences a slow fall in volumes, with the peak impact occuring three to four quarters after the initial shock, and it returns back to zero quickly thereafter. Although the impact is very small and insignificant, the agriculture subsector shows a slight increase in volumes in response to a one per cent exchange rate shock (appreciation), which peaks four quarters after the shock. We observe some positive, albeit very small, responses in local and central government output. Central government expenditure in particular might increase to stimulate the economy as the exchange rate starts affecting demand. However, these responses are largely not statistically significant. Figure 4 shows that both the wholesale and the retail trade fall in response to an unexpected exchange rate appreciation. The fall in volumes in these sectors reflects the reduction in demand in the economy. Nonetheless, the decline is smaller than the fall in the manufacturing sector, which is the most adversely affected. This is because both sectors includes some imported content, so exchange rate appreciation would lead to some expenditure switching from domestically produced goods to foreign produced goods.
Wholesale and Retail Trade
Utilities and Transport
The results for electricity, gas, water and waste services are sensitive to the number of factors in the estimation. In the three factor model, one observes a slight fall in value added, while the other models lead to a very small increase. Transport, postal and warehousing services also show a fall in output reflecting the slow down in domestic activity.
Construction
The results show that the activity in construction sector declines in response to an exchange rate appreciation. Although this may seem surprising at first, the model allows us to identify a potential transmission mechanism behind it (see Figure 6 ). We describe the transmission to the construction sector as follows. An unexpected appreciation (depreciation) of the exchange rate leads to a deterioration (improvement) in the relative prospects of the economy. Weaker (stronger) employment prospects see permanent and long term departures increase (decrease) significantly. This is consistent with departures data, in particular the departures to Australia (which are the largest proportion of total departures) being very sensitive to the relative business cycles between the two economies (Gorbey et al. (1999) ). At the same time, permanent and long term arrivals show some decline although this is smaller than that of departures. Therefore, net permanent and long term migration falls in response to the exchange rate shock. This change in the population dynamics of the economy leads to a fall in house prices, as well as many of the forward looking confidence measures of the domestic economy. As a result, the construction sector and some other non-tradable sectors are adversely affected.
The endogenous and cyclical nature of migration has been a long established fact that dates back to the 1980s (Brosnan and Poot (1987) ). Net permanent and long term migration between the two countries is correlated with relative business cycles and labour markets between New Zealand and Australia. Since net migration accounts for a large proportion of population growth, the endogenous nature of net migration leads to changes in population growth. Hence this would affect the economy in a different way than in a model where the population dynamics do not respond to shocks. While the endogenous nature of net migration is widely cited in New Zealand, to our knowledge, it has not been documented as an endogenous transmission mechanism in a macroeconomic model. We believe this channel deserves further attention in 13 the face of other shocks.
Figure 6
Net Migration and Housing Market Services Significant declines in activity are observed in the accommodation and food, administrative and support services; and the rental hiring and real estate services sectors following an exchange rate shock. However, even the largest decline still has a peak impact that is less than 0.1 per cent. Given the importance of the tourism sector to the accommodation services sector, the fall in this sector may reflect the impact of foreign tourists who might delay or reduce their holiday/spending in the face of a more expensive New Zealand dollar. Moreover, domestic consumers might also choose to switch to an overseas holiday instead of a domestic one, resulting in further decline in output in this sector. A fall in population due to migration, as we outlined above, would mean less demand for housing/rentals reducing the output of the rental hiring and real estate services sector. Figure 7 shows the impulse responses of some components of the expenditure GDP. Both private consumption and private investment fall in response to the exchange rate shock. But private consumption falls by a very small amount compared to private investment -this reflects the relatively higher import component of private consumption. The fall in consumption is consistent with the fall in output and house prices, which are important drivers of consumption. De Veirman and Dunstan (2011), for example, show a significant link from house prices to consumption in New Zealand. The fall in private investment is also consistent with the fall in construction sector output and house prices, as well the fall in aggregate demand.
GDP Components -Consumption and Investment
Figure 7
Expenditure GDP Components Figure 8 shows the impulse responses of some labour market indicators. The seasonally adjusted unemployment rate increases in all models in response to the exchange rate shock. The peak impact ranges between 0.2 and 0.5 percent, depending on the number of factors used. The peak effect unemployment occurs after five to eight quarters, depending on the model, which is consistent with the notion that the unemployment rate is a lagging indicator of activity. Actual hours worked, total labour force and labour force participation rates all fall in response to the shock. Figure 9 also reveals 
Labour Markets
Variance and Historical Decompositions
The VAR framework can be used to answer the question of whether the exchange rate plays a shock absorber role in an economy (Farrant and Peersman (2006) , Mumtaz and Sunder-Plassmann (2010)). One way of answering this question is to look at the forecast error variance decompositions. Forecast
Figure 9
Sectoral Employment error decompositions seek to identify the proportion of forecasting error of a variable at a particular horizon that is due to a particular shock; in our case, the factors, the interest rate and the exchange rate itself. Table 2 below presents the percentage of forecast error variances that is due to exchange rate shocks, at different horizons for the models with three, four and five factors respectively. In the very short term forecast errors in the exchange rate are mainly explained by shocks to the exchange itself; with the forecast error variance decreasing from 46 per cent to 34 per cent as we increase the number of factors in the model. At longer horizons, the forecast error due to exchange rate shocks declines to between 9 and 23 per cent. In other words, at the 40 quarter horizon between 9 to 23 per cent of the exchange rate forecast errors are due to the shocks to the exchange rate while between 77 to 91 per cent of forecast error variance is due to the other shocks.
By looking at the Table 2 one may be tempted to conclude that without own exchange rate shocks the exchange rate would have been slightly different over the sample, but not significantly different. In other words economic drivers explain the largest part of the movement in the exchange rate. However we caution such an explanation. This is because any speculative behaviour on behalf of FX markets that is correlated with any variables in our X dataset and therefore factors is not captured as an exchange rate shock but as explained by the factors. To use an example, take speculative search for yield -this will be correlated with domestic and international interest rates in our dataset and therefore factors. Therefore movements in the exchange rate owing to yield search will be (partly) explained by the factors (and anything that is explained by the factors we term as an economic driver) and will not show up completely as an exchange rate shock in our forecast error decomposition. Hence our estimates of the role non-economic drivers explaining the exchange rate (as represented by the estimated own exchange rate shocks) represent the minimum estimate.
Finally we estimate a"standard" VAR with the exchange rate, interest rate, GDP and the CPI and found the proportion of the exchange rate shock in the variance decomposition is 92 per cent and 56 per cent at 1 and 40 quarters respectively; this compares with 34 per cent and 9 per cent in the FAVAR with 5 factors. We believe this is due to the fact that the enlarged information set we use is significantly closer to the information set that the markets use in determining the exchange rate. This can also be seen from the Table 2 where the additional use of information (i.e. more number of factors) changes the results in favour of the shock absorber story further. However, as we discussed above, this additional information may well include non-fundamental/economic related reaction on behalf of the FX markets and 1994Q4  1995Q3  1996Q2  1997Q1  1997Q4  1998Q3  1999Q2  2000Q1  2000Q4  2001Q3  2002Q2  2003Q1  2003Q4  2004Q3  2005Q2  2006Q1  2006Q4  2007Q3  2008Q2  2009Q1  2009Q4  2010Q3  2011Q2 Percent Index % Difference ( rhs) RTWI without its own shock Actual RTWI hence our results may well represent the minimum of the source of shock role for the New Zealand dollar.
The historical decomposition of the exchange rate tells the same story developed in the previous section. Figure 10 shows the results obtained from the five-factor model and indicates that without own exchange rate shocks, the exchange rate would have been slightly different over the sample, but not significantly different. Said differently, observed variables explain the largest part of the movement in the exchange rate, under this model. Although we reiterate our caution about the limitations of our approach in detecting non-economic drivers of the exchange rate.
Conclusions
In this paper, we estimated a factor augmented vector autoregression (FAVAR) to identify exchange rate shocks and assessed the transmission of these shocks to the economy at the sectoral level. We have two major findings in our paper. First, exchange rate shocks have a significant and negative impact on the tradable sectors of the economy. The manufacturing sector is the most adversely affected by exchange rate shocks. We find that the agricultural sector is not affected to a large extent by such shocks, which is consistent with earlier research Buckle et al. (2007) showing that developments in New Zealand's pastoral sector tend to be driven by climatic shocks over the short term. Second, an exchange rate shock also has significant effects on the nontradable sectors as well. We provided a possible explanation and evidence that focuses on the relationship between New Zealand's relative business cycle, migration dynamics, housing and the broader economy. Although we find significant role for shock absorber nature for the New Zealand dollar exchange rate, we believe however, our model does not adequately capture the speculative or non-rational behaviour to be adequately answer this question. 
Appendix
Data and Transformation
We use data from various sources. New Zealand data is sourced mainly from Statistics New Zealand and the Reserve Bank of New Zealand, whilst international data from the respective national statistics agencies. Most of the data is retrieved using HAVER. Table 3 in the appendix lists all the data used in the estimation as well as the transformation applied to each raw data. Prior to the estimation, all variables are demeaned and standardised. We use quarterly data covering the period 1994Q3 to 2011Q2. The sample is mainly imposed by New Zealand data availability.
There are 194 domestic variables and 110 international variables. We have heavily weighted the dataset towards New Zealand variables for two reasons. One, given our research question is to look at the sectoral impacts of the exchange rate, we include a lot of disaggregated sectoral GDP components from production GDP to examine how the exchange rate impact varies across them; further we include, amongst other things, commodity price, labour market and survey data, as well as a range of financial variables, to understand the channels through which the exchange rate shock transmits to these sectors.
Our international data is composed of data from the US and major world economies -namely Australia, Canada, China, Japan, the UK and aggregated measures for the seventeen countries of the Euro area. This dataset covers a broad range of macroeconomic and financial variables for these countries: GDP, industrial production, unemployment, interest rates, inflation, stock prices and exchange rates for example.
We use the nominal trade weighted exchange rate as our exchange rate of choice. The trade weighted index is the nominal exchange rates of our major trading partners -US, Japan, Australia, the UK and the Euro countries, weighted 50/50 by New Zealand's trade with these countries and these countries nominal GDPs (in US dollars). We chose the trade weighted index rather than a specific cross rate because, as Fabling and Sanderson (2013) show, New Zealand exporters invoice in a variety of currencies -in particular, the New Zealand, US and the Australian dollar. We use the nominal exchange rather than the real exchange rate as much of the policy debate has been centred on the level of the nominal exchange rate (for example, Wheeler, 2013); the key results are robust to using the real exchange rate however.
Column three shows the transformations used (1 for no transformation, 2 for first difference, 4 for natural logarithm, 5 for first difference of natural logarithm). Asterisk in the series label denotes slow moving variables. Note: The table reports the estimated median peak impact coefficients from bootstrapping the VAR. The values in paranthesis report the quarter when this impact occurs. The stars indicate that these values are statistically significant (i.e. zero is not included within one-standard deviation confidence intervals generated from 5000 replications.) -0.23*(7) -0.21* (7) Wholesale Trade -0.1* (7) -0.11*(8) -0.1* (7) Retail Trade -0.1*(5) -0.12*(5) -0.11*(5)
Accommodation and Food Services -0.15* (7) -0.22*(7) -0.21* (6) Transport, Postal and Warehousing -0.06* (7) 0 HLFS: Lab force partcption rate (tot) -SA -0.01 (7) -0.02(8) -0.02 (7) HLFS: unempd rate (tot) -SA 0.42(6) 0.5(7) 0.47(6)
Note: The table reports the estimated median peak impact coefficients from bootstrapping the VAR. The values in paranthesis report the quarter when this impact occurs. The stars indicate that these values are statistically significant (i.e. zero is not included within one-standard deviation confidence intervals generated from 5000 replications.) Permenant long-term migration -arrivals s.a. 0.05(3) -0.1(9) -0.08(8) Permenant long-term migration -departures s.a.
-0.29 (7) 0.39(3) 0.24 (3) House prices -0.27 (5) -0.37(5) -0.32 (4) Total dwellings (value) -1.24(4) -1.29(4) -1.11 (4) New Zealand: Consumer Price Index (SA, Q2-06=1000) -0.05 (1) -0.07(1) -0.1(1)
Note: The table reports the estimated median peak impact coefficients from bootstrapping the VAR. The values in paranthesis report the quarter when this impact occurs. The stars indicate that these values are statistically significant (i.e. zero is not included within one-standard deviation confidence intervals generated from 5000 replications.)
