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ATLAS is a general purpose detectors at the Large Hadron Collider (LHC). It’s
three-level Trigger and DAQ system (TDAQ) has to investigate a huge rate of
events and retain only the potentially interesting ones. We give an overview of
the system and the early experience gained during LHC single-beam operation
in 2008 and commissioning with cosmic data. Results on system functionality
and performance based on preselected simulated events will be also presented.
1. Introduction
The ATLAS experiment1 is one of two general purpose experiment designed
to exploit the full physics potential2 of the Large Hadron Collider (LHC)
at CERN.
The ATLAS detector consists (from the inside out) of a pixel silicon
detector, a silicon strip tracker (SCT) and a transition radiation tracker
(TRT). This is followed by an LAr electromagnetic calorimeter and a
hadronic tile calorimeter. Finally the muon spectrometer uses MDTs for
high precision measurements, while resistive plate chambers (RPC) and
thin gap chambers (TGC) are used for triggering in the barrel and end-
cap respectively. A toroidal magnet provides the field for tracking in the
muon detector. The total number of read-out channels is about 108 and the
typical event size about 1.5Mbyte.
At the LHC bunch crossing rate of 40MHz and a center of mass energy
of 14 TeV the total number of inelastic proton-proton interactions at high
luminosity is about 109Hz. Out of these the trigger system has to select
the interesting events which are in the order of less than 0.1Hz for new
physics like a standard model Higgs with a mass in the 100 GeV range.
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2. The Trigger/DAQ System
The ATLAS Trigger system consist of three levels. The first one is imple-
mented in hardware and reduces the initial rate of 40 MHz to about 75
kHz (upgradable to 100 kHz). It uses only coarse calorimeter data and in-
formation from the RPC and TCG muon detectors. The calorimeter trigger
finds clusters for electromagnetic, hadronic and tau-like objects as well as
missing transverse energy, while the muon trigger identifies initial tracks.
The information from both is combined in the Central Trigger Processor
(CTP). In addition they provide so-called regions of interest (ROI) to the
next trigger level. These identify the location (in η and φ) of the initial
trigger objects and are used as a seed by the Level-2 trigger algorithms.
The time budget available for Level-1 is 2.5µs, determined by the buffering
available in the front-end.
Fig. 1. The ATLAS Trigger/DAQ Architecture
When the Level-1 trigger accepts an event, the full information for the
event is read out from the detectors and stored in the Read-Out System
(ROS). From here the data can be accessed via an ethernet based net-
work by both the Level-2 and event builder nodes. The ROI information
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is combined through a special hardware path and send to a set of Level-2
supervisor nodes which schedule the events to the Level-2 farm.
The Level-2 trigger consists of a farm of rack-mounted PCs (2x4 cores,
16 GByte of memory) which are connected via two large central and many
smaller pizza-box switches to the ROS. The Level-2 triggers starts by taking
the ROIs provided by Level-1 as initial seeds for its algorithms. Algorithms
request data on-demand, typically only asking for data inside of an ROI.
This reduces the amount of data that has to be transfered to about 5%
of the full event size. The selection is done step-wise, allowing the Level-
2 steering algorithm to reject events as early as possible. The algorithms
have access to the full granularity data of the detector. The time budget
available for a single event is 40ms and the output rate is about 3kHz.
After a Level-2 accept the event builder nodes will build the full event
before passing it to the event filter. The event filter runs software similar
to Level-2, but the algorithms are off-line like, working on a full event at
once and with the latest calibration and alignment data. The time budget
for the event filter is in the order of a second, while the output event rate
is about 200Hz, resulting in a 300Mbyte/s data rate. When an event is
accepted it is passed to a data logging node which can write the event to
one or more streams based on the trigger decision. The events are finally
transfered to mass storage at the CERN computing center.
All ROS nodes (148 PCs), the Level-2 supervisor (8 PCs), the event
builder nodes (92 PCs), data loggers (5) and all machines needed for the
control and monitoring software a fully commissioned. About 35% of the
high level trigger farm is installed (about 850 nodes). These machines are
connected in such a way to allow them to be used as either Level-2 or event
filter nodes. All network switches are fully commissioned.
See Fig. 1 for an overview.
3. Single-beam Experience
In September 2008 the ATLAS detector started recording events where the
first proton beams circulating in the LHC were dumped against collima-
tors near the ATLAS experiment. These splash events produced a cascade
of pions and muons that were detected by the different sub-detectors in
ATLAS. All detectors except the pixel detector were active, although the
muon and SCT ran with a reduced high voltage.
After this initial events the proton beams were allowed to circulate along
the LHC tunnel and caused beam-gas events to be produced near ATLAS.
During this period, event recording in ATLAS was triggered by the Level-1
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alone. The main trigger at this time was the beam pickup trigger (BPTX)
and the initial first days were used to time in the other triggers with respect
to this and each other.
The HLT was running on-line with no rejection. It was scrutinizing the
Level-1 RoI content and, based on it, was directing the events into the dif-
ferent recording streams.The HLT algorithms were tested oﬄine soon after
the single beam data was taken. This allowed testing of the algorithms in
both Level-2 and event filter without any selection bias. The initial colli-
sion trigger menu was ready to be deployed at the time the LHC incident
happened.
4. Commissioning with Cosmic Rays
After the LHC incident ATLAS switched to a combined run taking cosmics
data. The main goal was calibrate and align the detectors and especially
provide tracks for the now active pixel detector. Most parts of the trigger
were also exercised during this time. Several of the Level-2 algorithms pro-
vided input for spotting potential problems in the detectors, e.g. hot cells
in the calorimeter or Level-1 calorimeter trigger towers.
Within a short period of time it was decided to put the high level trigger
to good use for commissioning of the tracking detectors. Improvements in
the selection and algorithms made it possible to increase the rate of useful
tracks taken by the system by a large factor. Since ATLAS has no Level-1
track trigger, Level-2 is the earliest place where this type of selection can
be done. In a one and a half month period ATLAS recorded about 216
million events, as seen in Fig. 2. Another 100 million events were taken in
June/July of 2009 in a similar set-up in a two week period.
5. Performance Tests of the DAQ/HLT System
Single-beam and cosmic ray runs require only a small fraction of the per-
formance that the TDAQ system is designed for. In addition to runs with
full ATLAS detector there are also regular tests with Monte Carlo data
pre-loaded into the Read-Out system. These tests are done with the initial
collision trigger menu for a luminosity of 1031.
Measurements show that the Level-2 system can run at a rate of more
than 90 kHz. Since the trigger menu was designed for a Level-1 rate of
11kHz it will accept about 18kHz which is too high for the event building.
The accept rate is therefore artificially reduced to about 3.8kHz. At this
rate events can be build and passed to the event filter and finally out to
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Fig. 2. Events recorded during Cosmic Ray Run
disk with a rate of about 200Hz. Due to the selective requests done by the
Level-2 algorithms, the request rate on a single ROS will typically never be
higher than 30kHz.
These measurements show that the high level trigger in its current form
is capable of fulfilling the requirements needed for initial startup conditions.
More HLT nodes will be purchased at the end of the year.
6. Conclusions
The ATLAS Trigger and data acquisition system was ready on the first day
of LHC operation. It has been used extensively and on a daily basis since
then to provide support the on-going detector operations and in combined
cosmic runs.
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