This paper presents an optimal attitude trajectory planning method for the spacecraft equipped with control moment gyros as the actuators. Both the fixed-time energy-optimal and synthesis performance optimal cases are taken into account. The corresponding nonsingular attitude maneuvering trajectories (i.e. open-loop control trajectories) with the consideration of a series of constraints are generated via Radau pseudospectral method. Compared with the traditional steering laws, the optimal steering law designed by this method can explicitly avoid the singularity from the global perspective. A linear quadratic regulator closed-loop controller is designed to guarantee the trajectory tracking performance in the presence of initial errors, inertia uncertainties and external disturbances. Simulation results verify the validity and feasibility of the proposed open-loop and closed-loop control methods.
Introduction
With the development of the space technology, the rapid rotational maneuverability or agility and precise steady-state pointing accuracy are required for the next-generation spacecrafts, particularly for highresolution Earth imaging satellites. Therefore, control moment gyros (CMGs) are often employed for the agile attitude control system because of the large control torque output and angular momentum storage. In general, CMGs are divided into two basic types 1 : (1) single-gimbal control moment gyros (SGCMGs) and (2) double-gimbal control moment gyros (DGCMGs). The so-called variable speed control moment gyros (VSCMGs) are essentially the SGCMGs with variable speed reaction wheels. 2, 3 From the hardware and system reliability viewpoints, SGCMGs have the advantages in cost, power and weight aspects over than DGCMGs. At present, they have been successfully applied in large space vehicles, such as NASA's Skylab, the MIR space station, and the International Space Station (ISS).
However, due to the reduced degrees of freedom, the use of CMGs necessitates the development of CMG steering logics to overcome the well-known geometric singularity problem. There are two types of singular states: internal singular states and external saturation singular states. The internal singular states consist of ''hyperbolic'' states and ''elliptic'' states. The corresponding steering logics, such as null motion, local inversion, singularity-robust, generalized singularity-robust and off-diagonal singularityrobust steering logics, have been extensively studied in the literature. 1, [4] [5] [6] [7] [8] However, these methods do not explicitly avoid singularity encounters but rather approach and rapidly transit the singularities using the generated deterministic dither signals. In addition, there exist considerable torque output errors and unnecessary constraints for the operational momentum envelope of CMG systems. Therefore, it is necessary to design the global optimal steering algorithm from optimal attitude trajectory planning perspective.
Over the past 20 decades, pseudospectral methods have risen to prominence in the numerical solution of complicated constrained optimal control problems because they can avoid many of the limitations associated with indirect methods (e.g. small convergence radii, an accurate initial guess, etc.). Pseudospectral methods are a class of direct collocation methods that convert the continuous-time optimal control problem into a discrete nonlinear programming problem (NLP). The basic idea of these methods is to parameterize the state and control using global polynomials and collocating the differential-algebraic equations using nodes obtained from a Gaussian quadrature. This discretization scheme results in a set of Karush-Kuhn-Tucker (KKT) conditions that are exactly equivalent to the discretized form of the continuous first-order optimality conditions. The three most well-developed pseudospectral methods are the Lobatto pseudospectral method (LPM), 9 the Gauss pseudospectral method (GPM), 10, 11 and the Radau pseudospectral method (RPM). [12] [13] [14] The corresponding collocation points are Legendre-Gauss-Lobatto (LGL), LegendreGauss (LG), and Legendre-Gauss-Radau (LGR) points, respectively. The significant differences for these three sets of points are that the LGL points include both of the endpoints, the LG points include neither of the endpoints, and the LGR points include one of the endpoints, which arise from a different form of Gaussian quadrature. It was reported that the GPM and RPM converge at a faster than that of the LPM. 15 Therefore, due to its high numerical accuracy and computational efficiency, the RPM is adopted as the optimization algorithm in this paper.
Fleming et al. 16, 17 have solved the shortest-time maneuver problem for the CMG actuated spacecraft using the pseudospectral method. However, the singularity measure limits are not included in the path constraints, and this open-loop method is not robust with parameter uncertainties. Recently, the pseudospectral optimal control theory has been successfully used to implement Bedrossian's zero-propellant maneuver 18, 19 and TRACE's minimum-time attitude maneuver 20 in 2006 and 2010, respectively. In this paper, an optimal attitude trajectory planning method based on RPM is presented for the CMG actuated spacecraft. The path constraints consist of the slew rate limits, gimbal angle limits, gimbal rate limits, and singularity measure limits. Compared with the traditional steering laws, the optimal steering law designed by this method can explicitly avoid the singularity from the global perspective. Both the fixedtime energy-optimal case and synthesis performance optimal case are considered. In addition, a LQR closed-loop controller is designed to eliminate the error effects of initial errors, inertia uncertainties and external disturbances.
The remainder of this paper is outlined as follows. In the Mathematical models section, an overview of the mathematical models of the spacecraft attitude kinematics and dynamics in addition to the CMG system is provided. The optimal attitude trajectory planning problem for the CMG actuated spacecraft is formulated in the Optimal attitude trajectory planning problem section. Both the fixed-time energy-optimal and synthesis performance optimal cost functions are presented. The RPM for the Lagrange-form optimal control problem is summarized in the Radau pseudospectral method section. In the LQR closed-loop controller section, a LQR closedloop controller is designed to guarantee the trajectory tracking performance. The Simulation results section includes the simulation results of the open-loop and closed-loop control methods, followed by conclusions in the last section.
Mathematical models Spacecraft attitude kinematics and dynamics
In this section, a brief review of the attitude kinematic and dynamic equations of motion is given. The quaternion is used to represent the attitude and is defined by q ñ
where e is the unit Euler axis and is the rotation angle. 21 The quaternion q obeys the unit normalization constraint given by q ¼ 1. The attitude matrix is related to the quaternion by
where superscript T denotes transpose, I 3Â3 is a 3 Â 3 identity matrix, andñÂ ½ is a cross product matrix defined bỹ
Successive rotations can be accomplished by using quaternion multiplication. In this paper, quaternion multiplication is defined using the convention of Lefferts et al., 22 in which the quaternion multiplication expression appears in the same order as the corresponding attitude matrix multiplication:
The composition of the quaternions is bilinear, given by
The quaternion kinematics equation is given by
T is the three-component angular rate vector and
In this paper, it is assumed that the spacecraft is equipped with CMGs as the actuators. Thus, the rotational dynamics of a rigid spacecraft can be described as
where J is the inertia matrix of the spacecraft including CMGs, h ¼ h 1 h 2 h 3 ½ T is the total CMG momentum vector expressed in the spacecraft body frame, T is the internal control torque vector generated by CMGs, and d is the external disturbance torque vector acting on the spacecraft (i.e. gravity gradient torque, aerodynamic drag torque, solar pressure torque, etc.).
Single-gimbal control moment gyros
A typical pyramid-type system of four SGCMGs is illustrated in Figure 1 . Without loss of generality, it is assumed that the momentum magnitude for each CMG is unit one. Then, the total CMG angular momentum vector is expressed in the spacecraft body frame as 
where H i is the angular momentum vector of the ith CMG expressed in the spacecraft body frame, is the skew angle, c cos , s sin , and i i ¼ 1, 2, 3, 4 ð Þ is the ith gimbal angle.
The time derivative of the total CMG angular momentum vector is given by
where
T is the gimbal angle rate vector, c i is the ith column of the Jacobian matrix C, and C is defined as For the control torque input T, the CMG momentum rate command or torque command _ h is chosen as
Hence, the gimbal angle rate command _ d is computed as
This is the well-known pseudoinverse steering logic. Obviously, if rank C ð Þ5 3 or equivalently rank CC T À Á 5 3, the pseudoinverse does not exist, and the pseudoinverse steering logic encounters the singular state at the moment. The so-called singular state is referred to as the situation that the pyramidtype CMG system cannot produce the torque along the direction of commanded torque. Namely, all individual CMG toque output vectors c i i ¼ 1, 2, 3, 4 ð Þ are perpendicular to the direction of the commanded torque s d . Herein, the singularity measure is defined as
The singular situation occurs when M is equal to zero, which happens for certain set of gimbal angles. There are two types of internal singular states: hyperbolic singularities and elliptic singularities. For any system of n CMGs, there exist 2 n sets of gimbal angles for which no control torque can be generated along any arbitrary direction. For the typical pyramid-type system of four CMGs, a set of gimbal angles, d ¼ 90, 0, À 90, 0 ð Þdeg, is an elliptic singularity with the singular direction of u ¼ AE1, 0, 0 ð Þ . However, a set of gimbal angles, d ¼ 90, 180, À 90, ð 0Þ deg, is a hyperbolic singularity with the singular direction also along u ¼ AE1, 0, 0 ð Þ . In general, the large M implies that the pyramid-type CMG system is far from the singular states. Due to the existence of many impassable singular surfaces, the pyramid-type CMG system is prone to plunge in the singular states and cannot generate the control torque output. Therefore, the global optimal steering algorithm is designed to guarantee the singularity avoidance in the subsequent sections.
Optimal attitude trajectory planning problem General optimal control problem in Lagrange form
Consider the following general optimal control problem in Lagrange form. Minimize the cost function
subject to the following dynamic constraints, boundary conditions and inequality path constraints, respectively
where x t ð Þ 2 R n and u t ð Þ 2 R m are the state and control vectors, respectively; and t 0 and t f are the initial time and terminal time, respectively.
Spacecraft attitude maneuver planning problem
The problem of planning large-angle slew maneuvers for the CMG actuated spacecraft and ensuring the singularity avoidance is addressed as follows. The state vector is chosen as
and the control vector is u ¼ u 1 u 2 u 3 u 4 ½ T . Combined with the attitude kinematics and dynamics in addition to SGCMG models in the Mathematical models section, the state equation constraints are derived in scalar form as follows
It is assumed that the principal axes coincide with the body axes, where J 11 , J 22 and J 33 are the principal moments of inertia of the spacecraft, respectively, and _ h 1 , _ h 2 and _ h 3 are three components of _ h. These scalar equations are straightforward to implement on the optimization software. Notice that equation (20) is used to plan the ideal attitude trajectory and the disturbance torque and inertia uncertainties will be taken into consideration in the designed closed-loop controller.
The path constraints, consisting of the slew rate limits, CMG gimbal angle and rate limits as well as singularity measure limits, are described as
The boundary conditions are given by
The objective of the large-angle attitude maneuver is to slew the spacecraft from the initial state x 0 to the desired state x f while the path constraints of equation (21) are satisfied. The cost functions (i.e. performance indices) are often chosen to seek an energy-optimal trajectory in the fixed time interval or to seek a synthesis-optimal trajectory which balances a tradeoff between the maneuver time and energy consumption. Mathematically, the respective corresponding cost functions can be expressed as follow
Radau pseudospectral method
Pseudospectral methods are a class of direct collocation methods that convert the continuous-time optimal control problem into a discrete nonlinear programming problem (NLP). The basic idea of these methods is to parameterize the state and control using global polynomials and collocating the differential-algebraic equations using nodes obtained from a Gaussian quadrature. Due to its high numerical accuracy and computational efficiency, the Radau pseudospectral method (RPM) is adopted as the optimization algorithm in this paper. The corresponding RPM for the Lagrange-form optimal control problem is summarized as follows. For computational purposes, the original time interval t 2 ½t 0 , t f is generally transformed to the time interval 2 À1, 1 ½ as
Then, the optimal control problem of equations (15) to (18) can be rewritten using the new computational time domain as
Þds ð26Þ subject to the constraints
In the RPM, the LGR collocation points À1 ¼ 1 5 Á Á Á 5 N 5 þ 1 and the additional noncollocated point Nþ1 ¼ 1 are taken into consideration. The state vector is then approximated using a basis of Nth-degree Lagrange interpolating polynomials, that is
where L i ðÞ is defined as
Obviously, the Lagrange polynomials satisfy the property that L i j À Á ¼ 0 ij , where 0 ij is the Kronecker Delta function. Differentiating the expression in equation (30) gives the derivative of xðÞ at the LGR points k as follows
where D ki is the element of the Radau pseudospectral differentiation matrix D 2 R NÂðNþ1Þ . The dynamic constraints of equation (27) are transformed into algebraic constraints via the differentiation matrix as follows
where X k X k ð Þ and U k U k ð Þ. Note that the dynamic constraints are collocated only at the N LGR points, whereas the state is approximated at the N LGR points plus the terminal point Nþ1 ¼ 1. Similarly, the continuous cost function of equation (26) is approximated using a Gauss-Radau quadrature as
where w k are the Gauss weights. Finally, the discretized boundary conditions and path constraints are expressed as
Now, the NLP can be formulated as: determine X k and U k that minimize the cost function of equation (34) subject to the algebraic constraints of equations (33), (35) and (36).
LQR closed-loop controller
In general, the precision of the optimal attitude trajectory generated via RPM is considerably high, whereas the open-loop control trajectory is not robust with respect to uncertainties in the spacecraft dynamics and environmental disturbances. These uncertain initial conditions and disturbances will affect the open-loop trajectory so that the final attitude has the deviation from the desired attitude. Consequently, a LQR closed-loop controller is designed in this section to guarantee the trajectory tracking performance in the presence of inertia uncertainties and external disturbances. The resulting control law consists of the reference control law u ref determined by RPM and the feedback control law Áu computed by the LQR controller. A block diagram of the LQR controller for the CMG actuated spacecraft is shown in Figure 2 .
Herein, q d and x d are the desired attitude and angular velocity, respectively. The state tracking vector and control vector are chosen as y ¼ñ x ½ T and u ¼ _ d, respectively. Combined with the attitude kinematics and dynamics in addition to SGCMG models, the nonlinear system equations can be rewritten as
where q 4 follows a normalization constraint, and h is the total CMG momentum vector computed using equation (9) . It is assumed that the nominal trajectory is the optimal attitude trajectory generated via RPM.
The perturbation state with respect to the nominal state is denoted as Áy ¼ Áñ Áx ½ T and the perturbation control variable denoted as Áu. Thus, we have the linearized error dynamics about the nominal state of the following form
Then, a linear quadratic regulator is designed to minimize the following loss function
where Q 2 R 6Â6 is a positive semi-definite matrix and R 2 R 4Â4 is a positive definite matrix. The optimal feedback control law is given by
with the optimal gain matrix
where P is the positive semi-definite solution of the algebraic Riccati equation (ARE) given by
Finally, the integrated control law is obtained as
Simulation results
In this section, numerical examples are given to verify the effectiveness and feasibility of the proposed For the pyramid-type CMG system, a skew angle is selected as ¼ 53: 13 and the constant momentum magnitude for each CMG is assumed as 1:5 N Á m Á s. It is assumed that the maximum spacecraft slew rate is less than 4 /s and the gimbal-rate command limit of each CMG is 2 rad/s. A rest-to-rest, 45
roll-axis reorientation maneuver is considered in this paper. Both the open-loop and closed-loop control trajectories are plotted using the proposed algorithms.
Open-loop control trajectory
As mentioned previously, the optimal attitude maneuvering trajectory (i.e. open-loop control trajectory) is generated via RPM. The fixed-time energy-optimal and synthesis performance optimal cases are taken into account, and the corresponding cost functions are given in equations (23) and (24), respectively. According to the mission requirements, the initial state is assumed as T , where the terminal gimbal angles are not specifically constrained. The path constraints in equation (21) are given by ! i max 44 =s, i max ¼ , _ i max ¼ 2rad=s and M min ¼ 0:4, respectively. In this section, both cases are solved using the open-source software GPOPS 23 with the NLP solver SNOPT. 24 All computations are preformed using a 2.93 GHz Pentium (R) Dual-Core machine with MATLAB R2010a. Case 1. Fixed-time energy-optimal trajectory.
Consider the following cost function
and the terminal time is selected as t f ¼ 20s. The fixed-time energy-optimal trajectories are given in Figure 4 in Appendix 1. Simulation results indicate that the obtained optimization trajectories vary smoothly, and the spacecraft slew rate, gimbal angle, and rate always satisfy the constraints. Also, the singularity measure satisfies the constraint and is far from the singular state of zero. This is because the steering law generated by RPM is designed from the global point of view and the singularity avoidance is explicitly guaranteed by the path constraint of M.
The cost function value (i.e. energy part) is given by J ¼ 4:16.
Case 2. Synthesis performance optimal trajectory. Consider the following cost function
in which both the maneuver time and energy consumption factors are considered. It is noted here that the terminal time is free. As shown in Figure 5 in Appendix 1, the obtained optimization trajectories vary smoothly. The spacecraft slew rate, gimbal angle, gimbal rate and singularity measure all satisfy the constraints. The maneuver time is merely 16 s, and the cost function value is given by J ¼ 22:34, where the cost function value of energy part is J u ¼ 6:34.
Obviously, compared with the previous case, this case needs the more energy consumption but saves the maneuver time, which agrees well with the theoretical analysis. It can be seen from both cases that the proposed open-loop control method can effectively generate the nonsingular attitude maneuvering trajectory with the consideration of a series of constraints. Compared with the traditional steering laws, the optimal steering law designed by this method can explicitly avoid the singularity from the global perspective. In addition, the desired control torque input is not required but only the initial and terminal states as well as the constraints for the large-angle spacecraft maneuver are needed.
Closed-loop control trajectory
It is well known that the open-loop control trajectory is not robust with respect to the initial condition errors and inertia uncertainties in addition to external disturbances. In practical applications, these error factors will affect the open-loop trajectory so that the final attitude is deviated from the desired attitude. Hence, a LQR closed-loop controller is used to eliminate the effects of the inertia uncertainties and external disturbances.
The major simulation parameters are the same as the previous section, and the initial condition errors and external disturbances are listed as follows:
1. The actual inertia matrix is given by J ¼ " J þ ÁJ, where the nominal inertia matrix " J and inertia Take the fixed-time energy-optimal trajectory as an example. On the basis of the optimal attitude trajectory generated by RPM, the LQR closed-loop control method described in the LQR closed-loop controller section is used to eliminate the effects of the inertia uncertainties and external disturbances. The optimal attitude trajectory is defined as the nominal trajectory, and then the feedback gain matrix of equation (43) can be off-line determined. The terminal state errors and energy consumption for the open-loop and closed-loop control methods are listed in Table 1 . Due to the effects of the error factors, the results of the open-loop control have the deviations from the desired terminal states. As it is seen, the control precision of the closed-loop control method is considerably improved over than those of the open-loop control method by using the feedback control. The control precision can be further improved by lowering the weighting matrix R, which also leads to the more energy consumption. The closed-loop control results corresponding to the case where Q ¼ 1 Â 10 3 I 6Â6 and R ¼ 0:1I 4Â4 are plotted in Figure 3 . From Figure 3 (a) and (b), we can see that the open-loop control precision is not sufficient in the presence of initial errors, inertia uncertainties and external disturbances. However, the closed-loop control method is reasonably robust and the results can converge to the optimal attitude maneuvering trajectories generated by RPM. The gimbal angle and gimbal rate curves are given in Figure 3 (c) and 3(d), respectively. It is shown that these curves are comparatively smooth. The singularity measure curve is given in Figure 3 (e).
Compared with the open-loop control, the closedloop control variables have some variations due to the feedback control, thus the singularity measure curve is different from the desired curve generated by RPM. Nevertheless, since the singularity measure of the planned attitude maneuvering trajectory is far from the singular state, the closed-loop control results also keep away from the singularity situation.
Conclusions
For the CMG actuated spacecraft, an optimal attitude trajectory planning method based on RPM is presented in this paper. Since the singular measure limit is chosen as one path constraint and the optimal steering law is designed from the global perspective, this approach can explicitly guarantee the singularity avoidance. Both the fixed-time energy-optimal case and synthesis performance optimal case are considered. In addition, a LQR closed-loop controller is designed to eliminate the error effects of initial errors, inertia uncertainties and external disturbances. Simulation results indicate that the proposed openloop control method can effectively generate the nonsingular attitude maneuvering trajectory with the consideration of a series of constraints and the obtained optimization trajectory curves are comparatively smooth. The closed-loop control method is quite robust and can guarantee the trajectory tracking performance in the presence of these error factors. 
