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Abstract—To boost energy saving for the general delay-tolerant
IoT networks, a two-stage and single-relay queueing commu-
nication scheme is investigated. Concretely, a traffic-aware N -
threshold and gated-service policy are applied at the relay. As
two fundamental and significant performance metrics, the mean
waiting time and long-term expected power consumption are
explicitly derived and related with the queueing and service
parameters, such as packet arrival rate, service threshold and
channel statistics. Besides, we take into account the electrical
circuit energy consumptions when the relay server and access
point (AP) are in different modes and energy costs for mode
transitions, whereby the power consumption model is more
practical. The expected power minimization problem under the
mean waiting time constraint is formulated. Tight closed-form
bounds are adopted to obtain tractable analytical formulae
with less computational complexity. The optimal energy-saving
service threshold that can flexibly adjust to packet arrival rate
is determined. In addition, numerical results reveal that: 1)
sacrificing the mean waiting time not necessarily facilitates power
savings; 2) a higher arrival rate leads to a greater optimal service
threshold; and 3) our policy performs better than the current
state-of-the-art.
Index Terms—Delay tolerant IoT relaying networks, mean
waiting time, N -threshold and gated policy, two-hop queueing,
and traffic-aware power saving.
I. INTRODUCTION
A. Background
As wireless networks consecutively evolve, the Internet of
Things (IoT), e.g., Machine-to-machine (M2M) and device to
device (D2D) networks, is emerging as a promising network
formation to fulfill the rising wireless network traffic demand
worldwide [1]. IoT networks enable devices built in sensors
to be connected to an IoT platform and integrates packets
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from different devices, therefore, devices can communicate
with each other. Low-cost and low-energy-consumption IoT
radio sensors find wide applications, e.g., smart farm/industrial
monitor. With a rapid increase in the number of connected
devices (25 billion by 2020 [2]), the energy consumption in
the overall IoT networks dramatically increases and becomes
a great concern. It is demonstrated that massive connected de-
vices consume more power than conventional cellular and Wi-
Fi networks [3]. IoT devices are mostly small-scale and pow-
ered by energy-constrained batteries. Therefore, low-power
communication solutions while guaranteeing the transmitters’
delay performance is in sustainable and urgent demands for
IoT networks.
IoT end-users may be placed in remote or human hard-
to-reach areas where there is no reliable transmission link,
small-scale short-range IoT devices are unable to transmit over
a long distance (e.g., several kilometers) so that there are
difficulties in communicating with a distant AP. To enlarge
the communication region, massive relays have been widely
utilized, especially for end-users with small transmitting power
or being blocked by physical obstacles [3]-[7]. IoT relays
gather data from users and relay it to destinations. As one
example, M2M relaying has been proposed as a heterogeneous
architecture for the European Telecommunications Standards
Institute (ETSI) M2M and IEEE 802.15.4/802.16p IoT archi-
tectures [3]. Demos on mobile relay architectures for low-
power IoT devices were presented in [5], [6]. The authors in
[5] presented a relay-assisted video streaming application. In
[6], the authors investigated a 5G IoT scenario for sensor data
collection via drone relays. Therein, a relaying system was
applied for environmental monitoring and agricultural applica-
tions. Compared with the ordinary IoT devices, IoT relays and
access points(APs) have more resources but are more energy-
consuming. That is, wide relay utilizations potentially lead to
remarkably increasing global energy consumption [8].
Several prior research works investigated energy saving
procedures that allow the access points to dynamically adjust
transmission functionalities according to the users’ traffic
demand [9], [10], and demonstrated that such an adaptation
mechanism allows a great energy saving especially in low
traffic scenarios. The investigations are inspiring, and motivate
the researchers to enhance power savings at IoT relays/APs by
applying similar methods. That is, to exploit the potential of
energy saving by tracing the traffic variations and adapting
the states of relays/APs accordingly. Inevitably, under such
a scheme, some transmitters may suffer from a disruption in
their connectivity to servers (e.g., relays or APs). As such, an
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2extra delay is incurred. Fortunately, this is allowable for the
scenarios with the following two features: 1) severe energy
restrictions; 2) services without real-time constraints and al-
lowable intermittent connections. In practice, the delay tolerant
network (DTN) scheduling has recently been recognized as
an appropriate technique to balance the available resources
(e.g., energy and computing power in particular) and their
communication tasks without compromising the perceived
Quality of the Service (QoS) for the IoT [8]-[16]. There have
been a series of research efforts on delay-tolerant IoT networks
[11]-[13]. In [11], the authors proposed a delay-tolerant archi-
tecture for internet of public bikes by designing reliable buffer
management policies. Moreover, an optimized delay-tolerant
approach was designed for integrated RFID IoT networks
[12], while a standard-based M2M platform was configured to
collect data from sensor devices with strict energy constraints
[13]. In this paper, we focus on the intermittent transmission
scheme in relay-assisted DTN networks for the energy-saving
sake without violating the delay constraint.
B. Related Works
The relevant researches on IoT-relaying networks can
mainly be divided into two categories: 1) network architecture
and routing protocol designs [5]; 2) resource management, in-
cluding relay number determination [14], [15], placement [16],
device-relay-channel association [14]. In [14], [15], optimal
relay placements and device-relay-channel associations were
determined to achieve energy efficient uplink transmissions of
IoT devices. The relay placement problem under a simplified
delay constraint was investigated in [16]. Nevertheless, the
above relay research works concentrated on static network
states. Packet transmitting scheduling in time domain needs
more investigations.
Quite recently, the traffic-aware scheduling problems in
conventional cellular networks have grasped considerable at-
tentions [17]-[19]. By configuring the lightly-loaded relays
into their sleeping state, the number as well as working
duration of underutilized relays/APs is reduced, bringing the
benefit of a lowered basic electrical consumption. In [17], an
interesting aerial flying network infrastructure was envisioned,
which enables the network topology to be dynamically re-
configured to match the users’ traffic demands. Similar work
can be found in [8], [19] and [20], where nodes sleeping
and user transmission scheduling were investigated, aiming
at diminishing the energy consumptions by exploiting both
temporal and spatial variation of traffic loads. In addition,
some important and pertinent research works on traffic-aware
communication networks were performed in [21], [22], where
an N -threshold base stations service rule has been applied
to the direct transmissions. The authors illustrated that one
optimum threshold exists in terms of the energy-delay trade-
off. It is understandable that the intermittent association forces
the end-users to wait for their services, and the relays to
work in a store-forward pattern. This essentially belongs to
one-stage queueing working system. However, the design is
infeasible in the relay-assisted transmission scheme.
Inherently, traffic-aware relay-assisted two-stage transmis-
sions implemented by adaptively configuring the relays/APs’
service states can be modelled as a two-stage queueing sys-
tem. To the best of our knowledge, very few researches are
performed for such network settings. The most relevant works
are [23]-[25], where two-stage M/G/1 queueing systems have
been studied. An N -threshold relay service rule was also
applied. Although the published works in [23]-[25] presented
significant insights for two-stage queueing networks, they
investigated the scenarios where the first stage was in the
batch-service mode and cannot apply to wireless relaying
system. In relaying wireless communication networks, how-
ever, users are mainly served in an individual mode during
each hop. Some important and pertinent research works on
two-stage queueing networks with individual-service mode
are [16] and [26]. However, they supposed a relay always-on
service policy, and failed to take into account the power-saving
relevant queueing service design. In [16], the network delay
was represented by the hop count and transmission delay is
ignored. In large packet (e.g., video streaming) transmission
scenarios, the transmission delay may not be ignorable.
The traffic-aware N -threshold transmission scheme inher-
ently differentiates from the previously published literature
[21]-[26]. In particular, the mean waiting time, as a key
performance metric, is typically composed of the queuing
delay, transmission delay as well as processing delay. Rigorous
mathematical analysis for the mean waiting time along with
the overall power consumption that includes the electrical
consumption has not been investigated yet. The mean waiting
time, in particular, cannot be simply obtained from the widely
adopted Little’s Law, since it is closely related with the service
stage when the packet arrives. Furthermore, the expected
power consumption is related to the states of the relay and
AP along with the time span that they remain in those states.
Hence, power consumption model is also different from those
in the published literature [21]-[26].
C. Contributions
We focus on seeking low-power solutions while guaran-
teeing the transmitters’ delay performance for delay-tolerant
networks. To gain a deep insight into the two-stage queueing
system performance, one fundamental and critical issue is to
investigate how two key metrics, i.e., energy consumption
and mean waiting time are related with packet arrival rate,
queueing service rate, the service threshold, etc. To the best
of our knowledge, relay-aided two-stage queueing communi-
cation service is still an open issue. The researches under this
topic are completely different from the state-of-the-art. Three
critical and technically challenging issues are: 1) derivation
of the expected queuing length in different service stages; 2)
formulation of the mean waiting time; and 3) determination
of energy-saving service threshold that adapts to various mean
waiting time tolerance and packet arrival rates.
Specifically, our main contributions are listed as follows:
• A more general and practical two-hop queueing
system is investigated. Two random processes are
considered, including the ergodic fading channels
and Poisson arrival process. Additionally, the power
consumption model is more practical in the sense
3that we take into account the electrical circuit energy
consumptions when nodes are in different modes as
well as power costs for mode transitions.
• As a key metric, the mean waiting time is first
derived. The mean waiting time hence can be mea-
sured mathematically. Based on that, the long-term
expected power consumption is formulated. Then,
how they are affected by the system parameters,
namely packet arrival rate, channel statistics, and
relay service threshold are mathematically analysed.
• By adopting tight performance bounds based on
Jensen’s inequality, complicated manifold integral
computations are avoided. The method enables our
results to be derived in tractable closed-formulae, and
evaluated quite easily. Hence, the overall computa-
tional complexity is greatly reduced.
• The optimum service threshold that can be flexibly
adjusted to packet arrival rate is determined such
that the long-term expected power consumption is
minimized without violating the delay constraint.
The rest of the paper is organized as follows. In Section
II, we present the system model. Queueing behaviour analysis
is given in Section III. In Section IV, the considered power
minimization problem is formulated and analyzed. Problem
approximation and determination are provided in Section V.
The analytical and simulation results are presented in Section
VI. Finally, Section VII concludes this paper.
Notations In this paper, the following notations are listed in
Table I.
TABLE I
NOTATIONS
Notation Description
N0 the number of accumulated packets at the
beginning of the first service stage (FSS).
N1 the number of arrivals during N0 packets’ FSS
N2 the number of accumulated packets at the end
of the second service stage (which will be
illustrated in Subsection II-B).
N0(z), N1(z), N2(z) PGFs of N0, N1, N2
LT1 (θ), LT2 (θ) Laplace-Stieltjes transforms (LSTs) of T1(t),
T2(t)
II. SYSTEM MODEL
As depicted in Fig. 1, we consider a two-stage and
single-relay queueing IoT communication system consisting
of user(s), a relay station and an AP that is connected to the
Internet. The users can be distributed ones (e.g., sensors, actu-
ators, cameras for smart farm/industrial/forestry applications)
or a head user (that is assigned to integrate packets from other
locally distributed users). The AP can be a control center
or data integration point in the practical IoT scenarios. The
packets generated at the user(s) follow the Poisson distribution
with average rate λ. The direct wireless communication links
between the user(s) and AP are unavailable due to the long-
distance, severe fadings or physical obstacles. Additionally, no
Internet connectivity is available. As such, a relay station is
applied to wirelessly collect data from sensors and forward
them to the AP. Specifically, a two-stage service is conducted
to deliver the arriving packets to their common receiver via
the assistance of the relay. The relay is equipped with a single
antenna and acts as a server in the queueing system. The
AP-Internet transmissions can be realized with high-capacity
wired cables. We only elaborate on the two-stage wireless
transmissions, while AP-Internet transmissions are ignored in
the paper.
In what follows, a sub-cycle is first introduced and defined
as one complete round of transmission, which is composed of
two service stages, i.e., the first and second service stages. We
take an arbitrary sub-cycle below as an example to illustrate
the service model. Further, the definition of a regeneration
cycle is introduced, which consists of several consecutive sub-
cycles.
Wireless Transmissions Wired Cables
The 1
st
 service stage The 2
nd
 service stage
 Arriving Users
Relay
AP
Internet
Fig. 1. Two-stage queueing service model.
A. The First Service Stage (FSS)
The N -threshold policy is applied. Only when N2 > 0, the
relay server switches immediately into the receiving mode at
the end of the SSS1. In case that N2 = 0, the relay server
remains in the sleeping mode till the number of newly arrived
packets reaches the predefined threshold N . Note that during
the FSS, the AP remains sleeping2.
Additionally, a gated-policy is adopted at the relay. Specif-
ically, only the packets that are already present (before the
FSS starts) will be served in the current sub-cycle, while those
arrive during the current FSS have to wait for being served in
the next sub-cycle.
In the MAC layer, a schedule-based MAC protocol, i.e.,
time division multiple access (TDMA) is applied to coordinate
packet transmitting among the users, as adopted in [29], [30].
Specifically, the packets are individually served by the relay
server in the first come first served (FCFS) rule. Note that
packet collision is avoided under the TDMA-based MAC
protocol. In the FSS, the active relay keeps receiving packets,
1We assume a central-controlled network framework, where the central
node can be dedicated or a cluster head in a WSN. Once a packet arrives,
it notifies the central node its existence via a short message (e.g., beacon
message). When the number of accumulated packets satisfies a pre-set rule,
the relay sends the packet-transmitting-request to the waiting users. After that,
it immediately switches into the receiving mode.
2The AP is not completely shut off because it may be quite challenging
to entirely turn off the AP and then require it switch to the receiving mode
immediately for the next second service stage. Nevertheless, sleeping mode
control within a short time span is feasible by utilizing the discontinuous
transmission (DTX) function, as investigated in [28].
4decoding and storing them in its data buffer. It is assumed that
the buffer size is large enough to store the packets, which is
reasonable since in practice, only a limited number of packets
are accumulated in a sub-cycle; otherwise, the waiting time
will be intolerable.
In the FSS, the service rate is
C1(h1) = B log
(
1 +
|h1|2p1
σ21
)
, (1)
where B is the bandwidth; p1 is the data transmitting power
at the packets; σ21 is the noise power; h1 ∼ CN (0, σ2h1)
is the channel gain; CN (m, v) denotes a complex Gaussian
random variable with m and v standing for the mean value and
variance, respectively; |h1| is the amplitude of h1 and follows
the Rayleigh distribution; σ2h1 is the variance of Rayleigh
distribution. Rayleigh fading channels are assumed to be in-
dependent and identically distributed (i.i.d.) for mathematical
tractability and drawing insights.
The individual service time span, denoted by {T1,i, i =
1, 2 · · · , }, in the FSS are assumed to be a stationary i.i.d.
process with a distribution function, T1(t). Note that such an
assumption can be realizable in practice. One feasible way
is to flexibly match each packet’s transmitting power with
the channel stochastic parameters, such that the service rate
is a stationary i.i.d. process. It is further assumed that the
length of each individual packet is fixed and denoted as l.3
The individual service time is obtained as
T1 = l/C1(h1), (2)
while its distribution function, denoted as T1(t), is
T1(t) = Pr
{ l
C1(h1)
< t
}
. (3)
Further, by combining with (1), T1(t) can be presented
below:
T1(t) = exp
(
−
(
exp( lBt )− 1
)
σ21
σ2h1p1
)
. (4)
B. The Second Service Stage (SSS)
Once the FSS is completed, the SSS starts and the AP
switches from the sleeping mode to the receiving mode. All
the packets stored in the relay’s buffer will be forwarded to
the AP according to the FCFS rule. The individual service
time span in the SSS, denoted by {T2,i, i = 1, 2 · · · , },
is assumed to be a stationary i.i.d. process with a distribution
function T2(t). Note that new arrivals during the SSS will wait
for the next “FSS+SSS” sub-cycle service.
The service rate in the SSS, denoted as C2(h2), can be given
by
C2(h2) = B log
(
1 +
|h2|2p2
σ22
)
, (5)
where p2 is the data transmitting power at the relay; h2 and σ22
are defined respectively similar to h1 and σ21 , and correspond
to the parameters for the relay-AP channel in the SSS.4
3 If the length is not fixed, we can split longer packets into shorter ones
such that the length of each packet is the same.
4T2 and T2(t) can be directly obtained by substituting index “1” in (2)
and (3) with “2”. The details are omitted here.
Correspondingly, the individual service time in the SSS can
be obtained as
T2 = l/C2(h2). (6)
C. The Regeneration Cycle Model
It is noteworthy that intermittent wireless transmission
scheme is applied. Specifically, at the end of the SSS, de-
pending on the value of N2, the relay server decides whether
it starts the next sub-service cycle immediately or not. As
described in Section II-A, if N2 ≥ 0, the next sub-service
cycle will start, resulting in consecutive sub-service cycles;
otherwise, the sub-service cycle will be followed by an idle
period.
As depicted in Fig. 2, a regeneration cycle is introduced
and defined as the serving process between two idle states,
consisting of an idle period followed by several consecutive
sub-service cycles. The number of sub-service cycle is a
random variable, denoted as k. Statistically, k also represents
the number of sub-cycle services before the service turns into
idle mode, indicating that k follows the geometric distribution.
Hence, we have
E{k} = 1/pi0, (7)
where E{·} is the expectation operator; pi0 = Pr
{
N2 = 0
}
,
and equals to the probability that the relay switches from the
transmitting mode to the sleeping mode.
Fig. 2. One Regeneration Cycle Model Illustration.
For the above queueing service model, we will analyse its
key measures in the sequel, including the regeneration cycle
time span, queue lengths at different service stages, based on
which the mean waiting time is gradually derived.
III. REGENERATION CYCLE MEASURES ANALYSIS
A. The Regeneration Cycle Time Span
Denote the number of packet arrivals in one complete
regeneration cycle as Γ, which is the sum of number of packet
arrivals in the idle, FSS and SSS stages. E{Γ} is the sum of the
expected numbers of packet arrival in the above three stages,
which are respectively N , λ ·E{Γ}E{T1} and λ ·E{Γ}E{T2}.
Further, according to the delay cycle property in Section 1.2
in [24], E{Γ} can be given by
E{Γ} = N + λ · E{Γ}E{T1}+ λ · E{Γ}E{T2}, (8)
From (8), we obtain that the closed-form of E{Γ} can be
expressed as
E{Γ} = N
1− λE{T1} − λE{T2} . (9)
5In (8) and (9), E{Ti} (i ∈ {1, 2}) is calculated as
E{Ti} =
∫ +∞
0
l
Ci(x)
gXi(x)dx.
5 (10)
Let TRC represent the average time span of one regeneration
cycle. According to Wald’s equation [27], E{TRC} can be
derived as
E{TRC} = E{Γ}
λ
. (11)
In what follows, we will respectively formulate the proba-
bility generating functions (PGFs) of the FSS and SSS queue
lengths, based on which the mean waiting time is further
deduced.
B. PGFs of the FSS and SSS Queue Lengths
In the following, the deductions of N0(z), N1(z) and N2(z)
are illustrated first. On this basis, pi0 is derived.
Clearly, according to the model stated in Section II-A, we
have
N0 =
{
N2, if N2 > 0,
N, otherwise. (12)
Let us denote Xi = |hi|2, Yi = lCi(Xi) (i = 1, 2),
for convenience. Let gYi(y) represent the probability density
function (p.d.f.) of Yi. By definition of LST, we get
LTi(θ) =
∫ +∞
0
exp(−θy)gYi(y)dy. (13)
Since Xi = |hi|2 follows an exponential p.d.f. [31], such that
gXi(x) =
1
σ2hi
exp(− x
σ2hi
).
Yi =
l
Ci(Xi)
monotonically decreases with Xi, then gYi(y) is
obtained as [32]
gYi(y) =
gXi(x)
|∇xy| ,
where ∇xy is the derivative of y w.r.t. x. Finally, (13) can be
rewritten as
LTi(θ) =
∫ +∞
0
exp
(
− θ l
Ci(x)
)
gXi(x)dx. (14)
According to the relations between the LST and PGF of the
Poisson arrival process (interested readers are referred to Page
5 of [24]), the PGFs of the number of packet arrivals during
one user’s individual first and second service stages can be
respectively calculated as LT1(λ−λz) and LT2(λ−λz). Then,
during the overall individual service time of N0 accumulated
packets, the PGFs of the number of packet arrivals can be
given as
N1(z) =
+∞∑
i=0
Pr{N0 = i}
{
LT1(λ− λz)
}i
. (15)
That is,
N1(z) = N0
(
LT1(λ− λz)
)
. (16)
5Note that in practice, Xi = |hi|2 > 0. For mathematical computation,
we bound x as x ≥ δ, where δ takes a considerably small value, e.g., 10−6.
Note that (16) also reveals the relationship between N1(z) and
N0(z).
Further, by definitions of N2 and N0, the relations between
N2(z) and N0(z) can be described as
N2(z) = N0
(
LT1(λ− λz)
)
·N0
(
LT2(λ− λz)
)
, (17)
N0(z) = N2(z)− pi0 + pi0zN . (18)
It can be noticed from (16)-(18) that N0(z) is the kernel of
the derivations on N1(z) and N2(z). For N0(z), we have the
following Proposition 1.
Proposition 1. For the two-stage service, where the individual
service time span is i.i.d., N0(z) can be given as
N0(z) =
([(
1− gn−1(z)
)2
− gn−2(z)
]2
− · · · − g1(z)
)2
− g0(z), (19)
where n ∈ N+ and n→∞; gn(z) (∀n) is defined in (60).
Additionally, N0(z) absolutely converges for any |z| < 1.
N1(z) and N2(z) can be further obtained from (16) and (17).
Their detailed expressions are omitted here.
Proof. The proof is presented in Appendix VIII-A.
Proposition 1 provides a general PGF formula. It forms a
fundamental basis for all subsequent derivations. On the one
hand, the PGF property that N0(0) = Pr{N0 = 0} provides a
clue to investigate the relationship among different parameters,
e.g., N , pi0 and the queueing service parameters in (19). On
the other hand, N0(z) can be directly obtained once z is given,
which is useful in deriving the LST of different service stages.
In particular, by replacing LTi(θ) with z, we can easily obtain
the LST of the distribution function of N0 packets’ service
time span (either in the FSS or the SSS, or a smaller-scale
stage). That is, N0(z) also provides clues in deriving the mean
service duration.
As can be found in Proposition 1, pi0 is a fundamental
and critical parameter in obtaining N0(z) in (19) as well as
subsequent derivation of the mean waiting time. On the other
hand, according to (7), pi0 determines the mode transmission
frequency at the AP. It is closely related to power consumption
at the AP. For pi0, Proposition 2 is provided below:
Proposition 2. For the two-stage queueing service, where the
individual service time span is i.i.d., pi0 is
pi0 =
{
N0
(
LT2(λ)
)}2
. (20)
Proof. The proof is relegated in Appendix VIII-B.
Proposition 2 sheds light on the relationship between pi0
and various system parameters, including the packet arrival
rate, channel statistics and relay service threshold. Although
(20) is not in an explicit-form, pi0 can be numerically deter-
mined efficiently with the approximation method that will be
illustrated in Section V.
6C. Mean Waiting Time
Throughout the paper, the waiting time represents the du-
ration from one packet joins the queue system until its turn
to be served in the SSS, which is composed of the queuing
delay, processing delay as well as transmission delay. Their
specific meanings are presented below.
The queuing delay represents the time span from the instant
a packet is generated (equivalent to the instant when the packet
enters the queue) till the instant it starts transmitting in either
the FSS or SSS stage. Clearly, it is dependent on the traffic
intensity as well as the link service rate. The processing delay
is the time duration spent for (de)coding, (de)modulation and
other physical layer signal processing, which is ignorable in
our scenarios. Since TDMA is applied to coordinate packet
waiting in the queue, no packet collision occurs. On the
other hand, under the assumption that the CSI is known at
the transmitters and with a maximum rate of the Shannon
capacity, the packet can be correctly received. As a result,
retransmissions are avoided, theoretically. Based on the above
descriptions, each packet’s transmission delay can be described
by (2) and (6).
In this section, we focus on deducing the queuing delay as
well as transmission delay. One observed packet has to wait
for its data being forwarded to the AP in the following three
cases:
• Case 1: the observed packet arrives when the server is
idle: In case 1, the observed packet, denoted by ui′ (i ∈
{1, 2, · · · , N}) will wait
(i) the remaining idle period, plus
(ii) the time span of the FSS, plus
(iii) the overall SSS time span of packets that arrive prior
to ui′ .
Wq(θ| case 1) =
N∑
i=1
Pr{i′ = i} · {LTINT (θ)}N−i
· {LT1(θ)}N{LT2(θ)}i−1, (21)
where Pr{i′ = i} represents the probability that the observed
packet ranks the ith among N packets with respect to (w.r.t.)
the arrival time, and can be calculated as
Pr{i′ = i} = 1
N
; (22)
LTINT (θ) is LST of the distribution function of the time
interval between any two neighbouring arrivals. For Poisson
arrivals, we have
LTINT (θ) =
∫ +∞
0
exp(−θx)
(
λ exp(−λx)
)
dx =
λ
θ + λ
.
(23)
• Case 2: The observed packet arrives during the FSS:
Let T ′ represent the total individual service time span of N0
packets in the FSS. The LST of the distribution function of
T ′ can be expressed as
LT ′(θ) = N0
(
LT1(θ)
)
. (24)
One observed packet arrives during the FSS will wait
(i) the remaining time of T ′ period, plus
(ii) the overall SSS time span of N0 packets in the
currently undergoing sub-service cycle, plus
(iii) the overall FSS time span of N0 packets in the next
sub-service cycle, plus
(iv) the overall SSS time span (in the next sub-service
cycle) of the packets that arrive during the elapsed
time of T ′ period.
Note that (i)+(iv) can be obtained according to the joint LST
property of the elapsed and remaining service time distribution
function, which can be expressed as
X
(case2)
± (θ) =
LT ′ (λ− λLT2(θ))− LT ′(θ)
(θ − λ+ λLT2(θ))E{T ′}
. (25)
For detailed derivations, interested readers can refer to
Eq.(1.54b) in [24]. Further, according to the property of the
PGF, namely, PGF of sums of independent random variables
equals to the multiplication of PGF of each independent ran-
dom variable (which is referred to as the Sum-Multiplication
property in the following), the LST of the distribution function
of waiting time in Case 2 is finally given as
Wq(θ| case 2) =X(case2)± (θ) ·N0
(
LT2 (θ)
)
·N0
(
LT1 (θ)
)
,
(26)
where E{T ′} can be obtained by differentiating (24) w.r.t. θ.
Specifically, we have
E{T ′} = −∇θLT ′(θ)
∣∣∣
θ=0
. (27)
• Case 3: the observed packet joins the waiting queue
during the SSS: Let T ′′ denote the total SSS time span of
N0 packets. The LST of the distribution function of T ′′ is
represented as
LT ′′(θ) = N0
(
LT2(θ)
)
. (28)
One observed packet arrives during the SSS will wait
(i) the remaining time of T ′′ period, plus
(ii) the overall FSS time span of N0 packets in the next
sub-service cycle, plus
(iii) the overall SSS time span of packets that arrive
during the FSS of the currently undergoing sub-
service cycle, plus
(iv) the overall SSS time span of the packets that arrive
during the elapsed time of T ′′ period.
Similar to (25), (i)+(iv) can be obtained according to the
joint LST property of the elapsed and remaining service time
distribution function, which can be expressed as
X
(case3)
± (θ) =
LT ′′
(
λ− λLT2(θ)
)
− LT ′′(θ)(
θ − λ+ λLT2(θ)
)
E{T ′′}
. (29)
The LST of the distribution function of the waiting time in
this case can be calculated as
Wq(θ| case 3)(θ) =X(case3)± (θ) ·N0
(
LT1(θ)
)
·
N0
(
LT1
(
λ− λLT2(θ)
))
, (30)
7where, similar to the expression of E{T ′}, E{T ′′} can be
illustrated as
E{T ′′} = −∇θLT ′′(θ)
∣∣∣
θ=0
. (31)
Poisson arrivals see time averages (PASTA) (i.e., the frac-
tion of arrivals that see the process in some state is equal to the
fraction of time span when the process is in that state) holds for
our two-phase M/G/1 queueing system [33], the probabilities
that cases 1, 2 and 3 occur can be formulated as
Pr{Case1} = E{T0}
E{TRC} = 1− λE{T1} − λE{T2}, (32)
Pr{Case2} = E{Γ}E{T1}
E{TRC} = λE{T1}, (33)
Pr{Case3} = E{Γ}E{T2}
E{TRC} = λE{T2}, (34)
where E{T0} is the expected idle duration and can be given
by
E{T0} = N
λ
. (35)
To keep the stability of the two-stage queueing system,
the busy probability of the relay server must be less than 1;
namely, Pr{Case2} + Pr{Case3} < 1. Equivalently, it is
required that
λ <
1
E{T1}+ E{T2} . (36)
must be satisfied.
Finally, the following proposition can be presented.
Proposition 3. In a two-stage queueing system with i.i.d.
individual service time span, the mean waiting time of one
packet is
E{Wq} = −∇θ
(
Wq(θ| case 1) · Pr{Case1}
)∣∣∣∣∣
θ=0
−∇θ
(
Wq(θ| case 2) · Pr{Case2}
)∣∣∣∣∣
θ=0
−∇θ
(
Wq(θ| case 3) · Pr{Case3})
)∣∣∣∣∣
θ=0
.
(37)
Proof. The proof can be found in Appendix VIII-C.
Proposition 3 provides a general formula for the mean
waiting time, which relates the mean waiting time with
multiple queueing system parameters, namely packet arrival
rate, channel statistics, and relay service threshold. It is more
computationally efficient than Monte-Carlo simulations and
provides guidelines for engineering design.
IV. POWER MINIMIZATION PROBLEM FORMULATION
Based on the prior analytic packet delay result, in this
section we further illustrate the power minimization problem.
Before that, the long-term average power consumption at
different service stages has to be first formulated.
A. Power Consumption Formulation
A more general and practical power consumption model is
considered. Specifically, the overall power consumed by the
network is composed of three parts: energy consumed at the
packets, relays, and AP. The consumed energy supports: i)
mode transitions between the sleeping and receiving modes,
ii) packets receiving in the FSS, iii) packets transmitting at
the relay and receiving at AP (both in the SSS). In the
sequel, we formulate the expected energy consumption during
one regeneration cycle, based on which the average power
consumption is formulated.
1) Power Consumption at the Users: The power consump-
tion in waiting and transmitting modes is described as follows
[35]:
Pu =
{
P0,u, waiting mode,
P0,u + MPup1
∆
=PT,u, transmitting mode,
(38)
where P0,u represents the basic electrical circuit power con-
sumption; MPu is the slope of the load-dependent power
consumption. Note that the waiting users are not shut off when
they are in the waiting mode, since they have to listen to
the packet-transmitting-request from the relay, as illustrated in
Footnote 1.
As depicted in Fig. 2, the expected overall energy cost at
users in each regeneration cycle contains energy consumed
in the idle mode (with an average duration of E{T idleu })
and transmitting mode (with an average duration of E{T tu}).
Clearly, E{T idleu } and E{T tu} can be formulated as
E{T idleu } = E{Wq} − E{T1}, (39)
E{T tu} = E{T1}+ E{T2}. (40)
Hence, the expected overall energy cost at the relay server,
denoted by Etotu , can be given as
Etotu = E{Γ}E{T idleu } · P0,u︸ ︷︷ ︸
Energy cost in the idle mode
+
E{Γ}E{T tu} · PT,u︸ ︷︷ ︸
Energy cost for data transmitting
. (41)
2) Power Consumption at the Relay Server: For relays,
the power consumption model in sleeping, receiving, and
transmitting modes is described as follows [35]:
PR =

P0,R, receiving mode,
P0,R + MP,R · p2 ∆=PT,R, transmitting mode,
Psleep,R, sleeping mode,
(42)
where MPR is the slope of the load-dependent power consump-
tion. Generally, we have P0,R > Psleep,R.
For each regeneration cycle depicted in Fig. 2, the total
expected energy cost at the relay server, denoted by EtotR ,
includes energy consumed in the idle period (when relays are
in the sleeping mode), k FSSs (when relays are in the receiving
8mode) and k SSSs (when relays are in the transmitting mode).
Hence, EtotR is represented by
EtotR = E{T0} · Psleep,R︸ ︷︷ ︸
Energy cost for sleeping
+ E{Γ}E{T1} · P0,R︸ ︷︷ ︸
Energy cost for data receiving
+
E{Γ}E{T2} · PT,R︸ ︷︷ ︸
Energy cost for transmitting
. (43)
3) Power Consumption at the AP: The power consumption
at the AP in sleeping and receiving modes is described as
follows [35]:
PAP =
{
P0,AP , receiving mode,
Psleep,AP , sleeping mode,
(44)
Generally, we have P0,AP > Psleep,AP .
For each regeneration cycle, the sleeping duration at the AP
consists of the idle period and FSSs for Γ packets. The total
expected energy cost at the relay server is
EtotAP =
(
E{T0}+ E{Γ}E{T1}
)
· Psleep,AP︸ ︷︷ ︸
Energy cost for sleeping
+
E{Γ}E{T2} · P0,AP︸ ︷︷ ︸
Energy cost for data receiving
. (45)
4) Power Consumptions for Mode Transitions: Mode tran-
sitions happen at the relay when i) the service turns into the
FSS from the idle mode, and ii) the service turns into the
idle mode from the SSS. Additionally, the mode transition
happens at the AP when i) the service turns into the SSS
at the completion of the FSS, and ii) when the service turns
into the idle/FSS mode at the completion of the SSS. The
switching energy cost is fixed and denoted by Esw for each
mode transition. For every individual regeneration cycle, the
total mode transition energy cost is
Etotsw = E{2Esw + 2kEsw}
(c′)
= 2Esw(1 +
1
pi0
), (46)
where 2Esw is the energy cost for mode switching at the relay;
2kEsw is the energy cost for mode switching at the AP; (c′)
satisfies with (7).
It is worth noting that the electrical circuit power at the relay
server and AP are much higher than the packet transmitting
power (e.g., 10 watts versus 0.1 watts or abound) [35]. Hence,
the packet transmitting power p2 can be ignored.
B. Average Power Minimization Problem
The power minimization problem under the queueing sta-
bility can be formulated as follows:
P1 : min
N
E{Ptot} = E
tot
u + EtotR + EtotAP + Etotsw
E{TRC} (47)
s.t. E{Wq} ≤ D0, (48)
where D0 in (48) is the maximum tolerable mean waiting time.
As can be seen from (19), the resulting expression of N0(z)
is in a recursive form. In what follows, we illustrate that it is
mathematically intractable to obtain the explicit formulae of
the analytical solutions for N and pi0.
Firstly, it is considerably challenging to determine n0 ∈ N
(n0 ≤ n) at which N0(z) starts converging. Secondly, the
polynomial terms in N0(z) contains pi0 of different orders.
As implied in (19), the highest order of pi0 when N0(z)
converges is 2n0−1. Our numerical results in Section VI-A
reveal that n0 can be larger than 6. The Abel Theorem [36]
reveals that explicit solution does not exist for irreducible
algebraic equations with the highest order being larger than
5. Thirdly, pi0 is closely coupled with N , as implied in (19)-
(61). The non-existence of the explicit form of pi0 determines
that it is hard to achieve the closed-form of the global optimal
N . Furthermore, according to (26), (30) and (37), E{Wq} is
neither mathematically tractable.
Fortunately, as illustrated in Proposition 1, N0(z) converges
for any |z| < 1. It motivates us to determine the solutions
numerically and with a low-level complexity. The key for-
mulations to obtain the desired metrics, including E{Ptot} in
(47) and E{Wq} in (48) are: 1) the expectations of service
time span T1 and T2 in (10); and 2) the expectation of
LST in (14). It is really complicated to evaluate analytically
their expressions. To obtain the desired metrics, manifold
numerical integrations are performed, particular in (26) and
(30). Straightforward numerical computations will lead to an
overall high computational complexity.
In the next section, we exploit Jensen’s inequality to ap-
proximate these expressions to their alternative closed-forms,
in order that the computational complexity can be greatly
reduced. Then the optimization problem is further illustrated
and determined.
V. PROBLEM RELAXATION AND ILLUSTRATION
A. Performance Bounds
As can be noticed from (10), it is mathematically intractable
to derive the exact closed-form expression of E{Ti}. For-
tunately, E{Ti} is strictly convex w.r.t. x. Using Jensen’s
inequality, the transmission rate is bounded as [37], [38]
J
∆
=
 Ci(hi) ≤ B log(1 +
pi
σ2i
E{Xi}) ∆= C(upper)i (hi),
Ci(hi) ≥ B log(1 + piσ2i E{ 1Xi } )
∆
= C
(lower)
i (hi).
(49)
In practice, to guarantee the QoS of data transmissions, SNR
at the receivers is usually high. Since log(1 + x′) tends to
change subtly in the high x′ regime, it follows that
C
(lower)
i (hi) ' C(upper)i (hi). (50)
Thereby, the expectation of Ti can be approximated by
E{Ti} ' C(upper)i (hi) ∆=
l
B log(1 + pi
σ2i
σ2hi)
. (51)
Due to the irreducible integral computation in (14), it is
also intractable to derive the exact closed-form of LTi(θ). Let
∇2x(·) represent the second order derivative operator w.r.t. x.
For the sake of clarity, we introduce ς(x) and define it as
ς(x) = exp
(
− θ lCi(x)
)
. Then, (14) can be rewritten as
LTi(θ) =
∫ +∞
0
ς(x)gXi(x)dx. (52)
9Note that θ ≥ 0 in our above formulae. After some simple
calculations, we have
∇2x
(
ς(x)
)
< 0 (53)
in the high SNR region, indicating that ς(x) is concave w.r.t. x
in the high SNR regime. Additionally, from (52), we note that
LTi(θ) = E{ς(x|θ)}. Similar to the approximation method in
(51), LTi(θ) can be upper bounded by exploiting the concavity
property, i.e.,
LTi(θ) ≤ exp
(
− θ l
B log(1 + pi
σ2i
σ2hi)
)
. (54)
Following the similar approximation method, in the high
SNR regime, the exact expression of LTi(θ) can be approxi-
mated by
LTi(θ) ' exp
(
− θ l
B log(1 + pi
σ2i
σ2hi)
)
. (55)
With the above mathematical transforms, LTi(θ) is con-
verted into an exponential function, which is tractable closed-
form and can be very easily evaluated.
More importantly, based on the aforementioned approxi-
mations, N0(z) can also be approximated by a closed-form.
Hence, manifold integral calculations are avoided and the
computational complexity is significantly reduced.
B. Problem Analysis and Determination
In this following, we further illustrate that the determination
of global optimal N can be obtained numerically by analysing
both the objective and mean delay constraint.
We first present how to derive the feasible range of N
that satisfies the mean delay constraint. Typically, a larger N
results in a longer queue length both in the idle and sub-
cycle periods. Given that the data transmitting time on each
individual link is fixed, a longer queue length implies that
an end-user experiences more waiting time. Correspondingly,
it can be concluded that E{Wq} monotonically increases with
N , which will also be numerically verified in Subsection VI-B.
The bisection method [39] can be applied to obtain the
maximum tolerable N , hereinafter denoted as Nmax, that
adheres to the delay constraint (36). From (48), Nmax can
be uniquely determined by
E{Wq}
∣∣∣
N=Nmax
≤ D0, and E{Wq}
∣∣∣
N=Nmax+1
> D0.
(56)
In the following, we further explain that the global optimal
N can be obtained efficiently. Denote the optimum N that
minimizes E{Ptot} as N ′. Clearly, the optimum solution of
P1 is
N∗ = min{Nmax, N ′}. (57)
To determine N ′, we first analyse the monotonicity property
of E{Ptot}. The following three engineering insights and
outcomes can be achieved:
i) E
tot
u
E{TRC} can be rewritten as
Etotu
E{TRC} = λE{T
idle
u } · P0,u+λE{T tu} · PT,u
(39)
= λ
(
E{Wq} − E{T1}
)
· P0,u + λE{T tu} · PT,u.
(58)
E{T1} and E{T tu} are constant w.r.t. N ; and E{Wq} mono-
tonically increases with N . In the case that P0,u takes a
sufficiently small value, E
tot
u
E{TRC} increases very slightly with
N ; otherwise, it grows fast with N .
ii) pi0 decreases with N , resulting in a decreasing mode
switching frequency and further a fall of E
tot
sw
E{TRC} . The illus-
tration will be presented in subsection VI-A and demonstrated
in Fig. 3 (b).
iii) E
tot
R +EtotAP
E{TRC} can be calculated as
EtotR + EtotAP
E{TRC}
(9),(11)
= ρ · Psleep,R + λE{T1} · P0,R + λE{T2} · PT,R︸ ︷︷ ︸
Power consumption at the Relay
+
(
ρ+ λE{T1}
)
· Psleep,AP + λE{T2} · P0,AP ,︸ ︷︷ ︸
Power consumption at the AP
(59)
where ρ = 1− λE{T1} − λE{T2}. It can be observed that
EtotR +EtotAP
E{TRC} remains invariant w.r.t. N .
Based on the aforementioned analyses, it arises that there
exists a fundamental trade-off between end-users’ power con-
sumption (i.e., E
tot
u
E{TRC} ) and mode transition power consump-
tion (i.e., E
tot
sw
E{TRC} ). The monotonicity is hard to be analyzed
due to the existence of pi0. Additionally, we note that the
positive and negative exponential items alternately appear
in (19). It inherently implies that N0(z) cannot be further
approximated by a convex formula, indicating that a convex-
based algorithm is not applicable to P1.
It is worthwhile to note that N0(z) converges for any |z| < 1
as illustrated in Proposition 1. Then with the approximation
method, tractable closed-formulae can be explicitly derived,
quite easily evaluated, and hence the overall computational
complexity in obtaining N ′ can be greatly reduced. The
resulting table can be stored in the device, which will facilitate
engineering designs.
It is also noteworthy that, for the sufficiently small P0,u
scenario, E
tot
u
E{TRC} can be considered constant w.r.t. N . Hereby,
the overall power consumption monotonically decreases with
N . In such a case, we have N∗ = Nmax.
VI. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we seek to find the approximated optimum
solutions and reveal the mean power consumption and waiting
time trade-offs. The performance comparison between the
approximation method and exact calculations will also be
presented.
The parameters are given in Table II, unless otherwise
stated. Note that packets’ transmitting power, i.e., p1 and
p2 take their maximum values to diminish each packet’s
transmission time (equivalently, the FSS and SSS durations are
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reduced), aiming at saving the overall electrical circuit energy.
To obtain insightful conclusions and facilitate the analysis, we
normalize σhi and assume that
p1
σ21
= p2
σ22
; λ is measured in
packets/ms.
TABLE II
PARAMETER SETTINGS
Parameters Value Parameters Value
p1 = p2 0.1 W P0,R = P0,AP 10 W [35]
MP,R 2.6 [35] Psleep,R = Psleep,AP 4 W [35]
pi/σ
2
i (i = 1, 2) 40 dB B 1 MHz
P0,u 0.5 W Esw 8 Joules
MP,u 1.2 l 103
A. Verification of the Theoretical Results
E{Ptot} and pi0 curves versus N are respectively depicted
in Figs. 3 (a) and (b). To verify the exact theoretical results and
approximated closed-formulae, simulation results are also pre-
sented. Simulations are performed by respectively averaging
E{Ptot} and pi0 over 107 realizations, including 104 random
realizations of Rayleigh fading channels and 103 consecutive
FSSs and SSSs for each channel realization.
As can be seen, theoretical curves match well with the
simulations, thereby verifying our derivations. Furthermore,
it can be noticed that Jensen’s bounds in (51) and (55) are
quite tight in the considered high SNR scenario. Additionally,
it is interesting to observe that, pi0 decreases with N , which
is reasonable and agrees with the intuition. The underlying
reason is that a larger N indicates a longer data transmission
time during the sub-service cycle (i.e., one cycle of FSS+SSS)
and hence, more packets join the waiting queue and wait
for their sub-service cycle turn. As a consequence, there is a
higher probability that N2 > 0, indicating a smaller pi0 (recall
that pi0 = Pr{N2 = 0}).
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It is worth noticing that though N0(·) presented in (19)
appears to include infinite terms; however, in the following, we
numerically demonstrate that it converges at a fast rate under
our proposed approach. We take the convergence property
of N0(LT2(θ)) in (20) and (28) as an illustrative example.
As indicated in Fig. 4, N0(LT2(θ)) converges when n = 7
for various θ values. Note that N0(LT2(0)) ≡ 1, which
matches with the theoretical results. This is due to the fact
that LT2(0) ≡ 1 at θ = 0, then according to the property
of the PGF function, N0(LT2(0)) ≡ 1 can be achieved.
Additionally, the approximated closed-forms in (51) and (55)
are also considered. The curves reveal that in the high SNR
scenario, the approximated approach behaves quite similar as
the exact formulae in terms of convergence.
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Fig. 4. The convergence curves of N0
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versus n; λ = 0.2.
B. Impact of N
To investigate the impacts of N on E{Ptot} and E{Wq},
we plot E{Ptot} and E{Wq} curved surfaces in Figs. 5 and
6, where N takes the value in {1, 2, · · · , 12}. It can be
noticed that E{Ptot} first decreases with N before achieving
its minimum value, and afterwards grows with N . Besides,
as demonstrated in Fig. 6, E{Wq} monotonically increases
with N . Therefore, based on the aforementioned analysis, it
can be concluded that sacrificing the mean waiting time not
necessarily brings the benefit of power savings. The underlying
reason can be analyzed as follows.
Firstly, in the small N region, the mean waiting time and
E{T idleu } are small, which results in a small Etotu value.
Thereby, E{Ptot} is dominated by the power consumed at
the AP and relay server. Secondly, as illustrated in subsection
VI-A and demonstrated in Fig. 3 (b), pi0 decreases with N ,
leading to a decreasing mode switching frequency and E
tot
sw
E{TRC} .
Thirdly, after some simple calculations, it can be revealed that
EtotR +EtotAP
E{TRC} in (47) keeps constant w.r.t. N . Based on the afore-
mentioned analysis, we claim that the total power consumed at
the AP and relay server, i.e.,
(
Etotsw
E{TRC} +
EtotR +EtotAP
E{TRC}
)
decreases
with N . Finally, it can be concluded that E{Ptot} decreases
with N in the small N region.
However, as N (when N ≥ N∗) further increases, the
mean waiting time grows significantly, as demonstrated in
Fig. 6. Different from the small N case, E{T idleu } takes a
larger value as indicated in (39). Further, as can be observed
from (58), increasing E{T idleu } results in a growing Etotu such
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that E
tot
u
E{TRC} dominates the total power consumption instead
of E
tot
sw
E{TRC} . The above finally leads to an increasing E{Ptot}.
C. Impact of λ
In the sequel, we study the impacts of λ on E{Ptot} and
E{Wq}. In Figs. 5 and 6, E{Ptot} and E{Wq} versus λ are
plotted, where λ varies from 0.2 to 1. Besides, in Fig. 7 (b),
the optimal E{Ptot} curves versus λ are also presented, where
p1
σ1
= p2σ2 = 40, 60dB, respectively. We have the following two
observations.
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Firstly, the theoretical results show that E{Ptot} increases
with λ, while E{Wq} performs the opposite. These advocate
the intuitions and further verify the validity of our derivations.
We first analyse the underlying reason that E{Ptot} increases
with λ. A higher arrival rate means that the relays and AP
are suffering a heavier traffic load, thereby consuming more
power. Also, from the users’ standpoint, more users are served
per unit of time, resulting in higher power consumption. We
further illustrate why E{Wq} decreases with λ. As λ increases,
the queue length can easily arrive at the threshold. Hence, it
takes shorter time for the user waiting list to be served. As a
result, E{Wq} decreases with λ.
Additionally, we notice that in a denser packet arrival
scenario, the energy-saving service threshold takes a larger
value. This is because a larger λ implies a smaller packet
inter-arrival and shorter time span to be taken to accumulate
a certain number of packets. Hence, for a given mean waiting
time tolerance D0, N is allowed to take a larger value
compared with the smaller λ scenario. For a certain mean
waiting time, according to (58), a larger N does not result in a
larger E
tot
u
E{TRC} than that of the smaller λ scenario. Meanwhile,
based on the analyses in V-B ii) and iii), a larger N leads to a
lower E
tot
R +EtotAP
E{TRC} . To rap, N
∗ takes a larger value in the denser
packet arrival scenario.
D. Performance Comparison with Always-on-Service Policy
In Figs. 7 (a) and (b), the average power consumption of
the optimum-threshold policy is compared with that of the
Always-on-Service (AoS) policy [26], where the relay server
is activated once one packet arrives. It is clear that the optimal
(OP) policy performs better than the AoS policy in terms of
the average power consumption.
Additionally, it is demonstrated that for the optimal policy,
a larger maximum transmitting power (corresponding to a
higher pi/σi, ∀i ∈ {1, 2}) results in reduced average power
consumption. This is due to the fact that a larger pi/σi
(∀i ∈ {1, 2}) results in a larger transmitting rate and further a
reduced service time span. Overall power consumption at the
relay server and the AP is correspondingly decreased.
Furthermore, numerical results obtained from the approx-
imated closed-form are also presented. The curves in Fig. 7
(b) clearly reveal that the approximated formulae get closer
to the exact theoretical derivations as SNR increases. This is
reasonable and profits from the tightness property of Jensen’s
bound, which coincides with the derivations in (49)-(55).
Fig. 7. E{Ptot} versus λ under two different policies; D0 ≤ 10.5 ms.
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VII. CONCLUSIONS
A two-stage, N -threshold and gated M/G/1 queueing com-
munication via the assistance of a relay server has been
proposed and investigated for the delay-tolerant networks. Two
important performance metrics, including the mean waiting
time and long-term expected power consumption have been
analysed and associated with packet arrival rate, relay service
threshold as well as channel statistics. A more practical
expected power consumption was derived in the sense that
it included the electrical circuit energy consumption when
the server and relay are in different modes and energy
costs for mode transitions. The expected power consumption
minimization problem has been formulated under the mean
delay constraint. Mathematical approximation methods based
on Jensen’s inequality were adopted to obtain the tight closed-
form bounds, such that manifold integrals can be avoided
and the computational complexity can be greatly reduced.
The above studies and mathematical propositions will provide
guides for practical system design. The numerical results
illustrated the suitability of Jensen’s bounds and fast con-
vergence rate of closed-formulae. The tradeoff between the
mean waiting time and power consumptions are revealed.
Additionally, it has been revealed that: 1) in a larger packet
arrival rate scenario, the energy-saving service threshold takes
a larger value, which advocates with the intuitions and verify
the validity of our derivations; 2) performance comparison
with the always-on-service policy demonstrates the advantage
of our proposed scheme. Note that our methods can be readily
applied into multi-hop (e.g., three-hop or more) and various
channel scenarios (e.g., Rice channel, general Nakagami-m
fading channels, etc) by several simple modifications on the
formulae.
VIII. APPENDIX
A. Proof of Proposition 1
The following notations are defined:
gn(z) = pi0η
(
fn(z)
)
, n ∈ N, (60)
η(z) = 1− zN , (61)
f0(z) = z, (62)
f1(z) = LT2(λ− λz), (63)
fn(z) = fn−1
(
f1(z)
)
= f1
(
fn−1(z)
)
, n ∈ N+, n ≥ 2,
(64)
Under the assumption that T1 and T2 have the same distri-
bution, we have
fT1(t) = fT2(t), (65)
Then,
LT1(z) = LT2(z). (66)
According to (16)-(18), we have
N0(z)
(18)
=N0
(
LT2(λ− λz)
)
N0
(
LT1(λ− λz)
)
− pi0η(z)
(67)
(a)
=N0
(
LT2(λ− λz)
)
N0
(
LT2(λ− λz)
)
− pi0η(z)
(68)
(b)
={N0(f1)}2 − g0(z), (69)
(c)
=
([(
{N0(fn)}2 − gn−1(z)
)2
− gn−2(z)
]2
− · · ·
− g1(z)
)2
− g0(z), n→∞
(d)
= (19), (70)
where (a) is achieved from (66); (b) is based on (64); (c)
is obtained by successively substituting (69) into (67); (d)
satisfies with the fact that for any z with |z| < 1 [23],
fn(z)→ z∞ ≡ 1, as n→∞.
Further, we have
N0(fn)→ 1, as n→∞,
and
gn(z)→ 0, as n→∞.
In the sequel, we further illustrate that N0(z) converges
absolutely for any |z| < 1. When z = 1, fn(1) ≡ 1 (∀n) can
be obtained from the recursion formula in (64). Further, from
(60), it follows that gn = 0 (∀n) when z = 1. Then, it can be
observed that N0(1) = 1 from (19). According to the property
of PGF [24], the convergence of N0(z) for any |z| < 1 can
be illustrated.
B. Proof of Proposition 2
By substituting z = 0 into (68), we have
N0(0) =
{
N0
(
LT2(λ)
)}2
− pi0
(i)
= Pr{N0 = 0}
(e)
= 0, (71)
where (i) is based on the property of p.d.f. function; (e)
satisfies with the fact that N0 is strictly positive, as indicated
in (12).
Hence, we have
pi0 =
{
N0
(
LT2(λ)
)}2
. (72)
C. Proof of Eq. (37)
Proof. For easing notations, in the following, we introduce a
parameter fk(θ) as below
fk(θ) = Wq(θ| case k) · Pr{Case k},∀k ∈ {1, 2, 3}.
In the following, the proof is performed according to the
property of the LST.
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For a continuous random variable (referred to as X) with
cumulative distribution function F (t), the moments of X can
be computed using [34]
E[Xn] = (−1)n d
n{LF (θ)}
dθn
∣∣∣∣
θ=0
,
where LF (θ) is the Laplace-Stieltjes transforms of F (t).
when n = 1, we have
E[X] = − d{LF (θ)}
dθ
∣∣∣∣
θ=0
.
Following the property, we have
E{Wq} = −∇θ
(
f1(θ) · f2(θ) · f3(θ)
)∣∣∣
θ=0
,
which can be rewritten as
E{Wq} =−∇θ
(
f1(θ) · f2(θ) · f3(θ)
)∣∣∣
θ=0
=−∇θ
(
f1(θ)
)∣∣∣
θ=0
· f2(0) · f3(0)
−∇θ
(
f2(0)
)∣∣∣
θ=0
· f1(0) · f3(0)
−∇θ
(
f3(0)
)∣∣∣
θ=0
· f2(0) · f1(0). (73)
Since fk(0) = 1, ∀k ∈ {1, 2, 3}, (73) can be reduced into
(37).
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