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New presentations of a link and virtual link
Liangxia Wan ∗
Department of Mathematics, Beijing Jiaotong University, Beijing 100044, China
Abstract Unique representations of a link and a virtual link are introduced and algebraic systems on
links and virtual links are constructed respectively. Based on the algebraic systems, Reduction Crossing
Algorithms for them are proposed which are used to reduce the number of crossings in a link and virtual
link by applying a main tool–a pass replacement. For an infinite class unknots U , One can transform
each K into a trivial knot in at most O(nc) by applying the corresponding algorithm for certain set U
of unknots where c is a constant, K ∈ U and n = |V (K)|. As special consequences, three unknots are
unknotted which are Goeritz’s unknot,Thistlethwaite’s unknot and Haken’s unknot (image courtesy of
Cameron Gordon). Moreover, an infinite family of unknots KG2k,2l ∈ U are unknotted in O(nloglogn)
time.
1. Introduction
A link consists of m closed non-self-intersecting curves embedded in R3 for a positive integer m.
If m = 1, then it is called a knot. A link projection is obtained by projecting a link to R2. If there
are a finite double crossings (no any other crossings) in a projection and the over-crossing line and the
under-crossing line transverse at each crossing in the plane, then the projection is called a diagram of a
link. In fact, this presentation of a link can be dated to Brunn’s work [3]. There are several notations
such as Dowker notation [8], Gauss code and Conway notation [5] to represent a knot or a link with
certain combinatorial or algebraic structures. However, two Conway notations may represent the same
underlying knot [23] and one Dowker notation (or one Gauss code [12])may represent two distinct knots
[1](See Fig.1).
This paper introduces a new presentation based on a diagram of a link and a planar embedding
of a graph. Recall that the rotation σu at the vertex u is a cyclic permutation of its incident edges.
Then PG =
∏
u∈V (G)
σu is a rotation system of G. Edmonds found that there is a bijection between the
rotations systems of a graph and its combinatorial orientable embeddings [11]. Youngs provided the first
proof published [31]. The idea of the bijection above can be dated to some of the earlier work about
imbeddings such as Dyck [9] and Heffter [17].
Given a diagram L of a link, if one labels every crossing with two mutual letters a and a− where a
and a− represent the overcrossing and undercrossing respectively, then one obtains a marked diagram
which is still denoted by L. Its shadow is a planar embedding of a marked 4-regular graph obtained
from L by regarding a and a− as the same vertex a(no overcrossings or undercrossings at crossings).
∗
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Here, its incident edges at a are ei = (a
r, xrii ) such that e1e3, e3e1 /∈ σa where i = 1, 3 for r = + and
there is not any other crossing between ar and xrii along the corresponding curves of L for r, ri ∈ {+,−}
with 1 ≤ i ≤ 4. Since topologically planar embeddings of a graph are determined by PG and the infinite
face fG which is the unbounded face, the marked planar embedding with an infinite face is called its
embedding representation. Through this paper a link L, unless otherwise indicated, is always such an
embedding representation L that each vertex has an anticlockwise rotation, although it would be more
precise to call it a marked diagram representative of a link in R3.
Obviously, given a marked diagram L of a link, there exists one and only one embedding presentation.
Conversely, without loss of generalization, suppose that a is a crossing of an embedding representation
and suppose further that its incident edges are ei = (a, x
ri
i ) with i = 1, 3 and ei = (a
−, xrii ) with
i = 2, 4 for ri ∈ {+,−} where e1e3, e3e1 /∈ σa. Let e1 and e3 on the same line and let the crossing be an
overcrossing a, and simultaneously let e2 and e4 on the same line and let the crossing be an undercrossing
a−. Then one and only one diagram is obtained. Thus we arrive at the following result.
Theorem 1.1. There are a bijection between marked diagrams and embedding representations.
The isomorphism of links is reasonable according to the isomorphism of topological embedding.
Definition 1.2. For two links L1 and L2, L1 ∼= L2 if and only if there exists a bijection φ : V (L1) →
V (L2) such that φ(a
−) = (φ(a))−, φ(σa(L1)) = σφ(a)(L2) for every a ∈ V (L1), and φ(fL1) = fL2 where
fLi is the infinite face of Li for 1 ≤ i ≤ 2.
Let L be the set of links. Now we construct a new algebraic system (L,∼) where an equivalence
relation ” ∼ ” is defined blow.
Ω0: Suppose that ex = (x
r1
1 , y
s1
1 ) and ey = (x
r2
2 , y
s2
2 ) are on the same face of L with rj , sj ∈ {+,−}
for 1 ≤ j ≤ 2. A new link for s ∈ {+,−}
L+x
sys ∼ L
where L+x
sys follows from L by adding vertices x, y and then replacing edges ex and ey with their subdivi-
sions. Here, if ex 6= ey, then (x
r1
1 , x
s), (xs, ys), (ys, ys11 ) is the subdivision of ex and (y
s2
2 , x
−s), (x−s, y−s),
(y−s, xr22 ) is the subdivision of ey. Otherwise, (x
r1
1 , x
s), (xs, ys), (ys, y−s), (y−s, x−s), (x−s, ys11 ) is the
subdivision of ex.
Ω1: Set U = {x, y} and set (x, x−), (y, y−) /∈ E(L) for L ∈ L. If e+, e− ∈ E(L) where er = (xr, yr)
for r ∈ {+,−}, then
L−U ∼ L.
Suppose that other incident edges of x and y are (xr, zsrr ) and (y
r, vtrr ) for r, sr, tr ∈ {+,−} respectively.
L−U is obtained from L by deleting vertices x, y and their incident edges, adding an edge (zsrr , v
tr
r ) with
zsrr 6= y
r for r ∈ {+,−}, adding two edges (x, x−)i with z
s+
+ = y and then adding two edges (y, y
−)i
with z
s−
− = y
− for 1 ≤ i ≤ 2.
Case 1. fL 6= (e+, e−);
Case 2. otherwise.
Ω2: Set e = (x, x−) ∈ E(L) for L ∈ L. Suppose that other incident edges of x are (xr, ysrr ) for
2
r, sr ∈ {+,−}. If y
s+
+ 6= x
−, then
L−x ∼ L
where L−x follows from L by deleting the crossing x and its incident edges and then adding the edge
(y
s+
+ , y
s−
− ).
Case 1. fL 6= (e);
Case 2. otherwise.
Ω3: If a triangle △ = ((xr , yr), (y−r, z−s), (zs, x−r)) is a face of a link L where r, s ∈ {+,−}, then
L△ ∼ L
where PL△ = P
{U ;W}
L and fL△ = f
{U ;W}
L . Here, U = {x
r, yr, y−r, z−s, zs, x−r} and W = {yr, xr, z−s,
y−r, x−r, zs}.
Case 1. fL 6= ∆;
Case 2. otherwise.
We state the following results.
Theorem 1.3. If L is connected, then L is uniquely determined by PL.
Since each diagram L of a link in R3 is the union of some connected diagrams Li for l ≥ 2 and
1 ≤ i ≤ l such that fL =
⋃
1≤i≤l
fLi by using a generalized exchange move [10], we actually verify the
following conclusion.
Theorem 1.4. A link L is uniquely determined by PL.
The following result is concluded for the equivalence relation ” ∼ ” on the algebraic system (L,∼).
Theorem 1.5. For any L1, L2 ∈ L, L1 ∼ L2 if and only if L1 can transform into L2 by a sequence of
Ωi for 0 ≤ i ≤ 3.
We also consider the unknot recognition problem in this paper. There has been much progress since
Haken provided the first algorithm by introducing a normal surface [15] in 1961. In 1999 Hass, Lagarias
and Pippenger showed that Unknot recognition is in NP [16]. In 2003 Dynnikov gave an algorithm to
unknot an arc rectangular of an unknot by monotonic (sometime not [21]) simplifications [10]. Lackenby
provided an algorithm with a polynomial upper bound on Reidemeister moves by combining Dynnikov’s
methods with the use of normal surfaces in 2015 [21]. Despite the progress, it is still tough to unlink
unknots such as Goeritz’s unknot [13],Thistlethwaite’s unknot and Haken’s unknot (image courtesy of
Cameron Gordon) illustrated by Lackenby in [21]. The main reason is that its binding weight of a normal
compression disc used in Lackenby’s algorithm is generally exponential.
In this paper we directly perform operations on links, find a pass replacement as a powerful tool and
then provide the Reduction Crossing Algorithm. Set U to be a set of such unknots that each K ∈ U is
equivalent to an K ′ ∈ U for |µ(K)| ≥ 3. Here, K ′ is obtained by applications of equal pass replacements
in at most O(nc1) time and there exists one of a short pass replacement and Ωi in K ′ where c1 is a
constant independent of n. Then K is transformed into a trivial knot in O(nc) time for any K ∈ U
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where c = max{n3loglogn, c1 + 1}. We arrive at c = 2 for a special infinite class of unknots KG2k,2l
with k > 0, l ≥ 0. Moreover, we transform three known unknots above into a trivial knot. Similarly, we
introduce the embedding presentations of a virtual link, an oriented link and an oriented virtual link.
This paper is organized as follows. In Section 2, some related preliminaries are reviewed and some
notations are explained. In Section 3, we study the embedding representation of a link and prove
theorems 1.3 and 1.5. In Section 4 the Reduction Crossing Algorithm are presented and some examples
are provided. In Section 5 and 6 we introduce the embedding presentations of a virtual link, an oriented
link and oriented virtual link respectively. Finally some open problems are given in Section 7. In
Appendix, the Haken’s unknot is unlinked.
2. Preliminaries
In this section, we state some notations and review some related information about links [1, 26],
virtual links [20] and embeddings [22].
2.1. Notations
Let a+ and a− be mutual inverse letters for a letter a. In brevity, a+ = a through this paper.
Set U and W to be a set of letters. Then |U | denotes the number of elements in U . U \ W de-
notes the set of letters from U by deleting letters in W . A linear sequence A is a sequence of let-
ters and (A) denotes a rotation of letters. If ab ∈ (A), then a is adjacent to b. Suppose that a
linear sequence A = abc · · · z. Then Are = z · · · cba is called the reverse of A. If a rotation of edges
f = ((ar11 , a
−r2
2 ), · · · , (a
rk−1
k−1 , a
−rk
k ), (a
rk
k , a
−r1
1 )) forms a face where ai 6= aj for 1 ≤ i 6= j ≤ k, then f is
denoted by f = (a1a2 · · ·ak) in brevity. Especially, fL denotes the infinite face of a link L.
Suppose that X = (A1)(A2) . . . (Al) where Ai are linear sequences for l ≥ 1 and 1 ≤ i ≤ l. Let
(A1)
−U denote the rotation from A1 by deleting letters x, x
− for any x ∈ U . Generally, let X−U =
(A1)
−U (A2)
−U · · · (Al)
−U . Let X{a
r;b
s1
1 ,b
s2
2 ,···,b
sl
l
} denote a product of rotations from X by replacing the
letter ar with a sequence of letters bs11 , b
s2
2 · · · b
sl
l for r, si ∈ {+,−}, l ≥ 1 and 1 ≤ i ≤ l. Let X
{e;e1,e2···el}
denote a rotation from X by replacing the edge e with the sequence of edges e1, e2 · · · el. Suppose that
Ui,Wi are sets of letters or edges. Let X
{U1,···,Ul;W1,···,Wl} = X{Ui;Wi|1≤i≤l} denote the rotation from X
by replacing elements of Ui with these of Wi for 1 ≤ i ≤ l.
2.2. Planar embeddings
Given a graph G = (V,E) with |V (G)| ≥ k+1 for k ≥ 1, a sequence of vertices P = uu1u2 · · ·ulv for
l ≥ 0 is called a path from u to v if (ui, ui+1) ∈ E(G) for 0 ≤ i ≤ l where u0 = u, ul+1 = v and ui 6= uj
for 0 ≤ i 6= j ≤ l+1. A permutation of letters C = (a1a2 · · · ak) for k ≥ 1 is a cycle if (ai, ai+1) ∈ E(µG)
for 1 ≤ i ≤ k where ak+1 = a1 and ai 6= aj for 1 ≤ i 6= j ≤ k. If there is a path from any u, v ∈ V (G),
then G is connected. Based on Dijkstra’s shortest algorithm [7], Thorup’s shortest algorithm gives an
O(mloglogm) time bound for the single source shortest path problem on a connected graph with m
edges [30].
If G1 = (V (G) \ V1, E(G) \ E1) is connected for any set V1 of vertices with |V1| = k − 1, then G
is k-connected where E1 is the set of edges incident with vertices of V1. Especially, G is connected for
k = 1. The greatest integer k such that G is k-connected is the connectivity κ(G) of G. G is disconnected
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if there are u, v ∈ V (G) such that there does not exist any path from u to v in this paper. The maximal
connected subgraph of G is called a connected component of G. For a graph G with |V (G)| ≥ 2, if there
exists a vertex u ∈ V (G) such that the number of connected components of G1 = (V (G)\{u}, E(G)\E1)
is greater than that of G where E1 is the set of edges incident with u, then u is a cutvertex.
If G can be drawn in the plane such that no two edges meet in a point other than a common end,
then this drawing is called a planar embedding µ(G) of G. The infinite face is the unbounded face and
other faces are called interior faces. Given two faces fi of µ(G) for 1 ≤ i ≤ 2, if f1 and f2 have a common
edge, then f1 is adjacent to f2. Regard each face as a vertex, define such two vertices to be adjacent if
they are adjacent in µ(G) and then get the dual graph of µ(G).
Given a directed graph ~G = (V,E), if ~G can be drawn in the plane such that no two arcs meet in
a point other than a common end where E is the set of arcs, then this drawing is called an embedding
of ~G on the plane. The infinite face is the unbounded face and other faces are called interior faces. Let
σu(µG) denote the rotation at u in µ(~G).
Theorem 2.1. (Jordan Curve Theory[18].) Let C be equivalent to a circle on the plane. Then R2 − C
has two components.
❳
❳
❳
❳
I−
I
RI :
I
I−
RII :
II−
II
II
II−
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Fig.0:Reidemeister moves
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2.3 Links
In 1926, Reidemeister, independently Alexander and Briggs introduced the Reidemeister moves and
proved the following results.
Theorem 2.2. (See [2, 25].) Given two diagrams Li for 1 ≤ i ≤ 2, if L2 can change to L1 by a sequence
of Reidemeister moves, then they are diagrams of the same link in R3.
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Given a diagram of a link, an overpass is a subarc of a link goes over at least one crossing but never
goes under a crossing and the number of overcrossings on it is called its length. An underpass is a subarc
of a link goes under at least one crossing but never goes over a crossing and the number of undercrossings
on it is called its length. A bridge is an overpass that could not get longer and a subway is an underpass
that could not get longer.
2.4. Virtual links
In 1999, Kauffman introduced a virtual link L which consists of m closed non-self-intersecting curves
embedded in S × I for a positive number m [20]. A virtual link is a virtual knot for m = 1. A virtual
link projection is obtained by projecting a virtual link to R2 such that the set of crossings consists of
two types, one of which is the set of classical crossings denoted by V (Γ) and the other of which is the
set of artificial crossings denoted by V (Σ). If neither three points on the project to the same point and
nor vertex projects to the same point as any other point in a virtual link, then the projection is called
its virtual diagram.
3. Embedding presentation of a link
In this section we study the embedding presentation of a link and introduce operations on links,
especially a pass replacement.
Since each link L is the union of some connected links Li for l ≥ 2 and 1 ≤ i ≤ l such that
fL =
⋃
1≤i≤l
fLi by using a generalized exchange move [10]. As a special case a trivial knot is represented
by O where PO = ((o, o−)1, (o, o−)1, (o, o−)2, (o, o−)2), which is reasonable by Reidemeister Move I.
Similarly, a trivial link with m components L =
⋃
1≤i≤l
Oi such that fL =
⋃
1≤i≤l
fOi where Oi are trivial
knots such that Oi = ((oi, o
−
i )1, (oi, o
−
i )1, (oi, o
−
i )2, (oi, o
−
i )2) for 1 ≤ i ≤ l. Therefore, it is enough to
study its each connected component if one wants to study a link. Therefore, we regard a link as a
connected link. Next we look at an example.
Example 3.1. Two knots L1 and L2 are shown in Fig.1 (Fig.2.8 of [1]) where
PL1 = (e3, e4, e2, e1)(e1, e2, e6, e5)(e5, e6, e7, e3)(e8, e9, e10, e7)(e9, e8, e12, e11)(e11, e12, e4, e10),
PL2 = (e3, e4, e2, e1)(e1, e2, e6, e5)(e5, e6, e7, e3)(e8, e7, e10, e9)(e9, e11, e12, e8)(e11, e10, e4, e12),
fL1 = (e3, e7, e10, e4) and fL2 = (e3, e7, e8, e12, e4). Here, e1 = (a
−
1 , a2), e2 = (a1, a
−
2 ), e3 = (a1, a
−
3 ), e4 =
(a−1 , a6), e5 = (a
−
2 , a3), e6 = (a2, a
−
3 ), e7 = (a3, a
−
4 ), e8 = (a4, a
−
5 ), e9 = (a
−
4 , a5)), e10 = (a4, a
−
6 ),
e11 = (a
−
5 , a6), e12 = (a5, a
−
6 ).
L1 6= L2 because PL1 6= PL2 . 
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a1 a2 a3 a4 a5 a6
L1
a1 a2 a3 a4 a5 a6
L1
a1 a2 a3 a4 a5 a6
L2
a1 a2 a3 a4 a5 a6
L2
Fig.1: L1 and L2
Now we consider the new algebraic system (L,∼). Let consider relations between the operations
Ωi and Reidemeister moves for 0 ≤ i ≤ 3. The following result is easily verified.
Lemma 3.2. There are the correspondences between Ωi and Reidemeister Moves for 0 ≤ i ≤ 3:
Ω0←→ II,
Case 1 of Ω1←→ II−,
Case 1 of Ω2←→ I− for a non-trivial component
and
Case 1 of Ω3←→ RIII.
Ωi are mainly distinct from Reidemeister moves in two sides for 0 ≤ i ≤ 3. One is the deletion of the
operation I and the other is the extension of I−, II− and RIII which is verified in Corollary 3.10 later.
Given a link L, a rotation of letters X = (ar11 a
r2
2 · · ·a
rl
l ) is called a curve if (a
ri
i , a
ri+1
i+1 ) ∈ E(L) where
a
rl+1
l+1 = a
r1
1 for ri ∈ {+,−}, l ≥ 2 and 1 ≤ i ≤ l. Furthermore, if (x
r, zǫ1), (z
ǫ
i , z
ǫ
i+1) and (z
ǫ
k, y
s) ∈ E(L)
for x 6= y and r, ǫ, s ∈ {+,−}, then P = xrzǫ1z
ǫ
2 · · · z
ǫ
ky
s is a pass of L with the length k between xr and
ys for k ≥ 0 and 1 ≤ i ≤ k. If r = s = −ǫ, then P is maximal. Set e = (xr , ys) ∈ E(L). A new link L1
is obtained by adding vertices zi on L such that e0 = (x
r, zǫ1), ei = (z
ǫ
i , z
ǫ
i+1), ek = (z
ǫ
k, y
s) ∈ E(L1) for
r, ǫ, s ∈ {+,−}, then e0, e1, · · · , ek is a subdivision of e. In the following part we define a (special) pass
replacement of a link.
Definition 3.3. For L ∈ L, let f = (A1xyA2zA3) is a face of L for x 6= y 6= z where Ai are linear
sequences for 1 ≤ i ≤ 3. Suppose that e = (xr, ys), ei = (z
(−1)ir1 , asii ) ∈ E(L) with r, s, r1, si ∈
{+,−} for 1 ≤ i ≤ 4 and suppose further that e, e1, e4 ∈ f , a4 ∈ yA2z and a1 ∈ zA3A1x. A new
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link L{e;z} called a replacement of e surrounding z is obtained from L where L{e;z} comes from L by
adding vertices xi and then replacing ej with their subdivisions for 1 ≤ i ≤ 4 and 0 ≤ j ≤ 4. Here,
(xr , xǫ1), (x
ǫ
1, x
ǫ
2), (x
ǫ
2, x
ǫ
3), (x
ǫ
3, x
ǫ
4), (x
ǫ
4, y
s) is the subdivision of e = e0. If ei 6= ej for 1 ≤ i 6= j ≤ 4, then
(z(−1)
ir1 , x−ǫi ), (x
−ǫ
i , a
si
i ) is the subdivision of ei, otherwise (z
(−1)ir1 , x−ǫi ), (x
−ǫ
i , x
−ǫ
j ), (x
−ǫ
j , z
(−1)jr1) is
the subdivision of ei.
Lemma 3.4. Let L{e;z} be a replacement of e surrounding z as above. Then
L{e;z} ∼ L.
Proof. Because ei ∈ f for 0 ≤ i ≤ 1, by Ω0
L1 ∼ L (1)
where ex1 = e0, ex3 = e1 and L1 = L
+xǫ1x
ǫ
3 for some ǫ ∈ {+,−}.
Because ex2 = (x
ǫ
3, y
s) and ex4 = (a
s4
4 , z
r1) are on the same face of L1, by applying Ω0
L2 ∼ L1 (2)
where L2 = L
+xǫ2x
ǫ
4
1 .
Because △ = ((xǫ3, x
ǫ
2), (x
−ǫ
2 , z
r1), (z−r1 , x−ǫ3 )) is an interior face of L2, by Ω3
L∆2 ∼ L2. (3)
It is obvious that
L∆2 = L{e;z} (4)
Combining (1-4), one obtains the conclusion. 
Generally, let U = {xi, x
−
i |1 ≤ i ≤ k} for a nonnegative integer k. For L ∈ L, set (A1a
r1
1 a
r2
2 · · ·a
rl
l A2)
to be a curve where Ai are linear sequences for rj ∈ {+,−}, 1 ≤ i ≤ 2, l ≥ 2 and 1 ≤ j ≤ l. Then a
rl
l
is called the (l − 1)th successor of ar11 denoted by suc
l−1(ar11 ) and a
r1
1 is called the (l − 1)th precursor
of arll denoted by pre
l−1(arll ). Specifically, if l = 2, then a
r1
1 is called the precursor of a
r2
2 and a
r2
2 is
called the successor of ar11 , i.e. a
r1
1 = pre(a
r2
2 ) and a
r2
2 = suc(a
r1
1 ). Let P1 = x
rxǫ1x
ǫ
2 · · ·x
ǫ
ky
s is a pass for
r, ǫ, s ∈ {+,−} and x, y /∈ U . Add a pass P = xryǫ1y
ǫ
2 · · · y
ǫ
my
s on L for m ≥ 1 such that C = (Pxǫk · · ·x
ǫ
1)
is a cycle. i.e. add vertices yj for 1 ≤ j ≤ m and replace eyj with their subdivisions for 0 ≤ j ≤ m such
that x, ey1 ∈ f0, y, eym ∈ fm and eyj−1 , eyj ∈ fj−1 for 2 ≤ j ≤ m where fi are faces of L for 0 ≤ i ≤ m.
Here, e0, e1, · · · , em is a subdivision of ey0 = (x
r , ys) where ei = (y
ǫ
i , y
ǫ
i+1) with y
ǫ
0 = x
r and yǫm+1 = y
s
for 0 ≤ i ≤ m. If eyp 6= eyq for any 1 ≤ p < q ≤ m, then eaj = (y
−ǫ
j , a
rj
j ), ebj = (y
−ǫ
j , b
sj
j ) is a subdivision
of eyj = (a
rj
j , b
sj
j ) for 1 ≤ j ≤ m. Otherwise, if eyi1 = eyi2 = · · · = eyil with 1 ≤ i1 < i2 · · · < il ≤ m
for l ≥ 2, then (ar1i1 , y
−ǫ
i1
), (y−ǫi1 , y
−ǫ
i2
), · · · , (y−ǫil−1 , y
−ǫ
il
), (y−ǫil , b
s1
i1
) is a subdivision of eyi1 . Thus a planar
embedding µ(G) is constructed.
Definition 3.5. Let P1 be a pass above. A new link LP is called a pass replacement of L where P is
given above. Here, LP forms from µ(G) by deleting vertices xi and their incident edges, adding edges
(prep(x−ǫi ), suc
q(x−ǫi )) with pre
p(x−ǫi ), suc
q(x−ǫi ) /∈ U , pre
l(x−ǫi ), suc
t(x−ǫi ) ∈ U for each 1 ≤ l ≤ p− 1,
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1 ≤ t ≤ q − 1 and 1 ≤ i ≤ k. Especially, if some curve consists of x−ǫi1 , x
−ǫ
i2
, · · · , x−ǫil for 1 ≤ j ≤ 2, l ≥ 2
and 1 ≤ i1 < i2 < · · · < il ≤ k, then add a trivial component Oi1 in LP . If m ≤ k − 1, then LP is a
short pass replacement of L. If m = k, then LP is an equal pass replacement of L. Otherwise, Lp is a
long pass replacement.
Lemma 3.6. For any L ∈ L, let LP be a pass replacement for any nonnegative integer k and positive
integer m as Definition 3.5. Then
LP ∼ L.
Proof. Consider the planar embedding µ(G) above. We verify this conclusion by induction on the
number n of vertices contained in the interior of C.
Firstly, consider the case n = 0. Now verify this case by induction on k. If k = 0, then m is even by
the Jordon Curve Theorem. Next induction on m. For m = 2, ((yǫ1, y
ǫ
2), (y
−ǫ
1 , y
−ǫ
2 )) is an interior face of
µ(LP ) by using the Jordon Curve Theory. By case 1 of Ω1
L−UP ∼ LP
where U = {yj|1 ≤ j ≤ 2}. Since L
−U
P = L, the case is clear.
Suppose that the conclusion holds for any even number less than m. Next consider the case m.
Because the cycle C does not contain any vertex, there exists some 1 ≤ l ≤ m − 1 such that (yǫl , y
ǫ
l+1)
and (y−ǫl , y
−ǫ
l+1) form an interior face of LP . By applying the case 1 of Ω1 on the link LP
L−UP ∼ LP (5)
where U = {yl, yl+1}. By the induction assumption
L−UP ∼ L. (6)
Combining (5) and (6), one gets
LP ∼ L.
Therefore the conclusion is obtained by induction for the case that the cycle C does not contain any
vertex for k = 0.
Assume that the conclusion holds for n = 0, any positive integer less than k and any positive integer
m such that LP is a pass replacement of L. Consider the case k. If there exists some 1 ≤ l ≤ m − 1
(or 1 ≤ l ≤ k− 1) such that ((yǫl , y
ǫ
l+1), (y
−ǫ
l , y
−ǫ
l+1)) (or ((x
ǫ
l , x
ǫ
l+1), (x
−ǫ
l , x
−ǫ
l+1))) is an interior face of LP .
Similarly, by applying (5-6) and the induction assumption, one arrives at the conclusion. Otherwise,
because the interior of cycle C doesn’t contain any vertex, then k = m and (x−ǫi , y
−ǫ
i ) ∈ E(µG). Let
U = {xi, x
−
i |1 ≤ i ≤ k} and W = {yi, y
−
i |1 ≤ i ≤ k}. Therefore
LP = L
where PLP = P
{U,W}
L and fLP = f
{U,W}
L .
Secondly, assume that the conclusion holds for any positive number less than n.
Thirdly, we verify the case n. There exists a vertex z in the interior of C such that both z and at least
one of (xr , xǫ1), (x
ǫ
i , x
ǫ
i+1) and (x
ǫ
k, y
s) are in the same face of µ(G) for 1 ≤ i ≤ k−1. We further suppose
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that z and exl = (x
ǫ
l , x
ǫ
l+1) in the same face f0 of L for some 1 ≤ l ≤ k−1 and leave other cases to readers
to verify in a similar argument. Suppose that eci = (z
(−1)iǫ0 , c
ǫj
i ) ∈ E(L) with some ǫj ∈ {+,−} for
1 ≤ i ≤ 4 and 0 ≤ j ≤ 4 and suppose further that f0 = (B1xlxl+1B2zB3), (z−ǫ0 , c
ǫ1
1 ), (z
ǫ0 , cǫ44 ) ∈ f0, c4 ∈
xl+1B2z and c1 ∈ zB3B1xl. Without loss of generalization, set eci 6= ecj for 1 ≤ i 6= j ≤ 4. A replacement
L{exl ;z} of exl surrounding z is obtained such that (x
ǫ
l , x
ǫ
k+1), (x
ǫ
k+1, x
ǫ
k+2), (x
ǫ
k+2, x
ǫ
k+3), (x
ǫ
k+3, x
ǫ
k+4),
(xǫk+4, x
ǫ
l+1) is a subdivision of exl and that (z
(−1)iǫ0 , x−ǫk+i), (x
−ǫ
k+i, c
ǫi
i ) is a subdivision of eci for each
1 ≤ i ≤ 4. Here, L{exl ;z}) is constructed from L by adding vertices xk+i and then replacing exl and eci
with their subdivisions for 1 ≤ i ≤ 4. By Lemma 3.4,
L{exl ;z} ∼ L. (7)
SetW3 = {j|eci = eyj for some 1 ≤ i ≤ 4, 1 ≤ j ≤ m} where each eyj is defined above for 1 ≤ j ≤ m.
Now construct a planar embedding µ(G1) = (V,E) from L{exl ;z} by adding vertices yj , edges (y
ǫ
l , y
ǫ
l+1) for
0 ≤ l ≤ m and other incident edges of yj for 1 ≤ j ≤ m such that if j ∈W3, then let (x
−ǫ
k+i, y
−ǫ
j ), (y
−ǫ
j , c
ǫi
i )
be a subdivision of eci ; otherwise let eaj , ebj is a subdivision of eyj . Here, y
ǫ
0 = x
r, yǫm+1 = y
s.
Consider the cycle C1 = (Px
ǫ
k · · ·x
ǫ
l+1x
ǫ
k+4 · · ·x
ǫ
k+1x
ǫ
l · · ·x
ǫ
1) in µ(G1). C1 contains n− 1 crossings.
Obviously, LP is also a pass replacement of L{exl ;z} between x
r and ys. By induction assumption
LP ∼ L{exl ;z}. (8)
Therefore the case follows from (7-8).
Finally, the result is verified by induction on n. 
The following conclusion is easily derived from the case k = 0 of Lemma 3.6.
Corollary 3.7. Given a link L, set a pass P1 = x
ryǫ1y
ǫ
2 · · · y
ǫ
my
s for 1 ≤ j ≤ 2, r, ǫ, s ∈ {+,−} and a
positive integer m. If x and y is on the same face, then a new link
LP ∼ L
where P = xrys.
The following results consider the relations of two links when one differs from the other only in there
infinite faces.
Lemma 3.8. Let f1 be an interior face of a connected link L. If f1 is adjacent to fL, then a new link
L1 ∼ L
such that PL1 = PL and fL1 = f1.
Proof. If fL has only one edge, suppose that fL = (e) where e = (x
r , x−r) for some r ∈ {+,−}.
Set e1 = (x
−r, ar11 ) and e2 = (x
r , ar22 ) to be other incident edges of x. If e1 = e2, then L is trivial.
Therefore, we consider the case e1 6= e2. Let P = xrx1x2x−r such that e3 = (xr , x1), e4 = (x1, x2),
e5 = (x2, x
−r) is the subdivision of e, and e6 = (x
−r , x−1 ), e7 = (x
−
1 , a
r1
1 ) is the subdivision of e1 and
such that e8 = (x
r, x−2 ), e9 = (x
−
2 , a
r2
2 ) is the subdivision of e2. By Lemma 3.6
LP ∼ L (9)
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where V (LP ) = V (L) ∪ {xi|1 ≤ i ≤ 2}, σx(LP ) = σ
{e1;e6}
x(L) , σai(LP ) = σ
{e1 ;e7}
ai(L)
, σa2(LP ) = σ
{e2;e9}
a2(L)
,
σu(LP ) = σu(L) for any u ∈ V (L) \ {x, a1, a2} and fLP = f
{Ui;Wi|1≤i≤3}
1 . Here, U1 = {e1}, U2 = {e},
U3 = {e2}, W1 = {e7}, W2 = {e3, e5} and W3 = {e9}.
Because △ = ((x1, x2), (x
−
2 , x
r), (x−r , x−1 )) is an interior face of LP , by the case 1 of Ω3
L△ ∼ LP (10)
where V (L△) = V (L)∪ {xi|1 ≤ i ≤ 2}, σx(L△) = (e6, e8, e1, e2), σu(LP ) = σu(L) for any u ∈ V (µL) \ {x}
and fL△ = f
{U2;W4}
1 . Here, W4 = {e6, e10, e4, e11, e8} where e10 = (x1, x
−
1 ) and e11 = (x2, x
−
2 ). Though
the location of xi change for 1 ≤ i ≤ 2, we still denote an edge in L△ with the same notation as that in
LP if they have the same ends.
Because (exi) is an interior faces of L
△ where exi = (xi, x
−
i ) for each 1 ≤ i ≤ 2, by the case 1 of Ω2
L1 ∼ L
△ (11)
where L1 = ((L
△)−x1)−x2 , V (L1) = V (L), PL1 = PL and fL1 = f1.
Thus this conclusion holds for fL with only one edge by (9 − 11).
Next suppose that fL = (A1, e1, A2, e2, A3) where ei = (x
ri
i , y
si
i ), e1 6= e2, Aj are sequences of edges
for 1 ≤ j ≤ 3. Suppose further that e1 is a common edge of f1 and fL. By Ω0 a new link
L1 ∼ L (12)
such that ex = (x
r1
1 , x), e+ = (x, y), ey = (y, y
s1
1 ) is the subdivision of e1 and ey− = (x
r2
2 , y
−), e− =
(y−, x−), ex− = (x
−, ys12 ) is the subdivision of e2 where L1 = L
+xy. Here, σu(L1) = σu(L) for any
u ∈ V (L) \ {xi, yi|1 ≤ i ≤ 2}. If y
s2
2 = x
−r1
1 , then σx1(L1) = σ
{e1,e2;ex,ex−}
x1(L)
; otherwise σx1(L1) = σ
{e1 ;ex}
x1(L)
and σy2(L1) = σ
{e2;ex−}
y2(L)
. If ys11 = x
−r2
2 , then σy1(L1) = σ
{e1,e2;ey,ey−}
x2(L)
; otherwise σx2(L1) = σ
{e2;ey}
x2(L)
and
σy1(L1) = σ
{e1;ey−}
y1(L)
. If e2 /∈ f1, then fL1 = f
{U5;W5}
1 , otherwise fL1 = f
{U5,U6;W5,W6}
1 where U5 = {e1},
U6 = {e2}, W5 = {ex, e−, ey} and W6 = {ex− , e+, ey−}.
Set U = {x, y}. Because (e+, e−) is an interior face of L1, by the case 1 of Ω1
L2 ∼ L1 (13)
where L2 = L
−U
1 , PL2 = PL and fL2 = f1.
By (12− 13), this case holds. Thus this conclusion is right. 
Lemma 3.9. Let L be a connected link. For any interior face g of L, then there is a new link
Lg ∼ L
where PLg = PL and fLg = g.
Proof. If g is adjacent to fL, then the conclusion holds by Lemma 3.8; otherwise there exists a path
P = fLf1f2 · · · flg for l ≥ 1 such that fi is adjacent to fi+1 where f0 = fL and fl+1 = g for 0 ≤ i ≤ l.
By using lemma 3.8 l + 1 times, the result is obvious. 
This induces the following case.
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Corollary 3.10. Cases 2 of Ωi are right for 1 ≤ i ≤ 3.
Proof of Theorem 1.3. For a connected link L, let Lg be a link in Lemma 3.9. By Lemma 3.9 Lg ∼ L.
This means that L and Lg are diagrams of the same link in R
3. Therefore the conclusion holds. 
Proof of Theorem 1.5. One can get I− from the combined use Ω0 and Case 1 of Ω2. In fact, this
result is correct by Lemma 3.2 and Theorem 2.2. This extends the scope of Reidemeister moves which
is powerful on (L,∼). 
Thus Definition 1.2 and Ω3, still denote them with the same notation, are reduced as follows.
Definition 1.2. For two links L1 and L2, L1 ∼= L2 if and only if there exists a bijection φ : V (L1) →
V (L2) such that φ(a
−) = (φ(a))− and φ(σa(L1)) = σφ(a)(L2) for every a ∈ V (L1).
Ω3: If a triangle △ = ((xr , yr), (y−r, z−s), (zs, x−r)) is a face of L where r, s ∈ {+,−}, then
L△ ∼ L
where PL△ = P
{U ;W}
L . Here, U = {x
r, yr, y−r, z−s, zs, x−r} and W = {yr, xr, z−s, y−r, x−r, zs}.
4. Reduction Crossing Algorithm
In fact, since each diagram of link in R3 can be transformed into an equivalent diagram L by using
Reidemeister move I−, Ω4 and Ω5 [26] such that there does not exist any cutvertex in L, each L is
regarded to be 2-connected in this section. We propose an algorithm to reduce the number of crossings
for a link as follows.
Given a link L, let P = xsx−s1 · · ·x
−s
k y
s be a maximal pass for k ≥ 1 and U = {xi, x
−
i |1 ≤ i ≤ k}.
Obviously, x−s1 · · ·x
−s
k is a bridge (or a subway). Set G = (V,E) where V (G) = V (L) \ {xi|1 ≤ i ≤ k}
and
E(G) = (E(L) ∪ E1) \ {(x
s, x−s1 ), (x
−s
k , y
s), (x−si , x
−s
i+1)|1 ≤ i ≤ k − 1}.
Here
E1 = {(prep(xsi ), suc
q(xsi ))|pre
p(xsi ), suc
q(xsi ) /∈ U, pre
l(xsi ), suc
t(xsi ) ∈ U
for each 1 ≤ l ≤ p− 1, 1 ≤ t ≤ q − 1, 1 ≤ i ≤ k}.
Let fx, fy and fi denote faces obtained by removing the edge (x
s, x−s1 ), (x
−s
k , y
s) and (x−si , x
−s
i+1)
for 1 ≤ i ≤ k − 1, respectively. The dual graph of G is called an adjacent graph Gxsys of xsys.
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Reduction Crossing Algorithm
Set L to be a 2-connected non-alternating link with n crossings, N = 0.
1. If there exists e = (x, x−) ∈ E(L) and ys 6= x− where (x, ys) and (x−, zt) are other adjacent
edges of x for s, t ∈ {+,−}, then let n = n− 1, L = L−x; otherwise go to step 2.
2. If there exist (x, y), (x−, y−) ∈ E(L), then set n = n− 2, L = L−{x,y} and go to step 1; otherwise
go to step 3.
3. Suppose that Q = xsx−s1 · · ·x
−s
k y
s is a maximal pass for s ∈ {+,−}. Construct an adjacent graph
Gxsys of x
sys and determine the shortest path Pxy from fx to fy by Thorup’s shortest algorithm. Set
the length of Pxy to be m. If m ≤ k−1, then let n = n+m−k and L = LPxy and go to step 1; otherwise
step 5;
4. If m = k and PN 6= Pi for 1 ≤ i ≤ N − 1, then let L = LPN , let N = N + 1 and then go to step
1; otherwise step 5;
5. (1) If there exists two incident edges between x and x− for each x ∈ V (L), then stop and L is an
unlink;
(2) If L is an alternate link, then stop and L is alternate;
(3) Otherwise, if N ≤ N0, then let N = N + 1 and go to step 1, otherwise stop.
(4) If L is disconnected, then L is a splitting link.
Theorem 4.1. Set Un = {K||V (K)| = n} for 1 ≤ n ≤ 2. Let c1 be a constant and for n ≥ 3 let
Un = {K| There exists equal path replacements in at most O(nc1) time such that K ∼ K1
and then there exists one of Ωi and a short path replacement such that
K1 ∼ K2 ∈ Ul for |V (K)| = |V (K1)| = n ≥ 3, 1 ≤ i ≤ 2 and some l < n}.
Then K is transformed into a trivial knot in at most O(nc) time for any K ∈ U by using Reduction
Crossing Algorithm where U =
⋃
n≥1
Un and c = max{n3loglogn, c1 + 1}.
Proof. Now choose any knot K ∈ U with |V (K)| = n. According the definition of U , there exists a
knot K1 ∈ U after using equal path replacements in at most O(nc1) time such that
K ∼ K1 (14)
and there exists a short path replacement in K1 such that
K1 ∼ K2 (15)
where K2 ∈ Ul for l < n.
We know that one spends at most O(nc1) time on doing (14). Consider operations on K1. If there
exist Ωi for 1 ≤ i ≤ 2, then one can finish it in O(n) time, otherwise one constructs an adjacent graph
of a maximal pass Q in O(n) time and then in at most O(nloglogn) time on finding the shortest path.
Therefore one spends at most O(n2loglogn) time on doing (15). Thus one does (14-15) in O(nc2) time
where c2 = max{n
2loglogn, c1}. After repeat (14-15) at most n times, one transforms K into a trivial
knot. Therefore we transform K into a trivial knot in at most O(nc) time. 
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Remark 4.2 Unknots KG2k,2l ∈ U11+2k+2l are given in Example 4.5 for k, l ≥ 0, which implies that U
has infinite elements. In addition, if one replace equal path replacements with path replacements in Un
for n ≥ 3, then the result obviously holds.
Next we unknot Thistlethwaite’s unknot, Goeritz’s unknot and an infinite family of unknots as
examples.
a11
a5
a14
a4
a3
a6
a13 a10
a8
a9
a7
a15
a12
a1
a2
Fig.2: Thistlethwaite’s unknot KT
Example 4.3. Thistlethwaite’s unknot KT in Fig.2. Then
PKT = (e1, e2, e4, e3)(e1, e7, e5, e6)(e9, e5, e10, e8)(e11, e12, e8, e13)
(e11, e16, e14, e15)(e18, e14, e2, e17)(e19, e20, e21, e17)(e20, e19, e23, e22)
(e22, e23, e6, e24)(e24, e27, e25, e26)(e29, e15, e28, e25)(e3, e4, e16, e30)
(e18, e21, e26, e28)(e9, e12, e29, e27)(e7, e30, e13, e10)
where e1 = (a1, a2), e2 = (a
−
1 , a6), e3 = (a
−
1 , a12), e4 = (a1, a
−
12), e5 = (a2, a
−
3 ), e6 = (a
−
2 , a9), e7 =
(a−2 , a15), e8 = (a
−
3 , a4), e9 = (a3, a14), e10 = (a3, a
−
15), e11 = (a4, a5), e12 = (a
−
4 , a
−
14), e13 = (a
−
4 , a15),
e14 = (a5, a
−
6 ), e15 = (a
−
5 , a
−
11), e16 = (a
−
5 , a12), e17 = (a
−
6 , a
−
7 ), e18 = (a6, a13), e19 = (a7, a
−
8 ), e20 =
(a−7 , a8), e21 = (a7, a
−
13), e22 = (a9, a
−
8 ), e23 = (a
−
9 , a8), e24 = (a
−
9 , a10), e25 = (a10, a
−
11), e26 = (a
−
10, a13),
e27 = (a
−
10, a
−
14), e28 = (a11, a
−
13), e29 = (a11, a14), e30 = (a
−
15, a
−
12).
Let P1 = a13a
−
16a
−
17a
−
18a15 such that e31, e33 is a subdivision of e28, e35, e36 is a subdivision of e14,
e38, e39 is a subdivision of e16. By Lemma 3.6 a new knot
KP1 ∼ KT
where
PKP1 = (e1, e2, e4, e3)(e1, e7, e5, e6)(e42, e5, e10, e41)(e41, e38, e35, e15)
(e18, e36, e2, e17)(e19, e20, e21, e17)(e20, e19, e23, e22)(e22, e23, e6, e43)
(e42, e15, e31, e43)(e3, e4, e39, e30)(e18, e21, e32, e33)(e7, e30, e40, e10)
(e31, e34, e33, e32)(e35, e37, e36, e34)(e37, e38, e40, e39).
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Here, e31 = (a16, a11), e32 = (a
−
16, a13), e33 = (a16, a
−
13), e34 = (a
−
16, a
−
17), e35 = (a5, a17), e36 = (a
−
6 , a17),
e37 = (a
−
17, a
−
18), e38 = (a
−
5 , a18), e39 = (a12, a18), e40 = (a15, a
−
18), e41 = (a
−
3 , a5), e42 = (a3, a11),
e43 = (a
−
9 , a
−
11).
Set P2 = a8a
−
19a
−
20a18 such that (a
−
1 , a19), (a19, a6) is a subdivision of (a
−
1 , a6) and such that (a
−
17, a20),
(a20, a
−
18) is a subdivision of (a
−
17, a
−
18), P3 = a
−
1 a21a
−
16 such that (a
−
2 , a21), (a21, a
−
8 ) is a subdivision of
(a−2 , a
−
8 ), P4 = a15a
−
22a
−
23a7 such that (a3, a22), (a22, a
−
15) is a subdivision of (a3, a
−
15) and such that
(a−16, a
−
23), (a
−
23, a20) is a subdivision of (a
−
16, a20), P5 = a
−
23a24a
−
15 such that (a20, a24), (a24, a23) is a
subdivision of (a20, a23).
Appling pass replacements in order where Pi are given above for 2 ≤ i ≤ 5 and then appling Ω1 and
Ω2, one transforms this unknot into a trivial knot. 
Example 4.4. Goeritz’s unknot KG0,0 in Fig.3. Then
PKG0,0 = (e1, e4, e3, e2)(e1, e7, e6, e5)(e5, e6, e9, e8)(e8, e11, e10, e12)
(e11, eb0 , eb−0
, e10)(eb0 , e9, e15, eb−0
)(e15, e17, e16, e12)(e17, e18, e4, e16)
(e18, e7, e20, e19)(e21, e22, e19, e20)(e22, e21, e2, e3).
Here e1 = (a1, a2), e2 = (a
−
1 , a11), e3 = (a1, a
−
11), e4 = (a
−
1 , a8), e5 = (a
−
2 , a3), e6 = (a2, a
−
3 ), e7 =
(a−2 , a
−
9 ), e8 = (a
−
3 , a4), e9 = (a3, a
−
6 ), e10 = (a4, a
−
5 ), e11 = (a
−
4 , a5), e12 = (a
−
4 , a
−
7 ), eb−0
= (a5, a
−
6 ), eb0 =
(a−5 , a6), e15 = (a6, a7), e16 = (a7, a
−
8 ), e17 = (a
−
7 , a8), e18 = (a9, a
−
8 ), e19 = (a
−
9 , a10), e20 = (a9, a
−
10),
e21 = (a10, a
−
11), e22 = (a
−
10, a11).
Let a pass P1 = a
−
11y1a
−
3 such that e24, e25 is a subdivision of e18. By Lemma 3.6 a new knot
KP1 ∼ KG0,0
where
PKP1 = (e23, e25, e26, e24)(e27, e23, e9, e8)(e8, e11, e10, e12)(e11, eb0 , eb−0
, e10)
(eb0 , e9, e15, eb−0
)(e15, e17, e16, e12)(e17, e24, e28, e16)(e25, e29, e20, e19)
(e21, e22, e19, e20)(e22, e21, e28, e26).
Here, e23 = (y1, a
−
3 ), e24 = (y
−
1 , a
−
8 ), e26 = (y1, a
−
11), e25 = (y
−
1 , a9), e27 = (a3, a
−
9 ), e28 = (a
−
8 , a11),
e29 = (a
−
9 , a3).
Let a pass P2 = a8y
−
2 a5 such that e30, e32 is a subdivision of e9. By Lemma 3.6 an equivalent pass
replacement
KP2 ∼ KP1
where
PKP2 = (e30, e33, e32, e31)(e23, e25, e26, e24)(e29, e23, e30, e34)(e31, eb0 , eb−0
, e34)(eb0 , e32, e35, eb−0
)
(e33, e24, e28, e35)(e25, e27, e20, e19)(e21, e22, e19, e20)(e22, e21, e28, e26).
Here, e30 = (y2, a3), e31 = (y
−
2 , a5), e32 = (y2, a
−
6 ), e33 = (y
−
2 , a8), e34 = (a
−
3 , a
−
5 ), e35 = (a6, a
−
8 ).
Let a pass P3 = a
−
6 y3a
−
9 such that e37, e38 is a subdivision of e35. By Lemma 3.6 an equivalent pass
replacement
KP3 ∼ KP2
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where
PKP3 = (e39, e37, e36, e38)(e40, e25, e26, e24)(e41, eb0 , eb−0
, e40)(eb0 , e36, e37, eb−0
)
(e41, e24, e28, e38)(e25, e39, e20, e19)(e21, e22, e19, e20)(e22, e21, e28, e26).
Here, e39 = (y3, a
−
9 ), e38 = (y
−
3 , a
−
8 ), e36 = (y3, a
−
6 ), e37 = (y
−
3 , a6), e40 = (y1, a
−
5 ), e41 = (a5, a8).
Let a pass P4 = a6a9. By Lemma 3.6 an equivalent pass replacement
KP4 ∼ KP3
where
PKP4 = (e42, eb0 , eb−0
, e43)(eb0 , e45, e44, eb−0
)(e44, e45, e20, e19)(e21, e22, e19, e20)(e22, e21, e42, e43).
Here, e42 = (a5, a11), e43 = (a
−
5 , a
−
11), e44 = (a6, a9), e45 = (a
−
6 , a
−
9 ).
By applying Ω1 twice, one gets an trivial knot. 
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Fig.3: A type of unknots KG2k,2l
Example 4.5. Unknot a type of unknots KG2k,2l for k, l ≥ 0 in Fig.3. Then
PKG =
∏
1≤i≤11
σai
∏
1≤i≤2k
σbi
∏
1≤j≤2l
σcj
where σa5 = (e11, ebθk , eb−θk
, e10), σa6 = (eb2k+θk , e9, e15, eb−2k+θk
), σa10 = (ec−
θl
, ecθl , e19, e20), σa11 =
(ec2l+θl , ec−2l+θl
, e2, e3), σbi = (ebi , ebi+1 , eb−
i+1
, eb−
i
) for 1 ≤ i ≤ 2k, σcj = (ec−
j
, ec−
j+1
, ecj+1 , ecj ) for
1 ≤ j ≤ 2l, σai and σb0 are the same as those in Example 4.4 for 1 ≤ i ≤ 4 and 7 ≤ i ≤ 9. Here,
eb1 = (a
−
5 , b1), eb−1
= (a5, b
−
1 ), eb2k+1 = (a6, b
−
2k), eb−
2k+1
= (a−6 , b2k), ebi = (b
−
i−1, bi), eb−
i
= (bi−1, b
−
i )
for 2 ≤ i ≤ 2k, ec1 = (a
−
10, c1), ec−1
= (a10, c
−
1 ), ec2l+1 = (a11, c
−
2l), ec−
2l+1
= (a−11, c2l), ecj = (c
−
j−1, cj),
ec−
j
= (cj−1, c
−
j ) for 2 ≤ j ≤ 2l and for t ∈ {k, l}
θt =
{
0, if t = 0;
1, otherwise.
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After we apply the same pass replacements Pi as those in Example 4.4 for 1 ≤ i ≤ 4 in sequence, we
get
K1 ∼ KG2k,2l
where
PK1 =
∏
i∈{5,6,9,10,11}
σai
∏
1≤i≤2k
σbi
∏
1≤j≤2l
σcj .
Here, σa5 = (e42, ebθk , eb−θk
, e43), σa6 = (eb2k+θk , e45, e44, eb−2k+θk
), σa9 = (e19, e44, e45, e20), σa11 = (e43,
ec2l+θl , ec−2l+θl
, e42), σ10, σbi for 1 ≤ i ≤ 2k and σcj for 1 ≤ j ≤ 2l are given above where e42 = (a5, a11),
e43 = (a
−
5 , a
−
11), e44 = (a6, a9) and e45 = (a
−
6 , a
−
9 ).
By applying Ω1 2min{k, l}+2 times and using Ω2 2max{k, l}−2min{k, l} times, we obtain a trivial
knot. 
Since each unknot KG2k,2l has four maximal passes for any k, l ≥ 0, one can find a short pass in
O(nloglogn) time and then conduct pass replacement at most O(n) time. Therefore we transformKG2k,2l
into a trivial knot in O(nloglogn) time.
5. Embedding presentation of a virtual link
Given a virtual diagram L, let V (ΓL) and V (ΣL) denote the set of classical vertices and virtual
vertices respectively. Label each crossing with x and x−. If x ∈ V (ΓL), then x and x− represent
overcrossing and undercrossing respectively, otherwise they represent twice occurrences of x. Similarly,
its marked shadow is a planar embedding of a marked 4-regular graph obtained from L by regarding a
and a− as the same vertex a(no overcrossings or undercrossings at crossings). Here, its incident edges
at a are ei = (a
r, xrii ) such that e1e3, e3e1 /∈ σa where i = 1, 3 for r = +, i = 2, 4 for r = − and there
is not any other crossing between ar and xrii along the corresponding curves of L for r, ri ∈ {+,−}
with 1 ≤ i ≤ 4. Then a virtual diagram L where R is the corresponding marked embedding where the
unbounded face is called the infinite face of L, denoted by fL and PL =
∏
x∈V (L)
σx. If V (ΣL) = ∅, then a
virtual link is classical. Through this paper a virtual link L is always such a marked planar embedding
called an embedding representation.
Definition 5.1. For two virtual links Li with 1 ≤ i ≤ 2, L1 ∼= L2 if and only if there exists a bijection
φ : V (ΓL1) → V (ΓL2) and φ : {α|α ∈ V (ΣL1)} → {βr|β ∈ V (ΣL2), for some r ∈ {+,−}} such that
φ(x−) = (φ(x))− and φ(σx(L1)) = σφ(x)(L2) for x ∈ V (L1) and φ(fL1) = fL2 .
Given a virtual diagram L1, let L2 is a link from L1 by exchanging x and x
− for a virtual crossing.
Though Li are distinct embedding representations for 1 ≤ i ≤ 2, L1 ∼= L2 according to the definition
5.1. From this view point, the following result is given.
Theorem 5.2. There exists a bijection between marked virtual diagrams and their embedding represen-
tations.
Some notations without explanation are the same as above. Set e = (xr, ys) ∈ E(L) for some
r, s ∈ {+,−}. Delete e and then add edges (xǫii , x
ǫi+1
i+1 ) on L with ǫi ∈ {+,−} for l ≥ 1 and 0 ≤ i ≤ l
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where xǫ00 = x
r and x
ǫl+1
l+1 = y
s. If either xj ∈ V (ΣL) or xj ∈ V (ΓL) and ǫj = ǫ for 1 ≤ j ≤ l, then the
sequence (xr , xǫ11 ), (x
ǫ1
1 , x
ǫ2
2 ), · · · , (x
ǫl
l , y
s) is called a subdivision of e. Let L¯ denote the set of virtual
links. We define an equivalence relation ” ∼ ” satisfying with the following operations on L¯:
℧0: Suppose that ex = (x
r1
1 , y
s1
1 ) and ey = (x
r2
2 , y
s2
2 ) are on the same face of L with rj , sj ∈ {+,−}
for 1 ≤ j ≤ 2. A new virtual link with either x, y ∈ V (ΓL+x
rys) for r = s and some s ∈ {+,−} or
x, y ∈ V (ΣL+x
rys)
L+x
rys ∼ L
where L+x
rys follows from L by adding vertices x, y and then replacing edges ex and ey with their subdivi-
sions. Here, if ex 6= ey, then (x
r1
1 , x
r), (xr, ys), (ys, ys11 ) is the subdivision of ex and (y
s2
2 , x
−r), (x−r , y−s),
(y−s, xr22 ) is the subdivision of ey. Otherwise, (x
r1
1 , x
r), (xr, ys), (ys, y−s), (y−s, x−r), (x−r , ys11 ) is the
subdivision of ex.
℧1: Set U = {x, y} and set (x, x−), (y, y−) /∈ E(L) for L ∈ L¯. If er ∈ E(L) for r ∈ {+,−} and if
either x, y ∈ V (ΓL) and s = + or x, y ∈ V (ΣL) for s ∈ {+,−} where e+ = (x, ys), e− = (x−, y−s), then
L−U ∼ L.
Suppose that other incident edges of x and y are (xr, zsrr ) and (y
s, vtss ) for r, s, sr, ts ∈ {+,−} respectively.
L−U is obtained from L by deleting vertices x, y and their incident edges, adding an edge (z
s+
+ , v
ts
s ) with
z
s+
+ 6= y
s, adding an edge (z
s−
− , v
t−s
−s ) with z
s−
− 6= y
−s, adding two edges (x, x−)i with z
s+
+ = y
s such that
x ∈ V (ΓL−U ) and then adding two edges (y, y−)i with z
s−
− = y
−s for 1 ≤ i ≤ 2 such that y ∈ V (ΓL−U ).
Case 1. fL 6= (e+, e−);
Case 2. otherwise.
℧2: Set e = (x, x−) ∈ E(L) for L ∈ L. Suppose that other adjacent edges of x are (xr , ysrr ) for
r, sr ∈ {+,−}. If y
s+
+ 6= x
−, then
L−x ∼ L
where L−x follows from L by deleting the crossing x and its incident edges and then adding the edge
(y
s+
+ , y
s−
− ).
Case 1. fL 6= (e);
Case 2. otherwise.
℧3: Let a triangle △ = ((xs1 , ys2), (y−s2 , z−s3), (zs3 , x−s1)) be a face of L with si ∈ {+,−} for
1 ≤ i ≤ 3. If either x, y, z ∈ V (ΓL) for s1 = s2 or x, y, z ∈ V (ΣL), then
L△ ∼ L.
Here, PL△ = P
{U ;W}
L and fL△ = f
{U ;W}
L where U = {x
s1 , ys2 , y−s2 , z−s3 , zs3 , x−s1},W = {ys2 , xs1 , z−s3 ,
y−s2 , x−s1 , zs3}.
Case 1. fL 6= △;
Case 2. otherwise.
18
℧4: If a triangle Λ = ((αr , βs), (β−s, a−), (a, α−r)) is a face of L with r, s ∈ {+,−}, α, β ∈ V (ΣL)
and a ∈ V (ΓL), then
LΛ ∼ L
Here, PLΛ = P
{U ;W}
L and fLΛ = f
{U ;W}
L where U = {α
r, βs, β−s, a−, a, α−r} and W = {βs, αr , a−, β−s,
α−r, a}.
Case 1. fL 6= Λ;
Case 2. otherwise.
Here, ℧0, the cases 1 of ℧i are just generalized Reidemeister moves for 1 ≤ i ≤ 4. The cases 2 of
those can be verified later.
Definition 5.2. For L ∈ L¯, let f = (A1xyA2zA3) is a face of L for x 6= y 6= z where Aj are linear
sequences for 1 ≤ j ≤ 3. Suppose that e = (xr, ys), ei = (z(−1)
ir1 , asii ) ∈ E(L) for r, s, r1, si ∈ {+,−},
1 ≤ i ≤ 4 and suppose further that e, e1, e4 ∈ f , a4 ∈ yA2z and a1 ∈ zA3A1x. A new virtual link L{e;z}
called a replacement of e surrounding z is obtained from L. Here, L{e;z}) comes from L by adding vertices
xi for 1 ≤ i ≤ 4 and then replacing e and ej with their subdivisions for 1 ≤ j ≤ 4. If ei = ej , then
(z(−1)
ir1 , x−ǫii ), (x
−ǫi
i , x
−ǫj
j ), (x
−ǫj
j , (−1)
jzr1) is a subdivision of ei for some 1 ≤ i 6= j ≤ 4; otherwise
(z(−1)
ir1 , x−ǫii ), (x
−ǫi
i , a
si
i ) is a subdivision of ei.
Lemma 5.3. Let L{e;z} be a replacement of e surrounding z as above. If either xi ∈ V (ΣL) or z, xi ∈
V (ΓL) and ǫ = ǫi for 1 ≤ i ≤ 4, then
L{e;z} ∼ L.
Proof. Because ei ∈ f for 0 ≤ i ≤ 1, by ℧0
L1 ∼ L (16)
where ex1 = e, ex3 = e1 and L1 = L
+x
ǫ1
1 x
ǫ3
3 . Here, either xj ∈ V (ΓL1) or xj ∈ V (ΣL1) for j = 1, 3. If
x1, x3 ∈ V (ΓL1), then ǫ1 = ǫ3.
Because ex2 = (x
ǫ3
3 , y
s) and ex4 = (a
s4
4 , z
r1) are on the same face of L1, by applying ℧0
L2 ∼ L1 (17)
where L2 = L
+x
ǫ2
2 x
ǫ4
4
1 . If xj ∈ V (ΣL1) for j = 1, 3, then xj ∈ V (ΣL2) for j = 2, 4; otherwise ǫ2 = ǫ4,
xj ∈ V (ΓL2) for j = 2, 4.
Because the triangle ((xǫ33 , x
ǫ2
2 ), (x
−ǫ2
2 , z
r1), (z−r1 , x−ǫ33 )) is an interior face of L2, if either xi, z ∈
V (ΣL) for 1 ≤ i ≤ 4 or xi, z ∈ V (ΓL) and ǫ = ǫi for 1 ≤ i ≤ 4, by ℧3
L∆2 ∼ L2 (18)
where △ = ((xǫ33 , x
ǫ2
2 ), (x
−ǫ2
2 , z
r1), (z−r1 , x−ǫ33 )). If xi ∈ V (ΣL) for 1 ≤ i ≤ 4 and z ∈ V (ΓL), by ℧4
LΛ2 ∼ L2 (19)
where Λ = ((xǫ33 , x
ǫ2
2 ), (x
−ǫ2
2 , z
r1), (z−r1 , x−ǫ33 )).
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It is obvious that
L∆2 = L{e;z} and L
Λ
2 = L{e;z} (20)
Combining (16-20), one obtains the conclusion. 
Generally, let U = {xi, x
−
i |1 ≤ i ≤ k} for a nonnegative integer k. Given a virtual link L, suppose
that P1 = x
rxλ11 x
λ2
2 · · ·x
λk
k y
s with x 6= y /∈ U , r, s, λi ∈ {+,−} for 1 ≤ i ≤ k. If either xi ∈ V (ΣL) or
xi ∈ V (ΓL) and λ = λi for 1 ≤ i ≤ k, then P1 is called a pass of length k between xr and ys in L. Add
a pass P = xryδ11 y
δ2
2 · · · y
δm
m y
s on L with δj ∈ {+,−} for 1 ≤ j ≤ m where yj /∈ V (L) for 1 ≤ j ≤ m.
i.e. delete edges eyj = (a
rj
j , b
sj
j ) ∈ E(L) and then add vertices yj, edges (y
δi−1
i−1 , y
δi
i ), eaj = (y
−δj
j , a
rj
j ),
ebj = (y
−δj
j , b
sj
j ) with δj , rj , sj ∈ {+,−} for 1 ≤ j ≤ m such that x, ey1 ∈ f1, y, eym ∈ fm+1 and
eyi−1 , eyi ∈ fi where fi are faces of L for 1 ≤ i ≤ m+ 1. Here, if eyp 6= eyq for any 1 ≤ p < q ≤ m, then
eaj , ebj is the subdivision of eyj where y
δ0
0 = x
r, y
δm+1
m+1 = y
s. Otherwise, if eyi1 = eyi2 = · · · = eyil for
l ≥ 2 and 1 ≤ i1 < i2 < · · · < il ≤ m, then (a
ri1
i1
, y
−δi1
i1
), (y
−δi1
i1
, y
−δi2
i2
), · · · , (y
−δil
il
, b
si1
i1
) is the subdivision
of eyi1 . Thus a planar embedding µ(G) is constructed.
Definition 5.4. Let P1 and P be given above. If either yj ∈ V (ΓG), δj = λi for xi ∈ V (ΓL) and either
there does not exist any crossing or each crossing is classical in the interior of C or yj ∈ V (ΣG) for
xi ∈ V (ΣL), 1 ≤ i ≤ k and 1 ≤ j ≤ m, then a new virtual link LP is called a pass replacement where
C = (Pxλkk x
λk−1
k−1 · · ·x
λ1
1 ). Here, LP forms from µ(G) by deleting vertices xi and their incident edges,
and adding edges (prep(x−λii ), suc
q(x−λii )) with pre
p(x−λii ), suc
q(x−λii ) /∈ U , pre
l(x−λii ), suc
t(x−λii ) ∈ U
for each 1 ≤ l ≤ p− 1, 1 ≤ t ≤ q − 1 and 1 ≤ i ≤ k. Especially, if a curve consists of x−ǫi1 , x
−ǫ
i2
, · · · , x−ǫil
for l ≥ 2 and 1 ≤ i1 < i2 < · · · < il ≤ k, then add a trivial component Oi1 in LP .
Lemma 5.5. For any L ∈ L¯, let LP be a pass replacement for any nonnegative integer k and positive
integer m as Definition 5.4. Then
LP ∼ L.
Proof. This conclusion can be verified by using a similar argument in Lemma 3.6 by induction on the
number of crossings in the interior of C and by replacing Ω1 and Lemma 3.4 with ℧1 and Lemma 5.3
respectively. 
The following conclusion is easily to deduced from k = 0.
Corollary 5.6. Given L ∈ L¯, set a pass P1 = xry
δ1
1 y
δi
2 · · · y
δm
m y
s for m ≥ 1 and r, δi, s ∈ {+,−}. If x
and y is on the same face, then a new virtual link
LP ∼ L
where P = xrys.
Lemma 5.7. Let f1 be an interior face of a connected virtual link L. If f1 is adjacent to fL, then a new
virtual link
L1 ∼ L
where PL1 = PL and fL1 = f1.
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Proof. Using a similar argument in the proof of Lemma 3.8 and simultaneously replacing Lemma 3.6
with Lemma 5.5, replacing Ωi with ℧i for 0 ≤ i ≤ 2 and then replacing Ω3 with ℧3 or ℧4, one gets this
case. 
Similar as Lemma 3.9, the following result holds.
Lemma 5.8. Let L be a connected virtual link. For any interior face g of L, then there is a new virtual
link
Lg ∼ L
such that PLg = PL and fLg = g.
This induces the following case.
Corollay 5.9. Cases 2 of ℧i hold for 1 ≤ i ≤ 4.
For a connected virtual link L, let Lg be a virtual link in Lemma 5.8. By Lemma 5.8 Lg ∼ L. This
means that L and Lg are virtual diagrams of the same virtual link in S×I. From this viewpoint, Lg = L
which induces the result.
Theorem 5.10. For a connected virtual link L, L is uniquely determined by PL.
Given a disconnected virtual link L, similarly, L =
⋃
1≤i≤l
Li such that Li is the shadow of Li and fL
is the union of fLi for l ≥ 2 and 1 ≤ i ≤ l. Therefore, the following result holds.
Theorem 5.11. For a virtual link L, L is uniquely determined by PL.
Thus, Definition 5.1, ℧3 and ℧4, still use the same notation, are reduced as follows.
Definition 5.1. For two virtual links Li with 1 ≤ i ≤ 2, L1 ∼= L2 if and only if there exists a bijection
φ : V (ΓL1) → V (ΓL2) and φ : {α|α ∈ V (ΣL1)} → {βr|β ∈ V (ΣL2), for some r ∈ {+,−}} such that
φ(x−) = (φ(x))− and φ(σx(L1)) = σφ(x)(L2) for x ∈ V (L1).
℧3: Let a triangle△ = ((xs1 , ys2), (y−s2 , z−s3), (zs3 , x−s1)) be a face of L with si ∈ {+,−} for 1 ≤ i ≤ 3.
If either x, y, z ∈ V (ΓL) for s1 = s2 or x, y, z ∈ V (ΣL), then
L△ ∼ L.
Here, PL△ = P
{U ;W}
L where U = {x
s1 , ys2 , y−s2 , z−s3 , zs3 , x−s1}, W = {ys2 , xs1 , z−s3 , y−s2 , x−s1 , zs3}.
℧4: If a triangle Λ = ((αr , βs), (β−s, a−), (a, α−r)) is a face of L with r, s ∈ {+,−}, α, β ∈ V (ΣL) and
a ∈ V (ΓL), then
LΛ ∼ L
Here, PLΛ = P
{U ;W}
L where U = {α
r, βs, β−s, a−, a, α−r} and W = {βs, αr, a−, β−s, α−r, a}.
Next we construct an algorithm to reduce the number of crossings in a similar way. Given a connected
virtual link L, if either xi ∈ V (ΓL) and r = s = −si ∈ {+,−} or xi ∈ V (ΣL) and x, y ∈ Γ(L) for k ≥ 2
and 1 ≤ i ≤ k, then P = xrxs11 · · ·x
sk
k y
s is a maximal pass. Set G = (V,E) where V (G) = V (L)\{xi|1 ≤
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i ≤ k} and
E(G) = (E(L) ∪E1) \ {(x
r, x−s11 ), (x
−sk
k , y
s), (x−sii , x
−si+1
i+1 )|1 ≤ i ≤ k − 1}.
Here
E1 = {(prep(x
si
i ), suc
q(xsii ))|pre
p(xsii ), suc
q(xsii ) /∈ U, pre
l(xsii ), suc
t(xsii ) ∈ U
for each 1 ≤ l ≤ p− 1, 1 ≤ t ≤ q − 1, 1 ≤ i ≤ k}.
Let fx, fy and fi denote faces obtained by removing the edges (x
r , x−s11 ), (x
−sk
k , y
s) and (x−sii , x
−si+1
i+1 )
for 1 ≤ i ≤ k − 1, respectively. The dual graph of G is called an adjacent graph Gxrys of xrys.
Reduction Crossing Algorithm I
Set L to be a connected virtual link with n crossings, N = 0.
1. If there exists e = (x, x−) ∈ E(L) and ys 6= x− for s, t ∈ {+,−} where (x, ys) and (x−, zt) are
other adjacent edges of x, then let n = n− 1, L = L−x; otherwise go to step 2.
2. If (xr , ys), (x−r, y−s) ∈ E(L) for either x, y ∈ V (ΓL) and r = s or x, y ∈ V (ΣL) for r, s ∈ {+,−},
then set n = n− 2, L = L−{x,y} and go to step 1; otherwise go to step 3.
3. Suppose that P = xrxs11 · · ·x
sk
k y
s is a maximal pass for r, s, si ∈ {+,−} and 1 ≤ i ≤ k. Construct
adjacent graph Gxrys of x
rys and determine the shortest path Gxrys from fx to fy by Thorup’s shortest
algorithm. Set the length of Gxrys to be m. If m ≤ k− 1, then let n = n+m− k and L = LPxy and go
to step 1; otherwise step 5;
4. If m = k and PN 6= Pi for 1 ≤ i ≤ N − 1, then let L = LPN , let N = N + 1 and then go to step
1; otherwise step 5;
5. (1) If there exists two incident edges between x and x− for each x ∈ V (L), then stop and L is an
unlink;
(2) If L is an alternate link, then stop and L is alternate;
(3) Otherwise, if N ≤ N0, then let N = N + 1 and go to step 1, otherwise stop.
(4) If L is disconnected, then L is a splitting link.
6. Orientable links and virtual links
Given an oriented diagram ~L of an oriented link with m components in R3 for m ≥ 1, label every
crossing with two mutual letters a and a− where a and a− represent the overcrossing and undercrossing
respectively. Here, its shadow is a marked 4-regular planar embedding of a directed graph obtained from
~L by regarding a and a− as the same vertex a(no overcrossings or undercrossings at crossings). Here, its
incident arcs at a are ei =< a
r, xrii > where there is not any other crossing between a
r and xrii along the
corresponding curves of L for r, ri ∈ {+,−} with 1 ≤ i ≤ 4 and e1e3, e3e1 /∈ σa. The marked directed
embedding is called embedding presentation of an oriented link. Through this paper an oriented diagram
always means an embedding presentation.
Definition 6.1. For two oriented links ~Li with 1 ≤ i ≤ 2, ~L1 ∼= ~L2 if and only if there exists a bijection
φ : V (~L1)→ V (~L2) such that φ(a−) = (φ(a))− and φ(σa(~L1)) = σφ(a)(~L2) for every a ∈ V (
~L1).
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c
~L1
a b
c
~L1
a b
c
~L2
a b
c
~L2
Fig.4: Oriented trefoils
Example 6.2. Two oriented trefoils.
Fig.4 shows two oriented trefoils ~Li for 1 ≤ i ≤ 2. Here,
P~L1 = (< b
−, a >,< b, a− >,< a, c− >,< a−, c >)
(< b−, a >,< c−, b >,< c, b− >,< b, a− >)
(< c−, b >,< a−, c >,< a, c− >,< c, b− >),
P~L2 = (< a
−, b >,< c−, a >,< c, a− >,< a, b− >)
(< b−, c >,< a−, b >,< a, b− >,< b, c− >)
(< c−, a >,< b−, c >,< b, c− >,< c, a− >)

Let ~L be the set of oriented links. Now we construct an algebraic system ( ~L,∼) where an equivalence
relation ” ∼ ” is defined blow.
~Ω0: Suppose that ex =< x
r1
1 , y
s1
1 > and ey =< x
r2
2 , y
s2
2 > are on the same face of
~L with rj , sj ∈
{+,−} for 1 ≤ j ≤ 2. A new link for s ∈ {+,−}
~L+x
sys ∼ ~L
where ~L+x
sys follows from ~L by adding vertices x, y and then replacing arcs ex and ey with their
subdivisions. Here, if ex 6= ey, then < x
r1
1 , x
s >, < xs, ys >, < ys, ys11 > is the subdivision of ex and
< ys22 , x
−s >, < x−s, y−s >, < y−s, xr22 > is the subdivision of ey. Otherwise, < x
r1
1 , x
s >, < xs, ys >,
< ys, y−s >, < y−s, x−s >, < x−s, ys11 > is the subdivision of ex.
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~Ω1: Set U = {x, y} and set < xr, x−r >,< yr, y−r >/∈ E(~L) for ~L ∈ ~L and r ∈ {+,−}. If
< x, y >∈ E(~L) and either < x−, y− >∈ E(~L) or < y−, x− >∈ E(~L), then
~L−U ∼ ~L.
Suppose that other adjacent vertices of xr and yr are zsr and vtr for r ∈ {+,−} respectively. ~L−U
is obtained from ~L by deleting vertices x, y and their incident arcs, adding an arc < zs+ , vt+ > with
zs+ 6= y, adding an arc < zs− , vt− > for zs− 6= y− and < x−, y− >∈ E(~L), adding an arc < vt− , zs− >
for zs− 6= y− and < y−, x− >∈ E(~L), adding two arcs < x, x− >i with zs+ = y and then adding two
arcs < y, y− >i with z
s− = y− for 1 ≤ i ≤ 2.
~Ω2: Given L ∈ L, set < xr, x−r >∈ E(L) for some r ∈ {+,−}. Suppose that other incident arcs of
x are < xr , ysrr > and < x
−r, y−r−r >. If y
sr
r 6= x
−r, then
~L−x ∼ ~L
where ~L−x follows from ~L by deleting the crossing x and its incident edges and then adding the edge
< ysrr , y
s−r
−r ).
~Ω3: If a triangle △ = (< xr, yr >, < y−r, z−s >(or < z−s, y−r >), < zs, x−r >(or < x−r, zs >)) is
a face of a link L where r, s ∈ {+,−}, then
L△ ∼ L
where PL△ = P
{U ;W}
L and fL△ = f
{U ;W}
L . Here, U = {x
r, yr, y−r, z−s, zs, x−r} and W = {yr, xr , z−s,
y−r, x−r, zs}.
The following results are concluded by applying a similar method in Section 3.
Theorem 6.3. For an oriented link ~L, ~L is uniquely determined by P~L.
Theorem 6.4. For any ~L1, ~L2 ∈ L, ~L1 ∼ ~L2 if and only if ~L1 can transform into ~L2 by a sequence of
~Ωi for 0 ≤ i ≤ 3.
Similarly, given an oriented virtual diagram ~L of an oriented virtual link with m components in R3
for m ≥ 1, label every crossing with two mutual letters a and a− where if a ∈ V (Γ~L), then a and a−
represent the overcrossing and undercrossing respectively, otherwise a and a− represent two occurrences
of a crossing. Here, its shadow is a planar embedding ~L of a marked 4-regular directed graph obtained
from ~L by regarding a and a− as the same vertex a(no overcrossings or undercrossings at crossings) and
by denoting incident arcs at a with ordered pairs < pre(a), a >,< a, suc(a) >, < pre(a−), a− > and
< a−, suc(a−) >. Thus the embedding presentation of an oriented virtual link is obtained.
Definition 6.5. For two oriented virtual links ~Li for 1 ≤ i ≤ 2, ~L1 ∼= ~L2 if and only if there exists a
bijection φ : V (Γ~L1) → V (Γ~L2) and φ : {a|a ∈ V (Σ~L1)} → {brb|b ∈ V (Σ~L2) and some rb ∈ {+,−}}
such that φ(a−) = (φ(a))− and φ(σ
a(~L1)
) = σ
φ(a)(~L2)
for every a ∈ V (~L1).
The corresponding algebraic systems and results on oriented virtual links can directly induced by
considering the orientations on virtual links.
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7. Further study
Conjecture 7.1. Given a 2-connected link L with n crossings for n ≥ 3, if there do not exist any short
and equal pass replacement on L, then the crossing number of L is n.
If L is a alternating link with n crossings, then this conjecture holds because the Tait’s Conjecture
[28] about the crossing number of alternating link was proved independently by Kauffman [19], Murasugi
[24], and Thistlethwaite [29]. Moreover, the conjecture holds for 10152 in Rolfsens tables [27] which is
such a non-alternating knot with the least crossing number.
Conjecture 7.2. For a 2-connected link L with n crossings (n ≥ 3), let
L∗ = {LN |LN is obtained by any N equal pass replacements based on L,N ≥ 1}.
If there do not exist any Ω1, Ω2 and short pass replacement on L for each LN ∈ L∗, then the crossing
number of L is n.
Problem 7.3. Let U be the same set of unknots as Theorem 4.1. Does U ∈ U hold for any unknot U?
If it is an affirmative for any unknot, then this implies that P=NP. Otherwise the problem is as
follows.
Problem 7.4. Set Wn = {K||V (K)| = n} for 1 ≤ n ≤ 2. Let c1 be a constant and for n ≥ 3 let
Wn = {K| There exists O(nc1) path replacements such that K ∼ K1
and then there exists one of Ωi and a short path replacement such that
K1 ∼ K2 ∈ Ul for |µ(K)| = |µ(K1)| = n, 1 ≤ i ≤ 2 and some l < n}.
Is there some k ≥ 1 such that U ∈ Wk for any unknot U?
Problem 7.5. Study new characteristics of a link and a virtual link by applying their embedding presen-
tations.
Problem 7.6. Find new presentations of a general 3-manifold and 4-manifold.
If a knot K is regarded as a closed non-self-intersection curve in S3, then its complement is a 3-
manifoldMK . Gordon and Luecke proved that a knot is determined by its complement [14], which means
that a knot K determines the corresponding 3-manifold MK . The embedding presentation of a knot is
also a presentation of MK from this point of view. How to describe a general 3-manifold by applying
the embedding presentation of a link? Furthermore, is it feasible to generalize a new presentation to a
4-manifold?
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