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KINK DYNAMICS IN THE φ4 MODEL: ASYMPTOTIC STABILITY FOR ODD
PERTURBATIONS IN THE ENERGY SPACE
MICHA L KOWALCZYK, YVAN MARTEL, AND CLAUDIO MUN˜OZ
Abstract. We consider a classical equation known as the φ4 model in one space dimension. The kink,
defined by H(x) = tanh(x/
√
2), is an explicit stationary solution of this model. From a result of Henry, Perez
and Wreszinski [15] it is known that the kink is orbitally stable with respect to small perturbations of the
initial data in the energy space. In this paper we show asymptotic stability of the kink for odd perturbations
in the energy space. The proof is based on Virial-type estimates partly inspired from previous works of
Martel and Merle on asymptotic stability of solitons for the generalized Korteweg-de Vries equations ([25],
[26]). However, this approach has to be adapted to additional difficulties, pointed out by Soffer and Weinstein
[37] in the case of general Klein-Gordon equations with potential: the interactions of the so-called internal
oscillation mode with the radiation, and the different rates of decay of these two components of the solution
in large time.
1. Introduction
1.1. Main result. In this paper we consider a classical nonlinear equation known as the φ4 model, often used
in quantum field theory and other areas of physics. We refer the reader for instance to [40, 30, 45, 24, 41]. In
one space dimension, this equation writes
(1.1) ∂2t φ− ∂2xφ = φ− φ3, (t, x) ∈ R× R.
Recall that
(1.2) H(x) = tanh
(
x√
2
)
,
is a time-independent solution of (1.1), called the kink. Indeed, H is the unique (up to multiplication by −1),
bounded, odd solution of the equation
(1.3) −H ′′ = H −H3.
Note also that (1.1) is invariant under time and space translations and under the Lorentz transformation.
Written in terms of the pair (φ, ∂tφ), another important property of (1.1) is the fact that the energy
(1.4) E(φ, ∂tφ) :=
∫
1
2
|∂tφ|2 + 1
2
|∂xφ|2 + 1
4
(
1− |φ|2)2 ,
is formally conserved along the flow. Note that the energy of the kink (H, 0) is finite and thus H1 × L2
perturbations of the kink are referred as perturbations in the energy space. By standard arguments, the model
(1.1) is locally well-posed for initial data (φ(0), ∂tφ(0)) of the form (H+ϕ
in
0 , ϕ
in
1 ) where (ϕ
in
0 , ϕ
in
1 ) ∈ H1×L2.
Note also that for odd initial data, the solution of (1.1) is odd.
As for the long time behavior of solutions of (1.1), we recall that Henry, Perez and Werszinski [15] proved
orbital stability of kink with respect to small perturbations in the energy space (see Proposition 3.1 and its
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proof for the special case of odd perturbations). For the rest of this paper, we work in such framework, and
we consider only odd perturbations.
Set
(1.5) φ = H + ϕ1, ∂tφ = ϕ2, ϕ(t) =
(
ϕ1(t)
ϕ2(t)
)
.
Then, ϕ satisfies
(1.6)
{
∂tϕ1 = ϕ2
∂tϕ2 = −Lϕ1 − (3Hϕ21 + ϕ31),
where L is the linearized operator around H :
(1.7) L = −∂2x − 1 + 3H2 = −∂2x + 2− 3 sech2
(
x√
2
)
.
Our main result is the asymptotic stability of the kink of the φ4 model with respect to odd perturbations
in the energy space.
Theorem 1.1. There exists ε0 > 0 such that, for any ε ∈ (0, ε0) and for any odd ϕin ∈ H1 × L2 with
‖ϕin‖H1×L2 < ε,
the global solution ϕ of (1.6) with initial data ϕ(0) = ϕin satisfies
(1.8) lim
t→±∞
‖ϕ(t)‖H1(I)×L2(I) = 0,
for any bounded interval I ⊂ R.
To our knowledge, Theorem 1.1 is the first result on the asymptotic stability of the kink for the standard
one dimensional φ4 model, which we see as a classical question in the field. Several previous related results,
outlined Section 1.2 below, suggest that there have been several attempts to solve this problem by various
techniques. Moreover, a corollary of Theorem 1.1 is that no wobbling kinks (periodic in time, topologically
nontrivial solitons) close to the kink exist, which partially settles another longstanding open question in the
field (see Remark 1.3). Finally, we believe that our approach, elementary and self-contained, is at the same
time general and flexible and opens a new way to prove similar results for related models.
Remark 1.1. We comment here on the notion of asymptotic stability introduced in Theorem 1.1. Observe
that if a solution ϕ of (1.6) satisfies limt→+∞ ‖ϕ(t)‖H1×L2 = 0 then by the orbital stability resut [15], ϕ(t) ≡ 0
for all t ∈ R. Thus, the notion of “local” asymptotic stability in the energy space as in (1.8) is in some sense
optimal.
The statement of Theorem 1.1 does not contain any information on the decay rate of ‖ϕ(t)‖H1(I)×L2(I) as
t→ ±∞. To give a precise answer to this question from our proof, we need to introduce a decomposition of
ϕ(t) along the discrete and continuous parts of the spectrum of L in (1.7), which respectively correspond to
internal oscillations and radiation. The operator L is classical and it is well-known (see e.g. [28]) that
specL =
{
0,
3
2
}
∪ [2,+∞).
The discrete spectrum consists of simple eigenvalues λ0 = 0 and λ1 =
3
2 , with L
2 normalized eigenfunctions,
respectively given by
(1.9) Y0(x) :=
1
2
sech2
( x√
2
)
, 〈Y0, Y0〉 = 1,
and
(1.10) Y1(x) := 2
−3/431/2 tanh
(
x√
2
)
sech
(
x√
2
)
, 〈Y1, Y1〉 = 1.
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(Here and below 〈F,G〉 := ∫ FG). Note that Y0(x) = √22 H ′(x) is related to the invariance of equation (1.1)
by space translation ; since we restrict ourselves to odd perturbations of the stationary kink, this direction
will not be relevant throughout this work. In contrast, the eigenfunction Y1, usually referred as the internal
mode of oscillation of the kink is not related to any invariance. It introduces serious additional difficulties
and plays a key role in the analysis of the long time dynamics of ϕ. We decompose ϕ(t) into the form
(1.11)
ϕ1(t, x) = z1(t)Y1(x) + u1(t, x), 〈u1(t), Y1〉 = 0,
ϕ2(t, x) = λ
1/2
1 z2(t)Y1(x) + u2(t, x), 〈u2(t), Y1〉 = 0.
Theorem 1.1 will be the consequence of the following global estimate.
Theorem 1.2. Under the assumptions of Theorem 1.1,
(1.12)
∫ +∞
−∞
(|z1(t)|4 + |z2(t)|4) dt+ ∫ +∞
−∞
∫
R
(
(∂xu1)
2 + u21 + u
2
2
)
(t, x)e−c0|x|dxdt . ‖ϕin‖2H1×L2 ,
for some fixed c0 > 0.
The information given by (1.12) on the solution ϕ(t) may seem rather weak compared to other existing
results of asymptotic stability, but it is not clear to us whether a stronger convergence result can be obtained
for general perturbations in the energy space. Estimate (1.12) follows from the introduction of a new Virial
functional for (1.6). This approach based on Virial functionals is similar and inspired by works of Martel
and Merle [25], [26] on the asymptotic behaviour of solitons in the subcritical generalized Korteweg de
Vries equations and of Merle and Raphael [27] in the context of the blow-up dynamics for the mass critical
nonlinear Schro¨dinger equation. This remarkable coincidence shows a deep connection between dispersive
and wave problems of seemingly different nature, and the generality of such arguments. However, a new, key
feature in our approach is to adapt the Virial functional to take into account the internal oscillation mode
(z1, z2) associated with the direction of Y1. This mode is expected to have a slower decay rate as t → ±∞,
as suggested in (1.12) and we believe that in general
∫ +∞
−∞ (|z1(t)|2 + |z2(t)|2)dt = +∞.
Remark 1.2. In our opinion, the case of odd perturbations contains the most difficult and at the same time
the most original aspect of the problem which is the exchange of energy between the internal oscillations
and the radiation, and the discrepancy of decay rates of the different components of the perturbation. To
address this issue we have developed new tools both for the linear and the nonlinear parts of the problem.
Asymptotic stability of solitons for nonlinear Schro¨dinger equations or of kinks in the relativistic Ginzburg-
Landau equation in the space of odd perturbations has also been considered previously for instance in [5, 18].
From this point of view the oddness hypothesis in Theorem 1.1 is neither new nor artificial. This being said,
we conjecture the asymptotic stability result to be true for general perturbations in the energy space. This
would require taking into account the translation invariance of the φ4 model by modulation theory, which is
standard in this type of problems (see e.g. [44, 3, 6, 25]). We expect that to treat the general case, a more
refined analysis of the Virial functional introduced in Section 4 of this paper will be needed.
Remark 1.3. The sine-Gordon equation
u+ sinu = 0,
shares some qualitative properties with the φ4 model, as the existence of an explicit kink solution
S(x)= 4 arctan(ex) = 4Arg (1 + iex), x ∈ R.
As a classical example of integrable scalar field equation, it also possesses other exceptional solutions, among
them a one parameter family of odd, periodic solutions called wobbling kinks, given explicitly by (see Theorem
2.6 in [8])
(1.13) Wα(t, x) = 4Arg
(
Uα(t, x) + iVα(t, x)
)
,
where
Uα(t, x) = 1 +
1 + β
1− β e
2βx − 2β
1− β e
(1+β)x cos(αt),
Vα(t, x) =
1 + β
1− β e
x + e (1+2β)x − 2β
1− β e
βx cos(αt),
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for α ∈ (0, 1), β = √1− α2. Taking t = π2α it is not hard to see that∥∥∥(S, 0)− (Wα( pi
2α
), ∂tWα(
pi
2α
)
)∥∥∥
H1×L2
= O(β).
Since, at the same time Wα is periodic in time, we see that the sine-Gordon kink is not asymptotically stable
in the energy space in the sense of Theorem 1.1 (take 0 < β ≪ 1). This is a remarkable difference between
the two models at the nonlinear level.
We note further that
S(x) = 2pi +O(e−x), Wα( pi
2α
, x) = 2pi +O(e−x), x→∞,
with similar formulas when x → −∞. From these facts and the explicit formula for ∂tWα( π2α , x) it is not
hard to see that S and Wα(
π
2α ) are also close in Sobolev norms with some exponential weight. It follows that
even in a stronger topology asymptotic stability does not hold for the sine-Gordon equation, in contrast to
results proven for example in [29] for the generalized Korteweg-de Vries equation, or in [7] for the cubic one
dimensional nonlinear Schro¨dinger equation.
The problem of constructing or proving non-existence of wobbling kinks for the φ4 model attracted some
attention in the past; for an early discussion, we refer the reader to Segur’s work [32]. While there was formal
and numerical evidence against the existence of wobbling kinks [20], our result provides a rigorous proof of
non-existence (at least in a neighborhood of the kink) that, to our knowledge, had been missing.
1.2. Discussion of related results. As we have seen, the question of stability of the kink, as a solution
of (1.1), with respect to small and odd perturbations reduces to the stability of the zero solution of the
nonlinear Klein-Gordon (NLKG) equation (1.6). Similarly, the question of asymptotic stability for H , in a
suitable topological space, in principle reduces to the problem of “scattering” of small solutions for (1.6). In
particular (1.6) presents several well-known difficulties: it is a variable-coefficients NLKG equation with both
nontrivial quadratic and cubic nonlinearities, in one space dimension.
The description of the long time behaviour for small solutions to NLKG equations has attracted the
interest of many researchers during the last thirty years. Klainerman [16, 17] showed global existence of small
solutions in R1+3 via the vector field method, assuming that the nonlinearity is quadratic. Similarly, Shatah
[33] considered the NLKG equation with quadratic nonlinear terms in d ≥ 3 space dimensions. By using
Poincare´ normal norms suitably adapted to the infinite dimensional Hamiltonian system, he showed global
existence for small, sufficiently regular initial data in Sobolev spaces. In both of these approaches the main
point is to deal with the quadratic nonlinearity, which causes problems even in dimension 3 and higher due
to slow rate of decay for linear Klein-Gordon waves. The situation is known to be even more delicate in low
dimensions 1 and 2.
In one dimension, a fundamental work due to Delort [9] (see also [10] for the two dimensional setting) shows
global existence of small solutions not only for semilinear, but also for quasilinear Klein-Gordon equations.
His result was subsequently improved and simplified by Lindblad and Soffer [21, 22] in the semilinear case,
assuming constant coefficients with a possibly variable coefficient in front of the cubic nonlinearity [23]. A
similar conclusion, based on a delicate analysis using Fourier decomposition methods was obtained by Sterbenz
[38]. The φ4 model serves as one of the motivations of [23] and [38] since the understanding of the asymptotic
stability for H is deeply related to the study of NLKG equations with variable coefficients and quadratic
and cubic nonlinearities. However, the φ4 model do not fit the assumptions made in [23] and [38]. Finally,
we mention the works by Hayashi and Naumkin [13, 14] on the modified scattering procedure for cubic and
quadratic constant coefficients NLKG equations in one dimension.
In addition to the aforementioned difficulties of NLKG equations with quadratic and cubic nonlinearities,
what makes problem (1.6) challenging is the existence of an internal mode of oscillation. The fundamental
work of Soffer and Weinstein [37] seems to be the first in which the mechanism of the exchange of energy
between the internal oscillations and radiation was fully explained for a class of nonlinear Klein-Gordon
equations with potential (see also [36] by the same authors). Although the models they considered do not
include the φ4 model, they speculated (see page 19 in [37] that the phenomena of slow radiation for the φ4
model is due to a similar mechanism. Since the two problems are related we will briefly discuss their approach.
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They study the question of asymptotic stability of the vacuum state u = 0 for the following Klein-Gordon
equation in R3 × R:
(1.14) ∂2t u = (∆− V (x)−m2)u + λu3, λ ∈ R, λ 6= 0.
Under some natural hypothesis on the decay of the potential V and assuming that:
(i) the operator LV = −∆+ V +m2 has continuous spectrum σcont = [m,∞), a single, positive discrete
eigenvalue Ω2 < m2, and the bottom of the continuous spectrum is not a resonance;
(ii) the Fermi Golden Rule holds (see Remark 3.2 below);
they show that u = 0 is asymptotically stable. Moreover, Soffer and Weinstein proved that the internal
oscillation mode decays as O(|t|−1/4), while the radiation decays as OL8(|t|−3/4). From their result we see
the anomalously slow time decay rate of the solution is additionally complicated by the existence of different
time decay rates of each component of the solution. This discordance seems to hold in general, and it is also
a characteristic of our problem, as expressed for instance in (1.12).
The idea of the proof in [37] is first to project (1.14) onto the discrete and the continuous parts of the
spectrum of LV , with the corresponding components η and z satisfying, respectively, a nonlinear dispersive
equation and a Hamiltonian system. In the second step the equation for η is solved for a given z and the
result then substituted in the ODE for z. The last step is the identification of the equation of the amplitude
A(t) = |z(t)| using the Poincare´ normal forms. The second step relies on dispersive theory and this is where
the assumption (i) is used; the importance of working on R3 is evident at this point since dispersive estimates
improve with the dimension of space so that the estimates for the nonlinear terms can be closed.
As for problems more closely related to our result we mention the work of Kopylova and Komech [18] (see
also [19]) where the issue of asymptotic stability of the kink in the following relativistic Ginzburg-Landau
equation is addressed
(1.15) ∂2t u = ∂
2
xu+ F (u), in R× R.
The form of the nonlinearity F = −W ′, where W is a smooth double well potential, guarantees existence of
a kink U . More specifically it is assumed that, with some m > 0 and a > 0:
(1.16) W (u) =
m2
2
(u∓ a)2 +O(|u∓ a|14), as u→ ±a.
This assumption, which excludes the φ4 model, is essential to the method of [18] which is based on Poincare´
normal forms and dispersive estimates and is inspired by [3] (see also [1, 2]). Under further hypothesis of the
same type as (i) and (ii) above, [18] shows asymptotic stability of the kink U with respect to odd perturbations.
The authors obtains explicit rates of decay: O(|t|−1/2) for the internal oscillations, and OE−σ(|t|−1), where
E−σ = (1 + |x|)σH1 × (1 + |x|)σL2σ, σ > 5/2, for the radiation. We note that in these works, because of the
slow decay of the solutions of the free equation in one dimension, the perturbation of the quadratic potential
has to be taken sufficiently flat near the limit points ±a in order to close the nonlinear dispersive estimates.
It is also important to mention that Cuccagna [4] proved asymptotic stability of planar wave fronts in the
φ4 model in R3 (study of the one dimensional kink subject to three dimensional perturbations). The method
used in this paper combines dispersive estimates by Weder [42, 43] (see also [12]), together with Klainerman
vectors fields and normal forms. The fact that the space dimension is three with better decay estimates for
free solutions is essential in order to close the nonlinear estimates.
2. Outline of the proof
The method of the present paper, based on the use of a Virial functional, is inspired by the one introduced
for the generalized KdV equation in [25, 26]. This approach is both self-contained and elementary. Below we
present the key ideas.
1. Spectral decomposition. It is essential to decompose the solution ϕ of (1.6) to separate the mode of
internal oscillations (associated with the eigenfunction Y1) from the radiation (associated with the continuous
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part of the spectrum). Indeed, these components have specific asymptotic behavior as t → +∞. With the
notation
〈F,G〉 :=
∫
FG,
we define
(2.1) z1(t) := 〈ϕ1(t), Y1〉, z2(t) := 1
µ
〈ϕ2(t), Y1〉, µ :=
√
3
2
,
(2.2) u1(t) := ϕ1(t)− z1(t)Y1, u2(t) := ϕ2(t)− µz2(t)Y1,
so that
(2.3) ∀t ∈ R, 〈u1(t), Y1(t)〉 = 〈u2(t), Y1(t)〉 = 0.
Denote
(2.4) z(t) :=
(
z1(t)
z2(t)
)
, u(t) :=
(
u1(t)
u2(t)
)
.
Set
(2.5) |z|2(t) := z21(t) + z22(t), α(t) := z21(t)− z22(t), β(t) := 2z1(t)z2(t),
For the higher order nonlinear terms we will use the notation (we omit the dependence on time)
O3 := O(|z|3, |z|‖u‖, ‖u‖2),
where O(·) refers to a function which is bounded by a linear combination of its arguments. In this section,
we present the argument formally, that is why we do not specify which norm of u is used. In Section 5 we
will give full details on the control of the error terms.
Since LY1 = µ2Y1, we obtain
(2.6)

z˙1 = µz2
z˙2 = −µz1 − 3
µ
〈HY 21 , Y1〉 z21 + Fz , Fz = O3.
In particular,
(2.7)
d
dt
(|z|2) = O3.
and
(2.8)
{
α˙ = 2µβ + Fα, Fα = O3
β˙ = −2µα+ Fβ , Fβ = O3;
Moreover, thanks to (2.2) and (1.6), one checks that
(2.9)
{
u˙1 = u2
u˙2 = −Lu1 − 2z21f + Fu, Fu = O3;
where f is an odd Schwartz function given by the expression
(2.10)
f :=
3
2
(
HY 21 − 〈HY 21 , Y1〉Y1
)
, so that 〈f, Y1〉 = 0,
and ∀x ∈ R, |f(x)|+ |f ′(x)| . e−
|x|√
2 .
There is a simple way to replace the term z21f by a term involving only α without changing the structure of
the problem. To this end we introduce a change of unknown
(2.11)
v1(t, x) := u1(t, x) + |z|2(t)q(x), where Lq(x) = f(x);
v2(t, x) := u2(t, x),
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and
v(t) :=
(
v1(t)
v2(t)
)
.
Note that the existence of a unique odd solution q ∈ H1(R) of Lq = f follows from standard ODE arguments.
Moreover, q satisfies
(2.12) ∀x ∈ R, |q(x)|+ |q′(x)| . e−
|x|√
2 .
Then,
(2.13)
{
v˙1 = v2 + F1, F1 = O3,
v˙2 = −Lv1 − αf + F2, F2 = O3.
Note that
0 = 〈f, Y1〉 = 〈Lq, Y1〉 = 〈q,LY1〉 = µ2〈q, Y1〉
and thus 〈v1, Y1〉 = 〈v2, Y1〉 = 0.
2. Orbital stability. Using the stability result of Henry, Perez and Werszinski [15] (see Proposition 3.1 for
a short proof of this result for odd perturbations), we infer that if ϕin is small enough then ϕ(t) is uniformly
small in H1 × L2 and, in particular, it is global in time in the energy space. It follows that (u1, u2), z and
thus (v1, v2) and α, β are also small, uniformly in time.
At this point, the system in (v1, v2, α, β) can be studied by Virial argument. We present the formal
argument, discarding for a moment higher order terms.
3. Virial type arguments. The ultimate goal of Virial arguments is to prove the following estimate, whose
proof requires the use of several functionals
(2.14)
∫ ∞
−∞
(
|z(t)|4 + ‖v(t)‖2H1
ω
×L2
ω
)
dt < ε2.
First, let
(2.15) I :=
∫
ψ(∂xv1)v2 +
1
2
∫
ψ′v1v2,
(2.16) J := α
∫
v2g − 2µβ
∫
v1g,
where ψ and g are functions to be chosen (ψ is bounded, increasing; ψ′ and g are Schwartz functions). Using
the equations for (v1, v2) and α, β, we find
− d
dt
(I + J ) = B(v1) + α〈v1, h˜〉+ α2〈f, g〉+ εO
(
|z|4, ‖v‖2H1
ω
×L2
ω
)
.
where B is a quadratic form and h˜ is a given Schwartz function. Here, H1ω × L2ω means the H1 × L2 norm of
v with a suitable exponential weight, see (5.3) for a precise definition.
Next, one proves, assuming the orthogonality 〈v1, Y1〉 = 0 and the oddness of v1, that for a suitable choice
of function g, the following coercivity property holds
B(v1) + α〈v1, h˜〉+ α2〈f, g〉 & ‖v1‖2H1
ω
+ α2.
This is the key estimate of this paper. Note that the choice of function g is related to the Fermi-Golden rule,
see Section 3.2 for details. We thus obtain
(2.17) − d
dt
(I + J ) & α2 + ‖v1‖2H1
ω
+ εO
(
|z|4, ‖v‖2H1
ω
×L2
ω
)
.
Second, let γ = αβ. Then,
(2.18) γ˙ = 2µ(β2 − α2) + εO
(
|z|4, ‖v‖2H1
ω
×L2
ω
)
.
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Finally, by direct computations, it can be checked that
(2.19)
d
dt
∫
sech
(
x
2
√
2
)
v1v2 & ‖v2‖2L2
ω
+O
(
|z|4, ‖v‖2H1
ω
×L2
ω
)
.
Since |z|4 = α2+β2, we check that for ε > 0 small enough, integrating in time a suitable linear combination
of (2.17), (2.18) and (2.19) gives (2.14).
4. Convergence to the zero state for a weighted norm. From (2.14), one deduces
(2.20) ‖v1(t)‖H1
ω
+ ‖v2(t)‖L2
ω
+ |z(t)| → 0 as t→∞,
which implies (1.8).
Indeed, first, from (2.14) it follows that there exists a sequence tn → +∞ such that
lim
n→+∞
‖v(tn)‖H1
ω
×L2
ω
+ |z(tn)| = 0.
For z(t), from (2.7), ∣∣∣∣ ddt |z|4
∣∣∣∣ . |z|3 (|z|2 + ‖v‖2H1ω×L2ω) .
Integrating on [t, tn], passing to the limit n→ +∞ and using (2.14), we deduce that limt→+∞ |z(t)| = 0.
For v(t), we consider an energy type quantity (at the linear level)
H(t) =
∫ (|∂xv1|2 + 2|v1|2 + |v2|2) sech( x
2
√
2
)
,
and we check that
|H˙(t)| .
(
|z|4 + ‖v‖2H1
ω
×L2
ω
)
As before, integrating on [t, tn], and using (2.14), we deduce that limt→+∞H(t) = 0, which proves (2.20).
From the above sketch it is evident that our approach is different from the ones briefly described in
Section 1.2 in that it does neither rely on dispersive estimates nor on normal forms. In particular we do
not use the non resonance condition1. In this sense our method allows for minimal hypothesis, is robust
and possibly applicable to other type of problems. In particular our method should be applicable to generic,
analytic, nonlinear perturbation of the sine-Gordon equation of the form sinu+ h(u), h(u) =
∑∞
k=2 aku
2k+1,
h(u− pi) = −h(−u). Recall the related fact that breathers in the sine Gordon equation do not persist under
generic analytic perturbations (see [11] and the references therein).
3. Preliminaries
3.1. Orbital stability of the kink. We recall briefly the proof of the stability result of Henry, Perez and
Werszinski [15] restricted to odd perturbations. First, we have the following energy conservation for ϕ. For
all t so that ϕ(t) exists in the energy space and ϕ(0) = ϕin, it holds
(3.1) E(ϕ(t)) :=
∫
ϕ22(t) + 〈Lϕ1(t), ϕ1(t)〉+ 2
∫
Hϕ31(t) +
1
2
∫
ϕ41(t) = E(ϕin).
This result is a simple consequence of the energy conservation law (1.4).
Proposition 3.1 ([15]). There exist C > 0 and ε0 > 0 such that, for all ε ∈ (0, ε0) and for any odd
ϕin ∈ H1×L2, if ‖ϕin‖H1×L2 < ε, the solution ϕ of (1.6) with initial data ϕ(0) = ϕin is global in the energy
space and satisfies
(3.2) ∀t ∈ R, ‖ϕ(t)‖H1×L2 < C‖ϕin‖H1×L2 .
Proof of Proposition 3.1. We begin with the following simple result.
1Since we we work in the odd energy space the bottom of the continuous spectrum is non resonant. However, this fact is
never used explicitly or implicitly.
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Claim 3.1. If ϕ1 ∈ H1(R) satisfies 〈ϕ1, Y0〉 = 0, then
〈Lϕ1, ϕ1〉 ≥ 3
7
‖ϕ1‖2H1 .
Proof of Claim 3.1. By the spectral properties of L and the spectral theorem, we have immediately
〈Lϕ1, ϕ1〉 ≥ 3
2
‖ϕ1‖2L2 .
Since sech2
(
x√
2
) ≤ 1,
〈Lϕ1, ϕ1〉 =
∫
(∂xϕ1)
2 + 2
∫
ϕ21 − 3
∫
sech2
(
x√
2
)
ϕ21
≥
∫
(∂xϕ1)
2 +
5
7
∫
ϕ21 −
12
7
∫
sech2
(
x√
2
)
ϕ21
≥ 3
7
∫
(∂xϕ1)
2 − 3
7
∫
ϕ21 +
4
7
〈Lϕ1, ϕ1〉 ≥ 3
7
‖ϕ1‖2H1 .
This ends the proof of the Claim. 
Going back to the proof of (3.2), on the one hand,
E(ϕin) ≤ ‖ϕin2 ‖2L2 + 2‖ϕin1 ‖2H1 +O(‖ϕin1 ‖3H1),
and on the other hand,
E(ϕ(t)) ≥ 3
7
(‖ϕ2(t)‖2L2 + ‖ϕ1(t)‖2H1)−O(‖ϕ1(t)‖3H1).
Combining these estimates with the energy conservation (3.1), for ε > 0 small enough, we get the result. 
3.2. ODE arguments and the Fermi-Golden rule. This section concerns the resolution of the equation
(−L + 4µ2)G = F , where µ2 = 32 . This will be crucial in choosing the function g in the definition of J in
(2.16).
Lemma 3.1. (i) Let F ∈ L1(R)∩C1(R) be a real-valued function. The function G ∈ L∞(R)∩C2(R) defined
by
(3.3) G(x) =
1
12
Im
(
k(x)
∫ x
−∞
k¯F + k¯(x)
∫ +∞
x
kF
)
,
where
(3.4) k(x) = ei2x
(
1 +
1
2
sech2
(
x√
2
)
+ i
√
2 tanh
(
x√
2
))
,
satisfies
(3.5) (−L+ 4µ2)G = F.
(ii) Assume in addition that F ∈ S(R). Then,
(3.6) G ∈ S(R) ⇐⇒ 〈k, F 〉 = 0.
Remark 3.1. Since k(−x) = k¯(x), if F is odd then G defined by (3.3) is also odd and the orthogonality
condition in (3.6) reduces to
(3.7) 〈Im(k), F 〉 = 0.
Remark 3.2. Note that (−L+ 4µ2)k = (−L+ 6)k = 0 (see the proof of Lemma 3.1). Since (−L+ 32 )Y1 = 0,
we have 〈k, Y1〉 = 0. Thus, for f defined in (2.10),
〈k, f〉 = 3
2
〈k,HY 21 〉 =
3
2
i〈Im(k), HY 21 〉.
The fact that
(3.8) 〈Im(k), HY 21 〉 6= 0,
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can be easily checked by numerical integration (we find 〈Im(k), HY 21 〉 ≈ −0.222). This is a kind of non
resonance condition and it was identified by Sigal [34] in the context of nonlinear wave and Schro¨dingier
equations and by Soffer and Weinstein [37] in the context of a nonlinear Klein-Gordon equation in three
dimensions. This condition is a nonlinear version of the Fermi Golden Rule (from now on we will refer to it
as such) whose origin is in quantum mechanics [35], [31, p. 51]. As it was pointed out in [37], this nonzero
condition guarantees that the internal oscillations are coupled to radiation and, as a consequence of this fact,
the energy of the system eventually radiates away from the kink neighborhood, making it asymptotically
stable. This behavior is in deep contrast with the (integrable) sine-Gordon equation, for which the Fermi
Golden Rule is definitely not satisfied (simply because 0 is the only discrete eigenvalue for the associated
linear operator), and even worse, explicit periodic solutions (wobblers, see (1.13)) do persist.
In the present paper, the Fermi Golden Rule (3.8) is the key fact which forbids the existence of a solution
g of (−L+4µ2)g = f in the energy space. As we will see, in our particular setting, and for purely algebraical
reasons, we will use a modified version of (3.8), which reads
(3.9)
〈
Im(k),
(
HY 21 − Y1〈HY 21 , Y1〉
)
sech2
( x
8
√
2
)〉
≈ −0.218.
This condition is better adapted to the use of weighted Sobolev spaces which we work with, see Section
4.3 and (4.33).
Proof of Lemma 3.1. (i) The explicit expression of k in (3.4) was found by Segur [32]. We easily check by
direct computation that
(−L+ 4µ2)k = (−L+ 6)k = 0.
Indeed, let m(x) := 1 + 12 sech
2
(
x√
2
)
+ i
√
2 tanh
(
x√
2
)
. Then,
m′(x) = −
√
2
2
tanh
(
x√
2
)
sech2
(
x√
2
)
+ i sech2
(
x√
2
)
,
m′′(x) = −3
2
sech4
(
x√
2
)
+ sech2
(
x√
2
)
− i
√
2 tanh
(
x√
2
)
sech2
(
x√
2
)
,
and thus
(−L+ 6)k = [(∂2x + 4)ei2x]m+ 4iei2xm′ + ei2xm′′ + 3 sech2
(
x√
2
)
ei2xm
= ei2x
(
4im′ +m′′ + 3 sech2
(
x√
2
)
m
)
= 0.
Since k(x) ∼ (1 + i√2)ei2x as x ∼ +∞, the functions k and k¯ form a set of independent solutions of
(−L + 6)G = 0 (in fact, up to multiplicative constants k and k¯ are the so-called Jost functions). Therefore,
for F ∈ L1(R) ∩ C1(R), the following real-valued function G
G(x) = −Re
[
1
W (k, k¯)
(
k(x)
∫ x
−∞
k¯F + k¯(x)
∫ +∞
x
kF
)]
,
where W (k, k¯) = kk¯′ − k′k¯ is the Wronskian of k and k¯, solves (−L + 6)G = F . Since W (k, k¯) = −12i, we
obtain (3.3).
(ii) By the definition of G in (3.3), we have the following asymptotics at ±∞:
G(x) ∼ 1
12
Im
(
k(x)〈k¯, F 〉) as x→ +∞, G(x) ∼ 1
12
Im
(
k¯(x)〈k, F 〉) as x→ −∞.
Thus, limx→±∞G = 0 if and only if 〈k¯, F 〉 = 0. Moreover, if 〈k¯, F 〉 = 0 and F ∈ S(R), it follows directly
from (3.3) that G ∈ S(R). 
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4. Virial type arguments
Recall the set of coupled equations (2.8) and (2.13), which can be recast as a mixed system in (v1, v2, α, β):
(4.1)

v˙1 = v2 + F1,
v˙2 = −Lv1 − αf + F2,
α˙ = 2µβ + Fα,
β˙ = −2µα+ Fβ .
where L = −∂2x + 2 − 3(1 −H2), µ =
√
3/2, and f was introduced in (2.10). For the moment, we will not
make explicit the nonlinear error terms F1, F2, Fα and Fβ , which will be considered in detail in Section 5.
4.1. Virial type identities. For a smooth and bounded function ψ to be chosen later, let
(4.2) I :=
∫
ψ(∂xv1)v2 +
1
2
∫
ψ′v1v2 =
∫ (
ψ∂xv1 +
1
2
ψ′v1
)
v2.
First, using (4.1) and integrating by parts,
(4.3)
d
dt
∫
ψ(∂xv1)v2 =
∫
ψ(∂xv˙1)v2 +
∫
ψ(∂xv1)v˙2
=
∫
ψ(∂xv2)v2 +
∫
ψ(∂xv1)(∂
2
xv1 − 2v1 + 3(1−H2)v1)− α
∫
ψ(∂xv1)f
+
∫
ψ ((∂xF1)v2 + (∂xv1)F2)
= −1
2
∫
ψ′
(
v22 + (∂xv1)
2 − 2v21
)− 3
2
∫ (
ψ(1 −H2))′ v21 + α ∫ v1(ψf)′
+
∫
ψ ((∂xF1)v2 + (∂xv1)F2) .
Second,
(4.4)
d
dt
∫
ψ′v1v2 =
∫
ψ′v˙1v2 +
∫
ψ′v1v˙2
=
∫
ψ′v22 +
∫
ψ′v1
(
∂2xv1 − 2v1 + 3(1−H2)v1
)− α ∫ ψ′v1f + ∫ ψ′ (F1v2 + v1F2)
=
∫
ψ′
(
v22 − (∂xv1)2 − 2v21
)
+
1
2
∫
ψ′′′v21 + 3
∫
ψ′(1−H2)v21 − α
∫
ψ′v1f
+
∫
ψ′ (F1v2 + v1F2) .
Therefore,
(4.5)
d
dt
I = −B(v1) + α
∫
v1
(
ψf ′ +
1
2
ψ′f
)
+
∫
v2
(
ψ∂xF1 +
1
2
ψ′F1
)
−
∫
v1
(
ψ∂xF2 +
1
2
ψ′F2
)
,
where
(4.6) B(v1) :=
∫
ψ′(∂xv1)2 − 1
4
∫
ψ′′′v21 − 3
∫
ψHH ′v21 .
For a smooth function g to be chosen later, let
(4.7) J := α
∫
v2g − 2µβ
∫
v1g,
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Then, using (4.1)
(4.8)
d
dt
J = α˙
∫
v2g + α
∫
v˙2g − 2µβ˙
∫
v1g − 2µβ
∫
v˙1g
= α
∫ (−Lg + 4µ2g) v1 − α2 ∫ fg
+ Fα
∫
v2g − 2µFβ
∫
v1g + α
∫
F2g − 2µβ
∫
F1g.
Adding (4.5) and (4.8), we obtain
(4.9)
d
dt
(I + J ) = −D(v1, α) +RD,
where
(4.10) D(v1, α) := B(v1)− α
∫
v1
(
ψf ′ +
1
2
ψ′f − Lg + 4µ2g
)
+ α2
∫
fg,
and the rest term is
(4.11) RD :=
∫
g (αF2 − 2µβF1) +
∫
v2
(
ψ∂xF1 +
1
2
ψ′F1 + gFα
)
−
∫
v1
(
ψ∂xF2 +
1
2
ψ′F2 + 2µgFβ
)
.
4.2. Coercivity of the bilinear form B. Now we choose a specific function ψ and we consider the question
of the coercivity of the bilinear form B given in (4.6). Let λ > 1 to be chosen (we anticipate that in the sequel
we set λ = 8) and in the definition of I let
(4.12) ψ(x) := λ
√
2H
(x
λ
)
= λ
√
2 tanh
( x
λ
√
2
)
; ζ(x) :=
√
ψ′(x) = sech
( x
λ
√
2
)
.
Note that ζ > 0 everywhere. Let w be the following auxiliary function
(4.13) w := ζv1.
First, note that by integration by parts,∫
w2x =
∫
(ζ∂xv1 + ζ
′v1)2 =
∫
ψ′(∂xv1)2 + 2
∫
ζζ′v1(∂xv1) +
∫
(ζ′)2v21
=
∫
ψ′(∂xv1)2 −
∫
ζζ′′v21
=
∫
ψ′(∂xv1)2 −
∫
ζ′′
ζ
w2.
Thus,
(4.14)
∫
ψ′(∂xv1)2 =
∫
w2x +
∫
ζ′′
ζ
w2.
Second, ∫
ψ′′′v21 =
∫
(ζ2)′′
ζ2
w2 = 2
∫ (
ζ′′
ζ
+
(ζ′)2
ζ2
)
w2.
Therefore,
(4.15)
B(v1) =
∫
ψ′(∂xv1)2 − 1
4
∫
ψ′′′v21 − 3
∫
ψHH ′v21
=
∫
w2x +
1
2
∫ (
ζ′′
ζ
− (ζ
′)2
ζ2
)
w2 − 3
∫
ψ
ψ′
HH ′w2.
Set
B♯(w) :=
∫ (
w2x − V w2
)
, where V := −1
2
(
ζ′′
ζ
− (ζ
′)2
ζ2
)
+ 3
ψ
ψ′
HH ′,
so that
(4.16) B♯(w) = B(v1).
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Note that by (4.12) and direct computations,
ζ′′
ζ
=
1
2λ2
(1− 2ζ2), (ζ
′)2
ζ2
=
1
2λ2
(1− ζ2), ζ
′′
ζ
− (ζ
′)2
ζ2
= − ζ
2
2λ2
= − 1
2λ2
sech2
( x
λ
√
2
)
.
Moreover,
ψ
ψ′
= λ
√
2 tanh
( x
λ
√
2
)
cosh2
( x
λ
√
2
)
.
Therefore, B♯(w) = ∫ (w2x − V w2), where
(4.17) V (x) =
1
4λ2
sech2
( x
λ
√
2
)
+ 3λ tanh
( x
λ
√
2
)
cosh2
( x
λ
√
2
)
tanh
( x√
2
)
sech2
( x√
2
)
.
Recall Y1 from (1.10). Let
(4.18) Z1 := Y1 cosh
( x
λ
√
2
)
so that 〈v1, Y1〉 = 0 ⇐⇒ 〈w,Z1〉 = 0.
Note that Z1 is odd. In the following, we claim the following coercivity result for the quadratic form B♯.
Lemma 4.1. Let λ = 8. There exists κ > 0 such that, for any odd function w ∈ H1,
(4.19) 〈w,Z1〉 = 0 =⇒ B♯(w) ≥ κ
∫
w2x.
Proof. First, note that
(4.20) B♯(w) = 1
4
B♯1(w) + B♯2(w), where
where
B♯1(w) =
∫
w2x −
1
λ2
sech2
(
x
λ
√
2
)
;
B♯2(w) =
∫ (
3
4
w2x − V2w2
)
, V2 = 3λ tanh
( x
λ
√
2
)
cosh2
( x
λ
√
2
)
tanh
( x√
2
)
sech2
( x√
2
)
.
The idea is to show that B♯1(w) and B♯2(w) are both non negative.
Step 1. We claim
Claim 4.1. For all λ0 > 0, for any odd function w ∈ H1,
(4.21)
∫
w2x −
1
λ20
sech2
( x
λ0
√
2
)
w2 ≥ 0.
Proof of Claim 4.1. By a change of variables, we can restrict ourselves to the case λ0
√
2 = 1. Note that the
classical operator −∂2x − 2 sech2(x) has a continuous spectrum [0,+∞) and only one negative eigenvalue −1,
associated to the even eigenfunction sech(x) (see Titchmarsh [39, §4.18]). Thus, by the spectral theorem, for
any odd function w ∈ H1, ∫
w2x − 2 sech2(x)w2 ≥ 0.

The rest of the proof is devoted to showing that the second term is nonnegative as well.
Step 2. Let λ = 8. We observe the following elementary inequality
(4.22) ∀x ∈ R, V2(x) = 3λ tanh
( x
λ
√
2
)
cosh2
( x
λ
√
2
)
tanh
( x√
2
)
sech2
( x√
2
)
<
21
10
sech2
(x
2
)
.
(This is easily checked by numerics.) In particular, combining (4.21) with λ0 = 8 and (4.22) in (4.20), we
have, for any odd function w,
(4.23) B♯2(w) ≥
∫ (
3
4
w2x −
21
10
sech2
(x
2
)
w2
)
.
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Step 3. Finally, we claim the following coercivity property: there exists κ > 0 such that
(4.24) 〈w,Z1〉 = 0 =⇒
∫ (
3
4
w2x −
21
10
sech2
(x
2
)
w2
)
≥ κ
∫
w2x.
Note that in view of (4.23), this statement completes the proof of the lemma.
Proof of (4.24). Let
(4.25) Y˜1(x) :=
√
15
8
sinh
(
x
2
)
cosh3
(
x
2
) , 〈Y˜1, Y˜1〉 = 1.
We claim that for any odd function w,
(4.26)
∫ (
w2x − 3 sech2
(x
2
)
w2
)
+ 〈Y˜1, w〉2 ≥ 0.
Indeed, the operator −∂2x − 3 sech2
(
x
2
)
is a classical operator which has exactly three negative eigenvalues
(see Titchmarsh [39, §4.18]) − 94 , −1, and − 14 , and continuous spectrum [0,+∞). The eigenvalues − 94 and
− 14 are associated to the even eigenfunctions
sech3
(x
2
)
and sech3
(x
2
)
− 4
5
sech
(x
2
)
,
respectively; on the other hand, −1 is associated to the odd eigenfunction Y˜1 defined in (4.25).
For w odd, we use the following (orthogonal) decomposition: w = w1 + 〈Y˜1, w〉Y˜1, where 〈w1, Y˜1〉 = 0.
Then, since Y˜1 is an eigenfunction of −∂2x − 3 sech2
(
x
2
)
with eigenvalue −1, we obtain∫
w2x − 3 sech2
(x
2
)
w2 =
∫
(w1)
2
x − 3 sech2
(x
2
)
w21 − 〈Y˜1, w〉2.
Additionally, since w1 is odd and orthogonal to Y˜1, by the spectral theorem, we obtain∫
(w1)
2
x − 3 sech2
(x
2
)
w21 ≥ 0,
and (4.26) follows.
Let us come back to the proof of (4.24). We note that, using (4.26),∫ (
3
4
w2x −
21
10
sech2
(x
2
)
w2
)
=
1
20
∫
w2x +
7
10
∫ (
w2x − 3 sech2
(x
2
)
w2
)
≥ 1
20
(∫
w2x − 14〈Y˜1, w〉2
)
.
Now, we estimate 〈Y˜1, w〉2 using the orthogonality condition 〈w,Z1〉 = 0. Let ν ∈ R and
ξν := Y˜1 − νZ1.
Since Y˜1 and Z1 are odd, there exists an even function υν ∈ S(R) such that υ′ν = ξν . In particular,
〈Y˜1, w〉 = 〈ξν , w〉 = −〈υν , wx〉,
and using Cauchy-Schwarz’ inequality,
〈Y˜1, w〉2 ≤
(∫
w2x
)(
min
ν∈R
∫
υ2ν
)
.
Note that Y˜1 in (4.25) and Z1 in (4.18) are explicit functions, so that ξν and υν are easily computable. A
numerical computation gives that
min
ν∈R
∫
υ2ν ≈ 0.04 <
1
14
≈ 0.071.
Thus, (4.24) and (4.19) are proved. 
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Remark 4.1. In this proof, we have used numerical computations of elementary integrals. We present briefly
an alternative proof of the fact that (4.26) implies (4.24) relying more strongly on numerics. Let
(4.27) L♯ := −∂2x − V,
be the linear operator representing B♯. From the arguments of the proof in [27, Lemma 11], there exists a
function Z♯1 ∈ L∞ such that
∫
((Z♯1)x)
2 <∞ and L♯Z♯1 = Z1. Using numerical computations, we observe
(4.28) 〈L♯Z♯1, Z♯1〉 = 〈Z1, Z♯1〉 ≈ −2.63 < 0.
We find the function Z♯1 by a shooting method (in particular, we obtain Z
′
1(0) ≈ −0.4376), and then 〈Z1, Z♯1〉
by numerical integration. Using the arguments of the proof of Lemma 13 in [27], (4.28) and (4.26) imply
(4.24).
Remark 4.2. For the case of general perturbations i.e. with the oddness restriction (see Remark 1.2), one
would need to show coercivity of the bilinear form B♯ under the assumptions of orthogonality with respect to
Z0 and Z1, where Z0 = Y0 cosh
(
x
λ
√
2
)
. This property is definitely more delicate to prove since the bilinear
form appearing in (4.24) will not be sufficient as a lower bound for B♯(w). Indeed, one can show that the
index of the associated linear operator −∂2x − 3 sech2
(
x
2
)
is 3. However, we have numerical evidence that the
index of the general operator L♯ (see (4.27)) is 2, as it should be.
Corollary 4.1. Let λ = 8. There exists κ > 0 such that for any odd function w ∈ L∞ with wx ∈ L2 it holds
(4.29)
∫
wZ1 = 0 =⇒ B♯(w) ≥ κ
∫
w2x.
Proof. First note that a standard consequence of (4.19) is the following estimate: there exists a constant
C > 0, depending on ‖Z1‖H1 and the constant in estimate (4.19) of Lemma 4.1, and a constant κ > 0, such
that for any odd function w ∈ H1,
(4.30) B♯(w) + C|〈w,Z1〉|2 ≥ κ
∫
w2x.
Let χ be a smooth even function such that χ(x) = 1 for |x| < 1, χ(x) = 0 for |x| > 2 and 0 ≤ χ ≤ 1. For
A > 1, let χA(x) = χ(x/A). Let w ∈ L∞, odd and such that wx ∈ L2, 〈w,Z1〉 = 0. Set wA = wχA. Then,
we claim
(4.31) ‖wx‖2L2 − ‖∂xwA‖2L2 = oA(1),
∫
V w2 −
∫
V w2A = oA(1), 〈wA, Z1〉 = oA(1),
where oA(1) denotes a function such that limA→+∞ oA(1) = 0 (possibly depending on w). Indeed, from direct
computations ∣∣∣∣∫ w2x − ∫ (∂xwA)2∣∣∣∣ ≤ ∣∣∣∣∫ w2x(1 − χ2A)∣∣∣∣ + ∣∣∣∣∫ w2χ′′AχA∣∣∣∣ . ∫|x|>Aw2x + 1A‖w‖2L∞ ;∣∣∣∣ ∫ V w2 − ∫ V w2A∣∣∣∣ ≤ ‖w‖2L∞ ∫|x|>A V ;
|〈wA, Z1〉| ≤
∣∣∣∣∫ wZ1∣∣∣∣+ ∣∣∣∣∫ Z1(w − wA)∣∣∣∣ ≤ ∣∣∣∣∫ Z1(w − wA)∣∣∣∣ ≤ ‖w‖L∞ ∫|x|>A |Z1|.
Applying (4.30) to wA ∈ H1 (which is odd), we obtain
B♯(wA) + C|〈wA, Z1〉|2 ≥ κ
∫
(wA)
2
x.
Thus, by (4.31),
B♯(w) ≥ κ
∫
w2x + oA(1).
and we obtain the result passing to the limit A→ +∞. 
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4.3. Coercivity of the bilinear form D. Let us come back to the modified quadratic form D introduced
in (4.10). Written in terms of w (see (4.13) and (4.16)), we have
(4.32) D(v1, α) = D♯(w,α) := B♯(w) − α
∫
w
1
ζ
(
ψf ′ +
1
2
ψ′f − Lg + 4µ2g
)
+ α2
∫
fg.
Now we use a modified version of the Fermi Golden Rule to choose a particular g. Let k be the function
defined in (3.4). Let
(4.33) a := −〈ψf
′ + 12ψ
′f, Im(k)〉
〈ψ′f, Im(k)〉 , so that
〈
ψf ′ +
(
a+
1
2
)
ψ′f, Im(k)
〉
= 0.
Numerically, a ≈ 0.687271. From condition (3.9) in Remark 3.2, which ensures that 〈ψ′f, Im(k)〉 6= 0
(〈ψ′f, Im(k)〉 ≈ −0.327), and Lemma 3.1, there exists a unique real Schwartz solution g of
(4.34) Lg − 4µ2g = ψf ′ +
(
a+
1
2
)
ψ′f.
Moreover, in view of the decay of Y1 (1.10), the decay of f (2.10), and the explicit formula in (3.3), the
function g satisfies
(4.35) ∀x ∈ R, |g(x)|+ |g′(x)| . e−
|x|√
2 .
Consequently, (4.34) leads to the simplified expression
D♯(w,α) = B♯(w) + αa
∫
wζf + α2
∫
fg.
Recall that from (4.19) we already know that, under 〈w,Z1〉 = 0, B♯(w) is bounded below by
∫
w2x. Numerical
computations, using (3.3), show that
(4.36) 〈f, g〉 ≈ 0.0163 > 0.
Now we prove
Lemma 4.2. Let λ = 8. There exists κ > 0 such that for any odd H1 function w satisfying 〈w,Z1〉 = 0,
(4.37) D♯(w,α) ≥ κ
(
α2 +
∫
w2x
)
.
Proof. Denote h := aζf + bZ1, where b is chosen so that (see (4.28))
〈h, Z♯1〉 = 0.
Here Z♯1 solves L♯Z♯1 = Z1 and is such that Z♯1 ∈ L∞, (Z♯1)x ∈ L2 (see Remark 4.1). Note that h is odd.
Let h♯ ∈ L∞ be the odd function such that L♯h♯ = h and ∫ (h♯x)2 < ∞. Since 〈w,Z1〉 = 0, we have
a
∫
wζf = 〈w, h〉, and thus
D♯(w,α) = B♯(w) + α〈w, h〉 + α2〈f, g〉.
Furthermore we observe
〈h♯, Z1〉 = 〈h♯,L♯Z♯1〉 = 〈h, Z♯1〉 = 0,
hence (since h♯ is odd), by Corollary 4.1,
0 < B♯(h♯) = 〈L♯h♯, h♯〉 = 〈h♯, h〉.
Given w odd, we decompose as follows
(4.38) w = w⊥ + c h♯ where 〈w⊥, h〉 = 〈w⊥,L♯h♯〉 = 0 and 〈w⊥, Z1〉 = 〈w,Z1〉 = 0.
Thus, by orthogonality
B♯(w) = B♯(w⊥) + c2B♯(h♯),
and
D♯(w,α) = B♯(w⊥) + (c2 + cα) 〈h♯, h〉+ α2〈f, g〉.
Numerical computations show that
(4.39) 〈h♯, h〉 ≈ 0.0147.
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In particular, since 0 < 〈h♯, h〉 < 4〈f, g〉 (see (4.36)), we obtain for all α ∈ R, c ∈ R,(
c2 + cα
) 〈h♯, h〉+ α2〈f, g〉 & α2 + c2.
Combined with Corollary 4.1 and (4.38), this gives
D♯(w,α) & α2 + c2 +
∫
(w⊥x )
2 & α2 +
∫
w2x,
as required. 
Remark 4.3. The values in (4.39) are obtained using elementary numerical computations. We find the
functions h♯ and g by shooting (in particular, we find (h♯)′(0) ≈ 0.0249 and g′(0) ≈ −0.333) and then
use numerical integration. Observe that the functions considered here or their derivatives are exponentially
decaying, which facilitates the computations.
5. End of the proof of Theorem 1.1
As in statement of Theorem 1.1, we consider an odd function ϕin ∈ H1 × L2 satisfying ‖ϕin‖H1×L2 < ε
for some small ε > 0 to be chosen. By Proposition 3.1, the corresponding solution ϕ(t) of (1.6) is global in
H1 × L2 and satisfies, for all t ∈ R,
(5.1) ‖ϕ(t)‖H1×L2 . ε.
Now we use the decomposition and computations of Section 2, introducing in particular the functions u(t),
z(t), α(t), β(t) and v(t) as in (2.1), (2.2), (2.4), (2.5) and (2.11). Note that from (5.1), it holds
(5.2) ∀t ∈ R, ‖u(t)‖H1×L2 + ‖v(t)‖H1×L2 + ‖u1(t)‖L∞ + ‖v1(t)‖L∞ + |z(t)| . ε.
In order to simplify some estimates, we define
(5.3) ‖v1‖2H1
ω
:=
∫ (|∂xv1|2 + v21) sech( x
2
√
2
)
, ‖v2‖2L2
ω
:=
∫
v22 sech
(
x
2
√
2
)
,
and
(5.4) ‖v‖2H1
ω
×L2
ω
:= ‖v1‖2H1
ω
+ ‖v2‖2L2
ω
.
5.1. Control of the error terms and conclusion of the Virial argument. The key ingredient of the
proof of asymptotic stability in the energy space is the following result.
Proposition 5.1. For ε > 0 small enough,
(5.5)
∫ +∞
−∞
(
|z(t)|4 + ‖v(t)‖2H1
ω
×L2
ω
)
dt . ε2.
Proof. Let
(5.6) γ(t) := α(t)β(t),
and recall the virial-type quantities I(t), J (t), already defined in (4.2), (4.7) for ψ as in (4.12) for λ = 8 and
g introduced in (4.34).
The proof of (5.5) is based on a suitable combination of the following three estimates, which hold for some
fixed constants κ0, C > 0:
d
dt
γ ≥ 2µ(β2 − α2)− Cε
(
|z(t)|4 + ‖v1‖2H1
ω
)
,(5.7)
− d
dt
(I + J ) ≥ κ0
(
α2 + ‖v1‖2H1
ω
)
− Cε
(
|z(t)|4 + ‖v2‖2L2
ω
)
,(5.8)
2
d
dt
∫
sech
(
x
2
√
2
)
v1v2 ≥ ‖v2‖2L2
ω
− C
(
|z(t)|4 + ‖v1‖2H1
ω
)
.(5.9)
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Step 1. Proof of (5.5) assuming (5.7), (5.8) and (5.9). For σ > 0 small to be chosen, let
K := κ0
4µ
γ − (I + J ) + 2σ
∫
sech
(
x
2
√
2
)
v1v2.
Recall that K is a time dependent function. From (5.7), (5.8) and (5.9), we obtain
d
dt
K ≥ κ0
2
(α2 + β2) + κ0‖v1‖2H1
ω
+ σ‖v2‖2L2
ω
− C (σ + ε)
(
|z(t)|4 + ‖v1‖2H1
ω
)
− Cε‖v2‖2L2
ω
.
Note that from (2.5) we have α2 + β2 = |z|4. Thus, choosing σ > 0 sufficiently small, and then ε > 0 small
enough, we obtain
(5.10)
d
dt
K & |z(t)|4 + ‖v‖2H1
ω
×L2
ω
.
By the expressions of I, J , γ and (5.2), we easily see that
(5.11) ∀t ∈ R, |K(t)| . ‖v(t)‖2H1×L2 + |z(t)|4 . ε2.
Therefore, integrating (5.10) on [−t0, t0] and passing to the limit as t0 → +∞, we find (5.1).
To finish the proof, we only have to prove (5.7), (5.8) and (5.9).
Step 2. Preliminary computations and estimates. First, from the computations of Section 2, we give the
expressions of Fα, Fβ , F1 and F2 in (4.1). Note that from (2.1), (1.6) and the fact that LY1 = µ2Y1,
(5.12)

z˙1 = 〈ϕ˙1, Y1〉 = 〈ϕ2, Y1〉 = µz2,
z˙2 =
1
µ
〈ϕ˙2, Y1〉 = − 1
µ
〈Lϕ1 + (3Hϕ21 + ϕ31), Y1〉 = −µz1 −
1
µ
〈3Hϕ21 + ϕ31, Y1〉.
(Recall that ϕ1 = z1Y1 + u1 and 〈u1, Y1〉 = 0, see (2.3).) In particular, (2.5) leads to
α˙ = 2z1z˙1 − 2z2z˙2 = 2µβ + 2
µ
z2〈3Hϕ21 + ϕ31, Y1〉,
β˙ = 2z1z˙2 + 2z˙1z2 = −2µα− 2
µ
z1〈3Hϕ21 + ϕ31, Y1〉.
Thus, we obtain in (4.1),
Fα :=
2
µ
z2〈3Hϕ21 + ϕ31, Y1〉, Fβ := −
2
µ
z1〈3Hϕ21 + ϕ31, Y1〉.
Next, since
(5.13)
d
dt
|z|2 = 2z1z˙1 + 2z˙2z2 = − 2
µ
z2〈3Hϕ21 + ϕ31, Y1〉 = −Fα,
we deduce, from (2.11), (2.2), (1.6) and (5.12), that
v˙1 = u˙1 +
d
dt
|z|2q = ϕ˙1 − z˙1Y1 − qFα
= ϕ2 − µz2Y1 − qFα = u2 − qFα
= v2 − qFα,
and that in (2.13) and (4.1),
(5.14) F1 := −qFα.
We have by direct computations
u˙2 = ϕ˙2 − µz˙2Y1 = −Lϕ1 − (3Hϕ21 + ϕ31) + µ2z1Y1 + 〈3Hϕ21 + ϕ31, Y1〉Y1
= −Lu1 − (3H(u1 + z1Y1)2 + ϕ31) + 〈3H(u1 + z1Y1)2 + ϕ31, Y1〉Y1
= −Lu1 − 3z21(HY 21 − 〈HY 21 , Y1〉Y1)− (3H(u21 + 2z1u1Y1) + ϕ31) + 〈3H(u21 + 2z1u1Y1) + ϕ31, Y1〉Y1
= −Lu1 − 2z21f + Fu,
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so that in (2.9),
Fu := −
[
3H(u21 + 2u1z1Y1) + ϕ
3
1 − 〈3H(u21 + 2u1z1Y1) + ϕ31, Y1〉Y1
]
.
We also observe that
v˙2 = u˙2 = −Lv1 − αf + Fu,
and thus
F2 = Fu = −
[
3H(u21 + 2u1z1Y1) + ϕ
3
1 − 〈3H(u21 + 2u1z1Y1) + ϕ31, Y1〉Y1
]
.
Second, we prove
(5.15) ‖v1‖H1
ω
. ‖∂xw‖L2 ,
where we recall from Section 4 the notation w(t, x) = v1(t, x)ζ(x) = v1(t, x) sech
(
x
8
√
2
)
(see (4.13)).
Indeed, we observe that from (4.21) (with the choice λ0 = 100),
(5.16) ‖∂xw‖2L2 &
∫
sech2
( x
100
)
w2 =
∫
sech2
( x
100
)
sech2
(
x
8
√
2
)
v21 &
∫
sech
(
x
2
√
2
)
v21 .
Next, we have
‖∂xw‖2L2 &
∫
sech2
( x
100
)
|∂xw|2 =
∫
sech2
( x
100
)
|ζ∂xv1 + ζ′v1|2
&
∫
sech2
( x
100
)
sech2
(
x
8
√
2
)
|∂xv1|2 + 2
∫
sech2
( x
100
)
ζζ′(∂xv1)v1 +
∫
sech2
( x
100
)
(ζ′)2v21
&
∫
sech
(
x
2
√
2
)
|∂xv1|2 +
∫
v21
(
−
(
sech2
( x
100
)
ζζ′
)′
+ sech2
(
x
8
√
2
)
(ζ′)2
)
.
Thus, using (5.16),∫
sech
(
x
2
√
2
)
|∂xv1|2 . ‖∂xw‖2L2 +
∫
sech2
( x
100
)
sech2
(
x
8
√
2
)
v21 . ‖∂xw‖2L2 ,
which completes the proof of (5.15).
Step 3. Proof of (5.7). From (4.1) we find
(5.17) γ˙ = α˙β + αβ˙ = 2µ
(
β2 − α2)+Rγ , where Rγ = βFα + αFβ .
Replacing ϕ1 = u1 + z1Y1 = v1 − |z|2q + z1Y1 in the expression of Fα and Fβ , then using the explicit decay
of Y1 (see (1.10)) and (5.2), we have
(5.18) |Fα|+ |Fβ | . |z|
(
|z|2 + ‖v1‖2L2
ω
)
.
From the definition of α, β and (5.2) we obtain finally
|Rγ | . |z|3
(
|z|2 + ‖v1‖2L2
ω
)
. ε
(
|z|4 + ‖v1‖2L2
ω
)
.
Step 4. Proof of (5.8). From (4.9), (4.37) and (5.15), it is sufficient to prove the following estimate
(5.19) |RD| . ε
(
|z(t)|4 + ‖∂xw‖2L2 + ‖v2‖2L2
ω
)
,
where RD is defined in (4.11).
Using (5.18), (4.35) and Cauchy-Schwarz inequality, we have
(5.20)
∣∣∣∣Fα ∫ v2g∣∣∣∣+ ∣∣∣∣Fβ ∫ v1g∣∣∣∣ . |z|(|z|2 + ‖v1‖2L2ω) (‖v1‖L2ω + ‖v2‖L2ω) .
From (4.35), (5.14), (5.18) and (2.12), we get
(5.21)
∣∣∣∣β ∫ gF1∣∣∣∣+ ∣∣∣∣∫ v2(ψ∂xF1 + 12ψ′F1
)∣∣∣∣ . |z|(|z|2 + ‖v1‖2L2ω) (|z|2 + ‖v2‖L2ω) .
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By (4.35) and (5.2), we obtain
(5.22)
∣∣∣∣α ∫ gF2∣∣∣∣ . |z|2 (|z|3 + |z|‖v1‖L2ω + ‖v1‖2L2ω) .
Now, we address the only remaining term in (4.11), which is
∫
v1
(
ψ∂xF2 +
1
2ψ
′F2
)
. We decompose
F2 = F˜2 − 3Hv21 − v31 .
Observe that F˜2 contains only terms with an explicit decay e
− |x|√
2 (coming from Y1(x), q(x) and their deriva-
tives). Thus, by similar arguments as before,
(5.23)
∣∣∣∣∫ v1(ψ∂xF˜2 + 12ψ′F˜2
)∣∣∣∣ . ‖v1‖L2ω (|z|3 + |z|‖v1‖L2ω + ‖v1‖2L2ω) .
We are now reduced to controlling the term
−
∫
v1
(
ψ∂x
(
3Hv21 + v
3
1
)
+
1
2
ψ′
(
3Hv21 + v
3
1
))
=
∫ (
ψ∂xv1 +
1
2
ψ′v1
)(
3Hv21 + v
3
1
)
.
Integrating by parts,
3
∫ (
ψ∂xv1 +
1
2
ψ′v1
)
Hv21 =
∫ (
1
2
ψ′H − ψH ′
)
v31 .
We claim
(5.24)
∫
(ψ′ + ψH ′)|v1|3 . ‖v1‖L∞‖∂xw‖2L2 . ε‖∂xw‖2L2 .
Indeed, by parity, the definition of ψ (4.12) and w (4.13), and the decay property of H ′, we have (with λ = 8)∫
(ψ′ + ψH ′)|v1|3 .
∫ +∞
0
e
− 2x
λ
√
2 |v1|3 .
∫ +∞
0
e
x
λ
√
2 |w|3.
Then, integrating by parts, using w(0) = 0 (the function w is odd)∫ +∞
0
e
x
λ
√
2 |w|3 = −λ
√
2
∫ +∞
0
e
x
λ
√
2 ∂x(|w|3) = −3λ
√
2
∫ +∞
0
e
x
λ
√
2 (∂xw)w|w|
≤ 6λ‖v1‖
1
2
L∞
∫ +∞
0
e
x
2λ
√
2 |∂xw||w| 32 ≤ 18λ2‖v1‖L∞
∫ +∞
0
|∂xw|2 + 1
4
∫ ∞
0
e
x
λ
√
2 |w|3.
Thus, ∫ +∞
0
e
x
λ
√
2 |w|3 . ‖v1‖L∞‖∂xw‖2L2 ,
and (5.24) is proved.
Finally, we have by integration by parts∫ (
ψ∂xv1 +
1
2
ψ′v1
)
v31 =
1
4
∫
ψ′v41 ≥ 0.
This term happens to have the right sign for estimate (5.8) (this is related to the fact that equation (1.1) is
defocusing), but we can also bound this term in absolute value since by (5.24),
(5.25)
∫
ψ′v41 . ε
∫
ψ′|v1|3 . ε2‖∂xw‖2L2 .
In conclusion, (5.19) is a consequence of (5.15), (5.20), (5.21), (5.22), (5.23), (5.24) and (5.25).
Step 5. Proof of (5.9). We use (4.4) with ψ′(x) = sech
(
x
2
√
2
)
. Note that∫
sech
(
x
2
√
2
)(|∂xv1|2 + v21)+ ∫ ∣∣∣∣sech′′( x2√2
)∣∣∣∣ v21 . ‖v1‖2H1ω ,∣∣∣∣α ∫ sech( x2√2
)
v1f
∣∣∣∣ . |z|2‖v1‖H1ω ,
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and ∣∣∣∣∫ sech( x2√2
)
(|F1v2|+ |v1F2|)
∣∣∣∣ . |z|3‖v2‖L2ω + ‖v1‖2H1ω .
Using these estimates, we obtain from (4.4)
d
dt
∫
sech
(
x
2
√
2
)
v1v2 ≥ ‖v2‖2L2
ω
− C‖v1‖2H1
ω
− C|z|3‖v2‖L2
ω
+ C|z|4,
and (5.9) follows. 
5.2. Conclusion. Proof of (1.8). Let
(5.26) H :=
∫ (
(∂xv1)
2 + 2v21 + v
2
2
)
sech
(
x
2
√
2
)
.
Then, using (4.1), we have
(5.27)
H˙ = 2
∫
sech
(
x
2
√
2
)
((∂xv˙1)(∂xv1) + 2v˙1v1 + v˙2v2)
= 2
∫
sech
(
x
2
√
2
)
((∂xv2)(∂xv1) + 2v2v1 − (Lv1)v2 − αfv2)
+ 2
∫
sech
(
x
2
√
2
)
((∂xF1)(∂xv1) + 2F1v1 + F2v2)
= − 1√
2
∫
sech′
(
x
2
√
2
)
v2(∂xv1) + 2
∫
sech
(
x
2
√
2
)(
3(1−H2)v1v2 − αfv2
)
+ 2
∫
sech
(
x
2
√
2
)
((∂xF1)(∂xv1) + 2F1v1 + F2v2)
Note that
(5.28)
∣∣∣∣∫ sech′( x2√2
)
v2(∂xv1)
∣∣∣∣ . ∫ ((∂xv1)2 + v22) sech( x2√2
)
.
From (5.5), there exists a sequence tn → +∞ such that H(tn) + z(tn) → 0. From (5.27), (5.28) and the
estimates on F1 and F2, we have
|H˙| . |z(t)|4 + ‖v(t)‖2H1
ω
×L2
ω
.
Let t ∈ R, integrating on [t, tn] and passing to the limit as n→ +∞, we obtain
H(t) .
∫ +∞
t
(
|z(t)|4 + ‖v(t)‖2H1
ω
×L2
ω
)
dt.
From (5.5), it follows that limt→+∞H(t) = 0. The same holds for t → −∞. Thus, limt→±∞ ‖v‖H1
ω
×L2
ω
= 0.
Moreover, from (5.13) and (5.18), we have
(5.29)
∣∣∣∣ ddt |z|4
∣∣∣∣ = 2|αFα + βFβ | . |z|3 (|z|2 + ‖v1‖2L2ω) . |z|4 + ‖v1‖2L2ω .
Using (5.5) and similar arguments as before, we obtain limt→±∞ |z(t)| = 0. Therefore, (1.8) follows from
(2.11).
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