Let R and S be arbitrary associative rings. The purpose of this paper is to study the equivalences induced by Hom R (V , −), V S ⊗ − and their derived functors, and the dualities induced by Hom R (−, W ), Hom S (−, W ) and their derived functors with R V S partial tilting bimodule and R W S partial cotilting bimodule, without any finiteness condition.
Introduction
Tilting theory, introduced by Brenner and Butler and Happel and Ringel in the early eighties, has played a central role in the representation theory of Artin algebras, providing a deep generalization of Morita equivalences. The first papers dealt with tilting modules over finite-dimensional algebras, assumed to be finitely generated of projective dimension at most one. Later the theory was extended to tilting modules, over arbitrary rings (see [4, 9] ), which have a finite resolution of finitely generated projective modules: in [9] Miyashita proved that a "tilting module" V of projective dimension r induces r + 1 equivalences Increasing from 2 to r + 1, r 2, the number of category equivalences, as in the Miyashita setting, we loose the possibility to interpretate them in terms of torsion theories. Not only, but in general modules have not anymore a filtration with consecutive factors in the classes KE i or KT i : in particular, there exist simple modules which are not in i 0 KE i or i 0 KT i (see [11, Example 2 
.1]).
In [11] the second author gave a characterization of the left R-modules N (respectively the left S-modules M) which have a filtration with consecutive factors belonging to the classes KE i or KT i : these are the modules N (respectively M) satisfying the following orthogonality condition: ∀i = j 0 Tor A dual result for the cotilting case, for modules over Noetherian rings are proved in [12] . In 1995 Colpi and Trlifaj [5] and next in 2001 Angeleri-Hügel and Coelho [1] introduced infinitely generated tilting modules, of projective dimension 1 and of arbitrary finite projective dimension, respectively. Following [1, §2, Definition] , a left R-module R V is said to be a tilting module of projective dimension r if it satisfies the following three conditions:
(1) pd R V r. A module R V satisfying only conditions (1) and (2) is called a partial tilting module. Cotilting and partial cotilting modules of finite injective dimension are also introduced in [1] , considering dual properties. Angeleri-Hügel and Coelho studied, extending [2] , the relationship between these "infinitely generated" tilting and cotilting modules and the theory of preenvelopes and precovers.
The aim of this paper is to study under which condition a bimodule R V S , with R V partial tilting, admits a good equivalence theory: we prove that this is the case if we assume also that S V * := Hom R (V , Q), with Q an injective cogenerator of R-Mod, is a partial cotilting module. We continue to call partial tilting such a bimodule. We analyze different classes where our equivalence theory develops, with different levels of accuracy: the classes of static and costatic modules (see Definition 1.7, Theorem 1.15), the classes of modules involved in the equivalences, the classes of modules satisfying the above recalled orthogonality condition involving the functors Ext i R (V , −) and Tor S j (V , −), i = j . At the end of the first section, a picture summarizes our results.
Generalizing the ideas of [7, 10] , we substitute the lost finiteness condition on R V S with homological condition involving the derived maps σ (j ) and η (j ) of the unit σ and the counit η of the adjunction between the Hom and the tensor functors. In Examples 1.3, 1.18, 1.26 we test the constraints of our homological condition.
Extending the results proved in [9] , we prove (see Theorem 1.17) that a partial tilting bimodule R V S of projective dimension n induces n + 1 category equivalences
between the following subclasses of KE e ( R V ) and KT e (V S ):
If the partial tilting bimodule R V S is a "Miyashita tilting module" our homological condition are automatically satisfied (see Remark 1.8), i.e. We also characterize, extending [11] , the modules which have a filtration with consecutive factors belonging to the classes KE (e) e or KT (e) e (see Theorem 1.24). In the second section of the paper, dual results for the "cotilting" case are presented. Along the paper we will denote simply by E e both the classes KE e and KT e : the classes we are working with will be clear from the context.
KE

Partial tilting bimodules
Notation. Let R and S be arbitrary associative rings. We denote by R-Mod and S-Mod the categories of left R-and S-modules. Given a bimodule R V S , we denote by T i the ith derived functor Tor S i (V , −) and by H i the ith derived functor Ext i R (V , −), i 0. Since V ⊗ S − is right exact and Hom R (V , −) is left exact, we have
In the sequel T 0 and H 0 will be denoted simply by T and H. For a fixed injective cogenerator Q of R-Mod, we denote by V * the left S-module
The class of modules generated by R V , i.e. the homomorphic images of arbitrary direct sums of copies of R V , will be denoted by Gen V ; while Cogen V * will indicate the class of modules cogenerated by S V * , i.e. the submodules of arbitrary direct products of copies of S V * . Definition 1.1. Let n ∈ N. A bimodule R V S is n-partial tilting if:
for each i > 0 and for each set X.
Remark 1.2.
(1) The bimodule R V S is n-partial tilting if and only if R V is a partial tilting module and S V * is a partial cotilting module in the sense of Angeleri-Hügel and Coelho in [1] .
For the same reason the condition id S V * n is equivalent to w.d V S n, where w.d V S denote the weak dimension of V S . Thus one acknowledges the symmetry of Definition 1.1. (3) If R V S is a n-partial tilting bimodule, R = End(V S ) and pd V S n, then there exists a long exact sequence
with V i direct summand of a product of copies of V , i.e. R V is a tilting module in the sense of Angeleri-Hügel and Coelho in [1] . (4) If R V is a tilting module in the sense of Miyashita and S = End( R V ), then R V S is a partial tilting bimodule (cf. [9, Theorem 1.5, Lemma 1.7]).
S(i) the simple top of P (i), or, equivalently, the simple socle of I (i). (2) and S = End V ; S is the k-algebra given by the quiver
It is easy to see that R V has projective dimension 2 and S V * = S S has injective dimension 1 and they satisfy condition (2) in Definition 1.1. Therefore R V S is a 2-partial tilting bimodule.
For the rest of this section, let R V S be a fixed n-partial tilting bimodule. 
and H j Z n , j 1, result to be covariant functors.
In the sequel each result will have an S and an R version, denoted by (A) and (B), respectively. We give proof only of part (A), the part (B) being analogously proved.
Lemma 1.4.
(A) (1) H j TP = 0 for any projective module S P and j 1.
(
Proof.
(1) A projective left S-module P is a direct summand of a free module S (X) . Then H j TP is a direct summand of
(2) Let M be a left S-module. Applying T to the exact sequence S (X) → M → 0, we easily get TM ∈ Gen V . Let R N be an homomorphic image of R V (X) for some set X. Applying H to the exact sequence
(3) Let P • be a projective resolution of a module S M. Applying H to the short exact sequence
we have
We denote by L n HT the nth left derived functor of HT. For each S-module S M, given a projective resolution P • with differentiation d, we have
Analogously we denote by R n TH the nth right derived functor of TH.
The unit σ of the adjoint pair (T, H) induces natural maps
Since the identity functor 
In the subcategory Ker HT 1 = 0 the map α 2 is a monomorphism.
In the subcategory Ker TH 1 = 0 the map γ 2 is an epimorphism.
Proof. Let P • be a projective resolution of M ∈ S-Mod. We have the following exact sequences:
Applying H we get
Then we obtain easily the following diagram with exact rows and columns.
Applying Lemma 1.5 to the commutative triangle
we obtain the exact sequence 0 → Coker ψ → Coker ϕ → Coker ϑ → 0 and hence 0 → (2 ) 
and (3 ). 2
We denote by α j →i (respectively γ j →i ) the composition of the natural transformations α j , . . . , α i (respectively γ j , . . . , γ i ), j i, in Theorem 1.6. We obtain the following diagrams of functors and natural transformations:
These diagrams suggest the following definitions. Let us consider the following classes of modules:
If A is one of the above classes, 
Clearly, if a module S M belongs to M then T i M belongs to E i for each i 0; similarly if a module R N belongs to M then H i N belongs to E i for each i 0.
Let us see some properties of the classes M and E j introduced above.
Lemma 1.9. Consider the exact sequences:
Thus we have H j B i (M) = 0 for i = j and we conclude by induction. 2 Proposition 1.10.
Proof. Let P • be a projective resolution of S M. Applying T and H we obtain, for each i 1, the following commutative diagram.
. . . HTP i+1
HTd i HTP i
by Lemma 1.9 we have
Then, for each i 1,
The following lemma characterizes the modules in the classes E s . 
with W j ∈ E 0 for every j 0. Then S M ∈ E s and the following conditions are equivalent: 
with W j ∈ E 0 for every j 0. Then R N ∈ E s and the following conditions are equivalent:
Consequently we have the exact sequences
Applying H to these exact sequences we get
and consequently TM ∈ E 0 . 2
The situation for the derived functors T s and H s is more complicated. It can be well described using the left derived functors of HT and the right derived functors of TH. Proposition 1.13.
Proof.
(1) By Proposition 1.12, we can assume s 1. Let P • be a projective resolution of M with syzygies M i . Since M ∈ E s we have the following exact sequence:
By shifting we get 
By Proposition 1.12, also TM s−1 , TM s and TM s+1 belong to E 0 . Therefore, applying H to the above sequences, we obtain the exact sequences:
But HT s M = 0 is equivalent to the exactness in HTP s−1 and H 1 T s M = 0 is equivalent to the exactness in HTM s−1 . 2 Lemma 1.14.
(A) Let S M be a module belonging to E s . Then
(B) Let R N be a module belonging to E s . Then
Proof. Let M ∈ E s and P • be a projective resolution of M. For each k = s we have the short exact sequence
If j s we obtain
Let us prove that H
we get
Since M ∈ E s , then M s−1 and TM s−1 belong to E 0 ; thus H s TM s−1 = 0. By Proposition 1.13 we have
By Lemmas 1.9 and 1.14, for the modules M belonging to M or E s , the diagrams of Theorem 1.6 specialize to
Main diagram (A):
H 1 T 2 M . . . H 2 B 2 (M) ∼ = H 3 Z 3 (M) β 3,M α 3,M H 3 T 3 M 0 0 H 2 Z 2 (M) ∼ = H 1 B 1 (M) α 2,M β 2,M H 1 Z 1 (M) β 1,M α 1,M H 1 T 1 M 0 H 2 T 2 M L 0 HTM α 0,M M σ M σ (0) M 0 HTM HTM 0
Main diagram (B):
Now we are ready to prove our first significant result.
Theorem 1.15. If
Refering to main diagrams (A) and (B), we have: 
. Looking at the main diagrams (A) and (B) we get
• β 1,M and hence T 1 β 1,M are isomorphisms.
• T 1 α 1,M is an isomorphism: consider the exact sequence
since HTM ∈ E 0 by Proposition 1.12, we get
• γ 1,T 1 M is an isomorphism: indeed HT 1 M = 0.
Let s 2.
• 
By Proposition 1.12, HTM ∈ E 0 ; thus we get
For i 2, applying H to exact sequence 0
observe that, by Lemma 1.9, the last term H i B i−1 (M) is equal to 0. Applying T, by Proposition 1.13 we obtain
Step 2. Step 3. Existence of the following commutative diagrams with exact rows: For s = 1.
For s 2.
Applying H to the exact sequence
Step 2, we obtain the exact sequence
Applying T to exact sequence 0 → M 0 → P 0 → M → 0 we obtain the exact sequence
Then, applying H, we obtain the third row of diagram ( )
where H 1 TM 0 = 0 by Step 2, and the exact sequence
Resuming we have 
B (M)
Hence, applying H we get
and
Consider now the exact sequences obtained setting = i, i + 1 in the first exact row and = i in the second. Since Step 4. Existence of the following commutative diagram with exact rows:
where, if s = 1, with α 1→1,M we denote the map α 1,M .
Let s = 1. The diagram for s = 1 is obtained applying T to diagram ( ) and observing that T 1 HB 0 = 0 by Step 2.
Let s 2. Applying T to diagram ( ) in Step 3 we get the following commutative diagram:
where Let s = 1.
We have H i J 2 ∼ = H i+1 J 1 = 0 for i 1. Consequently J 2 and HJ 2 belong to E 0 .
Let s = 2. Applying H to the short exact sequence 0 → B 1 (M) → TP 1 → C → 0 we obtain H i C ∼ = H i+1 B 1 (M) = 0 for each i 1 by Lemma 1.9.
Step 6. 
where L = Im and N = Im n.
Applying T to the diagrams ( ) and ( ), by
Step 5 we have the following commutative diagrams with exact rows.
Consequently we obtain the following commutative diagram.
To conclude, let us prove the existence of a commutative diagram.
Now, we distinguish the cases s = 2 and s > 2.
Applying T, by
Step 5 we have
Moreover, by diagram ( ) (see p. 340) and Step 2 we obtain
Resuming we have the following commutative diagram.
Consider and hence we get
Since H i T i M ∈ E i by Proposition 1.13, applying T to ( * ), we get
Applying T, we get
Then, resuming, we have
• If I is an injective module and P is a projective module, then T j HI = 0 and T j HTP = 0 for each j 1.
• HJ s and HB 0 belong to E 0 (see Steps 2 and 5).
By the latter diagrams and diagram ( ) on page 340 we obtain
. .
The unicity of the construction gives us also for s 3 the wanted commutative diagram. 
Indeed both are functorially constructed starting from injective or projective resolutions. Thus we have the commutative diagram.
Inserting this latter in the diagram of Step 4 we obtain the following commutative diagram.
By Theorem 1.6
Since ∂ 1 is injective, from
we obtain the requested identity
Now we can prove our equivalence theorem. (1) (Cf. [7] .) For R V S = J p Z(p ∞ ) J p , we have:
0 = {completions of free J p -modules with respect to the p-adic topology};
• R E 1 = {J p -modules N such that the torsion part of N is reduced};
• S E 1 = {J p -modules M such that the torsion free part of M is divisible};
We observe that since
is not tilting even in the generalized sense (see [1, 5] ).
(2) Denoted by τ the Auslander-Reiten translation, we have
In the class S M (0) s is possible to define a natural map λ s :
s is possible to define a natural map ρ s : 1
s with unit ρ s and counit λ s , for each s ∈ N.
Proof. By [13, 45.5] we have only to prove that
s . Now, these identities follow by Lemma 1.16. 2 Lemma 1.20.
Proof. Let I • be an injective resolution of T i M. Applying H and hence T we get the following diagram.
. . .
By shifting, for l 1 and k 1 we obtain
• Let j i − 1. Applying T to the sequence
Consider the following classes of modules:
is an isomorphism for each 1 i n.
Proof. Since M ∈ S M (0) , applying T i to main diagram (A) we obtain
Thus by Lemma 1.20 we have 
and T i M is i-static for each i. • S M (0) = {bounded torsion p-groups} ⊕ {completions of free J p -modules}.
We are now ready to obtain our version of the classical "Tilting Theorem" (see [3, 4, 8, 9] ) for a partial 1-tilting bimodule. Compare it also with [7] . We conclude the section schematizing in a picture the behavior of the ith derived functors H i and T i in the considered classes:
Partial cotilting bimodules
In this section we will consider the dual case of partial cotilting bimodule. The results will be presented without proofs: indeed, these are easy variations of the proofs of the covariant case. For the rest of this section we will assume R W S to be n-partial cotilting. Given a module M, let us consider a projective resolution P • of M. As usual, we denote by B n (M) and Z n (M) the n-boundaries and the n-cycles of the complex ΔP • . While B n (M) and Z n (M) depend on the projective resolution chosen, by Schanuel's Lemma Γ j B n (M) and Γ j Z n (M), j 1, do not; thus Γ j B n and Γ j Z n , j 1, result to be covariant functors. For each module M, given a projective resolution P • with differential d, the nth left derived functor L n Δ 2 of Δ 2 is defined by
The augmentation P 0 → M yields a map Δ 2 (P 0 ) → Δ 2 M defining a natural map β : L 0 Δ 2 → Δ 2 . We have the following commutative diagram of functors and natural trans- 
