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Abstract 
In a variety of domains, the amount of Web information grows rapidly, and the types of data sources are proliferating. Moreover,
different data sources often provide heterogeneous or conflicting data, so we need to resolve data conflicts and find truth by data 
fusion. Currently, there are several advanced techniques that consider accuracy of sources, freshness of sources and dependencies 
between sources to solve the conflicts, and these strategies achieved good results. To improve the data fusion, we propose a quality 
estimation model of Deep Web data sources (DSQ). According to the characteristics of data fusion, our estimation model selects 
three dimensions of factors-data quality, interface quality and service quality-as estimation criteria, and estimates the quality of data 
sources. Then, we improve the data fusion using the estimation results. Experiment shows that our model can accurately estimate
the quality of Deep Web data sources, and significantly improve the data fusion. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University of Science 
and Technology 
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1. Introduction 
Deep Web is the accessible online database in the Web, whose contents can not be indexed by traditional search 
engines. To obtain these data, users must submit the form, and then the Web servers dynamically generate the result 
pages and return to users. In 2004, University of Illinois at Urbana-Champaign estimated the Deep Web and found that 
the number of Deep Web data sources is more than 45 million. Moreover, with the rapid development of Internet 
technology, Deep Web data sources will grow explosively. 
How to get the information which is really useful to the user from these vast amounts of data? Data integration for 
the Deep Web came into being. The current study of data integration faced many challenges, such as different data 
sources often provide heterogeneous, conflicting data. Data fusion mainly solves the data conflicting from different 
data sources. 
There are many researchers who achieve a lot of results in the domain of data fusion. At present, the advanced 
technologies of data fusion mainly consider the accuracy of the data source, the freshness of the data source, the 
dependence between data sources and other factors, then iteratively calculate the accuracy of the data source and the 
value of confidence, finally find the truth when the iterative process stops. However, these methods consider that 
different data sources have the same accuracy or just do a simple estimation at the beginning of the calculation, then 
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improve the accuracy of the data sources iteratively. In order to improve the above methods, we will estimate the 
quality of data sources before the iterative calculation. 
To estimate the quality of Deep Web data sources accurately, we determine many factors of different dimensions as 
the estimation indicators to the characteristics of data fusion, and assign different factors different weights, finally 
score for each data source. Then, we will apply the results of quality estimation to the data fusion process. 
2. Quality estimation model of deep Web data sources 
In order to estimate the quality of Deep Web data sources, we establish a quality estimation model of Deep Web 
data sources (DSQ). The model is defined as follows: 
The model of Deep Web data sources is a four-tuple: <Source, Factor, Weight, Score>. Source is the data sources 
set to be estimated, Source={S1,S2,S3…Sn-1,Sn}; Factor is the set of quality factors to estimate the data sources quality, 
and there are two levels of quality factors in our model; Weight is the weight set of quality factors; Score is the score 
of the data sources, Score={SC1,SC2,SC3,…SCn-1,SCn}. Finally, the score determine the quality of data sources. 
The score of data source Si is    
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SCi is the final quality score of Si; k is the number of primary quality factors; Wi is the weight of quality factor Fi
and the weight of primary quality factor sum to 1; f={fi1,fi2,fi3…fil}, which is the secondary quality factors set of Fi;  l 
is the number of secondary quality factors; wij is the weight of fij and the sum of wij  is 1; SCij is the score of the 
secondary quality factors. In order to standardize the final quality score, the estimation value will be converted to a 
uniform range: [0, 10], then we get the SCij.
Considering the characteristics of data fusion, we mainly estimate the quality of Deep Web data sources by three 
primary quality factors and many secondary quality factors, which are shown in figure 1. Next, we will describe the 
various quality factors and its quantitative methods in detail. 
Fig. 1. Quality estimation model of data sources 
3. The selection of quality factors and quantitative methods 
3.1. The selection of quality factors 
Our quality estimation of Deep Web data sources is not for the selection of data sources, but for the data fusion, so 
we are more concerned about which data source may provide the true value. As the goals are different, the selections 
of quality factors are quite different.  
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In this paper, we will select 14 quality factors in three dimensions to estimate the quality of Deep Web data sources, 
as follows. 
3.1.1. Data quality 
Our quality estimation of Deep Web data sources is for the data fusion, which more concerns with which data 
source provide more reliable data, so data quality will be the most important quality factor. Considering the 
characteristics of data fusion, we select seven quality factors to estimate the data quality, as follows: 
The records on the Web often belong to a domain and the values provided by professional data sources of this 
domain are often correct, so we need to consider the domain relativity; there are a lot of copies between different data 
sources on the Web and the data sources that often copy the others may provide incorrect values, so we should 
consider the independence of data source; different data sources often provide data of different freshness and the 
values provided by the data sources that update slowly are often outdated, so freshness of the data source is also an 
important factor we have to consider; in addition, we also consider completeness of the field, consistency, redundancy, 
data size, and some other factors which are considered by conventional quality estimation methods for relational 
database. 
3.1.2. Interface pages quality and service quality  
Interface pages quality and service quality don’t directly affect which data sources provide true values; however, 
these two factors reflect the overall quality of data sources to a certain degree. 
Under normal circumstances, if a data source is more standard and reliable, have better performance and higher 
customer satisfaction, we believe that the data provided by this data source are more likely to be true. Therefore, the 
interface pages and service quality will be two quality factors we have to consider. Among them, we select PageRank, 
out-degree and in-degree of the page, links effectiveness as the secondary quality factors of the interface pages quality; 
select query execution delay, reliability of the data source, response time of the server and user evaluation as the 
secondary quality factors of service quality. 
3.2. Quantitative methods of the quality factors 
Different quality factors have different estimation methods, some indicators can be directly quantified, such as the 
PageRank value; some indicators are expressed by the grade, such as the size of the data; some indicators are fuzzy 
numbers. In order to score for each Deep Web data source, we will convert the ambiguous indicators into specific 
values by fuzzy algorithm [3]. 
Indicators of quality factors are divided into two types: cost-indicator and benefit- indicator. For the former type of 
values, smaller is better, such as server response time; for the latter type of values, bigger is better, such as PageRank 
value. This paper will convert the cost-indicator into the benefit- indicator by calculating reciprocal or opposite 
number. 
The quantitative methods of factors that affect the quality of Deep Web data sources are as follows. 
3.2.1. Data quality 
Our quality estimation of Deep Web data sources is the part of data fusion, so we have obtained the structured data 
through Web page crawling, information extraction and data cleaning before our estimation. Next, we will estimate 
data quality considering the following factors. 
3.2.1.1. Domain relativity (denoted by DomainRel (S)) 
Domain relativity expresses the relativity of data sources and domain model. In this paper, we quantify the domain 
relativity through similarity algorithm Rocchio[7], which is often used in the text classification. Firstly, we do text pre-
processing for the data of the domain model[8], then generate a central feature vector uj [9]; secondly, we do the same 
pre-processing for the sample data of data source and generate feature vector ui ; finally, we calculate the similarity 
between two feature vectors. For a data source S, its domain relativity is  
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3.2.1.2. Independence (denoted by Independence (S)) 
Independence expresses the independent degree of data source. Paper [10] proposed a method to determine the 
copies between data sources. If two data sources provide the same incorrect values and these values are provided by 
other data sources rarely, one source is likely to be copied by the other one. We can calculate the copy relationships 
between data sources by Bayesian analysis. For a data source Si, its independence is 
n
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B(Si) is the set of data sources that have copy relationship with data source Si; qij is the probability of existing 
copies between Si and Sj; and n is the number of data sources. 
3.2.1.3. Freshness(denoted by Freshness (S) ) 
Freshness expresses the update frequency of the data sources. Because we've got the processed data, it is easy to get 
the update quantity weekly or monthly. For a data source S, the Freshness is  
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n indicates how many weeks we sample the data, New(i) is the update quantity of S in week i, and Size(S) is the 
total data quantity of  S. 
3.2.1.4. Completeness of the field (denoted by Complete(S)) 
Completeness expresses the percentage of complete and legitimate data provided by the data source. The analyses 
of field completeness include field analysis and completeness analysis. Field analysis mainly analyzes the range and 
the meaning of the field; completeness analysis mainly analyzes the illegal, invalid data of the field based on field 
analysis. For a data source S, its completeness of the field is 
∑
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C(Ri)  is the number of illegal and invalid records in field Ri; Total is the total number of the records;  n is the 
number of the fields that exist incomplete records. 
3.2.1.5. Consistency (denoted by Consistency(S)) 
Consistency expresses the correctness and completeness of the logic semantic relationships between data. In this 
paper, we obtain the number of the records that are inconsistent by analyzing the data tables and the consistency 
between data items and data records. For a data source S, its consistency is 
∑
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Con(Ri) is the number of inconsistent records in field Ri; Total is the total number of the records; n is the number of 
the fields that exist inconsistent records. 
3.2.1.6. Redundancy (denoted by Redundancy (S)) 
Redundancy expresses the percentage of duplicate records in the data source. Since this factor is the cost-indicator, 
we convert it to the benefit- indicator. For a data source S, its redundancy is 
Total
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1)(Re −=                                                                                                                                   (7) 
Red(S) is the number of the duplicate records; and Total is the total number of the records. 
3.2.1.7. Data size (denoted by DataSize (S)) 
Data size expresses the size of the data source. We estimate the size of the data source by a method based on word 
frequency statistics proposed in the literature [11]. To facilitate the calculation, we convert the data size to a standard 
value. For a data source Si, its score of data size is 
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Size(Si) is the size of Si.
3.2.2. Interface pages quality  
3.2.2.1. PageRank(denoted by PR(S)) 
Many search engines make PageRank as an important factor for pages sort. For a data source Si, its value of 
PageRank is 
∑
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A(S) is the set of pages which have links pointing to the data source S; N(i) is the number of pages which are linked 
by the website i.
3.2.2.2. Out-degree and in-degree of the page(denoted by LinkNum(S)) 
Out-degree and in-degree of the page expresses how many times the page is referenced by external pages and how 
many external pages the page points to. For a data source S, its out-degree and in-degree of the page is 
)()()( SInLinkNumSOutLinkNumSLinkNum +=                                                                                                          (10) 
OutLinkNum(S) is the Out-degree of the page; and InLinkNum(S) is the in-degree of the page. 
3.2.2.3. Link effectiveness(denoted by LinkEff(S)) 
Link effectiveness expresses the rate of valid links in a Web page. For a data source S, its link effectiveness is 
)()DeadLink(S-1LinkEff(S) SN=                                                                                                                                 (11) 
DeadLink(S) is the number of dead links in data source S; N(S) is the total number of links in data source S. 
3.2.3. service quality  
3.2.3.1. Query execution delay (denoted by TimeQE(S)) 
Query execution delay expresses the query delay between submitting a query to a data source and getting the query 
results. For a data source S, its query execution delay can be calculated by querying the log information: 
n
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n
i
i∑
== 1)(                                                                                                                                          (12) 
timei is the execution delay of query i; n is the number of queries. 
3.2.3.2. Reliability of the data source (denoted by RelS(S)) 
Reliability of the data source expresses the probability of a query can be responded successfully. For a data source 
S, its reliability is 
nSSucSlS )()(Re =                                                                                                                                                          (13) 
Suc(S) indicates times that the data source S responses the queries successfully; n indicates total times that S is 
requested. 
3.2.3.3. Response time of the server(denoted by TimeRes(S)) 
Response time of the server expresses the time-lag between sending an HTTP request to a data source site and 
receiving the response information. For a data source S, its response time of the server is 
2352  Ming Sun et al. / Procedia Engineering 29 (2012) 2347 – 2354 H.T. Dou et al./ Procedia Engineering 00 (2011) 000–000 
n
TimeSentturnTime
SsTime
n
i
ii∑
=
−
= 1
)Re(
)(Re                                                                                                           (14) 
TimeSenti is the time of sending request to the data source; TimeReturni is the time of receiving the response 
information; n is the total times that send requests to the server. 
3.2.3.4. User evaluation(denoted by Satisfy(S)) 
User evaluation expresses the degree of user satisfaction for a Deep Web data source. To a certain degree, the 
average user visits determine the degree of user satisfaction and quality of a data source. In this paper, we estimate the 
degree of user satisfaction through the average amount of user visits within the past three months, which is provided 
by a professional website (Alexa). In order to facilitate the calculation, we convert the degree of user satisfaction to a 
standard value. For a data source Si, its user evaluation is 
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AvgVisit(Si) is the average user visits of Si.
4. Experimental evaluation 
In order to verify the effectivity of our estimation model and the impact of the results on data fusion, we chose 120 
Deep Web data sources in four domains (recruitment, automobile, books and music). There were 30 data sources in 
each domain. 
In each domain, we selected 20 data sources as the training set, and used the remaining 10 as the test set. We first 
sorted the 20 data sources artificially, and then we trained these sorted data sources using Ranking SVM and got the 
estimation function of the data source quality. After that, we measured the similarity between the sequence sorted by 
estimation function and the sequence sorted by artificial method with Kendall’sτ distance, and determined the 
accuracy of our estimation function. Assume the data source sequence sorted by artificial method is p1 and the data 
source sequence sorted by estimation function is p2. In p1 and p2, any two data sources have the strict sequence. If the 
sequences of two data sources in p1 and p2 are consistent, we think it is coordinate; otherwise, it is incoordinate. If the 
number of coordinate pairs is P and the number of incoordinate pairs is Q, The Kendall’sτ distance between p1 and p2 
is (P-Q)／(P+Q). We got the Kendall’sτ distance of our estimation function in four domains by experiments, as shown 
in table 1.  
Table 1. The performance of our quality estimation function 
Domain 
Kendall’s
τ
distance
Recruitment 0.768 
Automobile 0.753 
Books 0.736 
Music 0.727 
In addition, we need to verify the impact of our estimation results on data fusion. We did experiments on the data of 
different domains using two data fusion methods: one is the traditional method, which assigns the qualities of data 
sources to a same value at the beginning of the calculation; the other method applies the results of quality estimation to 
the data fusion process, which assigns the qualities of data sources to different values. Figure 2 shows that our 
estimation results significantly improve the data fusion. 
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Fig. 2. Comparison of traditional data fusion method and improved method 
5. Related work 
Currently, the studies of data quality estimation focused on relational databases and Web data [4.5]. Studies for 
Deep Web data sources are not many, and these studies are mainly for the selection of data sources, not for the data 
fusion. Some studies consider the process of obtaining Deep Web data, and estimate the quality of data sources 
considering four respects: browser, Web databases, Web servers and users [1]. Some studies establish the quality 
estimation model of data sources considering three respects: the capacity of query interfaces, the quality of interface 
pages and the service quality [2]. Some other studies estimate the quality of data sources considering many factors: the 
query capability of interfaces, the quality of interface pages, the service quality, the size of the data sources, the 
overlap of data sources, and the update frequency of data sources [3].  
  In summary, there are no studies of quality estimation of Deep Web data Sources for data fusion, only some 
studies of quality estimation for the selection of data sources. In this paper, we will combine the needs of data fusion; 
determine the factors that impact the quality of Deep Web data sources; and establish the estimation model to estimate 
the data sources. 
6. Conclusion 
With the rapid development of Internet, Deep Web data sources grow explosively. How to obtain the information 
really needed by users from the huge amounts of data has become a main problem we have to face. In order to 
improve the data fusion, we propose a quality estimation model for Deep Web data sources. Experiments show that 
our estimation model can estimate the quality of data source accurately, and applying the estimation results to the data 
fusion process can improve the data fusion significantly. 
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