Abstract. We model behavior of a TCP-like source transmitting over a single channel to a server that processes work at constant rate r. Transmission by the source follows an on/o mechanism. When the overall load in the system is below a critical constant , transmission rates increase linearly but when the load exceeds , then transmission rates decrease geometrically fast. We study the system by means of an embedded Markov chain which gives the bu er content at the start of transmissions. Attention is paid to the time necessary to transmit a le of size L and both the tail behavior and expectation of the distribution of le transmission time are considered.
Introduction
Recent experimental work has shown that tra c carried in high-speed networks, for example, Local Area Networks (LAN) 34], Wide Area Networks (WAN) 22] and Variable-Bit-Rate Video (VAR Video) 4], has features like long-range dependence and self-similarity which are strikingly di erent from those of traditional voice tra c. Such observations have helped stimulate interest in the modeling and statistical analysis of tra c in modern data networks.
Modern data networks are robust and scalable and force congestion to stay with the end user. One of the networking features responsible for these good properties is the protocol TCP ( 16] ). TCP is the abbreviation for Transport Control Protocol and is responsible for controlling the rate of packet transmission by a sender and verifying the correct delivery of data packets to a destination. TCP adds support to detect error or lost packets and to trigger retransmission until the data is correctly and completely received. TCP controls transmission rates and roughly speaking can be thought to allow transmission rates to linearly increase until packet loss is detected by a lack of an acknowledgment at which time the rate of successive transmissions is halved until an acknowledgment comes back.
Our goal is to nd a modest setting in which the e ect of a TCP-like control can be mathematically studied. In particular, since TCP is a decentralized mechanism for controlling transmission rates, we are interested in seeing the e ect of the control on a user who transmits a le. One of the interesting conclusions of our study is that the speci c manner in which geometric decrease occurs does not a ect the asymptotic form of the distribution of the time to transmit a le.
Natural models for high-speed network tra c include uid queues fed by on/o sources with heavy-tailed on-and/or o -periods. Such models o er some mathematical tractability and an explanation of observed long range dependence in the packet count per unit time data. There is a large body of recent literature which uses such models for modeling network tra c. See, for example, 1, 6, 14, 28, 9, 17, 29, 34, 35, 15, 36] and the references therein. The basic uid model, which we call the classical on/o model, consists of a single idealized source feeding a server. The single channel of this model alternates between an on state, in which the source transmits data at a constant rate, and an o state in which the source does not transmit. Durations of on and o periods are independent; on times are identically distributed, and so are o times. Experimental evidence ( 8] or 35] ) suggests that on and o periods are well modeled by heavy tailed distributions, i.e. distributions of the form P(X > x) = x `(x) x > 0; where 1 < < 2 and`(x) is a slowly varying function; that is, lim t!1`( tx) (t) = 1; 8 x > 0:
It is now well known that heavy tails for the on periods in the on/o model induce long range dependence in the transmission rate process.
The single channel model cannot of course model all the interactions occurring in an extensive network but allows mathematical tractability and gives an indication of local behavior in a network. Natural performance measures which have been considered to date include the bu er content process and the activity periods when the bu er content is in the stable state. We refer, for instance, to 6], 7], 24] and references therein.
Many theoretical models assume in nite bu er capacity for simplicity. The in nite capacity assumption is tolerated because one can choose a high threshold (the over ow level) and then make the assumption that when bu er content reaches this level, excess arriving work gets lost. The probability that this happens is the so-called loss probability or loss fraction. Some results on time to bu er over ow in such models with heavy tailed on periods are given in 12], 14], 23] and 36]. In 36] the in uence of heavy-tailed input on loss fraction and mean bu er content for particular uid queueing models is investigated.
In this paper, we present a single channel on/o model with TCP-like control mechanism which is designed to make bu er over ow extremely unlikely. The proposed model is in the spirit of the congestion avoidance achieved by TCP; see e.g. 19] , 20] and 33]. The control mechanism presented in this article ensures that the bu er content process is controlled above a high threshold. In contrast to the result in the classical on/o model that heavy-tailed on periods leads to a heavy-tailed stationary distribution of the content process, here, the stationary content process distribution always has an exponential tail, no matter how heavy is the input tail.
Here is an informal description of our on/o model with control. Let fL n g be an iid sequence of non-negative random variables representing successive job sizes or le sizes needing to be transmitted by the source. Following transmissions there are o periods where no work is transmitted and the lengths of these o periods is represented by iid random variables fY n g. During an on period, if the bu er content is less than a threshold , the transmission rate linearly increases like 1+ t (t 0, 0). If the bu er content exceeds during an on period, then the transmission rate decreases exponentially fast like the function e dt , (t 0 and d > 0). There is a constant service rate r, so that whenever the system is nonempty, work leaves the system at rate r. We assume r 2 (0; 1) in order that the empty bu er content increases immediately when load starts to be transmitted. The condition r 2 (0; 1) ensures in particular that the state 0 of the content process is not absorbing in the case = 0. The classical on/o model is included in this model by choosing = 1 and = 0. Therefore, the on/o model proposed in this paper can be considered as an extension of the classical one and we refer to it as the generalized on/o model.
In studying the generalized on/o model we use techniques from the theory of Markov chains in discrete time with state space 0; 1) ( 18] or 30]). Renewal considerations come from a particular Markov chain fX n g representing bu er content when a new transmission begins.
The paper is organized as follows. In Section 2 we construct the generalized on/o model with TCP-like control and show some basic properties. The model is built by rst de ning the cumulative input function and the transmission times for a le starting from an arbitrary bu er content state. We also de ne the discrete-time Markov chain fX n g representing bu er content at the start of a new transmission. Stability questions phrased in terms of the stationary distribution of this chain are discussed in Section 3. Under appropriate conditions on L and Y , we show stationarity of fX n g and hence of the bu er content. Moreover, we prove that the stationary distribution of the bu er content is light-tailed. Unlike the classical on/o model without control, the transmission time of a le of length L is likely to be longer than L and Section 4 provides some quanti cation of the increase in transmission time. Several numerical results conclude this article.
There is a mushrooming literature on the in uence of TCP in the data network literature and as a sample, we cite the following in addition to references already mentioned. Gilbert et al 11] study global synchronization of multiplexed tra c from TCP sources in a simpli ed model without queuing. The purpose of the paper is to gain understanding of how the TCP induced tendency towards oscillation and synchronization a ect bottleneck links. Altman et al 2] study throughput (that is, the time average of the input rate process) of a TCP source transmitting an in nite le assuming packet losses occur at times constituting a stationary ergodic sequence. Padhye et al 21] also seek an analytic expression for throughput of a TCP source sending an in nite amount of data. Their answer is a function of the round trip time (the time until an acknowledgment from the destination is received for a transmitted packet) and loss rates. They assume that the events packets lost in \round" i], i 1, are independent events and use renewal reward techniques for calculating throughput. A survey of methods of controlling communication networks is given by Srikant 27] .
The model
In what follows we formally construct our single channel on/o model which we already introduced loosely in the introduction. The construction is basically realized in four steps.
Cumulative input function I x (t). We rst model cumulative input by a sender transmitting an in nite le and commencing transmission when bu er content is x. This cumulative input t-time units from the beginning of the transmission is denoted by I x (t). We let I x ( ) depend crucially on x and the control level > 0. In particular, dI x (t)=dt should decrease exponentially of the form e dt , d > 0, for small t and x > and increase linearly with 1 + t, > 0, for t 0 and x < .
Assume rst x . Begin by de ning t 0 (x) to be the amount of time necessary for bu er content to go from x to or more formally If the le size is in nite, then at time t 0 (x) the transmission rate is reset back to 1 again and transmission continues at an exponentially decreasing rate. This procedure is repeated at times t 0 (x) + n t 0 ( ); n = 1; 2; ::: . For x < , let t(x) be the amount of time required for bu er content to move from x to , i.e. If t < t(x), then the cumulative input rate is
(1 + u)du = t + 1 2 t 2 : At time t(x), the input rate 1 + t(x) starts to decrease exponentially and is of the form (1 + t(x))e d( ) until t(x) + t (x); where t (x) is the time needed for bu er content, starting from , to again hit when initial input rate is 1 + t(x). More precisely, t (x) = inffu > 0 : + (1 + t(x)) Z u 0 e dw dw ru = g = inffu > 0 : (1 + t(x))(1 e du )=d ru = 0g : At time t(x) + t (x), we assume the input rate is reset back to 1 again and we are back in the framework of x discussed at the beginning. Having this construction in mind, we derive next the precise formula for the cumulative input function and some properties of associated auxiliary functions. Suppose again rst that x . From the de nition of t 0 (x) in (2.1) we have d 1 (1 e dt 0 (x) ) rt 0 (x) = x 0: (2.3) In 0; t 0 (x)], the sender transmits therefore d 1 (1 e dt 0 (x) ) = x + rt 0 (x) (2.4) units of work. Since at time t 0 (x) the transmission rate is put back to 1 and transmission goes on at an exponentially decreasing rate, we thus have for t 2 t 0 (x) + nt 0 ( ); t 0 (x) + (n + 1)t 0 (x)) =: J n (x); n = 0; 1; 2; ::: where J n (x) is de ned in (2.5) and with similar considerations for x < ,
where n = 0; 1; 2; : : : : Note that t(x) is strictly decreasing in x < and that lim x" t(x) = 0:
Extending the de nitions of t(x) and t (x) to by continuity produces t ( ) = t 0 ( ). Furthermore, if a transmission starts at , the transmission rate at time t 0 ( ) is expf dt 0 ( )g, whereas if a transmission starts at x < , then when the bu er content moves to and then returns to , the input rate is (1 + t(x)) expf dt (x)g:
The next lemma gives some insight into the discontinuity of the input rate at time t(x) + t (x); x 2 0; ) and t 0 (x); x , respectively, i.e. at the time when the content process hits the threshold for the rst time from above and the input rate becomes 1 again. It is clear that the input rate always has a positive jump at the end of each cycle. The lemma shows that the size of the jump depends crucially on the initial state x.
Lemma 2.1. (a) Let x 2 0; ) and i x (t(x) + t (x)) = dI x (t)=dt j t=t(x)+t (x) be the input rate at t(x) + t (x). Then, i x (t(x) + t (x)) = (1 + t(x))e dt (x) and i x (t(x) + t (x)) is strictly monotone increasing in x, i.e. for every 0 x 1 < x 2 < i x 1 (t(x 1 ) + t (x 1 )) < i x 2 (t(x 2 ) + t (x 2 )) :
In particular, for every x 2 0; ) i x (t(x) + t (x)) < lim y" i y t(y) + t (y) = e dt 0 ( ) < 1 :
and i x t 0 (x) = dI x (t)=dt j t=t 0 (x) be the input rate at t 0 (x). Then, i x t 0 (x) = e dt 0 (x) and i x t 0 (x) is strictly monotone decreasing in x; that is, for every
In particular, for every x i x (t 0 (x)) < lim y# i y t 0 (y) = e dt 0 ( ) < 1 :
Proof. Here, we prove only statement (a). (b) follows immediately from the fact that t 0 (x) is strictly monotone increasing in x for x . Let 0 x 1 < x 2 < be arbitrary. Clearly, t (x 2 ) < t (x 1 ). This follows from the de nition of t (x) and the fact that t( ) is strictly decreasing in 0; ). The content process started at any x < has at time t(x) + t (x) the rate i x (t(x) + t (x)) = (1 + t(x))e dt (x) ; (2.8) Consider the content process started at x 1 . At time t(x 1 ) + t (x 2 ) < t(x 1 ) + t (x 1 ), the content process is in state
The input rate at t(x 1 ) + t (x 2 ) is (1 + t(x 1 ))e dt (x 2 ) and the extra time t needed for this rate to decrease to (1 + t(x 2 )) e dt (x 2 ) satis es 1 + t(x 1 ) e d(t (x 2 )+t ) = 1 + t(x 2 ) e dt (x 2 ) so that
In what follows we show that at the time t(x 1 ) + t (x 2 ) + t the content process started at x 1 is still above , i.e. t(x 1 ) + t (x 2 ) + t < t(x 1 ) + t (x 1 ) and thus i x 1 (t(x 1 ) + t (x 1 )) < i x 1 (t(x 1 ) + t (x 2 ) + t ) = i x 2 (t(x 2 ) + t (x 2 )).
Note that because of (2.8) and (2.10), the extra input from t(x 1 )+t (x 2 ) to t(x 1 )+t (x 2 )+t is
or equivalently
Therefore, by (2.11) and (2.12), the extra input is
From (2.9) and (2.13), we conclude that the bu er state at time t(x 1 ) + t (x 2 ) + t is
Therefore, by the time t(x 1 ) + t (x 2 ) + t the state of the system is still above and so the time t(x 1 ) + t (x 1 ) has not been reached.
Transmission duration (x; l). The de nition of the cumulative input function I x ( ) given above assumed transmission of a le of in nite size. When transmission of a le of size l commences with initial bu er content equal to x, the time necessary for transmitting the whole le is (x; l) = infft > 0 : I x (t) = lg =: I x (l) (2.16) where I x ( ) is the inverse of the continuous strictly increasing function I x ( ). Due to (2.6) and (2.7) (x; l) can be expressed more explicitly. 1 ( 
otherwise.
(2.18)
Straightforward but tedious analysis yields the following lemma.
Lemma 2.2. The transmission time (x; l) de ned in (2.17) and (2.18) is for xed l continuous in x.
Proof. The result follows from the continuity of I ( ); t( ); t ( ) and t 0 ( ). The embedded Markov chain fX n g. Let fL n g and fY n g be the sequences of on and o periods as de ned in the introduction. Given fL n ; Y n g and the transmission duration function (x; l), we may de ne a Markov chain fX n ; n 0g by the stochastic recurrence equation X n = (X n 1 + L n r (X n 1 ; L n ) rY n ) + ; n = 1; 2; ::: ; (2.19) where X 0 = x 0 is arbitrary. We will write P x ( ), E x ( ) to denote probabilities and expectations computed under the assumption that X 0 = x. We will also denote the Markov kernel by P x X 1 2 dy] =: p(x; dy):
Moreover, P n x; ] denotes the n-step transition probability of fX n g, i.e. P n x; ] = P X n 2 j X 0 = x] for every x 0 and n 2 N. This implies that the transmission times ( (X n 1 ; L n )) converge uniformly to a well-speci ed, non-degenerate random variable (X; L).
A time scale for the Markov chain. Given the Markov chain fX n g, we de ne a continuous time bu er content process fX(t); t 0g. We will do this by de ning a natural time scale. Set S 0 = 0 and recursively de ne S n = S n 1 + (X n 1 ; L n ) + Y n ; n = 1; 2; : : : : (2.20) S n is the time when the transmission labeled "n" begins. The cycle S n ; S n+1 ) consists of an on period of length (X n 1 ; L n ) and an o period of duration Y n .
The continuous time bu er content process fX(t); t 0g. The bu er content process of the generalized on/o model with control can be now de ned by interpolating between the points fS n g. If S n 1 t S n 1 + (X n 1 ; L n ) for some n = 1; 2; : : : ; X(t) = X n 1 + I X n 1 (t S n 1 ) r(t S n 1 ) (2.21) and if S n 1 + (X n 1 ; L n ) < t < S n then X(t) = (X(S n 1 + (X n 1 ; L n )) r(t S n 1 (X n 1 ; L n ))) + : (2.22) One of our objectives is to study the transmission durations f n = (X n 1 ; L n ); n 1g. Since the underlying philosophy behind TCP is to force congestion to the end users, it is of interest to see to what extent the control responsible for keeping bu er content stable also prolongs transmission times for the sender. In what follows we show that there exists a limit distribution for n as n tends to in nity and we discuss how this distribution depends on L. Such discussion is framed in terms of tail behavior and expectation. We study thus the Markov chain fX n g in more detail.
Note that while the Markov chain fX n g may increase with positive probability, it does so only in a very controlled way. Because of the construction of fX n g, if X n , then X n+1 X n sup These simple results will be very useful and may already give an idea why the process fX n g remains stable.
3. Existence of a stationary distribution for fX n g In this section we consider the Markov structure of fX n g in more detail. Subjects of interest are the existence (and uniqueness) of a stationary distribution, support and tail behavior of the stationary distribution as well as ergodicity. For an introduction to Markov chain theory we refer to 18] or 30] .
A little re ection shows that if L is always rather small and the o period is zero, then the content process will always increase and there is no hope the Markov chain will be stable. In what follows we assume that L must be su ciently large with positive probability. which is called the negative drift condition. Compare this to Theorem 3.3 and we see that because of the e ect of the control, a drift condition is not required for stability in the presence of the on/o control. The control mechanism in our model ensures that fX n g has negative drift above a su ciently high level. Moreover, the tail of the stationary distribution of fX n g is always light-tailed (even in the case when L is heavy-tailed). This is a completely di erent result from the standard case where the stationary distribution becomes heavy-tailed too (see 12] and 13]).
We postpone the proof of Theorem 3.3 until after the next two propositions. The consequences of Theorem 3.3 are not needed in their proofs.
We discuss rst the support of any stationary of fX n g under di erent conditions on L and Y . Proposition 3.5. Suppose the assumptions of Theorem 3.3 hold. (b) If X(0) = x < , then starting at time 0, X( ) is increasing because r < 1. For this case, since there are no o periods, the contents process must eventually hit , and then never go below . If X(0) = x ; the process is already above and therefore, the support of any stationary distribution of fX n g must be in ; 1).
(c) If X 0 = x < , then since P L 1 > t(0) + t(0) 2 =2] = 1, and it takes t(x) + t(x) 2 =2 < t(0) + t(0) 2 =2 < L 1 units of work for the contents process to climb past , the contents process must be within ; + ( It remains therefore to show (3.11). Assume there exists j 2 f0; 1; :::; K 1g such that L n j > 1=d. Clearly, by (3.10) X n j + ( ) :
Since the process fX n g above increases at most in one step we conclude that a crude upper bound for X n is + ( ) + j + ( ) + (K 1) ( ) + Moreover, because of (3.12), for any x 2 A c E x g(X 1 ) = E x g(X 1 )1 fL 1 >1=dg + E x g(X 1 )1 fL 1 1=dg
Because of (3.13), (3.14) and the weak Feller property all assumptions in Theorem 2 of 32] are ful lled and the process fX n g has a stationary distribution .
The upper bounds for the tail of the stationary distribution follow immediately from Proposition 3.5(a), Proposition 3.7 and the fact that fL < rt 0 ( )g = L < d 1 (1 e dt 0 ( ) ) fL 1=dg. Theorem 3.3 guarantees the existence of a stationary distribution for fX n g. However, no information about the uniqueness of and the convergence of the n-step transition probabilities is provided. The minimal Assumption 3.1 of the theorem does not su ce to get hold of this deeper level of complexity. In what follows we study the notion of ergodicity and hence also -irreducibility for some -nite measure . The main result is stated in the next theorem.
Theorem 3.8. Let fX n g be the process de ned in (2.19) and suppose L satis es Assumption 3.1. Moreover, assume that the random variables L and Y satisfy one of the following two conditions:
Then, the process fX n g has a unique stationary distribution and 0 is an atom. fX n g is geometric ergodic, i.e. there exists a < 1 such that for every x 0 n kP n x; ] k ! 0 ; as n ! 1 ; 
Since fL n g and fY n g are independent iid sequences, fU n g is strictly stationary and in fact K-dependent, and because of (3.18)
Furthermore, because of the strict stationarity, for any initial x U 1 + + U n n ! EfU 1 g; P x a.s. as n ! 1 : and using (3.17) and (3.18), we get
and continuing this procedure K times convinces us that X N+K (!) = 0 which nishes the proof.
Next suppose condition (b) holds. In this case the statement follows immediately from the fact that for every x 2 0; 1) and ! 2 fL > 1=d; Y ( + ( ) )=rg
We are now prepared to consider Harris-recurrence, irreducibility and regeneration.
Corollary 3.11. Under the assumptions of Theorem 3.8, the process fX n g is Harris-recurrent with regeneration set f0g, regenerative and f0g -irreducible. Proof. Because of Proposition 3.10, f0g is a Harris-recurrent one-point set and hence a regeneration set (see e.g. 3], p.151). Furthermore, for every A 2 B( 0; 1)) with 0 2 A and all x 2 0; 1)
we have 1 = P x inffj 1 : X j = 0g < 1] P x inffj 1 : X j 2 Ag < 1]
and thus fX n g is f0g -irreducible.
Proof of Theorem 3.8. The inequalities (3.13) and (3.14) from the proof of Theorem 3.3 are clearly still valid. Because of this, Corollary 3.11 and the weak Feller property all assumptions in Theorem 4 of 31] are ful lled and the statements follow.
Transmission time
In this section we study the transmission time when the process fX n g is stationary (i.e.
X n for every n 0). In what follows X is a generic random variable with distribution and independent of L and Y . The lemma below states that stationarity of fX n g implies stationarity of the sequence of transmission times f n g := f (X n 1 ; L n )g. Further, the geometric ergodic property of fX n g guarantees that the transmission times n converges uniformly to the invariant distribution.
Lemma 4.1. Suppose L satis es Assumption 3.1. Then with respect to P , f n g := f (X n 1 ; L n )g is a stationary sequence. Moreover, if fX n g satis es the conditions in numerical value of E f g is still not always stable. Note also that for d small the estimated value of E f g is not in all cases between our theoretical bounds. In some plots the upper and lower theoretical bounds are close to each other. However (unfortunately) this is not always the case. One conclusion of our empirical study is that the bounds might be for some parameters quite good and in other cases not. In general one might say that the theoretical bounds converge when r is increasing. Another striking feature is that E f g stays in the most cases closer to the lower bound. Last but not least, all pictures show that the expectation of seems hardly to depend on d. This observation together with Theorem 4.2 and Theorem 4.3 indicates that the value d used for the control mechanism is only minimally relevant for the transmission time . Then it is seen that (0; X + L r rY ) + = X+L r rZ. If X has the stationary distribution then the state at the next step, i.e. X + L r rZ also has the same distribution and from E fXg = E fX + L r rZg we get that under the stationary distribution on X E f g = EL r E fZg:
Since Z Y the left inequality of (4.4) follows from (4.7) and (4.9). We now work towards the right inequality. First consider the case X = 0. Since c and L > t( c)+ t( c) 2 =2 transmission continues for a time greater than or equal to t( c). Thus X + L r is greater than or equal to the bu er level at time t( c) which is t( c) + t( c) 2 =2 rt( c) = c. Next consider the case 0 < X < . As before 0 < c and L > t( c) + t( c) 2 =2. Starting from X either the bu er level hits before time t( c) (which means at the end of transmission c X + L r ) or by time t( c) the bu er level increases to X + c so that again at the end of transmission c X + c X + L r . On the other hand for X clearly X + L r c. From the above discussion, regardless of the initial X, if 0 < c and L > t( c) + t( c) 2 =2, then c X + L r : (4.11)
Finally, note that if L > 1=d then X + L r + ( ) (4.12) independent on the state of X.
Thus ( Knowing the approximative expectation of the transmission time of an input load gives a rst idea about the e ectiveness of the system. Another quantity which can be considered for the same reason is the probability that the system is empty. A system which is likely to be empty is not used to capacity and hence not economically e cient. The next result gives the asymptotic percentage of time that the bu er is empty. The result is an immediate consequence of Theorem 4.3 and its proof. We use the fact that fX(t)g is regenerative and thus has a stationary limit distribution. For the purpose of taking limit of the ratio of (4.17) and (4.18) the rst and last terms can be ignored and then we see that the denominator adds independent continuous time regeneration cycle lengths and the numerator adds busy periods within the cycles. The limit is the ratio of the expectations and from regenerative process theory (see e.g. 25], p.265) this is lim t!1 P X(t) > 0]. The conclusion of the corollary is an immediate consequence of Theorem 4.3. Figure 3 . The dotted lines represent theoretical upper and lower bounds for the probability. The bounds can be easily derived by using Corollary 4.6 and (4.6).
