Abstract. We consider a second order elliptic problem with a heterogeneous coefficient written in mixed form. The nonoverlapping mortar domain decomposition method is efficient in parallel if the mortar interface coupling space has a restricted number of degrees of freedom. In the heterogeneous case, we define a new multiscale mortar space that incorporates purely local information from homogenization theory to better approximate the solution along the interfaces with just a few degrees of freedom. In the case of a locally periodic heterogeneous coefficient of period ε, we prove that the new method achieves both optimal order error estimates in the discretization parameters and good approximation when ε is small. Moreover, we present three numerical examples to assess its performance when the coefficient is not obviously locally periodic. We show that the new mortar method works well, and better than polynomial mortar spaces. 1. Introduction. Domain decomposition methods for partial differential equations have been developed as a linear solver strategy that increases parallelism. We consider a nonoverlapping domain decomposition approach [18] to solving a second order elliptic problem in mixed form [11, 34, 10 ] with a heterogeneous coefficient. We fully resolve the problem within the subdomains, and glue these together with reduced coupling through a relatively small mortar finite element space [9, 6, 7] . Recently, one of the current authors noted a microstructure result from homogenization theory, and used it to design new multiscale mixed finite elements [3, 4] . In this paper, we extend this idea to the domain decomposition context by defining and analyzing a new multiscale mortar space based on this homogenization microstructure result. Our work can be viewed in either of two complementary ways.
1. Introduction. Domain decomposition methods for partial differential equations have been developed as a linear solver strategy that increases parallelism. We consider a nonoverlapping domain decomposition approach [18] to solving a second order elliptic problem in mixed form [11, 34, 10] with a heterogeneous coefficient. We fully resolve the problem within the subdomains, and glue these together with reduced coupling through a relatively small mortar finite element space [9, 6, 7] . Recently, one of the current authors noted a microstructure result from homogenization theory, and used it to design new multiscale mixed finite elements [3, 4] . In this paper, we extend this idea to the domain decomposition context by defining and analyzing a new multiscale mortar space based on this homogenization microstructure result. Our work can be viewed in either of two complementary ways.
First, in a domain decomposition approach, one can view the subdomains as coarse elements in a multiscale finite element method [7, 16, 31, 4] ; thus, we define, in essence, a new multiscale finite element, generalizing the approach in [3] . In the case of a two-scale coefficient, we prove that the method has optimal order error estimates with respect to the discretization parameters, and gives a good approximation with respect to the heterogeneity variability ε. This is notable for a purely local method, since generally local methods exhibit severe numerical resonance effects due to imposition of local boundary conditions [21, 22, 15, 12, 5, 2] . Second, our work can be viewed as an approximate nonoverlapping domain decomposition linear solver for parallel computation. In recent years, there has been a great deal of interest in merging ideas from multiscale finite elements and linear solver technologies such as domain decomposition and multigrid. Included are the works [28, 1, 37, 25, 19, 29, 24, 30, 14, 35] . The equations within the subdomains can be treated independently in parallel. The mortar ties the computation together, and is not naturally parallelizable. The use of fewer degrees of freedom in the mortar coupling space in our method gives rise to a smaller coarse problem, which increases the overall parallel efficiency of an iterative method.
To fix ideas, we consider a simple linear second order elliptic equation in both a domain decomposition setting and a mixed form. Let Ω ⊂ R d , d = 2, 3, be the problem domain, decomposed into n nonoverlapping subdomains Ω i , i = 1, 2, . . . , n, of maximal diameter L. The unknowns are pressure p and velocity u, and we write p i and u i for their restrictions to Ω i (or their traces on ∂Ω i ). If ν and ν i are the outer unit normals to ∂Ω and ∂Ω i , we have the problem
where a ε is a tensor, uniformly positive definite and bounded, called the permeability in porous medium applications, and f ∈ L 2 (Ω). It is assumed to vary on a fine scale ε < L. The restriction to a homogeneous Neumann boundary condition is purely for simplicity of exposition, and other boundary conditions could equally well be imposed.
In this paper, we first review in section 2 the standard mortar mixed finite element method. Based on the affect of the scale ε on the solution quality, in section 3 we motivate and define a new mortar space of functions within which to approximate the pressure on each Γ ij using homogenization theory. Our new mortar space is based on polynomials, but it is itself nonpolynomial. Our convergence analysis is given in section 4, and it is based on comparison to the homogenized solution in the locally periodic setting of two-scale separation (see (3.7) ). In this case, we quantify the dependence of the approximation error on the discretization parameters and ε (see Theorem 4.1). The proof makes strong use of a special mixed method projection operator Π 0 and a careful estimate of the interface error. Three numerical tests are given in section 5. Although our new mortar space was designed and analyzed based on homogenization, its definition and use do not require a locally periodic permeability. Therefore, our numerical tests emphasize nonperiodic permeability fields. We find that the new mortar space performs better overall, and often dramatically so, than simply using polynomial mortar approximating spaces. Finally, a summary and concluding remarks are given in section 6.
To fix some of our notation, for ω ⊂ Ω, let · k,p,ω denote the norm of the Sobolev space 2. The mortar mixed finite element method. In this section, we review the basics of the mortar mixed method [18, 38, 6, 7] . To incorporate the boundary condition on the velocity, for each subdomain i,
We formulate the variational form of (1.1)-(1.5) in the sense of domain decomposition as follows: Find u ∈ V, p ∈ W , and λ
Discrete formulation.
Let T h,i be a conforming, quasi-uniform, finite element partition of Ω i . Let h i denote the maximum element diameter of the partition
T h,i as the finite element partition over the entire domain Ω. Let V h,i × W h,i ⊂ V i × W i denote any of the usual inf-sup stable mixed finite element spaces for which ∇ · V h,i = W h,i [11, 34] , e.g., the RaviartThomas spaces [33] . The discrete variational form can be formulated as follows:
We remark that the mesh is allowed to be nonmatching across some Γ ij , in which case the method gives a nonconforming approximation.
A unique discrete solution exists provided only that a technical condition is met, which is given below in (A.1) and implied by our Assumption 4.1 given later. Throughout the paper, we will tacitly make this assumption.
The coarse interface problem. Define the bilinear form d
As noted in the introduction, we can view the solution of the interface problem (2.7) in at least two equivalent ways. In the traditional view [18, 6] , the interface problem is solved iteratively using conjugate gradients. 
A coarse mesh and a higher order approximation space can achieve a given level of accuracy with fewer degrees of freedom than a fine mesh and a low order approximation [7] . If the solution were to vary only on the coarse scale, we would simply take m sufficiently large that
3. The homogenization-based mortar mixed space. For a highly oscillating medium permeability a ε with a characteristic length scale ε, the gradient of a function also depends on ε, i.e.,
and similarly for u. Then, the velocity and pressure error estimates in Theorem 2.1 become
which also depend on ε. This suggests that the mesh size H of the mortar space should satisfy H < ε to fully resolve the problem. However, for a multiscale finite element method, the relation between the fine scale h, the coarse scale H, and the characteristic length scale ε should be h < ε < H. Therefore, we develop a new technique to address this problem.
3.1. The interface error in the mortar method. We define the space of weakly continuous velocities [6] (3.1)
Then, instead of (2.1)-(2.3), we form an equivalent problem without λ H : Find u h ∈ V h,0 and p ∈ W h such that
If we work directly on the weakly continuous velocity space, subtracting (2.1)-(2.2) by (3.2)-(3.3), we obtain the equations for the error (recalling p = λ on Γ)
We observe that the velocity and pressure errors depend on the term p, v · ν i Γi . Since v is in the weakly continuous space,
This suggests that we should define the mortar space so that this term will be small. We next use homogenization theory to make a better choice of the mortar space than piecewise polynomials.
3.2.
The homogenization-based mortar space. For the rest of this section and throughout the next, we assume a ε (x) has two separated scales. Specifically, we suppose that
where a(x, y) is a function of a slowly varying variable x and a fast varying variable y. Moreover, we suppose that a(x, y) is periodic in y with the unit cell Y = [0, 1] d as its period. We will remove this assumption for the numerical results of section 5. The two-scale separation assumption (3.7) is used here in this section only heuristically to motivate and define the new mortar method (up to treatment of the so-called cell problems, which is discussed in section 5), and in section 4 to provide some mathematical support for the accuracy of the method.
From standard homogenization theory [8, 23, 5] , we have the cell problems
where e k is the standard unit vector in R d , which are used to define the homogenized tensor a 0 (x) as
The homogenized problem is formulated as follows: Find p 0 and u 0 such that
From [23, 27, 5] , we have the following estimate of the homogenization error, wherein and henceforth
Lemma 3.1. Let the first order corrector be defined by
10), then there is some constant C, depending on the solutions to the cell problems but not on ε, such that
Although the solution p of (2.1)-(2.3) does not itself vary only on a coarse scale, it is a fixed operator of a coarse-scale function p 0 . Thus we should approximate
where q(x) is a piecewise polynomial. This leads us to define a new multiscale mortar space, using piecewise polynomials. However, to approximate λ properly, one needs to apply the approximation not on Γ ij , but on Γ * ij , an extension in the normal direction into Ω i ∩ Ω j . We therefore define T * H,ij to be the extended mesh and P m−1 (T * H,ij ) to be the piecewise (continuous or discontinuous) polynomials of degree m − 1 defined over the interface mesh T H,ij and extended in the normal direction of the same degree. We call P m−1 (T * H,ij ) the generating polynomial space for the mortar space, and we define
wherein the modified polynomials were restricted back to Γ, and ∇ H is the discrete, piecewise gradient.
A simple example in two dimensions is instructive. Suppose that each Γ ij is straight, and that we use only a single finite element over it, which we can map to [0, H] . Let x denote the coordinate in [0, H], and let y ∈ [−η, η] denote the normal coordinate into the domain (for some small η). If we choose for q a linear polynomial, q(x, y) = α + βx + γy, then the resulting homogenization-based element, restricted to y = 0, is
That is, with a linear approximation, λ ∈ M H has three degrees of freedom on each edge (not two). Similarly, in three dimensions, λ has four degrees of freedom on each face.
Convergence results.
In this section we consider the convergence of the numerical approximation with respect to the relevant scales in the problem. We do this under the two-scale separation hypothesis (3.7), and so the results do not strictly apply to the general case of heterogeneous permeability a ε . Nevertheless, our analysis provides support that the method provides an accurate approximation. The next section on numerical results will demonstrate good approximation in the general case.
The largest scale is associated to the size of the domain Ω, which we assume is normalized to one. The constants in our error bounds may depend on Ω. The next largest scale is L, which is associated to the size of the subdomains Ω i . We assume that the subdomains are of a similar size and shape. Precisely, we assume that there are constants c 1 and c 2 such that each Ω i contains a ball of radius c 1 L and that each is contained in a ball of radius c 2 L. Thus the relevant scales in our analysis are
and the constants in our error bounds will not depend on these.
We need an assumption about the interface mesh and mortar space. To state it, for each domain Ω i , we need to define the
Assumption 4.1. There exists a constant C, independent of h, H, L, and ε, such that for all μ ∈ M H and all Γ ij ,
This assumption is not too restrictive: In [38, 32] it is shown that it is easily satisfied in practice for polynomial mortar spaces. We show that it is satisfied in a reasonable situation in Appendix A.
We will make use of the
for which it is well known that 
Moreover, if the generating polynomial space contains a C
Estimate (4.4) follows in the usual way from (3.5), since ∇ · V h = W h . Estimate (4.5) follows from (4.3). The proof of the rest of the theorem is given below. It follows basically from [6, 7] , with important modifications for estimating the mortar errors.
If ε < H, the estimate (4.6) is O(h r + H t h −1/2 ) in the discretization parameters h and H. This is formally of optimal order if h and H are comparable, since we expect O(h r ) for the subdomain approximation and O(H t−1/2 ) for the mortar (which loses 1/2 power due to the fact that the mortar is supported on an interface).
In terms of the characteristic length scale ε, again, the derivatives of u scale as ε −1 . However, p 0 is independent of ε and therefore varies only on a coarse scale. Thus, assuming the scales satisfy h < ε < H ≤ L ≤ 1, the estimate in the general case, (4.6) is
and in the smooth generating polynomial space case, (4.8) is
These estimates do not degenerate as H → ε + . Moreover, all terms are small, except perhaps the factor H/(Lh). In practical application, the ratio H/(Lh) should probably be bounded. Some restriction of this kind is to be expected, since it makes little sense to overresolve the subdomains by a tiny mesh spacing h without a reasonable resolution H of the mortar.
For the proof, we will need the following four mostly well-known results, with C independent of h, H, L, and ε, which we collect here for reference:
(H(div) trace theorem 2 [11] ). (4.13) 4.1. A mixed method projection operator. Mixed method error analysis is facilitated by the introduction of a special vector-variable projection operator. We will define it as a modification of the standard Fortin projection [33, 11, 34] of smooth velocities to the discrete velocity space, which in our case is V h,0 , the space of weakly continuous velocities defined in (3.1).
Lemma 4.2. Under Assumption 4.1, for η > 0, there exists a projection operator
Moreover,
This projection was introduced in [6] for standard polynomial mortar spaces. It was noted in [7, Lemma 3.1] that, again for polynomial mortar spaces, Π 0 could be defined in the case we consider in this paper of two grid sizes, h for the subdomains, and H for the interface. However, we have changed the definition of the mortar space M H , and thus also the definition of V h,0 and Π 0 . Since the proof of this lemma changes little from [6, section 3] and is rather technical, we delay it to Appendix B.
Mortar homogenization approximation.
Before turning to the proof of the error estimates, we prove a lemma regarding mortar approximation, as alluded to in (3.6) above when motivating the definition of M H . We give two versions of the approximation, depending on whether the homogenization-based mortar space has a generating polynomial space of degree rich enough to contain a C 
In the alternative case, we may simply let I c H be the piecewise interpolation or L 2 projection operator into the generating polynomial space, and note that 
is the homogenized solution of (3.8)-(3.10), p is the solution of (1.1)-(1.5), andp is defined by (4.20) .
Moreover, if the generating polynomial space contains a
Proof. Recall that p 1 ε (x) is defined by (3.11). We first compute
The sum on i of the latter term is bounded using the first H(div) trace theorem (4.12) and Lemma 3.1 as
For the other term, we use (4.18)-(4.19), the trace theorem (4.10), and the local inverse inequality (4.11) to compute
We obtain (4.21) from this and the previous two estimates (4.23)-(4.24). If instead we have the case of a smooth generating polynomial space, then we can argue using the second H(div) trace theorem (4.13) as
and obtain (4.22).
Proof of the velocity error estimates.
We now prove the velocity bounds of (4.6)-(4.9) of Theorem 4.1. Using properties of the projection operators· and Π 0 , the equations for the error (3.4)-(3.5) become
Note that the latter equation implies that
and so with (4.28), we are lead to the estimate 
Proof of the pressure error estimates.
We now prove the pressure error bounds of (4.6)-(4.9). Let φ be the solution of
which, by elliptic regularity, satisfies
and taking v = Π 0 ∇φ in (4.25) and using weak continuity of v ∈ V h,0 , we have
wherep ∈ M H is again defined by (4.20) . We obtain
whereẼ L4.3 is the error factor from Lemma 4.3, which depends on whether we use (4.21) or (4.22). Since ∇ · Π 0 ∇φ =p − p h and, using (4.16) and (4.30),
we have that
and the proof of Theorem 4.1 is complete.
Numerical results.
In this section we present some numerical results that show the value in using the homogenization-based mortar space as opposed to using simple polynomial mortar spaces. Our theoretical results show that the method works well in the case when a ε has a two-scale structure (3.7). Thus our objective for the numerical tests is to consider the performance of the method when applied to problems that do not obviously possess this two-scale structure.
In all our examples, we use a two-dimensional rectangular domain broken into a rectangular array of subdomains Ω i , each of which has a rectangular fine grid. The subdomain problems are approximated using the lowest order Raviart-Thomas spaces RT0 [33] for V h,i × W h,i , which have k = = 1. For the mortar grid, we take a single element along each interface Γ ij =Ω i ∩Ω j . We contrast the use of discontinuous polynomial mortar spaces M H of degree 1 (P1M, linears with m = 2 degrees of freedom per mortar edge) and degree 2 (P2M, quadratics with m = 3 degrees of freedom per mortar edge) with the homogenization-based multiscale mortar space (MSM) with a discontinuous generating polynomial space of degree 1 (for which m = 2). However, we note that formally in terms of polynomial approximation, the space MSM contains only polynomials of degree 0, for which m = 1. Recall that in subsection 3.2, we noted that this MSM mortar space has three degrees of freedom per mortar edge, so the fair comparison is with the quadratic mortar P2M.
A practical question arises: How do we define the mortar space, and in particular εω k (x, x/ε)? We use an approach described in [3] . For each interface Γ ij , we define ω Γij ,k (x) as the periodic solution to
and then in the definition (3.14) of M h ,
is not scaled to unit size, so scaling by ε is not needed in the second expression. Hou and Wu [21] introduced an oversampling technique that better captures the microstructure when defining multiscale finite elements. We can use the same idea here in the definition of the homogenization functions ω k ; that is, we can solve (5.1) on a domain larger than Ω i ∪Ω j ∪Γ ij . In our numerical results, the oversampled version of the homogenizationbased multiscale mortar space (MSM-OS) in two dimensions uses the six subdomains that surround Γ ij (or fewer, if we are near ∂Ω). This reduces errors associated with the ends of Γ ij . As a practical matter, we remark that the homogenization problems we compute are posed on domains larger than that of the subdomain problems; however, we could have reduced the size of the homogenization domain to one of comparable size, provided only that it contains Γ ij .
In all our tests, the true solution is unknown, so we use as a reference the fine-scale RT0 solution.
A moderately heterogeneous permeability.
The first numerical example is based on a moderately heterogeneous, mildly correlated, but locally isotropic permeability field a ε (x) that was geostatistically generated on a uniform 40 × 40 grid. It is depicted in Figure 5 .1 on a log scale varying over about four orders of magnitude. The test is an example of a quarter five-spot pattern of wells, with an injection well in the lower left corner element and an extraction or production well in the upper right corner element. The domain is 40 meters square.
Permeability
Fine RT0 P1M P2M MSM MSM-OS In this test, we decompose the 40 × 40 fine grid into a 4 × 4 coarse grid of subdomains, each with a 10 × 10 subgrid. In Figure 5 .1, we plot the speed |u| via color contours on a log scale, and also arrows representing the velocity vector u itself. We see visually that MSM and MSM-OS do a much better job of reproducing the fine-scale RT0 velocity than P1M and P2M. The visual evidence is corroborated quantitatively in Table 5 .1, where we give the relative errors with respect to the fine RT0 solution computed in 2 and ∞ . The 8%-11% relative velocity errors in the 2 -norm for MSM and MSM-OS are within reasonable engineering accuracy for subsurface flow problems, given the large uncertainty in the characterization of the permeability a ε itself. Although formally both MSM (or MSM-OS) and P2M use the same number of degrees of freedom, the use of homogenization theory in the definition of M H has clearly been of significant benefit, reducing the relative 2 -velocity error from 26% to the 10% range. 
A simple channelized permeability.
We next consider a relatively simple synthetic example taken from White and Horne [36] . The permeability, depicted in Figure 5 .2, takes only three values on a fine 30 × 30 grid and exhibits a single fluvial channel of high permeability. This permeability clearly does not satisfy the two-scale separation hypothesis (3.7). We again consider a quarter five-spot pattern of wells, with wells in the lower left and upper right corners. The fine-scale RT0 solution clearly shows that fluid concentrates into the high permeability channel and tends to avoid the low permeability regions.
The mortar results in Figure 5 .2 use a very coarse 3 × 3 grid of subdomains that clearly does not resolve the channel itself. Nevertheless, all of the mortar methods are able to resolve the flow within the channel. From Table 5 .2, we quantify that P2M and MSM-OS do the best job at about 6%-7% 2 -velocity error, although P1M and MSM are perhaps also reasonable at 17% and 10%, respectively.
A channelized permeability from SPE10.
In our final test case, we take a permeability field from one layer of the Tenth Society of Petroleum Engineers Comparative Solution Project (SPE10) [13] . We take layer 85, which is shown in Figure 5 .3. It is given on a fine 60 × 220 grid and varies over about seven orders of magnitude. We again simulate a quarter five-spot well pattern. The fine-scale RT0 solution shows that the permeability gives rise to strong, long-range channels and produces an extremely complex velocity field.
Our mortar results are computed over a coarse 3 × 11 grid of subdomains with a 20 × 20 subgrid and shown in Figure 5 .3. At first glance, all methods appear to work relatively well. Careful examination reveals significant differences between the fine-scale RT0 result and P1M and P2M.
The relative errors are given in Table 5 .3. The 2 -velocity errors for MSM and MSM-OS mortars are in the reasonable range of 11%-16%, which is indeed much better than P1M and P2M, which are about 40% in error. (Surprisingly, P1M is a little bit better than P2M for this example.) 6. Summary and concluding remarks. In a parallel computing environment, compared to the subdomain problems, the interface problem is much less efficiently solved. The multiscale mortar method [7] allows us to use fewer degrees of freedom for the interface problem, thereby increasing overall parallel efficiency. In the case where a ε is nicely behaved (i.e., ε is not so small), a polynomial mortar space suffices to maintain accuracy.
Standard approximation estimates show that piecewise polynomial functions of degree m − 1 formally approximate to order O(H m ), at the expense of requiring bounding m derivatives of the function being approximated. For a spatially heterogeneous problem, the solution's derivatives scale as ε −1 , and formal accuracy is lost when ε is small.
In the case that the permeability a ε (x) has two separated scales (3.7), we have a theoretical result from homogenization theory that relates the solution to the microstructure. Based on this approximation, p ≈ p 1 ε from Lemma 3.1, we defined a new mortar space M H using polynomial generating spaces of degree m − 1. We proved in Lemma 4.3 that the new mortar approximation of p on the interface achieves essentially the formal accuracy O(H m ), but requires bounds only on derivatives of p 0 , the coarse-scale homogenized solution, up to a factor O( √ ε). This led to Theorem 4.1, where we proved optimal order error estimates in the discretization parameters and good approximation when ε is small.
In the highly heterogeneous case that a ε (x) does not have two separated scales but ε is small, our new mortar space can still be defined. We showed by numerical examples that the new mortar space performs better than purely polynomial-based mortar spaces. That is, our mortar coupling spaces have only a few degrees of freedom per subdomain interface, and the new homogenization-based mortar approach makes better use of them in terms of multiscale approximation, leading to a more efficient domain decomposition method in parallel.
Appendix A. An example satisfying Assumption 4.1. In this appendix, we show that Assumption 4.1 is satisfied by a two-dimensional example based on using RT0 spaces over the subdomains. We make the following technical assumption.
Assumption A.1. For μ ∈ M H , the condition
This assumption is necessary for unique solvability of the method, as noted at the end of section 2.1. It is also reasonable, first because our mortar space has just a few degrees of freedom compared to the traces of the discrete normal velocities, and second because it is easy to verify in practice (after refining the fine grid if necessary).
Providing conditions for the establishment of Assumption 4.1, which requires uniformity in h, H, L, and ε, is especially difficult because the local basis for M H may degenerate. To overcome this difficulty, we make another technical assumption.
Assumption A.2. There exists C, independent of h, H, L, and ε, such that for any μ ∈ M H,ij , the derivative μ satisfies
This bound can be justified as follows. Recall that on a single mortar element e ∈ T H,ij , M H,e is three dimensional, as noted at the end of section 3.2. For convenience, we use the notation given there (so, e.g., x is the variable along the interface), and recall the basis
Since μ 0,Γij is a seminorm on the space, we have the desired bound
except that C ε will depend on ε.
We believe that C ε scales as ε −1 , because the arguments of the functions in M H,e scale this way. However, it is difficult to establish this result as ε → 0. In the limit, ϕ ε 1 → x is fine, but ϕ ε 2 (x) = ω 2 tends weakly to its average, which may be constant over some edge Γ ij , and so the space M H,ij would degenerate to two dimensions.
However, it makes little sense to allow ε to tend to zero, since we have assumed that the heterogeneity can be resolved by finite h < ε. If we assume a lower cut-off on the scales, say, ε ≥ ε * > 0, then we avoid any potential degeneracy. Moreover, since our spaces M H depend continuously on ε, we can conclude that C ε in (A.3) is also a continuous function of ε on the compact interval [ε * , 1]. Thus C ε has a maximum, and we obtain Assumption A.2, in fact, with the bound (A.2) independent of ε (but depending now on ε * ).
Lemma A. 
Proof. By Assumption A.1, Q h,i μ 0,Γij + Q h,j μ 0,Γij is a norm on the finitedimensional space M H,ij . Thus, there is a constant C H,h,ε satisfying (A.4). Because the coarse interface grid matches the fine subdomain grids, a standard scaling argument can be given to show that C H,h,ε is independent of H. Henceforth, without loss of generality, we shall assume that Γ ij consists of a single element of unit size, so Γ ij becomes (0, 1). It remains to show that C H,h,ε = C h,ε is independent of h and ε.
Restrict to one side (call it ) of the interface and simply let Q h = Q h, . For RT0, Q h μ is just the average of μ on each fine-scale element. Using Assumption A.2 and a standard approximation result, we compute
where C and C * are independent of our parameters. Thus if γ = 1/(2C * ) and h ≤ γε, we obtain our bound and the proof is complete. 
and recall that we defined the interface
Clearly,
Next we define the traces of weakly continuous velocities as
with the indexing convention that φ| Γij = (φ i , φ j ) for i < j. For this space, we define the (
By the definition of weakly continuous velocities (3.1), we note that
Our projection Π 0 is a modification of the standard Fortin projection [33, 11, 34] . 
where the latter estimate for 0 < r < 1 is due to Mathew [26] and Arbogast et al. [6] . Our projection Π 0 is simply
where ψ i = ∇θ i is defined to adjust the boundary. To this end, for
and then we require that
These elliptic problems are well defined, since we assume that M H and Λ h,i contain piecewise constant functions defined over each Γ ij . Note that Π 0 maps into the weakly continuous space V h,0 as required, since for any μ ∈ M H ,
by (B.8), (B.4), and (B.2). Moreover, the divergence is preserved by (B.3) and (B.7), i.e., (4.14) holds. We have the standard energy and elliptic regularity estimates (assuming that each Ω i has a reasonable boundary; see [20, 17] To prove (B.9), we need the following critical but very general lift property of mortar spaces; it and its proof can be found in [6 Finally, a supremum on ρ combined with Assumption 4.1, the definition of μ H , the already established α = 0 case of this lemma, and (B.1) completes the proof of Lemma B.1, and therefore also Lemma 4.2.
Remark B.1. If the polynomial generating space for M H,ij contains constant functions over the mesh T H,ij , then so does M H,ij itself. In that case,ρ ij in (B.10) may be defined using only these piecewise discontinuous constants, and ε does not appear in the estimate (B.9).
