By applying an algorithm designed before, we complete the description for all the left cells of the affine Weyl group W of type F by finding a representative set 
. Ž w x . a⌫ s3, 4, 5 in the affine Weyl group of type F see 25, 23, 22 . 4 Subsequently, three of my students, Zhang Xin-fa, Rui He-bin, and Tong Chang-qing, achieved some progress on this respect also by applying this algorithm, where Zhang gave an explicit description for all the left cells iñ w x the affine Weyl group of type B 28 , Rui for all the left cells ⌫ with 4 
Ž .
w x a ⌫ s 3 in any irreducible affine Weyl group 15 , and Tong for all the w x left cells of the Weyl group of type E 27 . In the present paper, we shall is a Levi subgroup of G, and P is a distinguished parabolic subgroup of LЈ the semisimple part LЈ of L. As a consequence, we shall complete the verification of a conjecture concerning the characterization of left cells of w x Weyl groups and affine Weyl groups which was proposed in 22 and partly w x verified in 24 .
The content of the paper is organized as follows. Some known results on cells of a Coxeter group, in particular of an affine Weyl group W , are a stated in Section 1. Then in Section 2, we recall the algorithm of finding an l.c.r. set of W in a two-sided cell and also state some results and a terminologies which are needed in applying the algorithm. In Section 3, some techniques of applying the algorithm are developed, which will bẽ Ž . frequently used for finding an l.c.r. set of the affine Weyl group W F in a a 4
given two-sided cell. We illustrate them by several examples. We find an Ž l.c.r. set together with all the left cell graphs or with the corresponding . Ž . essential graphs for W F in Section 4. Finally, in Section 5, we complete a 4 the verification of the above-mentioned conjecture.
1. SOME RESULTS ON CELLS Ž .
Let W s W, S be a Coxeter group with S its Coxeter generator
Ž . set. Let F be the Bruhat order on W. For w g W, we denote by l w the w x length of w. Let A s ‫ޚ‬ u be the ring of polynomials in an indeterminate u with integer coefficients. For each ordered pair y, w g W, there exists a unique polynomial P g A, called a Kazhdan᎐Lusztig polynomial, which y, w satisfies the conditions: P s 0 if y g w, P s 1, and deg P F 
Ž
. u in P for y -w. We denote yᎏw if y, w / 0.
y, w
Checking the relation yᎏw for y, w g W usually involves very complicated computation of Kazhdan᎐Lusztig polynomials. But it becomes easy Ž . Ž . in some special cases: if x, y g W satisfy y -x and l y s l x y 1, then we have yᎏx. Another result concerning this relation will be stated in Proposition 2.7. Let y␣ be the highest short root in ⌽. We define s s s T , where
s is the reflection corresponding to ␣ . Then the generator set of W can over ‫ޚ‬ subject to the following conditions.
Ž . 
Ž .
q arrange the entries of a ⌽ -tuple k in the following way:
Then the actions of s , 0 F i F 4, on a ⌽ y hy m q 1)
where the entries in the ) positions remain unchanged.
1.6. To each element x g W , we associate two subsets of S as below:
Ž . Ž .
Ž . Ž . For w, wЈ g W , we say that wЈ is a left extension of w if l wЈ s l w q a Ž y1 . l wЈw . Then we have the following results on the alcove form
where the notation x stands for the absolute¨alue of x.
wЈ is a left extension of w if and only if the inequalities
1.7. Now let W be either an affine Weyl group or a finite Weyl group. Lusztig defined a function a: W ª ‫ގ‬ which satisfies the following properties:
Ž . Ž . < < 1 a z F s ⌽ r2, for any z g W, where ⌽ is the root system associated to W as in 1.3.
4 Let w be the longest element in the subgroup W of W gener-
I I
Ž . Ž . ated by I for any I : S with W finite. Then a w s l w .
I I I
The above properties of function a were shown by Lusztig in his papers w x 11, 12 . Now we state some more properties of this function, the first two Ž . Ž . Ž . of which are simple consequences of properties 2 , 3 , and 4 . 
AN ALGORITHM WITH SOME RELATED RESULTS
Here and later, the notation W always stands for an affine Weyl group a with S its Coxeter generator set. The main purpose of the present paper is to describe the left cells of the affine Weyl group W of type F by finding a 4 Ž its l.c.r. set together with all its left cell graphs or with the corresponding . essential graphs . We need an algorithm to do this, which was designed in w x w x 22 and then improved in 25 . This algorithm is applicable to a certain family of crystallographic groups including all the Weyl groups and all the affine Weyl groups. In this section, we shall recall the algorithm and some w x related results in 22, 25 .
Ž . 2.1. To each element x g W , we associate a set ⌺ x of all left cells ⌫ a of W satisfying the condition that there is some element y g ⌫ with a Ž .
Ž . Ž . Ž . yᎏx, R R y R R x , and a y s a x . We have the following result. 
for any x / y in K. The following are three processes on a non-empty set
Ž . A Find a largest possible subset Q from the set D M x with
Ž . R R y p R R x , and a y s a x ; add these elements y on the set P to form a set PЈ and then take a largest possible subset Q from PЈ with Q distinguished.
Ž . Ž . Ž . R R y p R R x , and a y s a x ; add these elements y on the set P to form a set PЈ and then take a largest possible subset Q from PЈ with Q distinguished.
Ž .Ž Ž . Ž . . saturated , if Process A resp. B , resp. C on P cannot produce any element z satisfying z ¤ x for all x g P. Ž . Ž 1 Find a non-empty subset P of ⍀ usually we take P to be . distinguished to avoid unnecessary complications whenever it is possible .
Ž .
Ž . Ž . Ž . 2 Perform Processes A , B , C alternately on P until the resulting distinguished set cannot be further enlarged by these processes.
In general, Process A resp. B is easier to perform than Process B Ž Ž .. resp. C in applying the algorithm. So we shall make the priority first to Ž . Ž . Process A and second to Process B . In other words, in applying the Ž . Ž . algorithm, we always first perform Process A ; Process B is performed Ž . only when Process A alone cannot make any further progress; finally Ž . Process C is performed when no progress can be made only by Processes Ž .
Ž . A and B .
In applying Algorithm 2.4, we need some results and terminologies. w x Note that the terminologies concerning graphs are adopted from 25 w x Ž . which differ from those in 22 . From 1.7, 3 , and Theorem 2.1, we have Ž . the following result on a set M x . and a s a q a . 22 11 13 We have the following result corresponding to this. 
Ž . Ä 4 and also y , y are two neighboring terms in some s , t -string.
In this case, we have x ; y by Proposition 2.5.
Assume that x, xЈ and also y, yЈ are two neighboring terms in some Ä 4 s, t -string with xᎏy and that at least one of x, y is a terminal term of the Ä 4 s, t -string containing it. Then by Proposition 2.7, we have xЈᎏyЈ. In Ž . Ž . particular, it is always the case when o st s 3. Thus, if in b , we have in Ä 4 addition that at least one of x , y is a terminal term of the s , t -string
Ž . containing it for all i, 0 F i -r, then we can replace condition a by the following weaker one in the definition of a primitive pair:
2.10. By a graph, we mean a set of vertices M together with a set of edges, where each edge is a two-elements subset of M, and each vertex is labelled by a subset of S.
Let ᑧ and ᑧЈ be two graphs with their vertex sets M and MЈ. They are said to be isomorphic, written ᑧ ( ᑧЈ, if there exists a bijective map from the set M to the set MЈ satisfying the following two conditions.
Ž . This is an equivalence relation on graphs.
Ž . 2.11. We define a graph ᑧ x associated to an element x g W as Ž . It is easily seen that when a subgraph ᑧ of ᑧ x is essential, its vertex Ž . set must be distinguished. In particular, the graph ᑧ x itself is essential Ž . if and only if its vertex set M x is distinguished. But it should be pointed out that in general there does not always exist an essential subgraph in Ž . Ž ᑧ x a counterexample could be found in the two-sided cell W of the Ž . ᑧ x containing x as its vertex.
2.13. Let ᑨ and ᑨЈ be two graphs with N and NЈ the corresponding Ž . vertex sets. We say that ᑨЈ is opposed to ᑨ up to isomorphism , written ᑨЈ s ᑨ op , if there exists a bijective map from the set N to NЈ satisfying that for any x, y g N,
x, y is an edge of ᑨ if and only if x , y is an edge of ᑨЈ.
Clearly, the relation of two graphs being opposed is mutual. Thus the elements of the form w , I ; S, are the best candidates to be I chosen into P whenever they are contained in ⍀. 3.4. Now we introduce some techniques which we shall use in Section Ž . Ž . Ž . 4: 1 to find an essential subgraph from a graph of the form ᑧ x ; 2 to Ž . determine the a-value of an element; 3 to tell whether or not two sets of Ž . the form M x represent the same set of left cells. We illustrate our methods by some examples.
Ž
Ž . Ž . In examining whether or not a graph ᑧ s ᑧ ␣ is essential, Ä 4 it may happen that there will be more than one pair of vertices x, y in ᑧ having the same generalized -invariants. In such a case, it is not always Ž . Ž . Ä 4 necessary to check the equation ⌺ x s ⌺ y for each pair x, y . We need only to check the equations on some pairs and then apply Proposition 2.8 to get the conclusion on the remains. For example, let x s w и 1232143234.
0234
Ž . Then x g W by 3.2. The graph ᑧ x is isomorphic to the one in Fig. 1 Ž13.
with the vertex x labelled by 234 . We want to find an essential subgraph Ž . graph ᑧ x is displayed in Fig. 1 . Assume that an l.c.r. set of W in the a two-sided cell W has been found. Then we see that there is no graph in Ž16.
Ž . Ž . W of the form ᑧ ␣ which is isomorphic to ᑧ x .
Ž16.
This fact will help us in finding an l.c.r. set of the two-sided cell W . 
We see that each ␣ g I has some zero entries in its Ž . Ž . By the techniques of 3.4, we can show that all the graphs ᑧ ␣ ␣gI are essential. Thus we get Table I. Ž . We can show that the set D M ␣ forms an l.c.r. set of W .
4.2. Now consider the two-sided cell W . Let x s w , y s x и 1232, Ž10 . 0234
x s x и 12340, x s x и 21234213, y s y и 1, a s x и 1, b s x и 4, y s y и y ,a , w,w , w ,a , w ,b , and¨,¨are all primitive pairs.
Ž . Ž . the techniques of 3.4, we see that ᑧ ␣ ␣gI are all essential. So we get Table II. Ž . It can be shown that the set D M ␣ forms an l.c.r. set of W .
␣ g I Ž10.
4.3. Next consider the two-sided cell W . Let x s w и 1232143234, Ž13 . 0234
x s x и 0, x s x12401234, a s x и 3, y s x 32312342, y s y и 0, a s y 4, z s Ž . essential subgraphs from these graphs, we get x , a , y, y , z, z , z , a , y , b , w, w , z Ž . Ž . shown that all the graphs ᑧ ␣ ␣gI are essential. Hence we have Table VI. Ž . We can show that the set D M ␣ forms an l.c.r. set of W . l.c.r. set of itself.
e Ž . such that ᑧ x is isomorphic to ᑧ with x the vertex labelled by 4 . Ž . Ž . essential, isomorphic to ᑧ resp. ᑧ , and has x resp. y as its vertex 5 8 Ž . Ž . Ž . labelled by 01 resp. 024 . The union M x j M y forms an l.c.r. set of Ž . ⍀ w .yyyyyy q y y y q y y . Ž . Ž . Ž . 0 also see 4.13 , and by A ⍀ s C u rC u the component group of the Ž . centralizer of an element u g u ⍀ ; the latter makes sense since it is independent of the choice of u up to isomorphism. Then by the above w x results, the results in 5, Chap. 13 , and by a close analysis on the Lusztig Ž w x. bijective map in Theorem 1.8 see 13 , we have Table XI. ᑧ 24
