The paper deals with hyperbolic homogeneous systems e (a a, 'aVU =0o of partial differential equations with constant coefficients for an N-vector u(txi,... ,x,,). Here, P is a matrix form of order N and degree m. In the scalar case (N = 1), every hyperbolic P is limit of strictly hyperbolic ones. This does not ho for systems as is shown here for the special case N = n = 3, m = 2. Assuming
F(1,0,... ,O) to be the unit matrix, we represent P by a point in R81. The hyperbolic P form a closed set H in R81, the strictly hyperbolic ones an open subset H5 of H. An example is given for a P in H which is not in the closure of H,. Moreover, it is shown that near that P the set H coincides with an algebraic manifold of codimension 4. It is customary to classify partial differential equations or systems of such equations according to type, such as "elliptic," "parabolic," "hyperbolic," etc. Hyperbolic systems (with respect to the initial plane t = 0) are those for which the initial value problem is well posed in the sense of Hadamard. General conditions that are both necessary and sufficient for hyperbolicity are complicated. The situation, however, is rather simple for an mth order linear homogeneous system of equations with constant coefficients: P ( a ,) el , VU = 0
for a vector u = u(t,x1, ... ,xn) = u(t,x) with N components.
Here P is an N X N square matrix whose elements are mth degree forms in their n + 1 arguments. We associate with Eq. 1 the matrix ("symbol") P(MO) = P(,1, ... f4n) = [Phk(Xl, * *,tn)]. [2] whose elements Pik are mth degree forms in X,(1, .. n and the characteristic form Q(,) = Q(X,41, .. , W) = det P(X,41,, * X,) [3] of degree mN in its arguments. For fixed 4 = (Q1, * . ,Gn), the matrix 2 is a lambda-matrix (see ref. 1) whose latent roots are the zeros of the polynomial Q(X,t). Then Eq. 1 is hyperbolic, if and only if (i) Q(1,O) 5 0; (that is, P is a "regular" X-matrix"), and (ii) the latent roots of P(X,t) are real for all real 4.
We call P(X,4) hyperbolic when conditions i and Ui are satisfied, and strictly hyperbolic when i holds and the mN latent roots of P are real and distinct for any real 4 # 0. Strict hyperbolicity plays a role in deciding on hyperbolicity of more general mth order linear systems (2) (3) (4) .
Thus, there is some interest in studying the manifold of hy-
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perbolic and of strictly hyperbolic matrix forms P(T,4). Without restriction of generality, we assume that P has real coefficients, and that P(1,0) is the unit matrix. For given N,m,n we can represent P by a point in a suitable coefficient space R. The hyperbolic P then form a closed set H in R. while the strictly hyperbolic ones form an open subset H8 of H. as is clear from the continuous dependence of roots of polynomials on their coefficients. In the case of a single equation (N = 1), it has been shown by Nuij (5) Related is the fact that hyperbolicity for systems can imply identities (instead of inequalities) for the coefficients. These restrictions flow from topological properties of the field of latent vectors-that is, null vectors of the matrix P(X,4). In this paper we discuss the occurrence of these phenomena in the special case n = N = 3, m = 2. We consider second-order systems of three equations 0 + 2~(t?)xk C7,8 s ?XT X°a t2i + 2 Eckr atax43k + ftkshaa for three functions, ut(t,X) = uf(t,xbx2,x3). Subscripts i, k, r, and s will range over 1,2,3. Here the matrix P(X,t) has the elements pak(X,k ) = X2bik + 2 E ckr X t + E ck8rstrs
Assuming, without loss of generality, that Cfkrs = Cfksr we can represent P by the point c in RM with coordinates cik, for i,k,r = 1,2,3;
cikrs for i,kr,s = 1,2,3; r < s. The characteristic form 3 is of degree 6. Let Q denote the set of real points on the unit sphere in three-dimensional {-space. We identify H with the set of c e R81 for which all latent X are real for 4 on Q, and H5 with the subset of H for which they are real and distinct for t e U.
The set H8 is not empty as shown by the example t2U = C2AUt; (O < C, < C2 < C3) a2 of three uncoupled wave equations for the components of u.
More interesting is the fact that for any constants 91,92,U3 with 0 < aI S 62 S U3 <1 Mathematics: John the point c0 e R81 corresponding to the system aZ12U = 3 E 2eUa," + 6f-) a432ux belongs to H but not to the closure of H,. (For a, = = a3 we have here the classical linear equations for elastic waves.) It is easy to verify that co e H. To see that c0 $ H,, we order for c E H and any t e the six latent roots XA = X4(t) (for j = 1,2,... ,6) in ascending order. Then, for c E H and in a sufficiently small neighborhood K of co, we have 0 < XA4) < NAs) < XWOt P(XA4), M~9 6°s ince this is correct for c = c0. If now c e H., the matrix P(X4(Q),U) would have rank 2 for all t e Q, and its null vectors would determine a non-normal continuous field of directions on the unit sphere, which is impossible.
For c e H o K we call a point t of Q singular, if XA4() = X5A(). Denote by w the nonempty set of singular points on O. For a nonsingular t the matrix P(X4(t),{) has rank 2, its null vectors differ from {, and when projected on the tangent plane to at t determine uniquely a tangent to Q at t. In this way a continuous field of tangents is defined in 9-w. With the help of this field we define the index of an isolated singular point on in an obvious way. In the case c = co the set w coincides with Q when all three of the parameters Gj,a2,U3 are equal, consists of two points of index 1 when just two of the parameters are equal, and consists of four points of index 1/2 when the parameters are distinct.
In case co has distinct parameters ak we can completely describe the set H in a small neighborhood K of c0. One first proves:
Proc. Nati. Acad. Sci. USA 74 (1977) 4151 THEOREM. Any c e K belongs to H if and only if the lambda-matrix P(X,() is simple for all t e Q; that is, rank P(X,{) = 3 -k when Xis a latent root of multiplicity k. Moreover, for c e H n K there are exactly four singular points on Q, each of index 1/2. One next uses this theorem to construct the most general c e H n K corresponding to prescribed singular points , on Q and prescribed values X4(0I) for j = 1,2,3,4. In this way, one succeeds in expressing in a unique way the 81 components of c rationally in terms of 77 real parameters. Conversely, one concludes that any c obtained from this parametric representation for values of the 77 parameters sufficiently close to those corresponding to c0 actually belongs to H n K. Thus, it is found that the set of hyperbolic c near c' coincides with an algebraic manifold of codimension 4.
Detailed proofs will appear elsewhere.
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