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70 To avoid loss of message data between the master and slaves, all messages are copied to 71 an observer process, which can reproduce lost messages in the event of any failures. 72 This system appears only to support SPMD style computation and has a high overhead 73 for every message and considerable memory needs for the observer process for long 74 running applications. This system is not a full check-point system in that it assumes any 75 data (or state) can be rebuilt using just the knowledge of any passed messages, which 76 might not be the case for non deterministic unstable solvers. 77 FT-MPI has much lower overheads compared to the above check-pointing system, 78 and thus much higher potential performance. These bene®ts do, however, have con-79 sequences. An application using FT-MPI has to be designed to take advantage of its 80 fault tolerant features as shown in the next section, although this extra work can be 81 trivial depending on the structure of the application. If an application needs a high level 82 of fault tolerance where node loss would equal data loss, then the application has to be 83 designed to perform some level of user directed check-pointing. FT-MPI does allow for 84 atomic communications much like StarFish, but unlike in StarFish, the level of cor-85 rectness can be varied on for individual communicators. This provides users the ability 86 to ®ne tune for coherency or performance as system and application conditions dictate.
3. FT-MPI semantics

88
Current semantics of MPI indicate that a failure of a MPI process or commu-89 nication causes all communicators associated with them to become invalid. As the 90 standard provides no method to reinstate them (and it is unclear if we can even free 91 them), we are left with the problem that this causes MPI_COMM_WORLD itself to 92 become invalid and thus the entire MPI application will grid to a halt. 93 FT Once a communicator has an error state it can only recover by rebuilding it, using 120 a modi®ed version of one of the MPI communicator build functions such as 121 MPI_Comm_ {create,split or dup}. Under these functions the new communicator 122 will follow the following semantics depending on its failure mode:
· SHRINK: The communicator is reduced so that the data structure is contiguous. 124 The ranks of the processes are changed, forcing the application to recall MPI_-125 COMM_RANK. · BLANK: This is the same as SHRINK, except that the communicator can now 127 contain gaps to be ®lled in later. Communicating with a gap will cause an invalid 128 rank error. Note also that calling MPI_COMM_SIZE will return the extent of the 129 communicator, not the number of valid processes within it. · REBUILD: Most complex mode that forces the creation of new processes to ®ll 131 any gaps until the size is the same as the extent. The new processes can either 132 be places in to the empty ranks or the communicator can be shrank and the re-133 maining processes ®lled at the end. This is used for applications that require a cer-134 tain size to execute as in power of two FFT solvers. · ABORT: Is a mode which aects the application immediately an error is detected 136 and forces a graceful abort. 
152
Although collective operations pertain to point-to-point operations in most cases, 153 extra care has been taken in implementing the collective operations so that if an error 154 occurs during an operation, the result of the operation will still be the same as if 155 there had been no error or else the operation is aborted. 156
Broadcast, gather and all gather demonstrate this perfectly. In Broadcast even if 157 there is a failure of a receiving node, the receiving nodes still receive the same data, 158 i.e., the same end result for the surviving nodes. Gather and all-gather are dierent in 159 that the result depends on if the problematic nodes sent data to the gatherer/root or 160 not. In the case of gather, the root might or might not have gaps in the result. For the 161 all2all operation, which typically uses a ring algorithm it is possible that some nodes 162 may have complete information and others incomplete. Thus for operations that 163 require multiple node input as in gather/reduce type operations any failure causes all 164 nodes to return an error code, rather than possibly invalid data. Currently, an ad-165 dition¯ag controls how strict the above rule is enforced by utilizing an extra barrier 166 call at the end of the collective call if required.
3.4. FT-MPI usage
168
Typical usage of FT-MPI would be in the form of an error check and then some 169 corrective action such as a communicator rebuild. A typical code fragment is shown 170 in Example 1, where on an error the communicator is simply rebuilt and reused:
171 Example 1 (Simple FT-MPI send usage).
MPI_Comm_dup (com, newcom); 175 com newcom; /* continue. . . */ 176 Some types of computation such as SPMD master±worker codes only need the 177 error checking in the master code if the user is willing to accept the master as the only 178 point of failure. Example 2 shows how complex a master code can become. In this 179 example, the communicator mode is BLANK and communications mode is CONT. 180 The master keeps track of work allocated, and on an error just reallocates the work 181 to any`free' surviving processes. Note, the code has to check to see if there are any 182 surviving worker processes left after each death is detected. 
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229 of data [14] . Although this means that they must avoid unnecessary memory copies, 230 the ecient handling of recursive data structures is often left to simple iterations of a 231 loop that packs a send/receive buer.
232 4.1.1. FT-MPI DDT handling 233 Having gained experience with handling DDTs within a heterogeneous system 234 from the PVMPI/MPI_Connectlibrary [18] the authors of FT-MPI redesigned the 235 handling of DDTs so that they would not just handle the recursive data-types 236¯exibly but also take advantage of internal buer management structure to gain 237 better performance. In a typical system the DDT would be collected/gathered into a 238 single buer and then passed to the communications library, which may have to 239 encode the data using XDR, for example, and then segment the message into packets 240 for transmission. These steps involving multiple memory copies across program 241 modules (reducing cache eectiveness) and possibly precluding overlapping (con-242 currency) of operations. 243 The DDT system used by FT-MPI was designed to reduce memory copies while 244 allowing for overlapping in the three stages of data handling:
· Gather/scatter. Data is collected into or from recursively structured non-contigu-246 ous memory. · Encoding/decoding. Data passed between heterogeneous machine architectures 248 than use dierent¯oating point representations need to be converted so that the 249 data maintains the original meaning. · Send/receive packetizing. All of the send or receive cannot be completed in a single 251 attempt and the data has to be sent in blocks. This is usually due to buering con-252 straints in the communications library/OS or even hardware¯ow control. Under FT-MPI data can be gathered/scattered by compressing the data type 255 representation into a compacted format that can be eciently transversed (not to be 256 confused with compressing data). The algorithm used to compact data type repre-257 sentation would break down any recursive data type into an optimized maximum 258 length new representation. FT-MPI checks for this optimization when the users 259 application commits the data type using the MPI_Type_commit API call. This al-260 lows FT-MPI to optimize the data type representation before any communication is 261 attempted that uses them. 262
When the DDT is being processed the actual user data itself can also be com-263 pacted into/from a contiguous buer. Several options for this type of buering are 264 allowed that include:
· Zero padding. Compacting into the smallest buer space. · Minimal padding. Compacting into smallest space but maintaining correct word 267 alignment. · Re-ordering pack. Re-arranging the data so that all the integers are packed ®rst, 269 followed by¯oats etc., i.e., type by type. 270 The minimal and no padded methods are used when moving the data type within 271 a homogeneous set of machines that require no numeric representation encoding or 272 decoding. The zero padding method bene®ts slower networks, and alignment padded 273 can in some cases assist memory copy operations, although its real bene®t is when 274 used with re-ordering. 275 The re-ordered compacting method shown in Fig. 2 , for a data type that consists 276 of characters (C) and integers (I). This type of compacting is designed to be used 277 when some additional form encoding/decoding takes place. In particular, moving the 278 re-ordered data type by type through ®xed XDR/Swap buers improves its perfor-279 mance considerably. Two types of DDT encoding are supported, the ®rst is the Table 1 . The tests were on small and medium 286 arrays of this data type. All the tests were performed using MPICH MPI_Send and 287 MPI_Recvoperations, so that the point-to-point communications speeds were not a 288 factor, and only the handling of the data types was compared. 289 The tests show that the compacted data type handling gives from 10% to 19% 290 improvement for small messages and 78±81% for larger arrays on same numeric 291 representation machines. The bene®ts of buer reuse and re-ordered of data elements 292 leads to considerable improvements on heterogeneous networks as shown in the 293 comparison between the default MPICH operations and the DDT ByteSwap and 294 DDT XDR results. It is important to note that all these tests used MPICH to 295 perform the point-to-point communication, and thus the overlapping of the data 296 gather/scatter, encoding/decoding and non-blocking communication is not shown 297 here, and is expected to yield even higher performance. 298 The above tests were performed using the DDT software as a standalone library 299 that can be used to improve any MPI implementation. This software is currently 300 being made into an MPI pro®ling library so that its use will be completely trans-301 parent. Two other eorts closely parallel this section of work on DDTs. PACX [19] 302 from HLRS, RUS Stuttgart, requires the heterogeneous data conversion facilities 303 and a project from NEC Europe [16] concentrates on ecient data type represen-304 tation and transmission in homogeneous systems. 
306
The performance of the MPI's collective communications is critical to most MPI-307 based applications [6] . A general algorithm for a given collective communication 308 operation may not give good performance on all systems due to the dierences in The micro-benchmarks are conducted for each of the dierent classes of MPI 319 collective operations broadcast, gather, scatter, reduce, etc., individually. That is, the 320 algorithm that produces the best broadcast might not produce the best scatter even 321 though they appear similar. 322 The algorithms tested are dierent variations of standard topologies and methods 323 such as sequential, Rabenseifner [10] , binary and binomial trees, using dierent 324 combinations of blocking/non-blocking send and receives. Each test is varied over a 325 number of processors, message sizes and segmentation sizes. The segmenting of 326 messages was found to improve bi-section bandwidth obtained depending on the 327 target network. 328
These tests produce an optimal topology and segment size for each MPI collective 329 of interest. Tests against vendor MPI implementations have shown that our col-330 lective algorithms are comparable or even faster as shown in Figs. 3 and 4 . These 331 tests were comparing the FT-MPI tuned broadcast versus the IBM broadcast on 332 dierent con®gurations of an IBM SP2 for eight nodes. Most systems rely on all processes in a communicator or process group entering 335 the collective communication call synchronously for good performance, i.e., all 336 processes can start the operation without forcing others later in the topology to be 337 delayed. There are some obvious cases where this is not the case: 338
(1) The application is executed upon heterogeneous computing platforms where 339 the raw CPU power varies (or load balancing is not optimal). 340
(2) The computational cycle time of the application can be non-deterministic as is 341 the case in many of the newer iterative solvers that may converge at dierent rates 342 continuously. 343
Even when the application executes in a regular pattern, the physical network 344 characteristics can cause problems with the simple logP model, such as when running 345 between dispersed clusters. This problem becomes even more acute when the target 346 systems latency is so low that any buering, while waiting for slower nodes, dras-347 tically changes performance characteristics as is the case with BIP-MPI [14] and SCI 348 MPI [8] . 349
FT-MPI can be con®gured to use a reordering strategy that changes the non-root 350 ordering of nodes in a tree depending on their availability at the beginning of the 351 collective operation. Fig. 4 shows the process by example of a binomial tree. 352
In Fig. 5 , Case 1 is where all processes within the tree are ready to run immedi-353 ately and thus performance is optimal. In Case 2, both processes B and C are delayed 354 and initially the root A can only send to D. As B and C become available, they are 355 added to the topology. At this point we have to choose whether to add the nodes 356 depth ®rst as in Case 2a or breadth ®rst as in Case 2b. Currently, breadth ®rst has 357 given us the best results. Also note that in CASE 1, if process B is not ready to 
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358 receive, it aects not only its own sub-tree, but depending on the message/segment 359 size, it is possible that it would block any other messages that A might send, such as 360 to Ds sub-tree etc. Faster network protocols might not implement non-blocking 361 sends in a manner that could overcome this limitation without aecting the syn-362 chronous static optimal case, and thus blocking sends are often used instead. · High performance networking is not aected by concurrent use of slower network-367 ing (Myrinet versus Ethernet); · Non-blocking calls make progress outside of API calls; · Busy wait (CPU spinning) is avoided within the runtime library. 370
To meet these requirements, in general communication requests are passed to a 371 thread via a shared queue to be completed unless the calling thread can complete the 372 operation immediately. Receives are placed into a pending queue by a separate 373 thread. There is one sending and receiving thread per type of communication media. 374 That is, a thread for TCP communications, a thread for VIA and a thread for 375 handling GM message events. The collective communications are built upon this 376 point-to-point library. 
378
It is important to note that the failure handler shown in Fig. 1 , gets noti®cation of 379 failures from both the point-to-point communications libraries as well as the OS 380 support layer. In the case of communication errors, the notify is usually started by 381 the communication library detecting a point-to-point message not being delivered to 382 a failed party rather than the failed parties OS layer detecting the failure. The 383 handler is responsible for notifying all tasks of errors as they occur by injecting 384 notify messages into the send message queues ahead of user level messages. 385 5. OS support and the HARNESS G_HCORE
386
When FT-MPI was ®rst designed the only HARNESS Kernel available was an 387 experiment Java implementation from Emory University [5] . Tests were conducted 388 to implement required services on this from C in the form of C-Java wrappers that 389 made RMI calls. Although they worked, they were not very ecient and so FT-MPI 390 was instead initially developed using the readily available PVM system. 391
As the project has progressed, the primary author developed the G_HCORE,a C 392 based HARNESS core library that uses the same policies as the Java version. This 393 core allows for services to be built that FT-MPI requires.
394 5.1. G_HCORE design and performance
395
The core is built as a daemon wrote in C code that provides a number of very 396 simple services that can be dynamically added to [1] . The simplest service is the 397 ability to load additional code in the form of a dynamic library (shared object) and 398 make this available to either a remote process or directly to the core itself. Once the 399 code is loaded it can be invoked using a number of dierent techniques such as:
· Direct invocation. The core calls the code as a function, or a program uses the core 401 as a runtime library to load the function, which it then calls directly itself. · Indirect invocation. The core loads the function and then handles requests to the 403 function on behalf of the calling program, or, it sets the function up as a separate 404 service and advertises how to access the function. 405 The indirect invocation method allows a range of options such as: · the H_GCOREs main thread calls the function directly; · the H_GCORE hands the function call over to a separate thread per invocation; · H_GCORE forks a new process to handle the request (once per invocation); · H_GCORE forks a new handler that only handles that type of request (multi-in-410 vocation service). 411
Remote invocation services only provide very simple marshalling of argument 412 lists. The simplest call format passes the socket of the request caller to the plug-in 413 function which is then responsible for marshalling its own input and output much 414 like skeleton functions under SUN RPC. 415 Currently, the indirect remote invocation services are callable via both the UDP 416 and TCP protocols. Table 2 contains performance details of the G_HCORE com-417 pared to the Java based Emory DVM system tested on a Linux cluster over 100 418 Mbytes s fast Ethernet. 419
From Table 2 , we can see that socket invocation under Java performs poorly, 420 although RMI is comparable to C socket code for remote invocation. The fastest 421 remote invocation method is via UDP on the G_HCORE at just over 300 ms per end 422 to end invocation. 
