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1Sensitivity Reduction by Strongly Stabilizing Controllers
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Fellow, IEEE, and Hitay ¨Ozbay, Senior Member, IEEE.
Abstract—This note investigates sensitivity reduction problem by stable
stabilizing controllers for a linear time-invariant multi-input multi-output
distributed parameter system. The plant we consider has finitely many
unstable zeros, which are simple and blocking, but can possess infinitely
many unstable poles. We obtain a necessary condition and a sufficient
condition for the solvability of the problem, using the matrix Nevanlinna-
Pick interpolation with boundary conditions. We also develop a necessary
and sufficient condition for the solvability of the interpolation problem,
and show an algorithm to obtain the solutions. Our method to solve the
interpolation problem is based on the Schur-Nevanlinna algorithm.
Index Terms—Strong stabilization, H1-control, distributed parameter
systems.
I. INTRODUCTION
In this note, we study the problem of finding stable controllers
that stabilize a multi-input multi-output distributed parameter system
while reducing, simultaneously, the sensitivity of the system. That is,
the problem of strong stabilization with sensitivity reduction.
A background motivation for seeking stable controllers is that
unstable poles of the controllers are known to lead to performance
degradation in feedback systems under various performance objec-
tives [1]–[3]. Moreover, stable controllers are also robust to sensor
failures [4] and to plant nonlinearities [5]. Stable controllers have
other theoretical or practical advantages, see, e.g., [1], [6], and the
references therein.
For finite dimensional systems, various approaches have been de-
veloped for finding stable stabilizing controllers that achieve a desired
H1 performance level, see, e.g., [6]–[12] and their references. For
infinite dimensional systems, some works have also been reported
recently [13]–[15]. For example, [14] has extended the technique used
in [8] to find strongly stabilizing controllers that lead to optimal H1
sensitivity levels for a class of single-input single-output systems with
time delays. In [16], it was shown that every stabilizable linear multi-
input multi-output plant is strongly stabilizable. However, strong
stabilization with sensitivity reduction for multi-input multi-output
distributed parameter systems is largely open at present.
We generalize the method of [9] to a class of multi-input multi-
output distributed parameter systems. The plants we consider have
only finitely many unstable zeros, all of which are simple and block-
ing, but they are allowed to have infinitely many unstable poles. We
obtain stable controllers for the sensitivity reduction problem, using
the matrix Nevanlinna-Pick interpolation problem with boundary
conditions. We also prove that the interpolation problem is solvable
if and only if the Pick matrix consisting of the interior conditions is
positive definite. To obtain solutions of this interpolation problem,
we show an iterative algorithm similar to the well-known Schur-
Nevanlinna algorithm [1].
The note is organized as follows: Section II gives the statement
of the sensitivity reduction problem with stable controllers. In Sec-
tion III, we reduce this problem to the interpolation with unimodular
matrices in H1 under some assumptions. We propose an algorithm
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for attaining low sensitivity by stable controllers in Section IV.
The algorithm is based on the matrix Nevanlinna-Pick interpolation
problem with boundary conditions, so we discuss the interpolation
problem in Section V. We give a numerical example in Section VI,
and conclusion in Section VII.
A. Notation
Let C+ denote the open right half-plane fs 2 C j Re s > 0g,
and let C+ be the closed right half-plane fs 2 C j Re s  0g.
H1 denotes the set of functions that are bounded and analytic
in C+. We denote by F1 the field of fractions of H1. M(R)
is used as a generic symbol to denote the set of matrices with
elements in a commutative ring R, of whatever size. When it is
necessary to show explicitly the size of a matrix, the notation
G 2 Rpq is used to indicate that G is a p  q matrix with
entries in R. For a complex matrix M , its conjugate transpose is
denoted by M. For H 2 M(H1), the H1 norm is defined as
kHk1 := sups2C+ kH(s)k, where kMk denotes the maximum
singular value of the matrix M .
II. PROBLEM STATEMENT
Consider the linear, continuous-time, time-invariant feedback sys-
tem given in Fig. 1. Let plant P and controller C belong toM(F1).
The feedback system in Fig. 1 is internally stable if the transfer
matrix H(P;C) from u1, u2 to e1, e2
H(P;C) =

(I + PC) 1  (I + PC) 1P




We say that C stabilizes P , and P is stabilizable if the feedback sys-
tem is internally stable. Let C(P ) represent the set of all controllers
that stabilize P . P is strongly stabilizable if C(P ) contains a stable








Fig. 1. Feedback system.
Our problem is stated as follows:
Problem II.1. Given P 2M(F1), W1, W2 2M(H1) and  > 0,
determine whether there exists a controller C 2M(H1)\C(P ) such
that
kW1(I + PC) 1W2k1 < : (II.2)
Also, if one exists, find such a controller C.
Our aim is to give a sufficient condition for the solvability of
Problem II.1 under some assumptions. We also propose a design
method for such a controller.
III. STRONG STABILIZATION AND SENSITIVITY REDUCTION
In this section, we reduce strong stabilization to interpolation
by unimodular matrices in H1, and we formulate an interpolation
problem with anH1 norm condition equivalent to Problem II.1 under
some assumptions. The interpolation problem is similar to the matrix
Nevanlinna-Pick interpolation problem, but the solution needs to be
unimodular in M(H1).
2Let us first study strong stabilization only. The following lemma
gives a necessary and sufficient condition for strong stabilization:
Lemma III.1. Let P 2 M(F1) be stabilizable. Suppose that P
has the form P = D 1N , where D, N 2M(H1) are strongly left
coprime in the sense of [17], i.e., there exist X , Y 2M(H1) such
that
NX +DY = I: (III.1)
Then P is strongly stabilizable if and only if there exists a C 2
M(H1) such that
(D +NC) 1 2M(H1): (III.2)
Proof: (() We have
(I + PC) 1 = (I +D 1NC) 1
= (D 1(D +NC)) 1 = (D +NC) 1D:
Moreover,
(I + PC) 1P = (D +NC) 1N;
C(I + PC) 1 = C(D +NC) 1D;
C(I + PC) 1P = C(D +NC) 1N:
Since C, D, N , and (D+NC) 1 are inM(H1), we obtain (II.1).
Hence P is strongly stabilizable.
()) Since P is stabilizable, P admits a strongly right coprime
factorization [17]:
P = ~N ~D 1; ~N; ~D 2M(H1):
Moreover, (III.1) is satisfied for some X; Y 2 M(H1). Then all
controllers are of the form (X + ~DQ)(Y   ~NQ) 1, where Q 2
M(H1) [17]. Since P is strongly stabilizable, there exists a Q0 2
M(H1) such that C = (X + ~DQ0)(Y   ~NQ0) 1 2 M(H1):
Additionally, we have from (III.1)
D +NC = D +N(X + ~DQ0)(Y   ~NQ0) 1
= (D(Y   ~NQ0) +N(X + ~DQ0))(Y   ~NQ0) 1
= (Y   ~NQ0) 1:
Hence we obtain (D +NC) 1 = Y   ~NQ0 2M(H1).
Lemma III.1 suggests the following problem to find stable stabi-
lizing controllers.
Problem III.2. Given D, N 2 M(H1), find a C 2 M(H1)
satisfying (III.2).
Under the following assumption on D and N , we can reduce
Problem III.2 to an interpolation problem with unimodular matrices.
Assumption III.3. D, N 2 M(H1) are strongly left coprime.
N is square and N has the form N = No, where  2 H1
and No; N 1o 2 M(H1), and  is a nonzero rational function
satisfying (1) 6= 0, and possesses distinct zeros z1; : : : ; zn in
C+. All elements of No; D; X , and Y in (III.1) are meromorphic
functions.
Under Assumption III.3, we prove that Problem III.2 is equivalent
to the following problem:
Problem III.4. Given z1; : : : ; zn 2 C+ and complex square matrices
A1; : : : ; An, find a U 2M(H1) satisfying U 1 2M(H1) and
U(zi) = Ai; i = 1; : : : ; n: (III.3)
We start with the following lemma:
Lemma III.5. Consider Problem III.2 under Assumption III.3. We
restrict the solutions to matrices whose elements are meromorphic
functions. Define Ai := D(zi) for i = 1; : : : ; n. Then Problem III.2
is equivalent to Problem III.4 with interpolation data fzigni=1 and
fAigni=1
Proof: Let C be a solution of Problem III.2. Define U := D +
NC. Then by (III.2) U satisfies U; U 1 2M(H1) and
U(zi) = D(zi) + (zi)No(zi)C(zi) = D(zi) = Ai:
Hence, U is a solution to Problem III.4.
Conversely, suppose that U is a solution to Problem III.4 with





Then C satisfies (D + NC) 1 = U 1 2 M(H1) and C =
N 1o (U  D) 2M(H1): If C 62M(H1), then C has some poles
in C+ that are canceled by the zeros of . Let zk be one of such
poles. Then we have N 1o (zk)(U(zk) Ak) = (C)(zk) 6= 0; which
contradicts (III.3).
Before proceeding to sensitivity reduction by strongly stabilizing
controllers, we need to recall the definitions of co-inner and co-outer
matrix functions. F 2 M(H1) is said to be co-inner if F (s) is
inner. Similarly, G 2 M(H1) is said to be co-outer if G(s) is
outer.
The following theorem shows that every function in M(H1)
admits a unique co-inner-outer factorization.
Theorem III.6 ( [18]). Let H be in (H1)pq . H admits a co-inner-
outer factorization of the form H = GF , where G 2 (H1)pr is
co-outer and F 2 (H1)rq is co-inner for some r. F and G are
unique to within multiplication by a constant unitary matrix.
Let us next consider Problem II.1. We place the following addi-
tional assumption on W1, W2, and D:
Assumption III.7. All elements of W1 and W2 are meromorphic
functions. W1 is unimodular inM(H1). If we factorize DW2 in the
form DW2 = (DW2)co  (DW2)ci; where (DW2)co is co-outer and
(DW2)ci is co-inner, then (DW2)co is also unimodular inM(H1).
We can obtain a solution for Problem II.1 under Assumption III.3
and III.7, using a solution of the following problem.
Problem III.8. Suppose that z1, : : : , zn 2 C+ are distinct, and that
B1, : : : , Bn are complex square matrices. Suppose also that  > 0.
Find an F 2M(H1) satisfying F 1 2M(H1), kFk1 < , and
F (zi) = Bi for i = 1; : : : ; n.
Theorem III.9. Consider Problem II.1. We assume that there exist
D; N 2M(H1) such that P = D 1N . Let Assumptions III.3 and
III.7 hold. Define
Bi :=W1(zi)D(zi)
 1(DW2)co(zi); i = 1; : : : ; n:
If there exists a solution F of Problem III.8 with fzigni=1, fBigni=1
and , then
C := N 1(DW2)coF
 1W1   P 1 (III.4)
gives a solution of Problem II.1.
Proof: First of all, we prove that D(zi) is invertible for i =
1; : : : ; n. Since (zi) = 0, D(zi)Y (zi) = I follows by (III.1). Hence
D(zi)







3defining F :=W1(D +NC) 1(DW2)co; we have
kW1(I + PC) 1W2k1 = kF (DW2)cik1 = kFk1: (III.5)
Suppose that there exists a solution F to Problem III.8 with
fzigni=1, fBigni=1 and . Then C in (III.4) satisfies (II.2) by (III.5)
and C 2 M(H1) \ C(P ) by Lemma III.1 and III.5. Hence C in
(III.4) is a solution to Problem II.1.
The following corollary gives a necessary condition for the solv-
ability of Problem II.1.
Corollary III.10. Consider Problem II.1 whose solutions are re-
stricted to meromorphic matrix functions. Under the same hypotheses
of Theorem III.9, suppose that Problem II.1 is solvable. Then there
exists an F 2 M(H1) such that kFk1 <  and F (zi) = Bi for
i = 1; : : : ; n.
Proof: Obvious from the proof of Theorem III.9.
At the end of this section, we discuss the assumption of  in
Assumption III.3.
Remark III.11. For simplicity, we assume that the unstable zeros
of  are distinct in Assumption III.3. However, even when they are
not distinct, we can develop the results similar to Lemma III.5.
Remark III.12. If D is a matrix whose elements are rational, then we
can allow  to be strictly proper. However, if D is not rational and if
 is strictly proper, in the same way as [14], we should replace  with
"(s) = (s)(1 + "s)
m; where " > 0 and m is the relative degree
of . This makes sure that we do not have to deal with interpolation
conditions at infinity, but this leads to an improper term like PD
controllers in the controller.
Remark III.13. We assume that  is scalar, and then we re-
duce strong stabilization with sensitivity reduction to the matrix
Nevanlinna-Pick interpolation. However, this assumption of  could
be weakened at the cost of going to the tangential Nevanlinna-Pick
interpolation [19]. Details will be reported in a future work.
IV. DESIGN OF STABLE CONTROLLERS ATTAINING LOW
SENSITIVITY
In this section, we develop a design method of strongly stabilizing
controllers, extending the technique of [9] to multi-input multi-output
systems with time delays.
The design method is based on the following lemma.
Lemma IV.1. Suppose that G 2 M(H1) is square and that





satisfies F , F 1 2M(H1) and kFk1 < jj.
Sketch of proof: We can easily prove this lemma by the small
gain theorem and the triangle inequality, so we omit the proof.
We obtain the following theorem from Lemma IV.1.
Theorem IV.2. Consider Problem III.8. Let  be a complex number




Bi   I; i = 1; : : : ; n;
then F defined by (IV.1) is a solution of Problem III.8.
Proof: Obvious from Lemma IV.1.
The problem of finding G in Theorem IV.2 and that of finding
F in Corollary III.10 are a matrix Nevanlinna-Pick interpolation
problem with boundary conditions. The interpolation problem is
solvable if and only if the Pick matrix consisting of the interior
conditions is positive definite. Moreover, we can obtain a solution to
the interpolation problem. The details are given in the next section.
We construct a solution of Problem II.1 by the following algorithm.
A solution to Problem II.1:





 1(DW2)co(zi)  I; i = 1; : : : ; n:
Step 2: Solve the matrix Nevanlinna-Pick interpolation problem
with boundary conditions of G.
Step 3: Calculate a solution of Problem III.8 by (IV.1).
Step 4: Compute a solution of Problem II.1 by (III.4).
V. THE MATRIX NEVANLINNA-PICK INTERPOLATION PROBLEM
The matrix Nevanlinna-Pick interpolation was studied well in [1],
[20], and many works related to the interpolation have been reported
over the last several years. For example, a theory of the interpolation
with complexity constraints has been developed in [21].
Our objective in this section is to show that the matrix Nevanlinna-
Pick interpolation problem with boundary conditions is solvable if
and only if the Pick matrix consisting of the interior conditions is
positive definite. Another aim is to show an algorithm similar to the
Schur-Nevanlinna algorithm [1] for obtaining the solutions.
Since the results in [1], [20] are developed for the unit disk D :=
fz 2 C j jzj < 1g, it is convenient to map the open right half plane
onto the unit disk via the bilinear transformation
s 7! z = s  1
s+ 1
:
That is, in this section, we define H1 as the set of functions that are
bounded and analytic in D, and the H1 norm is defined as kHk1 :=
supz2D kH(z)k for H 2M(H1).
A. Interpolating interior conditions
Let us first introduce the interpolation problem with interior
conditions only. The problem is solved in [1], [20]. We here extend
the approach of [1], [20], when we consider the interpolation problem
with both interior and boundary conditions.
We give the statement of the matrix Nevanlinna-Pick interpolation
problem as follows:
Problem V.1 ( [1], [20]). Given distinct complex numbers 1, : : : ,
n 2 D and complex matrices F1, : : : , Fn satisfying kFik < 1 for
every i, find a  2M(H1) satisfying kk1 < 1 and (i) = Fi
for i = 1; : : : ; n.
In what follows, we use the notation of the form
(1; : : : ; n; F1; : : : ; Fn) to indicate the interpolation data as
above, i.e. associating values Fi at i.
It is well known that Problem V.1 is solvable if and only if the
associated Pick matrix is positive definite.
Theorem V.2 ( [1], [20]). Consider Problem V.1. Define the block
matrix
P :=










1  kl (I   F

kFl); k; l = 1; : : : ; n:
Then Problem V.1 is solvable if and only if P > 0.
Let B := fM 2 Cpq j kMk < 1g: We need the following
lemma when we construct an algorithm for obtaining solutions of
4the interpolation problem, and when we consider the problem with
boundary conditions.
Lemma V.3 ( [1], [20]). Let E 2 B. Define
A := (I   EE) 1=2; B :=  (I   EE) 1=2E;
C :=  (I   EE) 1=2E; D := (I   EE) 1=2;
where M1=2 denotes the Hermitian square root of M . Then the
mapping
TE : B ! B : X 7! (AX +B)(CX +D) 1 (V.2)
is well defined and bijective.
We obtain a solution of Problem V.1 with TE in (V.2) by the
following corollary.
Corollary V.4 ( [1], [20]). Consider Problem V.1. Define
y(z) :=
j1j(z   1)




TF1(Fi); i = 2; : : : ; n: (V.4)
Then the original problem is solvable if and only if the
Nevanlinna-Pick problem with n   1 interpolation conditions
(2; : : : ; n; F
0
2; : : : ; F
0
n) is solvable. Moreover, there exist a so-
lution n of the original problem with n conditions and a solution
n 1 of the problem with n   1 conditions such that n(z) =
T 1F1 (y(z)n 1(z)):
For computing solutions of Problem V.1, Corollary V.4 suggests
an iterative algorithm called the Schur-Nevanlinna algorithm. In
addition, it follows from Corollary V.4 that there exist solutions
whose entries are rational, whenever the problem is solvable.
B. Interpolating interior and boundary conditions
In this subsection, we consider the matrix Nevanlinna-Pick inter-
polation problem with boundary conditions. To solve this problem,
we reduce it to the interpolation problem with boundary conditions
only, which is always solvable.
We denote by RH1 the subset of H1 consisting of rational
functions. Let @D be the boundary of the unit disc D. The matrix
Nevanlinna-Pick interpolation problem with boundary conditions is
stated as follows:
Problem V.5. Given distinct complex numbers 1, : : : , n 2 D, r1,
: : : , rm 2 @D and complex matrices F1, : : : , Fn, G1, : : : , Gm such
that kFik < 1, kGjk < 1 for every i, j. Find a  2 M(RH1)
satisfying kk1 < 1 and
(i) = Fi; (rj) = Gj ; i = 1; : : : ; n; j = 1; : : : ;m:
The scalar version of Problem V.5 is studied in [22, Chap. 2]
and [23]. The tangential one is also developed in [19, Chap. 21].
The approach of [22, Chap. 2] and [19, Chap. 21] is based on the
corresponding Pick matrix. On the other hand, the method of [23] is
based on the Schur-Nevanlinna algorithm. We here extend the method
of [23] to the matrix case.
Our aim of this subsection is to prove the following theorem.
Theorem V.6. Problem V.5 is solvable if and only if Problem V.1
with the interpolation data (1; : : : ; n; F1; : : : ; Fn) is solvable.
To prove Theorem V.6, we need to reduce Problem V.5 to the
following problem.
Problem V.7. Given distinct complex numbers r1, : : : , rm 2 @D
and complex matrices G1, : : : , Gm satisfying kGjk < 1 for every
j. Find a 	 2 M(RH1) satisfying k	k1 < 1 and 	(rj) = Gj
for j = 1; : : : ;m.
This problem is called the boundary Nevanlinna-Pick interpolation
problem.
Lemma V.8 ( [24]). Problem V.7 is always solvable.
We can prove Lemma V.8 in the same way as in [24]. However,
by the Schur-Nevanlinna algorithm, we here prove Lemma V.8 in a
more straightforward way than that given in [24].
Proof of Lemma V.8: It suffices to show that there exists
a boundary Nevanlinna-Pick interpolation problem with m   1
interpolation conditions in such a way that if the problem with m 1
conditions is solvable, then the original problem with m conditions
is also solvable.









TG1(Gj); j = 2; : : : ;m:
First we show that there exists  > 0 such that kG0jk < 1 for every
j. Since Gj is in B, TG1(Gj) is also in B by Lemma V.3. Hence
there exists  such that
0 <  < min
j=2;:::;m





















 kTG1(Gj)k < 1:
Next suppose that there exists a solution 	m 1 2 M(RH1)
of a boundary Nevanlinna-Pick problem with m   1 conditions
(r2; : : : ; rm; G
0
2; : : : ; G
0
m): Then 	m(z) := T 1G1 (y(z)	m 1(z))
is a solution of the original problem with m conditions. In fact,
ky	m 1k1 < 1, because kyk1 < 1. Therefore, 	m is in
M(RH1) and k	mk1 < 1 by Lemma V.3. Next we confirm that










(TG1(Gj)) = Gj :








Hence m is a solution of the original problem with m conditions.
It has been proved that we can reduce every Problem V.7 to another
problem V.7 that has one interpolation condition less. Continuing this
way, we arrive at Problem V.7 with only one condition, which always
admits a solution. Therefore, Problem V.7 is always solvable.
Finally, we prove Theorem V.6 by Corollary V.4 and Lemma V.8.
Proof of Theorem V.6: The necessity is straightforward.
We show the sufficiency as follows. Suppose that Problem V.1 with
the interpolation data (1; : : : ; n; F1; : : : ; Fn) is solvable. Using
Corollary V.4, we can show the existence of a function satisfying
n 1 interior conditions and m boundary conditions derived by (V.4).
Since y defined by (V.3) is an inner function, the new interpolating





5satisfies k Gjk < 1 by Lemma V.3. Continuing this way, we can
finally reduce Problem V.5 to Problem V.7. Moreover, Problem V.7
is always solvable by Lemma V.8. Therefore, Problem V.5 is solvable
if Problem V.1 with conditions (1; : : : ; n; F1; : : : ; Fn) is solvable.
Theorem V.2 and V.6 show that the solvability of ProblemV.5 is
also equivalent to the positive definiteness of the Pick matrix in
(V.1). In addition, the proof of Lemma V.8 and that of Theorem
V.6 suggest that we can compute a solution of Problem V.5 by an
iterative algorithm similar to the Schur-Nevanlinna algorithm.
VI. EXAMPLE
Consider the repetitive control system [25], [26] given in Fig. 2,





























Fig. 2. Repetitive control system.
The internal model principle for the class of psedorational impulse
response matrices [26] shows that under the hypothesis of exponential
stability of the closed-loop system, exponential decay of the error
signal for any reference signal with a fixed period L is equivalent to
the existence of the internal model e Ls=(1  e Ls). The principle
is a precise generalization of the well-known finite-dimensional
counterpart [27].
It follows from this principle that the controllers we consider can
be separated into two part C = CuCo; where Cu is the part of the
internal model and has infinitely many poles on the imaginary axis,
and Co is the stable part to be designed. For the design of Co, we can
consider the product CuP =: Po to be the new plant to be controlled.
To guarantee exponential stability, it is desirable that H(P;C) in
(II.1) has no poles in the region C " := fs 2 C j Re s   "g, where
" > 0 is fixed [28]. Therefore, we study sensitivity reduction with
stable controllers for the following plant and weighting functions.








; W2(s) := I:
Once we find the solution ~C of the problem, we determine the
stable part Co(s) := ~C(s+ "). Since ~C is inM(H1), Co does not
have poles in C ".
We take " = 0:01, so ~P has infinitely many unstable poles.
However it has only two zeros in C+:   (0:156 + ") + 0:607j,
  (0:156 + ")   0:607j, which come from Cu(s   ") and are
blocking. Using the factorization method of [14], we can factor ~P as
~P (s) = D 1No; where
(s) :=
(s  )(s  )










(s  "+ 1)(s  "+ e 3(s "))










No given above satisfies N 1o 2 M(H1). We can easily check
whether D and N := No are strongly left coprime by the matrix
Nevanlinna-Pick interpolation problem in the same way as the scalar
case [22, Chap. 3].
The minimum of  obtained by the proposed method is min :=





















On the other hand, by Corollary III.10, we obtain a lower bound
of  achieved by a stable controller, 0:272.
The controller we construct for P is distributed. To obtain an
implementable finite dimensional controller, we have to approximate
the controller; see, e.g., [29] and references therein.
VII. CONCLUSION
In this study, the sensitivity reduction problem with stable con-
trollers has been studied for a linear time-invariant multi-input multi-
output distributed parameter system. It is still open to obtain a
necessary and sufficient condition for the solvability of the problem.
However, we have shown that a necessary condition and a sufficient
condition can be reduced to the matrix Nevanlinna-Pick interpolation
with boundary conditions, if the system has finitely many unstable
zeros and if all of them are simple and blocking. The interpolation
problem is solvable if and only if the Pick matrix consisting of the in-
terior conditions is positive definite. We can obtain the solutions of the
interpolation problem, extending the well-known Schur-Nevanlinna
algorithm.
ACKNOWLEDGMENT
The authors are grateful to the associate editor and anonymous
reviewers whose comments greatly improved the paper.
REFERENCES
[1] M. Vidyasagar, Control System Synthesis: A Factorization Approach.
Cambridge, MA: MIT Press, 1985.
[2] J. S. Freudenberg and D. P. Looze, “Right half plane poles and zeros and
design tradeoffs in feedback systems,” IEEE Transactions on Automatic
Control, vol. 30, pp. 555–565, 1985.
[3] R. H. Middleton, “Trade-offs in linear control system design,” Automat-
ica, vol. 27, pp. 281–292, 1991.
[4] J. Doyle, B. Francis, and A. Tannenbaum, Feedback Control Theory.
New York: Macmillan, 1992.
[5] H. U. ¨Unal and A. ˙Iftar, “Stable H1 controller design for systems with
multiple time-delays: The Case of Data-Communication Networks,” in
Proc. of the 17th IFAC World Congress, 2008.
[6] M. Zeren and H. ¨Ozbay, “On the synthesis of stable H1 controllers,”
IEEE Transactions on Automatic Control, vol. 44, pp. 431–435, 1999.
[7] A. Sideris and M. G. Safonov, “Infinity-norm optimization with a stable
controller,” in Proc. of American Control Conference, 1985.
6[8] C. Ganesh and J. B. Pearson, “Design of optimal control systems with
stable feedback,” in Proc. of American Control Conference, 1986.
[9] H. Ito, H. Ohmori, and A. Sano, “Design of stable controllers attain-
ing low H 1 weighted sensitivity,” IEEE Transactions on Automatic
Control, vol. 38, pp. 485–488, 1993.
[10] M. Zeren and H. ¨Ozbay, “On the strong stabilization and stable H1-
controller design problems for MIMO systems,” Automatica, vol. 36, pp.
1675–1684, 2000.
[11] S. Gu¨mu¨s¸soy and H. ¨Ozbay, “Remarks on strong stabilization and
stable H1 controller design,” IEEE Transactions on Automatic Control,
vol. 50, pp. 2083–2087, 2005.
[12] S. Gu¨mu¨s¸soy, M. Millstone, and M. L. Overton, “H1 strong stabiliza-
tion via HIFOO, a package for fixed-order controller design,” in Proc.
of the 47th IEEE Conference on Decision and Control, 2008.
[13] H. ¨Ozbay, “StableH 1 controller design for systems with time delays,”
in Perspectives in Mathematical System Theory, Control, and Signal
Processing: A Festschrift in Honor of Yutaka Yamamoto on the Occasion
of His 60th Birthday. Springer-verlag, 2010, pp. 105–113.
[14] S. Gu¨mu¨s¸soy and H. ¨Ozbay, “Sensitivity minimization by strongly
stabilizing controllers for a class of unstable time-delay systems,” IEEE
Transactions on Automatic Control, vol. 54, pp. 590–595, 2009.
[15] ——, “Stable H1 controller design for time-delay systems,” Interna-
tional Journal of Control, vol. 81, pp. 546–556, 2008.
[16] A. Quadrat, “On a general structure of the stabilizing controllers based
on stable range,” SIAM Journal on Control and Optimization, vol. 42,
pp. 2264–2285, 2004.
[17] M. C. Smith, “On stabilization and the existence of coprime factoriza-
tions,” IEEE Transactions on Automatic Control, vol. 34, pp. 1005–1007,
1989.
[18] C. Foias¸ and A. E. Frazho, The Commutant Lifting Approach to
Interpolation Problems. Birkha¨user-Verlag, Basel, 1990.
[19] J. A. Ball, I. Gohberg, and L. Rodman, Interpolation of Rational Matrix
Functions. Birkha¨user-Verlag, Basel, 1990.
[20] P. Delsarte, Y. Genin, and Y. Kamp, “The Nevanlinna-Pick problem
for matrix-valued functions,” SIAM Journal on Applied Mathematics,
vol. 36, pp. 47–61, 1979.
[21] A. Blomqvist, A. Lindquist, and R. Nagamune, “Matrix-valued
Nevanlinna-Pick interpolation with complexity constraint: An optimiza-
tion approach,” IEEE Transactions on Automatic Control, vol. 48, pp.
2172–2190, 2003.
[22] C. Foias¸, H. ¨Ozbay, and A. Tannenbaum, Robust Control of Infinite
Dimensional Systems: Frequency Domain Methods. Lecture Notes in
Control and Information Sciences, No. 209, Springer-Verlag, London,
1996.
[23] L. A. Luxemburg and P. R. Brown, “The scalar Nevanlinna-Pick inter-
polation problem with boundary conditions,” Journal of Computational
and Applied Mathematics, vol. 235, pp. 2615–2625, 2011.
[24] T. Sugie and S. Hara, “H1-suboptimal control problem with boundary
constraints,” Systems and Control Letters, vol. 13, pp. 93–99, 1989.
[25] S. Hara, Y. Yamamoto, T. Omata, and M. Nakano, “Repetitive control
system: A new type servo system for periodic exogenous signals,” IEEE
Transactions on Automatic Control, vol. 33, pp. 659–668, 1988.
[26] Y. Yamamoto and S. Hara, “Relationships between internal and external
stability for infinite-dimensional systems with applications to a servo
problem,” IEEE Transactions on Automatic Control, vol. 33, pp. 1044–
1052, 1988.
[27] B. A. Francis and W. M. Wonham, “The internal model principle for
linear multivariable regulators,” Applied Mathematics & Optimization,
vol. 2, pp. 170–194, 1975.
[28] Y. Yamamoto, “Equivalence of internal and external stability for a class
of distributed systems,” Mathematics of Control, Signals, and Systems,
vol. 4, pp. 391–409, 1991.
[29] J. R. Partington, “Some frequency-domain approaches to the model
reduction of delay systems,” Annual Reviews in Control, vol. 28, pp.
65–73, 2004.
[30] P. P. Khargonekar, K. Poolla, and A. Tannenbaum, “Robust control
of linear time-invariant plants using periodic compensation,” IEEE
Transactions on Automatic Control, vol. 30, pp. 1088–1096, 1985.
[31] B. C. Chang and J. B. Pearson, “Optimal disturbance reduction in
linear multivariable systems,” IEEE Transactions on Automatic Control,
vol. 29, pp. 880–887, 1984.
