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ELECTROMAGNETISMO Y GEOMETRIA
JOSE DEL CARMEN RODRIGUEZ SANTAMARIA
2PROLOGO
El presente trabajo ofrece una introduccio´n a la f´ısica matema´tica mo-
derna. Es f´ısica, hablamos de electromagnetismo, es matema´tica, hablamos
de geometr´ıa, y es moderna: unimos las dos cosas.
El objetivo de la f´ısica-matema´tica es el de describir y entender el uni-
verso a nivel fundamental. Describirlo significa tener una teor´ıa que prediga
resultados respaldados por el experimento. Entender nuestro universo signifi-
ca ponerlo en contextualizacio´n de las infinidades de mundos posibles que tan
so´lo pueden explorarse matema´ticamente. La contextualizacio´n puede resul-
tar como un subproducto de la descripcio´n de algu´n aspecto del universo real
por medio de una estructura matema´tica, la cual automa´ticamente queda en
relacio´n con todas las otras.
La subcultura de la f´ısica-matema´tica hace e´nfasis tanto en el poder des-
criptivo (el cual incluye el predictivo), como en la naturalidad, sencillez,
elegancia, generalidad, rigor, autoana´lisis, proyeccio´n y modernidad de las
teor´ıas. La presente contribucio´n clasifica como introduccio´n por empezar a
partir del ca´lculo vectorial y por tener un poquito de todo, pero no a tal
grado que intoxique a los interesados.
Nosotros seguimos en el presente trabajo la propuesta de dividir la ma-
teria en dos partes: part´ıculas y campos.
Como part´ıculas distinguidas tenemos el electro´n, el proto´n, el neutro´n,
los neutrinos, las cuales son suficientes para explicar los a´tomos. En la actua-
lidad se acepta que tanto el proto´n como el neutro´n no son elementales sino
que esta´n compuestas de quarks. Asumimos que las part´ıculas interactu´an
entre ellas pero no directamente sino que lo hacen a trave´s del campo que
sirve de mediador. Las observaciones experimentales sugieren que hay cuatro
tipos fundamentales de interacciones: la electromagne´tica (responsable de la
formacio´n de mole´culas y de que haya luz), la de´bil (causa de la radioacti-
vidad), la fuerte (la que hace que el nu´cleo ato´mico no estalle debido a la
repulsio´n ele´ctrica entre protones) y la gravitatoria (la que mantiene la luna
pegada a la tierra para que no se vaya).
Tenemos una buena descripcio´n de las interacciones elementales, formu-
lada por El Modelo Esta´ndar, en el cual se pegan, casi a la fuerza, varios
3parches provenientes de una familia de teor´ıas que se consideran muy prome-
tedoras: las teor´ıas gauge. Nuestro objetivo es presentar un estudio completo
de uno de dichos parches: la teor´ıa gauge del electromagnetismo, la cual no
se puede entender sin conocer un poco de relatividad general.
Nuestro estudio de la interaccio´n electromagne´tica comenzara´ desde los
ma´s simple (las ecuaciones de Maxwell) hasta lo ma´s sofisticado (el fibrado
electromagne´tico ). Veremos en los cinco primeros cap´ıtulos las leyes de Ma-
xwell e introduciremos la meca´nica cua´ntica para poder probar el teorema
fundamental: La teor´ıa electromagne´tica es una teor´ıa gauge con grupo de
invariancia U(1). Algo tan abstracto contiene un aspecto sencillo: la fase de
la funcio´n de onda tiene en cada punto una arbitrariedad en el a´ngulo que
se debe tomar como cero. Por lo tanto, las predicciones f´ısicas no debera´n
depender de tal arbitrariedad.
Al desarrollar la anterior discusio´n puede verse, casi de paso, de que´ ma-
nera las leyes de Maxwell logran una unificacio´n de la o´ptica, la electricidad,
el magnetismo y la electrodina´mica. La gran ilusio´n de la f´ısica-matema´tica
moderna es la de encontrar la forma de extender la covertura de dicha unifi-
cacio´n hasta envolver todas las cuatro interacciones fundamentales. Nosotros
vamos a enfrentar el terrible problema de volver dicha ilusio´n una realidad y
lucharemos por una pre-unificacio´n: si realmente las cuatro interacciones son
casos especiales de una u´nica interaccio´n, entonces las diversas interaccio-
nes tienen que poderse expresar, en esencia, utilizando el mismo formalismo
matema´tico.
Debido a que la gravitacio´n admite una formulacio´n geome´trica que ha
probado ser muy exitosa, la llamada relatividad general, se ha investigado
intensamente la posibilidad de geometrizar todas las interacciones. Eso sig-
nifica dos cosas. Primera: describir todas las interacciones en te´rminos de un
punto, o tal vez de una cuerda, y de lo que sucede en su inmediata vecin-
dad. Segunda: aplicar la metodolog´ıa de la relatividad general al estudio de
espacios extendidos que puedan reflejar estados internos de la part´ıcula.
Ese gran proyecto tiene un punto de partida muy natural que se desa-
rrolla en la segunda parte: expresar las leyes de Maxwell en el lenguaje de
la relatividad, que es aquella que estudia la reformulacio´n de las leyes de la
f´ısica en diferentes marcos de referencia. Esto lo haremos en los cap´ıtulos seis
y siete.
En el cap´ıtulo ocho introduciremos los elementos de geometr´ıa ba´sicos
que permiten entender los conceptos implicados en la versio´n geome´trica de
la gravitacio´n, cap´ıtulo nueve, para reformular, en la u´ltima parte, el elec-
4tromagnetismo en el mismo lenguaje de la gravitacio´n: derivada covariante
y curvatura.
La versio´n geome´trica moderna de todo lo anterior utiliza la estructura
matema´tica conocida como fibrado principal. Hemos introducido el tema en
los cap´ıtulos 10 y 11 sacando provecho de la sencillez del electromagnetis-
mo: el fibrado principal resultante es simplemente el producto cartesiano del
espacio-tiempo por el grupo U(1).
El presente trabajo se empen˜a en conectar las grandes ideas que mueven
la ciencia de las part´ıculas fundamentales con el sentido comu´n, con el ins-
tinto que movio´ a los creadores de los significados contextuales. Y tambie´n
representa un pequen˜o adelanto en el complicado arte de convertir intuicio-
nes difusas en ideas claras, precisas, bien formuladas y elegantes gracias al
denuedo de unos 5000 an˜os de cultura matema´tica. He procurado que los
prerrequisitos de f´ısica y de geometr´ıa sean lo mı´nimo posible, explicando
casi todo lo necesario. Pero a decir verdad, convendr´ıa al lector tomar para-
lelamente un curso de geometr´ıa diferencial.
Apreciado lector: sie´ntase libre de tomar la fuente Latex del presente
documento y de utilizarla, en todo o en parte, en original o modificada, para
hacer su propio material, que le quede a su gusto y medida.
Bogota´, Colombia Jose´ Rodr´ıguez
Junio 2008
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Cap´ıtulo 1
EL CAMPO
ELECTROMAGNETICO
La expresio´n ’campo electromagne´tico’ es un orgullo de la modernidad:
denota una gran unificacio´n entre cuatro interacciones bien diferentes: la
ele´ctrica, la magne´tica, la electrodina´mica (entre part´ıculas cargadas que se
mueven), y la o´ptica.
1.1. ELECTROSTATICA
El campo ele´ctrico es, por un lado, una gran abstraccio´n inventada para
explicar lo ma´s elemental de la conducta de la materia a nuestro alrededor.
Y por el otro, es un teor´ıa que ha podido ser actualizada hasta llegar a gozar
del respaldo de la naturaleza de una manera espectacular.
Reinventemos el campo ele´ctrico. Podemos empezar con una simple ob-
servacio´n: los gases se dejan comprimir. Gracias a eso tenemos neuma´ticos,
la gran idea que nos permite viajar en bicicleta o en carro como si fuese
en una nube. Los gases se dejan comprimir porque esta´n compuestos de pe-
quen˜as part´ıculas que se repelen con una fuerza finita y, seguramente, no
muy grande. Hoy sabemos que dicha fuerza no es elemental, pues se explica
como la resultante de fuerzas entre mole´culas. Decimos que una interaccio´n
es elemental cuando descomponer el esquema no adiciona ni sencillez ni po-
der explicativo. Creemos que la fuerza ele´ctrica entre electrones es elemental,
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pero no la fuerza ele´ctrica entre neutrones.
En nuestro intento de reinventar el campo ele´ctrico, denominemos a la
fuerza de repulsio´n entre part´ıculas como fuerza ele´ctrica. A las part´ıculas
que se repelen se denominan ’cargadas’, o sea que tienen una carga ele´ctrica,
la cual crea una fuerza de repulsio´n en otras cargas colocadas en su vecindad.
Cuando hablamos de fuerza ele´ctrica de repulsio´n, pensamos en dos part´ıcu-
las cargadas que se repelen. La idea de campo se crea as´ı: el campo ele´ctrico
es la fuerza experimentada por una carga de prueba de magnitud fija debido
a la presencia de otras cargas que se consideran inmo´viles. Como dicha fuerza
es un vector, cada carga modifica el espacio que la rodea poniendo un vector
en cada punto. Ese conjunto de vectores se llama campo ele´ctrico.
Vemos as´ı que nuestro campo repulsivo necesita como base a la teor´ıa
ato´mica. Dicha teor´ıa, inventada por Demo´crito de Abdera en el s.-v., en la
edad de oro de los griegos, se basa en dos elementos. Uno experimental, que
uno puede partir un pedazo de palo en dos partes y cada una de ellas en otras
dos y as´ı sucesivamente. El segundo elemento es teo´rico: que dicha divisio´n
no se puede seguir indefinidamente. La teor´ıa ato´mica es interesante por un
postulado filoso´fico que da realismo y universalidad al materialismo y que fue
proclamado au´n por los antiguos: todo lo que existe consta de a´tomos (Au´n
los dioses!).
Para pasar del materialismo ato´mico como sistema filoso´fico al atomismo
como reduccionismo cient´ıfico hay mucho trecho. Comencemos con el pro-
blema de explicar, basados en la teor´ıa ato´mica, por que´ hay tanta variedad
de objetos en el universo. Eso so´lo se pudo hacer con el advenimiento de la
qu´ımica que es el arte, el delicado arte, de obtener substancias casi puras
para poder as´ı estudiar sus propiedades. Se dice que John Dalton es el padre
de la teor´ıa ato´mica por haber formulado una versio´n cuantitativa de dicha
teor´ıa en 1808. El siguiente gran paso en esa direccio´n fue el dado por Dmitry
Ivanovich Mendeleiev al proponer en 1869 y 1871 la tabla perio´dica: hay unas
substancias ba´sicas que se diferencian entre s´ı por su peso ato´mico (referido
al peso del hidro´geno) y cuyas propiedades qu´ımicas son funcio´n perio´dica,
aunque algo difusa, de dicho peso.
Tenemos entonces unos a´tomos, los cuales existen en variadas versiones,
que se repelen en el gas. De hecho, eso demuestra que la interaccio´n repulsiva
no es la gravitacional, la cual es siempre atractiva. Adema´s, la fuerza de
repulsio´n entre part´ıculas debe ser much´ısimo ma´s fuerte que la gravitatoria,
pues si no fuese as´ı, la gravitatoria colapsar´ıa los cuerpos.
Pero no todos los cuerpos se dejan comprimir fa´cilmente. Tal es el caso
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del agua. Gracias a ello, el agua puede transmitir ondas sonoras por miles
de kilo´metros y, si no fuese por la contaminacio´n acu´stica, permitir´ıa que las
ballenas se comunicasen entre ellas a lo largo del Atla´ntico de un hemisferio
de la tierra al otro. Sera´ acaso que el agua no se deja comprimir por la
misma razo´n por la cual cada vez es ma´s dif´ıcil aumentarle la presio´n a un
neuma´tico? Podr´ıamos suponer entonces que la fuerza de repulsio´n tiene que
ser inversamente proporcional a alguna funcio´n decreciente de la distancia.
Pero si se trata tan so´lo de repulsio´n, entonces que´ mantiene pegadas a
las part´ıculas para que existan los so´lidos? Y por que´ hay que calentar a los
l´ıquidos para evaporarlos? y por que´ hay repulsio´n entre los a´tomos de agua a
corta distancia, para que impidan comprimirla, y atraccio´n a larga distancia,
para que al caer la lluvia y resbalar por la ventana, dos gotitas se peguen en
una sola? Y adema´s de todo, una gota de agua que cae sobre una plancha
caliente chisporretea encimita de ella pero sin pega´rsele hasta que se evapora
totalmente.
Dijimos de paso que las gotas de agua se atraen a corta distancia. De-
bemos reconocer por tanto que adema´s de interaccio´n de repulsio´n existe
interaccio´n de atraccio´n.
Atraccio´n y repulsio´n son te´rminos que describen una interaccio´n entre
elementos. Sucede dicha interaccio´n entre pares de elementos, entre tripletas
o entre todas las cargas al tiempo?
Pregunta cr´ıtica: Co´mo es posible que existan objetos cuya estructura
sea estable, una mesa, una botella, un libro, siendo que adema´s entre ellos
o entre sus partes no parece existir atraccio´n ni repulsio´n? A estos cuerpos
llame´moslos neutros.
1.2. ESPACIOS VECTORIALES Y DEMAS
Cualquier oficio crea su propio lenguaje para poder proceder con claridad
y eficiencia y la f´ısica-matema´tica no es la excepcio´n y en realidad es mucha
la terminolog´ıa oficial que uno utiliza, a lo mejor sin darse cuenta. Para
el neo´fito, eso puede ser un problema. Por eso, hemos insertado algunos
comentarios sobre prerrequisitos. Cada comentario empieza con el s´ımbolo
<<<<< y se termina con >>>>>. Tiene un t´ıtulo que indica su contenido.
Estos comentarios son muy comprimidos y so´lo pueden servir para recordar
los conceptos, a quienes ya lo saben, o para que el neo´fito tenga claridad
sobre que´ se requiere investigar en otros textos. El siguiente es el primer
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comentario.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Algebra lineal y : grupo, espacio vectorial, funcio´n escalar, base, transfor-
macio´n lineal, funcio´n vectorial, diferencial y gradiente.
Operaciones sobre conjuntos: se trata de generalizar la suma, la resta, la
multiplicacio´n y la divisio´n. Nos referimos a un conjunto no vac´ıo U .
Se denomina operacio´n interna o cerrada a cada funcio´n f : U ×U → U .
Cuando f es una operacio´n interna, se dice de f que opera sobre U y adema´s
que es binaria, pues opera sobre pares de elementos. Por ejemplo: La suma
es una operacio´n interna cuando opera sobre los naturales N , los enteros Z,
los reales R, los complejos C. Pero f(a, b) = (a+b)/7 no es operacio´n interna
sobre Z, pues f(1, 1) 6∈ Z. Tambie´n se dice que f no es cerrada.
Una operacio´n interna f puede cumplir o no cada una de las siguientes
propiedades:
- Asociatividad, cuando f puede extenderse a una operacio´n n-aria sin
problema alguno. Por ejemplo f(a, f(b, c)) = f(f(a, b), c) = f(a, b, c).
- Existencia de elemento neutro e que no hace nada: f(a, e) = f(e, a) = a
- Existencia de todos los inversos: para cada elemento a ∈ U existe un
elemento b ∈ U tal que f(a, b) = f(b, a) = e. A b se le denomina el inverso
de a.
- Conmutatividad, cuando el orden no importa: f(a, b) = f(b, a).
Decimos que (G, f) es un grupo si f es una operacio´n que es cerrada,
asociativa, tiene elemento neutro y para cada cual existe su inverso. Si adema´s
la operacio´n es conmutativa, al grupo se le llama conmutativo a Abeliano.
Es usual notar como (G,+) a un grupo conmutativo. Ejemplos de grupos:
los reales con la suma (R,+), los complejos con la suma (C,+). El conjunto
de los naturales con la suma (N,+) no es un grupo pues no existe en N
el inverso de −1. El conjunto de los reales con la multiplicacio´n (R,×) no
es grupo pues 0 no tiene inverso, pero los reales sin el cero, (R∗,×) si son
grupo. Las traslaciones forman un grupo Abeliano: la operacio´n binaria es la
composicio´n.
Debido a que la definicio´n de grupo es tan importante, es conveniente
hacer una reformulacio´n de su definicio´n en otra notacio´n que se usa casi
siempre exceptuando en lo´gica, donde se usa la anterior:
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Grupo : es un conjunto G provisto de una suma generalizada. Es decir
es un conjunto con una operacio´n binaria (que opera pares de elementos) ⊙
que cumple:
a. Es cerrada: si a ∈ G, y b ∈ G, entonces, a⊙ b ∈ G.
b. Es asociativa, o sea que se pueden operar tres elementos sin ninguna
ambigu¨edad:
a⊙ b⊙ c = (a⊙ b)⊙ c = a⊙ (b⊙ c)
c. Tiene un elemento neutro e , que como el cero de la suma, no hace
nada: a⊙ e = e⊙ a = a.
d. Cada elemento a tiene su inverso a−1 que restituye el elemento neutro:
a⊙ a−1 = a−1 ⊙ a = e
Si adema´s la operacio´n es conmutativa (a ⊙ b = b ⊙ a), al grupo se le
llama conmutativo o Abeliano.
Si se tiene un grupo (G, f) a una funcio´n g : A × G → G se le llama
operacio´n externa sobre U . Asumamos que A es no vac´ıo y A puede tener
estructura de grupo, pensemos en (R,+) (R∗,×) o en (C∗,×). La operacio´n
externa puede cumplir:
- Idempotencia: g(1, a) = a
- Indiferencia: g(α, g(β, a)) = g(α× β, a))
- Distributividad: g(α, f(a, b)) = f((g(α, a), g(α, b))
A una operacio´n externa g : E × G → G se llama multiplicacio´n escalar
si g es idempotente, indiferente y distributiva y si E es R o C. Tambie´n se
puede decir que los elementos de E operan sobre G como escalares.
Vectores y Espacio Vectorial : ’vector’ abstrae el concepto de despla-
zamiento, fuerza, velocidad, los cuales son objetos que se pueden representar
naturalmente en un plano o en el espacio tridimensional por medio de flechas
que salen del origen. En este caso nos referimos a fuerzas que se aplican sobre
un objeto puntual.
Resulta que todas las propiedades geome´tricas de los vectores dependen
de su comportamiento algebraico: los vectores se pueden sumar y restar entre
ellos y tambie´n alargar, o sea, multiplicar por una constante o escalar, que
puede ser un nu´mero real o complejo.
Informalmente: un conjunto no vac´ıo que tenga una suma, +, y una mul-
tiplicacio´n escalar, la cual no tiene notacio´n propia sino sobreentendida, es
un espacio vectorial si
1. El conjunto con su suma forma un grupo conmutativo: la suma es
cerrada (no produce basura), es asociativa (siendo binaria permite sin am-
bigu¨edades la suma de cualquier escogencia de n elementos), tiene un cero
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que no hace nada y tiene el concepto de inverso aditivo (con el cual la resta
se reduce a la suma del inverso aditivo) y es conmutativa.
2. La operacio´n multiplicacio´n por un escalar es compatible con la suma,
cumple la ley distributiva, y satisface los requerimientos de sentido comu´n: si
un vector se multiplica por 1 queda igualitico y si se alarga r veces y despue´s
s veces, es lo mismo que se alargara rs de una so´la vez.
Formalmente:
Decimos que (V,+,E) es un espacio vectorial sobre E si (V,+) es un
grupo y si E es igual a R o a C, y si E opera sobre G con multiplicacio´n
escalar.
El concepto de conjunto de nu´meros lo podemos extender al de conjunto
de escalares, que son objetos que se comportan como nu´meros: los reales, los
complejos, en general cuando (V,+, E∗) es un espacio vectorial, donde hemos
notado al elemento neutro de la suma como e y a E − {e} como E∗. No es
necesario que la multiplicacio´n sea conmutativa.
Funcio´n escalar: A las funciones que toman valores en los reales R o
en los complejos C, o en general en cualquier conjunto de escalares, se les
da el nombre de funciones escalares, como el peso, la masa, la rapidez, la
probabilidad, la amplitud (ver ma´s abajo). Si el dominio de la funcio´n es Rn
o Cn a la funcio´n se le denomina campo escalar. Si el dominio de la funcio´n
es un espacio de funciones, hablamos de un funcional. Ejemplos:
f(x) = x2
g(x) = senx
h(z) = z2
F (x, y, z) = x+ y − z
G(l) =
∫ 2
−8 l(x)dx
Las funciones f y g son funciones escalares reales, h es una funcio´n escalar
de variable compleja, F es un campo escalar (la variable z insinu´a nu´meros
complejos para h, pero significa la tercera coordenada ′z′ en la definicio´n de
F ) y G es un funcional.
A una funcio´n T de un espacio vectorial V en otro espacio vectorial W
que respete la suma y el alargamiento o multiplicacio´n escalar se llama una
transformacio´n lineal:
T (~u+ ~v) = T (~u) + T (~v)
T (λ~v) = λT (~v)
donde λ es un escalar, y ~u, ~v son vectores.
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Una funcio´n es transformacio´n lineal si y so´lo si su gra´fica es una l´ınea
recta, o un plano o un hiperplano (plano en n-dimensiones) que pasa por el
origen. Ejemplos:
1. f(x) = x2 no es lineal porque su gra´fica no es una l´ınea recta que pase
por el origen.
2. f(x) = 3x es transformacio´n lineal de R en R pues su gra´fica es una
l´ınea recta de pendiente 3 que pasa por el origen.
3. F (x, y) = 3x+4y si es lineal porque su gra´fica es el plano z = 3x+4y
que pasa por el origen, es decir, el origen (0,0,0) satisface la ecuacio´n del
plano: 0 = 3(0) + 4(0). Puede probarse adema´s que el vector (3, 4,−1) es
perpendicular a todo punto de dicho plano.
4. F (x, y) = (3x+ 4y, 8x− 7y) tambie´n es una transformacio´n lineal. Su
gra´fica es un plano de dos dimensiones en un espacio de 4 dimensiones y
(x, y, z, w) esta´ en dicho plano si z = 3x+ 4y y w = 8x− 3y.
Las transformaciones lineales pueden representarse en forma matricial. A
F le corresponde la matriz siguiente:
(
3 4
8 −7
)
Esta matriz opera sobre un vector (x, y)
(
3 4
8 −7
) (
x
y
)
produciendo lo que todos esperamos:
(
3x+ 4y
8x− 7y
)
Hay una correspondencia 1-1 entre transformaciones lineales ymatrices.
Base : es un conjunto de vectores de un espacio vectorial, con el cual
se puede reconstruir todo el espacio por medio de combinaciones lineales
(alargamientos y sumas), pero de manera u´nica.
Un espacio vectorial tiene infinidad de bases diferentes pero todas tienen
el mismo nu´mero de elementos. A dicho nu´mero se le llama dimensio´n. Esta
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definicio´n de dimensio´n concuerda con la del sentido comu´n para la l´ınea,
dimensio´n 1, para el plano, dimensio´n 2, para el espacio, dimensio´n 3 y para
el espacio-tiempo, dimensio´n 4.
Una transformacio´n lineal es conocida completamente si se conoce que
hace ella sobre una base.
A las funciones que toman valores en un espacio vectorial se denominan
funciones vectoriales. Si el dominio es igual al codominio y es Rn o Cn, a
la funcio´n se le llama campo vectorial. Un campo vectorial asocia a cada
punto del espacio un vector o una flechita. Ejemplos: el campo de velocidades
de un fluido, el campo gravitacional, el campo ele´ctrico, el campo magne´tico.
Todos ellos toman valores en R3. El campo electromagne´tico toma valores
en R6, puesto que a cada punto del espacio le asocia 2 vectores de R3, el
ele´ctrico y el magne´tico. Si los campos son variables, hay que agregar una
R al codominio, el cual hace las veces de reloj. Un operador es una trans-
formacio´n lineal de un espacio vectorial en s´ı mismo. Muy especiales son los
operadores sobre espacios de funciones. Ejemplos:
~F (~r) = ~F (x~i+ y~j) = ~F ([x, y]) = [x2, y − x]
G(g) =
∫
g(x)dx
F es un campo vectorial sobre R2 en tanto que G es un operador. Muchas
veces no se menciona el dominio del operador, sino que se asume como aquel
conjunto que es el ma´s grande que da sentido a la definicio´n del operador.
Trata´ndose de G, el dominio es el conjunto de todas las funciones que van de
R en R y que son integrables, es decir cuya integral de Riemann existe como
nu´mero finito. Dicho conjunto es un espacio vectorial de dimensio´n infinita.
Para ver que su dimensio´n es infinita pie´nsese en que cualquier monomio de
la forma y = xn, el cual no puede expresarse como combinacio´n lineal de los
monomios y = xm, m 6= n.
A una funcio´n escalar f se le asocia la diferencial df y el gradiente ∇f
de la siguiente manera:
∆f es el cambio que sufre la funcio´n f debido a un cambio ∆~u.
∆f = f(~v +∆~u)− f(~v)
Obervemos que ~v y ∆~u no tienen que ser en la misma direccio´n.
df es el cambio que sufre la funcio´n f debido a un cambio infinitesimal
en el argumento ~v, el cual se nota d~u. Puesto que d~u denota un cambio, se
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asume diferente de cero. Puede entenderse a df como el l´ımite de ∆f cuando
∆~u→ ~0:
df = f(~v + d~u)− f(~v)
f(~v + d~u) = f(~v) + df
f(~v +∆~u) = f(~v) + df + error
Se acostumbra a pensar que df es infinitesimal y que ∆f es el cambio
producido en f por un cambio minu´sculo en la variable de entrada. Sin
embargo, a veces ni se hace la diferencia.
Por ejemplo, si f denota el volumen de un cilindro con radio r y altura
h, df resulta ser el volumen de pintura necesario para pintarlo con una capa
de espesor dr en la pared lateral y de espesor dh en las tapas.
Los infinitesimales aparecen en nuestro discurso como elementos muy
subjetivos. Existen dos formalizaciones del concepto de infinitesimal y dife-
rencial, una del ana´lisis no esta´ndar basada en sucesiones infinitas de nu´meros
y otra en geometr´ıa diferencial, la cual es completamente operacional y ba-
sada en el concepto de que ’los a´rboles se conocen por su fruto’, es decir,
los objetos que se manejan se definen por lo que ellos hacen. Es la misma
directiva de la teor´ıa de distribuciones o funciones generalizadas.
Busquemos ahora la forma de calcular la diferencial para funciones de
varias variables. Bien sabemos que cuando una curva plana es suave, se puede
aproximar por su l´ınea tangente con pendiente m. En te´rminos oficiales:
Si tenemos una funcio´n f de R en R y adema´s se cumple que existe una
funcio´n lineal m de R en R tal que:
f(x+ h) = f(x) +m(h) + ǫ(x, h)
tal que ǫ/(h2)→ K,K ∈ R, si h→ 0
decimos que f es diferenciable. Por supuesto que la funcio´n lineal m es la
l´ınea tangente a la funcio´n pero como si el origen fuese el punto de tangencia:
m(h) = f ′(x)h. Obse´rvese que no estamos exigiendo solamente que el error
ǫ con que la l´ınea tangente aproxima a la curva f sea despreciable. Exigimos
que dicho error sea super-despreciable con respecto a la perturbacio´n en la
variable independiente. Eso permite sumar muchos errores, por ejemplo en
el teorema del cambio de variable en integracio´n, sin temor de que una suma
grande de errores pequen˜os se convierta en una amenaza.
Para generalizar al caso de argumentos con varias variables independien-
tes, en vez de la recta tangente y su pendiente, se tendra´ un plano o un
hiperplano y varias pendientes, una por cada eje. Se procede as´ı:
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Sea f una funcio´n de Rn en R. Considerando ~v fijo, la diferencial df es
el cambio en la salida de f debido a un cambio infinitesimal d~u en la entrada
de f :
df = df(~v, d~u) = f(~v + d~u)− f(~v)
En algunos casos df puede aproximarse por un plano o hiperplano tan-
gente. Concretamente, si existe una funcio´n lineal L de Rn en R tal que:
f(~v + ~u) = f(~v) + L(~u) + ǫ(~u)
tal que ||ǫ||/||~u||2 → K,K ∈ R, si ||~u|| → 0 entonces decimos que f es
diferenciable. (Hemos escrito el error de tal forma que la definicio´n se pueda
aplicar directamente a funciones de Rn → Rm). La funcio´n L tendra´ la
expresio´n correspondiente a un hiperplano que pasa por el origen:
L(~u) = L(u1, ...., un) = m1u1 + ....+mnun
y cada mi sera´ la pendiente del hiperplano tangente en la direccio´n de xi
mi = ∂f/∂xi
Al vector de las pendientes, o derivadas parciales, se denomina vector
gradiente y se nota ∇f :
∇f = [∂f/∂x1, ...., ∂f/∂xn]
Por lo tanto
L(~u) = L(u1, ...., un) = m1u1 + ....+mnun = ∇f · ~u
Por ejemplo, si f(x, y, z) = x−y+xyz entonces ∇f = [1+yz,−1+xz, xy]
el cual, evaluado en el punto [1,2,3] da el vector [7,2,2].
El vector gradiente de una funcio´n escalar f tiene una direccio´n y una
norma. La direccio´n apunta hacia el lugar en el cual la funcio´n f crece lo
ma´s ra´pido posible. Eso se argumenta as´ı:
∆f = f(~v +∆~u)− f(v) = L(∆~u) + ǫ(∆~u)
= ∇f ·∆~u+ ǫ(∆~u) = ||∇f || ||∆~u||cosθ + ǫ(∆~u)
donde θ es el a´ngulo entre el vector gradiente y el vector ∆~u. Para maxi-
mizar el valor del cambio de la funcio´n con respecto a la direccio´n tenemos
que dejar la norma de ∆~u fija pero que tienda a cero y variar so´lo su direc-
cio´n, es decir el a´ngulo θ. Eso implica maximizar el valor del coseno, que es
uno, y se produce cuando el a´ngulo θ es cero, o sea que el vector gradiente
debe ser paralelo al vector ∆~u. Por eso decimos que el gradiente indica la
direccio´n de ma´ximo crecimiento o ma´xima derivada direccional.
Si se trata de subir por un monte, los atletas ma´s bravos tomara´n la di-
reccio´n del gradiente (maximizacio´n del cambio debido a la direccio´n) pero
si el monte es ma´s inclinado, el esfuerzo sera´ mayor (efecto de la norma del
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vector gradiente). Similarmente, el calor fluye de donde haya ma´s tempera-
tura hacia donde haya menos. Por eso el calor no fluye en la direccio´n del
gradiente sino en direccio´n contraria.
Cuando una funcio´n F tiene derivadas de orden k y son continuas, decimos
que f es de clase Ck.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
1.3. UN PRIMER MODELO
En una bu´squeda de sencillez podemos estudiar el alcance de la teor´ıa
que consta de los siguientes postulados:
1. Las part´ıculas elementales generadoras de campo, denominadas cargas,
se dividen en dos clases. Denote´moslas + y -, positivas y negativas.
2.Cargas de igual signo se repelen, cargas de signo contrario se atraen.
3. La fuerza es radial y su magnitud es inversamente proporcional a alguna
funcio´n decreciente de la distancia.
Consideremos ahora el siguiente experimento: tomemos una peinilla de
pla´stico, la frotamos contra el cabello o contra la ropa, y despue´s la acercamos
a unos trocitos de papel. Vemos que la peinilla atrae a los papelitos. Cua´l
es nuestra explicacio´n? Que la peinilla era neutra como un todo, es decir,
que las cargas positivas se balanceaban con las negativas, pero por la friccio´n
algunas cargas pasaron de la peinilla al cabello y el balance de cargas se
rompio´. Quedo´ pues con un tipo de cargas en exceso. El papel tambie´n tiene
cargas, pues por ejemplo, al fabricarlo ocurre friccio´n con la maquinaria que
lo produce. Se da la casualidad de que los excesos de carga entre el papel y
la peinilla son de signo contrario y es por eso que se atraen.
De paso, conozcamos un problema te´cnico: las hojas de papel se pegan en
las fotocopiadoras y en las impresoras. Se pegan por la deficiencia de carga
y por la naturaleza polar del agua: aunque a gran escala las mole´culas de
agua son neutrales, las cargas que la componen tienen una magnitud y una
separacio´n que a corta distancia se crea un campo no nulo. Por lo tanto,
uno de los problemas que los fabricantes de papel tienen que resolver es el
siguiente: si no se carga ele´ctricamente al papel, e´ste no se repele y se pe-
gara´ en la fotocopiadora, pero si se carga mucho al papel, pues se repele, pero
puede ocurrir una chispa que queme todo. O bien, puede atraer demasiada
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humedad y bajar la calidad del papel. A los fabricantes de pegantes les toca
resolver el problema contrario: aumentar la capacidad de atraccio´n, lo cual
es ma´s fa´cil para pegantes l´ıquidos que para cintas adhesivas que tienen que
ser hidrofo´bicas.
Estas ideas de electricidad nacida de frotacio´n fueron las que le permi-
tieron a Willian Gilbert en 1600 la introduccio´n del te´rmino ’elektron’ que
en griego significa a´mbar para relacionar los feno´menos que nosotros denomi-
namos de electrosta´tica. El a´mbar y sus propiedades ele´ctricas que aparec´ıan
por frotacio´n ya fueron descritas por los griegos. Sin embargo, la asociacio´n
de electro´n con una part´ıcula elemental portadora de electricidad fue un in-
vento de Hendrik Antoon Lorentz en 1892. Pero el electro´n como realidad
experimental oficialmente vio´ la luz como resultado de investigaciones con
tubos de alto vac´ıo. Eso sucedio´ al puro final del siglo XIX, gracias a sir Jo-
seph Thompson y su equipo. La medicio´n de su carga fue hecha por Robert
Millikan en 1909 midiendo la desviacio´n que sufre una gota de aceite al ir
cayendo en la presencia de un campo ele´ctrico.
Bien, aunque nos parece que tenemos un cierto e´xito con nuestra teor´ıa
ato´mica, debemos aclarar que nuestra teor´ıa cuenta con un grave desperfecto:
si todas las cargas fuesen de un mismo signo, se repeler´ıan hacia el infinito.
Y si se balancearan en cuanto a signos, entonces, que´ impide que colapsen
y que todo sea irremediablemente neutral? As´ı que nuestra teor´ıa no puede
explicar los cuerpos neutrales que no se dejan comprimir. Tal vez podamos
hacerlo con cargas en movimiento, pero eso debera´ ser analizado ma´s tarde,
cuando sepamos la dependencia exacta de la fuerza con la distancia. Mientras
tanto, tenemos que an˜adir un nuevo postulado:
4. Existen cargas neutrales.
Este postulado es muy vergonzoso por la siguiente razo´n: estamos tratan-
do de dar cuerpo a la teor´ıa ato´mica. Pero ser neutro significa que ni atrae
ni repele. Por lo tanto, co´mo es posible que exista un cuerpo neutro que no
se deje comprimir y sea formado de a´tomos? Como si fuera poco, los cuerpos
neutros adema´s de no tener carga, deben tener propiedades ad hoc que nos
permitan dar la siguiente explicacio´n a los diferentes niveles de atraccio´n o
repulsio´n que se observan en la naturaleza:
Consideremos un dipolo, es decir, dos cargas de signo contrario que se
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fijan a una cierta distancia. Por supuesto que las cargas no se pueden fijar
en el vac´ıo, pero podra´n fijarse sobre un substrato neutro y que impida el
movimiento de las cargas. Decimos que el substrato es mal conductor. De
que´ forma un cuerpo neutro puede sujetar a una carga ele´ctrica sin atraerla
ni repelerla es algo que debemos no preguntarnos. Estudiemos ahora el cam-
po ele´ctrico creado por un dipolo. Gra´ficamente podemos ver que el dipolo
presenta un campo fuerte en su cercan´ıa pero de´bil en su lejan´ıa.
Para fijar ideas, imaginemos que nuestro dipolo tiene una carga +1 a la
izquierda y -1 a la derecha. El vector ~F representa la fuerza de repulsio´n
de una carga de prueba +1 colocada en un punto P del plano. El vector ~G
representa la fuerza de atraccio´n de la misma carga de prueba en el mismo
punto por la carga -1. Que´ es ~F + ~G? Es la diagonal del paralelogramo
generado por ~F y ~G y que parte del mismo ve´rtice, notada ~d. (Entre tanto
que ~F − ~G es la otra diagonal, notada ~D).
Para distancias grandes comparadas con la distancia entre las cargas del
dipolo tenemos que ~G es pra´cticamente −~F , por lo tanto tenemos las apro-
ximaciones ~d = ~F + ~G = ~F + (−~F ) = ~0 entre tanto que ~D = ~F − ~G =
~F − (−~F ) = 2~F . Inferimos que a lo lejos, el campo generado por un dipo-
lo, la resultante ~F + ~G = ~d, es de bastante menor magnitud que el campo
generado por una carga libre y u´nica.
Un dipolo produce un campo muy fuerte en su cercan´ıa. De hecho en
el centro del dipolo, el campo resultante es el doble del campo generado
por una sola carga, pues ~F = ~G y entonces ~d = ~F + ~G = ~F + ~F = 2~F .
Imaginemos ahora el problema de transportar iones a trave´s de la membrana
celular. Ella esta´ rodeada de iones a lado y lado y sin embargo a toda hora
hay transporte. No en vano, las ce´lulas transportan los iones por pares para
minimizar la energ´ıa gastada. Puede ser que un io´n salga y otro entre o bien
que dos iones de signo contrario entren o salgan.
Hemos podido demostrar que con cargas ele´ctricas de una misma magni-
tud podemos producir objetos que a la distancia se ven como neutros, pero
que a mediana distancia producen campos de una magnitud menor que la de
campos generados por una sola carga. Campos de variada magnitud se pue-
den construir regulando la distancia entre las cargas del dipolo o considerando
varios dipolos juntos, o desbalanceando el dipolo. En principio, entonces, po-
demos explicar los variados rangos de atraccio´n y de repulsio´n asumiendo que
hay cargas fundamentales todas con el mismo valor. Por supuesto, siempre y
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cuando se puedan formar estructuras neutras.
1.4. LA CUANTIZACION DE LA CARGA
Nuestro estudio del dipolo nos ha librado de introducir el postulado adi-
cional de que la magnitud de las cargas se mueve en un variad´ısimo rango.
Hemos removido dicho postulado demostrando que con juegos espaciales de
part´ıculas con la misma carga se pueden producir campos electrosta´ticos de
variada magnitud. Por lo tanto, inspirados en el postulado de que la natura-
leza debe ser sencilla, declaramos que las cargas vienen con signo positivo y
negativo y que todas las cargas fundamentales vienen con la misma magnitud.
Si Usted quisiera ponerle un poco de experimentacio´n a nuestro estudio,
explore las posibilidades que ofrece el caldo de gallina caliente. Resulta que
en la superficie del caldo aparecen nadando unos botoncitos de grasa. Algu-
nos botoncitos pueden fusionarse con otros, pero no todos: hay botoncitos
que se repelen, porque esta´n cargados con cargas de igual signo. Acaso encon-
trara´ Usted la forma de asegurarse que la fuerza de repulsio´n esta´ cuantizada?
Aunque hemos producido una sencillez conceptual muy poderosa, no deja
de ser preocupante el pensar que tal vez la naturaleza no sea tan simplista
como nosotros. En efecto, aunque la cuantizacio´n dicoto´mica de la carga es
una verdad experimental irreprochable, se encuentra un desaf´ıo en las mo-
dernas teor´ıas gauge: hay elementos, llamados quarks, que no pueden existir
en estado aislado y cuya carga ser´ıa de 1/3 o 2/3 la carga del electro´n.
1.5. LA LEY DE COULOMB
Nos parece muy agradable reconsiderar un experimento llevado a cabo por
Charles Augustin de Coulomb en 1786 para determinar la forma exacta de la
dependencia de la fuerza con la distancia. Para verificar y extender un estudio
de Joseph Priestley ejecutado en 1766 que anunciaba que la dependencia
deber´ıa de ser cuadra´tica, Coulomb utilizo´ una balanza de torsio´n.
Ese es un instrumento muy sencillo: se trata de un hilo que pende del
techo, al cual le colgamos una varilla mala conductora en posicio´n horizontal
y que forma un dipolo. Ponemos una carga de prueba en la cercan´ıa y obser-
vamos el comportamiento de la varilla horizontal: segu´n la ley de los signos,
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el hilo girara´ hasta que la atraccio´n o repulsio´n que viene desde afuera quede
balanceada por la fuerza ela´stica del hilo.
Lo que para un experimentalista suene como una dependencia ’cuadra´ti-
ca’, para un matema´tico o f´ısico idealista, eso no puede ser ma´s exacto que
aproximadamente cuadra´tica. Pero el matema´tico no puede quedarse ah´ı:
debe encontrar la manera de dilucidar el marasma que el mismo creo´. Para
lograrlo, necesitamos de los avances de la tecnolog´ıa.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Maquinaria pesada: divergencia de un campo, teorema de Gauss,
significado de la divergencia.
Al hablar de componentes en el espacio nos referimos con ~i, ~j, ~k las 3
direcciones fundamentales.
La divergencia de un campo con componentes (f, g, h) = f~i + g~j + h~k
es
∇ · (f, g, h) = ∂(f)/∂x + ∂(g)/∂y + ∂(h)/∂z (2)
Por ejemplo, si el campo es:
~F = (x, y − z, cosx)
entonces su divergencia es:
∇ · (x, y − z, cosx) = ∂(x)/∂x + ∂(y − z)/∂y + ∂(cosx)/∂z
= 1 + 1 = 2, el cual es un escalar, un nu´mero.
En el Teorema de Gauss tenemos que considerar un volumen V , circun-
dado por su frontera ∂V que es una superficie suave y orientable (a la cual se
le puede marcar sin ambigu¨edad cual es el exterior y cual el interior), y con
vector unitario normal hacia afuera ~n, un campo vectorial ~E cuya divergencia
es ∇ · ~E. En ese caso el teorema nos dice que:
∫
V
∇ · ~E =
∫
∂V
~E =
∫
∂V
~E · ~ndS (3)
No hay que dejarse asustar de esta expresio´n tan misteriosa. Si tenemos
en cuenta que la divergencia es un escalar, digamos que se trata de una
densidad, podemos decir que
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∫
V ∇ · ~E
corresponde a la integracio´n de dicho escalar o densidad por toda el vo-
lumen V . En suma, se trata de un cierto tipo de carga total esparcida por el
volumen V . Por otra parte, la expresio´n:∫
∂V
~E · ~ndS
puede interpretarse imaginando que ~E representa el campo de velocidades
de un fluido que atraviesa a V . En ese caso, la integral de dicho campo
vectorial sobre la frontera de V es el flujo total que sale de V . Entonces el
teorema de Gauss es un simple juego de contabilidad: el flujo total que sale
de V es el resultado de lo que le pase al campo en el interior de V . Busquemos
la forma de ser un poco ma´s expl´ıcitos.
Como hemos dicho, interpretamos el campo como la velocidad de un
fluido, entonces el flujo lo definimos como la cantidad de fluido que atraviesa
la superficie por unidad de tiempo. El flujo se calcula por una integral de
superficie. Al dividir el flujo que atraviesa una superficie cerrada entre el
volumen encerrado, tenemos flujo que sale de la superficie por unidad de
volumen. Al tomar el l´ımite cuando el a´rea de la superficie tiende a cero,
tenemos la divergencia del campo. Para ver esto en ma´s detalle, apliquemos
el Teorema de Gauss a una esfera para despue´s tomar el l´ımite del radio hacia
cero:
Sea S una esfera centrada en P , considerada con su volu´men interior y
sea ∂S su frontera. Tomando como ~n el vector normal exterior unitario a la
superficie, el cual es paralelo al radiovector de la esfera, el teorema de Gauss
no dice:∫
S ∇ · ~E =
∫
∂S
~E =
∫
∂S
~E · ~ndS
Pero si hacemos que el radio tienda a cero, entonces considerando que
la divergencia es una funcio´n continua podemos decir que sobre una esfera
microsco´pica la divergencia es constante e igual a su valor en el centro o sea
∇ · ~E(P ) y por lo tanto sale de la integral:∫
S ∇ · ~E =
∫
S∇ · ~EdV = ∇ · ~E(P )
∫
S dV
Tomando el otro lado del teorema, tenemos:
∇ · ~E(P ) ∫S dV = ∫∂S ~E
Despejando:
∇ · ~E(P ) = (∫∂S ~E)/ ∫S dV
En resumen: la divergencia es la tasa (microsco´pica) de flujo que sale
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de una superficie por unidad de volumen.
Podemos ahora parafrasear el Teorema de Gauss muy sencillamente: si se
tiene una superficie cerrada la cual es atravesada por un fluido, lo que salga
de su superficie es simplemente el resultado de lo que surja o se expanda en
su interior menos lo que se consuma o comprima. En particular, en todo lugar
de un campo ele´ctrico en el cual haya una carga, tenemos una fuente si la
carga es positiva y un sumidero si es negativa. En ambos casos la divergencia
no puede ser nula.
Adema´s de fuentes y sumideros, el fluido se puede comprimir o expandir
haciendo que su divergencia tampoco sea cero. Por ejemplo, un campo que
denota un fluido que marcha en la direccio´n Y y que se va comprimiendo es
el siguiente:
~F (x, y, z) = (0, 1/y, 0)
su divergencia es:
∇ · ~F = −1/y2
la cual no es nula en ningu´n lado.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
El siguiente teorema nos ayudara´ mucho para pasar de una dependencia
aproximadamente cuadra´tica a cuadra´tica.
Teorema 3: Si un campo radial tiene una dependencia aproximadamente
cuadra´tica inversa entonces: la divergencia del campo es cero fuera del origen
si y so´lo si tal dependencia es exactamente cuadra´tica inversa.
Quiza´s sirva aclarar que tener divergencia cero no implica ser radial ni
tener una dependencia cuadra´tica inversa. Por un ejemplo, un campo cons-
tante en el espacio tiene divergencia cero y sin embargo no tiene dependencia
cuadra´tica.
Demostracio´n:
Una dependencia cuadra´tica pura tendr´ıa la forma
~E(~r) = k‖~r‖−2~ru
donde ~ru es el vector unitario en la direccio´n radial. Dicho vector es ~ru =
~r/‖~r||, por lo tanto, la dependencia cuadra´tica pura toma la forma:
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~E(~r) = k‖~r‖−2~r/‖~r‖ = k‖~r‖−3~r
As´ı que una expresio´n aproximadamente cuadra´tica para un campo radial
, para ~r 6= ~0 ser´ıa:
~E(~r) = k‖~r‖−3−p~r = k‖~r‖−3−p(x, y, z)
Como estamos estudiando la desviacio´n con respecto a un cuadrado exac-
to, permitimos una ligera perturbacio´n: ese es el p (que en principio puede
ser cualquier valor). Al repartir queda como:
~E(~r) = k‖~r‖−3−px~i+ k‖~r‖−3−py~j + k‖~r‖−3−pz~k (3)
Calculemos la divergencia de este campo:
~E(~r) = k‖~r‖−3−px~i +k‖~r‖−3−py~j
+k‖~r‖−3−pz~k
Puesto que ‖~r‖ = (x2 + y2 + z2)1/2, la divergencia es entonces:
∇ · ~E = ∂/∂x(x‖~r‖−3−p) +∂/∂y(y‖~r‖−3−p) +∂/∂z(z‖~r‖−3−p)
= ‖~r‖−3−p +x(−3− p)‖~r‖−4−p(2x)/(2‖~r‖)
+‖~r‖−3−p +y(−3− p)‖~r‖−4−p(2y)/(2‖~r‖)
+‖~r‖−3−p +z(−3− p)‖~r‖−4−p(2z)/(2‖~r‖)
= 3‖~r‖−3−p +‖~r‖2(−3− p)‖~r‖−4−p/‖~r‖
Podemos ir concluyendo:
∇ · ~E = 3‖~r‖−3−p + (−3− p)‖~r‖−3−p (4)
∇ · ~E = −p‖~r‖−3−p (5)
Vemos entonces por el resultado (5) que la divergencia discrimina entre
una dependencia aproximadamente cuadra´tica y cuadra´tica exacta: en un
lugar no ocupado con la carga la divergencia de un campo aproximadamente
cuadra´tico inverso es cero si y so´lo si la dependencia es cuadra´tica inversa
exacta, es decir si p = 0.
Tenemos que inventarnos la forma demedir exactamente la divergencia
del campo ele´ctrico. Un disen˜o inmortal, debido a Franklin, el mismo del
pararrayos, y quien se baso´ en lo que se sab´ıa del campo gravitatorio, es el
siguiente:
1.5. LA LEY DE COULOMB 29
Al cargar una esfera hueca conductora, puede medirse el campo ele´ctrico
en cualquier punto de su interior y el resultado es cero. Eso so´lo es posible, y
lo demostraremos, cuando la fuerza siendo aproximadamente cuadra´tica tiene
una dependencia cuadra´tica exacta, o sea cuando su divergencia es cero.
En concreto, el experimento es as´ı: se tienen dos esferas conce´ntricas, con-
ductoras y conectadas por un alambre conductor. La esfera exterior esta´ com-
puesta de dos hemisferios. Se carga la esfera exterior. Se desconecta la esfera
interior. La esfera exterior se separa en sus dos mitades, y se investiga la
esfera interior para ver si tiene carga o no.
El resultado experimental es negativo: la esfera interior no se cargo´ porque
la esfera exterior no produjo ningu´n campo neto en su interior.
Veamos co´mo podemos demostrar que eso es posible en el u´nico caso en
el cual la dependencia aproximadamente cuadra´tica sea cuadra´tica exacta.
Consideremos pues las dos esferas conce´ntricas, la exterior y la interior.
El campo que existe en un punto determinado de la esfera interior es la
suma de todos los campos creados por todas las cargas de la esfera exterior.
Con el teorema de Gauss podemos probar que el campo en cualquier punto
de la esfera interior debe ser cero para el caso cuadra´tico y no cero para
cualquier otro caso aproximadamente cuadra´tico. En efecto: sea S la esfera
interior, considerada con su volumen interior y sea ∂S su frontera, la esfera
propiamente dicha a la cual nos estamos refiriendo por defecto. Tomando
como ~n el vector normal exterior unitario a la superficie, el cual es paralelo
al radiovector de la esfera, el teorema de Gauss nos dice:
∫
S
∇ · ~E =
∫
∂S
~E =
∫
∂S
~E · ~ndS (6)
Ahora bien, la simetr´ıa en la geometr´ıa del problema nos indica que ca-
da punto en la superficie de la esfera interior es indistinguible de cualquier
otro. Por tanto, el vector ~E no debe preferir ninguna direccio´n ni magnitud
sobre dicha superficie. Deducimos que debe ser un mu´ltiplo constante del
radiovector de la esfera interior y entonces el a´ngulo entre los dos debe ser 0.
Tenemos:∫
∂S
~E·~ndS = ∫∂S ‖ ~E‖‖~n‖cos(0)dS = ∫∂S ‖ ~E‖dS = ‖ ~E‖ ∫∂S dS = ‖ ~E‖(4π)‖~r‖2
En conclusio´n:
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∫
S ∇ · ~E = ‖ ~E‖(4π)‖~r‖2
Por tanto, puesto que el campo medido experimentalmente es cero, se
concluye que∫
S ∇ · ~E = 0
Ahora bien, puesto que se trata de despejar la divergencia del campo, hay
que encontrar la forma de sacarla de la integral: eso puede hacerse cuando
el radio es casi cero. Para un radio as´ı la divergencia es constante (pues es
continua) y sale de la integral:∫
S ∇ · ~E = ∇ · ~E
∫
S dS = 0.
De donde deducimos que
∇ · ~E = 0
que era lo que tanto hab´ıamos buscado, demostrando de esa forma que
es justo decir que la intensidad del campo ele´ctrico creado por cargas tiene
una dependencia cuadra´tica inversa exacta.
El me´rito del test recie´n estudiado es que es muy sensible pues segu´n
nuestra igualdad (5) es suficiente disminuir el radio de las esferas para hacer
que la divergencia crezca, si es que es no nula.
Los resultados experimentales, para 1971, dieron para p un valor menor a
10−15. Por lo tanto, es costumbre asumir sin aclaracio´n ninguna que el cam-
po decae cuadra´ticamente con la distancia con una dependencia cuadra´tica
exacta (lo cual ya no volvera´ a enfatizarse).
Nosotros hemos definido el campo ele´ctrico como una abstraccio´n para
explicar la repulsio´n de los a´tomos. Hemos caracterizado el campo ele´ctrico
como un campo que decae cuadra´ticamente. Por supuesto que tal decaimiento
se establecio´ experimentalmente para distancias del orden de un metro. Es
interesante saber si la ley se cumple en el resto del cosmos.
El campo magne´tico de Ju´piter, estudiado desde el punto de vista cua´ntico
en relacio´n con el campo ele´ctrico, ha permitido decir que por esos lados
tambie´n se cumple la misma ley. En general, no hay mucho intere´s entre los
astro´nomos en declararle la guerra a la ley cuadra´tica.
Y que´ pasa a la escala microsco´pica?
Los experimentos con choques de part´ıculas cargadas muy aceleradas de-
muestran que las leyes de atraccio´n y repulsio´n cuadra´tica se rompen a escalas
del nu´cleo ato´mico. Eso ha permitido descubrir y estudiar la naturaleza de
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otras fuerzas a las cuales se les da el nombre de nucleares. Acerca de dichas
leyes, las teor´ıas gauge se han mostrado muy elocuentes.
En cuanto a la forma cuadra´tica inversa de la gravitacio´n, podemos decir
lo siguiente: los experimentos que tenemos hasta hoy para la ley cuadra´tica
inversa de la ca´ıda de la fuerza gravitatoria se ha verificado so´lo hasta el de´ci-
mo de mil´ımetro. No se ha podido menos por la incapacidad de silenciar las
fluctuaciones ele´ctricas que son much´ısimo ma´s fuertes. Estos experimentos
han recibido renovado intere´s pues la teor´ıa de cuerdas postula que el espacio
es de ma´s dimensiones que 3 y que las constantes y fuerzas fundamentales
dependen del nu´mero de dimensiones del espacio y de su topolog´ıa, es decir,
si las dimensiones son cerradas, como en un anillo, o si son planas como en
una mesa.
La ley cuadra´tica nos permite ahora matizar mejor nuestro problema de
explicar la existencia de los cuerpos neutros. Como cargas de signo contrario
se atraen, la ley cuadra´tica predice que entre menor sea la distancia, la fuerza
de atraccio´n es mayor y tiende a infinito cuando la distancia tiende a cero.
Por lo tanto, todas las cargas deber´ıan neutralizarse mutuamente. Resulta
entonces un verdadero misterio entender por que´ existen cuerpos neutros que
se pueden cargar por friccio´n. Probablemente existan muchas maneras como
uno podr´ıa tratar de resolver este enigma, pero una muy sencilla y atractiva
es proponer que las cargas se estabilizan entre ellas por un efecto de campo
global.
Lamentablemente nuestra ilusio´n del campo global estabilizante carece
de fundamento: es imposible construir un campo ele´ctrico fijo (se denomina
campo electrosta´tico) que pueda mantener en equilibrio estable a una carga
ele´ctrica en el espacio vac´ıo. Para entender la razo´n de dicha proposicio´n
necesitamos algunos resultados matema´ticos.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
La funcio´n potencial.
Vimos anteriormente que a una funcio´n escalar diferenciable se le puede
asociar un campo vectorial, el campo gradiente, que en cada punto produce
un vector que indica la direccio´n en la cual la derivada direccional es ma´xima.
Para fijar ideas, pensemos en una funcio´n escalar f : R2 → R. Tal funcio´n
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la podemos representar como una montan˜a y podemos visualizar co´mo cae
la lluvia y su forma de deslizarse cuesta abajo. Cuando la montan˜a es muy
decente, la lluvia rueda en la direccio´n contraria al gradiente. El gradiente es
un campo en el piso, no es un campo que vaya encima de la montan˜a.
El problema del potencial es el inverso: dado un campo vectorial en el
piso, hay que construir una montan˜a tal que su gradiente reproduzca el campo
vectorial dado. Debe ser una montan˜a tal que cuando caiga la lluvia, ruede en
direccio´n contraria al campo dado, y con la misma magnitud. Si tal montan˜a
existe, a la funcio´n que la genera se llama la funcio´n potencial.
Por ejemplo, si el campo es
~F = (3− yz, 4− xz,−xz)
entonces su funcio´n potencial es:
φ = 3x+ 4y − xyz + k
La funcio´n potencial no puede averiguarse exactamente: siempre hay una
constante indeterminada, o ma´s bien, hay una constante que uno puede fijar
a gusto personal. Por eso, si en alguna teor´ıa con contenido f´ısico aparece un
potencial, los resultados observables no deben depender de dicha constante.
Se tiene una teor´ıa gauge con grupo de invariancia R.
No siempre existe la funcio´n potencial y, por tanto, no siempre puede ha-
blarse de grupo de arbitrariedades. Eso nos hace pensar que no hay ninguna
obligacio´n por parte de la naturaleza en que sus interacciones sean represen-
tadas por una teor´ıa gauge. Y por tanto, todas nuestras pretensiones han de
demostrarse.
Como ejemplo de un campo que no admite un potencial, consideremos
~F = (3y, 4x, 0) no tiene potencial. En efecto, si lo tuviera entonces ser´ıa φ y
se cumplir´ıa que:
~F = ∇φ = (∂φ/∂x, ∂φ/∂y, ∂φ/∂z) = (3y, 4x, 0)
Por tanto:
∂φ/∂x = 3y
∂φ/∂y = 4x
De la primera ecuacio´n se tiene despue´s de integrar
φ = 3yx+G(y, z)
Por consiguiente
∂φ/∂y = 3x+ ∂G(y, z)/∂y
Pero tambie´n debe ser igual a:
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∂φ/∂y = 4x
Por lo que resulta que 3=4. Contradiccio´n.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
Intriga: Un caso ejemplo concreto de una fuerza que no viene de un po-
tencial es el de la friccio´n. Este tipo de fuerza es disipativo, que por dema´s
produce calor, el cual puede ser indeseable o puede ser puesto a hacer algo
u´til, como en el caso que sigue. Existe un me´todo para soldar metales que es
como sigue: las piezas se liman bien por las junturas a ser soldadas. Se ponen
a girar en direccio´n contraria y se hace que friccionen. Se espera a que se
eleve la temperatura lo suficiente, digamos hasta cuando los metales brillen
al rojo, y entonces se para de girar, pero lo ma´s ra´pido posible y luego se
deja el conjunto quietecito. Al enfriarse el material, ya esta´ soldado.
Ahora bien, la friccio´n viene de la interaccio´n entre manojos de a´tomos y
mole´culas. Como e´stos no son fundamentales, no hay ningu´n problema en su-
poner que la friccio´n no es una interaccio´n fundamental. De donde sale dicha
interaccio´n? Nuestra u´nica opcio´n es suponer que la friccio´n puede explicarse
por la interaccio´n electromagne´tica entre sus constituyentes ba´sicos. Pero si
eso fuese as´ı, co´mo podemos explicar que de una interaccio´n fundamental
conservativa, como lo es el electromagnetismo entre part´ıculas fundamenta-
les, salga algo no conservativo, que disipa energ´ıa, como es la friccio´n?
Y como si fuera poco, sin friccio´n ser´ıa imposible caminar. Bueno, volva-
mos ahora a nuestra discusio´n.
Como la fuerza ele´ctrica tiene la misma forma que la gravitatoria, pues
tambie´n goza de la propiedad de tener una funcio´n potencial (la razo´n ma-
tema´tica consiste en tener ’rotacional cero’, expresio´n cuyo significado se
explicara´ ma´s luego): existe una funcio´n escalar φ tal que su gradiente es
igual al campo ele´ctrico:
−∇ · φ = E
El signo menos se debe a que el campo ele´ctrico es de repulsio´n, entre
cargas iguales, y apunta hacia donde el potencial decrece, mientras que el
gradiente apunta hacia donde el potencial crece. Con gravitacio´n sucede como
sigue: el gradiente sen˜ala la direccio´n por la cual suben los grandes atletas,
pero el campo da la direccio´n por donde resbala el agua, la cual es movida por
el campo gravitatorio, el cual apunta en direccio´n contraria al radiovector.
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Ya hemos visto que en el espacio vac´ıo la divergencia del campo ele´ctrico
es 0. En donde hay carga, revisando un ca´lculo anterior (4), la divergencia
de un campo radial con dependencia cuadra´tica inversa da ∞ −∞ que es
indeterminado. Aprovechamos esa indeterminacio´n para darle un valor que
nos convenga. Teniendo en cuenta que la divergencia es el flujo por unidad de
volumen, consideremos una esfera de radio r, por lo que el campo ele´ctrico
en cualquier parte de la superficie de la esfera tiene norma Q/r2 y es paralelo
al vector normal. Por consiguiente, el flujo es (Q/r2)×4πr2 = 4πQ el cual es
independiente del radio de la esfera. Usamos esa independencia para extender
la validez de nuestra discusio´n al caso r = 0. Podemos decir:
∇ · E = 4πQ (7)
Si la carga es cero, entonces la divergencia es cero. Por eso la ecuacio´n
anterior es perfectamente va´lida tanto para el espacio vac´ıo como para cuan-
do hay una carga en un punto determinado. Recalcamos que esta ecuacio´n
es equivalente a la ley de Coulomb de decaimiento cuadra´tico. Por eso se
considera que (7) es una ecuacio´n fundamental y la recordaremos como la
tercera ley de Maxwell. Formalicemos:
Teorema 8: Si un campo ele´ctrico tiene una dependencia inversamente
proporcional al cuadrado de la distancia (ley de Coulomb) entonces tambie´n
cumple la tercera ley de Maxwell:
∇ · E = 4πQ (9)
Como el campo es el gradiente de la funcio´n potencial φ, resulta que
∇ · E = ∇ · ∇φ = ∇2φ = 4πQ (10)
A esta ecuacio´n (10) se le llama la ecuacio´n de Poisson.
En una regio´n que no encierra ninguna carga, la divergencia es cero, en
te´rminos de potencial se reescribe:
∇2φ = 0 (11)
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La ecuacio´n resultante (11) se denomina la ecuacio´n de Laplace.
Permita´monos explicitar nuestra exigencia ba´sica gauge de realismo acer-
ca de nuestros formalismos: las leyes matema´ticas deben contener en todos
los sistemas de coordenadas la misma ley f´ısica. Nuestra ecuacio´n anterior
puede leerse de dos maneras: como la expresio´n de una ley f´ısica o como su
particularizacio´n en un sistema de coordenadas espec´ıfico.
Veamos: la expresio´n ∇ ·E representa la divergencia de un campo vecto-
rial. Es una cantidad f´ısica que no se refiere a ningu´n sistema de coordenadas
en particular. Pero si introducimos coordenadas espec´ıficas ya hemos pasa-
do a la particularizacio´n de la ley al sistema de coordenados tomado. Por
ejemplo, si las coordenadas son cartesianas, tenemos que
∇ · E = ∇ · (Ex, Ey, Ez) = ∂Ex/∂x +∂Ey/∂y +∂Ez/∂z
La ecuacio´n de Poisson representa una ley f´ısica si entendemos ∇2φ como
la divergencia del campo gradiente. Tanto la divergencia de un campo vec-
torial como el gradiente de una funcio´n escalar son entidades que existen
independientemente de todo sistema de coordenadas. Pero tan pronto pen-
semos en derivadas parciales con respecto a x y dema´s, ya estamos en un
sistema de coordenadas y nuestros resultados sera´n va´lidos para dicho siste-
ma. A una formulacio´n que no dependa de ningu´n sistema de coordenadas
se la llama formulacio´n intr´ınseca. Si depende de un sistema de coordenadas
se llama formulacio´n en coordenadas cil´ındricas o lo que corresponda.
En el espacio vac´ıo, la funcio´n potencial cumple la ecuacio´n de Laplace:
∇2φ = 0
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Funciones armo´nicas :
A una funcio´n φ que cumpla la ecuacio´n de Laplace ∇2φ = 0 se le llama
funcio´n armo´nica. Dichas funciones, que son escalares reales, tienen las
propiedades siguientes:
1. Una funcio´n armo´nica no puede tener extremos, ma´ximos o mı´nimos,
en una regio´n abierta libre de carga.
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2. Si una funcio´n es armo´nica en una regio´n libre de carga con frontera,
entonces tiene sus extremos sobre la frontera.
3. Si la funcio´n φ(x, y, z) satisface la ecuacio´n de Laplace, entonces el valor
promedio de φ sobre la superficie de cualquier esfera es igual al valor de φ en
el centro de la esfera. Es lo mismo que decir que un cuerpo esfe´rico atrae a
otro puntual como si toda la masa del cuerpo esfe´rico estuviese concentrada
en su centro.
Demostremos la primera propiedad por contradiccio´n: supongamos que
una funcio´n armo´nica φ tenga un extremo en P, que vamos a suponer que
sea un mı´nimo. Puesto que se trata de un extremo local, las primeras deriva-
das parciales deben ser cero y cada una de sus segundas derivadas parciales,
en cualquier sistema de coordenadas, debe ser positivo. La ecuacio´n de La-
place contiene del lado izquierdo la suma de las segundas derivadas puras,
∂2φ/∂x2,∂2φ/∂y2, ∂2φ/∂z2 y como cada una es positiva, su suma tambie´n lo
es, dejando de cumplir la ecuacio´n de Laplace.
Contradiccio´n.
Prueba de la segunda propiedad. Un dominio es compacto cuando todo
recubrimiento abierto tiene un subrecubrimiento finito. Eso es equivalente a
decir que toda sucesio´n tiene un subsucesio´n convergente a un punto dentro
del conjunto. Tambie´n es lo mismo que decir que el conjunto es cerrado, con
su frontera, y acotado, que se puede amurallar por una bola de radio finito.
Si la regio´n de definicio´n de la funcio´n armo´nica φ tiene frontera, entonces
todo el conjunto es compacto. Como φ es continua y su dominio es compacto,
entonces φ tiene que tomar sus valores extremos, existira´n puntos P y Q que
sean mı´nimo y ma´ximo. Como ellos no pueden estar sobre el interior del
dominio de φ, entonces deben estar sobre el borde.
Aclaremos eso de que una funcio´n continua definida sobre un compacto
toma sus valores extremos. Primero, pensemos que para la funcio´n f(x) =
1/x no existe ningu´n punto tal que en ese punto la funcio´n tome el valor
ma´ximo. En este caso, la funcio´n es continua sobre el abierto (0,1) pero no
es continua sobre el cerrado y compacto [0,1]. Consideremos ahora la funcio´n
f(x) = x definida sobre (0,1). La funcio´n f es creciente y el candidato para
el ma´ximo es 1, pero no existe en el dominio ningu´n P tal que f(P ) = 1. En
este caso la funcio´n es continua sobre un abierto, el cual no es compacto. Si
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tomamos como dominio [0,1], todo se arregla, pues f(1) = 1, y se tiene que
existe un punto P en el dominio de f tal que f(P ) ≥ f(x) para cualquier x
del dominio.
Que´ significa que la funcio´n continua tome sus extremos, digamos el ma´xi-
mo,Max? Eso significa que existe un punto P enK, el dominio de la funcio´n,
tal que Max = φ(P ) ≥ φ(x) para cualquier x ∈ K.
Entonces veamos la idea de la demostracio´n: supongamos que nuestra
funcio´n toma K y lo convierte en un subconjunto de los reales, acotado, li-
mitado por Max. En los reales, podemos armar una sucesio´n que converja a
Max pero cuyos elementos pertenezcan a la imagen de K. La imagen inversa
de dicha sucesio´n es una sucesio´n en K. Como K es compacto, tiene la pro-
piedad de que toda sucesio´n tiene una subsucesio´n convergente a un punto
dentro de K, por lo tanto, la imagen inversa de dicha sucesio´n contiene una
sucesio´n contenida en K, la cual tiene una subsusecio´n convergente. Ponga-
mos que sea P su l´ımite, el cual esta´ en K. Puesto que φ es funcio´n sobre K
entonces φ(P ) debe existir. Por construccio´n, φ(P ) debe ser ma´s grande que
todos lo dema´s valores de φ .
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
Ahora podemos probar de inmediato de que´ forma es imposible estabili-
zar un sistema de cargas por medio de un campo ele´ctrico fijo. Supongamos
que tenemos un campo electrosta´tico en el cual una carga positiva pueda estar
en equilibrio estable en algu´n punto, P. Puesto que la carga esta´ en equilibrio
estable, una ligera desviacio´n es restaurada por el campo. Pero para lograr
la estabilidad de la carga, el potencial debe ser menor en P que en una ve-
cindad infinitesimal que rodee a P, en particular sobre la superficie de una
cierta esfera. Pero por las propiedades de las funciones armo´nicas, eso no es
posible pues la estabilidad de la carga en P indica que el potencial tendr´ıa
un mı´nimo en P.
En conclusio´n, ninguna carga puede ser estabilizada por un campo elec-
trosta´tico, pues se violar´ıa la propiedad de las funciones armo´nicas.
Por consiguiente, desde el punto de vista de la teor´ıa ato´mica, implemen-
tada como electrosta´tica, es muy misteriosa la existencia de cuerpos estables,
38 CAPI´TULO 1. EL CAMPO ELECTROMAGNETICO
sean neutros o no. Esto ya era claro hacia 1920, produciendo un terreno fe´rtil
a la bu´squeda de nuevas visiones, resultado de lo cual la meca´nica cua´ntica
fue aceptada ipso facto por muchos, hacia 1928, exceptuando pensadores de
hilo fino, como Einstein. Naturalmente que tenemos que pasar ma´s luego a
considerar cargas en movimiento a ver ellas que dan de s´ı.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Blindaje antigravitatorio :
Tanto la fuerza gravitacional como la ele´ctrica decaen cuadra´ticamente.
Ambas admiten la nocio´n de potencial. Sin duda que ambas obedecen la ecua-
cio´n de Laplace. Sera´ acaso que dichas fuerzas son similares en todo? Si eso
es verdad, entonces podremos construir blindaje antigravitacional, semejante
al blindaje que se hace para aislar un aparato del ruido ele´ctrico proveniente
del exterior.
El blindaje ele´ctrico se explica como sigue:
Sea S la superficie que sirve de blindaje, la cual es una superficie cerrada,
compacta. Ella puede ser de papel aluminio, buena conductora y rica en
cargas. Ser buena conductora significa que toda ella esta´ en corto circuito, es
decir al mismo potencial, a potencial fijo y constante, si esta´ en equilibrio.
La ponemos en medio de un campo ele´ctrico cuya funcio´n potencial obedece
la ecuacio´n de Laplace. Como condicio´n de frontera para dicha ecuacio´n
tenemos el potencial sobre S. Pero, como ya dijimos, dicho potencial debe
ser constante en toda la superficie S pues de lo contrario e´sta no ser´ıa buena
conductora. Tenemos φ = φo sobre S.
Ahora bien, la ecuacio´n de Laplace tiene una solucio´n u´nica. Por lo tanto,
en el interior de S, φ(x, y, z) = φo satisface la condicio´n de frontera y tambie´n
la ecuacio´n de Laplace. Se deduce que ella es la solucio´n buscada. Pero si φ
es constante, su gradiente es cero y por consiguiente el campo ele´ctrico ~E =
−∇φ es cero. No hay campo: hemos demostrado que la existencia de blindaje
ele´ctrico es posible. Que´ nos proh´ıbe pensar en blindaje gravitacional?
Hemos propuesto una demostracio´n alternativa de que en el interior de
una esfera electrizada no hay campo ele´ctrico, siempre y cuando se satisfaga
la ecuacio´n de Laplace, la cual se cumple para campos cuya divergencia es
cero, lo cual es cierto para campos aproximadamente cuadra´ticos so´lo cuando
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la dependencia cuadra´tica es exacta.
Dijimos de paso que la ecuacio´n de Laplace tiene una solucio´n u´nica. Eso
no es obvio y su demostracio´n es como sigue: la ecuacio´n de Laplace es lineal.
Sean φ y ψ dos soluciones. La resta θ = φ− ψ tambie´n es solucio´n de dicha
ecuacio´n pero satisface la condicio´n de borde θ = 0 sobre S.
Ahora bien, la u´nica funcio´n que satisface tal problema es la funcio´n nula.
En efecto, una funcio´n constante no nula no satisface las condiciones de borde,
por tanto, decir que no es nula es lo mismo que decir que no es constante.
Como la solucio´n esta´ definida sobre un compacto, entonces tomar´ıa su valor
extremo, digamos en P. Dicho punto P no puede estar sobre S porque θ es
constante sobre S. Pero como θ es armo´nica, P no puede estar en el interior
de la regio´n bordeada por S. Es decir que P no puede existir en ningu´n lado,
o sea que P no existe. Contradiccio´n.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
Finalmente, tengamos en cuenta que la electricidad es una conquista con-
ceptual que unifica muy variados aspectos de la naturaleza. Veamos otro
ma´s.
La energ´ıa ele´ctrica puede almacenarse en un tanque al igual que el agua.
Esto se demostro´ gracias a que en la universidad holandesa de Leyden, Pie-
ter van Musschenbroek invento´ en 1745 el primer condensador europeo, la
botella de Leyden, o sea el primer tanque para almacenar electricidad. Es
probable que el primer condensador en el mundo fuese el Arca de la Alianza
de los Israelitas, que constaba de capas de oro separadas por madera resinosa
(Exodo 25:10) que formaban un diele´ctrico muy poderoso, permitiendo des-
cargas que pod´ıan matar a una persona (2 Samuel 6:6-7), quiza´s unos 20.000
voltios.
Descargas tan elevadas bien pueden inducirlo a uno a pensar que los
rayos y rela´mpagos son manifestaciones de naturaleza ele´ctrica. En efecto,
las corrientes de aire, unas para un lado y otras para el otro, representan
excelentes ocasiones para la friccio´n y la consecuente separacio´n de cargas.
Bell´ısimo el experimento de la cometa en 1752 por Benjamı´n Franklin, el cual
demuestra que los rayos son descargas ele´ctricas: al amenazar un atormenta
ele´ctrica se eleva hacia las nubes una cometa sujeta a un hilo buen conductor,
el cual termina en dos pedacitos de papel.
Se observa que los pedacitos de papel se repelen cada vez que se descarga
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un rayo: los rayos son descargas ele´ctricas que cargan el hilo y los pedacitos
de papel, causando que e´stos se repelan.
Explicar los rayos como un efecto de separacio´n de cargas por friccio´n es
algo que suena bien. Pero la satisfaccio´n plena so´lo se logra si en el laboratorio
se pueden producir descargas tan fuertes como los rayos parecen que lo sean.
Tal construccio´n la logro´ Van der Graff quien invento´ un generador, basado
en friccio´n, que lleva su nombre y que puede producir potenciales de millones
de voltios, cuyas descargas se utilizan para bombardear nu´cleos ato´micos y
estudiar el producto resultante.
1.6. ELECTRODINAMICA
Estamos buscando implementar la teor´ıa ato´mica con cargas ele´ctricas.
Ya hemos visto que con campos esta´ticos nos ha sido imposible explicar al-
go tan elemental como cuerpos neutros o estructuras estables: los a´tomos
son misterios para la electrosta´tica. En la presente seccio´n investigaremos
co´mo se comportan las cargas en movimiento, cuyo estudio se llama elec-
trodina´mica. En particular, nos encantara´ estudiar el modelo planetario del
a´tomo, para ver si se puede utilizar como piedra fundamental de estructura
neutra y estable.
Recordemos que el campo ele´ctrico es en mucho semejante al gravitacio-
nal. Puesto que hay r´ıos que corren desde los montes, quemando su energ´ıa
potencial, debera´ entonces existir corrientes ele´ctricas de un potencial ele´ctri-
co mayor a uno menor. Co´mo construiremos el equivalente ele´ctrico a los
montes en gravitacio´n? Pues ya hemos visto los condensadores, como el Arca
de la Alianza del 1500 antes de Cristo, las pilas de Volta, de 1800, y los gene-
radores de Van der Graff de 1931. Teniendo un generador, podremos producir
r´ıos de corriente ele´ctrica para estudiarla.
Entramos entonces a la elaboracio´n de la electrodina´mica, el estudio de
las cargas en movimiento. Un hecho impresionante es que la electrodina´mica
absorbe a las corrientes ele´ctricas, al magnetismo, a la o´ptica y por supuesto
a la electrosta´tica.
Las corrientes ele´ctricas nacieron histo´ricamente a ra´ız del descubrimiento
hecho por el fisio´logo Luigo Galvani en 1790 de que un escalpelo electrifica-
do causa contracciones en una pierna de rana. Fue debido a eso que Volta
dilucido´ que dos metales diferentes puestos en contacto pod´ıan servir de gene-
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radores para producir corriente (creaban migracio´n de cargas y por lo tanto,
diferencia de potencial). El estudio de la electrofisiolog´ıa tambie´n inspiro´ la
invencio´n del cable, construido por Werner von Siemens quien en 1847 fue
cofundador de la firma Siemens und Halske para la construccio´n de equipo
telegra´fico, la que despue´s se volvio´ simplemente la Siemens.
1.7. MAGNETISMO
El magnetismo nace de la experiencia corriente con imanes, los cuales
tienen polos por los cuales bien se atraen o bien se rechazan.
El primer experimento con magnetismo consiste en partir un magneto
con la intencio´n de separar los polos. El resultado es asombroso: cuando un
magneto se parte en dos, resulta otro magneto, el cual tambie´n tiene dos
polos. Nadie ha encontrado hasta el d´ıa de hoy la forma de separar los polos
de un ima´n. Sin embargo, la creencia en la existencia de monopolos, es decir
de polos separados que den origen al magnetismo, es muy atractiva porque
eso predecir´ıa inmediatamente la cuantizacio´n de la carga ele´ctrica.
En te´rminos de ca´lculo vectorial, el resultado negativo en la produccio´n
de monopolos lo expresamos imaginando las l´ıneas del campo magne´tico for-
mando figuras cerradas que denotan circulacio´n. Por supuesto que al cortar
un ima´n y separar sus pedazos, las l´ıneas se reorganizan en curvas cerra-
das que de todas formas se cierran por los polos correspondientes. En otra
terminolog´ıa, las l´ıneas so´lo circulan pero no tienen nacimiento ni muerte.
En nuestra terminolog´ıa oficial, el campo magne´tico tiene divergencia
cero. Denotaremos al campo magne´tico por el s´ımbolo ~B y tenemos la ley que
dice que el campo magne´tico so´lo circula, pues no tiene fuentes ni sumideros,
ni compresiones, ni expansiones:
∇ · ~B = 0 (12)
Esta ley (12) se considera fundamental y figura como la cuarta ley de
Maxwell.
El segundo experimento importante consiste en demostrar que la electri-
cidad esta´tica y el magnetismo son cosas muy diferentes. Eso se demuestra
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muy fa´cilmente cargando una peinilla de pla´stico, probando que atrae papel
y despue´s mirando a ver si el ima´n atrae o no al papel o a la peinilla. El
experimento es un fracaso: el magnetismo y la electrosta´tica son en principio
diferentes.
En 1819 Hans Christian Oersted descubrio´ que una corriente ele´ctrica
creaba un campo de naturaleza vectorial, pues atra´ıa la aguja de una bru´jula
si el alambre por donde flu´ıa la corriente era paralelo a la aguja y la corriente
iba en un cierto sentido. Porque si se cambiaba el sentido de la corriente la
aguja se deflectaba hacia el otro lado. Naturalmente que dicho campo debe
llama´rsele magne´tico.
El experimento decisivo para dilucidar que´ relacio´n existe entre las cargas
y la corriente ele´ctrica consiste en demostrar que cargas colocadas sobre un
aislante en forma de disco y puestas en movimiento pasivo, cuando el disco
gira, generan exactamente el mismo tipo de feno´menos que una corriente
ele´ctrica. Ese experimento fue llevado a cabo por Henry Rowland en 1878 y
demostro´ que una carga en movimiento genera un campo magne´tico, es decir,
que deflectaba una aguja imanada colocada apropiadamente. Se considera
que su montaje experimental es fenomenal porque ten´ıa que medir un campo
magne´tico que era 5 o´rdenes de magnitud menor que el de la tierra.
Por otro lado, ya desde 1830, Faraday hab´ıa descubierto la induccio´n elec-
tromagne´tica. Hacia 1840 James Prescott Joule y Hermann Ludwig Ferdi-
nand von Helmholtz probaron que la electricidad es una forma de energ´ıa que
adema´s se conserva. Que dicha energ´ıa se disipa ya hab´ıa sido probado por
Georg Simon Ohm en 1827 con su famosa ley de Ohm: la energ´ıa consumida
por una resistencia es proporcional a la corriente que la atraviesa. En 1855
James Clerck Maxwell propuso sus ecuaciones. Estas ecuaciones predec´ıan la
existencia de ondas, algo que pudo ser verificado en 1888 por Heinrich Rudolf
Hertz. En 1896 Guglielmo Marconi produjo el primer tele´grafo inala´mbrico.
Las ondas eran consideradas perturbaciones de un medio llamado e´ter. El ex-
perimento de Michelson y Morley demostro´ que el tal e´ter era una fantas´ıa y
en 1905 aparecio´ la teor´ıa de la relatividad, que sin duda puede considerarse
como una hija histo´rica del electromagnetismo.
La teor´ıa matema´tica del electromagnetismo empieza con la formulacio´n
de las leyes de Maxwell. Para digerirlas con alegr´ıa nos conviene mejorar
nuestro entendimiento de un concepto muy importante, el rotacional, y de
un teorema que lo ayuda a aclarar.
1.7. MAGNETISMO 43
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Importante: el rotacional y el teorema de Stokes.
La corriente ele´ctrica que nos llega por cable es para todos el ejemplo
ma´s evidente de lo u´til que pueden ser las cargas en movimiento. El cableado
por el que transita la corriente forma una red cuyo bloque elemental es un
circuito, es decir que se obliga a la corriente a recorrer un camino cerrado.
Pues bien, una corriente ele´ctrica es un r´ıo de electrones en movimiento. Ohm
determino´ que la corriente crea calor, es decir, desgasta su energ´ıa. Por con-
siguiente, la corriente debe ser mantenida por alguna fuente de energ´ıa. Con
el advenimiento de la superconduccio´n, pudimos hacer circular una corriente
por una camino cerrado sin gastar energ´ıa de mantenimiento. Pero sucede
que en muchos casos de la vida real, a uno le gusta despreciar la energ´ıa gas-
tada por la resistencia del cable y en esa caso uno puede aplicar el teorema
de Stokes. Veamos pues su enunciado y su significado.
Consideremos un objeto que flota en el agua de un r´ıo. A medida que el
agua se lo lleva, el objeto va rotando porque el agua, en contacto ı´ntimo con
toda la superficie del objeto, produce un efecto rotacional. Podemos predecir
exactamente cuando un r´ıo hara´ que los objetos semisumergidos roten al
avanzar. Eso se logra gracias a un dispositivo que se llama el rotacional.
Dado un campo vectorial ~F definimos el rotacional de ~F = (P,Q,R), si
existe, como
∇× ~F = (∂/∂x, ∂/∂x, ∂/∂x, ) × (P,Q,R)
= (∂R/∂y − ∂Q/∂z)~i − (∂R/∂x − ∂P/∂z)~j + (∂Q/∂x − ∂P/∂y)~k
El rotacional de un campo vectorial es un vector. Para entender su signifi-
cado, calculemos el rotacional de un campo vectorial que forme un remolino.
El ma´s sencillo es F = (−y, x, 0) y su rotacional es:
∇× ~F
= (∂0/∂y − ∂x/∂z)~i − (∂0/∂x − ∂(−y)/∂z)~j + (∂x/∂x − ∂(−y)/∂y)~k
= (0− 0)~i− (0− 0)~j + (1 + 1)~k
= 2~k
Vemos que este remolino que remolinea horizontalmente en direccio´n con-
traria a las manecillas del reloj tiene un rotacional no nulo que apunta hacia
arriba. Por lo tanto, la mismı´sima naturaleza de remolino ha sido captada
por el rotacional.
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Debemos aclarar que un r´ıo puede hacer girar un objeto flotante aunque
no haya un remolino a la vista. Basta con que haya un gradiente de veloci-
dades, o sea que en un lado del objeto el agua tenga una velocidad menor
que en el lado opuesto, y aunque ambas velocidades sean paralelas, el objeto
tendera´ a rotar a medida que avanza. Por que´? Porque si ponemos un sis-
tema de coordenadas que avance a la velocidad promedio, que es a la cual
avanza el objeto, se vera´ que si en un lado la velocidad relativa tira para un
lado entonces en el otro lado, la velocidad relativa tira para el lado contrario,
creando as´ı un par de fuerzas en remolino. Calculemos el rotacional de un
campo de ese tipo.
Sea ~F = (0, x, 0). Para x > 0 este campo denota un r´ıo que avanza
paralelo al eje ’Y’ pero su velocidad aumenta a medida que nos alejamos de
dicho eje. Su rotacional es:
∇× ~F =
= (∂0/∂y − ∂x/∂z)~i − (∂0/∂x− ∂0/∂z)~j + (∂x/∂x − ∂0/∂y)~k
= (0− 0)~i− (0− 0)~j + (1)~k
= ~k
lo cual dice que habra´ una rotacio´n cuyo eje sera´ el eje ’Z’.
Stokes divulgo´ un teorema que lleva su nombre ( y que el no invento´) y
que tiene un significado muy gra´fico: cuando un objeto semisumergido en un
r´ıo rota, todo sucede como si hubiese una cuerda que hiciera rotar al objeto, y
au´n ma´s, podemos poner la cuerda precisamente sobre la frontera que separa
la parte sumergida de la emergente. Ma´s oficialmente:
Sea una superficie S que sea simplemente conexa, (que no tenga huecos,
y por consiguiente cada curva cerrada se pueda encoger hasta desaparecer).
S tiene un borde γ que es una curva que no tiene demasiadas puntas. Sea un
campo vectorial ~F que cubre un dominio abierto en R3 que encierra a S y
que se le pueda definir el rotacional, el cual ha de ser continuo. Entonces se
cumple que:∮
γ
~E =
∫
S∇× ~E
Todos esos garabatos tienen un significado muy directo. El primer te´rmino,∮
γ
~E se llama una integral cerrada, y se llama as´ı pues se trata de un camino
cerrado γ. El campo ~E tiene unidades de fuerza y toda la integral representa
trabajo, o sea energ´ıa, que se gasta para recorrer el camino cerrado γ una
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vuelta completa en contra del campo ~E.
El segundo te´rmino,
∫
S∇× ~E, toma el rotacional y lo integra sobre toda
la superficie semisumergida. El rotacional es un dispositivo microsco´pico e
indica si localmente, o sea microsco´picamente, el campo ~E tiene capacidad de
hacer rotar a un objeto con el cual entre en interaccio´n. El campo puede tener
un rotacional en un lado que sea contrario al que haya en otro de tal forma
que es dif´ıcil predecir que´ pasara´ en definitiva con el objeto semisumergido,
si rotara´ o no. La integral es una sumatoria y en este caso, la integral del
rotacional sobre toda la superficie de interaccio´n nos dice que pasara´ en
definitiva.
Por lo tanto el teorema de Stokes nos dice con toda sencillez: los efectos
microsco´picos del campo sobre la superficie de un objeto semisumergido en
el campo se suman unos con otros haciendo que el objeto tenga un patro´n
definido de rotacio´n. Pero hay que ver que el eje de rotacio´n no nos lo dice el
teorema de Stokes. Dicho teorema tan so´lo dice que el campo, como portador
de energ´ıa esta´ en capacidad de entregarle energ´ıa al objeto semisumergido
o de ofrecer resistencia en contra de un rotacio´n inducida. La tal energ´ıa se
puede calcular muy fa´cilmente recorriendo el borde del objeto que separa la
parte sumergida de la emergida, que es el camino γ, y mirando que tanto
trabajo hay que hacer para recorrer el camino en contra del campo.
El teorema de Stokes nos permite refinar nuestro entendimiento del rota-
cional. Supongamos que tenemos un campo que tiene un remolino, digamos
el campo ya descrito como F = (−y, x, 0). Imaginemos que el campo pue-
de interactuar con los electrones de un alambre circular de cobre, poniendo
los electrones a girar alrededor del alambre, creando una corriente ele´ctrica.
Nos preguntamos co´mo debemos orientar el alambre para obtener la ma´xima
corriente posible.
Para maximizar la corriente lo que tenemos que hacer es maximizar el
recurso energe´tico que hace mover los electrones. La energ´ıa esta´ dada por la
integral cerrada
∮
γ
~E y tenemos que encontrar la forma de orientar a γ para
que dicha energ´ıa sea ma´xima.
Este problema tan complicado se resuelve ra´pidamente gracias al teorema
de Stokes, si tenemos en cuenta que el alambre encierra una superficie que
es un c´ırculo S:∮
γ
~E =
∫
S ∇× ~E
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como el rotacional es 2~k nos queda:∮
γ
~E =
∫
S 2
~k
Tenemos que maximizar esta integral cuadrando la orientacio´n del alam-
bre que hace las veces de antena. Hab´ıamos dicho que la integral de un campo
sobre una superficie se puede entender como el flujo que atraviesa la super-
ficie. En este caso el flujo es el debido al rotacional que es 2~k y que apunta
hacia arriba.
Razonamos entonces diciendo: para maximizar el flujo que atraviesa el
c´ırculo encerrado por el alambre tenemos que orientar al alambre para que
el c´ırculo abarque la ma´xima cantidad de campo. Es decir, debemos orientar
el alambre perpendicularmente al eje ’Z’, que esta´ en la misma direccio´n del
rotacional.
Nos atrevemos entonces a generalizar el resultado particular anterior y
decimos informalmente: el rotacional de un campo vectorial es un vector
cuya norma indica si hay un efecto local de rotacio´n y cuya direccio´n indica
la forma en la cual hay que orientar una antena para extraer del campo la
ma´xima energ´ıa posible.
Recordando que las antenas de radio necesitan ser orientadas para que
funcionen bien, debemos esperar que en las leyes del electromagnetismo apa-
rezcan rotacionales de cuando en cuando.
A los te´rminos de la forma
∂(∂φ/∂z)/∂y = ∂2φ/∂z∂y
se le llaman derivadas mixtas o cruzadas.
Probemos ahora un resultado u´til: el rotacional del gradiente de una fun-
cio´n escalar es siempre cero con so´lo garantizar que sus segundas derivadas
cruzadas sean continuas y por lo tanto iguales
Todas esa condiciones de continuidad siempre se asumen por defecto y a
veces no se mencionan pues se cumplen sin mayor problema. Por ejemplo, si
f(x, y) = x3y2 entonces
∂f/∂x = 3x2y2
∂2f/∂y∂x = 6x2y
Por otro lado, obtenemos el mismo resultado derivando en orden inverso,
lo cual ilustra que las derivadas cruzadas son iguales:
∂f/∂y = 2x3y
∂2f/∂x∂y = 6x2y
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Ahora, sea φ la funcio´n escalar cuyo gradiente es:
∇φ = (∂φ/∂x, ∂φ/∂y, ∂φ/∂z)
Si un campo vectorial es ~F = (P,Q,R) entonces su rotacional es:
∇× ~F =
= (∂R/∂y − ∂Q/∂z)~i − (∂R/∂x − ∂P/∂z)~j + (∂Q/∂x − ∂P/∂y)~k
Por lo tanto,
∇×∇φ = (∂(∂φ/∂z)/∂y−∂(∂φ/∂y)/∂z)~i−(∂(∂φ/∂z)/∂x−∂(∂φ/∂x)/∂z)~j+
(∂()∂φ/∂y/∂x − ∂(∂φ/∂x)/∂y)~k
Vemos que el ca´lculo del rotacional del gradiente en cada coordenada se
encuentran las derivadas cruzadas las cuales se han supuesto iguales y se
aniquilan, dando como rotacional el vector cero: ~0. Hemos demostrado que,
con las condiciones dadas,
∇×∇φ = 0
lo cual se lee: el rotacional de un gradiente de una funcio´n escalar siempre
es cero.
Pero carambas, eso pareciera implicar que cuando una hoja de un arbol
cae en la tierra, ella deber´ıa caer sin rotar. Pero eso no es cierto. La razo´n es
que la tierra gira y para ese caso no es va´lido nuestro teorema.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
Amable lector, permı´tame proponerle ahora la siguiente intriga para que
logre entender mejor el teorema de Stokes:
El campo ele´ctrico ~E admite un campo escalar φ, el potencial electrosta´ti-
co, del cual es el gradiente, ~E = ∇φ. Puesto que el rotacional de todo gra-
diente es cero ∇×∇φ = 0 (que equivale a decir que las segundas derivadas
cruzadas del potencial son continuas e iguales), por el teorema de Stokes
ningu´n campo electrosta´tico puede crear una corriente circular. En efecto, el
campo ele´ctrico es una funcio´n vectorial definida en cualquier parte donde
no haya carga. Las cargas son puntuales y son finitas en nu´mero. Por tanto,
el conjunto que queda de quitar de R3 los puntos ocupados por las cargas es
simplemente conexo. Eso quiere decir que cada curva cerrada puede encoger-
se hasta desaparecer totalmente. Sea γ una curva cerrada y S la superficie
creada por un proceso de encogimiento hasta desaparecer. Tenemos:∮
γ
~E =
∫
S ∇× ~E =
∫
S∇×∇φ =
∫
S 0 = 0
Por tanto, el campo ele´ctrico no puede hacer trabajo circulatorio y por
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consiguiente no podra´ mover ninguna corriente circulante. Eso implica que
las pilas ele´ctricas no podr´ıan generar corriente en un circuito ele´ctrico. Lo
cual es una gran falsedad. Co´mo se soluciona este misterio?
El teorema de Stokes forma con el teorema de Gauss una herramienta
para el ca´lculo vectorial supremamente poderosa con ilimitadas aplicaciones.
Sus demostraciones pueden encontrarse en cualquier libro de ca´lculo vecto-
rial o de electromagnetismo. Hay adema´s una identidad del ca´lculo vectorial
que vamos a necesitar y que se relaciona mucho con estos dos teoremas: es
la fo´rmula de integracio´n por partes en varias dimensiones. Vea´mosla, pues
la necesitaremos para un resultado importante del ca´lculo variacional con
respecto al campo electromagne´tico.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
La fo´rmula de integracio´n por partes
Una versio´n liberal de la fo´rmula de integracio´n por partes en una variable
dice as´ı:∫ b
a udv = uv|ba −
∫ b
a vdu
fo´rmula que se deriva de la regla del producto: si u, v son integrables y
con derivada en un intervalo abierto que contenga el intervalo (a,b), entonces
d(uv) = (du)v + udv
udv = d(uv)− (du)v
Integrando obtenemos:∫ b
a udv =
∫ b
a d(uv)−
∫ b
a vdu
y aplicando el primer teorema fundamental del ca´lculo, se obtiene:∫ b
a udv = uv|ba −
∫ b
a vdu
que es una fo´rmula que intercambia los roles de u y v en una integracio´n
en la cual hay multiplicaciones de varios te´rminos.
Necesitaremos saber co´mo se extiende esta fo´rmula a funciones y domi-
nios con varias variables. Debemos reemplazar el dominio de integracio´n y
derivacio´n de un intervalo por un conjunto de dimensio´n n -pero no cualquier
conjunto, sino uno que no ponga problema ni para derivar parcialmente, ni
para integrar tanto en volumen como en superficie. Sera´ suficiente si el con-
junto es acotado, sin huecos y si esta´ bordeado por una superficie suave, que
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tenga vector normal bien definido en todo lado. (Se conocen generalizaciones
sobre condiciones mucho ma´s de´biles.)
Supongamos entonces que Ω es un conjunto abierto de ℜn acotado por
una frontera que es suave (su parametrizacio´n es diferenciable). Si u y v son
dos funciones escalares tal que ellas y sus derivadas parciales son integrables
sobre Ω y sobre su frontera ∂Ω, entonces la fo´rmula de integracio´n por
partes dice as´ı:
∫
Ω
∂u
∂xi
vdx =
∫
∂Ω uv~νidσ−
∫
Ω u
∂v
∂xi
dx
donde dx es el elemento de integracio´n en ℜn, dσ es el elemento de inte-
gracio´n sobre ∂Ω que es la superficie que bordea a Ω, ~ν es el vector normal
hacia afuera de la superficie y ~νi es la i-e´sima componente de ~ν.
Reemplazando v por ~vi para un campo vectorial ~v se obtiene:∫
Ω
∂u
∂xi
~vidx =
∫
∂Ω u~vi~νidσ−
∫
Ω u
∂~vi
∂xi
dx
y sumando sobre i desde 1 hasta n, obetenemos:
∫
Ω∇u · ~vdx =
∫
∂Ω u~v · ~νdσ−
∫
Ω u∇ · ~vdx
donde ∇ representa el operador gradiente.
Si ponemos u = 1 obtenemos:∫
Ω∇1 · ~vdx =
∫
∂Ω 1~v · ~νdσ−
∫
Ω 1∇ · ~vdx
es decir
0 =
∫
∂Ω ~v · ~νdσ−
∫
Ω∇ · ~vdx
que tambie´n se puede escribir como∫
∂Ω ~v · ~νdσ =
∫
Ω∇ · ~vdx
o bien
∫
∂Ω ~v =
∫
Ω∇ · ~v
que es el teorema de la divergencia o de Gauss.
Si partimos de∫
Ω∇u · ~vdx =
∫
∂Ω u~v · ~νdσ−
∫
Ω u∇ · ~vdx
y reemplazamos ~v por un gradiente ∇v teniendo en cuenta que ∆ denota
el operador Laplaciano de segundas derivadas, obtenemos:
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∫
Ω∇u · ∇vdx =
∫
∂Ω u∇v · ~νdσ−
∫
Ω u∆vdx
que se denomina la primera identidad de Green.
Como vemos, la integral por partes es algo muy poderoso, as´ı que revise-
mos los pasos operacionales de su demostracio´n.
Para demostrar que∫
Ω
∂u
∂xi
vdx =
∫
∂Ω uv~νidσ−
∫
Ω u
∂v
∂xi
dx
es suficiente demostrar que∫
Ω
∂M
∂xi
dx =
∫
∂ΩM~νidσ
pues poniendo M = uv se tiene∫
Ω
∂(uv)
∂xi
dx =
∫
∂Ω uv~νidσ
y elaborando la regla de derivacio´n de un producto obetenemos:∫
Ω
∂u
∂xi
vdx +
∫
Ω u
∂v
∂xi
dx =
∫
∂Ω uv~νidσ
por lo que∫
Ω
∂u
∂xi
vdx =
∫
∂Ω uv~νidσ−
∫
Ω u
∂v
∂xi
dx
que es la integracio´n por partes.
Demostremos entonces que∫
Ω
∂M
∂xi
dx =
∫
∂ΩM~νidσ
Para fijar ideas, pensemos que estamos en el espacio tridimensional y que
aplicamos la fo´rmula tomando la derivada parcial con respecto a la direccio´n
z.
Para ello, lo primero que hacemos es dividor el so´lido Ω en subso´lidos de
la forma
Q = {(x, y, z)|g(x, y) ≤ z ≤ h(x, y), (x, y) ∈ D}
es decir, cada subso´lido tiene un piso g y un techo h que lo definen to-
talmente, donde g, h son funciones. Por tanto, el so´lido Q no tiene huecos,
ni vac´ıos en la direccio´n z. Tanto el piso como el techo de Q proyectan una
sombra D sobre el plano XY. Nuestra demostracio´n sera´ para so´lidos de e´ste
tipo, pero por un procedimiento de pegado nuestro resultado puede exten-
derse a so´lidos muy complicados que se puedan particionar en subso´lidos del
tipo considerado.
La frontera de Q tiene: techo, piso y pared lateral. Pero esta particio´n se
hace de tal forma que la pared lateral sea precisamente vertical y por tanto
su normal queda horizontal, por lo que su componente z es nula: νz = 0 sobre
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∫
∂ΩM~νidσ =
∫
TechoM~νzdσ+
∫
PisoM~νzdσ+
∫
Pared lateralM~νzdσ∫
∂ΩM~νidσ =
∫
TechoM~νzdσ+
∫
PisoM~νzdσ
Por consiguiente, nuestra tarea se reduce a demostrar que∫
Q
∂M
∂z
dV =
∫
TechoM~νzdσ+
∫
PisoM~νzdσ
donde dV denota el elemento de volumen sobre ℜ3. Eso es lo mismo que
demostrar que
∫
TechoM~νzdσ+
∫
PisoM~νzdσ =
∫
Q
∂M
∂z
dV
Elaboremos la integral de superficie sobre el techo. Esta superficie tiene
una parametrizacio´n natural
Techo = {(x, y, z)|z = h(x, y), (x, y) ∈ D}
Techo = {(x, y, z)|z − h(x, y) = 0, (x, y) ∈ D}
lo cual dice que el techo es una superficie de nivel de l(x, y, z) = z−h(x, y)
y por tanto su gradiente es perpendicular al techo y al normalizarlo nos queda
el vector normal unitario hacia el exterior:
~ν = ∇l||∇l|| =
−hx~i−hy~j+1~k√
(hx)2+(hy)2+1
donde hx, hy son las derivadas parciales en las direcciones correspondien-
tes.
De aca´ tenemos que la componente z de dicha normal es
~νz =
1√
(hx)2+(hy)2+1
Transformemos la integral de superficie sobre el techo en una integral
sobre la sombraD que esta´ en el planoXY . Tenemos que cambiar el elemento
de integracio´n sobre el techo en un elemento de integracio´n sobre la sombra.
Eso se logra teniendo en cuenta que el a´rea dxdy de un recta´ngulo sobre
el plano XY y el a´rea correspondiente al romboide en el techo, ||dσ||, se
relacionan por
dxdy = cosθ||dσ||
donde θ es el (ma´ximo) a´ngulo del elemento de a´rea sobre el techo con el
piso. Ahora bien, el a´ngulo (ma´ximo) θ entre la horizontal y el elemento de
a´rea del techo es el mismo que el a´ngulo entre la normal al techo y el eje Z.
Como estamos sobre una normal unitaria, su componente z es lo mismo que
el coseno θ, pues las componentes de un vector unitario corresponden a sus
cosenos directores. Nos queda:
dxdy = ||dσ||√
(hx)2+(hy)2+1
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||dσ|| =
√
(hx)2 + (hy)2 + 1dxdy:
Tenemos entonces:∫
TechoM~νzdσ =
∫
D
M√
(hx)2+(hy)2+1
√
(hx)2 + (hy)2 + 1dxdy∫
TechoM~νzdσ =
∫
DM(x, y, h(x, y))dxdy
Procedemos de igual forma con el piso, con la salvedad de que la normal
unitaria sobre el piso debe apuntar hacia abajo. Obtenemos:∫
PisoM~νzdσ = −
∫
D
M√
(gx)2+(gy)2+1
√
(gx)2 + (gy)2 + 1dxdy∫
PisoM~νzdσ = −
∫
DM(x, y, g(x, y))dxdy
Sumemos ahora las dos igualdades obtenidas:∫
TechoM~νzdσ +
∫
PisoM~νzdσ
=
∫
DM(x, y, h(x, y))dxdy −
∫
DM(x, y, g(x, y))dxdy
=
∫
D[M(x, y, h(x, y))−M(x, y, g(x, y))]dxdy
=
∫
D[
∫ h(x,y)
g(x,y)
∂M
∂z
dz)]dxdy
=
∫
Q
∂M
∂z
dxdydz
=
∫
Q
∂M
∂z
dV
que era lo que ten´ıamos que demostrar.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
1.8. LAS LEYES DEMAXWELL Y SU SIG-
NIFICADO
Las leyes de Maxwell rigen el comportamiento del campo electro-
magne´tico. Las estudiaremos restringie´ndonos al caso del vac´ıo. Utilizamos
la letra ~E para el campo ele´ctrico, la ~B para el magne´tico, la c para la veloci-
dad de la luz, t para el tiempo, Q para la carga ele´ctrica, ~J para la densidad
de corriente: cantidad de carga por unidad de a´rea que atraviesa una cierta
superficie.
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Ya sabemos que un ima´n y una carga ele´ctrica no interactu´an entre ellos
si esta´n quietos. Pero la cosa es distinta cuando las cargas o los imanes se
mueven. La primera ley nos dice que un ima´n en movimiento, el cual crea un
campo magne´tico variable, simula un campo ele´ctrico, es decir, un ima´n que
se mueve interactu´a con una carga ele´ctrica en su vecindad:
∇× ~E = −(1/c)∂ ~B/∂t (13)
El te´rmino 1/c puede entenderse como el factor de proporcionalidad que
fija la escala y tambie´n como una premonicio´n de que del electromagnetismo
sale la teor´ıa de la relatividad.
La siguiente intriga es muy delicada y la resolveremos enseguida: hab´ıamos
dicho que el rotacional de un campo ele´ctrico es cero, pues todo campo
ele´ctrico ~E puede expresarse como el gradiente de un potencial E = ∇φ
y el rotacional de un gradiente es siempre cero: ∇× ~E = ∇× ∇φ = 0. Pe-
ro ahora decimos que un ima´n en movimiento simula un campo ele´ctrico, el
cual aparece escondido detra´s de un rotacional. Como quien dice: un ima´n en
movimiento no hace nada, y como si fuera poco a eso le llamamos la primera
ley de Maxwell.
Tanto embrollo se resuelve con un poco de claridad: a un campo se le llama
ele´ctrico cuando interactu´a con la materia a trave´s de la carga ele´ctrica que
e´sta pueda tener. En ese caso, el campo ele´ctrico ejercera´ una fuerza igual a
la carga multiplicada por el campo y por lo tanto la carga se acelerara´. En
esta definicio´n no se exige ni se deduce que el campo pueda expresarse como
el gradiente de alguna funcio´n potencial. Cuando el campo es producido por
cargas ele´ctricas fijas, entonces s´ı se puede expresar como un gradiente, pero
eso es un bono adicional.
La primera ley de Maxwell nos dice entonces que un ima´n en movimiento
produce un campo ele´ctrico que no puede simularse por cargas ele´ctricas y
que no puede expresarse como el gradiente de ninguna funcio´n escalar.
La segunda ley nos dice que las cargas en movimiento generan campos
magne´ticos. Ma´s claramente: una carga ele´ctrica que se mueve puede interac-
tuar con un ima´n. Puede hacerse referencia directamente a campos ele´ctricos
variables, in abstracto, o a las cargas que se mueven en una corriente ele´ctrica
con densidad de corriente ~J :
∇× ~B = −(1/c)∂ ~E/∂t+ (4π/c) ~J (14)
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Inferimos que un campo magne´tico, en general, no puede expresarse como
el gradiente de una funcio´n escalar.
La tercera ley es toda una maravilla:
∇ · ~E = 4πQ (15)
Pudimos demostrar que el campo ele´ctrico creado por cargas ele´ctricas
fijas cumple con esta ecuacio´n: los u´nicos puntos donde la divergencia no es
cero es donde hay cargas. Por eso podemos decir ’campo creado por cargas’.
Lo incre´ıble es que el campo ele´ctrico creado por imanes en movimiento
tambie´n tiene la misma virtud: en todo lugar su divergencia es cero. Eso se
basa en la identidad que dice: la divergencia de todo rotacional es cero. Ser´ıa
bonito demostrar eso.
La cuarta ley nos dice que las l´ıneas de campo magne´tico son circulantes
sin tener nacimiento ni muerte, tanto las creadas por imanes como las creadas
por cargas en movimiento:
∇ · ~B = 0 (16)
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Punto seguido: sobre la consistencia de las leyes de Maxwell
Las dos ecuaciones
x+ y = 4
3x+ 3y = 9
son inconsistentes.
De una sola inconsistencia entre un millo´n de verdades consistentes se
puede probar cualquier cosa. Probemos a partir del anterior sistema que
1=0. En efecto:
Simplificando la segunda ecuacio´n por 3 nos da:
x+ y = 3
que conjuntamente con la primera ecuacio´n nos permite concluir que
3 = 4
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Restando 3 de ambos lados de la ecuacio´n nos queda 0 = 1 y como la
igualdad es una relacio´n sime´trica nos queda lo deseado.
Sera´n consistentes las leyes de Maxwell?
Sinceramente, yo ni hab´ıa pensado en tanto complique. Con todo, me
parece razonable la fe ciega que todos tenemos en su consistencia. Tal fe se
apoya en los siguientes hechos, seguramente discutibles:
1. Si un sistema axioma´tico puede realizarse en un modelo, es decir, des-
cribe un universo de juguete, entonces es consistente.
2. Las leyes de Maxwell han sido copiadas de la naturaleza sin sufrir
tergiversaciones.
3. Por lo tanto, podemos decir que las leyes de Maxwell tienen un modelo,
que adema´s no es de juguete sino real.
4. El tal modelo (nuestro universo) es muy antiguo y por consiguiente ha
tenido tiempo suficiente para poner a prueba su consistencia interna.
Nuestro argumento demuestra no so´lo la consistencia de las leyes de Ma-
xwell sino adema´s su seriedad.
Con todo, haga´mosle un pequen˜o test a la primera ley, el cual siendo
inofensivo, nos da seguridad.
La primera ley reza:
∇× ~E = −(1/c)∂ ~B/∂t
Nuestro problema de autoconsistencia es el siguiente: estamos seguros
que al mover un ima´n se produce un campo vectorial, pero co´mo asegurar
que dicho campo es el rotacional de otro al cual llamamos ele´ctrico?
Para ayudarnos, nos basamos en el siguiente teorema: para que un campo
vectorial continuo se pueda expresar como el rotacional de otro campo, se
requiere que su divergencia sea cero.
Lo que tenemos que hacer es calcularle la divergencia a la expresio´n
∂ ~B/∂t
que da
∇ · (∂ ~B/∂t) = (∂/∂x, ∂/∂y, ∂/∂z) · (∂Bx/∂t, ∂By/∂t, ∂Bz/∂t, )
= ∂(∂Bx/∂t)/∂x + ∂(∂By/∂t)/∂y + ∂(∂Bz/∂t)/∂z
= ∂(∂Bx/∂x)/∂t + ∂(∂By/∂y)/∂t+ ∂(∂Bz/∂z)/∂t
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= ∂/∂t(∂Bx/∂x + ∂By/∂y + ∂Bz/∂z)
= ∂/∂t(∇ · ~B)
= 0
donde hemos utilizado la existencia y continuidad de todas las derivadas,
lo mismo que la cuarta ley de Maxwell, de que el campo magne´tico no tie-
ne fuentes ni cosas parecidas. Hemos demostrado entonces que las leyes de
Maxwell han pasado este primer test de autoconsistencia.
Vamos bien.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
De acuerdo a la tercera ley, las cargas ele´ctricas producen campo ele´ctrico
y cuando se mueven, segu´n la segunda ley, producen campo magne´tico. Por
tanto, las leyes de Maxwell reducen el magnetismo a la electrodina´mica.
Estas leyes son fenomenolo´gicas y resumen los trabajos de Faraday sobre
induccio´n. Algo muy diferente es deducir teo´ricamente que una corriente
ele´ctrica produce efectivamente un campo magne´tico. Eso se puede hacer
rigurosamente con ayuda de la relatividad especial. Tambie´n, las leyes de
Maxwell nos permiten predecir la existencia de ondas en el vac´ıo, estudiar
nuestro modelo planetario de a´tomo, formular la teor´ıa de la relatividad y
motivar la necesidad de una meca´nica ma´s general que la de Newton. Veamos
de que´ forma las leyes de Maxwell predicen la existencia de ondas.
1.9. ONDAS ELECTROMAGNETICAS
En el vac´ıo y sin cargas ni corrientes, las leyes de Maxwell toman la
siguiente forma:
∇× ~E = −(1/c)∂ ~B/∂t (17)
∇× ~B = −(1/c)∂ ~E/∂t (18)
∇ · ~E = 0 (19)
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∇ · ~B = 0 (20)
Para demostrar que estas ecuaciones predicen la existencia de ondas, po-
demos transformar las ecuaciones de Maxwell en ecuaciones de onda, lo cual
haremos un poco ma´s adelante, o podemos demostrar que las ecuaciones de
Maxwell se satisfacen por una funcio´n de onda apropiada. Tomando la u´ltima
opcio´n, construyamos una funcio´n que represente una onda viajera. La onda
ma´s simple se representa, digamos, por un seno que se alza verticalmente y
que es paralela al eje ’Y’:
~E = ~Ez = ~ksen(y)
Esta es una onda que vale 0 cuando y = 0. Si le an˜adimos una fase, la
onda se desplaza:
~E = ~Ez = ~ksen(y + φ)
Si la fase es positiva, la onda se desplaza hacia la izquierda, es decir
se retrasa. Si la fase es negativa, la onda se desplaza hacia la derecha, es
decir, se adelanta. Tomemos entonces una onda de amplitud E0 y una fase
que dependa linealmente del tiempo, para lograr que la onda se desplace
uniformemente hacia la derecha, es decir, que sea viajera con velocidad v:
~E = ~Ez = ~kE0sen(y − vt)
Podemos entender a v como la rapidez de desplazamiento de la onda y a
E0 como una constante, la amplitud ma´xima del campo ele´ctrico. En cuanto
al campo magne´tico ~B, tambie´n le damos la forma de onda, pero que se
levante en la direccio´n del eje ’X’ con amplitud B0 y al igual que ~E, que se
desplace en la direccio´n del eje ’Y’:
~B = ~Bx =~iB0sen(y − vt)
Por construccio´n, el campo ele´ctrico es perpendicular al campo magne´tico.
Verifiquemos ahora que nuestras ondas satisfacen todas las cuatro ecuaciones
de Maxwell:
La divergencia de ~E es cero pues tiene so´lo una componente en la direccio´n
del eje ’Z’ y e´sta no depende de z. Similarmente, la divergencia de ~B es cero,
pues tiene una sola componente en la direccio´n del eje ’X’ y e´sta no depende
de x. Un poco ma´s complicado es verificar las otras dos leyes. Tomemos la
primera (15):
∇× ~E = −(1/c)∂ ~B/∂t
Calculemos cada lado. El lado izquierdo es:
∇× ~kE0sen(y − vt) =~iE0cos(y − vt)
El lado derecho es:
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−(1/c)∂/∂t(~iB0sen(y − vt)) = −(1/c)(−v~iB0cos(y − vt))
Para que los dos resultados sean iguales, es suficiente suponer que
E0 = (vB0)/c
La segunda ley (16) dice:
∇× ~B = −(1/c)∂ ~E/∂t
Reemplazando el valor del campo magne´tico:
∇×~iB0sen(y − vt) = −~kB0cos(y − vt)
En tanto que:
−(1/c)∂ ~E/∂t = (1/c)(−v~kE0cos(y − vt))
Igualando las dos expresiones anteriores debe cumplirse que:
B0 = vE0/c
Recordando que
E0 = (vB0)/c
Tenemos que
B0 = v
2B0/c
2
Por tanto:
v = ±c y B0 = ±E0
Hemos probado que la onda desplaza su cresta a la velocidad c, si viaja
en sentido positivo y a la velocidad -c si viaja en sentido negativo. Esta
velocidad debe medirse experimentalmente y se encuentra que concuerda con
la velocidad de la luz, la cual ya era conocida por me´todos astrono´micos, pero
fue medida en el laboratorio por Armand Hippolyte Louis Fizeau. Por otra
parte, con ayuda del tele´grafo sin hilos Abraham y Dufour et Ferrier midieron
la velocidad de una onda electromagne´tica entre Par´ıs y Washington. Para
todos los efectos, las velocidades resultaron ser las mismas.
Por construccio´n, nuestra onda electromagne´tica es transversal a la direc-
cio´n de propagacio´n. Al igual que Maxwell, deducimos que la luz, que tiene
propiedades de onda transversal, tambie´n es una onda electromagne´tica. Esta
conclusio´n pudo parecer apresurada y ha sido estudiada al detalle.
En un experimento por Nichols y Tear en 1922, se utilizo´ la propiedad
siguiente: la ondas luminosas infrarrojas se pueden producir con una onda
tan larga como hasta de 314 micras, mientras que las ondas Hertzianas se
pueden producir con una onda tan corta como de 30 micras. Ellos estudia-
ron el diapaso´n intermedio y no pudieron discernir entre la luz y la onda
electromagne´tica. Hemos unificado la o´ptica y el electromagnetismo.
1.10. LA FUERZA DE LORENTZ 59
1.10. LA FUERZA DE LORENTZ
Nosotros hemos trabajado muy campantes con el campo magne´tico y lo
hemos mezclado con el campo ele´ctrico. Adema´s, con Maxwell hemos pro-
puesto las reglas para comerciar con dichos campos. Sin embargo, es necesario
hacer un reclamo conceptual: Es esa mezcla de la que hablamos algo natural
o es simplemente una entelequia matema´tica? La legitimidad de todos nues-
tros conceptos nos la concede la denominada fuerza de Lorentz. En general,
fuerza, ~F , se define como la tasa de cambio en el momento lineal, masa por
velocidad, lo cual se puede observar y medir con relativa sencillez.
Imaginemos ahora que hay una part´ıcula cargada que se mueve con veloci-
dad ~v en un punto en donde hay un campo ele´ctrico ~E y otro magne´tico ~B. El
campo ele´ctrico lo podemos medir fa´cilmente mediante la relacio´n ~F = Q~E,
la cual es una definicio´n de campo ele´ctrico, pero queda el interrogante de
integrar el campo magne´tico a nuestros esquemas.
Definimos, esto tambie´n es una definicio´n, el campo magne´tico ~B por la
siguiente ecuacio´n:
~F = Q~E + (Q/c)~v × ~B (21)
Esta es la ecuacio´n de la fuerza de Lorentz, la cual nos permite tener
una esperanza en cuanto a la resolucio´n del misterio de la existencia de
cuerpos neutros. En efecto, estudiemos que´ le pasa a una part´ıcula que pasa
con velocidad ~v paralela al plano ’XY’ a una distancia d del eje ’Z’ cuando hay
un campo magne´tico uniforme y en la direccio´n ’Z’. Pues ella va experimentar
una fuerza F que es perpendicular tanto a ~v como a ~B. Dicha fuerza resulta
ser paralela al plano ’XY’ y como es perpendicular a la velocidad, pues hace
el mismo papel que una fuerza centr´ıpeta de la gravitacio´n. Por tanto, el
campo magne´tico pone a girar la part´ıcula.
Es la primera vez que podemos imaginar una estructura estable formada
por una carga y estabilizada por un ima´n. A estas construcciones se les da el
nombre de trampas. Este resultado es importante para el estudio experimen-
tal de las propiedades fundamentales de la materia, por ejemplo permitiendo
la construccio´n del ciclotro´n o de trampas para iones. No sera´ esa una pista
que nos lleve a entender co´mo es posible imaginar un a´tomo estable?
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1.11. ELMODELO PLANETARIO DE ATO-
MO
Pasemos ahora a la consideracio´n del modelo planetario de a´tomo, a
ver si podemos descubrir alguna manera co´moda y sencilla de garantizar la
existencia de estructuras neutras (al menos si se miran desde lejos) y estables.
Imaginemos, por ejemplo, una part´ıcula positiva girando alrededor de una
carga negativa bastante grande. La fuerza es atractiva pero la part´ıcula no
se cae al centro negativo por tener una apropiada energ´ıa cine´tica.
Un modelo planetario nos permite muchas cosas hermosas, digamos expli-
car la tabla de Mendeleiev o imaginar que el campo magne´tico de los imanes
es el resultado del movimiento de cargas planetarias. Lamentablemente fue
descubierto que tal modelo es ilusorio: el movimiento planetario implica que
hay una fuerza centr´ıpeta y por lo tanto una aceleracio´n. Ahora bien, las
part´ıculas cargadas irradian energ´ıa cuando son aceleradas. Por lo tanto, la
energ´ıa cine´tica del planeta disminuira´ y terminara´ cayendo contra su nu´cleo
que la atrae. Seguimos sin entender co´mo existen part´ıculas neutras. Nos
veremos a caso enfrentados a la vergu¨enza de tener que suponer que hay
part´ıculas neutras elementales?
Recalquemos que la existencia de cuerpos astrono´micos ele´ctricamente
neutros es obligatoria, para verlo, consideremos el sistema tierra-luna. Si hu-
biese una descompensacio´n ele´ctrica en dicho sistema, la fuerza de atraccio´n
no ser´ıa la gravitatoria y eso afectar´ıa la dina´mica muy ra´pida y notoriamen-
te. Pero eso no se ve: la luna es neutra. Nuestro desaf´ıo sigue firme.
Para ver con ma´s detalle de que´ forma una part´ıcula acelerada irradia
energ´ıa estudiemos la caricatura en la cual e´sta avanza a velocidad constante
hasta el punto P y es frenada hasta el reposo en un tiempo τ y permanece
en el punto Q. Como la velocidad de la luz es finita, en el tiempo τ dado y a
una distancia mayor que la que la luz recorre en ese tiempo, hay un campo,
el irradiado por la part´ıcula desde P. Ahora, cuando la part´ıcula esta´ en
Q irradia de una forma que sus radios cortan a aquellos que sal´ıan desde
P. Como la part´ıcula describe una trayectoria continua, entonces el campo
total debe variar continuamente y sus l´ıneas describen un cierto zig-zag. Ese
zig-zag es un pulso, que por el teorema de Fourier puede descomponerse en
ondas, senos y cosenos.
Ahora bien, una onda electromagne´tica conlleva energ´ıa, como lo saben
muy bien las culebras que salen a los claros del bosque a tomar el sol para
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calentarse y acelerar su metabolismo. La magnitud de la energ´ıa de una onda
puede calcularse directamente de las leyes de Maxwell notando que ~E × ~B
tiene unidades de potencia.
Como la energ´ıa ni se crea ni se destruye, nos preguntamos: De do´nde
procede dicha energ´ıa electromagne´tica producida por la part´ıcula que se
frena? Pues de la energ´ıa cine´tica que la part´ıcula perdio´ al ser frenada.
Pasar de nuestra caricatura de una part´ıcula que se frena ra´pidamente al
estudio del modelo planetario so´lo suaviza las cosas, pero el resultado final
es el mismo: el planeta caer´ıa irremediablemente a su sol. Sigue siendo para
nosotros un misterio entender de manera sencilla la posibilidad de reducir
la existencia de cuerpos neutros a la de cuerpos cargados que se neutralizan
mutuamente.
Nuestro modelo planetario que parec´ıa tan prometedor no es ma´s que un
castillito de arena. Sin embargo, la curiosa verdad es que dicho modelo no pu-
do ser desechado por la ciencia porque volvio´ a ser encontrado en la meca´nica
cua´ntica, si bien de una manera bastante transformada. Para abrirnos pa-
so hasta ella y luego hasta la formulacio´n gauge del electromagnetismo, nos
conviene llenar algunos prerequisitos. Por ahora, formalicemos lo que hemos
dicho de pasada, que una onda es portadora de energ´ıa. Veamos el ca´lculo
de la energ´ıa de un campo electromagne´tico.
1.12. EL TEOREMA DE POYNTING
Mantener irradiando a una emisora de radio o de TV demanda muchos
kilowatios de potencia, los cuales son producidos, digamos, por una ca´ıda de
agua que quema la energ´ıa cine´tica del agua adquirida por un intercambio
de energ´ıa potencial, la cual a su vez fue adquirida gracias a la luz del sol
que siendo una onda electromagne´tica, evaporo´ el agua de los mares. Queda
demostrado que la energ´ıa electromagne´tica es tan energ´ıa como la cine´tica
o la potencial.
Busquemos unidades de energ´ıa entre nuestros elementos. La carga Q
se mide en culombios, y uno de ellos contiene 6, 25 × 1018 electrones. La
corriente en un alambre se mide en amperios. Un amperio es un culombio por
segundo. La diferencia en el potencial ele´ctrico se mide en voltios mediante
la siguiente definicio´n: un julio de energ´ıa se requiere para mover una carga
de un culombio a trave´s de una diferencia de potencial de un voltio. Dicho
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de otra manera: un voltio es el potencial ele´ctrico ganado por una carga de
un culombio al aplicarle un julio en contra del campo. El campo ele´ctrico se
mide en voltios por metro. En las ecuaciones de Maxwell la corriente ~J ya
no va por un alambre sino que puede tratarse de unos rayos co´smicos que
vienen hacia la tierra. Por lo tanto, la corriente puede medirse en amperios
por metro cuadrado.
Por consiguiente, la cantidad ~E · ~J tiene dimensiones de (voltio/metro)
x culombio/segundo/metro cuadrado= [julio/(metro x culombio)] x culom-
bio/metro cuadrado = (julio/seg)/metro cu´bico. Los julios son energ´ıa, mien-
tras que los julios por segundo son potencia o sea la capacidad de entregar
energ´ıa a gran rapidez. En resumen, ~E · ~J tiene unidades de potencia por
unidad de volumen o de produccio´n de energ´ıa por unidad de tiempo y de
volumen. Su valor lo podemos calcular con ayuda de las ecuaciones de Ma-
xwell reformuladas no so´lo para el vac´ıo sino para cualquier medio isotro´pico.
La primera ley:
∇× ~E = −µ∂ ~B/∂t
La constante µ aparece para indicar, entre otras cosas, que la velocidad
de la luz no es la misma en todos los medios. La segunda ley dice:
∇× ~B = −ǫ∂ ~E/∂t+ κ ~J
La constante ǫ indica que el medio puede aumentar o disminuir la inten-
sidad del campo magne´tico debido, digamos, a a´tomos que funcionan como
imancitos. Las otras dos ecuaciones son las mismas. Para calcular ~E · ~J mul-
tiplicamos, en producto escalar, la segunda ecuacio´n por ~E
~E · ∇ × ~B = ~E · (−ǫ∂ ~E/∂t) + ~E · κ ~J
y despejamos:
κ~E · ~J = ~E · ∇ × ~B −ǫ ~E · ∂ ~E/∂t
Teniendo en cuenta que:
∇ · ( ~E × ~B) = ~B · ∇ × ~E −~E · ∇ × ~B
despejamos
~E · ∇ × ~B = ~B · ∇ × ~E −∇ · ( ~E × ~B)
y substituimos:
κ~E · ~J = ~B · ∇ × ~E −∇ · ( ~E × ~B) −ǫ ~E · ∂ ~E/∂t
Como podemos substituir el rotacional del campo ele´ctrico segu´n la pri-
mera ley de Maxwell nos queda:
κ~E · ~J = −µ ~B · ∂ ~B/∂t −∇ · ( ~E × ~B) −ǫ ~E · ∂ ~E/∂t
Ahora bien, tanto para ~B como para ~E tenemos que:
~B·∂ ~B/∂t= (1/2)( ~B·∂ ~B/∂t+∂ ~B/∂t· ~B) = (1/2)∂( ~B· ~B/∂t) = (1/2)∂‖ ~B‖2/∂t
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por tanto tenemos que
κ~E · ~J = −(µ/2)∂‖ ~B‖2/∂t −∇ · ( ~E × ~B) −(ǫ/2)∂‖ ~E‖2/∂t
Como ~E · ~J tiene unidades de potencia por unidad de volumen, cuando
se trate de una regio´n cerrada, debemos integrar sobre todo el volumen para
saber la cantidad total de potencia que se genera o se consume. Tenemos por
tanto:
− ∫V κ~E · ~Jdν = ∂/∂t[∫V (1/2)(µ‖ ~B‖2 +ǫ‖ ~E‖2)] + ∫V ∇ · ( ~E × ~B)
Aplicando el teorema de Gauss tenemos:∫
V ∇ · ( ~E × ~B) =
∫
∂V
~E × ~B entonces:
− ∫V κ~E · ~Jdν = ∂/∂t[∫V (1/2)(µ‖ ~B‖2 +ǫ‖ ~E‖2)] + ∫∂V ~E × ~B
En general, la corriente ~J tiene dos componentes: la que es mantenida
activamente ~Ja y da origen a campos electromagne´ticos y la que es pasiva ~Jp
puesto que es inducida por el campo en algu´n medio susceptible, ~Jp = σ ~E.
Por tanto, normalizando κ = 1 pero sin olvidar las unidades para que todo
quede en te´rminos de potencia, tenemos:
− ∫V ~E · ~Jdν = − ∫V ~E · ~Jadν − ∫V ~E · ~Jpdν = − ∫V ~E · ~Jadν − ∫V ~E · σ ~Edν
= − ∫V ~E · ~Jadν − ∫V σ‖ ~E‖2dν
= ∂/∂t[
∫
V (1/2)(µ‖ ~B‖2 +ǫ‖ ~E‖2)] +
∫
∂V
~E × ~B
Este es el teorema de Poynting y se interpreta te´rmino por te´rmino
como sigue:
Teorema 22 Teorema de Poynting
El flujo neto de potencia, que siendo un pe´rdida va con signo menos,
− ∫V ~E · ~Jdν es el generado por las corrientes activas − ∫V ~E · ~Jadν mas el
consumido por las pasivas − ∫V σ‖ ~E‖2dν, es igual al flujo debido a los campos
ele´ctrico y magne´tico ∂/∂t[
∫
V (1/2)(µ‖ ~B‖2 +ǫ‖ ~E‖2)] mas el flujo de potencia
debido a la propagacio´n del campo
∫
∂V
~E × ~B .
1.13. EL POTENCIAL VECTOR
Anteriormente dijimos que la representacio´n del campo electromagne´tico
requiere de un espacio de 6 dimensiones, 3 para el ele´ctrico y otras 3 para el
magne´tico. Es posible que eso le hubiese hecho pensar a alguien que, digamos,
dado un campo ele´ctrico uno pod´ıa cuadrar el campo magne´tico que a bien
quisiese. Pues eso no es cierto. Precisamente, las leyes de Maxwell nos dicen
que el campo electromagne´tico es un organismo tal que si uno recuadra un
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te´rmino, debe esperar modificaciones en los dema´s. Por lo tanto, estamos
en el deber de preguntarnos: que´ se puede decir del subconjunto de valores
permitidos en ese espacio de 6 dimensiones para un experimento dado?
Como estamos pensando en un experimento arbitrario, no podemos decir
algo tan certero como: ese espacio es una esfera. Pero hay algo que es cierto
para todos los casos: el subconjunto de valores permitidos formado por la
representacio´n de un campo electromagne´tico cualquiera forma una variedad
de dimensio´n 4. Lo de ser variedad sale de ser la solucio´n a una sistema de
ecuaciones diferenciales con solucio´n u´nica. Lo de tener dimensio´n 4 es algo
que veremos con mucho detalle: demostraremos que existe una entidad con 4
grados de libertad, 4 variables a los que se les puede dar valores arbitrarios,
que satisface las ecuaciones de Maxwell. Para un experimento real, con con-
diciones iniciales (al iniciar el experimento) y de frontera (que se mantienen
mientras corre el experimento), los valores permitidos formara´n una trayec-
toria en dicho espacio de dimensio´n cuatro. A dicha entidad se le llama el
potencial vector.
Para demostrar nuestra aseveracio´n necesitamos una maquinaria pode-
rosa que iremos construyendo poco a poco y que nos llevara´ ma´s alla´ de la
relatividad. Por ahora, hablaremos del potencial vector cla´sico, el cual sale
del siguiente teorema: Si ~F es un campo vectorial cuya divergencia es cero,
entonces existe otro campo ~G tal que ~F es su rotacional. La demostracio´n del
teorema se hace por construccio´n. Lo aplicamos al campo magne´tico, pues
una de las leyes de Maxwell nos dice precisamente que el campo magne´tico
no tiene fuentes, o sea que su divergencia es cero.
Existe entonces al menos un campo, llamado el potencial vector, ~A, tal
que ~B = ∇× ~A. Por supuesto que no olvidaremos que el potencial vector no
es un escalar sino que es un vector del cual sale el campo magne´tico.
Cap´ıtulo 2
LA LIBERTAD GAUGE
Hab´ıamos dicho que el campo magne´tico no tiene por que´ ser elemental,
sino que puede ser considerado como derivado de otra entidad ma´s elemental,
el potencial vector: existe un campo, llamado el potencial vector, ~A, tal que
~B = ∇× ~A.
En realidad hay un nu´mero infinito de campos ~A con la propiedad de que
~B = ∇× ~A. En efecto, si existe un ~A tal que ~B = ∇× ~A, entonces ~A+∇f
tambie´n sirve. Eso se debe a que ∇×∇f = 0. Mejor dicho:
∇× ( ~A +∇f) = ∇× ~A +∇×∇f = ∇× ~A = ~B
Este es un detalle insignificante que sorpresivamente se ha tornado en
una piedra angular de la f´ısica moderna. Por eso le dedicaremos la atencio´n
conveniente.
2.1. EL GAUGE MAGNETICO
Al igual que el potencial gravitatorio o ele´ctrico que esta´n definidos mo´du-
lo una constante, el potencial vector esta´ definido mo´dulo el gradiente de una
funcio´n escalar.
Por construccio´n, el gradiente adicional no tiene ninguna influencia f´ısica,
puesto que lo u´nico que importa es la fuerza de Lorentz y ella depende tan
so´lo de ~E y de ~B, que no perciben ninguna diferencia al cambiar de gradiente.
Cuando se cambia de gradiente, muchos autores dicen que se cambia de gauge
o que hacemos una transformacio´n gauge. Nosotros preferimos decir: Hemos
descubierto que las leyes de Maxwell permiten una arbitrariedad matema´tica
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y que existe un principio gauge de sentido comu´n: las arbitrariedades ma-
tema´ticas no pueden tener ninguna implicacio´n observable. Hemos dicho de
paso que el potencial vector no puede observarse por ninguna razo´n.
Enfatizamos:
Las leyes cla´sicas del electromagnetismo son invariantes ante las transfor-
maciones gauge, o sea aquellas que fijan a capricho la arbitrariedad nacida
de que el vector potencial magne´tico no puede definirse exactamente sino tan
so´lo mo´dulo el gradiente de una funcio´n escalar.
Es costumbre reescribir este tipo de ideas ayuda´ndose del concepto de
grupo. Para ello, busquemos nuestro grupo en el resultado anterior. Nuestro
grupo es el conjunto de funciones escalares que tienen gradiente.
El conjunto de funciones escalares que tienen gradiente forma un grupo
con la suma, pues la suma de tales funciones es conmutativa, asociativa, tie-
ne elemento neutro la funcio´n cero, cada elemento tiene su inverso aditivo.
Demostremos que la suma sea cerrada. Para ello, tomamos dos funciones es-
calares que tengan gradiente, y tenemos que demostrar que su suma tambie´n
tiene gradiente. Pero eso se reduce a decir que ∇(f + g) = ∇f +∇g.
Podr´ıamos entonces redactar nuestro resultado anterior como sigue:
Las leyes cla´sicas del electromagnetismo son una teor´ıa gauge cuyo gru-
po de invariancia tiene como elementos a las funciones escalares que tienen
gradiente.
Pero, cua´les son las funciones que tienen gradiente? Pues aquellas que son
diferenciables. Por lo tanto, decimos
Las leyes cla´sicas del electromagnetismo son una teor´ıa gauge cuyo grupo
de invariancia tiene como elementos a las funciones escalares φ : ℜ3 → ℜ
diferenciables.
Lamentablemente, hay muy poco poder creativo en este enunciado. Es
decir, nos queda dif´ıcil imaginar a partir de lo dicho co´mo ha de ser una
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interaccio´n fundamental. Nos conviene estudiar el tema ma´s a fondo. En lo
que sigue, entenderemos muy claramente algo mucho ma´s luminoso y es que:
La arbitrariedad gauge del electromagnetismo cla´sico, en permitir adi-
cionar el gradiente de una funcio´n escalar al potencial vector sin producir
cambios observables, tiene su contraparte en la meca´nica cua´ntica: un cam-
bio de gauge cla´sico esta´ ligado en meca´nica cua´ntica a un cambio de fase o
exponente imaginario. Dichas fases definen un grupo, el famoso U(1), el cual
tampoco crea efecto f´ısico en la formulacio´n cua´ntica del electromagnetismo.
Por eso diremos que la interaccio´n entre el campo electromagne´tico y las
part´ıculas cargadas se describe por una teor´ıa gauge U(1).
El trabajo que sigue nos demandara´ mucho esfuerzo y bien vale la pena
preguntarse si hay alguna justificacio´n para seguir hasta demostrar algo tan
simple como lo ya expresado. Pues bien, lo que nos anima es que estamos
trabajando para entender las leyes fundamentales de la materia y estamos
elaborando exhaustivamente un ejemplo de un principio que tiene que ser
universal: las leyes de la f´ısica, es decir, las ecuaciones que se refieren a re-
sultados experimentales, no pueden depender de ninguna arbitrariedad que
resulte de los formalismos matema´ticos utilizados para describirlas. Por con-
siguiente, podemos decir ahora con ma´s entendimiento:
Si cambiar de arbitrariedad es cambiar de gauge, entonces es absoluta-
mente necesario que una teor´ıa f´ısica sea invariante ante toda transformacio´n
gauge para que tenga algu´n futuro cient´ıfico.
En relacio´n con el campo electromagne´tico encontraremos un grupo,U(1).
La visio´n gauge nos demanda que para cada clase de feno´menos fundamen-
tales encontremos unas leyes que permitira´n un juego de arbitrariedades, las
cuales se describira´n por un grupo adecuado G.
Nos quedan dos tormentos. Primero: acaso existira´ alguna teor´ıa que no
sea gauge? Segundo: En que´ es ma´s importante la libertad gauge que la liber-
tad de un guitarrista de improvisar una variacio´n en su cancio´n predilecta?
Mejor dicho, para que´ tanto alboroto con las arbitrariedades?
Lo que sucede es que uno puede formular la pregunta al reve´s: dado un
grupo de arbitrariedades, un grupo G, un grupo que de antemano se ha
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escogido sabia y prudentemente, que teor´ıas interesantes hay por ah´ı que
tengan como grupo gauge a G? Con esa reformulacio´n, las arbitrariedades
gauge adquieren poder creativo, cuyo impacto ha sido demostrado sobre el
estudio de las interacciones de´bil y fuerte. Nosotros estamos labrando los
prerrequisitos donde todo eso se ha edificado.
Vale la pena anotar que, en retrospectiva, el poder creativo de la idea
gauge ya fue exhibido en la historia de la ciencia. Se trata de la invencio´n de
la segunda ley de Newton: Fuerza = masa por aceleracio´n. Entendamos eso
mejor:
En primer te´rmino, la idea de fuerza es un concepto matema´tico y no
f´ısico. En f´ısica, la idea de fuerza representa lo mismo que lo que el dine-
ro representa en las transacciones humanas. El dinero no es necesario pero
ha servido de mucho. As´ı mismo, el concepto de fuerza y de muchas otras
definiciones ma´s, tales como el campo electromagne´tico, han resultado su-
premamente u´tiles. Concretamente, la fuerza no es ma´s que una entelequia
matema´tica que permite igualar diversos objetos f´ısicos que tengan las mis-
mas dimensiones que masa por aceleracio´n, por ejemplo, el estiramiento de
un resorte y el producto masa por la aceleracio´n en ca´ıda libre que de´ el peso
de un cuerpo.
En segundo te´rmino, la segunda ley de Newton, para cuerpos con masa
constante, puede escribirse como
~F = m~a = md(~v)/dt
Escrita de esa manera, queda claro que hay una arbitrariedad en la de-
finicio´n de fuerza: uno puede adicionarle a la velocidad considerada una ve-
locidad inicial arbitraria y el resultado f´ısico no cambia. El primero que re-
porto´ haberse dado cuenta de eso fue Galileo: el iba en un barco y se dio
cuenta que en algunas ocasiones el penso´ que estaba quieto pero al revisar su
entorno se dio cuneta que se estaba moviendo. Eso significaba que el organis-
mo de Galileo no pod´ıa percibir las velocidades absolutas. Le quedaba por
saber si ese era problema de su organismo o de la naturaleza en general. Para
dilucidarlo, se puso a experimentar con una jarra y un pocillo: si uno llenaba
la jarra con el agua que ca´ıa del pocillo, daba lo mismo si uno se mov´ıa con
respecto al mar o si estaba quieto. Por lo tanto, la naturaleza como un todo
era insensible a una velocidad absoluta.
Adicionalmente, Galileo tambie´n logro´ hacer que el tiempo pasara en
ca´mara lenta para poder estudiar mejor algunos feno´menos relacionados con
la fuerza: se invento´ el plano inclinado.
Galileo se sent´ıa tan impresionado por su me´todo de trabajo, pensar y
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experimentar para volver a repensar, que declaro´ una idea que mi subcons-
ciente recuerda as´ı: de ahora en adelante, cualquiera que tenga ojos y un tris
de cerebro, podra´ encontrar el camino a la verdad. Al me´todo de Galileo se
le llama el me´todo cient´ıfico y hoy en d´ıa ha sido tan sobredarrollado que
se aplica de una manera un poco distinta a la de Galileo, por ejemplo as´ı:
lo que hemos encontrado, lo encontramos con el me´todo cient´ıfico, enton-
ces hemos encontrado la verdad y si no es la verdad absoluta, entonces es
algo f´ısicamente indistinguible de ella, y lo dema´s, por supuesto, no tiene
importancia.
Como conclusio´n, Galileo infirio´, usando nuestra terminolog´ıa, que las
leyes de la meca´nica son una teor´ıa gauge con grupo R3, el grupo de las ve-
locidades. Este grupo puede extenderse a R6, pues tampoco podemos definir
una posicio´n privilegiada en el espacio. Newton propuso adema´s que la ley
fundamental fuese dada por una ecuacio´n diferencial de segundo orden, en
la cual no aparecieran ni las posiciones ni las velocidades. Entonces, New-
ton formulo´ su segunda ley. Esa ley da una ecuacio´n diferencia lineal. Me
da la impresio´n de que dicha linealidad puede inferirse considerando un bar-
quito que nada en una piscina que esta´ en otro barco ma´s grande, es decir,
considerando movimiento con referencia a sistemas inerciales encadenados y
aduciendo que todas las descripciones tienen que ser equivalentes.
2.2. GAUGES USUALES
Tener o no tomar en cuenta la libertad de calibracio´n o gauge tiene efectos
cuantitativos a la hora de cuantizar tanto en teor´ıa de campos como en teor´ıa
de cuerdas. Por lo tanto, cuando hay libertad gauge es necesario tomarla en
cuenta. Pero, co´mo hacerlo? En algunos casos, es suficiente implementar la
libertad gauge de la manera que a uno le guste y se procede. Veamos varias
maneras usuales de fijar la libertad gauge: el gauge temporal, el gauge axial,
el de Coulomb o de radiacio´n, el de Lorentz. Queda el de Feynman, pero
ese lo veremos ma´s luego. En todos los casos se empieza con una descripcio´n
cualquiera del campo: un potencial ele´ctrico φo y un potencial vector ~A. Con
dicha descripcio´n, uno fabrica otra (φk, ~AΛ) an˜adiendo un escalar al potencial
y un gradiente al vector potencial; φk = φo + k, ~AΛ = ~A+∇Λ
1. Gauge temporal: en este gauge se define el potencial φ como 0 y se
toma Λ =
∫ t
−∞ φo(x, y, z, t
′)dt′.
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2. Gauge Axial: en este gauge se orienta el mundo de tal manera que el eje
Z queda perpendicular al campo electromagne´tico: Az = 0. Este gauge
este generado por Λ =
∫ z
−∞ φo(x, y, z
′, t)dz′.
3. Gauge de Coulomb o de radiacio´n: El gauge temporal no determina
totalmente el gauge de trabajo. Puede adiciona´rsele la condicio´n: ∇ ·
~A = 0. Todos estos gauges tienen el inconveniente de no ser covariantes,
es decir, de requerir diccionarios de traduccio´n complicados entre dos
investigadores cuyos laboratorios se muevan en marcos inerciales y que
quieran intercambiar y comparar resultados. El siguiente gauge no tiene
ese problema.
4. Gauge de Lorentz. Este gauge es muy importante por dos razones: es
covalente y sale naturalmente al querer reexpresar las ecuaciones de
Maxwell como ecuaciones de onda.
Transformemos, pues, las ecuaciones de Maxwell en ecuaciones de onda
y veamos que´ forma toma el gauge de Lorentz. Las ecuaciones de Maxwell
con cargas y corrientes son:
Ley de Gauss
∇ · ~E = ρ
No a los monopolos magne´ticos
∇ · ~H = 0
Ley de Faraday
∇× ~E + ∂ ~H/∂t = 0
Ley de Ampe`re
∇× ~H − ∂ ~E/∂t = ~J
Como ya sabemos, ∇·H = 0 implica que ~H = ∇× ~A. Substituyendo esto
en la ecuacio´n de Faraday y teniendo en cuenta que las derivadas parciales
conmutan, tenemos:
0 = ∇× ~E + ∂/∂t(∇× ~A) = ∇× ~E +∇× ∂ ~A/∂t = ∇× ( ~E + ∂ ~A/∂t)
lo cual dice que hay un campo cuyo rotacional es cero. Por tanto, dicho
campo es conservativo: existe un potencial φ tal que
~E + ∂ ~A/∂t = −∇φ
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o lo que es lo mismo
~E = −∂ ~A/∂t−∇φ
Por otro lado, la ley de Ampe`re puede escribirse como ∇ × (∇ × ~A) −
∂ ~E/∂t = ~J
que gracias a la identidad ∇× (∇× ~A) = ∇(∇ · ~A)−∇2 ~A se transforma
en
~J = ∇(∇ · ~A)−∇2 ~A− ∂ ~E/∂t
recordando que ~E = −∂ ~A/∂t−∇φ esta ley queda como
~J = ∇(∇ · ~A)−∇2 ~A− ∂/∂t(−∂ ~A/∂t−∇φ)
Reordenando
∇2 ~A− ∂2/∂t2( ~A) = − ~J +∇(∇ · ~A) + ∂(∇φ)/∂t
intercambiando derivadas parciales en el u´ltimo te´rmino
∇2 ~A− ∂2/∂t2( ~A) = − ~J +∇(∇ · ~A)−∇∂φ/∂t = − ~J +∇[(∇ · ~A) + ∂φ/∂t]
Esta es una ecuacio´n complicada. El truco para resolverla consiste en
hacer que esta ecuacio´n se simplifique a la fuerza, aqu´ı se hace uso de la
libertad gauge, haciendo que
∇ · ~A+ ∂φ/∂t = 0
o su equivalente
∇ · ~A = −∂φ/∂t
A esta seleccio´n se le llama el gauge de Lorentz. Por supuesto, es necesario
verificar que esta restriccio´n viene naturalmente de restar del potencial vector
el gradiente de una funcio´n escalar. Aceptado que eso es posible, la ecuacio´n
de Gauss tambie´n puede transformarse en una ecuacio´n de onda:
ρ = ∇· ~E = ∇· (−∇φ−∂ ~A/∂t) = −∇2φ−∇·∂ ~A/∂t = −∇2φ−∂/∂t(∇· ~A)
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Utilizando el gauge de Lorentz para la divergencia de ~A tenemos:
ρ = −∇2φ− ∂/∂t(−∂φ/∂t) = −∇2φ+ ∂2φ/∂t2
si se reordena para que quede como ecuacio´n de onda, su sencillez salta
a la vista:
∂2φ/∂t2 − ∂2φ/∂t2 = ρ
Uno de los me´ritos de este resultado es queda demostrado que hay un
gauge gracias al cual las ecuaciones de Maxwell se convierten en ecuaciones
de onda.
Con esto terminamos nuestra exposicio´n del campo electromagne´tico cla´si-
co y pasamos enseguida al estudio de la accio´n, la cual nos permitira´ hacer la
formulacio´n cua´ntica del electromagnetismo. La bibliograf´ıa para este cap´ıtu-
lo esta´ al final del siguiente, pues hay una sola para ambos cap´ıtulos.
2.3. HISTORIA DE LAS TEORIAS GAU-
GE
La palabra del idioma ingle´s ’gauge’ significa 1. Medida esta´ndar 2. Dis-
tancia entre los rieles de una carrilera 3. Instrumento para medir el nivel o
cantidad de algo, 4. Hecho o circunstancia que puede usarse para caracterizar
a alguien ( Oxford Advanced Learner’s Dictionary). El primer significado nos
dir´ıa que ’gauge’ es una unidad que se utiliza para calibrar todos los instru-
mentos. Las teor´ıas gauge o de calibracio´n se denominan as´ı porque, como se
vera´ ma´s abajo, nacieron como un resultado histo´rico de una preocupacio´n
relacionada con las unidades de medida.
Veamos un detalle que ilumina la historia de la forma como nacio´ el
nombre de las teor´ıas gauge.
Los pa´ıses poderosos tienen sus propios sistemas de medidas y terminan
imponie´ndolos a los otros. En la actualidad tenemos dos sistemas usuales:
el ingle´s (pie - libra -segundo) y el france´s o cegesimal (cent´ımetro -gramo-
segundo). Pues bien, a finales del 1999 hubo un desastre aeroespacial debido
a que el conjunto total fue armado por partes, una en un laboratorio y otra
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en otro, pero dichos laboratorios manejaban unidades de medida distintos:
uno el sistema cegesimal y otro el sistema ingle´s. Pero no notaron eso sino
hasta que el sistema total colapso´, todo por falta de una tabla de conversio´n
del programa de control global.
Imagine´monos ahora, para ver como nacieron las teor´ıas gauge, que el
mundo esta´ lleno de pa´ıses infinitesimales y que cada uno tiene sus propias
unidades de medida. Lo que nos interesa es, digamos, describir la presio´n
atmosfe´rica a nivel de tierra. De tanto querer comunicarse entre pa´ıses y
no poder, las unidades de medida tendra´n que evolucionar. Al llegar a un
equilibrio, un observador neutral podr´ıa describir la situacio´n como que hay
una unidad de medida que var´ıa continua y suavemente de un lugar a otro.
Si en ~x la unidad de medida se define como 1, entonces en ~x+ ~dx la unidad
de medida, convertida a las unidades que se usan en ~x, ser´ıa 1+ s(~x, ~dx). Te-
niendo como mira al campo electromagne´tico, H. Weyl se permitio´ reescribir,
hacia 1920, s(~x, ~dx) = ~S(~x) · ~dx, un producto punto entre el diferencial de
posicio´n ~dx y la funcio´n vectorial ~S(~x) que no ten´ıa que involucrar ningu´n
gradiente. Ahora solicitemos a cada pa´ıs ~x que nos comunique la presio´n
atmosfe´rica que se registra en su localidad ~x. Lo que cada pa´ıs reporte lo
llamaremos f(~x). Naturalmente que f(~x) vendra´ en la medida nacional de
cada lugar. Denotemos por g(~x) la conversio´n de f(~x) a las unidades que se
usan en el pa´ıs donde nosotros vivimos.
Calculemos g(~x + ~dx), que es la conversio´n de f(~x + ~dx) a las unidades
que se usan en ~x:
g(~x+ ~dx) = f(~x+ ~dx)(1 + ~S(~x) · ~dx) = (f(~x) +∇f · ~dx)(1 + ~S(~x) · ~dx) =
f(~x) +∇f · ~dx+ f(~x)~S(~x) · ~dx+ (∇f · ~dx)(~S(~x) · ~dx)
que desechando los te´rminos de segundo orden se aproxima por
g(~x+ ~dx) = f(~x) + (∇+ ~S(~x))f(~x) · ~dx.
Esa ser´ıa nuestra teor´ıa gauge ma´s primitiva. Lo es tanto que es una
simple tabla de conversio´n infinitesimal de unidades de medida o gauge.
Como veremos, la expresio´n ~S+∇, que aparecio´ directamente como tabla
de conversio´n de unidades de medida o gauge, se encuentra en ca´lculos que
involucran al campo electromagne´tico y Weyl procuro´, en vano, ver en la
funcio´n vectorial ~S el equivalente al potencial vector electromagne´tico, al
cual conoceremos a fondo. Con la meca´nica cua´ntica, Fock y London se dieron
cuenta de que la expresio´n ∇+ ~S reaparec´ıa, pero esta vez a la funcio´n ~S se
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la comparaba con la cantidad i veces el potencial vector . Desde entonces las
ideas se han aclarado mucho mejor y ahora podemos enunciar el principio
gauge, como lo hicimos en el resumen del presente trabajo y notar que es
algo sencillo y perfectamente natural.
Debido a que la teor´ıa que hoy en d´ıa describe la interaccio´n electro-
magne´tica es el prototipo de teor´ıa gauge, nos sentimos obligados a hacer
una revisio´n global y entendible de dicha teor´ıa, reformulando sus principios
ba´sicos al derecho y al reve´s. Por supuesto que centraremos la atencio´n en las
leyes de Maxwell, el significado de sus conceptos y su aplicacio´n. Notaremos
su poder predictivo, el cual incluso da lugar a la relatividad especial. Desta-
caremos un experimento que demostro´ que el electromagnetismo dentro del
marco de la meca´nica cla´sica presenta falsas predicciones e invitaremos a la
meca´nica cua´ntica a solucionar la inconsistencia. En este u´ltimo formalismo
es donde veremos a la teor´ıa de la interaccio´n electromagne´tica como una
teor´ıa gauge con grupo de simetr´ıa U(1), el cual es un grupo de Lie.
El detalle que hemos narrado se enmarca dentro de una gran historia.
Ver, por favor,
http://arxiv.org/abs/hep-ph/9810524
2.4. LA VISION GAUGE
Quisie´ramos enfatizar que las teor´ıas gauge tienen su soporte en el ma´s
elemental sentido comu´n. Veamos por que´.
La f´ısica tiene como objetivo describir la naturaleza de forma sencilla,
elegante e irreducible. La f´ısica matema´tica adema´s tiene que fabricar una
plataforma desde la cual sea normal hacerse preguntas como: Por que´ la
naturaleza es como es? La construccio´n de tales plataformas es algo muy
tedioso pero dado el enorme trabajo de las generaciones pasadas es mucho lo
que podemos adelantar invirtiendo un esfuerzo razonable.
La pregunta ba´sica de la f´ısica - matema´tica es la siguiente: cua´les son
los elementos fundamentales que forman la materia y co´mo son sus inter-
acciones? Se ha buscado intensamente la respuesta a esta pregunta y hoy
por hoy muchos creen que la respuesta ha de buscarse dentro de las teor´ıas
gauge. Desde el punto de vista cla´sico, los ingredientes ma´s destacados de
estas teor´ıas son: cambios de coordenadas, fibrados principales, conexiones
y curvaturas. Aunque nos llevara´ tiempo entender todo eso, hay un elemen-
to de las teor´ıas gauge que es fa´cil de asimilar y que sin embargo es muy
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importante:
Partimos de la consideracio´n de que una teor´ıa f´ısica debe por sobre to-
das las cosas describir un universo objetivo y cognoscible, es decir, que se
pueda observar por diferentes investigadores y que entre ellos haya mutuo
acuerdo. A esto le vamos a llamar el principio del realismo. Para implemen-
tarlo, las teor´ıas deben tener en cuenta que toda medicio´n implica sistemas de
coordenadas arbitrarios, los cuales son impuestos por el investigador. Por con-
siguiente, la teor´ıa f´ısica debe tener estabilidad ante cambios de coordenadas.
Dichas coordenadas incluyen el espacio-tiempo y tambie´n otras coordenadas
que se requieran para representar los estados internos de los sistemas que se
estudien.
Ma´s modernamente, se han creado me´todos en geometr´ıa diferencial que
permiten una formulacio´n intr´ınseca de la f´ısica, pues toma verdades que son
objetivamente ciertas y cuya formulacio´n no hace referencia a ningu´n sistema
de coordenadas en particular.
El principio del realismo, estabilidad ante todo cambio de coordenadas,
debe ser observado por toda teor´ıa. Oficialmente, a este principio se le llama
covarianza generalizada. Algunos piensan que este principio es inu´til, pues
uno puede describir un objeto desde un sistema de coordenadas y despue´s uti-
lizar las reglas reconocidas para cambiar de sistema de referencia, y as´ı evitar
toda contradiccio´n. Con todo, nosotros veremos este principio a toda hora y
en todo lugar. Que baste un ejemplo:
Consideremos el movimiento de una piedra que hemos lanzado: co´mo
podremos referirnos a su posicio´n y velocidad si no es por medio de un sis-
tema de referencia que de por s´ı es arbitrario? Como hemos dicho, tenemos
entonces que descubrir leyes matema´ticas que describan la misma ley f´ısi-
ca en todos los sistemas de referencia. O tal vez, formulaciones intr´ınsecas
que no hagan referencias a ningu´n sistema coordenado en particular. Tam-
bie´n podemos descubrir que la energ´ıa total de la piedra se conserva. Dicha
energ´ıa representa en nuestra discusio´n el espacio interno, con dos compo-
nentes: energ´ıa cine´tica y energ´ıa potencial. A pesar de haber ya definido un
sistema de coordenadas, au´n se tiene la libertad de fijar una altura arbitraria
como el nivel cero de la energ´ıa potencial, adjudicando, por ejemplo, dicho
nivel a la superficie de la tierra.
Fijar el nivel cero de la energ´ıa potencial es una arbitrariedad introducida
por la maquinaria matema´tica, que equivale a sumar una constante arbitraria
a la energ´ıa potencial. El principio del realismo exige que dicha arbitrariedad
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no modifique en modo alguno las leyes f´ısicas que describen el movimiento
de los objetos. Eso se cumple automa´ticamente debido a que las leyes de la
f´ısica se reducen en el presente caso a la segunda ley de Newton en un campo
de fuerzas conservativo,
~F = ma = −∇φ
por lo tanto la fuerza ~F so´lo depende del gradiente de la energ´ıa potencial,
φ, que implica derivadas y que aniquila toda constante k:
∇(φ+ k) = ∇φ
Notemos que el conjunto de constantes arbitrarias que podemos sumar
a la energ´ıa potencial forman un conjunto, el de los nu´meros reales. Este
conjunto es un ejemplo de lo que se denomina grupo, concepto que representa
un conjunto cuyos elementos se pueden operar, con propiedades semejantes
a las de la suma ordinaria de los nu´meros reales. Puede parecer algo tonto,
pero vamos a decir que nuestra descripcio´n de la dina´mica de una part´ıcula
admite a los reales como grupo gauge. Esto insinu´a que una teor´ıa gauge
contiene un grupo de arbitrariedades, el grupo gauge, que uno puede fijar
a gusto ante las cuales las predicciones f´ısicas no cambian. Lo que no es nada
obvio, y lo veremos claramente para el electromagnetismo, es que el grupo
de arbitrariedades de una interaccio´n formulada al estilo gauge es el corazo´n
mismo de la teor´ıa.
El estudio del electromagnetismo es ciertamente ma´s complicado que el
de una piedra que vuela hasta caer, pero el principio del realismo tambie´n
estara´ ah´ı. Nos sera´ fa´cil demostrar que la formulacio´n cla´sica, dada por las
leyes de Maxwell, tiene un grupo gauge, pero hacer lo equivalente para la
versio´n cua´ntica sera´ toda una obra de arte.
Al dejar la interaccio´n electromagne´tica para pasar a interacciones ma´s
complicadas (que no veremos) tendremos que reconocer que el filtro del rea-
lismo es demasiado burdo y no da ideas para proponer la forma de dichas
interacciones, es decir, no produce me´todos espec´ıficos para hacer prediccio-
nes. Es en ese momento cuando comenzamos a apreciar el poder de los otros
conceptos de las teor´ıas gauge: fibrados principales, conexiones y curvatu-
ras, los cuales podemos considerar como un legado de la relatividad general.
Todo esto lo veremos en detalle pero enfocados hacia la interaccio´n electro-
magne´tica.
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2.5. CONCLUSION
Para que una teor´ıa matema´tica tenga futuro como teor´ıa cient´ıfica, es
decir, como teor´ıa que represente algu´n aspecto del universo f´ısico, se re-
quiere que las predicciones de la teor´ıa sean estables ante toda arbitrariedad
nacida sea de la observacio´n, de la descripcio´n o del tratamiento matema´tico.
En particular, debe cumplir con el principio de covarianza generalizada, la
estabilidad ante todo cambio de coordenadas, y con la invariancia gauge, la
estabilidad de las predicciones ante todo grupo de arbitrariedades introdu-
cido por la formalizacio´n matema´tica, el grupo gauge. Las modernas teor´ıas
gauge de la f´ısica fundamental cumplen todo esto pero adema´s involucran ele-
mentos serios de la geometr´ıa: fibrados principales, conexiones y curvaturas,
lo cual veremos a lo largo del curso.
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Teniendo en claro que la meca´nica cla´sica no explica todo, debemos
preguntarnos por que´ funciona. La manera ma´s fa´cil de responder a ese inte-
rrogante es presentar un formalismo del cual pueda deducirse co´modamente
las leyes de la meca´nica cla´sica y que nos lleve directamente al corazo´n de
la meca´nica cua´ntica. Aunque tenemos varias propuestas, la del principio de
la mı´nima accio´n de Hamilton es sin duda alguna una de las ma´s sencillas,
versa´tiles y poderosas.
Pensemos en una piedra que vuela libremente despue´s de que la tiramos
hacia la guayaba. Ella describe una trayectoria. Preguntar por que´ la meca´ni-
ca cla´sica funciona es lo mismo que preguntarse por que´ la piedra sigue el
camino que siguio´. Vamos a desarrollar un antropomorfismo para captar la
forma como Hamilton nos responde dicho interrogante: la piedra sigue el ca-
mino que siguio´ porque dicho camino era el que a la naturaleza le sal´ıa el
ma´s barato posible. Todos los caminos son posibles, pero cada camino tiene
un peaje y el que la naturaleza escoge es aquel cuyo peaje total sea mı´nimo.
En realidad, no se requiere que sea mı´nimo sino simplemente extremo
local sobre el espacio de todos los caminos. Quiza´ hubie´semos deseado que la
naturaleza funcionase como nosotros, que prefiriera aquella carretera, que en
igualdad de condiciones, tuviese el peaje mı´nimo. Sin embargo, no somos tan
exigentes: un cuerpo esta´ en equilibrio bien sea sobre un valle o sobre una
cresta. Por tanto, no hay razo´n para exigir del peaje que tome un mı´nimo.
Por eso, so´lo necesitamos un extremo. Claro que si el peaje total so´lo tiene
un extremo, entonces uno puede arreglar las cosas para que ese extremo sea
un mı´nimo.
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Un peaje es dictaminado por un alcalde o sus delegados. Si nosotros no
hemos cuestionado la posibilidad de cambiar de alcalde, es porque ese alcal-
de es irremovible: esta´ dado por la estructura del espacio-tiempo y por las
interacciones fundamentales. A la estructura del espacio-tiempo se le acos-
tumbra a identificar con la gravitacio´n, pues equivale a una curvatura. El
estudio general de sistemas de coordenadas sobre espacios curvos se denomi-
na geometr´ıa diferencial y su propo´sito es formular leyes intr´ınsecas, o sea
que tengan la misma forma en todos los sistemas de coordenadas pero que
se puedan bajar directamente a cada sistema de coordenadas en particular.
Volviendo al principio de la mı´nima accio´n, el precio del peaje por unidad
de camino se llama el Lagrangiano L, que es una funcio´n escalar (en general
es real, pero para ciertos efectos puede ser complejo). Dado un camino, el
peaje total sera´ la integral del Lagrangiano a lo largo de todo el camino. Al
peaje total a lo largo del camino γ se le llama accio´n, S(γ). El camino elegido
por la meca´nica cla´sica produce un extremo de la accio´n. Y ese es el principio
de Hamilton.
Cua´l es la diferencia de la meca´nica cla´sica con la meca´nica cua´ntica? La
meca´nica cla´sica produce un camino, uno solo, aquel que da un valor extremo
a la accio´n, y los dema´s los desprecia. En contraste, la meca´nica cua´ntica
toma en cuenta todos los caminos y un enjambre de caminos parecidos da
un aporte particular al peaje total.
Por que´ la meca´nica cla´sica es tan exitosa siendo que no es fundamental?
Porque en los casos donde acierta es porque de todos los caminos el que ma´s
importa es el tomado por la meca´nica cla´sica y los aportes de todos los dema´s
caminos se cancelan entre ellos.
Ahora viene la implementacio´n de estas ideas intuitivas.
Comenzamos enfrentando el siguiente contraste: se sabe que las leyes de
Newton son obedecidas por la naturaleza, al menos dentro de ciertas esca-
las. Dichas leyes esta´n representadas por ecuaciones diferenciales. Puesto que
para calcular una derivada tan so´lo importa el comportamiento infinitesimal
de las variables en juego, nosotros decimos que las leyes de la meca´nica son
locales. Es una felicidad que as´ı sean, o de lo contrario nos resultar´ıa impo-
sible hacer un experimento pues no podr´ıamos controlar todo el universo al
mismo tiempo. Pero por otro lado, el principio de Hamilton toma toda una
trayectoria como un todo indivisible y, como si fuese poco, analiza todas las
trayectorias al tiempo y elige aquella que produce un peaje total extremo.
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Evidentemente, el criterio de Hamilton no es local.
Hay alguna contradiccio´n? Debemos deducir del principio de Hamilton
una ecuacio´n diferencial ordinaria para rescatar la localidad. Haga´moslo.
Pongamos el Lagrangiano o peaje por unidad de longitud de camino como:
L = T − U (23)
donde T es la energ´ıa cine´tica y U la potencial. Para un camino γ ya
parametrizado con respecto al tiempo, desde tiempo inicial t0 a tiempo final
t1, definimos la accio´n, o peaje total, S como
S(γ) =
∫ t1
t0
Ldt (24)
Entendamos esta terminolog´ıa y otros conceptos necesarios para seguir.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Caminos que cuestan: El peaje como una integral de l´ınea, funciona-
les, extremos de funcionales.
Seguramente tenemos una imagen clara de lo que representa una integral
comu´n y corriente al estilo de∫
senxdx
Tratemos de ver dicha integral con otros ojos, con los de un chofer que
tiene que andar una carretera.
Nuestro chofer va por una carretera que es una l´ınea recta perfecta: la
recta real. Y su carro lleva un tax´ımetro, que mide las unidades de carretera
recorridas. En los taxis usuales los tax´ımetros le suman una cierta cantidad
fija al costo total por cada unidad de camino recorrido. Para hacer que un
tax´ımetro calcule la integral de la funcio´n f(x) se necesita hacerle un cambio:
cada vez que el tax´ımetro registre una nueva unidad de camino se suma
al peaje acumulado la cantidad dada por f(x). Por ejemplo, si llevamos 2
unidades de camino y acabamos de registrar la tercera, le sumamos al peaje
acumulado f(3). Si f(x) = x2 entonces hay que sumar 9.
Lo que el tax´ımetro ha hecho se denomina te´cnicamente como suma de
Riemann y nos da una aproximacio´n a la integral. Para calcular la integral
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exactamente hay que hacer el trabajo tedioso de considerar unidades de ca-
mino cada vez ma´s pequen˜as y calcular el l´ımite. Si el l´ımite existe, se le
llama la integral de Riemann de la funcio´n f(x). Podemos garantizar que la
integral de Riemann existe para funciones continuas o que sean discontinuas
excepto en un nu´mero finito de puntos.
En la integral de Riemann el punto de vista es el determinado por la
carretera. Por otro lado, el tax´ımetro tiene que ser de aguja, esto es, tiene
que poder medir en nu´meros reales, a precisio´n infinita.
Sucede que las carreteras no son l´ıneas rectas perfectas. Las carreteras son
curvas, suben, bajan, dan la vuelta, regresan. Para nosotros no hay ningu´n
problema: tomamos la carretera en l´ınea recta y la enroscamos sobre la ca-
rretera que nos indiquen.
Es muy u´til imaginarse que la carretera en l´ınea recta es el tiempo. Cuan-
do vamos enrollando el tiempo sobre la carretera, lo que hacemos es simple-
mente recorrerla: a veces vamos ma´s ra´pido, a veces ma´s despacio.
Al proceso de enroscamiento se le denomina parametrizacio´n:
γ : R→ R3
Hay tantas parametrizaciones como carros y au´n ma´s: cada uno puede
recorrer la carretera variando la velocidad muy caprichosamente.
Y cada carro lleva su tax´ımetro, el cual ha sido programado para calcular
una integral dada, o un peaje, o el costo de una carrera o expreso, segu´n ya
hemos explicado: si se acaba de recorrer la unidad x, por esa unidad se agrega
f(x) al peaje ya acumulado. Despue´s se refinan las unidades y se averigua el
l´ımite. Si tal l´ımite existe, se denomina integral de l´ınea.
Los peajes pueden cobrarse de mil maneras posibles. Puede cobrarse una
tarifa de una naranja por metro recorrido. Puede cobrarse ma´s si es de noche.
Puede cobrarse menos si la velocidad se mantiene entre 40km/h y 50 km/h.
Puede duplicarse si la velocidad sobrepasa los 90 km/h. O puede cobrarse
segu´n se haya gastado energ´ıa para hacer el expreso: eso fue lo que hicimos
antes cuando habla´bamos de trabajo para recorrer un camino. En fin, no hay
l´ımite a la creatividad para definir peajes.
Cua´l es el peaje de la naturaleza desde el punto de vista de la aproxima-
cio´n cla´sica?
Al igual que un punto puede ser el mı´nimo de muchas curvas, de igual
forma, un camino puede ser un mı´nimo de muchos peajes totales. Pero se ha
83
encontrado que hay un peaje que resulta de maravilla: por unidad de camino
se llama el Lagrangiano L, la energ´ıa cine´tica menos la energ´ıa potencial.
Como la energ´ıa cine´tica involucra a la velocidad, el peaje de la naturaleza
castiga fuertemente cualquier velocidad que ya de por s´ı es un exceso.
Al peaje total se le llama accio´n, S y es la integral de l´ınea del peaje por
unidad de camino:
S(γ) =
∫ t1
t0
Ldt
Los l´ımites indican que hemos tomado la parametrizacio´n natural, en la
cual la carretera es el resultado de enroscar el tiempo, y por tanto el peaje
se cobra desde el tiempo que inicio´ la carrera hasta el tiempo en el cual se
llego´ al destino.
Si la parametrizacio´n es γ(t) = ~F (t), donde ~F es un vector de coorde-
nadas, en general tenemos que L = L(~F (t), ~˙F (t), t), lo cual quiere decir que
el peaje se cobra de acuerdo al camino recorrido dependiendo del lugar por
donde vaya y tambie´n de la velocidad a la cual transite, e incluso de la hora.
Como quien dice, se cobra por todo.
Tenemos ahora que encontrar condiciones para los extremos de la accio´n.
Para atacar un problema tan complicado, revisemos ra´pidamente el caso
conocido, de hallar un extremo a funciones de R en R, cuando la funcio´n es
diferenciable.
Para que una funcio´n de R en R sea diferenciable se requieren dos ele-
mentos: que uno pueda aproximar la funcio´n por la l´ınea tangente, que define
una transformacio´n lineal, df = mdx, y que el error sea super-despreciable
con respecto a dx.
Definimos que una funcio´n f(x) : R→ R, que sea diferenciable, tiene un
extremo en x si la l´ınea tangente tiene pendiente cero. Eso implica que en x
la diferencial cumple df = f(x + dx) − f(x) = (limh→0)[(f + h) − f(x)] =
mdx = 0.
Similarmente, para estudiar los extremos de la accio´n tenemos que variar
el camino un poquito y ver co´mo cambia dicha accio´n: tendremos un extremo
cuando la accio´n no cambia al deformar el camino un poquito. Formalmente:
Definicio´n: La accio´n o funcional S es diferenciable en γ si S(γ+h)−S(γ)
puede aproximarse por el efecto de un funcional lineal F (h) y si el error de
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aproximacio´n es super-despreciable. El te´rmino h denota una perturbacio´n,
es decir, un camino que adicionado al camino γ lo perturba muy poquito, en
particular, no le cambia los extremos. A F se le llama la diferencial de S.
Aclaramos que
1. Los caminos se pueden sumar y multiplicar por una constante pues
denotan funciones de R en el espacio vectorial R3n. El 3 es por las coordenadas
espaciales y el n porque el sistema en estudio puede tener n part´ıculas. En
general el 3n debe sobrentenderse y so´lo describiremos una part´ıcula que se
mueve en un espacio de una dimensio´n, pero como el efecto es lineal sobre
cada coordenada, se podra´ extender inmediatamente al caso 3n.
2. Un funcional de caminos S es lineal si es compatible con la suma y con
la multiplicacio´n escalar:
S(α + β) = S(α) + S(β)
S(cα) = cS(α)
donde α, β, son caminos y c es un nu´mero real.
Ejemplo: el funcional S(α) =
∫ 1
0 g
2(α(t))dt, donde g es una funcio´n que
toma valores reales, no es lineal, en tanto que S(α) =
∫ 1
0 3g(α(t))dt si lo es
siempre y cuando g sea lineal.
3. Decir que el error es super-despreciable implica un mundo de cosas.
Primero hay que reconocer que los caminos, como funciones de R en un
espacio vectorial, en este caso Rn, forman un conjunto que acepta el concepto
de norma o longitud que permite hablar de ’grande’ y de ’pequen˜o’, al igual
que los nu´meros reales, o los vectores en Rn que tienen su norma definida
por el valor absoluto o por la distancia de la punta del vector hasta el origen.
Mejor dicho, los caminos forman un espacio normado (con concepto de
longitud, ‖x‖) que adema´s lo hace me´trico (con concepto de distancia, d(x, y) =
‖x− y‖:
Si γ es un camino γ : R → Rn entonces definimos la norma del camino
‖γ‖ como
‖γ‖ = sup‖γ(t)‖
En esa definicio´n, γ(t) es un vector y ‖γ(t)‖ es su norma que es la misma
longitud. La expresio´n sup‖γ(t)‖ dice que debemos tomar como norma del
camino a su ma´xima desviacio´n efectiva a partir del origen.
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Por lo tanto, decir que h es un camino que es una perturbacio´n es lo
mismo que decir que su norma es casi cero y que h se mueve muy cerca del
origen. Si el codominio de h fuese R entonces la gra´fica de h ser´ıa una curva
pegada al eje ’X’.
Por otra parte, si γ es un camino, un enroscamiento del tiempo, entonces
por ser una funcio´n que toma valores en un espacio vectorial donde esta´ de-
finida la suma, la resta y la divisio´n por un escalar, pues tambie´n se le puede
definir su derivada γ˙(t) que representa al vector velocidad del mo´vil que
describe la parametrizacio´n dada por γ:
γ˙(t) = limh→0(γ(t+ h)− γ(t))/h donde t ∈ R.
Ahora podemos ser exactos y formalizar el concepto de ’error superdes-
preciable’ en el caso de un funcional S. Si tenemos que:
S(γ + h)− S(γ) = F (h) +R(γ, h)
y si F es lineal en h, decimos que el error R(γ, h) es super-despreciable si
para ‖h‖ < ǫ y ‖h˙‖ < ǫ se tiene que existe una constante K positiva tal que
| R |< Kǫ2, cuando ǫ→ 0.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
Para determinar los extremos de un funcional S tenemos entonces que
proceder as´ı: se expresa el funcional en un camino cualquiera. Se perturba
ligeramente el camino y se observa el cambio. Se extrae la parte lineal y se
iguala a cero. Comencemos:
S(γ + h)− S(γ) = ∫ t1t0 [L(x+ h, x˙ +h˙, t)dt− ∫ t1t0 L(x, x˙, t)]dt
Usando la linealidad de la integral nos da:
S(γ + h)− S(γ) = ∫ t1t0 [L(x+ h, x˙ +h˙, t)− L(x, x˙, t)]dt
Recordando la definicio´n de diferencial de una funcio´n escalar, eso es
simplemente
=
∫ t1
t0
(dL)dt
Pero dL = dL(d~u) y en este caso ~u tiene dos grupos de componentes, los
que corresponden a la posicio´n ~x y los que corresponden a su velocidad ~˙x.
Como so´lo anotamos una coordenada: dL = dL(x, x˙) = mxdx+mx˙dx˙, donde
mx y mx˙ son las pendientes en la direccio´n de x y de dx˙, o sea
mx = ∂L/∂x
mx˙ = ∂L/∂x˙
denotando dx como h y dx˙ como h˙ nos queda:
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dL = (∂L/∂x)h +(∂L/∂x˙)h˙
Por tanto
S(γ + h)− S(γ) = ∫ t1t0 [(∂L/∂x)h +(∂L/∂x˙)h˙]dt
que captura el efecto lineal de la perturbacio´n. Para hallar el error hay
que expandir hasta todos los o´rdenes, pero no lo hacemos pues al error lo
consideramos super-despreciable.
Usando la integracio´n por partes tenemos:∫ t1
t0
(∂L/∂x˙)h˙dt = (h∂L/∂x˙) − ∫ t1t0 hd/dt (∂L/∂x˙)dt
El te´rmino libre (h∂L/∂x˙) se evalu´a entre t0 y t1, pero como h es una
perturbacio´n que deja los extremos iguales, entonces h(t1) = h(t1) = 0. Eso
implica que el te´rmino libre no da nada. Simplificando:
S(γ + h)− S(γ) = ∫ t1t0 [(∂L/∂x)h −hd/dt(∂L/∂x˙)]dt
=
∫ t1
t0
h[(∂L/∂x) −d/dt(∂L/∂x˙)]dt
Para que γ sea un extremo, esta diferencia debe ser cero y lo debe ser
para todo h, de lo cual se deduce que el integrando libre de h debe ser cero:
[(∂L/∂x) − d/dt(∂L/∂x˙)] = 0
A esta ecuacio´n se le llama la ecuacio´n de Euler-Lagrange.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
No tan de prisa: en realidad no es tan obvio que el integrando libre de h
deba ser cero. Por eso formalizamos un poco mejor:
Si una funcio´n continua f(t), definida en el domino [a,b] satisface
∫ b
a f(t)h(t)dt =
0 para toda funcio´n continua h(t) tal que h(a) = h(b) = 0, entonces f(t) = 0
en todo el intervalo [a,b].
Prueba por contradiccio´n: supongamos que f(t) no sea ide´nticamente nula
en el intervalo dado. Eso significa que existe algu´n punto c tal que f(c) 6= 0.
Puede ser negativa o positiva. Sin pe´rdida de generalidad podemos suponer
que es positiva en c. Pero como f es continua, entonces es positiva en una
vecindad U de c. Au´n ma´s: existe un intervalo V contenido en U tal que sobre
V la funcio´n f es mayor que una cierta constante, K, tal vez muy cercana a
cero.
Como el enunciado es cierto para toda h, escogemos una h que nos guste,
una que no anule el producto fh. Es suficiente con que sea continua, siempre
positiva, valga uno en la vecindad U y que se anule en los extremos del
intervalo.
Sea B la longitud de V. Teniendo en cuenta que fh > 0 y que sobre V ,
h vale 1, tenemos:
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∫ b
a f(t)h(t)dt >
∫
V f(t)dt >
∫
V Kdt > BK > 0
Hemos llegado a una contradiccio´n, pues partimos de que dicha integral
deb´ıa ser cero: f tiene que ser ide´nticamente nula.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
Hemos demostrado entonces que el camino que produce un extremo en la
accio´n necesita cumplir la ecuacio´n de Euler-Lagrange:
d/dt(∂L/∂x˙)− ∂L/∂x = 0 (25)
En una dimensio´n, la ecuacio´n se lee directamente, pero en dimensio´n 3n,
tenemos 3n ecuaciones, todas del mismo tipo. Estas ecuaciones son diferen-
ciales, o sea que hemos recuperado la naturaleza local de la meca´nica cla´sica.
Podemos adema´s recuperar la segunda ley de Newton. Veamos:
Para todos los casos, tomamos el Lagrangiano como la energ´ıa cine´tica
T menos la energ´ıa potencial U . Consideremos una part´ıcula que se mueve
bajo el potencial, V (x). El Lagrangiano propuesto es L = (m/2)(x˙21 + x˙
2
2 +
x˙23)− V (x). Tenemos tres ecuaciones de Euler-Lagrange:
d/dt(∂L/∂x˙i)− (∂L/∂xi) = (m/2)d/dt(x˙2i )− (−∂V (x)/∂xi) = 0
= mx¨i + ∂V (x)/∂xi = 0
Hemos deducido que
Fuerzai = mx¨i = −∂V/∂xi, como deb´ıa esperarse. Evidentemente, la
forma del Lagrangiano se ha escogido para que esto pueda hacerse de manera
natural a partir de consideraciones energe´ticas.
3.1. INVENTANDO LAGRANGIANOS
El formalismo lagrangiano se ha llegado a convertir en una importante
puerta de entrada a la gran f´ısica de interacciones fundamentales. Inventar
lagrangianos es un arte complicado del cual no se sabe mucho. La idea del
grupo gauge se considera interesante al respecto. Por ahora, vamos a hacer un
ejercicio de induccio´n para ilustrar una forma como se inventan lagrangianos:
teniendo la ley de Newton, vamos a deducir la forma del Lagrangiano y del
principio variacional del cual dicha ley podr´ıa deducirse.
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Consideremos un sistema meca´nico cla´sico descrito por n variables y sus
derivadas q1, ...., qn, q˙1, ...., q˙1. La ley de Newton dice
miq¨i = −∂V/∂qi
Multiplicando por dqi y sumando sobre todas las coordenadas∑
miq¨idqi = −∑(∂V/∂qi)dqi = −dV∑
miq¨iδqi + dV = 0
Ahora integramos sobre el tiempo entre r y s pero con la condicio´n de
que en dichos tiempos no se haya ninguna variacio´n : dqi(r) = dqi(s) = 0.
Tenemos:∫ s
r (
∑
miq¨iδqi + δV )dt = 0
Introducimos δ en vez de d para diferenciar entre las variables indepen-
dientes de las dependientes.
Ahora integramos por partes el primer te´rmino y el segundo lo dejamos
de lado por un momento. Tomamos como u = δqi y como dv = q¨i. Por tanto,
v = q˙i, pero necesitamos saber que´ es du. Tengamos en cuenta que
δ(dq/dt) = d(q + δq)/dt− dq/dt = d/dt(q + δq − q) = d(δq)/dt
por tanto a du/dt lo tomamos como d(δq)/dt = δ(dq/dt). Entonces∫ s
r (
∑
miq¨iδqi)dt =
∑
miδqiq˙i|sr −
∫ s
r (
∑
miq˙iδq˙i)dt
utilizando las condiciones de frontera se aniquila el primer te´rmino y so´lo
queda el segundo, el cual al ser reemplazado en∫ s
r (
∑
miq¨iδqi + δV )dt = 0
nos queda en
− ∫ sr (∑miq˙iδq˙i + δV )dt = 0
multiplicando por -1 y maquillando tenemos∫ s
r δ(
∑
mi(1/2)q˙
2
i − V )dt = 0
δ
∫ s
r (
∑
mi(1/2)q˙
2
i − V )dt = 0
δ
∫ s
r Ldt = 0
donde L =
∑
mi(1/2)q˙
2
i − V
Hemos demostrado que si la ley de Newton es va´lida para un sistema,
entonces dicho sistema funciona como si ejecutara un valor cr´ıtico para una
integral que hemos denominado la accio´n. El argumento es reversible siem-
pre y cuando se tenga en cuenta que el δqi pueda ser cualquiera con las
condiciones de frontera adecuadas.
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3.2. LEYES DE CONSERVACION
Si uno sabe que el Lagrangiano es invariante ante el efecto de un
cierto grupo de transformaciones, uno puede deducir una ley de conservacio´n.
Veamos algunos ejemplos, el primero muy intuitivo.
Imaginemos que vamos por un territorio el cual es muy uniforme. Pode-
mos inferir que como nos fue en el recorrido pasado as´ı nos ira´ en el futuro,
por ejemplo, si antes recorrimos 30 km en un d´ıa, en los siguientes tambie´n
recorreremos 30 km por d´ıa. Decir que el territorio es muy uniforme es ase-
gurar que los descriptores del ambiente son invariantes ante traslaciones, las
cuales forman un grupo. Por lo tanto, el recorrido diario se conserva.
Si el Lagrangiano es invariante ante un translacio´n cualquiera a lo largo
de un determinado eje, entonces ∂L/∂xi = −∂V (x)/∂xi = 0 y por tanto,
mx¨i = 0 lo que implica que mx˙i = k, o sea que el momento lineal en esa
direccio´n se conserva. Tambie´n se puede probar que si el Lagrangiano es
invariante en el tiempo, entonces la energ´ıa total debe conservarse. Veamos
esto al detalle.
3.3. CONSERVACION DE LA ENERGIA
Averigu¨emos bajo que´ condicio´n en meca´nica cla´sica se conserva la energ´ıa.
Tomemos un sistema meca´nico conservativo en el cual la fuerza motriz
sea independiente del tiempo.
La fuerza, ~F , se define como ~F = d~p/dt donde ~p es el momento lineal
~p = m~v. Esta definicio´n de fuerza tambie´n es va´lida para cuerpos de masa
variable, como los cohetes. Pero si consideramos que la masa no cambia, en-
tonces d~p/dt = d(m~v)/dt = md~v/dt = m~a. Se dice que el sistema es meca´nico
si ~F = ~F (~q, ~p, t), donde ~q es la posicio´n. La funcio´n ~F debe ser continua como
funcio´n de sus variables. La fuerza puede depender del momento lineal, y de
la velocidad, como sucede con la fuerza de Lorentz de una part´ıcula cargada
en un campo magne´tico. Decimos que el campo es conservativo si la fuerza
viene de un potencial V : ~F = d~p/dt = −∇V .
Probemos ahora que existe una propiedad que se conserva, es decir, una
observable, una funcio´n que describe alguna propiedad del sistema, que no
depende del tiempo y hallemos su forma. Trabajaremos en una dimensio´n,
pero la generalizacio´n a mas dimensiones es inmediata.
Sea φ = φ(q, p) la funcio´n que queremos descubrir y que no depende del
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tiempo, es decir, que es constante en el tiempo, que se conserva. Por tanto:
dφ/dt = 0 = (∂φ/∂q)(dq/dt) +(∂φ/∂p)(dp/dt)
Como dq/dt = v = p/m y adema´s dp/dt = dp/dt = −∇V , entonces:
dφ/dt = 0 = (∂φ/∂q)(p/m) +(∂φ/∂p)(−∇V )
Que en una dimensio´n implica:
(∂φ/∂q)(p/m) = (∂φ/∂p)(dV/dq)
Separando variables, q a un lado y p al otro:
(∂φ/∂q)/(dV/dq)−1 = (∂φ/∂p)/(p/m)−1
Y nos damos cuenta que hay una igualdad entre dos funciones, una funcio´n
so´lo de q y la otra funcio´n so´lo depende de p. Tal igualdad puede ser posible
so´lo si las funciones son iguales a una constante, que podemos tomar como
uno, fijando una escala de medida:
(∂φ/∂q)/(dV/dq) = (∂φ/∂p)/(p/m) = k = 1
(Cuando tenemos muchas coordenadas, en el paso anterior hay que dejar
las variables que corresponden a un sola coordenada a un lado de la ecua-
cio´n y las dema´s juntas al otro lado y se aplica lo mismo, coordenada por
coordenada).
De la primera ecuacio´n se deduce que:
∂φ/∂q = dV/dq ⇒ φ = V + g(p)⇒ ∂φ/∂p = dg/dp
Entre tanto, de la segunda ecuacio´n tenemos:
∂φ/∂p = p/m = dg/dp⇒ g = p2/2m+ k = mv2/2 + k
Por consiguiente φ = V + g(p) = V +mv2/2 + k, donde k is un nu´mero
real.
Hemos descubierto la conservacio´n de la energ´ıa total. Mientras que los
componentes cine´tico o potencial pueden cambiar, su suma total tiene que
permanecer invariante. Que´ fue lo que necesitamos para demostrarlo? Tu-
vimos necesidad de un campo conservativo que no cambiase con el tiempo.
Hay una forma de decir lo mismo que es muy fruct´ıfera:
Si las leyes que rigen un sistema son invariante en el tiempo, entonces exis-
te una cantidad que se conserva, la cual denominamos energ´ıa. Esa forma de
hablar la debemos a Emmy Noether quien descubrio´ en 1918 un teorema
que en forma general dice: si el Lagrangiano de un sistema es invariante
ante un grupo de transformaciones, eso implica que una cierta observable se
conserva. En este caso, la invariancia respecto al tiempo implica que existe
una cierta observable, que llamamos la energ´ıa, que se conserva en el tiem-
po. Similarmente, anteriormente vimos que si un sistema es invariante a la
rotacio´n, entonces conservaba el momento angular.
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Al definir la energ´ıa total como φ = V +g(p) = V +mv2/2+k constatamos
que nace una arbitrariedad, dada por la constante k. Dicha arbitrariedad no
puede hacerse parte de la energ´ıa cine´tica mv2/2, puesto que la velocidad
es una observable objetiva que no admite ma´s que variaciones en la escala
de medida. Pero dicha arbitrariedad queda bien en la energ´ıa potencial, que
no puede observarse. Cumple ese arreglo el test gauge o de calibracio´n? Por
supuesto que s´ı: los resultados observables se determinan por la segunda ley
de Newton, fuerza = masa x aceleracio´n, y la fuerza esta´ ligada al potencial
mediante una derivada y por lo tanto, las constantes no importan: ~F =
−∇V = −∇(V + k).
Pudimos probar entonces que una arbitrariedad en los modelos matema´ti-
cos para nada interfiere con el contenido f´ısico de dichos modelos. El modelo
meca´nico conservativo que hemos establecido cumple el principio de cali-
bracio´n. Hay una arbitrariedad, sumar una constante real arbitraria. Dichas
constantes forman un grupo, el de los nu´meros reales, R. Aunque no se acos-
tumbra, podemos decir que la teor´ıa de los sistemas meca´nicos conservativos
es una teor´ıa gauge con grupo gauge o de invariancia gauge igual a R.
3.4. CONSERVACIONDELMOMENTO AN-
GULAR
La formulacio´n de la meca´nica cla´sica basada en la accio´n es intr´ınse-
ca, es decir, las ecuaciones de Euler-Lagrange no cambian de forma aunque
cambiemos de coordenadas. Esto es algo espectacular. Eso se debe a que
en su desarrollo se usaron propiedades algebraicas ma´s no hubo referencia a
ningu´n eje, ni recto ni curvo. Utilicemos esta propiedad para calcular, por
ejemplo, la dina´mica de una part´ıcula sometida a rotacio´n uniforme. En ese
caso, el Lagrangiano se escribe en coordenadas polares y las ecuaciones Euler-
Lagrange son las mismas, de lo cual se deduce la ley de la conservacio´n del
momento angular, siempre y cuando la energ´ıa potencial so´lo dependa de la
distancia al origen ma´s no del a´ngulo polar. Veamos:
Sea ~er = cosθ~i + senθ~j el vector unitario en la direccio´n de ~r y ~eθ =
~˙er = −senθ~i + cosθ~j el vector unitario en la direccio´n angular. Es decir
que mientras que ~er marca la direccio´n radial, ~eθ nos indica la direccio´n
perpendicular al radio, tangencial a toda circunferencia.
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Como el vector posicio´n se descompone en ~r = r~er, entonces,
~˙r = d/dt(r~er) = r˙~er +r~˙er = = r˙~er + r~eθθ˙.
Teniendo en cuenta que ~er y ~eθ son ortogonales y de norma uno, la energ´ıa
cine´tica toma el valor
T = (1/2)m(~˙r · ~˙r) = (1/2)m(r˙~er+r~eθθ˙) · (r˙~er+r~eθθ˙) = (1/2)m(r˙2+r2θ˙2).
Por lo tanto, el Lagrangiano queda
L = T − U = (1/2)m(r˙2 +r2θ˙2)− U
donde la energ´ıa potencial depende so´lo de la posicio´n. Observemos que
el Lagrangiano es insensible al valor del a´ngulo polar. Tenemos una teor´ıa
con una arbitrariedad en la definicio´n del a´ngulo de referencia. En cambio
el valor absoluto del radio si es tremendamente importante. Probemos que
la insensibilidad a las rotaciones fijas implica que hay una cantidad que se
conserva. Para ello, usemos las ecuaciones de Euler-Lagrange:
d/dt(∂L/∂x˙i) −(∂L/∂xi) = 0
La variable que nos interesa es la velocidad angular, θ˙, por lo tanto espe-
cificamos la ecuacio´n correspondiente a dicha variable:
d/dt(∂((1/2)m(r˙2 +r2θ˙2)− U)/∂θ˙) −(∂((1/2)m(r˙2 +r2θ˙2)− U)/∂θ) = 0
md/dt(r2θ˙) + ∂U/∂θ = 0
Si adema´s la energ´ıa potencial no depende de θ tenemos que
d/dt(mr2θ˙) = 0
La u´ltima ecuacio´n nos dice que hay una cantidad conservada, a la cual se
le llama momento angular. Gracias a esta ley, las balletistas pueden acelerar
su giro si comienzan a girar con los brazos extendidos y despue´s recogen los
brazos. El mismo efecto se usa en la regulacio´n de la velocidad angular de
cuerpos en rotacio´n: se le ponen unos brazos. Si se acelera mucho la rotacio´n,
los brazos se levantan absorbiendo energ´ıa y manteniendo la rotacio´n unifor-
me o incluso se podr´ıan acondicionar para que regulen la fuente de energ´ıa.
La dina´mica completa se calcula adicionando las ecuaciones Euler-Lagrange
correspondientes a r y a su derivada.
3.5. EL TEOREMA DE EMMY NOETHER
Vimos que si las leyes que gobiernan la dina´mica de una part´ıcula eran
invariantes ante rotaciones, entonces eso implicaba la conservacio´n del mo-
mento angular. En efecto, la energ´ıa cine´tica es en ese caso proporcional a
la norma de un vector y por tanto es invariante a rotaciones y la energ´ıa
potencial depende tan solo de la distancia al centro y no del a´ngulo polar, y
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por consiguiente tambie´n es invariante ante rotaciones. Eso nos permitio´ des-
cubrir una cantidad conservada, el momento angular. Veamos ahora que eso
no es una coincidencia: eso tiene que ser as´ı por necesidad, lo cual fue pro-
bado por Emmy Noether alrededor de 1918: cada vez que el Lagrangiano
es invariante ante un grupo de transformaciones, debe existir una cantidad
conservada.
Emmy Noether fue disc´ıpula de Felix Klein quien hizo de su vida una
cruzada para ensen˜arle al mundo la importancia de la teor´ıa de grupos tanto
en matema´ticas como en f´ısica. Mientras que haya hombres se recordara´ a
Emmy Noether por haber formulado un teorema que convierte algo intuiti-
vamente obvio en una clara realidad matema´tica capaz de iluminar toda la
f´ısica. Hay varias versiones del teorema de Noether: en meca´nica cla´sica, en
meca´nica cua´ntica, en teor´ıa de campos y en general con ecuaciones de Lie.
Nosotros veremos la demostracio´n para un caso particular de la meca´nica
cla´sica y para la meca´nica cua´ntica.
Definicio´n 26 La f´ısica de un sistema es invariante ante la accio´n de un
grupo si la derivada del lagrangiano con respecto a cada uno de los grados de
libertad del grupo es cero. Por ejemplo, si el grupo es el de las traslaciones
en el plano, un grado de libertad es el de las traslaciones a lo largo del eje X.
Teorema de Noether 27 Si el lagrangiano de un sistema es invariante ante
la accio´n de un grupo, entonces el sistema tiene al menos una cantidad que
se conserva.
Demostracio´n: Consideremos la accio´n del grupo a lo largo de uno de sus
grados de libertad, al cual lo cuantificamos como s denotando, por ejemplo,
la cantidad de kms que se traslada el sistema observado, y al lagrangiano lo
notamos L.
Partimos de un lagrangiano con forma L = L(q, q˙), que quiere decir que el
peaje de la naturaleza depende del punto y de la velocidad en el punto. Como
la accio´n del grupo no perturba la f´ısica tenemos que ∂L/∂s = 0. Pero eso
tambie´n puede usando la regla de la cadena asumiendo que L = L(q(s), q˙(s)).
Denotando la deriva con respecto a t con un punto y la deriva con respecto
a s con una prima, la regla de la cadena da:
∂L/∂s = 0 = (∂L/∂q)(q′) + (∂L/∂q˙)∂q˙′
pero como la f´ısica del sistema debe ser un extremal de la accio´n, entonces
deben cumplirse las ecuaciones de Euler-Lagrange:
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d/dt(∂L/∂q˙)− ∂L/∂q = 0
o sea
d/dt(∂L/∂q˙) = ∂L/∂q
Si reemplazamos este resultado en la ecuacio´n que dio la invariancia del
lagrangiano ante la accio´n del grupo, tenemos:
0 = (∂L/∂q)(q′) + (∂L/∂q˙)∂q˙′ = d/dt(∂L/∂q˙)(q′) + (∂L/∂q˙)∂q˙′
y notando que nos queda la deriva de un producto, reescribimos esta
ecuacio´n como:
d/dt((∂L/∂q˙)q′) = 0
Integrando nos queda:
(∂L/∂q˙)q′ = k
que da a partir del Lagrangiano la cantidad conservada.
Comparemos esta respuesta general con la ya conocida para el caso en
el cual es lagrangiano es invariante ante las rotaciones. Sabemos que el mo-
mento angular se conserva, o sea d/dt(mr2θ˙) = 0. Veamos que tenemos aqu´ı.
Nuestro lagrangiano es
L = T − U = (1/2)m(r˙2 +r2θ˙2)− U
y la cantidad que el teorema de Noether predice que ha de conservarse es
(∂L/∂q˙)q′ = k
en la cual tomamos q = θ y el grupo es el de las rotaciones, con grado de
libertad, θ, por lo que q′ = dθ/dθ = 1. Por otro lado (∂L/∂q˙) se convierte en
∂L/∂θ˙ = mr2θ˙
por lo que la cantidad conservada es
(∂L/∂q˙)q′ = (∂L/∂θ˙)dθ/dθ = mr2θ˙ = k
Nuestra demostracio´n es particular en el sentido en que hemos utilizado a
Rn como el espacio base. En el caso general, hay que tomar una variedad cua-
lesquiera para representar sistemas con restricciones arbitrarias (holo´nomas).
Mas luego veremos el teorema de Noether en meca´nica cua´ntica. Tambie´n he-
mos asumido que el grupo de invariancia admite el concepto de derivacio´n, o
sea que estamos tratando con un grupo de Lie. Por eso nuestra demostracio´n
no es va´lida para reflexiones del espacio o para inversiones del tiempo. ¿Se
podra´ extender el teorema a dichos casos?
Cap´ıtulo 4
LA MECANICA CUANTICA
De do´nde salio´ lameca´nica cua´ntica? De la incapacidad de la meca´nica
cla´sica para explicar experimentos como el llamado efecto fotoele´ctrico, el
cual es el siguiente: dentro de un tubo al vac´ıo se coloca una placa meta´lica
y al frente una rejilla positiva. Si por cualquier razo´n, digamos por calenta-
miento o por estimulacio´n con luz, algunos electrones abandonan la placa,
e´stos son acelerados hacia la rejilla positiva que esta´ al frente. Algunos que-
dara´n presos al chocarse contra ella, otros pasara´n de largo y podra´n ser
registrados en su camino.
Alumbramos la placa meta´lica fr´ıa y observamos que hay un efecto umbral
que depende de la frecuencia de la onda de luz con que se irradia:
Antes de una cierta frecuencia no se observa evaporacio´n de electrones,
pero despue´s s´ı. Este efecto umbral es imposible imaginar desde el punto
de vista cla´sico, pues como hemos visto en el teorema de Poynting, toda
onda conlleva energ´ıa, y por tanto, si con poca intensidad no se alcanza
a hacer algo, deber´ıa ser suficiente aumentar la intensidad adecuadamente
para lograrlo. Tal efecto no se observa (a intensidades moderadas pero que
deber´ıan ser suficientes).
Esto ya es motivo de sobra para formular una modificacio´n a la teor´ıa
cla´sica de la interaccio´n entre el campo electromagne´tico y la materia. La
teor´ıa cua´ntica ha demostrado ser una modificacio´n al fin de cuentas sencilla
pero muy poderosa. Veamos co´mo se introduce su formalismo matema´tico.
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4.1. LA INTEGRAL DE FEYNMAN
El camino parametrizado que describe la evolucio´n de un sistema en
meca´nica cla´sica es aquel que hace extrema la accio´n, peaje total o tari-
fa del taxi lagrangiano. So´lo ese camino importa. En meca´nica cua´ntica las
cosas suceden de otro modo: todos los caminos importan.
De do´nde nace esta idea tan extran˜a? Nace de la o´ptica: si uno tiene un
fuente de luz que ilumina una pantalla e interpone una tabla con dos rendijas,
la luz iluminara´ la pantalla despue´s de haber pasado por ambas rendijas al
tiempo.
Uno podr´ıa decir: la luz pasa por ambas rendijas al tiempo, pues un poco
de luz pasa por una rendija y otro poco, distinto del primero, pasa por la
otra. Tratando de entender lo que significa eso de ’un poco de luz’, uno podr´ıa
pensar que se trata de una porcio´n de onda lumı´nica e inventar un mundo
entero al respecto. La sencillez cient´ıfica depurada por la historia nos muestra
otra alternativa:
En primer te´rmino, la luz dejo´ de ser considerada una simple onda: Eins-
tein explico´ los elementos cuantitativos del efecto fotoele´ctrico asumiendo
que la luz viene en gra´nulos, llamados fotones, cuantos de energ´ıa, y que
cada foto´n se choca con un electro´n hacie´ndolo que brinque.
Alegamos: los fotones, siendo gra´nulos minu´sculos de energ´ıa, pasan unos
por una rendija y otros por la otra.
Para dilucidar eso, se baja la intensidad de luz hasta cuando la luz conste
de gra´nulos muy aislados a ver que´ pasa. Por supuesto que eso requiere
me´todos sofisticados para medir la intensidad de luz.
Un me´todo para registrar bajas intensidades de luz utiliza a los fotomul-
tiplicadores, unos tubos inmensos que operaban segu´n el siguiente propo´sito:
si la luz logra hacer que un foto´n se evapore de una placa meta´lica, entonces
al ser acelerado por un campo ele´ctrico adquirira´ energ´ıa cine´tica. Se interpo-
ne en su camino otra placa meta´lica. Cuando el electro´n evaporado se choca
contra la placa, sale un chispero de electrones que caen bajo la accio´n del
campo ele´ctrico acelerante. Ese juego se repite varias veces y lo que antes era
un so´lo electro´n se convierte en una avalancha. De esa forma tenemos una
manera de medir intensidades de luz supremamente bajas.
Gracias a los fototransistores hoy en d´ıa ya se tienen disen˜os que invo-
lucran paneles que en todo se parecen a la retina de un ojo: una superficie
tapizada de elementos fotosensibles e independientes.
Se acumulan los registros de luz que recibe cada elemento y se gra´fica
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la densidad total en cada uno de tres casos: cuando hay una sola de las dos
rendijas abiertas y cuando esta´n ambas.
Decimos que la luz es de baja intensidad cuando el panel de elementos
fotosensibles es estimulado de cuando en cuando y cada vez en uno solo de
sus elementos fotosensibles.
Que´ pasa con los cuantos de luz? Acaso pasan ellos por una sola rendija?
Si los cuantos de luz pasaran so´lo por una rendija, entonces debemos
esperar que la intensidad registrada con las dos rendijas abiertas fuese sim-
plemente la suma de las intensidades registradas al dejar las rendijas abiertas
por separado.
El resultado experimental es contundente: lo que se observa a mediana
intensidad tambie´n se observa a baja intensidad: la intensidad de luz que llega
a un punto con las dos rendijas abiertas no es la suma de las intensidades de
luz que deja pasar cada rendija por separado. Decimos que hay interferencia.
Esto es va´lido a intensidad mediana, registrable con una placa de foto-
graf´ıa y tambie´n es va´lido a muy baja intensidad, registrable con retinas de
estado so´lido.
Debemos concluir que los cuantos de luz, o fotones, interfieren consigo
mismo, para lo cual se exige que cada foto´n pase por ambas rendijas al
tiempo cuando las dos esta´n abiertas. Hablamos entonces de la dualidad
onda-part´ıcula de la luz: avanza como onda pero se registra como part´ıcula.
Por una sugerencia que Louis Victor de Broglie propuso en 1924, este
experimento de o´ptica tambie´n se ha llevado a cabo con electrones y el re-
sultado es el mismo: los electrones se comportan de igual forma que la luz:
se crea interferencia. Esto lo lograron Clinton Joseph Davisson, Lester Har-
bert Germer y George Paget Thomson: hicieron pasar electrones por entre
las rendijas interato´micas de la red de un cristal y obtuvieron un espectro
en todo semejante al que se observa si uno hace pasar rayos X por el mismo
cristal, o luz visible sobre rendijas creadas por carpinter´ıa.
Me parece muy pedago´gico el cine mudo presentado por la enciclopedia
Encarta bajo el t´ıtulo meca´nica cua´ntica (quantum mechanics) que ilustra
estos aspectos. Es digno de verse.
Ahora viene la genialidad pedago´gica de Feynman: Que´ es un medio
transparente? Es un medio totalmente opaco al cual primero se le abrieron
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dos rendijas, lo cual creo´ dos caminos, ambos importantes. Y despue´s vinie-
ron otras dos rendijas, que crearon otros dos caminos que son tan importantes
como los dos primeros. Siguiendo este proceso vemos que un medio transpa-
rente es un medio opaco totalmente invadido de rendijas. Y por consiguiente
un medio transparente es un mundo de caminos todos importantes.
Co´mo se cuantifica el aporte de los caminos? Una idea algo aventurada
de Dirac, publicada en 1933, fue la clave para que Feynman inventara su
punto de vista, y lo trabajara hasta hacerlo cuantitativo y en armon´ıa con lo
que ya se hab´ıa descubierto, produciendo su versio´n de la meca´nica cua´ntica,
publicada en 1948, la cual entramos a explicar.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Los complejos:
Los nu´meros complejos C: en la matema´tica hay grandes obras de in-
genier´ıa. El conjunto de los nu´meros complejos es una de ellas. Esos nu´meros
fueron disen˜ados para que resistieran el embate de la siguiente pregunta: cua´l
es aquel nu´mero cuyo cuadrado es menos uno?
Los nu´meros reales no fueron capaces de resistir tanta presio´n: todo cua-
drado es positivo pero −1 es negativo.
Hay que disen˜ar entonces un conjunto cuyos elementos sean nu´meros: que
se puedan sumar, restar, multiplicar, dividir, sacar ra´ız cuarta y logaritmo y
hallar el seno y el coseno y todo eso. Pero que adema´s permita a los nu´meros
negativos tener ra´ıces.
Resulta que tal construccio´n existe y es simplemente el plano armado
de una estructura aritme´tica. Cada punto del plano se direcciona con dos
coordenadas (x, y) = x+ iy , que representan la distancia al eje vertical ’Y’
desde el origen y al eje horizontal ’X’, respectivamente pero con su signo. El
s´ımbolo x nos dice que el nu´mero complejo esta´ a x unidades en la direc-
cio´n horizontal, mientras que iy declara que hay que avanzar en la direccio´n
vertical y unidades.
La suma se define coordenada por coordenada. Los complejos con la suma
forman un grupo. Como los reales se identifican con el eje ’X’ o sea los
nu´meros de la forma (x, 0), y tambie´n forman un grupo con su suma que
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corresponde a la misma suma de todos los d´ıas, decimos que los reales son
un subgrupo de los complejos.
La multiplicacio´n se ve n´ıtida en coordenadas polares. Dichas coordenadas
definen un punto del plano por dos valores: la longitud del radio vector que
parte del origen, el complejo (0,0),y llega al punto dado, que se llama el
mo´dulo o norma, y el a´ngulo polar que dicho radiovector forma con la parte
positiva del eje ’X’ en direccio´n contraria a las manecillas del reloj. Debemos
advertir que el a´ngulo polar no se puede definir de manera u´nica: dado un
a´ngulo polar, si se le suma cualquier nu´mero de vueltas, o sea 2nπ, con n ∈ Z,
tenemos el mismo nu´mero complejo. Como veremos, la eleccio´n del semieje
positivo X+ como el origen del a´ngulo polar es la causa de la mayor parte
del material del presente trabajo.
Existe una notacio´n de los nu´meros complejos que dan inmediatamente
su estructura multiplicativa: si z ∈ C, es decir, si z es un punto del plano
complejo, entonces z = reiθ donde r es el modulo de z y θ es el a´ngulo polar.
Si tenemos dos complejos
z = reiθ
w = seiφ
entonces la multiplicacio´n simplemente multiplica los mo´dulos y suma los
a´ngulos:
zw = reiθseiφ = rsei(θ+φ)
Se dice que un nu´mero es unitario si tiene mo´dulo uno:
z = eiθ
Multipliquemos un nu´mero cualquiera w = seiφ por uno unitario z = eiθ:
zw = eiθseiφ = sei(θ+φ)
lo que pasa es que el nu´mero sufre una rotacio´n. Por supuesto que el radio
no var´ıa. Como veremos eso es clave.
El mo´dulo de un complejo se lee directamente en su expresio´n polar pero
tambie´n puede recuperarse mediante el siguiente truco:
Definimos el conjugado de z = reiθ como z∗ = re−iθ, es decir que tiene el
mismo mo´dulo pero el a´ngulo esta´ medido al reve´s, en direccio´n negativa, en
la misma direccio´n que las manecillas del reloj. Ahora bien:
zz∗ = reiθre−iθ = r2ei(θ−θ) = r2ei(0)
el resultado que nos da es un nu´mero complejo que tiene norma r2 y a´ngulo
polar cero. Cua´l es ese nu´mero? como tiene a´ngulo polar cero esta´ sobre la
parte positiva del eje ’X’ por lo que es un nu´mero real y como tiene mo´dulo r2,
pues es en definitiva el nu´mero real r2. Por consiguiente, el mo´dulo cuadrado,
largo cuadrado o norma cuadrado de un complejo es zz∗. Lo recordaremos.
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Los complejos con la multiplicacio´n no forman un grupo pues el cero no
tiene inverso multiplicativo. Pero si quitamos el cero este problema se arregla.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
4.2. LA AMPLITUD
La forma como la luz se difracta se explica asumiendo que ella es una onda.
Como la materia tambie´n posee la posibilidad de tener interferencia, entonces
la materia tambie´n tiene caracter´ısticas de onda. Por otro lado, los nu´meros
complejos tienen ondas en su infraestructura segu´n lo demostro´ Euler:
z = reiθ = rcosθ + irsenθ
Por consiguiente, empecemos asociando un nu´mero complejo a cada pro-
ceso f´ısico. (Lo podemos hacer como un ensayo a ver que´ pasa, o podemos
hacerlo para poder deducir el principio de incertidumbre, porque de otra
forma no se puede). A dicho nu´mero complejo lo llamaremos amplitud. Si
un proceso puede ocurrir por dos canales alternativos, por el primero con
amplitud z y por el segundo con amplitud w, entonces, y e´ste es el pos-
tulado fundamental de la meca´nica cua´ntica, al permitir los dos canales se
tendra´ como amplitud la suma de las dos primeras, z + w.
Hay un problema relacionado con el tema de este trabajo: un nu´mero
complejo tiene un mo´dulo y una fase o argumento. Sucede que la fase puede
definirse tan so´lo si ya se ha definido de antemano un sistema de coordenadas:
la fase del nu´mero complejo z se define como el a´ngulo entre z y el eje
generado por el nu´mero complejo 1. Acaso el 1 es ma´s natural que 1+4i o que
7−8i? Si cambiamos de generador, cambiamos de sistema, cambiamos de fase.
Por lo tanto, la fase, y por consiguiente la amplitud, no puede tener ningu´n
significado f´ısico, pues consideramos que la materia existe objetivamente y
que su comportamiento puede describirse independientemente de los sistemas
de coordenadas que utilicemos para direccionarla. La fase esta´ descrita por
un nu´mero complejo de norma uno, y esos nu´meros forman un grupo de Lie:
el U(1).
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
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Glosario: Espacio topolo´gico, variedad, grupo de Lie, simetr´ıa, grupo de
invariancia, grupo de invariancia gauge.
Espacio topolo´gico: es un conjunto en el cual se puede hablar de abier-
tos y cerrados. Generaliza los conceptos de intervalo abierto y cerrado de
la l´ınea real, o de bolas abiertas o cerradas del plano: uniones arbitrarias
de abiertos da un abierto, e intersecciones finitas de abiertos da abierto. Un
espacio topolo´gico es un conjunto al cual se le adjudica una familia de sub-
conjuntos la cual es cerrada a uniones arbitrarias y a intersecciones finitas.
Variedad: Es la abstraccio´n de la tierra desde el punto de vita de los
carto´grafos. Cada regio´n se pinta fielmente sobre un mapa o carta, y para
cartografiar toda la tierra hay que hacer muchos mapas solapa´ndolos unos
con otros hasta que quede bien cubierta pero cuidando de que haya compa-
tibilidad de unos mapas con otros.
Se acostumbra a de decir: una variedad es un conjunto localmente iso-
morfo a un abierto de Rn. Localmente significa que se puede decir so´lo en
un pedacito o carta. Isomorfo significa que en cierto modo no hay diferencia
entre lo uno y lo otro (entre la superficie de la tierra y el mapa local). Para
definir que´ es un abierto, primero definimos que´ es una esfera abierta: Deci-
mos que una esfera es abierta cuando no tiene el cascaro´n, borde o frontera.
Se dice que un conjunto es abierto cuando cada punto puede rodearse con
una esfera abierta totalmente contenida en el conjunto (si estamos en R2 por
supuesto que hablaremos de c´ırculo. Y en R hablaremos de intervalo, una
esfera de dimensio´n 1). Al estudio de los abiertos y de sus propiedades se
llama topolog´ıa. Los f´ısicos matema´ticos prefieren definir la topolog´ıa como
el estudio de los huecos, como los de una dona. Se dice que la variedad es
diferenciable cuando es suave. Con el concepto de variedad se inaugura la
geometr´ıa diferencial.
Ejemplos: La recta real R es una variedad pues es un esfera abierta e infi-
nita. En general cualquier abierto de Rn es una variedad trivial. La esfera del
espacio tridimensional puede recubrirse con unos seis pedazos de perio´dico,
por lo tanto tambie´n es una variedad.
Formalmente tenemos:
Al subconjunto de Rn denotado como Br(~a) = {~x : ‖~x − ~a‖ < r} se le
denomina la bola abierta de radio r centrada en ~a. Se dice que un conjunto U
de Rn es abierto si cada punto ~x de U posee alguna bola abierta centrada en
~x totalmente contenida en U . Se comprende, entonces, por que´ a los conjunto
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abiertos se les dibuja sin frontera, pues no la tienen. Decimos que un conjunto
es cerrado cuando su complemento es abierto.
Los conjuntos abiertos tienen las siguientes propiedades:
0. Tanto el conjunto vac´ıo como todo Rn son abiertos.
1. Una interseccio´n finita de abiertos es un conjunto abierto. Si conside-
ramos In = [−1/n, 1/n] entonces tenemos que la interseccio´n de todos esos
conjuntos, que son cerrados, da el punto 0, el cual no es abierto.
2. Cualquier unio´n arbitraria de conjuntos abiertos da un conjunto abier-
to.
Dado un conjunto cualquiera X , no vac´ıo, para el cual se define una
familia de subconjuntos τde X que cumpla las tres propiedades anteriores se
denomina una topolog´ıa. Por ejemplo, si X = {a, b, c} y definimos τ como
τ = {Ø, X} entonces τ es una topolog´ıa sobre X y decimos que (X, τ) es un
espacio topolo´gico. Naturalmente que un conjunto dado puede tener muchas
topolog´ıas incompatibles entre ellas (un conjunto es abierto en una topolog´ıa
pero no en la otra). A los elementos que son miembros de la topolog´ıa se
les llama abiertos y si contienen a un punto dado x tambie´n se les llama
vecindades de x.
Decimos que una funcio´n f : X → Y es continua en x ∈ U cuando
(X, τX), (Y, τY ) son espacios topolo´gicos y cuando para toda vecindad V
de f(x) puede encontrarse una vecindad U de x tal que f(U) ⊂ V . La
continuidad puede imaginarse como un juego de control, de estabilidad: hay
dos jugadores, el operario y el auditor. El operario esta´ en X y el auditor en
Y . El auditor propone una vecindad V de f(a), la que desee. En respuesta,
el operario debe fabricar una vecindad de operacio´n U tal que al moverse
dentro de dicha vecindad no desestabiliza el sistema afuera de la restriccio´n
dada por el auditor. Naturalmente que el auditor querra´ poner restricciones
muy severas y si el operario siempre puede ajustarse es porque el sistema
responde ”continuamente” a los cambios del operario.
Camino a definir lo que es una variedad, volvamos a recordar que la tierra
es cartografiable, es decir, que puede dibujarse sobre un pedazo de papel los
accidentes que cada regio´n pueda tener y que toda la tierra requiere muchos
mapas compatibles entre ellos. Empezamos con un espacio topolo´gico (X, τ),
entonces tomamos una familia de abiertos de X que recubre a todo X y que
define un conjunto de regiones cartografiables, definimos por cada regio´n Ui
el protocolo φi que define su mapa correspondiente φi(Ui) . El conjunto de
mapas (Ui, φi) forma un atlas. Decir que existe un protocolo de mapeo es
lo mismo que exigir que se cumpla que para cada regio´n Ui existe funciones
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continuas φi, φ
−1
i tales que:
φi : Ui → φi(Ui) ⊂ Rn (esto significa que hay una forma de dibujar a la
regio´n Ui
φ−1i : φi(Ui) → Ui ⊂ X (esto implica que el mapa resultante es una fiel
copia de la regio´n).
Es natural que exijamos que en los lugares en los cuales hay solapamiento
de mapas exista plena compatibilidad entre las informaciones que cada uno
aporta. Por eso exigimos que para ser variedad se requiera que:
la funcio´n de transicio´n dada por φi ◦ φ−1j : φj(Ui ∩ Uj)→ φi(Ui ∩ Uj) es
un difeomorfismo de clase Ck (tiene inversa y tanto ella como su inversa
es de clase Ck).
Advertencia Gauge: el principio gauge que nosotros estamos desarrollando
dice que existe una realidad estable ante todo elemento subjetivo. Desde
siempre se ha considerado que el objeto que uno desea cartografiar es real y
que los mapas o cartas que se usan para su descripcio´n son subjetivos. Por
consiguiente falta exigir que dos carto´grafos puedan ponerse de acuerdo sobre
lo que ellos hablan guiados por sus mapas. Lo corriente es que cada carto´grafo
produzca mapas muy particulares quiza´s bien distintos de los producidos por
todos los dema´s. Uno de ellos puede utilizar coordenadas rectangulares y otro
polares, etc. Lo que se necesita es que ellos puedan encontrar un lenguaje de
traduccio´n entre sus mapas. Eso se garantiza con la siguiente condicio´n que
es lo menos que se le puede pedir a dos mapas para que sean compatibles:
Dos atlas son equivalentes ssi entre ellos hay plena compatibilidad, es
decir si al hacer un solo atlas usando todos los mapas al tiempo hay una
forma de ponerse de acuerdo. Concretamente: Dos atlas de clase Ck, (Ui, φi)
(Vj, ψj) son equivalentes ssi para cualquier par de protocolos de mapeo φi y
ψj se tiene que φi ◦ψ−1j es un difeomorfismo de ψj(Ui ∩Vj) sobre φi(Ui ∩Vj).
Como cada atlas puede refinarse todo lo que se quiera adicionando nuevos
atlas, por tanto definimos un atlas maximal M generado por un atlas dado
(Ui, φi) como aquel que contiene a todos los refinamientos de dicho atlas.
Surge una pregunta delicada: Todos los atlas dan origen al mismo atlas ma-
ximal? Por ahora contente´monos con poner de presente que nuestro principio
gauge exige que las propiedades objetivas sean independientes tanto de los
mapas, como de sus refinamientos como de las distintas cosmovisiones que
puedan dar origen a atlas maximales incompatibles.
Ahora si podemos definir: decimos que X es una variedad cuando es un
espacio topolo´gico y esta´ provisto de un atlas maximal que la describe.
Las variedades se hacen necesarias para simplificar el estudio de sistemas
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con restricciones, digamos un tren que debe moverse sobre una carrilera,
o un cuerpo compuesto cuyas partes deben permanecer unidas aunque con
posicio´n relativa variable.
Veamos algunas razones de por que´ el c´ırculo unitario S1 = {(x, y) ∈
R2 : x2 + y2} es una variedad de clase C∞ es decir que es de clase Ck para
todo k. En efecto: el c´ırculo es un espacio topolo´gico donde los abiertos de su
topolog´ıa son los abiertos del plano intersecados con el S1. Un atlas consta
de cuatro mapas generados por un protocolo de cartograf´ıa que se denomina
proyeccio´n estereogra´fica.
Simplemente se toma cada uno de los polos, norte y sur, oriente y occi-
dente y desde cada polo se traza una l´ınea recta que atraviesa tanto al c´ırculo
como al eje de coordenadas que le es transversal en donde produce la imagen
del c´ırculo sobre R. Concretamente, tomamos como regiones a cartografiar la
parte superior del c´ırculo, U1, en tanto que la parte inferior del c´ırculo es U2.
De otra parte, hay que tomar tambie´n la parte derecha y la parte izquierda.
La proyeccio´n estereogra´fica sobre U1 es φ1(x, y) = x/(1− y) y la que va
sobre U2 es φ2(x, y) = x/(1+y), lo cual se verifica por tria´ngulos semejantes.
De igual forma se construye las otras dos funciones de mapeo. De la geometr´ıa
del problema se deduce que cada funcio´n es invertible. Despue´s hay que
verificar que las funciones de transicio´n son continuas e invertibles y adema´s
que sobre las intersecciones todo es infinitamente derivable.
Grupo de Lie : es un conjunto que tiene tanto la estructura de grupo
como la de variedad diferenciable con completa compatibilidad entre las dos.
La compatibilidad implica que la operacio´n de grupo es continua y muy suave,
lo mismo la asignacio´n del inverso. El adjetivo ’Lie’ honra a Sophus Lie, un
matema´tico que tuvo mucho que ensen˜arnos referente al uso de la teor´ıa de
grupos aplicada a la solucio´n de las ecuaciones diferenciales. Ejemplos:
a. Rn: la estructura de grupo esta´ provista por la suma natural. La de
variedad por las esferas abiertas. Decimos que la suma es continua porque si
~u+ ~v = ~w, y si se fija un l´ımite a las deformaciones de ~w entonces se puede
deformar levemente tanto a ~u como a ~v y si se hace la suma, el nuevo resultado
no sobrepasara´ los l´ımites preestablecidos. Similarmente, si el inverso de ~u es
−~u y si se fija un l´ımite a las deformaciones de −~u entonces se puede deformar
levemente a ~u de tal manera que el inverso aditivo de dicha deformacio´n no
sobrepase los l´ımites preestablecidos.
b. El conjunto de las traslaciones en el plano: tienen estructura de grupo
con operacio´n binaria la composicio´n o sea la aplicacio´n de traslaciones en
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serie. Para todos los efectos, el grupo de traslaciones es isomorfo al mismo
plano, pues cada vector del plano genera un translacio´n y viceversa. De ah´ı se
deduce que la traslaciones tienen estructura de variedad y de grupo de Lie
puesto que el plano es R2, posee ambas estructuras.
c. Las rotaciones en el plano forman un conjunto que es un grupo de Lie.
La operacio´n es la composicio´n. La estructura de variedad no es igual a la de
S1 pero se le parece, pues el c´ırculo unitario es isomorfo al subconjunto de
rotaciones de a´ngulo menor o igual a 2π. Para ver la diferencia, considere-
mos dos definicio´n: decimos que un subconjunto de un espacio topolo´gico es
compacto cuando todo recubrimiento abierto tiene un recubrimiento finito.
En Rn un conjunto es compacto ssi es cerrado y acotado ssi toda sucesio´n
contiene una subsucesio´n convergente. De esto se desprende que el c´ırculo
unitario es compacto, pues toda sucesio´n en dicho c´ırculo es una sucesio´n
en la bola cerrada unitaria, la cual es cerrada y acotada. Por lo tanto debe
haber una subsucesio´n convergente a un elemento de dicha bola cerrada.
Pero el l´ımite de dicha subsucesio´n debe estar en el c´ırculo. En cambio R
no es compacto pues se puede recubrir con intervalos abiertos de largo 2
que se solapan en una unidad, pero dicho recubrimiento deja al descubierto
al menos un punto si se le quita cualquiera de sus intervalos. Por lo tanto
no tiene ningu´n subrecubrimiento finito y no es compacto. Similarmente, la
sucesio´n {1, 2, 3, 4, .....} no tiene ninguna subsucesio´n convergente.
Como el conjunto de rotaciones en el plano es isomorfo a R, entonces no
es compacto y por eso dicho conjunto no tiene una estructura de variedad
igual a la de S1.
d. U(1) ( se lee u-uno): a este grupo de Lie lo vamos a encontrar en la
presente introduccio´n a toda hora. As´ı que procuremos entenderlo lo mejor
que se pueda:
Hemos visto que R es un grupo: es la recta real, con la suma natural y la
estructura de variedad determinada por los intervalos abiertos. Ahora bien,
imaginemos a R como un lazo infinito y enrosque´moslo alrededor del c´ırculo
unitario, conservando tanto la distancia entre nu´meros como las propiedades
de la suma. Es evidente que el enroscamiento no le quita ni le pone nada a
la estructura de grupo de Lie que los reales ten´ıan antes del enroscamiento.
A esta nueva estructura se le llama U(1) no compacto, naturalmente.
Para producir la estructuraU(1) como grupo de Lie compacto se necesita
simplemente darle a S1 una estructura algebraica, la heredada de U(1) no
compacto con la salvedad de que 2π se iguala a cero. U(1) compacto puede
tener versiones con cualquier nu´mero de vueltas y sigue siendo compacto. Los
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expertos consideran que la naturaleza ve una diferencia entre las mu´ltiples
versiones de U(1).
Los elementos de U(1) tienen varias representaciones. Una muy usual es
la exponencial:
z ∈ U(1) ssi existe un nu´mero real θ tal que z = eiθ. Por supuesto que
θ es el a´ngulo del radio vector que determina a z. Para pasar de la notacio´n
exponencial a la cartesiana se utiliza una expresio´n debida a Euler:
eiθ = cosθ + isenθ.
Simetr´ıa : decimos que un objeto es sime´trico cuando al sufrir una re-
flexio´n queda igual que antes, es decir, invariante. Una reflexio´n dada que se
aplica dos veces da la identidad y entre las dos forman un grupo, el grupo
generado por la reflexio´n. Por lo tanto la definicio´n oficial de sime´trico es:
un cuerpo es sime´trico cuando es invariante ante el grupo generado por una
reflexio´n dada.
En f´ısica, y al parecer en arquitectura, la palabra simetr´ıa se ha liberado
de referirse a una reflexio´n y se aplica a cualquier grupo que tenga sentido.
Ejemplo:
Consideremos al planoR2 originalmente blanco, pero lo pintamos de negro
a 1 galo´n de pintura por m2. No hay en un plano as´ı punto de referencia
alguno. Si corremos a cualquier lado se ve igualitico. O si lo rotamos. Pero
si lo expandimos, entonces el negro se tornara´ en gris. Se dice: el grupo
de simetr´ıas del plano pintado de negro incluye entre sus generadores tanto
a las traslaciones como a las rotaciones como a las reflexiones, pero no a
las magnificaciones o estiramientos. En general, el grupo de simetr´ıa de un
objeto, as´ı sea una teor´ıa, esta´ generado por todas las operaciones que dejan
al objeto invariante desde un punto de vista prefijado.
El Grupo de invariancia gauge es un grupo que representa una arbi-
trariedad matema´tica en la formulacio´n de una ley f´ısica. Tomemos el caso
de la energ´ıa, la cual ni se crea ni se destruye, so´lo se transforma. La forma
como lo hace implica que la energ´ıa potencial tiene una arbitrariedad en el
nivel cero. Dicha arbitrariedad esta´ representada por un nu´mero real. Dichos
nu´meros forman un grupo que adema´s es de Lie. Por tanto, podemos resumir:
la teor´ıa cla´sica de la transformacio´n de la energ´ıa es una teor´ıa con grupo
de invariancia gauge R, el conjunto de los nu´meros reales.
Explicaremos detalladamente de que´ forma la teor´ıa cua´ntica de la inter-
accio´n electromagne´tica es una teor´ıa gauge con grupo de invariancia U(1),
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lo cual significa que la teor´ıa predice que no habra´ cambios f´ısicos u observa-
bles si una cierta cantidad se multiplica por cualquier nu´mero de U(1).
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
Hemos introducido la amplitud para descubrir que la fase no contiene
f´ısica alguna. En realidad, la f´ısica si esta´ contenida en la amplitud pero de
forma oculta:
Recordemos el efecto fotoele´ctrico: si uno ilumina un metal con luz para
estudiar si salen o no electrones, sucede un efecto escalo´n: hay una frecuencia
de la luz tal que si se ilumina con luz de mayor frecuencia, entonces salen
electrones, pero si se iluminan con luz de menor frecuencia entonces no salen
electrones.
En general, los experimentos miden no un electro´n sino infinidades de
ellos y despue´s se compara la intensidad relativa. Es lo que sucede en la
pantalla de un televisor: de donde caen muchos electrones sale mucha luz
y de donde caen pocos electrones sale poca luz. Un modelo adecuado para
describir tal situacio´n se logra introduciendo probabilidades.
Deseamos saber si la formulacio´n probabil´ıstica de nuestra meca´nica cua´nti-
ca en ciernes es una astucia matema´tica o un reflejo de una propiedad funda-
mental de la materia. Eso se averigua haciendo experimentos con luz a muy
baja intensidad y utilizando fotoreceptores de muy alta sensibilidad tales que
puedan captar un solo foto´n. Se descubre que los fotoreceptores se encienden
de forma aleatoria y concluimos que las leyes fundamentales de la luz son
probabil´ısticas.
Co´mo relacionamos nuestra amplitud con las probabilidades? Tenemos
tres leyes muy sencillas:
a) Si un proceso se puede desarrollar por varios canales independientes
y si por el canal j la amplitud es wj (lo cual se averigua cerrando los otros
canales), entonces al abrir todos los canales se tiene la amplitud
∑
wj (esta
suma tambie´n puede significar una integral).
b)Si la amplitud de que un proceso se desarrolle por determinado canal o
conjunto de canales es w, la probabilidad de que el proceso ocurra por dichos
canales es el cuadrado del mo´dulo de la amplitud, ‖w‖2.
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c) El concepto de amplitud debe ser compatible con el de probabilidad, es
decir, cuando se tiene un proceso que consta de dos subprocesos en ta´ndem,
el primero con amplitud w y el segundo con amplitud z, entonces el proceso
total tiene amplitud ws.
Estas recetas son de aplicacio´n universal y en lo que sigue las desarrolla-
remos para part´ıculas libres o en potenciales de fuerzas.
4.3. LA MISMISIMA INTEGRAL
La meca´nica cla´sica se puede describir por el principio de la mı´nima accio´n
de Hamilton: para ir de un estado a otro la naturaleza escoge una trayectoria
que es extremal de la accio´n, la cual es la integral del Lagrangiano a lo largo de
la trayectoria. Frecuentemente, dicho extremo tambie´n es un mı´nimo, pero
no necesariamente, por ejemplo: en la o´rbita de un planeta uno toma dos
puntos cualesquiera y por tanto la o´rbita queda dividida en dos tramos, uno
produce un mı´nimo de la accio´n y el otro un ma´ximo.
La meca´nica cua´ntica es una extensio´n muy simple de la cla´sica si se mira
desde el punto de vista de la accio´n: para ir de un estado a otro, ya no se
escoge un camino, sino que cada camino posible se torna en un obligado canal
de evolucio´n. A cada canal se le asocia una amplitud y la amplitud total es
la suma o integral sobre todos los caminos posibles. Por supuesto que hay
diferencia de camino a camino y unos aportan una amplitud parcial y otros
otras. Lo que resulta de todo eso se denomina como integral de Feynman.
Concretamente, consideremos una part´ıcula que se mueve en una dimen-
sio´n sujeta a un potencial V (x). Su Lagrangiano o peaje por unidad de camino
es la energ´ıa cine´tica menos la potencial:
L = (1/2)mv2 − V (x)
La accio´n o peaje total para un camino γ ya parametrizado con respecto
al tiempo, desde tiempo inicial t0 a tiempo final t1 es :
S(t0, t1, γ) =
∫ t1
t0
Ldt =
∫ b
a Ldt = S(a, b, γ)
Ahora no tomamos un extremo sino que cada camino γ que lleva de a a
b aporta una amplitud parcial w dada por:
w = e(i/h¯)S(a,b,γ)
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Todos los caminos que llevan de a a b producen una amplitud totalK(b, a)
dada por la integral de todas las amplitudes sobre todos los caminos:
K(b, a) =
∫ b
a
e(i/h¯)S(a,b,γ)Dγ(t) (30)
Todo eso es un s´ımbolo conocido como la integral de Feynman, al cual
se le ha podido dar una formulacio´n totalmente rigurosa so´lo en algunos casos.
Nosotros tomaremos una aproximacio´n heur´ıstica y en particular evitaremos
hablar sobre la medida en el espacio de caminos, excepto que debe cumplir
condiciones mı´nimas como por ejemplo que permita que la probabilidad total
siempre sume uno.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Tax´ımetros generalizados: medida e integracio´n
Cuando analiza´bamos el concepto de integral de l´ınea encontramos que
hab´ıa que programar un tax´ımetro para que adicionara un cierta cantidad por
cada unidad de espacio recorrido. Para algunos tipos de integracio´n el peaje
total depende de dos factores independientes: una debido al carro, digamos
el nu´mero de ejes, y otra debida a la carretera, que este´ o no bien asfaltada.
Se llama teor´ıa de la medida al estudio general de estos to´picos, pero en
particular al que tiene que ver con la carretera.
Podemos generalizar nuestra idea de integral para incluir mucho ma´s que
costo de expresos. En general, cualquier cantidad que pueda taxarse puede
reformularse en te´rminos de una integral. Nada ma´s consideremos el punto
de vista de los que tienen que asfaltar la carretera. Ellos no pensar´ıan en
una dimensio´n, como el taxista. Ellos pensar´ıan en dos dimensiones, pues su
trabajo se relaciona con a´reas. O inclusive en tres dimensiones pues es ma´s
barato, ma´s duradero y menos trauma´tico, asfaltar una carretera con una
capa de asfalto bien gruesa que asfaltarla dos veces con una capa de la mitad
de espesor. Tendr´ıamos entonces integrales en dos y tres dimensiones.
La forma ma´s sencilla de taxar por el uso de la carretera es imponer una
tarifa proporcional al camino recorrido. En dos dimensiones, lo correspon-
diente ser´ıa cobrar proporcionalmente al a´rea, y en tres al volumen.
Una compan˜´ıa encargada de la seguridad de un edificio cobrar´ıa, por
ejemplo, por el taman˜o del edificio, una integral de volumen, y por el tiempo
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que dure el servicio, es decir, su tarifa estar´ıa dada por una integral en 4
dimensiones.
La energ´ıa total consumida por un ser humano involucra una integral de
dimensio´n cuatro. En efecto: hay que alimentar el volumen del cuerpo de la
persona, por el tiempo que ella viva.
Consideremos la energ´ıa lumı´nica consumida por un ecosistema de algas
en un lago: tiene que ver con el volumen del lago, una integral triple, con
el tiempo, otra dimensio´n ma´s, y con el espectro de absorcio´n: unas algas
absorben en rojo y otras en azul. Cinco variables que producen una integral
en cinco dimensiones.
Nosotros estamos trabajando con caminos. No precisamente con carrete-
ras, sino con formas de viajar: escoger una carretera y recorrerla a la velo-
cidad deseada. Debido a que en cada lugar y estado de viaje en donde uno
se encuentre se puede tomar decisiones, eso quiere decir que cada lugar es
una dimensio´n. El espacio de caminos es infinito-dimensional. Por supues-
to que definir la medida debe ser algo desafiante. Ma´s luego veremos co´mo
enfrentamos ese problema.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
4.4. INVARIANCIA GAUGE
Para nosotros, la palabra ’gauge’ o ’calibracio´n’ esta´ asociada a un princi-
pio de sentido comu´n: las leyes de la f´ısica no pueden depender de las arbitra-
riedades que nazcan bien sea para describir el universo o en los formalismos
matema´ticos que describen la evolucio´n de los sistemas. Hemos formulado la
meca´nica cua´ntica. Puede ella satisfacer el filtro gauge?
Comenzamos pregunta´ndonos si es que acaso hemos dado lugar a alguna
arbitrariedad dentro de nuestra formulacio´n de la amplitud total K(a, b).
Pues, si. Si la hay: se trata de que en su puro corazo´n hay una exponencial
imaginaria, o sea una fase. No es posible definir una fase o argumento de
un nu´mero complejo a menos que uno tenga una sistema de coordenadas
en el plano. Tal sistema es totalmente arbitrario y cada quien tiene derecho
a escoger el sistema que le guste y por tanto su fase tambie´n cambiar´ıa:
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cambiara´ la f´ısica? Debemos probar que ante un cambio de fase, la f´ısica no
sufre ningu´n cambio. En efecto, si en un sistema tenemos que la amplitud
K(a, b) es:
K(b, a) =
∫ b
a e
(i/h¯)S(a,b,γ)Dγ(t)
Entonces en otro sistema de coordenadas del plano complejo podr´ıamos
tener:
Kn(b, a) =
∫ b
a e
(i/h¯)[S(a,b,γ)+φ] Dγ(t)
=
∫ b
a e
(i/h¯)S(a,b,γ) e(i/h¯)φDγ(t)
= e(i/h¯)φ
∫ b
a e
(i/h¯)S(a,b,γ)Dγ(t)
= e(i/h¯)φK(b, a)
Pero K no es observable, lo que es observable es la probabilidad de tran-
sicio´n de a a b que ella genera, la cual es ‖K‖2 y es claro que tal magnitud
no depende de un corrimiento global de fase, pues multiplicar por un nu´me-
ro complejo, e(i/h¯)φ, lo u´nico que causa es una rotacio´n de a´ngulo φ y eso
no causa estiramiento o encogimiento de ningu´n complejo. Por lo tanto, la
probabilidad, que es la norma cuadrado, tampoco cambiara´.
Vamos bien.
Podemos observar que dimos lugar al nacimiento de una arbitrariedad
en la definicio´n de la fase y que la f´ısica sin embargo no var´ıa. El cambiar
de sistemas de coordenados en el plano complejo implica que la amplitud se
multiplica por una exponencial imaginaria
Kn(b, a) = e
(i/h¯)φK(b, a) (31)
Por lo tanto, decir que la meca´nica cua´ntica pasa el filtro gauge es lo
mismo que decir que las probabilidades de transicio´n, cuantificadas por la
norma cuadrado de la amplitud K, no var´ıan ante la multiplicacio´n de K
por una exponencial imaginar´ıa. Esas exponenciales imaginarias forman un
grupo con la operacio´n multiplicacio´n, que adema´s es de Lie. La operacio´n de
grupo corresponde a la multiplicacio´n de complejos que se interpreta como
hacer primero un cambio de fase y despue´s otro. Ese grupo es el U(1), con la
U de unitario, que quiere decir que las probabilidades no cambian y la suma
total sobre todos los canales da un 1.
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4.5. RECUPERANDO LAMECANICA CLA-
SICA
Le damos la bienvenida a la meca´nica cua´ntica porque explica cosas que
la cla´sica no puede, a saber, la interferencia entre part´ıculas. Pero queda
entonces por explicar el misterio de por que´ funciona la meca´nica cla´sica
sabiendo que no es una teor´ıa fundamental. La razo´n es la siguiente: cada
camino aporta conforme a la accio´n que e´ste define. Como son tantos caminos,
cada uno de ellos aporta algo insignificante, o sea que lo importante no es lo
que aporte cada uno sino la forma como entre ellos se ayuden o interfieran.
Ahora bien, si el camino es un extremo de la accio´n, una deformacio´n leve,
un camino ligeramente diferente, producira´ una accio´n que a primer orden
no puede diferenciarse del camino extremal. Por tanto, todas las pequen˜as
perturbaciones del camino extremal produce perturbaciones constructivas,
que refuerzan la accio´n del camino extremal: las fases e(i/h¯)S(a,b,γ) interferira´n
constructivamente.
Pero una variacio´n de una camino que no es un extremo produce una
accio´n que si puede diferenciarse a primer orden de la accio´n del camino
original. En consecuencia, las fases variaran alocadamente con so´lo variar el
camino un poquito. Eso se debe a que la accio´n se mide en unidades de h¯, la
cual es extremadamente pequen˜a: en te´rminos ergono´micos tiene dimensiones
del orden de 10−27(gramos× cm2/segundo). Por lo tanto, cuando el camino
no produce un extremo de la accio´n, su aporte es aniquilado por el de los
caminos cercanos, con los cuales interferira´ destructivamente y no aportara´n
nada a la amplitud total K(a, b).
En resumen, el camino que domina la situacio´n es aquel que da un extremo
de la accio´n. Hemos recuperado la meca´nica cla´sica y hemos probado que
la meca´nica cla´sica es tan cua´ntica como lo ma´s cua´ntico que exista. Sin
embargo, se dice que uno tiene un efecto cua´ntico cuando uno no puede
explicar los resultados sin apelar a muchos caminos totalmente diferentes.
Por algu´n tiempo se penso´ que los sistemas macrosco´picos no pod´ıan tener
propiedades de coherencia, donde las fases se sumen a gran escala, pero ahora
se sabe que eso no es cierto: un laser es el ejemplo perfecto: un mundo de
fotones todos con la misma fase y recorriendo un camino que puede ser de
aqu´ı a la luna. Otro ejemplo es la superconduccio´n, en la cual no se cumple la
ley de Ohm y por consiguiente una corriente puede recorrer caminos circulares
sin gastar energ´ıa y sin violar el teorema de Stokes. Ma´s luego veremos los
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detalles de un caso espec´ıfico: el efecto Aharonov-Bohm.
4.6. LA ECUACION DE SCHRO¨EDINGER
Para entender lo que significa una integral de Feynman es necesario
calcular alguna y nosotros vamos a hacer un ca´lculo que tiene como objetivo
ba´sico responder a la siguiente inquietud: si todos los caminos de evolucio´n
importan, entonces debe ser que el futuro depende del pasado en toda su
extensio´n. Pues bien, vamos no so´lo a mostrar que en meca´nica cua´ntica el
futuro depende u´nica y exclusivamente del presente, si es que e´ste existe,
sino adema´s calcularemos la dependencia que el futuro inmediato tiene del
presente. Para hacer eso, deduciremos que la integral de Feynman implica
una ecuacio´n diferencial que se denomina la ecuacio´n de Schro¨edinger.
Que sirva de aclaracio´n decir que una ecuacio´n diferencial del tipo y˙ =
f(t, y) denota una ley o algoritmo cuya evolucio´n so´lo depende del presente
porque si se sabe que´ es y en el tiempo t, entonces sabremos que´ es y en el
tiempo t+△t, a saber:
y(t+△t) = y(t) + y˙△ t = y(t) + f(t, y)△ t
Por eso buscamos una ecuacio´n diferencial, para demostrar que el futuro
so´lo depende del presente.
4.7. FUNCION DE ONDA
Suponemos que el presente existe, como entidad separada del pasado, o
del futuro, y se asume en meca´nica cua´ntica que puede describirse de manera
exhaustiva por lo que se denomina funcio´n de onda ψ y se construye como
sigue.
En primer te´rmino, la funcio´n de onda toma valores complejos para que
pueda representar una amplitud. Denota la amplitud de que en el tiempo
t el sistema este´ en un estado espec´ıfico, por ejemplo, en una vecindad del
espacio tridimensional. De acuerdo con lo dicho, tal funcio´n se calcula por
ψ(x, t) =
∫ x
y
e(i/h¯)S(y,x,γ)Dγ(t) (32)
y tenemos que sumar el aporte de todos los caminos habidos y por haber
que desde algu´n lugar y, que el sistema ocupo´ en el pasado, conducen hasta
x, ocupado en el presente.
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Debido a que el presente existe, todos los caminos que del pasado lleguen
hasta el futuro tienen que pasar por el presente, es decir, tienen que hacer
escala en algu´n punto y del espacio de estados ocupado en el presente.
Por tanto, si conocemos el presente, ψ(x, t), entonces ψ(x, t+ǫ) se calcula,
esquema´ticamente, por:
ψ(x, t+ ǫ) = amplitud de estar en x en el tiempo t+ ǫ
=
∑
(amplitud de estar en algu´n lugar y en el tiempo t = ψ(y, t)) x
(amplitud de transicio´n de y a x = e(i/h¯)S(y,x,γ)).
donde la suma se toma sobre todos los puntos y y todos los caminos que
desde y llevan hasta x. Eso se acostumbra a notar como:
ψ(x, t+ ǫ) =
∫ x
y
e(i/h¯)S(y,x,γ)ψ(y, t)Dγ(t) (33)
Ahora mostraremos, en un caso especial, que podemos calcular la forma
como el futuro evoluciona a partir del presente.
4.8. PARTICULA EN UNA DIMENSION
Tomaremos como ejemplo de estudio a una part´ıcula que se mueve en una
dimensio´n bajo la accio´n de un campo de fuerzas conservativo. En ese caso, el
Lagrangiano es L = (1/2)mv2 − V (x, t), por tanto la accio´n correspondiente
para un camino γ parametrizado con respecto al tiempo, desde tiempo inicial
t0 a tiempo final t0 es :
S(γ) =
∫ t1
t0
Ldt
de tal forma que la amplitud total para ir de a a b es:
K(b, a) =
∫ b
a e
(i/h¯)S(a,b,γ)Dγ(t)
=
∫ b
a e
(i/h¯)
∫ t1
t0
Ldt
Dγ(t)
=
∫ b
a e
(i/h¯)
∫ t1
t0
[(1/2)mv2−V (x,t)]dt
Dγ(t)
Por consiguiente:
ψ(x, t+ ǫ) =
∫ x
y e
(i/h¯)
∫ t+ǫ
t
[(1/2)mv2−V (v,t)]dt ψ(y, t)Dγ(t)
Hay que tener en cuenta que para ǫ pequen˜o,∫ t+ǫ
t f(t)dt = base× altura = ǫf(t)
Aplicando eso a la integral del Lagrangiano, nos queda:
ψ(x, t+ ǫ) =
∫ x
y e
(iǫ/h¯)[(1/2)mv2−V (v,t)] ψ(y, t)Dγ(t)
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Tenemos que hacer la integral teniendo en cuenta todos los caminos que
llevan de algu´n lugar y a x. Argumentemos que tan so´lo hay que tener en
cuenta los caminos directos. En efecto, un camino no directo en una di-
mensio´n implica retrocesos y por tanto, para llegar en el tiempo requerido
tendr´ıa que tener aceleraciones y velocidades mayores, por eso una pequen˜a
deformacio´n en el camino cambiar´ıa la accio´n notablemente, es decir la fase
cambiar´ıa alocadamente. Por tanto, caminos vecinos que no sean directos
aportan amplitudes que se aniquilan mutuamente.
Por consiguiente, teniendo en cuenta los caminos directos y nada ma´s,
podemos tomar como velocidad (x − y)/ǫ y como lugar para evaluar el po-
tencial, tomamos el punto intermedio entre y y x, o sea, (x+ y)/2. De igual
forma, el potencial se evalu´a en el tiempo intermedio, que es t + ǫ/2. En
consecuencia:
ψ(x, t+ ǫ) =
∫∞
−∞(1/A) e
(iǫ/h¯)[(1/2)m[(x−y)/ǫ]2−V ((x+y)/2,t+ǫ/2)]ψ(y, t)dy
Hemos puesto el factor 1/A porque no conocemos co´mo se define la medida
en el espacio de caminos. Lo u´nico que requerimos es que se pueda normalizar
adecuadamente, en particular que la suma de todas las probabilidades de un
1. Separando los te´rminos de la exponencial obtenemos:
ψ(x, t+ ǫ) =
∫∞
−∞(1/A) e
(i/h¯)[(1/2)m[(x−y)2/ǫ]] e(iǫ/h¯)[−V ((x+y)/2,t+ǫ/2)]ψ(y, t)dy
Podemos esperar que las amplitudes ma´s importantes sean las provenien-
tes de puntos cercanos a x debido a que para puntos lejanos la velocidad
tiene que aumentar, y como figura al cuadrado, la fase oscilara´ ra´pidamente
de tal forma que el aporte de cualquier camino se anulara´ con cualquiera de
sus deformaciones. Por tanto, hacemos el cambio de variable y = x + η, o
bien y − x = η, con el objetivo de hacer un desarrollo en serie como funcio´n
de η. Tenemos que x + y = y + x = y − x + 2x = η + 2x = 2x + η. Como
y = x+ η, y adema´s x es constante, entonces dy = dη:
ψ(x, t+ ǫ) =
∫∞
−∞(1/A) e
(i/h¯)(1/2)m[(−η)2/ǫ] e(iǫ/h¯)[−V (x+η/2,t+ǫ/2)]ψ(y, t)dy
Teniendo en cuenta que ǫ buscara´ su l´ımite a cero y que V es continua,
aproximamos t+ ǫ/2 por t. Hacemos una aproximacio´n similar con η, por lo
que podemos reemplazar V (x+ η/2, t+ ǫ/2) por V (x, t):
ψ(x, t+ ǫ) =
∫ ∞
−∞
(1/A)eimη
2/2h¯ǫe−(iǫ/h¯)V (x,t)ψ(x+ η, t)dη (33)
Expandimos en serie hasta primer orden en el lado izquierdo. Si mante-
nemos x constante:
ψ(x, t+ ǫ) = ψ(x, t) + ǫ∂ψ/∂t
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Teniendo en mente el lado derecho de la ecuacio´n en elaboracio´n, la ex-
pansio´n de la exponencial, a primer orden, es:
e−x = 1− x
Aplicando esto:
e−(iǫ/h¯)V (x,t) = 1− (iǫ/h¯)V (x, t)
Recordemos el desarrollo en serie de Taylor hasta orden 2 para despue´s
aplicarlo a la amplitud:
f(x+ η) = f(x) + ηdf/dx+ (1/2)η2d2f/dx2
Y si mantenemos t fijo en la amplitud, nos queda como funcio´n de una
sola variable y la podemos expandir en la otra:
ψ(x+ η, t) = ψ(x, t) + η∂ψ/∂x +(1/2)η2∂2ψ/∂x2
Hemos desarrollado hasta segunda potencia de η porque en la accio´n η
es proporcional a la velocidad y e´sta va al cuadrado. Substituyendo todo en
(33) nos queda en conclusio´n:
ψ(x, t) + ǫ∂ψ/∂t =
=
∫∞
−∞(1/A) e
imη2/(2h¯ǫ) [1−(iǫ/h¯)V (x, t)] [ψ(x, t)+η∂ψ/∂x +(1/2)η2∂2ψ/∂x2]dη
De aca´ salen 6 integrales. Hay que tener en cuenta que la variable de
integracio´n es η y todo lo que no dependa de ella es constante que sale de la
integral. La tarea se reduce entonces a evaluar varias integrales, la primera
de las cuales es:∫∞
−∞(1/A)e
imη2/(2h¯ǫ)dη
Esta integral es la de la campana de Gauss que se resuelve por el truco de
hallar su cuadrado con dos variables mudas independientes, reescribir como
una doble integral y cambiar a coordenadas polares. Para todos los efectos,
el nu´mero i hace las veces de constante y se trata como tal. Dicha integral
nos da:
= (1/A)(2πih¯ǫ/m)1/2
Eso nos permite comparar el coeficiente de ψ en cada lado, pues la ecua-
cio´n es verdadera para todo incremento de la variable x, y como conclusio´n
sacamos que
ψ(x, t) =
∫∞
−∞(1/A) e
imη2/(2h¯ǫ)ψ(x, t)dη
= ψ(x, t)
∫∞
−∞(1/A) e
imη2/(2h¯ǫ)dη
Por consiguiente, la integral indicada, la de la campana de Gauss, debe
ser uno, pero ya sab´ıamos su valor en te´rminos de A:(1/A)(2πih¯ǫ/m)1/2∫∞
−∞(1/A) e
imη2/(2h¯ǫ)dη = 1= (1/A)(2πih¯ǫ/m)1/2.
Despejando A nos da:
A = (2πih¯ǫ/m)1/2
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Entre tanto,∫∞
−∞(1/A) e
imη2/(2h¯ǫ)ηdη =
limL→∞
∫ L
−L(1/A) e
imη2/(2h¯ǫ)ηdη = 0
porque se trata de una funcio´n impar de R en C. Los l´ımites de integracio´n
se toman sime´tricos porque de otra forma la integral no converge. Eso es
equivalente a tomar las ecuaciones en el sentido de las distribuciones que usan
funciones test con soporte compacto y sime´trico. Por otra parte, despue´s de
aplicar integracio´n por partes y reencontrar la densidad de la campana de
Gauss tenemos:∫∞
−∞(1/A) e
imη2/(2h¯ǫ)η2dη = ih¯ǫ/m
Reemplazando en las 6 integrales nos queda:
ψ + ǫ∂ψ/∂t = ψ − (iǫ/h¯)V ψ −(h¯ǫ/2im)∂2ψ/∂x2
Simplificando, primero ψ y despue´s ǫ tenemos:
∂ψ/∂t = −(i/h¯)V ψ − (h¯/2im)∂2ψ/∂x2 (34)
Antes de esta ecuacio´n figuraba, en forma invisible, un nu´mero infinito
de te´rminos con altas potencias de ǫ, que al tomar el l´ımite desaparecen.
Esta ecuacio´n es un algoritmo con el cual la naturaleza construye el futuro
inmediato a partir del presente. En efecto:
(ψ(x, t+ ǫ)− ψ(x, t))/ǫ ≈ ∂ψ/∂t = −(i/h¯)V ψ − (h¯/2im)∂2ψ/∂x2
de donde podemos despejar el valor de ψ(x, t + ǫ). De hecho, tenemos
ah´ı una manera para mimificar la naturaleza y predecir la evolucio´n de un
sistema cua´ntico.
A pesar de todo el enredo de cosas que entran en la integral de Feynman,
de la ecuacio´n de Schro¨edinger parece deducirse que lo que prevalece es un
efecto local. Eso se debe a que el futuro en una vecindad se determina por un
efecto de las varias derivadas, las cuales toman so´lo en consideracio´n lo que
pasa en la inmediata vecindad de la part´ıcula. Pero atencio´n: eso es va´lido
para la funcio´n de onda y sucede que ella no es observable y no puede serlo
pues no se puede determinar sino mo´dulo una fase inobservable. Lo que es
observable es la probabilidad de transicio´n de un estado a otro, o cambios de
energ´ıa, y ellos se calculan por productos internos, que son integrales y por
lo tanto la meca´nica cua´ntica predice que el futuro se construye a partir de
lo que pasa en todo el mundo.
Por supuesto que cuando un problema de meca´nica cua´ntica puede re-
ducirse a otro de tipo cla´sico, los efectos globales se destruyen unos a otros
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en favor de los efectos locales. Pero lo terrible es que la meca´nica cua´ntica
permite fuertes violaciones a la idea de que el futuro del universo es algo que
se computa por efectos locales.
La prediccio´n de violar el principio de localidad ha sido discutido pro-
fundamente y al tema se le conoce como las interacciones EPR ( de Eins-
tein, Podolski y Rosen). Los estudios experimentales apoyan las predicciones
cua´nticas: el universo funciona como un todo, como un organismo y no parte
por parte.
El holismo cua´ntico plantea interrogantes como el siguiente: si el mundo
entero interfiere con mis decisiones, co´mo podre´ yo declararme responsable
de lo que hago?
Me parece que hay pocas personas que toman tan en serio este tipo de
preguntas. Una razo´n puede ser que una respuesta rigurosa y a prueba de
toda objecio´n sobrepasar´ıa todo poder de ca´lculo y terminar´ıa siendo objeto
de caprichos subjetivos.
La ecuacio´n (34) se escribe ma´s usualmente como :
−(h¯/i)∂ψ/∂t = −(h¯2/2m)∂2ψ/∂x2 + V ψ (35)
Esta es la famos´ısima ecuacio´n de Schro¨edinger, que se convirtio´ en la
piedra angular de la meca´nica cua´ntica a partir de su descubrimiento por
Edwin Schro¨edinger en 1925, quien la descubrio´ por otro camino. Es usual
sintetizar dicha ecuacio´n en la forma:
−(h¯/i)∂ψ/∂t = Hψ (36)
Donde H es el operador llamado Hamiltoniano y definido por:
H = −(h¯2/2m)∂2/∂x2 + V (37)
La ecuacio´n de Schro¨edinger que hemos descrito esta´ desarrollada pa-
ra una dimensio´n. Su generalizacio´n a tres dimensiones se puede hacer de
dos maneras. Partiendo del Lagrangiano en tres dimensiones y siguiendo el
mismo camino que hemos recorrido. Ese es un problema tedioso con 18 in-
tegrales. Nosotros vamos a hacer una inferencia: teniendo en cuenta que no
hay ninguna direccio´n privilegiada en la naturaleza, entonces, lo que es va´li-
do en la direccio´n X, tambie´n lo es en la Y o en la Z. Por otra parte, al
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tener en cuenta las tres direcciones, el desarrollo en serie de Taylor, a primer
orden, le concede igual valor a cada una de forma independiente. Por tanto,
la adivinanza (se dice Ansatz)que proponemos, reza de la siguiente forma:
−(h¯/i)∂ψ/∂t = −(h¯2/2m)[∂2ψ/∂x2 +∂2ψ/∂y2 +∂2ψ/∂z2] + V ψ
Identificando el operador Laplaciano, podemos reescribirla como:
−(h¯/i)∂ψ/∂t = −(h¯2/2m)∇2ψ + V ψ
Por tanto, el operador Hamiltoniano tiene la forma general:
H = −(h¯2/2im)∇2 + V (38)
Podr´ıa pensarse que H es la traduccio´n del Lagrangiano, pero eso no es
cierto. Siguie´ndole la pista al Lagrangiano a trave´s de la accio´n uno se da
cuenta que la energ´ıa cine´tica se convierte en una frecuencia angular y que
las segundas derivadas parciales tienen un origen muy diferente. De paso,
entre ma´s grande sea la energ´ıa cine´tica, mayor es la frecuencia y tenemos
por tanto una asociacio´n part´ıcula-onda.
Si el operador Hamiltoniano H no es la versio´n cua´ntica del Lagrangiano,
que´ significa entonces H? Respondamos lentamente a esa pregunta, estable-
ciendo primero cual es su dominio de definicio´n.
4.9. EL ESPACIO PROYECTIVO
Revisamos muy ra´pidamente algunos conceptos que se usan usualmente
y que necesitamos en esta seccio´n.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Ideogramas: producto interno, espacio normado completo o de Banach,
espacio de Hilbert, integral de Lebesgue, espacios de Lebesgue.
Producto interno o escalar: se denomina producto a cualquier operacio´n
binaria que distribuya la suma. El producto escalar es un producto que da
como resultado un escalar. Por ejemplo, si tomamos R2 tenemos un producto
interno definido entre ~u = (u1, u2) y ~v = (v1, v2) por
< ~u,~v >= u1v1 + u2v2
Este producto cumple:
a. < ~u,~v >=< ~v, ~u >
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b.< λ~u,~v >= λ < ~u,~v >
c. < ~u,~v + ~w >=< ~v, ~u > + < ~v, ~w >
d. < ~u, ~u >> 0 si ~u 6= ~0
Gracias al producto interno se pudo definir una norma o largo de cada
vector como la ra´ız cuadrada del producto escalar del vector con e´l mismo:
‖~u‖ = (< ~u, ~u >)1/2
Un espacio vectorial se llama completo cuando toda sucesio´n de vec-
tores (un conjunto de vectores numerados) que sea de Cauchy (que amenace
con convergir) converge en realidad a un vector en el espacio.
Al nu´mero de direcciones independientes que hay en un espacio vecto-
rial se llama dimensio´n: por eso R3 tiene dimensio´n 3. Todos los espacios
vectoriales de dimensio´n finita son completos.
Hay espacios vectoriales de dimensio´n infinita?
Si y abundantemente: los espacios de funciones son ejemplos muy apro-
piados. Tomemos las funciones de variable real que van de R en R. Dichas
funciones se pueden sumar, como por ejemplo, senx+cosx, y se pueden alar-
gar, como 5senx. Tambie´n se puede definir un producto escalar con todas las
propiedades deseadas:
< f, g >=
∫
R f(x)g(x)dx
y por consiguiente podemos definir la norma cuadrado de una funcio´n
como
‖f‖2 =< f, g >
Espacio vectorial normado completo: si ya sabemos que podemos definir
una suma y un alargamiento en un conjunto dado de funciones escalares, y
adema´s una norma, y si el espacio es completo, lo llamamos espacio vectorial
normado completo o de Banach.
Espacio de Hilbert : es un espacio vectorial con producto interno o
escalar, que define una norma que lo hace completo o de Banach.
Hemos visto co´mo se define un producto interno de funciones escalares
reales. Si las funciones escalares son complejas, es decir, toman valores com-
plejos, el producto interno se define ayuda´ndose del conjugado como:
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< f, g >=
∫
R f(x)g(x)
∗dx
y cumple propiedades parecidas al producto interno de funciones escalares
reales. Pero hay diferencias: en especial recalcamos las siguientes dos propie-
dades va´lidas para λ complejo. Tenemos que los escalares complejos salen
igual desde la primera entrada del producto interno, pero salen conjugados
de la segunda:
< λf, g >=
∫
R λf(x)g(x)
∗dx = λ < f, g >
< f, λg >=
∫
R f(x)(λg(x))
∗dx = λ∗ < f, g >
La razo´n por la cual involucramos al conjugado es para poder definir la
norma (que cumpla las propiedades de largo de un vector) como:
||f ||2 =< f, f >
tal como se hace en espacios con producto interno real.
Integral de Lebesgue:
Vimos que para definir la integral de Riemann se programaba el tax´ıme-
tro secuencialmente, a medida que uno avanzaba por la carretera y que el
tax´ımetro ten´ıa en todo momento precisio´n infinita.
En la integral de Lebesgue se procede de otra forma: el tax´ımetro que se
usa es ralo, con pocos valores permitidos, pero de densidad ajustable hacia
la plenitud. Y co´mo se hace la integral de Lebesgue de f(x)? Para funciones
que no tengan demasiados altibajos ni discontinuidades, funciona el siguiente
proceso:
Se ajusta una baja precisio´n en el tax´ımetro y se recorre el camino: se va
comparando a f(x) con los valores permitidos del tax´ımetro y se aproxima
f(x) al valor ma´s cercano posible permitido por el tax´ımetro. Eso define
tramitos en los cuales se tiene una funcio´n constante cuyo aporte a la integral
es base x altura.
Pero atencio´n, la base tiene una manera de ser medida que hace caso
omiso de fallas como la siguiente: si al intervalo [0,1] le quitamos todos los
nu´meros racionales, de todas formas su medida es uno.
Se refina la precisio´n del tax´ımetro y se repite el proceso hasta que se
demuestre que se llega a un l´ımite al cual se denomina integral de Lebesgue
(se lee lebeg).
Cuando la integral de Riemann existe, se puede garantizar que coincide
con la de Lebesgue. Pero hay funciones que no tienen integral de Riemann y
en cambio si tienen integral de Lebesgue, como es el caso de la funcio´n que
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sobre [0,1] esta´ definida como 1 sobre los irracionales y 0 sobre los racionales.
Su integral de Lebesgue vale 1, puesto que los racionales por ser un conjunto
que se puede numerar no generan a´rea alguna y no le quita nada a la integral.
Espacios de Lebesgue : uno esta´ acostumbrado a errores tipogra´ficos
menores y a identificar una gra´fica dada, digamos, con senx aunque falten
puntos aqu´ı y alla´. Los espacios de Lebesgue son espacios de funciones a los
cuales se les hace la misma concesio´n.
Habiendo definido la integral de Lebesgue se procede a notar que se puede
definir un producto interior entre dos funciones como la integral del producto
de las dos funciones. Se define la norma de una funcio´n como la ra´ız cuadrada
del cuadrado de la funcio´n.
Resulta que hay pares de funciones que siendo diferentes, su diferencia
no se nota al ser medida por la norma. Por ejemplo, una funcio´n continua y
otra que sea igual a e´sta en todas partes excepto en un punto difieren por la
integral sobre un punto que puede interpretarse como el a´rea de la funcio´n
dada sobre un punto, o sea cero. Es decir que desde el punto de vista de la
norma no difieren en nada de valor o sea que son equivalentes.
Los espacios de Lebesgue son los que resultan de no hacer diferencia entre
pares de funciones equivalentes. El ma´s famoso de eso espacios es L2 que es
con el que hemos venido y seguiremos trabajando. En general, una funcio´n
f pertenece a Lp, p ∈ R si y so´lo si f(x)p es lebesgue-integrable, es decir si
su integral como l´ımite existe y es finito. En ese caso, la norma es la ra´ız
p-e´sima de la integral de f(x)p:
‖f‖p = (
∫
R f(x)
pdx)1/p
Lo que hemos hablado en R se generaliza de manera natural a funciones
escalares sobre Rn.
Como nosotros nos referimos, casi siempre, a funciones que toman valores
complejos y trabajamos en L2 no escribimos el sub´ındice 2 de la norma, la
cual se define como:
‖ψ‖ = (∫ ψψ∗dV )1/2
En meca´nica cua´ntica no se usa la norma, sino la norma cuadrado.
Las materias encargadas de formalizar estos conceptos se llaman ana´lisis,
teor´ıa de la medida y ana´lisis funcional.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
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Evidenciemos ahora que hay una arbitrariedad matema´tica en la ecua-
cio´n de Schro¨edinger.
En principio el operador H se define sobre toda funcio´n con valores com-
plejos que tenga segundas derivadas. Como las funciones que toman valores
complejos y tienen segundas derivadas se pueden sumar y multiplicar por
escalares complejos sin perder dichas propiedades, el conjunto de tales fun-
ciones forma un espacio vectorial. Definiendo un producto interior tambie´n
podemos definir una norma y nos restringimos a funciones cuya norma sea
finita. Al ver que dicho espacio es completo tenemos un espacio de Hilbert
que de hecho resulta separable, gracias a lo cual podemos utilizar el compu-
tador para hallar soluciones aproximadas a los problemas que resulten. A ese
espacio lo notamos L2.
Procedemos a definir el producto interno. Si notamos el conjugado de ψ
como ψ∗ podemos definir un producto interno entre dos funciones como:
< ψ1, ψ2 >=
∫
ψ1ψ
∗
2dV (39)
donde la integral se sobrentiende que corre sobre todo el universo.
Entonces, la expresio´n |ψ|2 = ψψ∗ corresponde a una densidad de proba-
bilidad, la cual integrada sobre todo el universo debe dar uno. Pero esa es
precisamente la norma en el espacio L2 de la funcio´n de onda:
‖ψ‖2 =< ψ, ψ >=
∫
ψψ∗dV =
∫
|ψ|2dV = 1 (40)
Por lo tanto, las funciones de onda son elementos que pertenecen a la
bola unitaria de un espacio de Hilbert, que tambie´n es me´trico.
Si observamos la ecuacio´n de Schro¨edinger, ella es lineal. O sea que per-
mite ser multiplicada por cualquier escalar complejo. Eso significa que uno
puede tomar arbitrariamente el escalar que a uno le guste, y tal escalar jama´s
aparece en los ca´lculos. Entonces, pues no puede tener significado f´ısico. Por
tanto, una funcio´n y un mu´ltiplo de ella son equivalentes desde el punto de
vista f´ısico. Eso implica que la f´ısica se lee no sobre funciones sino sobre
clases de equivalencia, mo´dulo una constante. El espacio resultante se llama
espacio proyectivo. Expl´ıcitamente, la relacio´n de equivalencia ℜ es:
ψ1ℜψ2 si y so´lo si ψ1 = λψ2, λ ∈ C (41)
Dicha relacio´n tiene una meta´fora muy simple: imaginemos el plano como
espacio vectorial. Una forma de decir que lo u´nico que importa de un vector
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es su direccio´n y no su norma es decir que un vector esta´ relacionado con
otro si se obtiene del primero por una alargamiento o un acortamiento, como
en el caso que acabamos de ver. Eso quiere decir que ahora tenemos un
espacio conformado por las l´ıneas que pasan por el origen, las cuales pueden
ser indexadas por los puntos del hemisferio superior del c´ırculo unidad e
igualando los dos puntos que quedan sobre el eje X, pues ellos definen la
misma l´ınea. Ese es el equivalente del espacio proyectivo cua´ntico.
4.10. FEYNMAN Y SU GENIALIDAD
La integral de Feynman que hemos visto, que construimos por sentido
comu´n a partir de la o´ptica, nu´meros complejos y el lagrangiano, aparecio´ en
nuestro mundo como la herencia de un solo hombre: Richard Philip Feynman.
Algunos lo consideran el ma´ximo genio de la f´ısica del siglo XX. Hagamos
una pequen˜a disquisicio´n sobre su genialidad y veamos si podemos aprender
algo sobre co´mo ser un genio. Todas las referencias no anotadas vienen de la
biograf´ıa de Feynman escrita por Mehra (1994).
El Challenger
El brillante porvenir de la carrera cosmona´utica del Challenger recibio´ un
duro golpe el 28 de Enero de 1986, d´ıa en el cual murieron 7 astronautas.
Pero a las dos semanas, el 11 de febrero, en una reunio´n transmitida en
directo por televisio´n para millones de personas, aparecio´ el premio Nobel de
F´ısica Richard Feynman explicando la causa del accidente: el Nobel hizo una
demostracio´n con agua casi helada y un pedazo de caucho para mostrar a
todos, au´n a los nin˜os, que un caucho ela´stico a temperatura ambiente pierde
su elasticidad si se mete en agua a punto de congelarse. Es decir, la elasticidad
del caucho depende de la temperatura y se pierde cuando e´sta es muy baja.
Al haber perdido elasticidad, el caucho se rompio´ al experimentar presio´n,
aparecio´ una grieta por donde salieron llamas, las cuales alcanzaron una parte
clave del equipo de control lo mismo que un tanque de combustible, el cual
se separo´ del resto. Despue´s se destruyo´ todo por causas aerodina´micas (ver
’Challenger’, Wikipedia, 2008).
La demostracio´n de Feynman fue un momento de gloria no so´lo para
e´l sino para toda la ciencia. La razo´n es que un equipo conformado por
expertos ingenieros no pudo ni prever con certeza ni encontrar la causa del
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accidente y eso a pesar de tenerse indicios sobre la importancia cr´ıtica de los
tales cauchos de sellamiento. Y en cambio un teo´rico de la ciencia si pudo
encontrar la causa en menos de una semana. Despue´s de eso, el programa
del Challenger reanudo´ una carrera que llega hasta nuestros d´ıas y que sigue
adelante au´n a pesar de desastres mortales que muestran la complejidad del
oficio.
¿Es la ciencia o es Feynman?
Quisiera uno entender que´ fue lo que paso´. Es decir, quisiera uno respon-
der a la siguiente pregunta: ¿que´ le faltaba a la ingenier´ıa de alto nivel que
s´ı ten´ıa la ciencia pura para que Feynman hubiese notado algo que estaba a
la vista de todos durante tanto tiempo?
La respuesta es un tanto desesperante: la ciencia pura no tiene nada que
ver en el asunto. Sabemos eso con certeza por lo siguiente: hab´ıa un enigma
en la ciencia, a la vista de todos durante 7 an˜os, el cual hab´ıa sido propuesta
por Dirac en 1933 en relacio´n con la exponencial imaginaria del Lagrangiano,
y nadie lo hab´ıa descifrado. Pues Feynman lo descifro´ en 1941 a su 23 an˜os
tan pronto como se entero´ de que exist´ıa. Esto le abrio´ la puerta a la Integral
y a los Diagramas que llevan su nombre y que lo hicieron famoso con una
fama que durara´ mientras que haya hombres.
As´ı que Feynman ten´ıa algo que lo hac´ıa grande tanto entre los grandes
ingenieros como entre los grandes genios de la f´ısica teo´rica. ¿Que´ era? ¡Quie´n
sabe! No lo sabemos, pues si lo supie´semos estar´ıamos produciendo genios en
serie. Con todo, hay algunos factores que son de indiscutible significado.
Para empezar, notemos que si bien las ideas revolucionarias le nacen en
un instante, trabajarlas le lleva tiempo y mucho tiempo de un esfuerzo con-
tinuado. Eso lo relata muy bien en su charla del Nobel: su duro trabajo
le permitio´ formar variadas y diversas visiones sobre el universo en que se
mov´ıan sus preguntas. Quiza´ convenga resaltar que el duro trabajo inclu´ıa
la perfeccio´n del detalle como la generacio´n y fortalecimiento de una gran
contextualizacio´n, la cual permite, entre otras cosas, utilizar diversas herra-
mientas para atacar un mismo problema y ayudarse de las diversas visiones
para detectar y corregir ra´pidamente los errores causados por el mal manejo
de una de ellas.
El duro trabajo produce fruto. Ese es un axioma al que Feynman le hace
mucha propaganda a trave´s de su slogan preferido: lo que un bobo puede
hacer, otro bobo podra´ hacerlo mucho mejor (’what one fool can do, another
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can do better’). Feynman ensen˜a eso con autoridad, pues fue la manera como
e´l se educo´ a s´ı mismo.
Miremos ahora un detalle de su temprana juventud que nos da otra luz
para dilucidar lo que ese gran hombre ten´ıa: en unas vacaciones, Feynman
consiguio´ un trabajo como qu´ımico de superficies. Uno de los problemas de su
tiempo era dar un ban˜o de plata a los pla´sticos. Por ejemplo, hay un pla´stico
muy barato a base de acetato de celulosa y que no era posible platear con los
me´todos tradicionales. Feynman resolvio´ el problema modificando un poco los
procedimientos que funcionaban para otros pla´sticos. El procedimiento que
llego´ a funcionar era as´ı: primero se pone el pla´stico durante unos momentos
en hidro´xido de sodio, despue´s se pone por muchas horas en cloruro de estan˜o
y despue´s se si se platea, usando un proceso de reduccio´n a partir de nitrato
de plata. Superbarato y efectivo.
Lo alegre de esta narracio´n es que se presta a una generalizacio´n auto-
matizada: todas las grandes ideas resultan de un proceso de pequen˜as modi-
ficaciones a ideas ya existentes unidas a una superposicio´n de unas cuantas
palabras o de otras pequen˜as ideas. Esto puede hacerse con un computador
y un filtro sema´ntico.
Pues bien, conoc´ı a un profesor alema´n que programo´ un computador para
que combinara palabras claves de los escritos de Hegel y produjera frases. Su
esperanza era producir grandes ideas al estilo Hegeliano. El hac´ıa de filtro
sema´ntico leyendo las frases y seleccionaba las que le parec´ıan interesantes.
De tanto en tanto yo le preguntaba al profesor co´mo le iba en su tarea y
siempre me dec´ıa: no salio´ nada especial. Hasta que e´l mismo se canso´ de
que nada saliera y abandono´ su proyecto. Podemos aprender que poner ideas
unas sobre otras no lleva a ningu´n lugar y sin embargo, eso es lo u´nico que
hace todo genio. ¿Acaso haya alguna manera inteligente de hacerlo?
La vida de Feynamn nos propone dos respuestas. La primera viene de su
hermana que le dijo: lo que debes hacer es entender en tus propios te´rminos, es
decir, contextualizar dentro de tu propio conocimiento. Para entender mejor
que´ significa eso, ayude´monos de la siguiente narracio´n de la vida del nin˜o
Feynman, en relacio´n a su profesio´n de reparador de radios cuando e´l era
apenas un adolescente:
’What‘s the matter with the radio set? Asked Feynman. ’Oh’, the man
said, ’It makes noises when you first turn it on, but the noise the stops
and everything becomes all right.’ Richard turned the radio on; it gave out
a boold-curdling noise, a terrifying racket, and one could see why the guy
wanted to have it fixed. After a while, the noise quited down, and the radio
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would play all right. So Richard turned it on, listened to it, turned it off,
and started to walk back and forth, thinking. ’What are you doing? Can you
fix it?’ the man asked. ’I’am thinking,’ Richard answered. He tried to figure
out how there could be noise that disappears? Something is changing with
time, something is heating up before something else. He guessed that the
amplifiers were heating up before the information came in from the grids,
from the early circuits, thus it was picking up some kind of noise. So, it was
‘robably due to heating up of the tubes; if he could reverse the earlies tubes,
maybe it would be all right. It would then heat up the other way around. He
changed the tubes around and put them back, and switched the radio on. It
was just as quiet as you please!
La segunda idea de co´mo generar ideas brillantes viene de su esposa:
cuando Fyenman fue comisionado para investigar el desastre del Challenger,
el le dijo a su esposa Gweneth que e´l no quer´ıa ir: ’ Look, anybody can do
it. They can get somebody else’. Su esposa dijo. ’No. I f you don’t do it,
there will be twelve people, all going in a group, going around from place to
place together. But if you join the commission, there will be eleven people
-all in a group, going around from place to place- while the twelfth one, you,
runs around all over the place, checking all kinds of unusual things. There
probably won’t be anything, but if there is, you will find it. There isn’t anyone
else who can do that like you can.’
Resaltamos: ’Adema´s de ti, nadie andara´ por ah´ı haciendo preguntas alo-
cadas.. ..’ es decir, hay que tener una contextualizacio´n lo suficientemente
amplia para producir ideas en contracorriente con las usuales pero que so-
nando a locura puedan tambie´n ser muy eficaces para resolver los problemas
propuestos.
El Sultan
Esto de querer saber que´ tiene Feynman ha hecho que se repita la historia
del Sulta´n, el cual le pidio´ al rey Ricardo que le mandara su espada pensan-
do que eso lo har´ıa buen espadach´ın (por favor, no malinterprete al Sulta´n:
desde su punto de vista, el rey Ricardo no parec´ıa hacer cosas sobrenatu-
rales, as´ı que la causa de su excelente desempen˜o deb´ıa venir de su espada.
Tengamos ahora en cuenta que una espada difiere de otra como mı´nimo en
el tensor de inercia que entra a formar parte de la conducta de la espada
al rotar con respecto a la mun˜eca. An˜adiendo todas las otras complejidades,
llegamos a la conclusio´n de que la mejor manera de juzgar una espada es
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peleando con ella. Y esa fue la intencio´n del Sulta´n). En nuestro caso, lo que
todo el mundo penso´, incluyendo al propio Feynman, es que habr´ıa un gran
adelanto en la ensen˜anza de la f´ısica si se pon´ıa su forma de pensar al alcance
de todos. Hicieron entonces un gran esfuerzo editorial y pusieron por escrito
las clases de Feynman con todo lo que e´l dec´ıa.
Ese material fue usado en muchas partes. Pero no paso´ mucho tiempo
antes de ser sustituido por otros. Y, ¿cua´l pudo ser la razo´n? El material
esta´ hermosamente contextualizado. Por ejemplo, en esa coleccio´n uno puede
aprender que los rayos no solamente caen sino que rebotan de nuevo hacia el
cielo. Pero la coleccio´n no es fuerte en las cosas que lo hacen a uno fuerte para
los exa´menes o para la investigacio´n. En cambio, los textos que han preva-
lecido contextualizan las cosas con un u´nico objetivo: fortalecer la conexio´n
entre los conceptos fundamentales y las aplicaciones inmediatas, adicionando
algunas pocas salidas al mundo de la gran contextualizacio´n.
Con todo, la gran variedad de estilos pedago´gicos de tantos textos indica
claramente que ensen˜ar f´ısica es un problema demasiado grande y dif´ıcil.
Tal y como lo dijo Feynman. Por tanto, nada mejor que propiciar muchas y
variadas soluciones. Lo que esto quiere decir es que el lector tambie´n puede
hacer su propio esfuerzo editorial. Para el peor de los casos, recordemos que
un texto es como un caballo y que no hay nada mejor caballo que aquel
que uno mismo ha amaestrado. Por eso, los textos deben venir con derecho
y poder para que el lector pueda modificarlo a su gusto. El presente texto
es as´ı: amable lector, tome la fuente Latex y util´ıcela para hacer su propio
texto tal y como le venga en gana. Au´n ma´s: ser´ıa una felicidad saber que
mi trabajo le pueda representar alguna ganancia econo´mica.
Nuestra leccio´n
De todo esto, aprendamos lo siguiente:
Hay un tipo de inteligencia que es buena y muy buena para lo que sea,
sea ciencia o ingenier´ıa o aplicaciones pra´cticas.
Ese tipo de inteligencia tiene cuatro pares de ojos, dos sobre los a´rboles
y dos sobre el bosque. Dos sobre los a´rboles, para mirar el detalle. Y
otros dos para mirar el bosque, la contextualizacio´n, el gran contexto
que todo lo encierra y todo lo interrelaciona de manera natural, sen-
cilla y eficaz. Esa segunda manera de mirar produce el ordenamiento
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adecuado para poner las ideas unas sobre otras para dar explicaciones
coherentes, efectivas y verdaderas.
Este tipo de inteligencia disfruta trabajando y el trabajo duro es el
fundamento de la diversio´n. Adema´s de lograr manejar las pequen˜as
cosas como lo hace un maestro, el resultado natural del trabajo duro y
diversificado es una amplia contextualizacio´n.
El trabajo duro produce fruto y es propiedad de todo el mundo. En mi
propia experiencia docente, a mi me ha tocado experimentar eso por
rutina, al ver co´mo una estudiante de primer semestre de Lenguas o
de filosof´ıa o de historia o de abogac´ıa o de ciencia pol´ıtica tiene que
aprender a toda prisa a utilizar la estad´ıstica a un nivel que hace 30
an˜os so´lo lo pod´ıan hacer los profesores de posgrado.
Por muy buena que sea una inteligencia, no es buena para todo. Me-
tie´ndome en lo que no me importa, me atrevo a decir que el segundo
matrimonio de Feynman con Marie Lou fue un fracaso anunciado que
se hubiese podido evitar conservando una hermosa amistad. Y como si
fuese poco, un flirteo con Gweneth en una playa vac´ıa se tradujo en un
magn´ıfico tercer matrimonio que le duro´ toda la vida y que le dio´ dos
maravillosos hijos. ¿Es eso cient´ıfico?
No todo en una gran inteligencia es misterioso. Buena parte se reduce
a entender, lo cual significa simplemente poder relacionar los conceptos
entre ellos y con las cosas simples de este mundo y con las propias ideas
y conceptos personales.
A la inteligencia hay que ponerla a prueba, hay que desafiarla da´ndole
tareas dif´ıciles y ponie´ndola a que defienda sus resultados en pu´blico,
ante la comunidad, ante el mundo, ante la historia de la humanidad.
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Sigamos ahora en la bu´squeda de una interpretacio´n del Hamiltoniano.
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La ecuacio´n de Schro¨edinger fue deducida de una forma artificiosa a partir
de la o´ptica y del formalismo lagrangiano. Todo eso tan complicado, tan
circunstancial, se parece a la aventura de un ciego en terreno desconocido.
Pero pasado algu´n tiempo, au´n los ciegos son capaces de formarse una imagen
geome´trica de su entorno. Despue´s de eso, todo aparece iluminado por una
luz interna que lo gu´ıa a uno a donde sea.
Pues si eso pasa con los ciegos, no menos debemos esperar de la comuni-
dad f´ısico-matema´tica. Lo que vamos a presentar ahora es una imagen muy
sofisticada que tiene un solo objetivo: la sencillez. En efecto: vamos a de-
mostrar que la meca´nica cua´ntica tiene su origen en la teor´ıa de grupos. Es
decir, usando la teor´ıa de grupos y los nu´meros complejos, redescubriremos
la ecuacio´n de Scho¨edinger.
Hay que pagar un precio y es conocerse con estructuras matema´ticas cuyo
estudio puede ser tedioso pero que a la larga se vuelven rutinarias. Comen-
cemos oficializando la terminolog´ıa sobre la que hemos venido trabajando.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Te´rminos y ma´s te´rminos: isometr´ıa, operador unitario, operador adjunto,
operador autoadjunto, valores y vectores propios, ortogonalidad. El operador
derivada no es autoadjunto pero el operador segunda derivada s´ı. El Hamil-
toniano es autoadjunto.
Isometr´ıa: iso quiere decir igual, y metro significa medida. Una isometr´ıa
es una transformacio´n que conserva las medidas, como una rotacio´n o una
translacio´n.
Una isometr´ıa debe ser inyectiva, 1-1, conservar la identidad, pero no tiene
porque ser sobre: consideremos la semirecta real positiva: un corrimiento de
3 unidades a la derecha representa una isometr´ıa pero no es sobreyectiva.
Deducimos que una isometr´ıa no tiene porque ser invertible. Formalmente:
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Definicio´n: un operador lineal T de un espacio de Hilbert L en si mismo se
denomina isometr´ıa cuando conserva la norma. Como la norma se define en
te´rminos de producto interior, una isometr´ıa tambie´n conserva el producto
interior:
< T (ψ), T (φ) >=< ψ, φ > para φ, ψ ∈ L.
Operador unitario :
Decimos que un operador lineal es unitario cuando es una isometr´ıa so-
breyectiva.
Operador adjunto : consideremos dos operadores T y T †, tal que T va
de un espacio de Hilbert L en otroM : T : L→ M , en tanto que T † : M → L.
T y T † son contravariantes, o sea que van en contrav´ıa.
Si se cumple que
< T (φ), ψ >=< φ, T †(ψ) >
para todo φ ∈ L y ψ ∈ M decimos que T † es el adjunto de T . La
existencia de T esta´ garantizada cuando T es acotado, o sea que transforma
la bola unidad en un conjunto acotado, que cabe en otra bola de radio finito.
Toda isometr´ıa lineal es acotada y por lo tanto tiene adjunto.
Hablando de un espacio de Hilbert L, decimos que un operador lineal T
de L en s´ı mismo es autoadjunto si cumple con la igualdad
< Tφ, ψ >=< φ, Tψ >
El conjunto de operadores autoadjuntos no es vac´ıo: la identidad es auto-
adjunto. Estas definiciones generalizan otras de a´lgebra lineal: adjunto gene-
raliza a matriz transpuesta, o sea la matriz resultante de cambiar las colum-
nas por filas y al reve´s. Operador auto-adjunto generaliza a matriz sime´trica,
la cual es aquella que es su propia transpuesta. Ejemplo:

 1 4 54 2 6
5 6 3


Esta matriz es sime´trica pues es su propia transpuesta. Y cumple adema´s
con la igualdad:
< T~u,~v >=< ~u, T~v >
para elementos ~u,~v de R3.
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SI M es una matriz cuadrada cuyas entradas sean nu´meros complejos, la
matriz adjunta deM , notadaM † se obtiene transponiendo aM y conjugando
a cada entrada. Se dice: M † es la transpuesta conjugada. En este caso, M
define un operador lineal de Cn en s´ı mismo y el producto interior de dos
vectores de Cn se define como sigue:
~Z = (z1, ....zn)
~W = (w1, ....wn)
< Z,W >= z1w
∗
1 + .... + znw
∗
n donde la ∗ significa conjugacio´n.
Ahora volvemos a nuestro tema.
Sea V un espacio de Hilbert (vectorial con producto interno y completo
en la norma inducida). Notamos como L2(V ) al espacio de las funciones
cuadrado integrable que de V van sobre C. Definimos el operador A sobre
L2(V ) por:
A(φ) = αφ, donde α es una funcio´n cualquiera del espacio V en los
complejos.
Veamos si A es autoadjunto o no, es decir si se cumple:
< Aφ, ψ >=< φ,Aψ > donde φ y ψ son funciones de V sobre los com-
plejos.
Reemplazando:
< Aφ, ψ >=
∫
α(x)φ(x)(ψ(x)∗)dx
< φ,Aψ >=
∫
φ(x)(α(x)ψ(x))∗dx =
∫
φ(x)α(x)∗ψ(x)∗dx
de lo cual se concluye que A es autoadjunto cuando α toma valores reales.
Si α toma valores complejos, este operador no es autoadjunto. En particular,
la multiplicacio´n por un complejo define un operador que no es autoadjunto,
sino anti-autoadjunto, es decir que pone un signo menos de dema´s. Para que
haya orden en la sala se requiere que todas las integrales de las que se hable
existan. Eso se puede garantizar cuando α es continua y adema´s tiene soporte
compacto (es nula fuera de algu´n intervalo cerrado y acotado).
Si se cumple la ecuacio´n:
A(φ) = λφ
para un operador lineal sobre un espacio de Hilbert, decimos que el escalar
λ es un valor propio y que φ 6= 0 es un vector propio de A. No es necesario
que todo operador siempre tenga valores y vectores propios. Por ejemplo, el
operador A, de multiplicar por una funcio´n escalar, no los tiene a menos que
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la tal funcio´n sea una constante, y ese ser´ıa su u´nico valor propio. En ese
caso, cualquier funcio´n es un vector propio asociado a dicho valor propio.
Los operadores autoadjuntos tienen tres propiedades espectaculares:
1. Los valores propios son reales.
2. A valores propios reales corresponden vectores propios ortogonales.
3. Puesto que sobre vectores propios el operador es tonto, A(φ) = λφ, los
vectores propios son preciosos como elementos de una base para estudiar el
efecto del operador.
Demostracio´n de la primera propiedad.
Supongamos que para el operador lineal autoadjunto A se tiene que
A(φ) = λφ , entonces,
< Aφ, φ >=< λφ, φ >= λ < φ, φ > = λ‖φ‖2
pero como A es autoadjunto,
< Aφ, φ >=< φ,Aφ >=< φ, λφ >
ahora bien, estamos bajo una integral y el segundo factor entra conjugado,
por eso:
< φ, λφ >= λ∗ < φ, φ >= λ∗‖φ‖2
Uniendo todo tenemos:
λ‖φ‖2 = λ∗‖φ‖2
Pero como el vector φ es no nulo, su norma no es cero y se puede dividir
por ella, demostrando que λ debe ser necesariamente un real puesto que es
igual a su conjugado.
Para demostrar la segunda propiedad se toman dos valores propios dis-
tintos, λ, µ, que ya sabemos que son reales:
A(φ) = λφ
A(ψ) = µψ
y hacemos el producto escalar:
< A(φ), ψ >=< λφ, ψ >= λ < φ, ψ >
< A(φ), ψ >=< φ,A(ψ) >=< φ, µψ >= µ∗ < φ, ψ >= µ < φ, ψ >
porque al pasar al segundo renglo´n usamos la propiedad de ser autoad-
junto. Por transitividad:
λ < φ, ψ >= µ < φ, ψ >
(λ− µ) < φ, ψ >= 0
como los valores propios son diferentes, su resta no es cero y se puede
tachar de la igualdad, de lo cual se deduce que
< φ, ψ >= 0
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en un caso como ese, decimos que los dos vectores son ortogonales, al
igual que se hace en dimensio´n 2 o 3.
Expliquemos ahora el siguiente slogan: el operador derivada no es autoad-
junto, pero el operador segunda derivada, s´ı. Como hablamos de derivadas,
estamos en un espacio de funciones y como nuestro tema es la meca´nica
cua´ntica, nuestras funciones van de ℜ (con generalizacio´n inmediata a ℜ3)
en los complejos. Tanto el conjunto C de los nu´meros complejos como el de
los reales ℜ tienen suma, multiplicacio´n y divisio´n sin problemas. Tambie´n
son completos en el sentido que toda sucesio´n de Cauchi converge a un
elemento de C. Y eso es todo lo que se requiere para definir derivadas e
integrales.
Se dice que una sucesio´n es de Cauchi si para todo ǫ > 0 existe un N
tal que si n,m > N entonces |an− am| < ǫ. En un espacio completo, toda
serie de Cauchi converge a un l´ımite dentro del espacio, sea L = liman = a∞.
Nuestro producto interior entre funciones f y g lo definimos como sigue:
< f, g >=
∫
ℜ f(t)g
∗(t)dt
La funcio´n f podr´ıa ser f(t) = e3it en tanto que la g podr´ıa ser g(t) = e8it.
En ese caso,
< f, g >=
∫
ℜ e
3it(e8it)∗(t)dt
=
∫
ℜ e
3it(e−8it)dt =
∫
ℜ e
−5itdt = (1/(−5i))e−5it|∞−∞ = (1/(−5i))(0−∞) =
∞
decimos que la integral diverge.
Los problemas de convergencia los resolvemos as´ı: nuestro objetivo es mo-
delar part´ıculas por medio de funciones que van del espacio en los complejos,
las funciones de onda. Como nuestras part´ıculas esta´n localizadas, supone-
mos que las funciones de onda tienen a cero en el infinito y lo mismo sus
derivadas. Con eso podemos aplicar la integracio´n por partes de una forma
espectacular para poder explicar lo que nuestro slogan significa.
Sobre nuestro espacio de funciones consideremos el operador derivada y
verifiquemos que no es autoadjunto:
< dψ/dt, φ >=
∫
R(dψ(t)/dt)φ
∗(t)dt =
∫∞
−∞(dψ(t)/dt)φ
∗(t)dt
Ahora aplicamos integracio´n por partes:∫∞
−∞(dψ(t)/dt)φ
∗(t)dt = ψ(t)φ∗(t)|∞−∞ −
∫∞
−∞ ψ(t)(dφ
∗(t)/dt)dt
Aplicando las condiciones en el infinito, el primer te´rmino se anula y nos
queda:
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< dψ/dt, φ >= − ∫∞−∞ ψ(t)(dφ∗(t)/dt)dt = − < ψ, dφ/dt >
Vemos que el operador derivada es anti-autoadjunto.
Podemos decir tambie´n que el operador segunda derivada es adjunto pues
la primera derivada pone un signo menos que es aniquilado por la segunda y
al final nos queda signo positivo.
En f´ısica y en qu´ımica pueden aparecer operadores muy complicados.
La te´cnica general para probar que un operador es autoadjunto se basa en
resolver el problema por pedazos:
Si dos operadores T, S son autoadjuntos entonces su suma T +S tambie´n
lo es:
Por hipo´tesis:
< T (u), v >=< u, T (v) >
< S(u), v >=< u, S(v) >
Sumando miembro a miembro:
< T (u), v > + < S(u), v >=< u, T (v) > + < u, S(v) >
Como el producto interior es un producto, factorizamos:
< Tu+ Su, v >=< u, Tv + Sv >
< (T + S)(u), v >=< u, (T + S)(v) >
Lo cual termina la demostracio´n.
Similarmente se demuestra que un escalar real por un operador autoad-
junto tambie´n es autoadjunto. Pero para escalares complejos recordemos que
el producto interior de dos funciones de onda es la integral de la primera
por la segunda conjugada. Por tanto, hay que tener presente que los escala-
res complejos pueden entrar y salir sin problema de la primera entrada del
producto interior, pero entran y salen conjugados de la segunda. Por tanto,
multiplicar por un imaginario no da autoadjunto: da anti-autoadjunto. La
demostracio´n es as´ı:
< iu, v >= i < u,−iv >=< u,−iv >= − < u, iv >
Tomemos ahora dos operadores autoadjuntos y estudiemos su composi-
cio´n. Supongamos que
< T (u), v >=< u, T (v) >
< S(u), v >=< u, S(v) >
entonces
< ST (u), v >=< T (u), S(v) >=< u, TS(v)
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lo cual dice que la compuesta de dos autoadjuntos es autoadjunta so´lo
cuando los operadores conmutan. De lo contrario, no.
Podemos componer ahora dos operadores anti-autoadjuntos. El resultado
es autoadjunto, pues cada uno de ellos aporta un menos que en conjunto se
multiplican dando un mas. En particular, podemos decir: la derivada es anti-
autoadjunta, la multiplicacio´n por i es anti-autoadjunta. Por consiguiente
el operador ikd/dt donde k es un real es autoadjunto.
La importancia de ser autoadjunto radica en que de acuerdo a la tradicio´n
a partir de la interpretacio´n de Copenhague, las mediciones experimentales de
una observable corresponden a los valores propios del operador autoadjunto
que la representa. Pero operadores no autoadjuntos tambie´n se encuentran
por todos lados en meca´nica cua´ntica, el problema es que sus valores propios
son imaginarios o complejos y as´ı uno no los puede medir directamente sino
que uno tiene que conformarse con el estudio de efectos colaterales.
Podemos cerrar esta seccio´n demostrando que el Hamiltoniano de una
part´ıcula que se mueve en una dimensio´n bajo un potencial conservativo es
un operador autoadjunto. Veamos:
El Hamiltoniano es la suma de dos operadores, el operador que representa
a la energ´ıa potencial y el que representa a la energ´ıa cine´tica:
H = V − (h¯2/2m)∂2/∂x2
El operador V = V (x) es un operador que lo u´nico que hace es multiplicar
cada funcio´n por la funcio´n escalar real V (x). Es autoadjunto:
< V ψ, φ >=
∫
V ψφ∗dx =
∫
ψV φ∗dx
Pero como V es real, el es igual a su propio conjugado:∫
ψV (x)φ∗dx =
∫
ψ(V (x)φ)∗dx =< ψ, V (x)φ >
Tambie´n sabemos que la segunda deriada es autoadjunta. Si lo es, enton-
ces un mu´ltiplo real tambie´n lo es. Despue´s decimos: el operador Hamilto-
niano es autoadjunto pues es la suma de dos autoadjuntos. Y eso termina la
demostracio´n de que el Hamiltoniano de una part´ıcula que se mueve en una
dimensio´n bajo un campo conservativo es autoadjunto y por consiguiente sus
valores propios debera´n ser reales y por consiguiente medibles.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
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Despue´s de haber armado toda una maquinaria, retomemos nuestro propo´si-
to: deducir la meca´nica cua´ntica a partir de la teor´ıa de grupos.
Empecemos enfatizando que ahora los estados de la materia se represen-
tan por funciones de onda. As´ı que pregunte´monos: ¿Cua´les son las condi-
ciones ba´sicas de un proceso dina´mico sobre las funciones de onda?
Teniendo en mente el espacio de las funciones de onda, definimos un
operador de evolucio´n E como una asignacio´n que a un estado inicial y a un
tiempo t, cualesquiera, les corresponde un estado, el estado en el tiempo t:
(ψ0, t)→ Et(ψ0) = ψt (42)
Al escribir la expresio´n Et lo que tenemos es que para cada t existe un
operador que transforma la condicio´n inicial ψ0 en una condicio´n final ψt, por
eso decimos que una evolucio´n esta´ definida por una familia uniparame´trica
de operadores que ha de cumplir ciertas condiciones.
A la evolucio´n de los sistemas f´ısicos se le exige las siguientes propiedades:
E0 = I = identidad (43)
EtEs = Et+s (44)
La primera condicio´n dice que una evolucio´n hasta el tiempo cero es lo
mismo que nada, y la segunda dice que si dejamos evolucionar un sistema
hasta el tiempo s y despue´s hasta el tiempo t, o al reve´s, es lo mismo que
dejarlo evolucionar hasta el tiempo t+ s. Nada ma´s natural.
Decimos que la dina´mica de un sistema es reversible si para cada t existe
E−t. En ese caso:
E0 = I = Et−t = EtE−t ⇒ E−t = E−1t (45)
En palabras oficiales, una dina´mica reversible de evolucio´n esta´ dada por
una representacio´n de R, interpretado como tiempo, en el espacio de ope-
radores lineales de un espacio de Hilbert dado. Formalicemos el concepto de
representacio´n.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
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Representacio´n de un grupo G sobre un espacio vectorial: cuando
uno tiene un grupo G y un espacio vectorial V , decimos que tenemos una
representacio´n de G sobre V si a cada elemento de G le corresponde un
operador, el cual es una transformacio´n lineal de V en s´ı mismo. Por ejemplo,
tenemos la recta real R, que forma un grupo con la suma. Tenemos ahora el
plano, visto como espacio vectorial. El grupo de traslaciones en el plano es
T . En un sentido muy natural, cada nu´mero real r genera una translacio´n,
exactamente, la translacio´n que a cada elemento lo corre r unidades hacia
la derecha. En general, en vez de decir que tenemos la representacio´n de
un grupo sobre un espacio vectorial, podemos decir la representacio´n de un
grupo sobre otro. Formalmente:
Sea los grupos G,H , decimos que f es un homomorfismo de G en H si
f : G→ H y si f preserva la operacio´n de grupo:
f(a+b)= f(a) + f(b)
Muy de anotar es que la suma en G no tiene que ser la suma en H , ni
cosa parecida: en el lado izquierdo pueden aparecer los reales con la suma y
en el derecho puede tratarse de matrices con su multiplicacio´n.
Decimos que f es una representacio´n de un grupo G sobre un espacio
vectorial V , si existe un homomorfismo inyectivo de G sobre el espacio de
los operadores de V . Es decir, f produce una copia al carbo´n de G sobre los
operadores de V .
Ejemplo: Sea el grupo R con la suma y sea V el plano como espacio
vectorial. Sea M una matriz cualquiera 2× 2, la cual representa un operador
sobre V . La funcio´n f(r) = rM es una representacio´n de R en V puesto que
f(r + s) = (r + s)M = rM + sM = f(r) + f(s)
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
Ahora vamos a desarrollar la siguiente propuesta: la meca´nica cua´ntica
no es ma´s que una representacio´n del los nu´meros reales, vistos como grupo
con su suma, sobre el espacio de Hilbert de las funciones de onda.
Veamos eso con detalle.
Nuestro grupo esta´ conformado por los reales, el cual representa el tiempo.
Y, ¿por que´ es tan natural que una representacio´n del tiempo sea todo lo
4.11. EL GRUPO DE GALILEO 139
necesario para descubrir la meca´nica cua´ntica?
Sin desear resolver el enigma del tiempo, podemos pensar que la natura-
leza tiene a nivel fundamental una dina´mica de la cual el ser humano puede
abstraer el concepto de tiempo como ’esa entidad que fluye linealmente’.
Veamos las implicaciones de lo que es una representacio´n sobre las fun-
ciones de onda.
La norma cuadrado de una funcio´n de onda debe representar la integral
sobre todo el universo de una densidad de probabilidad. Por lo tanto, el
operador de evolucio´n de un sistema cua´ntico no puede crear ni destruir la
probabilidad total, la cual debe ser uno. Como la probabilidad total asociada
a una funcio´n de onda ψ es la norma cuadrado en L2, entonces las funciones
de onda son elementos de su bola unitaria. El operador de evolucio´n debe
moverse por la bola unitaria, o mejor dicho, no modifica la norma, por eso
decimos que es una isometr´ıa:
< ψ1, ψ2 >=< Etψ1, Etψ2 > (46)
Invocando el operador adjunto:
< Etψ1, Etψ2 >=< ψ1, E
†
tEtψ2 > (47)
O sea
< ψ1, ψ2 >=< ψ1, E
†
tEtψ2 >
Como eso debe ser cierto para toda funcio´n de onda, podemos poner
ψ1 = ψ2 y nos queda:
1 =< ψ2, ψ2 >=< ψ2, E
†
tEtψ2 >
entonces tiene que cumplirse que E†tEt = I, y como Et tiene inverso, se
cumple que E†t = E
−1
t . Es decir que estamos hablando de un operador de
evolucio´n unitario.
Lo que nosotros hemos llamado una dina´mica de evolucio´n es realmente
una familia uniparame´trica de operadores con propiedades de grupo cuya
operacio´n es la composicio´n: es cerrado, tiene una identidad y es conmutativo
y asociativo, tiene inverso. La representacio´n del tiempo la hemos logrado
mediante un grupo abeliano: a cada tiempo dado le corresponde un operador
unitario que tiene inverso.
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La unitariedad de la evolucio´n cua´ntica implica que la existencia del ser
ni se crea ni se destruye. Puede elegirse entre pensar que eso siempre ha sido
as´ı, o que todas las leyes del ser y de la f´ısica nacieron con el Big-Bang, o
que se fueron creando a medida que el Big-Bang se fraguaba y desenvolv´ıa,
o que el Big-Bang es tan so´lo una creencia emocionante que pronto pasara´ a
la historia. En todos los casos, el misterio de la existencia es el ma´s grande
de todos los misterios al cual no se le puede an˜adir ni quitar nada.
Todas las condiciones enunciadas y satisfechas por la dina´mica de evolu-
cio´n nos invitan a aplicar el Teorema de Stone: as´ı como un nu´mero complejo
z de mo´dulo uno puede expresarse como z = eiθ, un operador unitario admi-
te una expresio´n pra´cticamente equivalente. Trata´ndose de operadores, una
expresio´n as´ı ser´ıa algo maravilloso. Para ver que tambie´n puede ser algo
natural, tomemos unos minutos para una observacio´n.
La ecuacio´n diferencial de la evolucio´n:
Para una funcio´n f de R en R definimos la derivada como
f ′(x) = limh→0(f(x+ h)− f(x))/h
Notemos que para definir la derivada de f se requiere que en el dominio
se pueda sumar, que en el codominio se pueda restar y multiplicar por un
nu´mero real, y que la nocio´n de l´ımite exista.
Por lo tanto, si tenemos una funcio´n de R en algu´n espacio vectorial com-
pleto, estamos hechos: tambie´n podemos definir la derivada. Nuestra dina´mi-
ca tiene todas esas buenas cualidades, pues los operadores sobre un espacio
de Hilbert se pueden restar y multiplicar por un escalar y el mismo espacio
es completo, o sea que los l´ımites que debieran existir existen en realidad.
Calculemos entonces la derivada de la evolucio´n cua´ntica, formulemos una
ecuacio´n diferencial y resolva´mosla. De antemano podemos inferir que´ nos
ocurrira´: la evolucio´n cumple la propiedad : la evolucio´n hasta a y despue´s
hasta b debe ser lo mismo que evolucio´n hasta a + b:
E(a+ b) = E(a)E(b)
Esas son exactamente las mismas propiedades de la exponencial. Bueno,
pues eso es lo que buscamos. Veamos entonces:
E ′(0) = limh→0(E(0 + h)− E(0))/h
= limh→0(E(h)− E(0))/h
= limh→0(E(h)− I)/h
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donde I es la identidad, pues la evolucio´n hasta cero deja las cosas como
esta´n.
En general:
E ′(t) = limh→0(E(t+ h)− E(t))/h
= limh→0(E(t)E(h)−E(t))/h
= limh→0E(t)(E(h)− I)/h
= E(t)limh→0(E(h)− I)/h
= E(t)E ′(0)
Por consiguiente, la evolucio´n es derivable en toda momento ssi es deriva-
ble en cero. Lo que hemos hecho es va´lido en a´mbitos muy generales, donde
adema´s se pueda factorizar: cuando eso puede hacerse se tiene un a´lgebra.
Sea el a´lgebra de los nu´meros reales o de los operadores lineales. Si se tratara
de reales, la derivada en cero ser´ıa un nu´mero, λ, que se puede poner a la
derecha o a la izquierda, pues la multiplicacio´n por reales es conmutativa:
E ′(t) = E(t)E ′(0) = E(t)λ
de aqu´ı sale inmediatamente que E(x) debe ser la funcio´n exponencial y
E(t) = eλt
Cuando estamos en el a´lgebra de operadores, la derivada en cero es un
operador, digamos A, al cual se le da el nombre de generador infinitesimal
de la evolucio´n:
E ′(t) = E(t)E ′(0) = E(t)A
de lo cual inferimos que
E(t) = eAt = etA
como t es un nu´mero real se puede poner a cualquier lado. Eso estar´ıa
muy bien si supie´semos que significa la exponencial de un operador. Resulta
que todo lo va´lido para reales respecto a la exponencial se puede extender,
con algunas precauciones por la no conmutatividad, al a´lgebra de operadores
lineales:
etA =
∑
k(tA)
k/k! =
∑
k t
kAk/k!
Ak es el operador que resulta de iterar o componer a A k veces sobre
s´ı mismo. En ese caso el producto es conmutativo puesto que A conmuta
consigo mismo.
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Lo que hemos estado haciendo fue justificado rigurosamente por Stone
quien nos lego´ el siguiente teorema:
Teorema de Stone 48
Todo operador de evolucio´n, que sale de una representacio´n unitaria con-
tinua de los reales dentro del algebra de operadores lineales de un espacio de
Hilbert, tiene un generador infinitesimal que es de la forma −iH/h¯ donde H
es un operador autoadjunto. Mejor dicho:
Et = e
−itH/h¯ (49)
es decir:
ψ(x, t) = Etψ(x, 0) = e
−itH/h¯ψ(x, 0) (50)
donde H es autoadjunto: < Hψ, φ >=< ψ,Hφ >.
Por supuesto,
e−itH/h¯ =
∑
k
(−itH/h¯)k/k! (51)
Podemos ver la necesidad de que H sea autoadjunto para que el operador
de evolucio´n sea unitario. Si el operador de evolucio´n es unitario, entonces
1 = E† − tEt = (e−itH/h¯)†e−itH/h¯ = eitH/h¯e−itH/h¯ = eit(H†−H)/h¯
Por tanto H† − H = 0, lo cual implica que H† = H , es decir, que H es
autoadjunto.
En este teorema de Stone la exponencial que resulta es imaginaria. ¿De
donde resulta el nu´mero i? En realidad, eso no implica nada especial pues uno
siempre tiene que todo operador T se puede reescribir como T = −i2T =
−i(iT ). Lo que s´ı es importante es tener presente que el operador H del
teorema es autoadjunto.
El signo menos da la impresio´n de convergencia, pero no hay que presumir
pues se trata de un exponencial imaginaria, la cual causa rotaciones: en
general, debido a que estamos trabajando con espacios de dimensio´n infinita,
el ana´lisis funcional, la materia encargada de estudiar estos temas, es algo
delicado y lleno de sorpresas. Por ejemplo, por ninguna razo´n es obvio que la
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representacio´n del tiempo tenga que ser continua y por eso hay que ponerla
como una condicio´n expl´ıcita (de hecho, no ha de faltar alguien que niegue
que el tiempo fluye y que prefiera pensar que da saltos, los cuales pueden ser
hacia adelante o hacia atra´s y sin correlacio´n alguna entre un lugar y otro).
Hay por lo menos dos maneras importantes y no siempre equivalentes de
definir la continuidad cuando se trata de operadores. El primero comienza
caracterizando el taman˜o de cada operador por la ma´xima distorsio´n que
causa sobre la bola unitaria de su dominio. Esa forma de medir es una norma
que permite definir una distancia, como la norma de la resta. Cuando se usa
esta norma para definir la continuidad como una propiedad de no causar
roturas, hablamos de continuidad en el sentido fuerte o de la norma.
La otra forma de definir continuidad se denomina de´bil e involucra el
espacio dual, o sea el conjunto de funciones escalares lineales definidas sobre
el espacio de Hilbert en cuestio´n. La convergencia fuerte, en el sentido de la
norma, implica la convergencia de´bil, pero no al reve´s.
Nosotros ignoramos estas sofisticaciones en nuestra discusio´n por lo que
a veces se notara´n vac´ıos en nuestros argumentos. Lo mejor ser´ıa remitirse a
libros que tambie´n tengan ana´lisis funcional.
Podemos deducir la ecuacio´n de Schro¨dinger a partir de nuestra evolucio´n.
Tenemos:
Etψ0 = ψt = ψ(x, t) = e
−itH/h¯ψ0
Derivando a ambos lados con respecto al tiempo queda:
∂ψ(x, t)/∂t = (−iH/h¯)e−itAψ0 = (−i/h¯)Hψ(x, t)
Por tanto tenemos que:
∂ψ(x, t)/∂t = (−i/h¯)Hψ(x, t) (52)
que tambie´n se puede escribir como la ecuacio´n de Schro¨edinger:
−(h¯/i)∂ψ/∂t = Hψ
En conclusio´n: la dina´mica cua´ntica que sale al representar los reales sobre
el espacio de Hilbert de las funciones de onda esta´ dada por
Etψ0 = ψt = ψ(x, t) = e
−itH/h¯ψ0 (53)
donde H es un operador autoadjunto. De aca´ podemos deducir la forma
de la ecuacio´n de Schro¨edinger:
−(h¯/i)∂ψ/∂t = Hψ
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De cierta manera, hemos resuelto la ecuacio´n de Schro¨edinger y lo hemos
hecho de tal forma que nos es factible programar un computador para ha-
llar una solucio´n aproximada. Anteriormente ya hab´ıamos encontrado otro
me´todo, pero en mi opinio´n, el que acabamos de hallar es mejor pues para
un tiempo fijo se puede estimar el error de la inexactitud usando el criterio
de Cauchi para convergencia de series. Un detalle que ayuda a entender eso
es el siguiente:
Se dice que una serie es de Cauchi si para todo ǫ > 0 existe un N tal
que si n,m > N entonces |an − am| < ǫ. En un espacio completo, toda serie
de Cauchi converge a un l´ımite, sea L = liman = a∞. Entonces tenemos:
|an − am| = |an − a∞ + a∞ − am| = |an + a∞| + |a∞ − am| < 2ǫ. Por
consiguiente |an + a∞| < 2ǫ− |a∞ − am| < 2ǫ.
Ahora debemos hallar la expresio´n para el operador autoadjunto H . Y
debemos hacerlo a partir de la teor´ıa de grupos. Haga´moslo.
Demostremos primero que H es energ´ıa pura. Para ello, podemos verificar
sus unidades f´ısicas. Desarrollando la exponencial a primer orden, tenemos:
ψ(x,△t) = e−i△tH/h¯ψ0 = (1− i△tH/h¯)ψ0
Para igualar unidades de medicio´n, △tH y h¯ deben tener las mismas
unidades, para que el quebrado △tH/h¯ no tenga ninguna unidad y se pueda
restar del nu´mero 1. Eso implica necesariamente que H viene en unidades de
energ´ıa. En efecto, energ´ıa = trabajo = fuerza x espacio = masa x aceleracio´n
x espacio = masa x (espacio/tiempo cuadrado) x espacio = masa x espacio
cuadrado / tiempo cuadrado. Por lo tanto, h¯ debe venir en unidades de masa
x espacio cuadrado /tiempo, lo cual es cierto.
De lo dicho se deduce que el operador H debe ser el operador Hamil-
toniano cua´ntico. Probemos que a partir de la teor´ıa de grupos podemos
deducir la forma del Hamiltoniano para una part´ıcula en un potencial.
En retrospectiva podemos decir:
Como un adolescente que logra subirse a un carro ya en marcha, as´ı fuimos
nosotros con la meca´nica cua´ntica: primero fue inventada por Schro¨edinger
y sus contempora´neos y despue´s fue reformulada por Feynman, quien defi-
nio´ nuestro punto de partida.
Todo eso ha sido muy complejo desde variados puntos de vista. Pero en
la seccio´n pasada vimos que la ecuacio´n de Schro¨edinger puede deducirse a
partir casi de la nada, postulando u´nicamente que
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Los estados de un sistema f´ısico se representan por funciones a valores
complejos cuyo cuadrado tenga norma uno. Tales funciones forman un
espacio de Hilbert, el espacio de las funciones de onda.
Las leyes naturales de evolucio´n de un sistema f´ısico cumplen con una
representacio´n continua de los nu´meros reales con la suma sobre los
operadores del espacio de Hilbert de las funciones de onda con la com-
posicio´n.
Para enfrentar nuestra tarea de especificar la forma del Hamiltoniano a
partir de la teor´ıa de grupos, investiguemos la siguiente pregunta: ¿Que´ pa-
sara´ si estudiamos la representacio´n de los reales interpretados no como tiem-
po sino como el espacio de las traslaciones espaciales?
Lo que hicimos antes fue estudiar el efecto de las traslaciones en el tiempo
y dedujimos que
ψ(x,△t) = e−i△tH/h¯ψ0 = (1− i△tH/h¯)ψ0
Ahora bien, △tH y h¯ deben tener las mismas unidades, para que el que-
brado no tenga ninguna unidad. Eso implica necesariamente que H viene en
unidades de energ´ıa.
Si repetimos el mismo procedimiento, pero interpretamos ahora los reales
no como tiempo sino como espacio, llegamos al siguiente resultado:
ψ(x+△x, t) = e−i△xH/h¯ψ0 = (1− i△xH/h¯)ψ0
Ahora tenemos que H es un operador autoadjunto cuyas dimensiones
multiplicadas por espacio se igualan a las dimensiones de h¯.
Como h¯ viene en unidades de masa x espacio cuadrado /tiempo, entonces
el nuevo operador H debe venir en unidades de masa x espacio /tiempo,
es decir, masa por velocidad, es decir, momento, que se nota P . Tenemos
entonces que a primer orden:
ψ(x+△x, t) = e−i△xP/h¯ψ(x, t) = (1− i△xP/h¯)ψ(x, t)
Hemos ligado a las traslaciones espaciales con el momento. Suena exce-
lente. Busquemos ahora la forma de P :
ψ(x+△x, t)− ψ(x, t) = (1− i△xP/h¯)ψ(x, t)− ψ(x, t)
ψ(x+△x, t)− ψ(x, t) = −(i/h¯)△xPψ(x, t)
Dividiendo por △x y tomando el l´ımite obtenemos:
∂ψ(x, t)/∂x = −(i/h¯)Pψ(x, t)
i∂ψ(x, t)/∂x = (1/h¯)Pψ(x, t)
ih¯∂ψ(x, t)/∂x = Pψ(x, t)
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y como esto debe ser cierto para toda ψ(x, t) podemos decir que
P = ih¯∂/∂x
Notemos que este operador P es autoadjunto pues es la compuesta de dos
anti-autoadjuntos, la derivada y la multiplicacio´n por un imaginario.
Sin embargo, tenemos un problema, y es que en todos los libros aparece
la representacio´n de P , no como la tenemos sino con signo menos:
P = −ih¯∂/∂x
y esta nueva representacio´n del momento no es autoadjunta sino anti-
autoadjunta. ¿Que´ podra´ estar pasando? Puesto que no he encuentro error
aritme´tico en mis procedimientos, mi propuesta es interpretativa:
Estamos buscando una representacio´n de los reales entendidos como tras-
laciones en el espacio. Esas traslaciones generan velocidad, generan momento,
tal como nos dio. Pero hay un detalle ma´s, a saber:
Tomemos una funcio´n de onda ψ(x, t): si queremos trasladarla △x hacia
la derecha, hacia el lado positivo del eje X, tenemos que someterla a un
traslacio´n como sigue:
△x→ ψ(x, t)→ ψ(x−△x, t)
De tal manera que debemos releer el teorema de Stone de la siguiente
manera:
ψ(x−△x, t) = e−i△xP/h¯ψ(x, t) = (1− i△xP/h¯)ψ(x, t)
Despejemos P :
ψ(x, t)− ψ(x−△x, t) = ψ(x, t)− (1− i△xP/h¯)ψ(x, t)
Dividiendo por △x y tomando el l´ımite hacia cero, nos queda:
∂ψ(x, t)/∂x = i△xP/h¯ψ(x, t)
de donde obtenemos P multiplicando por i y h¯ en ambos lados:
ih¯∂ψ(x, t)/∂x = −Pψ(x, t)
y como esto debe ser cierto para toda ψ(x, t) podemos decir que
P = −ih¯∂/∂x
Adoptaremos esta interpretacio´n, mediada por una anti-representacio´n
del espacio, como la oficial. Pero es de notar que uno puede tomar cualquiera
de las dos interpretaciones y lo que sigue no podra´ distinguirlo.
Conociendo la representacio´n del momento, masa por velocidad, podemos
inmediatamente formular la representacio´n de la energ´ıa cine´tica K:
K = 1
2
mv2 = 1
2m
p2
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Ahora bien, si el momento se representa con una derivada, ¿co´mo ha de
representarse el momento cuadrado? Ha de representarse por un operador au-
toadjunto que tenga dimensiones de momento cuadrado. La eleccio´n natural
es el operador al cuadrado, es decir, e´l aplicado sobre e´l mismo. Proponemos
entonces que la energ´ıa cine´tica se represente por
K = 1
2m
(−ih¯∂/∂x)2
K = − h¯2
2m
∂2/∂x2
Si hay energ´ıa potencial constante, V , podemos proponer su representa-
cio´n por el operador autoadjunto
ψ(x, t)→ V ψ(x, t)
Al final nos queda que la energ´ıa cine´tica puede representarse por el ope-
rador Hamiltoniano que ya conoc´ıamos:
K + V → − h¯2
2m
∂2/∂x2 + V
Hemos demostrado que el operador Hamiltoniano tiene su base en la re-
presentacio´n del grupo uniparame´trico de los reales con una doble lectura:
como el grupo de las traslaciones en el tiempo y como el grupo de las trasla-
ciones en el espacio.
Seguramente no tendremos problemas en generalizar nuestra ecuacio´n a
tres dimensiones. Pero hay que notar que la generalizacio´n sera´ nuestra res-
ponsabilidad y no la del teorema de Stone, pues ese teorema nos permite
tomar grupos uniparame´tricos, mientras que el las traslaciones en el espacio
forman un grupo triparame´trico. Lo que hay que hacer es generalizar el teo-
rema de Stone a grupos cualesquiera y llegamos a la necesidad de estudiar
una teor´ıa general de la representacio´n de grupos.
El significado de los grupos en meca´nica cla´sica nos lo da el teorema de
Noether: si la accio´n es invariante ante un grupo, ah´ı hay una entidad que
se conserva: para las traslaciones espaciales, tenemos el momento. Para las
rotaciones, tenemos la conservacio´n del momento angular.
Todo eso se resume diciendo, informalmente, que la meca´nica cla´sica es
generada por el grupo de Galileo, el cual consta, por definicio´n, de: trasla-
cio´n en el tiempo, traslaciones en el espacio y rotaciones en el espacio. Este
grupo tiene 7 para´metros.
El programa que hemos iniciado nos conduce a predecir que: la meca´ni-
ca cua´ntica resulta de la representacio´n en un espacio de Hilbert complejo
del grupo de Galileo. Para completar dicho programa nos faltar´ıa estudiar
co´mo se representa el grupo de las rotaciones. Sucede que las rotaciones en
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el espacio se representan naturalmente por matrices. Po ende, una represen-
tacio´n natural de las rotaciones en un espacio de Hilbert complejo tambie´n
ha de ser por medio de matrices. Eso quiere decir que los estados de nuestras
part´ıculas han de ser representados por vectores con varias coordenadas. Este
estudio fue llevado a cabo por Pauli, quien nos lego´ la nocio´n de spin que es
el equivalente cua´ntico del momento angular.
Como nuestro intere´s esta´ en el campo electromagne´tico, no nos conviene
profundizar en todos los temas al mismo tiempo. Por eso, nos contentaremos
con el estudio de las implicaciones de nuestra meca´nica cua´ntica que describe
part´ıculas por medio de funciones de onda con una coordenada. Y como
veremos, con eso ya tenemos bastante.
4.12. PODER PREDICTIVO
La belleza matema´tica de un formalismo f´ısico no lo convierte en verdad.
La u´nica entidad que valida un formalismo es la naturaleza misma. Uno de
los grandes logros de la meca´nica cua´ntica fue demostrar que pod´ıa predecir
las observaciones espectrosco´picas de a´tomos excitados que irradiaban luz
visible, dando una clara sustentacio´n al modelo ato´mico planetario, estu-
diada exhaustivamente tanto para el hidro´geno como para el Helio. Fue la
espectroscop´ıa la que puso el visto bueno a la propuesta de interpretar los
valores propios del Hamiltoniano (en general, debe tomarse el espectro del
operador dado) con los valores de la energ´ıa de excitacio´n de un a´tomo. Ma´s
concretamente:
Eso de que H es autoadjunto es excelente pues sus valores propios toman
valores reales y entonces pueden interpretarse directamente como valores
experimentales de la energ´ıa. De hecho, la meca´nica cua´ntica conquisto´ al
mundo cuando quedo´ claro la verificacio´n de las predicciones cua´nticas para
el a´tomo de hidro´geno al ser contrastadas con las diferencias energe´ticas de
los niveles de energ´ıa observadas en espectroscop´ıa.
En realidad, los niveles de energ´ıa son inaccesibles al experimento, pero
en cambio un cambio en los niveles produce la emisio´n de un foto´n, cuya
energ´ıa puede medirse muy exactamente: la energ´ıa da el color del foto´n y
ese puede separarse con un simple prisma. Por tanto, el contacto experimental
entre nuestra matema´tica y la espectroscop´ıa se hace calculando los valores
propios de la energ´ıa, resta´ndolos entre ellos y calculando la longitud de onda
asociada al dicha diferencia.
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Pero adema´s, un espectro de emisio´n indica la intensidad con que se
irradia a una frecuencia determinada. Por lo tanto, las predicciones cua´nticas
deber´ıan decir no so´lo las frecuencias sino adema´s su intensidad.
Como ya hemos dicho, las predicciones cua´nticas son probabil´ısticas y un
espectro debe leerse como una densidad de probabilidad. Por consiguiente
preguntamos: ¿con que´ probabilidad se producira´ determinada emisio´n? Esa
respuesta fue predicha por von Nuemann antes de que se supiera que la
meca´nica cua´ntica iba a explicar el espectro de radiacio´n ato´mica.
Cabe advertir que la formulacio´n correcta de los valores observables no
se hace sobre el conjunto de valores propios sino sobre otro ma´s general
denominado el espectro. Nosotros nos hacemos los de la vista gorda pues
cuando el espectro es discreto, de valores aislados, entonces coincide con el
conjunto de valores propios. Nuestro caso es el de la luz y todo indica que
viene cuantizada, o sea que estamos en un caso en el cual el espectro es
discreto y por lo tanto con los valores propios nos basta.
Tenemos entonces el siguiente postulado:
Con que´ probabilidad ocurrira´ la medicio´n de un valor propio λ? Con la
determinada por la funcio´n de onda. Si (λ, ψ) es un par propio del Hamilto-
niano, entonces si el sistema esta´ en el estado φ, la probabilidad p de que al
medir la energ´ıa se encuentre el valor λ es:
p = | < ψ, φ > |2 (54)
Para nosotros, es importante que el modelo ato´mico planetario haya sido
validado por la meca´nica cua´ntica: es la primera vez que podemos aspirar a
entender la existencia de cuerpos neutros y estables. Podremos tener paz..
..por algu´n tiempo.
4.13. UN MISTERIO
La vida sin misterio no es nada. Aunque la meca´nica cua´ntica de part´ıcu-
las ha logrado explicarnos lo que desde la meca´nica cla´sica parec´ıa inexplica-
ble, como la existencia de a´tomos que forman las unidades ba´sicas de cuerpos
neutros, es necesario saber que el misterio se sigue. En efecto:
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Teorema: Las reflexiones y la identidad forman un grupo de orden 2, GR.
El Hamiltoniano molecular es invariante ante GR.
Demostracio´n: El Hamiltoniano describe a la energ´ıa y como tal tiene dos
partes. La primera es debida a la energ´ıa potencial de interaccio´n entre las
part´ıculas, la cual tiene una dependencia u´nica y exclusiva de la distancia.
Dicha distancia es un elemento objetivo y en nada se ve afectado por los
adjetivos subjetivos, derecha, izquierda, que son los que definen a GR.
La otra parte, la correspondiente a la energ´ıa cine´tica, tiene un segun-
da derivada. La segunda derivada es la derivada de la primera derivada. La
primera derivada, en una dimensio´n, indica la pendiente. Por lo tanto, su
segunda derivada indica la forma como cambia la pendiente, o sea la forma
como se curva la gra´fica. Por eso a la segunda derivada se le llama curva-
tura. Ese es otro elemento objetivo que tampoco discierne entre derecha e
izquierda. De ah´ı resulta la invariancia solicitada.
Como el Hamiltoniano es invariante ante GR, entonces las funciones de
onda que son solucio´n a la ecuacio´n de Schro¨edinger tienen que ser invarian-
tes ante cambios mentales de derecha-izquierda. Por consiguiente, todos los
sistemas moleculares deber´ıan ser sime´tricos.
Pues bien, la qu´ımica nos ha ensen˜ado que todas las biomole´culas son
asime´tricas. La gran mayor´ıa tienen un tipo de asimetr´ıa que se llama levo´gi-
ra. La ma´s popular entre las dextro´giras es la D-dextrosa, aunque hay muchas
que en el momento necesario son fabricadas de sus versiones levo´giras.
Vemos entonces que la qu´ımica ha falsificado a la meca´nica cua´ntica que
considera que una mole´cula esta´ compuesta de sus a´tomos que la forman y de
nada ma´s. No se sabe que´ es lo que pasa. Sin embargo, se cree que es suficiente
modificar el Hamiltoniano incluyendo a la radiacio´n electromagne´tica, la cual
tiene infinitos grados de libertad. Debido a eso, un sistema descrito por el
nuevo Hamiltoniano puede sufrir una rotura esponta´nea de la simetr´ıa
(dejar de ser invariante ante la totalidad del grupo, en este caso GR ) y
producir estructuras asime´tricas. Con todo, no se ha podido demostrar ni
que eso es falso ni que es verdadero.
No es irrazonable pensar que con el campo electromagne´tico incluido den-
tro del Hamiltoniano molecular se pueda explicar la chiralidad, como se llama
a la asimetr´ıa geome´trica: el campo electromagne´tico viene cuantificado y sus
part´ıculas tiene spin, o modo de girar, si se habla a la usanza cla´sica, lo cual
ya sen˜ala una direccio´n como predilecta y el espacio comienza a tener una
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orientacio´n objetiva. Claro que el spin orienta al espacio de la part´ıcula que
lo posee direccionando ’adelante vs atra´s’, que tambie´n se parece a ’izquierda
vs derecha’ que es lo que aparece en la chiralidad.
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Nuestras elucubraciones teo´ricas necesitan ser relacionadas con el experi-
mento para poder convertise en ciencia. Necesitamos por ello reglas de inter-
pretacio´n que nos liguen operadores con valores experimentales. El contexto
podr´ıa ser como sigue:
Los valores propios de un operador autoadjunto son reales, por lo tanto se
pueden conectar directamente con mediciones experimentales. Los espacios
propios asociados a valores propios diferentes son ortogonales y definen una
base de todo el espacio. Si los valores propios son repetidos, de toda formas
uno puede formar una base ortogonal para todo el espacio. Gracias a ellos
podemos hacer aproximaciones nume´ricas y tratarlas en el computador.
La meca´nica cua´ntica no puede predecir cua´l de todos los valores propios
o de sus diferencias sera´ medida en el pro´ximo experimento. Tan so´lo se
pueden predecir las probabilidades con que aparecera´n los valores propios en
mediciones experimentales independientes.
Todo parece cuadrar bien si tomamos la siguiente regla de interpretacio´n
de lo que es una medicio´n:
Al comenzar el experimento, el sistema observado esta´ descrito por la fun-
cio´n de onda φ, que puede ser cualquiera. Se mide algo. Ese algo esta´ repre-
sentado en meca´nica cua´ntica por una observable, un operador autoadjunto,
B, con pares propios (λi, ψi). El proceso de medicio´n ’arroja’ al sistema desde
φ hasta alguno de los vectores propios de B, digamos ψi y el resultado de la
medicio´n es el valor propio λi. Ahora bien, no hay forma de predecir a cua´l
vector propio sera´ arrojado el sistema. Lo u´nico que puede predecirse es la
probabilidad pi con la cual eso pasara´:
Si los pares propios ( en el espacio proyectivo) de un operador autoadjunto
B son (λi, ψi) entonces la probabilidad pi de que al medir B en un sistema
que fue preparado sobre la funcio´n de onda φ se obtenga el valor λi es
pi = | < ψi, φ > |2
En particular, si el sistema fue preparado en ψi y despue´s de ser medido
se establizo´ en ψi, entonces se mide λi con probabilidad | < ψi, ψi > |2 = 1,
puesto que todas las funciones de onda tienen norma uno, pues representan
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una part´ıcula. Eso implica que si un sistema esta´ en un valor propio, el
operador de medicio´n no lo cambia de estado.
Ahora bien, si un sistema fue preparado en φ, la suma de todas las pro-
babilidades debe sumar uno sobre todos los λi. ¿Es eso cierto? S´ı. Veamos
por que´:
Tenemos que demostrar que
1 =
∑
i pi =
∑
i | < ψi, φ > |2 =
∑
i < ψi, φ >< ψi, φ >
∗
Para ello, expresemos la funcio´n de onda φ en la base propia:
φ =
∑
ciψi
multiplicando en cada lado por la derecha por ψj obtenemos:
< φ, ψj >=
∑
ci < ψi, ψj >
por la ortogonalidad se aniquilan todos los te´rminos de la suma excepto
el j-e´simo. Obtenemos:
< φ, ψj >= cj
Por consiguiente, la descomposicio´n de φ en la base se lee:
φ =
∑
< φ, ψi > ψi
La norma de φ es uno y su cuadrado tambie´n:
1 = ||φ||2 = ||∑ < φ, ψi > ψi||2
= <
∑
< φ, ψi > ψi,
∑
< φ, ψi > ψi >
Por ortogonalidad so´lo sobreviven los ı´ndices repetidos:
1 =
∑
i < φ, ψi >< φ, ψi >
∗< ψi.ψi >
pero como la norma cuadrado de cada funcio´n de onda es uno, se simpli-
fica:
1 =
∑
i < φ, ψi >< φ, ψi >
∗
que era lo que quer´ıamos demostrar.
Hemos asumido que los vectores propios de un operador autoadjunto tiene
un nu´mero enumerable de vectores propios que forman una base y por eso
usamos una suma al expresar un vector cualquiera en dicha base. Decimos
que el operador tiene un espectro discreto. Pero en otras ocasiones resulta
un espectro continuo y se usa una integral en vez de la suma. El estudio
riguroso de esta tema´tica se basa sobre el teorema espectral, que puede ser
encontrado en los libros de ana´lisis funcional.
Definimos el valor esperado E(A) de un operador A dado una
funcio´n de onda ψ(x) como el valor medido por A (por un instrumento
que mida A) si el sistema se prepara en ψ(x) y si se registra en ψ(x) despue´s
de la medicio´n:
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E(A(ψ(x))) =< Aψ(x), ψ(x) >=
∫
(Aψ(x))ψ∗(x)dx
El valor esperado o esperanza cumple las propiedades:
a) E(A+B) = E(A) + E(B), A,B operadores.
b) E(kA) = kE(A), A operador, k una constante.
c) E(c) = c, para el operador que multiplica por c, una constante cual-
quiera.
d) La esperanza evaluada sobre un vector propio da el valor propio corres-
pondiente.
e) El valor esperado de un operador autoadjunto sobre un vector propio
es un nu´mero real.
f)El valor esperado de un operador anti-autoadjunto sobre un vector pro-
pio es un imaginario puro. Decimos que A es anti-autoadjunto si A† = −A.
La demostracio´n de la cuarta propiedad (d) es como sigue: consideremos
que ψ(x) es vector propio de A: Aψ(x) = λψ(x) con λ complejo. Tenemos:
E(A(ψ(x))) =
∫
(Aψ(x))ψ∗(x)dx =
∫
λψ(x)ψ(x)∗dx = λ
∫
ψ(x)ψ∗(x)dx
= λ
Demostracio´n de la quinta propiedad (e): un operador autoadjunto tiene
todos sus valores propios reales y, por la propiedad anterior, la esperanza del
operador sobre un vector propio es el valor propio correspondiente, que es
real.
Para demostrar la u´ltima propiedad, comenzamos averiguando co´mo son
los valores propios de un operador anti-autoadjunto:
Si A† = −A y si Aψ = λψ entonces:
< Aψ, ψ >=< λψ, ψ >=< ψ,A†ψ >=< ψ,−Aψ >= − < ψ, λψ >=
−λ∗ < ψ, ψ >
Obtenemos que
< λψ, ψ >= −λ∗ < ψ, ψ >
es decir:
λ < ψ, ψ >= −λ∗ < ψ, ψ >
de donde
λ = −λ∗
lo cual dice que λ es un imaginario puro, como en i = −i∗ = −(−i) = i.
Ahora bien, si calculamos la esperanza de A sobre un vector propio ob-
tenemos:
E(A) =
∫
(Aψ(x))ψ∗(x)dx =
∫
(λψ(x))ψ∗(x)dx = λ
∫
(ψ(x))ψ∗(x)dx = λ
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lo cual da imaginario puro o un mu´ltiplo de i: la esperanza de un operador
anti-autoadjunto relativa a un vector propio es un imaginario puro.
Como el proceso de medicio´n es cao´tico, dando a veces una cosa y a
veces otra, usamos una medida de la dispersio´n de los resultados como sigue.
Definimos ahora la varianza VA de un operador A dada una funcio´n de
onda ψ(x):
VA = E[(A−E(A))2]
La varianza cumple con las propiedades:
a) VA = E(A
2)− E2(A)
b) La varianza evaluada sobre un vector propio es cero.
La demostracio´n de la primera propiedad es la siguiente:
VA = E[(A−E(A))2] = E(A2 − 2AE(A) + E2(A))
= E(A2)− 2E(A)E(A) + E(E2(A)) = E(A2)− 2E2(A) + E2(A)
= E(A2)− E2(A)
Para demostrar la segunda propiedad, consideremos que ψ(x) es vector
propio de A: Aψ(x) = λψ(x). Tenemos: A2ψ(x) = λ2ψ(x).
VA = E(A
2)−E2(A) = λ2 − λ2 = 0.
Esta u´ltima propiedad se interpreta as´ı: cuando un sistema esta´ en un
estado que es valor propio del operador autoadjunto que se esta´ midiendo,
con toda seguridad y sin lugar a dudas, la medicio´n del operador dara´ el
valor propio correspondiente. Esta propiedad es la que permite hacer ciencia,
es decir, relacionar matema´ticas con el resultado de un experimento.
Le queda a uno la impresio´n de que la teor´ıa con respecto a la medicio´n
de una observable esta´ pra´cticamente entendida.
¿Y que´ pasa cuando uno desea hacer mediciones de dos observables, una
despue´s de la otra?
Esta inocente pregunta ha llevado a la ciencia a develar una de las ma´s
sencillas pero contundentes diferencias entre la meca´nica cla´sica y la meca´nica
cua´ntica, la cual se expresa por el principio de incertidumbre, el cual tiene
la siguiente motivacio´n:
Se enciende un bombillo de una luz extremadamente de´bil (tambie´n se
puede con una de´bil fuente de electrones), del cual salen fotones muy de vez
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en cuando. Incluso uno puede hacer eso con un laser para garantizar que la
longitud de onda es siempre la misma. Se hace pasar dicha luz por un rotico
circular (sobre una tabla opaca): este rotico funciona como un detector de
posicio´n de los fotones incidentes. Pero al pasar, la probabilidad de que el
foto´n colisione con el rotico es mayor cuando menor sea el radio del rotico.
La interferencia entre el rotico y el foto´n no le causa nada al rotico pero si
puede hacer que el foto´n cambie, bien su direccio´n o bien su energ´ıa o ambos.
En realidad, lo mas probable es que cambie la direccio´n, se deflecte, pero sin
cambiar su energ´ıa, es decir, cambia el momento, el cual es un vector con
magnitud, direccio´n y sentido.
Uno podr´ıa pensar que la deflexio´n es determinista, es decir siempre la
misma. Esa es la intuicio´n al estilo de la f´ısica cla´sica. Pero eso no es as´ı:
al poner fotoreceptores detra´s del rotico a veces se enciende uno de ellos
y a veces otro y de manera azarosa. Es decir, hay una probabilidad de por
medio, motivo que incita a modelar a un sistema as´ı por la meca´nica cua´ntica.
Y con todo, se requiere demostrar que todo lo que pueda pasar se resume
simplemente diciendo que disminuir la incertidumbre de posicio´n aumenta la
incertidumbre en el momento y al reve´s.
El modelamiento en meca´nica cua´ntica de un experimento de este tipo es
como sigue: a una medicio´n del espacio se le asigna el operador X definido
por
Xψ(x, t) = xψ(x, t).
Observemos que x es real, pues da una posicio´n. Es por eso que el operador
X es autoadjunto:
< Xψ, φ >=
∫
R(Xψ(x))φ(x)
∗dx =
∫
R xψ(x)φ(x)
∗dx =
∫
R ψ(x)(xφ(x))
∗dx =∫
R ψ(x)(Xφ(x))
∗dx =< ψ,Xφ >
Para entender que´ hace el operadorX, consideremos una part´ıcula fuerte-
mente concentrada alrededor de un punto xo. Debido a que todo se concentra
cerca de xo, podemos tomar la variable x, de la definicio´n de X como cons-
tante e igual a xo:
Xψ(x, t) = x0ψ(x, t).
As´ı que leemos: el operador X da la posicio´n de una part´ıcula puntual.
Podemos considerar ahora el operador momento P e imaginar part´ıculas
que viajan con un momento bien definido y repetir lo mismo que hicimos con
el operador X.
El siguiente paso es imaginar que podemos hacer un trabajo simulta´neo
con X y P de la manera descrita. Pues eso es imposible y ese hecho se
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considera una de las diferencias fundamentales entre la meca´nica cla´sica y la
cua´ntica. La razo´n consiste en que el operador X y el operador momento P
no conmutan. Veamos todo al detalle.
Se postula una relacio´n entre la incertidumbre de posicio´n △x y la de
momento △p tal que:
△x△p = k
Demostrar que esta relacio´n tiene un lugar natural dentro de la meca´ni-
ca cua´ntica fue uno de los me´ritos de Werner Heisenberg, gloria que le fue
reconocida por medio del Premio Nobel de 1932. Este memorable f´ısico na-
cido en 1901 en Munich no emigro´ fuera de Alemania cuando se ve´ıa venir el
programa be´lico nazi, sino que desarrollo´ para Hitler el estudio de la energ´ıa
ato´mica, causa por la cual todos estamos resentidos con e´l. Existe sin em-
bargo la posibilidad de que sea verdad lo que e´l alega: que se quedo´ para
asegurarse de que el programa ato´mico no fuera a producir nada u´til para el
estado nazi. En contraparte, sus compan˜eros que emigraron a Ame´rica de-
sarrollaron el programa de los Alamos que culmino´ con las bombas sobre el
Japo´n y la subsecuente rendicio´n del Emperador. Este gesto del emperador
Hiro-Hito es inmarcesible: prefirio´ la vida de su pueblo y de sus soldados an-
tes que morir por honor. Y e´l mismo admitio´ ser despojado de su divinidad
para someterse a una constitucio´n.
Estos hechos muestran claramente que la f´ısica y la ciencia en general no
son pol´ıticamente neutrales y que el cient´ıfico esta´ en la obligacio´n de decidir
a quie´n sirve en un momento de cr´ısis y que su eleccio´n se hace con mucho
tiempo de antelacio´n en tiempo de paz.
Volvamos ahora a la elaboracio´n del principio de incertidumbre. Nuestro
propo´sito es estudiar el efecto y resultado de dos mediciones en ta´ndem hechas
sobre un sistema. La estructura matema´tica que capta nuestra preocupacio´n
es el conmutador.
Dados dos operadores A,B, el conmutador [A,B] es el operador:
[A,B] = AB −BA
Si los operadores conmutan, el conmutador es cero. Por eso decimos que
el conmutador [A,B] es el operador que mide le deficiencia de conmutacio´n.
Calculemos el conmutador del operador posicio´n X con el operador mo-
mento P :
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[X,P ]ψ(x) = [X,−ih∂/∂x]ψ(x)
= X(−ih∂ψ(x)/∂x) − (−ih∂/∂x(Xψ(x)))
= x(−ih∂ψ(x)/∂x) − (−ih∂/∂x(xψ(x)))
= −ihx∂ψ(x)/∂x + ihψ(x) + ihx∂ψ(x)/∂x
= ihψ(x)
Como esto es cierto para toda ψ(x), obtenemos que el operador momento
y el operador posicio´n no conmutan:
[X,P ] = ih
El sentido f´ısico del conmutador nos lo fue explicado por el principio de
incertidumbre propuesto por Heinsenberg, cuya expresio´n general entramos
a elaborar.
Vamos a elaborar ahora una versio´n moderna del principio de incerti-
dumbre, va´lida para cualquier par de observables, es decir, de operadores
autoadjuntos, por lo cual los valores propios de cada operador en separado
son reales y factibles de ser medidos en un experimento. El problema es que
cuando dos operadores van en secuencia uno no necesariamente obtiene un
operador autoadjunto. Eso se deduce de la siguiente identidad:
Supongamos que tenemos dos operadores autoadjuntos A,B. Entonces se
cumple que
AB = 1
2
[A,B] + 1
2
{A,B}
donde [A,B] = AB − BA es el conmutador, mientras que {A,B} =
AB +BA es el anticonmutador. Lo dicho es verdad puesto que
1
2
[A,B] + 1
2
{A,B} = 1
2
(AB −BA) + 1
2
(AB + AB) = AB
Tenemos ahora que el conmutador [A,B] de dos operadores autoadjuntos
A,B es anti-autoadjunto (por lo tanto, su esperanza es puramente imagina-
ria):
([A,B])† = (AB −BA)† = (AB)† − (BA)† = B†A† −A†B†
= BA− AB = −(AB − BA)
= −[B,A]
Por otro lado, el anticonmutador si es autoadjunto ( su esperanza es real):
({A,B})† = (AB +BA)† = (AB)† + (BA)† = B†A† + A†B†
= BA+ AB = AB +BA
= {B,A}
Vemos claramente ahora que la compuesta de dos operadores autoad-
juntos es autoadjunto so´lo cuando los operadores conmutan. Por esa razo´n,
el estudio de un experimento en el cual se mide primero el observable B y
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despue´s el A se modela por el operador AB que no es necesariamente auto-
adjunto y cuyo comportamiento hay que estimar por medios aproximados.
Con todo, es conveniente tener en claro que nuestros experimentos miden
cantidades que quedan bien modeladas por nu´meros reales. Por tanto, a un
operador cualquiera T hay que meterlo dentro de una estructura que produz-
ca nu´meros reales. Sin excepciones, se le mete dentro de un producto interior
de la forma
< Tψ, φ >
y en particular a nuestro AB se le involucra dentro de la esperanza:
< ABψ, ψ >=< Bψ,Aψ >
Expresio´n va´lida para operadores autoadjuntos.
Lo primero que necesitamos para nuestro estudio de AB es la desigual-
dad de Schwarz, va´lida en general para cualquier espacio vectorial con
escalares complejos y con producto interno complejo:
||a||2||b||2 ≥ |a · b|2 = | < a, b > |2
cuya demostracio´n es como sigue:
Para cualquier par de vectores a, b y para cualquier nu´mero complejo λ
tenemos:
||(a− λb)||2 ≥ 0
||(a− λb)||2 =< a− λb, a− λb >
=< a, a > − < a, λb > − < λb, a > + < λb, λb >
=< a, a > −λ∗ < a, b > −λ < b, a > +λλ∗ < b, b >
=< a, a > −λ∗ < a, b > −λ < a, b >∗ +λλ∗ < b, b >
Ahora ponemos
λ = <a,b>
<b,b>
y nos queda:
||(a− λb)||2 =< a, a > −(<a,b>
<b,b>
)∗ < a, b > −(<a,b>
<b,b>
) < a, b >∗
+(<a,b>
<b,b>
)(<a,b>
<b,b>
)∗ < b, b >
Como < b, b >= ||b||2 es real e igual a su conjugado, podemos simplificar:
||(a− λb)||2 =< a, a > −<a,b>∗<a,b>
<b,b>
−<a,b>∗<a,b>
<b,b>
+ (<a,b><a,b>
∗
<b,b>
||(a− λb)||2 =< a, a > −<a,b>∗<a,b>
<b,b>
≥ 0
de lo cual obtenemos:
< a, a >< b, b > ≥ < a, b >∗< a, b >
lo cual es equivalente a la desigualdad buscada:
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||a||2||b||2 ≥ | < a, b > |2
Demostremos ahora la siguiente desigualdad:
||Aψ||2||Bψ||2 ≥ 1
4
| < (AB − BA)ψ, ψ > |2 = 1
4
| < [A,B]ψ, ψ > |2
donde [A,B] = AB − BA.
Veamos. Sean A,B operadores autoadjuntos. Sobre la desigualdad de
Cauchi-Schwarz:
||a||2||b||2 ≥ | < a, b > |2
hacemos las sustituciones:
a→ Bψ
b→ Aψ
y nos queda:
||Bψ||2||Aψ||2 = ||Aψ||2||Bψ||2 ≥ | < Bψ,Aψ > |2
Ahora bien:
| < Bψ,Aψ > |2 ≥ |Im(< Bψ,Aψ > |2)|
= |21
2
Im(< Bψ,Aψ > |2)| = 1
4
|2Im(< Bψ,Aψ > |2)|
Tengamos en cuenta que si z = a+ bi entonces z− z∗ = 2bi = 2Imz, por
lo que
1
4
|2Im(< Bψ,Aψ > |2) = 1
4
| < Bψ,Aψ > − < Bψ,Aψ >∗ |2
= 1
4
| < Bψ,Aψ > − < Aψ,Bψ > |2
= 1
4
| < ABψ, ψ > − < BAψ, ψ > |2
= 1
4
| < (AB − BA)ψ, ψ > |2
= 1
4
| < [A,B]ψ, ψ > |2
Ahora unimos la cadena de desigualdades para obtener
||Aψ||2||Bψ||2 ≥ 1
4
| < [A,B]ψ, ψ > |2
tal como lo hab´ıamos deseado.
Esa desigualdad es va´lida siempre que los operadores A y B sean auto-
adjuntos, digamos: < Aψ, φ >=< ψ,Aφ >. Por consiguiente, podemos usar
la misma desigualdad para otros operadores autoadjuntos, cualesquiera que
sean. Lo hacemos siguiendo la inteligente notacio´n de Wikipedia:
A→ △ψA = A− Eψ(A), autoadjunto.
B → △ψB = B − Eψ(B) autoadjunto.
donde hemos enfatizado que la esperanza de un operador se define con
respecto a un estado dado, a una funcio´n de onda ψ
La desigualdad
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||Aψ||2||Bψ||2 ≥ 1
4
| < [A,B]ψ, ψ > |2
se lee ahora como
||△ψAψ||2||△ψBψ||2 ≥ 14 | < [△ψA,△ψB]ψ, ψ > |2
Como △ψA es autoadjunto, obtenemos:
||△ψA||2 =< △ψA,△ψA >
=< (△ψA)2, I >=
∫
(△ψA)2ψ(x)ψ∗(x)dx = Eψ[(△ψA)2]
similarmente
||△ψB||2 = Eψ[(△ψB)2]
Tenemos entonces que
Eψ[(△ψA)2]Eψ[(△ψB)2] ≥ 14 | < [△ψA,△ψB]ψ, ψ > |2
Por otro lado:
[△ψA,△ψB] = [A− Eψ(A), B −Eψ(B)]
= (AB − AEψ(B)−Eψ(A)B + Eψ(A)Eψ(B))
−(BA− BEψ(A)−Eψ(B)A+ Eψ(B)Eψ(A)) = AB −BA
= [A,B]
Reemplazando [△ψA,△ψB] por [A,B] en
Eψ[(△ψA)2]Eψ[(△ψB)2] ≥ 14 | < [△ψA,△ψB]ψ, ψ > |2
nos queda:
Eψ[(△ψA)2]Eψ[(△ψB)2] ≥ 14 | < [A,B]ψ, ψ > |2
Podemos decir que con respecto a cualquier funcio´n de onda ψ:
VAVB ≥ 14 |E([A,B])|2
Podemos verbalizar esta desigualdad enunciando el Principio de Incer-
tidumbre como sigue:
Consideremos un experimento en el cual uno prepara un sistema en una
funcio´n de onda dada y el objetivo es medir dos observables, A,B, una des-
pue´s de la otra. Una cierta cantidad de veces se mide: primero una observable
y a continuacio´n la otra. Eso esta´ representado por la expresio´n
< BAψ, ψ >=< Aψ,Bψ >
que se encuentra al principio de la demostracio´n.
De las mediciones se cuantifica la varianza de cada una de las observables,
VA, VB. Se tiene:
VAVB ≥ 14 |E([A,B])|2
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que se lee: el producto de las varianzas es supra-proporcional a la esperan-
za del conmutador. Esto implica que es imposible disminuir al mismo tiempo
las varianzas de las mediciones de las dos observables tanto como se desee,
pues medir uno de los operadores con precisio´n implicara´ que las mediciones
del otro sean muy dispersas, de tal forma que el producto de las varianzas se
mueve, difusamente, encima de una hipe´rbole.
4.15. INVARIANCIA GAUGEDEL HAMIL-
TONIANO
Resulta que un a´tomo no so´lo tiene niveles energe´ticos, asociados a los
valores propios del Hamiltoniano. Tambie´n tiene otras observables, digamos
el momento angular. Dichas observables tambie´n evolucionan y el culpable
de todo es el Hamiltoniano que es el operador que causa la evolucio´n de todo
el sistema.
Por todo esto, debemos preguntarnos la compatibilidad de los formalismos
con nuestro principio de invariancia gauge:
1. Que´ efecto cua´ntico observable tiene la arbitrariedad del nivel cero en
la energ´ıa potencial?
2. Esta´ la f´ısica asociada a los valores propios libre de toda arbitrariedad
matema´tica?
3. Al evolucionar un sistema cua´ntico, las dema´s observables son inmunes
a las arbitrariedades matema´ticas admitidas por el Hamiltoniano?
Vimos anteriormente que las arbitrariedades asociadas al espacio proyec-
tivo se solucionan de una vez y para siempre alegando que toda ecuacio´n de
la meca´nica cua´ntica es lineal y que por tanto los escalares entran, salen y
desaparecen sin ningu´n problema.
Ahora revisemos los problemas relacionados al cambio de fase ocasionado
por la arbitrariedad nacida de definir la energ´ıa potencial mo´dulo una cons-
tante. Primero para el Hamiltoniano y despue´s para las dema´s observables.
En resumen, lo que tenemos que estudiar es en que´ se diferencia la f´ısica de
dos evoluciones distintas, una debida a H y otra debida a H + k:
En el primer caso, ψ(x, t) = e−itH/h¯ψ0
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En el segundo, ψ(x, t) = e−it(H+k)/h¯ψ0 = e−itk/h¯e−itH/h¯ψ0
En la u´ltima igualdad utilizamos la conmutatividad de los operadores
exponenciales cuando los exponentes conmutan. Todo lo que obtuvimos fue
un cambio de fase. Como ya sabemos, eso no cambia las probabilidades, pero
queda el problema de los valores propios del Hamiltoniano. Dichos valores
esta´n conectados a la f´ısica a trave´s de la siguiente regla:
La f´ısica no depende de los valores absolutos de la energ´ıa sino de las
diferencias de energ´ıa. Esto es cierto en meca´nica cla´sica y tiene que ser cierto
en meca´nica cua´ntica pues la primera es un caso asinto´tico (en el espacio de
caminos) de la segunda. De hecho, lo que se mide en espectroscop´ıa es la
energ´ıa que arrastra un foto´n y esa depende de los saltos de energ´ıa entre
los diferentes niveles de los a´tomos y estos esta´n relacionados con diferencias
entre valores propios del Hamiltoniano.
Cambian las diferencias entre valores propios debidos a un cambio de
fase?
Probemos que un cambio global de fase no cambia las diferencias entre
valores propios:
Si Hψ = λψ entonces, multiplicando por el escalar e−itk/h¯ a ambos lados
tenemos: e−itk/h¯Hψ = e−itk/h¯λψ. Conmutando:
He−itk/h¯ψ = λe−itk/h¯ψ
Lo cual quiere decir que si λ es un valor propio del Hamiltoniano original,
entonces un corrimiento da fase en el Hamiltoniano para todos los efectos
equivale a un corrimiento de fase de las funciones de onda. El corrimiento es
global y biyectivo. Por lo tanto, la diferencia entre valores propios se conserva.
Concluimos que la f´ısica del Hamiltoniano es inmune a las arbitrariedades
matema´ticas de nuestros formalismos.
Y que´ de las dema´s observables? Todas las observables esta´n ligadas al
Hamiltoniano, pues es e´ste operador el causante de la evolucio´n del sistema.
Por lo tanto, cualquier culpa no puede ser de este operador. Veamos esto al
detalle.
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4.16. INVARIANCIA GAUGEDE LAS OB-
SERVABLES
Para poder hacer meca´nica cua´ntica se necesita un espacio de Hilbert y
en ese caso a los operadores autoadjuntos se les puede atribuir propiedades
f´ısicas, las cuales son libres de todo gravamen dictaminado por las arbitra-
riedades de origen matema´tico. Veamos:
¿Que´ pasa cuando sometemos dicha expresio´n a evolucio´n y permitimos
una arbitrariedad en el Hamiltoniano H → H + k?
La forma co´mo evoluciona el sistema bajo H es:
φ(x, t) = e−itH/h¯φ0
Por tanto, las probabilidades en el tiempo t tendra´n el valor:
pi,t = | < ψi, e−itH/h¯φ >2 |
Si el sistema evoluciona bajo H + k entonces:
ψ(x, t) = e−it(H+k)/h¯ψ0 = e−itk/h¯e−itH/h¯ψ0
Y las probabilidades correspondientes son:
pi,k,t = | < ψi, e−itk/h¯e−itH/h¯φ > |2 (55)
El escalar e−itk/h¯ puede salir del producto interno y como tanto e´l como
su conjugado tienen norma 1, al tomar el cuadrado nada cambia. Como
consecuencia, uno puede tomar la constante que se le antoje pero la f´ısica
permanece igual:
pi,k,t = pi,l,t
Hemos demostrado, parcialmente, que la f´ısica de las observables es in-
mune a las arbitrariedades matema´ticas nacidas de nuestros formalismos.
Nuestro objetivo es demostrar que cumplimos con el principio gauge, pero
hasta ahora so´lo hemos podido librar al Hamiltoniano de toda acusacio´n.
Nos quedan las arbitrariedades propias de cada observable. Esto lo haremos
muy expl´ıcitamente para el campo electromagne´tico. A propo´sito, cua´l sera´ el
grupo de invariancia? Pues como se trata de multiplicar por exponenciales
imaginarias de nu´meros reales, estamos trabajando con U(1).
En nuestros ca´lculos hemos estudiado la arbitrariedad de definir la energ´ıa
potencial aumentando o disminuyendo una constante cualquiera. La cons-
tante la hemos tomado igual para todo el espacio y para todos los tiempos.
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Sera´ eso demasiada restriccio´n? Co´mo hacemos para permitir que investiga-
dores diferentes tomen constantes diferentes en diferentes lugares o momen-
tos? Cua´l podra´ ser la influencia de tales libertades?
4.17. INVARIANCIA GLOBAL vs INVARIAN-
CIA LOCAL
Todo lo que hemos estudiado parece resumirse muy simplemente: cual-
quier arbitrariedad que origine un cambio global de fase no afecta la f´ısica. O
bien, la meca´nica cua´ntica de cualquier sistema cuya evolucio´n esta´ definida
por un operador autoadjunto es una teor´ıa gauge con grupo de invariancia
global U(1).
Me place narrar ahora uno de los experimentos ma´s sublimes de toda la
f´ısica, en la cual veremos que cambiar de manera no uniforme las fases de un
sistema f´ısico en un proceso dina´mico si tiene resultados observables.
En meca´nica cua´ntica cada posible canal de evolucio´n, cada camino, en
general cuenta poco. Pues porque son muchos y cada uno tiene vecinos que
valen aproximadamente lo mismo. Lo que importa es la manera como dichos
caminos trabajan en conjunto, sea en forma coherente, sumando insignifican-
cias o en interferencia destructiva, aniquila´ndose mutuamente.
Hemos visto que un cambio global de fase no produce ningu´n cambio
en los resultados observables debido a los patrones de interferencia. Ahora
podemos advertir que un cambio local de fase, en este lugar de una manera
y alla´ de otra, si puede causar efectos observables.
Un cambio global, homoge´neo, de fase era originado por el cambio H →
H + k. Podemos lograr un cambio no homoge´neo cambiando k a medida que
cambia el lugar. Una grandiosa coincidencia de ingenio y de casualidades de
o´rdenes de magnitud permitio´ en 1975 a R. Collela, A. Overhauser, y S.A.
Werber correr un experimento basado en la siguiente idea:
Consideremos el experimento, que se puede hacer en una mesa, de hacer
pasar neutrones por los bordes de un recta´ngulo, comenzando en una esquina
y terminando en el ve´rtice opuesto por la diagonal. El montaje es una varian-
te del experimento de interferencia de luz que pasa por entre dos rendijas.
En este caso, los neutrones pueden pasar sea por ’abajo’ o sea por ’arriba’.
Resulta que el potencial gravitatorio depende de la altura y hace las veces
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de constante k en nuestro razonamiento anterior.
Para variar no homoge´neamente k, el potencial gravitatorio, lo u´nico que
se requiere es girar el recta´ngulo de tal forma que el lado de abajo y el de
arriba queden a diferentes alturas.
La parte de neutro´n que viaje por arriba experimentara´, en promedio, un
potencial mayor, una k mayor, que la parte del neutro´n que viaje por abajo.
Por lo tanto, la parte de arriba oscilara´ ma´s velozmente que la de abajo. Al
juntarse las partes en la otra esquina interferira´n ora constructivamente ora
destructivamente. El grado y tipo de interferencia depende de la diferencia
de alturas, la cual se puede graduar cambiando la pendiente del recta´ngulo.
Los investigadores antes mencionados estudiaron la variacio´n de la inter-
ferencia como funcio´n del a´ngulo de giro, o sea la pendiente del recta´ngulo.
La coincidencia entre los resultados experimentales y los teo´ricos es asom-
brosa. Ca´lculos muy semejantes haremos un poco ma´s tarde en relacio´n con
el campo magne´tico.
Es por eso, que distinguimos fuertemente entre un cambio global de fase
y otro local, punto por punto. Mientras que el primero es imperceptible, el
segundo puede crear resultados asombrosos, por no decir ma´gicos.
166 CAPI´TULO 4. LA MECANICA CUANTICA
Cap´ıtulo 5
ELECTROMAGNETISMO
COMO TEORIA GAUGE
Hemos visto que el electromagnetismo cla´sico, la teor´ıa que estudia la
interaccio´n entre el campo electromagne´tico y la materia, admite una arbi-
trariedad: el potencial vector so´lo puede definirse mo´dulo un gradiente de una
funcio´n escalar. Por construccio´n se cumple el principio gauge pues cambiar
de gradiente no tiene ninguna consecuencia f´ısica. El objetivo de la presente
seccio´n es formular el Hamiltoniano correspondiente, probar que sigue admi-
tiendo la misma arbitrariedad del campo cla´sico, y verificar que cumple el
criterio gauge. Nuestro punto de partida es el Lagrangiano para pasar por
una transformacio´n al Hamiltoniano.
5.1. EL LAGRANGIANO ELECTROMAG-
NETICO
¿Que´ quiere decir que el Lagrangiano electromagne´tico sea tal o cual?
Eso quiere decir que al ponerlo en el funcional de la accio´n, y al estudiar las
variaciones de dicho funcional debidas a perturbaciones infinitesimales, y al
suponer que la variacio´n a primer orden en el funcional sea cero, debemos
obtener las ecuaciones de Euler Lagrange, las cuales deben describir, como
mı´nimo, lo que hace una part´ıcula cargada ante la accio´n del campo.
En una investigacio´n con el Lagrangiano, podr´ıamos partir de un La-
grangiano para deducir ecuaciones de campo junto con su interaccio´n con la
materia. Pero a uno siempre le queda la espina de saber co´mo se inventan los
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Lagrangianos. Debido a que ambas posiciones son intrigantes, las ilustraremos
a ambas. Comencemos a partir de las ecuaciones del campo electromagne´tico
y lleguemos al Lagrangiano oficial.
5.1.1. De la Fuerza de Lorentz al Lagrangiano
Para reinventar el Lagrangiano electromagne´tico, nuestra estrategia sera´ lle-
gar a las ecuaciones de Euler Lagrange de las cuales uno puede leer el La-
grangiano, pues dichas ecuaciones son
∂L
∂xi
− d
dt
( ∂L
∂x˙i
) = 0
o bien
∂L
∂xi
= d
dt
( ∂L
∂x˙i
)
Empecemos. El campo ele´ctrico ~E y el potencial ele´ctrico φ esta´n rela-
cionados por
~E = −∇φ (56)
Similarmente, el campo magne´tico ~B y el potencial vector ~A se relacionan
por
~B = ∇× ~A (57)
La fuerza de Lorentz es
~F = e( ~E + (1/c)~v × ~B)
~F = e( ~E + (1/c)~v × (∇× ~A))
Si ~A = (A1, A2, A3), entonces
∇× ~A =


∂A3
∂y
− ∂A2
∂z
∂A1
∂z
− ∂A3
∂x
∂A2
∂x
− ∂A1
∂y


Y por tanto
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~v × ~B =


y˙[∂A2
∂x
− ∂A1
∂y
]− z˙[∂A1
∂z
− ∂A3
∂x
]
z˙[∂A3
∂y
− ∂A2
∂z
]− x˙[∂A2
∂x
− ∂A1
∂y
]
x˙[∂A1
∂z
− ∂A3
∂x
]− y˙[∂A3
∂y
− ∂A2
∂z
]


Eso implica que la fuerza de Lorentz
m

 x¨y¨
x¨

 = ~F = e(−∇φ + (1/c)~v × (∇× ~A))
es lo mismo que
m

 x¨y¨
x¨

 = e{−


∂φ
∂x
∂φ
∂y
∂φ
∂z

+ (1/c)


y˙[∂A2
∂x
− ∂A1
∂y
]− z˙[∂A1
∂z
− ∂A3
∂x
]
z˙[∂A3
∂y
− ∂A2
∂z
]− x˙[∂A2
∂x
− ∂A1
∂y
]
x˙[∂A1
∂z
− ∂A3
∂x
]− y˙[∂A3
∂y
− ∂A2
∂z
]

}
Miremos que´ tenemos en la primera coordenada y reescriba´mosla para
hallar la primera ecuacio´n de Euler Lagrange:
mx¨ = e{−∂φ
∂x
+ (1/c)[y˙[∂A2
∂x
− ∂A1
∂y
]− z˙[∂A1
∂z
− ∂A3
∂x
]]}
mx¨ = −e∂φ
∂x
+ (e/c)[y˙[∂A2
∂x
− ∂A1
∂y
]− z˙[∂A1
∂z
− ∂A3
∂x
]]
mx¨ = −e∂φ
∂x
+ (e/c)[y˙ ∂A2
∂x
− y˙ ∂A1
∂y
− z˙ ∂A1
∂z
+ z˙ ∂A3
∂x
]
mx¨ = −e∂φ
∂x
+ (e/c)[y˙ ∂A2
∂x
+ z˙ ∂A3
∂x
− (∂A1
∂y
y˙ + ∂A1
∂z
z˙)]
Nos damos cuenta que hay una simetr´ıa frustrada que se puede remediar
como sigue
mx¨ = −e∂φ
∂x
+ (e/c)[x˙∂A1
∂x
+ y˙ ∂A2
∂x
+ z˙ ∂A3
∂x
− (x˙∂A1
∂x
+ ∂A1
∂y
y˙ + ∂A1
∂z
z˙)]
Utilizando la regla de la cadena obtenemos:
mx¨ = −e∂φ
∂x
+ (e/c)[x˙∂A1
∂x
+ y˙ ∂A2
∂x
+ z˙ ∂A3
∂x
− dA1
dt
]
mx¨+ (e/c)dA1
dt
= −e∂φ
∂x
+ (e/c)[x˙∂A1
∂x
+ y˙ ∂A2
∂x
+ z˙ ∂A3
∂x
]
d
dt
(mx˙+ (e/c)A1) =
∂
∂x
(−eφ + (e/c)[x˙A1 + y˙A2 + z˙A3])
Esta ecuacio´n para la primera coordenada tiene una generalizacio´n inme-
diata para todas las dema´s:
d
dt
(mx˙i + (e/c)Ai) =
∂
∂xi
(−eφ+ (e/c)[x˙A1 + y˙A2 + z˙A3])
Como las ecuaciones de Euler Lagrange son
∂L
∂xi
= d
dt
( ∂L
∂x˙i
)
170 CAPI´TULO 5. ELECTROMAGNETISMO COMO TEORIA GAUGE
o lo que es lo mismo:
d
dt
( ∂L
∂x˙i
) = ∂L
∂xi
tenemos que encontrar L tal que sea sime´trico en todas las coordenadas
y que cumpla:
∂L
∂x˙i
= mx˙i + (e/c)Ai
L = −eφ+ (e/c)[x˙A1 + y˙A2 + z˙A3] + φ(x˙i)
De la primera ecuacio´n tenemos:
Lo = (1/2)mx˙
2 + .... + (e/c)(x˙A1 + ....) + φ(x, y, z)
Comparando con la segunda ecuacio´n, llegamos a:
Lo = (1/2)m(x˙
2 + y˙2 + x˙2)− eφ+ (e/c)(x˙A1 + y˙A2 + z˙A3)
Lo = (1/2)m(x˙
2 + y˙2 + x˙2)− eφ+ (e/c)(x˙, y˙, z˙) · (A1, A2, A3)
Lo = (1/2)m‖~v‖2 − eφ+ (e/c)~v · ~A
el cual es Lagrangiano electromagne´tico oficial y al cual nos referire-
mos por defecto.
Recalquemos que la accio´n correspondiente es una integral de camino de-
terminada por la trayectoria de la part´ıcula en estudio, tal que las condiciones
iniciales y finales permanecen constantes:
A =
∫
[(1/2)m‖~v‖2 − eφ+ (e/c)~v · ~A]dt
Hemos deducido esta accio´n partiendo de la fuerza de Lorentz para tener
al menos una idea de co´mo fabricar Lagrangianos. Destaquemos que nos
sirvio´ de gu´ıa el haber tratado de conservar la simetr´ıa entre las variables.
La abstraccio´n de una simetr´ıa se hace por medio de un grupo: si queremos
simetr´ıa entre variables, el grupo es el grupo de permutaciones entre ellas y
lo que se requiere es que el Lagrangiano no var´ıe ante la accio´n del grupo.
En general, lo que se hace es fijar un grupo y construir un Lagrangiano que
sea invariante ante su accio´n.
Pero si uno ya tiene un Lagrangiano, entonces uno hace el estudio va-
riacional para deducir las leyes que rigen el sistema. Ilustraremos eso en la
siguiente subseccio´n.
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5.1.2. La accio´n de los Cosserat
Proponer una accio´n o un Lagrangiano corresponde a postular la con-
ducta fundamental de un sistema. Por ello, proponer Lagrangianos es un
arte delicado y que lo puede hacer a uno famoso, si es que uno da con algo
sencillo, hermoso y poderoso. Adema´s del Lagrangiano oficial para el cam-
po electromagne´tico que acabamos de re-inventar, existen otras propuestas.
La que vamos a ver enseguida es debida a los dos hermanos Cosserat hacia
1909, quienes eran ingenieros civiles franceses con un acendrado intere´s en lo
pra´ctico y por ende en lo teo´rico de muy alto nivel (Pommaret, 1987).
Los Cosserat parten de la accio´n siguiente:
A =
∫
( ǫo
2
~E · ~E − 1
2µo
~B · ~B + ρ~v · ~A− ρV +m~v·~v
2
)dxdydzdt
donde A es la accio´n, ~A es el potencial vector, ~E es el campo ele´ctrico, ~B
es el campo magne´tico, V es el potencial ele´ctrico, ~v es la velocidad de una
part´ıcula cargada que puede ser el electro´n, cuya masa es m y su carga es
ρ y que esta´ en la posicio´n ~r = (x, y, z). Hay otras constantes por ah´ı cuyo
papel principal es hacer que todo quede en las mismas unidades de energ´ıa.
La idea de esta formulacio´n es representar el campo electromagne´tico por
los dos primeros te´rminos, ǫo
2
~E · ~E− 1
2µo
~B · ~B, la interaccio´n entre la part´ıcula
cargada y el campo por ρ~v · ~A− ρV , y el te´rmino de la energ´ıa cine´tica de la
part´ıcula por ρ~v·~v
2
.
Obse´rvese la forma sime´trica de la accio´n con respecto al trato del espacio
y del tiempo (para 1909 ya se conoc´ıa la relatividad especial).
No se especifican las condiciones de frontera pues, como lo hemos apren-
dido con el tratamiento de la accio´n para una part´ıcula libre, las condiciones
de frontera se aniquilan haciendo que las pequen˜as variaciones que se tienen
en cuenta no las cambien. De esa forma al integrar por partes, ellas no cuen-
tan para nada. Claro que la situacio´n no es tan simple cuando se hace esto
en un espacio de 4 dimensiones: equivale a decir que el universo es finito y
sin frontera (quiza´ insertado en un espacio de dimensio´n 5 y cerra´ndose sobre
s´ı mismo como un c´ırculo) o que es infinito y que todo decae ra´pidamente
a cero. Ambas salidas son trauma´ticas. Sin embargo, fue demostrado por
Kaluza-Klein que es buena idea pensar en un universo de 5 dimensiones.
La idea es ahora calcular el efecto a primer orden sobre la accio´n de una
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pequen˜a perturbacio´n en las variables fundamentales, igualar dicho efecto a
cero y ver que´ pasa. Pero, ¿cua´les son las variables fundamentales? Como
sabemos, el campo magne´tico no es fundamental sino que viene del potencial
vector, mediante la identidad:
~B = ∇× ~A
De igual forma:
~E = −∇V − ∂ ~A
∂t
Reemplazando estas identidades en la accio´n
A =
∫
( ǫo
2
~E · ~E − 1
2µo
~B · ~B + ρ~v · ~A− ρV +m~v·~v
2
)dxdydzdt
nos queda:
A =
∫
( ǫo
2
(−∇V − ∂ ~A
∂t
)2 − 1
2µo
(∇× ~A)2 + ρ~v · ~A− ρV +m (~v)2
2
)dxdydzdt
donde hemos utilizado una notacio´n taquigra´fica para los cuadrados.
Vemos que las variables fundamentales son V, ~A,~v, ~r. Pero esto se debe
a que nosotros estamos modelando una part´ıcula, porque si estuvie´semos
modelando un l´ıquido o un gas, como para el estudio de los efectos elec-
tromagne´ticos sobre el citoplasma celular o sobre la evolucio´n de la galaxia
(cada estrella se toma como una mole´cula) o sobre las mareas solares o sobre
un motor de plasma, entonces tambie´n deber´ıamos permitir que la carga y
que la masa pudiesen variar.
Ahora, nuestro propo´sito es calcular
δA = A(V + δV, ~A+ δ ~A,~v + δ~v, ~r)− A(V, ~A,~v, ~r).
para despue´s tomar los te´rminos a primer orden, igualar a cero y ver que
pasa.
Nuestra accio´n
A =
∫
( ǫo
2
(−∇V − ∂ ~A
∂t
)2 − 1
2µo
(∇× ~A)2 + ρ~v · ~A− ρV +m (~v)2
2
)dxdydzdt
puede partirse en te´rminos asociados al campo y otros asociados a la
part´ıcula o a su interaccio´n con el campo:
A =
∫
( ǫo
2
(−∇V − ∂ ~A
∂t
)2 − 1
2µo
(∇× ~A)2 + Lo)dxdydzdt
donde
Lo = (1/2)m‖~v‖2 − ρV + ρ~v · ~A
Tenemos la fuerte tentacio´n de decir que, por los resultados del ejercicio
anterior, de este Lagrangiano Lo sale la fuerza de Lorentz. Seguramente s´ı,
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pero hay un problema que es como un dolor de muela: la accio´n del ejer-
cicio anterior era una integral de l´ınea mientras que la accio´n que estamos
considerando es una integral sobre todo el espacio-tiempo de 4 dimensiones.
Nos conviene dividir el estudio de todo ese complejo problema en par-
tes adecuadas, as´ı sea por razones de tipograf´ıa. Nuestro primer trabajo es
estudiar el problema variacional sobre la accio´n asociada al campo en s´ı:
Ac =
∫
( ǫo
2
(−∇V − ∂ ~A
∂t
)2 − 1
2µo
(∇× ~A)2)dxdydzdt
en la cual los campos var´ıan levemente como entidades que tienen exis-
tencia en s´ı mismos.
Para calcular
δAc = Ac(V + δV, ~A+ δ ~A)− Ac(V, ~A))
primero calculamos Ac(V + δV, ~A+ δ ~A):
Ac(V + δV, ~A+ δ ~A) =
=
∫
[ ǫo
2
(−∇(V + δV )− ∂( ~A+δ ~A)
∂t
)2 − 1
2µo
(∇× ( ~A+ δ ~A))2]dxdydzdt
Ac(V + δV, ~A+ δ ~A) =
=
∫
[ ǫo
2
(−∇V − ∂ ~A
∂t
+ (−∇δV − ∂(δ ~A)
∂t
))2 − 1
2µo
(∇× ( ~A+ δ ~A))2]dxdydzdt
Recordemos que los cuadrados realmente denotan producto punto de una
entidad vectorial por ella misma. Expandimos:
Ac(V + δV, ~A+ δ ~A)
=
∫
[ ǫo
2
((−∇V − ∂ ~A
∂t
)2+(−∇δV − ∂(δ ~A)
∂t
)2+2(−∇V − ∂ ~A
∂t
) ·(−∇δV − ∂(δ ~A)
∂t
))
− 1
2µo
(∇×( ~A+δ ~A))2]dxdydzdt
=
∫
[ ǫo
2
((−∇V − ∂ ~A
∂t
)2+(−∇δV − ∂(δ ~A)
∂t
)2+2(−∇V − ∂ ~A
∂t
) ·(−∇δV − ∂(δ ~A)
∂t
))
− 1
2µo
[(∇× ~A)2+(∇×δ ~A)2+2(∇× ~A)·(∇×δ ~A)]]dxdydzdt
=
∫
[ ǫo
2
((−∇V − ∂ ~A
∂t
)2+(−∇δV − ∂(δ ~A)
∂t
)2+2(−∇V − ∂ ~A
∂t
) ·(−∇δV − ∂(δ ~A)
∂t
))
− 1
2µo
[(∇× ~A)2+(∇×δ ~A)2+2(∇× ~A)·(∇×δ ~A)]]dxdydzdt
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Como so´lo estamos interesados en los te´rminos a primer orden, simplifi-
camos:
Ac(V + δV, ~A+ δ ~A) =
=
∫
[ ǫo
2
((−∇V − ∂ ~A
∂t
)2 + 2(−∇V − ∂ ~A
∂t
) · (−∇δV − ∂(δ ~A)
∂t
))
− 1
2µo
[(∇× ~A)2 + 2(∇× ~A) · (∇× δ ~A)]]dxdydzdt
Detra´s de nuestra inocente simplificacio´n que conserva so´lo los te´rminos a
primer orden hay una delicada suposicio´n: una pequen˜a perturbacio´n en una
funcio´n, sea vectorial o sea escalar, puede tener derivadas tan grandes como
se desee. Por lo tanto, cuando despreciamos sus cuadrados realmente estamos
diciendo que las pequen˜as perturbaciones son pequen˜as tanto en los cambios
de la funcio´n como en el cambio de sus derivadas. Y as´ı todo queda arreglado
salvo que uno se pregunta: ¿quie´n hace esos arreglos en la naturaleza? Uno
puede ignorar esa pregunta e incluir por defecto una especie de pante´ısmo, o
bien, lo que uno puede decir es que nuestras leyes no son tan fundamentales
como parecen y que un cambio en las derivadas de los campos exige ma´s
energ´ıa en el espacio y/o en el tiempo. Es decir, estamos haciendo un estudio
de baja energ´ıa, de bajos gradientes de energ´ıa y de baja potencia. Por ende,
nuestros resultados pueden ser falsos para altos niveles de energ´ıa o de sus
gradientes como en una supernova.
Resumimos: como
Ac =
∫
( ǫo
2
(−∇V − ∂ ~A
∂t
)2 − 1
2µo
(∇× ~A)2)dxdydzdt
entonces
δAc =
∫
[ ǫo
2
(2(−∇V − ∂ ~A
∂t
) · (−∇δV − ∂(δ ~A)
∂t
))
− 1
2µo
[2(∇× ~A) · (∇× δ ~A)]]dxdydzdt
Utilizando la nomenclatura
~D = ǫo ~E = ǫo(−∇V − ∂ ~A∂t )
~H = 1
µo
~B
podemos reexpresar δAc como:
δAc =
∫
[ ~D · (−∇δV − ∂(δ ~A)
∂t
)− ~H · (∇× δ ~A)]dxdydzdt
=
∫
[−~D · ∇δV − ~D · ∂(δ ~A)
∂t
− ~H · (∇× δ ~A)]dxdydzdt
Ahora recordemos una fo´rmula que sale de la de integracio´n por partes:
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∫
Ω∇u · ~vdx =
∫
δΩ u~v · νdσ−
∫
Ω u∇ · ~vdx
Si en esta fo´rmula olvidamos las condiciones de frontera, quiza´ porque no
ella no exista, nos queda:∫
Ω∇u · ~vdx = −
∫
Ω u∇ · ~vdx
Apliquemos esta versio´n sobre las coordenadas espaciales de:∫
[−~D · ∇δV ]dxdydzdt = ∫ [−∇δV · ~D]dxdydzdt
Nos queda:
∫
[−~D · ∇δV ]dxdydzdt = ∫ [δV∇ · ~D]dxdydzdt
Por otra parte, si en la siguiente fo´rmula de integracio´n por partes∫
Ω
∂u
∂xi
vdx =
∫
δΩ uvνidσ−
∫
ω u
∂v
∂xi
dx
olvidamos la componente de la frontera, nos da:∫
Ω
∂u
∂xi
vdx = − ∫ω u ∂v∂xidx
Aplicando esto sobre∫
(−~D · ∂(δ ~A)
∂t
)dxdydzdt
obtenemos:
∫
(−~D · ∂(δ ~A)
∂t
)dxdydzdt =
∫ ∂ ~D
∂t
· δ ~Adxdydzdt
Probemos ahora que∫ ~H · ∇ ×Gdxdydz = ∫ (∇× ~H) · ~Gdxdydz
En efecto:∫ ~H · ∇ ×Gdxdydz =
=
∫ ~H · [∂G3
∂y
− ∂G2
∂z
, ∂G1
∂z
− ∂G3
∂x
, ∂G2
∂x
− ∂G1
∂y
]dxdydz
=
∫
[H1(
∂G3
∂y
− ∂G2
∂z
) +H2(
∂G1
∂z
− ∂G3
∂x
) +H3(
∂G2
∂x
− ∂G1
∂y
)]dxdydz
=
∫
[H1
∂G3
∂y
−H1 ∂G2∂z +H2 ∂G1∂z −H2 ∂G3∂x +H3 ∂G2∂x −H3 ∂G1∂y ]dxdydz
Ahora aplicamos nuestra versio´n de la fo´rmula de integracio´n por partes
y nos da
=
∫
[−G3 ∂H1∂y +G2 ∂H1∂z −G1 ∂H2∂z +G3 ∂H2∂x −G2 ∂H3∂x +G1 ∂H3∂y ]dxdydz
Ordenando adecuadamente obtenemos
=
∫
[G1
∂H3
∂y
−G1 ∂H2∂z +G2 ∂H1∂z −G2 ∂H3∂x +G3 ∂H2∂x −G3 ∂H1∂y ]dxdydz
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=
∫
[G1(
∂H3
∂y
− ∂H2
∂z
) +G2(
∂H1
∂z
− ∂H3
∂x
) +G3(
∂H2
∂x
− ∂H1
∂y
)]dxdydz
=
∫ ~G · (∇×H)dxdydz
=
∫
(∇× ~H) · ~Gdxdydz
Hemos demostrado entonces que:∫ ~H · ∇ ×Gdxdydz = ∫ (∇× ~H) · ~Gdxdydz
Este resultado aplicado sobre las coordenadas espaciales de∫ ~H · (∇× δ ~A)dxdydzdt
nos la convierte en∫ ~H · (∇× δ ~A)dxdydzdt = ∫ ∇× ~H · δ ~Adxdydzdt
Reuniendo todas las aplicaciones de la metodolog´ıa de integracio´n por
partes, partimos de
δAc =
∫
[ ~D · (−∇δV − ∂(δ ~A)
∂t
)− ~H · (∇× δ ~A)]dxdydzdt
=
∫
[−~D · ∇δV − ~D · ∂(δ ~A)
∂t
− ~H · (∇× δ ~A)]dxdydzdt
y obtenemos
δAc =
∫
[δV∇ · ~D + ∂ ~D
∂t
· δ ~A−∇× ~H · δ ~A]dxdydzdt
=
∫
[∇ · ~DδV + (∂ ~D
∂t
−∇× ~H) · δ ~A]dxdydzdt
Igualando esto a cero y asumiendo que las variaciones de las variables
fundamentales V y ~A son independientes, concluimos que
1) ∇ · ~D = 0: la divergencia del campo ele´ctrico en el vac´ıo es cero y que
2) ∂
~D
∂t
= ∇ × ~H: la variacio´n temporal del campo ele´ctrico simula un
campo magne´tico.
En realidad, la accio´n propuesta por los Cosserat no fue disen˜ada para
describir la conducta del campo electromagne´tico en el vac´ıo sino que tambie´n
incluye la posibilidad de que existan cargas y de que hay interaccio´n entre el
campo y las cargas. Resultamos en el vac´ıo debido a que estamos estudiando
el problema por pedazos. Tratemos de volver a la accio´n original:
A =
∫
( ǫo
2
(−∇V − ∂ ~A
∂t
)2 − 1
2µo
(∇× ~A)2 + ρ~v · ~A− ρV +m (~v)2
2
)dxdydzdt
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La primera parte de esta accio´n ya la estudiamos, nos queda por estudiar
la accio´n asociada a la part´ıcula y a su interaccio´n con el campo:
Ap =
∫
(ρ~v · ~A− ρV +m (~v)2
2
)dxdydzdt
Calculemos
δAp = Ap( ~A+ δ ~A, V + δV,~v + δ~v, ) −Ap( ~A, V,~v).
Si hacemos bien nuestro ca´lculo, deber´ıamos llegar a un resultado que
incluya a la fuerza de Lorentz. Y como ya sabemos a do´nde llegar, cuadramos
las cosas para lograrlo fa´cilmente. Esto convierte nuestra empresa en algo
semejante a un arte, haciendo cosas precisamente para que todo funcione.
Pongamos pues atencio´n a la siguiente observacio´n: cuando decimos que
la accio´n es una integral sobre el espacio-tiempo, estamos diciendo que si algo
pasa, entonces no pasa por fuera del espacio-tiempo. En particular, cuando
estudiamos la accio´n Ac asociada al campo en solitario, consideramos δV
y δ ~A. Pero eso sucede en el espacio-tiempo. Como esos campos lo llenan
todo, por derecho propio representan una variacio´n en el espacio, pero cuando
decimos que pueden variar como entidades que existen en s´ı mismas, estamos
diciendo que pueden variar en el tiempo. Por consiguiente, siempre estamos
contabilizando las variaciones en el espacio y en el tiempo. En los siguientes
ca´lculos, eso se vera´ separando las variaciones debidas al espacio de las que
suceden en el tiempo, para lo cual se utilizara´n los sub-´ındices E y t:
Ahora bien, si
Ap =
∫
(ρ~v · ~A− ρV +m (~v)2
2
)dxdydzdt
entonces
Ap( ~A+ δ ~A, V + δV,~v + δ~v)
=
∫
(ρ(~v+ δ~v) · ( ~A+ δt ~A+ δE ~A)− ρ(V + δtV + δEV )+m (~v+δ~v)22 )dxdydzdt
=
∫
[ρ~v · ~A + ρδ~v · ~A+ ρ~v · δt ~A+ ρ~v · δE ~A
−ρV − ρδtV − ρδEV +m~v22 +m~v · δ~v]dxdydzdt
donde so´lo hemos tenido en cuenta las perturbaciones a primer orden.
Por tanto
δAp =
∫
[ρδ~v · ~A+ ρ~v · δt ~A+ ρ~v · δE ~A
−ρδtV − ρδEV +m~v · δ~v]dxdydzdt
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Sumando los aportes a la variacio´n total tanto de la accio´n del campo
como de la accio´n asociada a la part´ıcula y a su interaccio´n con el campo,
obtenemos:
δA =
∫
[∇ · ~DδV + (∂ ~D
∂t
−∇× ~H) · δ ~A
+ρδ~v · ~A+ ρ~v · δt ~A + ρ~v · δE ~A
−ρδtV − ρδEV +m~v · δ~v]dxdydzdt
Ahora decimos que la variacio´n en el tiempo de los campos realmente
corresponde a su variacio´n intr´ınseca:
δA =
∫
[∇ · ~DδV + (∂ ~D
∂t
−∇× ~H) · δ ~A
+ρδ~v · ~A+ ρ~v · δ ~A + ρ~v · δE ~A
−ρδV − ρδEV +m~v · δ~v]dxdydzdt
δA =
∫
[∇ · ~DδV + (∂ ~D
∂t
−∇× ~H) · δ ~A
−ρδV + ρ~v · δ ~A
+ρδ~v · ~A+ ρ~v · δE ~A− ρδEV +m~v · δ~v]dxdydzdt
que tambie´n puede escribirse como:
δA =
∫
[(∇ · ~D − ρ)δV + (∂ ~D
∂t
−∇× ~H + ρ~v) · δ ~A
+ρδ~v · ~A+ ρ~v · δE ~A− ρδEV +m~v · δ~v]dxdydzdt
Igualando a cero las componentes en dV y en dA obtenemos:
∇ · ~D = ρ: la carga es la u´nica fuente de campo ele´ctrico.
∂ ~D
∂t
+ ρ~v = ∇× ~H: una carga en movimiento o una corriente ele´ctrica, lo
mismo que un campo ele´ctrico variable, crean un campo magne´tico.
Es muy interesante notar que en la ’deduccio´n’ de dos de las leyes de
Maxwell que acabamos de hacer hemos mezclado el campo electromagne´tico,
el cual esta´ definido sobre todo el espacio-tiempo, con la velocidad de una
part´ıcula, la cual no es un campo definido sobre todo el espacio-tiempo sino
so´lo sobre su trayectoria.
Es vergonzoso que utilicemos algo sin sentido para construir una maqui-
naria que nos funcione. Es por eso que hablamos de arte. ¿Que´ es lo que
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permite que eso pueda suceder? Aparte de que de una mentira siempre pue-
de deducirse una verdad, ¿sera´ posible que aqu´ı tengamos una premonicio´n
de la meca´nica cua´ntica en la cual a la part´ıcula se le asocia un campo (com-
plejo) definido sobre todo el espacio-tiempo? En cualquier caso, vemos que
no es necesario llegar hasta la teor´ıa de campos para ver cosas sin sentido
pero que funcionan.
El mismo misterio de mezclar campos y trayectorias lo encontramos en
la variacio´n asociada a la part´ıcula, la cual nos falta por estudiar:
δAp =
∫
[ρδ~v · ~A+ ρ~v · δE ~A− ρδEV +m~v · δ~v]dxdydzdt
donde integramos sobre un espacio de 4-dimensiones algo que´ so´lo esta´ bien
definido en un subconjunto, quiza´ un subvariedad, de dimensio´n uno. Nuestra
salida es utilizar el teorema de Fubini para reescribir todo como una integral
con respecto al tiempo sobre una trayectoria ~r(t) cuya velocidad sea ~v(t).
Las otras integrales son ignoradas.
Pero en ese caso, estamos precisamente estudiando la variacio´n de La-
grangiano al que llegamos en el ejercicio anterior: si nos regresamos por el
mismo camino desde el Lagrangiano debemos llegar a la expresio´n de la fuer-
za de Lorentz. Podemos creerlo pero es ma´s instructivo deducirlo. As´ı que
deduzca´moslo. Supondremos que las variaciones son independientes coorde-
nada por coordenada mientras que se conservan invariantes las condiciones de
borde. Por ello podremos utilizar nuestra fo´rmula ultracorta para integracio´n
por partes, en la cual no hay efectos de borde:
δAp =
∫
[ρδ~v · ~A+ ρ~v · δE ~A− ρδEV +m~v · δ~v]dt
δAp =
∫
[−ρδEV + ρ~v · δE ~A+ ρδ~v · ~A +m~v · δ~v]dt
=
∫
[−Σρ ∂V
∂xi
dxi + Σρ~v · ∂ ~A∂xidxi + ρδ
~d~r
dt
· ~A +m~v · δ d~r
dt
]dt
=
∫
[−Σρ ∂V
∂xi
dxi + Σρ~v · ∂ ~A∂xidxi + ρ
~dδ~r
dt
· ~A +m~v · dδ~r
dt
]dt
=
∫
[−Σρ ∂V
∂xi
dxi + Σρ~v · ∂ ~A∂xidxi + Σρdδxidt Ai + Σmvi dδridt ]dt
=
∫
[−Σρ ∂V
∂xi
dxi + Σρ~v · ∂ ~A∂xidxi − ΣρdAidt δxi − Σ
d(mvi)
dt
δxi]dt
Igualando a cero el integrando coordenada por coordenada obtenemos el
siguiente sistema de ecuaciones:
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−ρ ∂V
∂xi
dxi + ρ~v · ∂ ~A∂xidxi − ρdAidt δxi −
d(mvi)
dt
δxi = 0
−ρ ∂V
∂xi
+ ρ~v · ∂ ~A
∂xi
− ρdAi
dt
= d(mvi)
dt
d(mvi)
dt
= −ρ ∂V
∂xi
+ ρ~v · ∂ ~A
∂xi
− ρdAi
dt
(~F )i = −ρ ∂V∂xi + ρ~v · ∂
~A
∂xi
− ρdAi
dt
Utilicemos la regla de la cadena:
dAi
dt
= ∂Ai
∂x
x˙+ ∂Ai
∂y
y˙ + ∂Ai
∂z
z˙ = x˙∂Ai
∂x
+ y˙ ∂Ai
∂y
+ z˙ ∂Ai
∂z
(~F )i = −ρ ∂V∂xi + ρ[x˙∂A1∂xi + y˙ ∂A2∂xi + z˙ ∂A3∂xi − (x˙∂Ai∂x + y˙ ∂Ai∂y + z˙ ∂Ai∂z )]
Para la coordenada x, esta ecuacio´n es:
(~F )1 = −ρ∂V∂x + ρ[x˙∂A1∂x + y˙ ∂A2∂x + z˙ ∂A3∂x − (x˙∂A1∂x + y˙ ∂A1∂y + z˙ ∂A1∂z )]
(~F )1 = −ρ∂V∂x + ρ[y˙ ∂A2∂x + z˙ ∂A3∂x − (y˙ ∂A1∂y + z˙ ∂A1∂z )]
Reunamos todas estas ecuaciones para coordenadas en una sola ecuacio´n
para vectores:
~F = ρ{−


∂V
∂x
∂V
∂y
∂V
∂z

+


y˙[∂A2
∂x
− ∂A1
∂y
]− z˙[∂A1
∂z
− ∂A3
∂x
]
z˙[∂A3
∂y
− ∂A2
∂z
]− x˙[∂A2
∂x
− ∂A1
∂y
]
x˙[∂A1
∂z
− ∂A3
∂x
]− y˙[∂A3
∂y
− ∂A2
∂z
]

}
~F = ρ(−∇V + ~v × (∇× ~A))
Teniendo en cuenta que
~E = −∇V
y que
~B = ∇× ~A
Obtenemos la Fuerza de Lorentz:
~F = ( ~E + ~v × ~B)
Al final de cuentas tenemos que el Lagrangiano de los Cosserat contiene
tanto dos de las ecuaciones del campo electromagne´tico como la fuerza de
Lorentz. Nos demoraremos un buen trecho antes de proponer una forma de
obtener las otras dos leyes que nos faltan.
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Quedamos intrigados por haber trabajado un programa exitoso donde
nos inventamos las reglas a medida que las necesita´bamos. Es posible que
eso tenga una explicacio´n, es decir pueda que exista un modelo en el cual
nuestro arte se cambie por una deduccio´n rigurosa. Pero es posible que tal
modelo no exista: gracias a los teoremas de incompletitud de Go¨del hemos
logrado saber que la naturaleza, siendo un ente complejo y mucho ma´s que
los nu´meros naturales, no puede ser reducida por completo a un modelo
consistente, sino que hay que aparece un compromiso: o uno hace un modelo
que lo explique todo pero con contradicciones o bien, uno tiene modelos
incompletos y autoconsistentes a los cuales uno tiene que adicionar reglas ad
hoc que uno debe pegar a fuerza bruta para que le funcionen las cosas.
5.2. EL HAMILTONIANO
Tenemos que hallar el Hamiltoniano que corresponde al Lagrangiano
propuesto. Podr´ıamos ir por el formalismo de la accio´n y despue´s por la in-
tegral de Feynman sobre todos los caminos. Aunque eso es posible, es muy
tedioso. Contamos, sin embargo, con otras alternativas para llegar al Hamil-
toniano. La que vamos a describir ahora acorta mucho el trabajo.
Puesto que el Hamiltoniano es el operador que describe la observable
energ´ıa, entonces debemos hallar la correspondiente expresio´n cla´sica, o sea
la energ´ıa total. Lo deseable es hallar una expresio´n que sea intr´ınseca, es
decir, que tenga la misma expresio´n en todos los sistemas de coordenadas.
Eso se hace como sigue:
Si
L = L(q1, .., qn, q˙1, .., q˙n) (59)
Entonces se cambia de variable, las velocidades q˙i se reexpresan utilizando
los momentos
pi = ∂L/∂q˙i (60)
y se define H por
H = H(q1, .., qn, p1, .., pn) =
∑
piq˙i − L (61)
Por ejemplo, si estamos en el caso de una part´ıcula que se mueve en un
campo conservativo,
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L = T − V = (1/2)m‖~v‖2 − V = (1/2m)(p2x + p2y + p2z)− V
Entonces H se calcula como
H =
∑
pix˙i−L =∑ pix˙i−(1/2)m‖~v‖2+V =∑mvivi−(1/2)m‖~v‖2+V =
m‖~v‖2 − (1/2)m‖~v‖2 + V = (1/2)m‖~v‖2 + V
= (1/2m)(p2x + p
2
y + p
2
z) + V
Vemos que se recupera la energ´ıa total.
Veamos otra forma de cuantizar, es decir de hallar la expresio´n del ope-
rador Hamiltoniano. Es una receta que no hace ma´s que automatizar los
delicados procesos que ya hemos visto.
Teniendo el Hamiltoniano cla´sico, la regla de cuantizacio´n, es decir, la
forma de crear el Hamiltoniano cua´ntico tiene tres puntos:
1) Se escribe el Hamiltoniano cla´sico en coordenadas cartesianas.
2) Al potencial cla´sico V le corresponde el operador cua´ntico V , el cual lo
u´nico que hace es tomar una funcio´n de onda y multiplicarla por la funcio´n
escalar V .
3) Al momento en una direccio´n dada, le corresponde el operador derivada
parcial en la misma direccio´n multiplicado por h¯/i.
Pongamos por caso que se trate de una part´ıcula que se mueve bajo la
accio´n de un campo de fuerzas conservativo, entonces la energ´ıa total cla´sica
es
H = (1/2)m‖~v‖2 + V = (1/2m)‖~p‖2 + V = (1/2m)(p2x + p2y + p2z) + V
Eso significa que el Hamiltoniano cua´ntico es:
H = (1/2m)[((h¯/i)∂/∂x)2 +((h¯/i)∂/∂y)2+ ((h¯/i)∂/∂z)2] + V
= (1/2m)(h¯/i)2[(∂/∂x)2 +(∂/∂y)2 + (∂/∂z)2] + V
= −(h¯2/2m)∇2 + V
Que es nuestro viejo amigo. Ahora repetiremos lo mismo para el campo
electromagne´tico:
L = (1/2)m‖~v‖2 − eφ+ (e/c)~v · ~A
= (1/2)m(v2x + v
2
y + v
2
z)− eφ+ (e/c)~v · ~A
pi = ∂L/∂x˙i = mvi + (e/c)Ai
Reescribiendo esta igualdad en forma vectorial obtenemos:
~p = m~v + (e/c) ~A⇒ ~v = (1/m)(~p− (e/c) ~A)
Como H se define por
H =
∑
piq˙i − L = ~p · ~v − L
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= (m~v + (e/c) ~A) · ~v − ((1/2)m‖~v‖2 −eφ + (e/c)~v · ~A)
= m~v · ~v + (e/c) ~A · ~v −(1/2)m~v · ~v + eφ− (e/c)~v · ~A
= (1/2)m~v · ~v + eφ
Pero, puesto que ~v = (1/m)(~p− (e/c) ~A), entonces
H = (1/2)m(1/m)(~p− (e/c) ~A) · (1/m)(~p− (e/c) ~A) + eφ
H = (1/2m)(~p− (e/c) ~A) · (~p− (e/c) ~A) + eφ (62)
Conociendo H , el operador de evolucio´n queda como de costumbre:
φ(x, t) = e−itH/h¯φ0
Ahora estamos listos para estudiar el efecto de la arbitrariedad en la
definicio´n de ~A.
Probaremos el siguiente teorema:
El electromagnetismo es una teor´ıa gauge con grupo de invariancia
local U(1).
En palabras ma´s entendibles, lo que esa jerga significa es lo siguiente:
El Hamiltoniano cua´ntico asociado a la interaccio´n electromagne´tica ad-
mite una arbitrariedad en la definicio´n del potencial vector, pues se le puede
sumar el gradiente de una funcio´n escalar cualquiera. La f´ısica de la inter-
accio´n electromagne´tica no cambia aunque cambiemos de arbitrariedad, pues
eso equivale a un cambio de fase que siendo local, tiene que ser universal.
Cambiar de fase equivale a una multiplicacio´n de la funcio´n de onda por un
elemento de U(1), es decir por una exponencial imaginaria. Al cambiar de
punto se puede tambie´n cambiar de fase (cambio local), pero en el mismo
punto todas las funciones de onda deben tener el mismo cambio de fase (es
un universal).
Este teorema exige una demostracio´n rigurosa porque, como ya sabemos,
un cambio local de fase en un proceso puede crear resultados observables.
Aca´ estamos hablando de cambios locales de fase y sin embargo estamos
prometiendo que eso no importa.
No probaremos el teorema de forma directa sino que utilizaremos una
maquinaria muy poderosa y muy u´til en varios contextos. Cada te´rmino
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utilizado en el enunciado del teorema quedara´ n´ıtidamente definido a lo largo
de la demostracio´n y so´lo ah´ı.
5.3. EL CONMUTADOR
Sean A,B,C operadores cualesquiera definidos en un espacio de Hilbert
dado, L. Definimos el conmutador entre A y B, notado [A,B], como:
[A,B] = AB − BA (63)
El espacio de Hilbert podr´ıa ser Rn y los operadores transformaciones
lineales, o matrices. El conmutador mide que´ tanto no conmutan dos opera-
dores dados. Las propiedades ba´sicas del conmutador esta´n consignadas en
el siguiente teorema, va´lido para operadores lineales:
Teorema 64. El conmutador de operadores lineales cumple:
1. [A,A] = 0
2. [A,B] = −[B,A]
3. [A, c] = 0, c ∈ C, en general, [A, f(x)] = 0, donde f(x) es una funcio´n
escalar.
4. [A,B + C] = [A,B] + [A,C]
5. [A,BC] = [A,B]C +B[A,C]
6. [A,B2] = [A,B]B +B[A,B]
7. [A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0, la identidad de Jacobi.
Demostracio´n:
1. [A,A] = AA− AA = 0
2. [A,B] = AB − BA = −(BA− AB) = −[B,A]
3. Sea ~v ∈ L, y c un escalar, entonces [A, c](~v) = A(c~v) − cA(~v) =
cA(~v)− cA(~v) = 0, de igual forma, [A, f(x)] = 0, donde f(x) es una funcio´n
escalar.
4. [A,B + C] = A(B + C) − (B + C)A = AB + AC − BA − CA =
AB − BA+ AC − CA = [A,B] + [A,C]
5. [A,BC] = ABC − BCA = ABC − BAC + BAC − BCA = (AB −
BA)C +B(AC − CA) = [A,B]C +B[A,C]
6. [A,B2] = [A,BB] = [A,B]B +B[A,B]
7. [A, [B,C]] + [B, [C,A]] + [C, [A,B]] = [A,BC−CB] + [B,CA−AC] +
[C,AB − BA]
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= [A,BC]− [A,CB] + [B,CA]− [B,AC] + [C,AB]− [C,BA]
= ABC−BCA−ACB+CBA+BCA−CAB−BAC+ACB+CAB−
ABC − CBA+BAC
= ABC−ABC−BCA+BCA−ACB+ACB+CBA−CBA−CAB+
CAB − BAC +BAC = 0
Ahora vamos a demostrar una serie de propiedades a tono con las fun-
ciones de onda, es decir, tomaremos como espacio de Hilbert, L = L2, el
conjunto de las funciones que van de R3n en los complejos C y que sean
integrables en el sentido de la norma inducida por el producto escalar. Tales
funciones pueden ser multiplicadas por funciones escalares, de tal forma que
tiene estructura de mo´dulo. En particular, pueden ser multiplicadas por las
coordenadas de una funcio´n vectorial. Por lo tanto, dichas multiplicaciones
definen operadores.
Definimos el ’operador coordenada sub-i’, xi por
xi(ψ) = xiψ (65)
El operador ’coordenada momento sub -j’ pj , por
pj(ψ) = (h¯/i)∂ψ/∂xj (66)
Los operadores ’posicio´n’ y ’momento’ se definen como
x = x1~i+ x2~j + x3~k (67)
y por
p = p1~i+ p2~j + p3~k (68)
Podemos entonces formular y probar el siguiente
Teorema 69. Relaciones de conmutacio´n de los operadores posicio´n y mo-
mento:
1. [xi,xj ] = 0
2. [pi,pj ] = 0
3. [xi,pj ] = ih¯δij
4.[f(x), g(x)] = 0
5. [f(p), g(p)] = 0
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Probemos la tercera identidad, teniendo cuidado de no confundir el nu´me-
ro complejo i con la coordenada nu´mero i:
[xi,pj ](ψ) = xipj(ψ)− pjxi(ψ) = xi(h¯/i)∂ψ/∂xj −(h¯/i)∂(xiψ)/∂xj
= xi(h¯/i)∂ψ/∂xj− (h¯/i)(∂xi/∂xj)ψ− (h¯/i)xi∂ψ/∂xj
= −(h¯/i)(∂xi/∂xj)ψ
= ih¯δijψ
Ahora viene un teorema un poco ma´s elaborado, en el cual G y F son
funciones escalares del operador posicio´n y momento, respectivamente:
Teorema 70
1.[xi, F (p)] = ih¯∂F/∂pi
2.[x, F (p)] = [
∑
xi~ei, F (p)] =
∑
[xi, F (p)]~ei
=
∑
ih¯∂F (p)/∂pi~ei = ih¯∇(pi)F (p)
3. [pi, G(x)] = ih¯∂G/∂xi
4.[p, G(x)] = [
∑
pi~ei, G(x)] =
∑
[pi, G(x)]~ei
=
∑
ih¯∂G(p)/∂xi~ei = ih¯∇G(x)
5.[p2, G(x)] = −ih¯(∇G)p− ih¯p(∇G)
Demostremos las propiedades 3 y 5, va´lidas para el caso en el cual G
pueda desarrollarse en serie.
Demostracio´n de la 3. Probemos el teorema para un monomio:
[pi,x
k
j ] =?
Para k = 0: [pi,x
0
j ] = [pi, 1] = 0
Para k = 1:[pi,xj ] = −ih¯δij = −ih¯∂xj/∂xi
Para k = 2:
[pi,x
2
j ] = [pi,xjxi]
= [pi,xj ]xj+ xj[pi,xj]
= −ih¯δijxj+ xj(−ih¯δij) = −2ih¯δijxj
= −ih¯∂x2j/∂xi
Supongamos que sea cierto para k:
[pi,x
k
j ] = −ih¯∂xkj/∂xi = −ih¯kδijxk−1j
Demostremos que tambie´n lo es para k+1:
[pi,x
k+1
j ] = [pi,xjx
k
j ] = [pi,xj ]x
k
j +xj [pi,x
k
j ] = −ih¯δijxkj +xj(−ih¯kδijxk−1j )
= −ih¯(k + 1)δijxkj
= −ih¯∂xk+1j /∂xi
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Necesitamos un detalle ma´s, y tomemos l 6= i:
[pi,x
k
jx
m
l ] = [pi,x
k
j ]x
m
l +x
k
j [pi,x
m
l ]
= [pi,x
k
j ]x
m
l + 0
= (−ih¯∂xkj/∂xi)xml
Eso quiere decir que el operador momento en la direccio´n i deriva solo
con respecto a i y las dema´s variables las ve como constantes. Podemos ver
inmediatamente la estructura general del punto 5 del teorema:
Si G es desarrollable en serie (se puede aproximar por polinomios de
tal forma que la precisio´n puede aumentarse tanto como se desea), tenemos
entonces:
G(x, y, z) = a0+a1x+a2y+a3z +a4xy+a5xz+a6yz+a7x
2 +a8y
2+a9z
2+..
Por tanto, su derivada, digamos con respecto a y, es:
∂G/∂y = a2 + a4x+ a6z + 2a8y + ..
Por otro lado:
[py, G(x, y, z)] = [py, a0+a1x +a2y+a3z+a4xy+a5xz +a6yz+a7x
2+ ..]
Aplicando la distributividad del conmutador, calculemos cada sumando
resultante. Hay que recordar que dos operadores son iguales si hacen lo mismo
sobre una funcio´n inespec´ıfica ψ. Por ejemplo, la proposicio´n que dice
[py, a2y] = −ih¯a2
se demuestra operando sobre ψ, como sigue:
[py, a2y]ψ = (h/i)∂(a2yψ)/∂y − a2y(h/i)∂ψ/∂y
= (h/i)a2ψ + (h/i)a2y∂ψ/∂y − a2y(h/i)∂ψ/∂y = (h/i)a2y = −ih¯a2y
Los ca´lculos dan:
[py, a0] = 0
[py, a1x] = 0
[py, a2y] = −ih¯a2
[py, a3z] = 0
[py, a4xy] = −ih¯a4x
[py, a5xz] = 0
[py, a6yz] = −ih¯a6z
[py, a7x
2] = 0
[py, a8y
2] = −2ih¯a8y
[py, a9z
2] = 0 ...
Sumando todas estas igualdades a lado y lado nos da:
[py, G(x, y, z)] = −ih¯a2 − ih¯a4x −ih¯a6z − 2ih¯a8y...
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Por otra parte:
∂G/∂y = a2 + a4x+ a6z + 2a8y + ..
Inferimos entonces que:
[py, G(x, y, z)] = −ih¯∂G/∂y
Que´ le falta a nuestra inferencia para que se convierta en una verdadera
demostracio´n? Escribir la fo´rmula general del polinomio de Taylor y sobre
ella aplicar lo que hemos aprendido. De pronto vendr´ıa bien una explicacio´n
de por que´ y cuando la derivada de la serie de una funcio´n es la serie de la
derivada de la funcio´n.
Demostracio´n de la propiedad 5:
5.[p2, G(x)] = −[G(x),p2] = −[G(x),pp] = −[G(x),p]p− p[G(x),p]]
= [p, G(x)]p +p[p, G(x)]
= −ih¯(∇G)p− ih¯p(∇G)
Procuremos en los siguientes teoremas no confundir el nu´mero e con la
carga del electro´n, denotada por la misma letra:
Teorema 71 ∇eieΛ/h¯c = ie(∇Λ)/h¯c) eieΛ/h¯c
Esto se debe a que el gradiente produce un vector tal que en cada coorde-
nada va una derivada parcial, la cual opera sobre una exponencial. La regla
de la cadena da: la derivada del exponente por la misma exponencial.
Teorema 72
Sea Λ = Λ(x), entonces:
e−ieΛ/h¯cpeieΛ/h¯c = p+ e∇Λ/c
Demostracio´n:
e−ieΛ/h¯cpeieΛ/h¯c = e−ieΛ/h¯c(peieΛ/h¯c −eieΛ/h¯cp +eieΛ/h¯cp)
= e−ieΛ/h¯c([p, eieΛ/h¯c] +eieΛ/h¯cp)
= e−ieΛ/h¯c(−ih¯∇eieΛ/h¯c) +e−ieΛ/h¯ceieΛ/h¯cp
= e−ieΛ/h¯c(−ih¯∇eieΛ/h¯c) +p
= e−ieΛ/h¯c(−ih¯(ie(∇Λ)/h¯c) eieΛ/h¯c) +p
= e−ieΛ/h¯c(e/c)(∇Λ) eieΛ/h¯c +p
= (e/c)e−ieΛ/h¯c eieΛ/h¯c(∇Λ) +p
= (e/c)(∇Λ) +p
= p+ (e/c)∇Λ
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Ahora procedemos con p2:
Teorema 73
Sea Λ = Λ(x), entonces:
e−ieΛ/h¯cp2eieΛ/h¯c = (p+ (e/c)∇Λ)2
Demostracio´n:
e−ieΛ/h¯cp2eieΛ/h¯c = e−ieΛ/h¯c(p2eieΛ/h¯c −eieΛ/h¯cp2 +eieΛ/h¯cp2)
= e−ieΛ/h¯c([p2, eieΛ/h¯c] +eieΛ/h¯cp2)
= e−ieΛ/h¯c[p2, eieΛ/h¯c] +e−ieΛ/h¯ceieΛ/h¯cp2
= e−ieΛ/h¯c[p2, eieΛ/h¯c] +p2
(Ahora aplicamos [A,B2] = [A,B]B +B[A,B] y la propiedad 4 )
= e−ieΛ/h¯c{−ih¯(∇eieΛ/h¯c)p +p(−ih¯(∇eieΛ/h¯c))} +p2 (por la propiedad 5)
= e−ieΛ/h¯c{−ih¯(ie∇Λ/h¯c)eieΛ/h¯cp +p(−ih¯(ie∇Λ/h¯c) eieΛ/h¯c)} +p2
= e−ieΛ/h¯c{eieΛ/h¯c(e∇Λ/c)p +p(eieΛ/h¯c(e∇Λ/c))} +p2
= (e/c)∇Λp +(e/c)e−ieΛ/h¯cpeieΛ/h¯c∇Λ +p2
= (e/c)∇Λp +(e/c)((e/c)∇Λ + p)∇Λ +p2
= (e/c)∇Λp +(e/c)2(∇Λ)2 +(e/c)p∇Λ +p2
= p2 + (e/c)p∇Λ +(e/c)∇Λp +(e/c)2(∇Λ)2
= (p+ (e/c)∇Λ)2
Analicemos una variante ma´s con una translacio´n local:
Teorema 74
Sea G = G(x) una funcio´n vectorial de la posicio´n. Entonces se cumple
que:
e−ieΛ/h¯c(p −G)2eieΛ/h¯c = (p+ (e/c)∇Λ−G)2
Demostracio´n:
e−ieΛ/h¯c(p −G)2eieΛ/h¯c
= e−ieΛ/h¯c(p2 −pG−Gp +G2)eieΛ/h¯c
= e−ieΛ/h¯cp2eieΛ/h¯c −e−ieΛ/h¯cpGeieΛ/h¯c −e−ieΛ/h¯cGpeieΛ/h¯c
+e−ieΛ/h¯cG2eieΛ/h¯c
= e−ieΛ/h¯cp2eieΛ/h¯c −e−ieΛ/h¯cpeieΛ/h¯cG −Ge−ieΛ/h¯cpeieΛ/h¯c
+e−ieΛ/h¯cG2eieΛ/h¯c
= (p+ (e/c)∇Λ)2 −(p+ (e/c)∇Λ)G −G(p+ (e/c)∇Λ) +G2
= (p+ (e/c)∇Λ−G)2
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Aplicando el anterior teorema (74) cuando G = (e/c)(A+∇Λ) tenemos:
Teorema 75
Definiendo
H = (p− (e/c)A)2
y
HΛ = (p −(e/c)(A+∇Λ))2
Se cumple que:
e−ieΛ/h¯cHΛeieΛ/h¯c = H
Demostracio´n:
e−ieΛ/h¯cHΛeieΛ/h¯c
= e−ieΛ/h¯c(p −(e/c)(A+∇Λ))2eieΛ/h¯c = (p+(e/c)∇Λ −(e/c)(A+∇Λ))2
= (p− (e/c)A)2 = H
Toda la maquinaria que hemos desarrollado hasta ahora nos permite de-
mostrar muy co´modamente que el electromagnetismo es una teor´ıa gauge con
grupo de invariancia local U(1). En efecto:
Consideremos el Hamiltoniano
H = (p− (e/c)A)2
Su ecuacio´n de Schro¨edinger correspondiente es:
Hψ = (p− (e/c)A)2ψ = (−h¯/i)∂ψ/∂t
Puesto que A admite una arbitrariedad, pues esta´ definida mo´dulo un
gradiente cualesquiera de una funcio´n so´lo de posicio´n, debemos comparar la
f´ısica producida por H con la producida por:
HΛ = (p −(e/c)(A+∇Λ))2
Su ecuacio´n de Schro¨edinger es:
HΛψΛ = (p− (e/c)(A+∇Λ))2ψΛ = (−h¯/i)∂ψΛ/∂t
Tomemos la primera ecuacio´n y utilicemos los teoremas anteriores pero
al reve´s:
Hψ = (p− (e/c)A)2ψ = (−h¯/i)∂ψ/∂t
e−ieΛ/h¯c(p− (e/c)(A+∇Λ))2eieΛ/h¯cψ = (−h¯/i)∂ψ/∂t
O sea:
e−ieΛ/h¯cHΛ eiΛ/h¯cψ = (−h¯/i)∂ψ/∂t
Si multiplicamos por eiΛ/h¯c en ambos lados:
HΛe
ieΛ/h¯cψ = (−h¯/i)eieΛ/h¯c∂ψ/∂t
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Finalmente obtenemos:
HΛ(e
ieΛ/h¯cψ) = (−h¯/i)∂(eieΛ/h¯cψ)/∂t
Podemos entonces resumir:
Teorema 76
Teorema:
ψ es solucio´n de
Hψ = (p− (e/c)A)2ψ = (−h¯/i)∂ψ/∂t
ssi
ψΛ = e
ieΛ/h¯cψ es solucio´n de
HΛψΛ = (p− (e/c)(A+ ∇Λ))2ψΛ = (−h¯/i)∂ψΛ)/∂t
Verbalizamos este teorema diciendo que la arbitrariedad en la definicio´n
del vector potencialAmo´dulo el gradiente de una funcio´n de posicio´n Λ(x) es
equivalente a un cambio local de fase en la funcio´n de onda. La palabra ’local’
significa que en cada punto del espacio se puede tomar una fase diferente,
puesto que la funcio´n Λ depende del lugar en donde se este´.
Anteriormente vimos que un cambio global de fase no cambia la f´ısica
en absoluto. Cua´l sera´ el efecto de un cambio local de fase? Tenemos que
investigar los valores propios del Hamiltoniano y adema´s las probabilidades
correspondientes a cada medicio´n.
Teorema 77. Un cambio local de fase es una isometr´ıa, es decir, no crea
ni destruye probabilidades.
Demostracio´n :
Un cambio local de fase es equivalente a multiplicar por una exponencial
imaginaria. Esto viene del hecho de que todo nu´mero complejo tiene un loga-
ritmo (que no es una funcio´n, por lo que hay que tomar una rama apropiada)
y por tanto, toda funcio´n de onda puede reescribirse como la exponencial de
una cierta funcio´n compleja.
Cambio de fase global: ψ → eφoψ
Cambio de fase local: ψ → eφ(x)ψ = eieΛ(x)/h¯cψ
Una probabilidad importante se da por el producto interno entre dos
funciones de onda ψ1, ψ2. Antes del cambio de fase, la probabilidad es sim-
plemente < ψ1, ψ2 >. Con el cambio de fase local, el mismo para ambas
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funciones, las funciones se cambian en eieΛ(x)/h¯cψ1 y e
ieΛ(x)/h¯cψ2 respectiva-
mente: Por lo tanto, el producto interno se convierte en:
< eieΛ(x)/h¯cψ1, e
ieΛ(x)/h¯cψ2 >=
=
∫
eieΛ(x)/h¯cψ1(e
ieΛ(x)/h¯cψ2)
∗
=
∫
eieΛ(x)/h¯cψ1e
−ieΛ(x)/h¯cψ∗2
=
∫
ψ1ψ
∗
2
=< ψ1, ψ2 >
Por lo tanto, un cambio local de fase no crea ni destruye probabilidades.
Revisemos que´ pasa con los valores propios:
Teorema 78
Teorema:
(ψ, λ) es un par propio de H ssi
(eieΛ(x)/h¯cψ, λ) es un par propio de HΛHΛe
ieΛ/h¯c
Demostracio´n: Nos basamos en un resultado anterior:
Si
H = (p− (e/c)A)2
y
HΛ = (p −(e/c)(A+∇Λ))2
Se cumple que:
e−ieΛ/h¯cHΛeieΛ/h¯c = H
Utilizando este resultado tenemos:
(ψ, λ) es un par propio de H ssi
Hψ = λψ ssi
e−ieΛ/h¯cHΛ eieΛ/h¯cψ = λψ
ssi
HΛe
ieΛ/h¯cψ = λeieΛ/h¯cψ
ssi
HΛ(e
ieΛ/h¯cψ) = λ(eieΛ/h¯cψ)
Lo cual dice que si (ψ, λ) es un par propio de H, entonces (λ, eieΛ/h¯cψ) es
un par propio de otro operador Hamiltoniano que conlleva la misma f´ısica,
pues todo lo que hace es involucrar un gradiente en la definicio´n del potencial
vector. En este caso, la f´ısica esta´ dada por los saltos de energ´ıa, dados por
los valores propios, y por las probabilidades de transicio´n, dadas por los
productos interiores.
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Por lo tanto, los valores propios se conservan aunque haya un cambio local
de fase. Pero como el Hamiltoniano es el operador de evolucio´n, un cambio
local de fase podr´ıa modificar las mediciones de otra observables. Sera´ ese el
caso?
Teorema 79. Un cambio local de fase no cambia las probabilidades de
ninguna medicio´n.
Demostracio´n:
Sea B un operador autoadjunto que represente una observable determina-
da, con pares propios (bi, φi). Entonces, la probabilidad pi de que se obtenga
como medicio´n de B el valor bi cuando el sistema esta´ en el estado ψ es:
pi = | < φi, ψ > |2
Supongamos entonces que el sistema se prepara en la condicio´n inicial φ0.
Si lo sometemos a evolucio´n segu´n H y hacemos una medicio´n de B en el
tiempo t, la probabilidad pt,i de que se obtenga como medicio´n de B el valor
bi es
pt,i = | < φi, e−itH/h¯ψ0 > |2
Recordando que e−itH/h¯ψ0 = ψ(x, t),
pt,i = | < φi, e−itH/h¯ψ0 > |2 = | < φi, ψ(x, t) > |2
Ahora bien, si el sistema evoluciona bajo la accio´n de HΛ, entonces en el
tiempo t el sistema se encontrara´ en el estado (eieΛ/h¯cψ(x, t)). Observemos
ahora por que´ no nos funcionan las cosas:
Si el sistema en el tiempo t esta´ en el estado φi, las probabilidades aso-
ciadas a las mediciones ser´ıan:
pt,i,Λ = | < φi, eieΛ/h¯cψ(x, t) > |2
= | ∫ φieieΛ/h¯cψ(x, t)dV |2
No podemos sacar la fase, puesto que ella ya no es una constante, sino que
ahora var´ıa, puesto que el cambio de fase es local o sea que Λ es funcio´n de
la posicio´n ~x. Para que las cosas funciones claramente, revisemos el siguiente
detalle:
Hacer un cambio de fase, equivale rotar los ejes del plano complejo. Si
hacemos eso, co´mo podremos modificar una funcio´n de onda y no otra en el
mismo sitio? Podemos modificar la fase en sitios diferentes, pero no podemos
modificar en el mismo sitio la fase de funciones de onda diferentes, puesto
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que las funciones de onda no son observables. Si lo fuesen, uno podr´ıa aspirar
a separar una funcio´n de onda de otra y modificarlas a voluntad. Pero no lo
son y lo que le pase a una en un lugar, necesariamente ha de pasarle a otra
cualquiera en ese mismo lugar.
Por lo tanto, no podemos escribir
pt,i,Λ = | < φi, eieΛ/h¯cψ(x, t) > |2
Debemos transformar a φ en eieΛ/h¯cφ (esta precaucio´n no fue tomada an-
teriormente cuando estudia´bamos el cambio global de fase: por favor, corrija
la demostracio´n adecuadamente) y con esa aclaracio´n las probabilidades aso-
ciadas a las mediciones de B son:
pt,i,Λ = | < eieΛ/h¯c φi, eieΛ/h¯cψ(x, t) > |2
Pero como un cambio local de fase que afecte a todas las funciones por
igual es una isometr´ıa, entonces podemos cerrar la discusio´n:
pt,i,Λ = | < φi, ψ(x, t) > |2 = pt,i
Hemos demostrado que un cambio de fase que sea local no afecta la f´ısica
para nada siempre y cuando no discrimine entre funciones de onda en el
mismo punto.
Nuestro resumen es:
En meca´nica cua´ntica, siempre podemos agregar al potencial vector el
gradiente de una funcio´n escalar en el Hamiltoniano que representa el campo
electromagne´tico. Eso es equivalente a un cambio local de fase, el cual
debe ser universal para todas las funciones de onda.
En otras palabras, la invariancia gauge del electromagnetismo cla´sico,
de permitir una arbitrariedad en el potencial vector mo´dulo el gradiente de
una funcio´n escalar, se transformo´ en meca´nica cua´ntica en la invariancia
gauge de permitir una arbitrariedad en la definicio´n de la fase mo´dulo una
funcio´n escalar que puede variar de punto a punto.
Hacer un cambio local de fase es lo mismo que multiplicar localmente por
un elemento de U(1). Por tanto, el resumen de todo es:
La interaccio´n electromagne´tica es una teor´ıa Gauge con grupo de inva-
riancia local U(1).
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5.4. LA LUZ Y LA GUERRA
Un registro antiguo cuenta as´ı: ”Y se corrompio´ la tierra delante de Dios,
y estaba la tierra llena de violencia”. Podemos ver que eso sigue siendo cierto
hasta el d´ıa de hoy. La primera bomba ato´mica fue construida por un grupo
de genios que pod´ıan expresarse con tal claridad, precisio´n y sabidur´ıa que
no necesitaban repetirse las cosas dos veces para que e´stas quedaran en claro.
Uno de ellos era Feynman, en ese tiempo, apenas un jovencito tamborilero.
Por esta e´poca, las bombas de destruccio´n masiva no esta´n de moda.
Ahora lo que se quiere es poder para hacer operaciones estrate´gicas de alta
efectividad. Como punta de lanza se trabaja en el perfeccionamiento del
programa de posicionamiento global, gracias al cual se espera poder hacer
operaciones quiru´rgicas de alta precisio´n en cualquier parte del planeta.
Surge entonces la necesidad de poder medir con exactitud. La medida
fundamental es la del tiempo. Si uno puede medir el tiempo, uno puede
medir la distancia utilizando la velocidad de la luz como referencia.
Para medir el tiempo se cuenta los periodos de oscilacio´n de un rayo de
luz. La luz sale de a´tomos excitados que regresan a un punto de potencial
ma´s bajo. La frecuencia de dicha luz, vista desde un sistema de coordenadas
que viaja con el a´tomo, es siempre la misma. Pero los a´tomos se mueven y
son como sirenas que pasan: cuando se acercan agudizan el sonido y cuando
se alejan lo agravan. Se denomina efecto Doppler a este feno´meno. Debido
a que los a´tomos reales siempre se mueven, incluso casi en el cero absoluto,
por causa del efecto Doppler no se puede au´n medir el tiempo con precisio´n
absoluta.
Se sigue buscando: se ha logrado ya hacer que la luz coherente (laser)
frene part´ıculas casi al cero absoluto. Pero la precisio´n au´n no es suficiente
para que los gerentes de la guerra este´n tranquilos.
Se sigue trabajando y es un gran orgullo para cualquiera poder mostrar
algo nuevo al respecto.
5.5. EL TEOREMA DE NOETHER
Vimos que existe una versio´n en meca´nica cla´sica del teorema de Noether.
Podemos inferir que en meca´nica cua´ntica debe ser lo mismo. La razo´n es
que la meca´nica cla´sica es un caso l´ımite de la cua´ntica y que adema´s hay un
me´todo automa´tico para pasar de la meca´nica cla´sica a la cua´ntica. En esta
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seccio´n formalizaremos esa idea.
Lo primero que debemos hacer es preguntarnos co´mo podremos codifi-
car en meca´nica cua´ntica la proposicio´n de que la f´ısica de un sistema sea
invariante ante la accio´n de un grupo.
En meca´nica cua´ntica la f´ısica esta´ ligada a la observacio´n, la cual es pre-
dicha, de un parte, por los valores propios de los operadores que representan
las observables y, por otra, por las probabilidades de transicio´n. Los valores
propios dan las mediciones posibles que la observable puede arrojar y las
probabilidades de transicio´n permiten predecir la dina´mica observacional del
sistema, pues la dina´mica en s´ı esta´ descrita por el Hamiltoniano que es el
operador de la energ´ıa que es el operador de evolucio´n.
Consideremos entonces un sistema con Hamiltoniano H que no depende
del tiempo. La probabilidad de que un sistema que se encuentre en el estado
ψ sea registrado en el estado φ esta´ dada por
‖ < φ, ψ > ‖2
Consideremos la accio´n de un grupo. Para fijar ideas, digamos que se
trata del grupo de las rotaciones, y consideremos que la accio´n del grupo
no afecta la f´ısica: poco nos importa que el sistema se estudie en el centro
del salo´n o al final del pasillo, o si lo orientamos hacia la ventana o hacia la
estrella polar (para experimentos ele´ctricos esto no es perfectamente cierto:
por las paredes y el piso van cables que transportan cargas en movimiento
que crean campos magne´ticos cuyo efecto no ha de ser despreciable en todas
las direcciones).
El sistema observado antes de la rotacio´n esta´ descrito por la funcio´n de
onda ψ, y despue´s de la rotacio´n por ψ′. Debe haber una manera biun´ıvoca
de pasar de una descripcio´n a la otra, es decir, debe ser posible especificar
un operador U que transforme una descripcio´n en la otra:
ψ → ψ′ = Uψ
Hemos escogido la letra U para designar dicho operador teniendo en cuen-
ta que ha de ser un operador unitario, es decir tiene que conservar las pro-
babilidades de transicio´n.
‖ < φ, ψ > ‖2 = ‖ < φ′, ψ′ > ‖2
= ‖ < Uφ′, Uψ′ > ‖2 = ‖ < φ′, U †Uψ′ > ‖2
Por otro lado, estos operadores esta´n directamente asociados a las rotacio-
nes y, en cierto sentido, el conjunto de operadores es una copia del conjunto
de rotaciones, de tal manera que las relaciones algebraicas se conservan: se
dice que el grupo de operadores representa al grupo de las rotaciones.
Para poder decir que la f´ısica no cambia con una rotacio´n, debemos exigir
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que las leyes de la naturaleza se vean exactamente de la misma forma este´ o no
el sistema rotado. Tenemos sola una ley, la ley de evolucio´n la cual esta´ dada
por el Hamiltoniano:
i∂ψ/∂t = Hψ
i∂ψ′/∂t = Hψ′
adema´s, las probabilidades de transicio´n deben ser las mismas:
< φ′, Hψ′ >=< φ,Hψ >
Pero teniendo en cuenta que hay una relacio´n entre las dos funciones de
onda, la cual esta´ mediada por un operador unitario U :
< φ′, Hψ′ >=< Uφ,HUψ > , usando el adjunto de U nos queda:
< Uφ,HUψ >=< φ,U †HUψ >
por transitividad:
< φ,Hψ >=< φ′, Hψ′ >=< Uφ,HUψ >=< φ,U †HUψ >
y como eso es cierto para cualquier sistema f´ısico, se deduce que
H = U †HU
multiplicando por U a ambos lados y teniendo en cuenta que
U †U = UU † = I se tiene que
UH = UU †HU = HU
lo que implica que:
HU − UH = 0 = [U,H ]
Hemos demostrado entonces el siguiente
Teorema (80) Decir que la f´ısica es invariante ante la accio´n de un gru-
po es lo mismo que decir, en meca´nica cua´ntica, que la representacio´n del
grupo en el espacio de operadores unitarios forma un grupo con la misma
estructura que el grupo dado y que cada uno de sus elementos conmuta con
el Hamiltoniano. Eso es equivalente a:
Teorema (81) El valor esperado de U es una constante de la dina´mica.
i(d/dt) < ψ,Uψ(t) >=< ψ,UH −HUψ >= 0.
Demostracio´n:
Ignorando la constante de Planck
i(d/dt) < ψ,Uψ(t) >= i < (∂/∂t)ψ, Uψ(t) > +i < ψ, (∂/∂)Uψ(t) >
=< i(∂/∂t)ψ, Uψ(t) > + < ψ,−i(∂/∂t)Uψ(t) >
=< Hψ,Uψ(t) > − < ψ,HUψ(t) >
=< ψ,HUψ(t) > − < ψ,HUψ(t) >
=< ψ, (HU −HU)ψ >= 0.
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donde hemos utilizado el hecho de que el Hamiltoniano es autoadjunto:
H = H†. Como el Hamiltoniano conmuta con U , la derivada es cero, el valor
esperado es constante, por lo que es una constante del movimiento.
Es eso el teorema de Noether?
No, el teorema de Noether es algo mucho ma´s fino:
Para fijar ideas, sigamos pensando en las rotaciones. Ellas se pueden su-
mar y restar, es decir, componer hacia la derecha o hacia la izquierda de
forma asociativa pero no conmutativa. Adema´s, la rotacio´n nula recobra la
identidad, pues no hace nada y cada rotacio´n tiene su inversa. Pero resulta
que toda rotacio´n es una sucesio´n de rotaciones infinitesimales.
Para hablar de rotaciones en meca´nica cua´ntica, necesitamos representar
al grupo en el grupo de los operadores unitarios. Como estamos trabajando
con una representacio´n, la rotacio´n nula se representa con la identidad. Por
otro lado, una rotacio´n infinitesimal ha de representarse por un operador
ligeramente diferente de la identidad. Consideremos un eje fijo, y sobre el
pongamos una rotacio´n infinitesimal, el operador correspondiente es de la
forma:
U = I − iǫJ
donde ǫ es un nu´mero real que uno hace tender a cero para producir
una rotacio´n infinitesimal, en tanto que J es el operador que representa la
’direccio´n’ de la rotacio´n izquierda determinada por el eje escogido. El nu´mero
i se eligio´ para poder asegurar que J sea autoadjunto o sea que represente
una observable:
Teorema (82) Si U es unitario y U = I − iǫJ entonces J es autoadjunto
Demostracio´n:
Si U es unitario, entonces I = U †U . Tenemos:
U † = (I − iǫJ)† = (I + iǫJ†)
por lo que
I = U †U = (I + iǫJ†)(I − iǫJ)
= I + iǫJ† − iǫJ + ǫ2J2
como ǫ es infinitesimal, su cuadrado es despreciable al tomar el l´ımite:
I = I + iǫ(J† − J)
simplificando:
0 = iǫ(J† − J)
es decir
J† = J
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Jerga: a J se le llama un generador del grupo. El conjunto de gene-
radores forma un espacio vectorial (ejercicio) que se llama el a´lgebra de
Lie asociada al grupo de Lie dado. Obse´rvese que, en particular, en vez de
escribir U = I − iǫJ hubie´semos podido definir U = I + iǫJ .
Ahora, hagamos una generalizacio´n de algo que ya hemos visto:
Teorema sobre la conservacio´n de la carga (83). Si H es autoadjun-
to, es decir, si H = H†, o lo que es lo mismo, si < Hψ, ψ >=< ψ,Hψ >,
entonces la dina´mica definida por H conserva la norma de cada funcio´n de
onda, lo cual implica que tambie´n se conserva la probabilidad total y por tanto
la carga.
Demostracio´n:
i∂ψ/∂t = Hψ es la ecuacio´n que da la dina´mica. Multiplicando por −i:
∂ψ/∂t = −iHψ
Por otra parte y utilizando primas para denotar derivada temporal:
(d/dt)||ψ||2 =
(d/dt) < ψ, ψ >=< ψ′, ψ > + < ψ, ψ′ >=< −iHψ, ψ > + < ψ,−iHψ >
= −i < Hψ, ψ > +i < ψ,Hψ >
(pero como H es autoadjunto, < Hψ, ψ >=< ψ,Hψ >)
= −i < ψ,Hψ > +i < ψ,Hψ >= 0
Esto da la conservacio´n de la norma cuadrado. Como la norma cuadrado
se interpreta como la probabilidad total, dicha probabilidad se conserva. Mul-
tiplicando en todas partes por la carga del electro´n o del proto´n, deducimos
que un operador autoadjunto no crea ni destruye part´ıculas cargadas. Como
las part´ıculas masivas neutras las consideramos no elementales, inferimos que
un operador autoadjunto no crea ni destruye part´ıculas en general.
Notemos ahora que el operador de evolucio´n cambia funciones de onda
en funciones de onda, eso genera una dina´mica descrita por el grupo de
operadores unitarios dados por
U = e−iHt
desarrollando en serie, para t muy pequen˜o,
U = I − itH
Notemos que U es unitario, U †U = UU † = I, y H es autoadjunto.
Teorema de Noether (84) Sea G un grupo ante el cual la f´ısica es in-
variante. EL a´lgebra de Lie del grupo de representaciones de G esta´ formado
por operadores autoadjuntos y que por consiguiente representan observables,
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cuyos valores propios son constantes en el tiempo, o sea son constantes de
movimiento.
Demostracio´n:
Sea U un elemento del grupo de invariancia infinitesimalmente diferente
de la identidad: U = I − iǫJ ,y sea λ un valor propio de J , es decir Jψ = λψ.
Nuestra tarea es demostrar que la derivada temporal de dicho valor propio
es cero.
Recordando que el valor esperado de U es constante en el tiempo nos
queda:
i(d/dt) < ψ,Uψ >= 0
pero U = I − iǫJ , por lo cual:
i(d/dt) < ψ, (I − iǫJ)ψ >= 0
i(d/dt) < ψ, ψ − iǫλψ >= 0
i(d/dt) < ψ, (1− iǫλ)ψ >= 0
i(d/dt)[(1 + iǫλ) < ψ, ψ >] = 0
puesto que λ es real, pues J es autoadjunto.
Como la norma cuadrado se conserva y es no nula
i < ψ, ψ > (d/dt)[(1 + iǫλ)] = 0
(d/dt)[(1 + iǫλ)] = 0
iǫ(dλ/dt] = 0
por lo cual la derivada de λ es nula: los valores propios de los operadores
del a´lgebra de Lie del grupo de invariancia se conservan.
5.6. LA CONSERVACION LOCAL DE LA
CARGA
Nosotros ya vimos que toda evolucio´n dada por un grupo de evolucio´n de
operadores unitarios, necesariamente conserva la carga ele´ctrica. Pero sucede
que tal conservacio´n es global, es decir, si en un momento dado la carga
total del universo es cero, para un universo globalmente neutro, podemos
garantizar que por la eternidad la situacio´n seguira´ siendo la misma.
Todos los resultados experimentales conocidos hasta la fecha predicen que
la carga se conserva no so´lo globalmente sino tambie´n localmente. Es decir,
en cada rinco´n del universo donde haya carga nula, seguira´ habiendo carga
nula, si dicho rinco´n se mantiene aislado del resto del mundo. Eso no implica
que el nu´mero de cargas positivas siga invariante ni tampoco que el nu´mero
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de cargas negativas siga invariante. Significa que si se crean 3 part´ıculas
positivas, entonces necesariamente se creara´n 3 part´ıculas negativas.
Para generalizar la conservacio´n de la carga a cualquier rinco´n aislado
del mundo se requiere que los cambios globales de fase tambie´n se puedan
generalizar a cambios locales. Veamos por que´ dichos cambios locales implican
la conservacio´n local de la carga.
De acuerdo al teorema de Noether, si la f´ısica de un sistema es invariante
ante un cambio global de fase, debe haber alguna cantidad que se conserva.
Dicha cantidad es evidente: como la evolucio´n cua´ntica es una isometr´ıa, la
norma en L2 de cada funcio´n de onda se conserva. Dicha norma es uno. Por
lo tanto, ese uno siempre se conserva, de lo cual deducimos que la meca´nica
cua´ntica ni crea ni destruye part´ıculas. El uno de la norma se multiplica por
la carga del electro´n y se concluye que en meca´nica cua´ntica ni se crea ni se
destruye carga ele´ctrica. Y lo que hemos dicho lo hemos argumentado para
un cambio global de fase.
La norma resulta de evaluar una integral sobre todo el volumen de in-
tegracio´n. Hemos asumido que se trata de todo el espacio R3, lo cual tiene
sentido para una onda que se extiende por todo el universo. Pero se consi-
dera que las part´ıculas elementales, como creadoras de campo, son objetos
puntuales. Por lo tanto, no es necesario tomar todo el universo como dominio
de integracio´n. Es suficiente tomar una esfera de radio infinitesimal centrada
en la part´ıcula y entonces el te´rmino ’global’ se convierte en ’local’.
Quedamos entonces ante la necesidad de admitir que la conservacio´n de la
carga debe ser una ley que se cumple tanto global como localmente. Por eso
es que hemos dado la pelea para garantizar que los cambios de fase tambie´n
puedan ser locales, y que se pueda variar la fase de lugar a lugar. De esa
forma varios experimentadores en diferentes lugares podra´n comparar sus re-
sultados de laboratorio sin necesidad de guardar protocolos complicad´ısimos
de orientacio´n en espacio curvo del uno con respecto al otro.
5.7. EL EFECTO DE AHARANOV-BOHM
Se acostumbra atribuir a Aharonov y Bohm la gloria de imaginar en
1959 un experimento que podr´ıa evidenciar un efecto electromagne´tico no
cla´sico (diez an˜os antes W. Ehrenberg y R. E. Siday ya hab´ıan propuesto la
misma idea, pero como al turco del Principito, nadie les paro´ bolas). El ex-
perimento se ha llevado a cabo con e´xito por otros investigadores, Chambers
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fue el primero en 1960, A.Tonomura tambie´n lo repitio´ en 1982. Hacia 1998
se hizo uno muy refinado usando te´cnicas de estado so´lido.
El arreglo experimental incluye un hilito magnetizado, delgadito pero muy
largo, que cuelga verticalmente. Dicho hilo tiene un campo magne´tico en su
interior que tiene la misma direccio´n que el hilo, pero su magnetismo alcanza
a influenciar el espacio que le es exterior tan so´lo en los polos del hilo, que se
les deja por alla´ bien lejos del experimento. Se hace pasar horizontalmente
una corriente de electrones por el espacio que circunda el hilo desde un punto
de origen ’a’ hasta un punto de registro ’b’, al otro lado del hilo. El hilo
esta´ blindado con una substancia aislante y los electrones no tocan ni el hilo
ni el campo magne´tico que hay en su interior.
La pregunta que hay que responder es la siguiente: De que´ forma depende
la corriente de electrones del flujo del campo magne´tico dentro del hilo?
De acuerdo a la meca´nica cla´sica, el grado de magnetizacio´n del hilo para
nada debe influir la corriente de electrones, pues la fuerza de Lorentz depende
del campo magne´tico y este para nada afecta a ningu´n electro´n, pues el campo
esta´ dentro del hilo y los electrones viajan por fuera del hilo.
Estudiemos ahora la prediccio´n cua´ntica.
Primero tendremos que calcular la amplitud de ir de ’a’ a ’b’, K(a, b).
Esta amplitud se puede dividir en dos grandes contribuciones, la debida a
los caminos que pasan por un lado del hilo y las que pasan por el otro lado.
Llame´moslas por arriba y por abajo, respectivamente:
K(a, b) = K(a, b)arriba +K(a, b)abajo
Nosotros vamos tras la f´ısica, es decir, tras efectos observables. Por eso,
calculamos la probabilidad P de que una part´ıcula llegue a su objetivo, el
punto ’b’:
P = |K(a, b)|2 = |K(a, b)arriba +K(a, b)abajo|2
= (K(a, b)arriba +K(a, b)abajo)(K(a, b)arriba +K(a, b)abajo)
∗
= (K(a, b)arriba +K(a, b)abajo)(K(a, b)
∗
arriba +K(a, b)
∗
abajo)
= K(a, b)arribaK(a, b)
∗
arriba +K(a, b)
∗
arribaK(a, b)abajo
+K(a, b)arribaK(a, b)
∗
abajo +K(a, b)abajoK(a, b)
∗
abajo
= |K(a, b)arriba|2 + |K(a, b)abajo|2
+K(a, b)∗arribaK(a, b)abajo +K(a, b)arribaK(a, b)
∗
abajo
Un nu´mero complejo siempre se puede escribir como su mo´dulo por la
exponencial de su argumento:
K(a, b)arriba = ae
iφ = acosφ+ iasenφ por lo que
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|K(a, b)arriba|2 = a2
K(a, b)abajo = be
iψ = bcosψ + ibsenψ por lo que
|K(a, b)abajo|2 = b2
De tal forma que
K(a, b)arribaK(a, b)
∗
abajo = abe
iφe−iψ
= abei(φ−ψ) = abcos(φ− ψ)− iabsen(φ− ψ)
En tanto que
K(a, b)∗arribaK(a, b)abajo = abe
−iφeiψ = abei(−φ+ψ)
= abcos(−φ + ψ)− iabsen(−φ + ψ) = abcos(φ− ψ) + iabsen(φ − ψ)
porque hemos utilizado la paridad del coseno y la imparidad del seno.
Sumando las dos expresiones buscadas nos queda:
K(a, b)∗arribaK(a, b)abajo +K(a, b)arribaK(a, b)
∗
abajo
= 2abcos(φ− ψ) .
Por consiguiente
P = a2 + b2 + 2abcos(φ− ψ)
Tenemos una prediccio´n para elaborar: la probabilidad de llegar a ’b’
tiene un componente sinusoidal que depende de la diferencia de fase de las
contribuciones por arriba y por abajo. Averigu¨emos dicha diferencia. Para
eso nos sirve el formalismo Lagrangiano:
El Lagrangiano de la interaccio´n electromagne´tica esta´ dado por:
L = (1/2)m‖~v‖2 − eφ+ (e/c)~v · ~A
Como en nuestro experimento no hay campo ele´ctrico, el Lagrangiano se
reduce a :
L = (1/2)m‖~v‖2 + (e/c)~v · ~A = L0 + (e/c)~v · ~A
donde L0 representa el Lagrangiano de una part´ıcula libre, cuya accio´n
correspondiente notamos como S0.
El Lagrangiano representa el peaje por unidad de camino. La accio´n es
el peaje total a lo largo de un recorrido. Si tenemos un camino γ ya parame-
trizado, la accio´n es:
S(a, b, γ) =
∫
γ L =
∫
γ(L0 + (e/c)~v · ~A) = S0 +
∫
γ(e/c)~v · ~A
Dicha accio´n cla´sica debida al camino γ presenta un aporte cua´ntico a la
amplitud total ’proporcional’ a:
e(i/h¯)S(a,b,γ) = e
(i/h¯)[S0+
∫
γ
(e/c)~v· ~A]
De tal forma que la amplitud total K(a, b) resulta de la integracio´n de
los aportes parciales de todos y cada uno de los caminos posibles:
K(a, b) =
∫ b
a e
(i/h¯)[S0+
∫
γ
(e/c)~v· ~A]
Dγ
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Dividiendo esta amplitud en sus dos grandes contribuciones obtenemos:
K(a, b) = K(a, b)arriba +K(a, b)abajo
=
∫ b
a e
(i/h¯)S0 e
(i/h¯)
∫
γ
(e/c)~v· ~A
Dγarriba +
∫ b
a e
(i/h¯)S0 e
(i/h¯)
∫
γ
(e/c)~v· ~A
Dγabajo
Ahora debemos cuadrar el experimento para que el efecto de la energ´ıa
cine´tica sea conservativo, es decir que no exista friccio´n de ningu´n tipo. Una
condicio´n de alto vac´ıo podr´ıa servir, pero no es indispensable: lo u´nico que
se necesita es que los electrones no interactu´en con el medio. Por eso, el
experimento puede disen˜arse en estado so´lido. En ese caso, para cada camino,
el efecto de la accio´n so´lo depende de los puntos extremos y esos son fijos
para todos los caminos.
Por lo tanto el aporte de la energ´ıa cine´tica produce una fase que podemos
denominar como E(γ) = S0(γ)/h¯. Esta es una funcio´n del camino y de
su parametrizacio´n, de su velocidad: entre ma´s alejado este´ el camino, la
velocidad ha de ser mayor y la fase oscilara´ ma´s ra´pidamente.
K(a, b) =
∫ b
a e
iE(γ)e
(i/h¯)
∫
γ
(e/c)~v· ~A
Dγarriba +
∫ b
a e
iE(γ)e
(i/h¯)
∫
γ
(e/c)~v· ~A
Dγabajo
Ahora hay que considerar el efecto del vector potencial sobre todos los
caminos habidos y por haber que llevan de ’a’ a ’b’, pero que no pasan por
el hilo.
Uno podr´ıa pensar que por fuera del hilo no hay vector potencial pues no
hay campo magne´tico. Bien, eso no es cierto, y la apreciacio´n correcta nos la
da el teorema de Stokes:∮
curvaA =
∫
superficie∇× A =
∫
superficieB
A la u´ltima integral se le llama flujo magne´tico. Por consiguiente, cada
curva cerrada que encierre al hilo evidencia un vector potencial no nulo, no
importa cua´n distante del hilo se encuentre. Sin embargo, si la curva cerrada
no encierra al hilo, entonces, el flujo magne´tico encerrado por la curva es
cero y se concluye que cada camino cerrado que no encierre al hilo no aporta
nada a la integral total. Eso es equivalente a decir que la accio´n debida al
potencial vector es la misma para dos caminos cualesquiera que tengan la
misma relacio´n con respecto al hilo. En efecto:
Sea α y β caminos del mismo lado del hilo y que llevan ambos de ’a’ a
’b’. Sea −β la parametrizacio´n reversa de β. Tenemos que α concatenado con
−β produce un camino cerrado y la integral de l´ınea da cero:∮
α−β = 0 =
∫
α+
∫
−β =
∫
α−
∫
β
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Por consiguiente las dos integrales son iguales, el camino no importa y lo
u´nico importante son los puntos inicial y final de las trayectorias. Adema´s:∫
γ ~v · ~A
=
∫ tf
t0 ~v · ~Adt
=
∫ tf
t0
~A · (d~s/dt)dt
=
∫ b
a
~A · d~s
Esta igualdad es va´lida dentro de la misma clase de caminos. Por clase
se entiende clase de homotop´ıa a la que pertenece el camino.
<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<
Se hace camino al andar: clases de Homotop´ıa alrededor de un hilo.
Considerando todos los caminos habidos y por haber que van desde un
lugar a otro podemos definir, siguiendo el instinto, una relacio´n de equivalen-
cia como sigue: si un camino va por abajo del hilo y otro tambie´n, entonces
son equivalentes, porque uno de ellos puede deformarse en el otro y tal de-
formacio´n no presenta rompimientos, discontinuidades.
Un camino que va por encima no puede ser equivalente con otro que vaya
por abajo porque al tratar de deformar el uno en el otro habr´ıa que romper
un camino para luego volverlo a pegar pero al otro lado.
Similarmente, si un camino se enrosca 8 veces alrededor del hilo, e´ste no
puede ser equivalente a otro que se enrosque 9 veces. Y as´ı por el estilo. El
conjunto de todos los caminos que son equivalentes a uno dado forma una
clase de equivalencia. La idea es reemplazar todos los caminos equivalentes
por uno cualquiera de ellos, cuando eso tenga sentido.
Por cada nu´mero natural n tenemos dos caminos que representan a su
clase, uno que se enrosca n veces por encima y otro que se enrosca n veces
por debajo. El uno va con las manecillas del reloj, el otro en contra.
Si los dos puntos, inicial y final, coinciden, los caminos pueden compo-
nerse, ponerse unos detra´s de otros para ser recorridos en l´ınea, para dar
caminos ma´s largos. Por otro lado, cada camino tiene su inverso, que es el
camino recorrido al reve´s. Hay un camino, en el espacio de las clases de ho-
motop´ıa que hace las veces de cero: es el camino que no se enrosca ni una
sola vez y es contra´ctil hasta desaparecer.
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En ese caso, tenemos que los caminos con la operacio´n componer forman
un grupo.
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
Como de costumbre vamos a filtrar los caminos que no aporten nada a
la amplitud total. Por ejemplo, los caminos que se enrosquen un millo´n de
veces alrededor del hilo no aportan nada, pues una ligera modificacio´n de
dichos caminos causar´ıa que la fase oscilara alocadamente por el efecto de la
desmesurada energ´ıa cine´tica. Por esa razo´n y referente a la energ´ıa cine´tica
tenemos que entre ma´s derecho vaya un camino, ma´s notable es su aporte.
Por eso nos restringimos a los caminos que van directo de ’a’ a ’b’. O sea a
la clase de homotop´ıa ma´s baja.
Con las aclaraciones anteriores, la amplitud total se reescribe como:
K(a, b) =
∫ b
a e
iE(γ) e
(ie/h¯c)
∫
γ
~v· ~A
Dγarriba +
∫ b
a e
iE(γ) e
(ie/h¯c)
∫
γ
~v· ~A
Dγabajo
=
∫ b
a e
iE(γ) e(ie/h¯c)
∫ b
a
~A·d~s Dγarriba +
∫ b
a e
iE(γ) e(ie/h¯c)
∫ b
a
~A·d~s Dγabajo
Nos restringimos a la clase de homotop´ıa de los caminos directos, y
en ese caso, todos los caminos por arriba son de una misma clase, la cual es
diferente de la clase que forman todos los caminos por abajo. Eso nos permite
tomar un camino fijo, cualquiera y, como vimos, el aporte del potencial vector
es una constante en cada uno de las dos clases, sea por arriba, sea por abajo.
Como es constante, el aporte del potencial vector sale de la integral:
K(a, b) = e(ie/h¯c)
∫ b
a
~A·d~s(arriba) ∫ b
a e
iE(γ)Dγarriba
+e(ie/h¯c)
∫ b
a
~A·d~s(abajo) ∫ b
a e
iE(γ)Dγabajo
Cuando se trata de navegar en campos magne´ticos, ellos no son neutrales
para nada, de tal forma que no es lo mismo ir de un punto a otro por debajo
que por encima del hilo. Pero si la part´ıcula es libre, entonces si da lo mismo
ir por un lado que por el camino reflejado en el otro lado. Por consiguiente,
el te´rmino asociado a la part´ıcula libre vale lo mismo en ambos casos y lo
podemos factorizar:
K(a, b) = [e(ie/h¯c)
∫ b
a
~A·d~s(arriba) +e(ie/h¯c)
∫ b
a
~A·d~s(abajo)]
∫ b
a e
iE(γ)Dγabajo
Esta expresio´n tiene la estructura siguiente:
K(a, b) = (w + z)y
Por tanto, la probabilidad P de llegar a ’b’ es:
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P = |y|2(|w|2 + |z|2 + wz∗ + w∗z)
Los nu´meros w y z tienen norma 1, pero wz∗ +w∗z = cos(φ− ψ) donde:
φ = (e/h¯c)
∫ b
a
~A · d~s(arriba)
ψ = (e/h¯c)
∫ b
a
~A · d~s(abajo)
Por lo tanto
P = [
∫ b
a e
iE(γ) Dγabajo]
2(1 + 1 + cos(φ− ψ))
Evaluando
φ− ψ = (e/h¯c) ∫ ba ~A · d~s(arriba) −(e/h¯c) ∫ ba ~A · d~s(abajo)
= (e/h¯c)[
∫ b
a
~A · d~s(arriba)− ∫ ba ~A · d~s(abajo)]
= (e/h¯c)[
∫ b
a
~A · d~s(arriba)+ ∫ ab ~A · d~s(abajo)]
= (e/h¯c)
∮ ~A · d~s
= (e/h¯c)
∫ ∫ ∇× ~A = (e/h¯c) ∫ ∫ ~B
= (e/h¯c)ΦB.
Hemos puesto ΦB como el flujo magne´tico:
ΦB =
∫ ∫
~B (85)
Por lo tanto
P = [
∫ b
a
eiE(γ)Dγabajo]
2(2 + cos((e/h¯c)ΦB)) (86)
Tenemos ya en nuestras manos una prediccio´n sin necesidad de calcular
esa integral de Feynman que nos falta. La prediccio´n que podemos hacer es:
El conteo de part´ıculas que llegan a ’b’ tiene un componente sinusoidal
cuyo periodo puede predecirse exactamente. Se cumple un nu´mero entero de
periodos cuando
|e/h¯c)ΦB| = 2nπ
Es decir cuando:
ΦB = (2nπ)(h¯c/e) = 2nπh¯c/|e| = 4,135n× 10−7Gauss− cm2 (87)
Prediccio´n verificada por varios autores: la interaccio´n electromagne´tica
exige necesariamente una descripcio´n cua´ntica y es una teor´ıa gauge. Es de-
cir, el potencial vector que fue introducido pra´cticamente como un artificio
matema´tico, es el que hace andar toda nuestra maquinaria, y el que per-
mite hacer las predicciones que figuran en el montaje divulgado por Bohm
-Aharonov, y el que admite una arbitrariedad.
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Fin de la historia.
5.8. CONCLUSION
En el electromagnetismo cla´sico la libertad gauge estaba descrita por la
posibilidad de sumar el gradiente de una funcio´n escalar diferenciable al po-
tencial vector. En tanto, en meca´nica cua´ntica la libertad gauge consiste en
poder correr arbitrariamente la fase de todas las funciones de onda en el mis-
mo punto y las predicciones no cambian. Pudimos adema´s dilucidar la rela-
cio´n entre las libertades gauge de las 2 formulaciones: el proceso de cuantizar,
empezado desde el lagrangiano, hace que si uno tiene el grupo de invarian-
cia cla´sico, el de las funciones diferenciables, uno necesariamente tendra´ el
grupo de las fases, el U(1), en meca´nica cua´ntica. Tambie´n estudiamos un
experimento divulgado por Bohm-Aharonov, en el cual las predicciones se
basan directamente sobre el potencial vector, el cual bien puede considerar-
se innecesario a nivel cla´sico. Pero en este experimento, y en toda la teor´ıa
cua´ntica, dicho potencial es fundamental. Y es dicho potencial el causante
de la libertad gauge tanto a nivel cla´sico como cua´ntico. Por eso resumimos
diciendo: la teor´ıa electromagne´tica es una teor´ıa gauge U(1). Con todo, nos
sentimos un poco humillados al ver que todo eso parece ma´s bien artificioso,
es decir, no percibimos el poder creativo de la visio´n gauge.
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Cap´ıtulo 6
RELATIVIDAD
RESUMEN
Se demuestra que las leyes de Maxwell y la meca´ni-
ca cla´sica son incompatibles. Como solucio´n a esta con-
tradiccio´n se introduce la teor´ıa de la relatividad. No se
asume la invariancia de la velocidad de la luz sino que, a
partir de la teor´ıa de grupos, se deduce que debe existir
una velocidad invariante. Se define el intervalo y se de-
muestra su invariancia. Se deduce la forma de las trans-
formaciones de Lorentz, las cuales conservan el intervalo.
Se enfatiza la nocio´n de cuadrivector.
6.1. INTRODUCCION
En la primera seccio´n estudiamos la interaccio´n electromagne´tica desde el
punto de vista no relativista, tanto la formulacio´n hecha por Maxwell, dentro
de la meca´nica cla´sica, como su versio´n cua´ntica.
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Ahora reinventaremos la relatividad especial para poder formular el elec-
tromagnetismo en lenguaje relativista. Es una obligacio´n hacerlo, pues, como
lo dedujo Einstein a sus 16 an˜os, la meca´nica cla´sica es incompatible con el
electromagnetismo.
6.2. EINSTEIN 16
De acuerdo con las leyes de Maxwell, en el vac´ıo pueden existir ondas
electromagne´ticas viajando a la velocidad de la luz, las cuales tienen sus
componentes ele´ctricas y magne´ticas mutuamente perpendiculares y perpen-
diculares tambie´n a la direccio´n de propagacio´n. Pues bien, cuando Albert
Einstein ten´ıa 16 an˜os se formulo´ el siguiente experimento mental (se acos-
tumbra a decir gedankenexperimente, del alema´n ’gedanken’ que significa
pensado): Viajemos con la onda a la velocidad de la luz. El resultado es que
se percibira´ una onda que no es viajera sino que es estacionaria. Pero sucede
que al reemplazar una onda estacionaria en las ecuaciones de Maxwell se en-
cuentra una contradiccio´n. Veamos: Las dos primeras ecuaciones de Maxwell,
determinadas en el laboratorio, es decir en un marco de referencia atado a la
tierra, son:
∇× ~E = −(1/c)∂ ~B/∂t
∇× ~B = −(1/c)∂ ~E/∂t
las cuales tienen como solucio´n:
~E = ~Ez = ~kCsen(y − ct)
~B = ~Bx =~iCsen(y − ct)
Si viajamos con la onda a la velocidad de la luz, c, definiendo un marco
de referencia ligado a la onda, lo que se ve es una onda estacionaria, inde-
pendiente del tiempo, que resulta ser:
~E = ~Ez = ~kCsen(y)
~B = ~Bx =~iCsen(y)
como la onda es estacionaria, la derivada parcial respecto al tiempo
tanto de su componente ele´ctrico como magne´tico es cero. Pero por otro lado,
el rotacional del campo ele´ctrico de dicha onda es~iCcos(y), mientras que el de
la componente magne´tica es −~jCcos(y). Claramente, una onda estacionaria
no es solucio´n de las ecuaciones de Maxwell.
Lo que esto quiere decir es que el campo magne´tico no es una entidad en
s´ı misma, sino que es un resultado del protocolo de observacio´n. Pareciera
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que el marco de referencia determinado por la tierra es incre´ıblemente privi-
legiado, a tal punto de que puede crear las leyes de Maxwell. El adolescente
Albert Einstein decidio´ que tal cosa no podr´ıa ser y renuncio´ a creer en la
existencia de marcos privilegiados y en cambio se acogio´ a la fe ciega y pu-
jante de que las leyes de Maxwell eran las mismas en cualquier sistema de
referencia inercial, pues representaban propiedades importantes de un objeto
real, cuyas propiedades no depend´ıan del protocolo de observacio´n.
Quedaba entonces un cuestionamiento: si se encuentra una inconsistencia
al aceptar que el cambio de marco de referencia afecta la percepcio´n de
las leyes de Maxwell tal como lo predice la meca´nica cla´sica, entonces las
trasformaciones que rigen los cambios de marco de referencia no son como
acostumbramos a imaginarnos, y como lo hemos hecho al calcular la onda
estacionaria, sino de alguna manera que queda por dilucidar.
La forma como uno tiende a imaginar la ley de transformacio´n entre
distintos marcos es simple: si una part´ıcula se mueve con respecto a un marco,
digamos un tren en movimiento, con velocidad hacia la derecha u y si ese
marco se mueve con respecto a otro, la carrilera, con velocidad hacia la
derecha v, entonces la part´ıcula se movera´ con relacio´n al segundo marco, la
carrilera, con velocidad u + v. Naturalmente que nosotros sabemos que eso
es cierto a bajas velocidades, pero la contradiccio´n encontrada nos induce a
pronosticar que no es esa la forma de sumar velocidades cuando alguna de
ellas es muy alta.
Vamos a estudiar este problema partiendo de su esencia: la inconsisten-
cia entre las leyes de Maxwell y las reglas de transformacio´n entre diferentes
marcos de referencia aceptadas por el sentido comu´n y la meca´nica cla´sica.
6.3. LA COMPOSICION DE VELOCIDA-
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Podemos comenzar a explorar la siguiente intriga: ¿Cua´l es la forma ma´s
general de una transformacio´n de marcos de referencia inerciales que son
compatibles con las leyes de Maxwell, es decir, que permiten que si se tiene
una solucio´n a las leyes de Maxwell en un marco, al ser transformado a otro
marco tambie´n se tenga una solucio´n a dicho sistema? Como esta pregun-
ta es tan complicada, resuelta tan so´lo hacia 1935, vamos a atacarla con la
siguiente idea: si no hay marcos de observacio´n privilegiados, tampoco hay
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campos privilegiados. Eso significa que el problema que hemos encontrado
estudiando el campo electromagne´tico tambie´n podr´ıa ser encontrado estu-
diando cualquier otro campo. Por consiguiente, las reglas de transformacio´n
no deben involucrar ningu´n campo sino tan so´lo las coordenadas. Nuestro
punto de partida es pues:
Postulado (89): no hay marcos de referencia privilegiados.
Corolario (90): El conjunto de transformaciones que suman velocidades y
que son compatibles con las leyes de Maxwell forman un grupo conmutativo.
Significado: Un grupo es un conjunto provisto de una operacio´n, la cual es
cerrada, conmutativa, asociativa, tiene un elemento neutro y cada elemento
tiene un inverso que revierte el elemento neutro. En nuestro caso, el grupo
es un conjunto de transformaciones cuya operacio´n es la composicio´n.
Que la composicio´n sea cerrada significa esto: si dos transformaciones
cambian una solucio´n en otra solucio´n, entonces las dos transformaciones
seguidas una de otra dara´n una nueva transformacio´n que cambie soluciones
en soluciones. Que sea conmutativa, significa que da lo mismo hacer una
trasformacio´n y despue´s otra o al reve´s. Que sea asociativa significa que el
resultado de tres transformaciones es el mismo no importa si se hacen una
por una o primero una y despue´s el resultado de las otras dos, o primero las
dos primeras y despue´s la tercera. Que tenga elemento neutro implica que
hay una transformacio´n que no hace nada: esa es la transformacio´n que no
cambia de marco de referencia, es la identidad. Que tenga un inverso significa
que cada transformacio´n tiene su inversa que deshace lo que hizo la primera:
si una transformacio´n cambia del marco A al B, entonces la transformacio´n
inversa sera´ la que cambie de B a A.
Ahora bien, si el conjunto de transformaciones no fuese un grupo, en-
tonces habr´ıa la posibilidad de inventar recetas para crear leyes espec´ıficas
verdaderas en unos marcos pero falsas en otros.
Corolario (91) No cualquier conjunto de operaciones forma un grupo. Por
lo tanto, ser un grupo ya es una gran restriccio´n. Podemos preguntarnos: Cua´l
es el grupo ma´s general de transformaciones de coordenadas entre marcos
inerciales? Esta pregunta por ser tan general es muy complicada. Necesitamos
un principio simplificador que restringa las alternativas.
Principio de la relatividad (92): la forma de componer velocidades en
distintos marcos de referencia inerciales no depende de absolutamente nada
excepto de las velocidades en juego.
La forma antigua de componer velocidades, se llama Galileana y era
suma´ndolas. Ella define un grupo que adema´s cumple con el principio de
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relatividad. El problema es que tal forma de sumar no es la que obedece
la naturaleza, pues fue la que utilizamos para calcular la onda estacionaria.
Nuestra investigacio´n debe conducirnos a una alternativa que s´ı sea fiel a la
naturaleza.
6.3.1. Forma general
Hallemos la forma general de la composicio´n de velocidades entremarcos
de referencia sabiendo que el conjunto de transformaciones forma un grupo
que obedece el principio de relatividad.
Para fijar ideas, y siguiendo el estilo impuesto por Einstein, consideremos
que un hay un objeto que se mueve con velocidad uniforme u con respecto a
un marco de referencia, digamos un tren. Este se mueve con velocidad v con
respecto a la tierra. Todos los movimientos son horizontales, paralelos a la
carrilera que es recta. El principio de relatividad dice: la velocidad con que
el mo´vil se mueve registrada desde la tierra es w = f(u, v) y no depende de
nada ma´s. Especifiquemos algunas propiedades :
El elemento neutro es cero:
f(y, 0) = f(0, y) = y
y en particular f(0, 0) = 0
f depende de dos entradas o variables. La derivada con respecto a la
segunda variable es notada como f2(x, y) = ∂f(x, y)/∂y
La asociatividad dice:
f(f(x, y), z) = f(x, f(y, z))
y derivando con respecto al segunda variable y aplicando la regla de la
cadena:
f2(f(x, y), z) = f2(x, f(y, z))f2(y, z)
poniendo z = 0 da:
f2(f(x, y), 0) = f2(x, f(y, 0))f2(y, 0) = f2(x, y)f2(y, 0)
Ahora guardemos x fija, como un para´metro. Entonces f2(y, 0) es una
funcio´n de una sola variable, y. Eso permite ver esta ecuacio´n como una
ecuacio´n diferencial ordinaria en la variable y:
f2(f, 0) = (df/dy)f2(y, 0)
Separando variables:
dy/f2(y, 0) = df/f2(f, 0)
Ambos lados tienen la forma dz/f2(z, 0), por lo que podemos integrar
a ambos lados, y llamando h(z) =
∫
dz/f2(z, 0) vemos que estas integrales
pueden diferir tan so´lo por una constante:
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h(f) = h(y) + c(x)
Teniendo en cuenta que f(x, y) = f(y, x) podemos repetir el proceso y
encontrar:
h(f) = h(x) + c(y)
de lo cual se concluye que h(f) = h(f(x, y)) = h(x) + h(y)
y asumiendo que h es invertible, queda
f(x, y) = h−1(h(x) + h(y)) (93)
En particular, y recordando que f(0, 0) = 0, tenemos:
h(f(0, 0)) = h(0) = h(0) + h(0) de lo cual se concluye que h(0) = 0.
Entonces para determinar f , la forma de componer velocidades, es su-
ficiente determinar h. Lo curioso es que para saber h de largo a largo es
suficiente saber f en la vecindad de y = 0. Eso se debe a que el siguiente
problema de valor inicial resuelve h de manera u´nica, para lo cual recordamos
que
h(z) =
∫
dz/f2(z, 0)
por lo que
h′(z) = 1/(f2(z, 0)) = 1/(∂f(z, y)/∂y) con y = 0.
Podemos por tanto formular expl´ıcitamente el problema como sigue:
Problema de valor inicial (94):
Resolver la ecuacio´n diferencial h′(z) = 1/(∂f(z, y)/∂y) con y = 0.
h(0) = 0
Este problema so´lo depende de h puesto que f esta´ en te´rminos de h.
La existencia y unicidad de la solucio´n viene de teoremas generales para
funciones diferenciales con derivada continua. La unicidad demostrada ga-
rantiza que los resultados tendra´n valor cient´ıfico, pues una prediccio´n u´nica
puede contrastarse experimentalmente aunque se tenga poca resolucio´n, pues
basta repetir muchas veces el experimento para que al promediar errores que-
de un resultado experimental dentro de ma´rgenes de error tan despreciables
como se desee. Por otra parte, la misma unicidad nos garantiza que para
encontrar la forma u´nica y correcta se puede proceder por cualquier me´todo.
El que vamos a utilizar nosotros es el llamado Gedankenexperimente, el cual
no es ma´s que el ana´lisis de una situacio´n donde se puedan estudiar determi-
nados factores, en nuestro caso, el principio de relatividad aplicado al grupo
de transformaciones de marcos de referencia.
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6.3.2. Forma espec´ıfica
Una de las predicciones mas aterradoras de la relatividad es la relati-
vidad del tiempo. Entender esto puede ser mucho ma´s fa´cil si uno se da
cuenta que un reloj es simplemente un movimiento perio´dico, un prototipo
del cual entramos a analizar.
Tomemos entonces una plataforma plana delimitada por paredes, y sobre
ella pongamos una bola a rebotar de una pared a otra. Ese sera´ nuestro reloj.
En esencia, lo que haremos sera´ demostrar que si la bola viaja a nuestro
encuentro, nos parecera´ que esta viajara´ ma´s ra´pido de lo esperado, y uno
tendra´ que concluir que el tiempo corre ma´s ra´pido.
La bola no sufre ningu´n tipo de rozamiento ni de disipacio´n y por con-
siguiente su movimiento de ir y venir rebotando es perio´dico. La plataforma
esta´ sobre un tren y el tren sobre la carrilera, de tal manera que el movi-
miento de la pelota sea paralelo a la carrilera, la cual es recta. Todas las
velocidades son constantes.
La velocidad del tren respecto a la carrilera es v. La velocidad de la pelota
con respecto a la plataforma es u. Todas las dema´s mediciones son respecto
a la carrilera.
Para que la bola sirva de reloj y sus rebotes contra las paredes sean los tic-
tacs, e´stos deben ser frecuentes con respecto a la escala de tiempo dado por
la velocidad del tren, por eso elegimos u >> v. Los tic-tacs no los produce la
bola sino un sistema de rastreo con un laser (de otra forma la bola disipar´ıa
energ´ıa).
En primer te´rmino, visto desde la plataforma, el tiempo que se demora
la bola para hacer tic es el mismo que se demora para hacer tac. Si las
transformaciones de Galileo fuesen las correctas, lo mismo podr´ıamos decir
desde la carrilera. Pero eso no puede ser cierto, por la incompatibilidad de
dichas transformaciones con las leyes de Maxwell. Sin embargo, podemos
probar el siguiente teorema:
Teorema (95). Decimos que el reloj produce tic cuando se choca con la
pared delantera y que produce tac cuando se choca contra la pared trasera,
de donde salio´. Sea t1(u, v) el tiempo que el reloj se demora para hacer tic
despue´s de haber hecho tac cuando el tiempo es medido desde la carrilera,
es decir, el tiempo que gasta hacia adelante. Y sea t2(u, v) el tiempo que el
reloj se demora para hacer tac (despue´s de haber hecho tic, cuando es medido
desde la carrilera), es decir, el tiempo hacia atra´s. Entonces, t1(u, v)−t2(u, v)
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es independiente de u, la velocidad de la bola-reloj.
Demostracio´n. Si guardamos v fijo, la funcio´n g(u) = t1(u, v) − t1(u, v)
debe ser continua en u, puesto que hemos asumido diferenciabilidad de todas
las funciones. Para especificar una funcio´n continua es suficiente especificarla
en un conjunto de puntos suficientemente denso como para poder rellenar
el resto a mano alzada. Un tal conjunto es el de los nu´meros racionales,
o sea, los quebrados. Un quebrado es de la forma m/n donde ambos son
enteros. Aunque esto no aparezca expl´ıcitamente en la siguiente discusio´n,
esta´ impl´ıcito.
Decir que g(u) es constante, es lo mismo que decir, entonces, que g tiene
el mismo valor para dos velocidades gene´ricas distintas.
Consideremos dos bolas con velocidades u y u′ referidas a la plataforma
que empiezan al mismo tiempo desde la parte trasera de la plataforma. Ellas
van rebotando, rebotando, la una ma´s adelantada que la otra hasta. Hemos
elegido estas velocidades de tal forma que ambas llegara´n al tiempo al frente
de la plataforma despue´s de m + 1/2 ciclos la primera y n + 1/2 ciclos la
segunda y que en otro tanto, ambas llegara´n juntas a su punto de partida.
Obse´rvese que son ciclos y no tiempos, es decir, que es falso que en la mitad
del tiempo este´n en la mitad del recorrido. Cuando ambas bolas llegan al
tiempo a alguna pared, el sistema de rastreo produce un supertic o un super-
tac, los cuales pregonara´n para todos los marcos de referencia posibles que
las dos bolas llegaron al mismo tiempo al mismo lugar.
En particular, desde la carrilera, en donde hay un reloj de alta resolucio´n,
podemos decir que las dos bolas, la que marcamos sin primas y la marcada con
primas, suenan al tiempo en esos determinados momentos. Como la bola toma
un tiempo t1(u, v) medido desde tierra para hacer todo el recorrido hasta
el frente, mientras que toma el tiempo t2(u, v) para devolverse, el tiempo
transcurrido entre la salida y el supertic de la primera bola es
supertic = (m+ 1)t1(u, v) +mt2(u, v)
pues ha habido m + 1 viajes hacia adelante y m hacia atra´s. Por otro
lado, el tiempo transcurrido entre el primer supertic de la primera bola y su
primer supertac se relacionan por :
supertac = mt1(u, v) + (m+ 1)t2(u, v) .
pues ha habido m viajes hace adelante y m+ 1 hacia atra´s. Por lo que
supertic− supertac = t1(u, v)− t2(u, v)
Similarmente
supertic′ − supertac′ = t1(u′, v)− t2(u′, v)
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y por la transitividad que se deriva de que las pelotas dan lugar a un
u´nico supertic y a un u´nico supertac:
t1(u, v)− t2(u, v) = t1(u′, v)− t2(u′, v)
lo cual termina la demostracio´n.
Revisemos ahora la implicaciones de nuestro ana´lisis en cuanto a la forma
de la funcio´n de composicio´n de velocidades f .
Teorema (96): Al componer dos velocidades, u, v la velocidad resultante
w = f(u, v) esta´ determinada por h de los teoremas anteriores, y h obedece
la ecuacio´n diferencial h′(u) = 1/(1 − Ku2) con valor inicial h(0) = 0, el
cual tiene solucio´n u´nica.
Demostracio´n: sea L la longitud de la plataforma medida desde tierra.
Consideremos una bola que se mueve respecto al tren con velocidad u desde
la cola hacia el frente. El tren se mueve respecto a la tierra con velocidad v.
La velocidad de la bola respecto a tierra es f(u, v) y toma un tiempo t1(u, v)
medido desde tierra para hacer todo el recorrido hasta el frente. Por tanto
el espacio recorrido es f(u, v)t1(u, v). Pero eso tambie´n es la longitud de la
plataforma mas el espacio recorrido por el tren:
f(u, v)t1(u, v) = L+ vt1(u, v).
Cuando la pelota regresa hacia atra´s, lo hace con velocidad vista desde
tierra f(u,−v) tomando un tiempo t2(u, v) y recorriendo una distancia
f(u,−v)t2(u, v) = L− vt2(u, v).
Tenemos definido un sistema de ecuaciones:
f(u, v)t1(u, v)− vt1(u, v) = L.
f(u,−v)t2(u, v) + vt2(u, v) = L.
que se puede reorganizar
(f(u, v)− v)t1(u, v) = L.
(f(u,−v) + v)t2(u, v) = L.
lo que da:
t1(u, v) = L/(f(u, v)− v).
t2(u, v) = L/(f(u,−v) + v).
Por tanto, restando:
t1(u, v)− t2(u, v) = L/(f(u, v)− v)− L/(f(u,−v) + v).
Por el teorema anterior, no hay dependencia de u en ninguna parte de la
ecuacio´n anterior. Llamemos
g(v) = 1/(f(u, v)− v)− 1/(f(u,−v) + v)
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sacando comu´n denominador:
g(v) = f(u,−v)+v−(f(u,v)−v)
(f(u,v)−v)(f(u,−v)+v =
f(u,−v)−f(u,v)+2v
(f(u,v)−v)(f(u,−v)+v) = − f(u,v)−f(u,−v)−2v(f(u,v)−v)(f(u,−v)+v)
= − f(u,v)−f(u,0)+f(u,0)−f(u,−v)−2v
(f(u,v)−v)(f(u,−v)+v)
Dividiendo en todos lados por 2v, y tomando el l´ımite de v hacia cero, nos
damos cuenta que en el numerador del lado derecho quedan dos expresiones
correspondientes cada una a (1/2)(∂f/∂v), las cuales se suman:
g(v)
2v
= − [∂f(u,v)/∂v]v=0−1
(f(u,v)−v)(f(u,−v)+v) =
[1−∂f(u,v)/∂v]v=0
(f(u,v)−v)(f(u,−v)+v)
Pero tomando l´ımv→0 en el denominador:
(f(u, v)− v)(f(u,−v) + v)→ (f(u, 0)− 0)(f(u,−0) + 0)→ (u)(u) = u2
Por lo tanto, el l´ımite existe y le llamamos K:
limv→0
g(v)
2v
= K = [1−∂f(u,v)/∂v]v=0
u2
Despejando [∂f(u, v)/∂v]v=0 = 1−Ku2
pero como h′(z) = 1/(∂f(z, y)/∂y) evaluada en y = 0.
queda que
h′(u) = 1/(1−Ku2)
Podemos ahora resolver el problema de valor inicial con h(0) = 0 y obte-
nemos:
Teorema de composicio´n de velocidades (97):
w = f(u, v) = (u+ v)/(1 +Kuv)
Demostracio´n. Al integrar la ecuacio´n diferencial para h hay dos casos,
el uno cuando el denominador puede partirse en fracciones simples, K > 0
y el otro cuando el denominador es irreducible, K < 0. La integracio´n para
K > 0, por fracciones parciales da:
h(u) = 1
2
√
K
ln1+
√
Ku
1−√Ku
debemos reemplazar esta expresio´n en
f(x, y) = h−1(h(x) + h(y))
por lo que necesitamos saber h−1. Sea
r = 1
2
√
K
ln1+
√
Ku
1−
√
Ku
2
√
Kr = ln1+
√
Ku
1−√Ku
Tomando exponencial
1+
√
Ku
1−
√
Ku
= exp(2
√
Kr)
1 +
√
Ku = exp(2
√
Kr)(1−√Ku)
1 +
√
Ku = exp(2
√
Kr)− exp(2√Kr)√Ku
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h−1(r) = u = exp(2
√
Kr)−1√
K(1+exp(2
√
Kr))
pero como
f(x, y) = h−1(h(x) + h(y))
entonces
f(u, v) = h−1(h(u) + h(v))
= h−1( 1
2
√
K
ln1+
√
Ku
1−
√
Ku
+ 1
2
√
K
ln1+
√
Kv
1−
√
Kv
)
componiendo con h−1, eso da:
f(u, v) = −
1− 1+
√
Ku
1−
√
Ku
1+
√
Kv
1−
√
Kv√
k(1 + 1+
√
Ku
1−√Ku
1+
√
Kv
1−√Kv)
= − (1−
√
Ku)(1−√Kv)− (1 +√Ku)(1 +√Kv)√
K((1−√Ku)(1−√Kv) + (1 +√Ku)(1 +√Kv))
= − 1−
√
Kv −√Ku+Kuv − 1−√Ku−√Kv −Kuv√
K(1−√Kv −√Ku+Kuv + 1 +√Ku+√Kv +Kuv )
= −−2
√
Kv − 2√Ku√
K(2 + 2Kuv)
que al simplificar se convierte en
w = f(u, v) = (u+ v)/(1 +Kuv)
La generalidad de esta expresio´n se comprueba por ejemplo notando que
si K = 0 se tiene la suma de Galileo. Ahora entraremos a argumentar que la
velocidad de la luz es invariante, es decir que se ve igual desde todos los mar-
cos de referencia inerciales. Veamos primero de que´ manera demostraremos
que existe una velocidad invariante.
Teorema de la velocidad invariante(98): Existe una velocidad invariante
y su valor es K−1/2, la cual es la misma en todos los sistemas de referencia.
No´tese que nosotros deducimos que debe haber una velocidad invariante, al
contrario de lo usual, en lo cual se asume que la velocidad de la luz es in-
variante: la invariancia de la velocidad de la luz se vuelve un corolario de la
oscuridad.
Este teorema es debido a Mermin (1984), quien describio´ la sensacio´n
que le inspiraban sus resultados diciendo: ’working in the darkness may be
illuminating’.
222 CAPI´TULO 6. RELATIVIDAD
Demostracio´n: Asumiendo que K > 0 entonces, substituyendo u = K−1/2
en
w = f(u, v) = (u+ v)/(1 +Kuv)
se obtiene:
w = f(u, v) = (K−1/2+v)/(1+KK−1/2v) = K−1/2(1+K1/2v)/(1+K1/2v)
w = K−1/2
lo que dice que la velocidad invariante es la misma aunque se mida desde
dos sistemas inerciales diferentes.
Claro que nosotros no hemos demostrado la unicidad de la velocidad
invariante. Para eso despejemos u de
u = (u+ v)/(1 +Kuv)
u(1 +Kuv) = u+ v
u+Ku2v = u+ v
Ku2v = v
Ku2 = 1
u = K−1/2
lo que demuestra que hay una u´nica velocidad invariante.
El experimento de Michelson-Morley, buscando el efecto del e´ter, tuvo la
gloria de ser la primera indicacio´n seria de que la velocidad de la luz era la
misma en todos los sistemas. As´ı que ese es el valor deK. Como es costumbre,
la velocidad de la luz se nota c, y entonces, de la u´ltima ecuacio´n tenemos:
c = K−1/2 = 1/
√
K
es decir K = 1/(c2), por lo que la ley de composicio´n de velocidades queda
al final como:
w = (u+ v)/(1 + c−2uv) (99)
vale la pena notar que las unidades cuadran: w viene en unidades de
velocidad, pues el denominador no tiene unidades.
6.4. LAS TRANSFORMACIONES DE LO-
RENTZ
La teor´ıa fundamental de la relatividad nos dice que la relacio´n de com-
posicio´n de velocidades es la fundamental. Sin embargo, las transformaciones
entre coordenadas han sido tradicionalmente las que se han considerado como
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importantes y son ellas las que por antonomasia se denominan transforma-
ciones de Lorentz. Para nosotros hallarlas es por dema´s sencillo:
Todo lo que tenemos que hacer es reescribir la expresio´n para la compo-
sicio´n de velocidades como un quebrado de la forma espacio sobre tiempo,
de donde podemos leer en el numerador la forma para transformar coordena-
das espaciales y en el denominador la forma para transformar la coordenada
temporal. Haga´moslo. Interpretamos la fo´rmula
w = (u+ v)/(1 + c−2uv) (99)
de la siguiente forma: w es la velocidad de un mo´vil referida a la tierra,
que usualmente se nota vx, en tanto que v
′
x es la velocidad del mo´vil con
respecto al tren, el cual se mueve a velocidad v. De igual modo, lo que tenga
primas es con respecto al tren, lo que no es con respecto a la tierra. Nos da:
vx =
v′x + v
1 + c−2v′xv
Definimos
β = v/c
γ = 1/(1− (v/c)2)1/2 = 1/(1− (β)2)1/2
Ahora podemos elaborar la expresio´n original:
vx =
v′x+(v/c)c
1+c−1v′x(v/c)
= v
′
x+βc
1+c−1v′xβ
= γv
′
x+γβc
γ+γc−1v′xβ
= γ(dx
′/dt′)+γβc
γ+γc−1(dx′/dt′)β
Sacando denominador comu´n tanto arriba como abajo y simplificando
obtenemos:
vx =
dx
dt
=
γdx′ + γβcdt′
γdt′ + γc−1βdx′
lo cual presenta unidades de espacio en el numerador y de tiempo en el
denominador, pues ni γ ni β tienen unidades. Por tanto, la forma como las
coordenadas se transforman es:
dx = γdx′ + γβcdt′
dt = γdt′ + γc−1βdx′
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Ahora bien, estas diferenciales vienen de una expresio´n que, aparte de
constantes no medibles, tienen la forma:
x = γx′ + γβct′
t = γt′ + γβx′/c
que son las archiconocidas transformaciones de Lorentz. Cuando estas
ecuaciones se reescriben en forma matricial, a la matriz resultante se nota Λ.
Las transformaciones de Lorentz forman un un grupo con la operacio´n de
composicio´n, el cual se denomina Grupo de Lorentz, el cual es un subgru-
po del grupo de transformaciones que es compatible con las ecuaciones de
Maxwell.
6.5. EL TIEMPO PROPIO Y EL INTERVA-
LO
El tiempo propio es el tiempo medido por un reloj que viaja con la
part´ıcula. Se supone que el reloj no se desajusta para nada con el viaje de
la part´ıcula. La idea de un reloj ato´mico luce atractiva y se ha utilizado en
experimentos reales: se monta un reloj ato´mico en un avio´n el cual le da la
vuelta al mundo. Otro reloj queda en tierra. Al terminar el tour del primero,
se comparan las lecturas de los dos relojes y se contrastan con las predicciones
de la teor´ıa, la cual dice que el tiempo no es una entidad absoluta sino que
depende de la velocidad relativa con respecto al sistema de observacio´n: No
ha habido reclamos.
Es importante notar que el tiempo propio es un invariante relativista
pues podemos imaginar que el reloj que viaja con la part´ıcula es digital y
que se comunica con los dema´s sistemas por medio de un lenguaje hablado.
Eso quiere decir que, despue´s de un cierto momento, ningu´n sistema tiene
incertidumbre acerca del tiempo propio de la part´ıcula y por lo tanto vale lo
mismo en todos los sistemas. Por construccio´n, es un invariante de la teor´ıa.
Las transformaciones de Lorentz mezclan el espacio y el tiempo en un todo
que funciona como una unidad: el espacio-tiempo. Podemos, sin embargo,
rastrear que´ le pasa al tiempo separado del espacio. Para ello, en la segunda
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ecuacio´n consideramos que x′ = 0, lo cual implica que
t = γt′
Ahora bien, si t′ indica el tiempo propio, entonces vemos que lo que
para una part´ıcula que lleva su reloj puede parecerle un tiempo dado, a un
observador en tierra puede parecerle un tiempo muy largo, cua´nto ma´s largo
cuanto ma´s ra´pido viaje la part´ıcula. Esto ha animado a los experimentalistas
que estudian reacciones entre part´ıculas elementales, que pueden suceder muy
ra´pidamente, a realizar experimentos con part´ıculas a muy alta velocidad
para poder verlas en ca´mara lenta.
Veamos ahora una de las consecuencias ma´s sencillas y ma´s poderosas
de la invariancia de la velocidad de la luz: la conservacio´n de una cantidad
que se llama el intervalo y que define una estructura muy semejante a una
me´trica y que te´cnicamente se denomina pseudo-me´trica, pues lo u´nico que
le falta para ser me´trica es ser no negativa. El intervalo sale de un cambio de
unidades en el tiempo propio.
Definicio´n (100): El intervalo s se define como: s2 = c2τ 2 donde τ
es el tiempo propio. Observemos que el intervalo tiene unidades de espacio
mientras que el tiempo las tiene de tiempo.
Teorema (101): El intervalo cumple la propiedad:
s2 = c2∆τ 2 = ∆(xo)2 −∆(x1)2 −∆(x2)2 −∆(x3)2
donde xo = cτ y las dema´s coordenadas son las espaciales x, y, z. El ∆
significa que a lo largo de la trayectoria de la part´ıcula, uno puede definir
el tiempo propio cero a cualquier momento, y a partir de ah´ı comenzar a
contar el tiempo. Eso define tambie´n una posicio´n inicial y otra final, entre
las cuales se calcula el ∆.
Demostracio´n:
Recordando que β = v/c y que γ2 = 1
1−β2 podemos escribir:
s2 = c2τ 2 = 1
1−β2 (c
2τ 2)(1− β2)
= γ2c2τ 2(1− β2)
= γ2c2τ 2 − γ2β2c2τ 2
Como adema´s, el tiempo t medido desde el sistema de observacio´n y el
tiempo propio se relacionan por t = γτ , obtenemos:
c2τ 2 = c2t2 − γ2(v2/c2)c2τ 2
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= c2t2 − γ2v2τ 2 = c2t2 − v2γ2τ 2 =
= c2t2 − v2t2
Como x = vt nos queda:
c2τ 2 = c2t2 − x2
Para hacer ma´s expl´ıcito el hecho de que los sistemas de referencia son
ba´sicos, podemos reescribir la ecuacio´n anterior como
c2∆τ 2 = c2∆t2 −∆x2
Involucrando las dema´s coordenadas podemos decir que, en general,
c2∆τ 2 = c2∆t2 −∆x2 −∆y2 −∆z2
Adema´s, el te´rmino c∆t tiene dimensiones de espacio, por lo que todo se
reescribe como una ecuacio´n que define el intervalo:
s2 = c2∆τ 2 = ∆(xo)2 −∆(x1)2 −∆(x2)2 −∆(x3)2
Podemos resumir todo como sigue:
Teorema (102): Todos los enunciados siguientes son equivalentes:
1) El conjunto de transformaciones de un marco inercial a otro es un
grupo (el grupo de Lorentz), cuya constante caracter´ıstica (velocidad de la
luz) es finita.
2) Todos los observadores inerciales miden la misma velocidad de la luz.
3) El intervalo es un invariante relativista.
4) El tiempo propio es un invariante relativista.
La demostracio´n de que la invariancia de la velocidad de la luz implica
las transformaciones de Lorentz fue el resultado que prendio´ todo y que fue
debido a Einstein en 1905.
Demostremos que si el intervalo es un invariante, entonces la velocidad
de la luz tambie´n. En efecto:
Para el observador A: (dsA)
2 = c2(dtA)
2− (dxA)2. Pero si es la luz la que
se mueve, dxA = cdtA entonces (dsA)
2 = 0.
Como el intervalo es invariante, para el observador B tenemos
(dsB)
2 = c2(dtB)
2 − (dxB)2 = (dsA)2 = 0 .
Es decir, c2(dtB)
2 − (dtBdvB)2 = 0.
de donde deducimos que v = c.
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6.6. CUADRIVECTORES
Queremos destacar que las coordenadas ya no se transforman unas in-
dependientes de otras, sino que forman una unidad llamada cuadrivector,
el cual se transforma como un todo. Hay otras tetrapletas que tambie´n se
transforman como un todo, aunque su ley puede diferir del cuadrivector de
coordenadas.
A continuacio´n referimos algunos cuadrivectores importantes y que apa-
recen de sorpresa en cualquier parte.
a) El espacio-tiempo [ct, x1, x2, x3] = [xµ]
b) La cuadri-velocidad [cdt/dτ, x1, dx2/dτ, dx3/dτ ] done τ es el tiempo
propio.
c) La cuadri-aceleracio´n
d) El vector energ´ıa-momento
[pµ] = muµ = [E/c, px, py, py]
e) El 4-vector corriente [ρ, jx, jy, jz]
Antes: carga=ρ = qn, vector corriente = ~j = qn~v
Ahora: jµ = qnou
µ donde n = no/
√
1− γ2
Esta es la definicio´n del 4-vector corriente. Su primer componente es
jo = qnc = carga x c.
Las otras componentes son :
jµ = qnv
y todo el cuadrivector se transforma como:
ρ′ = ρ−Vjx/c
2√
1−γ2
j′x =
jx−Vρ√
1−γ2
f) El cuadrivector potencial [Aµ] que sera´ estudiado extensamente en el
pro´ximo cap´ıtulo.
6.7. RESUMEN
Despue´s de haber constatado que las leyes de Maxwell no son compati-
bles con las transformaciones de Galileo sobre composicio´n de velocidades en
marcos de referencia, nos pusimos a investigar la existencia de otras formas
de componer dichas velocidades que fuesen compatibles con dichas leyes. Ha-
llamos la forma general de componer velocidades y se predijo la invariancia
de una u´nica velocidad espec´ıfica, la cual fue determinada experimentalmente
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como la velocidad de la luz. Dedujimos la forma de sumar velocidades de don-
de elaboramos las transformaciones de Lorentz entre coordenadas. Definiendo
el tiempo propio como el tiempo atado a la part´ıcula, pudimos demostrar que
al cambiar de unidades se obtiene el intervalo, un invariante relativista de
primordial importancia. Enfatizamos la nocio´n de cuadri-vector, cuyo proto-
tipo es ~u = [ct, x, y, z] y cuya ley de transformacio´n es ~u′ = Λ~u donde Λ es
una matriz de Lorentz.
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Cap´ıtulo 7
FORMAS
DIFERENCIALES
RESUMEN
El ca´lculo diferencial en varias variables, sobre ℜn, es
reformulado y extendido en te´rminos de formas dife-
renciales, tal como lo propuso Grassmann. Estas for-
mas permiten una generalizacio´n natural del ca´lculo
a espacios curvos y variedades. Son reformuladas en
este lenguaje las leyes de Maxwell y la libertad gau-
ge.
7.1. INTRODUCCION
La maquinaria que vamos a presentar en esta seccio´n fue concebida
por Grassmann en la primera mitad el siglo XIX y perfeccionada por
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Henri Cartan hacia principios del siglo XX. Nuestra introduccio´n se
vale de la diferencia natural que en un experimento elemental existe
entre est´ımulo al sistema estudiado y la maquinaria interior de dicho
sistema, el cual causa la reaccio´n que pueda observarse.
Las observaciones y los est´ımulos y en algunos casos las respuestas del
sistema se representan por plps (paralelep´ıpedos), tal como sale de
la experiencia cotidiana:
Ej 1. Se mide una longitud, contando los pasos necesarios para reco-
rrerla. Un ~paso es un vector, o un plp de dimensio´n uno: es un 1-plp.
Ej 2. Medir una a´rea implica superponer un cuadrado de 1m de lado,
el cual es un 2-plp.
Ej 3. Medir el agua contenida en un tanque consiste en contar las veces
que se llena un cubo de 1dm de lado. Tal cubo es un 3-plp.
Ej 4. Aplicamos una fuerza sobre una pared y observamos que la pared
se deforma de manera diferente en cada direccio´n. Por tanto, ante un
vector, la fuerza, obtenemos una tripleta de nu´meros, o sea, un 1-plp.
Nosotros describimos un plp por un me´todo que elimina la redundancia:
un rombo se describe por dos aristas o vectores que salen de un mismo
ve´rtice, pues las otras dos salen por paralelismo. Un cubo lo describimos
por 3 vectores que salen de un mismo ve´rtice. Tambie´n hay que tener en
cuenta que, por ejemplo, el paralelep´ıpedo puede ser de 2 dimensiones
pero puede estar en cualquier parte y direccio´n de ℜ3 o de ℜn.
En general, a un paralelep´ıpedo se le designa por el grupo de aristas
que parten de un ve´rtice de tal manera que las dema´s aristas se puedan
reconstruir por paralelismo. Formalmente,
Def (104): Un n-paralelep´ıpedo (n-plp) en ℜm, es un elemento de la
forma (P, v1, ...., vn), donde P ∈ ℜm es el punto donde se pone el ve´rtice
de referencia del plp cuyas aristas generadoras son los vj ∈ ℜm. En
general, el punto P quedara´ sin especificar y sin referir.
Por derecho leg´ıtimo, esta definicio´n tambie´n se extiende al espacio-
tiempo: la posicio´n de n-part´ıculas esta´ dada por (v1, ...., vn), donde vj ∈
ℜ4 =Minkowski =M , que lo tomamos como si fuese simplemente ℜ4.
Por otra parte, la estructura general de un experimento elemental
esta´ dada por la siguiente cadena de causa-efecto: el experimentador
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hace algo, la naturaleza reacciona y produce un resultado. En un es-
quema, esto se representa as´ı:

 Resultadodel
experimento

 =

 Reaccio´nde la
naturaleza



 Est´ımulodel
experimentador


Nuestro esquema coincide exactamente con el del a´lgebra lineal: nues-
tro trabajo es fabricar una plataforma matema´tica que nos permita
convertir dicha coincidencia en una realidad natural. Para tal fin, ne-
cesitamos que el efecto de un experimento real se pueda calcular como
la integracio´n de efectos infinitesimales, y que dichos efectos infinitesi-
males se describan por vectores y matrices o de sus correspondientes
generalizaciones.
Adema´s debemos incorporar la estructura del espacio-tiempo: los even-
tos siempre tendra´n sus 4 coordenadas, una temporal y tres espaciales,
de tal manera que las transformaciones entre diversos sistemas de refe-
rencia inerciales se efectu´en por transformaciones de Lorentz.
Comencemos con un ejemplo de intere´s: al mover una masa un des-
plazamiento dado infinitesimal en contra de una fuerza, gastamos una
cierta energ´ıa.

Resultado :energ ı´a
gastada

 =

Reaccio´n :fuerza
en contra



 Est´ımulo :desplazamiento de
una masa


Pero atencio´n: nosotros ya sabemos que la energ´ıa es apenas una coor-
denada de un cuadrivector, el de energ´ıa-momento. Por lo tanto, ser´ıa
mejor no imaginarse que la ley fundamental que nos permita calcular la
energ´ıa gastada venga como una ecuacio´n por separado y especialmente
destinada a nuestra pregunta puntual. Con esta nueva perspectiva, y
teniendo cuidado de equiparar unidades, vemos que la estructura infi-
nitesimal del experimento queda

 V ectorenerg ı´a
momento

 =

Descriptordel
campo



 ~dx/dt


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EL ~dx es claramente un 1-plp, al igual que la cuadrivelocidad, notada
abusivamente ~dx/dt, lo mismo que el cuadrivector energ´ıa-momento.
Por lo que inferimos que lo que hemos llamado descriptor de campo,
lo que produce la fuerza, debe estar representado por lo que haga las
veces de una matriz. Maticemos esta apreciacio´n mucho mejor:
El est´ımulo del experimentador se representa por un n-plp, al igual
que las observaciones que e´ste registra. Por otra parte, la naturaleza
tomara´ el plp que representa el est´ımulo y lo transformara´ en otro. De
dicho plp resultante, el experimentador tiene que obtener una medicio´n,
producida en nu´meros reales. Pues bien, la manera ma´s natural de
obtener nu´meros a partir de un plp es por medio del determinante o
elemento de volumen.
El determinante es un operador multilineal alternado. Es decir: es
lineal en cada arista del n-plp est´ımulo, y es antisime´trico en cada par
de vectores o aristas del plp est´ımulo: al intercambiar dos aristas, el
determinante cambia de signo. Y adema´s cumple con una normalizacio´n
o escala: el volumen del cubo unitario es uno (en todas partes asumimos
la base natural con su orientacio´n acostumbrada).
Con todo lo anterior en mente, para caracterizar la reaccio´n de la na-
turaleza y el proceso de experimentacio´n y de medicio´n de respuestas,
comenzamos con la siguiente
Def (105): una 1-forma ω es un operador lineal que a cada 1-plp o
vector ξ le hace corresponder un nu´mero real ω(ξ).
Lineal significa que
ω(αξ1 + βξ2) = αω(ξ1) + βω(ξ2)
A partir de 1-formas podemos generar k-formas que operan sobre k-plps
como sigue:
Def (106): El producto cun˜a o wedge ∧ de k 1-formas ω1, ...., ωk
es una k-forma mono´mica ωk = ω1 ∧ .... ∧ ωk que opera sobre un k-plp
Ξk = (ξ1, ...., ξk), donde cada ξj es un 1-plp, de la siguiente manera:
ωk (Ξk) = (ω1∧....∧ωk)((ξ1, ...., ξk)) = Det


ω1(ξ1) .... ωk(ξ1)
... ....
...
ω1(ξk) .... ωk(ξk)

 ∈ ℜ
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Los monomios resultantes operan como los determinantes: lineal en
cada arista, y alternada, cambia de signo al intercambiar dos aristas.
Un producto wedge siempre se aniquila cuando hay elementos repetidos.
Eso se argumenta, en el caso ma´s sencillo, as´ı:
como las formas son alternadas, ωi∧ωj = −ωj∧ωi, pero si i = j, queda
una forma que es igual a su contraria aditiva: es la forma nula. Por eso,
las repeticiones aniquilan las formas.
Los monomios pueden sumarse y multiplicarse por un escalar con toda
naturalidad dando formas polino´micas. Por ejemplo: 3ω1 ∧ ω2 + 6ω1 ∧
ω2 = 9ω1 ∧ ω2, dio´ un monomio. Por otra parte 3ω1 ∧ ω2 + 6ω1 ∧
ω3 es un polinomio que tiene que evaluarse averiguando el efecto de
cada monomio sobre un 2-plp cualquiera. Se deduce que los polinomios
de igual rango pueden sumarse y multiplicarse por un escalar: tienen
estructura de espacio vectorial, con base, dimensio´n y todo.
Los monomios tambie´n pueden multiplicarse naturalmente, donde el
producto es el acostumbrado wedge, con lo cual, el producto es cerrado,
producto de formas da una forma, no es conmutativo, pero es asociativo:
(ω1 ∧ ω2) ∧ ω3 = ω1 ∧ (ω2 ∧ ω3)
En particular, ω1 ∧ ω1 ∧ ω3 = −ω1 ∧ ω1 ∧ ω3 = 0 donde hemos usado la
propiedad de alternacio´n del producto.
En ℜn hay una n-forma distinguida ωn que mide el volumen de un n-
plp de tal manera que el volumen del n-plp cubo-unitario (e1, ...., en)
es uno. Tal forma es el producto de n 1-formas elementales ω1, ...., ωk y
debe cumplir:
ωn (Ξn) = (ω1∧....∧ωn)((e1, ...., en)) = Det


ω1(e1) .... ωn(e)
... ....
...
ω1(en) .... ωn(en)

 = DetI = 1
Se deduce que todo se cumple si ωj(ek) = δjk = 1 si i = j y 0 si no. Se
dice que ωj = (ej)
∗, y a (ej)∗ se le llama el dual de ej.
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7.2. FORMAS DIFERENCIALES
Las formas operan sobre plps macrosco´picos que residen en espacios
planos. Necesitamos extender su formalismo al mundo microsco´pico,
infinitesimal. Pero hay que hacerlo de tal manera que su generalizacio´n
a espacios curvos o variedades sea inmediata y natural, pues es requisito
de toda variedad que sea plana cuando se le mira infinitesimalmente.
La idea, entonces, es que una k-forma diferencial es una k-forma que
opera sobre k-plps infinitesimales que son tangentes a la variedad o
espacio curvo. Histo´ricamente no resulto´ tan fa´cil lograrlo y en primera
instancia es algo extran˜o. Pero eso se convierte en algo sencillo si uno
nota que en ℜn hay un isomorfismo entre vectores y operadores de
derivada direccional.
Dichas derivadas direccionales operan por medio del gradiente as´ı:
D~u(f) = ~u · ∇f .
Por ejemplo, si ~u = [−2, 4], entonces,
D[−2,4](f) = [−2, 4] · ∇f = −2∂f/∂x + 4∂f/∂y
de tal manera que el vector ~u = [−2, 4] define un operador de derivada
direccional dado por
D~u(·) = −2∂/∂x + 4∂/∂y
el cual al operar sobre una funcio´n escalar f da:
D~u(f) = −2∂f/∂x + 4∂f/∂y
Teorema(107). En ℜn existe un isomorfismo natural entre vectores y
operadores de derivada direccional dado por:
~u↔ D~u(·)
Demostracio´n:
Al vector (a1, ...., an) le hacemos corresponder biun´ıvocamente el ope-
rador de derivada direccional dado por a1∂/∂x1 + .... + an∂/∂xn, el
cual opera sobre una funcio´n escalar f produciendo a1∂f/∂x1 + .... +
an∂f/∂xn.
Las evaluaciones de las derivadas pueden hacerse en el origen, pero
el isomorfismo sigue va´lido para cualquier punto. Es decir, para cada
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punto de ℜn tenemos un isomorfismo. Si no se habla de un punto en
particular, se sobreentiende que se esta´ operando sobre un punto dado
pero inespec´ıfico.
No fue sino hacia 1930 que se entendio´ la importancia de este isomorfis-
mo para generalizar el ca´lculo a espacios curvos o variedades (estamos
definiendo informalmente una variedad como un espacio curvo pero
suave, como una circunferencia o una esfera). Toda la idea se reduce a
lo siguiente: un espacio curvo pero suave es infinitesimalmente plano.
Es decir, un espacio curvo es localmente lo mismo que su espacio tan-
gente. Ahora bien, lo que estamos haciendo para ℜn se extiende a los
espacios curvos de manera natural. A los espacios curvos los llamados
variedades cuando reu´nen las condiciones suficientes para hacer ca´lcu-
lo. La definicio´n formal la dejamos para despue´s. Definamos por ahora
el espacio tangente a Ren en el punto P . Intuitivamente, el espacio
tangente a ℜn es el mismo ℜn:
Teorema(108). El espacio tangente a ℜn en el punto P es el conjunto
de todos los vectores v = v1∂/∂x1+....+vn∂/∂xn tal que a cada funcio´n
escalar f le hace corresponder el nu´mero real dado por v1∂f/∂x1+ ....+
vn∂f/∂xn, donde las evaluaciones se hacen en el punto P .
Resulta muy claro que de acuerdo a esta nueva definicio´n, el espacio
tangente a un plano en un punto dado es el mismo plano y que el
espacio tangente a ℜn en un punto dado es e´l mismo.
Lo que estamos haciendo para el plano es va´lido para variedades, aun-
que no lo haremos expl´ıcito. En particular, el espacio tangente a una
circunferencia sera´ un espacio que para todos los efectos es una l´ınea,
la l´ınea tangente a la circunferencia en el punto dado.
Podemos redefinir ahora el prototipo de las formas diferenciales que es
la diferencial d. Haga´moslo paso a paso:
En ca´lculo vectorial sobre ℜn, la diferencial evaluada en un punto P
mide el cambio infinitesimal de una funcio´n escalar f debido a una
variacio´n infinitesimal de P :
df = ∇f · ~dr = (∂f/∂x1)dx1 + .... + (∂f/∂xn)dxn
donde las derivadas se evalu´an en el punto P .
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Releemos esa definicio´n en te´rminos de plps: d opera sobre una funcio´n
que parte de ℜn, toma valores reales f : ℜn → ℜ, y da una forma
diferencial df que opera sobre un 1-plp infinitesimal ~dr = [dx1, ...., dxn]
produciendo un nu´mero real infinitesimal:
df( ~dr) = ∇f · ~dr = (∂f/∂x1)dx1 + .... + (∂f/∂xn)dxn
Observemos que df , la diferencial de f , se descompuso en una combina-
cio´n lineal de las dxi que son las diferenciales de las coordenadas xi. Por
lo tanto, podremos reinterpretar df siempre y cuando reinterpretemos
las dxi.
Definicio´n (109): Definimos la forma diferencial dxi como el ope-
rador que al vector ~j = ∂/∂xj le hace corresponder
dxi(∂/∂xj) = δ
i
j
El vector ~j = ∂/∂xj es, por supuesto, nuestra representacio´n del vector
que tiene un uno en la coordenada j y cero en las dema´s, (0, ...., 1, ...., 0),
el cual define la direccio´n del eje nu´mero j. Es decir, ~j = ∂/∂xj es el
operador de derivada direccional en la direccio´n del eje j.
A partir de la anterior definicio´n, todo se concatena por multilinea-
lidad alternada. Por ejemplo, tomemos ℜ2 y sobre ella consideremos
el efecto de la 1-forma diferencial ω = 2xdx+ 2ydy = d(r2 = x2 + y2)
sobre el vector ~u = [−1,−1]. Como la forma diferencial no es constante,
hay que fijar un punto de operacio´n, sea P = (2, 2). En primer te´rmino,
al vector ~u = [−1,−1] le corresponde el operador, ~u = −∂/∂x − ∂/∂y.
Ahora operemos:
ω(~u) = (2xdx + 2ydy)(−∂/∂x − ∂/∂y) = 2xdx(−∂/∂x − ∂/∂y) +
2ydy(−∂/∂x− ∂/∂y)
=2xdx(−∂/∂x) + 2xdx(−∂/∂y) + 2ydy(−∂/∂x) + 2ydy(−∂/∂y)
=2xdx(−∂/∂x) + 2ydy(−∂/∂y)
= −2x− 2y
Ahora evaluamos en el punto P = (2, 2), y ω(~u) = 2(2)(−1)+2(2)(−1) =
−4− 4 = −8
7.2. FORMAS DIFERENCIALES 237
Obse´rvese que el resultado final se lee d(r2)(~u) = −2x− 2y. Este resul-
tado tambie´n puede calcularse simplemente como (~u)(r2). En efecto,
puesto que al vector ~u le corresponde el operador
~u = −∂/∂x − ∂/∂y
y teniendo en cuenta que r2 = x2 + y2 resulta
(~u)(r2) = −∂(r2)/∂x− ∂(r2)/∂y = −∂(x2 + y2)/∂x− ∂(x2 + y2)/∂y =
−2x− 2y
El resultado anterior es un ejemplo de un caso general de dualidad:
una forma diferencial determinada por una funcio´n que toma valores
reales, f , que se aplica sobre un vector, ~u, produce el mismo resultado
que el vector, considerado como operador de derivacio´n direccional,
aplicado sobre la funcio´n:
df(~u) = ~u(f)
lo cual se demuestra generalizando el siguiente razonamiento. Si nota-
mos ~u = u1∂/∂x+u2∂/∂y, donde u1, u2 son nu´meros fijos, y teniendo en
cuenta que dx(∂/∂x) = 1, dx(∂/∂y) = 0, dy(∂/∂x) = 0, dy(∂/∂y) = 1
resulta que
df(~u) = [(∂f/∂x)dx + (∂f/∂y)dy]((u1∂/∂x + u2∂/∂y))
= u1(∂f/∂x) + u2(∂f/∂x)
Por otro lado, ~u(f) es:
~u(f) = [u1(∂/∂x) + u2(∂/∂x)](f)
que coincide con la expresio´n en la cual se opera la forma diferencial
df sobre el vector ~u. Concluimos:
Teorema (110) : Sobre ℜn y para una funcio´n escalar f se tiene que
df(~u) = ~u(f)
Esa expresio´n de dualidad es la que permitira´ definir a df sobre varie-
dades.
En general, toda la estructura algebraica de las formas y de los plps
en ℜn se heredan a las formas diferenciales y a los vectores del espacio
tangente. En particular, al intercambiar dos elementos en un produc-
to wedge de formas diferenciales, se cambia de signo, lo cual implica
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que cuando hay dos elementos repetidos, se produce aniquilacio´n. Los
ca´lculos pueden hacerse de forma automa´tica, como lo indica el ejemplo
siguiente. Sea la 2-forma diferencial sobre ℜ2
ω = xdx∧ dy− ydy ∧ dx la cual debe actuar sobre un 2-plp compuesto
por:
ξ = [−1, 0] = −∂/∂x
η = [0, 1] = ∂/∂y
y que opera en el punto P = [1, 2]
Que´ es : ω(ξ, η) calculada en P ?
ω = xdx ∧ dy + ydx ∧ dy
la cual evaluada en P = [1, 2] da ω = 3dx ∧ dy. Por tanto:
ω (ξ, η) = 3Det
(
dx(ξ) dy(ξ)
dx(η) dy(η)
)
= 3Det
(−1 0
0 1
)
= −3
pues, por ejemplo, dx(ξ) = dx(−∂/∂x) = −1.
Similarmente, si
ω = (x+ y)dx ∧ dy
ξ = [1, 0] = ∂/∂x
η = [1, 1] = ∂/∂x + ∂/∂y
P = [1, 1]
tenemos que en P:
ω = 2dx ∧ dy
dx(ξ) = 1, dy(ξ) = 0, dx(η) = 1, dy(η) = 1,
2dx ∧ dy (ξ, η) = 2Det
(
dx(ξ) dy(ξ)
dx(η) dy(η)
)
= 2Det
(
1 0
1 1
)
= 2
No olvidemos que estamos generalizando a espacios curvos las estruc-
turas naturales que permiten el ca´lculo en ℜn. Por eso, tratemos de
recobrar la antigua diferencial a partir de las nuevas definiciones. Para
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fijar ideas, pensemos en el plano. Hab´ıamos visto que, en general, para
u = (u1, u2):
df(~u) = [(∂f/∂x)dx + (∂f/∂y)dy]((u1∂/∂x + u2∂/∂y))
= u1(∂f/∂x) + u2(∂f/∂x)
Ahora, como u podemos tomar un vector infinitesimal: u = (∆u1,∆u2),
es decir, u = (∆u1∂f/∂x,∆u2∂f/∂y). En ese caso, la nueva definicio´n
da
df(~u) = ∆u1(∂f/∂x) + ∆u2(∂f/∂x)
lo cual corresponde exactamente a la antigua versio´n de df .
7.3. DERIVACION
Una forma diferencial puede derivarse de tal manera que el resultado
sea una forma diferencial. A la derivada de una forma diferencial se le
llama oficialmente derivada exterior (debido a que hay varios tipos
de derivacio´n), pero aqu´ı so´lo se llamara´ derivada, pues no sera´ posible
confundirse. Los plps no pueden derivarse. Como tal, cualquier cosa
que tenga derivacio´n tiene que encajar dentro de una forma diferencial.
Por eso, las leyes de la naturaleza que antes ven´ıan en ecuaciones en
derivadas parciales, ahora podra´n venir en formas diferenciales.
Como hemos ligado la diferencial a derivadas parciales, al derivar una
diferencial se incrementa el orden de derivacio´n. La contabilidad de
tales cambios se lleva automa´ticamente dictaminando el grado de una
forma diferencial.
Definimos forma mediante el siguiente algoritmo:
1. Una funcio´n f que toma valores reales es una 0-forma. Su diferencial
es la 1-forma:
df = (∂f/∂x1)dx1 + .... + (∂f/∂xn)dxn
2. Una 1-forma opera sobre un vector u operador de derivada direccio-
nal. Un vector es un 1-plp, representa un est´ımulo dado a la naturaleza
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y una 1-forma representa la forma de operar de la naturaleza, que apli-
cada sobre el est´ımulo recibido produce un resultado, en este caso un
nu´mero real.
3.La derivada de una 1-forma diferencial es una 2-forma diferencial. La
derivacio´n es muy natural e involucra el producto wedge:
Con miras a un tratamiento relativista del campo electromagne´tico,
consideremos la 1-forma:
A = A(x)odt+ A(x1)dx1 + A(x)2dx2 + A(x)3dx3
donde cada Ai es una funcio´n comu´n y corriente, una 0-forma, que tiene
como diferencial una 1-forma. La diferencial de A da una 2-forma y se
calcula as´ı:
dA = dAo ∧ dxo + dA1 ∧ dx1 + dA2 ∧ dx2 + dA3 ∧ dx3
Quiza´ sea conveniente aclarar que una expresio´n del tipo dA1 ∧ dx1
se interpreta como d(A1) ∧ dx1, lo cual es permitido, pues la diferen-
cial de una funcio´n A1 es una 1-forma, la cual se puede multiplicar
exteriormente por la 1-forma dx para que de una 2-forma, como sigue:
Teniendo en cuenta la expansio´n de cada diferencial, tenemos que:
dA = [(∂Ao/∂xo)dxo + .... + (∂Ao/∂x3)dx3] ∧ dxo + [(∂A1/∂xo)dxo +
....+ (∂A1/∂x3)dx3] ∧ dx1 + ....
= (∂Ao/∂xo)dxo ∧ dxo + (∂Ao/∂x1)dx1 ∧ dxo + (∂Ao/∂x2)dx2 ∧ dxo +
(∂Ao/∂x3)dx3 ∧ dxo + (∂A1/∂xo)dxo ∧ dx1 + (∂A1/∂x1)dx1 ∧ dx1 +
(∂A1/∂x2)dx2 ∧ dx1 + (∂A1/∂x3)dx3 ∧ dx1 + ....
teniendo en cuenta que, cuando en un producto exterior hay repeticio-
nes, resulta una aniquilacio´n, y reescribiendo los ceros correspondientes,
esta expresio´n tiene una representacio´n matricial inmediata:


dxo dx1 dx2 dx3
dxo 0 ∂A1/∂xo ∂A2/∂xo ∂A3/∂xo
dx1 ∂Ao/∂x1 0 ∂A2/∂x1 ∂A3/∂x1
dx2 ∂Ao/∂x2 ∂A1/∂x2 0 ∂A3/∂x2
dx3 ∂Ao/∂x3 ∂A1/∂x3 ∂A2/∂x3 0


Podemos reordenar, recordando la anticonmutatividad del producto ex-
terior:
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dA = 0− (∂Ao/∂x1)dxo ∧ dx1− (∂Ao/∂x2)dxo ∧ dx2− (∂Ao/∂x3)dxo ∧
dx3+ (∂A1/∂xo)dxo ∧ dx1+0− (∂A1/∂x2)dx1 ∧ dx2− (∂A1/∂x3)dx1 ∧
dx3 + ....
Reorganizando tenemos:
dA = [∂A1/∂xo − ∂Ao/∂x1]dxo ∧ dx1+ [∂A2/∂xo − ∂Ao/∂x2]dxo ∧
dx2+ [∂A3/∂xo−∂Ao/∂x3]dxo∧dx3+ [∂A2/∂x1−∂A1/∂x2]dx1∧dx2+
[∂A3/∂x1 − ∂A1/∂x3]dx1 ∧ dx3+ [∂A3/∂x2 − ∂A2/∂x3]dx2 ∧ dx3
Esta expresio´n nos permite representar la diferencial de una 1-forma
como un arreglo que no es una matriz, sino que es una 2-forma que
opera sobre 2-plps:


dxo dx1 dx2 dx3
dxo 0 ∂A1/∂xo − ∂Ao/∂x1 ∂A2/∂xo − ∂Ao/∂x2 ∂A3/∂xo − ∂Ao/∂x3
dx1 0 ∂A2/∂x1 − ∂A1/∂x2 ∂A3/∂x1 − ∂A1/∂x3
dx2 0 ∂A3/∂x2 − ∂A2/∂x3
dx3 0


Todo esto se escribe sucintamente como sigue:
Teorema (112). La diferencial de una 1-forma diferencial A =
∑
iAidxi
es la 2-forma
dA =
∑
i<j(∂Aj/∂xi − ∂Ai/∂xj)dxi ∧ dxj
Observemos que esta 2-forma opera sobre 2-plps y que si intercam-
biamos el orden de sus aristas, el valor resultante cambia de signo.
Tenemos, pues, que la diferencial de una 1-forma es automa´ticamente
antisime´trica.
Observacio´n: tanto los plps como las formas diferenciales tienen reglas
precisas de transformacio´n ante un cambio de base. Cuando decimos
que la diferencial de una forma es otra forma, estamos diciendo, que la
diferencial es compatible con las reglas de transformacio´n ante cambios
de base. Haber logrado eso, es el me´rito de Grassmann.
Al ir derivando, vamos aumentando el grado de la forma diferencial
resultante. Es usual anotar el grado de una forma diferencial como un
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super´ındice. Por ejemplo, α5 denota una forma diferencial de grado 5,
al estilo dx1∧dx2∧dx3∧dx4∧dx5 o tambie´n dx2∧dx4∧dx7∧dx11∧dx16.
No siempre una forma diferencial viene de una derivacio´n, pero cuando
eso pasa se llama exacta. Cuando la diferencial de una forma da cero,
se llama cerrada.
Teorema (113): La derivacio´n extiende la regla del producto de las de-
rivadas ordinarias para 0-formas o funciones: si αp es una p-forma y
βq es una q-forma, entonces d(αp ∧ βq) = dαp ∧ βq + (−1)pαp ∧ dβq
Demostracio´n para 1-formas: Como hemos visto, para 0-formas o fun-
ciones d coincide con la diferenciacio´n ordinaria. El producto de dos
1-formas es una 2-forma y su derivada es una 3-forma. Si
α =
∑
i aidxi es una 1-forma, tenemos
dα =
∑
i<j(∂aj/∂xi − ∂ai/∂xj)dxi ∧ dxj
y si
β =
∑
m bmdxm es la otra 1-forma
dβ =
∑
m<n(∂bn/∂xm − ∂bm/∂xn)dxm ∧ dxn
Por lo tanto, de acuerdo con la regla que tenemos que probar, la deri-
vacio´n del producto ser´ıa:
d(α ∧ β) = dα ∧ β + (−1)α ∧ dβ que al reemplazar dar´ıa:
d(α∧β) = (∑i<j(∂aj/∂xi−∂ai/∂xj)dxi∧dxj)∧(∑m bmdxm)+(−1)(∑i aidxi)∧
(
∑
m<n(∂bn/∂xm − ∂bm/∂xn)dxm ∧ dxn)
Por otro lado:
α ∧ β = (∑i aidxi) ∧ (∑m bmdxm) = ∑im aibmdxi ∧ dxm
Por tanto, y aplicando la regla para 0-formas o funciones ordinarias:
d(α ∧ β) = d(∑im aibmdxi ∧ dxm)
=
∑
i,m d(aibm)dxi ∧ dxm
=
∑
i,m[d(ai)bm + ai(dbm)]dxi ∧ dxm
=
∑
i,m[(
∑
k(∂ai/∂xk)dxk)bm + ai(
∑
k(∂bm/∂xk)dxk)] ∧ dxi ∧ dxm
=
∑
i,m,k[(∂ai/∂xk)dxkbm ∧ dxi ∧ dxm + ai(∂bm/∂xkdxk) ∧ dxi ∧ dxm]
=
∑
i,m,k[(∂ai/∂xk)dxk ∧ dxi ∧ bmdxm + ai(∂bm/∂xkdxk) ∧ dxi ∧ dxm]
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=
∑
i,m,k[(∂ai/∂xk)dxk∧dxi∧bmdxm+(−1)aidxi∧(∂bm/∂xkdxk)∧dxm]
=
∑
i,k(∂ai/∂xk)dxk∧dxi∧(
∑
m bmdxm)+(−1)(
∑
i aidxi)∧(
∑
m,k(∂bm/∂xk)dxk)∧
dxm
Ahora aniquilamos todos los productos repetidos y ordenamos en forma
creciente los sub´ındices:
=
∑
k<i(∂ai/∂xk−∂ak/∂xi)dxk ∧dxi ∧ (
∑
m bmdxm)+ (−1)(
∑
i aidxi)∧
(
∑
k<m(∂bm/∂xk − ∂bk/∂xm)dxk) ∧ dxm
lo cual coincide, aparte de sub´ındices mudos, con la expresio´n predicha
por el teorema.
Tenemos ahora un gran teorema que calcula d(dA) y que permite la
introduccio´n de la cohomolog´ıa.
Teorema de la cohomolog´ıa (114): d2 = 0.
La demostracio´n se basa en utilizar la igualdad de las derivadas mixtas
y en alegar duplicacio´n de te´rminos con signos contrarios en todos lados.
En nuestro caso podemos ver co´mo funciona la mutua aniquilacio´n de
te´rminos al ver la diferencial de dos de los 4 te´rminos de dA.
Si A =
∑
iAidxi su diferencial es
dA =
∑
i<j(∂Aj/∂xi − ∂Ai/∂xj)dxi ∧ dxj
Calculemos la diferencial del primer te´rmino de dA :
d[∂A1/∂xo − ∂Ao/∂x1]dxo ∧ dx1 =
∂/∂xo(∂A1/∂xo−∂Ao/∂x1)dxo∧dxo∧dx1 +∂/∂x1(∂A1/∂xo−∂Ao/∂x1)dx1∧
dxo∧dx1 +∂/∂x2(∂A1/∂xo−∂Ao/∂x1)dx2∧dxo∧dx1 +∂/∂x3(∂A1/∂xo−
∂Ao/∂x1)dx3 ∧ dxo ∧ dx1
= 0+0+[ ∂
2A1
∂x2∂xo
− ∂2Ao
∂x2∂x1
]dxo∧dx1∧dx2 +[ ∂2A1∂x3∂xo − ∂
2Ao
∂x3∂x1
]dxo∧dx1∧dx3
Calculemos ahora la diferencial del segundo te´rmino de dA:
d[∂A2/∂x0−∂A0/∂x2]dx0∧dx2 = ∂/∂xo(∂A2/∂x0−∂A0/∂x2)dxo∧dx0∧
dx2 +∂/∂x1(∂A2/∂x0 − ∂A0/∂x2)dx1 ∧ dx0 ∧ dx2 +∂/∂x2(∂A2/∂x0 −
∂A0/∂x2)dx2 ∧ dx0 ∧ dx2 +∂/∂x3(∂A2/∂x0 − ∂A0/∂x2)dx3 ∧ dx0 ∧ dx2
= 0+[− ∂2A2
∂x1∂x0
+ ∂
2A0
∂x1∂x2
]dxo∧dx1∧dx2 +[ ∂2A2∂x3∂x0 − ∂
2A0
∂x3∂x2
]dx0∧dx2∧dx3
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Podemos ver que el te´rmino ∂
2A0
∂x1∂x2
dxo ∧ dx1 ∧ dx2 aparece con sig-
nos diferentes en las dos diferenciales anotadas. Al calcular los dema´s
te´rminos, se obtiene la aniquilacio´n total.
7.4. PRODUCTO INTERIOR
Por medio de la derivacio´n podemos subir el grado de las formas dife-
renciales. Veamos ahora un mecanismo para bajarlo. Se trata simple-
mente de tomar una p-forma que funciona sobre p-plps y aduen˜arse de
la primera arista poniendo un vector fijo para siempre:
Def(115): Si ~v es un vector y α es una p-forma, definimos el producto
interior de la forma y el vector como la (p-1)-forma i~vα que funciona
as´ı: i~vα es cero si α es una funcio´n o 0-forma. Da i~vα = α(~v) si α es
una 1-forma. En los dema´s casos, para una p-forma αp con p > 1, i~vα
p
es una forma de grado p− 1 que opera como
(i~vα
p)p−1(~w2, ...., ~wp) = αp(~v, ~w2, ...., ~wp).
Al producto interno as´ı definido se le llama antiderivacio´n por bajar el
grado de la forma y por cumplir el siguiente teorema:
Teorema (116). i~v(α
p ∧ βq) = [i~vαp] ∧ βq) + (−1)pαp ∧ [i~vβq]
Es importante tener en cuenta que el producto interno es un operador
lineal en sus dos entradas, tanto la que se escribe como sub´ındice como
la que se escribe como operando.
7.5. REESCRITURA
Veamos co´mo se reescriben en el lenguaje de las formas diferenciales
algunos resultados conocidos del ca´lculo en tres variables.
Repitamos una regla pasada que hay que tener en claro: las formas
son las u´nicas entidades que se derivan, antiderivan e integran. No es
una exageracio´n decir que las formas se hicieron para integrarlas y de
hecho, la diferenciacio´n de formas no se puede entender a menos que
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se enuncie su relacio´n con integracio´n, la cual se ha definido para que
cumpla reglas muy naturales. En efecto:
Cuando uno desea una integral de l´ınea, como hallar la masa de un
alambre o el trabajo hecho al recorrer una cierta trayectoria con un
peso a cuestas, lo que se integra es una 1-forma. Similarmente, si se
trata de una integral de superficie, lo que se integra es una 2-forma,
la cual opera sobre 2-plps que son los que generan las superficies. Y,
por supuesto, al querer hallar volu´menes, masas encerradas por una
superficie, lo que se integra es una 3-forma.
Por tanto, si uno tiene que reescribir una expresio´n vectorial en el
presente lenguaje, uno primero debe entender en que´ contexto va a
entrar. Ejemplo: si ~F es una campo de fuerzas tangencial a una curva,
y si uno desea meterla en una integral de l´ınea, para calcular un trabajo,
entonces ~F entra como una 1-forma:
~F = (F1, F2, F3)↔ α = F1dx1 + F2dx2 + F3dx3 (117)
Pero si el campo de fuerzas es perpendicular a una superficie, y se trata
de una integral de superficie, entonces a dicho campo le corresponde
una 2-forma, puesto que las superficies se expanden con 2-plps. La
2-forma se construye teniendo en cuenta que para un punto dado, el
vector ~F sirve para completar un 3-plp al cual se le calcula su volumen.
Lo que tenemos en mente es que al campo se le calcula el flujo sobre
una superficie infinitesimal, el cual resulta del volumen expandido por
un 2-plp sobre la superficie y el vector definido por el campo.
De eso se infiere que la 2-forma asociada a ~F se construye as´ı:
Primero, la forma de volumen es vol3 = du1 ∧ du2 ∧ du3. Segundo: a
un vector, digamos ~v = (v1, v2, v3), se le asocia la 2-forma β
2 = i~vvol.
Para saber cua´nto es eso, usamos el hecho de que el producto interno
sobre un producto wedge opera como una derivacio´n. En el presente
caso tenemos un triple producto, por lo que en el caso especial ~v =
∂j = ∂/∂xj y notando la forma vol
3 como α, entonces
i~vα = i(∂j )(du
1)du2∧du3−du1∧ i(∂j )(du2)∧du3+du1∧du2∧ i(∂j )(du3)
= du1(∂j)du
2 ∧ du3 − du1 ∧ du2(∂j) ∧ du3 + du1 ∧ du2 ∧ du3(∂j)
= δ1jdu
2 ∧ du3 − δ2jdu1 ∧ du3 + δ3j du1 ∧ du2
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Si j = 1 esto se convierte en:
i~vα = δ
1
1du
2 ∧ du3 − δ21du1 ∧ du3 + δ31du1 ∧ du2 = du2 ∧ du3
Por tanto, si ~v =
∑
vi∂i, y la 3-forma sigue siendo la del volumen,
entonces,
i~vα = v
1i∂/∂u1(α) + v
2i∂/∂u2(α) + v
3i∂/∂u3(α)
= v1du2 ∧ du3 − v2du1 ∧ du3 + v3du1 ∧ du2
= v1du2 ∧ du3 + v2du3 ∧ du1 + v3du1 ∧ du2
Por tanto, al vector ~B = (B1, B2, B3), pensemos en el campo magne´tico,
le corresponde la 2-forma:
~B = (B1, B2, B3)↔ β2 = B1dy ∧ dz + B2dz ∧ dx+B3dx ∧ dy (118)
Guardemos en mente que:
A un vector se le puede representar como una 1-forma o como una 2-
forma y que eso depende del contexto. Como uno puede cuadrar el con-
texto a su antojo, eso es una arbitrariedad. Ahora bien, el propo´sito de
la presente contribucio´n es el de explorar las consecuencias matema´ti-
cas del principio del realismo: existe una realidad independiente de la
mente, de los me´todos de observacio´n, de las formas de descripcio´n, del
tratamiento matema´tico para estudiarlas. Pues bien, cuando tenemos
un vector en meca´nica cla´sica, al pasarlo a las formas sobre el espacio
de Minkowski tiene dos opciones: una 1-forma y una 2-forma. Es arbi-
trario decir que una representacio´n es mejor que la otra. Por lo tanto,
si en alguna parte aparece la 1-forma, en otra parte debera´ aparecer
la 2-forma acompan˜ante. Ninguna de las dos representaciones puede
aparecer sin la otra en un conjunto de leyes.
Veamos ahora que´ le corresponde a un producto cruz:
Sea ~A = (a1, a2, a3) con la 1-forma asociada α
1 = a1dx1+a2dx
2+a3dx
3
y ~B = (b1, b2, b3) con 2-forma asociada β
2 = b1du
2∧du3+ b2du3∧du1+
b3du
1 ∧ du2
Entonces,
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~A× ~B ↔ −i ~Aβ2 (120)
Verifique´moslo. Por un lado:
~A× ~B = det

 i j ka1 a2 a3
b1 b2 b3

 = (a2b3 − a3b2,−a1b3 + a3b1, a1b2 − a2b1)
pero por otra parte:
−i ~Aβ2
= −i ~A(b1du2 ∧ du3 + b2du3 ∧ du1 + b3du1 ∧ du2)
= −[i ~A(b1du2 ∧ du3) + i ~A(b2du3 ∧ du1) + i ~A(b3du1 ∧ du2)]
= −[b1i ~A(du2)∧du3−b1du2∧i ~A(du3)+b2i ~A(du3)∧du1−b2du3∧i ~A(du1)+
b3i ~A(du
1) ∧ du2 − b3du1 ∧ i ~A(du2)]
= −[b1du2( ~A)du3+b1du2du3( ~A)+b2du3( ~A)du1+b2du3du1( ~A)+b3du1( ~A)du2+
b3du
1du2( ~A)]
= −[b1a2du3 − b1a3du2 + b2a3du1 − b2a1du3 + b3a1du2 − b3a2du1]
= −[b2a3du1 − b3a2du1 + b3a1du2 − b1a3du2 + b1a2du3 − b2a1du3]
= [(b3a2 − b2a3)du1 + (b1a3 − b3a1)du2 + (b2a1 − b1a2)du3]
a esta 1-forma le corresponde claramente el vector que representa ~A× ~B
Otras asociaciones son:
∇f ↔ df (121)
lo cual dice que el vector gradiente se representa por la diferencial que
es una 1-forma.
Por otra parte, si representamos un campo vectorial ~A por una 1-forma,
α1, entonces el rotacional del campo sera´ utilizado en integrales de
superficie y por lo tanto debe ser una 2-forma. Debe estar por tanto
ligado a la derivacio´n, pues esa operacio´n es la que sube el grado de las
formas:
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Rot ~A = ∇×A↔ dα1 (122)
Similarmente, la divergencia de un campo se usa en integrales de
volumen, por lo tanto, debe ser una 3-forma, que ha de ser el resultado
de derivar la dos forma que representa al campo vectorial dado:
Div ~B = ∇ · ~B ↔ dβ2 (123)
Del ca´lculo conoc´ıamos una ley que dec´ıa: la divergencia del rotacio-
nal de un campo es cero. En nuestro lenguaje, eso dice simplemente
d2A = 0, pues al campo se le representa por una 1-forma, cuyo rota-
cional se calcula por medio de la diferencial, al cual se le puede sacar
la divergencia, que es simplemente la segunda derivacio´n.
Finalmente, el producto punto de dos vectores ~B · ~A corresponde al
producto interno de la 2-forma α1 que representa a ~A, con el vector ~B:
~B · ~A↔ i ~Bα1 (124)
Reescribamos ahora el teorema de Stokes de ca´lculo vectorial: cuando
todo esta´ bien definido se tiene:∫
S∇× F =
∫
∂S F
donde S es una superficie de ℜ3 suave y orientable cuya frontera ∂S es
suave. Ahora la podemos escribir como∫
S dF
1 =
∫
∂S F
1
donde el campo vectorial F se modelo´ como una forma diferencial de
orden uno, que se puede integrar al lado derecho sobre un camino ce-
rrado, o bien, cuya diferencial da una forma de grado 2, en el lado
izquierdo, la cual opera sobre 2-plps de una superficie para dar una
integracio´n sobre una a´rea.
Escribamos ahora el teorema de Gauss, el cual dice:∫
V ∇ · F =
∫
∂V F
donde V es un volumen de ℜ3 cuya frontera ∂V es una superficie suave.
Ahora la podemos escribir como
7.6. REESCRITURA DE LAS LEYES DE MAXWELL 249
∫
V dF
2 =
∫
∂V F
2
donde el campo vectorial F se modelo´ como una forma diferencial de
grado 2, que se puede integrar en el lado derecho sobre una superficie,
o bien, cuya diferencial da una forma de grado 3, en el lado izquierdo,
la cual opera sobre 3-plps de un volumen para dar una integral de
volumen.
Observemos que en la reescritura adoptada, ambos teoremas tienen
exactamente la misma forma. Sobre una variedad M de dimensio´n n y
cuya frontera ∂M es una variedad de dimensio´n n− 1, se tiene:∫
M dF
n−1 =
∫
∂M F
n−1
donde integramos una forma diferencial F de grado n-1, que se puede
integrar en el lado derecho sobre una variedad de dimensio´n n-1, o bien,
cuya diferencial da una forma de grado n, en el lado izquierdo, la cual
opera sobre n-plps que aproximadamente recubren la variedad M .
Esta reescritura es un teorema de la geometr´ıa diferencial, va´lido en
cualquier dimensio´n, y que se conoce como el teorema de Stokes.
7.6. REESCRITURA DE LAS LEYES DE
MAXWELL
Como una aplicacio´n de las correspondencias recie´n establecidas, rees-
cribamos las leyes de Maxwell en el lenguaje de las formas diferenciales.
Lo primero es decidir que´ le corresponde tanto al campo ele´ctrico como
al magne´tico. Para eso, miremos la fuerza de Lorentz, la cual define
estos campos:
~F = q( ~E + ~v × ~B)
Esta fuerza representa la reaccio´n de la naturaleza ante una carga
ele´ctrica. Por lo tanto, tiene que ser una forma. Empecemos asigna´ndo-
le una 1-forma f 1, a ver que´ pasa. Eso implica que el campo ele´ctrico
tambie´n sea una 1-forma, ǫ1:
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~E ↔ ǫ1 = E1dx+ E2dy + E3dz (125)
Por otro lado, para poder medir el campo magne´tico, el experimen-
tador debe acelerar su part´ıcula cargada y darle una velocidad ~v, de
donde inferimos que a la velocidad se le puede representar por un vec-
tor. Tenemos tambie´n un producto cruz que debe estar en las mismas
unidades que el campo ele´ctrico, por lo que debe estar representado
por una 1-forma. Lo podemos lograr si hacemos un producto interno
entre el vector velocidad, un vector, y el campo magne´tico, el cual debe
entonces ser una 2-forma, β2
~B ↔ β2 = B1dy ∧ dz +B2dz ∧ dx+B3dx ∧ dy (126)
Esta 2-forma al operar sobre un 2-plp encontrara´ la primera arista
siempre ocupada por ~v. Por consiguiente, la ley de Lorentz se escribe,
con las asociaciones naturales, como:
f 1 = q(ǫ1 + i~vβ
2) (127)
Ahora reescribamos las leyes de Maxwell.
La primera:
∇ × ~E = −(1/c)∂ ~B/∂t se reescribe, poniendo la velocidad de la luz
como uno, simplemente como
dǫ1 = −∂β2/∂t (128)
La cuarta ley ∇ · ~B = 0 se reescribe como
dβ2 = 0 (129)
Pero ahora tenemos un problema, la tercera ley es:∇× ~B = −(1/c)∂ ~E/∂t
y en esta ecuacio´n, el operador ∇ no puede substituirse por d porque d
sobre una 2-forma mide una divergencia y nosotros lo que queremos es
un rotacional. No hay ma´s remedio que representar al campo magne´ti-
co de dos maneras: como una 2-forma para la primera y cuarta ley y
como una 1-forma para la segunda y tercera ley.
7.6. REESCRITURA DE LAS LEYES DE MAXWELL 251
Sin embargo, en el lado izquierdo de la tercera ley tendr´ıamos la de-
rivada de una 1-forma, la cual ser´ıa una 2-forma, mientras que en el
lado derecho tendr´ıamos la deriva parcial de una 1-forma que seguir´ıa
siendo una 1-forma. La nueva escogencia nos obliga a representar al
campo ele´ctrico por una 2-forma, lo cual ya sabemos hacer.
Podemos hacer todo esto sin que haya lugar a confusio´n. Adoptamos, en
primer te´rmino, las convenciones aceptadas para la primera y cuarta
ley y nos las arreglamos para la segunda y la tercera. Tomamos el
campo ele´ctrico como una 1-forma y al magne´tico como una 2-forma.
Definimos:
∗ǫ2 = (∗ǫ)2 = i ~Evol3 = E1dx2∧dx3+E2dx3∧dx1+E3dx1∧dx2 (130)
∗β1 = (∗β)1 = B1dx1 +B2dx2 +B3dx3 (131)
La * se escribe antes de la forma en cuestio´n, pues realmente es un
operador que a asocia formas a formas: a una forma de grado 1, le hace
corresponder otra de grado 2, y a una de grado 2, le hace corresponder
otra de grado 1. Con esa adaptacio´n, podemos reescribir la tercera ley
como
d ∗ β1 = −∂ ∗ ǫ2/∂t (132)
y la cuarta ley
∇ · ~E = 4πQ
la podemos escribir como
d ∗ ǫ2 = 4πσ3 (133)
donde la densidad de carga, Q, esta´ representada por una 3-forma, σ3,
pues la densidad de carga se integra sobre un volumen 3-dimensional.
Resumen (134): Las leyes de Maxwell en el ca´lculo de formas diferen-
ciales se escriben como
dǫ1 = −∂β2/∂t
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dβ2 = 0
d ∗ β1 = 4πj2 + ∂ ∗ ǫ2/∂t
d ∗ ǫ2 = 4πσ3
La simetr´ıa de estas ecuaciones en el vac´ıo, cuando no hay cargas ni
corrientes, exige investigar si existira´ una reescritura ma´s avanzada en
la cual se borren las diferencias entre campo magne´tico y ele´ctrico y en
particular si existen cargas magne´ticas, los llamados monopolos. Parte
de esa investigacio´n la realizamos sobre el espacio-tiempo.
7.7. LAS LEYES DE MAXWELL EN EL
ESPACIO TIEMPO
Recordamos que en relatividad, todas las observables ba´sicas vienen
empaquetadas en cuadrivectores. El conjunto de cuadrivectores se de-
nomina espacio-tiempo.
El espacio-tiempo esta´ provisto de un producto interno, tal que si los
cuadrivectores son (uo, u1, u2, u3) y (vo, v1, v2, v3) entonces su producto
interno es
< (uo, u1, u2, u3), (vo, v1, v2, v3) >= −c2uovo + u1v1 + u2v2 + u3v3
A este producto interno se le llama tambie´n la me´trica o pseudo-
me´trica de Minkowski, pues permite generar una norma: la norma
cuadrado de un cuadrivector se define como el producto del vector por
el mismo: ‖P‖2 =< P, P >.
Para hacer e´nfasis en la norma, tambie´n se puede decir. espacio de Min-
kowski. Es algebraicamente equivalente a decir que se tiene una me´trica
comu´n y corriente pero con el tiempo imaginario, pero en realidad se
prefiere decir que el tiempo es real y que la me´trica tiene signatura
(−+++).
Para considerar la reescritura de las leyes de Maxwell en el espacio-
tiempo necesitamos extender el formalismo tridimensional, considera-
do en el cap´ıtulo anterior, a uno tetradimensional para que incluya el
tiempo. Para empezar debemos lograr identificar la fuerza de Lorentz.
7.7. LAS LEYES DE MAXWELL EN EL ESPACIO TIEMPO 253
Definiendo fuerza como masa por aceleracio´n estamos suponiendo que
la masa es constante y perdemos la posibilidad de analizar una bomba
que al desinflarse va dando tumbos de una lado para el otro. Notando
que la definicio´n anterior es equivalente a fuerza igual a masa por la
derivada de la velocidad, definimos fuerza como la derivada de la ma-
sa por la velocidad, o sea, la derivada del momento, P . Eso es va´lido
tanto en meca´nica cla´sica como en relativista. Pero en relatividad, la
derivada es respecto al tiempo propio τ , o sea al tiempo medido por un
reloj que viaja con la part´ıcula test. Claramente:
Al tiempo propio lo notamos τ , al tiempo medido por el observador
como t. Los dos se relacionan mediante el factor de Lorentz, γ:
dt2 = (1− (v/c)2)−1dτ 2 = γ2dτ 2
Otra definicio´n alterna del factor de Lorentz es γ = dt/dτ = (1 −
v2/c2)−1/2
A la posicio´n en 3:d la notamos ~x y al cuadrivector posicio´n, relativa
al observador, x = (t, ~x). La velocidad en 3:d la notamos ~v, la flechita
siempre marca los vectores en 3:d, y al cuadrivector velocidad como
u = dx/dτ = (dt/dτ, d~x/dτ) = γ(1, ~v). Indistintamente, usaremos la
equivalencia entre vector y operador de derivacio´n direccional. Por tan-
to, al cuadrivector velocidad tambie´n lo notaremos: u = γ∂/∂τ + γ~v.
El momento es la masa en reposo por el cuadrivector velocidad:
P = mou = moγ(1, ~v) = m(1, ~v) = (m, ~p)
La fuerza es entonces: f = dP/dτ = d(m, ~p)/dτ = (dm/dτ, d~p/dτ) =
(dm/dτ, d~p/dt(dt/dτ)) = (dm/dτ, γd~p/dt), o sea,
f = (f o, γ ~f)
donde ~f es la fuerza cla´sica en ℜ3 y f o lleva la contabilidad del cambio
de masa: nuestros conceptos se aplican a cohetes que cambian de masa
a cada instante.
Teorema (135): La norma del cuadrivector momento P es −m2oc2.
Veamos:
El producto interno entre dos cuadrivectores cualesquiera en el espacio
-tiempo es < (uo, u1, u2, u3), (vo, v1, v2, v3) >= −c2uovo + u1v1 + u2v2 +
u3v3 y la norma cuadrado es el producto del vector por el mismo:
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‖P‖2 =< P, P >.
De tal manera que la norma cuadrado de un cuadrivector (t, x, y, z) es
‖(t, x, y, z)‖ = −c2t2+ x2 + y2+ z2 , donde aparece la norma cuadrado
en 3:d. Por lo tanto, si el momento P = (moγ,m~v) = (moγ,moγ~v), su
norma cuadrado es:
‖P‖2 =< P, P >= −m2oγ2c2 + m2oγ2v2 = −m2oγ2c2(1 − v2/c2) =
−m2oγ2c2γ−2 = −m2oc2 = constante.
Teorema (136): El cuadrivector velocidad tiene las componentes
f = γ(c−2 ~f · ~v, ~f) (136)
Demostracio´n: Como la norma cuadrado del cuadrivector momento se
conserva, al derivar con respecto al tiempo propio debe dar cero:
d/dτ(< P, P >) = 0 =< dP/dτ, P > + < P, dP/dτ >
= 2 < dP/dτ, P >= 2 < f, P >= 2 < f,mou >= 0
lo cual dice que la fuerza es ortogonal a la cuadrivelocidad en el espacio
de Minkowski:
0 =< f, u >, pero como f = (f o, γ ~f) y u = (γ, γ~v) entonces
0 =< (f o, γ ~f), (γ, γ~v) >= −c2f oγ + γ ~f · γ~v
Despejando tenemos: f o = (γ/c2)~f ·~v lo cual dice: la componente tem-
poral en el espacio -tiempo es proporcional a la potencia en 3:d. Al
substituir nos da que el cuadrivector fuerza tiene los siguientes compo-
nentes:
f = γ(c−2 ~f · ~v, ~f) (136)
donde podemos ver la traza de la teor´ıa cla´sica.
Ahora podemos traducir la ley de Lorentz en 3:d, ~f = q[ ~E+(~v/c)× ~B]
al espacio de Minkowski.
Para eso, primero debemos notar que ~v es ortogonal en 3:d a (~v/c)× ~B,
por lo tanto, el cuadrivector fuerza de Lorentz queda:
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f = γ(c−2 ~f · ~v, ~f) = γ(c−2(q[ ~E + (~v/c)× ~B]) · ~v, (q[ ~E + (~v/c)× ~B]))
y simplificando
f = γq(c−2 ~E · ~v, ~E + (~v/c)× ~B) (137)
la cual podemos reescribir en el lenguaje de las formas usando nuestra
experiencia en 3:d. Al cuadrivector fuerza le corresponde una 1-forma,
pues la fuerza representa la reaccio´n de la naturaleza. La traduccio´n
requiere dos detalles: primero, cada te´rmino debe ser una 1-forma. Por
eso, en la parte temporal hay que agregar dt, pues de lo contrario el
primer te´rmino ser´ıa un escalar. En segundo lugar, dado que en el
producto interior a la primera coordenada se le multiplica por −c2, al
pasar de vectores a formas hay que dividir por esa misma cantidad. Eso
se debe a la dualidad existente entre formas y vectores. Nos queda:
f 1 = −(γq/c2)[i~vǫ1]dt+ γq[ǫ1 − i~v/cβ2] (138)
donde la velocidad de la luz c puede medirse en cualquier tipo de uni-
dades. Si se usa la convencio´n c = 1, la fuerza queda:
f 1 = −(γq)[i~vǫ1]dt+ γq[ǫ1 − i~vβ2]
Tenemos ahora un teorema impresionante:
Teorema (139): Si definimos el tensor de campo que es la 2-forma fuerza
del campo electromagne´tico como
F 2 = ǫ1 ∧ dt+ c−1β2
= E1dx∧dt+E2dy∧dt+E3dz∧dt+B1dy∧dz+B2dz∧dx+B3dx∧dy
entonces la fuerza de Lorentz se escribe como la 1-forma en el espacio-
tiempo
f 1 = −qiuF 2
Lo que parece impresionante de este teorema es que de en medio de
toda la sofisticacio´n f´ısica y matema´tica que hemos visto, la cual fue
construida para ser generalizada automa´ticamente a variedades, hace
que emerja una formulacio´n intuitivamente simple y directa: visto in-
finitesimalmente, el producto interior de un vector con una 2-forma
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reemplaza lo que en a´lgebra lineal corresponde a la multiplicacio´n de
una matriz por un vector. Por lo tanto, lo que este teorema dice es:
el experimentador estimula la naturaleza con un cuadrivector veloci-
dad, u, la naturaleza lo detecta por medio del campo F 2, y su reaccio´n
es producir una resistencia, una fuerza, f 1 que es simplemente una
transformacio´n lineal del est´ımulo por medio del campo. Esto es lo que
siempre hemos buscado. Y lo estamos encontrando.
Demostracio´n: −qiuF 2 = −qiu(ǫ1 ∧ dt+ c−1β2)
= −qiu(ǫ1 ∧ dt)− (q/c)iuβ2
= −q(iuǫ1 ∧ dt− ǫ1 ∧ iu(dt))− (q/c)iuβ2
= −q(ǫ1(u) ∧ dt− ǫ1dt(u))− (q/c)iuβ2
tengamos en cuenta que
u = γ∂/∂t + γ~v = γ∂/∂t + γ[v1∂/∂x + v2∂/∂y + v3∂/∂z]
por consiguiente dt(u) = γ, pues dt(∂∂t) = 1 y las dema´s proyecciones
dan cero. Por tanto:
−qiuF 2 = −q(ǫ1(u)) ∧ dt+ γqǫ1 − (q/c)iuβ2
Averigu¨emos que´ es ǫ1(u) donde ǫ1 = E1dx+ E2dy + E3dz,
ǫ1(u) = E1dx(u)+E2dy(u)+E3dz(u) = E1γv1+E2γv2+E3γv3 = γ ~E ·~v
= γi~vǫ
1 el cual es un escalar. Reemplazando:
−qiuF 2 = −γq(i~vǫ1)dt+ γqǫ1 − (q/c)iuβ2
Especifiquemos que´ es iuβ
2 donde β2 = B1dy∧dz+B2dz∧dx+B3dx∧dy.
Tenemos:
iuβ
2 = iγ∂/∂tβ
2+iγ~vβ
2 = iγ~vβ
2 = γi~vβ
2, puesto que el campo magne´tico
no tiene componente temporal y adema´s el producto interno es lineal
en todas sus entradas. Substituyendo:
−qiuF 2 = −γq(i~vǫ1)dt + γqǫ1 − (q/c)γi~vβ2 = −γq(i~vǫ1)dt + γqǫ1 −
qγi~v/cβ
2
En conclusio´n, hemos probado la igualdad requerida:
−qiuF 2 = −γq(i~vǫ1)dt+ γq[ǫ1 − i~v/cβ2] = f 1
De ahora en adelante, c se sera´ la unidad de velocidad : c = 1.
Observemos que el tensor de campo
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F 2 = E1dx∧dt+E2dy∧dt+E3dz∧dt+B1dy∧dz+B2dz∧dx+B3dx∧dy
= −E1dt∧dx−E2dt∧dy−E3dt∧dz+B1dy∧dz−B2dx∧dz+B3dx∧dy
puede escribirse en forma de arreglo pseudo-matricial como sigue:
F 2 =


dt dx dy dz
dt 0 −E1 −E2 −E3
dx 0 B3 −B2
dy 0 B1
dz 0

 (140)
Ahora bien, esa no es una matriz. Para asociarle una matriz hay que
primero fijar una base. Luego se evalu´a F 2 sobre los 2-plps generados
por los vectores de la base. Nosotros siempre hemos trabajado en la
base cano´nica. En nuestro caso tenemos, por ejemplo, que el te´rmino
B3dx∧dy evaluado sobre el 2-plp (∂/∂x, ∂/∂y) da B3 y sobre todos los
dema´s 2-plps da cero. Eso significa que a la componente B3dx ∧ dy de
F 2 le corresponde la entrada B3 en la matriz dada por la base cano´nica.
Por lo tanto, la matriz asociada , la de evaluaciones es:
[F ] =


∂/∂t ∂/∂x ∂/∂y ∂/∂z
∂/∂t 0 −E1 −E2 −E3
∂/∂x E1 0 B3 −B2
∂/∂y E2 −B3 0 B1
∂/∂z E3 B2 −B1 0

 (141)
A este arreglo se le denomina ’tensor electromagne´tico’ o bien ’ten-
sor de fuerza del campo electromagne´tico’. Se dice que es una ’fuerza’
puesto que puede cambiar la velocidad de una part´ıcula cargada, sea
en su mo´dulo o sea en su direccio´n.
Obse´rvese la distribucio´n de trabajo adjudicada por las dos-formas al
campo electromagne´tico: la parte que tiene coordenada temporal, el
campo ele´ctrico, es una fuerza que puede cambiar el mo´dulo de la ve-
locidad. En tanto que las componentes espaciales forman un campo, el
campo magne´tico, el cual no puede cambiar el mo´dulo de la velocidad
sino solamente su direccio´n.
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Las coordenadas de la fuerza de Lorentz pueden entonces formularse,
usando esta matriz, como:
fi = q
∑
j Fijuj
que es una expresio´n muy directa. Lo es a tal punto que uno deber´ıa
preguntarse cua´l es el sentido de todo el tiempo que hemos invertido
en una elaboracio´n elemental de las formas diferenciales. La respuesta
esta´ en la anunciada reescritura de las leyes de Maxwell, para lo cual
necesitamos extender el operador derivada (exterior) de 3:d al espacio
-tiempo o 3+1:d.
Definicio´n (142): La derivada en el espacio-tiempo de una forma dife-
rencial se define como
d(·) = d3(·) + ∂(·)/∂t ∧ dt.
donde d3 es la derivada en el espacio ordinario 3:d. La dimensio´n tem-
poral se toma como para´metro.
Nuestra definicio´n se motiva diciendo que tiene que extender una de-
rivacio´n normal, por eso aparece la derivada partial en t, y adema´s
tiene que dar una 1-forma sobre funciones, por lo cual aparece la dt.
Por supuesto, nuestra definicio´n cumple todas las propiedades de la
derivada.
Operando sobre el tensor de campo, F 2 = ǫ1 ∧ dt+ β2, tenemos:
dF 2 = d3ǫ
1 ∧ dt+ d3β2 + ∂ǫ1/∂t ∧ dt ∧ dt+ ∂β2/∂t ∧ dt
= (d3ǫ
1 + ∂β2/∂t) ∧ dt+ d3β2
puesto que el tercer te´rmino desaparece por repeticio´n de multiplican-
dos.
Ahora, consideremos la ecuacio´n dF 2 = 0 . Como la expresio´n calculada
para dF 2 esta´ separada en sus partes independientes de tiempo y espa-
cio, tenemos por la parte temporal: d3ǫ
1+∂β2/∂t o sea d3ǫ
1 = −∂β2/∂t.
Mientras que en su parte espacial queda: d3β
2 = 0, y obtuvimos dos
leyes de Maxwell. Las otras dos las obtendremos usando las represen-
taciones complementarias de los campos dados.
Teorema (143):
d3 ∗ ǫ2 − (d3 ∗ β1 − ∂ ∗ ǫ2/∂t) ∧ dt = 4π(σ3 − j2 ∧ dt) = 4π3
7.7. LAS LEYES DE MAXWELL EN EL ESPACIO TIEMPO 259
donde 3 = σ3 − j2 ∧ dt
Demostracio´n:
La versio´n 3:d de las otras dos leyes de Maxwell, las cuales describen
el efecto de las corrientes y cargas, son:
d3 ∗ β1 = 4πj2 + ∂ ∗ ǫ2/∂t
d3 ∗ ǫ2 = 4πσ3
Estas ecuaciones se pueden reescribir como:
d3 ∗ ǫ2 = 4πσ3
d3 ∗ β1 − ∂ ∗ ǫ2/∂t = 4πj2
Deseamos restar estas dos ecuaciones, pero hay un problema: la primera
ecuacio´n es entre 3-formas, mientras que la segunda es entre 2-formas.
Para balancearlas, podemos multiplicar la segunda ecuacio´n por una
1-forma, pero como dicha forma no puede tener ninguna coordenada
espacial, las cuales ya esta´n en esa ecuacio´n, entonces nos queda la
opcio´n de insertarlas en 3+1:d y multiplicar la segunda ecuacio´n por
una 1-forma temporal. Las dos ecuaciones quedan:
d3 ∗ ǫ2 = 4πσ3
(d3 ∗ β1 − ∂ ∗ ǫ2/∂t) ∧ dt = 4πj2 ∧ dt
y al restarlas, nos da:
d3 ∗ ǫ2− (d3 ∗β1− ∂ ∗ ǫ2/∂t)∧ dt = 4πσ3− 4πj2 ∧ dt = 4π(σ3− j2 ∧ dt)
= 4π3
donde hemos definido la 3-forma 3 = σ3 − j2 ∧ dt se le denomina la
3-forma corriente.
Definicio´n (144). Definimos ahora una representacio´n equivalente del
tensor de campo en 3+1:d con ayuda de las representaciones equiva-
lentes de los campos ele´ctrico y magne´tico en 3:d:
∗F 2 = − ∗ β1 ∧ dt+ ∗ǫ2
tengamos en cuenta que en esta definicio´n la * en el lado izquierdo es
un operador en 3+1:d, mientras que en el lado derecho es en 3:d.
Teorema (145): d ∗ F 2 = 4πσ3 − 4πj2 ∧ dt = 4π3
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Puesto que
∗F 2 = − ∗ β1 ∧ dt+ ∗ǫ2
derivando obtenemos una 3-forma en 3+1:d:
d ∗ F 2 = d(−∗ β1 ∧ dt+ ∗ǫ2) = [d3(·) + ∂(·)/∂t∧ dt](− ∗ β1 ∧ dt+ ∗ǫ2).
= d3(− ∗ β1 ∧ dt) + d3(∗ǫ2) + ∂(− ∗ β1 ∧ dt)/∂t ∧ dt+ ∂(∗ǫ2)/∂t ∧ dt
= −d3(∗β1 ∧ dt) + d3(∗ǫ2) + ∂(∗ǫ2)/∂t ∧ dt
= d3(∗ǫ2)− d3(∗β1 ∧ dt) + ∂(∗ǫ2)/∂t ∧ dt
= d3(∗ǫ2)− [d3 ∗ β1 − ∂(∗ǫ2)/∂t] ∧ dt
Usando el teorema anterior, podemos concluir que:
d ∗ F 2 = 4πσ3 − 4πj2 ∧ dt = 4π3
Tomando otra derivada ma´s:
d2 ∗ F 2 = 0 = 4πd3
que dice que la carga ni se crea ni se destruye, por lo tanto, lo que
escapa de un recinto cerrado debe registrarse como un flujo hacia el
exterior.
En resumen, las 4 leyes de Maxwell pueden reescribirse en 3+1:d como
dF 2 = 0 (146)
d ∗ F 2 = 4π3 (147)
Las 4 ecuaciones se han convertido en 2. Y por que´ no en 1? Deber´ıa po-
derse pues despue´s de todo, el campo electromagne´tico es una entidad
que funciona como un todo.
7.8. EL VECTOR POTENCIAL
Todo lo anterior puede reinventarse, por poco, a partir de la nada, al
menos localmente, si tan so´lo uno se permite explorar las consecuencias
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de admitir que la 2-forma tensor de campo sea la derivada de una 1-
forma, a la que notaremos A1 y a la que podemos llamar la 1-forma
correspondiente al vector potencial. (Esto esta´ garantizado siempre
que no haya problemas de singularidades).
Una 1-forma A en el espacio-tiempo tiene 4 coordenadas, A = Aodt+
A1dx+ A2dy + A3dz las cuales podemos separar en su parte temporal
Aodt y espacial, Λ
1 = A1dx+A2dy+A3dz que sigue siendo una 1-forma:
A = Aodt+ Λ
1
Este potencial 1-forma permite la libertad gauge y por lo tanto no es
observable. Lo que se observa es el efecto del campo electromagne´tico,
el cual obtendremos de A por la u´nica operacio´n que conocemos, la
diferenciacio´n: F = dA. Miremos la forma general de dA:
dA = F = ()dt∧dx+()dt∧dy+()dt∧dz+()dx∧dy+()dx∧dz+()dy∧dz
esta forma escrita de lleno, y cambiando ligeramente la notacio´n, es:


dxo dx1 dx2 dx3
dxo 0 ∂A1/∂xo − ∂Ao/∂x1 ∂A2/∂xo − ∂Ao/∂x2 ∂A3/∂xo − ∂Ao/∂x3
dx1 0 ∂A2/∂x1 − ∂A1/∂x2 ∂A3/∂x1 − ∂A1/∂x3
dx2 0 ∂A3/∂x2 − ∂A2/∂x3
dx3 0


comparemos este arreglo con aquel obtenido anteriormente para F 2:


dt dx dy dz
dt 0 −E1 −E2 −E3
dx 0 B3 −B2
dy 0 B1
dz 0


Comparando el primer renglo´n vemos que:
−E1 = ∂A1/∂xo − ∂Ao/∂x1
−E2 = ∂A2/∂xo − ∂Ao/∂x2
−E3 = ∂A3/∂xo − ∂Ao/∂x3
o bien que
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E1 = ∂Ao/∂x1 − ∂A1/∂xo
E2 = ∂Ao/∂x2 − ∂A2/∂xo
E3 = ∂Ao/∂x3 − ∂A3/∂xo
Tengamos en cuenta que
d3Aodt = (∂Ao/∂x1)dx1 ∧ dt+ (∂Ao/∂x2)dx2 ∧ dt+ (∂Ao/∂x3)dx3 ∧ dt
el cual tiene la forma de un gradiente multiplicado por dt, de lo cual se
concluye que Ao debe ser el potencial ele´ctrico, escalar, φ.
Por otro lado,
∂Λ1/∂t = (∂/∂t)(A1dx+ A2dy + A3dz)
cuyos coeficiente pueden escribirse como
∂A1/∂xo
∂A2/∂xo
∂A3/∂xo
Podemos concluir que el campo ele´ctrico, una 1-forma en 3:d, se rela-
ciona con A como sigue:
ǫ1 = d3Aodt− ∂Λ1/∂t
La anterior ecuacio´n diferencial es entonces equivalente a la ecuacio´n
vectorial
~E = ∇φ− ∂Λ1/∂t
Por otro lado, en las restantes componente de dA1 uno encuentra el
rotacional del vector correspondiente a Λ1. Por tanto, esa 1-forma es
la representacio´n diferencial del potencial vector, ~A y, recordando la
equivalencia entre rotacional de un vector y la derivada de su corres-
pondiente 1-forma, tenemos la relacio´n entre campo magne´tico y vector
potencial:
β2 = d3Λ
1
lo cual es equivalente a : ~B = ∇× ~A. Con todas esas equivalencias, dA
puede escribirse como el tensor de campo F , que ya sabemos que es
una 2-forma:
A1 = Aodt+ A1dx+ A2dy + A3dz
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dA1 = F 2 donde
F 2 = Exdx∧dt+Eydy∧dt+Ezdz∧dt+Bxdy∧dz+Bydz∧dx+Bzdx∧dy
Esto implica que, necesariamente, dF = d2A = 0, lo cual tiene la forma
de una ley de conservacio´n: las variaciones permitidas son aquellas que,
en cierto sentido, no cambian a F . De esto se obtienen las dos primeras
leyes de Maxwell. Aunque eso ya lo sab´ıamos, vea´moslo desde un punto
de vista muy expandido. El tensor de campo:
F 2 = Exdx∧dt+Eydy∧dt+Ezdz∧dt+Bxdy∧dz+Bydz∧dx+Bzdx∧dy
al derivarlo produce:
dF 2 = −[(∂Ex/∂t)dt+(∂Ex/∂x)dx+(∂Ex/∂y)dy+(∂Ex/∂z)dz]∧dt∧dx
−[(∂Ey/∂t)dt+ (∂Ey/∂x)dx + (∂Ey/∂y)dy + (∂Ey/∂z)dz] ∧ dt ∧ dy
−[(∂Ez/∂t)dt+ (∂Ez/∂x)dx + (∂Ez/∂y)dy + (∂Ez/∂z)dz] ∧ dt ∧ dz
+[(∂Bx/∂t)dt+ (∂Bx/∂x)dx+ (∂Bx/∂y)dy + (∂Bx/∂z)dz] ∧ dy ∧ dz
+[(∂By/∂t)dt+ (∂By/∂x)dx+ (∂By/∂y)dy + (∂By/∂z)dz] ∧ dz ∧ dx
+[(∂Bz/∂t)dt+ (∂Bz/∂x)dx + (∂Bz/∂y)dy + (∂Bz/∂z)dz] ∧ dx ∧ dy
Teniendo en cuenta que las repeticiones en un producto wedge se aniqui-
lan, que al cambiar de orden una vez, se cambia de signo, y que al hacer
dos permutaciones no pasa nada, podemos simplificar:
dF 2 = −(∂Ex/∂y)dy ∧ dt ∧ dx −(∂Ex/∂z)dz ∧ dt ∧ dx
−(∂Ey/∂x)dx ∧ dt ∧ dy −(∂Ey/∂z)dz ∧ dt ∧ dy
−(∂Ez/∂x)dx ∧ dt ∧ dz −(∂Ez/∂y)dy ∧ dt ∧ dz
+(∂Bx/∂t)dt ∧ dy ∧ dz +(∂Bx/∂x)dx ∧ dy ∧ dz
+(∂By/∂t)dt ∧ dz ∧ dx +(∂By/∂y)dy ∧ dz ∧ dx
+(∂Bz/∂t)dt ∧ dx ∧ dy +(∂Bz/∂z)dz ∧ dx ∧ dy
Numerando todos esos te´rminos de la forma natural, observamos que
los te´rminos 8, 10 y 12 tienen la misma coordenada diferencial, por lo
tanto se pueden agrupar. De igual forma, se puede asociar los te´rminos
4, 6 y 7, al igual que 2, 5 y 9, lo mismo que los 1, 3, 11 :
dF = (∂Bx/∂x + ∂By/∂y + ∂Bz/∂z)dx ∧ dy ∧ dz
+(∂Bx/∂t+ ∂Ez/∂y − ∂Ey/∂z)dt ∧ dy ∧ dz
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+(∂By/∂t+ ∂Ex/∂z − ∂Ez/∂x)dt ∧ dz ∧ dx
+(∂Bz/∂t+ ∂Ey/∂x− ∂Ex/∂y)dt ∧ dx ∧ dy
Si dF = 0, de la primera coordenada dx∧dy∧dz sacamos que∇·B = 0.
En las coordenadas temporales obtenemos 3 ecuaciones escalares que
se pueden resumir en una ecuacio´n vectorial si hacemos una correspon-
dencia: a la 3-forma dt∧dy∧dz le corresponde un vector en la direccio´n
i, a la 3-forma dt ∧ dz ∧ dx le corresponde un vector en la direccio´n j,
a la 3-forma
dt∧ dx∧ dy le corresponde un vector en la direccio´n k. Todo se resume
entonces en:
−∂B/∂t = det

 i j k∂/∂x ∂/∂y ∂/∂z
Ex Ey Ez

 = ∇×E
Tenemos pues dos leyes. Nos falta empaquetar en el nuevo lenguaje las
otras dos leyes, las cuales predicen el efecto del campo electromagne´tico
sobre cargas ele´ctricas en movimiento. Esas ecuaciones salen de una
construccio´n que a cada tensor F le asocia su dual ∗F , de tal manera
que para el caso del tensor de campo electromagne´tico tenemos:
F = −Exdt∧dx−Eydt∧dy−Ezdt∧dz+Bxdy∧dz+Bydz∧dx+Bzdx∧dy
∗F = Exdy∧dz+Eydz∧dx+Ezdx∧dy+Bxdt∧dx+Bydt∧dy+Bzdt∧dz
Nosotros hemos venido definiendo el operador ∗ de una manera ad hoc,
artificial, pero hay una definicio´n general, basada en una me´trica. Pode-
mos ver, sin embargo, que este operador calcula la forma de completar
las diferenciales hasta completar un mu´ltiplo del elemento de volumen,
y por eso a una k-forma le hace corresponder una (n-k)-forma.
Teorema (148) La ecuacio´n tensorial
d∗F = 4π∗J
que tambie´n se escribe como el sistema de ecuaciones
∂νF
µν = 4πJµ
es equivalente a las leyes de Maxwell dadas por
∇ · E = 4πρ
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y
∂E/∂t = ∇× B − 4πJ
Demostracio´n:
Recordemos que la 4-corriente es J = [ρ, Jx, Jy, Jz], en donde ρ es la
densidad de carga y las otras componentes denotan corrientes. A J lo
modelamos como una 1-forma:
J = ρdt+ Jxdx+ Jydy + Jzdz
Su forma diferencial dual es:
∗J = ρdx ∧ dy ∧ dz − Jxdt ∧ dy ∧ dz − Jydt ∧ dz ∧ dx− Jzdt ∧ dx ∧ dy
Ahora tenemos:
d∗F = d(Exdy ∧ dz+Eydz ∧ dx+Ezdx∧ dy+Bxdt∧ dx+Bydt∧ dy+
Bzdt ∧ dz)
= [(∂Ex/∂t)dt + (∂Ex/∂x)dx + (∂Ex/∂y)dy + (∂Ex/∂z)dz] ∧ dy ∧ dz
+[(∂Ey/∂t)dt+(∂Ey/∂x)dx+(∂Ey/∂y)dy+(∂Ey/∂z)dz]∧dz∧dx+ ....
= (∂Ex/∂x + ∂Ey/∂y + ∂Ez/∂z)dx ∧ dy ∧ dz
+(∂Ex/∂t− ∂Bz/∂y + ∂Ey/∂z)dt ∧ dy ∧ dz
+....
= 4π(ρdx ∧ dy ∧ dz)
−4πJxdt ∧ dy ∧ dz
−4πJydt ∧ dz ∧ dx
−4πJzdt ∧ dx ∧ dy
Estas ecuaciones tambie´n se empaquetan en la forma
∂νF
µν = 4πJµ
Que ma´s oficialmente se escribe como
d∗F = 4π∗J
En la primera coordenada de esta ecuacio´n tenemos la tercera ley de
Maxwell:
∇ · E = 4πρ
mientras que en las otras coordenadas tenemos:
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∂E/∂t = ∇× B − 4πJ
Para reinventar la ley de Lorentz, tenemos simplemente que recordar
nuestro esquema de interpretacio´n de toda la maquinaria de las formas
diferenciales:

 Resultado :cambio en la energ ı´a
y momento

 =

 Reaccio´n :fuerza
en ejercicio



 Est´ımulo :desplazamiento de
una carga


lo cual se traduce en:

 Resultado :cambio en la energ ı´a
y momento

 =

 Reaccio´n :tensor de campo
2− forma



 Est´ımulo :4− velocidad de
una carga


lo cual, pasando a coordenadas aplicando el tensor sobre 2-plps forma-
dos por elementos de la base natural, puede notarse como
d~p/dτ = eF~u, donde e es la carga, que es la constante de acople entre
el campo y la masa, ~u es el cuadrivector velocidad, ~p es el cuadrivector
energ´ıa-momento, y τ es el tiempo propio, o sea el tiempo marcado por
un reloj que va pegado a la part´ıcula. Esa misma ecuacio´n tambie´n se
escribe como:
dpµ/dτ = (e/mc)
∑
ν F
µνpν
Nuestra relectura de la ley de Lorentz presenta una inconsistencia: F
es una 2-forma, es decir es un operador que a un 2-plp infinitesimal
le asocia un nu´mero real. Si dicha 2-forma opera sobre un vector, au´n
sobrara´ espacio para otro vector. Por lo tanto, una 2-forma sobre vector
produce una 1-forma. Por consiguiente, en el lado derecho de nuestra
ecuacio´n hay una 1-forma. Pero, por otra parte, en el lado izquierdo
hay un vector.
Para alegr´ıa nuestra, esa aparente inconsistencia se resuelve diciendo
que el vector ha sido codificado como una 1-forma, lo cual es una opcio´n
que siempre tenemos.
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7.9. EL PRINCIPIO VARIACIONAL
A partir del potencial vector, hemos tomado la diferencial para obtener
el campo, F , y la segunda diferencial para obtener d2F = 0. Esta
ecuacio´n es equivalente a dos de las leyes de Maxwell. Decimos que
dichas leyes son de naturaleza geome´trica. Vimos tambie´n que las otras
dos leyes pueden considerarse como necesarias dada la ambivalencia en
la representacio´n de un vector en el espacio-tiempo, sea como una 1-
forma, sea como una 2-forma. Ahora vamos a probar que estas dos
leyes tambie´n son equivalentes a un principio variacional. Con esto
ilustramos la forma como se inventa un principio variacional para
deducir unas ecuaciones dadas.
Para poder proseguir necesitamos hacer una definicio´n. Como ya sa-
bemos, el tensor electromagne´tico, el cual es una dos forma, tambie´n
genera la siguiente matriz que lo representa:
F µν =


0 −Ex −Ey −Ez
Ex 0 −Bz By
Ey Bz 0 −Bx
Ez −By Bx 0


Ahora definimos un nuevo tensor bajando los sub´ındices como sigue:
Fµν =


0 Ex Ey Ez
−Ex 0 −Bz By
−Ey Bz 0 −Bx
−Ez −By Bx 0


Observemos que al campo ele´ctrico le hemos cambiado de signo mien-
tras que al magne´tico no le hemos hecho nada. Esta definicio´n de Fµν
entran˜a otra para las derivadas del potencial vector con sub´ındices cam-
biados de nivel que no vamos a detallar.
Ahora prosigamos en busca de nuestro principio variacional. Si utiliza-
mos la nomenclatura ∂ν para designar al operador ∂/∂x
ν y la exten-
demos tambie´n a sus generalizaciones naturales, las dos leyes que se
pueden escribir como d∗F = 4π∗J con J = 0 son equivalentes a
∂νF
µν = 0
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Multipliquemos ∂νF
µν = 0 por δAµ(x, t) con la condicio´n de que en los
tiempos s y r dichas perturbaciones valgan cero: δAµ(x, s) = δAµ(x, r) =
0
∂νF
µνδAµ(x, t) = 0
Ahora integramos entre r y s en la coordenada temporal, y al mismo
tiempo sobre todo el espacio ℜ3 en las dema´s coordenadas espaciales:
0 =
∫ s
r
∫
ℜ3 ∂νF
µνδAµ(x, t)dV dt
Si tenemos en cuenta que
δ(∂νAµ) = ∂ν(Aµ + δAµ)− ∂ν(Aµ) = ∂ν(Aµ + δAµ −Aµ) = ∂ν(δAµ)
podemos hacer integracio´n por partes, aplicar las evaluaciones nulas en
los bordes temporales, y esto se convierte en
0 = − ∫ ts ∫ℜ3 F µνδ(∂νAµ(x, t))dV dt
pero, como se demuestra ma´s abajo,
F µνδ(∂νAµ(x, t)) = (1/2)F
µνδFµν = (1/4)δF
µνFµν
entonces reemplazando tenemos
0 = − ∫ sr ∫ℜ3(1/2)F µνδFµνdV dt = −(1/4) ∫ ts ∫ℜ3 δF µνFµνdV dt
0 = −(1/4)δ ∫ ts ∫ℜ3 F µνFµνdV dt
con lo cual hemos demostrado que de las dos leyes de Maxwell no
geome´tricas se deduce un punto cr´ıtico de un funcional con lagrangiano
−(1/4)F µνFµν . El camino es reversible si tan so´lo se tiene en cuenta
que la perturbacio´n en Aµ(x, t) debe hacerse independientemente coor-
denada por coordenada.
Probemos ahora que
F µνδ(∂νAµ(x, t)) = (1/2)F
µνδFµν = (1/4)δF
µνFµν .
Demostracio´n: Comencemos probando que 2F µνδ(∂νAµ(x, t)) = F
µνδFµν .
En efecto:
F µνδFµν = F
µνδ(∂νAµ − ∂µAν)
= F µνδ(∂νAµ)− F µνδ(∂µAν)
= F µνδ(∂νAµ)− (∂νAµ − ∂µAν)δ(∂µAν),
= F µνδ(∂νAµ) + (∂
µAν − ∂νAµ)δ(∂µAν)
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= F µνδ(∂νAµ) + F
νµδ(∂µAν)
pero hay que ver que en el segundo te´rmino, los sub´ındices denotan
variables mudas y por lo tanto se les puede intercambiar el nombre.
Continuando:
= F µνδ(∂νAµ) + F
µνδ(∂νAµ)
= 2F µνδ(∂νAµ)
o lo que es lo mismo:
F µνδ(∂νAµ(x, t)) = (1/2)F
µνδFµν
Por otro lado,
δ(F µνFµν) = δ(F
µν)Fµν + F
µνδ(Fµν) = δ(F
µν)Fµν + Fµνδ(F
µν) =
2F µνδFµν
es decir
δ(F µνFµν) = 2F
µνδFµν
por lo que
F µνδFµν = (1/2)δ(F
µνFµν)
como ya sab´ıamos que
F µνδ(∂νAµ(x, t)) = (1/2)F
µνδFµν
entonces
F µνδ(∂νAµ(x, t)) = (1/2)F
µνδFµν = (1/4)δF
µνFµν
donde hemos utilizado el siguiente hecho: para bajar o subir los sub´ındi-
ces se multiplica bien por uno o bien por menos uno. Por lo tanto, si
se bajan en un lado y se suben en otro, se multiplica siempre por mas
uno.
Ahora expliquemos eso de la integracio´n por partes en el espacio tetra-
dimensional .
Tengamos presente que en la expresio´n∫ s
r
∫
ℜ3 ∂νF
µνδAµ(x, t)dV dt
se encuentran 16 te´rminos y que la variable subindicada con ν en algu-
nos casos es espacial y en otros puede ser el tiempo.
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Supongamos que se trata de la variable temporal. El te´rmino corres-
pondiente se escribe como∫ s
r
∫
ℜ3 ∂(t)F
µ(t)δAµdV dt
donde hemos encerrado a t entre pare´ntesis para indicar que no hay
suma alguna por estar un sub´ındice una vez arriba y otra abajo. Inter-
cambiando el orden de integracio´n∫
ℜ3
∫ s
r ∂(t)F
µ(t)δAµdtdV
podemos tomar el te´rmino interior
∫ s
r ∂(t)F
µ(t)δAµdt e integrarlo por
partes tomando u como δAµ y dv como ∂(t)F
µ(t)dt y nos queda∫
ℜ3
∫ s
r ∂(t)F
µ(t)δAµdtdV = (δAµ)(F
µ(t))|sr−
∫ s
r F
µ(t)δ(∂(t)Aµ)dt
pero como δAµ(x, r) = δAµ(x, s) = 0 el te´rmino sin integral desaparece
y obtenemos:∫
ℜ3
∫ s
r ∂(t)F
µ(t)δAµdtdV = −
∫ s
r F
µ(t)δ(∂(t)Aµ)dt
Reinsertando este te´rmino de donde fue sacado nos queda finalmente
que∫ s
r
∫
ℜ3 ∂(t)F
µ(t)δAµdV dt = −
∫ s
r
∫
ℜ3 F
µ(t)δ(∂(t)Aµ)dV dt
Pero si el sub´ındice ν es una variable espacial, digamos x, razonemos
como sigue:∫ s
r
∫
ℜ3 ∂νF
µνδAµdV dt =
∫ s
r
∫
ℜ2
∫∞
−∞ ∂(x)F
µ(x)δAµdxdAdt
y entonces podemos proceder como en el caso temporal siempre y cuan-
do pongamos la condicio´n adicional de que en el infinito δAµ tambie´n
es cero. Eso no me parece pedir demasiado. (O puede recurrirse al
lenguaje de las funciones generalizadas e integrar en el sentido de las
distribuciones).
Es relajante darse cuenta que detra´s de todo el complique exhibido hay
algo que suena familiar:
F µνFµν = −2(E2 −B2)
Antes de probar esa identidad, debemos anotar que no se trata de una
multiplicacio´n matricial. Podemos entenderla como el producto punto
entre dos vectores F kFk, donde k = µν. De esa forma:
F µνFµν = 0−E2x −E2y −E2z −E2x − 0+B2z +B2y −E2y +B2z +0+B2x −
E2z +B
2
y +B
2
x + 0
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= −2(E2 − B2)
Para ser totalmente sinceros, esa igualdad es ma´s una definicio´n que
cualquier otra cosa y para llegar a ella fue que se definio´ Fµν a partir
de F µν tal como fue hecho. Por que´ se hace as´ı? Porque anda´bamos
buscando un principio variacional, es decir un funcional cuyo punto
cr´ıtico sea equivalente a las leyes que queremos explicar. Sin embargo,
por un punto en el plano pueden pasar miles de para´bolas que ten-
gan su mı´nimo en dicho punto y de igual manera las leyes de Maxwell
podr´ıan ser puntos cr´ıticos de miles de funcionales. Por lo tanto, no se
trata de buscar uno cualquiera. Se requiere poner condiciones. La ma´s
natural es que el Lagrangiano encontrado sea un invariante relativista.
Eso quiere decir que desde todos los sistemas inerciales el Lagrangiano
sea exactamente el mismo, o mejor dicho, que sea invariante ante trans-
formaciones de Lorentz. Pues bien, a partir de los campo magne´tico y
ele´ctrico so´lo hay dos invariantes. El primero es E2 − B2 y el segundo
es E ·B, entendie´ndose como producto punto de vectores. De esas dos
posibilidades, la que funciona en el proyecto variacional es la primera.
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Por razones de la teor´ıa de campos, se modifica el lagrangiano
L = −(1/4)F µνFµν
introduciendo un α artificial quedando el siguiente lagrangiano:
L = −(1/4)F µνFµν − (α/2)(∂ · ~A)2
este α artificial dan˜ara´ las predicciones de este lagrangiano a menos
que desaparezca de algu´n modo: despue´s de tomar las ecuaciones de
Euler Lagrange, se pone α = 1 y de esa forma hay paz tanto con la
teor´ıa como con el experimento. A esta seleccio´n se le llama el gauge
de Feynman.
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7.11. COHOMOLOGIA
Existe una estructura matema´tica, llamada cohomolog´ıa, que juega
un papel importante en las discusiones avanzadas. De lo que hemos vis-
to, ya podemos saber de que´ se trata (las definiciones rigurosas pueden
mirarse en un libro de geometr´ıa).
La teor´ıa electromagne´tica expresa una interaccio´n que depende de una
1-forma, la cual no es la diferencial exterior de una funcio´n escalar, de
otra manera, d2 = 0 predecir´ıa un tensor de campo nulo.
En cohomolog´ıa, se dice que una forma α es exacta cuando su diferen-
cial es cero: dα = 0, que es lo mismo que decir que una forma es exacta
cuando pertenece al nu´cleo del diferencial. Cuando decimos que la di-
ferencial de la 1-forma que describe el potencial vector crea el campo
electromagne´tico, dA = F , se dice en cohomolog´ıa que A no pertenece
al kernel de d, y que es un elemento no nulo del grupo de cohomolog´ıa
H1.
Algo parecido ocurre con la gravitacio´n.
7.12. CONCLUSION
La formulacio´n propuesta por Grassmann y refinada por Cartan nos
ha permitido reescribir las leyes de Maxwell en un formalismo con gran
poder de concretar los resultados. Todo se deduce de asumir que las
leyes del magnetismo se derivan de la existencia de una u´nica entidad:
el potencial A, el cual es una 1-forma, pues describe el campo que
afecta nuestro experimento, digamos a una part´ıcula que hemos puesto
a moverse.
El tensor de campo F es F = dA
Como d2 = 0, entonces tenemos que para un sistema aislado, en el cual
no haya corrientes, debe cumplirse que dF = 0 de lo cual se deduce las
dos primeras leyes de Maxwell. Definiendo el tensor dual ∗F , las otras
dos leyes de Maxwell quedan en forma compacta:
d∗F = 4π∗J
7.13. REFERENCIAS 273
La ley de Lorentz quedo´ muy natural: una carga ele´ctrica en movi-
miento en presencia de un campo electromagne´tico cambia su energ´ıa-
momento ’proporcionalmente’ a F , lo cual, usando coordenadas, se es-
cribe:
dpµ/dτ = (e/mc)
∑
ν pνF
µν
La libertad Gauge queda inmediata a partir de d2 = 0:
d(A + dφ) = dA + d2φ = dA, donde A es la 1-forma potencial y φ es
una funcio´n escalar cualesquiera. La invariancia gauge dice entonces:
las leyes del electromagnetismo en la versio´n relativista son invariantes
ante un suma cualesquiera de una diferencial exacta de una funcio´n
escalar dφ, (la cual es una 1-forma).
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Cap´ıtulo 8
GEOMETRIA Y
GRAVITACION
RESUMEN
El objetivo de la f´ısica moderna es describir las in-
teracciones fundamentales de manera irreducible. Te-
niendo cuatro interacciones fundamentales y cuatro
(familias de) teor´ıas para describirlas, es imposible
saber si hay conexiones entre ellas a menos que todas
ellas se describan en un lenguaje comu´n. Por eso, en
la presente seccio´n formularemos, parcialmente, una
descripcio´n geome´trica de la interaccio´n gravitatoria,
en parte para conocerla, en parte porque se cree que
la geometr´ıa es la lingua franca que permitira´ la
unificacio´n de todas las interacciones.
Una descripcio´n geome´trica es aquella que, en suma,
describe una interaccio´n elemental como un elemento
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creador de fuerza, es decir, de cambio de curvatura
en las trayectorias, lo cual se debe a una influencia
de la curvatura del espacio-tiempo sobre la part´ıcula
en estudio.
Necesitaremos el concepto de geode´sica, que es el
camino ma´s corto a lo largo de un espacio curvo entre
dos puntos muy cercanos, y tambie´n el de conexio´n
o derivada covariante, la cual es un tipo de derivada
que so´lo contabiliza aquello que es de importancia
geode´sica. A dicha derivada se le asociara´ una segun-
da derivada o curvatura teniendo en mente que a ma´s
curvatura del espacio esperamos una mayor curvatu-
ra de las trayectorias, o como quien dice, una mayor
fuerza gravitatoria. La relacio´n con el electromagne-
tismo sera´ estudiada en el pro´ximo cap´ıtulo.
8.1. INTRODUCCION
El gran suen˜o de la f´ısica-matema´tica es el de demostrar que las 4
interacciones que se registran en el laboratorio son casos particulariza-
dos de una interaccio´n general producida por un u´nico campo. A tal
suen˜o se le denomina la teor´ıa del campo unificado. Un prerrequisito
para lograr tal unificacio´n es demostrar que todas las interacciones se
pueden describir por el mismo formalismo matema´tico. Ha resultado
muy inspirador el hecho de que la versio´n geome´trica de la gravita-
cio´n, o relatividad general, haya resultado muy exitosa y que adema´s
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otras interacciones tambie´n se hayan podido reformular en el mismo
lenguaje. Por eso, es imposible entender la formulacio´n geome´trica del
electromagnetismo sin entender las ideas ba´sicas subyacentes a la
geometrizacio´n de la gravedad.
En esta seccio´n conoceremos los principios ba´sicos que permiten en-
tender co´mo se entreteje la red geome´trica que permitio´ cazar a la
gravitacio´n y cuyo mejoramiento permitira´ atrapar, en la pro´xima sec-
cio´n, tambie´n al electromagnetismo. No estaremos en capacidad de ser
rigurosos ni de demostrar los grandes teoremas, lo cual exige bastante
ma´s que una introduccio´n, pero si podremos entender algunos detalles
importantes del funcionamiento de la maquinaria geome´trica.
Existen variadas versiones, no siempre equivalentes, de la gravitacio´n.
La nuestra es esta´ndar, ideolo´gicamente muy simple, y puede edificarse
sobre cinco pilares como sigue:
1)El experimento de Galileo a ra´ız de la discusio´n sobre si un cuerpo
ma´s pesado caer´ıa ma´s ra´pido que uno liviano. Todo el mundo dec´ıa que
s´ı, pero Galileo dijo que no y lo demostro´: llevo´ a sus amigos a la torre
de Pisa y dejaron caer dos piedras, una grande y otra pequen˜a. Cayeron
al tiempo. Para que esto suceda se requiere que la masa gravitatoria
sea proporcional a la masa inercial, es decir que la resistencia que una
masa ofrece a ser acelerada por un empujo´n sea proporcional a la que
ofrece a ser acelerada por un campo gravitatorio. Como la tal constante
de proporcionalidad no depende de nada, se acostumbra a tomar como
uno. A esa igualdad se le llama el principio de equivalencia (entre
la masa gravitatoria y la inercial).
2)La precesio´n de la o´rbita de Mercurio que consiste en que la o´rbita
de este planeta alrededor del sol no es una elipse como lo predec´ıa las
leyes de Kepler sino que era casi una elipse que no alcanzaba a cerrarse
del todo de tal forma que la o´rbita de Mercurio parece describir una
roseta. Ante este fracaso de la teor´ıa aceptada, la cual era una teor´ıa
de accio´n a distancia, era necesario formular otros puntos de vista.
3)La alternativa de Einstein: puesto que desde un mismo punto todos
los cuerpos caen cerca de la tierra con la misma aceleracio´n, la fuerza
gravitatoria puede reinterpretarse como una propiedad de la interaccio´n
del espacio mismo con el cuerpo que cae y no del cuerpo con la tierra.
Aca´ es donde entra la geometr´ıa con interacciones locales en vez de
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interacciones a distancia como en la teor´ıa cla´sica. Por supuesto, el
espacio mismo no es el 3:d de la teor´ıa cla´sica sino algo ma´s complicado
que en el caso l´ımite en ausencia de masas se convierte en el espacio -
tiempo. Einstein introdujo una convencio´n que usaremos en esta seccio´n
porque ahorra mucho trabajo de tipograf´ıa: siempre que haya un ı´ndice
repetido, una vez arriba y otra abajo, se entendera´ una suma sobre
todos los valores permitidos del ı´ndice. Por ejemplo, un vector en ℜn
se escribira´ como ~x = xi~ei
4)El vuelo del pintor. Einstein trabajaba en una oficina de patentes,
donde le quedaba mucho tiempo libre para pensar. Segu´n la leyenda,
cierto d´ıa llego´ alguien a pintar la fachada de una casa al frente de su
oficina. Y de pronto Einstein vio que el pintor se ca´ıa desde su andamio.
Toda ca´ıda produce heridas y traumas, reflexiono´ Einstein. Pero eso
no sucede antes del choque con la tierra. Lo importante, por tanto, es
reconocer que antes del golpe, el pintor volaba y mientras que volaba no
sent´ıa ninguna fuerza, aparte de una minu´scula resistencia del aire. Su
bita´cora de vuelo estaba perfectamente determinada y la denominamos
geode´sica. Podr´ıamos decir que la gravitacio´n es una fuerza ficticia
y tan irreal como la fuerza centr´ıfuga: no hay un experimento local
que una sola part´ıcula aislada pueda hacer para saber si esta´ cayendo
hacia un hueco negro o si esta´ en movimiento rectil´ıneo uniforme o
si esta´ quieta. La soledad y la puntitud de la part´ıcula son ambas
importantes: un campo gravitacional intenso podr´ıa descuartizar un
experimentador humano, debido a que la cabeza ser´ıa much´ısimo menos
atra´ıda que los pies. De manera similar, dos part´ıculas podr´ıan saber si
hay un campo gravitatorio externo midiendo en diversas circunstancias
la forma como var´ıa la distancia entre ellas.
5)La medicio´n de Gauss: debido al estudio de la curvatura, al que Gauss
era tan aficionado, el se pregunto´ hacia 1850, co´mo se podr´ıa averiguar
si el espacio en que vivimos era curvo. El problema es reminiscente
del de medir la curvatura de la tierra. Las estrellas han sido utilizadas
desde la antigu¨edad, segu´n cuenta Plato´n, como referentes exteriores
que denuncian la curvatura de la tierra en direccio´n transversal al
ecuador: desde Egipto no se ve´ıan las mismas estrellas que desde Ma-
cedonia. Eso es una descripcio´n no intr´ınseca. Pero nosotros podemos
demostrar que la tierra es curva desde la misma tierra: sus montan˜as
se ocultan al uno ir abandonando la costa y adentra´ndose en el mar.
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A eso se llama una descripcio´n intr´ınseca. En referencia al espacio mis-
mo, lo que Gauss hizo fue medir los a´ngulos internos de un tria´ngulo
cuyos ve´rtices eran tres picos montan˜osos. El resultado que obtuvo fue
que la suma le dio´ 180 grados aparte de errores inherentes al proceso
de medicio´n. Por eso, concluyo´ que nuestro mundo era plano. El ana´li-
sis de esta medicio´n ya contiene lo que hoy d´ıa llamamos descripcio´n
intr´ınseca (sin referentes exteriores), transporte paralelo y seguimiento
de geode´sicas, conceptos que con los de curvatura y derivada covariante
permiten una formulacio´n cuantitativa de la versio´n geome´trica de la
gravitacio´n.
6) La teor´ıa de gravitacio´n de Einstein es un hito entre las creaciones
cient´ıficas, pero con todo, vista desde la perspectiva presente, la teor´ıa
de la gravitacio´n de Einstein es similar a una receta de cocina casera
hecha por un gran chef. Pero sucede que despue´s de los chefs siempre
vienen los expertos en diete´tica ensen˜ando co´mo se disen˜an recetas
confeccionadas cient´ıficamente. En referencia con la gravitacio´n, baste
decir, por ahora, que para que hoy en d´ıa algo se considere bien hecho
debe estar basado ab initio en la teor´ıa de grupos y no so´lo en ideas
f´ısicas que se amalgaman de forma inteligente.
8.2. CURVATURA EN VEZ DE FUER-
ZA
La o´rbita de la luna alrededor de la tierra es curva. Podr´ıa ser recta,
escapa´ndose eternamente lejos de nosotros. Pero es curva por el efecto
gravitacional de la tierra: la curvatura de trayectorias es la marca de
fa´brica de la gravitacio´n. Entre ma´s fuerza, ma´s curvatura de las tra-
yectorias. Menos fuerza, mas suavidad de las trayectorias. Cero fuerza,
cero curvatura.
En una o´rbita el´ıptica de un planeta uno ve la curvatura. Y en una
piedra que cae? Tambie´n, so´lo que hay que involucrar al tiempo:
Cuando uno gra´fica la posicio´n de un cuerpo que cae libremente, en
l´ınea recta, poniendo en un eje el tiempo y en el otro la posicio´n, la
gra´fica es una para´bola y su curvatura esta´ dada por la segunda deri-
vada: mientras que la primera derivada mide la pendiente, la segunda
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mide la forma como la primera derivada cambia, o sea co´mo cambia la
pendiente, es decir, la segunda derivada mide la curvatura. Para el ca-
so de un cuerpo que cae cerca del nivel del mar, la curvatura (segunda
derivada del espacio recorrido contra el tiempo) es siempre la misma,
proporcional a la gravedad, 9,8m/s2.
La idea de la geometrizacio´n es la de quitar el sentido fundamental
dado a las fuerzas y concede´rselo a la curvatura.
Veremos que desde el punto de vista cuantitativo la curvatura depen-
de de la me´trica as´ı: una me´trica es una forma de medir distancias.
Primero se define la me´trica para poder definir la curva que traza el
camino ma´s corto entre dos puntos infinitesimalmente cercanos, a la
cual se le llama geode´sica. A dichas curvas, lo mismo que a cualquier
otra, se le puede medir la curvatura y, si dicha curvatura no es nula,
entonces uno puede decir, por definicio´n, que hay una fuerza en accio´n.
Por supuesto que el espacio en que operamos no es el 3:d sino el 3+1:d
con la me´trica del espacio-tiempo, en la cual se encuentra impresa la
inseparabilidad de las 4 coordenadas y por ende la posibilidad de que
una de ellas influya en cualquiera de las dema´s. Pero para implementar
esa unidad hay que darse cuenta de que eso no ser´ıa posible si medimos
el tiempo en segundos y el espacio en metros. Necesitamos la misma
unidad para medir tanto el tiempo como el espacio. Uno podr´ıa elegir
como unidad el do´lar: 3 km equivale a 1 do´lar pues es lo que me cuesta
recorrerlo en taxi. Igualmente, media hora podr´ıa valer 24 do´lares, pues
es lo que alguien cobrar´ıa por trabajar media hora. Pues bien, la unidad
que ma´s sencillez produce es la que se define por la ecuacio´n:
ds2 = −c2dt2 + dx2 + dy2 + dz2 (149)
en esta ecuacio´n, ds significa ’el intervalo’ que separa dos eventos en el
espacio tiempo, pues evento es el nombre que se le da a dos puntos en el
espacio de Minkowski. Observamos que el tiempo se mide en unidades
de distancia, pues va acompan˜ado de la velocidad de la luz, y velocidad
por tiempo da espacio.
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Amable lector: gracias al trabajo de varias generaciones de matema´ticos
y f´ısicos podemos gozar de una formulacio´n de la geometr´ıa diferencial
que es poderosa, consistente, fruct´ıfera. Y aunque no lo parezca, muy
intuitiva. Lleva muchos ejercicios familiarizarse con los conceptos ba´si-
cos y por eso es mejor remitirse a cualquier libro de geometr´ıa y a un
curso formal. Con todo, repasemos lo ma´s ba´sico del formalismo.
El concepto de variedad es ba´sico y su definicio´n, que ya vimos, des-
cribe simplemente el proceso de hacer un mapa de la tierra: se hace
el mapa de una pequen˜a regio´n, despue´s de otra adjunta y se verifica
que en la interseccio´n haya perfecta compatibilidad. Se sigue el proceso
hasta acabar. Si pensamos en una esfera cada vez que se nos habla de
variedad, podremos intuir de que´ se habla, al menos en lo que se refiere
a las presentes notas. Sera´ necesario tambie´n mantener presente que al
caer una piedra en l´ınea recta en el espacio 3:d, en el espacio-tiempo
( que podemos entender como una gra´fica de espacio contra tiempo )
describe una trayectoria curva.
Deseamos introducir el concepto de vector tangente sobre una va-
riedad, el cual ha de generalizar la idea de vector tangente sobre una
esfera. La definicio´n se basa en la dualidad que existe en ℜn entre
vectores y operadores de derivacio´n direccional. Todos los vectores tan-
gentes a una variedad en un punto dado forman un espacio vectorial,
que generaliza la definicio´n de plano. A dicho espacio se le llama es-
pacio tangente en el punto dado. La reunio´n de todos esos espacios se
llama el espacio tangente. Sobre la esfera, uno se la imagina con to-
dos los planos tangentes posibles, los cuales esta´n formados de vectores
tangentes.
Si deformamos la esfera, la cual nos la imaginamos pla´stica, se crea una
superficie quiza´ compleja. Decimos que la deformacio´n es diferencia-
ble cuando los planos tangentes de la esfera al ser deformados con ella
se convierten en los planos tangentes a la nueva superficie. De forma
equivalente, la deformacio´n es diferenciable si la deformacio´n inducida
de cada vector tangente se convierte en un vector tangente a la nue-
va superficie. A la deformacio´n inducida entre vectores se le llama la
diferencial y si la deformacio´n es F a su diferencial se le nota dF o
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tambie´n F∗. Todo se extiende naturalmente a variedades. La diferencial
de una funcio´n escalar es una 1-forma.
Mientras que la diferencial fue definida con el objetivo de trazar la
suerte de los vectores tangentes ante deformaciones, se necesita una
maquinaria que haga lo mismo pero para las formas. De eso se encarga
el pull-back (puede traducirse como ’halado hacia atra´s’, pero en rea-
lidad no se acostumbra a traducir). La diferencial opera hacia adelante
(toma un vector tangente y lo transforma en otro), mientras que el
pull-back opera hacia atra´s: toma una forma φ y calcula aquella forma
que al sufrir la deformacio´n inducida por f se convierte en φ. Toda
la maquinaria funciona con un aceite que se llama ’dualidad’. Veamos
como lucen algunos detalles de las definiciones. Estas definiciones se
usan a lo largo del texto sin previo aviso, e incluso ya se han usado
anteriormente, pero muy intuitivamente.
Definicio´n (150): Un conjunto M se llama variedad si puede cubrirse
con retazos de ℜn, y cada retazo lleva un mapa de un pedazo de M , y si
hay compatibilidad entre los mapas. Concretamente: M = U1 ∪U2 ∪ ....
donde cada Ui esta´ en una correspondencia 1:1 φU : U → ℜn con un
abierto (sin frontera) φ(U) de ℜn. Para cumplir la compatibilidad se
requiere que en cada interseccio´n Ui∩Uj se cumpla : φ(Ui∩Uj) debe ser
un abierto y adema´s que sobre cada interseccio´n la funcio´n φUi ◦ φ−1Uj
sea diferenciable. A las funciones φ, las llamamos mapas.
Definicio´n (151): Cada vector tangente lo confundimos con un opera-
dor de derivacio´n parcial que opera sobre funciones escalares definidas
sobre la variedad, del tipo f : M → ℜ. Cada vector ~v es de la forma
~v = vi∂/∂xi y al operar sobre f produce vi∂f(φ(~x))/∂xi, donde ~x ∈ ℜn
tiene por coordenadas naturales ~x = (x1, ...., xn). Por lo tanto, el ope-
rador realmente va de ℜn a ℜn, pero utiliza la variedad como lugar de
tra´nsito.
Definicio´n (152): El espacio tangente sobre un punto P de la va-
riedad M es el conjunto de todos los vectores tangentes a ese punto.
Tales vectores se pueden sumar, restar, multiplicar por una constante
y siguen siendo vectores. Por eso, son en realidad un espacio vectorial.
A la reunio´n de todos esos espacios se le llama el espacio tangente.
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Definicio´n (153): Tomemos dos variedades M,N cada una con sus ma-
pas, φ para M y ρ para N . Lo que nosotros llamamos deformacio´n es
una funcio´n entre variedades F : M → N . Decimos que la funcio´n es
diferenciable si las funciones compuestas del tipo: φ ◦ F ◦ ρ−1 que
van de subconjuntos de ℜn a ℜn son diferenciables. Sean MP el espacio
tangente de M en P y NF (P ) el espacio tangente de N en F (P ). Los
vectores tangentes ~v de MP operan sobre funciones escalares f definidas
sobre M , mientras que los vectores ~w de NF (P ) operan sobre funciones
g definidas sobre N . Toda la maquinaria gira en torno al hecho que
g(F ()) es una funcio´n escalar sobre la cual puede operar un vector de
MP . Si F es diferenciable, llamamos diferencial de F en P ∈ M a la
transformacio´n lineal dF = F∗ : MP → NF (P ) que opera sobre vectores
tangentes as´ı:
dF (~v) = ~w tal que ~w(g) = ~v(g ◦ F ) donde g : NF (P ) → ℜ
Ahora elaboraremos el concepto de pull-back de una forma diferencial.
Acun˜ar la definicio´n de pull back de formas diferenciales por medio de
F : M → N requiere tener en mente los siguientes hechos: 0) Obse´rvese
que si la curva tiene entrecruzamientos, entonces a dos vectores en el
espacio tangente del dominio, ℜ, pueden corresponderle dos vectores
diferentes en el mismo punto del espacio tangente del codominio. Eso
quiere decir que en general es conflictivo hablar del pull-back de un
vector. Pero se puede hablar del pull-back de una forma diferencial:
1) una n-forma opera sobre n-plps, los cuales los hemos tomado como
conjuntos ordenados de vectores del espacio tangente en un punto da-
do. 2) El pull back toma una n-forma σ que opera sobre plps en el
espacio tangente en el codominio y fabrica una n-forma ω que pueda
transformarse en ella por medio de F . 3) dF transforma, hacia adelan-
te, vectores en vectores y por consiguiente, tambie´n transforma plps en
plps, tambie´n hacia adelante. Procediendo tenemos:
Definicio´n (154): Sea la deformacio´n F : M → N , dF su diferen-
cial, [~v1, ...., ~vn] un n-plp basada en algu´n punto del dominio, MP . El
pull-back de F se nota F ∗ y su trabajo es retro-convertir formas dife-
renciales en formas diferenciales: si σ es una forma diferencial basada
en el codominio, entonces F ∗(σ) = ω esta´ basada en el domino, tal que
ω([~v1, ...., ~vn]) = σ([dF (~v1), ...., dF (~vn)]).
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Todas estas definiciones generalizan los conceptos ordinarios de cambio
de variable. Como ejemplo de un ca´lculo, consideremos una trayecto-
ria parametrizada c(t) definida por una funcio´n c : ℜ → ℜ3. Primero
expliquemos el espacio tangente junto con las formas (que forman el
espacio cotangente) y luego el cambio de variable.
En el ca´lculo vectorial, al elemento de longitud en ℜ se nota dt y se
toma como un infinitesimal. El vector velocidad se puede notar dc/dt,
y el elemento de desplazamiento sobre la curva, un vector, es (dc/dt)dt.
En el lenguaje que usamos todo eso se relee como sigue: El vector
∂/∂t = d/dt denota un operador de derivacio´n. La expresio´n ’dt’ denota
una 1-forma sobre el dominio, la 1-forma que operada sobre d/dt da
uno: dt(d/dt) = 1. Por eso se dice que dt es la forma dual de d/dt. La
funcio´n c tiene una diferencial, dc, la cual toma vectores en el espacio
tangente del dominio y los transforma en vectores en el espacio tangente
del codominio. Tenemos que si c(t) = (x1, x2, x3) entonces, dc(d/dt)
tiene que ser un vector del espacio tangente de la curva, la cual esta´ en
ℜ3. Pero dicho espacio tangente es 1-dimensional. Veamos: dc(d/dt) es
tal que dc(d/dt) como operador de derivacio´n aplicado sobre funciones
f : ℜ3 → ℜ produce
dc(d/dt)(f(~x)) = (d/dt)(f(c(t))
= (∂f/∂x1)(dx1/dt) + (∂f/∂x2)(dx2/dt) + (∂f/∂x3)(dx3/dt)
= (dx1/dt)(∂f/∂x1) + (dx2/dt)(∂f/∂x2) + (dx3/dt)(∂f/∂x3)
(dx1/dt)(∂/∂x1) + (dx2/dt)(∂/∂x2) + (dx3/dt)(∂/∂x3)(f)
donde las evaluaciones se ejecutan en el punto ~x.
Por lo tanto, concluimos que dc(d/dt) es el vector cuya representacio´n
por operador de derivacio´n direccional es:
dc(d/dt) = (dx1/dt)(∂/∂x1) + (dx2/dt)(∂/∂x2) + (dx3/dt)(∂/∂x3)
Podemos decir que
dc(d/dt) = c′(t)
donde c′(t) es el vector velocidad a la trayectoria dada por c.
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El espacio tangente a la curva en el punto c(t) es el conjunto de vectores
de la forma
dc(αd/dt) = α(dx1/dt)(∂/∂x1)+α(dx2/dt)(∂/∂x2)+α(dx3/dt)(∂/∂x3)
que es realmente unidimensional. Se ruega al lector no pensar en utili-
zar aqu´ı el ’vector gradiente’ sin enterarse primero de que el gradiente
realmente no es un vector sino una 1-forma (esto tiene que ver con
reglas de cambios de base).
Para definir una forma, primero uno fija un punto, sube al espacio
tangente (la aproximacio´n plana a la variedad en dicho punto), y sobre
el espacio tangente forma un plp. Una forma le hace corresponder al plp
un nu´mero real. Sobre las aristas de los plps, las formas son multilineales
alternadas, como los determinantes, de donde ellas salen.
Mientras que una forma en el dominio de c : ℜ → ℜ3, es una 1-forma,
cuya expresio´n general es λdt, en el codominio, todo ℜ3, una 1-forma
tiene la expresio´n αdx + βdy + γdz. Como se ve, tiene 3 grados de
libertad sobre cada punto. Pero podemos restringirnos a la curva, cuyo
espacio cotangente opera sobre vectores tangentes, los cuales forman
en cada punto un espacio vectorial de dimensio´n uno. Por ello, las
formas que operan sobre el espacio tangente a la curva deben formar,
sobre cada punto, un espacio de dimensio´n uno. Es decir, deben ser un
subespacio del formado por αdx+ βdy + γdz.
Tratemos de entender ahora el pull-back de una 1-forma f sobre el
espacio tangente de la curva en un punto dado. Tal 1-forma opera sobre
vectores tangentes sobre la curva. La 1-forma f puede descomponerse
en la base de las 1-formas de ℜ3
f = f1dx
1 + f2dx
2 + f3dx
3
f opera sobre un vector como sigue:
f(α(dx1/dt)(∂/∂x1) + α(dx2/dt)(∂/∂x2) + α(dx3/dt)(∂/∂x3))
= f1α(dx
1/dt) + f2α(dx
2/dt) + f3α(dx
3/dt)
Ahora bien, el pull-back de f , c∗(f), es una 1-forma sobre el espacio
tangente del dominio, es decir sobre ℜ, tal que al operar sobre la base
del espacio tangente del dominio d/dt debe dar un nu´mero, el cual, por
definicio´n es igual a:
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[c∗f ](d/dt) = f(dc(d/dt)) = f(c′(t)))
Expl´ıcitamente,
[c∗(f)](d/dt) = f((dx1/dt)(∂/∂x1)+(dx2/dt)(∂/∂x2)+(dx3/dt)(∂/∂x3))
= (f1dx
1+f2dx
2+f3dx
3)((dx1/dt)(∂/∂x1)+(dx2/dt)(∂/∂x2)+(dx3/dt)(∂/∂x3))
= [f1(dx
1/dt) + f2(αdx
2/dt) + f3(αdx
3/dt)]
= ~f · ~dc/dt
donde hemos asociado el vector ~f = (f1, f2, f3) a la 1-forma f .
Toda esta maquinaria se ha hecho popular porque unifica los grandes
teoremas del ca´lculo vectorial y adema´s permite sustanciales genera-
lizaciones al teorema de Stokes. Y es muy elegante: veamos co´mo se
calcular el trabajo hecho en contra de un campo de fuerzas ~F a lo largo
de la trayectoria dada por c. En el lenguaje antiguo:
Trabajo =
∫
γ
~F . ~ds =
∫ t1
to
(~F . ~dc/dt)dt
Para reescribir esto en el nuevo lenguaje, representemos la fuerza ~F por
una 1-forma: f 1 = f1dx
1+f2dx
2+f3dx
3 y lo que antes se notaba como
Trabajo =
∫
γ
~F . ~ds
ahora se nota como
Trabajo =
∫
γ f =
∫
c f pues el camino γ esta´ parametrizado por c,
mientras que∫ t1
to
(F. ~dc/dt)dt
corresponde a∫
c∗f
La conclusio´n es que el trabajo hecho en contra de ~F a lo largo del
camino γ se expresa como∫
c f =
∫
c∗f
donde se sobreentiende que se calcula entre los l´ımites adecuados.
No hemos hecho una teor´ıa de integracio´n de formas, pero debe ser
claro que todo se define con el objetivo de que la nueva notacio´n exprese
los mismos conceptos que la vieja. Retornemos ahora al estudio de la
gravitacio´n.
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8.4. GEODESICAS
Una geode´sica es el camino ma´s corto entre dos lugares ’cercanos’, en
la jerga se dice: localmente. Para lugares alejados, hay que considerar
el funcional que da la longitud de arco, encontrar un camino que de
un valor cr´ıtico de dicho funcional y despue´s seleccionar el mı´nimo,
si existe. Intuitivamente, podemos ver que sobre el espacio ordinario,
las geode´sicas esta´n dadas por rectas. Sobre la tierra, o una esfera, las
geode´sicas corresponden a c´ırculos ma´ximos, cuyo centro coincide con
el de la tierra. As´ı, si un avio´n tiene que ir de una ciudad a otra y
ambas quedan sobre el paralelo 45, entonces el avio´n tiene que tomar
primero hacia el norte y despue´s hacia el sur, a medida que el c´ırculo
ma´ximo lo lleve.
8.4.1. Geode´sicas del plano
En la me´trica ordinaria, las geode´sicas en el plano son l´ıneas rectas.
Es necesario demostrar eso con nuestra maquinaria para poder estar
seguros de que vamos bien.
La distancia ds en el plano esta´ dada por Pita´goras:
ds =
√
dx2 + dy2
si adema´s y es localmente funcio´n diferenciable de x, tenemos
ds =
√
1 + (dy/dx)2dx
lo cual se acostumbra a escribir como
S =
∫ x2
x1
√
1 + (f ′(x))2dx
Nuestro problema es minimizar este funcional. Para ello, primero debe-
mos encontrar una ecuacio´n que determine un extremo y despue´s hay
que probar que da un mı´nimo.
Nuestro problema ya ha sido considerado en forma general: debemos
minimizar el funcional dado por
S =
∫ x2
x1
Ldx
por lo que podemos aplicar las ecuaciones de Euler Lagrange para hallar
un camino que de un valor cr´ıtico del funcional:
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∂
∂y
L− d
dx
∂
∂y′
L = 0
Sucede que en este caso L no depende de y. Cuando eso sucede el
problema se resuelve usando la identidad de Beltrami, que entramos a
enunciar y a probar.
Teorema (155): Identidad de Beltrami. Sea y(x) una funcio´n ℜ → ℜ.
Notamos la derivada de y con respecto a x como y˙ y sea L = L(y, y˙, x).
Para hallar un extremo de L se cumple la ecuacio´n de Euler Langrange
∂
∂y
L− d
dx
∂
∂y˙
L = 0
y si adema´s L no depende de x, se cumple que
L− y˙ ∂
∂y˙
L = C
Demostracio´n:
Podemos multiplicar la ecuacio´n de Euler-Lagrange
∂
∂y
L− d
dx
∂
∂y˙
L = 0
por y˙:
y˙ ∂
∂y
L− y˙ d
dx
∂
∂y˙
L = 0
pero el te´rmino y˙ d
dx
∂
∂y˙
L puede ser substitu´ıdo por el equivalente que
viene de un producto:
d
dt
(y˙ ∂
∂y˙
L) = y¨ ∂
∂y˙
L+ y˙ d
dt
∂
∂y˙
L
por lo que
y˙ d
dx
∂
∂y˙
L = d
dx
(y˙ ∂
∂y˙
L)− y¨ ∂
∂y˙
L
Reemplazando esto en
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y˙ ∂
∂y
L− y˙ d
dx
∂
∂y˙
L = 0
tenemos:
y˙ ∂
∂y
L− d
dx
(y˙ ∂
∂y˙
L) + y¨ ∂
∂y˙
L = 0
Tengamos ahora en cuenta que para una funcio´n L(y, y˙, x) la derivada
total, que se haya por la regla de la cadena, es
d
dx
L = y˙ ∂
∂y
L+ y¨ ∂
∂y˙
L+ ∂
∂t
L
pero cuando L no depende expl´ıcitamente de x, eso se convierte en
d
dx
L = y˙ ∂
∂y
L+ y¨ ∂
∂y˙
L
Reemplazando esto en
y˙ ∂
∂y
L− d
dx
(y˙ ∂
∂y˙
L) + y¨ ∂
∂y˙
L = 0
obtenemos
d
dx
L− d
dx
(y˙ ∂
∂y˙
L) = 0
lo cual puede integrarse con respecto a x:
L− y˙ ∂
∂y˙
L = C
lo cual termina la demostracio´n.
Utilicemos ahora esta identidad para terminar la tarea de demostrar
que el camino ma´s corto entre dos puntos del plano con la me´trica
Euclidiana es una l´ınea recta.
En este caso, el funcional a minimizar es
S =
∫ x2
x1
Ldx =
∫ x2
x1
√
1 + (f ′(x))2dx
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Reemplazando en la identidad de Beltrami
L− y˙ ∂
∂y˙
L = C
obtenemos:
√
1 + y˙2 − y˙ ∂
∂y˙
√
1 + y˙2 = C
√
1 + y˙2 − y˙ 2y˙
2
√
1+y˙2
= C
√
1 + y˙2 − y˙ y˙√
1+y˙2
= C
1+y˙2−y˙2√
1+y˙2
= C
1√
1+y˙2
= C
1 = C
√
1 + y˙2
1
C2
= 1 + y˙2
y˙2 = 1
C2
− 1
y˙ =
√
1
C2
− 1
Con esto hemos demostrado que el camino ma´s corto en el plano con
la me´trica euclidiana es una curva de pendiente constante, es decir, es
una recta.
Anotamos que hay infinidad de me´tricas que pueden variar de punto a
punto y que por lo tanto pueden hacer que las geode´sicas sean familias
de curvas que pueden ser rar´ısimas. Hay una manera co´moda de ima-
ginar infinidades de me´tricas: Sobre el plano imaginemos una montan˜a
cualesquiera, la cual define geode´sicas en el espacio tridimensional pe-
ro restringidas a la montan˜a. Las geode´sicas ser´ıan los caminos por los
cuales uno ir´ıa sobre la montan˜a de un lugar a otro. Podemos proyectar
dichas geode´sicas sobre el plano y tendr´ıamos geode´sicas sobre el plano.
Pero con cual me´trica? Con la me´trica determinada por la asociacio´n:
(x, y)→ (x, y, f(x, y))→ me´trica en el espacio
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Con la me´trica euclidiana del espacio, cada montan˜a tiene sus propias
geode´sicas e induce una me´trica espec´ıfica y geode´sicas
correspondientes sobre el piso
Concretamente, la distancia entre dos puntos ser´ıa:
dP lano((x1, y1), (x2, y2)) =
dEspacio((x1, y1, f((x1, y1)), (x2, y2, f((x2, y2)))
Otras me´tricas vienen de deformar el plano para hacer superficies cua-
lesquiera o, lo que es lo mismo, de cambios de coordenadas. Veamos
como luce la me´trica sobre la esfera unidad, utilizando, por supuesto,
coordenadas esfe´ricas.
La esfera es una variedad no trivial, es decir, uno no puede tomar
un subconjunto abierto del plano y deformarlo mediante una funcio´n
continua, biyectiva y diferenciable para obtener una esfera pues siempre
faltara´ o sobrara´ algo. Estudiemos este problema desde el punto de vista
de las coordenadas esfe´ricas con radio ρ, el a´ngulo de barrido horizontal
θ y el a´ngulo de barrido vertical φ. Se tiene:
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x = ρsenφcosθ
y = ρsenφsenθ
z = ρcosφ
si ρ = 1, entonces el conjunto de desigualdades
0 < θ < 2π,
0 < φ < π
denota un abierto del plano. Las coordenadas esfe´ricas transforman este
abierto en una esfera (la sola ca´scara), a la cual le falta un meridiano,
el meridiano cero.
Uno no se preocupa en la vida real de este problema, por dos razones:
1) La esfera sin el meridiano forma un conjunto abierto y denso en la
esfera completa con la topolog´ıa inducida del espacio tridimensional. 2)
Las coordenadas esfe´ricas definen naturalmente otro mapa para cubrir
otra parte de la esfera que contenga el meridiano que faltaba, basta
tomar
−π < θ < π,
0 < φ < π
y uno hace el ajuste correspondiente instintivamente.
Consideremos dos puntos sobre la esfera, muy cercanos el uno del otro.
Queremos hallar la distancia entre ellos sobre la esfera. Como los puntos
esta´n a distancia infinitesimal, podemos aproximar la esfera por el plano
tangente. Sean los puntos P Q, separados por un a´ngulo de barrido
horizontal dθ y por un a´ngulo de barrido vertical dφ. Ahora bien, existe
un punto R que queda en el mismo meridiano que P y en el mismo
paralelo queQ. Los tres puntos ’esta´n’ todos sobre el plano tangente a R
y determinan un tria´ngulo recta´ngulo, cuya hipotenusa da la distancia
entre los dos puntos.
Ahora bien, el cateto RP esta´ expandido por el a´ngulo de barrido
horizontal dθ, en tanto que el cateto RQ lo esta´ por el a´ngulo dφ de
barrido vertical. El cateto RQ es la longitud de arco en el c´ırculo que
da el meridiano correspondiente, por tanto mide ρdφ, pero como ρ = 1,
entonces RP mide dφ. Similarmente, el cateto RP es la longitud de arco
en el c´ırculo que da el paralelo correspondiente, cuyo radio es ρsenφ.
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Por tanto el cateto RP mide ρsenφdθ. De donde concluimos que la
hipotenusa mide
d(P,Q) =
√
(dφ)2 + sen2φ(dθ)2
y esa es la me´trica. Es una me´trica sobre el plano y es una me´trica sobre
la esfera unitaria. Como ya hemos dicho, lo hemos hecho para un manto
que casi cubre la esfera, pero puede tomarse un manto complementario
sobre el cual da exactamente lo mismo.
La me´trica dada esta´ completamente determinada por la forma cuadra´ti-
ca cuya matriz es
(
1 0
0 sen2φ
)
Debemos deducir ahora que en la esfera las geode´sicas esta´n descritas
por los c´ırculos ma´ximos. Pero en vez de estudiar este caso particular,
vamos a estudiar el caso general, va´lido para cualquier variedad. Y
como test para ver que hemos hecho las cosas bien, aplicaremos los
resultados a la esfera a ver si recobramos los c´ırculos ma´ximos.
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Generalizando, una me´trica es una funcio´n que a cada punto de la va-
riedad le hace corresponder una matriz sime´trica de coeficientes reales,
la cual da origen a una forma cuadra´tica. Si adema´s, al diagonalizar
dicha matriz se obtienen valores propios positivos, entonces en todas
las bases, dicha matriz produce una forma cuadra´tica positiva y tene-
mos una me´trica con todas las de la ley. Pero si hay algu´n valor propio
negativo, estamos en el caso de una pseudome´trica.
Con la me´trica puede medirse distancias sobre el plano tangente al
punto dado. Como la me´trica mide distancias sobre el plano tangente,
dicha me´trica puede usarse para medir distancias a escala infinitesimal
sobre la variedad.
Co´mo se hace esto?
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Para entenderlo, consideremos un camino parametrizado que conduce
de P a Q sobre la variedad. Sea la parametrizacio´n del camino dada
por
γ : ℜ →M
donde M es la variedad.
La manera que vamos a utilizar para medir distancias se basa en la si-
guiente idea: cuando uno va en un carro, uno puede calcular la distancia
recorrida mirando el veloc´ımetro e integrando despue´s. En ca´lculo, eso
se escribe como es bien sabido:
ds = vdt
donde todas son cantidades escalares. Pero sucede que el veloc´ımetro
no existe in abstracto sino que va sobre un carro, el cual lleva una
cierta forma de viajar. Supongamos pues que la trayectoria del carro
se describe por una parametrizacio´n:
γ : ℜ →M
γ(t) = ((x1(t), x2(t), ...., xn(t)
Tenemos que ds = vdt se convierte en
ds = ||d~s|| = ||~v||dt =
√
||~v||2dt =
√
~v.~vdt
pero
~v.~v = ~vT
(
1 0
0 1
)
~v
En donde vemos la matriz de la me´trica euclidiana. Cambiando esa
matriz por una general sime´trica, g, que puede depender del punto,
llegamos a la expresio´n:
ds =
√
g(γ˙, γ˙)dt
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ds2 = g(γ˙, γ˙)dt2
por lo que el espacio total recorrido a lo largo del camino γ desde el
tiempo a hasta el tiempo b es
S =
∫ b
a
√
g(γ˙(t), γ˙(t))dt
Maticemos un poco la naturaleza de la me´trica g. La expresio´n g(γ˙, γ˙)
es una declaracio´n intr´ınseca, libre de coordenadas, de lo que en una
base dada puede escribirse como ~vT [g]~v, donde ~v es el vector velocidad,
que pertenece al tangente, y [g] es la matriz de g. Eso significa que la
me´trica toma dos vectores del tangente y le asocia un nu´mero real, de
tal forma que la correspondencia genera una forma bilineal, sime´trica.
Es decir, g es una 2-forma sime´trica.
Podemos ahora entender la naturalidad de las siguientes definiciones:
Definicio´n (156): Un tensor me´trico g es una funcio´n que a cada punto
de la variedad le hace corresponder una 2-forma sime´trica. Por anto-
nomasia, una me´trica tiene, en cada punto, todos sus valores propios
positivos. Pero es posible que se use la palabra me´trica para denotar
tambie´n pseudo-me´tricas y eso podra´ hacerse cuando no importe la con-
fusio´n.
Definicio´n (157): Una superficie de Riemann es una variedad 2-
dimensional con un tensor me´trico M .
Cuando asumimos que M tiene una me´trica, M se llama Riemannia-
na. En relatividad, M debe ser una generalizacio´n de la me´trica de
Minkowski, por lo que al espacio tiempo correspondiente se le llama
variedad pseudo-Riemanniana.
8.6. EL PROBLEMA VARIACIONAL
El funcional que mide la distancia recorrida por un carro que lleva la
trayectoria γ es
S =
∫ b
a
√
g(γ˙(t), γ˙(t))dt
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Este funcional no cambia de valor si cambiamos la forma de viajar:
la distancia recorrida es invariante ante la reparametrizacio´n. Estare-
mos atentos para ver si en algu´n momento nos convenga elegir una
parametrizacio´n que facilite los ca´lculos.
Definicio´n (158): una geode´sica es el camino trazado por cualquier
trayectoria γ que anule, a primer orden, la variacio´n del funcional
S =
∫ b
a
√
g(γ˙(t), γ˙(t))dt
Es decir, para hallar una geode´sica, lo que tenemos que hacer es estudiar
la variacio´n a primer orden de S e igualarlo a cero para encontrar
un sistema de ecuaciones cuya solucio´n sea una trayectoria que de la
geode´sica.
Definicio´n (159): Decimos que un espacio es curvo cuando sus
geode´sicas no son l´ıneas rectas.
Como ya hemos visto, el plano puede ser muy curvo, pues se le puede
adjudicar toda suerte de me´tricas muy distintas de la euclidiana.
El problema general de aniquilar a primer orden la variacio´n de un
funcional ya lo resolvimos y dan las ecuaciones de Euler-Lagrange:
∂
∂xi
L− d
dt
∂
∂x˙i
L = 0
En nuestro caso L =
√
g(γ˙(t), γ˙(t)).
Tenemos un problema con las pseudome´tricas, para as´ı poder aplicar
los resultados a la relatividad (compare el art´ıculo sobre la geode´sica
(geodesic) de Wikipedia), pues g(γ˙(t), γ˙(t)) puede ser positivo o nega-
tivo. Tomamos entonces el valor absoluto de g. En realidad, el signo
positivo o negativo que pone el valor absoluto se esfuma en el ca´lculo
a seguir, lo cual podemos probarlo si tomamos el signo menos:
∂
∂xi
√
−g(γ˙(t), γ˙(t))− d
dt
∂
∂x˙i
√
−g(γ˙(t), γ˙(t)) = 0
Podemos especificar g(γ˙(t), γ˙(t)) en el sistema de coordenadas adopta-
do por la parametrizacio´n. En ese caso, g(γ˙(t), γ˙(t)) se evalu´a en cada
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punto por medio de la matriz de g en la base originada en ese punto
por el sistema de coordenadas. Tenemos:
g(γ˙(t), γ˙(t))→ gµν x˙µx˙ν
por lo que las ecuaciones de Euler Lagrange se releen como
∂
∂xi
√
−gµν x˙µx˙ν − ddt ∂∂x˙i
√
−gµν x˙µx˙ν = 0
Calculando las derivadas obtenemos
−gµν,ιx˙µx˙ν
2
√
−gµν x˙µx˙ν
− d
dt
(
−gµν ∂x˙µ
∂x˙i
x˙ν−gµν x˙µ ∂x˙ν
∂x˙i
2
√
−gµν x˙µx˙ν
) = 0
donde gµν,ι significa la derivada de gµν con respecto a x
ι.
Podemos multiplicar por menos uno en todo lado para obtener exacta-
mente lo mismo que hubie´semos obtenido si el valor absoluto hubiese
sido positivo, como en una me´trica:
gµν,ιx˙µx˙ν
2
√
−gµν x˙µx˙ν
− d
dt
(
gµν
∂x˙µ
∂x˙ι
x˙ν+gµν x˙µ
∂x˙ν
∂x˙ι
2
√
−gµν x˙µx˙ν
) = 0
Pero ahora bien, ∂x˙
µ
∂x˙ι
= δµι y
∂x˙ν
∂x˙ι
= δνι por lo que la ecuacio´n anterior se
convierte en
gµν,ιx˙µx˙ν
2
√
−gµν x˙µx˙ν
− d
dt
(
gµνδ
µ
i
x˙ν+gµν x˙µδνi
2
√
−gµν x˙µx˙ν
) = 0
gµν,ιx˙µx˙ν√
−gµν x˙µx˙ν
− d
dt
(gιν x˙
ν+gµιx˙µ√
−gµν x˙µx˙ν
) = 0
donde hemos aplicado que gµνδ
µ
i implica suma sobre µ, la cual se reduce
tan so´lo al te´rmino en el cual µ = ι. Y algo semejante con el otro
te´rmino. Ahora podemos calcular la derivada con respecto al tiempo,
en el segundo te´rmino, el cual es un cociente:
gµν,ιx˙µx˙ν√
−gµν x˙µx˙ν
−
√
−gµν x˙µx˙ν ddt (gιν x˙ν+gµιx˙µ)−(gιν x˙ν+gµιx˙µ) ddt
√
−gµν x˙µx˙ν
−gµν x˙µx˙ν = 0
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Al derivar con respecto al tiempo, hay que usar la regla de la cadena
sobre g pues se cambia de punto con el tiempo y la me´trica cambia de
punto a punto:
gµν,ιx˙µx˙ν√
−gµν x˙µx˙ν
=
√
−gµν x˙µx˙ν(gιν,µx˙ν x˙µ+gιν x¨ν+gµι,ν x˙µx˙ν+gµιx¨µ)−(gιν x˙ν+gµιx˙µ)
d
dt
(−gµν x˙
µx˙ν)
2
√
−gµν x˙µx˙ν
−gµν x˙µx˙ν
gµν,ιx˙µx˙ν√
−gµν x˙µx˙ν
=
−2gµν x˙µx˙ν(gιν,µx˙ν x˙µ+gιν x¨ν+gµι,ν x˙µx˙ν+gµιx¨µ)−(gιν x˙ν+gµιx˙µ) ddt (−gµν x˙µx˙ν)
−gµν x˙µx˙ν(2
√
−gµν x˙µx˙ν)
gµν,ιx˙
µx˙ν =
−2gµν x˙µx˙ν(gιν,µx˙ν x˙µ+gιν x¨ν+gµι,ν x˙µx˙ν+gµιx¨µ)−(gιν x˙ν+gµιx˙µ) ddt (−gµν x˙µx˙ν)
−2gµν x˙µx˙ν
gµν,ιx˙
µx˙ν
= (gιν,µx˙
ν x˙µ + gιν x¨
ν + gµι,ν x˙
µx˙ν + gµιx¨
µ) + 1
2
(gινx˙
ν + gµιx˙
µ)
d
dt
(−gµν x˙µx˙ν)
gµν x˙µx˙ν
Ahora recordamos que con la me´trica se suben y se bajan los ı´ndices:
gµν,ιx˙
µx˙ν = (gιν,µx˙
ν x˙µ+gινx¨
ν+gµι,ν x˙
µx˙ν+gµιx¨
µ)+ 1
2
(x˙ι+x˙ι)
d
dt
(−gµν x˙µx˙ν)
gµν x˙µx˙ν
Como la me´trica esta´ dada por un tensor sime´trico, se tiene que gιµ =
gµι y cuando µ es un ı´ndice mudo puede reemplazarse por ν. Tenemos
por tanto que
gµιx¨
µ = gιµx¨
µ = gιν x¨
ν .
Reemplazando obtenemos:
gµν,ιx˙
µx˙ν = (gιν,µx˙
ν x˙µ + 2gιν x¨
ν + gµι,νx˙
µx˙ν) + 1
2
(x˙ι + x˙ι)
d
dt
(−gµν x˙µx˙ν)
gµν x˙µx˙ν
gµν,ιx˙
µx˙ν −gιν,µx˙ν x˙µ − 2gινx¨ν − gµι,ν x˙µx˙ν = −x˙ι
d
dt
(gµν x˙µx˙ν)
gµν x˙µx˙ν
Ordenamos, factorizamos y bajamos algunos ı´ndices:
−(gιν,µ + gµι,ν − gµν,ι)x˙µx˙ν −2x¨ι = −x˙ι
d
dt
(x˙ν x˙ν)
x˙ν x˙ν
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Multiplicando por menos uno, recordando la simetr´ıa de g, y recupe-
rando en el lado izquierdo la derivada de un logaritmo obtenemos:
(gιν,µ + gµι,ν − gµν,ι)x˙µx˙ν +2x¨ι = x˙ι ddt ln|x˙ν x˙ν |
1
2
(gιν,µ + gµι,ν − gνµ,ι)x˙µx˙ν +x¨ι = 12 x˙ι ddt ln|x˙ν x˙ν |
Observando la ecuacio´n anterior, uno nota que en el lado derecho apa-
rece el logaritmo del valor absoluto de la norma cuadrado del vector
velocidad: |x˙ν x˙ν | = |gµν x˙µx˙ν |. Ahora bien, si el vector velocidad tuviese
norma constante, se aniquilar´ıa el lado derecho de la ecuacio´n de las
geode´sicas y quedar´ıa una ecuacio´n mucho ma´s simple. ¿Podra´ hacerse
eso?
La respuesta es afirmativa: debido a que la longitud de arco es invariante
ante la parametrizacio´n, lo cual se deduce de la invariancia de la integral
S ante el cambio de variable, podemos elegir una parametrizacio´n que
vaya a velocidad constante. Naturalmente que dicha parametrizacio´n
es precisamente la definida por la longitud de arco y recorre una unidad
de espacio por unidad de tiempo. Quiza´ convenga explicitar esto. La
longitud de arco se define como:
s(t) =
∫ t
a
√
g(γ˙(u), γ˙(u))du
o, derivando y utilizando el teorema fundamental del ca´lculo y el con-
cepto de norma:
s˙(t) = ||γ˙(t)|| =
√
g(γ˙(u), γ˙(u))
pero
||γ˙(t)|| = ||dγ(t)
dt
|| = ||dγ(t)
ds
||ds(t)
dt
pues se toma la ra´ız positiva para definir s(t). Simplificando ||dγ(t)
dt
|| con
ds(t)
dt
, obtenemos:
||dγ(t)
ds
|| = 1,
lo que dice que cualquier trayectoria reparametrizada en longitud de
arco tiene vector velocidad de magnitud constante uno.
Retomando la ecuacio´n de las geode´sicas, obtenemos:
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1
2
(gιν,µ + gµι,ν − gµν,ι)x˙µx˙ν + x¨ι = 0
o bien
1
2
(∂µgιν + ∂νgµι − ∂ιgµν)x˙µx˙ν + x¨ι = 0
donde gαβ,γ = ∂gαβ/∂x
γ = ∂γgαβ.
Estas condiciones tambie´n suelen reescribirse teniendo en cuenta que
x¨ι = gιγ x¨
γ, que al reemplazar produce:
1
2
(∂µgιν + ∂νgµι − ∂ιgµν)x˙µx˙ν + gιγx¨γ = 0
y multiplicando en todo lado por la inversa de gιγ que se nota g
γι
obtenemos:
1
2
gγι(∂µgιν + ∂νgµι − ∂ιgµν)x˙µx˙ν + x¨γ = 0
Resumamos todo el trabajo anterior en el siguiente teorema:
Teorema (160): Sea M una variedad con una me´trica dada g. Una
geode´sica sobre M es una curva o trayectoria parametrizada por lon-
gitud de arco que da un extremo del funcional distancia recorrida y se
caracteriza por que cumple con el sistema de ecuaciones:
1
2
gγι(∂µgιν + ∂νgµι − ∂ιgµν)x˙µx˙ν + x¨γ = 0
¿ Y en donde quedaron los c´ırculos ma´ximos como geode´sicas de la
esfera?
La salida ra´pida a esa pregunta es como sigue: siempre existe un sistema
coordenado que convierte un c´ırculo ma´ximo en el ecuador de la esfera
unidad. En coordenadas esfe´ricas, el ecuador tiene como ecuacio´n φ =
π/2, cuyo coseno es cero y cuyo seno es uno. As´ı que verifiquemos que
estos valores satisfacen la ecuacio´n geode´sica.
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La me´trica sobre la esfera esta´ dada por la matriz
g =
(
1 0
0 sen2φ
)
la derivada de dicha matriz con respecto a θ es cero y con respecto a φ
es
∂φg =
(
0 0
0 2senφcosφ
)
la cual es ide´nticamente cero sobre el ecuador, es decir, cuando φ =
π/2 . Al reemplazar todos esos ceros en el sistema de ecuaciones de la
geode´sica, obtenemos simplemente:
x¨γ = 0
lo cual da xγ = as + b y que para todos los efectos se confunde con
xγ = s. Como φ = π/2, la ecuacio´n xγ = s corresponde a θ = s.
Obtenemos as´ı la parametrizacio´n del ecuador que es entonces una
geode´sica.
Es supremamente interesante que este sistema de ecuaciones de las
geode´sicas se preste a una interpretacio´n geome´trica que siendo ma´s
bien artificiosa ha resultado de inmensa utilidad, tanto que ha llegado
a ser fundamental no so´lo en el entendimiento que tenemos de la rela-
tividad general y sus actualizaciones sino tambie´n de las teor´ıa gauge.
Vea´mosla.
8.7. LOS SIMBOLOS DE CHRISTOFFEL
Podemos entender una superficie S como una termodeformacio´n de un
retazo U tomado de un plano hecho de material pla´stico. Modelamos
la termodeformacio´n mediante una funcio´n:
~x : U → ℜ3 (161)
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U tiene como coordenadas u = u1 y v = v2. Si v se mantiene fijo y se
var´ıa u, se obtendra´ una curva parametrizada por u. Por tanto, a u se
le puede entender como ’tiempo horizontal’ y por tanto la derivada
~xu = ∂~x/∂u (162)
es un vector velocidad de la curva, el cual es tangente a la superficie S.
Algo similar ocurre con v, quien nos dar´ıa el ’tiempo vertical’.
Destacamos entonces el doble rol de la funcio´n ~x: conlleva una defor-
macio´n y al mismo tiempo un sistema de coordenadas.
Si la termodeformacio´n transforma 2-plps en 2-plps sin reducirlos a una
punto o l´ınea, entonces los dos vectores velocidad expandira´n un plano,
llamado el espacio tangente, del cual ellos formara´n una base. Ahora
bien, si tomamos las segundas derivadas y requerimos su continuidad,
entonces ellas sera´n iguales:
~xαβ = ∂
2~x/∂uβ∂uα = ~xβα (163)
Estas segundas derivadas esta´n relacionadas con la aceleracio´n, que
en general no es tangente a la superficie. Para verlo, consideremos el
movimiento sobre una espiral sumergida sobre una escalera de caracol:
al moverse sobre la espiral siempre se esta´ cambiando de plano tangente,
por lo que debe haber una componente de la aceleracio´n no contenida
en dicho plano. Descompongamos la aceleracio´n en su parte tangencial
a la superficie y en su parte normal a ella. La parte tangencial sera´ una
combinacio´n lineal de los vectores de la base del plano tangente, de la
forma ~xγΓ
γ, donde ~xγ indica un vector tangente a la superficie, dado por
la velocidad de una trayectoria generada por el sistema de coordenadas.
Por otro lado, la componente normal sera´ un alargamiento del vector
normal unitario,
~N = ~xu×~xv||~xu×~xv|| .
El escalar que da la componente normal se calcula por proyecciones, es
decir, usando el producto interior, < ~xαβ , ~N >. Tenemos:
~xαβ = ∂β∂α~x = ~xγΓ
γ
βα+ < ~xαβ,
~N > ~N (164)
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Definiendo
bαβ =< ~xαβ , ~N > (165)
obtenemos
~xαβ = ~xγΓ
γ
βα + bαβ
~N (166)
Ahora determinaremos los coeficientes Γγβα = Γ
γ
αβ, cuya simetr´ıa en
los sub´ındices inferiores esta´ garantizada por la igualdad de las derivas
cruzadas. Utilizando la perpendicularidad entre un vector tangente y
el vector normal:
< ~xαβ, ~xµ >=< ~xγΓ
γ
βα + bαβ
~N, ~xµ >=< ~xγΓ
γ
βα, ~xµ >=< ~xγ , ~xµ > Γ
γ
βα
Usamos la notacio´n :
< ~xγ, ~xµ >= gγµ (167)
teniendo en mente que los vectores velocidad que definieron el plano
tangente forman una base, la cual no tiene porque ser ortogonal. Todos
esos valores forman una matriz que representan una 2-forma a la cual
se le llama el tensor me´trico del plano tangente a la superficie en el
punto dado. Tambie´n notamos:
< ~xγΓ
γ
βα, ~xµ >=< ~xγ, ~xµ > Γ
γ
βα = gγµΓ
γ
βα = Γβα,µ
Por tanto tenemos:
< ~xαβ, ~xµ >= Γβα,µ
Estos coeficientes tienen un nombre oficial: s´ımbolos o coeficientes
de Christoffel (de segundo tipo). Puesto que las derivadas mixtas son
iguales, se tiene que estos coeficientes son sime´tricos en los dos primeros
sub-´ındices:
Γβα,µ = Γαβ,µ
Por otro lado y teniendo en cuenta que ~xα representa una derivada:
∂βgαµ = ∂β < ~xα, ~xµ >=< ∂β~xα, ~xµ > + < ~xα, ∂β~xµ >
=< ~xαβ , ~xµ > + < ~xα, ~xµβ >= Γβα,µ + Γβµ,α
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Esta ecuacio´n es la primera del siguiente sistema que resulta de rotar
los sub´ındices del te´rmino del lado izquierdo:
∂βgαµ = Γβα,µ + Γβµ,α
∂µgβα = Γµβ,α + Γµα,β
∂αgµβ = Γαµ,β + Γαβ,µ
Combinemos teniendo en cuenta la simetr´ıa de los dos primeros sub´ındi-
ces:
∂βgαµ + ∂µgβα − ∂αgµβ = 2Γµβ,α = 2gγαΓγµβ
despejamos teniendo en cuenta que la matriz inversa de gγα es g
αγ
Γγµβ = (1/2)g
αγ(∂βgαµ + ∂µgβα − ∂αgµβ) (168)
De esa forma podemos conocer los coeficientes de Christoffel a partir de
la me´trica. Recordemos que la me´trica opera sobre el espacio tangente,
por lo tanto da las relaciones de ortogonalidad de los vectores velocidad
dados por el sistema de coordenadas.
8.8. LA DERIVADA COVARIANTE
A partir de la derivada de un campo vectorial definido sobre una super-
ficie, quitaremos la componente normal de dicha derivada para obtener
la derivada covariante.
Un campo vectorial es una asignacio´n que a cada punto de un subcon-
junto del espacio le hace corresponder un vector. Por ejemplo, el campo
gravitatorio es un campo vectorial que a cada punto del espacio le hace
corresponder el vector fuerza que corresponde al peso de una masa de
un 1kg. Consideremos una curva C parametrizada por t, dentro de una
superficie S. Consideremos que hay un campo vectorial ~X definido a
lo largo de la curva y tangente a ella. Atencio´n: El campo vectorial es
tangente a la curva, pero su derivada puede tener cualquier direccio´n.
Por ejemplo, uno ata un piedra de un hilo y la hace girar: el campo de
velocidades es tangente a la curva, pero la derivada de la velocidad da
la aceleracio´n, que bien puede ir hacia la mano que la hace girar.
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Definicio´n (169): Sea ~X un campo vectorial definido sobre una curva,
la cual esta´ contenida en una superficie con normal ~N . La derivada
covariante es la derivada ordinaria menos su componente normal:
∇ ~X/dt = d ~X/dt− < d ~X/dt, ~N > ~N
Definicio´n (170) Una geode´sica es una curva ~x = ~x(s) parametrizada
por longitud de arco, tal que su vector tangente unitario ~T no tiene
derivada covariante:
∇~T/ds = 0
Observemos que geode´sica es una definicio´n local y no global. Por otro
lado, es muy bueno tener presente que una cosa es ser normal a la curva
y otra es ser normal a la superficie que contiene la curva: la derivada
covariante resta la componente normal a la superficie, pero no a la
curva. Esto nos ayuda a ver co´mo queremos cuadrar las cosas para que
nuestra definicio´n local quede ligada a una minimizacio´n:
El vector tangente unitario es paralelo a la velocidad, de tal manera
que su derivada indica aceleracio´n, es decir una fuerza ejercida desde
el exterior sobre la part´ıcula. Esa fuerza tiene poder pues hace curvar
la trayectoria. Pero su poder es vectorial, y hay una parte que puede
ser tangencial a la superficie. Si imaginamos la curva como una cuerda
ela´stica que se sostiene sobre la superficie por efecto de la tensio´n, esa
componente tangencial tiende a hacer que la curva se reacomode para
experimentar menos tensio´n. La tensio´n llega a ser mı´nima cuando no
haya ninguna fuerza tangencial creada por el campo externo.
Por tanto, una derivada covariante diferente de cero indica una fuerza
que no ha sido realizada y que busca reacomodar la curva sobre la
superficie hasta que ya no experimente ninguna fuerza transversal. Pero
hay que ver de que´ forma sale la fuerza a partir de la me´trica. Para
verlo, lo mejor es hallar la ecuacio´n diferencial que deben cumplir las
coordenadas de una curva parametrizada con longitud de arco s sobre
una superficie para que sea geode´sica.
La superficie tiene para´metros uβ, de tal forma que ∂~x/∂uβ representa
la velocidad con respecto a la parametrizacio´n generada por el para´me-
tro β de la superficie.
306 CAPI´TULO 8. GEOMETRIA Y GRAVITACION
Para una curva ~x = ~x(u(s)) sobre la superficie
~T = d~x/ds = (∂~x/∂uβ)(duβ/ds) = ~xβ(du
β/ds)
d~T/ds = d2~x/ds2 = ~xβα(du
α/ds)(duβ/ds) + ~xβ(d
2uβ/ds2)
= (~xγΓ
γ
βα + bαβ
~N)(duα/ds)(duβ/ds) + ~xγ(d
2uγ/ds2)
quitando la componente normal obtenemos la derivada covariante:
∇~T/ds = (~xγΓγβα)(duα/ds)(duβ/ds) + ~xγ(d2uγ/ds2)
∇~T/ds = ~xγ [d2uγ/ds2 + Γγβα(duα/ds)(duβ/ds)]
Vemos que la derivada covariante puede escribirse como una combina-
cio´n lineal de las velocidades de las coordenadas, todas tangentes a la
superficie. Por ello, lo que tenemos es realmente tangente a la superficie.
Hemos demostrado el siguiente
Teorema (171): Una curva ~x = ~x(u(s)) parametrizada por longitud de
arco es geode´sica en una superficie cuando su derivada covariante es
cero, es decir, cuando:
d2uγ/ds2 + Γγβα(du
α/ds)(duβ/ds) = 0
Este sistema de ecuaciones de segundo orden puede reescribirse como
un sistema de primer orden:
duγ/ds = Xγ
dXγ/ds = −ΓγβαXαXβ
Esta sistema de ecuaciones define un problema que tiene solucio´n u´nica
para condiciones iniciales dadas, un punto inicial y el vector tangente
unitario inicial, al menos durante un intervalo abierto. Eso significa que
a partir de un punto y en una direccio´n, siempre sale una geode´sica.
Dicha geode´sica minimiza absolutamente la distancia dada por el pro-
ducto interior en una pequen˜a vecindad. A gran escala, no hay garant´ıa
de nada, pero la curva resultante es, al menos, un valor cr´ıtico para el
funcional de longitud de arco.
Por ejemplo: se puede ir de un punto a otro en una esfera por el c´ırculo
ma´ximo que los une, pero yendo por un lado se obtendra´ un mı´nimo
absoluto, mientras que por el otro lado no hay un mı´nimo local, sino
el equivalente a un punto de inflexio´n. Eso se debe a que uno puede
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perturbar dicha trayectoria para aumentar el recorrido y tambie´n para
disminuirlo.
8.9. TRANSPORTE PARALELO
Uno entiende instintivamente lo que significa transportar paralelamente
un vector en un plano, como quien dice, transportar un la´piz parale-
lamente a s´ı mismo mientras que permanece sobre una mesa. Pero es
much´ısimo ma´s dif´ıcil imaginarse lo que significa transportar un la´piz
sobre una naranja, de tal forma que sus propiedades de tangencia y
orientacio´n permanezcan invariantes. La solucio´n a este problema con
un propo´sito geode´sico fue propuesta por Levi-Civita. Vea´mosla.
En ℜ2 el deslizamiento o transporte paralelo de un vector a lo largo
de una l´ınea recta es exactamente lo que uno se imagina: el vector se
desliza a lo largo de la l´ınea sin cambiar su magnitud ni a´ngulo con
la l´ınea. Tal operacio´n se puede generalizar a cualquier curva suave,
con vector tangente bien definido, si uno se preocupa de no cambiar la
magnitud del vector deslizado ni tampoco el a´ngulo del vector a trans-
portar con el vector tangente a la curva. Lo que es va´lido para el plano
tambie´n es verdadero para, digamos, una esfera: podemos transportar
el vector tangente unitario de un c´ırculo ma´ximo sobre una esfera a to-
do lo largo y al irlo deslizando siempre coincidira´ con el vector tangente
local. Despue´s de una vuelta, la posicio´n final y la inicial coincidira´n.
En una superficie cualquiera, para transportar paralelamente un vector
a lo largo de una geode´sica, se traslada el vector de tal forma que
siempre permanezca en el espacio tangente, que su norma permanezca
constante y lo mismo el a´ngulo con el vector tangente a la geode´sica.
Va´lido en el espacio y tambie´n en cualquier superficie de Riemann.
Formalmente,
Definicio´n (172): Sea una superficie parametrizada segu´n ~x. Sea un
campo vectorial ~X tangente a la superficie:
~X = Xα(t)~xα(u(t))
Sea una curva parametrizada por t.
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Definimos la derivada covariante de ~X a lo largo de la curva pa-
rametrizada por t como la proyeccio´n sobre el espacio tangente de la
derivada ordinaria y la notamos ∇Xγ/dt .
Para hallar la derivada covariante se halla la derivada ordinaria y se le
resta la componente normal.
Siguiendo los mismos pasos que en la seccio´n pasada obtenemos que
en el sistema de coordenadas del plano tangente generado por la para-
metrizacio´n se tiene que las componentes de la derivada covariante se
escriben como:
∇Xγ/dt = dXγ/dt+ ΓγβαXαXβ
Definicio´n (173): Definimos el transporte paralelo de ~X0 a lo largo
de una curva, como aquella extensio´n de ~X0 sobre la curva cuya de-
rivada covariante sea cero. Concretamente, el transporte paralelo es la
u´nica solucio´n al problema de valor inicial:
d ~Xγ/dt+ ΓγβαX
αXβ = 0
~X(0) = ~Xo
donde ~Xo es un vector tangente a la superficie, no a la curva.
La solucio´n que vamos a obtener nos dara´ un vector en cada punto que
sera´ el resultado del transporte paralelo a lo largo de la curva dada.
Puesto que esto tambie´n es va´lido para un vector tangente unitario
a una geode´sica, esto nos demuestra que el vector tangente unitario
a una curva parametrizada con longitud de arco puede transportarse
paralelamente dando los vectores tangentes unitarios en cada punto.
En general, el transporte paralelo conserva la norma y los cosenos o
a´ngulos. El transporte paralelo es fuertemente dependiente del camino
tomado.
Como un ejercicio para afinar la intuicio´n, tomemos una esfera y simu-
lemos el transporte paralelo en varios casos:
1. Transportemos alrededor del ecuador un vector que originalmente
mira verticalmente hacia abajo y que, por supuesto, es tangente a la
esfera. A medida que los transportamos conservamos tanto la norma
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como el a´ngulo con el vector tangente local. El resultado final es que al
llegar al punto de partida, el vector final coincide con el inicial.
2. Transportemos a lo largo de un c´ırculo ma´ximo un vector que origi-
nalmente esta´ en el polo norte formando un a´ngulo de 90 grados con el
vector tangente al meridiano. Lo vamos corriendo conservando la nor-
ma y los 90 grados del a´ngulo con el vector tangente local. Al dar una
vuelta completa, se llega tal como se salio´.
3. Tomemos un vector que originalmente esta´ en el polo norte formando
un a´ngulo de 90 grados con el vector tangente al meridiano por donde
comenzamos a transportarlo. Lo llevamos hasta el ecuador, por donde
comenzamos a transportarlo hasta completar media vuelta. Despue´s
subimos por el meridiano local hasta el polo norte, de donde partimos.
Al llegar, encontramos que el vector final y el inicial esta´n en direccio´n
contraria.
8.10. GENERALIZACIONES
La caracterizacio´n de geode´sicas, curvas de distancia mı´nima local,
como curvas cuya derivada covariante sea cero necesita de la existen-
cia de una superficie que contenga la curva, de su vector normal y de
un producto interno sobre el espacio tangente que permita especificar
la componente normal de un vector dado. (El producto interno sobre
el tangente tambie´n permite calcular la norma de desplazamientos in-
finitesimales que al ser integrados a lo largo de un camino nos da el
funcional de distancia entre dos puntos a lo largo de un camino).
La primera generalizacio´n que podemos hacer es una consecuencia di-
recta del hecho de que en la evaluacio´n de la derivada covariante tan
so´lo se uso la bilinealidad y simetr´ıa del producto interno. Jama´s se
uso´ la positividad del producto interno de ℜ3. Eso significa que pode-
mos hablar de derivada covariante en el espacio -tiempo, en el cual hay
pares de vectores cuyo cuadrado interno es negativo. Tambie´n podre-
mos usarlo en deformaciones de dicho espacio, tales como los espacios
resultantes de incluir perturbaciones gravitatorias en el -tiempo.
En segundo lugar nuestra definicio´n de derivada covariante es local y
considera solamente el comportamiento de los campos en la inmediata
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cercan´ıa de un punto dado. Por eso podemos generalizar nuestra defi-
nicio´n a cualquier entidad que permita hacer lo mismo localmente, en
particular en superficies de Riemann, que son aquellas que tienen es-
tructura de variedad y para cada punto existe un abierto que lo contiene
en el cual para el espacio tangente en cada punto hay un producto in-
terno, el cual puede ser positivo, me´tricas de Riemann, o de cualquier
signo, me´trica pseudo-riemannianas. Las ecuaciones diferenciales que
deben cumplir las geode´sicas permanecen iguales.
En tercer lugar tenemos que liberar el concepto de geode´sica de estar
ligado a curvas sobre superficies espec´ıficas. El remedio a dicho proble-
ma comienza con la siguiente definicio´n en la cual nos liberamos de una
curva en particular.
Definicio´n (174): La derivada covariante de una campo vectorial ~v a
lo largo de un vector ~X es la derivada covariante del mismo campo a
lo largo de una curva cualquiera, parametrizada por t, cuya velocidad,
o vector tangente, sea el vector ~X. Definida de esa forma, el operador
derivada covariante ∇ tiene dos operandos: el campo que se deriva y el
campo que da la direccio´n de derivacio´n. La notamos ∇ ~X~v.
Teorema (175): La derivada covariante definida sobre ℜ3, ∇, es un
operador que en un punto dado toma vectores del espacio tangente y
les asocia vectores en el espacio tangente (pues le quita todo lo que no
es tangente) y como operador es lineal en ambos operandos y cumple la
ley de derivacio´n de un producto:
∇ ~X(a~v + b~w) = a∇ ~X~v + b∇ ~X ~w
∇a ~X+b~Y ~v = a∇ ~X~v + b∇~Y ~v
∇ ~X(f~v) = ~X(f)~v + f∇ ~X~v
donde hemos usado la dualidad entre vectores y operadores de deriva-
cio´n.
Definicio´n (176): La derivada covariante ∇ ~X~v de una campo vecto-
rial ~v a lo largo de un vector ~X es un operador que en sus dos operandos
~X, ~v cumple las propiedades del teorema anterior.
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Ahora hemos reunido suficiente material para entender de que´ manera
la teor´ıa geome´trica de la gravitacio´n, o relatividad general, predice la
curvatura de la trayectoria de la luz cuando pasa por un campo gravi-
tatorio fuerte. Tal efecto se verifica al registrar la luz de estrellas que
esta´n detra´s del sol en el momento de un eclipse, o con instrumental
apropiado, a cualquier hora: la luz le da la vuelta al sol para llegar a
nosotros. Todo lo que necesitamos es demostrar que la forma de medir
geode´sicas en nuestro espacio tridimensional es diferente de la traza so-
bre nuestro espacio de la forma de medir distancias en el espacio-tiempo
con gravitacio´n. Por consiguiente las trayectorias vistas en nuestro es-
pacio trazadas por la luz, que sigue geode´sicas en el espacio tiempo,
sera´n diferentes de una l´ınea recta, que son las geode´sicas en ℜ3.
8.11. INTERLUDIO
El d´ıa sen˜alado para la pra´ctica de campo, fui a dar una vuelta, un
tour cerrado. Ten´ıa la intencio´n de medir la curvatura verdadera de
todo lo que existe. Por entre las montan˜as sub´ı al cielo, pero cuando
busque´ la bajada, me encontre´ perdido. Siguiendo las delicadas instruc-
ciones de varios a´ngeles pude encontrar una salida. Y donde mi camino
traspasaba la frontera entre el cielo y la tierra encontre´ una carretera.
Y justo a la salida de mi camino estaba sentada una quimera que era
mitad a´ngel y mitad mujer, la cual estaba ocupada anotando algo en
un registro con formato.
Al acercarme, ella me fue diciendo: yo anoto aqu´ı las obras de los hom-
bres y de las mujeres, pues la libertad es una de las fuerzas que curvan la
trayectoria del universo. Y al ver yo que ella era receptiva, me anime´ a
preguntarle: ¿Por esta carretera a cua´l pueblo llego? Sin dejar su tra-
bajo, me dijo: todos los caminos llevan a Moniquira´. Y tratando de
sobreponerme al asombro que me causo´ su respuesta, de nuevo la inte-
rrogue´: ¿y cua´nto me demoro? Un poco ma´s anal´ıtica, mira´ndome me
dijo: una hora bien andada.
Despue´s de agradecerle, tome´ mi camino y no me atrev´ı a volver la
vista atra´s.
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8.12. CURVATURA
A enormes distancias nosotros, como observadores externos, podemos
visualizar curvaturas estudiando la trayectoria de una part´ıcula. Con-
trario a observaciones externas, el punto de vista intr´ınseco se preocupa
por un estudio tan local y tan pobre en equipo como se pueda. Ahora
bien, si una part´ıcula viaja en ca´ıda libre describe una geode´sica y no
siente absolutamente nada: Co´mo puede entonces una part´ıcula saber
que esta´ bajo la accio´n de un campo gravitatorio? Simplemente no pue-
de. Pero si se acompan˜a de otra part´ıcula entonces puede determinar
exactamente la efectividad del campo si tan so´lo mide la distancia en-
tre geode´sicas. Esto significa estudiar la distancia entre dos part´ıculas
gemelas que van en ca´ıda libre y que parten de posiciones y velocidades
iniciales dadas.
Un poco de atencio´n, por favor: las l´ıneas son geode´sicas en el plano
con la me´trica euclidiana. Y si no son paralelas, ellas se separara´n a una
cierta velocidad. Pero dicha velocidad es constante y su aceleracio´n es
cero. Por tanto, la curvatura estara´ ligada a una aceleracio´n no nula de
la distancia entre geode´sicas. Verifiquemos esto sobre una esfera con la
me´trica heredada de ℜ3, en la cual las geode´sicas son c´ırculos ma´ximos,
como el ecuador.
Dos geode´sicas cualesquiera sobre la esfera se cortara´n en un punto. A
ese punto lo llamamos el polo norte y enseguida ponemos las coorde-
nadas esfe´ricas que constan de la magnitud del radio ρ, el a´ngulo de
barrido vertical φ que empieza en el polo norte, y el a´ngulo de barri-
do horizontal θ. Aproximamos la distancia entre geode´sicas J por la
magnitud del arco subtendido por un paralelo, el cual es perpendicular
a las geode´sicas que se han vuelto meridianos en la esfera. El a´ngulo
entre los planos que generan los meridianos es fijo, sea θ y cercano a
cero. Tenemos
J = (ρsenφ)senθ = (ρsenφ)θ.
Al mismo tiempo, la longitud de arco, s, medida a lo largo de los
meridianos, es s = ρφ, por lo tanto, φ = s/ρ, entonces J = ρθsen(s/ρ).
Derivando con respecto a s tenemos dJ/ds = θcos(s/ρ), si derivamos
otra vez, d2J/ds2 = (−1/ρ)θsen(s/ρ) y combinando J con su segunda
derivada obtenemos:
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d2J/ds2 + (1/ρ2)J = 0
La interpretacio´n del coeficiente (1/ρ2) es esta: un c´ırculo es mas cur-
vo entre ma´s pequen˜o sea. Por lo tanto, la medida ma´s inmediata de
curvatura de un c´ırculo de radio ρ debe ser 1/ρ. Entonces, si queremos
una medida de la curvatura sobre la esfera en un punto dado, trazamos,
sobre el punto, una cruz, la cual genera dos c´ırculos ma´ximos, ambos
de igual curvatura, 1/ρ, y el producto de esas dos curvaturas 1/ρ2 es
el coeficiente de la ecuacio´n encontrada y se conoce como curvatura de
Gauss, K. La ecuacio´n queda de tal forma que la aceleracio´n a la que
se separan las geode´sicas depende de un so´lo para´metro: la curvatura.
d2J/ds2 +KJ = 0 (177)
Trataremos enseguida de encontrar el equivalente de K en el caso ge-
neral. Es algo asombroso que esta ecuacio´n, va´lida para una esfera,
es va´lida en condiciones extremadamente generales. En vista de ello,
esa ecuacio´n ha recibido su nombre propio: se denomina la ecuacio´n
de Jacobi, quien la pudo demostrar para superficies en el espacio. Lo
probaremos en su generalidad aunque es un trabajo dispendioso pero
de mucho provecho. Por ahora, probaremos un detalle te´cnico que mas
luego necesitaremos.
Las geode´sicas son curvas que cumplen una cierta propiedad consignada
en una ecuacio´n diferencial. Lo que vamos a probar es va´lido para
dos soluciones cualesquiera de una ecuacio´n diferencial, en particular
para las geode´sicas. Consideremos la ecuacio´n diferencial de las curvas
integrales de un campo vectorial: dx/dt = ~Xx, la cual tiene sentido en
una vecindad de x. Una solucio´n dada empieza en xo y otra empieza
en x1, y sus soluciones respectivas se notara´n con los correspondientes
sub´ındices.
La distancia entre esas dos condiciones iniciales es un δxo. Cada curva
solucio´n satisface la ecuacio´n diferencial. Como son curvas integrales,
su solucio´n esta´ dada en te´rminos de un para´metro, t. Si imaginamos
que el campo vectorial describe las velocidades de un fluido, entonces,
δ = δ(x1, xo) = δ(t) = x1(t)−xo(t) es la distancia entre dos bolitas que
son arrastradas por la corriente. Aca´ hay dos operadores posibles: pri-
mera, restar valores de funciones entre curvas diferentes, δ, y segundo,
comparar valores de funciones en la misma curva tomando la derivada
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respecto al tiempo d/dt. Probaremos que estas dos operaciones conmu-
tan entre ellas.
Teorema (178): si δ es una comparacio´n entre curvas mediante resta
de valores y d/dt es la comparacio´n dentro de una curva mediante la
derivada, se tiene que δ ◦ d/dt = (d/dt) ◦ δ
Demostracio´n:
δ(dx/dt) = d(x1)/dt− dx/dt = d(x+ δx)/dt− dx/dt
= dx/dt+ d(δx)/dt− dx/dt = d(δx)/dt
8.13. EL CONMUTADOR
Estamos tratando de caracterizar el efecto de la curvatura sobre el dis-
tanciamiento de geode´sicas. Pero no de cualquier forma, sino haciendo
los ajustes necesarios para generalizar la ecuacio´n de Jacobi. El gran
progreso obtenido se desprendio´ de preguntas muy sencillas, todas ela-
boraciones de la siguiente: si una ciudad se construye en una planicie,
se puede disen˜ar para que sus cuadras queden cuadradas y la ciudad
quede cuadriculada. Pero eso no puede hacerse si se construye en te-
rreno montan˜oso con valles y cerros. Curiosamente, puede hacerse si
la ciudad se construye sobre una ladera, bien recta, o bien en forma
de caneca, con estructura cil´ındrica. Pero en general, la ciudad queda
pseudo-cuadriculada, sea porque las calles sean rectas y queden rombos,
o bien porque las calles sean curvas y queden cuadroides.
Pues bien, una superficie siempre se presta para ser cuadriculada por
geode´sicas. Ahora definamos las direcciones norte, sur, occidente, orien-
te. Demos un paseo generando un cuadroide: un paso hacia el norte, otro
hacia el occidente, pero de exactamente igual magnitud, el siguiente ha-
cia el sur y el u´ltimo hacia el oriente: terminaremos donde empezamos?
Digamos lo mismo pero de otra manera: Usted y yo salimos del mismo
punto y nos proponemos generar un cuadroide dando un paseo, cada
uno por dos aristas complementarias. Tomamos todas las precauciones
para que los pasos sean todos iguales y las geode´sicas opuestas sean
’paralelas’. La pregunta es: nos encontraremos en la esquina opuesta?
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La elaboracio´n de esta tema´tica, cuyo estudio general se llama holo-
nomı´a, con el objetivo de generalizar la ecuacio´n de Jacobi ha dado por
lo menos dos resultados que son equivalentes pero que utilizan perspec-
tivas diferentes. El uno es el transporte paralelo y el otro esta´ basado
directamente sobre el conmutador de la derivada covariante. Lo de con-
mutador se refiere a esto: en la pregunta de encontrarse en la esquina
del cuadroide, las dos personas ejecutan las mismas dos acciones pero
en orden inverso. Una persona hace su paseo primero al norte, luego al
occidente. La otra primero al occidente, luego al norte. En general, nos
conviene tener la
Definicio´n (179): Si dos operaciones de cualquier naturaleza, A y B,
pueden componerse en cualquier orden, entonces se denomina conmu-
tador de A y B a la operacio´n [A,B] = AB -BA.
Un detalle te´cnico recie´n demostrado dice:
Teorema (180): [δ, d/dt] = 0
Teorema importante para demostrar como ejercicio (180): El conmuta-
dor de dos vectores del espacio tangente, considerados como operadores
de derivacio´n es tambie´n un elemento del espacio tangente, es decir un
vector tangente.
Este teorema es sorpresivo porque un conmutador es un operador de se-
gundo orden mientras que un vector tangente es un operador de primer
orden.
Nosotros vamos a estudiar el conmutador de derivadas covariantes a lo
largo de cuadroides y de eso sacaremos un forma de ’medir’ la curvatura
que generaliza la ecuacio´n de Jacobi. Aunque siempre hemos tratado de
evitar sobrecargar el material, es el momento de introducir unas pocas
definiciones, lo cual puede redundar en claridad.
8.14. REPASO
La derivada covariante que definimos anteriormente sobre superficies
en el espacio, con ayuda de curvas en una superficie y vectores nor-
males, pudo liberarse de la curva y redefinirse en la direccio´n de un
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vector. Eso lo hicimos diciendo que la nueva derivada covariante es la
derivada antigua a lo largo de cualquier curva que al ser parametrizada
tenga un vector velocidad igual al vector dado. Definida as´ı, la derivada
covariante cumple las siguientes propiedades:
Teorema (182): La derivada covariante es un operador sobre el espacio
tangente que es lineal en ambos operandos y cumple la ley de derivacio´n
de un producto:
∇ ~X(a~v + b~w) = a∇ ~X~v + b∇ ~X ~w
∇a ~X+b~Y ~v = a∇ ~X~v + b∇~Y ~v
∇ ~X(f~v) = ~X(f)~v + f∇ ~X~v
donde hemos usado la dualidad entre vectores y operadores de deriva-
cio´n.
Observemos que estas propiedades no dependen de ningu´n producto
interno, de ninguna superficie, de ninguna normal. Propiedades tan
liberales son al mismo tiempo muy restrictivas, lo suficiente para ca-
racterizar la derivada covariante. Definimos entonces como derivada
covariante cualquier operador que cumpla esas mismas propiedades y
no cree problemas de continuidad ni derivacio´n. Es decir, si el campo
que da el sentido a la derivacio´n es diferenciable, entonces la derivada
covariante respecto a e´l, tambie´n. Por supuesto que la utilizaremos en
superficies, variedades riemannianas o pseudo-riemannianas, con o sin
producto interno, aplicada sobre campos vectoriales o sobre cualquier
cosa que tenga sentido.
Definicio´n (183): Un marco de campos vectoriales en una regio´n abier-
ta U consiste de n campos vectoriales diferenciables y linealmente in-
dependientes que en cada punto forman una base ~e = (~e1, ...., ~en) del
espacio tangente. Se dice que el marco es un marco coordenado si di-
cho marco resulta ser el campo de velocidades generado por un sistema
coordenado, es decir, si ~ei = ∂/∂x
i.
Un sistema coordenado es una manera de demarcar calles y carreras
sobre U. En general es una deformacio´n φ invertible de un abierto V
de ℜn que se inmersa en U :
φ : V → U
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Las calles y carreras son las ima´genes de las calles y carreras naturales
de ℜn. En ese caso: ~ei = ∂φ/∂xi tal que so´lo la ordenada i puede variar.
Como siempre reconocemos la dualidad entre vectores y operadores de
derivacio´n, ~ei = ∂/∂x
i que operan sobre funciones densidad sobre U , es
decir, sobre funciones del tipo f : U → ℜ. La forma de operar es a trave´s
de φ de la siguiente forma: ~ei(f) = ∂f/∂x
i = ∂f(φ(x1, ...., xn))/∂x
i.
No hacemos mayor diferencia entre (x1, ...., xn) en ℜn y su imagen
φ(x1, ...., xn), de hecho, uno tiende a pensar que ambos puntos tienen
el mismo nombre y eso explica la notacio´n tan abusiva.
Una condicio´n necesaria y suficiente para que un marco sea un marco
coordenado es que todos los conmutadores se aniquilen: [~ei, ~ej ] = 0.
Esta condicio´n es una puerta abierta a opciones poderosas en la teor´ıa
de ecuaciones diferenciales parciales.
Teorema (184): Una derivada covariante o conexio´n es una transfor-
macio´n af´ın, es decir, es de la forma f(u) = ku+ c. Por eso, a lo que
haga las veces de c se le llamara´ coeficientes de la conexio´n af´ın.
Demostracio´n: Sea ~e = (~e1, ...., ~en) un marco de campos vectoriales
sobre U . Como forman una base en cualquier punto, cualquier campo
vectorial ~X puede descomponerse en el marco: ~X = Xj~ej , ı´ndices
repetidos indican suma. Apliquemos la derivada covariante a un campo
vectorial ~v = vk~ek en la direccio´n ~X. Al utilizar las propiedades de la
derivada covariante tengamos presente que ~v cambia de punto a punto
y por tanto todas las coordenadas tambie´n, en realidad son funciones,
y por lo tanto debe aplicarse la siguiente propiedad de la derivada
covariante:
∇ ~X(f~v) = ~X(f)~v + f∇ ~X~v
Por tanto:
∇ ~X(~v) = ∇ ~X(vk~ek) = ~X(vk)~ek+vk∇ ~X(~ek) = (Xj~ej)(vk)~ek+vk∇Xj~ej(~ek)
= Xj~ej(v
k)~ek + v
kXj∇~ej(~ek), donde aplicamos la linealidad
Ahora bien, la derivada covariante de vectores en el espacio tangente
produce vectores en el espacio tangente, por tanto, puede descompo-
nerse en el marco dado:
∇~ej(~ek) = ωijk~ei
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lo cual se lee : ωijk~ei es la componente k de la variacio´n covariante de
~ei en la direccio´n de ~ej . Se denomina a esta familia de coeficientes los
coeficientes de la conexio´n af´ın.
En un marco coordenado se tiene que ωij,k = Γ
i
j,k, los s´ımbolos de Ch-
ristoffel.
Con esta notacio´n queda:
∇ ~X(~v) = Xj~ej(vk)~ek + vkXjωijk~ei
= Xj~ej(v
i)~ei + v
kXjωijk~ei, cambiando la k por i en el primer te´rmino,
= [~ej(v
i) + vkωijk]X
j~ei
Entonces
∇ ~X(~v) = [∂vi/∂xj + vkωijk]Xj~ei
Debido a que por dualidad se define dg(~x) = ~x(g) para funciones es-
calares g, entonces ∂vi/∂xj = dvi(∂/∂xj) = dvi(~ej) y que la 1-forma
dual de ej , notada σ
j operada sobre ~X toma la j-e´sima coordenada,
σj( ~X) = Xj, por tanto podemos reescribir
∇ ~X(~v) = [dvi(ej) + vkωijk]Xj~ei = [dvi(Xjej) + vkωijkXj ]~ei
= [dvi( ~X) + vkωijkσ
j( ~X)]~ei
En conclusio´n
∇ ~X(~v) = [dvi + vkωijkσj ]( ~X)~ei
Observemos que lo que esta´ entre corchetes es una 1-forma, que al ope-
rar sobre ~X da un real que es la coordenada i-e´sima de la derivada
covariante de ~v en la direccio´n de ~X. Cada componente esta´ dada por
una 1-forma, pero hay n componentes, por lo que la derivada cova-
riante debe poderse reemplazar por una entidad complicada que tiene
1-formas en todo lado.
Definicio´n (185): Definimos la torsio´n de una conexio´n τ como:
τ( ~X, ~Y ) = ∇ ~X ~Y −∇~Y ~X − [ ~X, ~Y ]
Cuando una conexio´n no tiene torsio´n se dice que es sime´trica y en ese
caso ωijk = ω
i
kj. La torsio´n de una curva se interpreta como la tendencia
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de la curva a salirse del plano osculador, es decir, del plano que mejor
se ajusta a la curva en un determinado punto. Por eso, en algunos casos
la torsio´n de una conexio´n se interpreta como la no cerradura de las
geode´sicas sobre ellas mismas.
Cuando la conexio´n viene de un marco coordenado se llama de Levi-
Civita y es sime´trica. Otra conexio´n muy importante: la de Riemann.
Esa conexio´n se define en una variedad de Riemann, es decir, una que
tiene un producto interno en cada espacio tangente, y cumple la im-
portante igualdad:
d/dt < ~X, ~Y >=< ∇t ~X, ~Y > + < ~X,∇t~Y > (186)
donde ~X y ~Y son dos campos vectoriales definidos a lo largo de una
curva parametrizada por t.
8.15. LA ECUACION DE JACOBI
Definiremos lo que se entiende por curvatura y veremos emerger la
conocida ecuacio´n de Jacobi pero en una forma muy general.
Nuestro escenario sera´ una superficie parametrizada en una variedad.
La podemos entender como una operacio´n semejante a la que ejecuta
una persona que toma un sa´bana y la bate en el aire, pero en un de-
terminado instante queda congelada. La sa´bana se llama U y el aire
es la variedad. A cada punto de la sa´bana (un conjunto abierto del
plano) le corresponde un punto x de la variedad. U tiene sus propias
coordenadas u, v.
Consideramos un campo vectorial sobre la superficie, es decir, una asig-
nacio´n que a cada par de valores (u, v) le asigna un elemento del es-
pacio tangente en el x correspondiente. Dos ejemplos de tales campos
∂x/∂u, ∂x/∂v.
Teorema (187): Sea S una superficie dentro de una variedad provista
de una conexio´n sime´trica. Entonces
∇
∂u
(∂x
∂v
) = ∇
∂v
(∂x
∂u
)
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donde ∇
∂u
y ∇
∂v
denotan las derivadas covariantes a lo largo de las tra-
yectorias generadas por las coordenadas u y v que parametrizan la su-
perficie.
Este teorema especifica una forma de conmutar derivadas, conmutando
los denominadores. El teorema es tanto ma´s importante al notar que
tanta libertad no es posible a cada paso. Precisamente
Definicio´n(188): Definimos como curvatura de una conexio´n al opera-
dor Ω dado por
Ω( ~X, ~Y ) = [∇ ~X ,∇~Y ]−∇[ ~X,~Y ]
Sobre campos vectoriales es lineal y adema´s sobre uno espec´ıfico ~v este
operador cumple:
Ω( ~X, ~Y )~v = ∇ ~X(∇~Y ~v)−∇~Y (∇ ~X~v)−∇[ ~X,~Y ]~v
Puesto que Ω se basa enteramente sobre la derivada covariante, toma
vectores del espacio tangente en un punto dado y siempre produce
elementos del mismo espacio.
Teorema (189): Si se toma un marco coordenado, con elementos ∂i,
para expandir la curvatura, se obtiene:
Ω( ~X, ~Y )~v = ΩijklX
kY lvj∂i
donde Ωijkl = ∂kω
i
lj − ∂lωikj + ωikrωrlj − ωilrωrkl
Teorema (190): Cuando [ ~X, ~Y ] = 0, como en el caso de que estos cam-
pos definan un marco coordenados, entonces
Ω( ~X, ~Y ) = [∇ ~X ,∇~Y ], es decir
Ω( ~X, ~Y )~v = ∇ ~X(∇~Y ~v)−∇~Y (∇ ~X~v)
Si estamos en la superficie parametrizada por (u, v), y la parametriza-
cio´n es invertible, entonces con toda seguridad los vectores velocidad
coordenados ~X = ∂x/∂u y ~Y = ∂x/∂v conmutan entre ellos y se cum-
ple entonces que:
Ω( ~X, ~Y )~w = Ω(∂x/∂u, ∂x/∂v)~w = ∇
∂u
(∇~w
∂v
)− ∇
∂v
(∇~w
∂u
)
Definicio´n (191): Decimos que una curva ~r parametrizada por t es una
geode´sica si su vector velocidad d~r/dt tiene derivada covariante con
respecto a ella misma igual a cero.
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Obse´rvese la notacio´n:
∇
dt
(d~r
dt
) = 0
Queda sobreentendido que siempre parametrizamos con longitud de
arco.
La curvatura que hemos definido no es una 2-forma, sino que dados
dos vectores que se utilizan para definirla, es una transformacio´n lineal
que toma un vector del espacio tangente y le hace corresponder otro
vector del mismo espacio tangente. Por lo tanto, nuestra curvatura
funciona como una 3-forma con valores en el espacio tangente. En otros
contextos, al vector imagen se le multiplica en producto punto o interior
por otro vector para que quede una 4-forma.
8.16. CAMPOS DE JACOBI
Estamos buscando una ecuacio´n que describa la distancia entre geode´si-
cas ( es decir, entre dos part´ıculas que se muevan por una geode´sica)
en te´rminos de curvatura. Puesto que la curvatura esta´ relacionada con
la derivada covariante, y nuestras geode´sicas vienen de una me´trica, se
presume la existencia de una superficie y de un vector normal a ella.
Pero, de do´nde sale una superficie?
Pues, bien, dadas dos geode´sicas fabricamos una superficie con ellas: el
segmento que une las dos part´ıculas que generan las geode´sicas describe
una superficie, que adema´s es suave y todo lo que se necesite. Ese es
el comienzo de todo. Despue´s, parametrizamos dicha superficie. Nos
resulta el ambiente en el que hemos trabajado para definir geode´sicas.
La parametrizacio´n tiene la forma φ : U → V , donde U es un abierto del
plano que contiene el cuadrado unitario con ve´rtice inicial en (0,0), y V
es una abierto de alguna variedad y φ(u, v) = x. Dicha parametrizacio´n
debe cumplir: φ(u, 0) = x1(u), la primera geode´sica, y que para algu´n
α se tenga que φ(u, α) = x2, la segunda geode´sica. Adema´s, cada curva
Cα = φ(u, α) tambie´n es una geode´sica. Y por supuesto, u parametriza
todas las curvas en longitud de arco.
Es justo preocuparse por la realizacio´n de la anterior definicio´n, pues
quiza´ estemos exigiendo demasiado. Para empezar, podemos imaginar
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que por cada punto que queda en el segmento que conecta nuestras dos
part´ıculas existe una part´ıcula y que a todo ese bunch de part´ıculas se
les sincronizar para salgan al tiempo de una posicio´n inicial.
La separacio´n δ(u) = x1(u) − x2(u) en general puede ser una funcio´n
complicada. Restrinja´monos a la parte lineal de tal funcio´n, por lo que
los resultados que obtengamos han de ser va´lidos, por lo menos, para
tiempos y separaciones cortos -lo cual habra´ de ser ma´s que suficiente.
Con ese fin, substituimos tal separacio´n, δ(u), por el vector en direccio´n
~J = ∂φ/∂v pero evaluando tal derivada en v = 0, es decir, sobre la curva
x1 y estudiamos la influencia de ~J sobre la derivada covariante de una
geode´sica. Al vector tangente, que es unitario, lo notamos ~T .
Puesto que cada Cα es una geode´sica, tenemos que ∇~T/du = 0 para
todo α, lo cual significa que ~T permanece invariante ante el transporte
paralelo a lo largo de la geode´sica. Por tanto, teniendo en cuenta que ~J
es el vector transversal cuyo para´metro es v, y ~T es el vector tangente,
cuyo para´metro es u, tomamos la segunda derivada y obtenemos que
la derivada de cero tambie´n es cero:
∇
dv
(∇~T
du
) = 0
Pero como la curvatura Ω es tal que para cualquier vector ~w se cumple
que:
Ω( ~X, ~Y )~w = Ω(∂x/∂u, ∂x/∂v)~w = ∇
∂u
(∇~w
∂v
)− ∇
∂v
(∇~w
∂u
)
entonces,
Ω( ~J, ~T )~T = Ω(∂x/∂v, ∂x/∂u)~T = ∇
∂v
(∇~T
∂u
)− ∇
∂u
(∇~T
∂v
)
Por tanto,
0 = ∇
dv
(∇~T
du
) = Ω( ~J, ~T )~T + ∇
∂u
(∇~T
∂v
)
= Ω( ~J, ~T )~T + ∇
∂u
∇
∂v
(∂x
∂u
)
= Ω( ~J, ~T )~T + ∇
∂u
∇
∂u
(∂x
∂v
)
= Ω( ~J, ~T )~T + ∇
∂u
(∇~J
∂u
)
que escrito ordenadamente queda:
(
∇2~J
∂u2
) + Ω( ~J, ~T )~T = 0 (192)
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Esta ecuacio´n de Jacobi realmente se reduce a la que obtuvimos con
una esfera. Para mayor generalidad, consideremos, pues, una superficie
cualquiera en el espacio, parametrizada como sabemos. El producto in-
terno es el normal, el cual genera la conexio´n Riemanniana, aquella que
conserva los a´ngulos. Sea C una geode´sica con vector tangente unitario
~T y sea ~T⊥ aquel vector del plano tangente que es perpendicular a ~T .
Puesto que C es una geode´sica, ∇~T/ds = ∇s ~T = 0. Probemos que
con una conexio´n Riemanniana, entonces se cumple que ∇s ~T⊥ = 0. En
efecto, sea
d/ds < ~X, ~Y >=< ∇s ~X, ~Y > + < ~X,∇s~Y >
y en nuestro caso, con < ~T , ~T⊥ >= 0, tenemos:
0 = d/ds < ~T , ~T⊥ >=< ∇s ~T , ~T⊥ > + < ~T ,∇s~T⊥ >
y reemplazando
0 = d/ds < ~T , ~T⊥ >=< 0, ~T⊥ > + < ~T ,∇s ~T⊥ >
por lo que
< ~T,∇s ~T⊥ >= 0
por tanto se deduce que ∇s ~T⊥ es cero, porque no puede ser perpen-
dicular a ~T , pues deber´ıa tener al menos una componente paralela a
~T .
Ahora mostremos que hemos generalizado la ecuacio´n de Jacobi para
una esfera. Sea ~J el vector que linealmente aproxima la distancia entre
C y una geode´sica vecina. Como ~T con su complementario perpendicu-
lar forman una base para el espacio tangente, entonces cualquier vector
de dicho espacio se puede descomponer en dicha base. Sea s el para´me-
tro de C y que tambie´n es para´metro de ~T , de su perpendicular y de
~J . Tenemos:
~J(s) = x(s)~T + y(s)~T⊥
podemos calcular la segunda derivada covariante de ~J , teniendo en
cuenta que hay que derivar como un producto y que tanto ∇s ~T como
∇s ~T⊥ son cero :
(∇~J
∂s
) = x′(s)~T + y′(s)~T⊥
(∇
2~J
∂s2
) = x′′(s)~T +y′′(s)~T⊥ = −Ω( ~J, ~T )~T = = −Ω(x(s)~T +y(s)~T⊥, ~T )~T
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o sea
x′′(s)~T + y′′(s)~T⊥ = −Ω(x(s)~T + y(s)~T⊥, ~T )~T
= −x(s)Ω(~T , ~T )~T −y(s)Ω(~T⊥, ~T )~T
donde utilizamos la linealidad de R. Pero el primer te´rmino del lado
derecho es cero, pues en todos lados queda derivada covariante del
vector tangente con respecto a el mismo, lo que es cero.
x′′(s)~T + y′′(s)~T⊥ = −y(s)Ω(~T⊥, ~T )~T
Multiplicando en ambos lados en producto interior por ~T⊥, y simplifi-
cando tenemos:
y′′(s) = −y(s) < Ω(~T⊥, ~T )~T , ~T⊥ >
Dando a < Ω(~T⊥, ~T )~T , ~T⊥ > el nombre de K la ecuacio´n se reescribe
como espera´bamos: y′′(s) = −Ky(s), o sea,
y′′(s) +K(s)y(s) = 0 (193)
K(s) puede ser constante como en el caso de un plano, un cilindro o
una esfera.
8.17. TRANSPORTE Y CURVATURA
En una superficie cualquiera, para transportar paralelamente un vector
a lo largo de una geode´sica, se traslada el vector de tal forma que
siempre permanezca en el espacio tangente, que su norma permanezca
constante y lo mismo el a´ngulo con el vector tangente a la geode´sica.
Va´lido en el espacio y tambie´n en cualquier superficie de Riemann.
En la tierra, considera´ndola esfe´rica, los c´ırculos ma´ximos son las geode´si-
cas. A lo largo de un viaje cerrado con transporte paralelo, un vector
cualesquiera queda invariante en e´ste caso. Pero si tomamos en la tie-
rra un viaje cerrado empezando con el vector tangente a un meridiano
desde el polo norte, tomando a lo largo del mismo meridiano hasta el
ecuador y luego por el ecuador hasta un cuarto de vuelta y despue´s
subimos por el meridiano correspondiente, entonces el vector original y
el final estara´n a un a´ngulo de π/2.
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En efecto, bajando del polo norte hacia el ecuador, el vector tangente
termina mirando hacia el polo sur. Al ser deslizado horizontalmente,
seguira´ mirando hacia el polo sur. Al tomar hacia el polo norte, se-
guira´ mirando al polo sur. Al llegar de vuelta al polo norte, estara´ hori-
zontal, su sombra correspondera´ exactamente con el meridiano por don-
de subio´, pero formara´ un a´ngulo recto con el vector tangente inicial.
Este desfase es claramente un resultado de la curvatura y el propo´sito
de la presente seccio´n es demostrar que este tipo de mediciones es de
importancia universal y que se puede utilizar para estimar la curvatura
de una superficie dada.
El transporte paralelo esta´ por todos lados. Por ejemplo, en la medicio´n
de Gauss sobre los a´ngulos internos de un tria´ngulo formado por tres
picos montan˜osos. En efecto, uno siempre supone que la luz le llega
al observador en l´ınea recta, es decir definida por el vector tangente a
la geode´sica por donde viaja la luz y que dicho vector al ser deslizado
paralelamente a la curva llega a ser el vector tangente local. Decimos
que la derivada covariante del vector tangente a lo largo de la curva es
cero. Todo eso es fa´cil por ser una geode´sica.
Cuando haya que transportar en paralelo a un vector a lo largo de una
curva que no sea una geode´sica, se aproxima la curva por geode´sicas, se
transporta el vector por dicha aproximacio´n y se toma el l´ımite hasta
que la aproximacio´n por geode´sicas tienda a la curva dada (por favor,
investigar en que´ me´trica y que´ pasa en las esquinas).
El transporte paralelo es un concepto que se puede tomar como fun-
damental, en el sentido que permite una redefinicio´n de la derivada
covariante y curvatura. Veamos.
8.18. REDEFINICION DE DERIVADA
COVARIANTE
Un objetivo general es estudiar co´mo cambia un campo vectorial a me-
dida que es arrastrado por otro campo. El problema ba´sico es que para
comparar dos vectores se requiere que pertenezcan al mismo espacio
vectorial. En una variedad, a puntos diferentes le corresponde espacios
tangentes que son diferentes as´ı sean isomorfos. La derivada covariante
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resuelve esta preocupacio´n basa´ndose en el transporte paralelo, mien-
tras que la derivada de Lie lo hace con el pull-back.
8.18.1. Por transporte paralelo
Consideremos los campos ~u y ~v. Queremos averiguar co´mo cambia ~v a
medida que es arrastrado por ~u. Esa terminolog´ıa significa lo siguiente:
podemos imaginar que ~u es el campo de velocidades de un fluido que no
tiene ni propiedades ele´ctricas ni magne´ticas. Quiza´ nos interese saber
co´mo ser´ıa la dina´mica de una suspensio´n de part´ıculas sensibles al
campo electromagne´tico. No es tan fa´cil predecirlo. Pero seguramente
nos ayude entender co´mo var´ıa el campo electromagne´tico por las l´ıneas
de flujo del fluido. Por eso decimos que queremos saber co´mo cambia ~v
a medida que es arrastrado por ~u.
Sobre una l´ınea de flujo, parametrizada por φ(t), comparamos dos po-
siciones cercanas, una denotada por φ(t + δt) y la otra por φ(t). El
campo electromagne´tico ~v toma los valores ~v(φ(t + δt)) y ~v(φ(t)) res-
pectivamente. Para comparar esos dos valores de ~v, tomamos un punto
de operacio´n, el dado por φ(t). Luego transportamos en transporte pa-
ralelo inverso al vector ~v(φ(t+ δt)) hasta nuestro punto de operacio´n,
a trave´s de la l´ınea de flujo de ~u. Al resultado de ese transporte antipa-
ralelo lo notamos T−δt(~v(φ(t+ δt))) y definimos la derivada covariante
∇~u~v del campo ~v respecto a ~u como sigue:
Definicio´n (194):
Definimos la derivada covariante del campo ~v a lo largo del campo
~v como:
∇~u~v = limδt→0 T−δt(~v(φ(t+δt)))−~v(t)δt
donde φ es la curva integral, o l´ınea de flujo, de ~u que pasa por P.
Hay que estar atentos, porque nuestra definicio´n puede aplicarse, sin
previo aviso, a cosas mucho ma´s generales que la derivada covariante
del campo electromagne´tico a lo largo de las l´ıneas de flujo de un fluido.
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8.18.2. Por derivada de Lie
Esta derivada ataca la comparacio´n de un campo vectorial a medida
que es arrastrado por otro, mediante el pull back. La l´ıneas de flujo de
un campo generan un homomorfismo φ de la variedad en s´ı misma. Tal
homomorfismo es diferenciable, si el campo es continuo y su diferencial
se nota dφ. La diferencial de un homomorfismo φ es una transformacio´n
que a escala infinitesimal funciona como φ pero que transforma plps in-
finitesimales en plps infinitesimales, al contrario de φ que en general no
es lineal ni af´ın. La diferencial esta´ definida sobre los espacios tangentes
correspondientes al punto de partida y de llegada del homomorfismo.
Si tomamos el pull-back de dφ podemos comparar dos vectores que
pertenecen a espacios tangentes distintos:
Definicio´n (195):
Definimos la derivada de Lie L~u~v del campo ~v respecto a ~u como
sigue:
L~u~v = limδt→0
(dφ)∗(~v(φ(t+δt)))−~v(t)
δt
donde φ es la curva integral de ~u que pasa por P.
Teorema (196):
1. La deriva covariante es bilineal, es decir, es lineal tanto en el campo
que es arrastrado y comparado como en el que arrastra.
2. ∇~uf~v = (L~uf)~v + f(x)∇~u~v donde f es una funcio´n escalar.
3. L~u < ~v, ~w >=< ∇~u~v, ~w(x) > + < ~v(x),∇~u ~w >
4. ∇~u~v −∇~v~u = [~v, ~u]
8.19. REDEFINICION DE CURVATURA
Mientras que Gauss trabajo´ con a´ngulos internos, tambie´n se puede tra-
bajar con a´reas. Las siguientes observaciones argumentan informalmen-
te un resultado relacionado, muy interesante, enunciado como una re-
definicio´n de curvatura.
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1. Lo que nos interesa es estudiar el desfase o a´ngulo que sufre un vector
despue´s de un tour cerrado en transporte paralelo. En primer te´rmino,
tenemos que dicho desfase es funcio´n aditiva de regiones en el siguiente
sentido: tomamos dos regiones que compartan el punto de partida, que
es el mismo de llegada. Al rodear la primera regio´n, se creara´ un desfase
dado, φ1 y al rodear la segunda, se creara´ φ2, entonces al rodear las dos
regiones se creara´ un desfase total igual a φ1+φ2. Obse´rvese que esto es
va´lido, au´n si las regiones comparten parte de la frontera, pues en este
caso, el desfase sobre la primera regio´n se puede descomponer en dos
partes φ1 = φ11 + φ12 correspondientes a la parte que so´lo pertenece a
la primera regio´n, φ11, y a la que comparten las dos, φ12. Similarmente,
φ2 = φ22 + φ21 Por lo tanto, el desfase total es, como se esperaba,
φ22+φ11 pues el desfase compartido se cancela, una vez andado y otra
vez desandado.
2. Para poder integrar desfases sobre superficies a partir de a´reas infi-
nitesimales, debemos creer que el desfase creado por una regio´n tiende
a cero si el dia´metro de dicha regio´n es infinitesimal, comparada con la
regio´n a integrar. Aqu´ı se usa fuertemente el hecho de que la variedad
es suave y que por lo tanto, a caminos cercanos le corresponde desfases
cercanos.
3. En un plano, el desfase a lo largo de cualquier camino cerrado es
cero.
Todo esto nos motiva la siguiente redefinicio´n constructiva: la curvatura
es una 2-forma que en un punto dado toma un 2-plp infinitesimal del
espacio tangente, y mide el desfase creado al recorrerlo en transporte
paralelo en una direccio´n dada. Formalmente, tenemos mediciones sobre
plps infinitesimales:
Re-definicio´n de curvatura (197):
La curvatura Ω es una 2-forma, que toma un 2-plp (ξ, η), lo miniaturi-
za produciendo (ǫξ, ǫη), lo orienta, lo recorre midiendo el desfase creado
en transporte paralelo, φ(ǫ) y calcula el l´ımite:
Ω(ξ, η) = limǫ→0
φ(ǫ)
ǫ
Teorema (198):
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Si sobre un mismo plp, dS es la 2-forma que mide el a´rea del plp y
Ω es la 2-forma curvatura, entonces se tiene que Ω = κdS donde la
constante κ es la curvatura escalar o de Riemann.
La curvatura escalar y la 2-forma curvatura se relacionan por
κ =< Ω(ξ, η)(ξ), η >
La manera de implantar el transporte paralelo y el a´ngulo de desfase
correspondiente en electromagnetismo se deduce del ana´lisis del expe-
rimento de Bohm-Aharonov, donde el a´ngulo que se contabiliza es la
fase de la funcio´n de onda.
8.19.1. Curvatura a la Gauss
Ahora vamos a atacar la relacio´n entre deslizamiento paralelo y cur-
vatura. Nuestro objetivo estara´ orientado por la medicio´n de Gauss,
relacionando el desfase total de un vector a lo largo de un camino
cerrado y la curvatura. Siempre trabajaremos sobre una superficie pa-
rametrizada biun´ıvocamente con un solo retazo. Pero es evidente que
todo puede generalizarse.
El siguiente resultado utiliza la bilinealidad del producto interno:
Lema (199): Sea ~X(t) y ~Y (t) dos campos vectoriales definidos a lo largo
de una curva parametrizada por u = u(t). Entonces:
(d/dt) < ~X(t), ~Y (t) >=< d ~X(t)/dt, ~Y (t) > + < ~X(t), d~Y (t)/dt >
Corolario (200): Si ~X(t) y ~Y (t) dos campos vectoriales definidos a lo
largo de una curva parametrizada por u = u(t) y tangentes a una su-
perficie, entonces:
(d/dt) < ~X(t), ~Y (t) >=< ∇ ~X(t)/dt, ~Y (t) > + < ~X(t),∇~Y (t)/dt >
donde ∇ ~X(t)/dt denota la derivada covariante de ~X(t) a lo largo de la
curva u = u(t), parametrizada por longitud de arco.
Demostracio´n: Teniendo en cuenta que la derivada covariante resta de la
derivada ordinaria el componente normal al espacio tangente, podemos
escribir
∇ ~X(t)/dt = d ~X(t)/dt− α ~N , por tanto d ~X(t)/dt = ∇ ~X(t)/dt+ α ~N
330 CAPI´TULO 8. GEOMETRIA Y GRAVITACION
∇~Y (t)/dt = d~Y (t)/dt− β ~N , por tanto d~Y (t)/dt = ∇~Y (t)/dt+ β ~N
Reemplazando en la regla del producto,
(d/dt) < ~X(t), ~Y (t) >
=< ∇ ~X(t)/dt+ α ~N, ~Y (t) > + < ~X(t),∇~Y (t)/dt+ β ~N >=
< ∇ ~X(t)/dt, ~Y (t) > + < α ~N, ~Y (t) > + < ~X(t),∇~Y (t)/dt >
+ < ~X(t), β ~N >
Utilizando la perpendicularidad del vector normal y el espacio tangente,
donde esta´n ~X y ~Y , nos queda:
(d/dt) < ~X(t), ~Y (t) >=< ∇ ~X(t)/dt, ~Y (t) > + < ~X(t),∇~Y (t)/dt >
Teorema (201): Si ~X(t), ~Y (t) son dos campos vectoriales tangentes a
una superficie, entonces, utilizando la dualidad entre vectores y opera-
dores de derivacio´n tenemos para un campo T (t):
~T < ~X(t), ~Y (t) >=< ∇~T ~X(t), ~Y (t) > + < ~X(t),∇~T ~Y (t) >
Demostracio´n: Sea ~T = αi~ei = α
i∂/∂xi
Reemplazando en el lado derecho del teorema a demostrar:
=< ∇αi~ei ~X(t), ~Y (t) > + < ~X(t),∇αi~ei ~Y (t) >
utilizando la linealidad de la derivada covariante, queda:
= αi < ∇~ei ~X(t), ~Y (t) > +αi < ~X(t),∇~ei ~Y (t) >
Consideremos la curva integral de ~ei = ∂/∂xi, es decir, la imagen del
eje coordenado i en el retazo del cual se hizo la superficie. Tenemos que
xi es un para´metro y sin pe´rdida de generalidad, puede considerarse
como longitud de arco. En estas circunstancias podemos aplicar
∇~ei ~X(t) = ∇ ~X(t)/∂xi
∇~ei ~Y (t) = ∇~Y (t)/∂xi
Substituyendo en la expresio´n que estamos elaborando, nos queda
= αi < ∇ ~X(t)/∂xi, ~Y (t) > +αi < ~X(t),∇~Y (t)/∂xi >
= αi[< ∇ ~X(t)/∂xi, ~Y (t) > + < ~X(t),∇~Y (t)/∂xi >]
y aplicando el corolario anterior
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= αi∂/∂xi[< ~X(t), ~Y (t) >]
lo cual se puede simplificar recuperando a ~T , terminando la demostra-
cio´n:
= ~T < ~X(t), ~Y (t) >
Corolario (202):
d < ~ei, ~ej > (~ek) =< ∇~ek~ei, ~ej > + < ~ei,∇~ek~ej >
Demostracio´n:
Por el teorema anterior y utilizando la dualidad ~ek = ∂/∂x
k tenemos:
∂/∂xk < ~ei, ~ej >=< ∇~ek~ei, ~ej > + < ~ei,∇~ek~ej >
pero por dualidad para una 1-forma df y un vector ~v considerado como
operador ~vf = df(~v), por tanto si f =< ~ei, ~ej >, df = d < ~ei, ~ej >, y
~v = ~ek = ∂/∂x
k obtenemos:
∂/∂xk < ~ei, ~ej >= (d < ~ei, ~ej >)(∂/∂x
k) = (d < ~ei, ~ej >)(~ek)
y por transitividad
(d < ~ei, ~ej >)(~ek) =< ∇~ek~ei, ~ej > + < ~ei,∇~ek~ej >
tal como se hab´ıa solicitado.
Es conveniente darse cuenta que la expresio´n < ~ei, ~ej > ha de entender-
se como una funcio´n de la variedad en los reales. Es decir, no es funcio´n
ni de ~ei ni de ~ej , sino del punto donde esta´ anclado el espacio tangente.
Por lo que en realidad tenemos una familia de funciones, subindicadas
por i y por j.
Teorema (203): Dada una conexio´n sobre una superficie de Riemann,
es decir una derivada covariante, se le puede asociar una familia de
1-formas ωij cuya matriz es [ωij ], y eligiendo una base ortonormal pa-
ra el espacio tangente, dicha matriz es antisime´trica, ωij = ωji. Como
consecuencia, toda conexio´n en una superficie de Riemann esta´ com-
pletamente determinada por el elemento w12.
Demostracio´n:
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Recordando que una derivada covariante toma vectores en el espacio
tangente y produce vectores en el mismo espacio y que por lo tanto se
pueden descomponer en una base de dicho espacio tenemos:
∇~ek~ei = ωrki~er
∇~ek~ej = ωrkj~er
adema´s el tensor me´trico se define como < ~ei, ~ej >= gij y al substituir
en el teorema anterior:
(d < ~ei, ~ej >)(~ek) =< ∇~ek~ei, ~ej > + < ~ei,∇~ek~ej >
(dgij)(~ek) =< ω
r
ki~er, ~ej > + < ~ei, ω
r
kj~er >= ω
r
kigrj + ω
r
kjgir
Definimos la familia de 1-formas ωri mediante la expresio´n: ω
r
i (~ek) = ω
r
ki
y ωrj (~ek) = ω
r
kj. Por tanto, la expresio´n anterior se reescribe:
dgij = ω
r
i grj + ω
r
jgir
Ahora definimos: ωij = ω
r
jgir y tenemos:
dgij = ωij + ωji
Si adema´s la base es ortonormal tenemos gij = δij . Eso quiere decir que
sobre la variedad, cada funcio´n gij o bien vale cero o bien vale uno. En
ambos casos, la diferencial es cero y por tanto
0 = ωij + ωji
de lo cual se deduce ωij = −ωji. En particular, la matriz tiene diagonal
cero. Y como es antisime´trica, en una matriz 2x2, so´lo hace falta saber
w12 para saber toda la matriz.
Teorema (204): La curvatura sobre una superficie esta´ determinada
por una 2-forma θ12 la cual coincide con la diferencial de aquella 1-
forma que determina la derivada covariante: θ12 = dω12 = −dω21 =
−θ21 = KdS, donde K es la curvatura escalar de la ecuacio´n de Jacobi
y dS es la 2-forma que mide el elemento de a´rea de la superficie.
Argumentacio´n: si la curvatura Ω se extrae de la derivada covariante
y toda la derivada covariante esta´ resumida en su componente ω12, la
cual es una 1-forma, entonces toda la curvatura debe poderse derivar
de dicho te´rmino. La u´nica forma posible debe ser entonces θ12 = dω12.
Por la antisimetr´ıa de ω se deduce que θ12 = dω12 = −dω21 = −θ21.
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Por otro lado, una 2-forma funciona sobre un 2-plp, el cual tenemos que
asumirlo tangente a la superficie. Y en ese caso, la 2-forma funciona
como un determinante, es decir como un a´rea. Por lo tanto, la 2-forma
a´rea, dS, y la dos forma θ12 deben ser mu´ltiplos la una de la otra:
θ12 = kdS.
Para cambiar esta argumentacio´n plausible por un procedimiento ri-
guroso hay que proceder segu´n la siguiente to´nica. Primero se calcula
dω12. Como es una 2-forma, y las 2-formas son un espacio vectorial
cuya base esta´ formada por formas elementales dxr ∧dxs entonces dω12
debe poderse descomponer en tal base:
dω12 = (1/2)R
1
2rsdx
r ∧ dxs
Al evaluar estas dos 2-formas sobre plps generados por ∂/∂xi se destila
el valor de los coeficientes R12rs. Se encuentra que coinciden exacta-
mente con los de la curvatura definida como conmutador de derivada
covariante.
Toda los resultados anteriores los vamos a utilizar para demostrar el
siguiente teorema terminal:
Teorema (205): Sea U una regio´n compacta en una superficie de Rie-
mann con frontera ∂U formada por una curva suave. U esta´ conteni-
da en un conjunto parametrizado por un solo retazo en el plano, con
para´metros xi. Por lo tanto, existe un marco coordenado [~e1, ~e2] para
U el cual define una orientacio´n para U : positivo del primer elemento
de la base al segundo. Dicha orientacio´n induce otra sobre ∂U , positivo
contrario a las manecillas del reloj. Dicho marco siempre se puede orto-
gonalizar restando proyecciones, por lo que lo consideramos ortonormal
y sobre el ponemos coordenadas polares. Sea ~v un vector unitario tan-
gente a la superficie, puesto en algu´n lugar de la frontera. Se transporta
paralelamente a ~v alrededor de U a lo largo de ∂U , empezando con ~vo
y terminando con ~vf . Sea ∆α = ~vf − ~vi. Entonces se tiene que
∆α =
∫ ∫
U KdS =
∫ ∫
U Kdx
r ∧ dxs
donde K es la curvatura escalar de Gauss, la misma de la ecuacio´n
escalar de Jacobi.
Demostracio´n:
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La curva cerrada ∂U puede parametrizarse en longitud de arco. Sea ~T
el vector tangente unitario, sea α el a´ngulo entre ~e1 y ~v, pero orientado
desde el primer vector hasta el segundo. A dicho a´ngulo se le puede
asociar la 1-forma dα = (dα/ds)ds. De esta manera ∆α =
∮
∂U dα .
Sobre el marco ortogonal descomponemos en coordenadas polares a ~v:
~v = ~e1v
1 + ~e2v
2 = ~e1cosα + ~e2senα
Recordemos una fo´rmula que hallamos anteriormente para la derivada
covariante
∇ ~X(~v) = [dvi + vkωijkσj ]( ~X)~ei
y aplica´ndola a nuestro caso se obtiene:
∇~T (~v) = (dv1 + ω12v2)(~T )~e1 + (dv2 + ω21v1)(~T )~e2
= (−senαdα + ω12senα)(~T )~e1 + (cosαdα+ ω21cosα)(~T )~e2
= (−~e1senα + ~e2cosα)(dα− ω12)(~T )
en donde utilizamos la antisimetr´ıa de ω.
Decir que ~v es deslizado paralelamente alrededor de ∂U es decir que
∇~T (~v) = 0 . Igualando a cero la u´ltima ecuacio´n, y puesto que el seno
y el coseno nunca son cero al mismo tiempo, entonces se concluye que
dα−ω12 = 0. Lo cual significa que dα = ω12, es decir, dα(~T ) = ω12(~T ):
∆α =
∮
∂U dα =
∮
∂U ω12
necesitamos ahora utilizar el teorema de Stokes en 3:d, queda:∮
∂U ω12 =
∫ ∫
U dω12
pero de ω12 se deduce la curvatura
dω12 = θ12 = Kdx
1 ∧ x2
tenemos:
∆α =
∫ ∫
U dω12 =
∫ ∫
U Kdx
1 ∧ x2
Esto termina la demostracio´n propuesta. Hagamos una verificacio´n:
en un viaje desde el polo norte hasta el ecuador y vuelta despue´s de
un octante, el a´ngulo generado es π/2. El a´rea de una esfera es 4πr2.
Por lo tanto el a´rea de un octante es πr2/2 y la curvatura es 1/r2.
Reemplazando:
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π/2 = ∆α =
∫ ∫
U Kdx
1 ∧ x2
= K
∫ ∫
U dx
1 ∧ x2 = K(Area de un octante)= (1/r2)(πr2/2) = π/2.
8.20. CONCLUSION
Conservando la man´ıa de expresar las leyes de la naturaleza en la forma
de ecuaciones diferenciales que nos dice cua´l es el pro´ximo paso que
ella dara´, hemos preparado el terreno para poder hablar de relatividad
general. Para ello hemos definido la derivada covariante y hallado la
ecuacio´n seguida por una geode´sica, definida en te´rminos de transporte
paralelo dada una me´trica. Definimos la curvatura de dos formas, una
basados en la derivada covariante y otra basados en la idea de Jacobi
de que en un espacio curvo la tasa de separacio´n de las geode´sicas
esta´ directamente relacionada con la curvatura.
8.21. REFERENCIAS
Son las mismas que las que aparecen al final del cap´ıtulo siguiente.
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Cap´ıtulo 9
RELATIVIDAD Y
GEOMETRIA
El propo´sito del presente cap´ıtulo es el de mostrar que la relativi-
dad general es un lenguaje construido con te´rminos que ya conoce-
mos: geode´sicas, derivada covariante, y curvatura, densidad de energ´ıa
-momento transportada por la masa o los campos, densidad del equiva-
lente energe´tico de la masa, presio´n y todo lo que cree energ´ıa potencial.
La relatividad general ha resultado relativamente muy exitosa, consi-
derando que es dif´ıcil tener e´xito. Con todo, en la aproximacio´n geome´tri-
ca adoptada se tiene una gran esperanza, pues ha sido posible refor-
mular la teor´ıa del campo electromagne´tico, de la interaccio´n de´bil y
au´n de la fuerte en los mismos te´rminos, aunque por supuesto, en un
ambiente un poco distinto al del espacio-tiempo.
Veremos la idea central de la relatividad general, y dos detalles que nos
permitira´n pasar de conceptos generales a una visio´n relativista de la
gravitacio´n de Newton.
9.1. EL ESQUEMA GENERAL
El fundamento de todo es que las trayectorias de las part´ıculas en un
campo gravitatorio se describen matema´ticamente como geode´sicas,
las cuales son trayectorias que obedecen la ecuacio´n:
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∂2uγ/ds2 + Γγβα(∂u
α/ds)(∂uβ/ds) = 0 (206)
Los coeficientes de Christoffel, Γγβα, dependen de la me´trica de la
siguiente manera:
Γγµβ = (1/2)g
αγ(∂βgαµ + ∂µgβα − ∂αgµβ) (207)
Toda me´trica tiene una curvatura descrita por el tensor de Riemann
Ω que se calcula como
Ω( ~X, ~Y )~v = ∇ ~X(∇~Y ~v)−∇~Y (∇ ~X~v)−∇[ ~X,~Y ]~v (208)
La curvatura afecta la forma de las geode´sicas pues en presencia de
curvatura las geode´sicas se distancias o se juntan: en un plano con la
me´trica normal, las geode´sicas son l´ıneas rectas, que si al comienzo son
paralelas, seguira´n siendo paralelas. Pero en una esfera con la me´trica
usual, si tomamos dos geode´sicas, o meridianos, cerca del polo nor-
te, ellas comenzara´n a distanciarse muy ra´pidamente. En general, si
modelamos la distancia entre geode´sicas por medio de ~J , entonces J
evoluciona de acuerdo a:
(
∇2~J
∂u2
) + Ω( ~J, ~T )~T = 0 (209)
donde ~T es el vector tangente unitario a la geode´sica de referencia.
Esta ecuacio´n tiene valor cient´ıfico, pues nos dice co´mo hacer un expe-
rimento en un laboratorio reducido, estudiando la trayectoria de pares
de part´ıculas, viendo que´ tan ra´pido se acercan o se alejan.
Para conectar estas ideas con el mundo f´ısico hay que fabricar un canal
que permita enlazar la materia con la curvatura.
Dicho canal se relaciona con el tensor de Riemann, el de la curvatura,
como sigue:
Rµν = R
α
µαν (210)
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R = gµνRµν (211)
Gµν = Rµν − 1
2
gµνR (212)
Las componentes Gµν corresponden a un tensor G que es el que percibe
el efecto de la materia. De que´ forma? Lo que de la materia importa para
crear curvatura esta´ codificado en una 2-forma, el tensor de tensio´n-
energ´ıa, T . Si uno sabe el tensor de tensio´n -energ´ıa, uno puede saber
el efecto sobre la curvatura mediante la siguiente relacio´n:
G = κT (213)
Esa ecuacio´n dice que toda fuente de curvatura sale de la materia y
que toda materia crea curvatura.
Las predicciones de la teor´ıa a escala planetaria son muy buenas, pero
no a escalas de clusters de galaxias o mayores. Para tratar de cuadrar,
infructuosamente hasta hoy, las observaciones astrof´ısicas con la teor´ıa,
la anterior ecuacio´n se ha modificado en
G+ Λg = κT
donde Λ es una constante, llamada constante cosmolo´gica y g es el
tensor me´trico.
Co´mo se manufactura el tensor de tensio´n-energ´ıa?
Se manufactura como una 2-forma de tal manera que contenga infor-
macio´n sobre lo viejo, para generalizar la teor´ıa de Newton, y sobre lo
nuevo, para que explique los misterios de la vieja teor´ıa.
Lo viejo se refiere a la masa, que en la teor´ıa antigua era la u´nica fuente
de gravitacio´n. Por supuesto, despue´s de haber demostrado que toda
masa contiene energ´ıa, ya no se hablara´ de masa sino de su componente
energe´tico. Una prediccio´n cr´ıtica de la teor´ıa consiste precisamente en
alegar que la energ´ıa de la luz, que no tiene masa, es influenciada por
la gravedad.
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Para poner a prueba dicha prediccio´n, se han ideado varios tests. Uno
de ellos se hace en el laboratorio y consiste en estudiar un laser cual-
quiera. Se mide su frecuencia al salir del tubo laser y se mide a un
metro de distancia pero de dos maneras distintas. La primera es ho-
rizontalmente y la segunda es verticalmente, sea hacia arriba o sea
hacia abajo. La prediccio´n relativista alega: la luz pesa, por lo tanto,
sera´ atra´ıda por la tierra y si va hacia arriba, pierde energ´ıa y su longi-
tud de onda aumentara´. Si es hacia abajo, ganara´ energ´ıa y su longitud
de onda disminuira´. Si es horizontalmente, a un metro de distancia no
habra´ cambios percibibles.
Esta prediccio´n, revestida de los detalles cuantitativos, se considera
ampliamente verificada.
Otro arreglo experimental que conjuga la teor´ıa cua´ntica de part´ıculas
con una visio´n cla´sica de la gravitacio´n consiste en enviar un haz de
neutrones, por las aristas de una mesa inclinada. Salen de un esquina
y se hacen interferir en la esquina opuesta despue´s de recorrer dos cami-
nos en L distintos, una parte por ’arriba’ y otro por ’abajo’. Puesto que
en la meca´nica cua´ntica, hay un operador de evolucio´n que es la con-
catenacio´n de evoluciones instanta´neas, que tambie´n son descritas por
operadores y ellos no son conmutativos, entonces podemos predecir que
los dos caminos producen efectos distintos, lo cual se evidenciara´ por el
patro´n de interferencia. Se sabe y sabe explicar que el patro´n de inter-
ferencia depende del a´ngulo de inclinacio´n la mesa. Utilizando la jerga
moderna decimos: el espacio ordinario se convierte en un espacio no
conmutativo en presencia de la gravitacio´n.
Bueno, pero tambie´n hay que explicar los misterios de la gravitacio´n
de Newton. Por supuesto que Mercurio es el misterio indicado.
Que´ le pasa a Mercurio? Resulta que su o´rbita precesa. Que´ quiere
decir eso? Imaginemos un trompo que baila: al mismo tiempo que el
trompo gira sobre s´ı mismo, su eje se balancea describiendo un c´ırculo.
Mercurio es similar a una manchita sobre la superficie del trompo: si
proyectamos la o´rbita de la manchita sobre el piso, veremos que ella
describe una trayectoria que es como una elipse que no se cierra sino
que genera una roseta. Eso es precesio´n.
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La precesio´n de Mercurio es un misterio en la teor´ıa cla´sica pues la
prediccio´n dice que las o´rbitas de los planetas se cierran formando una
elipse. Como podemos centrar el alegato con respecto a si la elipse se
cierra o no, veamos por que´ la teor´ıa cla´sica espera una o´rbita cerrada.
La idea de Newton era que no hay diferencia entre el cielo y la tierra,
es decir, que las leyes que rigen la ca´ıda libre de un cuerpo son aquellas
que rigen el movimiento de los planetas.
Para verlo mejor, pensemos en una pelota que uno deja caer contra un
piso bien plano y muy firme. A veces uno encuentra una pelota tan
ela´stica que al dejarla caer y rebotar libremente, ella casi llega hasta
su punto de partida. Idealmente, en el l´ımite de elasticidad perfecta,
ella debe llegar despue´s de rebotar al mismo lugar de donde partio´.
Ahora bien, un planeta es una pelota co´smica que cae contra el sol y
que rebota: esperamos que llegue al mismo lugar de donde partio´, o sea
que esperamos una o´rbita cerrada.
Pero por que´ el planeta no cae al sol? Porque lleva una velocidad que no
apunta hacia el sol, sino que siempre pasa a una distancia prudencial
de e´l. En un caso as´ı, uno puede descomponer la velocidad en una
componente que cae hacia el sol y en otra componente perpendicular
a la segunda. En ambas componentes tenemos ca´ıda libre. El resultado
es que la ca´ıda y el rebote se convierten en una movimiento orbital que
se cierra sobre s´ı mismo.
Vemos que cerrarse sobre s´ı misma, es la caracter´ıstica de las o´rbitas
en el movimiento Kepleriano explicadas por una dina´mica regida por
una fuerza que viene de un potencial. Adema´s, la pelota que se deja
caer, vuela ma´s ra´pido cerca del suelo. En el caso del planeta, e´ste
viajara´ ma´s ra´pido cerca del sol que alejado de e´l. Es decir, el momento
del planeta es mayor cerca del sol que lejos de e´l.
Co´mo se explica el misterio de la roseta de Mercurio en relatividad?
Pues manufacturando un mecanismo que la explique. Cua´l podra´ ser?
Miren que fa´cil:
Ya hemos visto que la energ´ıa pesa, es decir puede ser influenciada
por el campo gravitatorio. Pero sabemos que la energ´ıa es un concepto
sin mucho peso. Lo que si importa e importa mucho es el cuadrivector
energ´ıa momento que ve la energ´ıa y el momento como una unidad, a
la cual se le adjudica peso. ¿Explicara´ eso la precesio´n de Mercurio? Si:
342 CAPI´TULO 9. RELATIVIDAD Y GEOMETRIA
como los planetas van ma´s ra´pido cerca del sol, ellos pesan ma´s en la
cercan´ıa del sol que en su lejan´ıa. Y por lo tanto, el momento adicional
hace que la atraccio´n sea ma´s fuerte que si fuera debida so´lo a la masa.
Eso implica que el planeta Mercurio tiende a permanecer cerca del sol
ma´s tiempo de lo esperado. El resultado es que la elipse predicha por
Kepler se frustra y el planeta describe una curva que a lo mejor ni se
cierra.
Detalle te´cnico: si las o´rbitas no se cierran en relatividad, es porque no
existe el equivalente de potencial, es decir, el tensor energ´ıa-momento
no ha de poderse expresar como la derivada exterior de una forma de
rango menor. En la jerga se dice: el tensor energ´ıa-momento no es una
forma exacta.
Ahora lo que hay que tener en cuenta es que la teor´ıa de la relatividad
general no es un libro de hermosas historietas, como la que acabamos
de ver, sino un cuerpo teo´rico que produce predicciones cuantitativas.
Por eso, hay que pasar necesariamente a la dif´ıcil labor manufacturera
del tensor energ´ıa-momento, para despue´s poder calcular dina´micas. Es
necesario que en este texto nos contentemos con dos detalles. El primero
nos permite entender cuantitativamente por que´ la luz se curva al pasar
cerca de una estrella. El segundo nos permite relacionar la teor´ıa de
gravitacio´n de Newton con el nuevo lenguaje de las curvaturas.
9.2. LA GRAVEDAD CURVA LA LUZ
El punto de partida de la visio´n geome´trica de la gravitacio´n es el axio-
ma de que una part´ıcula que vuela en ca´ıda libre describe una geode´sica.
El gran trabajo que sigue es especificar la forma de medir distancias
para que las geode´sicas coincidan con las trayectorias observadas en la
naturaleza. Ese trabajo es una labor de manufacturacio´n delicada. Por
supuesto que la teor´ıa debera´ coincidir en el caso de campos gravita-
cionales de´biles con la teor´ıa cla´sica o de Newton, la cual supone que
el campo gravitatorio es el gradiente de un potencial, funcio´n escalar,
y cuya divergencia es cero donde no haya masa.
Al mismo tiempo que la teor´ıa debe extender la de Newton, tambie´n
debe divergir de ella para poder explicar la curvatura de las trayectorias
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de la luz y la precesio´n de Mercurio. Y todo eso debe salir naturalmente
y de argumentos muy sencillos. La estrategia elegida es meter todo en
la estructura del espacio-tiempo mismo, especificando co´mo se miden
distancias infinitesimales. Comencemos.
Mientras que en un plano y con un sistema de coordenadas rectangu-
lares medimos distancias por medio del teorema de Pita´goras
ds2 = dx2 + dy2
en el espacio-tiempo la forma ma´s general posible es demasiado general.
Simplifiquemos diciendo que no hay te´rminos mixtos del tiempo con el
espacio, lo cual ba´sicamente significa que el tiempo esta´ intr´ınsecamente
de frente contra nosotros. Por otro lado, sabemos que el universo es una
entidad dina´mica: la constelacio´n de la osa mayor dibujada en un vaso
griego puede reconocerse inmediatamente pero la posicio´n relativa de
una de las estrellas es diferente de la actual. Con todo, la diferencia
no es trauma´tica. Eso quiere decir que a pequen˜a escala de tiempo,
podemos aproximar la realidad variable por una ficcio´n esta´tica. La
forma de medir distancias es entonces:
ds2 = goo(~x)dt
2 + gαβ(~x)dx
αdyβ (214)
donde los ı´ndices repetidos se suman, en este caso de 1 a 3, pues el
tiempo se distingue aparte con el sub´ındice cero. Como en ausencia
de campos gravitatorios, el espacio-tiempo con gravitacio´n se convierte
en nuestro viejo amigo, el espacio -tiempo de la relatividad especial,
goo(~x) sera´ negativo y por eso estamos en un caso de me´trica pseudo-
riemanniana.
En el siguiente pa´rrafo esta´ la clave de todo lo que sigue.
Queremos simplificar todo lo posible, pero no hasta lo imposible. Lo
imposible es medir gravitacio´n con una sola part´ıcula: puesto que va
en ca´ıda libre, ella no percibe ninguna fuerza: ella no podra´ decirnos
que pasa en su entorno. Lo posible es evidenciar la gravitacio´n con,
por ejemplo, dos manzanas que vuelan en ca´ıda libre. Adema´s de caer,
ellas se van acercando la una a la otra. Es decir, la distancia entre dos
geode´sicas var´ıa en presencia de un campo gravitatorio central. Si dicha
variacio´n tiene una aceleracio´n no nula, indica una curvatura. Eso im-
plica que una teor´ıa de la gravitacio´n debe contener no so´lo geode´sicas
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sino pares de geode´sicas. Por tanto, el instrumento de medida no pue-
de ser una 1-forma, pues en ella no hay cabida para efectos colaterales
entre geode´sicas.
Necesitamos una 2-forma que permita estudiar el resultado sobre un
2-plp (con un vector tomado de de cada una de las dos geode´sicas)
para que diga que efecto cruzado debe haber. Por lo tanto, la 2-forma
no ha de ser diagonal, aunque los valores diagonales debera´n ser pre-
dominantes para ser aproximable por la teor´ıa de Newton. El nombre
oficial para esa 2-forma es el de tensor me´trico, pues ella es la que nos
va a decir la forma de medir las distancias entre eventos en presencia de
campos gravitatorios y cuya matriz en la base natural esta´ formada por
los coeficientes gαβ. El tensor me´trico opera sobre vectores del espacio
tangente en cada punto en particular.
Para poder utilizar la convergencia de la teor´ıa con la de Newton es
necesario considerar campos de´biles y velocidades muy bajas (compa-
radas con las de la luz). Eso quiere decir que el espacio-tiempo es casi
el producto cartesiano del espacio por el tiempo y que, ante una mira-
da desatenta, todo luce comu´n y corriente, en particular, deber´ıamos
encontrar que no hay diferencia notable entre tiempo propio y tiempo
del observador. Para poder parametrizar en longitud de arco, el tiem-
po propio, marcado segu´n un reloj que la part´ıcula lleva, lo medimos
como:
dτ 2 = −ds2 = −goo(~x)dt2 − gαβ(~x)dxαdyβ
Dividiendo esta ecuacio´n por dt2 :
(dτ/dt)2 = −goo − gαβ(dxα/dt)(dyβ/dt)
Como la velocidad es muy baja comparada con la de la luz, nosotros
caricaturizamos la situacio´n diciendo que ~v = d~x/dt ≈ ~0. Sin embargo,
a bajas velocidades puede haber aceleraciones casi infinitas, que es lo
que nos interesa, y por eso nuestras aproximaciones pueden producir
algo interesante. En fin, reemplazando la velocidad por cero, tenemos:
(dτ/dt)2 = −goo
dτ/dt = (−goo)1/2
por tanto, el cuadri-vector velocidad es:
u = dx/dτ = (dt/dτ)[1, d~x/dt] ≈ (dt/dτ)[1, 0] = (−goo)1/2[1,~0]
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Recordando que estamos pra´cticamente en el espacio -tiempo vac´ıo, y
poniendo la velocidad de la luz como 1, tenemos que goo ≈ −1. Por
tanto, u ≈ [1,~0] quedando demostrado que necesariamente dτ ≈ dt ≈
ds. Con todas esas simplificaciones, ya nos queda ma´s fa´cil estudiar las
geode´sicas, las cuales deben cumplir:
∂2uγ/ds2 + Γγβα(∂u
α/ds)(∂uβ/ds) = 0
que cambiando a nuestras aproximaciones queda:
∂2xi/dt2 ≈ −Γijk(∂xj/dt)(∂xk/dt) ≈ −Γioo
(el cero cero se debe a que ambas derivadas son con respecto al tiempo,
que es el para´metro nu´mero cero).
Recordemos la definicio´n de los Γ :
Γτµβ = (1/2)g
ατ(∂βgαµ + ∂µgβα − ∂αgµβ)
Por tanto
Γioo = (1/2)g
αi(∂ogαo + ∂ogoα − ∂αgoo)
pero como nuestro tensor es casi diagonal, lo que no sea diagonal es
casi cero:
Γioo = (1/2)g
αi(−∂αgoo)
y substituyendo
∂2xi/dt2 ≈ −(1/2)gαi(−∂αgoo) = (1/2)gαi(∂αgoo)
Teniendo en cuenta que gαβ es una 2-forma, ¿co´mo es posible que al
lado izquierdo tengamos vectores? Eso es posible porque gαi se encarga
de la conversio´n. En te´rminos de vectores, tenemos que, para cada
componente, el lado derecho es una suma de derivadas parciales con
respecto a las coordenadas espaciales, o sea, el gradiente de goo:
∂2xi/dt2 ≈ [(1/2)∇goo]i
o sea que al tener en cuenta la aproximacio´n dada por el potencial
gravitatorio newtoniano:
∂2~x/dt2 ≈ (1/2)∇goo] = −∇φ
de donde deducimos que goo/2 ≈ φ+ c
la constante c es constante con respecto a las coordenadas espaciales,
por lo que podr´ıa ser una funcio´n del tiempo. Esa posibilidad la obvia-
mos en nuestra primera aproximacio´n. Observemos que toda la teor´ıa
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antigua cabe en el coeficiente cero cero y que por ende, al transcribir
dicha teor´ıa a relatividad, los dema´s coeficientes son cero.
Para averiguar c, asumimos que en infinito no hay gravitacio´n y reco-
bramos el espacio -tiempo vac´ıo: φ(∞) = 0 y goo(∞) = −1 y por tanto
−1/2 = 0 + c, es decir goo ≈ 2(φ− 1/2). En conclusio´n:
goo = 2φ− 1
Hab´ıamos supuesto que goo ≈ −1 en el vac´ıo, pero ahora encontramos
que en presencia de un campo gravitatorio de´bil, goo ≈ 2φ− 1. Ahora
bien, la me´trica en el espacio -tiempo vac´ıo multiplica la coordenada
del tiempo por c2, pero en presencia de una de´bil gravedad, nosotros
la multiplicamos por goo. Sabiendo que la velocidad de la luz depende
del medio donde este´, nosotros no vamos a inventar nada nuevo, sino
simplemente a decir que la gravitacio´n modifica el medio de tal manera
que la luz deja de viajar de velocidad c = 1 a velocidad
c =
√−goo ≈
√
1− 2φ ≈ (1− φ)
Lo cual releemos: el potencial gravitatorio funciona como un ı´ndice
de refraccio´n que disminuye la velocidad de la luz. Quiza´ convenga
aclarar que una geode´sica es la trayectoria seguida por una part´ıcula
que no cambia la estructura del espacio tiempo a su alrededor. Por su-
puesto que tal cosa no existe. Pero existen elementos que causan muy
poco desorden. La luz puede ser uno de ellos. Por eso, no es grave error
imaginar que un rayo de luz de´bil siga una geode´sica. Ahora bien, cuan-
do decimos que la gravedad disminuye la velocidad de la luz, estamos
diciendo que la luz sigue una trayectoria curva, pues para ir de un lugar
a otro, a la luz le rinde ma´s aleja´ndose de la fuente de gravedad as´ı le
toque dar la vuelta. Este giro en el lenguaje se debe a que una geode´si-
ca tambie´n es un extremo de un funcional que mide el tiempo propio
a lo largo de las trayectorias. Pasemos ahora a una reformulacio´n de la
gravitacio´n de Newton desde el punto de vista de Jacobi.
9.3. NEWTON A LA JACOBI
El espacio-tiempo que estamos considerando esta´ perturbado por un
de´bil potencial gravitatorio y todas las velocidades, comparadas con la
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de la luz, son casi nulas. Eso significa que con respecto a primeras deri-
vadas no hay diferencia con el espacio -tiempo. La diferencia sera´ visible
en las segundas derivadas y la consiguiente curvatura.
En un de´bil potencial, la ley de gravitacio´n cla´sica es aceptable. A eso
debe saca´rsele alguna informacio´n. Consideremos, pues, dos part´ıcu-
las que caen libremente en el espacio. Ellas describen geode´sicas en
el espacio-tiempo, pero en el espacio 3:d pueden describir para´bolas o
elipses, o incluso espirales complicadas, por ejemplo en el caso de un
asteroide girando alrededor de otro ma´s grande mientras que e´ste gira
alrededor del sol.
Ya hab´ıamos definido dos formas de comparar curvas que son solucio´n
de ecuaciones diferenciales: comparaciones dentro de una misma solu-
cio´n, medida por d/dt y comparaciones entre geode´sicas, dada por δ.
Adema´s, estas dos operaciones conmutan. Consideremos pues las dos
trayectorias descritas por las dos part´ıculas, las cuales cada una obe-
dece la ley de Newton: d2~x/dt2 = −∇V = ∇φ. Si ahora comparamos
dos trayectorias por medio de δ obtenemos:
δ(d2~x/dt2) = δ(∇φ)
tomando coordenada por coordenada, en el espacio,
δ(d2xα/dt2) = δ(∂φ/∂xα)
o bien
δ((d2/dt2)(xα)) = δ(∂φ/∂xα)
conmutando en el lado izquierdo
(d2/dt2)(δxα) = δ(∇φ) = δ(∂φ/∂xα)
elaborando el lado derecho con la regla de la cadena:
(d2/dt2)(δxα) = (∂2φ/∂xα∂xβ)δxβ
esta es una ecuacio´n que nos dice como cambia la distancia en el espa-
cio entre dos part´ıculas que caen libremente. Ahora, veamos la versio´n
del mismo feno´meno pero en el espacio tiempo. Cada part´ıcula vuela
describiendo una geode´sica, la cual parametrizamos con el tiempo pro-
pio τ y cuyo vector tangente es la misma cuadri-velocidad unitaria que
ya averiguamos anteriormente u = [1,~0] pues γ = 1. Como las veloci-
dades consideradas son muy bajas, el tiempo propio puede substituirse
por un tiempo absoluto t, medido por el observador. Por lo tanto, el
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vector ~J que traza la componente lineal de la distancia entre geode´si-
cas no tiene componente temporal, pues todas las part´ıculas tienen el
mismo tiempo absoluto. Pero la ecuacio´n de Jacobi sigue siendo va´lida:
∇2 ~J/dt2 = −R( ~J, ~T )~T .
Como el espacio-tiempo considerado se diferencia levemente del espacio-
tiempo plano, tenemos:
∇Jα/dt = dJα/dτ = dJα/dt
∇2Jα/dt2 = d2Jα/dτ 2 = d2Jα/dt2
donde so´lo las coordenadas espaciales pueden ser no nulas, pues Jo = 0
.
Ahora reescribamos la ecuacio´n de Jacobi en coordenadas. Para ello,
a lo largo de la geode´sica ponemos una base mo´vil, de elementos mu-
tuamente perpendiculares formando una base en el espacio-tiempo de
tal forma que el vector velocidad espacial es siempre uno de los vecto-
res de la base espacio-temporal. Esta base mo´vil es una base para el
espacio tangente en cada punto de la geode´sica, por lo tanto todos los
vectores de dicho espacio pueden descomponerse en ella, en particular
el vector tangente ~T , y el vector de Jacobi, ~J . Tal base se numera (~eα).
Tomemos la ecuacio´n de Jacobi ∇2 ~J/dt2 = d2 ~J/dt2 = −R( ~J, ~T )~T y
multipliquemos por ~eα:
< d2 ~J/dt2, ~eα >= (d
2/dt2) < ~J,~eα >= − < R( ~J, ~T )~T ,~eα >
(d2/dt2) < ~J,~eα >= − < R( ~J, ~T )~T ,~eα >
Atencio´n: el operador segunda derivada parece que saliera por lineali-
dad o algo as´ı. En realidad, eso es un espejismo: lo que pasa es que la
derivada de un producto tiene dos te´rminos, pero el faltante es cero,
pues la derivada covariante de un marco ortogonal con uno de sus com-
ponentes a lo largo de una geode´sica siempre es cero, pues conserva la
norma y los a´ngulos con la geode´sica.
Puesto que < ~J,~eα >= J
α y expandiendo en la base:
d2Jα/dt2 = − < R(Jβ~eβ, T γ~eγ)T γ~eγ, eα > .
Utilizando la linealidad de R en todas sus entradas:
d2Jα/dt2 = −JβT γT γ < R(~eβ, ~eγ)~eγ, eα > .
Teniendo en cuenta que so´lo T 0 = 1 y que todos los dema´s son cero:
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d2Jα/dt2 = −Jβ < R(~eβ, ~e0)~e0, eα > .
d2Jα/dt2 = −JβRα0β0
Puesto que consideramos potenciales muy de´biles, Jα = δxα y Jβ =
δxβ . Substituyendo:
d2δxα/dt2 = −Rα0β0δxβ
En la primera coordenada se tiene 0 = 0 pues J0 = 0 como resultado de
una sincronizacio´n del experimento. Comparando las otras tres coorde-
nadas de esta ecuacio´n con las de la ecuacio´n en 3:d que encontramos
anteriormente
(d2/dt2)(δxα) = (∂2φ/∂xα∂xβ)δxβ
concluimos que
−Rα0β0 = ∂2φ/∂xα∂xβ
pero puesto que φ es una funcio´n escalar, cuyo gradiente en 3:d es el
campo de fuerzas y cuya divergencia es cero a menos que haya una
fuente de campo, o sea, una masa:
∇2φ = ∑ ∂2φ/∂xα∂xα = −4πκρ = −Rα0α0,
ı´ndices repetidos, uno arriba y otro abajo, es una suma.
Y, por ahora, es todo lo que podemos decir sobre la reescritura de la
gravitacio´n de Newton en el nuevo lenguaje de la relatividad general.
No ha sido mucho, pero nos ha dado una idea de co´mo se manufactura
una teor´ıa que hasta el d´ıa de hoy causa la admiracio´n de todo el que
la estudia.
9.4. CONCLUSION
Hemos visto de que´ manera se geometriza la gravitacio´n: hemos enri-
quecido el espacio-tiempo con una me´trica cuyas implicaciones f´ısicas
deben coincidir con las del espacio-tiempo cuando no hay masa y que
debe extender la teor´ıa cla´sica sobre la gravitacio´n cuando la funcio´n
potencial es de´bil. Logramos probar que en presencia de materia, el
tensor de curvatura no es nulo y que la velocidad de la luz disminuye,
por lo que la materia funciona como una entidad refractaria. Eso im-
plica que las geode´sicas, que son curvas de distancia mı´nima local, se
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acercan unas a otras en presencia de materia. Todo esto nos permite
comenzar a entender por que´ la luz de las estrellas se curva pasando
cerca del sol. Avanzamos lo suficiente como para entender que exis-
ten dos planteamientos equivalentes para geometrizar la gravitacio´n:
el de la derivada covariante o conexio´n, que es la derivada de intere´s
geode´sico, y el transporte paralelo, que esta´ impl´ıcito en la medicio´n de
los a´ngulos internos de un tria´ngulo para determinar la curvatura del
espacio donde el tria´ngulo esta´ inmerso.
9.5. Remodelacio´n
Ningu´n genio es indispesable para la ciencia, pues a la postre todo ha
de ser necesariamente descubierto por un proceso natural de madura-
cio´n que consiste simplemente en hacer que los muy diversos enfoques
que se tienen formen un todo coherente. Sin embargo, a Einstein se
le considera uno de los grandes genios de la humanidad por habernos
ensen˜ado, algunos an˜os antes de su tiempo normal de maduracio´n, algo
tan extran˜amente alocado y hermoso como es que el espacio-tiempo y la
gravedad forman un todo inseparable. Y todo eso, el lo hizo artesanal-
mente, es decir a pura intuicio´n y aplicando una cierta generalizacio´n
del ana´lisis dimensional combinado con tratamientos de casos especiales
y asinto´ticos.
Las nuevas generaciones de matema´ticos y f´ısicos han tratado de su-
perar el elemento artesanal de la relatividad general y de imponer una
manera elegante y limpia de reinventarla e incluso de proponer nuevas
alternativas. Lo que eso quiere decir, hoy en d´ıa, es que una teor´ıa sobre
las interacciones fundamentales debe nacer naturalmente de la teor´ıa
de grupos.
Los siguientes son ejemplos de grupos que han sido relacionados con la
gravitacio´n:
El grupo GL(n, R) de matrices invertibles n×n con entradas reales
(Mansouri and Chang, 1976).
El grupo de las transformaciones de Lorentz extra´ıdo de la relativi-
dad especial, el cual corresponde al conjunto de todas las matrices
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que conservan el intervalo relativista (Utiyama, 1956; Chamsed-
dine, 2005).
El grupo de Poincare´ que es el grupo de Lorentz mas las trasla-
ciones (A. Lo´pez.Pinto, A. Tiemblo and R. Tresguerres, 1996).
Es intrigante una severa cr´ıtica en contra de la gravitacio´n a la
Einstein escrita por Pommaret (1987), quien adema´s propone su
propia teor´ıa utilizando una estructura muy poderosa: los pseudo-
grupos que son grupos de transformaciones definidos so´lo local-
mente.
La gravitacio´n ha resultado ser la ma´s desafiante de todas las interac-
ciones. Por eso, no hay mucha prisa para entender los trabajos que la
estudian, sino que primero hay que entender lo ma´s fa´cil. Nuestro com-
promiso es que la interaccio´n ma´s sencilla, la electromagne´tica, quede
bien entendida a un nivel que le permita a uno aventurarse con las otras
interacciones y con la gravitacio´n. Nosotros ligaremos el electromagne-
tismo con el grupo U(1), el grupo de los nu´meros complejos con mo´dulo
UNO. Esto nos abre la puerta al estudio de la interaccio´n de´bil, con
grupo SU(2), el grupo de las matrices con entradas complejas 2×2 con
determinante +1 y unitarias (una matriz es unitaria cuando ella por su
transpuesta conjugada da la identidad). La siguiente generalizacio´n es
la interaccio´n fuerte con grupo SU(3). Siguiendo por esta l´ınea se llega
directamente a una teor´ıa de la gravitacio´n basada en U(2) × U(2),
donde el grupo U(2) consta de matrices unitarias pero sin restriccio´n
en cuanto al signo del determinante.
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Cap´ıtulo 10
LA CONEXION
ELECTROMAGNETICA
RESUMEN
Se discute el problema de la geometrizacio´n del cam-
po electromagne´tico. Es decir, se busca demostrar
que una part´ıcula cargada en un campo electromagne´ti-
co traza una geode´sica, o lo que es equivalente, que
su dina´mica esta´ descrita por una ecuacio´n diferen-
cial que involucra una derivada covariante. El
espacio de operacio´n no es 3:d ni 3+1:d, sino una
amalgama entre el espacio-tiempo y el espacio de la
fase de la funcio´n de onda.
10.1. INTRODUCCION
La teor´ıa cla´sica de la gravitacio´n predec´ıa que las orbitas de los plane-
tas deb´ıan ser elipses, algo a lo que la o´rbita de Mercurio no se ajustaba.
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Esa era una razo´n, entre muchas, para fabricar una nueva teor´ıa. En
respuesta a ese desaf´ıo, la teor´ıa geome´trica de la gravitacio´n, o re-
latividad general, ha llegado a ser el ejemplo de una teor´ıa exitosa:
detra´s de los sofisticados me´todos matema´ticos se esconde una teor´ıa
ideolo´gicamente sencilla, coincide con la teor´ıa cla´sica cuando e´sta es
correcta, explica los misterios de la vieja teor´ıa y predice efectos que
no cabe imaginar en el antiguo contexto, como que la luz se curva al
pasar por una estrella. Y adema´s, tiene sus propios misterios, algo que
la hace ma´s encantadora, como el significado y valor de la constante
cosmolo´gica.
La teor´ıa geome´trica tiene varios elementos. Algunos son:
1) Todo lo que contenga masa, energ´ıa o momento interactu´a por medio
de la gravitacio´n. Al incluir la energ´ıa y el momento, adema´s de la masa,
podemos predecir que la luz de las estrellas se curva al pasar cerca del
sol. Pero como hay infinitas maneras de curvarse, tenemos como desaf´ıo
predecir la manera correcta como eso sucede.
2) La interaccio´n gravitatoria no es a distancia a trave´s del vac´ıo, sino
que esta´ mediada por el espacio y es local. Es decir, la dina´mica inme-
diata de una part´ıcula test que no alcanza a perturbar las predicciones
y que esta´ bajo la accio´n de un campo gravitatorio debe poder predecir-
se correctamente a partir de la vecindad ocupada por la part´ıcula test.
Por supuesto, aprovechando la experiencia de la relatividad especial,
el espacio no es el 3:d habitual, sino el espacio-tiempo que forma una
unidad indivisible evidenciada en la me´trica del espacio-tiempo, que
ahora es una pseudo-me´trica, la cual sera´ perturbada por las entidades
gravitacionales. La dina´mica se deduce de asumir que la part´ıcula test
sigue una geode´sica, es decir, sigue una trayectoria que es un mı´nimo
local (mı´nimo absoluto en una pequen˜a vecindad) de la distancia dada
por la pseudo-me´trica.
3) Puesto que la accio´n es local, la dina´mica debe poderse describir
por una ecuacio´n diferencial, cuyo u´nico objetivo es decir precisamente
que (localmente) se minimiza la distancia a medida que se avanza. Es
decir, la solucio´n a tal ecuacio´n diferencial, con condiciones iniciales
dadas, da una geode´sica. Pero puesto que todo esta´ en la me´trica, y se
debe poder reproducir la teor´ıa cla´sica, entonces en las geode´sicas debe
estar escrito de algu´n modo que en presencia de campo gravitatorio las
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trayectorias se curvan, es decir se aceleran.
4) Pero la curvatura debe poderse evidenciar localmente, por lo que
debe existir un mecanismo natural que ligue curvatura con geode´sicas.
Precisamente, se invento´ un lenguaje que permite decir: una aceleracio´n
no nula de la distancia entre geode´sicas (entre dos part´ıculas que caen
libremente) evidencia curvatura. Y vice-versa. El nuevo lenguaje des-
cribe la distancia entre geode´sicas por una ecuacio´n de segundo orden,
la ecuacio´n de Jacobi, pero las derivadas no son derivadas ordinarias,
sino que son derivadas covariantes.
Gracias a una estupenda maquinaria matema´tica, los anteriores con-
ceptos permiten demostrar que en presencia de campo gravitatorio, las
geode´sicas se acercan con una aceleracio´n covariante no nula . Un com-
pleto desarrollo de la teor´ıa geome´trica de la gravitacio´n la convierte
en una impresionante escultura en honor del buen gusto de la ciencia
moderna y de la sencillez y gracia de la naturaleza. Con justa razo´n
debemos preguntarnos si es posible extender la teor´ıa geome´trica de la
gravitacio´n, o relatividad general, para que incluya las otras interac-
ciones. Sin embargo, y aprendiendo la leccio´n de la historia, esto debe
hacerse naturalmente a partir de la teor´ıa de grupos. Comenzamos tal
discusio´n con la interaccio´n electromagne´tica.
Geometrizar la interaccio´n electromagne´tica no puede significar ar-
mar rancho aparte. Debe extender la geometrizacio´n de la interaccio´n
gravitatoria. Pero co´mo?
Puede ser de ayuda el tratar de explicitar el cambio de perspectiva que
estamos reclamando. Cuando uno se imagina que hay part´ıculas que
interactu´an a distancia, uno podr´ıa pensar que las part´ıculas son como
naves espaciales que saben y deciden a donde van. En contraste, cuando
uno piensa en geometrizar, uno se imagina un r´ıo que se hace cargo de
todo lo que arrastra. En relatividad, el r´ıo es el espacio tiempo, el cual
se recarga de gravitacio´n en presencia de materia.
Que´ haremos ahora para geometrizar el campo electromagne´tico?
Puesto que la gravedad y el electromagnetismo son diferentes (las cons-
tantes de acople y las cargas son distintas), podemos decir que cada una
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de ellas vive en su propio espacio. El resultado es que tenemos que re-
conocer otros grados de libertad adema´s de los del espacio-tiempo, es
decir, hay que extender el espacio-tiempo y formular una me´trica para
el nuevo espacio-extendido que extienda la me´trica gravitatoria y que
prediga la dina´mica de una part´ıcula masiva y cargada en presencia de
un campo gravitatorio y otro electromagne´tico.
Este programa suena complicado pero hay una esperanza debida a la
sencillez de la interaccio´n electromagne´tica. Veamos lo que eso significa.
La 1-forma del potencial electromagne´tico A produce, al derivarla exte-
riormente, la 2-forma tensor de campo, F = dA, la cual rige la dina´mica
de una part´ıcula cargada segu´n aparece en la ecuacio´n que describe la
fuerza de Lorentz: una part´ıcula cargada en un campo electromagne´ti-
co modifica su momento, es decir su velocidad o su direccio´n. Ambas
cosas, cambio de velocidad escalar o de su direccio´n, se llaman curva-
tura en geometr´ıa. Todo eso quiere decir so´lo una cosa: la 2-forma F
debe poder predecir la forma asinto´tica de la curvatura de la me´trica
extendida al ir apagando el campo gravitatorio.
Tendr´ıamos dos campos con dos me´tricas sobre un espacio-tiempo ex-
tendido y perturbado que describen dos conductas asinto´ticas, y hay
que buscar una sola me´trica que en casos especiales reproduzca las dos
me´tricas dadas. Toda la experiencia indica que, a las escalas de energ´ıa
al alcance humano, uno puede considerar los dos campos por separado
y sumar los efectos parciales para obtener el efecto total. Veamos esto
un poco mejor.
La forma como sabemos que hay gravitacio´n es por el estudio de las
geode´sicas. Pero ellas generan su propio sistema de coordenadas: ¿Co´mo
se ve el campo electromagne´tico desde una geode´sica? Respuesta: se ve
como campo electromagne´tico. Por lo tanto, el electromagnetismo tiene
vida propia y parece ser distinto del campo gravitatorio.
Pero esto es un resultado cla´sico. No hay por que´ pensar que eso siga
siendo va´lido para grandes energ´ıas, cuando se requiera de descripciones
cua´nticas. Precisamente, el ideal del campo unificado solicita que a
grandes energ´ıas los dos campos se mezclen.
Sin embargo, si consideramos que la geometr´ıa unificara´ todo, estamos
prediciendo que la gravitacio´n es primordial, y que crea el espacio tiem-
po en el cual las dema´s interacciones pueden expresarse a su gusto. Esto
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equivale a decir que las tales me´tricas funcionan como operadores que
actu´an unos sobre los efectos de otros.
10.2. IMPLEMENTACION
Puesto que hemos convenido en que los distintos campos funcionan
como operadores, unos modificando el resultado de otros, eso quiere
decir que el mundo donde han de vivir dichas interacciones en su am-
biente geome´trico ha de ser aquel donde el lenguaje de operadores sea el
natural. Ese es precisamente el mundo de la meca´nica cua´ntica. Nues-
tro programa ahora consiste en asociar una derivada covariante a la
interaccio´n electromagne´tica, primero apagando la interaccio´n gravita-
toria y luego tenie´ndola en cuenta. De esa forma estaremos diciendo que
la dina´mica se desarrolla siguiendo geode´sicas, las cuales presuponen
una me´trica y un principio de minimizacio´n de distancias estrictamente
local.
10.2.1. Sin gravitacio´n
Al geometrizar la gravedad construimos un lenguaje cuyo corazo´n era
la derivada covariante. Recordemos la fo´rmula que asociamos a dicha
derivada:
∇ ~X(~v) = [dvi + ωijkσjvk]( ~X)~ei (215)
donde la 1-forma σj denota dxj y ωijk es la expresio´n coordenada de
la derivada covariante. Veamos ahora a do´nde queremos llegar con el
electromagnetismo en relacio´n con derivadas covariantes.
Observemos que la definicio´n de derivada covariante tambie´n se le puede
dar sentido para campos que toman valores complejos. Por tanto, si en
vez del vector ~v ponemos una funcio´n de onda ψ que a cada punto del
espacio-tiempo le asocia un escalar complejo, entonces dv se convierte
en dψ = (∂ψ/∂xj)dxj . La 1-forma dxj notada tambie´n σj proyecta
sobre la coordenada j. Para un funcio´n de onda general, la derivada
covariante que buscamos se lee
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∇ ~X(ψ) = [(∂ψi/∂xj)dxj + ωijkσjψk]( ~X)~ei (215)
o bien
∇ ~X(ψi) = [(∂ψi/∂xj)dxj + ωijkσjψk]( ~X) (215)
Cuando la funcio´n de onda tiene una u´nica componente, la derivada
covariante se lee:
∇ ~X(ψ) = [(∂ψ/∂xj)dxj + ωjσjψ]( ~X)
Pero σj y dxj son lo mismo y su efecto sobre ~X es el de tomar la
proyeccio´n correspondiente. Por lo que tambie´n podemos decir:
∇ ~X(ψ) = [(∂ψ/∂xj) + ωjψ]xj
Vemos que la expresio´n general dvi + ωijkσ
jvk se especializa en
∂ψ/∂xj + ωjψ (216)
Aca´ es a donde queremos llegar y estemos atentos a reconocer dicha
expresio´n en nuestro siguiente tratamiento del electromagnetismo.
La ecuacio´n gene´rica de la meca´nica cua´ntica es de la forma
ih¯
∂ψ
∂t
= Hψ (217)
donde ψ es la funcio´n de onda, que toma valores complejos, y H es el
operador de energ´ıa, el mismo que hace evolucionar el mundo, es decir,
a ψ. Por lo tanto, H tendr´ıa una parte correspondiente a la energ´ıa
cine´tica y otra a la potencial.
Una part´ıcula que tiene momento y se desplaza en un potencial V
esta´ descrita por la ecuacio´n:
ih¯∂ψ
∂t
= −( h¯2
2m
)
∑ ∂2ψ
(∂xα)2
+ V ψ
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si la part´ıcula esta´ acoplada al campo electromagne´tico a trave´s de
una carga e y el campo electromagne´tico tiene su 1-forma A en 3:d y
su potencial escalar φ, la ecuacio´n que describe la dina´mica esta´ dada
por:
ih¯∂ψ
∂t
= ( 1
2m
)
∑
[−ih¯ ∂
∂xα
− eAα]2ψ + V ψ − eφψ
Esta ecuacio´n puede maquillarse como
ih¯∂ψ
∂t
= ( 1
2m
)
∑
[−(ih¯ ∂
∂xα
+ eAα)]
2ψ + V ψ + (i2)( h¯
h¯
)eφψ
ih¯∂ψ
∂t
= ( 1
2m
)
∑
[ih¯ ∂
∂xα
+ eAα]
2ψ + V ψ + (i2)( h¯
h¯
)eφψ
ih¯∂ψ
∂t
= ( 1
2m
)
∑
[ih¯ ∂
∂xα
− (i2)e( h¯
h¯
)Aα]
2ψ + V ψ + (i2)( h¯
h¯
)eφψ
ih¯∂ψ
∂t
− (i2)( h¯
h¯
)eφψ = ( 1
2m
)
∑
[ih¯ ∂
∂xα
− (i2)e( h¯
h¯
)Aα]
2ψ + V ψ
ih¯[ ∂
∂t
− ( ie
h¯
)φ]ψ = −( h¯2
2m
)
∑
[ ∂
∂xα
− ( ie
h¯
)Aα]
2ψ + V ψ
Puesto que estamos trabajando con operadores, podemos reescribir
expl´ıcitamente.
ih¯[ ∂
∂t
− ( ie
h¯
)φ]ψ = −( h¯2
2m
)
∑
[ ∂
∂xα
− ( ie
h¯
)Aα][
∂
∂xα
− ( ie
h¯
)Aα]ψ + V ψ
Comparemos los operadores entre corchetes, [ ∂
∂t
−( ie
h¯
)φ] y [ ∂
∂xα
−( ie
h¯
)Aα].
Tienen la misma forma geome´trica, t es la coordenada cero, y los dema´s
x son las coordenadas espaciales. Se unifican como [ ∂
∂xj
+ωj], donde para
las coordenadas espaciales ωj = −( ieh¯ )Aα y para la coordenada temporal
ωo = −( ieh¯ )φ
Reconociendo la forma de derivada covariante en estos operadores, po-
demos con toda justicia adjudicarles el nombre correspondiente:
∇o = ∂∂t − ( ieh¯ )φ
∇α = ∂∂xα − ( ieh¯ )Aα
Teniendo en cuenta que A es una 1-forma definida por : A1 = φdt +
Aαdx
α, se puede simplificar ma´s. Resumamos ese resultado en el si-
guiente teorema.
Teorema (218). El electromagnetismo tiene una derivada covariante
asociada dada por:
∇j = ∂∂xj + ωj
donde
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ωj = −( ieh¯ )Aj
y los sub´ındices corren por todos las vierbein (nombre en alema´n, que
tambie´n se usa para denominar las coordenadas del espacio-tiempo).
Podemos observar que la conexio´n electromagne´tica no opera solamente
sobre el espacio-tiempo sino que incluye una variable compleja, com-
pletamente imaginaria. El significado de dicha variable es el de la fase
de la funcio´n de onda. Podemos decir que es U(1).
Hemos deducido que el campo electromagne´tico, capturado en su po-
tencial 1-forma, es exactamente la conexio´n que define la derivada cova-
riante que geometriza la interaccio´n electromagne´tica. Por eso, se acos-
tumbra a decir que la conexio´n electromagne´tica es ω = −( ie
h¯
)A o
bien, ωj = −( ieh¯ )Aj
Con la nueva equivalencia, la ecuacio´n para una part´ıcula cargada se
escribe:
ih¯∇oψ = −( h¯
2
2m
)
∑∇α∇αψ + V ψ (219)
en donde la suma del lado derecho se corre sobre las coordenadas es-
paciales.
Como hab´ıamos previsto, el campo electromagne´tico esta´ totalmente
descrito por su 1-forma A1 = φdt + Aαdx
α, en el sentido que todo su
efecto sobre una part´ıcula cargada se deriva de la ecuacio´n anterior
definida en su totalidad por A1. La curvatura es entonces la diferencial
de la conexio´n y es la representacio´n del tensor electromagne´tico:
θ = dw = −( ie
h¯
)dA1 = −( ie
h¯
)F 2
= −( ie
h¯
)(ǫ1 ∧ dt+ β2)
10.2.2. Con pseudo-gravitacio´n
Habiendo considerado que los campos funcionan como operadores nos
cambiamos a la meca´nica cua´ntica que es el mundo natural de los
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operadores. Ya implementamos una geometrizacio´n del campo elec-
tromagne´tico y logramos asociarle una derivada covariante o cone-
xio´n ω. Quisie´ramos ahora considerar el efecto de la gravitacio´n. Noso-
tros ya sabemos que la gravitacio´n es creada por una me´trica pseudo-
Riemanniana, con posibles valores negativos, y que su efecto se hace
sentir sobre las geode´sicas a trave´s de su conexio´n expresada en los
s´ımbolos de Christoffel Γrkj. Lo ma´s natural ser´ıa estudiar el efecto de
los dos campos asumiendo que el campo total tiene una conexio´n que
es la suma de las dos.
Pues no tan ra´pido: la ecuacio´n de la meca´nica cua´ntica que utilizamos
es la de Schro¨dinger, y cuando derivamos dicha ecuacio´n asumimos
que el espacio y el tiempo eran tan inmiscible como agua y aceite,
tal ecuacio´n no involucra el espacio-tiempo. La ecuacio´n que logra eso
se llama la ecuacio´n de Dirac y su compatibilidad con gravitacio´n no
parece tener esperanza. Eso se debe a que las part´ıculas descritas por
dicha ecuacio´n tienen spin, o si uno se permite un lenguaje cla´sico,
giran en torno de s´ı mismas, y como esta´n cargadas crean un campo
magne´tico, lo cual nos permite ofrecer una explicacio´n al magnetismo
del hierro. Lo malo es que el tal spin y la gravitacio´n no han encontrado
lenguaje comu´n.
Como consuelo, consideremos una historia en la cual la gravitacio´n no
tuviese efecto temporal y todo su poder se redujera a curvar el espa-
cio 3:d. Tenemos entonces la conexio´n electromagne´tica, ω, que es un
mu´ltiplo de la 1-forma potencial, y por otro lado, la conexio´n me´tri-
ca, dada por los Γrkj. Ahora, superponemos los dos campos, pero hay
que hacerlo de forma que tenga sentido, el cual resulta de considerar
la siguiente pregunta: si sobre una variedad, el espacio, tenemos dos
estructuras, el espacio tangente que permite hablar de velocidades y la
funcio´n de onda, dada por un nu´mero complejo en cada punto, entonces
co´mo debe considerarse sobre toda la estructura la derivada covariante
que extienda de manera simple las derivadas covariantes en cada es-
tructura? A falta de no querer estudiar una respuesta juiciosa a esta
pregunta, presentamos una receta equivalente.
Ten´ıamos la derivada covariante del electromagnetismo:
∇j = ∂∂xj + ωj
∇jψ = ∂ψ∂xj + ωjψ
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ahora comenzamos a abrirle campo al efecto de la me´trica:
∇jψ = ∂ψ∂xj + ωjψ − Γrkjψ = ∂jψ + ωjψ − Γrkjψ
Con esta familia de te´rminos podemos armar un operador de segun-
do grado sin sub´ındices para fabricar la ecuacio´n de Schro¨dinger en
espacio curvo, es decir, bajo el efecto de la gravitacio´n:
ih¯∇oψ = −( h¯
2
2m
)∇2ψ + V ψ
donde
∇2ψ = gjk∇j∇kψ
y
∇jψ = ∂ψ
∂xj
+ ωjψ − Γrkjψ
= ∂jψ + ωjψ − Γrkjψ
Al operador ∇2 se le llama el Laplaciano:
∇2ψ = gjk∇j∇kψ
El me´rito de la nueva ecuacio´n es el de mostrar el efecto total como
una suma del efecto en solitario de la gravitacio´n, mas el efecto en
solitario del campo electromagne´tico, mas un efecto de interaccio´n de
los dos campos. Es decir, en meca´nica cua´ntica, los dos campos se en-
tremezclan. Uno podr´ıa tener la esperanza de que con estos te´rminos
se prediga el efecto de un campo gravitatorio muy de´bil sobre el elec-
tromagne´tico, pero eso no tiene intere´s experimental directo: el campo
ele´ctrico es unas 1040 veces ma´s fuerte que el gravitatorio. Eso es lo
que permite que existan estructuras ele´ctrica y localmente (casi) neu-
tras pero que sin embargo desaf´ıen la gravitacio´n, como un a´rbol de 70
metros de altura.
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Todas las propiedades del campo electromagne´tico las hemos podido de-
ducir, tanto en meca´nica cla´sica, como en relatividad, como en meca´nica
cua´ntica, a partir del potencial vector, A. En meca´nica cla´sica, A era
un vector con tres componentes cuyo rotacional determinaba el campo
magne´tico. Pero como ∇ × ∇φ = 0 para cualquier funcio´n escalar φ,
entonces, ∇× (A+∇φ) = ∇× A, por lo tanto, el vector potencial no
se puede especificar completamente, sino que dos maneras diferentes de
determinarlo difieren por el gradiente de una funcio´n escalar.
Gracias al lenguaje de las formas, la libertad gauge pudo escribirse en
el espacio tiempo simplemente como d2 = 0, donde d es la derivada ex-
terior. En efecto, si A1 es la 1-forma potencial, entonces dA da el tensor
electromagne´tico, que es una 2-forma. Pero entonces dA1 = dA1 + d2φ
donde φ es cualquier funcio´n escalar.
En meca´nica cua´ntica, la libertad gauge asociada al campo electro-
magne´tico (sin gravitacio´n) consiste en la capacidad de elegir, en cada
punto del espacio de manera independiente, la fase cero del valor de ca-
da funcio´n de onda. La u´nica precaucio´n es que todas las funciones de
onda tengan el mismo modo de calibracio´n (la palabra gauge significa
medir, calibrar). Aunque la libertad gauge es inherente a cada punto,
se acostumbra a acomodarla dentro de la teor´ıa de los haces fibrados,
los cuales son complicaciones asociadas a las variedades. Lo que ahora
importa resaltar al respecto es esto: las variedades esta´n definidas por
retazos con intersecciones no vac´ıas y la unidad resulta de la compa-
tibilidad de las descripciones en dichas intersecciones. Esto debe ser
especialmente va´lido para la libertad gauge, la cual permite cambiar
de fase de un retazo a otro. A esta construccio´n se le llama fibrado. En
el pro´ximo cap´ıtulo veremos el fibrado electromagne´tico.
Finalmente, debemos decir que carecemos de una teor´ıa geome´trica que
unifique electromagnetismo y gravitacio´n, pero fabricamos una ecua-
cio´n que presumiblemente hace esto para campos gravitatorios de´biles.
Queda por demostrar que tal ecuacio´n conserva las probabilidades. Res-
pondamos ol´ımpicamente a tal requerimiento: el efecto de la gravitacio´n
en coordenadas rectil´ıneas es equivalente a carecer de ese efecto pero en
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coordenadas curvas. Y un cambio de coordenadas ni crea ni destruye
part´ıculas.
10.4. CONCLUSION
Con la magia de un gran partido de fu´tbol hemos geometrizado el
campo electromagne´tico y hasta produjimos una teor´ıa de juguete que
unifica la gravitacio´n y electromagnetismo.
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Cap´ıtulo 11
EL FIBRADO
ELECTROMAGNETICO
RESUMEN
Demostramos que la geometrizacio´n del electromag-
netismo viene naturalmente de un grupo. Para
ello, se introduce la nocio´n de fibrado principal como
la maquinaria matema´tica encargada de implemen-
tar la directiva geome´trica para la formulacio´n de
interacciones: si las arbitrariedades matema´ticas de
un formalismo que describe una interaccio´n forman
un grupo, entonces dicho grupo es el responsable de
la interaccio´n. Se desarrolla el caso del electromag-
netismo con grupo U(1).
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11.1. INTRODUCCION
Tenemos el gusto de presentar en este cap´ıtulo una introduccio´n a uno
de los temas ma´s sofisticados y ma´s productivos de la geometr´ıa diferen-
cial y de la f´ısica matema´tica: el concepto de fibrado principal (principal
bundle) y su aplicacio´n directa a las teor´ıas gauge, espec´ıficamente al
electromagnetismo.
Lo que haremos es implementar un cambio de perspectiva. Hasta ahora
ten´ıamos: el grupo gauge es una caracter´ıstica de las arbitrariedades
admitidas por el formalismo matema´tico que describe la interaccio´n.
Pero de ahora en adelante, el grupo gauge sera´ para nosotros el corazo´n
mismo de la interaccio´n. Advertimos que el viejo punto de vista no es
incompatible con el nuevo y que los dos coexisten, y que ambos se
utilizan a cualquier momento. Nuestro cambio de perspectiva ha de
originar una reestructuracio´n de lo que ya sabemos y algo tendra´ que
an˜adir. ¿Que´ ten´ıamos?
Hab´ıamos representado al potencial vector como una 1-forma diferen-
cial Aµ(x)dx
µ, la cual para cada punto del espacio-tiempo es una trans-
formacio´n lineal que toma vectores de ℜ4, el espacio tangente, y los
asocia con un escalar real. Codificado de esa forma, Aµ(x) contiene dos
de las leyes de Maxwell, mientras que las otras dos se relacionan con
el dual del tensor de campo, la 2-forma F = dA. Todo esto se hizo
dentro de la meca´nica relativista no cua´ntica. Pero por otro lado, la
meca´nica cua´ntica esta´ ligada a la fase y en particular al grupo U(1),
cuyos elementos son de la forma eiθ.
Nuestro nuevo enfoque mezcla todo eso, inescrupulosamente, en una
sola entidad llamada fibrado principal. Para la interaccio´n electro-
magne´tica la situacio´n es sencilla, perfectamente entendible, tal como
entramos a explicar. Queda preparado el terreno para el estudio de
las interacciones de´bil y fuerte. El juego consiste en que en vez de to-
mar elementos eiθ en U(1) se toma la correspondiente generalizacio´n
en SU(2) o en SU(3), lo cual significa que en vez de tomar θ real, se
toma una matriz, por lo que los estados del campo de la otras interac-
ciones ya no podra´n representarse por una sola coordenada, sino que
se requerira´ de dos o tal vez tres.
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Nuestra nueva maquinaria puede motivarse reflexionando sobre el con-
cepto de fuerza y cambiando el espacio externo por el espacio interno
que es el grupo gauge. El concepto de fuerza lo vemos como sigue:
La derivada de una parametrizacio´n M es la velocidad, la cual es un
vector. Para un punto dado, dichos vectores forman un espacio vec-
torial llamado el espacio tangente a la curva en el punto dado, y la
unio´n de todos esos espacios tangentes se denomina el espacio o fibra-
do tangente, notado TM . La aceleracio´n a su vez es la derivada de la
velocidad, por lo tanto esta´ en el espacio tangente del espacio tangente,
el cual es T (TM). La aceleracio´n es un mu´ltiplo escalar de la fuerza, el
motor de todo. Por lo tanto, la f´ısica fundamental cla´sica que describe
un sistema pasivo en el espacio externo bien puede estar contenida en
el siguiente diagrama:
M → TM → T (TM)
Nuestro punto de quiebre dice as´ı: mientras que la fuerza es una ins-
truccio´n que le dice a la masa co´mo cambiar su aceleracio´n en el espacio
externo, un campo de una interaccio´n es una instruccio´n que dice a la
part´ıcula co´mo cambiar el espacio interno y co´mo resultado cambiar la
aceleracio´n en el espacio externo.
Cuando queremos pasar de la descripcio´n de una part´ıcula movida por
una fuerza en un espacio externo a la descripcio´n de una part´ıcula en un
campo entonces se usa la potente maquinaria del fibrado principal P ,
el cual esta´ asociado con el siguiente diagrama, que es una modificacio´n
gramatical del diagrama asociado a la fuerza:
M → P → T (P )
donde P es un grupo, el grupo gauge, y T (P ) es el espacio tangente
de P . El objetivo es asegurar que la f´ısica sea una consecuencia de todo
el diagrama. En particular, debemos encontrar una expresio´n para la
fuerza, el cual vendra´ por supuesto, en te´rminos de curvatura. Presen-
taremos dos visiones: una que involucra una forma diferencial y otro
que da un conmutador.
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Puesto que la curvatura se relacionaba, en el primer diagrama, con
aceleraciones o segundas derivadas, la curvatura deb´ıa ser una forma de
por lo menos grado 2. Nuestra implementacio´n dio una forma de grado
3 con valores en el espacio tangente ( con opcio´n de convertirse en una
de grado 4, con valores en los reales). Pero en el segundo diagrama,
el espacio tangente es reemplazado por un grupo de Lie. Por lo tanto,
lo que antes era una segunda derivada ahora debera´ ser una primera
derivada. Por consiguiente, las nuevas curvaturas podra´n ser formas de
orden menor que las del diagrama de las fuerzas, el diagrama uno.
Explicitemos todo este programa para la interaccio´n electromagne´tica.
El fibrado principal P para la interaccio´n electromagne´tica es extre-
madamente simple y nada sorpresivo: se trata del producto cartesiano
del espacio -tiempo por el grupo de la fase U(1), notado como P =
ℜ4 × U(1).
Proyeccio´n Cano´nicaℜ4
ℜ4 × U(1)
El haz electromagne´tico ℜ4 × U(1), consta de un aro en cada punto
del espacio-tiempo.
Es usual imaginar la estructura compuesta ℜ4×U(1) por medio de una
caricatura sencilla de manejar: al espacio-tiempo se lo imagina uno de
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una sola dimensio´n, como un hilo, y al grupo U(1) como un anillo. El
producto cartesiano de esos dos elementos da un cilindro el cual es el
fibrado principal.
¿De que´ manera se extrae la f´ısica de esta entidad geome´trica? Veamos.
Consideremos una trayectoria sobre U(1), es decir una funcio´n θ(t) que
a un t le asocia un elemento θ(t) = eiα(t), donde α(t) es una funcio´n de
ℜ en ℜ. Su velocidad es iα˙eiα . Cada uno de estos vectores es tangente
a U(1) y variando α se tienen todos los posibles vectores tangentes que
forman el espacio tangente en un punto dado. Tomemos una curva θ(t)
que en t = 0 pasa por 1 = (1, 0), es decir α(0) = 0: la velocidad en ese
momento es iα˙(0)eiα(0) = iα˙(0)e0 = iα˙(0).
Variando la curva se obtienen diferentes realizaciones de iα˙(0) y con
todas las trayectorias se obtienen todos los vectores tangentes a U(1) en
1, que es su elemento unidad. Esos vectores forman un espacio vectorial
de dimensio´n 1, isomorfo a ℜ, y que notamos iℜ, al cual se le denomina
el a´lgebra de Lie de U(1). En general, el a´lgebra de Lie de un grupo
es el espacio tangente al grupo en la unidad del grupo.
Observemos tambie´n que el espacio tangente a U(1) en cualquier otro
punto es tambie´n isomorfo a iℜ. Uno podr´ıa representar un vector
tangente a U(1) en coordenadas cartesianas, pero, como hemos visto,
sale muy fa´cil representar un tal vector en coordenadas polares, de la
forma iK∂/∂θ, donde K es la norma del vector tangente. Notemos
tambie´n que en un punto dado, el espacio tangente a U(1) es isomorfo
al a´lgebra de Lie que es el espacio tangente sobre el punto 1 = (1,0).
En realidad, es la misma a´lgebra de Lie pero trasladado en transporte
paralelo sobre U(1), que es un c´ırculo, desde (1, 0) hasta el punto de
operacio´n.
11.3. EL ESPACIO TANGENTE
Hemos hablado de dina´mica pero hemos visto el espacio tangente tan
so´lo de U(1), pero nada ma´s. Ahora bien, el espacio tangente al
fibrado principal ℜ4×U(1), que es como un cilindro, es T (ℜ4)×T (U(1)),
el cual en realidad tiene 10 dimensiones, 5 donde se ancla, en el espacio
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base, el cilindro, y otras 5 creadas por los vectores tangentes. Pero el
espacio tangente en un punto espec´ıfico del cilindro tiene 5 dimensiones
y lo visualizamos como un ’plano’. Sobre dicho ’plano’ trazamos ’dos
ejes: El primer eje es el formado por el espacio tangente a U(1) que es
isomorfo a iℜ y al cual se le llama espacio vertical, V (P ). El segundo
’eje’ da coordenadas al espacio tangente a ℜ4 que es otro ℜ4. As´ı que
el segundo ’eje’ es en realidad un manojo de 4 ejes.
11.4. LA FORMA GENERADORA
Ahora viene lo art´ıstico. En primer te´rmino, fijamos un punto del fibra-
do P , nuestro cilindro. Pero debido a que todos los espacios tangentes a
U(1) son isomorfos a iℜ, y a que desde el punto de vista rotacional U(1)
no tiene ningu´n punto preferido, podemos proceder con tanta sencillez
como si todo sucediese en 1, el elemento neutro de U(1).
En T (P ), el espacio vectorial tangente a P en un punto dado que no
se especifica, tenemos el espacio vertical, isomorfo al a´lgebra de Lie,
y le buscamos un complemento a dicho espacio. A dicho complemen-
to lo llamamos espacio horizontal y lo notamos H(P ). Tendremos
T (P ) = V (P ) + H(P ) en cada punto del fibrado principal P , que es-
tamos visualizando como un cilindro. Pero atencio´n, el complemento
H(P ) no ha de ser ℜ4. Precisamente, el problema es que dicho com-
plemento no es u´nico. Es lo mismo que pasa en el plano cartesiano: el
u´nico complemento al eje ~Y no es el eje ~X, sino que adema´s de e´ste
hay muchos ma´s. ¿Co´mo elegiremos el apropiado?
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Proyeccio´n Cano´nicaℜ4
ℜ4 × U(1)
V
H
Espacio tangente
El haz electromagne´tico ℜ4 × U(1), con el espacio tangente a un
punto, generado por su espacio vertical V y el espacio horizontal H.
El espacio horizontal que nos conviene es aquel que nos permita reco-
brar la f´ısica fundamental del campo electromagne´tico. Pero lo haremos
indirectamente como sigue. De igual manera que en el plano cartesiano
un eje W que sea complemento al eje ~Y esta´ determinado por una pro-
yeccio´n, la proyeccio´n a lo largo de dicho eje W y que proyecta dicho
espacio sobre cero, as´ı mismo nosotros fabricaremos una proyeccio´n
que proyecte una sombra sobre el eje vertical V (P ) que aniquile cierto
espacio, el espacio H(P ). Haga´moslo paso a paso.
Una curva en el espacio-tiempo se denota como γ(t) = (xµ(t)), en tanto
que una curva en P , el cilindro, se denota como Γ(t) = (xµ(t), θ(t)).
Recordemos que nosotros utilizamos un isomorfismo o equivalencia en-
tre vectores y operadores de derivada direccional. Por ejemplo, al vec-
tor en el plano (3, 5) le asociamos el operador de derivada direccional
3∂/∂x + 5∂/∂y. O bien, si una curva se describe por xµ y su veloci-
dad por x˙µ entonces el operador de derivada direccional asociado es
x˙µ∂/∂xµ. Similarmente, al vector tangente a U(1) dado por θ˙ le aso-
ciamos el operador θ˙∂/∂θ. Por tanto, los vectores tangentes a P son de
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la forma (velocidad en el ℜ4, velocidad en el espacio U(1)). Concreta-
mente, un vector tangente a P es de la forma: x˙µ∂/∂xµ + θ˙∂/∂θ.
Pasemos ahora a determinar el espacio horizontal H(P ). Como hemos
dicho, eso es lo mismo que determinar una proyeccio´n que aniquile
sobre cero a dicho espacio. La proyeccio´n esta´ dada por una forma
diferencial especial ω que al operar sobre cualquier vector horizontal
produzca el elemento cero. Pero atencio´n, la sombra proyectada cae
sobre el espacio vertical. Por eso, ese cero es el cero del a´lgebra de Lie
iℜ. En la jerga oficial, a la proyeccio´n se le llama forma diferencial
con valores en el a´lgebra de Lie, que no es lo mismo que las formas
diferenciales ordinarias que toman vectores, los procesa y producen un
nu´mero. Todo eso suena mucho ma´s extran˜o que la siguiente definicio´n
de dicha forma, la forma electromagne´tica:
ω = −ieAµdxµ + dθ
Para comprobar que esta forma toma vectores en T (P ) y produce vec-
tores en el a´lgebra de Lie iℜ simplemente hagamos un ca´lculo directo.
Las formas diferenciales operan sobre los vectores tangentes de P obe-
deciendo las siguientes reglas de ortonormalidad local:
1) dθ(∂/∂θ) = 1
2) dxµ(∂/∂xµ) = 1
3) Todas las dema´s combinaciones dan cero y la operacio´n se extiende
por linealidad tanto a todo T (P ) como a las combinaciones lineales de
formas diferenciales.
Ahora bien, un vector en T (P ) tiene la forma x˙µ∂/∂xµ + θ˙∂/∂θ que
reescribimos como x˙µ∂/∂xµ+iK∂/∂θ. Operemos a ω sobre dicho vector
recordando las reglas de ortonormalidad local. La localidad significa que
aunque los coeficientes de los vectores de T (P ) var´ıen de punto a punto
del fibrado, realmente so´lo importa la descomposicio´n en el T (P ) sobre
el punto fijo elegido:
ω(x˙µ∂/∂xµ + θ˙∂/∂θ) = (−ieAµdxµ + dθ)(x˙µ∂/∂xµ + iK∂/∂θ)
= (−ieAµdxµ)(x˙µ∂/∂xµ + iK∂/∂θ) + (dθ)(x˙µ∂/∂xµ + iK∂/∂θ)
= i(−eAµdxµ)(x˙µ∂/∂xµ) + (dθ)(iK∂/∂θ)
= i[(−eAµdxµ)(x˙µ∂/∂xµ) + (dθ)(K∂/∂θ)]
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= i[(−eAµx˙µ(dxµ)(∂/∂xµ) +K(dθ)(∂/∂θ)] = i[(−eAµx˙µ +K]
lo cual demuestra que el resultado de operar la forma ω sobre un ele-
mento de T (P ) da i veces un real, es decir, el resultado total esta´ en
iℜ, el a´lgebra de Lie.
Ahora bien, lo que tenemos en mente es que A = Aµdx
µ sea el potencial
vector electromagne´tico y que de ω saquemos las leyes que rigen la
conducta de dicho campo. Eso se logra a partir de ω = −ieAµdxµ + dθ
tomando la deriva exterior:
dω = −ied(Aµdxµ) + d2θ = −ied(Aµdxµ) = −iedA
Como ya sabemos, el tensor de campo F , una 2-forma, y el potencial
vector A, una 1-forma, se relacionan por
F = dA = (∂νAµ − ∂µAν)dxµ ∧ dxν .
Por tanto
dω = −ieF .
Hemos demostrado as´ı que la forma diferencial con valores en el a´lgebra
de Lie de U(1) contiene la f´ısica del campo electromagne´tico en su
parte geome´trica: de aqu´ı se sacan dos leyes de Maxwell (pero quedan
faltando dos que salen de ana´lisis variacional).
Hasta ahora no hemos visto cua´l es el papel de la parte angular del
fibrado, adema´s de complicar todo. Su utilidad se vera´ al estudiar el
espacio que es aniquilado por ω.
11.5. EL ESPACIO HORIZONTAL
El espacio horizontal es el conjunto de todos los vectores h que son
aniquilados por ω:
H(P ) = {h ∈ T (P ) : ω(~h) = 0 }
Puesto que queremos que T (P ) = V (P ) × H(P ) entonces cada vec-
tor en T (P ) podra´ descomponerse en una base determinada por dicha
descomposicio´n. Tal descomposicio´n es u´nica debido a que lo u´nico en
comu´n entre el espacio horizontal y el vertical es el vector cero. Halle-
mos pues una base apropiada. Un vector en V (P ) es un vector tangente
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a U(1), un elemento de la forma iK∂/∂θ. Un elemento del espacio ho-
rizontal h tambie´n es un elemento del espacio tangente de P , el cual
escrito en la base natural es una combinacio´n lineal de {∂/∂xµ, ∂/∂θ}.
En general un elemento cualquiera ~X de T (P ) tiene la forma:
~X = x˙µ∂/∂xµ + iK∂/∂θ = ǫµ∂/∂xµ + λ∂/∂θ.
quedando claro que los coeficientes de la combinacio´n puede cambiar
de punto a punto.
Lo anterior dice tambie´n que una base para T (P ) tiene 4 vectores de
la forma ∂/∂xµ y otro de la forma ∂/∂θ. Demostremos ahora que 4
vectores de la forma
∂/∂xµ + κµ∂/∂θ
conforman una base para el espacio horizontal. Para demostrarlo, comen-
cemos notando que dichos vectores son linealmente independientes pues
van en direcciones distintas del espacio-tiempo. Por lo tanto, esta base
genera un espacio de dimensio´n 4. Para demostrar que son una base
para el espacio horizontal nos resta demostrar que cualquier combina-
cio´n lineal con estos vectores es aniquilada por ω. Veamos: De acuerdo
con nuestro supuesto, un vector cualquiera del espacio horizontal puede
escribirse como: h = βµ(∂/∂xµ + κµ∂/∂θ)
Por otra parte ω(h) =< ω, h >= 0, es decir:
0 =< ω, h >=< −ieAµdxµ + dθ, βµ(∂/∂xµ + κµ∂/∂θ) >
Utilizando la bilinealidad de la accio´n de las formas diferenciales sobre
los vectores, eso se reduce a:
0 = −ieAµβµ + βµκµ
como eso debe ser cierto para todo βµ, es decir, para cualquier elemento
del espacio horizontal, tenemos que:
−ieAµ + κµ = 0
o sea κµ = ieAµ
Este resultado da la condicio´n para que la combinacio´n lineal propuesta
este´ dentro del espacio horizontal.
Por lo tanto, el espacio horizontal esta´ generado por 4 elementos de la
forma ∂/∂xµ + κµ∂/∂θ = ∂/∂x
µ + ieAµ∂/∂θ.
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Para que´ nos tomamos tanto esfuerzo en caracterizar el espacio hori-
zontal? Para definir la Derivada covariante D como la proyeccio´n de
la derivada ordinaria sobre el espacio horizontal. Con ma´s exactitud
tenemos.
11.6. LA DERIVADA COVARIANTE
La derivada ordinaria es aquel operador que de una curva en P saca
un vector tangente. La expresio´n de dicho operador lo sacamos de la
identidad siguiente, que se deriva de la regla de la cadena:
d/dt = x˙µ∂/∂xµ + θ˙∂/∂θ
Este operador produce vectores en T (P ), cuya descomposicio´n en V (P )+
H(P ) se escribe como
~X = α∂/∂θ + βµ(∂/∂xµ + ieAµ∂/∂θ)
La primera parte esta´ sobre el espacio vertical y la segunda sobre el
horizontal. Definimos la derivada covariante D como la proyeccio´n
sobre el espacio horizontal de la derivada ordinaria. Es decir, olvidamos
la primera parte. Su expresio´n componente por componente es:
Dµ = ∂/∂x
µ + ieAµ∂/∂θ
Obse´rvese que la expresio´n para la derivada covariante se dedujo a par-
tir de la expresio´n para la forma ω sobre T (P ) que contiene el potencial
vector.
11.7. EL CONMUTADOR
De que´ manera esta´ escondida la f´ısica fundamental que regula el campo
electromagne´tico en el nuevo formalismo del fibrado principal? Lo que
tenemos que lograr es extraer la ley dA = F . Eso se puede sacar de dos
maneras, la primera ya la vimos y es tomando la deriva exterior de ω.
La segunda forma es tomando el conmutador de la derivada covariante,
el cual esta´ ligado con la curvatura, la cual da la fuerza del campo.
Hagamos el ca´lculo del conmutador usando la convencio´n opcional de
notar iAµ∂/∂θ con el s´ımbolo iAµ, el cual es compatible con nuestro
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isomorfismo ba´sico de identificar vectores con operadores. Eso equivale
a notar a
Dµ = ∂/∂x
µ + ieAµ∂/∂θ
como
Dµ = ∂/∂x
µ + ieAµ = ∂µ + ieAµ
Podemos entonces calcular el conmutador
[Dµ, Dν ] = DµDν −DνDµ
= (∂µ + ieAµ)(∂ν + ieAν)− (∂ν + ieAν)(∂µ + ieAµ)
= ∂µ∂ν + ie∂µAν + ieAµ∂ν − e2AµAν
−(∂ν∂µ + ie∂νAµ + ieAν∂µ − e2AνAµ)
= ie(∂µAν − ∂νAµ) + ie(Aµ∂ν − Aν∂µ)
para poder interpretar correctamente la expresio´n anterior es suficiente
tener en cuenta que todos los te´rminos son operadores que operan sobre
una funcio´n escalar, digamos ψ. Calculemos entonces usando la regla
del producto:
[Dµ, Dν ]ψ = ie(∂µAνψ − ∂νAµψ) + ie(Aµ∂νψ −Aν∂µψ)
= ie(∂µ(Aνψ)− ∂ν(Aµψ)) + ie(Aµ∂νψ − Aν∂µψ)
= ie(∂µAν)ψ+ ieAν∂µψ)− ie((∂νAµ)ψ+Aµ∂νψ)+ ie(Aµ∂νψ−Aν∂µψ)
= ie((∂µAν)ψ − (∂νAµ)ψ) = ie(∂µAν − ∂νAµ)(ψ)
por lo que podemos concluir que:
[Dµ, Dν ]ψ = −ieFµν(ψ)
es decir:
[Dµ, Dν ] = −ieFµν .
As´ı hemos demostrado que la f´ısica del electromagnetismo esta´ en el
conmutador de la derivada covariante.
11.8. CAMBIO DE GAUGE
La teor´ıa que hemos expuesto es totalmente solipsista: ha tenido en
cuenta tan so´lo lo que un experimentador solitario podr´ıa describir.
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Pero que´ pasar´ıa si otro experimentador desea poner a prueba las ideas
aqu´ı expuestas? En primer te´rmino, el deber´ıa sentirse con el derecho
de cambiar de escala, de coordenadas, de fijar toda arbitrariedad a su
antojo. Se necesita pues unas reglas que permitan hacer comparaciones
ante esta situacio´n.
Por otro lado, no habr´ıa en principio ninguna objecio´n a que un ex-
perimentador solitario investigue el universo. Lo que hay que tener en
cuenta es que todo el universo, el externo y el interno, se pueda o no
describir por un solo sistema de coordenadas. Veamos. Por un lado,
el fibrado principal asociado al campo electromagne´tico es trivial en
el sentido que dicho fibrado es el producto de dos espacios. El espacio
-tiempo puede describirse con un so´lo abierto que genera un u´nico sis-
tema de coordenadas. No pasa as´ı con U(1) ni mucho menos con las
generalizaciones apropiadas que se requieren para describir la interac-
cio´n fuerte o de´bil. En todos esos casos, un experimentador solitario
estar´ıa obligado a usar varios sistemas de coordenadas locales para cu-
brir todo su universo. Y entonces el estudio de cambio de escala, de
coordenadas o de gauge ser´ıa imprescindible. Por fortuna en el caso del
electromagnetismo esto es elemental.
Supongamos entonces que hay un experimentador estudiando el electro-
magnetismo. En cuanto al cambio de coordenadas espacio-temporales
no nos ocuparemos en ente momento (parte del problema ya lo resol-
vimos en el estudio de la relatividad). Para describir al grupo U(1) es
suficiente particionarlo en dos abiertos, U y V , cada uno que cubra ma´s
de la mitad de la circunferencia. El problema es que en U ∩ V se tiene
que lograr un acuerdo sobre la f´ısica observada.
Supongamos pues que sobre el primer abierto utilizamos la forma dife-
rencial ω = −ieAµdxµ + dθ, mientras que en el otro usamos la forma
diferencial ω′ = −ieA′µdxµ + dθ′. Pero la f´ısica esta´ contenida no en
las formas diferenciales de orden uno, A o A′, sino en su derivada. Por
tanto, para que la f´ısica sea la misma,
dω = −iedAµdxµ + d2θ = −iedAµdxµ
debe ser igual a
dω′ = −iedA′µdxµ + d2θ′ = −iedA′µdxµ
Es decir:
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−iedAµdxµ = −iedA′µdxµ
O bien
dA = dA′
por lo que ambas expresiones deben diferir por un cero. En te´rminos de
derivacio´n, cero se escribe como 0 = d2. Por lo tanto, concluimos que
dA = dA′ + 0 = dA′ + d2φ = d(A′ + dφ)
A = A′ + dφ
donde φ es una funcio´n escalar, para que dφ sea una 1-forma.
Vemos que un cambio en la arbitrariedad de la fase, pues A va sobre
la parte imaginaria, no produce ningu´n cambio en el tensor de campo.
Adema´s, la libertad gauge que ya conoc´ıamos desde hace muchas
pa´ginas sigue vigente: al potencial vector se le puede aumentar una
forma exacta y la f´ısica no cambia.
11.9. PODER CREATIVO
Es importante darse cuenta que ahora tenemos ideas claras sobre co´mo
proseguir para tratar de geometrizar las otras interacciones. Veamos.
Para geometrizar la interaccio´n gravitatoria hemos curvado el espacio-
tiempo. Para geometrizar la interaccio´n electromagne´tica, hemos visto
al espacio-tiempo como al adolescente que se pone un zarcillo en cada
oreja, con la aclaracio´n de que el espacio-tiempo tiene una oreja en cada
punto. Todos los zarcillos son del mismo tipo U(1).
Sabemos que existen otras interacciones, la de´bil y la fuerte. ¿ Que´ po-
demos hacer para geometrizarlas? Nuestra obligacio´n natural ha de ser
la de preguntarnos si existen estructuras que generalicen a U(1). La
respuesta es afirmativa: las generalizaciones de U(1) que combinan con
la meca´nica cua´ntica son los grupos de la forma SU(n). Si U(1) repre-
sentaba el grupo de arbitrariedades del cambio de fase para funciones
de onda con una sola coordenada, SU(n) representa el espacio de cam-
bios de fase para funciones de onda con n coordenadas. Por tanto, los
elementos del a´lgebra de Lie de dichos grupos sera´n representados por
matrices.
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Al tratar de generalizar lo visto, desde U(1) a grupos superiores, lo
que hay que tener en cuenta fundamentalmente es que U(1) es con-
mutativo mientras que SU(n) no, pues el producto de matrices no es
conmutativo.
El teorema fundamental de la teor´ıa gauge que ensen˜a el papel de la
conmutatividad es el siguiente: cuando el grupo es conmutativo, los
mediadores de la interaccio´n no interactu´an directamente entre ellos.
En el caso del electromagnetismo el mediador es el foto´n: para que
dos fotones interactu´en se requiere que se materialicen en electrones y
positrones y que luego ellos se desintegren en otros dos fotones. Pero
cuando el grupo es no conmutativo, los mediadores de la interaccio´n
s´ı interactu´an entre ellos directamente. Para la interaccio´n fuerte los
mediadores son los gluones y para la interaccio´n de´bil son los bosones
W y Z. Ellos no necesitan transformarse en quarks para interactuar.
Tenemos la certeza que con lo visto el estudio de esos temas sera´ mucho
ma´s sencillo.
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Cap´ıtulo 12
CONCLUSION
Hemos estudiado al electromagnetismo como prototipo de
las teor´ıas gauge. Gozamos ahora de bastante claridad con-
ceptual sobre la estructura, objetivos y me´todos de una
teor´ıa gauge, la cual es aquella que, por un lado, presenta
indeterminaciones inherentes a la matema´tica que hemos
inventado para estudiarlas o quiza´s al proceso de observa-
cio´n y abstraccio´n, y por el otro, puede reescribirse en el
lenguaje de la geometr´ıa copiado, adaptado o extendido de
la relatividad general.
Gracias a este nuevo enfoque pudimos ver que el grupo
gauge, introducido como el grupo de arbitrariedades de
una teor´ıa, tambie´n es el grupo que describe la naturaleza
ı´ntima de la interaccio´n.
En medio de tanto tecnicismo, tambie´n se deja entrever una
cierta magia, algo art´ıstico en todo esto. Es mejor tenerlo
presente.
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