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ABSTRACT 
An optimization problem of minimizing a real-valued function of certain elements 
of a symmetric matrix subject to this matrix being nonnegative definite is considered. 
Optimal&y conditions are proposed. The duality result of Olkin and Pukelsheim (1982) 
is extended to a wide class of such problems. Applications are discussed. 
1. INTRODUCTION 
Let 7 be a symmetric subset of the index set 
N,= {l,..., n}X{l,..., n}, 
and Q(7) denote the corresponding space of n x n real 
X = [xii], such that xii = 0 whenever (i, j)4 7. In this 
following optimization problem: 
P) rn;r$n$y f( X) 
subject to S + X > 0, 
symmetric matrices 
paper we study the 
where S is a specified symmetric matrix and f is a real-valued function of X. 
(We write S > 0 and S > 0 to denote that a symmetric matrix S is nonnega- 
tive definite and positive definite respectively.) Such optimization problems 
come up in many practical situations (see e.g., [l] and [S]), in particular in 
statistics, where S + X is usually a covariance matrix with varying elements 
LINEAR ALGEBRA AND ITS APPLICATIONS 67:7-M (1985) 7 
r Elsevier Science Publishing Co., Inc., 1985 
52 Vanderbilt Ave., New York, NY 10017 0024.3795/85/$3.30 
8 ALEXANDER SHAPIRO 
and f is a linear function of X (see [2], [4], [5], [9], and [13]). As will be 
shown, the linear case has especially nice features, which we shall exploit in 
Sections 3 and 4. 
We examine Problem (P) utilizing techniques and methods of nonlinear 
programming and convex analysis. The organization of this paper will be as 
follows. In Section 2 we present first-order optimality conditions for Problem 
(P). Here the development is based on the theory of optimality conditions for 
semiinfinite programs, and we briefly describe the required results. In Section 
3 we show that there exists a certain duality between different problems of 
the form mentioned above. This will extend the result of Olkin and Pukelsheim 
[9] for a wide class of such problems. In Section 4 we consider applications to 
specific problems, and in Section 5 we give some uniqueness results. 
The following notation will be used. The transpose of a column vector 
zE[W” is or, and ]z] = (zrz)“’ is the Euclidean norm of z. The gradient 
vector of a function f: R m + R at x is denoted by vf( x). 
2. SEMIINFINITE PROGRAMMING AND OPTIMALITY 
CONDITIONS 
A semiinfinite program is a mathematical problem of the form 
(Q) minimize f(x) 
subjectto g(x,z)>,O, ZEN 
where xglWrn and %” is an infinite set. One can formulate Problem (P) as a 
semiinfinite program by writing the constraint S + X > 0 in the equivalent 
form as follows: 
zT(S + X)z > 0, zES= {yERn:IyI=l}. (2.1) 
Since the pioneer work of Fritz John [8], semiinfinite programs have been 
studied by many authors (see, e.g., [7] and references therein). In the 
following theorem we formulate optimality conditions for Problem (Q) (see 
[lo, Theorem 5.1, Corollary 11). In what follows we suppose that x* is a 
feasible point for Problem (Q), i.e. g(x*, .z)>, 0 for all z E 8; the functions 
f( -) and g(. , z), Vz E 3, are continuously differentiable; Z is a compact 
topological space; and g(x, Z) and v,g(x, z) are continuous on Iw”’ x 8. We 
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define 
a(x)= {zE.Eg(r,z)=O} 
and remind the reader that Problem (Q) is a convex program if f( .) is convex 
and g( . , z) is concave for all z E 3, and that the Slater condition means the 
existence of a point r E R” such that g(x, Z) > 0 for all .z E 9“. 
THEOREM 2.1. In order for x* to be a solution to Problem (Q) it is 
necessary that there exist nonnegative multipliers A,, A,, . . . , A,, not all of 
them zero, and points zi E 3(x*), i = 1,. .., k, such that 
h,vf(x*) - i &v,g(x*, q) = 0. (2.2) 
i=l 
Moreover, if Problem (Q) is a convex program and the Slater condition holds, 
then (2.2) is also a sufficient condition for x* to be a solution of Problem (Q) 
and one can take A, = 1. 
REMARK 2.1. If the set 3(x*) is empty, i.e. g(x*, z)> 0 for all x E 3, 
and hence x* is an interior point of the feasible region, then (2.2) becomes 
vf( x*) = 0, 
which is the standard optimality condition for an unconstrained local opti- 
mum. 
Now we apply the optimality conditions of Theorem 2.1 to Problem (P). 
As has been mentioned, Problem (P) can be considered as a semiinfinite 
program with 
g( x, z) = z’( s + x)z. 
We denote by 9,(B) the projection of a symmetric matrix B = [b, j] onto the 
space a( T), i.e., the (i, j) element of YT(B) is bij whenever (i, j) E T and is 
zero otherwise. Since 
g(X, z) = tr(S + X)zzr, 
the gradient of g, with respect to X, is 9’Jzzr). [Here the gradient of a 
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function of X is defined with respect to the scalar product A 0 B = tr AB on 
the space of symmetric matrices, and thus this gradient is given by a 
symmetric matrix from the space SJ( r).] We also remark that for Problem (P), 
the Slater condition means the existence of a matrix X E L?(r) such that 
s+x>o. 
THEOREM 2.2. Let the function f(X) be convex, X* be a feasible point 
for Problem (P), and the Sluter condition hold. Then X* is a solution to 
Problem (P) iff there exists a symmetric matrix B > 0 such that 
and 
(S+X*)B=O (2.3) 
of@*) = gT( B). (2.4) 
Proof. From Theorem 2.1 we know that X* 
iff there exist vectors z~,..., zk, ]zi] = 1, zT(S + 
nonnegative numbers hi, . . . , X k such that 
is a solution to Problem (P) 
X*)zi = 0, i = l,..., k, and 
k 
vf( X”) - c h&( zizg = 0. 
i=l 
It remains to define the matrix B by 
B = 5 hi&. n 
i=l 
REMARK 2.2. If S + X* > 0, then B = 0 and (2.4) becomes vf(X*) = 0 
(see Remark 2.1). 
If f(X) is a linear function given by 
then 
f(X) = trAX, (2.5) 
vf(X) = %(A) 
and the solution, if it exists, is always attained on the boundary of the feasible 
. . region, i.e., S + X* is singular. 
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3. DUALITY 
Let us consider the Lagrangian function 
L(X, A) = f(X) - trA(S + X) (3.1) 
corresponding to Problem (P). It can be seen that the function 
is equal to f(X) whenever S + X > 0 and is + 00 otherwise. Therefore the 
problem of minimizing p(X) over !2( r ) is equivalent to the primary Problem 
(P). We define the dual problem as follows: 
CD) maximize h(A) 
subject to A >, 0, 
where 
h(A) = .$oi 
7 
,L( X, A). 
It is well known that the optimal value of Problem (D) is less than or equal to 
the optimal value of Problem (P). Moreover, if (X*, A*) is a saddle point of 
L. then 
h(A*)= p(X*) 
and X* solves Problem (P) while A* solve the dual problem (D) (e.g., [14, 
p. 451). We remind the reader that a point (X*, A*), with X* E C?(r) and 
A* > 0, is called a saddle point of the Lagrangian L iff 
L(x*, A) Q L(X*, A*) Q L(J’L A*) (3.3) 
forall XEQ(r)and 1120. 
THEOREM 3.1. Let the function f(X) be convex, and suppose that 
Problem (P) attain-s its solution at a point X* and the Sluter condition for 
Problem (P) holds. Then Problems (P) and (D) have the same optimal value, 
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and A* = B solves Problem (D), where B is a nonnegative definite matrix 
satisfying the optimality conditions (2.3) and (2.4). 
Proof. Since Problem (P) is a convex program and the Slater condition 
holds, there exists a nonnegative definite matrix B satisfying the optimality 
conditions (2.3) and (2.4). We only have to show that (X*, A*), where 
A* = B, is a saddle point. It follows from (2.3) that 
L(x*, A*) = f(x*) > L(X*, A> 
for every A > 0. On the other hand, we have that the function L(. , A*) is 
convex and its gradient at a point X is 
of@> - gr(A*>. 
From (2.4) this gradient is zero at X*, and hence the function L(. , A*) 
attains its minimum at X*. This proves (3.3). n 
Now we apply the general result of Theorem 3.1 to the case of linear 
function f(X). Consider the following (linear) problem 
(LPI minimize tr AX 
XEQ(7) 
subject to S + X > 0. 
The corresponding Lagrangian is 
L(X, A) = trAX - trA(S + X) 
and 
h(A) = xp$ 
7 
,tr(A - A)X - trAS. 
It can be seen that 
h(A) = - trAS 
whenever 9,( A - A) = 0, and h(A) is - cc otherwise. In other words, h(A) 
is --oo if A-APa( where u=fU,\r. Denoting Y=A-A, we come 
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to the following dual problem: 
(LD) maximize 
YEQ(O) 
-trS(A+Y) 
subject to A + Y 2 0, 
and Theorem 3.1 implies the following result. 
THEOREM 3.2. Suppose that Problem (LP) attains its solution at a point 
X* and the Sluter condition for Problem (LP) holds. Then Problems (LP) and 
(LD) have the same optimal value, and Y* = B - A solves Problem (LD), 
where B is a nonnegative definite matrix satisfying the optimality conditions 
of Theorem 2.2. 
As we shall see in the next section, a particular case of this duality has 
been discovered by Olkin and Pukelsheim [9]. 
4. APPLICATIONS 
Consider the following problem: 
CAP) 
where 
minimize - 2trX,, 
subject to S + X > 0, 
S 11 and G2 are specified n x n positive definite matrices, and Xi, is an 
n x n variable matrix. This problem arose in connection with finding the 
minimal La-distance between two random vectors with covariance matrices 
S,, and S,, respectively (see [5], [9]). 
Problem (AP) takes the form of Problem (LP) if we define 
and 7 = {(i, j): Ii - jl>, n; 1 < i, j < 2n). Applying the optimahty condi- 
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tions of Theorem 2.2, we obtain that X*, with S + X* > 0, is a solution to 
Problem (AP) iff there exists a nonnegative definite matrix 
such that 
(S + X*)B = 0. (4.1) 
The equations (4.1) can be written in the following form: 
S,,Yll -x,2 = 0, 
-s,, + x,,y,, = 0, 
x& -s,, = 0, 
-x,T, + S,Y,, = 0. 
(4.2) 
The first two equations of (4.2) imply that 
WllY22 = Sll, 
and consequently the matrices Y,, and Y, are nonsingular and inverse to 
each other. Therefore, due to Theorem 3.2, a dual of Problem (AP) is 
(AD) maximize - tr(%rYu + LY;,‘) 
subject to A + Y 2 0, 
where 
’ 0 
y = ‘I!:---- 
[ 1 0 j Y,l * 
OnecannotethatA+Y>Oiff Y,,>O.Indeed,ifYu>OthenA+Y=ZTZ, 
where Z = [ - Yiil’“; Yi<‘/2], and hence A + Y > 0. On the other hand it is 
clear that A + Y > 0 implies Y,, > 0. 
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The duality between Problems (AP) and (AD) has been discussed in [9]. 
Finally it can be easily verified that 
XT2 = s1&y2( sg2slls;12) ““S;d 
and 
y; = y2 - 1 = s&y s;&s;,/2) - 1’2s;p 
solve the equations (4.2) and that S + X* > 0, Yi: > 0. Consequently X* 
solves Problem (AP) and Y* solves Problem (AD) (cf. [l], [5], [6], [9]). 
As an another example we consider the following problem: 
(BP) minimize tr AX 
subject to S + X >, 0, 
where A is an n X n nonnegative definite diagonal matrix, S is an n X n 
symmetric matrix, and X is an n X n diagonal variable matrix. This problem 
has arisen in investigating the so-called minimum-trace factor analysis (see [2], 
[4], [ll], [13]). A dual to Problem (BP) is 
W) maximize -trS(A+Y) 
subject to A + Y >, 0, 
where Y is an n x n variable symmetric matrix with zero diagonal elements. 
If A > 0, then the feasible region of Problem (BD) is nonempty and 
compact, and hence Problem (BD) possesses a solution Y*. Furthermore, if 
A > 0, then the Slater condition for Problem (BD) holds, and consequently 
the two problems (BP) and (BD) are equivalent to each other and Problem 
(BP) has a solution. However, if A is singular, then it may occur that 
Problem (BP) does not possess a solution although the optimal value of (BP) is 
still finite. 
The duality between (BP) and (BD) has been utilized in [2] to construct 
an efficient numerical algorithm for Problem (BP). A rigorous proof of this 
duality has been given in [ 131. 
5. UNIQUENESS RESULTS 
In this section we investigate uniqueness properties of Problem (LP). It is 
not true that Problem (LP) always has at most one solution. However, it is 
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remarkable that “usually” Problem (LP) attains its solution at a unique point. 
Note that in Problems (LP) and (LD) it is not a restriction to take A E Q(r). 
THEOREM 5.1. Let G(r) be a space of blockdiagonal, symmetric 
matrices, and let A > 0, A E Q(r). Then Problem (LP) has a unique solution. 
Proof. First we note that, since G(r) is a space of block-diagonal 
matrices, the set T includes the diagonal elements of tW,, i.e., (i, i) E T for 
i=l >..., n. It follows that the feasible region of the dual problem is compact 
and hence the dual problem has a solution. Moreover, since A > 0, the Slater 
condition for the dual problem holds. Consequently the primary problem (LP) 
has a solution as well, and the optimality conditions of Theorem 2.2 must be 
satisfied. 
Now let us assume that there are two solutions X* and X,. It follows from 
the convexity of Problem (LP) that X, = (X* + X,)/2 is also a solution. By 
the optimality conditions there exists a matrix B > 0 such that 
(S+X,)B=O (5.1) 
and 
S$( B) = A. (5.2) 
From (5.1) we obtain 
and then 
(S + X*)B +(S + X,)B = 0 
B(S + X*)B + B(S + X,)B = 0. (5.3) 
The two matrices in the left side of (5.3) are nonnegative definite and, since 
their sum is zero, each of them must be zero. This implies that 
(S+X*)B=O 
and 
Then we have 
(S + X,)B = 0. 
(x* - X”)B = 0. (5.4) 
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From (5.2) (5.4) and since X * - X, and A are blockdiagonal, we obtain that 
(X* - X,)A = 0. 
Then, since A > 0, we have 
x* - x, = 0. n 
This proof is a modification of the proofs in [4, Theorem 41 and in [13, 
Lemma 2.41. 
THEOREM 5.2. Let S and r be fixed, and let the feasible region be 
nonempty and compact. Then for almost every A Problem (LP) has a unique 
solution. 
Proof. Let us consider the optimal value of Problem (LP) as a function 
F(A) of the matrix A. Since the feasible region is compact, F(A) is finite for 
all A. In the following lemma we show that F is differentiable at A iff the 
corresponding Problem (LP) has a unique solution. Now, since the function 
tr AX is linear in A and the set of feasible X is compact, we have that 
the function F(A) is locally Lipschitz. By the well-known theorem of 
Rademacher (e.g., Stein [12]) a locally Lipschitz function is differentiable 
almost everywhere. The theorem follows. n 
LEMMA 5.1. The optimal value function F is differentiable at A iff the 
corresponding Problem (LP) has a unique solution. 
Proof. It follows from the well-known result of Danskin [3] (also [lo, 
Theorem 3.21) that if f(a, x) is a function of two variables a E R tl’ and 
x E Q’, the set iD is compact, f(a, x) is continuously differentiable in a for 
every x E @, and f(a, x) and v,, f(a, x) are continuous on aB “’ x a, then the 
min function 
F(a) = xm;lif(a, x> 
is differentiable at a iff the gradients V, f(a, x) are identical for all r E @(a), 
where 
@(a)= (xE@:F(a)=f(a,x)}. 
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It remains to apply this result with 
f(a, x) = trAX 
and Cp the feasible region of Problem (LP). n 
REMARK 5.1. It can be seen that the feasible region of Problem (LP) is 
compact iff the set 7 does not include a diagonal element of N,. 
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