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A NOTE ON MULTI-INTERPOLATED MULTIPLE ZETA
VALUES
MARKUS KUBA
Abstract. In this note we introduce multi-interpolated multi-
ple zeta values, refining the interpolated multiple zeta values.
We use symbolic combinatorics to obtain identities for ζ~t({s}k).
Moreover, building on earlier work on the ordinary interpolated
multiple zeta values, we introduce a quasi-shuffle product for
multi-interpolated multiple zeta values.
1. Introduction
The multiple zeta values are defined by
ζ(i1, . . . , ik) =
∑
`1>···>`k>1
1
`
i1
1 · · · `ikk
,
with admissible indices (i1, . . . , ik) satisfying i1 > 2, ij > 1 for 2 6
j 6 k, see Hoffman [5] and Zagier [20]. Their truncated counterparts,
sometimes called multiple harmonic sums, are given by
ζn(i1, . . . , ik) =
∑
n>`1>···>`k>1
1
`
i1
1 · · · `ikk
.
We refer to i1 + · · · + ik as the weight of this multiple zeta value,
and k as its depth. For a comprehensive overview as well as a great
many pointers to the literature we refer to the survey of Zudilin [21].
An important variant of the (truncated) multiple zeta values are
the so-called multiple zeta star values, where equality is allowed:
ζ?(i1, . . . , ik) =
∑
`1>···>`k>1
1
`
i1
1 · · · `ikk
and
ζ?n(i1, . . . , ik) =
∑
n>`1>···>`k>1
1
`
i1
1 · · · `ikk
.
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2 MARKUS KUBA
For non-truncated series ζ and ζ?, Yamamoto [19] introduced a gen-
eralization of both versions called interpolated multiple zeta values.
Noting that,
ζ?(i1, . . . , ik) =
∑
◦=“,”or “+”
ζ(i1 ◦ i2 · · · ◦ ik),
let the parameter σ denote the number of plus in the expression
i1 ◦ i2 · · · ◦ ik. Yamamoto defines
ζt(i1, . . . , ik) =
∑
◦=“,”or “+”
tσζ(i1 ◦ i2 · · · ◦ ik). (1)
Thus, the series ζt(i1, . . . , ik) interpolates between multiple zeta val-
ues, case t = 0, and multiple zeta star values, case t = 1. Equiva-
lently, the interpolated multiple zeta values can be defined as
ζt(i1, . . . , ik) =
∑
`1>···>`k>1
tσ(`1,...,`k)
`
i1
1 · · · `ikk
, (2)
where σ is given by the number of equalities:
σ(`1, . . . , `k) = |{1 6 r 6 k− 1 | `r = `r+1}|.
Apparently, for t = 0 we have ζ0(i1, . . . , ik) = ζ(i1, . . . , ik), whereas
for t = 1 it holds ζ1(i1, . . . , ik) = ζ?(i1, . . . , ik). It turned out that the
interpolated series satisfies many identities generalizing or unifying
earlier result for multiple zeta and zeta star values, see for example
Yamamoto [19] for a generalization of the sum identity as well as
many other results, and also Hoffman and Ihara [10] or Hoffman [6,
9] for further results.
In particular, a so-called quasi-shuffle product
t∗ was introduced
by Yamamoto [19], see also [6, 9, 10], sometimes also called stuffle
product, can be defined for the interpolated multiple zeta values. It
satisfies
ζt
(
(i1, . . . , ik)
t∗ (j1, . . . , j`)
)
= ζt(i1, . . . , ik) · ζt(j1, . . . , j`).
Hoffman and Ihara used an algebra framework, which leads amongst
others to expressions for interpolated multiple zeta values ζt({m}k)
in terms of Bell polynomials and ordinary single argument zeta val-
ues, m > 1. We note in passing that a few results for ζtn({m}k)
and ζt({m}k) where reobtained in [14] using symbolic combina-
torics. This work is split into two parts. First, we introduce multi-
interpolated multiple zeta values and other generalizations. Then,
we obtain generating functions ζ~tn({s}k) and ζ
~t({s}k) using symbolic
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methods, which leads to expressions for ζ~tn({s}k) and ζ
~t({s}k). Sec-
ond, we follow closely the work of Yamamoto [19] and introduce a
quasi-shuffle product
~t∗.
We a discuss a generalization ~σ of the parameter σ, which leads to
multi-interpolated multiple zeta values both non-truncated ζ~t(i1, . . . , ik)
and truncated ζ~tn(i1, . . . , ik).
Definition 1 (Multi-interpolated multiple zeta values). Given in-
tegers (i1, . . . , ik) with i1 > 2 and k > 1. The multi-interpolated
multiple zeta value ζ~t(i1, . . . , ik) is defined by
ζ
~t(i1, . . . , ik) =
∑
`1>···>`k>1
~t~σ(
~`)
`
i1
1 . . . `
ik
k
=
∑
`1>···>`k>1
∏∞
j=1 t
σj(`1,...,`k)
j
`
i1
1 . . . `
ik
k
,
with σj denoting the number of equalities of the number j:
σj(`1, . . . , `k) = |{1 6 r 6 k− 1 | j = `r = `r+1}|.
Similarly, we can define multi-interpolated truncated multiple zeta
values.
ζ
~t
n(i1, . . . , ik) =
∑
n>`1>···>`k>1
~t~σ(
~`)
`
i1
1 . . . `
ik
k
.
Remark 1. Note that σ =
∑
j>1 σj. Hence, for t` = t, ` > 1, which
we denote in a slight abuse of notation by ~t = t, we have
∞∏
j=1
t
σj(~`)
j = t
σ(~`),
such that ζ~t(i1, . . . , ik) reduces to ζt(i1, . . . , ik).
In order to analyze multi-interpolated multiple zeta values we
introduce another generalization, which gives the basic parts of the
multi-interpolated truncated multiple zeta values.
Definition 2. For k > 1 let j1, . . . , jk > 0 denote integers. We intro-
duce multiple zeta values with variables ~t = (t1, t2, . . . ):
ζ(i1~t
j1 , . . . , ik~tjk) =
∑
`1>···>`k>1
t
j1
`1
· · · tjk`k
`
i1
1 · · · `ikk
. (3)
The truncated counterparts ζn(i1~tj1 , . . . , ik~tjk) are defined accord-
ingly, with ~t = (t1, t2, . . . , tn).
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Example 1. We decompose ζ~t(i, j,k) into its parts by splitting the
underlying multiset into four parts:
{`1 > `2 > `3 > 1} = {`1 > `2 > `3 > 1}∪ {`1 > `2 = `3 > 1}
∪ {`1 = `2 > `3 > 1}∪ {`1 = `2 = `3 > 1},
such that
ζ
~t(i, j,k) =
∑
`1>`2>`3>1
~t~σ(
~`)
`i1`
j
2`
k
3
= ζ(i, j,k) + ζ(i, (j+ k)~t) + ζ((i+ j)~t,k) + ζ((i+ j+ k)~t2).
Remark 2. The multiple zeta values in Definition 3 can be general-
ized further by setting ~um = (um,1,um,2, . . . ) and we get
ζ(i1~u
j1 , . . . , ik~ujk) =
∑
`1>···>`k>1
u
j1
`1,1
· · ·ujk`k,k
`
i1
1 · · · `ikk
, (4)
such that for ~u1 = · · · = ~uk = ~t we reobtain our earlier definition,
but for j1 = · · · = jk = 1 and ~um = (xnm)n>1 we obtain multiple
polylogarithms.
A natural specialization of ζ~t(i1, . . . , ik) are even-odd interpola-
tions.
Example 2 (Even-odd interpolated multiple zeta values). Given the
multi-interpolated multiple zeta value ζ~t(i1, . . . , ik), we choose
t2m = tE, t2m−1 = tO, m > 1,
and get the even-odd interpolation
ζtE,tO(i1, . . . , ik) =
∑
`1>···>`k>1
t
σE(`1,...,`k)
E · tσO(`1,...,`k)O
`
i1
1 · · · `ikk
,
where σE and σO are given by the number of even and odd equal-
ities, respectively. Note that here, variants of the multiple t-values
of Hoffman [8],
t(i1, . . . , ik) =
∑
`1>···>`k>1
`iodd
1
`
i1
1 · · · `ikk
,
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naturally appear, as well as mixtures of multiple zeta and t-values
(or multiple Hurwitz-zeta values); for example
ζ
~t(i, j) =
∑
`1>`2>1
~t~σ(
~`)
`i1`
j
2
= ζ(i, j) + ζ((i+ j)~t)
= ζ(i, j) + tE · 12i+jζ(i+ j) + tO · t(i+ j)
= ζ(i, j) +
(
tO + (tE − tO) · 2−i−j
)
ζ(i+ j),
with t(i) = (1− 2−i)ζ(i).
2. Symbolic combinatorics and generating functions
We observe the following result, which is a special case of a more
general result of [14].
Theorem 1. The generating function Θ(z,~t) =
∑
k>0 ζ
~t({s}k)z
k of the
multi-interpolated multiple zeta values ζ~t({s}k) is given by
Θ(z,~t) =
∞∏
m=1
(
1+
1
ms · z
1− 1ms ztm
)
= exp
( ∞∑
j=1
zj
j
· (ζ(js~tj)−ζ(js(~t−~1)j))).
Moreover, the generating function Θn(z,~t) =
∑
k>0 ζ
~t
n({s}k)z
k of the
truncated multi-interpolated multiple zeta values ζ~tn({s}k) is given by
Θn(z,~t) =
n∏
m=1
(
1+
1
ms · z
1− 1ms ztm
)
= exp
( ∞∑
j=1
zj
j
(
ζ(js~tj)−ζ(js(~t−~1)j)
))
.
Corollary 1. The values ζ~t({s}k) satisfy
ζ
~t({s}k) =
k∑
`=0
ζ?({s~t)}` · ζ
(
{s(~1−~t)}k−`
)
,
where ζ({s~t}0) = ζ?({s~t}0) = 1. Thus, extraction of coefficient leads to the
stated result.
The complete Bell polynomials Bn(x1, . . . , xn) are defined via
exp
(∑
`>1
z`
`!
x`
)
=
∑
j>0
Bj(x1, . . . , xj)
j!
zj,
such that
Bk(x1, . . . , xk) =
∑
m1+2m2+···+kmk=k
k!
m1!m2! ·mn!
(x1
1!
)m1
. . .
(xk
k!
)mk
.
We obtain directly the following result.
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Corollary 2. The values ζ~t({s}k) can be expression in terms of complete
Bell polynomials:
ζ
~t({s}k) =
1
k!
Bk(x1, . . . , xk),
, with xj = (j− 1)!
(
ζ(js~tj) − ζ(js(~t−~1)j)
)
, 1 6 j 6 k.
Remark 3. Both corollaries above are also true for the truncated
variants. The Bell polynomial expression also leads to determinants
for ζ~t({s}k): a determinantal expression for Bk(x1, . . . , xk) is given
in [2] based on [3, 13]; another expression is obtained by using mod-
ified Bell polynomials Qk(x1, . . . , xk), given by
Qk(x1, . . . , xk) =
1
k!
Bk(0!x1, 1!x2, . . . , (k− 1)!xk)
=
∑
m1+2m2+···+kmk=k
1
m1!m2! ·mn!
(x1
1
)m1
. . .
(xk
k
)mk
by MacDonald [16] (see Hoffman [7] for additional properties): with
Qk(x1, . . . , xk) =
1
k!
·

x1 −1 0 . . . 0
x2 x1 −2 . . . 0
...
...
... . . .
...
xk−1 xk−2 xk−3 . . . −(k− 1)
xk xk−1 xk−2 . . . x1
 .
Proof of Theorem 1. Following [14], we use the symbolic construc-
tions from analytic combinatorics, see Flajolet and Sedgewick [4]:
let Zm = {m} be a combinatorial class of size one, 1 6 m 6 n. Due
to the sequence construction we can describe the class of multisets
Bm of Zm as follows
Bm = SEQ(Zm) = {}+Zm +Zm ×Zm +Zm ×Zm ×Zm + . . . ;
Thus, the generating function
Bm(z) =
∑
β∈Bm
w(β)tσ(β)z|β| = 1+
∑
6=β∈Bm
w(β)t|β|−1z|β|
with weight w(β) = 1
ms·|β| , is given by
Bm(z) = 1+
∞∑
j=1
tj−1m
1
(ms)j
zj = 1+
1
ms z
1− 1ms · tmz
.
Let
Mn,k = {~` = (`k, `k−1 . . . , `1) ∈Nk : 1 6 `k 6 · · · 6 `2 6 `1 6 n}.
All multisets Mn =
⋃∞
k=1Mn,k, with k-multisets of {1, 2, . . . ,n} can
be combinatorially generated by
Mn = B1 ×B2 × · · · ×Bn.
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Hence, the generating function Θn(z,~t) is given by the stated for-
mula. The result for the non-truncated multiple zeta values follow
by taking the limit. Then, we use the exp− log representation and
the expansion of ln(1− z) to get
Θ(z,~t) = exp
( ∞∑
m=1
ln
(
1−
z(tm − 1)
ms
)
− ln
(
1−
ztm
ms
))
= exp
 ∞∑
m=1
∞∑
j=1
zj
j
· t
j
m − (tm − 1)j
mjs

= exp
 ∞∑
j=1
zj
j
(
ζ(js~tj) − ζ(js(~t−~1)j)
) .

Proof of Corollary 1. From the expression for Θ(z,~t) we get
ζ
~t({s}k) = [z
k]Θ(z,~t) = [zk]
( ∞∏
m=1
(
1+
(1− tm)z
ms
))( ∞∏
m=1
1
1− ztmms
)
.
The former expression is exactly the generating function of ζ({s(~1−
~t)}k), whereas the latter expression is the generating function of
ζ?({s~t}k). 
3. Quasi-shuffle product for multi-interpolated zeta values
We discuss algebraic properties of the multi-interpolated multi-
ple zeta values. Following Hoffman [6, 9, 10] and Yamamoto [19],
let A = {z1, z2, . . . } denote a countable set of letters. Let Q〈A〉 de-
note the rational non-commutative polynomial algebra and h1 the
underlying rational vector space of Q〈A〉. There are two products ∗
and ? on h1 defined by
x ∗ 1 = 1 ∗ x = x, x ? 1 = 1 ? x = x,
For words x = au, y = bv we have
x ∗ y = a(u ∗ bv) + b(au ∗ v) + a  b(u ∗ v),
whereas
x ? y = a(u ? bv) + b(au ? v) − a  b(u ? v).
Here,  denotes the commutative product
zi  zj = zi+j,
and zi  1 = 1  zi = 0. The product ∗ correponds to the multiplica-
tion of multiple zeta values, whereas the ? product to the multiple
zeta star values.
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Remark 4. If the  product is defined trivially by x  y = 0, then
both products reduce to the shuffle product: ∗ = ? = .
Let h0 be the subspace of h1 generated by 1 and monomials that
do not start with z1, then the linear function ζ : h0 → R, given by
ζ(zi1 . . . zik) = ζ(i1, . . . , ik).
and ζ(1) = 1 is a homomorphism from (h0; ∗) to the reals.
Let x and y denote non-empty words. Yamamoto [19] introduced
a product
t∗ such that
ζt(x
t∗ y) = ζt(x) · ζt(y).
Here, ζt denotes the map from s(h,
t∗) to R, such that
ζt(zi1 . . . zik) = ζ
t(i1, . . . , ik).
This also extends to truncated multiple zeta values.
Following [19], we introduce a multi-interpolated product
~t∗ such
that
ζ
~t(x
~t∗ y) = ζ~t(x) · ζ~t(y).
For the new product
~t∗ we introduce a variable ~t. It does not com-
mute with any letters zi of the alphabet A. Moreover, the maps ζ
~t
n,
as well as ζ~t, take into account the position of ~t.
The ordinary stuffle product ∗ acts in the following way on words
in Q〈A〉[~t], consisting of letters aj ∈ A together with powers of
~t. Let x = ~tm1a1u with u = ~tm2a2 . . .~tmnan and y = tk1b1v with
v = ~tk2a2 . . .~tkrbr. Then, x ∗ y is given by
x ∗ y = ~tm1a1(u ∗ y) +~tk1b1(x
~t∗ v) + tm1+k1a1  b1(u ∗ v).
Example 3. Let x = zi1~tzi2 and y = ~tzi1zi2
ζ(x) = ζ(zi1~tzi2) =
∑
`1>`2>1
t`2
`
i1
1 `
i2
2
6= ζ(y) = ζ(~tzi1zi2) =
∑
`1>`2>1
t`1
`
i1
1 `
i2
2
.
Our definition is looks identical similar to [19]. The key difference
is the non-commutativity, i.e. x1 = a~tu 6= ~tab = x2.
Definition 3 (Product
~t∗). Let x,y denote two words. If y = 1 then
x
~t∗ 1 = 1 ~t∗ x = x.
For x = a and y = b single letter words we have
x
~t∗ y = a ~t∗ b = ab+ ba+ (1− 2~t)a  b
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For words x = au, y = bv we have
x
~t∗ y = a(u ~t∗ bv)+b(au ~t∗ v)+(1−2~t)ab(u ~t∗ v)+(~t2−~t)ab (u ~t∗ v).
Remark 5. When the variable ~t is evaluated into t, then
~t∗=t∗. For
~t = t = 1 we reobtain the ordinary stuffle product for multiple zeta
star values,
1∗= ? where as~t = t = 0 we reobtain the ordinary stuffle
product for multiple zeta values, denoted by
0∗= ∗.
Example 4. Let x = a = zi and y = b = zj. Then
ζ
~t(x
~t∗ y) = ζ~t(ab) + ζt(ba) + ζ~t((1− 2~t)(a  b))
= ζ
~t(i, j) + ζ~t(j, i) +
∑
`>1
1− 2t`
`i+j
= ζ(i, j) + ζ
(
(i+ j)~t
)
+ ζ(j, i) + ζ
(
(i+ j)~t
)
+
∑
`>1
1− 2t`
`i+j
= ζ(i, j) + ζ(j, i) + ζ(i+ j) = ζt(i) · ζt(j),
since ζt(i) = ζ(i) and ζt(j) = ζ(j).
In order to prove
ζ
~t(x
~t∗ y) = ζ~t(x) · ζ~t(y).
we follow closely the strategy of [19]. First, we introduce an opera-
tor S~t.
Definition 4. For the empty word 1 and a single letter a ∈ A
S
~t1 = 1, S~ta = a.
For x = au, where and u another word, we set
S
~t(x) = S
~t(au) = aS
~t(u) +~ta  S~t(u).
For a word x ∈ Q〈A〉[~t], consisting of letters aj ∈ A together with
powers of ~t,
x = ~tm1a1u
with u = ~tm2a2 . . .~tmnan, we have
S
~t(x) = S
~t(~tm1a1u) = ~t
m1a1S
~t(u) +~tm1+1a1  S~t(u).
We note again that ~t does not commute with the letters a ∈ A,
but ~t evaluated to a constant t does. This operator encodes the
decomposition of ζ~t(i1, . . . , ik) into ordinary multiple zeta values
and sums involving ~t.
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Example 5. Let x = zizjzk denote word of length three. Then
S
~t(x) = ziS
~t(zjzk) +~tzi  S~t(zjzk)
= zizjzk + zi~tzj  zk +~tzi  zjzk +~tzi ~tzj  zk
= zizjzk + zi~tzj+k +~tzi+jzk +~t
2zi+j+k.
This corresponds exactly to the decomposition of the multi-interpolated
multiple zeta value ζ~t(i, j,k) in Example 1.
In order to describe S~t(x) for a word x, we introduce the no-
tation of [19]: for n ∈ N let Rn denote the set of subsequences
r = (r0, . . . , rs) of (0, . . . ,n) such that r0 = 0 and rs = n. For such r
and a word x = a1 . . .an, we define the word Con
~t
r(x) with respect
to ~t. It is the weighted contraction of x with respect to r, weighted
according
Con~tr(x) = ~t
r1−r0−1b1 ·~tr2−r1−1b2 · · ·~trs−rs−1−1bs, bi = ari+1 ◦ · · · ◦ari+1 .
Lemma 1. Let x = a1 . . .an. The operator S
~t has the properties
(1) S~t(x) =
∑
r∈Rn Con
~t
r(x),
(2) (S~t − 1)nx = 0,
(3) S~t1+~t2 = S~t1 · S~t2 as operators.
Remark 6. Note that for ~t = t the weighted contraction simplifies
to
Con~tr(x) = t
∑s
i=1(ri−ri−1−1)Conr(x) = tn−sConr(x) = tσ(r)Conr(x),
where Conr(x) = b1 · · ·bs denotes the standard contraction operator
of [19].
Proof. The first part follows directly from the definition. Part b is
shown using induction. We actually prove the stronger statement
that (S~t − 1)nx = 0 for x = ~tm1a1~tm2a2 . . .~tmnan. The statement
is obviously true for an empty word 1, as well as a single letter
word x = ~tma. Let x = ~tm1a1u with a1 a single letter and u =
~tm2a2 . . .~tmnan the subword. By
(S
~t − 1)nx = ~tm1(S~t − 1)n−1(S~t − 1)a1u.
By a slight generalization of part a we observe (S~t − 1)a1u is a
combination of words of length less or equal n − 1. Hence, by
the induction hypothesis the expression is equal to zero. For part
(c) we observe that both the initial values are equal for words of
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length zero and one, as well as the recurrence relations. Let x =
t
m1
1 t
k1
2 a1t
m2
1 t
k2
2 a2 . . . t
mn
1 t
kn
2 an = t
m1
1 t
k1
2 a1u. Then,
S
~t1+~t2(x) = tm11 t
k1
2 a1S
~t1+~t2(u)tm11 t
k1
2 (~t1 +~t2)a1  S
~t1+~t2(u).
On the other hand,
S
~t1(x) + S
~t2(x) = tm11 t
k1
2
(
a1S
~t1(u) + ~t1a1  S~t1(u)
)
+ tm11 t
k1
2
(
a1S
~t2(u) + ~t2a1  S~t2(u)
)
,
which equals the former recurrence relation. 
Before we turn to our proof, we need to extend the standard har-
monic products to words x ∈ Q〈A〉[~t], consisting of letters aj ∈ A
together with powers of ~t. Let x = ~tmau, y = ~tjbv with u, v ∈∈
Q〈A〉[~t]. Then
x ∗ y = ~tma(u ∗ y) +~tjb(x ~t∗ v) +~tm+ja  b(u ∗ v).
Now we turn to the proof.
Proposition 1. Let
~t∗ denote the commutative product on the algebra
Q〈A〉[~t]. The map S~t is an isomorphism from (h[~t], ~t∗) to (h[~t], ∗), such
that
S
~t(x
~t∗ y) = S~t(x) ∗ S~t(y).
Then, ζ~t = ζ ◦ S~t and
ζ
~t(x
~t∗ y) = ζ~t(x) · ζ~t(y).
Proof. We proceed by induction with respect to the total length of
the words. For x = 1 or y = 1 or both, this is obviously true. For
x = a and y = b, corresponding to Example 4, we have
S
~t(a
~t∗ b) = S~t(ab+ ba+ (1− 2~t)a  b)
= ab+~ta  b+ ba~tb  a+ (1− 2~t)a  b
= ab+ ba+ 2~ta  b+ a  b− 2~ta  b
= ab+ ba+ a  b = S~t(a) ∗ S~t(a).
Assume that x = au and y = bv. On one hand, we have
S
~t(x) ∗ S~t(x) = (aS~t(u) +~ta  S~t(u)) ∗ (bS~t(v) +~tb  S~t(v)).
Let U = S~t(u) and V = S~t(v). Thus,
S
~t(x) ∗ S~t(x) = (aU+~ta U) ∗ (bV +~tb  V).
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Expanding the term above gives
S
~t(x) ∗ S~t(x) = (aU) ∗ (bV) + (aU) ∗ (~tb  V) (5)
+ (~ta U) ∗ (bV) + (~ta U) ∗ (~tb  V). (6)
On the other hand, by definition of
~t∗ we have
S
~t(x
~t∗ y) = S~t(a(u ~t∗ bv))+ S~t(b(au ~t∗ v))+ S~t((1− 2~t)a  b(u ~t∗ v))
+ S
~t
(
(~t2 −~t)a  b  (u ~t∗ v)).
By the definition of S~t we get further
S
~t(x
~t∗ y) = aS~t(u ~t∗ bv)+~ta  S~t(u ~t∗ bv)
+ bS
~t
(
au
~t∗ v)+~tb  S~t(au ~t∗ v)
+ (1− 2~t)a  bS~t(u ~t∗ v)+ (1− 2~t)~ta  b  S~t(u ~t∗ v)
+ S
~t
(
(~t2 −~t)a  b  (u ~t∗ v)).
Simplification gives
S
~t(x
~t∗ y) = aS~t(u ~t∗ bv)+~ta  S~t(u ~t∗ bv)
+ bS
~t
(
au
~t∗ v)+~tb  S~t(au ~t∗ v)
+ (1− 2~t)a  bS~t(u ~t∗ v)−~t2a  b  (u ~t∗ v)).
Let U = S~t(u) and V = S~t(v). By the induction hypothesis, we get
further
S
~t(x
~t∗ y) = a(U ∗ S~t(bv))+~ta  (U ∗ S~t(bv))
+ bS
~t(au) ∗ S~t(v) +~tb  S~t(au ~t∗ v)
+ (1− 2~t)(a  b)(U ∗ V) −~t2a  b  S~t(U ∗ V).
Using again the definition of S~t, we obtain
S
~t(x
~t∗ y) = a(U ∗ (bV))+ a(U ∗ (~tb  V))
+~ta  (U ∗ bV) +~ta  (U ∗ (~tb  V))
+ b
(
(aU) ∗ V)+ b((~ta U) ∗ V)
+~tb  ((aU) ∗ V)+~tb  ((~ta U) ∗ V)
+ (1− 2~t)(a  b)(U ∗ V) −~t2(a  b  (U ∗ V)).
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We use the following identities of [12] (see also [19]):
(a U) ∗ (bV) = a  (U ∗ (bV))+ b((a U) ∗ V)− (a  b)(U ∗ V),
(aU) ∗ (b  V) = b  ((aU) ∗ V)+ a(U ∗ (b  V))− (a  b)(U ∗ V),
(a U) ∗ (b  V) = a  (U ∗ (b  V))+ b  ((a U) ∗ V)− (a  b)  (U ∗ V).
They imply that
~ta  (U ∗ (bV))+ b((~ta U) ∗ V) = (~ta U) ∗ (bV) +~t(a  b)(U ∗ V),
~tb  ((aU) ∗ V)+ a(U ∗ (~tb  V)) = (aU) ∗ (~tb  V) +~t(a  b)(U ∗ V),
~ta  (U ∗ (~tb  V))+~tb  ((~ta U) ∗ V) = (~ta U) ∗ (~tb  V) +~t2(a  b)  (U ∗ V).
Together with the definition
(aU) ∗ (bV) = a(U ∗ (bV))+ b((aU) ∗ V) + (a  b)(U ∗ V),
we get the desired result
S
~t(x
~t∗ y) = (~ta U) ∗ (bV) + (aU) ∗ (~tb  V) + (~ta U) ∗ (~tb  V) + (aU) ∗ (bV),
which equals S~t(x) ∗ S~t(y) (5). 
4. Summary and Outlook
We introduced a multi-interpolated multiple zeta value ζ~t(~i) with
variables~t = (t1, t2, . . . ), generalized the ordinary interpolated mul-
tiple zeta value ζt(~i), case t` = t, 1 6 `. A few properties of ζ~t(~i)
where established in this note, in particular, formulas for ζ~t({s}k), as
well as a stuffle product.
At the moment, it seems difficult to translate more properties for
ζt(~i) to ζ~t(~i). Yamamoto established, amongst many other things,
the sum property for interpolated multiple zeta values:∑
k1>2,ki>1∑n
`=1 k`=k
ζt(k1, . . . ,kn) = ζ(k) ·
n−1∑
j=0
(
k− 1
j
)
tj(1− t)n−1−j,
with k > n. For ζ~t(~i), it seems that only the simplest case n = 2 can
be easily treated in full generality:
k−1∑
k1=2
ζ
~t(k1,k− k1) = ζ(k) + (k− 2)ζ(k~t).
However, we expect that at least a few of the results of [19] can be
extended to the even-odd interpolated values ζtE,tO(i1, . . . , ik) (see
Example 2).
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Yet another generalization of ζt(k1, . . . ,kn) are interpolated Schur
multiple zeta values, as introduced in [17], see also [1]. We note
at the end, that it is possible to introduce multi-interpolated Schur
multiple zeta values, unifying interpolated Schur multiple zeta val-
ues and multi-interpolated multiple zeta values: the parameters
v(m), counting the vertical equalities, and h(m), counting the hori-
zontal equalities can be refined by taking into account the values of
the equal entries, leading to ~t~v(m)(~1−~t)~h(m) (see [1], Definition 2.3);
here λ denotes a given Young diagram.
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