Abstract-This paper presents our approach to the OneMinute Gradual-Emotion Recognition (OMG-Emotion) Challenge, focusing on dimensional emotion recognition through visual analysis of the provided emotion videos. The approach is based on a Convolutional and Recurrent (CNN-RNN) deep neural architecture we have developed for the relevant large AffWild Emotion Database. We extended and adapted this architecture, by letting a combination of multiple features generated in the CNN component be explored by RNN subnets. Our target has been to obtain best performance on the OMG-Emotion visual validation data set, while learning the respective visual training data set. Extended experimentation has led to best architectures for the estimation of the values of the valence and arousal emotion dimensions over these data sets.
I. INTRODUCTION
Generating emotion databases, especially in-the-wild, and organizing related Challenges has recently proven to be of great significance in the development of novel emotion recognition techniques [10] and methodologies [9] [6] . Such Challenges included, in 2017, the EmotiW [2] , focusing on categorical emotion recognition in-the-wild, the AVEC [12] , focusing on dimensional emotion recognition and the AffWild [8] [13] Challenge, which the authors of this paper developed, focusing on dimensional emotion recognition in-the-wild.
The current One-Minute-Gradual Emotion Dataset (OMGEmotion Dataset) [1] is composed of 420 relatively long emotion videos with an average length of 1 minute, collected from a variety of Youtube channels. It provides both dimensional and categorical annotations, as well as textual descriptions of what was spoken in the videos.
In this paper we focus only on the visual part of the provided videos. Contextual information can be combined with our approach to improve the obtained results, but this is rather an extension, of our target in the presented approach. Our approach is based on a CNN-RNN deep neural architecture which has produced best performance on the AffWild database [5] . We use the specific architecture to initialize the training procedure [7] , using the OMG-Emotion visual training dataset. We then extend and adapt this architecture, by combining multiple components in the deep network structure, the error criteria used in network training and applying different postprocessing strategies. We evaluate the performance of the developed approaches on the OMG-Emotion validation dataset and present the obtained results. These approaches have been also applied to the OMG-Emotion test dataset.
Section II gives a short description of both AffWild and OMG-Emotion Databases. The proposed approach is presented in Section III. The experimental study is summarized in Section IV. Section V presents the derived conclusions and possible future extensions.
II. DIMENSIONAL EMOTION DATABASES IN-THE-WILD
In this Section we provide a short description of the OMGEmotion database, analysis of which is the target of this paper, as well as of the AffWild Database, which has been used to initialize the deep neural network architecture developed in this paper.
1) AffWild Database: We have created the Aff-Wild database [8] [13] consisting of 298 videos, with a total length of more than 30 hours. The aim was to collect spontaneous facial behaviors in arbitrary recording conditions. To this end, the videos were collected using the Youtube video sharing web-site. The main keyword that was used to retrieve the videos was reaction. The database displays subjects reacting to a variety of stimuli (i.e., from a video to tasting something hot or disgusting). The subjects display both positive or negative emotions (or combinations of them). The videos contain subjects from different genders and ethnicities with high variations in head pose and lightning. Different annotators have provided valence and arousal emotion dimension values for all videos in the database.
2) OMG-Emotion Dataset: The dataset contains in-thewild videos where emotion expressions emerge and develop over time based on monologued scenarios, annotated by a large number of annotators. In particular, the dataset includes a total of 178 unique videos, totalizing 2725 video clips with each clip consisting of a single utterance. Each video is split into several sequential utterances, each one with an average length of 8 seconds, and having an average length of around 1 minute. After annotation collection, a total of 11635 unique annotations were obtained, averaging 5 annotations per video. Youtube was used as the source for dataset samples, with samples containing ample variety in recording conditions, speakers and expressed emotions. Acted monologues can have utterances displaying both neutral and salient emotions, depending on the setting of the monologue itself.
III. THE PROPOSED APPROACH
For this challenge we experimented with many different architectures, both CNN and CNN plus RNN. The design of our models was based on two widely used CNN architectures: VGG-16 and ResNet-50.
A. Exploiting VGG Face/VGG-16 CNN networks Table I shows the configuration of the CNN architecture based on VGG-16. It is composed of 8 blocks. For each convolutional layer the parameters are denoted as (channels, kernel, stride) and for the max pooling layer as (kernel, stride). The output number of units is also shown in the Table. The use of 2 Fully-Connected (FC) layers, before the final output layer, was found to provide the best results. In order to match the continuous evolution of the contextual information in the data, we developed and used CNN-RNN architectures. Table II shows the configuration of the developed basic CNN-RNN. The CNN part of this architecture is based on the convolutional and pooling layers of VGG-16. It is followed by a fully connected layer. On top of that, a 2 layered RNN is stacked, giving the final estimates for valence and arousal.
In our approach we developed three extensions of this architecture, by extracting more features from the CNN part and exploiting them with different RNN subnets. In the first of these extensions, the CNN-1RNN configuration was also based on the convolutional and pooling layers of VGG-16 followed by a fully connected one with 4096 units. In this, however, the outputs of: i) the last convolutional layer of VGG-16, ii) the last pooling layer of VGG-16 and iii) the fully connected layer, were concatenated and given as input to a 2 layered RNN stacked on top. Then the output layer followed, that gave the final estimates. The second extended CNN-2RNN configuration was based on the convolutional and pooling layers of VGG-16 followed by a fully connected one with 4096 units, as well. 2 RNNs were stacked on top of it: i) the output of the last pooling layer of VGG-16 was given as input to one of them and ii) the output of the fully connected layer was given as input to the other RNN. Then, the outputs of the RNNs were concatenated and were passed to the output layer that gave the final estimates. A similar configuration was tested, including a hidden layer before the output, so as to exploit more complex correlations between the outputs of the above two RNNs (CNN-2RNN-FC).
The last extended CNN-3RNN configuration was also based on the convolutional and pooling layers of VGG-16 followed by a fully connected one with 4096 units. However, 3 RNNs were stacked on top of it: i) The output of, either the last or the one before the last (penultimate), convolutional layer of VGG-16 was given as input to one RNN, ii) the output of the last pooling layer of VGG-16 was given as input to the second RNN and iii) the output of the fully connected layer was given as input to the third RNN. Then, the outputs of the RNNs were concatenated and were passed to the output layer that gave the final estimates. A similar configuration, with a hidden layer before the output, was tested as well, so as to exploit more complex correlations between the outputs of the afore mentioned 3 RNNs (CNN-3RNN-FC) .
2) CNN plus RNN, based on ResNet-50:
We also tested CNN-RNN architectures, based on the deep CNN residual network (ResNet) consisting of 50 layers [4] . The first layer of the ResNet-50 model is comprised of a 7 × 7 convolutional layer with 64 feature maps, followed by a max pooling layer of size 3×3. Next, there are 4-bottleneck blocks, where after each block a shortcut connection is added. Each of these blocks is comprised of 3 convolutional layers of sizes 1 × 1, 3 × 3, and 1 × 1 with different number of feature maps.
As in the VGG case, in addition to the use of ResNet-50, we stacked, on top, a 2-layered RNN that provided the final estimates. We also experimented with the use of a fully connected layer before the RNN (CNN-FC-RNN) .
3) Fusion of Networks / Ensemble methodology:
The last methodology that we followed was based on the fusion of some of the above described networks. The fused network consisted of two different CNN-RNN architectures, of which, the outputs of the RNN layers were concatenated and passed either to : i) the output layer, or ii) a fully connected layer that preceded the output layer. In more detail, we fused: i) a CNN-RNN network, where the CNN part was based on the convolutional and pooling layers of VGG-16 followed by a fully connected one with 4096 units and the RNN consisted of 2 layers and ii) another CNN-RNN network, where the CNN part was based on the convolutional and pooling layers of ResNet-50 followed by either: i) a RNN, or ii) a fully connected one and a RNN. The RNN in both cases had 2 layers.
C. Pre-processing, Network Training and Testing
We cropped the input images to the bounding boxes. In order to do so, we used the Deformable Part Model (DPM) detector ffld2 [3] [11] . This resulted in generation of the facial images to be processed. Then, we resized those facial images to 96 × 96 × 3 pixel resolution and normalized the images' intensity values to the range [−1, 1]. Those images were then fed as input to our networks for training. The training was end-to-end. Before training on the OMG-Emotion training Dataset, we pretrained our networks on the large AffWild database. In the case of model fusion, we tried two different techniques: either we pretrained the models on the AffWild and then trained them together on the OMG-Emotion training Dataset or we used the weights of the networks that had the best performance when trained alone on the OMG-Emotion training Dataset and then trained them together.
To train our CNN plus RNN networks, we used a batch size of 4 and sequence length of 80 consecutive frames. The annotation was made per utterance, meaning that one value for valence and one for arousal was given to each utterance. For training our networks, each sequence was given the value of the utterance that it came from. For testing the performances, the CCC measure was used as evaluating criterion and each utterance was assigned the mean or median of the values of the frames that it consisted of.
D. Objective function
Our loss function was based on the Concordance Correlation Coefficient (CCC) metric that has been shown to provide better insight on whether the prediction follows the structure of the ground truth annotation. Hence, our loss was defined as L c = 1 − ρ c , with:
where s y andȳ are the variance and the corresponding mean value of the ground truth labels, s f (x) andf (x) are the variance and the corresponding mean (across batches) of (f (x)); with x being the predictions of the network across a sequence and the function f (.) computing either the mean or the median ; s yf (x) is the respective covariance value.
In other words, we first computed the mean or median of the predictions of our network for each sequence and then we used those values (in every iteration those values were 4 since the batch size was 4) to compute the CCC.
E. Post-processing
Finally, for all investigated methods, a chain of postprocessing steps was applied: i) to the per frame predictions, median filtering (with size of window being 81 for valence and 3 for arousal) and ii) to the per utterance predictions, smoothing (especially to those that consisted of too few frames). Any of these post-processing steps was kept when an improvement was observed on the CCC of the validation set, and applied then, with the same configuration on the test partition.
IV. EXPERIMENTAL RESULTS AND ABLATION STUDY
In the following we provide specific information on the selected structure and parameters of the developed end-to-end neural architectures and also experimental results for most of them.
1) VGG-16 CNN network: Extensive experiments have been performed by selecting different network parameter values, including: (1) the number of fully connected layers (1 − 3; optimal was found to be 2); (2) the number of neurons in each fully connected layer (1st FC: 1024 − 4096; optimal was found to be 4096 ; 2nd FC: 1024 − 4096; optimal was found to be 2048); (3) the batch size used for network parameter updating (10 − 100; optimal was found to be 80); (4) the value of the learning rate (0.0001 − 0.001; optimal was found to be 0.001); (5) the dropout probability value (0.40 − 0.8; optimal was found to be 0.5).
2) CNN plus RNN, based on VGG-16: For the part before the RNN layers, we kept the convolutional and pooling parts of VGG-16 followed by a fully connected layer with 4096 hidden units and dropout probability equal to 50. Above that, we stacked either one or two or three RNNs as described in Section III-B1. In some architectures those RNNs were followed by a fully connected layer (before the output); after experimenting with the number of units in the range 32 − 256, we found that the best results were obtained with 64 units. For the RNNs, the Gated Recurrent Unit (GRU) neuron model was preferred to the Long Short Term Memory (LSTM) one and a 2-layered architecture as well. After extensive experimentation, dropout probability equal to 0.2, between the 2 GRU layers, was found to give optimal results.
3) CNN plus RNN, based on ResNet-50: Here we experimented with putting a fully connected layer after the ResNet-50 and before the RNN. We selected hidden units in the range 0 − 4096. Optimal results have been found when we did not have a fully connected layer.
4) Fusion of Networks / Ensemble methodology: Here we experimented with putting (or not) a fully connected layer before the output. We selected hidden units in the range 0 − 128. Optimal results have been found when we did not have a fully connected layer. be seen that with post-processing the best results have been improved by 7.7% for valence and 3.5% for arousal.
V. CONCLUSIONS
In this paper we have proposed a multi-component CNN-RNN architecture for dimensional -in terms of valence and arousal -emotion recognition based on facial expression analysis in the provided OMG-Emotion visual datasets. The obtained best CCC performances in the validation datasets were quite high, 0.49 for valence and 0.31 for arousal, much higher than the provided baselines of 0.23 and 0.12 respectively. Respective submissions have been made for the OMG-Emotion test dataset.
