It is well-known that the first and second Painlevé equations admit solutions characterised by divergent asymptotic expansions near infinity in specified sectors of the complex plane. Such solutions are pole-free in these sectors and called tronquée solutions by Boutroux. In this paper, we show that similar solutions exist for the third and fourth Painlevé equations as well.
Introduction and statement of results
The third and fourth Painlevé equations are the following two second order nonlinear differential equations where α, β, γ and δ are arbitrary constants. Their solutions, which are called the Painlevé transcendents, satisfy the famous Painlevé property, i.e. all of their movable singularities are poles. Although the Painlevé equations were originally studied from a purely mathematical point of view, it has been realised in recent years that they play an important role in many other mathematical and physical fields (see [6, 11, 13] and references therein). Due to their importance as well as beautiful properties, the Painlevé transcendents are viewed as new members of the community of special functions (see [5] and [24, Chap. 32] ). An important part of studying Painlevé transcendents is to investigate their asymptotic behaviour. More specifically, we discern two directions of research: The first direction is to study asymptotics of certain solutions on the real axis and find the relations between their asymptotic behaviours at two endpoints of an interval, usually (−∞, ∞) or (0, ∞). These relations are called connection formulas (see for example [2, 3, 9, 14] ). Connection formulas have also been studied on the imaginary axis (see [20, 21] ). The other direction is to study the asymptotics in the complex plane. Usually, Painlevé transcendents have poles in the complex plane, whose locations depend on the initial conditions of the corresponding differential equation. But, in sectors containing one special ray in the complex x-plane, there also exist some solutions which are pole-free when |x| is large. Such solutions were named tronquée solutions by Boutroux [4] when he studied Painlevé equations one hundred years ago. These solutions usually have free parameters appearing in exponentially small terms for large |x| (see Its and Kapaev [15] ). Moreover, there are some solutions without any parameters, which are pole-free in larger sectors containing three special rays. Such solutions are called tritronquée solutions. Recently, Joshi and Kitaev [17] reconsidered these solutions and proved the existence and uniqueness of tritronquée solutions for the first Painlevé equation with more modern techniques. Later on, similar results were obtained for the first and second Painlevé hierarchies as well (see [8, 16, 18, 19] ). Note that tronquée solutions for the fifth Painlevé equation are also studied by Andreev and Kitaev [1] and Shimomura [25] . In these two papers, the method used are different from that in [17] .
In the literature, tronquée solutions to the first Painlevé equation
are well studied. For P I , when studying the behaviour of their tritronquée solutions in the unbounded domain, people are also interested in their properties in the finite domain. Based on numerical results (see for example [12] ), Dubrovin [10] conjectures that the tritronquée solutions for P I are analytic in a neighbourhood of the origin and in a sector of central angle 8π/5 containing the origin. This conjecture was proved by Costin, Huang and Tanveer [7] very recently. It is not clear whether similar conjectures are true for other Painlevé equations.
In this paper, we will follow Joshi and Kitaev's idea in [17] and study the tronquée solutions for the P III and P IV equations. Although some divergent power series solutions for these two equations are known, tronquée solutions, to the best of our knowledge, have not appeared in the literature. So we think it is worthwhile to prove the existence of these tronquée solutions, give the regions of validity of these solutions and their general asymptotic behaviour. Moreover, it is worth mentioning that comparing with other methods like the isomonodromy method, Joshi and Kitaev's approach used in this paper is more straightforward.
Before we state our main results, we note that (see [13, p.150] and [22] ), using Bäcklund transformations, it suffices to study only two cases for the P III equations: (i) γδ = 0 and (ii) γδ = 0. Moreover, these two cases can be reduced to the following canonical ones: (i) γ = 1 and δ = −1 and (ii) α = 1, γ = 0 and δ = −1 without loss of generality (see [13, p.150] and [22] ). Thus, for P III , we only need to study the following two equations:
For the above two equations, we have the following results.
Theorem 1. For k = 0, 1 and x 0 = 0, the following two statements hold:
1. There exist one-parameter solutions of P
with the following asymptotic expansion
Here a n+1 , n ≥ 0, are determined by the recurrence relation
2. There exists a unique solution of P
III in each of the following sectors
with the asymptotic expansion given in (1.7).
Remark 1. It is known that there exist rational solutions for P
III if and only if α ± β = 4k, k ∈ Z (see [5, 22] ). As these rational solutions satisfy the above asymptotic expansion (1.7), they are the unique tronquée solutions in the second part of Theorem 1. They are pole-free in Ω (m) k when |x| is large since all of their poles are located in a bounded region in the complex x-plane. Moreover, our theorem suggests that, even for arbitrary parameters α and β, there still exist tronquée solutions which are pole-free in a pretty big sector Ω (m) k for large x. We think this is an interesting observation. III equation (1.4) directly, we consider an equivalent system of first order differential equations instead. Similar situations occur in the P (ii) III and P IV cases as well. The detailed explanations will be provided later in this section.
Theorem 2. For k = 0, 1, 2, 3 and x 0 = 0, the following two statements hold true:
1. There exist one-parameter solutions of P (ii) III in the sectors n+1 , n ≥ 0, are determined by the recurrence relation
2. For any branch of x 1/3 , there exists a unique solution of P
(ii)
III in C \ Γ with the asymptotic expansion given in (1.11). Here Γ is an arbitrary branch cut connecting 0 and ∞.
Remark 3. In the literature, (1.5) is also called the P III of type D 7 according to the algebro-geometric classification scheme in [23] . It is also called the degenerate P III by Kitaev and Vartanian in [20, 21] . III equation in [20, 21] . By using the isomonodromy deformation method, they obtained asymptotics for solutions u(x) when x → ±∞ and x → ±i∞. These solutions are similar to the one-parameter solutions in the first part of our Theorem 2. Their asymptotic formulas involve a term x 1/3 and a trigonometric term. See for example formulas (39), (41) and (42) in [20] .
Remark 5. In [21] , Kitaev and Vartanian obtained significant asymptotic formulas for u(x) which are valid in the neighbourhood of poles. In addition, they got asymptotics for these poles, see Theorem 2.1-2.3 in [21] . Note that these poles are located on the real or imaginary axis depending on different monodromy data.
We obtain the following results for P IV :
Theorem 3. For k = 0, 1, 2, 3 and x 0 = 0, the following statements hold true:
1. There exist one-parameter solutions of P IV in the regions
Here a
, a 
with a
2. There exist a unique solution of P IV whose asymptotic behaviour as |x| → ∞ is given by (1.13) respectively in the regions 1. f (x, w) is a polynomial in the components w j of w, j = 1, · · · , N, with coefficients that are holomorphic in x in the region 0 < x 0 ≤ |x| < ∞, x ∈ S, where x 0 is a constant.
2. The coefficients of the polynomial f (x, w) have asymptotic series in powers of x −1 , as x → ∞, in S. 4. The differential equation
is formally satisfied by a power series of the form ∞ n=1 a n x −n .
Then there exists, for sufficiently large x in S, a solution w = φ(x) of (1.19) such that, in every proper subsector of S,
Note that in Wasow's theorem, the function f (x, w) in (1.19) needs to be polynomial in terms of the components of the unknown function w. However, there are 1 u terms in both P III and P IV equations in (1.1) and (1.2) . This means we cannot directly apply Wasow's theorem like the P I and P II cases in [17, 18] . Fortunately, there exist first order differential systems for Painlevé equations where all unknown functions are given in polynomial terms. We will consequently use these first order differential systems to derive our results. This also explains Remark 2, where {A (m) n } are actually coefficients for the other solution in the systems.
In the remaining part of this paper, we will prove Theorems 1-3 in Sections 2-4, respectively. Because Sections 2-4 are self-contained, we shall use the same notation for the functions and variables but it will mean different things in different sections. We hope that this will not cause any confusion.
The P (i)

III equations
The P III equations (1.1) can be written as the following system of first order differential equations:
where
. That is, eliminating U from the above equations gives us (1.1). For case (i), γ = 1, δ = −1 and the first order equations are
Then we get the formal solutions to the above system. Proposition 1. We have the following formal solutions for (2.2) 
Since (2.5) is only valid for case (i), where γ = 1 and δ = −1, it is more convenient to use (2.1) to consider both cases in the current and next sections.
Although the original P terms, the right-hand side of the first order system (2.
and has a formal expansion given by
It is easy to see that conditions 1, 2 and 4 in Wasow's theorem are satisfied with q = 0. To verify condition 3, let us denote the right-hand side of (2.7) by (f 1 , f 2 ) T . Then we have The above proposition gives us the existence of solutions to P (i) III with specific asymptotic expansions given in (1.7). However, these solutions may not be unique because some exponentially small terms with arbitrary parameters could exist. To understand these solutions better, more detailed analysis about their properties is needed. This will prove our Theorem 1.
Proof of Theorem 1. Let (u 0 , U 0 ) be a solution of (2.2) with asymptotic behaviour as given in (2.3). Consider a perturbation
of this solution. Then u and U satisfy
Since | u|, | U| ≪ 1, it is sufficient to consider the following linear system to determine the asymptotic behaviour of u and U d dx
By (2.3), the coefficient matrix B(x) in the above equation has the following asymptotic behaviour:
where J is the matrix in (2.8) with eigenvalues given in (2.9). So, by Theorem 12.3 in [26] , 
Consequently, we have
with two arbitrary parameters c 1 and c 2 . To ensure our assumption | u| ≪ 1, we need to choose either c 1 = 0, or c 2 = 0, or a correct sector such that Re e λ i x < 0. According to the specific values of λ 1,2 in (2.9), we prove the first part of our theorem.
To prove the second part of our theorem and achieve uniqueness, we consider solutions in the following sectors
with a small ε > 0. Let (u 1 , U 1 ) and (u 2 , U 2 ) be two solutions of (2.2) whose asymptotic expansions are given by (2.3) in sectors S which we define in the overlap of the two sectors
Since (u 1 , U 1 ) and (u 2 , U 2 ) satisfy the same asymptotic expansion, we have
for all j ∈ N. Moreover, one can verify using (2.2) that w(x) and W (x) satisfy the following equations
The coefficient matrix B(x) satisfies the same asymptotic behaviour as B(x) does in (2.12). Then by the same argument as in the first part, we get
To ensure w(x) satisfies the asymptotic behaviour in (2.17) for x ∈ S 
The P
III equations
For case (ii), where α = 1, γ = 0 and δ = −1, the first order equations (2.1) reduce to the following form:
Then we obtain the formal solutions.
Proposition 3. We have the following formal solutions for (3.1) and the subsequent coefficients are determined by (1.12).
Proof. Inserting (3.2) into (3.1) gives us the results.
Again, applying Wasow's theorem 4, we get the existence of the solutions to P
III with asymptotic expansions as given in (1.11). 
Again, let us denote the right-hand side of (3.4) by (f 1 , f 2 ) T . Then we have
The eigenvalues of J are with given asymptotic expansion in (3.5). Recalling y = x 1 3 and the relations between (u, U) and (v, V ), our proposition follows.
As in Section 2, with the above results, we are ready to prove our Theorem 2.
Proof of Theorem 2. Instead of studying the original system (3.1), it is more convenient to consider (3.4). Let (v 0 , V 0 ) be a solution of (3.1) with asymptotic behaviour given in (3.5). Consider a perturbation of this solution
Since | v|, | V | ≪ 1, it is sufficient to consider the following linear system to determine the asymptotic behaviour of v and V
By (3.5), the coefficient matrix B(y) in the above equation have the following asymptotic behaviour
where J is the matrix in (3.6) with eigenvalues given in (3.7). By the similar analysis as in the proof of Theorem 1, we have
with two arbitrary parameters c 1 and c 2 . To ensure our assumption | v| ≪ 1, we need to choose either c i = 0 or a correct sector such that Re e λ i 2 y 2 < 0. According to the specific values of λ 1,2 in (3.7), we should choose the sectors in the y-plane to be
where k = 0, 1, 2, 3 and y 0 = 0. As y = x 1 3 , then the first part of our theorem is proved. To prove the second part of the theorem, we can use similar analysis as in the proof of Theorem 1 to show that, there exists a unique solution for (3.4) in each of the following sectors with its asymptotic behaviour determined by the expansion in (3.5)
(3.13)
Note that the angles of the above y-sectors are π. Then, the angles of the corresponding x-sectors should be 3π. So, for any branch of x 1/3 in the complex x-plane, we obtain a unique solution with the given asymptotic expansion in (1.11) . This completes our proof.
The P IV equations
The Hamiltonian H IV for P IV is well-known in the literature
(see for example [13, p. 220] ). So, (1.2) can be written as the following system of first order differential equations:
where α = −κ 0 + 2κ ∞ + 1 and β = −2κ 2 0 . Then the formal solutions are obtained as follows.
Proposition 5. As |x| → ∞, (4.2) has four different formal solutions
and
where a
, a
κ ∞ , and the subsequent coefficients are given by (1.14).
κ ∞ , and the subsequent coefficients are given by (1.15).
(1 − 2κ 0 + κ ∞ ), and the subsequent coefficients are given by (1.16).
where a Using Wasow's theorem again, we get the following result.
Proposition 6. In any sector of angle less than π/2, there exists a solution u(x) of P IV whose asymptotic behaviour as |x| → ∞ is given by u mf (x) in Proposition 5 with m = 1, 2, 3, 4.
Proof. To arrive at the standard form (1.19) in Wasow's theorem, we consider the following change of variables.
0 . Then (v, V ) satisfies the following equations
for constants a n and A n . Let us denote the right-hand side of (4.7) by (f 1 , f 2 ) T , then we have The eigenvalues of J 1 are λ 1,2 = ± 2 √ 3 3 i = 0. So by Wasow's theorem 4, we have, for any sector of angle smaller than π/2, there exist solutions (u, U) of (4.2) with respective asymptotic behaviours (u 1,f , U 1,f ) as described in (4.3). Next, we will prove the other cases.
Case 2:
0 . Inserting these identities into (4.2) then gives
and (v, V ) has a formal expansion given by (4.8).
and has a formal expansion given by (4.8).
Following a similar manner, we then construct the Jacobian of (f 1 , f 2 ) T evaluated at (v, V ) = 0 as |x| → ∞,
for Case 2, Case 3 and Case 4, respectively. The eigenvalues of J are λ 1,2 = ±2. Since each eigenvalue is different from zero, all the conditions of Wasow's theorem are fulfilled. Then our proposition follows from Wasow's theorem. Now, we are ready to prove our last theorem.
Proof of Theorem 3. For simplicity, we only consider Case 1. Instead of studying (4.2), it is more convenient to consider (4.7). Let (v 0 , V 0 ) be a solution of (4.7) with asymptotic behaviour given in (4.8). Consider a perturbation of this solution To prove the second part of our theorem and achieve uniqueness, we consider solutions in the following sectors To ensure that w(x) satisfies the asymptotic behaviour described in (4.15) for x ∈ S
k,ε , we must choose c 1 = c 2 = 0 in the above formula. This means u 1 = u 2 in S (1) k,ε and the sector of validity can be extended to Ω (1) k in Theorem 3. The other cases can be handled in a similar manner. This completes the proof.
