Abstract-Firefly
However, improving the optimizing performance is endless. From a biological point of view, we present a new method by adding the mating phase in original firefly algorithm in this paper.
The remainder of this paper is organized as follows. Section II introduces the original FA algorithm. Section III describes the proposed HFA algorithm. Section IV presents the experiments in detail and analyzes the experimental results. The last section gives the conclusions.
II.

Original Firefly Algorithm
In original Firefly Algorithm, all the fireflies are unisex. The attractiveness of fireflies is related to their brightness. For any two fireflies, the less bright firefly always flies toward the brighter one. The brightness of a firefly is affected or determined by the landscape of the objective function to be optimized [9, 10] . The pseudo code of FA algorithm is listed in table1. 
where i x and j x are the positions of firefly i and firefly j .
and are random numbers obeying uniform distribution in [0,1].
III. Hybrid Firefly Algorithm
Genetic algorithms (GAs) come from Darwinian's theory and are based on the theory of 'survival of the fittest'. Individuals who can fit in with their surroundings more successfully will have better chances to survive and multiply, while those who do not adapt to their environment will be eliminated [11] . At this point, fireflies are no exception. Furthermore, the purpose of the flashing behavior of fireflies itself is to attract the opposite sex. From the perspective of biology, the original firefly algorithm lacks simulating the mating phase after the flashing behavior.
In view of the above point of view, we propose a Hybrid Firefly Algorithm (HFA). The algorithm adds a mating phase to the original firefly algorithm. In the mating phase, two parent fireflies with high fitness reproduce a child firefly by exchanging some of genetic information each other. It is worth noting that, the genetic information here are real numbers. In order to make fireflies with high fitness to be parent fireflies, tournament selection strategy will be adopted in mating phase. The pseudo code for HFA algorithm is listed in Table 2. (1 )
where is a random number between (0, 1). i x and j x are two parent fireflies. Select two fireflies randomly from the parent fireflies; Generate a child firefly according to the expression (3); Apply greedy selection; End for 9: Memorizes the best result found so far; 10:until Termination Condition
IV. Experiments
A. Experiments sets and benchmark functions
Fifteen well-known benchmark functions are used to validate the performance of HFA. The benchmark functions are described in the later parts of this section. GA, FA, PSO and DE are used as comparison. DE has a good optimizing performance and has been employed to solve numerical optimization problems [12] [13] . PSO having gained popularity shows significant performance in solving many problems and has been applied to wide applications [14] [15] [16] [17] [18] .
Inertia weight in PSO algorithm varied from 0.9 to 0.7.
Learning factors 1 c and 2 c were 2.0 in PSO algorithm. In FA algorithm, 0 is 1, is 0.2, is 1.The population size of four algorithms was 40. The dimension size of solutions is 40. All the algorithms used count of function evaluations as a termination condition. The maximum evaluation count with dimension of 30 was 100000. Each algorithm experiment run for 100 times and took the mean and the standard deviation of the function values as the final result. Fifteen well-known benchmark functions which are often used by other researchers [19] are listed as follows. The initialization ranges, global optimum, and the criterion of each function are summarized in Table 3 .
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B. Experiment results and analysis
The experimental results including the mean and the standard deviation of the function values in 100 runs are listed in table 4. All the experimental results in table 4 were reported as '0.000e+000'. The best values obtained by the all algorithms for each function were marked as bold.
As can be seen in Table 4 , HFA algorithm can obtain better performance than the other four algorithms on Sphere, Quadric, Rosenbrock, Rastrigin,Ackley, Griewank Sum Squares, Schwefel2.22, Dixon_Price, Zakharov, Rotated Rrastrigin , Rotated Ackley, and Rotated Griewank functions while PSO algorithm shows the best performance on Sum Powers function and GA algorithm gets the best mean value on Schwefel function. On three rotated functions (Rotated Rrastrigin function, Rotated Ackley function and Rotated Griewank function), performances of HFA are much similar with it on non-rotated ones. It shows that HFA algorithm is not sensitive to rotation and can maintain its excellent performance on these functions.
Overall, the HFA algorithm outperforms the other four algorithms on fourteen benchmark functions among all fifteen. Especially, on three rotated functions, it showed great robustness as the algorithm maintained its well performances. It can be concluded that the proposed HFA is an efficient algorithm for numerical function optimization. 
V. Conclusions
By adding mating behavior to the original firefly algorithm, this paper presents a Hybrid firefly algorithm (HFA) algorithm, in which the crossover operator of GA is introduced in to improve the original FA algorithm. With the new operator, information is exchanged fully between fireflies and the good individuals are utilized.
To validate the performance of the new algorithm, fifteen benchmark functions were used. The experimental results show HFA outperforms other algorithms involved in the experiment on most benchmark functions. The proposed algorithm is proved to have significant improvement over canonical FA and several other comparison algorithms. However, the algorithm will still trap in local minimum on some functions, which can be seen both from Schwefel function. The next research will be focused on the continuous improvement and the practical application of the new algorithm.
