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Abstract
The complexity of various membership problems for tree automata on compressed trees is analyzed. Two compressed represen-
tations are considered: dags, which allow to share identical subtrees in a tree, and straight-line context-free tree grammars, which
moreover allow to share identical intermediate parts in a tree. Several completeness results for the classes NL, P, and PSPACE
are obtained. Finally, the complexity of the evaluation problem for (structural) XPath queries on trees that are compressed via
straight-line context-free tree grammars is investigated.
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1. Introduction
During the last decade, the massive increase in the volume of data has motivated the investigation of algorithms on
compressed data, like for instance compressed strings, trees, and pictures. The general goal is to develop algorithms that
directly work on compressed data without prior decompression. Considerable amount of work has been done concerning
algorithms on compressed strings, see e.g. [6,17,27]. In this paper, we investigate the computational complexity of
algorithmic problems on compressed trees. Trees serve as fundamental data structure in many ﬁelds of computer science,
e.g. term rewriting, model checking, XML, etc. In each of these domains, compressed trees in form of dags (directed
acyclic graphs), which allow to share identical subtrees in a tree, are used as a key for obtaining efﬁcient algorithms,
see for instance [26] (term graph rewriting), [3] (model checking with BDDs), and [4,11,21] (querying compressed
XML documents). Recently, straight-line context-free tree grammars (SL cf tree grammars) were proposed as another
compressed representation of trees in the context of XML [19,5]. Whereas a dag can be seen as a regular tree grammar
[7] that generates exactly one tree, an SL cf tree grammar is a context-free tree grammar [7] that generates exactly one
tree. SL cf tree grammars allow to share identical intermediate parts in a tree. This results in better compression rates
in comparison to dags: in the theoretical optimum, SL cf tree grammars lead to doubly exponential compression rates,
whereas dags only allow singly exponential compression rates. In [5], a practical algorithm (BPLEX) for generating
a small SL cf tree grammar that produces a given input tree is presented. Experiments with existing XML benchmark
data show that BPLEX results in signiﬁcantly better compression rates than dag-based compression algorithms.
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Table 1
Complexity results for (uniform) membership problems
Det. TDTA Det. BUTA TA
Fixed NC1-complete
Uncompressed trees [16]
Uniform L-complete LOGDCFL L-hard LOGCFL-complete
Dags Fixed NL-complete P-complete
Uniform
Lin.SL+fixed number para.
Fixed P-complete
Uniform
Fixed P-complete
PSPACE-completeUniform
General SL
Fixed P-complete PSPACE-complete
Uniform
SL+fixed number para.
In Section 3, we study the problem of evaluating compressed trees via tree automata (TAs) [7,12]. TAs play a
fundamental role in many applications where trees have to be processed in a systematic way. In the context of XML,
for instance, TAs are used to type check documents against an XML type [22,23]. These applications motivate the
investigation of general decision problems for TAs like emptiness, equivalence, and intersection nonemptiness. Several
complexity results are known for these problems, see e.g. [7]. Membership problems for TAs were investigated in [16]
for ranked trees (see Table 1 for the results of [16]) and [28] for unranked trees from the perspective of computational
complexity. Here, we extend this line of research by investigating the computational complexity of membership prob-
lems for various classes of TAs on compressed trees (dags and SL cf tree grammars). For deterministic/nondeterministic
top-down/bottom-up TAs we analyze the ﬁxed membership problem (where the TA is not part of the input) as well as
the uniform membership problem (where the TA is also part of the input). Moreover, we also consider subclasses of
SL cf tree grammars that allow more efﬁcient algorithms for evaluating TAs. In particular, linearity and the restric-
tion that for some constant k, every production of the SL cf tree grammar contains at most k parameters (variables)
lead to better complexity bounds. For all cases, we present upper and lower bounds which vary from NL (nondeter-
ministic logspace) to PSPACE (polynomial space). Our results are collected in Table 1. We also brieﬂy consider the
parameterized complexity [10] of membership problems for TAs.
In Section 4, we consider the problem of evaluating core XPath expressions over compressed trees. XPath is a widely
used language for selecting nodes in XML documents and is the core of many modern XML technologies. The query
problem for XPath asks whether a given node in a given (unranked) tree is selected by a given XPath expression. For
uncompressed trees, the complexity of this problem is intensively studied in [13,14]. For input trees that are represented
as dags, XPath evaluation was investigated in [4,11,21]. In [11] it was shown that the evaluation problem for core XPath
(the navigational part of XPath) over dag-compressed trees is PSPACE-complete. Here, we extend this result to linear
SL cf tree grammars (Theorem 9). This is remarkable, since linear SL cf tree grammars lead to (provably) better
compression rates than dags, which is also conﬁrmed by our experimental results for the BPLEX-algorithm (which
produces linear SL cf tree grammars) from [5].
A short version of this paper appeared in [18].
2. Preliminaries
For background in complexity theory see [24]. The set of all ﬁnite strings over a (not necessarily ﬁnite) alphabet  is
∗. The empty string is ε. The length of a string u is |u|. We write uv for u, v ∈ ∗ if u is a preﬁx of v. The reﬂexive
and transitive closure of a binary relation → is denoted by ∗→.
2.1. Trees, dags, and SL cf tree grammars
A ranked alphabet is a pair (F, arity), where F is a ﬁnite set of function symbols and arity : F → N assigns
to each  ∈ F its arity (or rank). Let Fi = { ∈ F | arity() = i}. Function symbols in F0 are called constants.
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In all examples we use symbols a ∈ F0 and f ∈ F2. Mostly we omit the function arity in the description of a ranked
alphabet. An F-labeled tree t (or ground term over F) is a pair t = (domt , t ), where (i) domt ⊆ N∗ is ﬁnite, (ii)
t : domt → F , (iii) if vw ∈ domt , then also v ∈ domt , and (iv) if v ∈ domt and t (v) ∈ Fn, then vi ∈ domt if and
only if 1 in. Note that the edge relation of the tree t can be deﬁned as {(v, vi) ∈ domt × domt | v ∈ N∗, i ∈ N}.
The size of t is |t | = |domt |. With an F-labeled tree t we associate a term in the usual way: if t (ε) =  ∈ Fi , then this
term is (t1, . . . , ti ), where tj is the term that corresponds to the subtree of t rooted at the node j ∈ N. The set of all
F-labeled trees is T (F). Let us ﬁx a countable set X of variables. The set of all F-labeled trees with variables from X
is T (F,X ). Formally, we consider variables as new constants and deﬁne T (F,X ) = T (F ∪X ). A tree t ∈ T (F,X )
is linear, if every variable x ∈ X occurs at most once in t . A term rewriting system, brieﬂy TRS, over a ranked alphabet
F is a ﬁnite set R ⊆ T (F,X ) × T (F,X ) such that for all (s, t) ∈ R, every variable that occurs in t also occurs in s
and furthermore s ∈ X . The one-step rewrite relation →R over T (F,X ) is deﬁned as usual, see for instance [2].
Dags (directed acyclic graphs) are a popular compressed representation of trees that allows to share identical subtrees.
An F-labeled dag is a triple D = (VD, D,ED) where (i) VD is a ﬁnite set of nodes, (ii) D : VD → F labels each
node with a symbol from F , (iii) ED ⊆ VD × N × VD (i.e. edges are directed and labeled with natural numbers),
(iv) every v ∈ VD contains precisely one i-labeled outgoing edge for every 1 iarity(D(v)), and (v) (VD,ED)
is acyclic and contains precisely one node rootD ∈ VD without incoming edges. The size of D is |D| = |VD|.
A root-path in D is a path v1, i1, v2, i2, . . . , vn in the graph (VD,ED), i.e. vk ∈ VD (1kn) and (vk, ik, vk+1) ∈ ED
(1k < n) that moreover starts in the root node, i.e. v1 = rootD . Such a path can be identiﬁed with the label-sequence
i1i2 · · · in−1 ∈ N∗. An F-labeled dag D over F can be unfolded into an F-labeled tree eval(D): domeval(D) is the set
of all root-paths in D (viewed as a subset of N∗), and if the root-path p ∈ N∗ ends in the node v ∈ VD , then we set
eval(D)(p) = D(v). Clearly the size of eval(D) is bounded exponentially in |D|.
Example 1. Let D be the following dag:
g
f
h a
1
2
3
1
2
1
We have eval(D) = g(f (h(a), h(a)), f (h(a), h(a)), h(a)). Moreover, the size of D is 4. We have domeval(D) =
{ε, 1, 2, 3, 11, 12, 21, 22, 111, 121, 211, 221, 31}.
In this paper, we also consider a compressed representation of trees recently introduced in [19], which generalizes
the dag-representation: straight-line context-free tree grammars (SL cf tree grammars). An SL cf tree grammar is a
tuple G = (F, N, S, P ), where (i) N ∪ F is a ranked alphabet, (ii) N is the set of nonterminals, (iii) F is the set of
terminals, (iv) S ∈ N is the start nonterminal and has rank 0, (v) P (the set of productions) is a TRS over N ∪ F
that contains for every A ∈ N exactly one rule of the form A(x1, . . . , xn) → tA, where n = arity(A) and x1, . . . , xn
are pairwise different variables, and (vi) the relation {(A,B) ∈ N × N | B occurs in tA} is acyclic. These conditions
ensure that for every A ∈ N of rank n there is a unique tree evalG(A)(x1, . . . , xn) ∈ T (F, {x1, . . . , xn}) such that
A(x1, . . . , xn)
∗→P evalG(A)(x1, . . . , xn). We deﬁne eval(G) = evalG(S) ∈ T (F). The size of G is |G| =∑A∈N |tA|.
We say that G is an SL cf tree grammar with k parameters (k0) if arity(A)k for every A ∈ N . The SL cf tree
grammar G is linear if for every production A(x1, . . . , xn) → tA in P the tree tA is linear.
An SL cf tree grammar can be seen as a context free tree grammar [7] that generates exactly one tree. Alternatively,
an SL cf tree grammar is a recursive program scheme [8] that generates a ﬁnite tree. SL cf tree grammars generalize
string generating straight-line programs (SLPs) [27] in a natural way from strings to trees. The following example
shows that SL cf tree grammars may lead to doubly exponential compression rates; thus, they can be exponentially
more succinct than dags:
Example 2. Let the (nonlinear) SL cf tree grammar Gn consist of the following productions: S → A0(a), Ai(x) →
Ai+1(Ai+1(x)) for 0 i < n, and An(x) → f (x, x). Then eval(Gn) is a complete binary tree of height 2n. Thus,
|eval(Gn)| ∈ O(22n). Note that Gn has only one parameter.
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On the other hand, it is easy to prove by induction over the number of productions that linear SL cf tree grammars
can only achieve exponential compression rates. But linear SL cf tree grammars are still more succinct than dags: the
tree h(h(· · ·h(a) · · ·)) with 2n many occurrences of h can be generated by a linear SL cf tree grammar of size O(n),
which is not possible with dags.
An SL cf tree grammar G = (F, N, S, P ) with 0 parameters (i.e. arity(A) = 0 for every nonterminal A ∈ N )
can be easily transformed in logspace into an F-labeled dag that generates the same tree: we take the disjoint union
of all right-hand sides of productions from P , where the root of the right-hand side for the nonterminal A gets the
additional label A. Then we merge for every nonterminal A all nodes with label A. Note that since arity(A) = 0 for
every A ∈ N , nonterminals can only occur as leafs in right-hand sides of G. Thus, this merging process results in a dag.
For instance, the SL cf tree grammar with the productions S → g(A,A,B),A → f (B,B), B → h(a) corresponds
to the dag from Example 1. Vice versa, from an F-labeled dag we can construct in logspace an equivalent SL cf tree
grammar with 0 parameters by taking the nodes of the dag as nonterminals. Thus, dags can be seen as special SL cf
tree grammars, which justiﬁes our choice to denote with eval both the evaluation function for dags and unrestricted SL
cf tree grammars.
2.2. Tree automata
A (nondeterministic) top-down TA, brieﬂy TDTA, is a tuple A = (Q,F, q0,R), where Q is a ﬁnite set of states,
Q∪F is a ranked alphabet with arity(q) = 1 for all q ∈ Q, q0 ∈ Q is the initial state, and R is a TRS such that all rules
have the form q((x1, . . . , xn)) → (q1(x1), . . . , qn(xn)), where q, q1, . . . , qn ∈ Q, x1, . . . , xn are pairwise different
variables, and  ∈ F has rank n. A is a deterministic TDTA if no two rules in R have the same left-hand side. The tree
language that is accepted by a TDTA A is T (A) = {t ∈ T (F) | q0(t) ∗→R t}. A (nondeterministic) bottom-up TA,
brieﬂy BUTA, is a tuple A = (Q,F,Qf ,R), where Q and F are as above, Qf ⊆ Q is the set of ﬁnal states, and R is a
TRS such that all rules have the form (q1(x1), . . . , qn(xn)) → q((x1, . . . , xn)), where q, q1, . . . , qn ∈ Q, x1, . . . , xn
are pairwise different variables, and  ∈ F has rank n. A is a deterministic BUTA if no two rules in R have the same
left-hand side. The tree language that is accepted by a BUTA A is T (A) = {t ∈ T (F) | ∃q ∈ Qf : t ∗→R q(t)}.
It is straight-forward to transform a nondeterministic BUTA into an equivalent nondeterministic TDTA and vice versa,
and these transformations can be performed by a logspace transducer. Thus, in the following we do not distinguish
between nondeterministic BUTAs and nondeterministic TDTAs, and we call them simply TAs. A subset of T (F) is
recognizable if it is accepted by a TA. Using a powerset construction, every recognizable tree language can be also
accepted by a deterministic BUTA, but this involves an exponential blowup in the number of states. For deterministic
TDTAs the situation is different; they only recognize a proper subclass of the recognizable tree languages. The size |A|
of a TA is the sum of the sizes of all left and right-hand sides of rules. Let G be a class of SL cf tree grammars (e.g.,
the class of all dags or the class of all linear SL cf tree grammars). The membership problem for the ﬁxed TA A and
the class G is the following decision problem:
INPUT: G ∈ G
QUESTION: Does eval(G) ∈ T (A) hold?
Here, the input size is |G|. For a class C of TAs, the uniform membership problem for C and the class G is the
following decision problem:
INPUT: G ∈ G and A ∈ C
QUESTION: Does eval(G) ∈ T (A) hold?
In this problem the input size is |A| + |G|.
The upper part of Table 1 collects the complexity results that were obtained in [16] for uncompressed trees. The
statement that for instance the membership problem for TAs is NC1-complete means that for every ﬁxed TA the
membership problem is in NC1 and that there exists a ﬁxed TA for which the membership problem is NC1-hard. More
details on TAs can be found in [7,12].
3. Membership problems for dags and SL CF tree grammars
The time bounds in the following theorem are based on dynamic programming. Note that only the number k of
parameters appears in the exponent. The idea is to run the TA A bottom up on the right-hand sides of G’s productions.
For the parameters we have to assume at mostnk different possibilities of states ofAwhich (a deterministic simulation of)
A maps to a state of A.
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Theorem 1. The following holds:
(1) For a given TA A with n states and a linear SL cf tree grammars G with k parameters we can check in time
O(nk+1 · |G| · |A|) whether eval(G) ∈ T (A).
(2) For a given deterministic BUTAA with n states and a given SL cf tree grammars with k parameters we can check
in time O(nk · |G| · |A|) whether eval(G) ∈ T (A).
Proof. For (1) let A = (Q,F,Qf ,R) be a nondeterministic BUTA and let G = (F, N, S, P ) be a linear SL cf
tree grammar such that arity(A)k for every A ∈ N . We calculate for every nonterminal A and all (q, q1, . . . , q) ∈
Q+1, where arity(A) = k, a boolean value ok(A, q, q1, . . . , q), where ok(A, q, q1, . . . , q) is true if and only
if evalG(A)(q1, . . . , q)
∗→R q is true. First, note that ok has at most |Q|k+1 · |N | entries, which is polynomial,
since k is a constant. We calculate the entries for ok using dynamic programming. Assume that A(x1, . . . , x) →
t (x1, . . . , x) is the unique production for the nonterminal A and assume that for every nonterminal B that occurs
in the tree t , all boolean values ok(B, p, p1, . . . , parity(B)) are already calculated. We want to calculate the boolean
value ok(A, q, q1, . . . , q). For this, we simulate the deterministic powerset automaton P(A) of A on the tree t . It
is not necessary to construct P(A) explicitly (which is not possible in polynomial time), we calculate, on the ﬂy,
only the transition of P(A) that is needed in the current simulation step. Moreover, in the unique occurrence of
the variable xi (1 i) in t we start the simulation in the state qi (more precisely, in the singleton set {qi}). If
we have evaluated all children v1, . . . , varity(B) for a node v that is labeled with a nonterminal B ∈ N in t , then
we can evaluate the node v by using the already calculated boolean values ok(B, p, p1, . . . , parity(B)): assume that
we have calculated for the child vi the set Ui ⊆ Q. Then, the node v evaluates to the set of all p ∈ Q such that
there exists (p1, . . . , parity(B)) ∈∏arity(B)i=1 Ui with ok(B, p, p1, . . . , parity(B)) = true. The total calculation needs time
O(|Q|k+1 · |A| · |G|), because for every A ∈ N of rank  there are |Q|+1 many tuples for which ok has to be evaluated.
For every speciﬁc tuple (A, q, q1, . . . , q) the evaluation of ok needs time O(|A| · |tA|), where tA is the right-hand side
of A, because for every node in tA every transition of A has to be considered only once. Thus, in total we need time∑
A∈NO(|Q|arity(A)+1 · |A| · |tA|)O(|Q|k+1 · |A| · |G|). At the end, we accept if and only if ok(S, q) is true for some
ﬁnal state q ∈ Qf of A.
The reader might ask, at which point in the previous algorithm it is important that G is linear. If G is nonlinear, then
a variable xi might have exponentially many (say i many) occurrences in the tree eval(A)(x1, . . . , x). In a certain
occurrence of the tree eval(A)(x1, . . . , x) within the tree eval(G) these occurrences of xi correspond to tree nodes
vi,1, . . . , vi,i . Now we cannot expect that the automaton A arrives at each node vi,j (1ji) in the same state qi
during a successful run on eval(G). In other words, in the nonlinear case, it is not sufﬁcient to describe the behavior
of A on the tree evalG(A) by the set of all tuples (q, q1, . . . , q) ∈ Q+1 such that evalG(A)(q1, . . . , q) ∗→R q. On
the other hand, if A is deterministic, then A arrives at each node vi,j in the same state, because at each of these nodes
the same subtree is rooted. In other words, it is not necessary to substitute different states for different occurrences of
the same variable in evalG(A)(x1, . . . , x), and nonlinearity does not cause any problems. This proves statement (2)
for deterministic BUTAs from the theorem. 
Recall that a dag can be seen as a (linear) SL cf tree grammar without parameters. Thus, Theorem 1 can also be
applied to dags in order to obtain a polynomial time algorithm for the uniform membership problem for TAs and dags.
A reduction from the P-complete monotone circuit-value problem (see e.g. [24]), shows:
Theorem 2. There exists a ﬁxed deterministic BUTA A such that the membership problem for A and dags is P-hard.
Proof. Recall that the monotone boolean circuit-value problem is P-complete, see e.g. [24]. Let the ranked alphabet
F contain the binary function symbols ∧ and ∨ and the constants 0 and 1. Then, a monotonic circuit corresponds to
an F-labeled dag. The state set of the deterministic BUTA A is {0, 1} and the rules of A correspond to the evaluation
rules for ∧ and ∨. The unique ﬁnal state of A is 1. 
Remark 1. By Theorems 1 and 2, the (uniform) membership problem for (deterministic) BUTAs on dags is
P-complete.Result may appear surprising when compared with a recent result from [1]: the membership problem
for so called dag automata is NP-complete. But in contrast to our approach, a dag automaton operates directly on a dag,
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Fig. 1. A directed acyclic graph (V ,E) and the dag D constructed from (V ,E).
whereas we consider ordinary TAs that run on the unfolded dag. This makes a crucial difference for the complexity of
the membership problem.
By the next theorem, a deterministic TDTA can be evaluated on a dag in NL (nondeterministic logspace). The crucial
fact is that a deterministic TDTA A accepts a tree t if and only if the path language of t (which is, roughly speaking,
the set of all words labeling a maximal path in the tree t) is included in some regular string language L [12], where L
is accepted by a ﬁnite automaton B that is logspace constructible from A. Now we guess a path in the input dag and
simulate B on this path. The NL lower bound is obtained by a reduction from the graph accessibility problem for dags.
Theorem 3. The uniform membership problem for deterministic TDTAs and dags is in NL. Moreover, there exists a
ﬁxed deterministic TDTA such that the membership problem for A and dags is NL-hard.
Proof. For the upper bound we need the concept of the path language P(t) of a tree t ∈ T (F). It is a language over the
alphabet  = F0 ∪ {i |  ∈ F, 1 iarity() > 0} and inductively deﬁned as follows: if t (ε) ∈ F0, then P(t) =
{t (ε)}, otherwise P(f (t1, . . . , tn)) = {fiw | 1 in,w ∈ P(ti)}. For an F-labeled dag D let P(D) = P(eval(D)).
For instance, for the dag D from Example 1 we have P(D) = {g1f1h1a, g1f2h1a, g2f1h1a, g2f2h1a, g3h1a}. Now,
for a given deterministic TDTA A it is easy to construct in logspace a deterministic ﬁnite automaton B over the alphabet
 such that P(t) ⊆ L(B) if and only if t ∈ T (A) [12]. Thus, P(D) \ L(B) = ∅ if and only if eval(D) ∈ T (A). By
guessing a path from the root of D to a leaf and thereby simulating the deterministic automaton B, we can check in NL
whether P(D) \ L(B) = ∅. The NL upper bound follows from the complement closure of NL, see e.g. [24].
We prove the lower bound by a reduction from the graph accessibility problem for dags, which is NL-complete, see
e.g. [24]. Let (V ,E) be a directed acyclic graph where w.l.o.g. every node has outdegree 0 or 2, and let u, v ∈ V be
two nodes, where u has outdegree 2 and v has outdegree 0. We construct a dag D and a deterministic TDTA A such
that eval(D) ∈ T (A) if and only if there is no path from u to v in the graph (V ,E); by the complement closure of
NL [24] this sufﬁces in order to prove the NL lower bound. By adding new nodes of outdegree 2 we may ensure that
(V ,E) has exactly one node of indegree 0. Next, we label the node u with the binary function symbol g and we label
every other node of outdegree 2 with the binary function symbol f . Moreover, we label the node v with the constant
b and we label every other node of outdegree 0 with the constant a. Call the resulting labeled dag D, see Fig. 1 for
an example. Then v is not reachable from u in the dag (V ,E) if and only if every path in eval(D) from the root to a
leaf that visits a g-labeled node also visits an a-labeled node. We can easily construct a ﬁxed deterministic TDTA that
checks the latter property. 
By combining the statements in Theorems 1–3 we obtain the results for dags in Table 1.
SL cf tree grammars allow higher compression rates than dags. This makes computational problems harder when
input trees are represented via SL cf tree grammars. The following result reﬂects this phenomenon. The PSPACE lower
bound is shown by a reduction from QSAT (quantiﬁed boolean satisﬁability), see e.g. [24].
Theorem 4. The uniform membership problem for TAs and SL cf tree grammars is in PSPACE. Moreover, there exists
a ﬁxed deterministic BUTA such that the membership problem for A and SL cf tree grammars is PSPACE-hard.
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Proof. For the upper bound let G = (F, N, S, P ) be an SL cf tree grammar and let A = (Q,F,Qf ,R) be a
nondeterministic BUTA. Let P(A) be the deterministic BUTA that results by the usual powerset construction from A.
Thus, the state set of A is the powerset P(Q) = {U | U ⊆ Q} of Q. We will not construct P(A) explicitly, which
is of course not possible in polynomial space. But we can evaluate P(A) on a given tree in polynomial space (even
in polynomial time) by constructing the currently necessary production of P(A) on the ﬂy. This was also done in the
proof of Theorem 1.
In the following we will use the notation ok(A,U,U1, . . . , Un) from the proof of Theorem 1 for the powerset
automaton P(A). Thus, A ∈ N is a nonterminal of G and U,U1, . . . , Un ⊆ Q. The meaning of ok(A,U,U1, . . . , Un)
with n = arity(A) is that the deterministic BUTA P(A) arrives at the root of evalG(A)(x1, . . . , xn) in state U if it starts
in every occurrence of xi in state Ui . Note that a tuple (A,U,U1, . . . , Un) can be stored in polynomial space. Moreover,
note that since P(A) is deterministic, it is sufﬁcient to verify in PSPACE whether an assertion ok(A,U,U1, . . . , Un)
is true, see the remarks at the end of the proof of Theorem 1. We will do this veriﬁcation nondeterministically using
a pushdown of polynomial size. This pushdown contains tuples of the form (A,U,U1, . . . , Un) ∈ N × P(Q)n+1,
where n = arity(A). Initially the pushdown contains only one tuple of the form (S, U), where U is guessed such that
U ∩Qf = ∅. Now assume that the topmost tuple is (A,U,U1, . . . , Un) and let A(x1, . . . , xn) → t (x1, . . . , xn) be the
unique production in P for the nonterminal A. First, we pop this tuple from the pushdown. Then we start running the
deterministic BUTA P(A) on the tree t (U1, . . . , Un). If during this run, A has assigned to every child vi (1 im) of
a node v that is labeled with a nonterminal B ∈ N a subset Vi ⊆ Q, then we guess a subset V ⊆ Q, assign V to the
node v and push the tuple (B, V, V1, . . . , Vm) onto the pushdown. Finally, if P(A) arrives at the root of t in state U ,
then we may pop the next tuple from the pushdown, otherwise we reject. We accept if the pushdown is empty. Note
that the number of tuples on the pushdown is bounded by k · |N |, where k is the maximal number of nonterminals in
a right-hand side of a production. Since every tuple can be stored in polynomial space, the whole algorithm works in
polynomial space.
We prove the lower bound by a reduction from QSAT (quantiﬁed satisﬁability) [24]. This reduction was also used
in [15] in the context of hierarchically deﬁned graphs. Let
 = Q1x1Q2x2 · · ·Qnxn (x1, . . . , xn)
be a quantiﬁed boolean formula, where Qi ∈ {∀, ∃} and (x1, . . . , xn) is a boolean formula with variables from
{x1, . . . , xn}. Let the ranked alphabet F contain the binary function symbols ∧ and ∨ and the constants 0 and 1. Then
we may view (x1, . . . , xn) as a tree over the ranked alphabet F with variables x1, . . . , xn. Let the SL cf tree grammar
G be deﬁned by the following productions:
An(x1, . . . , xn) → (x1, . . . , xn)
Ai−1(x1, . . . , xi−1) →
{ ∧ (Ai(x1, . . . , xi−1, 0), Ai(x1, . . . , xi−1, 1)) if Qi = ∀
∨ (Ai(x1, . . . , xi−1, 0), Ai(x1, . . . , xi−1, 1)) if Qi = ∃
for 0 < in
S → A0
Finally, let A be the deterministic BUTA from the proof of Theorem 2 for evaluating boolean formulas. Then eval(G) ∈
T (A) if and only if the formula  is true. 
Only for deterministic TDTAs we obtain more efﬁcient algorithms in the context of general SL cf tree grammars.
The polynomial time upper bound in the next theorem is again based on the concept of the path language of a tree. For
an SL cf tree grammar G, we show that the path language of eval(G) can be generated by a small context-free string
grammar. The lower bound follows from a result of [20] about string SLPs.
Theorem 5. The uniform membership problem for deterministic TDTAs and SL cf tree grammars is in P. Moreover,
there is a ﬁxed deterministic TDTA such that the membership problem for A and linear SL cf tree grammars with only
one parameter is P-hard.
Proof. For the upper bound recall the deﬁnition of the path language P(t) ⊆ ∗ of a tree t ∈ T (F), where
 = F0 ∪ {i |  ∈ F, 1 iarity() > 0} from the proof of Theorem 3. For the input SL cf tree grammar
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G = (F, N, S, P ) let P(G) = P(eval(G)). Using a construction that is inspired by [9], we will build in poly-
nomial time (w.r.t. |G|) a context-free grammar H such that L(H) = P(G). The set of nonterminals M of H is
M = {A ∈ N | arity(N) = 0} ∪ {Ai | A ∈ N, 1 iarity(N) > 0}. Note that the path language P(t) of ev-
ery tree t over the ranked alphabet N ∪ F is a language over the alphabet M ∪ . The start nonterminal of H is
S ∈ N ∩ M . The productions of H are deﬁned as follows: ﬁrst let A ∈ N be a nonterminal of rank 0 and let
A → t be the corresponding production in P . Then, in H we introduce the productions A → w1 |w2 | · · · |wm,
where {w1, . . . , wm} = P(t). Now let us take a production A(x1, . . . , xn) → t (x1, . . . , xn) from P where n > 0.
Then, for every 1 in we put into H the productions Ai → w1 |w2 | · · ·wm, where {w1, . . . , wm} is the set of
those strings w such that wxi belongs to the path language P(t (x1, . . . , xn)) (here, the variable xi is viewed as a
constant). Note that the number m is bounded by the number of leafs of t (x1, . . . , xn) and hence by the size of G.
It is easy to check that indeed L(H) = P(G). Let us consider an example. Assume that G consists of the following
productions:
S → A(a, b),
A(x1, x2) → B(B(x1, x2), B(x1, x2)),
B(x1, x2) → f (x1, x2).
Then H contains the following productions:
S → A1a | A2b,
A1 → B1B1 | B2B1,
A2 → B1B2 | B2B2,
Bi → fi for i ∈ {1, 2}.
Next, since A is a deterministic TDTA, we can construct in polynomial time a deterministic ﬁnite automaton B over the
alphabet  such that P(t) ⊆ L(B) if and only if t ∈ T (A), see also the proof of Theorem 1. Thus, L(H) \ L(B) = ∅
if and only if eval(G) ∈ T (A). From H and B we can construct in polynomial time a context-free grammar for
L(H) \ L(B). Emptiness for this grammar can be checked in polynomial time.
For the lower bound we can use a result of [20] for SLPs. An SLP is an ordinary context-free grammar G =
(N,, S, P ) (N is the set of nonterminals,  is the set of terminals, S is the start nonterminal, and P ⊆ N × (N ∪)∗
is the ﬁnite set of productions) such that: (i) for every A ∈ N there exists exactly one production (A,wA) ∈ P with left-
hand side A and (ii) the relation {(A,B) ∈ N ×N | B occurs in wA} is acyclic. Clearly, every SLP G generates exactly
one string eval(G) ∈ ∗. By [20], there exists a ﬁxed regular language L such that it is P-complete to determine whether
eval(G) ∈ L for a given SLP G. The theorem follows immediately by using the standard encoding of strings over 
by trees over the ranked alphabet  ∪ {#}, where arity(a) = 1 for all a ∈  and arity(#) = 0: The string a1a2 · · · an is
encoded by the tree a1(a2(· · · an(#) · · ·)). Under this encoding, a regular string language can be recognized both by a
deterministic bottom-up as well as a deterministic top-down TA. Moreover, an SLP corresponds to a linear SL cf tree
grammar with only one parameter. 
From Theorems 1 and 5 (resp. Theorems 4 and 5) we obtain the complexity results for linear SL cf tree grammars
with a ﬁxed number of parameters (resp. general SL cf tree grammars) in Table 1, see lin. SL+ﬁxed number para. (resp.
general SL). The following result completes our characterization presented in Table 1.
Theorem 6. The uniform membership problem for TAs and (nonlinear) SL cf tree grammars with only one parameter
is PSPACE-hard.
Proof. We prove the theorem by a reduction from QSAT [24]. Let us take a quantiﬁed boolean formula  =
Q1x1 · · ·Qnxn , where Qi ∈ {∀, ∃} and  is a boolean formula with variables from X = {x1, . . . , xn}. W.l.o.g.
we may assume that in  the negation operator ¬ only occurs directly in front of variables. Let X¯ = {¬x | x ∈ X }.
We deﬁne an SL cf tree grammar G as follows: the set of terminals contains the binary function symbol f , a unary
function symbol ti for every xi ∈ X , and a constant a. The set of nonterminals contains the start nonterminal S, and
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Fig. 2.
for every subformula  of  it contains a nonterminal A of arity 1. The productions of G are
S → A(a),
A(y) → y if  ∈ X ,∪X¯ ,
A(y) → f (A(ti(y)), A(y)) if  ∈ {∀xi, ∃xi},
A(y) → f (A(y), A(y)) if  ∈ { ∧ ,  ∨ }.
An occurrence of the symbol ti on a path in the tree eval(G) indicates that the variable xi is set to true. Note that from
a nonterminal A, where  begins with a quantiﬁcation ∃xi or ∀xi we ﬁrst generate a branching node (labeled with the
binary symbol f ). Moreover, the left branch gets in addition the unary symbol ti , which indicates that xi is set to true.
The absence of ti in the right branch indicates that xi is set to false.
We deﬁne a nondeterministic TDTA A as follows: the state set of A contains all subformulas of  plus an additional
state q. The initial state of A is the whole formula . The set R of transition rules of A consists of the following rules:
q(f (y, z)) → f (q(y), q(z)),
q(ti(y)) → ti (q(y)) for all i,
q(a) → a,
(f (y, z)) → f ((y), q(z)) if  = ∃xi for some i,
(f (y, z)) → f (q(y), (z)) if  = ∃xi for some i,
(f (y, z)) → f ((y), (z)) if  = ∀xi for some i,
(f (y, z)) → f ((y), q(z)) if  =  ∨  for some ,
(f (y, z)) → f (q(y), (z)) if  =  ∨  for some ,
(f (y, z)) → f ((y), (z)) if  =  ∧ ,
(ti(y)) → ti ((y)) if  ∈ (X ∪ X¯ ) \ {xi,¬xi},
(ti(y)) → ti (q(y)) if  = xi,
(a) → a if  ∈ X¯ .
Fig. 2 shows the tree eval(G) for the true quantiﬁed boolean formula
∀x1∃x2 : (x1 ∧ ¬x2) ∨ (¬x1 ∧ x2),
where in addition every node is labeled with a state of the automaton A such that the overall labeling is an accepting
run.
By the ﬁrst three rules for state q, q(t) ∗→R t for every ground tree t . Thus, if we reach the state q, then the corre-
sponding subtree is accepted. If the current state  is an existential subformula ∃xi, then we guess nondeterministically
one of the two subtrees of the current f -labeled node (i.e. we choose an assignment for xi) and verify  in that subtree.
The other subtree is accepted by sending q to that subtree. Similarly, if the current state  is a universal subformula
∀xi, then we verify  in both subtrees, i.e. for both assignments for xi . The rules for  =  ∨  and  =  ∧  can be
interpreted similarly. Note that by construction of G and A, if the current state  is of the form ∃xi, ∀xi,  ∨ , or
∧ , then the current tree node in eval(G) is an f -labeled node. On the other hand, if the current state is from X ∪ X¯ ,
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then the current tree node in eval(G) is labeled with a symbol tj or the constant a. If the current state is a variable xi ,
then we search for the symbol ti in the chain of tj -labeled nodes below the current node. We accept by going into the
state q (xi(ti(y)) → ti (q(y))) as soon as we ﬁnd ti . If we do not ﬁnd ti and end up in the constant a, then we block;
note that there is no rule of form xi(a) → a. On the other hand, if the current state is a negated variable ¬xi , then we
verify that there is no ti in the chain of tj -labeled nodes below the current node. Thus, we block as soon as we ﬁnd ti ;
note that there is no rule with left-hand side ¬xi(ti(y)). On the other hand, if we ﬁnally reach the constant a in state
¬xi , then we accept via the rule ¬xi(a) → a. From the previous discussion, it is not hard to see that the formula  is
true if and only if eval(G) ∈ L(A). 
From Theorem 1 and Theorems 4–6 we obtain the results for SL cf tree grammars with a ﬁxed number of parameters
in Table 1.
We end this section with two results concerning the parameterized complexity of membership problems for TAs.
Parameterized complexity [10] is a branch of complexity theory with the goal to understand which input parts of a
hard (e.g. NP-hard) problem are responsible for the combinatorial explosion. A parameterized problem is a decision
problem where the input is a pair (k, x) ∈ N× ∗. The ﬁrst input component k is called the input parameter (it may
also consist of several natural numbers). A typical example of a parameterized problem is the parameterized version of
the clique problem, where the input is a pair (k,G), G is an undirected graph, and it is asked whether G has a clique of
size k. A parameterized problem (with input (k, x)) is in the class FPT (ﬁxed parameter tractable), if the problem can
be solved in time f (k) · |x|c. Here c is a ﬁxed constant and f is an arbitrary (e.g. exponential) computable function on
N. This means that the nonpolynomial part of the algorithm is restricted to the parameter k.
Theorem 7. The following parameterized problem is in FPT:
INPUT: An SL cf tree grammar G with k parameters and a TA A with n states.
INPUT PARAMETER: (k, n)
QUESTION: eval(G) ∈ T (A)?
Proof. We ﬁrst transform A into a deterministic BUTA with at most 2n states. Then we apply Theorem 1 which gives
us a running time of 2kn · |G| · A. 
In recent years, a structural theory of parameterized complexity with the aim of showing that certain problems are
unlikely to belong to FPT was developed. Underlying this theory is the notion of parameterized reductions [10]: a
parameterized reduction from a parameterized problem A (with input (k, x) ∈ N×∗) to a parameterized problem B
(with input (, y) ∈ N× ∗) is a mapping f : N× ∗ → N× ∗ such that: (i) for all (k, x) ∈ N× ∗, (k, x) ∈ A
if and only if f (k, x) ∈ B, (ii) f (k, x) is computable in time g(k) · |x|c for some computable function g and some
constant c, and (iii) for some computable function h, if f (k, x) = (, y), then h(k). A parameterized problem
A is fpt-reducible to a parameterized problem B if there exists a parameterized reduction from A to B. One of the
classes in the upper part of the parameterized complexity spectrum is the class AW[P]. For the purpose of this paper it
is not necessary to present the quite technical deﬁnition of AW[P]. Roughly speaking, AW[P] results from taking the
closure (w.r.t. fpt-reducibility) of a parameterized version of the PSPACE-complete QSAT problem. Problems that are
AW[P]-hard are very unlikely to be in FPT.
Theorem 8. The following problem is AW[P]-hard (w.r.t. fpt-reducibility):
INPUT: A deterministic BUTA A and an SL cf tree grammar G with k parameters
INPUT PARAMETER: k
QUESTION: eval(G) ∈ T (A)?
Proof. We will use the fact that the following problem, called pFOMC (parameterized ﬁrst-order model-checking), is
hard (w.r.t. fpt-reducibility) for the class AW[P], see [25]:
INPUT: A directed graph H = (V ,E) and a sentence 	 of ﬁrst-order logic (built up from the atomic formulas x = y
and E(x, y) (for variables x and y) using boolean connectives and quantiﬁcation over nodes of H ).
INPUT PARAMETER: The number of different variables that are used in 	.
QUESTION: Is 	 true in the graph H?
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It should be noted that it is open whether pFOMC also belongs to AW[P].
Thus, it sufﬁces to reduce pFOMC to the problem in the theorem. Let H = (V ,E) be a directed graph and  be a
ﬁrst-order sentence. W.l.o.g. assume that V = {1, . . . , n}. We deﬁne an SL cf tree grammar G as follows: the set of
terminals contains the constants 1, . . . , n, a unary function symbol ¬, and binary function symbols E, =, and ∧. For
every subformula (x¯) of  we introduce a nonterminal A. Here, x¯ is the sequence of free variables of , and the
rank of A is the number of these free variables, i.e. arity(A) = |x¯|. The start nonterminal is A, which has rank 0,
since  has no free variables. The productions of G are
A(x¯) →
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
E(x, y) if (x¯) = E(x, y),
=(x, y) if (x¯) = (x = y),
¬(A
(x¯)) if (x¯) = ¬
(x¯),
∧ (A1(x¯1), A2(x¯2)) if (x¯) = 1(x¯1) ∧ 2(x¯2),
∧ (A
(x¯, 1), A
(x¯, 2), . . . , A
(x¯, n)) if (x¯) = ∀y 
(x¯, y).
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
Of course, in the last line, the n-ary ∧ has to be replaced by a binary tree of binary ∧-operators. Clearly, the number
of parameters of G is bounded by the maximal number of free variables in a subformula of 	. The latter number is
bounded by the total number of different variables used in 	. Now we can easily construct from H a deterministic
BUTA A with state set V ∪ {true, false} such that eval(G) ∈ T (A) if and only if 	 is true in the graph H . The BUTA
A evaluates trees of the form =(a, b) and E(a, b), where a, b ∈ V , to boolean values and then evaluates the resulting
boolean expression. This is a parameterized reduction from pFOMC to the problem in the theorem. 
4. XPath evaluation
In this section, we consider XML-trees that are compressed via SL cf tree grammars and study the node selecting
language XPath over such trees. For more background on XPath see [13,14]. We restrict our attention to linear SL
cf tree grammars. Skeletons of XML documents are usually modeled as rooted unranked labeled trees. Analogously
to Section 2, an unranked tree with labels from an (unranked) alphabet  can be deﬁned as a pair t = (domt , t ),
where (i) domt ⊆ N∗ is ﬁnite, (ii) t : domt → F , (iii) if vw ∈ domt , then also v ∈ domt , and (iv) if vi ∈ domt
then also vj ∈ domt for every 1j i. For the purpose of this section, it is more suitable to view such an unranked
tree t = (domt , t ) as a relational structure t = (domt , child, next-sibling, (Qa)a∈), where Qa = −1t (a), child =
{(v, vi) ∈ domt × domt | v ∈ N∗, i ∈ N}, and next-sibling = {(vi, v(i + 1)) ∈ domt × domt | v ∈ N∗, i ∈ N}.
Thus, child(u, v) is the child-relation in t and next-sibling(u, v) if and only if v is the right sibling of u. From the
basic tree relations child and next-sibling further tree relations that are called XPath-axes can be deﬁned. For instance
let descendant := child∗ (the reﬂexive and transitive closure of child) and following-sibling := next-sibling∗. For
the deﬁnition of the other XPath axes see for instance [13]. In the following we consider the four XPath axes child,
descendant, next-sibling, and following-sibling; handling of other axes is straightforward and needs no further ideas.
The node selection language core XPath [13] can be seen as the tree navigational (or, “structural”) core of XPath.
Its syntax is given by the following EBNF; here,  is an XPath-axis and a ∈  ∪ {∗} (where ∗ is a new symbol):
corexpath ::= locationpath | / locationpath,
locationpath ::= locationstep (/ locationstep)∗,
locationstep ::=  :: a |  :: a [pred],
pred ::= (pred and pred) | (pred or pred) | not(pred) | locationpath.
Let Q∗ be the unary predicate that is true for every node of a tree t . We deﬁne the semantics of core XPath by translating
a given tree
t = (domt , child, next-sibling, (Qa)a∈)
and a given expression  ∈ L(corexpath) (resp. e ∈ L(pred)) into a binary relation S[, t] ⊆ domt × domt (resp. a
unary relation E[e, t] ⊆ domt ). Let , 1, 2 ∈ L(locationpath), e, e1, e2 ∈ L(pred), and let  be an XPath axes (recall
that ε is the root of a tree).
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S[ :: a[e], t] = {(x, y) ∈ domt × domt | (x, y) ∈ , y ∈ Qa, y ∈ E[e, t]},
S[/, t] = domt × {x ∈ domt | (ε, x) ∈ S[, t]},
S[1/2, t] = {(x, y) ∈ domt × domt | ∃z : (x, z) ∈ S[1, t], (z, y) ∈ S[2, t]},
E[e1 and e2, t] = E[e1, t] ∩ E[e2, t],
E[e1 or e2, t] = E[e1, t] ∪ E[e2, t],
E[not(e), t] = domt \ E[e, t],
E[, t] = {x ∈ domt | ∃y : (x, y) ∈ S[, t]}.
Recall that by deﬁnition SL cf tree grammars generate ranked trees. In order to generate XML skeletons, i.e. un-
ranked trees with SL cf tree grammars, we encode unranked trees by binary trees (and hence ranked trees) using a
standard encoding: for an unranked tree t = (domt , child, next-sibling, (Qa)a∈) deﬁne the binary encoding bin(t) =
(domt , child1, child2, (Qa)a∈), where (i) (u, v) ∈ child1 if and only if (u, v) ∈ child and there does not exist
w ∈ domt with (w, v) ∈ next-sibling (i.e. v is the left-most child of u), and (ii) child2 = next-sibling. Note that t and
bin(t) have the same set of nodes. The following theorem is our main result in this section.
Theorem 9. The following problem is PSPACE-complete:
INPUT: A linear SL cf tree grammar G generating a binary tree such that eval(G) = bin(t) for some (unique)
unranked tree t , two nodes u, v of eval(G), and a core XPath expression  ∈ L (corexpath).
QUESTION: (u, v) ∈ S[, t]?
Proof. PSPACE-hardness follows from the corresponding result for dags from [11]. The crucial point for the PSPACE-
membership proof is the fact that for a linear SL cf tree grammar G = (F, N, S, P ) we can store a node of eval(G) in
polynomial space. For this we list a sequence of at most |N | pairs consisting of a nonterminal A ∈ N and a node in the
unique right-hand side for A. Let us illustrate the idea with an example: let G = ({h, f, a}, {S,A,B,C}, S, P ), where
P contains the following linear productions:
S → A(B(a), B(a)),
A(x1, x2) → C(C(x1, a), C(x2, a)),
C(x1, x2) → h(f (x1, x2)),
B(x) → h(h(x)).
Then eval(G) is the following tree:
Let us consider thef -labeled node 121 in this tree. It is generated from the uniqueA in the right-hand sideA(B(a), B(a))
of S. The unique A in A(B(a), B(a)) corresponds to the tree node ε (the root) of A(B(a), B(a)). Thus, we start our
sequence with the pair (S, ε). Next, in the right-hand side C(C(x1, a), C(x2, a)) of A we have to move to the last C
in order to arrive at our goal node 121. The last C is the right child of the root in the tree C(C(x1, a), C(x2, a)) and
thus identiﬁed by the tree node 2. Hence, we proceed with the pair (A, 2). Finally, in the right-hand side h(f (x1, x2))
of C we just have to specify the unique node labeled with f , which is the node 1. Thus, the node 121 is represented
by the sequence (S, ε)(A, 2)(C, 1). Note that this simple idea does not work for nonlinear SL cf tree grammars due to
the sharing of variables. In fact, it cannot work, because there may be doubly exponentially many nodes in eval(G) if
G is nonlinear. Hence, any speciﬁcation of a node needs at least exponentially many bits.
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In the following, we assume that nodes of eval(G) (for G linear) are always represented in the polynomial size
description outlined above. The following fact is easy to show:
Fact 1. For given nodes u and v of eval(G) it can be checked in polynomial time whether v is the kth child of u for
some given k or whether u is labeled with some given symbol a.
Let us now return to the XPath evaluation problem. Let G be a linear SL cf tree grammar such that eval(G) is
a binary -labeled tree with eval(G) = bin(t) for some unranked tree t . Let us also take a core XPath expression
 ∈ L(corexpath). For the PSPACE upper bound we will use the fact that PSPACE is precisely the class of all problems
that can be solved on an alternating Turing machine in polynomial time, see e.g. [24] for more details. Roughly speaking,
an alternating Turing-machine M is a nondeterministic Turing-machine, where the set of states Q is partitioned into
three sets: Q∃ (existential states), Q∀ (universal states), and F (accepting states). A conﬁguration C with current state
q is accepting, if
• q ∈ F , or
• q ∈ Q∃ and there exists a successor conﬁguration of C that is accepting, or
• q ∈ Q∀ and every successor conﬁguration of C is accepting.
An input word w is accepted by M if the corresponding initial conﬁguration is accepting.
Will show that the question, whether (u, v) ∈ S[, t] can be answered by an alternating Turing-machine in polynomial
time. For this, it is useful to transform  into an equivalent ﬁrst-order formula (with two free variables) over the
signature that contains all unary predicates Qa and all XPath-axes, i.e. the relations child, descendant, next-sibling, and
following-sibling. This translation is done inductively: every  ∈ L(corexpath) is translated into a ﬁrst-order formula
2()(x, y) over the signature containing child, descendant, next-sibling, following-sibling, (Qa)a∈. An expression
e ∈ L(pred) is translated into a ﬁrst-order formula1(e)(x) with only one free variable. Let , 1, 2 ∈ L(locationpath)
and e, e1, e2 ∈ L(pred).
2( :: a[e])(x, y) = (x, y) ∧ Qa(y) ∧ 1(e)(y),
2(/)(x, y) = ∃ z : 2()(z, y) ∧ ¬∃z′ : child(z′, z),
2(1/2)(x, y) = ∃ z : 2(1)(x, z) ∧ 2(2)(z, y),
1(e1 and e2)(x) =1(e1)(x) ∧ 1(e2)(x),
1(e1 or e2)(x) =1(e1)(x) ∨ 1(e2)(x),
1(not(e))(x) = ¬1(e)(x),
1()(x) = ∃ y : 2()(x, y).
These rules reformulate the semantic deﬁnition of XPath before Theorem 9 in the context of ﬁrst-order logic. In the
second line, the subformula ¬∃z′ : child(z′, z) expresses that z is the root of the tree. Let(x, y) = 2()(x, y), where
 is our input XPath expression.
It remains to check, whether(u, v) is true in the unranked tree t . Next let us move to the binary tree eval(G) = bin(t).
Recall that eval(G) contains two edge relations: child1 (left child) and child2 (right child). From child1 and child2
we deﬁne the binary relations descendant2 = child2∗ and descendant = (child1 ∪ child2)∗. From (x, y) it is now
straightforward to construct a formulabin(x, y) over the signature containing child1, child2, descendant2, descendant,
(Qa)a∈ such that (u, v) is true in the unranked tree t if and only if bin(u, v) is true in bin(t) = eval(G). In order
to construct bin(x, y) we only replace the atomic subformulas of (x, y) that involve XPath axes according to the
following rules:
childbin(x, y) := ∃ z : child1(x, z) ∧ descendant2(z, y),
descendantbin(x, y) := descendant(x, y),
next-siblingbin(x, y) := child2(x, y),
following-siblingbin(x, y) := descendant2(x, y).
Thus, it sufﬁces to check in PSPACE whether bin(u, v) is true in eval(G). For this let us take an arbitrary ﬁrst-
order formula (x1, . . . , xn) over the signature containing child1, child2, descendant2, descendant, (Qa)a∈ and let
u1, . . . , un be nodes of eval(G) that are represented as outlined above. We now describe an alternating Turing machine
M that checks in polynomial time the truth of(u1, . . . , un) in the binary tree eval(G). W.l.o.g. we may assume that the
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negation symbol in  only occurs in front of atomic formulas. Depending on the outermost operator of  the machine
M behaves as follows:
(1) If (x1, . . . , xn) = ∃y : 
(y, x1, . . . , xn), then M guesses in an existential state of M a node v ∈ domt and
proceeds with the formula 
(v, u1, . . . , un).
(2) If (x1, . . . , xn) = ∀y : 
(y, x1, . . . , xn), then M proceeds analogously, except that the guessing of the node u is
done in a universal state of M .
(3) If (x1, . . . , xn) = 1(x1, . . . , xn) ∨ 2(x1, . . . , xn), then M guesses in an existential state an i ∈ {1, 2} and
proceeds with the formula i (u1, . . . , un).
(4) If (x1, . . . , xn) = 1(x1, . . . , xn) ∧ 2(x1, . . . , xn), then M proceeds analogously, except that the guessing of
i ∈ {1, 2} is done in a universal state.
Since nodes of eval(G) can be stored in polynomial space with respect to the size of the grammar G, the guessing of
a node u in (1) and (2) can be done in polynomial time. It remains to verify possibly negated atomic formulas. For a
statement (¬)Qa(u), (¬)child1(u, v), or (¬)child2(u, v) we can directly check the truth of the statement in polynomial
time by Fact 1. For a statement descendant2(u, v) we just have to check whether there is a path in the child2-relation
from u to v. This can be done in polynomial space (and hence in alternating polynomial time) by guessing the path
incrementally and thereby storing only the last two nodes, for which we can check in polynomial time by Fact 1 whether
they are related by the child2-relation. For ¬descendant2(u, v) we can use the closure of PSPACE under complement.
For the relation descendant we can argue analogously. 
5. Open problems and conclusions
An interesting class of SL cf tree grammars that is missing in our present complexity analysis is the class of linear
SL cf tree grammar (with an unbounded number of parameters). Our algorithm BPLEX from [5] outputs linear SL
cf tree grammars. Note that BPLEX, even when bounding the number of parameters by a small constant (like 2 or
3), clearly outperforms compression by dags; the results presented here show that with respect to TAs (and XPath
evaluation) exactly the same complexity bounds hold as for dags [4,11]. This motivates us to believe that linear SL
cf tree grammars are better suited than dags as memory efﬁcient representations of XML documents. Precise trade-
offs between the representations have to be determined in practice; we are currently implementing our ideas as part
of BPLEX. For the XPath evaluation problem, the complexity for nonlinear SL cf tree grammars remains open. We
conjecture that the PSPACE upper bound from Theorem 9 cannot be generalized to the nonlinear case.
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