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1 Introduction
Let Σ be a compact oriented surface of genus γ, p = {p1, . . . , pk} ⊂ Σ a fixed
collection of k distinct points, and set Σp = Σ \ p. A conformal class (or
conformal structure) c on Σp is the set of all multiples e
2φg of a given metric
g; this determines a holomorphic structure on the open surface and vice
versa. Our convention is that a holomorphic structure in a neighborhood of
a puncture is one which extends over the puncture. The Teichmu¨ller space
Tγ,k is the space of conformal classes on Σ modulo diffeomorphisms of Σ
isotopic to the identity which fix p. The uniformization theorem states that
each conformal class contains a constant curvature metric which is complete
on Σp. When 2 − 2γ − k < 0, this is a finite area hyperbolic metric and is
unique (if the curvature is normalized to equal −1). In the few remaining
cases ((γ, k) = (0, 0), (0, 1), (0, 2) or (1, 0)), uniformizing metrics are either
spherical or flat.
In this paper we consider, as a different canonical choice, the constant
curvature metrics with conic singularities at p. Thus at each singular point
pj we assume that (Σ, g) is asymptotic to a standard cone of angle θj ; writing
θj = 2π(1 + βj), we refer to βj as the cone angle parameter at that point.
We restrict attention in this paper to the case where all θj ∈ (0, 2π), or
equivalently βj ∈ (−1, 0), and write ~β = (β1, . . . , βk).
There is a complete existence theory for conic constant curvature metrics
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with all cone angles less than 2π. To state it, define the quantity
χ(Σp, ~β) = χ(Σ) +
k∑
j=1
βj (1)
and, when χ(Σ) = 2 so Σ = S2, and k ≥ 3, the so-called Troyanov region
F = {~β ∈ (−1, 0)k :
∑
i 6=j
βi < βj ∀ j}. (2)
Theorem 1. [16, 24, 13] Let Σp be a punctured compact Riemann surface, g a
smooth metric on Σ and ~β ∈ (−1, 0)k a collection of cone angle parameters.
If χ(Σp, ~β) ≤ 0, then there exists a conic metric with constant curvature
K ≤ 0 and area 1 in the conformal class of g and with specified cone angle
parameters ~β; this metric is unique. If χ(Σp, ~β) > 0 and k > 2, then there
exists a unique such metric if and only if ~β ∈ F ; if k = 2, then such a metric
exists if and only if β1 = β2, and it is unique up to conformal dilations.
The fact that the sign of K agrees with that of χ(Σp, ~β) is a consequence
of the Gauss-Bonnet theorem. Existence and uniqueness when K ≤ 0 is due
to McOwen. Existence and uniqueness when K > 0 were proved by Troy-
anov and Luo-Tian, respectively, and the fact that the Troyanov condition
is necessary for existence has been observed by several people, and follows
from an appealing geometric argument presented in §2 below.
Observe also that when Σ = S2, k = 2 and β1 = β2, the solutions are
the rotationally invariant models dr2+(1+β1)
2 sin2 rdy2. When β1 6= β2 the
closest thing to a canonical metric is a Ricci soliton, see [19] and [17].
The variational method employed by Troyanov relies on the problem being
coercive when ~θ ∈ F . This fails when any of the cone angles are greater
than 2π. Early work in this more general case by Umehara and Yamada
[25] when k = 3 and K = 1 and Eremenko [8] relies on complex analytic
ideas. Some general existence results have been obtained using minimax
theory by Carlotto and Malchiodi [5], [6], but these metods require that
γ ≥ 1. Quite recently, Mondello and Panov [18] have established a dramatic
existence theorem using entirely synthetic geometric methods when Σ = S2.
However, many interesting problems remain open.
In this paper we develop a systematic deformation theory for conic con-
stant curvature metrics when all cone angles are less than 2π; in particular,
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we define and study the Teichmu¨ller space T conicγ,k of conic constant curvature
metrics on a surface of genus γ with k conic points. The methods here are
adopted from higher dimensional global analysis, generalizing Tromba’s ap-
proach [23] to the study of the standard Teichmu¨ller space Tγ . The main
new ingredient is the theory of elliptic conic operators. This is the simplest
setting where the study of canonical metrics on singular spaces can be carried
out in complete detail, and is also the one complex dimension version of the
deformation theory of Ka¨hler-Einstein edge metrics, cf. [7], [9].
We now describe our results more carefully. Let CM(Σp) denote the
set of all metrics on Σ with conic singularities at the points in p (and with
some fixed Ho¨lder regularity to be specified later), and if ~β is a k-tuple of
cone angle parameters, then CM(Σp, ~β) is the subspace of conic metrics with
those specified cone angles. Inside of these are CMcc(Σp) and CMcc(Σp, ~β) of
constant curvature metrics. Note that we allow the curvature to be any real
number, not just −1, 0,+1, since the transitions between the hyperbolic, flat
and spherical cases as the cone angles vary are of interest. Now consider the
‘gauge group’ G of diffeomorphisms of Σp, again with some fixed regularity
and decay properties near p. This acts smoothly on CMcc(Σp, ~β), but not on
CM(Σp, ~β).
There is another useful action which is not so canonical. This is of Rk
on CM(Σp, ~β) by localized conformal rescaling by different constants near
each cone point. Note that such constant rescalings leave the cone angles
unchanged. To define this, choose cutoff functions χj with disjoint supports
and with χj = 1 near pj. and set
(~λ, g) 7→ exp(∑j χjλj)g.
We shall prove the following results. The weighted Ho¨lder spaces ap-
pearing here are defined in §4.1, and as for all the results stated in this
introduction, the precise statements with regularity assumptions are given in
§6 and §8.
Theorem 2. The spaces CMcc(Σp) and CMcc(Σp, ~β) are smooth Banach
submanifolds in CM(Σp). For any ~β ∈ F ,
(Rk ⊕ rνC2,αb (Σp))× CMcc(Σp, ~β) −→ CM(Σp, ~β)
(~λ, φ, g) 7−→ e2(
∑
j χjλj+φ)g
is a diffeomorphism.
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This is simply Poincare´’s uniformization theorem for conic metrics, with
the additional conclusion that the construction depends smoothly on the
metric.
Theorem 3. Fix any smooth element g ∈ CMcc(Σp). Then there is an
embedded (6γ − 6 + 3k)-dimensional submanifold S ⊂ CMcc(Σp) passing
through g, such that
Diff (Σp)× S →֒ CMcc(Σp), (F, g) 7→ F ∗g
is a local diffeomorphism.
Theorem 4. The actions of Diff(Σp) and Diff0(Σp) on CMcc(Σp, ~β) are
proper and proper and free, respectively.
When the cone angle is zero, the metrics are complete finite area and
hyperbolic, and the analogues of these results are classical. Some results in
this direction, along the lines of the approach in [23], are contained in [26].
It turns out to be quite simple to extend the analysis to that case, and we
prove the
Theorem 5. The direct analogues of Theorems 2, 3 and 4 hold for asymptot-
ically cusp metrics on Σp, with CMcc(Σp; ~β) replaced by the space of complete,
finite area hyperbolic metrics on the punctured surface.
There is a further relationship between these two settings since conic con-
stant curvature metrics converge to complete finite area hyperbolic metrics
as the cone angle parameters βj ց −1. Thus CMcc(Σp) interpolates be-
tween the unpunctured and punctured Teichmu¨ller spaces, Tγ and Tγ,k, and
hence may be useful in comparing quantities between these two spaces. We
have in mind the Weil-Petersson metrics, which have already been studied
in the conic setting by Schumacher and Trapani [22], and the determinant
functional g 7→ det′∆g, which is analyzed for conic metrics by Kokotov [12].
We shall return to this circle of questions elsewhere.
A technical result gives the sharpest regularity of the optimal represen-
tatives of elements in the conic Teichmu¨ller space.
Theorem 6. Let g be a polyhomogeneous conic metric. Then every metric
in the slice S based at g is also polyhomogeneous.
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A function is said to be polyhomogeneous at a conic point if, in polar
coordinates around that point, it has a complete asymptotic expansion with
smooth coefficients; a metric is polyhomogeneous if its coefficients have this
property, or equivalently, if it is conformal with a polyhomogeneous factor, to
a background smooth metric, see §4.2. This type of regularity is particularly
useful in many calculations.
There is now a growing body of work on conic metrics on surfaces and
their analogues in higher dimensions. We mention in particular a Ricci-flow
approach to the existence of conic metrics by the first author, Rubinstein and
Sesum [17], cf. also [20], and the existence of Ka¨hler-Einstein edge metrics
in higher dimensions [9]. These are simply the papers closest in spirit to
the present one, and we do not attempt to list any further works in the
increasingly large literature in this area.
The plan of this paper is as follows: we begin in the next section by defin-
ing CM(Σp) and discussing the basic geometric properties of conic metrics.
This is followed by a review of the global analytic framework used here, i.e.,
the curvature function and its linearization, the Bianchi gauge, the gauged
curvature equation, etc., and the general theory of elliptic conic operators.
In §5 we calculate the indicial roots for the relevant operators, and prove the
main results in §6; the case of zero cone angle (complete hyperbolic metrics)
is handled in §7. Finally in §8 we describe certain global features, including
the transition interfaces as the constant curvature changes from negative to
positive.
Acknowledgements: This paper was started several years ago during an ex-
tended visit by the second author to Stanford University, funded by the DFG.
The authors also wish to acknowledge the hospitality of several locations
where the work progressed, including the Mathematisches Forschungsinsti-
tut Oberwolfach, the American Institute of Mathematics and most recently,
the Isaac Newton Institute. The first author was supported in the later stages
of this work by NSF DMS-1105050. We profited from discussing these and
related issues with many people over the years.
2 Geometry of conic metrics
This section collects a number of geometric facts about the class of conic
metrics, focusing on those with cone angles less than 2π.
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2.1 The models
We frequently refer to the model two-dimensional conic metrics with constant
curvature K and cone parameter β:
gβ,K =


dr2 + (1 + β)2|K|−1 sinh2 |K|1/2r dy2, K < 0,
dr2 + (1 + β)2dy2, K = 0
dr2 + (1 + β)2K−1 sin2(K1/2r) dy2, K > 0,
(3)
where y ∈ S1 = R/2πZ. In each case, the cone angle is θ = 2π(1 + β). The
conformal version in the flat case is
gβ,0 = |z|2β |dz|2, z ∈ C ∼= R2. (4)
The corresponding expressions when K 6= 0 are more complicated, and not
needed later. To see that this is equivalent to (3), write z = ρeiy and set
r = ρβ+1/(β + 1). We remark again that θ ∈ (0, 2π)⇐⇒ β ∈ (−1, 0).
For simplicity, we henceforth mostly write gβ instead of gβ,0.
2.2 The space of conic metrics
We next generalize these models and describe the corresponding local ex-
pressions for general conic metrics in two dimensions.
Let U be the unit ball, and suppose that z, ρ, y and r have the same
meanings as above. Fix a weight parameter ν > 0. A conic metric of order
ν in U is one which takes either of the equivalent forms
e2φ|z|2βF ∗|dz|2, or dr2 + (1 + β)2r2 dy2 + h, (5)
where F = exp(X) is a diffeomorphism, h = a dr2 + 2b rdrdy + c r2dy2,
and X, φ, a, b, c all decay like rν . The regularity assumptions are specified
precisely in §6, and we prove there that these two formulations are equivalent.
Let Σ be a compact surface of genus γ, with p = {p1, . . . , pk} ⊂ Σ a
collection of distinct points. Fix a (smooth) background metric g, which
for convenience we assume is flat near each pj. Choose a smooth positive
function on Σp := Σ \ p which equals the g-distance near each pj, and set
Uj = {q : dg(g, pj) < ε}. We shall also fix a collection of cutoff functions
χj ∈ C∞0 (Uj) with χj = 1 in a neighborhood of pj. The space CM(Σp)
consists of all metrics g on Σp which can be written as in (5) in each Uj . We
omit ν in this notation, and of course we have not specified the regularity of
the coefficients. We refer to §6.1 for precise statements.
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2.3 Gauss-Bonnet and Troyanov constraints
The Gauss-Bonnet formula yields a relationship between the cone angles,
the cardinality of p, the Euler characteristic of Σ and the total integral of
the Gaussian curvature Kg. Indeed, applying the ordinary Gauss-Bonnet
formula on Σp \ ∪jBε(pj) and letting ε→ 0 yields
1
2π
∫
Σp
Kg dAg = χ(Σp, ~β) (6)
where the right hand side was defined in (1). In particular, if g has constant
curvature K, then
K × Area(Σp, g) = 2πχ(Σp, ~β), (7)
so χ(Σp, ~β) has the same sign as K. As noted earlier, (7) is also sufficient for
existence in a given conformal class when K ≤ 0, but the additional Troyanov
condition (2) is needed when K > 0.
We now show the necessity of (2) for the existence of spherical cone
metrics, but see [13] and [18] for alternative proofs (the latter source sets
this into a much broader context). This argument requires the construction
of the Dirichlet polygon of a conic surface with constant curvature K > 0 as
in [2]. For θ ∈ (0, 2π), let M2K(θ) denote the spherical suspension over the
circle of length 2πθ. Now, if (Σ, g) is conic with curvature K > 0, then for
each point p ∈ Σ, singular or not, let θp denote its cone angle. There is a
star-shaped region Ep ⊂ M2K(θp) and an exponential map
expp : Ep → Σ,
which sends the ‘pole’ o ∈ M2K(θp) to p; these are determined as follows.
Choose an isometric identification of a neighborhood of o in M2K(θp) with a
neighbourhood of p ∈ Σ, and declare that v ∈ Ep if and only if there exists
a geodesic segment [p, x] in Σ corresponding to [o, v] in the sense that both
segments have the same length and coincide via the identification above in
the neighborhoods of o and p. We write x = expp(v) when v ∈ Ep. The
Dirichlet polygon Dp ⊂ Ep consists of all v ∈ Ep such that the corresponding
segment [p, x] in Σ is minimizing. It is shown in [2] that Dp is a polygon in
M2K(θp) and Σ is obtained from D by face identifications.
Proposition 1. If k ≥ 3, and Σ = S2 and there exists a spherical cone
metric g on Σp with cone angle parameters ~β ∈ (−1, 0)k, then necessarily
~β ∈ F .
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Proof. For each j ∈ {1, . . . , k}, consider the Dirichlet polygon Dpj ⊂M2K(θj).
Clearly
KArea(Σp, g) = KAreaDpj < KAreaM2K(θj) = 2θj = 4π(1 + βj).
This inequality is strict since (Σp, g) 6= M2K(θj). On the other hand, by (7),
KArea(Σp, g) = 2π(2 +
∑
i βi),
so
∑
βi < 2βj for each j, i.e., ~β ∈ F .
We conclude this subsection by examining the geometry of F more closely.
Define
Hyp = {~β ∈ (−1, 0)k :∑j βj < −2}
Euc = {~β ∈ (−1, 0)k :∑j βj = −2}
Sph = {~β ∈ (−1, 0)k :∑j βj > −2} ∩ F .
By Theorem 1, there exists a hyperbolic/Euclidean/spherical cone metric on
Σp with cone angle parameters ~β if and only if ~β ∈ Hyp/Euc/Sph. Since
F is described by a set of linear inequalities, it is the interior of a convex
polyhedral cone in Rk.
Lemma 1. Sph is the open cone over Euc with vertex at the origin: Sph =
{λ~β : ~β ∈ Euc, 0 < λ < 1}.
Proof. If
∑
i βi = −2 and 0 < λ < 1, then
∑
i λβi = −2λ < 2λβj for each
j ∈ {1, . . . , k}, i.e. λ~β ∈ Sph. Conversely, if ~β ∈ Sph, then there exists λ ∈
(0, 1) such that
∑
i λ
−1βi = −2. It remains to check that λ−1~β ∈ (−1, 0)k,
but since ~β ∈ F , we have
−2 =
k∑
i=1
λ−1βi < 2λ
−1βj ,
as desired.
This ‘projection’ plays a significant role in [18].
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2.4 Metric spaces with curvature bounds
In this final part of §2, we briefly review basic properties of metric spaces with
curvature bounds. The relevance is that a conic surface with all cone angles
less than 2π has a lower curvature bound in the sense of triangle comparison.
A basic reference for this material is [3], but see also [2] and [4] for more
advanced treatments.
A metric space (X, d) is called a length space if the distance d(x, y) be-
tween any two points x, y ∈ X is equal to the infimum of lengths of contin-
uous curves connecting x and y (which a priori might be infinite). A locally
minimizing curve is called a geodesic. A geodesic segment [x, y] connecting
points x, y ∈ X is a minimizing geodesic between these points (this notation
is ambiguous since there may be more than one such geodesic segment), and
its length is denoted |xy|. A geodesic length space is a length space where any
two points x, y ∈ X may be connected by a minimizing geodesic. If (X, d)
is a complete, locally compact length space, then the singular version of the
Hopf-Rinow theorem implies that X is a geodesic length space.
For any K0 ∈ R, let M2K0 be the 2-dimensional model space with constant
curvature K0. A complete, locally compact length space X has curvature
≥ K0 if every point x ∈ X has a neighbourhood Ux such that triangles
with vertices in Ux are ‘thicker’ than in M
2
K0
. This means that if ∆ =
[p, q]∪[q, r]∪[r, p] with p, q, r ∈ Ux and ∆¯ = [p¯, q¯]∪[q¯, r¯]∪[r¯, p¯] is a comparison
triangle in M2K0 with |pq| = |p¯q¯|, |pr| = |p¯r¯|, then |ps| ≥ |p¯s¯| for any s ∈ [q, r]
where s¯ ∈ [q¯, r¯] is the point corresponding to s. If X is 1-dimensional and
K0 > 0, we require for consistency that diam(X) ≤ π/
√
K0. We also call a
geodesic length space space with curvature ≥ K0 an Alexandrov space.
Suppose now that Y is an Alexandrov space with curvature ≥ 1 and
diam(Y ) ≤ π. For K0 ≤ 0 the K0-cone over Y , CK0(Y ) is the space R+ ×
Y/{0} × Y , with metric
dist((r1, y1), (r2, y2)) = distM2
K0
(q¯1, q¯2),
where [o, q¯1] ∪ [o, q¯2] ⊂ M2K0 is a ‘hinge’ with |oq¯j| = rj , j = 1, 2, and (by
definition) angle at o equal to distY (y1, y2). For K0 > 0 the K0-suspension
of Y is the space [0, π/
√
K0]× Y with each end {0} × Y and {π/
√
K0} × Y
identified to points, and with metric defined as before. In both cases we
obtain Alexandrov spaces with curvature ≥ K0. Note that M2K0 is the K0-
cone over S1 (the circle of length 2π) when K0 ≤ 0 and the K0-suspension of
S1 when K0 > 0. More generally, any conic surface with constant curvature
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K0 and with all cone angles less than 2π are Alexandrov spaces with curvature
≥ K0.
Triangle comparison shows that geodesics in an Alexandrov space do not
branch. For conic surfaces with constant curvature and cone angles less
than 2π, a simple geometric argument shows that any minimizing geodesic
contains no conic points in its interior.
The following basic diameter estimate (with corresponding rigidity state-
ment) for Alexandrov spaces with curvature ≥ K0 > 0 is used in §5.4.
Theorem 7 ([3]). If X is an Alexandrov space with curvature greater than
or equal to K0 > 0, then diam(X) ≤ π/
√
K0, with equality if and only if X
is the K0-suspension of an Alexandrov space with curvature ≥ 1.
This implies that a conic surface Σ with constant Gauss curvature K0 >
0, cone angles less than 2π and diameter π/
√
K0 is necessarily the K0-
suspension of a circle of length ≤ 2π. The underlying space is thus S2
and there are exactly two conic points with equal cone angles. In particular,
if the cone angles are 2π, then Σ is the round sphere S2 with curvature K0.
3 Preliminaries from geometric analysis
We now describe the differential operators related to this problem.
3.1 Curvature equations and Bianchi gauge
The study of constant curvature metrics on surfaces customarily uses the
second order nonlinear differential operator g 7→ Kg, where Kg is the Gauss
curvature of the metric g. However, in two dimensions, the Ricci tensor Ricg
is always pure-trace, Ric g = Kgg, so g has constant curvature if and only
if it is Einstein, Ricg = K0g for some K0 ∈ R, so we can use these two
equations interchangeably. All constant curvature metrics near to a given
one are solutions of the equation
(h,K) 7−→ Eg(h,K) := (Kg+h −K)(g + h) = 0; (8)
where h is a symmetric 2-tensor with small norm, and K is a constant near
to K0. If K is not being regarded as a variable, we write simply E
g(h).
This equation is invariant under the action of the diffeomorphism group,
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hence cannot be elliptic. The tangent space to the orbit through g of this
action consists of all symmetric 2-tensors k = (δg)∗ω, where ω is a 1-form,
or equivalently, k = 1
2
LXg where X is the vector field metrically dual to
ω. Here (δg)∗ is the adjoint of the divergence from symmetric 2-tensors to
1-forms, i.e. the symmetrized covariant derivative
((δg)∗ω)ij =
1
2
(ωi;j + ωj;i) .
Note that tr g(δg)∗ = −δg : Ω1 → Ω0 is the negative of the ordinary codiffer-
ential on 1-forms.
Formally, the orthogonal complement of the tangent space to the diffeo-
morphism orbit at g is the nullspace of the adjoint of (δg)∗, i.e., of δg : S2 →
Ω1. The system h 7→ (Eg(h), δg(h)) is elliptic, and its solutions (with |h|g
small) correspond to constant curvature metrics g + h. We use a slightly
different gauge, however, adjoining to Eg the Bianchi operator
Bg = δg +
1
2
d tr g, (9)
because it has some convenient features. The Bianchi identities imply that
Bg(Ricg) = 0 in any dimension; specific to two dimensions, however, is the
fact that Bg annihilates pure trace tensors:
Bg(fg) = δg(fg) + df = −df + df = 0 (10)
for all functions f , which implies that Bg(Kg g) = 0 too. In any case, the
range of Eg lies in the kernel of Bg.
We ‘roll up’ the system (Eg, Bg) into the single operator acting on sym-
metric 2-tensors,
Ng(h) = Eg(h) + (δg+h)∗Bg(h)
= (K(g + h)−K0) (g + h) + (δg+h)∗Bg(h). (11)
Any solution h to Eg(h) = 0, Bg(h) = 0 obviously satisfies Ng(h) =
0. The converse is true under certain circumstances. Recall the standard
Weitzenbo¨ck formula
Bg(δg)∗ =
1
2
((∇g)∗∇g − Ricg) =: P g.
Applying Bg+h to Ng(h) = 0 yields P g+hBg(h) = 0. Thus if we can prove
that P g+h is invertible (or at least injective), we then conclude thatBg(h) = 0
and hence Eg(h) = 0, or equivalently, K(g + h) = K0.
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3.2 The linearized curvature operators
Now consider the linearizations of the operators appearing in the last sub-
section.
The starting point is the formula, valid in general dimensions, for the
linearization of the Einstein operator:
DEg|h=0 =
1
2
(
∇∗∇− 2
◦
Rg
)
− (δg)∗Bg; (12)
here
◦
Rg is the curvature tensor acting as a symmetric endomorphism on the
bundle of symmetric 2-tensors, see [1]. Decomposing h into its tracefree and
pure trace parts, h = h0 + f · g, then in two dimensions,
◦
R g(h) = −Kg h0 +Kgf · g.
Now recall the conformal Killing operator
Dgω := (δg)∗ω + 1
2
δg(ω)g : Ω1(Σ)→ C∞(Σ;S20),
which is the trace-free part of (δg)∗ω, and hence also the adjoint of Bg re-
stricted to trace-free tensors. In terms of these,
DEg|0 (h0 + f · g) =(
1
2
(∇∗∇+ 2Kg)−DgBg
)
h0 +
(
1
2
(∆g − 2Kg)f + 1
2
δgδgh0
)
· g, (13)
hence the linearization of the Bianchi-gauged Einstein operator is
Lg := DNg|h=0 =
1
2
(
∇∗∇− 2
◦
Rg
)
. (14)
This simple expression is one motivation for introducing the Bianchi gauge.
Separating into tracefree and trace parts, and with Kg ≡ K0, we have
Lg(h0 + f · g) = 1
2
(∇∗∇+ 2K0)h0 +
(
1
2
(∆g − 2K0)f
)
· g. (15)
The operator in the second term on the right involves the scalar Laplacian.
By convention henceforth, our scalar Laplacian is the one with nonnegative
spectrum, i.e., minus the sum of second derivatives squared.
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Differentiating (8) at a metric g with Kg = K0 gives
DEg(h) = DKg(h) · g + (Kg −K0)h = DKg(h) · g,
so comparing this with (13) we obtain the two formulæ
DKg(h0 + f · g) = 1
2
(
(∆g − 2K0)f + δgδgh0
)
, (16)(
1
2
(∇∗∇+ 2K0)−Dgδg
)
h0 = 0. (17)
Note that (17) holds for every trace-free h0, so this is a Weitzenbo¨ck identity.
On the other hand, (16) is called Lichnerowicz’ formula, see [1], [24].
There are three useful intertwining formulæ. First, linearizing the identity
Bg+hNg(h) = P g+hBg(h) at h = 0, where Kg = K0, gives
BgLg = P gBg. (18)
Note that both sides vanish identically on pure trace tensors. Next, taking
the adjoint of this equation gives
LgDg = DgP g. (19)
This will be useful in §5.1 below. Finally, using the most classical Weitzenbo¨ck
identity, ∆g1 = (∇g)∗∇g+Ricg, for the Hodge Laplacian on 1-forms, we obtain
that
P g =
1
2
(∆g1 − 2Kg) . (20)
Consequently, if Kg = K0 is constant, then
δgP g =
1
2
(∆g − 2K0)δg. (21)
3.3 Transverse-traceless tensors
A key role in our analysis is played by the space of transverse-traceless ten-
sors, both smooth or with poles of order 1 at p.
Let g be a smooth metric on the compact Riemann surface Σ, and define
Stt = {κ ∈ C∞(Σ;S2(T ∗Σ)) : δgκ = 0, tr gκ = 0}. (22)
13
There is an identification of Stt with the tangent space at g to the space of
all conformal structures modulo diffeomorphisms on Σ. This is true even in
higher dimensions, but when the dimension is greater than 2, Stt is infinite
dimensional. In 2 dimensions, however, δg : H1(Σ;S20)→ L2(Σ; Λ1) is elliptic,
so its nullspace Stt is finite dimensional. (This ellipticity is easy to check:
the bundles S20 and Λ
1 both have rank 2; furthermore, the symbol of δg,
evaluated on the covector ξ, is contraction with ξ, which is an isomorphism.)
In fact, Stt is canonically identified with the space of holomorphic quadratic
differentials on Σ, see [23], hence when γ > 1, then
dimStt = 6γ − 6. (23)
The dimension is 0 and 2 for γ = 0, 1.
There is an important special feature in two dimensions.
Proposition 2. If dimΣ = 2, then Stt is conformally invariant. In other
words, if g˜ = e2φg are any two conformally related metrics on Σ, then
tr g˜h = 0, δg˜h = 0⇐⇒ tr gh = 0, δgh = 0.
Proof. The fact that κ ∈ Stt is simultaneously trace-free with respect to both
g and g˜ follows from the general formula
tr g˜h = e−2φtr gh.
Next, the identity ∇g˜XY = ∇gXY + dφ(X)Y + dφ(Y )X − g(X, Y )∇gφ yields
that in n dimensions,
δg˜κ = e−2φ (δgκ+ (tr gκ)dφ+ (2− n)ι(∇gφ)κ) .
Thus if n = 2 and tr gκ = δgκ = 0, then δg˜κ = 0.
In particular, if g is smooth and e2φg = g is conic, then Stt(g) = Stt(g).
Now, fix p as before, and consider the space
Ssingtt = {κ : δgκ = tr gκ = 0, |κ|g = O(|zj |−1) j = 1, . . . , k}, (24)
where zj is a local holomorphic coordinate centered at pj. The elements are
the meromorphic quadratic differentials with at most simple poles at p. By
the Riemann-Roch formula,
dimSsingtt = dimStt + 2k. (25)
14
when γ > 1. (The dimension is 2k − 3 for γ = 0 and 2k for γ = 1.) It is
trivial from the definition that
κ ∈ Ssingtt =⇒ Bgκ = 0 on Σp.
Proposition 3. Let (Σ, g) be a compact smooth surface. Then the kernel of
Lg on S20 equals Stt.
Proof. If κ ∈ Stt, then (15) and (17) give that Lgκ = 0. Conversely, if
Lgκ = 0 and tr gκ = 0, then integrating by parts, we find that
〈Dgδgκ, κ〉 = ‖δgκ‖2 = 0 =⇒ κ ∈ Stt,
as claimed.
To conclude, we complete the description of the nullspace of Lg.
Proposition 4. Suppose that (Σ, g) has constant curvature K0. Then the
kernel of Lg on pure trace tensors consists of tensors of the form h = f · g
where f lies in the eigenspace of the scalar Laplacian with eigenvalue 2K0.
In particular, this kernel is trivial when K0 < 0, it consists of the constant
functions when K0 = 0 and is equal to the usual three dimensional first
nonzero eigenspace of the Laplacian on functions when Σ = S2 and K0 > 0.
3.4 Local deformation theory for smooth surfaces
To warm up for the corresponding theorem in the conic setting, we now use
this Bianchi-gauged Einstein formalism equation to reprove the (well-known)
local structure theory of the Teichmu¨ller space of a smooth compact surface
Σ. This is only a small modification of the arguments in [24] but we also
include the cases where the genus γ is 0 or 1, where the proofs require a bit
more work.
Let Σ be a compact surface with genus γ ≥ 0 and g a smooth metric
with constant curvature K0 on Σ. We first show that the space MK0 of all
metrics with constant curvature K0 (without an area normalization) is an
infinite dimensional Banach manifold near g; the next step is to prove that
the intersection of MK0 with a small ball in the slice g + Stt coincides with
the space of nearby solutions of the Bianchi-gauged equation Ng(h) = 0, and
is a smooth manifold of dimension 6γ − 6 when γ > 1. This intersection has
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dimensions 2 and 0 when γ = 1 and 0, respectively, but is only included in
the nullspace of Ng then. This intersection parametrizes the set of constant
curvature metrics near to g which are not equivalent to g by diffeomorphisms.
We complete this picture by establishing that any metric g′ ∈ MK0 near to
g can be written uniquely as F ∗(g + h) where F is a diffeomorphism close
to the identity and g + h lies in this slice. This shows that the ‘flowbox’
associated to the slice covers a full neighbourhood of g inMK0. An additional
important result is that the identity component of the diffeomorphism group
acts properly and freely on MK0 when K0 < 0; we review this argument in
§6 when it is generalized to the conic case.
Proposition 5. The space MK0 is a Banach submanifold in the space of all
C2,α metrics in some neighbourhood of g.
Proof. Following [24], let U be a neighbourhood of g in the space of C2,α
metrics, and observe that U ∋ g′ 7→ Kg′ ∈ C0,α(Σ) is a smooth mapping.
Next, by (16),
DKg(f · g) = 1
2
(∆g − 2K0)f · g. (26)
If K0 < 0, then DK
g is surjective even when restricted to the subspace of
pure trace tensors, so the implicit function theorem shows that {g+h ∈ C2,α :
|h|g < ε,Kg+h = K0} is a Banach submanifold if ε > 0 is small enough.
If K0 = 0, then the restriction of DK
g to pure trace tensors is the
scalar Laplacian, which has both kernel and cokernel identified with the
space of constant functions. Furthermore, by the Gauss-Bonnet theorem,∫
Σ
Kg
′
dAg′ = 0 for any metric g
′. To compensate for the fact that the image
satisfies a linear constraint which is determined by the varying metric g′, let
Πg0 denote the L
2(dAg) orthogonal projection from C0,α onto the subspace
V ⊥0 of functions f such that
∫
Σ
f dAg = 0. We consider the restricted map
g′ 7−→ Πg0(Kg′) from the space of all C2,α metrics g′ with
∫
Σ
dAg′ =
∫
Σ
dAg to
the subspace V ⊥0 . The intersection of the tangent space of the domain with
the space of pure trace tensors equals {fg : ∫
Σ
f dAg = 0}, and DKg is an
isomorphism from this space onto V ⊥0 . The implicit function theorem may
now be used exactly as before to show that the set of nearby metrics g′ which
satisfy Πg0(K
g′) = 0 is a Banach submanifold. However, clearly this equation
implies that Kg
′
= 0 as well.
For the final case, recall that if (Σ, g) is the round sphere with curva-
ture K0, then 2K0 is the first nonzero eigenvalue of ∆
g, with corresponding
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eigenspace consisting of the restrictions of the linear coordinate functions on
R3. The cokernel of ∆g−2K0 is three-dimensional and spanned by the space
V1 := {ι∗dx1, ι∗dx2, ι∗dx3}. Let Πg1 denote the L2 orthogonal projection onto
V ⊥1 ; for simplicity we denote the range of this mapping on C0,δ also by V ⊥1 .
Very similarly to the case above, consider
M2,δ ∋ g′ 7→ Πg1(Kg
′
) ∈ V ⊥1 .
The restriction of the linearization of this map to the space of pure-trace
tensors at g is Πg1 ◦ 12(∆g − 2K0), the image of which equals V ⊥1 . By the
implicit function theorem,
U ∩M2,δcc := {g′ = g + h ∈M2,δ(Σ) : ||h||g;2,δ < ǫ, Πg1(Kg
′
) = K0}
is a Banach submanifold. The elements g′ in this set are precisely the met-
rics with Kg
′
= K0 +
∑3
j=1 ajxj . However, the well-known Kazdan-Warner
condition states that if the function K is the scalar curvature of any metric
on S2, then ∫
S2
∇K · ∇xi dAg = 0, i = 1, 2, 3.
Hence if Kg
′
has this form, then the coefficients ai all vanish, and so K
g′ =
K0. We conclude that the space of metrics g
′ near to g with Kg
′
= K0 is a
smooth submanifold of M2,δ(Σ).
We have now proved that if Kg = K0, then
TgMK0 = {h : DKg(h) = 0} =
{h = h0 + f · g : tr gh0 = 0, (∆g − 2K0)f + δgδgh0 = 0}.
(27)
It follows from this that if K0 < 0, then the trace coefficient f is determined
uniquely by the trace-free part h0. If K0 ≥ 0, then the projection of f onto
the orthogonal complement of the nullspace of ∆g − 2K0 is determined by
h0.
Equation (27) can be sharpened using the following decomposition.
Lemma 2. If Σ is a smooth compact surface, and g is any C2,α metric on
it, then
C2,α(Σ;S20T ∗Σ) = ranDg ⊕ ker δg.
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Proof. The operator δD = P is elliptic and has a generalized inverse G which
is a pseudodifferential operator of order −2 and satisfies GP = PG = Id−Π,
where Π is the projector onto the finite dimensional nullspace of P (this
nullspace is trivial when K0 < 0). Then G
′ = Gδ ∈ Ψ−1 is a left inverse for
D, up to a finite rank error. Since G′ : C1,α(S20T ∗Σ)→ C2,α(T ∗Σ) is bounded,
we conclude that D : C2,α → C1,α has closed range.
Now suppose that h ∈ C2,α(S20T ∗Σ). We seek ω ∈ C3,α(T ∗Σ) and κ ∈ Stt
such that h = Dω + κ. To find ω, we solve δ(h − Dω) = 0, or equivalently,
Pω = δh. Fortunately this is always possible since δh ∈ ranP . Thus κ :=
h−Dω is both trace-free and divergence-free, as required.
Let us apply this to the trace-free part h0 of an element h ∈ TgMK0.
Writing h0 = Dω+ κ, then κ ∈ Stt and (∆− 2K0)f + δδDω = 0; using (21),
this last condition is equivalent to
(∆− 2K0)f + δPω = 0⇐⇒ (∆− 2K0)(f + 1
2
δω) = 0.
Thus in the case that ∆ − 2K0 is invertible, then elements of TgMK0 are
determined by the choice of any pair of elements ω ∈ C3,α(Σ;T ∗Σ) and κ ∈
Stt. When K0 = 0, then an extra constant is needed, while if K0 > 0 then
one must also include an element of V1.
The gauged deformation theory is now an easy consequence.
Proposition 6. The intersection
Sg,ε :=MK0 ∩ {g + h : ||h||g < ε, Bgh = 0}
is transverse at g. It is contained in the space of all solutions h to Ng(h) = 0
with ||h||g < ε (it is equal to it when K0 < 0). In particular, metrics in Sg,ε
are smooth. Furthermore, TgSg,ε = Stt when K0 < 0, Stt ⊕ R when K0 = 0,
and span {x1, x2, x3} when K0 > 0.
Proof. To check transversality, we must show that if k ∈ C2,α(Σ;S2T ∗Σ),
then k = k1 + k2 where k1 ∈ TgMK0 and Bg(k2) = 0. However, recall that
the kernel of Bg contains φg for every φ ∈ C2,δ, so writing k = fg+ k0 where
k0 is trace-free, it suffices to choose φ so that (∆g−2K0)(f−φ)+δgδgk0 = 0.
This is certainly possible when K0 < 0, and since
∫
Σ
δgδgk0 = 0, it is also
possible when K0 = 0. When K0 > 0, this equation can be solved provided
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δgδgk0 is orthogonal to the span of the restrictions of the linear functions
{x1, x2, x3}. However, this is true since
〈δgδgk0, xj〉 = 〈k0, (δg)∗dxj〉 = 0;
this last equality holds because dxj is (dual to) a conformal Killing field, so
(δg)∗dxj = −xjg is pure trace.
Next, if h = fg+ h0 ∈ TgSg,ε, then Bgh = 0, which means that δgh0 = 0,
i.e., h0 ∈ Stt. In addition (∆g − 2K0)f = 0, which leads to the three cases in
the statement of the result.
Finally, if g+h ∈ Sg,ε, then g+h has constant curvature K0 by definition,
and clearly Ng(h) = 0. Conversely, if ||h|| < ε and Ng(h) = 0, then by the
argument at the very end of §3.1, if K0 < 0 then Bg(h) = 0 and g + h has
constant curvature K0. Finally, since N
g is an elliptic, quasilinear operator,
Ng(h) = 0 implies that h is smooth.
To complete this picture, we show that Sg,ε is a slice for the diffeomor-
phism action.
Proposition 7. If ε is sufficiently small and if γ > 1, then in some neigh-
bourhood U of Id ∈ Diff3,α(Σ), the map
U × Sg,ε ∋ (F, h) −→ F ∗(g + h) (28)
is a local diffeomorphism onto a neighbourhood of g in MK0.
Proof. Every element of Sg,ε is C∞, which implies that (28) is a C∞ mapping.
Thus it suffices to check that its linearization
C3,α(Σ, T ∗Σ)× TgSg,ε ∋ (ω, κ) 7−→ (δg)∗ω + κ ∈ TgMK0
is an isomorphism. However, we have already shown how any h = fg+ h0 ∈
TgMK0 uniquely decomposes as (−12δ(ω)g +Dω) + κ, as required.
The action of the entire diffeomorphism group is proper and the action
of the identity component of the diffeomorphism group is also free. This is
proved in [23, Section 2.3], but is discussed further and generalized at the
end of §6 below.
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4 Elliptic operators and conic singularities
To generalize the results in the last section to surfaces with conic singularities,
we take a brief detour to describe linear elliptic theory of conic operators.
This is a well developed subject, and much of what is needed here could be
carried out ‘by hand’, but we rely on a more systematic approach using the
calculus of b-pseudodifferential operators, and quote the results we need from
[14].
Since we need to apply these results to several Laplace-type operators,
we state results from the general theory for a ‘generic’ operator of the form
A = ∇∗∇ +B,
acting on sections of a Hermitian vector bundle E over a conic surface (Σp, g).
Here ∇ is a Hermitian connection and B is a Hermitian bundle map. As
usual, the model conic metric is gβ = dr
2+(1+β)2r2dy2, and we assume that
limr→0 r
2B = B˜. Under natural geometric hypotheses, ∇ is a conic operator,
i.e., there exists a smooth basis of section σj for E such that ∇r∂rσj and
∇∂yσj are smooth (as functions of (r, y)) linear combinations of the σi. In
the cases we consider, E is a subbundle of some tensor bundle and ∇ is the
Levi-Civita connection, and this condition is easily checked to be satisfied for
sections which are linear combinations of tensor products of the basic vector
fields and 1-forms
∂r,
1
r
∂y, and dr, r dy.
In a local trivialization of this type
A = −∂2r −
1
r
∂r +
1
r2
A˜+Q (29)
where A˜ is the r-independent ‘tangential operator’, acting on sections of E˜,
the restriction of E to the S1 cross-section, and Q is a lower order error in the
sense that it vanishes in any limit of homothetic rescalings (r, y) 7→ (λr, y),
λ→∞. We denote by A0 this operator with the remainder term Q omitted,
so that A0 is exactly dilational invariant.
4.1 Function spaces
We now introduce the weighted b-Sobolev and b-Ho¨lder spaces, which are
based on differentiations with respect to the b vector fields r∂r, ∂y. Thus for
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m ∈ N, define
Hmb (Σp, dAg) = {u : (r∂r)j∂ℓyu ∈ L2(Σp, dAg), j + ℓ ≤ m},
and for any µ ∈ R,
rµHmb (Σp, dAg) = {u = rµu˜ : u˜ ∈ Hmb (Σp, dAg)}.
The fact that the normal derivative is with respect to r∂r rather than ∂r
means, for example, that if γ > −1 then rγ ∈ Hmb (Σp, dAg) for every m ≥ 0,
whereas rγ lies in the ordinary Sobolev spaceHm(Σp, dAg) only if γ−m > −1.
Next define C0,αb (Σp) to equal the space of functions on Σp in C0,α(Σp)
such that near each pj ,
sup
0<R<R0
sup
R≤r,r′≤2R
|u(r, y)− u(r′, y′)|Rα
|(r, y)− (r′, y′)|α ≤ C;
Cm,αb (Σp) consists of all functions u such that (near each pj), (r∂r)j∂ℓyu ∈ C0,αb .
Finally, rµCm,αb (Σp) = {u = rµv : v ∈ Cm,αb (Σp)}.
All of these definitions continue to make sense for operators acting be-
tween sections of bundles. For notational convenience, we describe the gen-
eral results below only for scalar operators, but everything works directly for
systems as well.
4.2 Polyhomogeneity and indicial roots
The most natural replacement for smooth functions in this setting involves
the notion of polyhomogeneity. A function u is polyhomogeneous with index
set I = {γi, Ni} ⊂ C× N if u ∈ C∞(Σp) and near each pj ,
u ∼
∑
i
Ni∑
ℓ=0
ui,ℓ(y)r
γi(log r)ℓ.
An index set is a countable collection of pairs (γi, Ni) such that Re γi →∞ (or
equivalently, there are only finitely many γi in each left half-plane Re γ < C).
This is convenient notation for keeping track of which exponents appear in
this expansion.
To see how such functions arise naturally in the present setting, consider
the simple “monomial” solutions of the model operator A0.
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Definition 1. A number γ ∈ C is called an indicial root for A at pj of mul-
tiplicity N if there exists some φ ∈ C∞(S1; E˜) such that A(rγ(log r)Nφ(y)) =
O(rγ−1(log r)N) (as opposed to the expected singularity O(rγ−2(log r)N)),
but that the same is not true if N is replaced by N + 1.
Denote by Γ(A) the set of all indicial roots of A (over all pj) and by Γ˜(A)
the set {(γ,N) : γ ∈ Γ(A), N = logarithmic multiplicity at γ}.
It follows directly from this definition that if A is as in (29), then γ ∈ Γ(A)
if and only if there exists a section φ of E˜ such that
(A˜− γ2)φ = 0,
or in other words, γ2 ∈ spec(A˜) and φ is a corresponding eigensection. In
particular, γ ∈ Γ(A) if and only if −γ ∈ Γ(A). (This symmetry is due, of
course, to the symmetry of A on L2.)
To simplify notation, we shall assume that all indicial roots are real; this
is the case for the specific operators considered below.
4.3 Mapping properties
We assume that our operators have polyhomogeneous coefficients. For any
µ ∈ R, m ∈ N, it is straightforward that
A : rµHm+2b (Σp;E) −→ rµ−2Hmb (Σp;E);
A : rµCm+2,αb (Σp;E) −→ rµ−2Cm,αb (Σp;E)
(30)
are bounded mappings.
Proposition 8 ([14] Theorem 4.4). The mappings (30) are Fredholm if and
only if µ /∈ Γ(A).
Using the symmetry of A with respect to the area form of g, it is straight-
forward to check that if µ /∈ Γ(A), then for any m,m′ ∈ N, the cokernel of
the mapping
A : rµ+1Hm+2b (Σp;E)→ rµ−1Hmb (Σp;E)
is naturally identified with the kernel of
A : r−µ+1Hm
′+2
b (Σp;E)→ r−µ−1Hm
′
b (Σp;E).
Even though we cannot directly argue using duality as with b-Sobolev spaces,
a similar statement is true in the Ho¨lder setting.
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Proposition 9. Suppose that µ is not an indicial root of A. Let K−µ denote
the nullspace of A on r−µC2,αb (Σp). If f ∈ rµ−2C0,αb , then there exists an
element h ∈ K−µ such that Au = f − h for some u ∈ rµC2,αb . In particular,
if K−µ = {0}, then
A : rµC2,αb (Σp)→ rµ−2C0,αb (Σp).
is surjective.
The statement of this result assumes that the dimension is 2, but note
that this result has analogues in all dimensions. The proof proceeds by
showing that the generalized inverse G of A acting on a particular weighted
b-Sobolev space is bounded on a related b-Ho¨lder space, see [14] for details.
Proposition 10 ([14] Corollary 4.19). If Au = f and if both the conic metric
g and the function f are polyhomogeneous, then u is polyhomogeneous.
Observe that once we know that u is polyhomogeneous, then substitut-
ing an arbitrary expansion u ∼ ∑ rγjuj(y) into the equation Au = f and
matching terms shows that each γj is an exponent in the expansion of f
(shifted by 2), or an indicial root of A, or else of the form ζj + e where ζj is
an indicial root of A and e is an exponent arising in the expansion of one of
the coefficients of A.
Proposition 11. If Au = f , where u ∈ r−µCm+2,δb and f ∈ rµ−2Cm,δb , then
near each conic point,
u =
∑
ujℓ(y)r
γj(log r)ℓ + u˜
where the sum ranges over those elements (γj, ℓ) ∈ Γ˜(A) with γj ∈ (−µ, µ)
and where u˜ ∈ rµCm+2,αb .
The intuition is that since f lies in a slightly better space than expected,
then u decays as fast as one might predict from the decay of f except for
some finite dimensional component coming from the indicial roots of A. Note
that the finite sum in this expression is not necessarily in the global nullspace
of A, but is formally annihilated by A.
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5 Applications of conic elliptic theory
We now apply the general theory reviewed in §3 to the present setting. We
first compute the indicial data for the operators ∆g, P g and Lg and then
discuss some implications of the information we get this way.
We shall assume for most of this section that g is a conic metric which
is polyhomogeneous at each pj. The issue of metrics with finite regularity is
discussed at the end of the section.
5.1 Indicial roots
If g ∈ CM(Σp, ~β) and pj is any one of the cone points, then by definition g
is asymptotic to the model metric gβj at that point. Dropping the subscript
j, it is therefore the case that the indicial operator for ∆g, P g and Lg at
that point agrees with corresponding operator for gβ, and since this metric is
flat, these indicial operators are equal (up to a constant factor) to the rough
Laplacians ∇∗∇ acting on scalar functions, sections of T ∗Σp and sections
of S2T ∗Σp, respectively. If E is any Hermitian vector bundle with metric
compatible connection over (C(S1), gβ), then
∇∗∇ = r−2 (−(∇r∂r)2 − (1 + β)−2(∇∂y)2) .
The calculations and results below will be carried out using the eigenfunction
basis ψk(y) = e
iky, k ∈ Z, for −∂2y , with corresponding eigenvalues k2.
Indicial roots of ∆
Restricting the scalar Laplacian,
∆ = r−2
(−(r∂r)2 − (1 + β)−2∂2y)
to the kth eigenspace, we see that rζψ±k(y) ∈ ker(∆) precisely when ζ =
ζ0k = k/(1 + β). (We allow k to be both positive and negative.) Hence the
set of indicial roots for ∆ equals
Γ0(β) :=
{
k
1 + β
: k ∈ Z
}
.
Note that 0 is a double root, so both r0 = 1 and log r are solutions.
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Indicial roots of P
The Levi-Civita connection for the metric gβ on T
∗C(S1) is determined by
∇∂rdr = 0, ∇∂ydr = r(1 + β)2dy, ∇∂rdy = −
1
r
dy, ∇∂ydy = −
1
r
dr .
The action of P on the 1-form
η = η1dr + η2(1 + β)rdy (31)
is thus
P
[
η1
η2
]
= r−2
(
−(r∂r)2 + 1 +
[−∂2y/(1 + β)2 2∂y/(1 + β)
−2∂y/(1 + β) −∂2y(1 + β)
])[
η1
η2
]
.
The indicial roots are calculated as for the scalar case. The equation
P
(
rζψk(y)
[
b1
b2
])
= rζ−2ψk
(
−ζ2 + 1 +
[
k2β 2ikβ
−2ikβ k2β
])[
b1
b2
]
=
[
0
0
]
,
where kβ := k/(1 + β), has nontrivial solutions if and only if
ζ = ζ1±,k ∈ Γ1(β) :=
{
±1 + k
1 + β
, k ∈ Z
}
;
the solutions corresponding to ζ1±,k are given by[
η1
η2
]
= r±1+
k
1+β
(
α1ψk(y)
[
1
∓i
]
+ α2ψ−k(y)
[
1
±i
])
,
or as real vectors[
η1
η2
]
= r±1+
k
1+β
(
α′1
[
cos(ky)
± sin(ky)
]
+ α′2
[ − sin(ky)
± cos(ky)
])
.
Indicial roots of L
Identify the symmetric two-tensor h with the triplet (φ1, φ2, φ3) by
h = φ1gβ + φ2(dr
2 − (1 + β)2r2dy2) + φ3(1 + β)r(dr ⊗ dy + dy ⊗ dr). (32)
The first component, which is the pure trace part, immediately decouples:
∇∗∇(φ1gβ) = (∆φ1)gβ,
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so the set of indicial roots for this part is once again Γ0(β).
A further calculation produces the matrix expression
∇∗∇
[
φ2
φ3
]
= r−2
(
−(r∂r)2 + 4 +
[−∂2y/(1 + β)2 4∂y/(1 + β)
−4∂y/(1 + β) −∂2y/(1 + β)2
])[
φ2
φ3
]
,
so proceeding as before,
∇∗∇
(
rζψk(y)
[
b2
b3
])
=
(
−ζ2 + 4 +
[
k2β 4ikβ
−4ikβ +k2β
])[
b2
b3
]
=
[
0
0
]
,
where kβ := k/(1 + β), has nontrivial solutions if and only if
ζ = ζ2±,k ∈ Γ2(β) :=
{
±2 + k
1 + β
: k ∈ Z
}
;
the solutions corresponding to ζ2±,k are
[
φ2
φ3
]
= r±2+
k
1+β
(
α′2
[
cos(ky)
± sin(ky)
]
+ α′3
[ − sin(ky)
± cos(ky)
])
.
The relationship between the indicial roots of L and P
The adjoint of the intertwining formula (18) for g ∈ CMcc is
LgDg = DgP g. (33)
This formula and (18) imply some useful relationships between the indicial
data of P g and Lg. Let us say that (ζ,Φ(y)) is an indicial pair for a second
order conic elliptic operator A if A0(r
ζΦ(y)) = 0, where A0 is the indicial
operator for A. Thus ζ is an indicial root for A and Φ is the corresponding
coefficient section.
Now suppose that D is a first order conic operator, with indicial operator
D0 = r
−1
(
r∂r TD + D˜
)
,
where TD is an endomorphism (typically induced by Clifford multiplication).
Clearly
D0(r
ζΦ(y)) = rζ−1(ζ TDΦ + D˜Φ)(y).
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Lemma 3. The operators B and D intertwine the indicial pairs for L and P .
Namely, if (ζ,Φ(y)) is an indicial pair for L, then (ζ−1, (ζTBΦ+ B˜Φ)(y)) is
an indicial pair for P . Similarly, if (ζ,Φ(y)) is an indicial pair for P , then
(ζ − 1, (ζTDΦ + D˜Φ)(y)) is an indicial pair for L.
Proof. If L(rζΦ) = 0, then 0 = BL(rζΦ) = PB(rζΦ) = P (rζ−1(ζTBΦ +
B˜Φ)). Similarly, if conversely P (rζΦ) = 0, then 0 = DP(rζΦ) = LD(rζΦ) =
L(rζ−1(ζTDΦ+ D˜Φ)).
One case is of particular interest. Define
Xβ = {Φ : P (r−1+
1
1+βΦ) = 0}, Yβ = {Ψ : L(r−2+
1
1+βΨ) = 0}.
By the preceding lemma, D maps Xβ into Yβ.
Lemma 4. The map Xβ −→ Yβ induced by D as above is an isomorphism.
Proof. Dropping the subscript 0, we first compute δ and δ∗ on the model
space (C(S1), gβ).
In terms of the bases used in the decompositions (31) and (32), we have
δh =
1
r
[ −r∂r −r∂r − 2 −∂y/(1 + β)
−∂y/(1 + β) ∂y/(1 + β) −r∂r − 2
]φ1φ2
φ3

 ,
and similarly
δ∗η =
1
r

 r∂r + 1 ∂y/(1 + β)r∂r − 1 −∂y/(1 + β)
∂y/(1 + β) r∂r − 1

[η1
η2
]
.
Hence inserting[
η1
η2
]
= r−1+
1
1+β
(
a1
[
cos y
− sin y
]
+ a2
[− sin y
− cos y
])
,
we get
δ∗
[
η1
η2
]
= −2r−2+
1
1+β

a1

 0cos y
− sin y

+ a2

 0− sin y
− cos y



 .
The top row, which corresponds to the coefficient of gβ, vanishes, which
means that δ∗η is traceless, i.e., δ∗η = Dη, for any η ∈ Xβ. The projection
of this to the second and third rows is clearly invertible, as claimed.
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5.2 Geometric realization
It is important that the indicial roots of these operators close to 0 have
geometric interpretations. This discussion is local, and it suffices to work with
the flat model metric gβ in the unit disk. Set |z| = ρ and r = ρ1+β/(1 + β).
i) The value 0 is a double indicial root for the scalar operator ∆, and
the solutions corresponding to it are r0 = 1 and log r. Since L(fgβ) =
1
2
(∆f)gβ, the functions 1 and log r arise from infinitesimal ‘pure trace’
deformations. Indeed, setting g(a, η) = ar2ηgβ, then
∂ag|a=1,η=0 = gβ, ∂ηg|a=1,η=0 = 2 log r gβ,
i.e., these two solutions correspond to scaling the metric and changing
the cone angle, respectively.
ii) The operator P has a two-dimensional family of solutions at the indicial
root 1, spanned by rdr and r2dy, cf. the calculations in §5.1. The vector
fields dual to these 1-forms are
X1 = r∂r and X2 = ∂y ,
which generate conformal dilations and rotations. Note that ρ∂ρ =
(β + 1)r∂r = (β + 1)X1, so these are in fact a local basis for the space
of vector fields smooth across the origin which vanish at the puncture.
iii) A symmetric 2-tensor h which is smooth across z = 0 has norm
|h| ≤ ρ−2β = cr− 2β1+β = cr−2+ 21+β .
The space of trace-free solutions corresponding to this indicial root is
spanned by r−2+
2
1+β (dr2 − (1 + β)2r2dy2) and r−2+ 21+β rdrdy.
iv) Finally, if trh = 0 and the coefficients of h blow up no faster than |z|−1,
then
|h| ≈ ρ−2β−1 = cr− 2β+11+β = cr−2+ 11+β .
This matches the growth rate for h ∈ Ssingtt \ Stt.
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5.3 Regularization of Ssingtt
Since singular TT tensors satisfy |κ| ∼ r−2+ 11+β , a regularization map is
needed to incorporate them into the analysis below. Thus we define
R : Ssingtt −→ rνCm,δb (Σp;S20), (34)
for some 0 < ν ≪ 1. When −1 < β < −1
2
, we have −2 + 1/(1 + β) > 0, and
hence we can choose any ν ∈ (0,−2 + 1/(1 + β)) and define R(κ) = κ.
On the other hand, suppose −1/2 ≤ β < 0; Lemma 4 asserts that for
each j there is a unique ω
(j)
0 r
−1+ 1
1+β ∈ Xβ so that near pj,
κ−Dg(χjω(j)0 r−1+
1
1+β ) ∈ rνCℓ,δb .
This leads us to define
R(κ) = κ−Dg(
∑
j
χjω
(j)
0 r
−1+ 1
1+β ). (35)
(the sum is only over those cone points where βj ≥ −1/2).
Proposition 12. The map R is injective.
Proof. This is obvious when β < −1/2. In the other case, if R(κ) = 0, then
κ = Dgω for some ω ∈ r−1+ 11+β Cm,δb . Applying Bg shows that P gω = 0.
However, by Corollary 1, since −1 + 1
1+β
> 0, P g is injective on r−1+
1
1+β C2,δb ,
so ω = κ = 0.
5.4 The Friedrichs extension and an eigenvalue esti-
mate
We now return to the scalar Laplacian ∆g and consider it as an unbounded
operator acting on L2(Σp). The maximal domain Dmax(∆g) of this mapping
is by definition the set of all u ∈ L2 such that ∆gu ∈ L2. It is well-known
that
∆g : Dmax(∆g) −→ L2(Σp) (36)
is a closed operator. By Proposition 11, there is a precise characterization of
elements in this maximal domain:
Dmax(∆g) = {u = a0 + a˜0 log r + u˜, a0, a˜0 ∈ R, u˜ ∈ r2H2b (Σp)}.
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To see how this follows from that result, note that 0 is the only indicial root
γ in the range (−1, 1]; this coincides with the set of values where rγ ∈ L2
but rγ−2 /∈ L2.
Since the mapping (36) is not self-adjoint, we cannot talk about its spec-
trum until we specify and restrict to a domain of self-adjointness. We use
the canonical choice of the Friedrichs domain DFr(∆g), which consists of all
functions u ∈ L2 such that both ∇u and ∆u also lie in L2. This contains
those functions u ∈ Dmax(∆g) such that the coefficient a˜0 in the expansion
above vanishes. Note that a function u lies in DFr(∆g) if ∆gu = f ∈ L2 and
if u is the unique bounded solution of ∆gu = f ∈ L2.
It will be convenient for us to define a Ho¨lder space analogue of this
Friedrichs domain:
Definition 2. Dℓ,δFr = {u ∈ Cℓ,δb (Σp) : ∆gu ∈ Cℓ,δb (Σp)}.
By Proposition 11, we have that u ∈ Dℓ,δFr if and only if
u = a0 + a1r + a2r
1
1+β + u˜, u˜ ∈ r2Cℓ+2,δb .
Note the inclusion of the extra term r
1
1+β (which is unnecessary if β ≤ −1/2).
Since (∆g,DFr) is self-adjoint, we may talk about its spectrum. Our
final result in this section is an estimate (and rigidity statement) for its first
nonzero eigenvalue.
Proposition 13. Suppose that (Σp, g) is conic with all cone angles in (0, 2π)
and has constant Gauss curvature K0 > 0. Let λ1 be the first nonzero eigen-
value of the Friedrichs extension of ∆g. Then λ1 ≥ 2K0, with equality if and
only if Σ is either the round 2-sphere with constant Gauss curvature K0 or
else there are precisely two conic points with cone angles θ1 = θ2 and Σp is
the K0-suspension of a circle of length 2π(1 + β).
Proof. If u ∈ DFr(∆g) and ∆gu = λ1u, then near each pj ,
u ∼ a0 + r
1
1+βj (a+1 cos y + a
−
1 sin y) + . . . .
Consequently |du|g = O(r−1+
1
1+βj ), which allows one to justify the integration
by parts in ∫
Σ
〈∆1du, du〉 =
∫
Σ
(|∇du|2 +K0|du|2) ,
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where ∆1 = ∇∗∇+ Ricg = ∇∗∇+K0 is the Hodge Laplacian on 1-forms.
Noting that ∆1du = d∆0u = λ1du, and applying the Cauchy-Schwarz
inequality, |∇du|2 ≥ 1
2
(∆gu)2, we see that
λ1‖du‖2 =
∫
Σ
〈∆1du, du〉
≥
∫
Σ
1
2
(∆gu)2 +K0|du|2 =
∫
Σ
1
2
〈∆1du, du) +K0|du|2.
The integration by parts 〈δdu, δdu〉 = 〈dδdu, du〉 is justified as before. Rear-
ranging this yields λ1 ≥ 2K0, as desired.
Now consider the rigidity statement. If λ1 = 2K0, then we have equality
|∇du|2 = 1
2
(∆gu)2, so the Hessian of u is pure trace:
∇du = −1
2
(∆gu)g.
We can solve ∇du = −K0u · g along a geodesic γ(t):
d2
dt2
(u ◦ γ)(t) = ∇du(γ′(t), γ′(t)) = −K0(u ◦ γ)(t) (37)
Since u is continuous across the conic points, it attains its maximum and
minimum at points that we denote pmax and pmin. We have shown that
du vanishes at the conic points, so du(pmax) = du(pmin) = 0, regardless of
whether pmax /min is equal to one of the pj or not. Since u is nontrivial,
u(pmax) > 0 and u(pmin) < 0.
Now connect pmax to pmin by a minimizing geodesic γ : [0, ℓ]→ Σ. Since
Σ is an Alexandrov space, γ avoids the singular points except possibly at its
endpoints. Multiply u by a positive constant so that u(pmax) = 1. Then the
solution of (37) is
(u ◦ γ)(t) = cos(
√
K0 t).
Since du(pmin) = 0, we must have ℓ ≥ π/
√
K0. Combining this with the
diameter estimate in Theorem 7, we conclude that ℓ = π/
√
K0.
We have now obtained two points pmax, pmin ∈ Σ with dist (pmax, pmin) =
π/
√
K0. The rigidity part of Theorem 7 now gives that Σ is either a round
sphere with constant curvature K0 (so pmax /min are smooth points) or else
the K0-suspension of a circle of length θ < 2π (in which case pmax /min are
the two conic points).
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An immediate corollary of this result is as follows.
Corollary 1. If (Σp, g) is conic and has constant curvature K0, then the
Friedrichs extension of P g on L2 is invertible except when k = 2 and (Σp, g)
is the spherical suspension as in the theorem above.
Proof. If K0 ≤ 0, then 2P g = ∇∗∇ −K0 ≥ 0. If K0 < 0, this inequality is
strict and P g is invertible. If K0 = 0 and ω is in the nullspace, then integrat-
ing by parts gives that ∇ω = 0. However, by the indicial root computations
above, any nontrivial solution of P gω = 0 must either vanish or blow up at
each pj , hence cannot be parallel.
Now suppose that K0 > 0. If ∆
g
1 = ∇∗∇+K0 is the Hodge Laplacian on
1-forms, then 2P g = ∆g1−2K0, so our assertion is equivalent to the statement
that the first nonzero eigenvalue of ∆g1 is strictly larger than 2K0, except in
the one special case. But now recall that in two dimensions, the nonzero
spectra of ∆g0 and ∆
g
1 are the same because on the Friedrichs domain, δ
g, d
and ⋆ commute with the Hodge Laplacian (on forms of degrees 0, 1 and 2
collectively), so the result follows from the previous Proposition.
6 The slice and deformation theorems
We now extend the results of §3.4 to surfaces with conic singularities. As
before we first study the local structure of the ungauged moduli space of conic
constant curvature metrics and then construct a slice for the diffeomorphism
action.
6.1 Spaces of conic constant curvature metrics and dif-
feomorphisms
Fix a reference conic metric g0 with smooth coefficients relative to the basis
dr2, rdrdy, r2dy2.
We begin by defining the space CMℓ,δ,ν(Σp) of conic metrics g with co-
efficients in the b-Ho¨lder space Cℓ,δb , and such that near each cone point pj ,
|g − ajg0|g0 ≤ Crν for some aj > 0. Fix mutually disjoint neighborhoods
Uj ∋ pj and cutoff functions χj ∈ C∞0 (Uj) with χj ≡ 1 near pj. Set
g0(a, η) :=
(
1 +
∑
j
χj(ajr
2ηj − 1)
)
g0, aj ∈ R+, ηj ∈ (−1− βj,−βj),
32
which is a 2k-dimensional family of conic metrics, and then define
CMℓ,δ,ν(Σp) = {g = g0(a, η) + h : h ∈ rνCℓ,δb }.
Writing h = fg0 + h
0 where tr g0h0 = 0, then
g =
(
1 +
∑
j
χj(ajr
2ηj − 1) + f
)
g0 + h
0.
Next consider the space of conic metrics with curvature K0 ∈ R,
CMℓ,δ,νK0 (Σp) := {g ∈ CMℓ,δ,ν(Σp) : Kg = K0},
and their union, the space of conic metrics with (any) constant curvature
CMℓ,δ,νcc (Σp) := {g ∈ CMℓ,δ,ν(Σp) : Kg = const.} =
⋃
K0∈R
CMℓ,δ,νK0 (Σp).
There is an R+ action on this space via metric scaling, but we typically
normalize by demanding that the metrics have unit area, so that the genus
and the cone angles determine K0.
A primary consideration below is the action of the relevant diffeomor-
phism group on this space of metrics. To this end, we consider the Banach
Lie group Diffℓ+1,δ,ν+1(Σp). It is only necessary to specify the topology on a
neighborbood W of the identity in this group, and for this we define
Diffℓ+1,δ,ν+1b (Σp) ⊃ W :=
{
exp(X) : X =
∑
j
χj(ajr∂r + bj∂y) + X˜ :
~a,~b ∈ Rk, X˜ ∈ rν+1Cℓ+1,δb (Σp;TΣp), |~a|+ |~b|+ ||X˜||b;ℓ+1,δ,ν+1 < ǫ
}
.
Noting that r∂r and ∂y are the dilation and rotation vector fields near each pj ,
we see that locally near any pj, any such diffeomorphism F is the composition
of a dilation and rotation and a diffeomorphism of a punctured disk which
equals the identity to order ν + 1.
We shall also want to consider conic metrics in conformal form, and it
is necessary to show that the various ways of representing these metrics
are equivalent. Recall that the classical existence of isothermal coordinates
asserts that if g is a Cℓ,δ metric in some small ball, then there exists a local
Cℓ+1,δ diffeomorphism F and a function φ ∈ Cℓ,δ such that F ∗g = e2φ|dz|2.
The analogous theorem is true here.
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Proposition 14. Suppose that g ∈ CMℓ,δ,ν(U), where U = {w : |w| < 1}.
Then there exist F ∈ Diffℓ+1,δ,ν+1b (U ′) and φ ∈ R ⊕ rνCℓ,δb , both defined in
some possibly smaller ball U ′, so that
F ∗g = e2φgβ = e
2φ(dr2 + (1 + β)2r2dy2).
Proof. Let us first reduce to the case where the cone angle is 2π by setting
gˆ = |w|−2βg. This lies in CMℓ,δ,ν(U) relative to g0 = dr2 + r2dy2. We
then invoke the standard result about isothermal coordinates, but with the
regularity statement adapted to the conic setting. There are two ways to do
this. The first is to choose the diffeomorphism F (z) = w as a solution to the
Beltrami equation
∂z¯F = µ∂zF,
where µ is given by an explicit algebraic expression involving the coefficients
of gˆ. That expression shows directly that µ ∈ rνCℓ,δb . This equation is
solvable if ||µ||L∞ < 1, and we can ensure this by restricting to a smaller ball
U ′ and dilating. It then follows by conic elliptic theory (we do not spell out
the details for this first order case) that F ∈ Diffℓ+1,δ,ν+1b (U ′), as claimed.
Writing F ∗gˆ = e2φˆg0, then the conformal factor here is also given by an
explicit algebraic expression in the coefficients of gˆ, from which it follows
that φ− λ ∈ rνCℓ,δb for some λ ∈ R.
An alternate way to obtain F is as follows: solve ∆gˆu = 0 with u(0) = 0
and and du|0 6= 0, then choose v so that v(0) = 0 and dv = ∗du, and finally
set F = u + iv. We must restrict to a smaller ball to ensure that F is a
diffeomorphism. The first order terms in the Laplacian are in rν−1Cℓ−1,δb , so
the regularity theory from §4.3 gives that F ∈ Diffℓ+1,δ,ν+1b (U ′).
We have now proved that F ∗(|w|−2βg) = e2φˆ|dz|2. Since F ∗|w| = e2ψ|z|
where ψ − λ′ ∈ rνCℓ,δb for some λ′ ∈ R, we can raise this to the power −2β
and transfer to the other side to conclude the proof.
We next prove a sharp regularity result.
Proposition 15. Fix g, gˆ ∈ CMℓ,δ,0 such that e2φg = gˆ. If Kg, K gˆ ∈
Cℓ−2,δb (Σp) and g and gˆ have the same cone angles, then φ ∈ Dℓ,δFr (Σp). If
g and gˆ are, in addition, both polyhomogeneous, then so is φ.
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Proof. The function φ ∈ Cℓ,δb satisfies
∆gφ−Kg +K gˆe2φ = 0,
so ∆gφ ∈ Cℓ−2,γb . This means that φ is in the Ho¨lder-Friedrichs domain. If g, gˆ
are both polyhomogeneous, then φ ∈ Dℓ,δFr for every ℓ ≥ 0. By Proposition 11,
φ has a partial expansion up to order r2 with a remainder in r2Cℓ,δb for every
ℓ. Inserting this into the equation for φ shows that φ has an expansion to
order 4. Continuing in this way, we see that φ has a complete expansion.
Lemma 5. Let g0 ∈ CMℓ,δ,νK0 (Σp) for some ν > 0 and if K0 > 0, assume that
Σp is not a K0-suspension. Then for m ≤ ℓ,
∆g0 − 2K0 : rνCm,δb → rν−2Cm−2,δb
is injective. Furthermore, if f ∈ rν−2Cm−2,δb , then (∆g − 2K0)u = f has a
solution
u =
∑
j
χj(ajr + bj log r) + u˜
with a, b ∈ Rk and u˜ ∈ rνCℓ,δb .
Proof. Injectivity of ∆g0 − K0 on functions which decay as r → 0 is triv-
ial when K0 ≤ 0. For K0 > 0, if (∆g − 2K0)u = 0 and u ∈ rνCm,δb , then
u ∈ DFr. Thus so long as Σp is not a K0-suspension, injectivity follows by
Proposition 13. Existence of a solution u which blows up at most logarith-
mically can be deduced by standard arguments (or extending the parametrix
discussion in §4 to include operators with finite regularity coefficients). The
partial expansion of this solution is then implied by Proposition 11.
We can now prove the first theorem, about the structure of the entire
space of constant curvature conic metrics.
Theorem 8. If ℓ ≥ 2, then CMℓ,δ,νcc (Σp) is a Banach submanifold of CMℓ,δ,ν(Σp).
Proof. The argument is the same as in the smooth case. Assuming that
g0 ∈ CMℓ,δ,νK0 , we wish to show that CMℓ,δ,νcc (Σp) is a smooth manifold in a
neighborhood of g0. To this end, consider the map
K : CMℓ,δ,ν(Σp) −→ rν−2Cℓ−2,δb (Σp); g 7→ Kg.
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The linearization at g0 is
DK|a=1,η=0,h=0 (a˙, η˙, f˙ , h˙0) =
δg0δg0h˙0 +
1
2
(∆g0 − 2K0)
(∑
j
χj(a˙j + 2η˙j log r) + f˙
)
.
By Lemma 5, the restriction of this to pure trace tensors
DKg0 : Rka˙ × Rkη˙ × rνCℓ,δb −→ rν−2Cℓ−2,δb
is surjective. By the implicit function theorem, some neighbourhood of g0
in CMm,δ,νcc (Σp) and some neighbourhood in CMm,δ,νK ′
0
for K ′0 near K0 is a
smooth Banach submanifold.
Remark. An alternate proof (which could also have been used in the smooth
case) proceeds by choosing an explicit smooth submanifold of smooth conic
metrics g(w) which represent the space of all conformal classes near to g0 =
g(0). The constant curvature metrics conformal to each g(w) are obtained
by solving the constant curvature equation, and one then shows that the
solutions φ(w) depend smoothly on w.
6.2 The gauged moduli space
Now fix any polyhomogeneous element g0 ∈ CMℓ,δ,νcc (Σp), and define
Sg0 = {g0(a, η) + fg0 +R(κ) : a, η ∈ Rk, f ∈ rνCℓ,δb , κ ∈ Ssingtt },
where R is the regularizing map (35). This replaces the subspace kerBg0
in the smooth case; notice that only the term R(κ) here need not be in the
nullspace of Bg0 since
Bg0R(κ) = Bg0
(
κ−Dg0(
∑
j
χjr
−1+ 1
1+βj ω
(j)
0 )
)
=
− P g0
(∑
j
χjr
−1+ 1
1+βj ω
(j)
0
)
.
Near pj, this is O(r−2+
1
1+βj ) rather than the expected O(r−3+
1
1+βj ) since
(ω
(j)
0 , r
−1+ 1
1+βj ) is an indicial pair for P g0. We can still define the slice
Sg0,ε = Sg0 ∩ CMℓ,δ,νcc (Σp) ∩ V,
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where V is an ε-ball around g0 in CMℓ,δ,ν(Σp). Clearly,
Tg0Sg0 =
{(∑
j
χj(a˙j + 2η˙j log r) + f
)
g0 +R(κ) :
a˙, η˙ ∈ Rk, f ∈ rνCℓ,δb , κ ∈ Ssingtt
}
.
Proposition 16. If V is chosen small enough, then the intersection defining
Sg0,ε is transverse, and hence Sg0,ε is a smooth submanifold of CMℓ,δ,ν with
tangent space
Tg0Sg0,ε =
{(∑
j
χj(a˙j + 2η˙j log r) + f
)
g0 +R(κ) :
δg0δg0R(κ) +
1
2
(∆g0 − 2K0)
(∑
j
χj(a˙ + 2η˙ log r) + f˙
)
= λ ∈ R
}
.
Furthermore, the map Tg0Sg0,ε −→ Rk × Ssingtt × R,(∑
j
χj(a˙j + 2η˙j log r) + f˙
)
g0 +R(κ) 7−→ (η˙, κ, λ), (38)
is an isomorphism. Thus dimSg0,ε = 6γ− 6+3k+1. Finally, every element
in Sg0,ε is polyhomogeneous.
Remark. Geometrically, η˙ ∈ Rk corresponds to an infinitesimal change of cone
angles, κ ∈ Ssingtt to an infinitesimal change of pointed conformal structure,
and λ ∈ R to an infinitesimal change of scale. The assertion that (38) is an
isomorphism means that a˙ and f are determined by the other parameters.
Hence we recover the full set of expected infinitesimal deformations.
Proof. The characterization of Tg0Sg0,ε is obvious. Next, any k ∈ Tg0CMℓ,δ,ν
decomposes as
k =
(∑
j
χj(a˙j + 2η˙j log r) + f1
)
g0 + h
0,
where f1 and h
0 lie in rνCm,δb . To prove the transversality, simply write
k =
((∑
j
χj(a˙j + 2η˙j log r) + f2
)
g0 + h
0
)
+ f3g0
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where the first term is tangent to CMℓ,δ,νcc , so a˙j, η˙j and f2 are determined by
the equation 1
2
∆g0(
∑
χj(a˙j + 2η˙j log r) + f2) + δ
g0δg0h0 = λ, and then f3 =
f1 − f2 so that f3g0 ∈ Sg0. We conclude that Sg0,ε is a smooth submanifold.
Now suppose that (
∑
χj(a˙j + 2η˙j log r + f)g0 + R(κ) ∈ Tg0Sg0,ε. Given
any (η˙, κ, λ), determine a˙ and f˙ by finding a bounded solution (using the
Friedrichs extension) to the equation
1
2
(∆g0 − 2K0)
(∑
j
χj a˙j + f˙
)
g0
= λ− δg0δg0R(κ)− (∆g0 − 2K0)
(∑
j
χj η˙j log r
)
.
Since the Friedrichs extension is invertible, there is a unique solution, and
this satisfies f˙ ∈ rνCℓ,αb .
The formula for the dimension of this space follows directly.
For the final assertion, suppose that g = g0(a, η) + fg0 + R(κ) ∈ Sg0,ε.
We compute that
Ng0(g) = (Kg −K0)g + (δg)∗Bg0(g − g0).
Since Kg = K0 and B
g0 annihilates pure trace and transverse-traceless ten-
sors, this reduces to −(δg)∗Bg0Dg0ω = −(δg)∗P g0ω for some suitable ω. How-
ever, we can certainly choose extensions of the terms ω
(0)
j r
−1+ 1
1+βj so that they
are annihilated to all orders by P g0, which means that we can assume that
this term vanishes to all orders at pj. In other words, we see that N
g0(g) = η
which is smooth and vanishes to all orders at every pj The rest of the proof
is now essentially the same as in Proposition 15.
We next show that the local action of our specified group of diffeomor-
phisms on the slice Sg0,ε generates a full neighbourhood in the space of conic
constant curvature metrics.
Theorem 9. IfW ⊂ Diffℓ+1,δ,ν+1b (Σp) is a small neighborhood of the identity,
then the map
W ×Sg0,ε →֒ CMℓ,δ,νcc (Σp), (F, g) −→ F ∗g,
is a diffeomorphism onto a neighbourhood of g in CMℓ,δ,νcc (Σp).
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Proof. This again reduces, using the inverse function theorem, to showing
that if k ∈ Tg0CMℓ,δ,νcc (Σp), then k = (σg0+R(κ))+ δ∗ω, where σg0+R(κ) ∈
Tg0Sg0 and ω = ω1r + ω˜ for some ω˜ ∈ rν+1Cℓ+1,δb (Σp;T ∗Σp).
The first step in doing this is to show that
k = σˆg0 + κ+ δ
∗ωˆ, κ ∈ Ssingtt .
To find these summands, assume that this decomposition exists and apply
Bg0 to both sides, yielding
P g0ωˆ = Bg0(δg0)∗ωˆ = Bg0k.
The right hand side lies in rν−1Cℓ−1,δb . Using Propositions 9 and 11, we obtain
a solution with the partial expansion
ωˆ = ω0r
−1+ 1
1+β + ω1r + ω˜, ω˜ ∈ rν+1Cℓ+1,δb .
Setting κ = k0 − Dg0ωˆ, then we have that δg0(κ) = tr g0(κ) = 0, and in
addition |κ| = O(r−1+ 11+β ), hence κ ∈ Ssingtt .
Since (δg0)∗ωˆ = Dg0ωˆ − 1
2
(δg0ωˆ)g0, we can thus write
k = σˆg0 + κ + (δ
g0)∗ωˆ
where σˆ = 1
2
(tr g0k + δg0ωˆ).
To get the desired decomposition, set ω = ωˆ − ω0r−1+
1
1+β . Then ω =
ω1r+ ω˜ as claimed. Furthermore, substituting ωˆ in this decomposition yields
k = σg0 + κ +Dg0(ω0r−1+
1
1+β ) + (δg0)∗ω
= σg0 +R(κ) + (δ
g0)∗ω
with σ = 1
2
(tr g0k + δg0ω). Note finally that κ + Dg0(ω0r−1+
1
1+β ) = O(rν),
hence equals R(κ).
We conclude this section by analyzing the action of the entire identity
component of the diffeomorphism group on the space of conic metrics with
fixed cone angle. In the smooth case, this action is proper and free when
χ(Σ) < 0, see [23, Section 2.2]. We prove now that the same is true here.
Proposition 17. Suppose that χ(Σp) < 0. Then the identity component
(Diffℓ+1,δ,ν+1b (Σp))0 acts freely on CMℓ,δ,νcc (Σp) and Diffℓ+1,δ,ν+1b (Σp) acts prop-
erly on CMl,δ,νcc (Σp).
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Proof. Suppose that gn, g
′
n are two sequences of elements in CMℓ,δ,νcc (Σp)
which converge in the topology of this space to g and g′, and Fn is a se-
quence in Diffℓ+1,δ,ν+1b (Σp) such that F
∗
ngn = g
′
n. We must show that some
subsequence of the Fn converges in Diff
ℓ+1,δ,ν+1
b (Σp) to a diffeomorphism F ,
so that necessarily F ∗g = g′.
Tromba’s proof of this in the smooth case proceeds as follows. First
choose a finite net of points {qi} so that the ǫ neighborhoods of these points
cover Σ and are normal neighborhoods for g, and hence for gn for n large.
Next choose a subsequence Fn′ so that Fn′(qi) converges for every i, and set
q′i = limn′→∞ Fn′(qi). Pre- and post-composing with the exponential maps
at qi and q
′
i, and using that the Fn′ are isometries, we see that Fn′ converges
on all of Σ; however, due to the loss of derivatives in using the exponential
maps, this convergence is only in Cℓ−1,δ. The final step is to observe that the
formula relating the second derivatives of Fn′ to the Christoffel symbols of
gn and g
′
n allows one to conclude that the Fn′ converge in Cℓ+1,δ.
In the conic case, we may employ a very similar strategy. The first step is
the same, and we can choose a subsequence (which we immediately relabel as
Fn again) which converges at the ǫ-net {qi} and also at each of the cone points
pj. The argument in the smooth case localizes, and allows us to conclude
that the Fn converge in Cℓ+1,δ on the complements of ǫ-balls around the pj .
Hence it remains to prove the result in fixed balls around an isolated cone
point. For this we use the conformal representations of these conic metrics,
and write
gn = H
∗
n(e
2φng0), g
′
n = (H
′
n)
∗(e2φ
′
ng0).
We have shown in Proposition 14 that φn − λn and φ′n − λ′n both converge
in rνCℓ,δb , that λn and λ′n both converge in R, and that Hn, H ′n converge in
Diffℓ+1,δ,ν+1b . The identification between the model metrics g0 in the domain
and the range is fixed. Set F˜n = H
′
n ◦Fn ◦H−1n , so that F˜ ∗n(e2φ′ng0) = e2φng0.
We now observe that F˜n : (U , e2φng0) → (U , e2φ′ng0) is a harmonic map-
ping; this condition is conformally invariant, so we may as well replace the
domain space by (U , g0), or even by (U , |dz|2). Refined regularity results are
available in this setting; we reference the ones proved by Gell-Redman [11]
since they are closest in spirit to this paper. Precomposing with a convergent
family of rotations, F˜n(z) = z + vn(z) where vn ∈ rν+1Cℓ+1,δb ; the Taylor ex-
pansion of the harmonic map operator can be written as Lnvn = fn +Q(vn)
where Q(vn) is a remainder term which is quadratic in ∇vn and fn is the
inhomogeneous term which measures the extent by which the identity map
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fails to be harmonic between (U , |dz|2) and (U , e2φ′ng0). By assumption, fn
and Ln converge in the appropriate topologies, so standard a priori estimates
show that some subsequence of the vn converges in r
ν+1Cℓ+1,δb . This finishes
the proof of properness of the action.
It remains to prove freeness of the action of the identity component. To
that end, let F ∈ (Diffℓ+1,δ,ν+1b (Σp))0 and g ∈ CMl,δ,νcc (Σp) be such that
F ∗g = g. Using Proposition 14 we may assume (after possibly applying a
further element of (Diffℓ+1,δ,ν+1b (Σp))0) that g takes the model form gβj ,K (3)
near each pj . Writing gβj ,K in terms of a local complex coordinate z, it is
clear that F extends to a diffeomorphism F¯ of the closed surface which is
isotopic to the identity and acts as a rotation near each pj.
Following [23], we employ the Lefschetz fixed point formula. Since F is an
isometry, its fixed points are either isolated or else F and hence F¯ ≡ id. As-
suming the former, let p ∈ Σp be a fixed point of F¯ . Then det(id−dF¯ (p)) > 0
since dF¯ (p) is a nontrivial rotation. A similar calculation holds near each
pj with respect to the local complex coordinates there. Hence the Lefschetz
number of F¯ satisfies
L(F¯ ) =
∑
p∈F ix(F¯ )
sign det(id−dF¯ (p)) ≥ k.
However, since F¯ is isotopic to the identity, L(F¯ ) = χ(Σ) which is less
than k if either γ = 0 and k ≥ 3 or else if γ ≥ 1 and k ≥ 1. This is a
contradiction.
7 Deformation theory of complete hyperbolic
metrics
Our starting point is the classical existence theorem: if χ(Σp) < 0, then each
pointed conformal class on Σp contains a unique complete hyperbolic metric,
and this metric has finite area. A modern elementary proof using only basic
elliptic PDE and barrier arguments appears in [15], and see also [10] for a
proof based on Ricci flow. The Teichmu¨ller space Tγ,k is the quotient of the
space of all such hyperbolic metrics by the group of diffeomorphisms of Σ
isotopic to the identity and fixing p. The unpublished thesis [26] develops
the local structure of this space in the style of [23]. We now discuss briefly
how the arguments above may be modified to go a bit further than in [26] in
this setting of complete finite area hyperbolic metrics.
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Let us set up some notation. Just as in the conical setting, the ends
of these solution metrics are all ‘standard’, and are isometric to a model
hyperbolic cusp ((0, 1]r × S1, gc), where
gc =
dr2
r2
+ r2dy2,
or in the equivalent conformal form gc = (|z| log |z|)−2|dz|2 using the change
of variables |z| = ρ = e−1/r. Now define HC(Σp) to be the space of all
‘asymptotically hyperbolic cusp’ metrics g on Σp which are asymptotic to gc
near each pj. More precisely, HCℓ,δ,ν(Σp) consists of all metrics which are
in Cℓ,δ away from the pj and which near these points have the form gc + h
where h ∈ Cℓ,δ,νhc for some ν > 0. This function space is defined as follows.
Decompose the function v on [0, 1]r×S1y as v = v0+ v⊥, where v⊥ is the sum
over all nonzero eigenmodes on S1 and v0 is independent of y. Fixing any
c ∈ (0, 1), set
Cℓ,δ,νhc =
{
v : v0 ∈ rνCℓ,δb ([0, 1]), v⊥ ∈ e−c/rCℓ,δb ([0, 1]× S1)
}
.
We are interested in the subspace HCℓ,δ,ν−1 (Σp) of hyperbolic metrics.
These function spaces are well suited to the solvability properties of the
scalar operator ∆g + 2 appearing in the linearization of DK at a hyperbolic
metric.
Proposition 18. If g ∈ HCm,δ,ν(Σp), then
∆g + 2 : Cm,δ,νhc (Σp) −→ Cm−2,δ,νhc (Σp)
is Fredholm provided ν 6= −2, 1. It is an isomorphism when ν ∈ (−2, 1).
Proof. It suffices to produce an inverse for this operator on any cusp end,
E := {0 < r ≤ r0} × S1, say with Dirichlet boundary conditions. Given
f ∈ Cm−2,δ,νhc (E), we wish to produce a solution u ∈ Cm,δ,νhc , at least up to a
finite rank error. In E , we have
∆gc + 2 = −r2∂2r − 2r∂r − r−2∂2y + 2.
The induced equation on the zero mode is of Euler type, and it is straight-
forward to see that this one-dimensional operator has closed range when
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ν 6= −2, 1, is an isomorphism when ν ∈ (−2, 1), is surjective when ν > 1 and
injective when ν < −2.
On the other hand, consider the induced operator on the orthogonal com-
plement of the zero mode. We decompose further into the different eigen-
modes and solve the separate ODE’s
Ljuj :=
(
−r2∂2r − 2r∂r +
j2
r2
+ 2
)
uj = fj, |j| ≥ 1. (39)
It is not hard to produce a unique decaying solution for each of these equa-
tions which vanishes at r = r0, so the problem is to obtain a uniform rate of
decay and to sum over j. For this, note that
Lje
−c/r =
(
2 +
j2 − c2
r2
)
e−c/r ≥ c′e−c/r > 0
since j2 − c2 ≥ 1 − c2 > 0 and r < r0, so e−c/r is a supersolution. Suppose
now that |fj(r)| ≤ ae−c/r for all j. Then, for some A > 0 depending on a
and c′,
Lj(uj − A
j2
e−c/r) < 0, Lj(
A
j2
e−c/r − uj) > 0,
which implies that |uj| ≤ Aj−2e−c/r, and hence that |u⊥| ≤ A′e−c/r.
Local elliptic estimates (applied on the universal cover of E , for example)
now show that u ∈ Cm,δ,νhc (E), as required.
These local parametrices may be patched together in the usual way to
obtain a global parametrix which acts on these function spaces, and which
is inverse to L up to compact error.
When ν ∈ (−2, 1), this map is an isomorphism. We now fix any ν ∈
(−2, 0); we restrict ν to be negative because of the nonlinearity of the prob-
lem.
Proposition 19. The subspace HCm,δ,ν−1 (Σp) is a Banach submanifold of
HCm,δ,ν(Σp).
The proof is the same as in the smooth and conic cases. Suppose that
g ∈ HCm,δ,ν−1 . We must show that
DKg : Cm,δ,νhc (Σp) −→ Cm−2,δ,νhc (Σp)
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is surjective. Restricting to h = fg, this reduces to the surjectivity of ∆g+2,
which is what we have just proved.
Next, define the slice
Sg = ((1 + f)g + Ssingtt ) ∩HCm,δ,ν−1 (Σp) ∩ V, f ∈ Cm,δ,νhc , (40)
where V is a small neighborhood of g. Notice that no regularization of
κ ∈ Ssingtt is needed because for any such κ, |κ|g ≤ Ce−1/rr−2, which lies in
Cm,δ,νhc .
Proposition 20. The intersection (40) is transverse, so Sg is a smooth finite
dimensional submanifold of dimension 6γ − 6 + 2k.
Proof. Suppose that f1g + h
0
1 ∈ TgHCm,δ,ν ; we wish to write this as the sum
(f2g + h
0
2) + (f3g + κ), where δ
gδgh02 + (∆
g + 2)f2 = 0 and κ ∈ Ssingtt . We
can then let h02 = h
0
1, determine f2 by the equation, and let κ = 0 and
f3 = f1 − f2. To see that the dimension is correct, note that if κ ∈ Ssingtt ,
then there is a unique φ such that e2φ(g + κ) ∈ HCm,δ,ν(Σp).
Now define Diffℓ+1,δ,νhc (Σp) in a similar way as we did in the conic case.
(Note that the weight ν is not shifted to ν+1 here.) LetW be a neighborhood
of the identity in this group.
Proposition 21. Assume that the base metric g is polyhomogeneous. Then
for sufficiently small neighborhoods V and W, the map
W × Sg −→ HCℓ,δ,ν−1 (Σp), (F, h) 7→ F ∗(g + h),
is a diffeomorphism onto a small neighborhood of g in HCm,δ,1−1 .
Proof. We check that any fg + h0 with δgδgh0 + (∆g + 2)f = 0 can be
written as κ + (δg)∗ω. We find ω by solving P gω = Bg(δg)∗ω = Bgh0. This
is accomplished by a direct analogue of Proposition 18 which we leave to the
reader. Then κ = h0 −Dgω lies in Ssingtt . The rest is clear.
8 The full moduli space
Let CMcc,1(Σp) denote the space of conic constant curvature metrics nor-
malized to have unit area. By the Gauss-Bonnet theorem (7) Kg is zero,
negative or positive if and only if ~β ∈ Euc, Hyp, and Sph, respectively.
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The Teichmu¨ller space of conic constant curvature metrics by definition
is CMcc,1(Σp) modulo diffeomorphisms isotopic to the identity:
T conicγ,k = CMℓ,δ,νcc,1 (Σp)/(Diffℓ+1,δ,ν+1b (Σp))0.
This is a smooth manifold of dimension 6γ − 6 + 3k according to the results
in Section 6. The standard Teichmu¨ller space Tγ,k is a ball of dimension
6γ−6+2k. Assigning to g its cone angle parameters ~β ∈ (−1, 0)k, we obtain
a smooth map
B : T conicγ,k → (−1, 0)k.
The fiber B−1(~β) (if non-empty) is identified with Tγ,k in the following way.
An element g ∈ CMℓ,δ,ν defines a conformal structure of finite type on Σ \ p,
hence an element in Tγ,k. Conversely, by [24], [16], each conformal structure
in Tγ,k is represented by a unique conic constant curvature metric with cone
angles parameters ~β. The standard identification of Tγ,k with the space of
complete, finite area hyperbolic metrics on Σ \ p is the case where all cone
angles are zero. By the characterization of Tg0Sg0,ε in (38), the differential of
B is surjective at every point in T conicγ,k . We thus obtain the following
Proposition 22. The map
B : T conicγ,k → (−1, 0)k
is a submersion, hence the fiber B−1(~β) is a submanifold for any ~β ∈ (−1, 0)k.
The image of B is the region Hyp if γ ≥ 1 and the region Hyp ∪ Euc∪ Sph if
γ = 0.
Remark. With a little more effort one may show that T conicγ,k is diffeomorphic
to Hyp× Tγ,k if γ ≥ 1, resp. to Hyp ∪ Euc ∪ Sph× Tγ,k if γ = 0.
This is particularly interesting in the case γ = 0, i.e. on the 2-sphere.
According to the above decomposition of the Troyanov region we obtain a
corresponding decomposition of the Teichmu¨ller space of conic metrics
T conic0,k = B−1(Hyp) ∪ B−1(Euc) ∪B−1(Sph).
Here B−1(Hyp) and B−1(Sph) are both open whereas the Euclidean struc-
tures B−1(Euc) determine a hypersurface separating the spherical from the
hyperbolic structures. In particular, any Euclidean cone structure on the 2-
sphere possesses deformations into spherical as well as hyperbolic ones. This
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phenomenon has been studied before in the 3-dimensional context in [21],
and in fact the regeneration of a Euclidean structure (obtained as the col-
lapsed limit of a sequence of hyperbolic structures) into a spherical one is an
important step in the proof of Thurston’s Orbifold Theorem.
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