Abstract-A variety of object tracking algorithms have been published in the field of image process, but most of them are easily influenced by illumination intensity and may not be reliable in cluttered environments. This paper proposes a novel color tracking system by extracting an object of interest with color similarities, which is based on an Improved Fuzzy Color Extractor (IFCE). The IFCE uses the angle between two vectors to distinguish the two pixels in RGB space coordinates. The length of a vector represents the illumination intensity of the pixel and the direction corresponds to the color. Thus, the illumination intensity and the color of a pixel are separated to adapt IFCE varying illumination conditions. Moreover, the strict color discrimination is accomplished by setting the fuzzy parameters. The central vision tracking strategy performs dynamic tracking processes. We use the NAO robot to validate the proposed system by tracking a moving person with several color tags. The results show that the IFCE-based color tracking system is robust in the cluttered environment with varying illumination intensity and the NAO robot tracks the person effectively.
I. INTRODUCTION
Object tracking is an important task within the field of computer vision. A variety of object tracking algorithms have been put forward. However, object tracking is still a challenging problem to image processing. Difficulties in tracking objects arise due to abrupt object motion, changing appearance patterns of the object and the scene, nonrigid object structures, object-to-object and object-to-scene occlusions, and camera motion [1] . Tracking object systems can be classified as (1) objects with a given nature, e.g. cars, people, faces, (2) objects of a given nature with a specific attribute, e.g. moving cars, walking people, talking heads, face of a given person, (3) objects of a priori unknown nature but of a specific interest, e.g. moving objects, objects of semantic interest manually picked in the first frame [2] .
Color as a distinct feature is widely used for object tracking.
Color-based object tracking has its potential applications because of its simplicity and less time cost. She et al. [3] presented a real-time on-road vehicle tracking method, which built statistical models for a target in color and shape feature spaces and continuously evaluates each of the feature spaces by computing the similarity score between the probabilistic distributions of the target and the model. Schwerdt et al. [4] discussed a new robust face tracking technique applied to histograms of intensity normalized color. In their algorithms, a static fixed basis space was computed using principal components' analysis based on a "representative" sample of images. In the RoboCup, Mitri et al. [5] presented a novel scheme for fast color invariant ball detection. Edge filtered camera images serve as an input for an Ada Boost learning procedure that constructs a cascade of classification and regression trees (CARTs). Darrell et al. [6] presented an approach to robust, real-time person tracking in crowded and/or unknown environments using multi-modal integration. They combined stereo, color and face detection modules into a single system, and showed an initial application for an interactive display. Even though the color-based object tracking algorithm is relatively simple and may cost less time, some other auxiliary means, such as shape recognition, are possible to be used to finish the tracking process. Once an object of a priori unknown or unspecific shape need to be tracked, only using color information to track the object would be very challenging.
On one hand, a color based tracking system is largely influenced by illumination changes, which leads to the instability of tracking and loss of objects. On the other hand, the complex and varying environment makes it difficult to use a color-based algorithm to track an object because a cluttered environment often contains too many colors. Yu et al. [7] presented a digital camera surveillance system that can track color tags of moving robots in an indoor environment. The fixed monitor led to a stable indoor environment and there was no clutter in the scene. Therefore, the tags marked in saturation strength pixels with green color were obtained with the basic single pixel strength threshold and a noise filter. Sugandi et al.
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[8] used a color based particle filter to track the objects in the presence of occlusion and background clutter in outdoor environment. However, every experiment they had done should initialize a static scene and wait until the appearance condition was fulfilled by calculating the changing of color histograms. If the environment changed in the process of tracking, it might fail to track the objects.
As for tracking strategies, Zhou et al. [9] put forward a scale invariant feature transform (SIFT) based mean shift algorithm for tracking single person in darkness, four persons, traffic condition and fast movement. Shapiro et al. [10] presented a robust and inherently parallel strategy for tracking "corner" features on independently moving (and possibly nonrigid) objects. Their algorithm was aimed at applications with small inter-frame motion, such as video conferencing. Bae et al. [11] first proposed an online multi-object tracking strategy based on tracklet confidence and online discriminative appearance learning. Additionally, collaborative visual object tracking [12] , distributed sensor fusion [13] , probabilistic multiple object tracking [14] , etc. were used in RoboCup for tracking balls or robots. The problem is that the more information is used, the more computational time is spent. There is always a conflict between the accuracy of tracking strategies and computational time.
In this paper, we put forward a color tracking system based on IFCE in a complex environment, which aims at solving the problem of light illumination with intensity variations in dynamic environments. The experimental environment is an indoor office with normal furniture. The NAO robot is used to track a moving person with several color tags. In this scenario, a person guides the NAO to follow his/her step in order to test the IFCE-based central vision tracking system. The experiments were conducted under different illumination intensity in the cluttered environment while the NAO robot was tracking the tags. The results showed that NAO robot can effectively track the person in real time.
II. IMPROVED FUZZY COLOR EXTRACTOR
Fuzzy Color Extractor (FCE) was first proposed as an Iterative Fuzzy Segmentation (IFS) algorithm by Li [15] . He applied IFS on extracting color components of the chemical plume and the odor source for visual confirmation of the correct declared odor source [16] . The fuzzy color extractor can directly extract the chemical plume and its source by defining their color patterns. But the color patterns are defined in the RGB space and the components of R, G and B are varying from different illumination intensity. Once the illumination intensity changes, the color patterns are supposed to be re-calibrated. In this paper, the traditional FCE is upgraded to the IFCE by defining a new color pattern to improve its robustness under different illumination intensity. Herein, the new color pattern is defined by an angle between the vectors of two pixels in RGB space coordinates, and then it replaces the R, G, B values as the inputs to the traditional FCE. Based on the new defined color pattern, a pixel is classified as belonging or not belonging to the target after fuzzification and defuzzification. The IFCE will be explained in detail as follows.
A. Definition of the new color pattern
Traditionally, colors of an image are described in the RGB space, where colors are represented by their red, green and blue components in an orthogonal Cartesian space, as shown in Fig. 1 . The color of each pixel ( , ) denoted by ( , )RGB is processed to separate its red, green, and blue components ( ( , ) R , ( , ) G , ( , ) B ) [17] . To distinguish two different pixels, for example p(m, n) and q(s, t), three variables must be calculated, as represented in Equation (1) . In this paper, a new color pattern is put forward, which compresses three variables into only single one. First, every pixel in RGB space is regarded as a three dimensional vector from the original point to this pixel, as shown by point p and q in Fig. 1 . The length of the vector represents the illumination intensity while the direction of the vector represents the color. Thus, the illumination intensity and the color of a pixel are decomposed so that the representing method is able to be adaptive to illumination condition variations. The compressed single variable is described as Equation (2) . The d (p, q) represents the difference between the two pixels p and q. In the new color pattern, the angle between two vectors replaces the three distances of RGB values, which reduces the influence caused by illumination intensity variations. 
B. Fuzzy rules
Here, we apply the following fuzzy rules to process the input d (p, q): Fig. 1 In fact, q (s, t) often corresponds to a seed pixel which can stand for an object to be extracted. Thus, "matched" means the p (m, n) is matched with the seed pixel. Both the rules indicate that the pixel p (m, n), belongs to the object to be extracted, if the angle between p (m, n) and the seed pixel in RGB coordinate system is small enough; otherwise, p (m, n) does not belong to the object.
C. Fuzzification and defuzzification
When we get the angle d (p, q), the membership can be calculated. Fig. 2(a) shows the membership functions (( N (x), Z (x), P (x)) for the input fuzzy variables (negative, zero, positive), which are defined by Equations (3), (4) Fig. 2(b) shows the membership functions ( M (x), U (x)) for the output fuzzy variables (matched, unmatched), which are defined by Equations (6) and (7).
Where M + U = pi/2. Based on membership functions for angles d (p, q), the fuzzy rules produce the weight m for matched and weight u for unmatched by Equations (8) and (9) . Fig. 2(b) shows the produced areas in the output domain while m and u cutting M (x) and U (x). A crisp output value, F , is calculated by the centroid defuzzification method as Equation (10) shows.
where out (x) represents the envelope function of the areas cut by m and u in fuzzy output domain. If F < , p (m, n) is extracted; otherwise, p (m, n) is not extracted, where is a threshold. The IFCE can be understood as a mapping operator between angle d (p, q) in the RGB space and a difference F in the intensity space under a fuzzy metric.
D. Image merging and object extraction
Given a seed pixel, the "matched" pixels in one image will be extracted. However, the extracted pixels may consist of some discrete points. Not only is the object itself extracted, but also some noises. Usually, the noises distribute discretely, so some measures must be taken to ignore them. Meanwhile, the pixels belonging to the object need to merge together in order to form a complete sub-image.
Here, we use a method being similar in [18] to merge images. The method often includes three patterns, as shown in Fig. 3 . The image merging process occurs together with the "matched" process. First, a seed pixel representing the object is selected. Secondly, the angles between the seed pixel and every pixel in the image need to be calculated and select the minimal angle as a starting pixel. Thirdly, we use Fig. 3(c) as the region growing pattern to search for the "matched" pixels in one sub-image. When the region stops growing, the subimage extraction ends. Thus, a complete sub-image is extracted. Then, select a new seed pixel with a new minimal angle from the remained pixels and repeat the form steps to obtain a new sub-image. The extraction process will come to an end until the new angle is smaller than the threshold 1 preset by experience or the pixel number of sub-image is smaller than another presetting threshold 2 .
At last, several sub-images can be obtained. In this paper, we suppose that the sub-image with the largest number of pixels is the object. While there must be some bad pixels belonging to the object but not extracted to the sub-image because of the reflection of light. Therefore, we set a threshold to fill up the missing pixels. When the number of un-extracted pixels between two nearest extracted pixels is smaller than the threshold, the un-extracted pixels will be regarded as the part of the object and be extracted. The process will be executed in every row and column respectively. After these steps, the only sub-image representing the object is extracted.
III. ROBOT OBJECT TRACKING STRATEGY
Once a target on a person is extracted by its colors from the cluttered environment, the color tracking system leads the NAO robot to track this person even though he/she is moving. A variety of tracking strategies can be used for this purpose. In this paper, we adopt a central vision tracking strategy to keep the NAO robot continuously following the person in the middle of its vision window. The trajectory of the moving person is often unknown, so the tracking strategy must respond to the dynamic state in real time. Furthermore, the computational time should be fast enough to target the changing position of the person. The proposed IFCE algorithm suits to the central vision tracking strategy to accomplish this task. The central vision tracking strategy is introduced in detail as follows.
The NAO robot has a horizontal view range of 60.97 . In the experiment, the image taken by the camera is set to a resolution of 320x240 pixels. Thus, the central vision coordinate of the image is (160,120). Fig. 4 shows the vision image of the NAO robot. Therefore, only the horizontal angle needs to be calculated to guide the NAO tracking the person.
Suppose a distance between NAO and the object is d. The horizontal coordinate of the object, namely x, can be easily calculated. A half of a horizontal view range is . Then, the can be calculated by Equation (11) .
After the turning angle is obtained, the tracking process can be realized by setting the parameter of continuous walking function of the NAO robot. Thus, the NAO robot starts following the person with the certain color tags by keeping the tags in the middle of its vision.
IV. EXPERIMENT AND RESULTS

A. Comparison of IFCE, BP network and FCE
We took a picture of the office environment with cluttered surroundings, as shown in Fig. 5 to analyze the color histogram threshold of the image, as shown in Fig. 6 , but no proper color features can be easily found from the histograms of RGB components because of cluttered colors contained in the image.
In order to validate the IFCE, we compare the IFCE with the BP network [19] and FCE for extracting the objects and show their results in Fig. 7 . Clearly, the IFCE is more robust than the other two algorithms demonstrated not only by in entire extraction but also in contour recognitions. Despite of varying some bright colors to dark colors, the objects still can be extracted by the IFCE. It is noted that all the algorithms use the image merging method to merge the related pixels together so that the noise pixels are excluded from the extracted images.
B. Evaluation of the tracking strategy
The results showed that when only the BP network and the traditional FCE processed the bright colors they achieved good performances, while the IFCE still performed well when the light condition becomes dark, so the IFCE was more effective and robust than the other two algorithms. Now, we used the IFCE to track person's motion by the NAO robot. To demonstrate the tracking process, we took some frames shot by NAO's camera and validated the effectiveness of the IFCEbased color tracking system, as shown in Fig. 8 . The different tags were marked in red, yellow and dark blue colors respectively. The illumination intensities were varying from the morning with sunlight and the evening with the lights on. As a result, the NAO robot was able to track the person continuously without loss of the targets in the cluttered office environment. Please note that even if the illumination intensity changes, the same fuzzy parameters for the given color did not need to be recalibrated.
Additionally, the efficiency of the color tracking system is reflected on the speed of object extraction by the IFCE. Before the tracking, a picture of object should be captured by the NAO's camera so that the seed color information of object can be used to train the fuzzy parameters. In the training process, only one pixel of the object (i.e. the seed pixel) needs to be picked. Then, the fuzzy parameters can be obtained by an experience training process. The fuzzy parameters together with the seed pixel are suitable for extracting the object in real time. .
V. CONCLUSIONS
This paper presents a color tracking system based on IFCE in the cluttered environment. In this study, we compare the IFCE with the FCE and the traditional BP network to extract objects in the office environment. The results showed that the IFCE has a better performance that the other two, especially in extracting objects with dark colors. Therefore, the IFCE combined together with the central vision tracking strategy achieved the tracking of the moving person by the NAO robot. The speed of extraction of the tags on the person is fast enough so that the NAO can follow the person without need for extra computational time. The robustness of the IFCE is validated in the tracking process when changing illumination intensity. In fact, the proposed tracking system can be used to track a person or to play soccer games in RoboCup. 
