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PLURIPOTENTIAL THEORY ON TEICHMU¨LLER SPACE II
– POISSON INTEGRAL FORMULA –
HIDEKI MIYACHI
Abstract. This is the second paper in a series of investigations of the pluripo-
tential theory on Teichmu¨ller space. The main purpose of this paper is to estab-
lish the Poisson integral formula for pluriharmonic functions on Teichmu¨ller
space which are continuous on the Bers compactification. We also observe
that the Schwarz type theorem on the boundary behavior of the Poisson inte-
gral. We will see a relationship between the pluriharmonic measures and the
Patterson-Sullivan measures discussed by Athreya, Bufetov, Eskin and Mirza-
khani.
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1. Introduction
This is the second paper in a series of investigations of the pluripotential theory
on Teichmu¨ller space. The first paper in the series is [55] in which we discussed
an alternative approach to the Krushkal formula ([39]) of the pluricomplex Green
function on the Teichmu¨ller space (cf. (9.22)). The main purpose of this paper is to
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establish the Poisson integral formula for pluriharmonic functions on Teichmu¨ller
space which are continuous on the Bers compactification. This result is announced
in [56] and [57].
1.1. Backgrounds. Let Tg,m be the Teichmu¨ller space of type (g,m). Let T Bx0 be
the Bers slice with base point x0 ∈ Tg,m. Krushkal [38] showed that Teichmu¨ller
space is hyperconvex. By the Nehari-Kraus theorem, the Bers slice T Bx0 is a bounded
domain in a finite dimensional complex Banach space (cf. [7]). Demailly [19] estab-
lishes fundamental results in the pluripotential theory, the existence of the pluri-
complex Green functions and the pluriharmonic measures for bounded hyperconvex
domains in the complex Euclidean space (see §8).
1.2. Results. Let ∂T Bx0 be the Bers boundary of T Bx0 ∼= Tg,m and ∂ueT Bx0 the subset
of ∂T Bx0 which consists of totally degenerate groups without APT whose ending
laminations are the supports of minimal, filling and uniquely ergodic measured
laminations. We define a function P on Tg,m × Tg,m × ∂T Bx0 by
(1.1) P(x, y, ϕ) =


(
Extx(Fϕ)
Exty(Fϕ)
)3g−3+m
(ϕ ∈ ∂ueT Bx0 ),
1 (otherwise),
where for ϕ ∈ ∂ueT Bx0 , Fϕ is the measured foliation corresponding to the measured
lamination whose support is the ending lamination of the Kleinian manifold as-
sociated to ϕ, and Extx(F ) is the extremal length of a measured foliation F on
x ∈ Tg,m (cf. §3.2).
The main result of this paper is as follows.
Theorem 1.1 (Poisson integral formula). Let V be a continuous function on the
Bers compactification T Bx0 which is pluriharmonic on T Bx0 ∼= Tg,m. Then
(1.2) V (x) =
∫
∂T Bx0
V (ϕ)P(x0, x, ϕ)dµ
B
x0(ϕ),
where µBx0 is the probability measure on ∂T Bx0 defined as the pushforward measure of
the Thurston measure on the space PMF of projective measured foliations associ-
ated with x0. Especially, the function (1.1) is the Poisson kernel for pluriharmonic
functions on Teichmu¨ller space.
See §5 for the precise definition of the probability measure µBx0 on ∂T Bx0 . The-
orem 1.1 follows from the Green formula for plurisubharmonic functions stated
in Theorem 12.1. We see that the measure dµBx = P(x0, x, ·)dµBx0 coincides with
Demailly’s pluriharmonic measure of x ∈ Tg,m (cf. Theorem 12.2). The formula
(1.2) is rephrased as the integrable representation of integral functions on PMF
(cf. §14.1).
Following [4, §2.3.1], we define the cocycle function by
β(x, y, ϕ) =


1
2
(log Extx(Fϕ)− log Exty(Fϕ)) (ϕ ∈ ∂ueT Bx0 ),
0 (otherwise)
for (x, y, ϕ) ∈ Tg,m×Tg,m× ∂T Bx0 . The cocycle function β is also understood as the
horofunction for the Teichmu¨ller distance when ϕ ∈ ∂ueT Bx0 (cf. [41]. See also [51]
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and [52]). The Poisson integral formula (1.2) is rewritten as
(1.3) V (x) =
∫
∂T Bx0
V (ϕ)e(6g−6+2m)β(x0,x,ϕ)dµBx0(ϕ).
The formulation (1.3) implies that Demailly’s pluriharmonic measures {µBx }x∈Tg,m
are thought of as the conformal density of dimension 6g − 6 + 2m on ∂T Bx0 (cf. [4,§2.3.1] and [28]. See also Remark 14.1). This observation is in complete analogy
with that in the case of the hyperbolic spaces. Actually, in the case of (g,m) =
(1, 1), the formula (1.2) coincides with the classical Poisson integral formula after
identifying the Bers compactification with the closed disk D = {|z| ≤ 1} such that
the origin of D corresponds to the square torus (cf. [56] and [47, Theorem B]. See
also Example in §14.2).
In the proof of Theorem 1.1, we realize Teichmu¨ller space as a convex cone in
the 6g − 6 + 2m dimensional Euclidean space (cf. §7). We give an explicit pre-
sentation of the complex structure on the convex cone which makes the realization
biholomorphic (cf. (7.13) and Proposition 7.2). Riera [67] described the complex
sturcture on Teichmu¨ller space in terms of the Fenchel-Nielsen coordinates. Our
presentation is recognized as a counterpart of Riera’s one.
Schwarz [69] studied the behavior of the Poisson integral of integrable functions
on the unit circle around points where given functions are continuous (see also [74,
Theorem IV.2]). We will observe an analogy with Schwarz’s theorem as follows (cf.
§13).
Theorem 1.2 (Schwarz type theorem). Let V be an integrable function on ∂T Bx0
with respect to µBx0 . When V is continuous at ϕ0 ∈ ∂ueT Bx0 ,
lim
Tg,m∋x→ϕ0
∫
∂T Bx0
V (ϕ)P(x0, x, ϕ)dµ
B
x0(ϕ) = V (ϕ0).
As a corollary, we deduce
Corollary 1.1 (Holomorphic extension). Let V be a complex-valued integrable
function on ∂T Bx0 with respect to µBx0 . Suppose that V is continuous on ∂ueT Bx0 .
If
(1.4)
∫
∂T Bx0
V (ϕ)∂P(x0, · , ϕ)dµBx0(ϕ) = 0
on Tg,m as (0, 1)-forms, then the Poisson integral
P [V ](x) =
∫
∂T Bx0
V (ϕ)P(x0, x, ϕ)dµ
B
x0(ϕ)
is a holomorphic function on Tg,m and satisfies
lim
Tg,m∋x→ϕ0
P [V ](x) = V (ϕ0) (ϕ0 ∈ ∂ueT Bx0 ).
Notice from Theorem 1.1 that continuous functions on ∂T Bx0 with holomorphic
extensions on Tg,m satisfy (1.4). Unlike in the case of the unit disk, it is not clear
whether the Poisson integral∫
∂T Bx0
V (ϕ)P(x0, x, ϕ)dµ
B
x0(ϕ)
is pluriharmonic on Tg,m for any integrable function V on ∂T Bx0 (cf. Remark 11.1).
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1.3. Applications. Applying the Poisson integral formula (1.2) to V ≡ 1, we
deduce that the Hubbard-Masur function is constant. Namely, the volume of the
unit ball inMF with respect to the extremal length depends only on the topological
type of Σg,m (cf. Corollary 14.2). This is first proved by Mirzakhani and Dumas
(cf. [21, Theorem 5.10]).
The Poisson integral formula is thought of as a generalization of the mean value
theorem. Namely, the value of a (pluri)harmonic function in the domain is the
average of the boundary value with harmonic measures. Applying the Poisson in-
tegral formula (1.2), we will give the vector-valued (quadratic differential-valued)
measures on PMF which describe the ∂ and ∂-differentials of pluriharmonic func-
tions on Tg,m which is continuous on the Bers closure (cf. §14.2.1). Applying this
description to the trace functions of boundary groups of the Bers slice, we will rep-
resent Wolpert’s quadratic differentials which corresponds to the differentials of the
hyperbolic lengths of closed geodesics in terms of the Hubbard-Masur differentials
by the averaging procedure (cf. (14.3) and Proposition 14.1). The representation
gives an interaction between the L2-geometry on Teichmu¨ller space (Weil-Petersson
geometry) and the L1 or L∞-geometry (Finsler geometry) on Teichmu¨ller space
(Teichmu¨ller geometry).
1.4. History, Motivation and Future. The complex analytic structure on Te-
ichmu¨ller space was described by Ahlfors with the variational formula of the period
matrix (cf. [3]. See also [65]). Bers [7] realized Teichmu¨ller space as a bounded
domain, called the Bers slice, in a finite dimensional complex Banach space. Te-
ichmu¨ller space has rich properties in the complex analytical aspect. For instance,
Teichmu¨ller space is Stein (Bers-Ehrenpreis [11]), and hyperconvex (Krushkal [38]);
the holomorphic automorphism group is (essentially) isomorphic to the mapping
class group (Royden [68]); the moduli space is Ka¨hler hyperbolic (McMullen [45]);
the Kobayashi distance coincides with the Kobayashi distance (Royden [68] and
Earle-Kra [23]) but it does not coincide with the Carathe´odory distance (Markovic
[42]); and the Bers slice is polynomially convex (Shiga [70]).
In a celebrated paper [18], Brock, Canary and Minsky settled the ending lamina-
tion theorem. The ending lamination theorem enables us to parametrize the Bers
boundary by topological invariants called the end-invariants, and makes a strong
connection between the complex analytical aspect and the topological aspect in
Teichmu¨ller theory (cf. §4). Our research is based on sophisticated results in the
theory of Kleinian groups as well as Teichmu¨ller theory.
Any holomorphic invariant of Riemann surfaces or Kleinian groups is thought
of as a holomorphic function on Teichmu¨ller space, and the algebra of holomorphic
functions characterizes Teichmu¨ller space as a complex manifold up to complex
conjugation (cf. [33]). A fundamental problem behind this research is:
What are reasonable geometric objects which represent holomorphic
functions on Teichmu¨ller spaces?
while holomorphic mappings into Teichmu¨ller space admit geometric interpreta-
tions, holomorphic families of Riemann surfaces (cf. [72]. See also [63] for a com-
mentary and an English translation of [72]).
To approach the problem, we attempt to realize holomorphic functions as func-
tions on spaces coming out from the topological aspect. The Bers boundary and
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the space of projective measured foliations are thought of as being essentially as-
sembled from topological invariants by the Ending lamination theorem. Due to the
polynomially convexity of the Bers slice, almost all of holomorphic functions on
Tg,m are represented by the Poisson integral formula (1.2) in the sense that any
holomorphic function on Tg,m is approximated by holomorphic functions on the
ambient space of the Bers slice.
Theorem 1.1 and Corollary 1.1 gives an interaction between holomorphic func-
tions on Teichmu¨ller space and measurable functions on the Bers boundary. It is
interesting to determine the classes of holomorphic or pluriharmonic functions on
Tg,m to which the Poisson integral formula (1.2) apply. Indeed, in the complex
function theory on Tg,m, Equation (1.4) will play as the homogeneous tangential
Cauchy-Riemann equation (in the distribution sense) for the boundary functions
of holomorphic functions on Teichmu¨ller space, which characterizes the bound-
ary functions of holomorphic functions (cf. [13]). The homogeneous tangential
Cauchy-Riemann equation is also formulated for integrable functions on the space
of projective measured foliations (cf. (14.5)).
The extremal length functions, which appear in the Poisson kernel (1.1), are
thought of as the intersection number between marked Riemann surfaces and mea-
sured foliations in Extremal length geometry (cf. [46, Lemma 5.1], [26], [52] and
§3.3). Thus, the Poisson integral formula (1.2) and the homogeneous Cauchy-
Riemann equation (1.4) are expected to strengthen the connection between the
complex-analytical aspect and the topological aspect in Teichmu¨ller theory, and to
develop Complex analysis on Teichmu¨ller space with Thurston theory.
1.5. About this paper. This paper is organized as follows. From §2 to §5, we
recall basics and known results in Teichmu¨ller theory. In §6, we give relations
between the geometric intersection numbers of measured foliations and the algebraic
intersection number on the first homology group of the double covering spaces. The
relations are essentially due to Hubbard and Masur [30]. In §7 and §9, we recall and
discuss the holomorphic coordinates associated to the extremal length functions of
essentially complete measured foliations developed in [58], and the presentation of
the Levi forms of the extremal length functions. An explicit formula of the Monge-
Ampe`re measure associated to the extremal length function under the coordinates
is also given (cf. (9.6) and (9.14)).
The proof of Theorem 1.1 is accomplished in the discussion from §10 to §12. In
the proof, we will compare the Thurston measure on the unit sphere in MF in
terms of extremal length functions with the measures defined on the pluricomplex
Green function on the level set (cf. Proposition 10.2). For the comparison, we
adopt the reciprocals of extremal length functions as mediators (cf. (9.26)). We
will prove Theorem 1.2 in §13.
§14, we rephrase the integral representation (1.2) in terms of the integration
on PMF and discuss the integral representation of the ∂ and ∂-differentials of
pluriharmonic functions on Tg,m (cf. Corollary 14.1 and (14.3)). The holomor-
phic quadratic differentials associated to the differentials of hyperbolic lengths of
closed geodesics are represented by averaging the Hubbard-Masur differentials by
the Thurston measure (cf. (14.6) and Proposition 14.1).
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2. Teichmu¨ller theory
Let Σg,m be a closed orientable surface of genus g with m-marked points with
2g − 2 + m > 0 (possibly m = 0). We define the complexity of Σg,m by ξ =
ξ(Σg,m) = 3g − 3 +m. In this section, we recall basics in Teichmu¨ller theory. For
reference, see [2], [20], [25] , [31], [32], and [60] for instance.
2.1. Teichmu¨ller space. Teichmu¨ller space Tg,m of type (g,m) is the equvalence
classes of marked Riemann surfaces of type (g,m). A marked Riemann surface
(M, f) of type (g,m) is a pair of a Riemann surface M of analytically finite type
(g,m) and an orientation preserving homeomorphism f : Σg,m →M . Two marked
Riemann surfaces (M1, f1) and (M2, f2) of type (g,m) are (Teichmu¨ller) equivalent
if there is a conformal mapping h : M1 →M2 such that h ◦ f1 is homotopic to f2.
The Teichmu¨ller distance dT is a complete distance on Tg,m defined by
dT (x1, x2) =
1
2
log inf
h
K(h)
for xi = (Mi, fi) (i = 1, 2), where the infimum runs over all quasiconformal mapping
h : M1 → M2 homotopic to f2 ◦ f−11 and K(h) is the maximal dilatation of a
quasiconformal mapping h.
The mapping class group Modg,m is the group of homotopy classes of orientation
preserving homeomorphisms on Σg,m. Any element [ω] ∈ Modg,m acts on Tg,m by
[ω](M, f) = (M, f ◦ ω−1).
2.2. Quadratic differentials. For x = (M, f) ∈ Tg,m, we denote by Qx the com-
plex Banach space of holomorphic quadratic differentials q = q(z)dz2 on M with
‖q‖ =
∫
M
|q(z)|
√−1
2
dz ∧ dz <∞.
The space Qx is isomorphic to Cξ. The union Qg,m = ∪x∈Tg,mQx is recognized
as the holomorphic cotangent bundle of Tg,m via the pairing (2.1) given later. A
differential q ∈ Qg,m is said to be generic if all zeros are simple and all marked
points of the underlying surface are simple poles of q. Generic differentials are open
and dense subset in Qg,m and in each fiber Qx for x ∈ Tg,m.
2.3. Infinitesimal complex structure on Tg,m. Teichmu¨ller space Tg,m is a com-
plex manifold of dimension ξ. The infinitesimal complex structure is described as
follows.
Let x = (M, f) ∈ Tg,m. Let L∞(M) be the Banach space of measurable (−1, 1)-
forms µ = µ(z)dz/dz on M with the essential supremum norm
‖µ‖∞ = ess.supp∈M |µ(p)| <∞.
Then, the holomorphic tangent space TxTg,m of Tg,m at x is described as the quo-
tient space
L∞(M)/{µ ∈ L∞(M) | 〈µ, ϕ〉 = 0, ∀ϕ ∈ Qx},
where
〈µ, ϕ〉 =
∫
M
µ(z)ϕ(z)
√−1
2
dz ∧ dz.
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Any element of L∞(M) is called an infinitesimal Beltrami differential in this con-
text. For v = [µ] ∈ TxTg,m and ϕ ∈ Qx, a canonical pairing between TxTg,m and
Qx ∼= T ∗xTg,m is defined by
(2.1) 〈v, ϕ〉 = 〈µ, ϕ〉.
Let q0 ∈ Qx be a generic differential and v ∈ TxTg,m. The q0-realization of v is
a quadratic differential ηv ∈ Qx which satisfy
(2.2) 〈v, ϕ〉 =
∫
M
ηv
|q0|ϕ
for all ϕ ∈ Qx. The correspondence
(2.3) TxTg,m ∋ v 7→ ηv ∈ Qx
is an anti-complex linear isomorphism (cf. [21, Theorem 5.3] and [54, §4.2]).
2.4. Measured foliations and laminations. Let S be the set of homotopy
classes of essential simple closed curves on Σg,m. By a multi-curve we mean an
unordered finite sequences (αi)i in S such that αi 6= αj and i(αi, αj) = 0 for all
i 6= j. Let i(α, β) denote the geometric intersection number for simple closed curves
α, β ∈ S. LetWS = {tα | t ≥ 0, α ∈ S} be the set of weighted simple closed curves.
The intersection number on WS is defined by
(2.4) i(tα, sβ) = ts i(α, β) (tα, sβ ∈ WS).
2.4.1. Measured foliations. We consider an embedding
WS ∋ tα 7→ [S ∋ β 7→ i(tα, β)] ∈ RS≥0.
We topologize the function space RS≥0 with the topology of pointwise convergence.
The closure MF of the image of the embedding is called the space of measured
foliations on Σg,m. Let
proj : RS≥0 − {0} → PRS≥0 = (RS≥0 − {0})/R>0
be the projection. The image PMF = proj(MF − {0}) is called the space of
projective measured foliations on Σg,m. We write [F ] the projective class of F ∈
MF − {0}. MF and PMF are homeomorphic to R2ξ and S2ξ−1, respectively.
By definition, MF contains WS as a dense subset. The intersection number
extends continuously as a non-negative function i( · , · ) on MF ×MF satisfying
i(F, F ) = 0 and F (α) = i(F, α) for F ∈MF ⊂ RS≥0 and α ∈ S. The mapping class
group Modg,m acts on MF by
i([ω](F ), α) = i(F, ω−1(α)) (F ∈ MF , α ∈ S)
and [ω](tF ) = t[ω](F ) for t ≥ 0 and F ∈MF . We say that two measured foliations
F and G are transverse if no nonzero measured foliation H satisfies i(H,F ) =
i(H,G) = 0 (cf. [26]).
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2.4.2. Measured laminations. Fix a hyperbolic structure of finite area on Σg,m. A
geodesic lamination L on Σg,m is a non-empty closed set which is a disjoint union
of complete simple geodesics, where a geodesic is said to be complete if it is either
closed or has infinite length in both of its ends. The geodesics in L are called the
leaves of L. A transverse measure for a geodesic lamination L means an assignment
a Borel measure to each arc transverse to L, subject to the following two conditions:
If the arc k′ is contained in the transverse arc k, the measure assigned to k′ is the
restriction of the measure assigned to k; and if the two arcs k and k′ are homotopic
through a family of arcs transverse to L, the homotopy sends the measure assigned
to k to the measure assigned to k′. A transverse measure to a geodesic lamination L
is said to have full support if the support of the measure assigned to each transverse
arc k is exactly k ∩ L. A measured lamination L is a pair consisting of a geodesic
lamination called the support of L, and full support transverse measures to the
support. Let ML be the set of measured laminations on Σg,m (with fixing a
complete hyperbolic structure). A weighted simple closed curve tα is identified
with a measured lamination consisting of a simple closed geodesic homotopic to
α and an assignment t-times the Dirac measures whose support consists of the
intersection to transverse arcs. The intersection number (2.4) on weighted simple
closed curves extends continuously to ML×ML.
It is known that there is a canonical identification MF ∼= ML such that F ∈
MF corresponds to L if and only if
i(F, α) = i(L, α) (α ∈ S)
(e.g. [16], [64] and [73]).
Convention. Henceforth, we will frequency use the canonical correspondence be-
tween measured laminations and measured foliations.
For F ∈ MF , we denote by L(F ) the support of the corresponding measured
lamination. For simplicity, we call L(F ) the support lamination of F . For a geodesic
lamination L, we define
MFL = {F ∈ MF | L(F ) ⊂ L}.
It is known that MFL is a non-empty convex closed cone in MF .
An F ∈ MF is called minimal if any leaf of L(F ) is dense in L(F ) (with
respect to the induced topology from Σg,m). An F ∈ MF is called filling if any
complementary region of L(F ) is either an ideal polygon or a once punctured ideal
polygon. In this paper, a measured lamination L is said to be uniquely ergodic if it
is minimal and filling and if L′ ∈ ML satisfies i(L,L′) = 0, then L′ = tL for some
t ≥ 0. A measured foliation is said to be uniquely ergodic if so is the corresponding
measured lamination.
A measured foliation F is said to be essentially complete if each component of the
complement of L(F ) is either an ideal triangle or a once punctured ideal monogon
if (g,m) 6= (1, 1) and a once punctured bigon otherwise (cf. [73, Definition 9.5.1,
Propositions 9.5.2 and 9.5.4]). Essentially complete measured foliations are generic
in MF .
3. Extremal length geometry
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3.1. Hubbard-Masur theorem. For x = (M, f) ∈ Tg,m and q ∈ Qx, we define
the vertical foliation v(q) ∈ MF of q = q(z)dz2 by
i(v(q), α) = inf
α′∈f(α)
∫
α′
|Re(
√
q(z)dz)| (α ∈ S).
We call h(q) = v(−q) the horizontal foliation of q. Hubbard and Masur [30] ob-
served that the mapping
(3.1) Qx ∋ q 7→ v(q) ∈MF
is homeomorphic for all x ∈ Tg,m. From (3.1), for any x ∈ Tg,m and F ∈ MF , there
is a unique qF,x ∈ Qx with v(qF,x) = F . We call qF,x the Hubbard-Masur differential
for F on x. When F is essentially complete, qF,x is generic for all x ∈ Tg,m.
The horizontal and vertical foliations of q ∈ Qg,m are transverse. Namely,
(3.2) i(h(q), H) + i(v(q), H) > 0
holds for all H ∈MF − {0}. Futhermore, we have an embedding
Qg,m ∋ q → (h(q), v(q)) ∈ MF ×MF .
The image is characterized by (3.2) (cf. [26]).
3.2. Extremal length. The extremal length of F ∈ MF on x = (M, f) ∈ Tg,m is
defined by
Extx(F ) = ‖qF,x‖.
The extremal length is a conformal quasi-invariant in the sense that
(3.3) e−2dT (x,y)Exty(F ) ≤ Extx(F ) ≤ e2dT (x,y)Exty(F )
for x, y ∈ Tg,m and F ∈ MF . The extremal length function is continuous on
Tg,m ×MF . Furthermore, (3.3) is known to be sharp by the Kerckhoff formula
dT (x, y) =
1
2
log sup
F∈MF−{0}
Extx(F )
Exty(F )
(cf. [34]). The extremal length of α ∈ S is characterized by
(3.4) Extx(α) = sup
ρ
{(
inf
α′∈f(α)
∫
α′
ρ(z)|dz|
)2
/
∫
M
ρ(z)2dxdy
}
,
where the supremum runs over all conformal metric ρ = ρ(z)|dz| on M . Substitut-
ing the hyperbolic metric to ρ in (3.4), we have a comparison
(3.5) lengx(α) ≤
√
2π(2g − 2 +m)Extx(α)1/2,
where lengx(α) is the hyperbolic length of the geodesic representative of f(α) on
M . After setting lengx(tα) = t lengx(α) for tα ∈ WS, we see that the comparison
(3.5) also holds for measured foliations (laminations).
Minsky observed the following inequality, called Minsky’s inequality
(3.6) i(F,G)2 ≤ Extx(F )Extx(G)
for F,G ∈MF and x ∈ Tg,m (cf. [46, Lemma 5.1]).
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3.3. Extremal length geometry. The closure clGM (Tg,m) of the embedding
(3.7) Tg,m ∋ x 7→ proj([S ∋ β 7→ Extx(α)1/2]) ∈ PRS≥0
is called the Gardiner-Masur compactification of Tg,m. We identify Tg,m with the
image of (3.7). The Gardiner-Masur boundary ∂GMTg,m is, by definition, the com-
plement of Tg,m from the Gardiner-Masur compactification. The Gardiner-Masur
boundary contains PMF (cf. [26]).
Let CGM = proj−1(clGM (Tg,m)). Since PMF ⊂ ∂GMTg,m, CGM contains MF .
The intersection number i( ·, · ) and the extremal length function Extx (x ∈ Tg,m) on
MF extend continuously to CGM (cf. [52, Theorems 1 and 3]). For any y0 ∈ Tg,m,
there is a continuous function iy0 on clGM (Tg,m)× clGM (Tg,m) such that
iy0(x, y) = exp(−2〈x | y〉y0),(3.8)
iy0(x, [p]) = exp(−dT (y0, x))
Extx(p)
1/2
Exty0(p)
1/2
,(3.9)
iy0([p], [q]) =
i(p, q)
Exty0(p)
1/2Exty0(q)
1/2
(3.10)
for x, y ∈ Tg,m and p, q ∈ proj−1(∂GMTg,m), [p] = proj(p) and [q] = proj(q), where
〈x | y〉y0 is the Gromov product
〈x | y〉y0 =
1
2
(dT (y0, x) + dT (y0, y)− dT (x, y))
(cf. [52]).
4. Kleinian surface groups and the Bers slice
4.1. Kleinian surface groups. A (marked) Kleinian surface group is, by defini-
tion, a Kleinian group with an isomorphism from π1(Σg,m) which sends peripheral
curves to parabolic elements. Let ρ : π1(Σg,m) → PSL2(C) be a Kleinian surface
group. The quotient manifold H3/ρ(π1(Σg,m)) is homeomorphic to Σg,m × R (cf.
[14] and [73]). For α ∈ S, the hyperbolic length lengρ(α) of α on the quotient
manifold H3/ρ(π1(Σg,m)) is the translation length of the corresponding element in
ρ(π1(Σg,m)). For a measured lamination (foliation) L which is realizable in the
quotient manifold of ρ, we define the hyperbolic length lengρ(L) as the hyperbolic
length with respect to the induced hyperbolic metric from the pleated surface re-
alizing L. By taking the lim-inf of the infima of length of measured laminations
which are realizable in the quotient manifold of ρ, the (hyperbolic) length function
lengρ is well-defined on MF . The length function is known to be continuous on
the product of the space of conjugacy classes of Kleinian surface groups for Σg,m
and MF (cf. [17] and [61]).
When a Kleinian surface group ρ admits a simply connected invariant domain
Ω ⊂ Cˆ, the quotient Ω/ρ(π1(Σg,m)) is a Riemann surface homeomorphic to Σg,m.
The representation ρ determines a marking on Ω/ρ(π1(Σg,m)). The hyperbolic
length of any measured foliation H on Ω/ρ(π1(Σg,m)) is at least lengρ(H) (cf. [8,
Theorem 3] and [61, Proposition 2.1]).
4.2. Bers slice. Fix x0 = (M0, f0) ∈ Tg,m and let Γ0 be the marked Fuchsian
group acting on H uniformizing M0 with the marking π1(Σg,m) ∼= Γ0 induced by
f0. Let A2(H
∗,Γ0) be the Banach space of automorphic forms on H∗ = Cˆ − H of
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weight −4 with the hyperbolic supremum norm. For each ϕ ∈ A2(H∗,Γ0), we can
define a locally univalent meromorphic mapping Wϕ on H
∗ and the monodromy
homomorphism ρϕ : Γ0 → PSL2(C) such that the Schwarzian derivative of Wϕ is
equal to ϕ and ρϕ(γ) ◦Wϕ =Wϕ ◦ γ for all γ ∈ Γ0. Let Γϕ = ρϕ(Γ0).
The Bers slice T Bx0 with base point x0 ∈ Tg,m is a domain in A2(H∗,Γ0) which
consists of ϕ ∈ A2(H∗,Γ0) such that Wϕ admits a quasiconformal extension to Cˆ.
The Bers slice T Bx0 is bounded and identified biholomorphically with Tg,m. Indeed,
any x ∈ Tg,m corresponds to ϕ such that Γϕ is the marked quasifuchsian group
uniformizing x0 and x (cf. [6]). The closure T Bx0 of T Bx0 in A2(H∗,Γ0) is called the
Bers compactification of Tg,m. The boundary ∂T Bx0 is called the Bers boundary. For
ϕ ∈ T Bx0 , Γϕ is a Kleinian surface group with isomorphism ρϕ : π1(Σg,m) ∼= Γ0 → Γϕ.
4.3. Boundary groups without APTs. A boundary point ϕ ∈ ∂T Bx0 is called a
cusp if there is a non-parabolic element γ ∈ Γ0 such that ρϕ(γ) is parabolic (cf.
[8]). Such γ or ρϕ(γ) is called an accidental parabolic transformation (APT) of ϕ
or Γϕ. Let ∂
cuspT Bx0 be the set of cusps in ∂T Bx0 and set ∂mfT Bx0 = ∂T Bx0 − ∂cuspT Bx0 .
For ϕ ∈ ∂mfT Bx0 , the quotient manifold H3/Γϕ has two (non-cuspidal) ends cor-
responding to Σg,m×(0,∞) and Σg,m×(−∞, 0). The negative end is geometrically
finite and the surface at infinity is conformally equivalent to M0 (with orientation
reversed). To another end, we assign a unique minimal and filling geodesic lamina-
tion, called the ending lamination for ϕ (cf. [14] and [73]).
Let x0 ∈ Tg,m. Let PMFmf be the set of projective classes of minimal and
filling measured foliations. By virtue of the ending lamination theorem and the
Thurston double limit theorem, we have the closed continuous surjective mapping
(4.1) Ξx0 : PMFmf → ∂mfT Bx0
which assigns [F ] ∈ PMFmf to the boundary group whose ending lamination is
equal to L(F ). The preimage of any point in ∂mfT Bx0 is compact (cf. [40]). PMFmf
contains a subset PMFue consisting of uniquely ergodic measured foliations. Let
∂ueT Bx0 be the image of PMFue under the identification (4.1).
For x1, x2 ∈ Tg,m, the change of the base points βx1,x2 : T Bx1 → T Bx2 extends
continuously to T Bx1 ∪ ∂mfT Bx1 → T Bx2 ∪ ∂mfT Bx2 (cf. [62]). We denote by βx1,x2 the
extension for the simplicity.
4.4. Limits of Teichmu¨ller rays in the Bers slice. For [H ] ∈ PMF and
x = (M, f) ∈ Tg,m the Teichmu¨ller (geodesic) ray R[H],x : [0,∞) → Tg,m for [H ]
emanating from x is defined as follows: For t ≥ 0, let ht : M → ht(M) is the
quasiconformal mapping with the Beltrami differential tanh(t)|qH,x|/qH,x. We set
R[H],x(t) = (ht(M), ht ◦ f).
The following proposition might be well-known. However, we shall give a brief
proof for confirmation.
Proposition 4.1. Let x0 ∈ Tg,m. For x ∈ Tg,m and [H ] ∈ PMFmf , the Te-
ichmu¨ller ray R[H],x converges to the totally degenerate group without APT in
∂mfT Bx0 whose ending lamination is L(H).
Proof. Let zt = R[H],x(t). Let ϕ ∈ ∂T Bx0 be an accumulation point of {zt}t≥0 as
t → ∞. Let ϕt ∈ T Bx0 be the corresponding point to zt via the Bers embedding.
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From (3.5), for any t ≥ 0, the hyperbolic length lengρϕt (H) of H on the quotient
manifold of ρϕt satisfies
lengρϕt (H) ≤ lengzt(H) ≤
√
2π(2g − 2 +m)Extzt(H)1/2
=
√
2π(2g − 2 +m)e−tExtx(H)1/2.
By the continuity of the length function, H is not realizable in the marked Kleinian
manifold associated to ϕ. Hence, the ending lamination associated to ϕ is equal
to L(H). From the ending lamination theorem, such a Kleinian surface group is
unique. 
Masur [43] observed the same conclusion as Proposition 4.1 for multi-curves.
5. Thurston measure
5.1. Train tracks. A train track τ on Σg,m is a finite collection of one-dimensional
CW -complexes with the following properties:
(1) τ is C1 away from its vertices, called switches. At any switch the incident
edges, called branches, are mutually tangent; and
(2) the Euler characteristic of the double of any component of Σg,m − τ is
negative
(cf. [64, §1.1]). A bigon track τ on Σg,m is a finite collection of CW -complexes
with the above condition (1) as well as the condition:
(2’) No component of Σg,m−τ is an embedded nullgon, monogon, once-punctured
nullgon, or annulus.
A transverse measure on τ is a non-negative function on the set of branches of τ
with the switch condition that at each switch, the totality of the values on incoming
branches is equal to that of values on outgoing branches. We denote byM(τ) the set
of transverse measures on τ . A bigon track is said to be complete if it is birecurrent
and maximal in the sense that the complement consists of bigons, trigons and once
punctured monogons (cf. [64, §3.4]). A measured lamination L is carried by τ if
there is a C1-mapping φ : Σg,m → Σg,m such that the image of the support of L is
contained in τ ; φ is homotopic to the identity mapping on Σg,m; and the restriction
of the differential dφp to the tangent line is non zero for every p ∈ L. A measured
foliation is said to be carried by τ if so is the corresponding measured lamination.
Any measured foliation carried by τ is associated with a transverse measured
on τ , and vice versa (cf. [64, §1.7]). The space of transverse measures M(τ) for
complete train (bigon) track τ defines a local chart for measured foliations which
are carried by τ . The spaceMF admits an integral piecewise linear structure with
the system of charts defined by complete train (bigon) tracks. (cf. [64]).
5.2. Thurston measure on MF. The space M(τ) is a cone in a subspace of the
Euclidean space defined by the switch condition. The natural Lebesgue volume
form on M(τ) defines a Modg,m-invariant volume form µTh on MF . The measure
µTh is called the Thurston measure on MF (cf. [64] and [48]). By definition, for
any measurable set E ⊂MF and t > 0,
(5.1) µTh({tF | F ∈ E}) = t2ξµTh(E).
Let BMFx = {F ∈MF | Extx(F ) ≤ 1} for x ∈ Tg,m.
(5.2) VolTh(x) = µTh(BMFx)
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is a continuous function on Tg,m with VolTh([ω](x)) = VolTh(x) for x ∈ Tg,m since
BMF [ω](x) = [ω](BMFx). The function (5.2) is called the Hubbard-Masur function
on Tg,m (cf. [21, §5.7]).
5.3. Thurston measure on PMF. For x ∈ Tg,m, we define the unit sphere in
terms of the extremal length function by
SMFx = ∂BMFx = {H ∈MF | Extx(H) = 1}.
The projection MF − {0} → PMF induces a homeomorphism ψx : SMFx →
PMF . We define a probability measure µˆxTh on SMFx by the cone construction
µˆxTh(E) =
µTh({tG | G ∈ E, 0 ≤ t ≤ 1})
VolTh(x)
(E ⊂ SMFx).
In this paper, we also call µˆxTh the Thurston measure associated with x ∈ Tg,m (cf.
[4, §2.3.1]). For x, y ∈ Tg,m, a homeomorphism
ψx,y : SMFx ∋ G→
G
Exty(G)1/2
∈ SMFy.
induces
(5.3) (ψ−1x,y)∗(µˆ
y
Th)(E) = µˆ
y
Th(ψx,y(E)) =
VolTh(x)
VolTh(y)
∫
E
1
Exty(F )ξ
µˆxTh(F )
for a measurable set E ⊂ SMFx from (5.1). Via the identification ψx : SMFx →
PMF , we also regard µˆxTh as a probability measure on PMF .
Notice that recently, the factor VolTh(x)/VolTh(y) in (5.3) is known to be equal
to one by Dumas [21]. However, our Poisson integral formula is proved without
assuming Dumas’ result and also gives another approach to it. Hence, we put the
factor in (5.3) (cf. Corollary 14.2).
5.4. Push-forward measure on the Bers boundary. For x ∈ Tg,m, we set
SMFmfx = ψ−1x (PMFmf ) and SMFuex = ψ−1x (PMFue). We define a probability
(Borel) measure µBx on ∂T Bx0 by
(5.4)
∫
∂T Bx0
f dµBx =
∫
SMFx
f ◦ (Ξx0 ◦ψx)dµˆxTh
for continuous functions f on ∂T Bx0 . The superscript “B” stands for the initial
letter of “Bers”. Masur [44] showed that SMFuex is of full measure in SMFx
with respect to µˆxTh. Hence, the composition f ◦ (Ξx0 ◦ ψx) is defined almost
everywhere on SMFx. The measure µBx is nothing but the pushforward measure
(Ξx0 ◦ ψx)∗(µˆxTh). Masur’s observation also implies that ∂ueT Bx0 is a set of full
measure in ∂T Bx0 with respect to the pushforward measure µBx .
When we specify the base point x0 of the Bers slice, we denote by µ
B,x0
x instead
of µBx (we only use this notation here). The measure µ
B
x is independent of the base
point of the Bers slice in the sense that∫
∂T Bx1
f ◦ βx1,x2 dµB,x1x =
∫
∂T Bx2
f dµB,x2x
for any continuous function f on ∂T Bx2 because βx1,x2 ◦ Ξx2 = Ξx1 (cf. §4.3).
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6. Double branched covering spaces associated with quadratic
differentials
In this section, we recall basic properties of double branched covering spaces
defined from the square roots of holomorphic quadratic differentials.
6.1. Double branched covering spaces. Let x0 = (M0, f0) ∈ Tg,m and q0 ∈
Qx0 . Let πq0 : M˜q0 → M0 be the double covering space associated to
√
q0, and
iq0 : M˜q0 → M˜q0 the covering transformation. The lift of
√
q0 defines a holomorphic
1-form ωq0 on M˜q0 . When q0 is the square of an abelian differential, M˜q0 consists of
two copies of M0. Let Σ(q0) be the union of the set of singular points of q0 and the
set of marked points of M0. The critical graph Γq0 of q0 is a graph on M0 whose
vertex set is Σ(q0) and edges are vertical segments with respect to q0 connecting
points of Σ(q0). The edge may be a closed vertical loop containing a vertex, and
some vertex is possibly isolated (cf. [30, §1, Chapter I]). Let Γ˜q0 and Σ˜(q0) ⊂ M˜q0
be the preimages of Γq0 and Σ(q0), respectively.
An oriented transverse path α to the vertical foliation of ωq0 in M˜q0−Σ˜(q0) is said
to be increasing with respect to Re(ωq0) if Re(ωq0) is positive along α. When an
oriented path α is a part of a leaf of the vertical foliation, it is said to be increasing
if any increasing transverse path with respect to Re(ωq0) cuts α from left to right.
An increasing path with respect to Im(ωq0) is defined in the same manner. When
an oriented path α is a part of a leaf of the horizontal foliation, it is said to be
increasing if any increasing transverse path with respect to Im(ωq0) cuts α from
right to left (cf. [30, Chapter II, §1 and §4]).
Let x = (M, f) ∈ Tg,m and take qx ∈ Qx with v(qx) = v(q0). There is a
homeomorphism hq0,qx : M0 − Γq0 to M − Γqx such that after applying white-
head moves to Γq0 appropriately, hq0,qx extends to a homeomorphism from M0
to M which is homotopic to f ◦ f−10 . Such hq0,qx lifts to a homeomorphism
h˜ = h˜q0,qx : M˜q0 − Γ˜q0 → M˜qx − Γ˜qx .
6.2. Cycles from lifts of simple closed curves. Let x0 = (M0, f0) ∈ Tg,m
and q0 ∈ Qx0 . Following [30, Chapter I, §4], for α ∈ S, we define α˜ = α˜q0 ∈
H1(M˜q0 , Γ˜q0 ;Z)
− as follows. Replace α by a quasi-transversal curve with respect
to v(q0) in its homotopy class and orient the transversal segments of π
−1
q0 (α) so that
they are increasing with respect to Re(ωq0). The sum of these oriented segments
is a singular one chain on M˜q0 whose boundary is in C0(Γ˜q0 ), so the one-chain
define a class α˜q0 ∈ H1(M˜q0 , Γ˜q0 ;Z). From the definition, (iq0)∗(α˜q0) = −α˜q0 and
α˜q0 ∈ H1(M˜q0 , Γ˜q0 ;Z)−, where for a vector space V with an involution, we denote
by V − the eigenspace associated with the eigenvalue −1 of the involution.
Let ST = ST (q0) be the set of simple closed curves in M0 whose quasi-transverse
realization is contained in M0−Γq0 . Any β ∈ ST admits a lift β˜ = β˜q0 ∈ H1(M˜q0 −
Γ˜q0 ;R)
− with the same construction as above. Hubbard and Masur observed that
the systems {α˜q0}α∈S and {β˜q0}α∈ST (q0) generate H1(M˜q0 , Γ˜q0 ;Z)− and H1(M˜q0 −
Γ˜q0 ;Z)
−, respectively (cf. [30, Lemma 2.6]). They treat the case where m = 0.
However the proof is valid for all cases.
6.3. Naturality with respect to the marking. Let x0 = (M0, f0), x = (M, f) ∈
Tg,m and q0, qx ∈ Qx with v(q0) = v(qx). Take a homeomorphism hq0,qx from
M0 − Γq0 onto M − Γ0 as §6.1. From the definition, ST (q0) = ST (qx) as subsets in
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S. Let h˜q0,qx : M˜q0 − Γ˜q0 → M˜qx − Γ˜qx be the lift defined as §6.1. h˜q0,qx induces a
well-defined isomorphisms
H1(M˜q0 , Γ˜q0 ;R)
− → H1(M˜qx , Γ˜qx ;R)−,
H1(M˜q0 − Γ˜q0 ;R)− → H1(M˜qx − Γ˜qx ;R)−.
We may denote by (h˜q0,qx)∗ these isomorphisms for the sake of simplicity.
Let α ∈ S. In general, a quasi-transverse realization αq0 ⊂M0 of α with respect
to v(q0) is as a union of transverse arcs with respect to the vertical foliation v(q0)
whose ends are in Γq0 . Since the image of the underlying foliation of v(q0) via
hq0,qx is deformed to that of v(qx) via isotopies and the Whitehead moves, each
arc-component of hq0,qx(αq0 ) is homotopic to that of a quasi-transverse realization
αx of α with respect to v(qx) rel Γqx .
From the definition of the lift h˜q0,qx , we have
(6.1) (h˜q0,qx)∗(α˜q0 ) = α˜qx
for all α ∈ S as elements in H1(M˜qx , Γ˜qx ;R)−. For β ∈ ST (q0), we also have
(h˜q0,qx)∗(β˜q0 ) = β˜qx as elements of H1(M˜qx − Γ˜qx ;R)−. Thus, we obtain
(6.2) α˜x • β˜x = α˜x0 • β˜x0
for α ∈ S and β ∈ ST (q0), where • is the pairing between H1(M˜q, Γ˜q;R)− and
H1(M˜q − Γ˜q;R)− for q = q0 and qx (e.g. [29]).
6.4. Bigon tracks from quadratic differentials. Let x0 = (M0, f0) and q0 ∈
Qx0 . We construct train tracks from horiztonal and vertical foliations of q0.
6.4.1. Bigon track from the vertical foliation. M0−Γq0 consists of subsurfaces M1,
M2, · · · , Mk satsifying one of the following: for s = 1, · · · , k,
(1) every non-critical vertical half-trajectory of q0 in Ms is dense in Ms (a
half-trajectory is said to be critical if it terminates at Σ(q0)); or
(2) Ms is annulus and foliated by closed vertical trajectories of q0
(cf. [71, §11.4]). The boundary of eachMs is a union of vertical saddle connections.
Fix s ∈ {1, · · · , k}. Let I be a closed horizontal interval in Ms−Σ(q0). We assume
that no critical trajectory passes the ends of I. When Ms is an annulus, replace
I to the horizontal cross cut of Ms and Ms \ I is a rectangle. When Ms is not
an annulus, Ms is decomposed into rectangles by cutting by the following critical
vertical segments connecting between I and
(i) zeros of q0 in the interior of Ms;
(ii) zeros of q0 in the boundary of Ms;
(iii) poles of q0 in the interior of Ms;
(iv) non-singular marked points of q0 in the interior of Ms; and
(v) end points of I.
There is no vertical segments from I to either a pole or a non-singular marked point
in the boundary ofMs since there are at most two vertical segments which emanate
from such points.
Let G′s be the union of I and the central vertical cross cuts in all rectangles ([71,
§12.4]). Each complement of G′s in Ms is a subsurface whose boundary consisting
of horizontal or vertical edges. Truncate small subsegments (prickles) at the ends
of I ⊂ G′s to make a subsegments I0 of I such that the union Gs = Gv,q0;s of I0
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Figure 1. Construction of the traintrack τv,q0;s.
and the all central vertical cross cuts is homotopic to G′s and the complement of Gs
consists of a subsurface of Ms whose boundaries are composed by step curves (cf.
Figure 1), where by a step curve we mean a path in M0 defined by a successive
concatenation of horizontal and vertical segments ([71, §17.1]). When Ms is an
annulus, the complement Ms \ Gs consists of two flat annuli. Suppose Ms is not an
annulus. Since every half-trajectory emanating from a point in Σ(q0)∩Ms is dense
in Ms, any component of Ms \ Gs contains one of the following (critical) graph:
(G1) a graph with only one vertex at a zero of q0 in the interior of Ms whose
ends of edges terminate at the interior of I0;
(G2) a vertical segment connecting between a zero of q0 in the boundary of Ms
and a point in the interior of I0;
(G3) a vertical segment connecting between a pole of q0 in the interior of Ms
and a point in the interior of I0;
(G4) a bipod with center at a non-singular marked point whose ends terminate
at the interior of I0; or
(G5) a vertical segment connecting two points in the interior of I0 and passing
an end point of I.
After collapsing I0 by a homotopy supported on a tiny neighborhood of I0, we get
a bigon track τv,q0;s from Gs which carries the vertical foliation of the restriction
of q0 to Ms, and the tangent vector at the switch points to the vertical direction.
We may assume each branch of τv,q0;s to be transverse to the horizontal foliation
of q0. Notice that each component of Ms \ τv,q0;s corresponds to a component of
Ms \ Gv,q0;s under the homotopy collapsing I0. When Ms is an annulus, τv,q0;s is a
closed curve with a unique bivalent switch.
Suppose Ms is not an annulus. Let D be a component of Ms \ Gv,q0;s. When D
contains a critical graph of type (G1), the corresponding component of Ms \ τv,q0;s
is a polygon with spike-conners. When D contains a critical graph of type (G3), the
corresponding component ofMs\τv,q0;s is a once punctured monogon. Bigons in the
complement Ms \ τv,q0;s are appeared from vertical segments in the cases (G4) and
(G5) above. When D contains a critical graph of type (G2) , the corresponding
component of Ms \ τv,q0;s is an m-gon-minus-a-disk such that the boundary of
the disk is a component γ of the boundary of Ms, where m is the number of
critical vertical segments emanating from zeros in γ. Notice that the rectangles in
the decomposition discussed in the beginning of this subsection are recognized as
associated tie-neighborhoods of branches of τv,q0 ;s (cf. [64, §1.7] and [14, §5.1]).
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Let τv,q0 = ∪ks=1τv,q0;s.
Lemma 6.1. The bigon track τv,q0 is birecurrent. When v(q0) is essentially com-
plete, τv,q0 is a complete bigon track on M0.
Proof. When v(q0) is essentially complete, there is no (critical) vertical segment of
type (G2) above. Hence, from the above discussion, we only check that each τv,q0;s
is birecurrent for all s = 1, · · · , k.
The train track τv,q0;s is recurrent because the transverse measure corresponding
to the vertical foliation v(q0) is positive on each branch (cf. [64, Proposition 1.3.1
and §3.4]). Let b be a branch of τv,q0;s and Rb be the rectangle (tie-neighborhood)
associated to the branch b appeared in the decomposition of Ms discussed in the
beginning of the subsection. Take a small θ with 0 ≤ θ < π such that the horizontal
foliation of eiθq0 is essentially complete (cf. [71, Theorem 25.1]). Let I
′ ⊂ Int(Rb)
be a short vertical segment of eiθq0 which does not intersect τv,q0;s. We consider the
horizontal segment I ′′ of eiθq0 emanating from an end point of I ′ and terminating
at the second intersection point with I ′. By a standard argument, we can choose
subsegments I ′1 of I
′ and I ′′1 ⊂ I ′ such that the union I ′1 ∪ I ′′1 defines a non-trivial
simple closed curve γb on M0 (see the proof of [71, Theorem 15.2]). This simple
closed curve γb hits τv,q0;s efficiency at the branch b after modifying τv,q0;s by isotopy
around the switch. Hence, τv,q0;s is transversely recurrent. 
6.4.2. Bigon tracks from horizontal and vertical foliations. Let τh,q0 = τv,−q0 . By
taking the starting horizontal (resp. vertical) segment for constructing Gv,q0 ;s (resp.
Gv,−q0,s) and the homotopies collapsing the horizontal (resp. vertical) segment
appropriately, we may assume that each point in τh,q0 ∩ τv,q0 is the intersection
point between the horizontal segment in τh,q0 and the vertical segment in τv,q0 .
Lemma 6.2. τv,q0 and τh,q0 hit efficiently.
Proof. Otherwise, there is a bigon D inM0\τv,q0∪τh,q0 such that the boundary ∂D
consists of C1-segments α ⊂ τv,q0 and β ⊂ τh,q0 . The bigon D has two π/2-corners
at end points α∩β. Since α and β are transverse to the horizontal foliation and the
vertical foliations respectively, α and β are approximated by step curves along which
π/2 and 3π/2 appear the same number of times as the interior angles of D, except
for those at the end points. By the Teichmu¨lller lemma (or the argument principle),
D contains a pole of q0 (cf. [71, Theorem 14.1]). This is a contradiction. 
6.5. Cycles from transverse measures. Let τ˜v,q0;s be the lift of τv,q0;s to M˜q0 .
Let τ˜v,q0 = ∪ks=1τ˜v,q0;s. Then, each τ˜v,q0;s is an orientable bigon train track such
that each branch is increasing with respect to Im(ωq0). Let M(τ˜v,q0 ;s)
− be the set
of transverse measures on τ˜v,q0;s equivariant under the action of the involution iq0 .
Then, we have a natural identification
M(τv,q0) =
k∏
s=1
M(τv,q0 ;s) ∋ ν → ν˜ ∈M(τ˜v,q0 )− =
k∏
s=1
M(τ˜v,q0 ;s)
−
defined by the pullback via the projection πq0 . Since τ˜v,q0 is orientable and any
branches are oriented increasingly, any integral transverse measure in M(τ˜v,q0 )
−
represents an increasing quasi-transverse curve in M˜q0 − Γ˜q0 .
We define a map
cv,q0 : M(τv,q0 )→ H1(M˜q0 − Γ˜q0 ;R)−
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by
cv,q0 (ν) =

∑
b˜
ν˜(b˜)b˜

 ,
where b˜ runs all branches of τ˜v,q0 and the bracket means the homology class in
H1(M˜q0 − Γ˜q0 ;R)−. Suppose that H ∈MF is carried by τv,q0 . Let νvH ∈M(τv,q0 )
be the corresponding transverse measure. The following lemma is essentially due
to Hubbard and Masur (cf. [30, Proposition 2.8]).
Lemma 6.3 (Algebraic and geometric intersection number). Let α ∈ S and H ∈
MF. When H is carried by τv,q0 ,
(6.3) α˜q0 • cv,q0(νvH) = 2i(α,H).
Indeed, from the above discussion, any multi-curve β carried by τv,q0 is homotopic
to a quasi-transverse curve contained in M0 − Γq0 . For any (oriented) branch b˜ of
τ˜v,q0 the algebraic intersection number b˜·α˜ is equal to +1 at each intersection point,
and hence the combination of α and β (in the sense of Hubbard and Masur in [30,
Chapter I, §5]) is defined with the symbol + for all intersection points. By [30,
Proposition 2.8], (6.3) holds for integral transverse measures in M(τv,q0)
−. General
cases follow by approximating by rational transverse measures.
When q0 is not square, each connected component of Γ˜q0 is fixed by the involution
iq0 . Hence H0(Γ˜q0 ;R)
− = 0 and the inclusion Γ˜q0 →֒ M˜q0 induces a surjection
H1(M˜q0 ;R)
− → H1(M˜q0 , Γ˜q0 ;R)− (cf. [30, Proposition 2.6]). From Lemma 6.3,
we conclude the following, which is also remarked by Hubbard and Masur (cf. [30,
Lemma 4.3]).
Corollary 6.1 (Poincare´ duality). Suppose q0 is not square. For any α ∈ S,∫
α˜q0
Re(ωq0) = α˜q0 • cv,q0 (νvv(q0)) = 2i(α, v(q0)),
where in the integration of the left-hand side, the integration path α˜q0 is thought of
as a lift via the surjection H1(M˜q0 ;R)
− → H1(M˜q0 , Γ˜q0 ;R)−.
6.6. Naturality. Let F ∈ MF . Let x0, x ∈ Tg,m and q0 = qF,x0 ∈ Qx0 and
qx = qF,x ∈ Qx. Since the geodesic lamination L(F ) is carried by both τv,q0 and
τv,qx , any H ∈ MFL(F ) is carried by both τv,q0 and τv,qx . From (6.2) and Lemma
6.3, we have
α˜q0 • cv,q0 (νvH) = 2i(α,H) = α˜qx • cv,qx(νvH)
for all α ∈ S. Since {α˜q0}α∈S generates H1(M˜q0 , Γ˜q0 ;R)−, from (6.1), each H ∈
MFL(F ) satisfies
(6.4) (h˜x0,x)∗(cv,q0 (ν
v
H)) = cv,qx(ν
v
H)
as elements in H1(M˜qx − Γ˜qx ;R)−.
7. Holomorphic coordinates associated to extremal length functions
Throughout this section, we assume that F ∈ MF is essentially complete. Fix
x0 = (M0, f0) ∈ Tg,m and set q0 = qF,x0 . In this case, for all x = (M, f) ∈ Tg,m,
the differential qF,x is generic, has 4g − 4 +m simple zeros and m simple poles at
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Figure 2. A quasi-transverse representation (the left) is modified
to a quasi-transverse curve in the outside of singular points (the
right). The broken lines represent the vertical foliation and the
black dot is a zero. The same modification is also valid for poles.
marked points, and satisfies ΓqF,x = Σ(qF,x) and Γ˜qF,x = Σ˜(qF,x). The Riemann-
Hurwitz theorem tells us that the genus of M˜qF,x is equal to ξ + g. Since there is
no vertical saddle connection, any simple closed curve on MF,x is represented as a
quasi-transverse curve in M − ΓqF,x . Namely, ST (qF,x) = S holds in this case (cf.
Figure 2).
We have a natural identification
(7.1)
{
H1(M˜q0 ;K)
− ∼= H1(M˜q0 , Γ˜q0 ;K)− ∼= H1(M˜q0 − Γ˜q0 ;K)−,
H1(M˜q0 ;K)
− ∼= H1(M˜q0 , Γ˜q0 ;K)− ∼= H1(M˜q0 − Γ˜q0 ;K)−
for K = R or C from the Poincare-Lefschetz duality and the usual discussion with
exact sequences (cf. the discussion in [30, Proposition 2.6]). We denote by · the
algebraic intersection number on the first homology group. Each vector space in
(7.1) is a ξ-dimensional K-vector space.
7.1. Trivialization of double coverings. Let Vg,m → Tg be the universal curve
over the Teichmu¨ller space. The section Tg,m ∋ x 7→ qF,x ∈ Qg,m defines a smooth
differential form qF on Vg,m which coincides with qF,x on the fiber at x ∈ Tg,m
(cf. [30, §2, Chapter IV]). Since F is essentially complete, the zeros of qF define
mutually disjoint smooth sections Tg,m → Vg,m. The square root √qF defines the
double covering space V˜g,m → Vg,m branched along zeros of qF , and the induced
projection V˜g,m → Tg,m is a smooth fiber space whose fiber at x is equal to M˜qF,x .
The square root
√
qF is lifted to a smooth 1-form on V˜g,m which coincides with
ωqF,x on the fiber M˜qF,x ⊂ V˜g,m.
Since Tg,m is contractible, the fiber space V˜g,m → Tg,m is globally trivial. Hence,
we have a canonical identification
(7.2) H1(M˜qF,x ,K)→ H1(M˜q0 ,K)
for K = R or C which commutes the involutions on M˜qF,x and M˜q0 .
7.2. Horizontal foliations and Intersection numbers. Let τ˜h,q0 ⊂ M˜q0 be the
lift of τh,q0 (cf. §6.4.2). The bigon track τ˜h,q0 is oriented such that each branch is
increasing with respect to Re(ωq0). As §6.5, we define a mapping
ch,q0 : M(τh,q0)→ H1(M˜q0 ;R)−
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by
ch,q0(ν) =

∑
b˜
ν˜(b˜)b˜

 ,
where b˜ runs all branches of τ˜h,q0 and ν˜ ∈M(τ˜h,q0)− is the lift of ν ∈M(τh,q0).
For G ∈ MF which is carried by τh,q0 , we define νhG ∈ M(τh,qF,x) the corre-
sponding transverse measure to G. By the same argument after Lemma 6.3, we
obtain the following lemma and corollary.
Lemma 7.1 (Algebraic and geometric intersection number). Suppose that G ∈
MF is carried by τh,q0 ,
|ch,q0(νhG) · β˜q0 | ≤ 2i(G, β) (β ∈ S).
In addition, when H ∈MF is carried by τv,q0 ,
ch,q0(ν
h
G) · c˜v,q0(νvH) = 2i(G,H).
Corollary 7.1 (Poincare´ duality). For any β ∈ S,∫
β˜q0
Im(ωq0) = ch,q0(ν
h
h(q0)
) · β˜q0 .
7.3. Embedding into H1(M˜q0 ;R)
−. By composing the isomorphism (7.2), we
define HF : Tg,m → H1(M˜q0 ;R)− by
(7.3) HF (x) = ch,qF,x
(
νhh(qF,x)
)
.
The following theorem is recognized as a counter part to Bonahon’s theory on the
shearing coordinates on Teichmu¨ller space (cf. [15, Theorem 20]. See also [59,
The´oe`me 6.1]).
Theorem 7.1 (Embedding). The mapping HF : Tg,m → H1(M˜q0 ;R)− is a smooth
embedding. The image of HF is the open cone
CF = {C ∈ H1(M˜q0 ;R)− | C · cv,q0(νvH) > 0 for H ∈ MFL(F )}.
Proof. The proof of the non-singularity of the differential ofHF is postponed to §7.6
for the sake of readability. We check here that the mappingHF is a homeomorphism
onto CF . Since SMFx0 ∩MFL(F ) is compact, for C ∈ CF , there is an ǫ0 > 0 such
that
(7.4) C · cv,q0 (νvH) ≥ ǫ0
for all H ∈ SMFx0 ∩MFL(F ). Hence, CF is open.
The mapping HF is smooth from the discussion in §7.1. From Lemma 7.1, when
β ∈ S is carried by τv,q0 ,
(7.5) HF (x) · β˜q0 = 2i(h(qF,x), β).
From Lemma 6.1, M(τv,q0) defines an open neighborhood of F (cf. [64, Proposition
3.4.1]). Take β1, · · · , βN ∈ S such that for H1, H2 ∈ MF , i(H1, βk) = i(H2, βk)
for k = 1, · · · , N implies H1 = H2 (cf.[20, Expose´ 6 and Appendice]). Applying a
power of a pseudo-Anosov mapping whose stable foliation is carried by τv,q0 to the
curves {βk}k, we may assume that each βk is carried by τv,q0 . Then, the injectivity
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of the mapping HF follows from substituting βk into (7.5) for k = 1, · · · , N (cf.
[26, Theorem 3.1]). Furthermore, from (6.4) and Lemma 7.1 again, we also have
HF (x) · cv,q0(νvH) = 2i(h(qF,x), H) > 0
for all H ∈MFL(F ). Hence, the image of HF (x) is contained in CF .
We check the mapping HF is proper. Let K ⊂ CF be a compact set. Let
{xn}∞n=1 ⊂ Tg,m with HF (xn) ∈ K for n ∈ N. From Lemma 6.3 and the discussion
around (7.4), there is ǫ0 = ǫ0(K) > 0 such that
(7.6) 2i(h(qF,xn), H) = HF (xn) · cv,q0(νvH) ≥ ǫ0 > 0
for all n and H ∈MFL(F ) ∩ SMFx0 .
We may assume that the projective classes {[h(qF,xn)]}n ⊂ PMF converges to
[G] ∈ PMF . Thus means that there is a sequence {tn}n of positive numbers such
that tnh(qF,xn) → G as n → ∞ in MF . Since HF (xn) ∈ K and the algebraic
intersection number is continuous, for any β ∈ S, there is c(β,K) > 0 such that
(7.7) |HF (xn) · β˜q0 | ≤ c(β,K)
for n ∈ N (cf. Lemma 7.1). Since M(τv,q0 ) defines an open set inMF , we can take
β ∈ S carried by τv,q0 such that i(G, β) > 0. Applying (7.7) to such β we see that
tn ≥ t0 for some t0 > 0. Hence, we may also assume that tn → t∞ > 0 as n→∞.
We check G and F are transverse. Otherwise, there is a sequence {Hn}n in
SMFx0 such that
i(G,Hn) + i(Hn, F )→ 0
as n→∞. Since SMFx0 is compact, we may assume that Hn → H ∈ SMFx0 as
n → ∞. Then, i(G,H) + i(H,F ) = 0. Since F is essentially complete, H and F
are topologically equivalent (cf. [66, Theorem 1.12]). Hence, H ∈ MFL(F ) and
0 = i(G,H) = lim
n→∞
tni(h(qF,xn), H) ≥ t0ǫ0/2 > 0
from (7.6), which is a contradiction.
Thus, there is x∞ ∈ Tg,m such that h(qF,x∞) = G/t∞ (cf. §3.1). From the
above calculation, we obtain h(qF,xn) → h(qF,x∞) and qF,xn → qF,x∞ as n → ∞.
Therefore xn → x∞ and H−1F (K) is compact. 
7.4. Coordinates. Let {ai, bi}ξ+gi=1 be a symplectic basis ofH1(M˜q0 ;R) in the sense
that aj ·ak = bj ·bk = 0 and aj ·bk = δjk for 1 ≤ j, k ≤ ξ+g. Suppose thet {ai, bi}ξ+gi=1
satisfies
(1) {(πq0)∗(aj), (πq0 )∗(bj)}gj=1 is a symplectic basis on H1(Mq0 ,Z); and
(2) (iq0)∗(aj)−ag+j = (iq0)∗(bj)−bg+j = 0, (iq0)∗(a2g+k)+a2g+k = (iq0)∗(b2g+k)+
b2g+k = 0 for 1 ≤ j ≤ g and 1 ≤ k ≤ ξ − g.
We define a symplectic basis {Ak, Bk}ξk=1 of H1(M˜q0 ;R)− by
Aj =


1√
2
(aj − ag+j) (1 ≤ j ≤ g),
ag+j (g + 1 ≤ j ≤ ξ),
Bj =


1√
2
(bj − bg+j) (1 ≤ j ≤ g),
bg+j (g + 1 ≤ j ≤ ξ)
for j = 1, · · · , ξ (cf. Figure 3). Consider mappings ΦA, ΦB : Tg,m → Rξ and
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Figure 3. A branched covering space and a symplectic basis of
the homology group in the case of g = 2 and m = 0.
Φ: Tg,m → R2ξ defined by
ΦA(x) =
(
Im
∫
A1
ωqF,x , · · · , Im
∫
Aξ
ωqF,x
)
,
ΦB(x) =
(
Im
∫
B1
ωqF,x , · · · , Im
∫
Bξ
ωqF,x
)
,
Φ(x) = (ΦA(x),ΦB(x)).
From Corollary 7.1, the mapping Φ factors through H1(M˜q0 ;R)
− with the embed-
ding (7.3). We denote by y = (yA,yB) = (yA1 , · · · , yAξ , yB1 , · · · , yBξ ) the coordinates
of R2ξ = Rξ × Rξ.
Let H ∈MFL(F ). From Lemma 6.3 and (6.4),
aAH = (A1 · cv,q0(νvH), · · · , Aξ · cv,q0 (νvH)) ,
aBH = (B1 · cv,q0 (νvH), · · · , Bξ · cv,q0(νvH))
depend only on H andMFL(F ) ∋ H 7→ (aAH , aBH) ∈ R2ξ is continuous (see also [30,
Lemma 4.3]). We define a convex cone
HF =
⋂
H∈MFL(F )
{y = (yA,yB) ∈ R2ξ = Rξ × Rξ | aAH(yB)T − aBH(yA)T > 0},
where the superscript “T ” means the transpose of matrices (vectors). From Theo-
rem 7.1, we have
Proposition 7.1 (Coordinates). The mapping
Φ: Tg,m → R2ξ
is a diffeomorphism onto the image. The image coincides with HF .
7.5. DIfferentials of the periods. We first notice the following variational for-
mula obtained in [54]: For v ∈ TxTg,m, let λ 7→ f(λ) ∈ Tg,m be the holomorphic
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disk defined around λ = 0 with f(0) = x and f∗(∂/∂λ |λ=0) = v. Then
(7.8)


(
∂
∂λ
∫
C
ωqF,f(·)
)
λ=0
=
∫
C
π∗qF,x0 (ηv)
ωqF,x0
,(
∂
∂λ
∫
C
ωqF,f(·)
)
λ=0
= −
∫
C
π∗qF,x0 (ηv)
ωqF,x0
for C ∈ H1(M˜qF,x0 ;R)− (cf. [54, Lemma 4.1]). Since the real part of the period
function λ 7→ ∫C ωqF,f(·) is a constant function for each c ∈ H1(M˜q0) (Corollary
6.1), when λ = s+ it, we have
∂
∂s
(
Im
∫
C
ωqF,f(·)
)
λ=0
= −√−1
(
∂
(
χqF,f(λ) (c)
)
∂λ
∣∣∣∣∣
λ=0
+
∂
(
χqF,f(λ)(c)
)
∂λ
∣∣∣∣∣
λ=0
)(7.9)
= −√−1
(∫
c
π∗qF,x0 (ηv)
ωqF,x
−
∫
c
π∗qF,x0 (ηv)
ωqF,x
)
= −2Im
∫
c
π∗qF,x0 (ηv)
ωqF,x
.
Let y ∈ HF and x = (M, f) ∈ Tg,m with y = Φ(x). For j = 1, · · · , ξ. let ϕjF,x
be the Abelian differential on M˜qF,x normalized by
∫
Ak
ϕjF,x = δjk for k = 1, · · · , ξ.
Set
πjk = πjk(y) =
∫
Bk
ϕjF,x (j, k = 1, · · · , ξ)
and Π = Π(y) = (π1, · · · ,πξ) = (πjk(y)). From the definition,
(7.10) ωqF,x = (a
A
F + iy
A)ϕF,x
T ,
where yA = ΦA(x), y
B = ΦB(x) and ϕF,x = (ϕ
1
F,x, · · · , ϕξF,x). Comparing the
B-periods of both sides of (7.10), we have the following relation:
(7.11) aBF + iy
B = (aAF + iy
A)Π.
7.6. Description of the complex structure. For j = 1, · · · , ξ, we define a
tangent vector vj = vj(x) ∈ TxTg,m by
ϕjF,x = 2
√−1
π∗qF,x0
(
ηvj(x)
)
ωqF,x
= −2
π∗qF,x0
(
ηvξ+j(x)
)
ωqF,x
(7.12)
where ηvj(x) is the qF,x-realization for the tangent vector vj(x) (cf. (2.2)). Since
(2.3) is an anti-complex isomorphism,
√−1vj = vξ+j and
√−1vξ+j = −vj for all
j = 1, · · · , ξ. Set {vA,vB} = {(vk)ξk=1, (vk)2ξk=ξ+1}. From (7.9), we have
Φ∗({vA,vB}) = (∂A, ∂B)
(
Iξ 0
Re(Π) Im(Π)
)
where ∂A = (∂/∂yA1 , · · · , ∂/∂yAξ ) and ∂B = (∂/∂yB1 , · · · , ∂/∂yBξ ). Since the ma-
trix in the right-hand side is non-singular, the differential Φ∗ of Φ is non-singular.
Therefore, so is the differential of HF .
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Set {VA,VB} = Φ∗({vA,vB}). We define an almost complex structure J on
HF by
J (Vj) = Vξ+j , J (Vξ+j) = −Vj (j = 1, · · · , ξ).(7.13)
The pair (HF ,J ) is an almost complex manifold (cf. [37, §2, Chapter IV]). From
(7.13), we see that J ◦ Φ∗ = Φ∗ ◦ (
√−1×) and Φ is holomorphic. Thus, from
Theorem 7.1, we obtain
Proposition 7.2 (Holomorphic chart). Φ: (Tg,m,
√−1×)→ (HF ,J ) is biholomor-
phic, where
√−1× is the standard complex structure on Tg,m defined by multiplying
by
√−1.
8. Complex analysis
8.1. PSH exhaustions and Boundary measures. Let Ω be a domain in Cn.
A function u on Ω is said to be plurisubharmonic (PSH) if for each a ∈ Ω and
b ∈ Cn, the function λ 7→ u(a + λb) is subharmonic or identically −∞ on every
component of the set {λ ∈ C | a + λb ∈ Ω}. A function u on Ω is, by definition,
pluriharmonic if u ∈ C2(Ω) and the restriction to any complex line that meets Ω
is harmonic. The real part of a holomorphic function on Ω is pluriharmonic (e.g.
[36]). A function u : Ω→ [−∞, 0) is said to be an exhaustion on Ω if u−1([−∞, r))
is relatively compact in Ω for r < 0. A domain Ω ⊂ Cn is said to be hyperconvex if
there is a continuous PSH exhaustion function u : Ω→ [−∞, 0) (cf. [19, De´finition
2.1]).
Let Ω be a bounded hyperconvex domain in Cn. Let u : Ω → [−∞, 0) be a
continuous PSH-exhaustion on Ω and set Su(r) = {z ∈ Ω | u(z) = r} and Bu(r) =
{z ∈ Ω | u(z) < r}. For r < 0, there is a Borel measure µu,r on Cn supported on
Su(r) which satisfies the Lelong-Jensen formula:
(8.1)
∫
Su(r)
V dµu,r =
∫
Bu(r)
V (ddcu)n +
∫
Bu(r)
(r − u)ddcV ∧ (ddcu)n−1
for any PSH function V on Ω, where d = ∂+∂, dc =
√−1(∂−∂) and ddc = 2√−1∂∂
(cf. [19, De´finition 0.1]).
When
∫
Ω
(ddcu)n < ∞, there is a Borel measure µu on Cn which is supported
on ∂Ω such that µu,r converges to µu weakly on C
n and µu(∂Ω) =
∫
Ω
(ddcu)n. The
measure µu is called the boundary measure associated to u (cf. [19, The´ore`me et
De´finition 3.1]). We will use the following result due to Demailly later.
Proposition 8.1 (The´ore`me 3.8 in [19]). Let Ω be a bounded hyperconvex domain
in Cn. Let u, v : Ω→ [−∞, 0) be PSH-continuous exhaustions with∫
Ω
(ddxu)n,
∫
Ω
(ddcv)n <∞.
Suppose that there is an relatively open N0 ⊂ ∂Ω and a function λ ≥ 0 on N0 such
that for all z ∈ N0,
lim sup
w→z
u(z)
v(z)
= λ(z) <∞.
Then dµu ≤ λndµv on N0. If the lim-sup is the limit, dµu = λndµv on N0.
We also need the Bedford-Taylor comparison theorem:
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Proposition 8.2 (Theorem 4.1 in [5]). Let Ω be a bounded open set in CN . Let u
and v be bounded PSH functions on Ω. Suppose that lim infz→∂Ω(u(z)− v(z)) ≥ 0.
Then ∫
{u<v}
(ddcv)N ≤
∫
{u<v}
(ddcu)N .
8.2. Pluricomplex Green function and Pluriharmonic measures. Demailly
observed that for any bounded hyperconvex domain Ω in Cn and w ∈ Ω, there is a
unique PSH function gΩ,w : Ω→ [−∞, 0) such that
(1) (ddcgΩ,w)
n = (2π)nδw, where δw is the Dirac measure with support at w;
and
(2) gΩ,w(z) = supv{v(z)}, where the supremum runs over all non-positive PSH
function v on Ω with v(z) ≤ log ‖z − w‖+O(1) around z = w
(cf. [19, The´ore`me 4.3]). The function gΩ(w, z) = gΩ,w(z) is called the pluricom-
plex Green function on Ω. The pluricomplex Green function gΩ,w is a continuous
exhaustion on Ω for fixed w ∈ Ω. For w ∈ Ω, the boundary measure associated
with uΩ,w = (2π)
−ngΩ,w is called the pluriharmonic measure of point w (cf. [19,
De´finition 5.2]). The pluriharmonic measure of point w provides the following in-
tegral formula:
(8.2)
∫
∂Ω
V (ζ)dµuΩ,w = V (w) +
∫
Ω
ddcV ∧ |uΩ,w|(ddcuΩ,w)n−1
for any PSH function V which is continuous on Ω.
9. The Monge-Ampe`re measure and Measures on horospheres
9.1. Extremal length functions on the chart. We discuss with the chart on
Tg,m in Proposition 7.1 for an essentially complete measured foliation F . For the
simplicity we set
ǫG(y) = ExtΦ−1(y)(G)
for y ∈ HF and G ∈MF . From (7.11) and Riemann’s bilinear relation, we have
ǫF (y) =
1
2
(
aAF (y
B)T − aBF (yA)T
)
=
1
2
(
aAF Im(Π)(a
A
F )
T + yAIm(Π)(yA)T
)
(9.1)
for y ∈ HF .
Under the chart in Proposition 7.1, we define smooth vector fields Z = (Zj)1≤j≤ξ
and Z = (Zj)1≤j≤ξ, and 1-forms Ω = (Ωk)1≤k≤ξ and Ω = (Ω
k
)1≤k≤ξ by
(Z,Z) =
(
1
2
(VA −√−1VB), 1
2
(VA +
√−1VB)
)
=
1
2
(∂A, ∂B)
[
Iξ Iξ
Π Π
]
,
(Ω,Ω) = −√−1(dyA, dyB)
[
Π −Π
−Iξ Iξ
] [
Im(Π) 0
0 Im(Π)
]−1
.(9.2)
From the observations in §7.5, Zk and Zk are (1, 0) and (0, 1)-vector fields, and
Ωk and Ωk are (1, 0) and (0, 1)-forms on HF such that Ωk(Zl) = Ωk(Zl) = δkl and
Ωk(Z l) = Ωk(Zl) = 0 for k, l = 1, · · · , ξ. The systems {Zk}ξk=1 and {Ωk}ξk=1 are
a smooth frame on the holomorphic tangent bundle and a smooth coframe of the
holomorphic cotangent bundle on HF (and hence on Tg,m). In [58], we obtain the
following calculation.
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Proposition 9.1. The differentials and the Levi-form of the extremal length func-
tion of F satisfies the following:
(∂ǫF )y = −
√−1
4
ξ∑
k=1
(aAF +
√−1yA)Im(πk)Ωk,(9.3)
(
∂ǫF
)
y
=
√−1
4
ξ∑
k=1
(aAF −
√−1yA)Im(πk)Ωk,(9.4)
∂∂ǫF =
1
4
ξ∑
k,l=1
Im(πkl)Ω
k ∧Ωl(9.5)
for y ∈ HF .
For the completeness, we shall check the formulas in Proposition 9.1. We take
the tangent vectors {vj}j=1,··· ,ξ as §7.6. Let µj be a Beltrami differential on x0 =
(M0, f0) ∈ Tg,m satisfying vj(x0) = [µj ] for j = 1, · · · , ξ. Then,
−
∫
M0
µjqF,x0 = −
∫
M0
ηvj
|qF,x0 |
qF,x0 = −
√−1
4
∫
M˜qF,x0
ωqF,x0 ∧
π∗qF,x0 (ηvj )
ωqF,x0
=
1
8
∫
M˜qF,x0
ωqF,x0 ∧ ϕ
j
F,x0
=
1
8
g˜∑
k=1
(∫
Ak
ωqF,x0
∫
Bk
ϕjF,x0 −
∫
Bk
ωqF,x0
∫
Ak
ϕjF,x0
)
=
1
8
(
(aAF +
√−1yA) · πj − (aAF +
√−1yA) · πj
)
= −
√−1
4
(aAF +
√−1yA) · Im(πj).
Since Φ∗(vj) = Zj , from Gardiner’s formula ([24]), we have (9.3) and (9.4).
Let v =
∑ξ
k=1 aivj . From Theorem 5.1 in [54], the Levi form L(ǫF )[v, v] at
x0 = (M0, f0) ∈ Tg,m satisfies
L(ǫF )[v, v] = 2
∫
M0
|ηv|2
|qF,x0 |
= 2
ξ∑
j,k=1
ajak
∫
M0
ηvjηvk
|qF,x0|
= 2
ξ∑
j,k=1
ajak
√−1
4
∫
M˜qF,x0
π∗qF,x0 (ηvk)
ωqF,x0
∧
π∗qF,x0 (ηvj )
ωqF,x0
=
1
4
ξ∑
j,k=1
Im(πjk)ajak
from (7.12) since Π is symmetric. This implies (9.5).
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9.2. Monge-Ampe`re measures associated with extremal length functions.
From (9.2) and (9.5),
(ddcǫF )
ξ = ξ!
(√−1
2
)ξ
det(Im(Π))Ω1 ∧ Ω1 ∧ · · · ∧ Ωξ ∧ Ωξ(9.6)
= ξ! dyA1 ∧ dyB1 ∧ · · · ∧ dyAξ ∧ dyBξ .
Namely, the Monge-Ampe`re measure of ǫF coincides with the constant multiple of
the Euclidean measure under the chart.
We define a (1, 0)-vector field X on HF (∼= Tg,m) by
X = Xy = −2
√−1(aAF −
√−1yA)Z(9.7)
= −√−1(aAF −
√−1yA)(Iξ,Π)
(
(∂A)T
(∂B)T
)
= −(yA +√−1aAF )(∂A)T − (yB +
√−1aBF )(∂B)T
(cf. (7.11)). Set W = −(X+X)/4 and Wc = (X−X)/4√−1 = J (W). Then,
W =
1
2
(
yA(∂A)T + yB(∂B)T
)
and Wc =
1
2
(
aAF (∂
A)T + aBF (∂
B)T
)
.(9.8)
From Proposition 9.1, we have
dǫF [W] = d
cǫF [W
c] =
1
2
ǫF ,(9.9)
dǫF [W
c] = dcǫF [W] = 0,(9.10)
WyddcǫF = d
cǫF ,(9.11)
WcyddcǫF = −dǫF ,(9.12)
Wy(ddcǫF )
ξ = ξ(ddcǫF )
ξ−1 ∧ dcǫF(9.13)
on HF ∼= Tg,m, where y stands for the contraction (e.g. [13]). Define a function uG
on Tg,m by
uG(y) = − 1
ǫG(y)
= − 1
ExtΦ−1(y)(G)
for y ∈ HF and G ∈ MF . From [54, Theorem 5.3], uG is a continuous PSH-
function on Tg,m for all G ∈ MF . Notice from (9.9), (9.10), (9.11) and (9.12)
that
Wy(ddcuF ) =
Wy(ǫF dd
cǫF − 2dǫF ∧ dcǫF )
ǫ3F
= 0,
Wcy(ddcuF ) =
Wcy(ǫFdd
cǫF − 2dǫF ∧ dcǫF )
ǫ3F
= 0.
Hence, the (1, 0)-vector field X on HF is in the null-space of the complex Hessian
ddcuF of uF , and uF satisfies the homogeneous Monge-Ampe`re equation
(9.14) (ddcuF )
ξ = 0
on HF ∼= Tg,m (cf. [36, §3.1]). From (9.13), we obtain
(ddcuF )
ξ−1 ∧ dcuF = (dd
cǫF )
ξ−1 ∧ dcǫF
(ǫF )2ξ
=
1
ξ
Wy
(
(ddcǫF )
ξ
(ǫF )2ξ
)
.(9.15)
In particular (ddcuF )
ξ−1 6= 0.
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Proposition 9.2. The tangent vector field X corresponds to the (1, 0)-vector as-
sociated to the infinitesimal Beltrami differential qF,x/|qF,x| at x ∈ Tg,m.
Proof. Let x = (M, f) ∈ Tg,m. Let v ∈ TxTg,m be the tangent vector associated
to the infinitesimal Beltrami differential qF,x/|qF,x|. By the defintion of the qF,x-
realization, ηv = qF,x (cf. (2.2)). Let λ 7→ f(λ) be a holomorphic disk defined
around λ = 0 which satisfies f(0) = x and f∗(∂/∂λ |λ=0) = v. From (7.8),
(ΦA ◦ f)∗
(
∂
∂λ
∣∣∣∣
λ=0
)
=
1
2
√−1

∫
Ai
π∗qF,x0 (qF,x)
ωqF,x
−
(
−
∫
Ai
π∗qF,x0 (qF,x)
ωqF,x
)
ξ
i=1
= −√−1(aAF −
√−1yA),
(ΦB ◦ f)∗
(
∂
∂λ
∣∣∣∣
λ=0
)
=
1
2
√−1

∫
Bi
π∗qF,x0 (qF,x)
ωqF,x
−
(
−
∫
Bi
π∗qF,x0 (qF,x)
ωqF,x
)
ξ
i=1
= −√−1(aBF −
√−1yB).
This means Φ∗(v) = XΦ(x) from (9.7). 
9.3. Measures on the horospheres. For G ∈ MF and R > 0, we define the
horosphere for G by
HS(G;R) = {x ∈ Tg,m | Extx(G) = R2}.
From (9.1), under the coordinates in Proposition 7.1, the horosphere HS(F ;R) is
represented as the affine subspace
(9.16) {(yA,yB) ∈ HF | aAH(yB)T − aBH(yA)T = 2R2}.
Henceforth, we also denote by HS(F ;R) the set (9.16) under the coordinates in
Proposition 7.1. From Proposition 9.2, the tangent vector field W is the gradient
vector field of the extremal length function for F . From (9.15), the contraction
(9.17) dmF,R =
1
ξ
Wy
(
(ddcǫF )
ξ
(ǫF )2ξ
)
= (ddcuF )
ξ−1 ∧ dcuF
is a non-trivial Borel measure on the horosphere HS(F ;R). Let t ∈ R, we set
Tt(y) = e
2ty. From (9.1), (9.8) and (9.17),
(9.18) mF,e2tR(Tt(E)) =mF,R(E)
for all Borel set E ⊂ HS(F,R). From (9.17) and (9.18),
(9.19) mF,R(E) ≍
∫
Eˆ
(ddcǫF )
ξ
holds for any Borel set E ⊂ HS(F,R) and R > 0, where Eˆ = {Tt−log(√2R)(y) ∈
HF | y ∈ E, 0 ≤ t ≤ (log 2)/2} and the constants for the comparison depend only
on the topology of Σg,m.
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9.4. Comparison between mF,R and µˆ
x0
Th. Consider a mapping
(9.20) Ψ: HF ∋ y 7→ h(qF,Φ−1(y)) ∈MF .
Since the piecewise linear structure onMF is determined by the intersection num-
ber function associated with some finite system of simple closed curves, from (7.5),
the mapping (9.20) is a piecewise linear homeomorphism onto its image (cf. [16], [20,
Expose´ 6 and Appendice] and [66]). Hence the pushforward measure Ψ∗((ddcǫF )
ξ
)
via the mapping (9.20) is locally comparable with the Thurston measure µTh. Com-
pare another treatment of µTh due to Masur in [44, §4].
Let PMFF ⊂ PMF be the projection of the image Ψ(HF ) ⊂ MF − {0}.
PMFF consists of the projective classes of measured foliations transverse to F . For
x ∈ Tg,m, let SMFFx ⊂ SMFx be the corresponding subset via the identification
SMFx ∼= PMF discussed in §5.3. The set SMFFx is an open subset of SMFx.
For R > 0, we define a homeomorphism
(9.21) TR,x : SMFFx → HS(F,R)
in such a way that for G ∈ SMFFx , Ψ(TR,x(G)) is projectively equivalent to G in
MF .
Proposition 9.3 (Comparison between mF,R and µˆ
x
Th). Let x ∈ Tg,m. Let G0 ∈
SMFx such that G0 and F are transverse. Let U be a neighborhood of G0 with
U ⊂ SMFFx . Then,
mF,R(TR,x(E)) ≍ µˆxTh(E)
for all R > 0 and all Borel set E on U , where ≍ means that the measures are
comparable with constants independent of the choice of the set E in U , but may
depend on U .
Proof. Since the image TR,x(U) is relatively compact in HF , from the above dis-
cussion and (9.19), the measuremF,R is comparable with the pushforward measure
(TR,x)∗(µˆxTh) on TR,x(U). From (9.18) (or (9.19) again), the constants for the
comparison are independent of R > 0. 
9.5. Pluricomplex Green function on Tg,m and Extremal length functions.
Krushkal [39] observed that the pluricomplex Green function gTg,m on Tg,m is rep-
resented as
(9.22) gTg,m(x, y) = log tanh dT (x, y) (x, y ∈ Tg,m).
See also [55] for another proof.
For G,H ∈ MF , we define a continuous PSH-function on Tg,m by
uG,H(x) = max{uG(x),uH(x)}.
Proposition 9.4. When G,H ∈ MF are transverse, the function uG,H is a con-
tinuous and negative PSH-exhaustion on Tg,m, and satisfies
(9.23) uG,H(x) ≍ −e−2dT (x0,x) (x ∈ Tg,m),
where the constants for the comparison depend only on G, H and x0.
Proof. Since G and H are transverse, there is an ǫ0 > 0 such that i(G, J)
2 +
i(H, J)2 ≥ ǫ0 for all J ∈ SMFx0 . Minsky’s inequality (3.6) implies
Extx(G) + Extx(H) ≥ (i(G, J)2 + i(H, J)2)/Extx(J) ≥ ǫ0/Extx(J).
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From Teichmu¨ller’s theorem, for any x ∈ Tg,m−{x0}, there is a unique J ∈ SMFx0
satisfying Extx(J) = e
−2dT (x0,x) (cf. [32, §5.2.3]). From (3.3)
(9.24) ǫ0e
2dT (x0,x) ≤ Extx(G) + Extx(H) ≤ (Extx0(G) + Extx0(H))e2dT (x0,x).
Since extremal length functions are positive functions,
(9.25) − 2
Extx(G) + Extx(H)
≤ uG,H(x) ≤ − 1
Extx(G) + Extx(H)
for all x ∈ Tg,m. The comparison (9.23) follows from (9.24) and (9.25). 
Let K be a compact set in Tg,m containing x0 in the interior. From the Krushkal
formula (9.22) and Proposition 9.4, we have
(9.26) gTg,m(x0, x) ≍ −e−2dT (x0,x) ≍ uG,H(x) (x ∈ Tg,m −K),
where the constants for the first comparison depend only on K.
Proposition 9.5 ((ddcuG,H)
ξ-mass is finite). When G,H ∈MF are transverse,∫
Tg,m
(ddcuG,H)
ξ <∞.
Proof. We identify T Bx0 with Tg,m via the Bers embedding (cf. §4.2). Fix r < 0. We
set
gTg,m,x0;r(x) = max{r, gTg,m(x0, x)}.
Then, gTg,m,x0;r is a continuous PSH-exhaustion on Tg,m. Since gTg,m,x0;r coincides
with gTg,m(x0, · ) in the outside of a compact set containing x0,∫
Tg,m
(ddcgTg,m,x0;r)
ξ <∞.
Since both gTg,m,x0;r(x) and uG,H(x) are negative bounded functions, from (9.26),
there is a constant A = A(G,H, x0, r) > 0 such that
AgTg,m,x0;r(x) < uG,H(x) (x ∈ Tg,m).
From Proposition 9.4 and (9.26) again,
lim inf
x→ϕ
(
AgTg,m,x0;r(x) − uG,H(x)
)
= 0
for all ϕ ∈ ∂T Bx0 . Hence, we have∫
Tg,m
(ddcuG,H)
ξ =
∫
{AgTg,m,x0;r(x)<uG,H(x)}
(ddcuG,H)
ξ
≤
∫
{AgTg,m,x0;r(x)<uG,H(x)}
(ddc AgTg,m,x0;r)
ξ
= Aξ
∫
Tg,m
(ddcgTg,m,x0;r)
ξ <∞
from the Bedford-Taylor comparison theorem (Proposition 8.2). 
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9.6. Behavior of uF,G and uF around ∂Tg,m. We continue to identify T Bx0 withTg,m via the Bers embedding. Let Γ0 be the marked Fuchsian group representing
x0 as §4.2.
Proposition 9.6. For any ϕ ∈ ∂T Bx0 , there are F,G ∈ MF and a neighborhood Nˆ
of ϕ in A2(H
∗,Γ0) such that
(1) F is essentially complete and F and G are transverse;
(2) for any x ∈ Tg,m, (Ξx0 ◦ ψx)−1(Nˆ) is contained in an open set SMFx
which is relatively compact in SMFFx ; and
(3) uF,G(x) = uF (x) for x ∈ Nˆ ∩ T Bx0 .
Proof. Take an essentially complete F ∈ MF which is realizable in the Kleinian
manifold associated to ϕ, that is, lengρϕ(F ) > 0. Since the length function is
continuous on the Bers compactification, we can take a small neighborhood Nˆ of
ϕ in A2(H
∗,Γ0) such that the ending laminations of the Kleinian surface groups
in the closure of Nˆ ∩ T Bx0 does not coincide with L(F ) (see also [15, Lemma 30]).
One can check that such an Nˆ satisfies the condition (2). Take G′ ∈ MF which is
transverse to F .
We claim
Claim 1. The quotient Extx(G
′)/Extx(F ) is bounded on Nˆ ∩ T Bx0 .
Proof of Claim 1. Otherwise, there is a sequence {xn}n in Nˆ ∩ T Bx0 such that
Extxn(G
′)/Extxn(F ) → ∞. Then {xn}n is a divergent sequence in T Bx0 . Let
Gxn ∈ SMFx0 be the vertical foliation of the quadratic differential associated to the
Teichmu¨ller geodesic connecting from x0 to xn. By taking a subsequence, we may
assume that {xn}n converges to ϕ0 in the closure of Nˆ ∩∂T Bx0 and to [H∞] ∈ PMF
in the Thurston compactification, and {Gxn}n converges to G∞ ∈ SMFx0 . From
[49, Proposition 5.1], i(G∞, H∞) = 0.
We claim i(F,G∞) 6= 0. Otherwise G∞ is topologically equivalent to F since F
is essentially complete, and so is H∞ (cf. [66]). This means i(F,H∞) = 0. On the
other hand, from [62, Theorem 5.2], the limit H∞ is disjoint from the parabolic
loci of the Kleinian manifold asssociated to ϕ0 and satisfies i(H∞, H ′) = 0 for any
H ′ ∈MF such that L(H ′) coincides with the ending lamination of a geometrically
infinite end of the Kleinian manifold associated to ϕ0. This is a contradiction.
Since i(F,G∞) 6= 0, there is a constant ǫ0 > 0 such that i(F,Gxn) ≥ ǫ0 for
sufficiently large n. Hence,
ǫ20 ≤ i(F,Gxn)2 ≤ Extxn(F )Extxn(Gxn) = e−2dT (x0,xn)Extxn(F )
and
Extxn(G
′)
Extxn(F )
≤ Extxn(G
′)
ǫ20e
2dT (x0,xn)
≤ Extx0(G
′)
ǫ20
for sufficiently large n, which is a contradiction. 
Take M > 0 such that Extx(G
′)/Extx(F ) ≤ M for x ∈ Nˆ ∩ T Bx0 . Set G =
G′/M1/2. Then, F and G are transverse and satisfy uF,G(x) = uF (x) for x ∈
Nˆ ∩ T Bx0 . 
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10. Pluriharmonic measure and Thurston measure
For x ∈ Tg,m, we denote by ωx0x the pluriharmonic measure of x on T Bx0 (cf. §8).
The superscript “x0” of ω
x0
x indicates the base point of the Bers slice T Bx0 . Since
∂T Bx0 is a compact metrizable space, ωx0x and the pushforward measure µBx defined
in (5.4) are inner and outer regular (cf. [12, Theorem 1.1]).
The aim of this section is to prove the following.
Theorem 10.1 (PH measure and Thurston measure). For any x ∈ Tg,m, the
pluriharmonic measure ωx0x is absolutely continuous with respect to µ
B
x on ∂T Bx0 .
10.1. Cusps are negligible. We first check the following.
Proposition 10.1 (Cusps are negligible). ωx0x (∂
cuspT Bx0 ) = 0. Namely, the pluri-
harmonic measure ωx0x is supported on ∂
mfT Bx0 .
Proof. Let γ ∈ π1(Σg,m). Let APTx0γ ⊂ ∂T Bx0 be the boundary groups which admit
γ as an APT (possibly, APTx0γ = ∅ for some γ ∈ π1(Σg,m)). Since ∂cuspT Bx0 =
∪γ∈pi1(Σg,m)APTx0γ , it suffices to show that ωx0x (APTx0γ ) = 0 for each γ ∈ π1(Σg,m).
Suppose APTx0γ 6= ∅. Consider a holomorphic function on Cˆ− [0, 4] defined by
H(w) =
w − 2−√w2 − 4w
2
and H(∞) = 0. H maps Cˆ−[0, 4] conformally onto D and is continuous on Cˆ−[0, 4)
with H(4) = 1. Set
Fγ(ϕ) = H(tr
2ρϕ(γ))
for ϕ ∈ T Bx0 . Since every monodromy ρϕ is faithful and discrete for ϕ ∈ T Bx0 ,
tr2ρϕ(γ) ∈ C − [0, 4) for all ϕ ∈ T Bx0 . Therefore, Fγ is holomorphic on T Bx0 and
continuous on the Bers closure T Bx0 such that Fγ(T Bx0 ) ⊂ D and Fγ(T Bx0 ) ⊂ D ∪ {1}.
Furthermore, for ϕ ∈ T Bx0 , ϕ ∈ APTx0γ if and only if Fγ(ϕ) = 1.
By Demailly’s Poisson integral formula in [19, The´ore`me 5.1], for all n ∈ N, the
n-th power (Fγ)
n of Fγ is represented by
(10.1) (Fγ)
n(x) =
∫
∂T Bx0
(Fγ)
n(ϕ)ωx0x (ϕ) (x ∈ T Bx0 ).
The n-th power (Fγ)
n converges pointwise to the characteristic function χAPTx0γ of
APTx0γ on T Bx0 as n→∞. Since ωx0x (∂T Bx0 ) = 1 and all (Fγ)n is uniformly bounded
on the Bers closure, by Lebesgue’s dominated convergence theorem, from (10.1)
0 =
∫
∂T Bx0
χAPTx0γ (ϕ)dω
x0
x (ϕ) = ω
x0
x (APT
x0
γ ),
and we are done. 
10.2. An open covering of ∂T Bx0 . Let x ∈ Tg,m. For H ∈ SMFmfx ∼= PMFmf ,
ϕH = ϕH,x0 ∈ ∂T Bx0 be the totally degenerate group whose ending lamination is
equal to L(H). By Proposition 9.6, there are FH , GH ∈ MF and a neighborhood
NˆH of ϕH such that FH is essentially complete, FH and GH are transverse and
satisfy
uFH ,GH = uFH
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on NˆH ∩ T Bx . Since ∂T Bx0 is compact, we can choose a finite system {NˆHi}i which
covers ∂T Bx0 . For the simplicity, set Fi = FHi , Gi = GHi , and Nˆi = NˆHi .
10.3. Proof of Theorem 10.1. Theorem 10.1 follows from the following proposi-
tion.
Proposition 10.2 (Local comparison). For each i, the pluriharmonic measure ωx0x
is absolutely continuous with respect to µBx on ∂T Bx0 ∩ Nˆi.
Proof. Since ωx0x and µ
B
x are outer regular on ∂T Bx0 , it suffices to show that
ωx0x (U ∩ Nˆi) . µBx (U ∩ Nˆi)
for each relative open set U ⊂ ∂T Bx0 , where the constant for the comparison is
independent of U .
For G ∈ SMFx which is transverse to Fi, let RG : R → Tg,m ∼= T Bx0 be the
Teichmu¨ller ray defined by −qFi,T1,x(G) emanating from T1,x(G) ∈ HS(Fi, 1) ⊂
HFi
∼= Tg,m, where T1,x : SMFFix → HFi is defined for Fi and R = 1 as (9.21). Let
GFi = h(qFi,T1,x(G)) for the simplicity. Then, G
Fi is projectively equivalent to G,
and satisfies ExtT1,x(G)(G
Fi) = ExtT1,x(G)(Fi) = i(G
Fi , Fi) = 1.
We define a function τi : ∂
mfT Bx0 ∩ Nˆi → R by
τi(ϕG) = inf{τ > 0 | RG′(t) ∈ Nˆi for t ≥ τ , G′ ∈ SMFmfx with L(G′) = L(G)}.
From Proposition 4.1, τi(ϕG) <∞ for any ϕG ∈ ∂mfT Bx0 ∩ Nˆi. By the definition of
τi, RG′(t) ∈ Nˆi for all t > τi(ϕG) and G′ ∈ SMFmfx with L(G′) = L(G).
We claim
Claim 2. τi is upper semicontinuous.
Proof of Claim 2. Suppose to the contrary that τi is not upper semicontinuous at
ϕG ∈ Nˆi ∩ ∂mfT Bx0 . Namely, there are ǫ > 0 and {Hn}n ⊂ SMFmfx (∼= PMFmf )
such that τ(ϕHn ) ≥ τ(ϕG) + ǫ and ϕHn → ϕG. Then, the Hausdorff limit (in the
space of geodesic laminations) of any subsequences of {L(Hn)}n contains L(G).
Hence, any accumulation point of {Hn}n in SMFx is topologically equivalent to
G since G is minimal and filling (see the discussion in the last second paragraph
in [27, §1]). Therefore, we may assume that there is a sequence {tn}n in R such
that tn ≥ τ(ϕG) + ǫ/2 such that RHn(tn) 6∈ Nˆi and Hn → G′ ∈ SMFmfx with
L(G′) = L(G).
When {tn}n is bounded from above, we may also assume that tn → t∞. Since
T1,x(Hn) → T1,x(G), RHn(tn) → RG′(t∞) (cf. [22, §1.1, Theorem]). Since t∞ ≥
τ(ϕG) + ǫ/2, RG′(t∞) ∈ Nˆi. This is a contradiction.
Suppose t∞ → ∞. We may assume that {RHn(tn)}n converges to ϕ∞ in T Bx0 .
By the same discussion as the proof of Proposition 4.1, we have
lengρϕn (Hn) . e
−tnExtT1,x(Hn)(Hn)
1/2 = e−tni((Hn)Fi , Fi) = e−tn ,
where ϕn ∈ T Bx0 is the corresponding point to RHn(tn). From the continuity of the
length function, we have lengρϕ∞ (G
′) = 0. Therefore we obtain ϕ∞ = ϕG′ = ϕG.
This is also a contradiction since Nˆi is a neighborhood of ϕG. 
Let Umf = U ∩ ∂mfT Bx0 . For s > 0, we define
Umfs = {ϕG ∈ Nˆi ∩ ∂mfT Bx0 | τi(ϕG) < s/2}.
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By definition, {Umfs }s and Umf satisfies
(1) Umfs ⊂ Umfs′ for s < s′;
(2) Umf ∩ Nˆi = ∪s>0Umfs ;
(3) Umfs is open in ∂
mfT Bx0 in the sense that for any ϕG ∈ Umfs , there is an
open neighborhood V of ϕG with V ∩ ∂mfT Bx0 ⊂ Umfs ; and
(4) Umfs = (Ξx0 ◦ ψx)−1(Umfs ) is open in SMFmfx in the sense that any G ∈
Umfs admits a neighborhood V ′ with V ′ ∩ SMFmfx ⊂ Umfs .
The third condition follows from Claim 2, and the fourth condition is deduced
from the continuity of the mapping Ξx0 ◦ ψx (cf. §4.3 and 5.3). From (2) of
Proposition 9.6, each Umfs is contained in an open set in SMFx which is relatively
compact in SMFFix . Such an open set is defined from (Ξx0 ◦ψx)−1(Nˆi), and taken
independently of U .
Take s0 > 0 satisfying U
mf
s 6= ∅ for s > s0. Fix s > s0, we define subsets R and
Rs in T Bx0 ∼= Tg,m by
R = {RG′(t) ∈ T Bx0 | G′ ∈ SMFmfx ∩ SMFFix , t > 0},
Rs = {RG′(t) ∈ T Bx0 | G′ ∈ Umfs , t > 0}.
From the above discussion, Rs satisfies an open condition in the sense that any
z ∈ Rs admits a neighborhood Vz in T Bx0 with Vz ∩R ⊂ Rs. Next we claim
Claim 3. For ϕG ∈ Umfs ∩ Nˆi, there is a neighborhood VϕG in A2(H∗,Γ0) such that
VϕG ∩ ∂mfT Bx0 ⊂ Umfs ∩ Nˆi and VϕG ∩R ⊂ Rs.
Proof of Claim 3. Since Umfs is open, we can take a neighborhood of ϕG with the
first condition. We need to show the existence of a neighborhood of ϕG with the
second condition.
Otherwise, there is a sequence {zn}n ⊂ R ∩ Nˆi with zn /∈ Rs and zn → ϕG in
T Bx0 . Take tn > 0 and Hn ∈ SMFmfx with RHn(tn) = zn. By taking a subsequence,
we may assume that Hn converges to some G
′ ∈ SMFx as n→∞. Then,
lengρϕn ((Hn)
Fi) . Extzn((Hn)
Fi)1/2 = e−tn ,
where ϕn ∈ T Bx0 is the corresponding point to zn ∈ Tg,m. Since zn → ϕG and G ∈
SMFmfx , from the continuity of the length function, G′ is topologically equivalent
to G. Therefore, ϕHn → ϕG′ = ϕG. This implies that ϕHn ∈ Umfs ∩ Nˆi and
Hn ∈ Umfs for sufficiently large n. This is a contradiction. 
Let us proceed the proof of Proposition 10.2. We define an open set in the
ambient space A2(H
∗,Γ0) by
Vs = (∪z∈RsVz) ∪
(
∪ϕG∈Umfs VϕG
)
.
From the definition,
Vs ∩ ∂mfT Bx0 = Umfs
Vs ∩R = Rs.
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Since SMFmfx is a subset of full-measure on SMFx, from Proposition 9.3,
mF,e2u(Vs ∩ HS(Fi, e2u)) =mF,e2u(Te2u,x(Umfs ))(10.2)
≍ µˆxTh(Umfs ) = µBx (Umfs )
≤ µBx (U ∩ Nˆi)
for all u > s, where the constant for the comparison is independent of s > s0 and
U . From the definition of the function τi,
(Vs ∩R) ∩HS(Fi, e2u) ⊂ Nˆi
for u > s/2. Since uFi,Gi = uFi on Nˆi (Proposition 9.6) and µi,u = µuFi,Gi ,−e−2u
is supported on the level set SuFi,Gi (−e−2u), we have the identity
(10.3) µi,u(Vs) =mF,e2u(Vs ∩ HS(Fi, e2u))
when u is sufficiently large. From [19, The´ore`me et De´finition 3.1] and Proposition
9.5, µi,u converges weakly to the boundary measure µi of uFi,Gi . Hence, from (10.2)
and (10.3) we conclude
µi(U
mf
s ) = µi(Vs) ≤ lim infu→∞ µi,u(Vs) . µ
B
x (U ∩ Nˆi)
since Vs is an open set in the ambient space (cf. [12, (iv) of Theorem 2.1]). From
Proposition 8.1 and (9.26), the boundary measure µi is comparable with the pluri-
harmonic measure ωx0x . Since {Umfs }s is an increasing sequence of measurable sets
and ∪s>0Umfs = Umf ∩ Nˆi, from Proposition 10.1, we deduce
ωx0x (U ∩ Nˆi) = ωx0x (Umf ∩ Nˆi)
≍ µi(Umf ∩ Nˆi) = lim
s→∞µi(U
mf
s ) . µ
B
x (U ∩ Nˆi),
where the constants for the comparisons are independent of U . 
10.4. A corollary from the absolute continuity. The pushforward measure
µBx is supported on ∂
ueTg,m (cf. §5.4). The Thurston measure µˆxTh on SMFmfx is
defined from the Euclidean measure on the train track coordinates. Hence, we can
see that µBx has no atom on ∂T Bx0 since the inverse image (Ξx0 ◦ ψx0)−1(ϕG) for
ϕG ∈ ∂mfT Bx0 is a proper (linear) subspace in any train track coordinates around
G. Thus, from Theorem 10.1, we deduce
Corollary 10.1. For any x ∈ Tg,m, the pluriharmonic measure ωx0x is supported
on ∂ueT Bx0 and has no atom on ∂T Bx0 .
11. Pluriharmonic Poisson kernel
The aim of this section is to determine the Poisson kernel for Teichmu¨ller space.
Theorem 11.1 (Poisson kernel). The function (1.1) is the Poisson kernel. Namely,
for x, y ∈ Tg,m,
dωx0y = P(x, y, · )dωx0x
on ∂T Bx0 .
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Proof. Since the function (1.1) is reciprocal in the sense that P(x, y, ϕ) = P(y, x, ϕ)−1
for x, y ∈ Tg,m and ϕ ∈ ∂T Bx0 , from Demailly’s theorem (Proposition 8.1) and Corol-
lary 10.1, the assertion of the theorem follows from
lim
Tg,m∋z→ϕ
gTg,m(y, z)
gTg,m(x, z)
=
Extx(Fϕ)
Exty(Fϕ)
,(11.1)
lim sup
Tg,m∋z→ϕ′
gTg,m(y, z)
gTg,m(x, z)
≤ e2dT (x,y)(11.2)
for x, y ∈ Tg,m, ϕ ∈ ∂ueT Bx0 and ϕ′ ∈ ∂T Bx0 , where Fϕ ∈ MF is defined as §1.2.
Indeed, (11.1) and (11.2) implies that the left-hand side of (11.2) is measurable
and integrable on ∂T Bx0 with respect to the harmonic measure ωx0x (x ∈ Tg,m) and
coincides with our function P(x, y, ·) a.e. on ∂T Bx0 from Corollary 10.1.
(11.2) follows from (9.22) and
gTg,m(x, z)
gTg,m(y, z)
= e−2(dT (x,z)−dT (y,z))(1 + o(1)) ≤ e2dT (x,y)(1 + o(1))
as z → ϕ′ ∈ ∂T Bx0 . We show (11.1). We claim
Claim 4. Let {xn}n ⊂ Tg,m ∼= T Bx0 be a sequence converging to ϕ ∈ ∂ueT Bx0 . Then,{xn}n converges to the projective class [Fϕ] in the Gardinar-Masur compactifica-
tion.
Proof of Claim 4. This claim follows by applying the discussion in [53, §3]. How-
ever, we give a proof for confirmation.
Take αn ∈ S with Extxn(αn) ≤M for some constantM depending only on (g,m)
(cf. [10, Theorem 1]). By taking a subsequence, we may assume that tnαn →
F ∈ MF − {0} with some tn > 0. Since xn converges to a totally degenerate
group without APT, Extx0(αn) → ∞ and hence tn → 0 (cf. [1]). By the Bers
inequality and (3.5), the hyperbolic length of the geodesic representation of tnαn in
the quasifuchsian manifold associated with xn tends to 0. From the continuity of
the length function, any sublamination of the support of F is non-realizable in the
Kleinian manifold associated with ϕ. Hence, the support of F is contained in Fϕ
and i(F, Fϕ) = 0. Thus we have [F ] = [Fϕ] in PMF since Fϕ is uniquely ergodic.
By taking a subsequence if necessary, we may assume that xn → p ∈ ∂GMTg,m.
From (3.9), we obtain
ix0(p, [Fϕ]) = ix0(p, [F ]) = limn→∞ ix0(xn, [tnαn])
= lim
n→∞
e−dT (x0,xn)
Extxn(tnαn)
1/2
Extx0(tnαn)
1/2
≤ lim
n→∞
M1/2tne
−dT (x0,xn)
Extx0(tnαn)
1/2
= 0.
From the characterization of uniquely ergodic measured foliations in the Gardiner-
Masur compactification, we conclude that p = [Fϕ] (cf. [50, Theorem 3]). 
POISSON INTEGRAL FORMULA 37
Let us finish the proof. From (3.8), (3.9) and the Krushkal formula (9.22),
gTg,m(y, z)
gTg,m(x, z)
= exp(2(dT (x, z)− dT (y, z)))(1 + o(1))
= exp(2dT (y, x)) exp(−4〈x | z〉y)(1 + o(1))
→ exp(2dT (y, x))
(
exp(−dT (y, x))Extx(Fϕ)
1/2
Exty(Fϕ)1/2
)2
=
Extx(Fϕ)
Exty(Fϕ)
as z → ϕ ∈ ∂ueT Bx0 . This implies (11.1). 
Remark 11.1. The Poisson kernel P(x, y, · ) is not pluriharmonic in the variable y
when ξ ≥ 2. Indeed, when F ∈ MF is uniquely ergodic and essentially complete,
for y = (M1, f1) ∈ Tg,m and v ∈ TyTg,m,
L(P(x, · , F ))[v, v] = −ξ Extx(F )
ξ
Exty(F )ξ+1
(
2
∫
M1
|ηv|2
|qF,y| −
ξ + 1
Exty(F )
|〈v, qF,y〉|2
)
,
where L stands for the Levi form and ηv ∈ Qy is the qF,y-realization of v (cf.
(2.2) and [54, Theorem 5.1]). When v is represented by the infiniteismal Beltrami
differential qF,y/|qF,y|, ηv = qF,y. Hence, the Levi form of P(x, · , F ) at y is positive
in the direction v. However, when v satisfies 〈v, qF,y〉 = 0, the Levi form at y is
negative in this direction v.
On the other hand, the Poisson kernel P(x, y, · ) is plurisubharmonic in the vari-
able x (cf. [54, Corollary 1.1]).
12. The Green formula
The aim of this section is to complete the proof of the Poisson integral formula
(Theorem 1.1). Indeed, Theorem 1.1 is derived from the following theorem.
Theorem 12.1 (Green formula). Let V be a continuous function on the Bers
compactification T Bx0 which is plurisubharmonic on T Bx0 ∼= Tg,m. Then
V (x) =
∫
∂T Bx0
V (ϕ)P(x0, x, ϕ)dµ
B
x0(ϕ)−
∫
Ω
ddcV ∧ |gx|(ddcgx)ξ−1,
where gx(y) = (2π)
−1 log tanh dT (x, y). Furthermore, when ξ ≥ 2,
V (x) =
∫
∂T Bx0
V (ϕ)P(x0, x, ϕ)dµ
B
x0(ϕ)−
∫
Ω
ddcV ∧ (ddcgx)ξ−2 ∧ dgx ∧ dcgx.
From the definitions of the function P and the probability measure µBx0 , the
first terms of the above Green formulas are dealt with from Thurston theory and
Extremal length geometry. It is also possible to discuss the second terms from
the topological aspect in Teichmu¨ller theory. Indeed, the Levi form of the pluri-
complex Green function has a topological interpretation in terms of the Thurston
symplectic form onMF via the Dumas Ka¨hler (symplectic) structure on the space
of holomorphic quadratic differentials (cf. [55]. See also [21, Theorem 5.8]).
Theorem 12.1 follows from the following theorem, Theorem 11.1, and the Jensen-
Lelong formula (8.2) (cf. [19, The´ore`me 5.1]).
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Theorem 12.2 (PH measure is Thurston measure). For any x ∈ Tg,m,
ωx0x = µ
B
x
on ∂T Bx0 .
12.1. Measures and the action of Modg,m. The action of Modg,m extends con-
tinuously to T Bx0 ∪ ∂mfT Bx0 (e.g. [9] and [62]). Hence, the pushforward measure
[ω]∗ωx0x is well-defined for [ω] ∈ Modg,m and x ∈ Tg,m from Corollary 10.1. We
first check the following (see the discussion after [19, De´finition 5.2] and [19, (5.8)
in The´ore`me 5.4]).
Lemma 12.1 (Modg,m and PH measure). For [ω] ∈Modg,m and x ∈ Tg,m
[ω]∗ωx0x = ω
x0
[ω](x)
on ∂T Bx0 .
Proof. We need to show that for any bounded continuous function f on A2(H
∗,Γ0),
x ∈ Tg,m and [ω] ∈Modg,m,∫
∂T Bx0
f ◦ [ω]dωx0x =
∫
∂T Bx0
f dωx0[ω](x)
(cf. [12, Theorem 1.2]). We may assume that f is a strictly PSH function of class
C2 on a neighborhood of the Bers compactification (see the proof of [19, The´ore`me
and De´finition 3.1]). For simplicity, we set gx(y) = (2π)
−1gTg,m(x, y) as Theorem
12.1.
Since g[ω](x)([ω](y)) = gx(y), from the Lelong-Jensen formula (8.1),
(12.1)
∫
Sg[ω](x) (r)
fdµg[ω](x),r =
∫
Sgx (r)
f ◦ [ω]dµgx,r
for r < 0. We define a function f∗ on T Bx0 by
f∗(ϕ) = lim
δ→0
sup{f ◦ [ω](ϕ′) | ‖ϕ′ − ϕ‖∞ < δ, ϕ′ ∈ T Bx0 },
where ‖ · ‖∞ is the hyperbolic supremum norm on A2(H∗,Γ0). Then f∗ is bounded
and upper semicontinuous on T Bx0 and satisfies f∗ = f ◦ [ω] on T Bx0 ∪ ∂mfT Bx0 . Since
µgx,r converges to ω
x0
x weakly as r → 0 on A2(H∗,Γ0), from (12.1) and Proposition
10.1, ∫
∂T Bx0
f dωx0[ω](x) = lim sup
r→0
∫
Sg[ω](x) (r)
fdµg[ω](x),r
= lim sup
r→0
∫
Sgx (r)
f ◦ [ω]dµgx,r
= lim sup
r→0
∫
Sgx (r)
f∗dµgx,r
≤
∫
∂T Bx0
f∗dωx0x =
∫
∂T Bx0
f ◦ [ω] dωx0x
(cf. [12, Theorem 2.1, Problem 2.6 in Chapter 1]). Applying the similar argument
to a bounded lower semicontinuous function
f∗(ϕ) = lim
δ→0
inf{f ◦ [ω](ϕ′) | ‖ϕ′ − ϕ‖∞ < δ, ϕ′ ∈ T Bx0 }
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on T Bx0 , we obtain the reverse inequality. 
Next, we show the following.
Lemma 12.2. For x ∈ Tg,m and [ω] ∈Modg,m, we have
dµB[ω](x) = P(x, [ω](x), · )dµBx and [ω]∗(µBx ) = µB[ω](x).
Proof. Since VolTh([ω](x)) = VolTh(x), for any bounded continuous function f on
A2(H
∗,Γ0),∫
∂T Bx0
f dµB[ω](x) =
∫
SMFmf
[ω](x)
f ◦ (Ξx0 ◦ψ[ω](x))dµˆ[ω](x)Th
=
∫
SMFmfx
f ◦ (Ξx0 ◦ψ[ω](x) ◦ψx,[ω](x))d
(
(ψ−1x,[ω](x))∗µˆ
[ω](x)
Th
)
=
∫
SMFmfx
f ◦ (Ξx0 ◦ψx(G))
1
Ext[ω](x)(G)ξ
dµˆxTh(G)
=
∫
∂T Bx0
f(ϕ)P(x, [ω](x), ϕ) dµBx (ϕ)
from (5.3), where ψx and ψx,[ω](x) are homeomorphisms defined in §5.3. This
implies the first equation.
Let us prove the second equation. Any element [ω] ∈Modg,m induces a homeo-
morphism
[ω] : SMFx ∋ G→ [ω](G) ∈ SMF [ω](x).
Since the Thurston measure µTh is an invariant measure on MF with respect to
the action of Modg,m, for a measurable set E ⊂ SMF [ω](x),
[ω]∗µˆxTh(E) = µˆ
x
Th([ω]
−1(E))
= µTh({tG | G ∈ [ω]−1(E), 0 ≤ t ≤ 1})/VolTh(x)
= µTh([ω]
−1({tG | G ∈ E, 0 ≤ t ≤ 1}))/VolTh(x)
= µTh({tG | G ∈ E, 0 ≤ t ≤ 1})/VolTh([ω](x)) = µˆ[ω](x)Th (E).
Therefore we obtain∫
∂T Bx0
f ◦ [ω] dµBx =
∫
SMFx
f ◦ [ω] ◦ (Ξx0 ◦ψx)dµˆxTh
=
∫
SMFx
f ◦ (Ξx0 ◦ψ[ω](x) ◦ [ω])dµˆxTh
=
∫
SMF [ω](x)
f ◦ (Ξx0 ◦ψ[ω](x)) (d([ω]∗µˆxTh))
=
∫
SMF [ω](x)
f ◦ (Ξx0 ◦ψ[ω](x))dµˆ[ω](x)Th =
∫
∂T Bx0
f dµB[ω](x),
which implies what we wanted. 
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12.2. Proof of Theorem 12.2. Let x ∈ Tg,m. From Theorem 10.1, there is an
integrable function Λx on ∂T Bx0 such that
dωx0x = Λxdµ
B
x
on ∂T Bx0 . For [ω] ∈Modg,m, from Theorem 11.1, Lemmas 12.1 and 12.2,
P(x, [ω](x), · )ΛxdµBx . = P(x, [ω](x), · )dωx0x = dωx0[ω](x) = [ω]∗dωx0x
= [ω]∗(ΛxdµBx ) = Λx ◦ [ω]−1dµB[ω](x)
= (Λx ◦ [ω]−1)P(x, [ω](x), · )dµBx .
Therefore, we obtain Λx ◦ [ω]−1 = Λx a.e. on ∂T Bx0 . Hence, the pullback Λx ◦ Ξx
is an invariant integrable function on PMF under the action of Modg,m. Since
the action of Modg,m on PMF is ergodic with respect to the measure class of
(ψx0)∗(µˆ
x0
Th) (cf. [44, Corollary 2]), Λx ◦ Ξx is a constant function, and so is Λx as
a measurable function on ∂T Bx0 . Since both measures ωx0x and µBx are probability
measures on ∂T Bx0 , Λx ≡ 1 a.e. on ∂T Bx0 . 
13. Boundary behavior of Poisson integral
The purpose of this section to prove Theorem 1.2.
13.1. Two lemmas. As §10.2, for H ∈ SMFmfx0 , we denote by ϕH ∈ ∂T Bx0 the
totally degenerate group whose ending lamination is equal to L(H).
Lemma 13.1. Let ϕH ∈ ∂mfT Bx0 . For δ > 0, we define
N(ϕH ; δ) = {ϕG ∈ ∂mfT Bx0 | i(H,G) < δ}.
Then, N(ϕH ; δ) is an open neighborhood of ϕH in ∂
mfT Bx0 and satisfies⋂
δ>0
N(ϕH ; δ) = {ϕH}.
Proof. The mapping Ξx0 : PMFmf → ∂mfT Bx0 is factorized as the composition of
the homeomorphism from the Gromov-boundary of the complex of curves to ∂mfT Bx0
and the measure-forgetting mapping from PMFmf to the Gromov boundary of the
complex of curves (cf. [40, Theorem 6.6]). The measure-forgetting mapping is the
quotient mapping (cf. [27] and [35]). Since the intersection number function is
continuous, (Ξx0 ◦ ψx0)−1(N(ϕH ; δ)) = {G ∈ SMFmfx0 | i(H,G) < δ} is open in
SMFmfx0 . Hence, N(ϕH ; δ) is an open neighborhood of ϕH in ∂mfT Bx0 .
Let ϕG ∈
⋂
δ>0N(ϕH ; δ) ⊂ ∂mfT Bx0 . Since i(G,H) < δ for all δ > 0, i(G,H) = 0,
and hence L(G) = L(H) since H is minimal and filling. Therefore ϕG = ϕH . 
Lemma 13.2. Let δ > 0 and ϕH ∈ ∂ueT Bx0 , there is a neigborhood U of ϕH in
A2(H
∗,Γ0) such that
sup{P(x0, x, ϕ) | ϕ ∈ ∂ueT Bx0 −N(ϕH ; δ)} ≤
(
2
δ2
)ξ
e−2ξdT (x0,x)
for x ∈ T Bx0 ∩ U .
POISSON INTEGRAL FORMULA 41
Proof. We first claim that
U ′ = {x ∈ Tg,m | e−2dT (x0,x)Extx(G) ≥ δ2/2 for G ∈ SMFuex0 with i(H,G) ≥ δ}
satisfies that U ∩T Bx0 ⊂ U ′ for some neighborhood U of ϕH in is a neighborhood of
ϕH in the sense that there is a neighborhood U of A2(H
∗,Γ0).
Otherwise, there is a sequence {xn}∞n=1 in Tg,m converging to ϕH and {Gn}n ⊂
SMFuex0 such that e−2dT (x0,xn)Extxn(Gn) < δ2/2 for some Gn ∈ SMFuex0 with
i(Gn, H) ≥ δ. We may assume that Gn converges to some G0 ∈ SMFx0 . Since the
intersection number is continuous, i(G0, H) ≥ δ. From Claim 4 in Theorem 11.1,
(3.9) and (3.10),
δ2/2 > e−2dT (x0,xn)Extxn(Gn) = ix0(xn, [Gn])(13.1)
→ ix0([H ], [G0]) =
i(G0, H)
2
Extx0(G0)Extx0(H)
= i(G0, H)
2 ≥ δ2
as n→∞, which is a contradiction.
We show that the open neighborhood U which is taken above satisfies the desired
condition. Indeed, for x ∈ U ′, we deduce
P(x0, x, ϕG) =
(
Extx0(G)
Extx(G)
)ξ
≤
(
2
δ2
)ξ
e−2ξdT (x0,x).
Since the right-hand side is independent of ϕG ∈ ∂ueT Bx0 −N(ϕH ; δ), we have the
assertion. 
13.2. Proof of Theorem 1.2. We prove Theorem 1.2 with a weaker assumption.
Suppose V is integrable on ∂T Bx0 and the restriction of V to ∂mfT Bx0 is continuous
at ϕ0 ∈ ∂ueT Bx0 .
Fix ǫ > 0. From Lemma 13.1, there is δ > 0 such that |V (ϕ) − V (ϕ0)| < ǫ for
ϕ ∈ N(ϕH ; δ). Since dµBx = P(x0, x, ·)dµBx0 is a probability measure on ∂T Bx0 for
x ∈ T Bx0 ,
(13.2)
∫
N(ϕH ;δ)
|V (ϕ)− V (ϕ0)|P(x0, x, ϕ)dµBx0(ϕ) < ǫ.
Since V is integrable on ∂T Bx0 and ∂ueT Bx0 is of full measure in ∂T Bx0 with respect
to µBx0 (Corollary 10.1), from Lemma 13.2, there is a neighborhood U of ϕH in
A2(H
∗,Γ0) such that
(13.3)
∫
∂T Bx0−N(ϕH ;δ)
|V (ϕ)− V (ϕ0)|P(x0, x, ϕ)dµBx0(ϕ) ≤Me−2ξdT (x0,x)
for x ∈ T Bx0 ∩ U , where M > 0 depends only on V , ϕ0 and δ. From (13.2) and
(13.3), we conclude∣∣∣∣∣
∫
∂T Bx0
V (ϕ)P(x0, x, ϕ)dµ
B
x0(ϕ) − V (ϕ0)
∣∣∣∣∣
≤
∫
∂T Bx0
|V (ϕ)− V (ϕ0)|P(x0, x, ϕ)dµBx0(ϕ) ≤ ǫ+Me−2ξdT (x0,x)
for x ∈ T Bx0 ∩ U . 
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14. Averaging on PMF
We discuss on the integral representation from the topological point of view.
14.1. Integral representation with PMF. We identify SMFx0 with PMF as
§5.3. We think of µˆx0Th as a Borel measure on PMF under the identification. We
define a linear operator (isometry)
L1(∂T Bx0 ,µBx0) ∋ V 7→ Vˆ = V ◦ Ξx0 ∈ L1(PMF , µˆx0Th).
The following is an immediate consequence from Theorem 1.1.
Corollary 14.1 (Integral representation with PMF). Let V be a pluriharmonic
function on Tg,m which is continuous on the Bers closure. Then,
(14.1) V (x) =
∫
PMF
Vˆ ([F ])
(√
Extx0(F )
Extx(F )
)2ξ
dµˆx0Th([F ])
for x ∈ Tg,m.
Remark 14.1. The family of measures

(√
Extx0(·)
Extx(·)
)2ξ
dµˆx0Th


x∈Tg,m
on PMF which are appeared in the right-hand side (14.1) is already discussed in
[4, §2.3.1], and recognized as the conformal density of dimension 2ξ = 6g− 6 + 2m
(the Patterson-Sullivan measures) on Tg,m from the dynamical point of view (see
also [28]).
We prove Mirzakhani and Dumas’ observation in [21] by using the formulation
as in Corollary 14.1 as follows.
Corollary 14.2 (Mirzakhani and Dumas [21]). The Hubbard-Masur function (5.2)
is constant.
Proof. Fix x0 ∈ Tg,m. Let x ∈ Tg,m. By applying V ≡ 1 on A2(H∗,Γ0) to Corollary
14.1, we obtain
1 =
∫
PMF
(
Extx0(F )
Extx(F )
)ξ
dµˆx0Th([F ]) =
∫
SMFx0
(
Extx0(F )
Extx(F )
)ξ
dµˆx0Th(F )(14.2)
=
1
VolTh(x0)
∫
BMFx0
(
Extx0(F )
Extx(F )
)ξ
dµTh(F )
for x ∈ Tg,m. On the other hand, the mapping
BMFx0 ∋ F 7→
√
Extx0(F )
Extx(F )
F ∈ BMFx
is homeomorphic (the origin is sent to the origin). Therefore, the last term of (14.2)
coincides with VolTh(x)/VolTh(x0). 
From (5.3) and Corollary 14.2, we also obtain the following.
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Corollary 14.3. For x, y ∈ Tg,m, after identifying SMFx and SMFy with PMF
as §5.3, we have
µˆyTh(E) =
∫
E
(
Extx(F )
Exty(F )
)ξ
dµˆxTh([F ])
for any measurable set E ⊂ PMF.
14.2. Phenomena by averaging. In this section, we discuss the averaging pro-
cedure from the Poisson integral formula (1.2).
14.2.1. Presentation of differentials by averaging. Let V be a pluriharmonic func-
tion on T Bx0 which is continuous on the Bers closure. We identify the holomorphic
cotangent bundle over Tg,m with the space of holomorphic quadratic differentials
as §2.3. The following formula is deduced by the differentiating the both sides of
(14.1):
(∂V )x = ξ
∫
PMF
Vˆ ([F ])
(
Extx0(F )
Extx(F )
)ξ
qF,x
‖qF,x‖ dµˆ
x0
Th([F ])(14.3)
= ξ
∫
PMF
Vˆ ([F ])
qF,x
‖qF,x‖ dµˆ
x
Th([F ])
(∂V )x = ξ
∫
PMF
Vˆ ([F ])
(
Extx0(F )
Extx(F )
)ξ
qF,x
‖qF,x‖ dµˆ
x0
Th([F ])(14.4)
= ξ
∫
PMF
Vˆ ([F ])
qF,x
‖qF,x‖ dµˆ
x
Th([F ])
for x ∈ Tg,m from Gardiner’s formula ([24]) and Corollary 14.3 since ‖qF,x‖ =
Extx(F ). Equation (14.4) is deduced from the equation ∂F = ∂F for a C
1-function
F . Equations (14.3) and (14.4) mean that the ∂ and ∂-differentials are obtained by
averaging the boundary value with the vector-valued (quadratic differential-valued)
measures {
ξ
q · ,x
‖q · ,x‖ dµˆ
x
Th, ξ
q · ,x
‖q · ,x‖ dµˆ
x
Th
}
x∈Tg,m
.
Thus, for Vˆ ∈ L1(PMF , µˆx0Th), the homogeneous tangential Cauchy-Riemann equa-
tion (1.4) is rephrased as
(14.5)
∫
PMF
Vˆ ([F ])
qF,x
‖qF,x‖ dµˆ
x
Th([F ]) = 0 (x ∈ Tg,m).
14.2.2. Differentials for lengths of hyperbolic geodesics. We give an application of
(14.3). We use the notation defined in §4.2 and §10.2 frequently.
For γ ∈ π1(Σg,m), denote by ℓγ(x) = lengx(γ) the hyperbolic length of the
hyperbolic geodesic on a marked Riemann surface x in the class γ (cf. §3.2).
Wolpert discussed a Petersson series which defines a holomorphic quadratic dif-
ferential Θγ,x ∈ Qx satisfying that
(14.6) dℓγ [v] = Re〈v,Θγ,x〉
for v ∈ TxTg,m which follows from the Gardiner variational formula. The quadratic
differential Θγ,x is a fundamental object in the Weil-Petersson geometry (e.g. [32,
§7, §8] and [75, Chapter 3]).
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For x ∈ Tg,m and y ∈ Tg,m ∪PMFmf , we denote by ρy,x = ρϕy where ϕy ∈ T Bx
is the corresponding differential to y (cf. §4.3). We obtain a representation of Θγ,x
in terms of Hubbard-Masur differentials as follows.
Proposition 14.1. For x ∈ Tg,m and γ ∈ π1(Σg,m), we have
(14.7) Θγ,x =
ξ
2 sinh(ℓγ(x))
∫
PMFmf
tr2
(
ρϕ[F ],x(γ)
) qF,x
‖qF,x‖dµˆ
x
Th([F ]).
Proof. Let v ∈ TxTg,m. From (14.3), we have(
∂tr2ρϕ·,x0 (γ)
)
[v] = ξ
∫
PMFmf
tr2ρϕ[F ],x0 (γ)
〈v, qF,x〉
‖qF,x‖ dµˆ
x
Th([F ])
for x0 ∈ Tg,m. Since ρx,x is the Fuchsian representation of x, from the argument in
the proof of the variation of the hyperbolic length, we can check
(14.8)
(
∂tr2ρϕ·,x(γ)
)
[v] = 4 sinh(ℓγ(x)) · 1
2
〈v,Θγ,x〉
(e.g. [32, Theorem 8.3]). This implies what we wanted. 
14.2.3. Example : The case of (1, 1). In the case of (g,m) = (1, 1), we give a
concrete explanation of Proposition 14.1.
We identify the Teichmu¨ller space T1,1 with the upper-half plane H = {τ ∈ C |
Im(τ) > 0}. Each τ ∈ H corresponds to a once punctured torus Mτ = (C − (Z ⊕
Zτ))/Z ⊕ Zτ with marking {1, τ}. Simple closed curves on Mτ is parametrized
by Qˆ = Q ∪ {∞} such that p/q ∈ Qˆ correponds to the line of direction −p +
qτ . The parametrization induces a parametrization R2/Z2 ∋ [a, b] 7→ F[a,b] ∈
MF such that i(F[a,b], F[q,p]) = |ap− bq| and the p/q-curve corresponds to [q, p] ∈
R2/Z2, where Z2 acts R
2 by the π-rotation about the origin. On the square torus
M√−1, the underlying foliation of F[a,b] is associated to the kernel of the differential
adX + bdY (X +
√−1Y is the holomorphic chart on the square torus). Under this
parametrization, the projection MF → PMF is described as R2/Z2 ∋ [a, b] 7→
u = b/a ∈ Rˆ = R ∪ {∞} ∼= PMF . Then, we can check
qF[a,b],τ = −
(−b+ aτ
Im(τ)
)2
dz2
dµˆτTh(u) =
1
π
Im(τ)
|u− τ |2 du.
Let τ0 ∈ H. Notice that the identification β : H ∼= T1,1 → T Bτ0 is the Riemann
mapping which sends τ0 to 0. Hence,
H ∋ τ 7→ Trγ(τ) := tr2
(
ρϕβ(τ),τ0 (γ)
)
is a holomorphic function which extends continuously to H∪Rˆ and satisfies Trγ(ξ) =
tr2
(
ρϕF[a,b],τ0 (γ)
)
when u = b/a. Notice that the representation ρϕF[a,b],τ0 is well-
defined in this case even when u ∈ Qˆ, since the complement of a simple closed curve
in a once punctured torus is a three hold sphere. From the residue theorem, the
right-hand side of (14.7) is equal to
(14.9)
1
2 sinh(ℓγ(τ0))
(∫
Rˆ
Trγ(u)
−1
π
du
(u− τ0)2
)
dz2 =
−√−1
sinh(ℓγ(τ0))
dTrγ
dτ
(τ0)dz
2
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for γ ∈ π1(Σ1,1).
Notice that the differential ∂/∂τ on H at τ = τ0 is induced by the Beltrami
differential µ = (
√−1/(2Im(τ0))(dz/dz) on Mτ0 (e.g. [54, §7.2]). This means that
for a smooth function F around τ = τ0, if ∂F is associated to Adz
2 ∈ QMτ0 ,
∂F
∂τ
(τ0) = 〈µ,Adz2〉 =
√−1
2
A.
Thus, from (14.8), (14.9) implies (14.7) in the case when (g,m) = (1, 1).
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