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O presente trabalho tem como principal objectivo modelar os defeitos pontuais 
de boro em silício amorfo, usando um método ab initio, o código de teoria da 
densidade funcional – pseudopotencial (AIMPRO). 
Os complexos de boro foram introduzidos em supercélulas de 64 átomos de 
silício. Os defeitos de boro foram estudados em 15 supercélulas diferentes. 
Estas supercélulas foram obtidas por um mecanismo de troca de ligação 
Wooten-Winer-Weaire por Ribeiro et al. (2010). Em média, as propriedades 
das 15 supercélulas estão de acordo com as distribuições radial e angular 
observadas, bem como as densidades electrónica e vibracional e com o 
espectro Raman. 
Para confirmar este método, os defeitos mais simples de boro e o 
auto-intersticial no silício cristalino foram modelados. As principais conclusões 
estão em linha com os trabalhos de outros autores. 
No silício amorfo foi muito difícil encontrar um verdadeiro auto-intersticial, visto 
que para a maioria das configurações testadas, a rede amorfa sofre uma 
ampla relaxação. 
Verificou-se que o boro substitutional prefere a coordenação 4. 
Foi confirmada a existência intrínseca de níveis localizados de “trapping” de 
buracos na rede amorfa não dopada, que pode explicar a baixa eficiência da 
dopagem com boro, como avançado por Santos et al. (2000). Os modos locais 

































The main goal of the current work is to model boron related point defects in 
amorphous silicon, using an ab initio method, the Density functional theory-
-pseudopotential code (AIMPRO). 
The boron complexes were embedded in 64 silicon atom supercells. We have 
investigated the boron defects in 15 different supercells. These supercells were 
developed using a Wooten-Winer-Weaire bond switching mechanism by 
Ribeiro et al. (2010). In average, the properties of the 15 supercells agree with 
the observed radial and bond angle distributions, as well the electronic and 
vibrational density of states and Raman spectra. 
To be confident with the method, the simplest boron defects and the 
self-interstitial in crystalline silicon were modeled. The main conclusions are in 
line with other authors’ work. 
In amorphous silicon it has been very hard to find a real self-interstitial, since 
for almost all the tested configurations, the amorphous lattice relaxes overall. 
We find that substitutional boron prefers to be 4-fold coordinated. 
We find also an intrinsic hole-trap in the non-doped amorphous lattice, which 
may explain the low efficiency of boron doping, as advanced by Santos et al.
(2010). The local vibrational modes are, in average, higher than the 


























































Fig. 4 c‐Si band structure. G, K1, K2, K3, K4, X, Y and Z corresponds  to k‐points  (0,0,0),  (¼,¼,¼),   
(‐¼,¼,¼), (‐¼,‐¼,¼), (¼,‐¼,¼), (½,0,0), (0,½,0) and (0,0,½) respectively. .......................................... 22 






































Table  2  Formation  energies  for  all  studied  interstitial  configurations  compared  to  previous  ab 
initio studies. Kong (2008) used 64‐atom supercells and Leung et al. (1999) 32‐atom supercells. All 
quantities are in eV. ........................................................................................................................ 24 
Table 3 Topological characterization of  the 15 cubic supercells of a‐Si. ET  ‐EC  is  the difference  in 
total energy of the amorphous cell in comparison to the crystalline one. a0 is the lattice parameter 













Crystalline  silicon  (c‐Si) was  first  synthetized  by  French  chemist Henri Deville  in  1854  and 
since  then  has  become  one  of  the most  studied materials  by  the  scientific  community.  Since 




and  impurities.  It  is  necessary  to  understand  and  control  these  properties  in  order  to  adapt 




making  it  a  n‐type  material.  Using  the  same  analogy,  when  doped  with  atoms  of  a  group  III 
element,  resulting  in  a deficiency of  free  electrons  (equivalent  to  the  formation of holes),  c‐Si 





search  alternative  materials  with  comparable  characteristics.  The  amorphous  silicon  (a‐Si), 
especially  when  passivated  with  hydrogen  (a‐Si:H),  in  the  other  hand,  it  lacks  the  well  know 




are  not  fourfold  coordinated  (Laaziri  et  al.,  1999),  existing  dangling  and  floating  bonds.  The 
dangling bonds act as defects in the continuous random network and are traps for charge carriers, 
becoming the major drawback in a‐Si application. 









There  are  many  poorly  understood  phenomena  associated  with  a‐Si,  like  the  low  boron 
doping efficiency of B‐doped  a‐Si  (Stutzmann  et al., 1987) or  the enhanced B diffusion  in  a‐Si, 
which is far more severe than in c‐Si (De Salvador et al., 2008). Kong (2008, 2009) proposed that 
the enhanced B diffusion  is due  to a dangling‐bond‐mediated diffusion mechanism, but  further 
studies in this and other phenomena are necessary. 
In a previous work (Oliveira, 2008), the author studied the enhanced B diffusion in c‐Si and in 
a SiGe alloy and  then  it was  found out  that  the presence of germanium atoms did  increase  the 
migration barrier of B  in  agreement with  experimental data  (Bang  et  al.,  2007; Cowern  et  al., 




al.  (2010).  Since B diffusion  in  c‐Si  is enhanced by  self‐interstitials  (Windl et al., 1999) we also 
studied this defect, both in c‐Si (to establish a baseline for the study) as well as in all a‐Si samples. 
The  lack  of  structural  order  in  a‐Si  requires,  for  a  successful  modeling,  to  test  different 
conditions and consequently large number of computer jobs. So, for the self‐interstitial modeling, 
an excess of 100 analysis runs were taken, spread across different sites and conditions  in all 15  
a‐Si  samples.  This  simple  defect was  not  so  simple  to model,  as we will  further  realize,  since 
sometimes produced a new kind of amorphous  structure and not  the  current  sample with  the 
intended defect within. 
All major boron related point defects were also modeled, once again throughout all samples, 
including  in c‐Si. Hundreds of simulations were  taken  for all defects. We  tried  to  replace  the Si 
atom  by  a  B  atom  in  different  conditions;  in  order  to  determine  its  preferable  atomic 
coordination.  We  also  focused  our  attention  to  the  boron‐silicon  pair,  in  hopping  to  start  to 
understand  the  B  diffusion  in  a‐Si  (Kong  et  al.,  2008).  In  all  previous  simulations  and  when 
needed, spin polarization was performed. 
In  the  following  chapter  we  describe  the  main  theoretical  framework  of  the  density 
functional theory. The modeling of the boron defects in the crystalline silicon is the subject of the 










All  the properties of a quantum mechanical  system are within a wave  function      which 
obeys the Schrödinger equation 
  ˆ E     (1.1) 
where  E  is the total energy of the system. The Hamiltonian operator ( ˆ ) contains both kinetic  
( Tˆ ) and potential terms (Vˆ )1 from  eN  electrons and  nN  nuclei of the system, 
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    
  R R ,  (1.7) 
M ,  Z   and  R   represent  the  mass,  charge  and  location  of  the  α‐th  nucleus  and  ir   the 
coordinates  of  the  i‐th  electron.  Indexes  n  and  e  denote  the  nuclear  and  electronic  terms, 
respectively. Thus, the wave function of the system is 
     1 1 1, , ,..., , ; ,...,e e nN N Ns s  r R r r R R ,  (1.8) 







where  s   is the electron spin. Therefore    is function of  3 4nN Z   scalar variables, which 
implies  that  solving  even  the  simplest  problem  is  impractical,  even with  the  fastest  and more 
powerful  computers  currently  available.  It  became  necessary  to  find  a  method  by  means  of 
approximations, always bearing in mind the need to maintain the reliability of results. 
1.2. The	Born‐Oppenheimer	approximation	
Since  the  mass  of  an  electron  is  several  orders  of  magnitude  less  than  the  mass  of  the 
nucleus  it  is reasonable to assume that the electrons react  instantaneously to the movement of 
the nuclei. Born and Oppenheimer (1927) thus proposed that the total wave function   , r R  is 
given by 
       ,   Rr R r R   (1.9) 
where  R  and     represent  the wave  functions of electrons and nuclei,  respectively, and  the 
index  R  indicates that the electronic wave function is determined for a given fixed configuration 
of nuclei. 
Combining  the  last  equation  with  the  Schrödinger  equation  (1.1),  we  get  the  equation 
involving electrons, 
       R Rˆ ˆ ˆe ee en eT V V E   r r   (1.10) 
and the equation involving the nuclei, 
           ˆ ˆn nn eT V E C E     R R R R ,  (1.11) 
where 




M    
           R RR R r r R
.
  (1.12) 
This term   C R , for the majority of cases, is almost negligible due to the heavy mass of the 
nuclei.  The Born‐Oppenheimer  approximation  considers   0C R .  The  electronic  state  of  the  
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  , for  1,...,i M .  (1.16) 
 
1.4. Hartree‐Fock	Theory	
Taking  into  account  the  Pauli  principle,  the  electronic  functions  in  (1.13)  must  be 
antisymmetric.  Conveniently,  using  single‐particle  wave  functions,  the  antisymmetry  may  be 
obtained in the form of a Slater determinant (Slater, 1929), 
   
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The  determinant  ensures  the  antisymmetry  since  exchanging  two  of  the  single  electron  
spin‐orbitals  will  change   R r   by  a  factor  of  1   while  the  presence  of  two  identical  
spin‐orbitals will result in   R 0 r . 
Considering   HFR r   a  solution  to  the Hamiltonian  from  the  system  in  (1.10)  and  (1.11), 
minimizing  the  total  energy,  subject  to  the  orthogonality  condition  i j ijdr    ,  gives  the 
Hartree‐Fock equations (Mc Weeney, 1989; Thijssen, 1999), 






F r r  

 .  (1.18) 
The Fock operator  Fˆ  is given by,   
  ˆ ˆˆ ˆF h j k     (1.19) 
in with  ˆi i ih dr H     includes the kinetic energy from the electrons and the potential energy 
from  the  electron‐nucleus  interaction.  The  potential  energy  from  the  interaction  between 
electrons is translated by the terms  jˆ  and  kˆ , 









  r rr r   (1.20) 
and 
 









  r rr r .  (1.21) 
The term  jˆ  expresses the mean Hartree field and  kˆ  expresses the exchange field, which arises 
due to the antisymmetry of the wave functions. 
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It  is  typical  in  a  computational  implementation  of  the  Hartree‐Fock  theory  that  the  
spin‐orbitals  i  are expressed as a linear combination of the atomic orbitals. After careful choice 
of a set of  M  functions  i r , 
     Mj ij i
i
c r r   (1.24) 
The matrix form of the Fock equation leads to the generalized eigenvalue equation, known as 
the Roothaan equation (Roothaan, 1951), 
  j j j  F c S c   (1.25) 
where  S  is a  M M matrix,  ij i jS   . The last equation is solved self‐consistently until the 
both  the wave  function  and  the  corresponding  total  energy  converge.  Koopmans  (1934)  gave 
physical meaning to the eigenvalues i .  
1.5. Density	Functional	Theory	
The Density  Functional Theory  (DFT)  (Hohenberg  and Kohn, 1964; Kohn  and  Sham, 1965), 
considers  the  total  energy  as  a  functional  of  electron  charge  density   n r   rather  than  a 
composition of single electron wave functions as in the Hartree‐Fock theory. 







r r   (1.26) 
1st Hohenberg‐Kohn theorem The external potential is a unique functional of the electron charge 
density   n r  (Hohenberg and Kohn, 1964). 
The total energy of the system is given by, 
         extE n F n n d   r r r   (1.27) 
where  ext   is  the  external  potential  experienced  by  electrons  due  to,  for  example,  the  
nucleus‐electron interactions, and  F  is a system‐independent functional that takes into account 







2nd  Hohenberg‐Kohn  theorem  For  an  electron  charge  density   n r   such  that    0n r   and 
 n d N r r ,  the ground  state  energy  0E   is  the  lowest  energy  value  (Hohenberg and Kohn, 
1964), 
   0E E n  .  (1.28) 
A  significant  simplification  comes  from  the  use  of  the  electron  charge  density,  since  this 




in a  system of  single‐particle equations, which are  the Kohn‐Sham equations  (Kohn and  Sham, 
1965), 
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imposed  by  the  ions  (nuclei)  and  the  Hartree  energy,  respectively.  The  fourth  term  adds  the 
effects of the remaining bodies  in the system  in the form of an exchange‐correlation functional. 
The strength of DFT comes from the fact that there  is a universal density functional  XCE  (which 
depends  solely  on  the  electron  charge  density  n )  allowing  the  exact  solution  of  the  charge 
density and total energy of a system in its ground‐state to be obtained.  
The  total  energy  functional  for  a  system with many  electrons  is  given  by  (Parr  and  Yang, 
1989), 
           
1
N




     r r   (1.30) 
In equation (1.30), the Hartree energy and the exchange‐correlation potential ( J  and  XCV , 
respectively) are given by 
       1
2
n n
J n d d










 r .  (1.32) 
The Kohn‐Sham equations (1.29) are solved self‐consistently, until convergence  is achieved. 








XCE .  Considering  the  electron  charge  density  as  the  superposition  of  spin‐up  and  spin‐down 
charge  densities       n n n  r r r ,  the  spin  is  then  accounted  for  (von  Barth  and Hedin, 
1972; Rajogopal and Callaway, 1973).  
1.5.2. The exchange correlation functional	
A  common  approach  to  circumvent  the  problem  of  not  knowing  XCE   is  called  the  Local 
Density  Approximation  (LDA)  and  the  one  that  considers  the  electron  spin  is  the  Local  Spin 
Density Approximation  (LSDA)  (Kohn and Sham, 1965; von Barth and Hedin, 1972; Perdew and 
Zunger, 1981). The exchange‐correlation energy  is assumed to be  local and usually distinguished 
in two contributions, the exchange energy  XE  and correlation energy  CE : 
  , , ,XC X CE n n E n n E n n                 ,  (1.33) 
using LSDA notation. The analytical form of the exchange functional of a homogeneous electron 
gas is (von Barth and Hedin, 1972), 
   1 3 4 3 4 33 3, 2 4XE n n n n               (1.34) 
The correlation term is more complex because it involves the use of the perturbation theory 
for  a  high‐density  regime  (Perdew  and  Zunger,  1981), while  for  low  density  the Monte  Carlo 














their  interaction  with  the  atoms,  while  the  core  states  are  relatively  independent  of  the 
environment where  the atom  is. The core electrons may be eliminated  in  the system equation, 




Detailed  information  on  the  pseudopotencial  method  has  been  extensively  reported 
(Harrison, 1966; Brust, 1968; Stoneham, 1975; Heine, 1970; Pickett, 1989). 




but  in  the  supercell  run,  the  defect  is  replicated  for  each  cell,  consequence  of  the  periodic 
boundary conditions. Note that this happens whether the defect is modeled in c‐Si or in a‐Si and, 
particularly  in  c‐Si, does not matter where we put  the defect –  in  the  case of  a  substitucional 
impurity with  an  offset  of  r   implicates  that  all  the  replicas  of  that  impurity will  be moved 
fowling  the  same  vector.  If  the  supercell  does  not  have  an  adequate  size  or  volume,  some  













type basis set  (Jones and Briddon, 1999). One problem with  the supercell approach however  is 
that the requirement of integration over the Brillouin‐zone (BZ) makes an expansion of the wave 
function in a reciprocal space necessary. 
Block basic  functions   iBk r   are  constructed  from Gaussian  functions2 i   centered  at  the 
atomic sites  iR  with  LN  lattice vectors  nL , 
 













           221 3 i ill l ai ix iy izx R y R z R e      r Rr ,  (1.36) 
 
with s‐, p‐ or d‐like orbitals corresponding to  0,1ii l   or  2 . The Kohn‐Sham orbitals   k  are 
then expanded over all   iBk r basis functions, 
 
     ,i i
i








n b B B  k k
k
r k r r   (1.38) 
 
    , ,ij i jb f c c  

 k k kk   (1.39) 
 
where  f k   is the occupancy of the  k state, and this should be 2 for a filled  level and 0 for an 
empty one. 











In the supercell method,  integration over the Brillouin‐zone  is required  in the calculation of 
physical  quantities  like  total  energy,  charge  density  or  density  of  states,  amongst  others.  The 
integrand function   f k  is periodic in reciprocal space, and has no simple analytic form. Several 
schemes were proposed to avoid numerical  integration over a dense mesh.  In the scheme from 
Baldereschi (1973) and Chadi and Cohen (1973), one or a set of  N special  ik ‐points can be used 
to obtain the average  f  over the BZ of volume  3(2 )  , where 






f f d f
N
   k k k .  (1.40) 
 
A clearer scheme was proposed by Monkhorst and Pack (1976); Pack and Monkhorst (1977) 
(MP) because  the  last method, despite  the obvious  advantages over  a  full  integration, did not 
provide an obvious way of checking the convergence of the calculations. 
In  the MP  scheme  the  special  k ‐points  are  a  grid of  I J K   points  in  reciprocal  space 
given by, 
    1 2 3, , i j ki j k u u u  k g g g   (1.41) 
 
where  1g ,  2g  and  3g  are the reciprocal space unit‐vectors and  iu ,  ju  and  ku  are given by, 
 
 2 1 2iu i I I   ,                              1,...,i I   (1.42) 
 2 1 2ju j J J   ,                          1,...,j J   (1.43) 
 2 1 2ku k K K   ,                        1,...,k K   (1.44) 
 
with  I ,  J   and  1K  .  When  I J K    the  sampling  scheme  is  referred  to  as  3MP I . 
Convergence  is ensured by  increasing  the values of  I ,  J  and  K  until  the  calculated value or 
property of interest does not change significantly. 
In a high symmetry supercell some of the  k ‐points may be equivalent due to the symmetry 






In  the proceeding  chapters a  32  MP  sampling  scheme was used, except otherwise noted. 
This MP sampling showed sufficient convergence. 
1.10. Ewald	summations	
Series  like  1 pr  with  2p   converge very slowly as  r  goes  to  infinity and so  to calculate 
Coulombic and dipolar  interactions  it  is necessary  to evaluate slowly converging sums. To solve 
this problem, Ewald (1921) proposed a method  in which the series  is split  into a fast‐converging 
and slow‐converging parts, 
     erfc erf1 L Lp p p
L L LL L L
r r
r r r
     .  (1.45) 
 
Evaluation of the first term  is straightforward as   erfc x  converges to zero when  x  . 





Leeuw  et  al.  (1980).  This  method  is  used  in  AIMPRO  to  separate  and  include  the  local  and  
non‐local contributions of the pseudopotencial. 
1.11. Calculation	of	observables	
The DFT  is  an  exact  ground‐state  theory.  Thus,  the properties of  excited  states  (including 
unoccupied  electron  energy  levels)  are  outside  the  scope  of DFT  calculations.  In  fact  it  is  the 
subject of the time‐dependent DFT (Runge and Gross, 1984; Marques and Gross, 2004). However 
there are many fundamental properties that DFT can successfully model and whose objectives are 














results: a change in   ijb k  and a change in the basis functions  iBk . Once all contributions to  E  
are  considered,  from  the  force  acting  on  each  atom,  it  is  known  that  the  atoms  can  move 
according to these forces. In an iterative way, this movement is made until the variation of forces 
and  the  change  in  total energy  are negligible.  It  is  said  then  that  the  structure  is  relaxed.  The 
AIMPRO makes use of a conjugate gradient algorithm, which means that the atoms are moved in 
the direction where there was a component of the  forces obtained  in the previous  iteration, as 
well as along the component of the forces obtained in the current iteration. The distance that the 
atom moves in this direction is chosen approximating a cubic or quadratic function that expresses 
the  energy  variation  with  position.  But  it  is  important  to  stress  that  this  simplistic  approach 
implies that the relaxed structure will be located in a local minimum of the total energy surface. 
There is no guarantee that is located in the global minimum. To ensure, as far as possible, that the 










The chemical potential  s  of a species  s  is defined as the derivative of the Gibbs free energy  
(Reif, 1965; Flynn, 1972), 
  G E PV TS   .  (1.46) 
 






PV   which  is  small  for  solid  state  reactions  and  the  term  TS   that  is  quite  small  at  low 
temperatures, the formation energy is given by, 
  f T e s s
s
E E q n      (1.47) 
 
where  TE  is the total energy of the system,  q  is the system’s charge state,  sn  is the number of 
atoms of species  s  and  s  is the chemical potential corresponding to that species. The electron 
chemical potential  e  is usually taken to be, 
  e FE E     (1.48) 
 
where  FE  is the Fermi energy relative to  E  which is the energy of the highest occupied orbital, 
usually  taken  from  the  Kohn‐Sham  levels.  Alternatively  E   can  be  obtained  by  comparing 
 1TE q    to   0TE q  .  
The  formation energy  is a quantity  that provides access  to a great deal of  information. By 
taking into account the chemical potentials, it is possible to compare supercells of different sizes 
and  to compare  the stability of defects containing different numbers of each species  (useful  to 




When a defect can be considered to be  formed by two or more primary defects  it  is often 
useful to know what the cohesive energy is between the constituents. The binding energy  BE  of 
the complex C  formed by two constituents  A  and  B  is given by 
  A B CB f f fE E E E     (1.49) 
where  AfE  and  BfE  are the formation energies of the constituents that make up the complex  C
and  CfE  the corresponding formation energy of the complex. 
An alternative way to calculate the binding energy  is to build a series of supercells  in which 
the constituents  A  and  B  are initially close together (in the form of the complex  C ) and in the 
following cells  they are gradually  separated. By comparing  the energies of  these  supercells, we 
obtain the energy as a function of separation  A and  B . If the energy reaches an asymptotic limit 






supercell containing separate  A  and  B , and the energy of supercell containing the complex  C . 
This method  is more accurate than the method using the formation energy, especially when the 




The basic principle  to determine  the migration energy of an atom or complex  is extremely 
simple. The AIMPRO is capable of implementing several methods for this calculation, yet the NEB 
(Nudged Elastic Band) method is by far the most commonly used. 
The NEB determines the  lowest energy path between an  initial and a  final configuration of 






Considering the relaxed configurations  R  and  P , we intended to determine the MEP in this 
case. To start the algorithm that implements the NEB in AIMPRO, it is necessary to define settings 
and intermediate between, for example, by simple linear combination (dashed path in figure 1). 
This method considers that all configurations between  R  and  P , including these, are linked 
by a force with elastic constant  0k  . Iteratively, NEB runs thru all the initial images (initial path) 













the  same  problem  regarding  the  local  minimum,  as  discussed  earlier.  To  ensure  that  the 




so  it  is desirable  to estimate  the  thermal  stability of a defect. Assuming  that a  complex, when 
subjected  to  heat  treatment  (annealing),  dissociates  and  does  not  undergo  any  reaction with 




        (1.50) 
where    is a given  frequency,    k   is  the Boltzmann constant and  T   is  temperature.  AE   is  the 
activation energy of the defect, which  is approximately the sum of the  formation energy of the 
defect  and  the migration  energy  of  the  species  that  diffuses,  and  can  be  calculated  using  the 











a function of  FE  for different charged states. For a given value of  FE , one of the states will have 
the minimum energy value, thus being the most stable. The value of  FE  for which two charged 
states are equal  in energy corresponds  to an occupancy  level.  In other words,  the energy value 
FE  for which     1f fE q E q   corresponds to the level   1q q   of the defect. When  FE  is 
greater than  its critical value, the defects will be at the charged state  q  and when  FE   is at  its 





             1 1 1 1d d d m m mE q E q E q q E q E q E q q           (1.51) 
where   dE q  and   1dE q   are the energies of defect in states  q  and   1q  .   1dE q q   is 
the position of the   1q q   level of the defect.   mE q  and   1mE q   are the energies of the 
marker  defect  in  the  respective  states.  Ideally  the  defect  marker  must  have  similar  electrical 
properties  to  the  defect  under  study  and  should  have  a  level   1q q    whose  energy 
 1mE q q    is  known.  Knowing  the  value   1mE q q    and  calculating   mE q ,   1mE q  , 
 dE q  and   1dE q   the equation (1.51)  is solved and the value of   1dE q q   determined. 
Often the Marker Method has a numerical error not greater than  . This method is however 










where  the  3N   eigenvalues  2   are  the  square  frequencies  associated  with  the  3N   normal 
modes  U . Each normal mode is a 3N  dimensional vector describing the motion for all  N   atoms 
for that mode. The 3 3N N  elements of the matrix  D  are given by, 






     (1.53) 
where  a   and  b   are  any  of  the  three  Cartesian  coordinates  and  iau   and  jbu   are  the 
displacements of atoms having mass  iM  and  jM  respectively, in those directions. 
The  calculation  of  the  second  derivatives  in  equation  (1.53)  is  achieved  by  the  following 
numerical method. First, the supercell must be relaxed, turning all the forces effectively to zero. 
Then the atom  i  is moved a small amount   ( 0.025 a.u. ) along the Cartesian direction  a . The 
new charge density is then calculated and from that the forces, now different from zero since the 
structure has been perturbed. We label   ,bjf a i  as the new component of the force that act on 
the atom  j ,  in  the Cartesian direction  b . The atom  i   is  then moved  the same distance  in  the 
opposite direction  a ,  resulting  in  a  force   ,bjf a i .  The  second derivative of  the  energy  is 
then, 






ia jb ia jb ia
f a i f a iE E f
u u u u u 
              (1.54) 
This  way  of  computing  the  second  derivative  of  energy  includes  some  non‐harmonic 




where  only  the  impurity  and  its  nearest  neighbors  vibrate.  Therefore, we  get  great  results  by 
taking into account only the second derivatives for the impurity and its nearest neighbors. 
The vibrational modes of a defect can be calculated and compared with results of  infrared 












Boron  is  the most  important p‐dopant  in  silicon,  therefore boron  complexes  in  crystalline 
silicon  has  been  investigated,  using  DFT  computational  codes  (Adey,  2004).  One  of  the  most 
successful and employed in boron c‐Si studies is the AIMPRO code, which has been developed for 
the last 20 years by R. Jones and P. R. Briddon.  
Whatever,  very  few  studies  have  been  conducted  in  a‐Si  using  DFT  codes.  To  guide  the 
studies of boron a‐Si is essential to understand the basic principles of ab initio studies in c‐Si so we 






The boron defect embedded  in a 64‐atom  supercell  (figure 3) was used  in  the proceeding 
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Parameters  calculated  Oliveira (2008)  experimental 
0a  (Å)  5.39  5.40  5.43 
0r  (Å)  2.34  2.34  2.35 
0B  (GPa)  96.65  94.60  97.9 
0B   4.12  3.94  4.09 
Band structure 
As  shown  in  the  figure  4, AIMPRO  package  is  able  to  determine  the  band  structure. Our 





























The  diffusion  of  impurity  atoms  in  silicon  is  highly  influenced  by  intrinsic  defects  such  as  
self‐interstitials and vacancies. In particular Si self‐interstitial is known to enhance the B diffusion 















Ackland,  1996,  Jones  et  al.,  2008) was  not  subject  of  study.  The  hexagonal  interstitial  (SiiH)  is  
6‐fold  coordinated with bonds of  length 2.37 Å  joining  it  to  six neighbors, which are  therefore  
5‐fold  coordinated.  The  tetrahedral  interstitial  (SiiT)  is  4‐fold  coordinated  and  has  bonds with  
2.44 Å of length. It is bonded to its four neighbors, which are therefore 5‐fold coordinated. In the 
split‐<110> interstitial (Sii<110>) the two atoms forming the defect are 4‐fold coordinated, but two 
of  the  surround  atoms  are  5‐fold  coordinated.  This  common  dominator  from  all  interstitial 
defects, which  is that the neighbors atoms of  interstitial defects are 5‐fold coordinated will help 
identifying these defects in the amorphous samples where apparent order cannot be found. 
The  formation  energy  for  the  self‐interstitial defect  in  silicon may be  calculated using  the 
following equation (directly obtained from equation (1.47)), 











configuration  calculated  Kong (2008)  Leung et al. (1999) 
H
iSi   3.63  3.87  3.31 
T
iSi   3.77  ‐  3.43 
110
iSi   3.51  3.90  3.31 
An  undesired  effect  can  occur  when  the  <110>‐split  interstitial  is  simulated  in  smaller 
supercells  (64 atoms or  lower). Since  the <110>‐split  interstitial creates  larger  stress  field  in  its 
neighboring Si  lattice,  in comparison  to  the others  interstitial configurations, which may not be 






Under  equilibrium  conditions  and  the  limit  of  low  B  concentration,  B  atoms  occupy 
substitutional sites in a c‐Si lattice (figure 6). As expected, since the B atom has a smaller atomic 
radius  than  the  Si  atom,  the  first‐nearest‐neighbor  Si  atoms  relax  towards  the  substitutional B 
atom by about 12%. 
The local vibrational mode where calculated for substitutional boron (Bs). The 10B mode is at 














Using gallium as the marker species  in the marker method  (Coutinho et al., 2002) the  (‐/0) 





































The  hexagonal  ( HiB )  retained  similar  structural  features  from  the  self‐interstitial 
configuration.  The  tetrahedral  ( TiB )  configuration  relaxed  towards  an  atom  from  the  lattice, 
making  a  smaller  bond  (2.05  Å)  than  the  remaining  3  neighbours  (2.45  Å).  Regarding  the  




The formation energies for this configuration were determined to be  ,   and   
for the  HiB ,  TiB  and  110iB , in general lower than the ones by the previous study, which indicates 
 and   for the hexagonal and tetrahedral configurations.  
2.3.3 Substitutional	Boron	–	Silicon	Interstitial	
According to Hakala et al. (2000) all these interstitial configurations ( HiB , TiB  and 
110
iB ) are 
meta‐stable and have  formation energies between    to   greater  than configurations 
with  boron  in  a  substitutional  site  bonded  to  a  silicon  interstitial  ( s iB Si ). We modeled  this 
defect  in  the  same  tetrahedral,  hexagonal  and  split‐<110>  configurations.  Regarding  the  
H
s iB Si ,  the  structural  relaxation  resulted  in  the  Ts iB Si   configuration. Our  results  are  in 
agreement with Hakala et al. (2000) findings, being the difference of the formation energy for the 
tetrahedral configurations  TiB  and  Ts iB Si equal  to   and  the difference  for  the  110iB  








Throughout  the years, many attempts have been made  to model  the structure of a‐Si, but 
this earlier models suffered  from some drawbacks. One of  the earliest models, Polk  (1971) and 
Polk and Boudreaux (1973) seemed satisfactory in its main features, mainly its concordance with 
experimental data for the radial distribution function (RDF) of a‐Si (Moss and Graczyle, 1969). But 
since  this  method  was  cluster  based,  it  suffered  from  the  awkward  problems  posed  by  free 
surfaces.  It  was  a  hand‐built  model  so  it  also  suffered  from  the  bias  inherent  of  this  build 
procedure. The model  from Henderson  (1974) was also a hand‐build model but eliminated  the 
surface  problems  by  including  periodic  boundary  conditions.  Guttman  (1981)  has  devised  a 
method with periodic boundary conditions but for relatively large supercells (over 200 atoms) the 
obtained RDF was not in good agreement with experimental data. 
The Wooten‐Winer‐Weaire mechanism  (also  known as WWW bond‐switching)  (Wooten et 
al., 1985) addresses the previous issues with a simple solution. The model starts from a diamond 
structure with periodic boundary conditions build  in from start. Then the structure  is repeatedly 
rearrange  by  the  process  illustrated  in  figure  9,  in  which  tetrahedral  bonding  is  preserved.  If 
enough  random  rearrangements  of  this  kind  are  performed,  a  random‐network  structure  is 
produced and all identifiable features of the diamond cubic structure will disappear.  









The  WWW  bond‐switching  produces  structures  of  any  size  with  good  agreement  with 
experimental  data.  That  has  been  some  adaptations  of  the WWW mechanism  over  the  years, 
some  in  order  to  prevent  the  creation  of  dangling  and  floating  bonds  which  produce  an 
amorphous solid with a band gap (Santos et al., 2010). 
This approach was not chosen  in the creation of the  following a‐Si supercells. Ribeiro et al. 
(2010)  performed  15  random  bond‐switching  to  the  structure  in  figure  3. Overall  15  different  
64‐atom samples were made  this way and were allowed  to relax  thru  the AIMPRO code. These 
are same supercells used in the following studies and they are represented in the picture below. 
         
         
         
Fig. 10 All 15 amorphous silicon supercells produced by Ribeiro et al. (2010) and the same ones used in the 
following simulations. 
The  calculated   density  ratio  is  in  good  agreement with experimental  ratio of   
(Custer  et  al.,  1994).  The  determined  radial  distribution  (figure  11)  is  in  agreement  with 
experimental data.  In the first case,  it has the first peak at  , close to the experimental 
value  of    (Kugler  et  al.,  1989).  The  first  local  minimum  in  the  figure  ( ) 

















cell  ET -EC (eV)  ao (nm)  N3 N4 N5 R4 R5 R6 R7 
crystal  0.000  0.53946  0  64  0  0  0  128  0 
1  15.814  0.53505  1  58  5  5  25  78  204 
2  20.160  0.53904  0  62  2  10  22  63  201 
3  19.269  0.53947  0  60  4  8  23  83  194 
4  15.919  0.53606  1  58  5  7  24  73  210 
5  18.691  0.53903  3  56  5  4  30  75  199 
6  21.119  0.53176  0  54  10  13  29  89  247 
7  19.047  0.53706  1  54  9  16  23  76  251 
8  17.020  0.53684  1  58  5  6  32  64  217 
9  19.189  0.53523  2  56  6  7  33  78  194 
10  16.919  0.53596  0  56  8  8  36  76  240 
11  18.793  0.53812  0  58  6  5  31  79  212 
12  20.487  0.53449  2  50  12  12  30  91  257 
13  17.554  0.53893  2  62  0  4  29  55  168 
14  16.238  0.53746  1  58  5  9  35  72  197 
15  13.678  0.53724  0  60  4  3  29  77  213 
This difference between total energies can be greater as   for sample #6, which  in this 
case equals  to a   per atom contribution  for  this  increment  in energy.  In comparison, a0 
does not suffer from great deviation determined for c‐Si in section 2.1. 
The peak at    in the bond angle distribution (figure 12)  is  in excellent agreement with 


















neighbors  are  5‐fold  coordinated.  We  model  this  defect  by  choosing  several  random  sites 
throughout  all  the  15  samples.  The  tetrahedral  interstitial  (SiiT)  was  modeled  by  placing  the 
additional atom along the direction of a random chosen Si‐Si bond. The hexagonal configuration 
(SiiH) was modeled by placing the additional Si atom in the center of a 6‐membered ring. Before 




Table  4  Representative  formation  energy  of  the  defect  when  the  additional  atom  was  initially  at  a 
hexagonal site (EF [IH]) and when was initially at a tetrahedral site (EF [IT]) are also presented.  
cell  ET -EC (eV) EF [IH] (eV) EF [IT] (eV) 
1  15.814  +0.303  ‐0.502 
2  20.160  ‐1.494  ‐1.111 
3  19.269  +0.664  ‐0.400 
4  15.919  ‐0.949  ‐0.962 
5  18.691  ‐0.934  ‐1.479 
6  21.119  ‐0.268  ‐0.324 
7  19.047  +0.828  ‐0.782 
8  17.020  +0.774  ‐0.301 
9  19.189  ‐0.422  ‐0.382 
10  16.919  ‐0.175  +0.464 
11  18.793  ‐0.031  ‐0.873 
12  20.487  ‐  ‐3.364 
13  17.554  ‐0.829  ‐0.084 
14  16.238  +0.756  +1.169 
15  13.678  +0.214  +0.734 
The  correlation  between  the  average  formation  energy  for  each  sample  and  the 
corresponding difference in total energy, regarding the crystalline sample, was tested resulting in 
a Pearson product‐moment correlation coefficient (also known as Pearson’s r ) of   between 
the  two  variables.  Appling  the  guidelines  of  Cohen  (1988)  this  correlation  indicate  a medium 









was  observed when  the  additional  Si  atom was  put  in  place.  And  these  structural  relaxations 





strengths  this  theory. The  resulting new sample has a  lower  total energy  than  the original one, 
even with an additional atom. 
Table 5 Formation energies for the self‐interstitials in the lowest total energy supercells. 
cell  ET -EC (eV) 




coordination  configurations  EF  EF 
1  15.814 
3‐  2  +0.972  +0.753 
4‐  6  ‐0.834  ‐0.874 
5‐  2  +0.771  +0.142 
4  15.919 
3‐  1  +0.517  ‐ 
4‐  9  ‐1.315  ‐0.962 
5‐  0  ‐  ‐ 
10  16.919 
3‐  2  +0.757  +0.994 
4‐  2  ‐1.108  ‐0.423 
5‐  2  ‐  +0.645 
14  16.238 
3‐  2  +1.041  ‐ 
4‐  2  +0.043  ‐ 
5‐  2  +1.609  +1.169 
15  13.678 
3‐  1  +0.424  ‐ 
4‐  2  ‐0.305  ‐ 















For  the  substitutional boron defect  in  the amorphous  samples, different approaches were 
applied.  First,  for  every  a‐Si  supercell  a  random  Si  atom  was  replaced  by  a  B  atom.  When 
available, a 3‐, 4‐ and 5‐fold coordination Si atoms were picked to be replaced by a B atom and 
the structure were allowed to be relaxed. By this we can evaluate the preferred coordination of 




a  site, not  far  from  the  initial one  (less  than a half‐bond  length away), but  in a way  that  the B 












These  results  are  in  agreement  with  the  preferred  atomic  coordination  of  B  atom  in  a 
crystalline medium and in contradiction to what may be expected since boron has only 3 valence 
electrons. 
Since,  in the majority of the structural relaxations, the B atom has 4‐fold coordination,  it  is 
expected that they provide each sample with one hole. However, boron doped a‐Si has very low 
efficiency (Stutzmann et al., 1987). Santos et al. (2010) proposed recently that this low efficiency 
is  intrinsic  to  the deformed a‐Si  lattice, being  the hole  trapped  in distorted‐angles  regions. We 
undergo several simulations across all 15 samples and we did find the same intrinsic low acceptor 
efficiency in our samples.  
(a)  64aSi 
 
(b)   063 faraSi B
 







simulations by  Santos et al.  (2010).  In  figure 14 we  represent  the hole  location  for different B 
configurations. For the configuration shown in figure 14 (b) the hole is far from the B atom. In fact 
that  the hole  location  is  independently of  the B position. When  the B atom  is near of  the hole 
location [figure 14 (c)] the hole‐localization is even stronger. 
To determine whether the hole‐localization region is induced by the B atoms or it exists even 
in  the  absence  of  acceptors,  we  analyzed  an  undoped  64‐atom  amorphous  cell  with  positive 
charge   64aSi  [figure  14  (a)],  i.e.,  with  the  same  number  of  electron  than  the  neutral  B 







Its origin  is not yet quite understood, but  that have been some  theories: Pan et al.  (2008) 
suggests that this hole traps occurs in regions were the bond lengths are slightly smaller than the 












atom was placed  in  the vicinity of  the picked substitutional site  (atom #12). The majority of  its 
neighbors became 5‐fold coordinated. 





self‐interstitial  modeling,  including  the  atom  #8.  In  some  runs,  the  kicked‐out  atom  did  not 
become 4‐fold coordinated but 3‐fold  instead  (less  than 10% of  the  runs). A particular  run was 










The  interstitial  boron  defect was  also  tested  by  placing  an  additional  boron  atom  in  the 
amorphous  samples,  throughout  75  different  simulations. As  observed  in  the modeling  of  the  















and  his  corresponding  bulk  modulus  (as  well  as  its  first  derivative  over  pressure)  were  in 
agreement with experimental data. 
The  crystalline  silicon  modeling  resulted  in  excellent  results  also  in  agreement  with 











to    experimental  value).  The  calculated  formation  energies  were  all  underestimated  in 
comparison with Hakala et al. (2000) but we did confirmed that  interstitial boron configurations 




supercells.  We  have  used  15  amorphous  supercells  (Ribeiro  et  al.,  2010)  that  was  proven  by 









For  the  silicon  self‐interstitial defect  in a‐Si modeling we add a Si atom  in  several  random 
sites.  During  the  majority  of  the  100  structural  relaxations,  all  interstitial  atoms  and  its 
corresponding  neighbors  took  4‐fold  atomic  coordination,  enabled  by  a widespread  structural 
rearrangement that took the code more than 80  iterations to achieve an optimal structure. The 





During  the  study  of  the  boron  substitutional  defect we  realize  that  the  B  atom  prefers  a  
4‐fold atomic coordination. We also confirmed the existence of intrinsic localized hole‐traps in our 
samples.  We  observed  all  features  that  had  been  indicated  as  causes  for  this  phenomenon: 
localized small bonds and distorted angles. We confirm the presence of a substitutional B atom 
near the vicinity of these traps further enhances  its  localized effect. These trapping states  lower 
the doping efficiency, which is a major drawback in the practical use of a‐Si. 
The  boron‐silicon  pair  was  also  modeled  and  some  kind  of  a  kick‐out  mechanism  was 
observed during structure relaxation. In the majority of the computational runs, the Si interstitial 
atom kicks‐out a  substitutional atom, occupies  its place, but  the kicked‐out atom will occupy a 
near non‐substitutional site but in a way that its 4‐fold atomic coordination prevails as well as the 
atomic coordination of its neighbors. The interstitial boron defect was also tested throughout 75 





positions  across  all  samples  which  may  indicate  a  minor  glitch  in  the  WWW  algorithm  or 
insufficient  number  of  performed  bond  switches.  Also  we  notice  that,  at  the  borders  of  the 
supercells,  some  crystalline  features  were  visible.  Increasing  the  number  of  random  bond 
switches to 100 may overcome this situation but nevertheless this finding needs more attention 






be  generated  and  studied,  taking  advantage  from  the  latest  and  fastest  AIMPRO  code, which 
implements a basis functions filtering scheme (Rayson and Briddon, 2009). This will enable a more 
accurate and wide study of defects in a‐Si. 
The  self‐interstitial  in  a‐Si  needs  a  more  quantitative  analysis.  We  have  to  evaluate  the 
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