Abstract. This article describes a 2D and 3D adaptive and mass conserving semi-Lagrangian advection scheme for atmospheric transport problems. From the integral form of the conservation law we derive a semi-Lagrangian scheme based on conservation of mass along trajectories. The mapping of mass from the old (adaptively refined and possibly different) grid to the upstream control volume is performed by a mass packet based scheme, essentially consisting of a sub-grid discretization. We validate the new adaptive and conservative semi-Lagrangian scheme with four different analytic test cases.
Introduction
Adaptive mesh refinement has not yet gained general acceptance in the atmospheric modeling community. Despite several and even early approaches [SK93, DD92] , there is still resistance to include adaptive methods into the repertoire of atmospheric models. Two of the main obstacles are (1) the algorithmic complexity of adaptive computational code, and (2) the difficulty to implement adaptive and conservative operators.
While the first topic can be tackled by advanced coding techniques and the use of recently available software libraries, briefly described in this section, the following sections of this paper contribute a viable solution for the second problem.
To make the description of our methods more concrete, let us consider the simple linear advection equation (given in flux form, here) ∂ρ ∂t + v · ∇ρ is the material (or total) derivative. For being well defined, (1.1) and (1.2) need boundary conditions ρ(x b , t) = ρ b (x b , t) for x b ∈ Γ = ∂Ω, and initial conditions ρ(x, t = 0) = ρ 0 (x) for x ∈ Ω, suitably chosen.
In this article we will use a semi-Lagrangian discretization scheme, briefly introduced in section 2. This discretization method is unconditionally stable and very well suited for adaptive mesh refinement. While sections 2 and 3 describe the numerical details of the advection algorithms independently of grid adaptation, some remarks on refinement and mesh management have to be made here.
Mesh refinement is a non-trivial task in its own. The library supporting adaptive mesh refinement used in our computational tests is amatos [Beh04] . amatos can be downloaded from an internet site and is open source
1 . It provides a triangular mesh handling and creation algorithm based on triangle bisection in 2D and 3D.
The philosophy of amatos is to provide a container for data. In order to perform numerical calculations, a gather operation has to take place in order to gain vectorizable data structures for the numerical calculation. By this, the mesh handling is technically decoupled from numerics, yielding optimal data layouts for both parts of an adaptive computation: mesh handling and numerical calculation.
amatos provides methods for multivariate scattered data interpolation with either spline techniques or radial basis function techniques. Radial basis functions are also used to calculate smooth approximations to derivatives (gradients) of gridded values. Additionally, computational geometry algorithms support boundary calculations and mass conservative semi-Lagrangian time integration methods.
In order to perform calculations on high performance computing equipment, amatos is parallelized. The refinement strategy in amatos follows the bisection algorithms given by Rivara and Bänsch [Bän91, Riv84] . This refinement induces a powerful grid partitioning and node ordering scheme, namely a space-filling curve approach which helps to establish a distribution of mesh cells to multiple processors [BRH + 04].
Adaptive Semi-Lagrangian Method
In this section we give a brief overview of the adaptive semi-Lagrangian scheme, introduced in [Beh96] . We start with describing the non-adaptive semi-Lagrangian method (SLM), introduced in [WN59] . A good overview of the different flavors of the SLM can be found in [SC91] We first consider equation (1.2) and use a time-centered discretization given by
where ∆t is the discrete time step and α(x) denotes the path to the upstream position corresponding to x. α(x) is given by a simple ordinary differential equation, namely (2) Interpolate upstream value ρ(x − 2α(x), t − ∆t). (3) Update grid value ρ(x, t + ∆t) using (2.1).
The given algorithm can be modified into a two-time-level algorithm by observing the fact that two decoupled calculations occur, when stepping forward in time: one acting on even, the other one on odd time steps. (2.1) is then modified to
Discretizing ODE (2.2) by a fixed point iteration, we obtain the discrete form:
Comparing (1.1) with (1.2), the Eulerian flux form with the Lagrangian form of the advection equation, it can easily be seen that in general no conservation properties can be guaranteed. So, in order to construct the mass conserving semiLagrangian advection scheme, we consider the integral (conservation) form of the advection equation [CM93] :
with V (t) a reference volume moving with the flow. If we apply the semi-Lagrangian machinery to equation (2.5), we obtain (2.6)
where V (t − ∆t) is the upstream reference volume. So far, we have not mentioned a mesh. In fact, this algorithm in principle works on arbitrary meshes and even in mesh-less situations [BI02] . In this study we consider adaptively refined triangular and tetrahedral meshes in 2D and 3D. A typical two-dimensional mesh is shown in figure 1 .
In order to formulate the adaptive semi-Lagrangian algorithm for equation (2.3), two different meshes have to be considered, one at time t which will be modified according to a suitable refinement criterion, and one fixed mesh at time t − ∆t. We denote the k-th iterate of the mesh (grid) at time t with G (k) (t) and the old fixed mesh with G(t − ∆t). We embed the semi-Lagrangian algorithm into an adaptive iteration with a posteriori refinement criterion and obtain the following algorithm for each time-step: (1) Duplicate mesh G(t − ∆t), obtaining an initial mesh for the adaptive iteration 
by Interpolation). (c) Update ρ(x, t) according to (2.3). (4) Estimate the local error
Algorithm 2.2 is defined point-wise, where we evaluate ρ(x, t) at nodes. If we consider equation (2.6), we need to define associated reference volumes V (x, t) for each grid point. For the MPSLM described in the next section, we take the node's surrounding cells as a control volume. The scheme subdivides each cell into small mass packets which are then associated to the nodes (the scheme is a bit more sophisticated, for details see section 3).
For the sake of a simple instructive description, let us choose the dual cell as control volume corresponding to x. The dual cell is the polyhedron, formed by the dual points ξ i (x), i = 1 : n(x), surrounding x (see figure 2). Here we take the surrounding cell's center-points as dual points.
Taking this definition of reference volume, the corresponding upstream reference volume V (x − α(x), t − ∆t) is then formed by the polyhedron of all upstream dual points ξ
It is intuitively clear that we have to require the trajectory pieces α(ξ i (x)) not to cross within one time-step, in order to guarantee stability of the method. Otherwise, the upstream reference volume would degenerate. Now, we are able to define mass conservation. We need two notions: global and local mass conservation.
1 ) the discrete evolution equation implementing a numerical scheme denoted by σ, x − α(x) being the upstream position, and suppose Ω = R d . Let furthermore I = [0, T ]. Then we say that the scheme σ is globally mass conserving, if
Remark 2.4. Note that the above definition can easily be extended to the cases where
Definition 2.5. With the assumptions from 2.3 and denoting a volume corresponding to (x, t) by V (x, t) we say that the scheme σ is locally mass conserving if
Remark 2.6. It is easy to see that if a scheme is locally mass conserving, then it is globally mass conserving, while the converse is not necessarily true.
Description of the MPSLM
The locally mass conserving semi-Lagrangian scheme, described in this section is based on (2.7). So, it discretizes (3.1)
Note that (3.1) is the discrete counterpart of (2.6).
To describe the Mass-Packet Semi-Lagrangian Method (MPSLM), we need to define mass packets. These are mass-volume units which are defined by their mass, volume and barycenter's position. In general they are much smaller than the grid cells. They are used to subdivide the cells into smaller parts. The mass packets, created in each time step, will be advected according to the semi-Lagrangian idea. In this section, we will denote an item ν in the old mesh G(t − ∆t) by ν (−) while a new item at time t is denoted by ν (+) . , packets get mass assigned by the formula
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Note that the barycentric coordinates have the property that l λ l = 1. Thus, keeping in mind the disjoint partition of cells in mass packets, summing over all mass packets in a cell, we obtain the exact mass assigned to each node. By this means the mass in mesh G(t − ∆t) is virtually transformed into mass packets.
For each node of the new grid the upstream position is calculated following the plain SLM (2.3). Knowing the upstream grid cells and the mass packets on the old grid, a mapping step follows. The mapping consists of assigning each upstream (new) cell C As for the λ's it holds that l µ l = 1. Therefore, the mass is reassigned to the nodes without loss, except for mass packets lying outside the upstream (new) mesh. Now that we know the mass at the (new) nodes, we can compute the density value
is the control volume associated to node N i(+) composed of all A i j in the patch of the node. This scheme guarantees that ρ is non-negative. Details of the implementation and theoretical proofs of the scheme's conservation properties can be found in [Men03] . Summing up, the MPSLM algorithm is given by 
Results
In order to test the proposed numerical method, we establish four different test cases for advection of a density distribution function. A detailed description of test cases follows. We will give computational times along with the results of the test cases. A fifth test case with a smooth density distribution is used for convergence tests.
Description of Test Cases.
In order to be properly defined, equation (2.5) needs additional specifications for the computational domainΩ, for the boundary conditions ρ b (x, t), for the initial condition ρ 0 (x), and the wind v(x, t). For all 2D tests we will assumē
where T is specified in the test case. For the 3D tests, we assumē
Additionally, in 3D we will denote with ϕ H the horizontal component of a vectorvalued entity ϕ ∈ R 3 . Thus, if ϕ = (ϕ x , ϕ y , ϕ z ) T then ϕ H = (ϕ x , ϕ y ) T . In the computations we use a uniform time step ∆t of 1, 800 s.
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We will assume all lateral boundaries to be outflow boundaries. That means, mass can escape from the computational domain, but can not enter. It remains to be specified the initial condition, the wind, and the time interval. The following slotted cylinder test case has been adopted from a test case originally proposed in [Zal79] . Note that the angular velocity factor ω is chosen such that 96 time steps are exactly one revolution. The accelerating wind test case has been adopted and extended to 3D from [IK03] . Additionally, the scaling has been adjusted such that after 72 time steps a full revolution is complete, and analytic error evaluation can be performed. 
with ω = 0.36361
T = 72 time steps
Accelerating Wind (3D) v z (x, t) = 0 T = 72 time steps
Note that since we deal with linear advection, all the previous test cases can be solved analytically and, therefore, are very well suited for accuracy investigation. However, convergence tests need a smooth density distribution function, since even high order schemes usually do not achieve high order convergence near discontinuities in the data. Therefore, a fifth test case is given for convergence tests For demonstration of the capability of adaptive grid refinement to achieve accuracy while maintaining low computational cost, we compare one uniform and one adaptive configuration each in 2D and 3D. In the 2D case we compare the results and computational cost for an adaptive grid with 6 global (and uniform) refinement levels (coarse mesh) and additional local refinement up to level 17 (we call this a [6, 17]-mesh) versus a uniformly refined mesh of 17 levels (a [17, 17]-mesh). While the adaptive mesh is composed of between 1,709 and 9,255 unknowns, the uniform mesh has 131,585 unknowns. In 3D we compare a [8, 15]-mesh with 1,123 to 2,368 nodes versus a [15, 15]-mesh with 22,065 nodes. Note that for the 2D mesh the minimum edge length is 2.76 · 10 −3 while for the 3D mesh it is 3.13 · 10 −2 units. To prove the convergence of the proposed MPSLM scheme experimentally a series of uniform mesh refinements are performed with test case 4.5. See figure 5 for the 2D result of the convergence test. It shows a slightly decaying but most importantly monotone convergence rate. For the 3D case due to limited computing resources we give the convergence results in table 1.
For the 2D test cases 4.1-4.4, results for the L 2 -error, the total mass, and the computational requirements on one processor of a Sun Fire V880 (1.2 GHz) are given in table 2. The corresponding results for the 3D test cases can be found in table 3.
In general, the L 2 -error for the adaptive case and the uniform grid case resemble each other very well. Mass conservation can be observed in all cases. Note that in the 3D cases, the grid resolution is probably not high enough to gain exact mass conservation. The proposed MPSLM scheme still exhibits some numerical diffusion. Therefore, mass is lost over the domain boundaries (remember that all boundaries are declared outflow boundaries).
Finally, observing the compute times, it can be stated that the adaptive mesh refinement strategy gains a factor of 2 to 15, depending on the case, in computational efficiency without loss of accuracy. Furthermore, the required memory for storing the unknowns decreases by a factor of 9 to 75. Note that in the 3D case, the coarse and fine levels are not very far apart, thus leading to less speedup. For higher resolution and a larger ratio of coarse-to-fine level an even larger speedup can be expected.
Conclusions
This article introduces a novel adaptive semi-Lagrangian and mass conserving advection scheme, suitable for 2D and 3D applications. The method is tested utilizing several test cases that exhibit different characteristics of real life applications, like non-grid-aligned flow (test case 4.1), converging flow fields (test case 4.2), and shear flow (test case 4.4). The proposed scheme is converging rapidly and proves to be mass conserving. The adaptive mesh refinement is efficient compared to the uniform grid case and is similarly accurate.
It is planned to compare the scheme with other mass conserving semi-Lagrangian schemes, suitable for adaptive mesh refinement in a future article. We plan to use the scheme in a project funded by the German Climate Research Program DEK-LIM.
