One-loop Wilson loops and the particle-interface potential in AdS/dCFT by de Leeuw, Marius et al.
One-loop Wilson loops and the particle-interface potential in AdS/dCFT
Marius de Leeuw, Asger C. Ipsen, Charlotte Kristjansen and Matthias Wilhelm
Niels Bohr Institute, Copenhagen University,
Blegdamsvej 17, 2100 Copenhagen Ø, Denmark
Abstract
We initiate the calculation of quantum corrections to Wilson loops in a class of four-dimensional defect conformal field theories
with vacuum expectation values based on N = 4 super Yang-Mills theory. Concretely, we consider an infinite straight Wilson
line, obtaining explicit results for the one-loop correction to its expectation value in the large-N limit. This allows us to extract the
particle-interface potential of the theory. In a further double-scaling limit, we compare our results to those of a previous calculation
in the dual string-theory set-up consisting of a D5-D3 probe-brane system with flux, and we find perfect agreement.
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1. Introduction
Wilson loops form an important class of observables in any
gauge theory. Among others, they are related to scattering am-
plitudes [1] and can be used to determine the quark-antiquark
potential [2]. In gauge theories that interact with a boundary or
interface, a further important potential is the particle-interface
potential, which can likewise be obtained from a Wilson loop.
A simple set-up to study this potential is given by defect con-
formal field theories (dCFTs).
We will be interested in dCFTs with holographic duals, of
which a number of examples exist, building on the Karch-
Randall idea [3]. More precisely, we will consider N = 4
supersymmetric Yang-Mills theory (N = 4 SYM theory) with
a codimension-one defect at x3 = 0 separating two regions of
space-time where the gauge group is SU(N) and SU(N − k), re-
spectively [4–7]. To achieve the difference in the rank of the
gauge group, a non-vanishing vacuum expectation value (vev)
proportional to 1/x3 is assigned to three of the scalar fields in
the region x3 > 0. The resulting gauge theory is dual to a D5-
D3 probe-brane system involving a single D5 brane of geom-
etry AdS 4 × S 2 supporting a background gauge field flux of k
units through the S 2.
A special feature of dCFTs is that one-point functions of
gauge-invariant local composite operators can be non-vanishing
[8]. One-point functions of the present dCFT were studied
at tree level in [9–13]. Furthermore, in [14] we set up the
program for performing perturbative calculations in the dCFT
and treated one-point functions as the first simple application.
This opened the possibility of performing more elaborate com-
parisons between gauge- and string-theory results in a certain
double-scaling limit, which is imposed on top of the planar limit
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by taking the ’t Hooft coupling λ→ ∞ and k → ∞ while keep-
ing λ/k2 finite, as proposed in [9, 15].
In this letter, we initiate the calculation of quantum correc-
tions to non-local observables in the dCFT under consideration.
Concretely, we calculate the one-loop correction of a partic-
ular Wilson loop in the large-N limit which allows us to ex-
tract the corresponding correction to the particle-interface po-
tential. This Wilson loop was already considered at tree level
in [15], where also the corresponding string-theory calculation
was performed. After giving a brief introduction to the dCFT
in section 2, we describe our calculation of the Wilson loop in
section 3. This calculation builds heavily on [14], and we refer
the reader to this reference and to the forthcoming article [16]
for details. In section 4, we then compare our planar result to
the string-theory result of [15] in the aforementioned double-
scaling limit, finding perfect agreement exactly as for one-point
functions [14]. Finally, section 5 contains our conclusion and
outlook.
2. The Defect Theory
The action of the dCFT is given by the action of the four-
dimensional N = 4 SYM theory plus an action describing a
three-dimensional fundamental hypermultiplet on the defect as
well as its coupling to the bulk fields [4–7]. We use the follow-
ing form of the action of N = 4 SYM theory
SN=4 =
2
g2YM
∫
d4x tr
(
−1
4
FµνFµν − 12 Dµ φi D
µ φi
+
i
2
ψ¯Γµ Dµ ψ +
1
2
ψ¯Γi[φi, ψ] +
1
4
[φi, φ j][φi, φ j]
)
;
(1)
see [14, 16] for details on our conventions. As in the case of
one-point functions, the three-dimensional action will not play
any role in the present one-loop calculation; the reason is that
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Multiplicity ν(φ˜4,5,6, A0,1,2, c) m(ψ1,2,3,4) ν(φ˜1,2,3, A3)
` = 1, . . . , k − 1 ` + 12 ` + 1 ` + 32
` + 1 ` + 12 −` ` − 12
(k − 1)(N − k) k2 k+12 k+22
(k + 1)(N − k) k2 − k−12 k−22
(N − k)(N − k) 12 0 12
Table 1: Masses and multiplicities of the different quantum fields, partially
given in terms of ν defined in (5) [14]. The ghost field c arises from the gauge
fixing. Note that we have suppressed the x3-dependence for ease of presenta-
tion.2
the only potentially contributing Feynman diagram would in-
volve a loop consisting of a single propagator of a defect field
which vanishes due to conformal invariance.1
Of the different fields inN = 4 SYM theory, three scalars ac-
quire a non-vanishing vev encoding the so-called fuzzy-funnel
solution [7]:
〈φi〉tree = φcli = −
1
x3
ti ⊕ 0(N−k)×(N−k) , x3 > 0 , (2)
where i = 1, 2, 3. Here, t1, t2 and t3 are the generators of the
k-dimensional irreducible representation of the SU(2) Lie alge-
bra. In particular, t3 is a diagonal matrix with eigenvalues
dk,i =
1
2
(k − 2i + 1) , i = 1, . . . , k . (3)
In order to calculate quantum corrections, we expand the ac-
tion (1) around the classical solution, writing
φi = φ
cl
i + φ˜i , i = 1, 2, 3 . (4)
The explicit form of the (gauge-fixed) action resulting from this
is given in [14, 16]. In contrast to the usual action (1) ofN = 4
SYM theory, this action contains a quadratic mass-like term,
which moreover has two non-standard properties.
The first non-standard property of the mass-like term is that it
is non-diagonal in the colour components of the different fields.
This is caused by the classical solution (2) taking values in the
k-dimensional representation of the Lie algebra SU(2) in colour
space. Moreover, also some of the flavours mix, concretely the
scalars φ˜1, φ˜2 and φ˜3 with the component A3 of the gauge field
and the fermion flavours among each other. This mixing prob-
lem was solved in [14, 16]. The eigenvalues are given in table 1,
partially in terms of
ν =
√
m2 +
1
4
. (5)
The second non-standard property of the mass-like terms is
that they depend on 1/x3, the inverse distance to the defect. This
x3-dependence in the mass terms can be exchanged for standard
mass terms in AdS 4 [14, 15], which amounts to performing a
1Defect fields can come into play at higher loop orders.
2Note that the negative signs of the fermion masses can be absorbed into a
chiral rotation of the fermions, cf. [14].
Weyl transformation. The scalar propagator resulting from this
Weyl transformation can be extracted from the AdS 4 propagator
given e.g. in [17]:
K(x, y) =
g2YM
√
x3y3
2
∫
d3~k
(2pi)3
ei~k·(~x−~y) Iν(|~k|x<3 )Kν(|~k|x>3 ) , (6)
where Iν and Kν are modified Bessel functions and x<3 (x
>
3 ) is the
smaller (larger) of x3 and y3. Moreover, ~k = (k0, k1, k2) pertains
to the directions parallel to the defect. The fermion propagator
can be extracted in a similar way but is not explicitly needed
here.
3. Wilson loop
We now calculate the planar one-loop correction to a partic-
ular Wilson loop. The colour and flavour parts of the required
calculations are very similar to those appearing in the calcula-
tion of one-point functions, and we refer the reader to [14, 16]
for details. The main difference lays in the space-time part.
Set-up. Following [15], we consider a straight Wilson line par-
allel to the defect, which we can parametrise using γ(α) =
αn+ (0, 0, 0, x3) with n being a unit vector with n3 = 0. Without
loss of generality, we take n = (1, 0, 0, 0). Let
U(α, β) = P exp
∫ β
α
dtA(t) with A = iA0 − sin χφ3 − cos χφ6
(7)
be the parallel propagator along this line, where we have ab-
breviated U(α, β) ≡ U(γ(α), γ(β)), etc. We then close the open
colour indices and define
W = trU(− T2 ,+ T2 ) . (8)
In the limit T → ∞, this yields an infinite straight Wilson line.
We depict the classical Wilson line along with its one-loop cor-
rections in figure 1.
Expanding the fieldA as
A = Acl + A˜ , (9)
the parallel propagator becomes
U(− T2 ,+ T2 ) = Ucl(− T2 ,+ T2 ) (10)
+
∫ + T2
− T2
dαUcl(− T2 , α)A˜(α)Ucl(α,+ T2 )
+
∫ + T2
− T2
dα
∫ + T2
α
dβUcl(− T2 , α)A˜(α)Ucl(α, β)A˜(β)Ucl(β,+ T2 )
+ higher orders in the quantum fields ,
where Ucl denotes U withA replaced by the classical fieldAcl
and the higher orders in the quantum fields start to contribute
only at two-loop order.
2
− T2
+ T2
(a)
− T2
+ T2
α
(b)
− T2
+ T2
α
β
(c)
Figure 1: Tree-level (a) and one-loop ((b) lollipop and (c) tadpole) contributions
to the expectation value of the Wilson line. The defect is drawn in red, the
classical Wilson line in blue and propagators in black.
Tree level. At tree level, we have [15]
〈W〉tree = trUcl(− T2 ,+ T2 ) = tr exp
(
−T sin χφcl3
)
= (N − k) +
k∑
i=1
exp
(
T
sin χ
x3
dk,i
)
= (N − k) + e− 12 (k−1) sin χx3 T 1 − e
k sin χx3 T
1 − e sin χx3 T
T→∞' e 12 (k−1) sin χx3 T ,
(11)
where we have used that the only non-vanishing classical field
inA is φ3, which is diagonal with eigenvalues given in (3).
One loop. At one-loop order, only two different diagrams con-
tribute – and both of them have direct counterparts in the cal-
culation of one-point functions performed in [14]. The first di-
agram was called the lollipop diagram in [14] and is depicted
in figure 1(b), while the second diagram was called the tadpole
diagram in [14] and is depicted in figure 1(c). Although the
second diagram no longer looks like a tadpole, we nevertheless
keep the name.
Lollipop diagram. The lollipop contribution stems from the
second line in (10), where the quantum field is connected by
a propagator to a cubic vertex in the action, whose other two
fields are also connected by a propagator. We find
〈W〉1-loop,lol =
〈
tr
∫ − T2
− T2
dαUcl(− T2 , α)A˜(α)Ucl(α,+ T2 )
〉
= T
∑
i
exp
[
T
sin χ
x3
dk,i
] 〈
[A˜]ii
〉
1-loop
,
(12)
where we have used that the parallel propagator is a diagonal
matrix with non-zero entries
[Ucl(α, β)]ii = exp
[
(β − α) sin χ
x3
dk,i
]
. (13)
In [14, 16], we have found that, even at finite N,
〈[A˜]ii〉1-loop = 0 , (14)
when using a supersymmetry-preserving renormalisation
scheme. Thus, the total lollipop contribution to the Wilson line
also vanishes before taking the planar limit:
〈W〉1-loop,lol = 0 . (15)
Tadpole diagram. In the tadpole diagram, the two quantum
fields in the third line of (10) are connected by a propagator.
In the large-N limit, only the identity in either the parallel prop-
agator in between the two quantum fields or in both other par-
allel propagators contributes. Using (13), we thus find that the
planar contribution of the tadpole diagram is
〈W〉1-loop,tad = (16)∫ + T2
− T2
dα
∫ + T2
α
dβ
(
exp
[
−(α − β) sin χ
x3
dk,i
]
〈[A˜]ai(α)[A˜]ia(β)〉
+ exp
[
(α − β + T ) sin χ
x3
dk,i
]
〈[A˜]ia(α)[A˜]ai(β)〉
)
,
where i = 1, . . . , k and a = k + 1, . . . ,N are summed over; note
that the contribution of the (N − k) × (N − k) block vanishes.
From [14, 16], we know that in the large-N limit
〈[A˜]ia(α)[A˜]a j(β)〉 = 〈[A˜]ai(α)[A˜] ja(β)〉 (17)
= −〈[A0]ia(α)[A0]a j(β)〉 + sin2 χ〈[φ˜3]ia(α)[φ˜3]a j(β)〉
+ cos2 χ〈[φ˜6]ia(α)[φ˜6]a j(β)〉
= δi jN sin2 χ
(
k−1
2k K
m2= (k+2)
2−1
4 + k+12k K
m2= (k−2)
2−1
4 − Km2= k2−14
)
,
where the occurring propagators (6) only depend on δ = β − α
and the distance x3 to the defect. In particular, let us parame-
terise x = (α, 0, 0, x3), y = (β, 0, 0, 0, x3). Then (6) specialises
to
K(x3; δ) =
g2YMx3
2
∫
d3~k
(2pi)3
e−i~k·~n δ Iν(|~k|x3)Kν(|~k|x3) . (18)
In order to perform this integral, we decompose the ~k integra-
tion into spherical coordinates:
K(x3; δ) =
g2YMx3
8pi2
∫ ∞
0
dr r2
∫ pi
0
sin θ dθ e−irδ cos θ Iν(rx3)Kν(rx3) ,
(19)
where we have already performed the trivial azimuth-angle in-
tegral. The θ integration yields
K(x3; δ) =
g2YMx3
(2pi)2
∫ ∞
0
dr r
sin(δr)
δ
Iν(rx3)Kν(rx3) . (20)
Next, let us turn to the α, β integrations in (16). Since all
functions in the integral only depend on δ, we make the co-
ordinate transformation (α, β) → (δ, β), for which the integral
becomes ∫ + T2
− T2
dα
∫ + T2
α
dβ→
∫ T
0
dδ
∫ + T2
− T2 +δ
dβ . (21)
Since the integrand only depends on δ, we can trivially perform
the β integration resulting in a factor of T − δ.
3
We are interested in the large-T limit, which implies that
from the prefactor in (16) only the term with i = 1 will con-
tribute. For simplicity, let us introduce η = k−12 sin χ. More-
over, in order to make the x3-dependence explicit, we rescale
r → r/x3. This then combines into the following integral
〈W〉1-loop,tad = sin
2 χ
x3
λ
(2pi)2
∫ T
0
dδ
∫ ∞
0
dr
(T − δ)
(
exp
[
δ η/x3
]
+ exp
[
(T − δ) η/x3]) sin(δr/x3)
δ
(22)
r
(
k − 1
2k
I k+2
2
(r)K k+2
2
(r) +
k + 1
2k
I k−2
2
(r)K k−2
2
(r) − I k
2
(r)K k
2
(r)
)
.
We can use partial integration on the Bessel function part in-
cluding the factor of r. This eliminates the δ−1 term. As a re-
sult, the δ integral in the large-T limit becomes straightforward.
After making use of the Bessel function identities in (A.1), this
finally leads us to the following integral:
〈W〉1-loop,tad T→∞' sin
2 χ
x3
λ
4pi2
T exp
[
ηT
x3
]
(23)∫ ∞
0
dr
η
r2 + η2
(
1
2
− r I′k
2
(r)K k
2
(r) − 1
2
I k
2
(r)K k
2
(r)
)
.
The rational part can be easily integrated and we are finally left
with
〈W〉1-loop,tad T→∞' sin
2 χ
x3
λ
4pi2
T exp
[
ηT
x3
] (
pi
4
− A
)
, (24)
where
A =
∫ ∞
0
dr
η
r2 + η2
[
r I′k
2
(r)K k
2
(r) +
1
2
I k
2
(r)K k
2
(r)
]
. (25)
Odd k. For odd values of k, the index on the Bessel functions
becomes half-integer. For half-integer values, the Bessel func-
tions Iν,Kν are given by finite sums for which the integral (25)
can be carried out. The result is3
A =
pi
4
− (log(2η) + γE)
1F2
(
3−k
2 ; 1 − k, 2−k2 ;−η2
)
2ηk
Γ
(
k
2
)
Γ(k)
√
piΓ
(
k−1
2
)
−
 iηK k−22 (iη) + k−12 K k2 (iη)2pi ik K k2 (iη)(Ei(2iη) − ipi) + c.c.
 (26)
+
b k+14 c∑
l=0
k−1
2∑
m=0
2l+m∑
n=1
Hn
(2l)!m!n!
ik−1(−1)l
(2η)2l+m−n
Γ
(
k+1
2 + 2l
)
Γ
(
k+1
2 + m
)
Γ
(
k+1
2 − 2l
)
Γ
(
k+1
2 − m
)
[
[k2 + (4l − 1)2 − 2] sin pi(m+n)2
4(4l + k − 1)(4l − k − 1) −
[k2 + (4l + 1)2 − 2] cos pi(m+n)2
32(2l + 1)η
]
,
where γE is the Euler-Mascheroni constant, Hn =
∑n
i=1
1
i is the
harmonic number and Ei(y) is defined as the integral of ex /x
from y to ∞. Notice also that when k + 1 is divisible by 4 the
last term in the sum over l has a spurious pole. The pole in the
first term of the last line is cancelled by a zero from a Gamma
function.
3 Note that the expression is finite despite the negative argument of the hy-
pergeometric function as k is assumed to be odd.
Large-k limit. The integral (25) can also be exactly evaluated
when k → ∞. In order to take the large-k limit, we rescale the
integration variable r in (25) by a factor of k/2. Recalling the
definition of η and using the asymptotic behaviour of the Bessel
functions given in (A.2), the integral can easily be performed.
It yields
〈W〉1-loop = 〈W〉1-loop,tad (27)
T,k→∞' −
T exp
[
ηT
x3
]
x3
λ
8pi2k
sin2 χ
cos3 χ
(
pi
2
− χ − 1
2
sin 2χ
)
.
Particle-interface potential. The expectation value of the Wil-
son loop is related to the particle-interface potential as
〈W(x3)〉  exp(−T V(x3)) , (28)
for T → ∞. At tree level, we therefore have from (11)
Vtree(x3) = −k − 12x3 sin χ , (29)
which agrees with [15]. At one-loop level, however, we expect
〈W(x3)〉1-loop  −T V1-loop(x3) exp(−T Vtree(x3)) , (30)
such that we can read off the one-loop correction to the potential
V1-loop(x3) from the Wilson loop 〈W(x3)〉1-loop.
From the vanishing lollipop diagram (15) and the tadpole di-
agram (24), we then find the following contribution to the po-
tential:
V1-loop(x3) = V1-loop,tad(x3) = Vtree(x3)
λ
2pi2
sin χ
k − 1
(
pi
4
− A
)
.
(31)
We notice that there is a point of enhanced symmetry for
χ = 0 [15]. At this point, the particle-interface potential van-
ishes and correspondingly the expectation value of the Wilson
line is equal to N. The small χ = 0 expansion of (31) reads
V1-loop(x3) = − λ2pi2
χ2
x3
[
pi
8
k + 2
k
+
χ
k + 1
+ O(χ2)
]
. (32)
The angle χ has some resemblance with the angle of the
cusped Wilson loop in pure N = 4 SYM theory, for which
the small angle expansion could be used to define a so-called
Bremsstrahlung function related to the energy emitted by a
moving quark [18, 19]. It would be interesting to further pursue
this line of thought.
4. Comparison to string theory
In the string-theory language, following the idea of [20–22],
the expectation value of the Wilson loop can be found in a semi-
classical limit, i.e. N → ∞ followed by λ → ∞, by evaluating
the action of a classical string for which the worldsheet extends
from the Wilson line in the boundary of AdS 5 to the D5 brane
in the interior and attaches to the D5 brane in such a way that
the general D-brane boundary conditions are fulfilled. For this
computation, which was done in [15], the exact nature of the
4
D5 brane embedding is important. Let us write the metric of
AdS 5 × S 5 as
ds2 =
1
y2
(
dy2 + dxµ dxνηµν
)
+ dψ2 + sin2 ψ dΩ22 + cos
2 ψ dΩ˜22 ,
(33)
where xµ = (x0, x1, x2), the boundary of AdS 5 is located at y = 0
and
dΩ22 = dφ
2 + sin φ2 dθ2 , dΩ˜22 = dφ˜
2 + sin φ˜2 dθ˜2 . (34)
Furthermore, we assume that the background gauge field F has
a flux on the untilded sphere, i.e.
F ∼ k sin θ dθ dφ . (35)
Then the world volume coordinates of the probe D5 brane are
(x0, x1, x2, y, θ, φ) and its AdS 4 × S 2 embedding in AdS 5 × S 5 is
described by θ˜, φ˜ constant, ψ = pi2 , and
y =
pik√
λ
x3 . (36)
In other words, the AdS 4 part of the D5 brane is tilted with
respect to the AdS 5 boundary. For the AdS 4 part of the D5
brane, the correct boundary conditions for the string equations
of motion are of Neumann type along the brane and of Dirich-
let type transverse to the brane, meaning that the string must
be perpendicular to the brane at the point of attachment. This
boundary-value problem is of the same type as for the classi-
cal pointlike string considered in [12], which is of relevance for
the string-theory evaluation of one-point functions in the same
defect set-up. Let us parametrise the worldsheet using coordi-
nates (τ = t, σ) with t ∈ [−∞,+∞] and σ ∈ [0, σ1], where
σ = 0 corresponds to the end of the string which is attached to
the AdS 5 boundary and σ1 corresponds to the end of the string
which is attached to the D5 brane in the interior of AdS 5 × S 5.
The boundary conditions pertaining to the S 5 part of the back-
ground geometry then read [15]:
ψ =
χ for y = y(σ = 0) = 0 ,pi
2 for y = y(σ = σ1) .
(37)
The solution of the classical string equations of motion with
the above described boundary conditions can be uniquely de-
termined and the corresponding classical action evaluated [15].
We illustrate this in figure 4. As usual in the string-theory eval-
uation of Wilson loops, the integral involved in the evaluation
of the action has to be cut-off at a distance  from the boundary
of AdS and the divergent 1

-piece removed before the result can
be compared to a field-theory computation [22]. The authors
of [15] found the particle-interface potential in closed form in
the semi-classical limit N → ∞ followed by λ → ∞ but sug-
gested to consider the further double-scaling limit
λ→ ∞, k → ∞, λ
k2
fixed, (38)
while keeping k  N. In this limit, the particle-interface poten-
tial reduces to [15]
V = Vtree
[
1 +
λ
4pi2k2
sin χ
cos3 χ
(
pi
2
− χ − 1
2
sin 2χ
)
+ O
(
λ2
k4
)]
.
(39)
x3
y
x0,1,2
×
pi
2 − χ
Figure 2: The minimal surface corresponding to the Wilson loop. In the AdS 5
factor, the minimal surface (green) stretches from the Wilson loop (black) on
the boundary (red) to the D5 brane (blue). In the S 5 factor, it is one-dimensional
and stretches from the S 2 wrapped by the D5-brane (blue) to the latitude pi2 − χ
along constant longitude.
Taking the double-scaling limit of our gauge-theory result ob-
tained via (27), we obtain perfect agreement with (39).
The double-scaling limit considered here is very reminiscent
of the BMN limit, invented in connection with the study of the
spectral problem of N = 4 SYM theory, where another quan-
tum number, J, with the interpretation of an angular momentum
was sent to infinity at the same time as λ while the ratio λ/J2
was kept fixed [23]. In the case of the BMN limit, it even-
tually turned out that starting at four-loop order the perturba-
tive expansion of the gauge-theory anomalous dimensions did
not any longer organise itself into a power series expansion in
λ/J2 [24–26]. Nevertheless, the study of the BMN limit acted
as a catalyst for the exploration of the integrability structure of
the AdS/CFT correspondence. Whether the gauge-theory ob-
servables of the defect set-up will continue to be well defined
in the limit (38) at higher loop orders is an open question which
deserves further investigation. In any case, one could hope that
the double-scaling limit (38) would be the catalyst for revealing
the integrability structure of the AdS/dCFT set-up.
5. Conclusions & Outlook
In this letter, we have initiated the study of quantum correc-
tions to non-local observables in a class of dCFTs with vevs,
derived within the AdS/CFT set-up from N = 4 SYM the-
ory using the duality with certain probe-brane systems carrying
background gauge field flux. Concretely, we have calculated the
planar one-loop expectation value of an infinite straight Wilson
line parallel to the defect, which allowed us to infer the one-
loop correction to the particle-interface potential in the dCFT.
Invoking the double-scaling limit described in the previous
section, we have compared our result to the string-theory pre-
dictions of [15] and found perfect agreement. Considering the
rather complicated structure of our result (27), the match we
obtain is highly nontrivial. This result is furthermore in line
with the results for one-point functions where the comparison
of results between gauge and string theory likewise led to agree-
ment [14, 16]. Together, the two results thus provide a strong
test of the gauge-gravity duality in the case where both confor-
mal symmetry and supersymmetry are partially broken.
An extension of our results to finite N and to two-loop order
would be interesting and should in principle be doable, but it
5
is rather technical and beyond the scope of the present publi-
cation. It would likewise be interesting to generalise our one-
loop analysis to more complicated Wilson loops. One exam-
ple could be cusped Wilson lines, which have been extensively
studied in N = 4 SYM theory where they yield among others
the cusp anomalous dimension. A cusped Wilson line would
in the present set-up imply the introduction of further angles
in addition to the angle of the cusp: the angles specifying the
orientation of the cusp relative to the defect. Moreover, polyg-
onal Wilson loops and their possible relation to scattering am-
plitudes in the dCFT might be worth exploring along the line
of [1, 27, 28]. In particular, the fate of the Yangian symmetry in
the presence of a defect would be interesting to investigate for
polygonal [29–33] as well as for smooth Wilson loops [34].
Given that integrability has made its appearance in the study
of one-point functions in the dCFT under consideration [11–
13], it would be interesting to examine if integrability-based
methods such as the quantum spectral curve could be applied in
the calculation of certain Wilson loops as described for N = 4
in [35, 36]. Finally, it would be interesting to investigate to
which extent localisation methods, which allow the exact eval-
uation of a sub-class of Wilson loops in N = 4 SYM theory
(see e.g. [37]), can be applied in the defect set-up.
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Appendix A. Bessel functions
We use the following properties of Bessel functions, see for
instance [38]:
z Iν(z) = 2ν (Iν+1(z) − Iν−1(z)) ,
2 I′ν(z) = Iν+1(z) + Iν−1(z) .
(A.1)
Their asymptotic behaviour for ν→ ∞ is
Iν(νz) ∼ e
νξ
ζ
√
2piν
[
1 +
1
ν
(
3
24ζ
− 5
24ζ3
)
+ O(ν−2)
]
,
Kν(νz) ∼ pi e
−νξ
ζ
√
2piν
[
1 − 1
ν
(
3
24ζ
− 5
24ζ3
)
+ O(ν−2)
]
,
I′ν(νz) ∼
eνξ ζ
z
√
2piν
[
1 − 1
ν
(
9
24ζ
− 7
24ζ3
)
+ O(ν−2)
]
,
(A.2)
where ζ = (1 + z2)1/4 and ξ = ζ2 + log z1+ζ2 .
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