Grammatical codes of trees provide a way to encode ordered trees into strings over a finite alphabet in such a way that the length of each code-word is precisely the number of leaves of the coded tree. Such codes are grammatical because they result by applying production rules of a grammar G to a tree t which becomes then a derivation tree t' in G and the yeild of this derivation tree t' becomes the code-word for t. Grammatical codes were investigated in [2, 3] , see also [l].
Grammatical codes of trees
In this note, by a tree we mean a nonempty rooted directed ordered tree without chains (i.e., each inner node oft has at least two direct descendants). Hence, a tree t is a pair (V, O) , where I/ is the set of nodes of t, and 0 is a function on the inner nodes of t that assigns to each inner node the sequence of its children. We use d(t) to denote the set of nodes V, in(t) to denote the set of inner nodes oft, and leaf(t) to denote the set of leaves of t. The frontier oft is the sequence of all leaves of t ordered according to 0.
A binary tree is a tree in which each internal node has exactly two direct descendants-hence here binary trees are full binary trees. A node-labeled tree t is a pair (t', q), where t' is a tree and q : nd(t') -+ Z is a mapping, with C an alphabet. We say that t' is the underlying tree oft, denoted by und(t). The notation and terminology concerning und(t) carries over to t. Also, yield(t) = ~(u~)..-)I(u,,) EC+, where u1 '.-v,, is the frontier of t. An inner-labeled tree is a pair (t, q) where t is a tree and q is a mapping defined on the inner nodes of t.
We do not distinguish between isomorphic trees. Trees t = (V, 0) and t' = (V', 0') are isomorphic if there is a bijection 6: V-, V' such that for each u E in(t), O(o) = (VI, . ..) U,) iff 8'(6(0)) = (6(Vi), . . . , d (v,) ). The set of all (chain-free) trees modulo isomorphism is denoted by T; the set of all binary trees modulo isomorphism is denoted by Tb; for n > 1, T,(n) denotes the set of all binary trees with n leaves modulo isomorphism.
By a code we mean a mapping cp : T+ .Z+ that is injective and length-preserving, i.e., for each t E T, 1 p(t)1 = #leaf(t). Analogously, a binary code is a mapping cp : Tt, + C+ that is injective and length-preserving. A word p(t) in C+ with t E T (or t E T,, in the binary case) is called a code-word; the set of all code-words of cp is denoted by ran@).
A OS system is like a context-free grammar, except that it does not have terminal symbols, and it may have infinitely many productions. Formally, a OS system G is a triple (Z, P, a), where Z is the (finite) alphabet of G, P is the (possibly infinite) set of productions of the form a + x, with a E C and x E C+, 1x1 2 2, and ~7 E Z is the axiom. The OS system G generates words in the usual way, as follows. One derivation step amounts to the substitution of a word x for an occurrence of a letter a, where a + x is a production in P. If a word u E C+ is obtained from w E C+ by a finite number of consecutive derivation steps, then we say that v is derivedfrom w. The words generated by the OS system G are then the words derived from the axiom cr. We use Lo to denote {bE~~a-,by~Pforsomey~~'anda~C},MGtodenote{b~~Ja-,xby~Pfor somex,yE~'andaEC},andRGtodenote{bECJa~xbEPforsomexEC'and aEZ}.
A OS system G = (Z, P, a) is backwards deterministic if a + x E P and a' + x E P imply that a = a'. It is semi-determinsitic if for each n 2 2 and for each a E C there is exactly one production a + x with (xl = n. If G is a semi-deterministic OS system, then each tree t is the underlying tree of exactly one derivation tree of G; this derivation tree is denoted by t[G]. A OS system G is unambiguous if for each w generated by G, there is a unique derivation tree of w.
A code q:T+C' is grammatical if there is a semi-deterministic OS system G = (Z, P, o) such that for each t E T, p(t) = yield(t[G]). Note that if such a OS system exists, then it is unique -we say then that G determines cp. In what follows, we shall not distinguish a grammatical code cp : T + Z+ from the OS system G = (Z, P, a) determining cp, and we use cp for the mapping on T as well as for the OS system. Clearly (see [3] ), a semi-deterministic OS system rp determines a code in the abovementioned way iff cp is unambiguous.
In [2, 3] , grammatical codes were investigated that had a property stronger than unambiguity, the so-called "unique origin property". A OS system cp = (C, P, 6) has the unique origin property if for each x E C+ there is a unique y E C+ such that if x is derived from some y' E C+, then y' is derived from y, and the derivation forest of x from y is unique. OS systems with the unique origin property were characterized in [3] using the notion of nonoverlapping right-hand sides (Proposition 1. I). In general, we say that words x,y E C+ (where possibly x = y) are overlapping if there exist VEC+, ul, u2, wl, w2 E C* such that x = uluwl, y = u2vw2, u1w1u2w2 # A, and UiWj = A for some i,j E {1,2}. Thus, every semi-deterministic and backwards deterministic OS system with nonoverlapping right-hand sides is unambiguous, and hence a grammatical code. Such grammatical codes are called "nonoverlapping codes". We recall some types of grammatical codes introduced in [2, 3] which are subclasses of the nonoverlapping codes. (1) A grammatical code q = (Z, P, a) is nonoverlapping if it is backwards deterministic, and for all productions a + x and b + y, x and y are not overlapping.
(2) A grammatical code q = (C, P, 0) is marked if it is backwards determinstic and {L,, M,, RQ} is a partition of C.
(3) A grammatical code cp = (C, P, a) is strict if it is backwards deterministic and {L,, M,, R,+,} is a partition of C such that #M, = 1, and either #L, = 2 and #R,=3,or #L,=3and #R,=2.
Clearly, each strict code is marked, and each marked code is nonoverlapping. It was shown in [3] that nonoverlapping and marked codes have an alphabet of at least 6 letters, and that each marked code with 6 letters is strict. In [2, 3] it was assumed that the axiom was in M,, but here we omit this restriction.
We have similar results in the case of binary codes. A binary OS system is a OS system such that for each production a + x, )x 1 = 2; it is deterministic if for each a E C there is exactly one production a + x in P. A binary code is grammatical if it is determined by a deterministic binary OS system. Binary grammatical codes have the unique origin property if they are backwards deterministic, and no right-hand sides are overlapping. In the binary case, the fact that right-hand sides are not overlapping trivially implies that {L,, R,) is a partition of C; hence, in the binary case the notions of marked code and nonoverlapping code coincide. (1) A binary grammatical code cp = (C, P, o) is marked if it is backwards deterministic and {L,, R,} is a partition of C.
(2) A binary grammatical code cp = (C, P, a) is strict if it is backwards deterministic and {L,, Rq} is a partition of Z such that #L, = 2 and #R, = 2.
It was shown in [3] that each marked binary code has an alphabet of at least 4 letters, and that a binary code is strict iff it is marked and has 4 letters. As a matter of fact there are 24 distinct nonisomorphic strict binary codes (see [3] ). Strict codes can easily be decoded, see [3, 11. Example 1.4. (1) Consider the OS system 9 = ({e,, e2, e3, m, rl, r2}, P, v!,), where P consists of the following productions (for each k 2 1):
m--t e3mkr,, e2 + /,mkrZ, rt + e, mkrl, e3 + e3mkr2, r2 + e, mkr2.
cp is a strict code.
(2) Consider the binary OS system cp = ({a, b, c, d}, P, a) where P consits of the productions a --f be, b + bd, c + ac, and d --) ad. Then cp is a strict binary code.
Binary grammatical codes with 4 letters
To code binary trees (in a length-preserving manner) one needs at least 4 letters, since the number of binary trees with n leaves is greater than 3" for sufficiently large n (see, e.g., [4] ). As shown in [3] minimal binary codes (i.e., binary codes with an alphabet of 4 letters) exist, e.g., strict binary codes are such codes. Here we will show (Theorem 2.7) that strict codes are the only binary codes that are minimal and grammatical.
It is well-known (see, e.g., [4] ) "close to 4"". More precisely,
that the number b, of binary trees with n leaves is (1) We will use the following consequence of this fact. Proof. Since u < 4, it follows that there exists a natural number Nr > 0 such that for eachnaNi.
Combining this with (1) we obtain that for each n > N1, Lemma 2.1 implies that, given a binary code with 4 letters, every word over its alphabet occurs in some code-word -this is shown in the next lemma. In fact, we prove something stronger: every word occurs in some code-word at a position which is a multiple of its length plus one.
Forw,x~~~and1~k~~w~,wesaythatxisak-segmentofwif~x~=kand w = uxu with 1 u( a multiple of k.
Lemma 2.2. Let cp : Tb + ,Y+ be a binary code with # C = 4. For each x E Ci there exists a t E T,, such that x is a Jxl-segment @'q(t).
Proof. Let x E C+ with 1x1 = k. Assume to the contrary that for all t E T,,, x is not a k-segment of q(t). Then
Since cp is injective, b, = # T,(n) = # (ran(cp I Tbtnj)). We conclude that b, < (4k -l)nlk for each n that is a multiple of k.
However, by Lemma 2.1 with CI = (4k -l)1'k, we have that for sufficiently large n, b, > 0~" = (4k -1)""; a contradiction.
Consequently, there is a t E Tb such that x is a k-segment of p(t). El
To prove the main theorem of this section (Theorem 2.7), we need a particular implication of Lemma 2.2. Given two distinct words x and y of the same length, we wish to construct a "context" for them, i.e., a pair of code-words which differ only in the occurrences of x and y. Lemma 2.4, which follows easily from Lemma 2.2, states that this is possible.
Letx,yE~'besuchthatJx(=(y(andx#y.Wedefineamappingh,,,,:~'~C' that replaces every Ixl-segment x of w by y. Formally, if w = uluz . . . U,U E C+, with n > 0, lUi1 = 1x1 for i = 1, . . . . n, and 1~1 < (xl, then h,,,,,(w) = u; . . . I&U, where for i=l , . . . . n, U: = ui if Ui # X, and U: = y otherwise.
Definition 2.3. Let cp : Tb + C' be a binary code with # C = 4. For n 2 1, binary trees tl, t2 E T,(n), and x, y E C+ with x # y and 1x1 = Jyl, tr and t2 are (x, y)-related if hcx,y)(&r)) = h,,,,,(cp(rz)).
Hence, tl and f2 are (x, y)-related if cp(tl) and cp(tz) differ only in some k-segments which equal x in one of these words and y in the other one. Proof. Let x, y E C+ be such that 1x1 = lyl and x # y. Assume to the contrary that for every n, and for all tl, t2 E T,(n), if tl # t2, then tl and t2 are not (x, y)-related. This implies that the mapping htx,,,) 0 rp is injective (and hence a binary code). However, by the definition of htx,+ for every t E Tb, x is not a [xl-segment of h,,,,(cp(t) ), which contradicts Lemma 2.2. 0
The next two lemmas yield the proof of the main theorem.
Lemma 2.5. Each binary grammatical code cp = (Z, P, a) with #C = 4 is backwards deterministic.
Proof. Let cp = (Z, P, a) be a binary grammatical code with #I: = 4, and assume to the contrary that cp has productions a + pq and b + pq, with a # b. By Lemma 2.4 there exist n 2 1 and tl, t2 E T,(n) with t1 # t2 such that tl and t2 are (a, b)-related. Now for eachj, if the jth letter of cp(tl) differs from the jth letter of cp(t2) (which implies that these letters are a and b), then add two direct descendants to the jth leaf of t1 and to the jth leaf of t2. For the so obtained trees t; and t; we have t', # t; and, since a and b have the same right-hand side in P, we have (p(t\) = cp(t;), which contradicts the injectivity of rp. Cl Suppose first that ar # pb. By Lemma 2.4, there exist n 3 1 and tl, t2 E T,(n) with tl # t2 such that tl and t2 are (ar, pb)-related. Let w1 = q(tl), and w2 = p(t2), For every odd j, 1 6 j < n, do the following: if w1 ( j ) w1 (j + 1) = ar and w2( j)w,( j + 1) = pb, then add two direct descendants to the jth leaf of tl, and add two direct descendants to the (j + 1)st leaf of t2; if wt( j)w,( j + 1) = pb and w2( j)w,(j + 1) = ar, then do the same with the roles of tl and t2 interchanged. Let t; be the tree obtained in this way from t 1, and let t; be the tree obtained in this way from t2. Since w1 # w2, there is a leaf of one of these trees, say the jth leaf, that has been added in the above construction as the right child of a node with lable a. But then in the other tree the jth leaf is a left child, and thus t; # t;. Also, since tl and t2 are (ar, pb)-related, it follows that 9(t;) = 9(t;). This contradicts the injectivity of 9.
In the case that ar = pb, we start with a tree t E Tb such that ar occurs in 9(t) (by Lemma 2.2 such a tree exists), and construct two trees out of t. Let j be such that 9(t) = warz, with IwI = j -1. The first tree is obtained by adding two descendants to the jth leaf of t, and the second tree is obtained by adding two descendants to the (j + 1)st leaf oft. Clearly, these trees are different, but they get the same code-word. Hence, also in this case we obtain a contradiction with the injectivity of 9.
Consequently, L, n R, = 8. q
Theorem 2.7. Each binary grammatical code with an alphabet of 4 letters is a strict binary code.
Proof. By Lemmas 2.5 and 2.6 each binary grammatical code with 4 letters is marked, and hence it is strict. q
For binary grammatical codes with larger alphabets, Lemma 2.6 no longer holds, as will be shown in Example 2.8. Note that if a left leaf is followed by a right leaf in the frontier of a tree c E Z',, then these leaves are the two children of one node; we call such a pair of leaves a complete pair oft.
Example 2.8. Let 9 be a binary OS system with productions a + ae, b + bd, c + ac, d + ed, and e + bc, and some arbitrary axiom. Clearly, this OS system is dete~inistic and backwards deterministic, but not marked. Since the right-hand sides ae and ed overlap, 9 does not have the unique origin property. However, we will show that 9 is unambiguous. Hence 9 is a grammatical code.
Let n 3 1, and let tl, t2 E T&a) be such that 9(t1) = 9(tz). We will show by induction on n that t1 [9] = t2 [q-J (and hence t1 = t2). If n = 1, then trivially tl = t,, Now suppose that the claim holds for all n < k, for some k 2 1. Let n = k + 1, and let tl, t2 E T&z). We look for a subword in cp(tl) that labels a complete pair in tl [9] as well as in t2 [rp] . Then we can apply the induction hypothesis after removing from each tree the complete pair, and conclude that t, [9] = t2 [p] .
Note that in any code-word 9(t), the letters a and b label left leaves in t [9] , and c and d label right leaves. Hence, if 9(tl) contains a subword of the form ac, bc, or bd, then this subword labels a complete pair in both t1 [9] and t2 [cp] . We claim that if cp(tl) contains a subword ae, then this also labels 2 complete pair, because the corres~nding occurrence of e cannot label a left leaf.
To see this, assume to the contrary that e labels a left leaf in t [p] . Then the parent u of this leaf has label d. Let t', be the tree obtained from tl by removing all nodes below u. Then the subword ad occurs in 9(t;), and it labels a left and a right leaf, i.e., a complete pair in t; [9] . This contradicts the fact that ad is not a right-hand side of 9.
A symmetric argument applies for every occurrence of ed: if e labels a right leaf, then its parent has label Q, contradicting the fact that ad cannot label a complete pair. c1
It follows from Theorem 2.7 and Proposition 1.1 that every binary OS system with 4 letters that is semi-deterministic and unambiguous has the unique origin property. It might be interesting to see whether in coding arbitrary chain-free trees the situation is similar, i.e., whether the fact that a grammatical code is minimal (using 6 letters) implies that it has the unique origin property, meaning that it is a nonoverlapping code.
Extensions of binary codes
One way to obtain grammatical codes for arbitrary trees is to extend a given binary grammatical code. The idea is based on the following translation of arbitrary trees into binary trees. What happens is that each inner node together with its direct descendants is refined into a binary subtree, where additionally a labeling of the inner nodes denotes whether a node comes from the original tree or is constructed in the refinement. Fig. 1 gives an example of a tree t and its binary refinement bin(t).
Note that the mapping bin that assigns to every t E Tthe binary refinement bin(t) is injective.
For a tree t of arbitrary degree, if bin(t) = (t', q), then the binary tree t' can be coded by means of a binary grammatical code rp. Moreover, in order to mark which nodes have label 1 in bin(t), we adapt the node-labeling of t'[q] as follows: if u is a node in bin(t) with label 1, then for each node (other than u) on the path from u to the leaf that is the leftmost descendant of u, its label a in t'[p] is changed into 6. The yield of this Fig. 1 . A tree t and its binary refinement bin (t) tree will be the code-word for t. Since only right children can have label 1 in bin(t), bin(t) can be recovered from this yield as follows: by removing the hats cp(t') is obtained, and hence t'; now if the ith letter of the yield has a hat, then the lowest ancestor of the ith leaf of t' that is a right child gets label 1.
Since bin is injective, this construction indeed gives a code for T, in the sense that different trees get different code-words. Moreover, it can be defined by the following OS system, which means that this code is grammatical. Proof. Let cp = (C, P, 6) be a binary code, and let vex, = (ZcX,, P,,,, a) be the extension of cp. By the construction of (pcX,, and since cp is deterministic, it follows that for each n 2 2, and each a E Zex,, there is exactly one production a + w in P with (w 1 = n.
Hence, vex, is semi-deterministic. Let t E T be a tree, and let bin(t) = (t', q). Let a: nd(t') + C,,, be the adapted node-labeling as described above. It follows from the definitions of bin(t) and of qex, that t [cp_,] = (t, a In&. This implies that bin(t), and hence the original tree t, can be uniquely determined from yield@ [qext]). Hence qext is unambiguous.
Consequently, (psXt is a grammatical code for T. 0 Note that pen, is a strict code; in fact it is (a renaming of) the strict code given in Example 1.4( 1). Fig. 2 gives the adapted node-labeling LY for the binary refinement from Fig. 1 , and r c4%xt1* Remark 3.6. In Definition 3.3, one could also refine the nodes of degree larger than 2 in a "leftmost" way, as done in Fig. 3 for the tree t of Fig. 1 . Then an extension code is obtained where copies of right letters are added; symmetric results hold for these extensions.
Remark 3.7. In [33 a way of coding node-labeled trees was discussed where the underlying tree is coded with a marked code, and the node-labels are stored in the leaves by use of a so-called "direction function". Extension codes closely correspond to such a way of coding the binary refinements of T (which are inner-labeled binary trees), provided that we extend marked binary codes. More precisely, let cp = (Z, P, a) be a marked binary code, let $ : ,?l + {left, right} be the direction function defined by $(a) = left if a E R, and $(a) = right if a E L,, and consider the code word w of bin(t)
given by cp and $ (as described in [3] ). Then each label 1 ends up in a left leaf of bin(t), and for a E C, d and a in p,,,(t) correspond to letters (a, 1) and (a, 0), respectively, in w.
So far, we have imposed no restrictions on the form of cp. The following theorem states that nonoverlapping (i.e., marked) binary codes extend to nonoverlapping codes for T. Moreover, a condition is given that characterizes those binary codes that extend to marked codes. We use LL, to denote {b E L, 1 there exists a E L, such that a + bc in cp}, and LR, to denote {b E L, 1 there exists a E R, such that a + bc in cp}.
Theorem 3.8. Let cp be a binary grammatical code, and let cp_, be the extension of cp.
(1) cp is a marked binary code iff vex, is a nonoverlapping code.
(2) cp is backwards deterministic and LL, n LR, = @ if vex, is a marked code.
Proof. Let cp = (Z, P, o) be a binary code, and let vex, = (Cex,, PeX,, a) be the extension of q.
(1) Firstly, assume that cp is marked. It follows from the backwards determinism of cp that vex, is backwards deterministic. We show now that the right-hand sides of vex, do not overlap. From the fact that L, and R, are disjoint and that every right-hand side of vex, is in (L, v L,,,) . L&, . R,, where L,,, = {e* ( G E L,,,} we obtain that the only possibility for overlapping right-hand sides is that one right-hand side is a suffix of another right-hand side. More precisely, there is a production of the form Hence, no right-hand sides of P,,, overlap. Consequently, cp_, is a nonoverlapping code. Conversely, if vex, is nonoverlapping, then, since all productions of cp are also productions of qexl, L, and R, are disjoint and cp is backwards deterministic -hence cp is marked.
(2) By the construction of vex,, L,<,, = L, u {e^(e E LL,}, MqeX, = {e^l C! E LR,}, and R,,,I, = R,. Note that disjointness of LL, and LR, implies disjointness of L, and R,.
Consequently, L+_, MqeX, and R,+,_ are mutually disjoint iff LL, and LR, are disjoint. By (l) , if qext is marked, then cp is backwards deterministic. Hence, cp satisfies the given condition iff vex, is marked. Cl Theorem 3.8 implies that cp is a strict binary code iff qcXt is a nonoverlapping code with 6 letters. These minimal nonoverlapping codes obtained by extending strict codes are not necessarily strict, see, e.g., the code from Example 3.9 (l) . Note that strict codes obtained as extensions have 3 left letters; using the symmetric extension of Remark 3.6 one may obtain strict codes with 3 right letters. It is impossible that both symmetric versions of the extension of a strict code are strict. More precisely, of the 24 strict binary codes 16 codes have extensions that are not strict; of the other 8 codes 4 codes yield so-called 'insertive' (see [2] ) strict extensions according to Definition 3.3, and 4 codes yield 'insertive' strict extensions following a symmetric definition (see Remark 3.6) . In fact, the 4 binary codes giving strict extensions according to Definition 3.3 have the productions of Example 3.5 and one of the 4 letters as axiom. The production set of the obtained extensions gives, with the right choice of the axiom, one of the two strongly recursive dependent codes with 3 left letters which were discussed in [2] . Hence pex, is a nonoverlapping code that is not strict.
(2) Consider the nonoverlapping code (taken from [3] ) cp = ((8,) l,, f,, rI, r2, r3}, P, 4,) where P consists of the productions, for k 2 1, 4, + errk3r1, rl + ezr!r3, 42+e,r",r,,
This code is an example of a nonoverlapping code that is not an extension code. This is easily seen by the fact that each (left-or right-) extension of a binary strict code introduces at most two letters that can occur as "middle" letters. (3) Consider the strict code cp = ({L', , f,, t,, WI, r2, r,}, P, t,) where P consists of the productions, for k 2 1, m-r t,mkrl, /, + L,mkr2, t!, + t2mkr,, rl + 12mkr2, tf2 -+ /,mkr,, r3 + 13mkr2. This code is an example of a strict code that is not an extension code. Note that if it would be an extension code, then it would be an extension introducing m and one of the ej as new letters. By Definition 3.3 this new letter /j would be 8,) since m + 8, rl is a production of rp. But then also 1, would be a new letter, since /, + /,r, is a production of cp; contradiction.
There is an easy way to construct codes that are not extensions, by choosing the axiom in such a way that it must be a new letter. However, intuitively, the axiom is not crucial to the nature of a grammatical code. Hence, we prefer to give examples of codes that are not extensions for more essential reasons.
Summarizing, we obtain the inclusion diagram of Fig. 4 for grammatical codes of chain-free trees. The question mark denotes that we do not know whether this area is extensions of strict binary codes = minimal codes n extension codes extensions of marked binary codes = nonoverl. codes fl extension codes strict codes = marked codes n minimal codes empty or not (cf. the discussion at the end of Section 2). For the subclass of extension codes we do have that every minimal code is nonoverlapping: if c;D,,, is an extension code with 6 letters, then it is obtained from a binary code v, of 4 letters; by Theorem 2.7 cp is strict, and hence, by Theorem 3.8, qext is nonover~apping.
For the sake of completeness we give representative codes corresponding with the diagram: y71 is the code pext from Example 3.9(l), 40~ is the code rp,,, from Example 3.5, 93 is the code 9 from Example 3.9(3), p4 is the code from Example 3.9(2), cps is the extension of the marked binary code with productions a + ad, b -+ bd, c+ce,d-+ae,ande-+be, q6 is the extension of the marked binary code with productions a + ad, b -+ bd, c+be,d-+cd,ande-+ce, q7 is the marked code with productions, for The fact that (p7, rps, and cplo are not extensions can be shown by arguments similar to the ones used in Examples 3.9(2) and (3) . The unambiguity of (plo follows by reasoning as in Example 2.8.
