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Abstract
Let D be a set of disks of arbitrary radii in the plane, and let P be a set of points. We study the following three problems:
(i) AssumingP contains the set of center points of disks inD, find a minimum-cardinality subset P∗ ofP (if exists), such that each
disk inD is pierced by at least h points of P∗, where h is a given constant. We call this problem minimum h-piercing. (ii) Assuming
P is such that for each D ∈D there exists a point in P whose distance from D’s center is at most αr(D), where r(D) is D’s radius
and 0 α < 1 is a given constant, find a minimum-cardinality subset P∗ of P , such that each disk in D is pierced by at least one
point of P∗. We call this problem minimum discrete piercing with cores. (iii) Assuming P is the set of center points of disks in D,
and that each D ∈D covers at most l points of P , where l is a constant, find a minimum-cardinality subsetD∗ ofD, such that each
point of P is covered by at least one disk of D∗. We call this problem minimum center covering. For each of these problems we
present a constant-factor approximation algorithm (trivial for problem (iii)), followed by a polynomial-time approximation scheme.
The polynomial-time approximation schemes are based on an adapted and extended version of Chan’s [T.M. Chan, Polynomial-time
approximation schemes for packing and piercing fat objects, J. Algorithms 46 (2003) 178–189] separator theorem. Our PTAS for
problem (ii) enables one, in practical cases, to obtain a (1 + ε)-approximation for minimum discrete piercing (i.e., for arbitrary P).
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we study the problem of piercing a given set of disks of arbitrary radii by points, where the piercing
points are restricted to a given set of points in the plane, and the goal is to minimize the number of chosen piercing
points. This discrete piercing problem is known to be NP-hard even for unit disks [12]. Note that in the case of unit
disks the discrete piercing problem is equivalent to the discrete covering problem. I.e., cover a given set of points with
a minimum-cardinality subset of a given set of unit disks.
Chan [5] gave a polynomial-time approximation scheme (PTAS) for the non-discrete version of this problem for
a set of fat objects of arbitrary size, where the set of possible piercing points is the entire plane. His PTAS is based
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algorithm [8,14]. If the fat objects are unit disks, then the PTAS of Hochbaum and Maass [10] for covering a set of
points in the plane (by arbitrary unit disks) applies also to the non-discrete piercing problem for a set of unit disks.
For discrete piercing of unit disks, only constant-factor approximation algorithms are known [4,15] (where the
current best constant is 72). If the disks are of arbitrary radii, then it was observed by Erlebach [9] that Brönnimann
and Goodrich [3] actually give a constant-factor approximation algorithm for this problem. Note that in the case of
disks of arbitrary radii, the discrete covering problem is not equivalent to the discrete piercing problem. A randomized
constant-factor approximation algorithm for the former problem was given by Clarkson and Varadarajan [7].
The discrete piercing problem has applications in clustering and in wireless networks, where the chosen piercing
points mark the locations for data-gathering stations. If the piercing points are chosen from the set of disk centers, then
the problem is equivalent to minimum dominating set in the directed communication graph induced by the underlying
set of transceivers. In this graph, there exists a directed edge from vertex u to vertex v if u’s corresponding transceiver
can directly transmit data to v’s corresponding transceiver, or, in other words, if v lies within the transmission range
of u. Note that in the case of unit disks the communication graph is symmetric (i.e., undirected), and the discrete
piercing problem by center points is equivalent to the standard minimum dominating set.
The minimum dominating set problem is known to be NP-hard, even on unit-disk graphs [6] and it is not approx-
imable within c log |V | on general graphs [17]. On unit-disk graphs and planar graphs the minimum dominating set
problem admits a PTAS [2,11,14]. Recently Nieberg and Hurink [16] presented a robust PTAS for minimum domi-
nating set on unit-disk graphs where no geometric representation is given.
In this paper we deal with the following three related problems.
• Minimum h-piercing. Let D be a set of n disks of arbitrary radii in the plane. Let X(D) be the set of center points
of disks in D, and let Y be a set of points such that X(D) ⊆ Y . For an integer constant h > 0, we say that D is
h-dense with respect to Y , if each disk D ∈D contains at least h points of Y (i.e., |D ∩Y | h). An h-piercing set
for D (with respect to Y ) is a subset Y ′ ⊆ Y , such that, for each D ∈D, |D ∩ Y ′| h. In the minimum h-piercing
problem one needs to find an h-piercing set of minimum cardinality (where the piercing points are restricted to
the set Y ). (Note that the minimum h-piercing problem as defined above is totally different from the p-piercing
problem, that is the decision problem of the p-center problem, see [1].)
• Minimum piercing with cores. Let D be a set of disks of arbitrary radii in the plane, and let α, 0  α < 1, be a
constant parameter. The α-core (or simply the core) of a disk D ∈D is the disk of radius αr(D) and center c(D),
where r(D) and c(D) are the radius and center of D, respectively; the α-core of D is denoted by Dα . Let P be
a set of points satisfying the following requirement. For each disks D ∈ D, there exists a point p ∈ P such that
p ∈ Dα , that is, each core of a disk in D contains a point of P . In the minimum piercing with cores problem,
one needs to find a minimum subset P∗ ⊆ P , such that P∗ ∩ D = ∅, for each D ∈D. Notice that this problem is
almost the general discrete piercing problem since α can be very close to 1.
• Minimum center covering. Let C and D be two sets of disks of arbitrary radii such that C ⊆ D. In addition, we
require that each disk D ∈ D covers at most l center points c(Di) of disks Di ∈ C, where l is a given constant.
A subsetD′ ⊆D is called a cover for C, if each center point c(Di) of a disk Di ∈ C is contained in a disk D′ ∈D′.
In the minimum center covering problem one needs to find a minimum-cardinality cover for D (i.e., C =D).
1.1. Our results
In Section 2.1 we give a constant-factor approximation algorithm for the minimum h-piercing problem, where h is
a constant. Our algorithm is based, in a non-trivial manner, on a simple incremental algorithm for the case h = 1 (that
is reminiscent of the incremental algorithm described in [5,8,14]). An interesting conclusion from the analysis of our
algorithm is that any O(1)-approximation algorithm for the minimum h-piercing problem (where h is a constant) is
also an O(1)-approximation algorithm for the unrestricted (non-discrete) problem.
In Section 2.2 we present a PTAS for the minimum h-piercing problem (where h is a constant), that uses the
above O(1)-approximation algorithm. The PTAS relies on the methods developed in [5], however our setting is more
complicated since the given set of points Y must also be considered as a parameter in the measure used in [5]. We
apply our PTAS (Section 2.3) to a data-gathering problem in wireless networks.
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only that each core contains at least one potential piercing point. We present both a constant approximation algorithm,
where the approximation ratio depends on α, and a PTAS for this problem.
In Section 4 we consider the minimum center covering problem for the special case where each disk covers at
most l center points, where l is a constant. This problem is a special case of minimum set cover, where each set is
of size at most l. Note that no PTAS is known for this problem. Note also that in this special case using all the disks
gives a trivial constant approximation solution for the minimum center covering problem. We present a PTAS for this
problem even though not all the axioms given in [5] hold.
2. Minimum h-piercing
We are given a set D = {D1, . . . ,Dn} of n disks of arbitrary radii in the plane. For a disk Di ∈D, let r(Di) denote
the radius of Di and c(Di) denote its center point. Put X(D) = {c(D1), . . . , c(Dn)}, and let Y be a given set of points
such that X(D) ⊆ Y . For an integer constant h > 0, we say that D is h-dense with respect to Y , if each disk D ∈D
contains at least h points of Y (i.e., |D ∩ Y | h).
An h-piercing set for D (with respect to Y ) is a subset Y ′ ⊆ Y , such that, for each D ∈D, |D ∩ Y ′| h. We are
interested in the minimum h-piercing problem: Find an h-piercing set of minimum cardinality (where the piercing
points are restricted to the set Y ). We begin by showing a constant-factor approximation algorithm for minimum
h-piercing, that will also be used by the PTAS presented in Section 2.2.
2.1. A constant-factor approximation algorithm for minimum h-piercing
We begin with the case h = 1, for which we present a simple constant-factor approximation algorithm. That is,
given a subset C ⊆ D and a set P of possible piercing points such that X(C) ⊆ P , the algorithm outputs a set of
piercing points A(C,P) ⊆P that is a constant approximation for the minimum 1-piercing problem (C,P).
2.1.1. 1-piercing
The constant-factor approximation algorithm is as follows. Initially, A(C,P) = ∅, V = ∅ and U = C. At each step,
let D be the disk of minimal radius in U . Let R(D) be the set of disks in U that contain the center c(D) of D. Add
c(D) to A(C,P), add D to V and delete R(D) from U .
2.1.2. Analysis
We begin with a definition followed by a straightforward observation. A pair of disks D1 and D2 is semi-disjoint
if D1 does not contain the center of D2 and D2 does not contain the center of D1.
Observation 2.1. Let D1 and D2 be two disks such that r(D1)  r(D2) and D2 does not contain the center of D1.
Then D1 and D2 are semi-disjoint.
We now prove the following lemma (that is a variant of a well-known lemma).
Lemma 2.2. Let D′ be a set of disks, such that
(1) there exists a point p that lies in all the disks in D′, and
(2) the disks in D′ are mutually semi-disjoint.
Then |D′| 5.
Proof. Suppose by contradiction that |D′|  6. We then choose a set of 6 disks from D′ and draw the rays
ρ1, ρ2, . . . , ρ6 from p to their center points c1, c2, . . . , c6, ordered clockwise around p. There must exist a pair of
rays ρi and ρj that form an angle of at most 60◦. Suppose, without loss of generality, that dist(p, ci)  dist(p, cj ).
Then, the disk Di around ci must contain cj , contradicting the semi-disjointness property. 
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construction of A(C,P) no disk in V contains the center of a smaller disk in V . By Observation 2.1 this implies that
the disks of V are mutually semi-disjoint. To show that A(C,P) achieves a constant approximation factor, consider
an optimal solution P∗∗ for the general 1-piercing of C, i.e., where the points of P∗∗ are not necessarily in P . Let
p be a point in P∗∗ and consider the set of disks in C that contain p, denoted R(p). By Lemma 2.2 we have that
|R(p) ∩ V| 5, implying (since |A(C,P)| = |V|) that |A(C,P)| 5|P∗∗|. This leads to the following lemma.
Lemma 2.3. Let A(C,P) be the set of points obtained by the 1-piercing algorithm, let P∗∗ be an optimal solution for
the general 1-piercing of C and let P ∗ be an optimal solution for the 1-piercing of C (i.e., using only points from P).
Then
(1) A(C,P) is a 1-piercing set for C,
(2) |A(C,P)| 5|P∗∗| 5|P∗|, and
(3) A(C,P) ⊆ X(C).
We will now show how to derive a constant-factor approximation algorithm for the h-piercing problem, for any
constant h 2.
2.1.3. h-piercing
The following algorithm outputs a constant approximation h-piercing set Ah(C,P) in a recursive manner. Given
a constant approximation (h − 1)-piercing set Ah−1(C,P), let C− denote the set of disks that are not h-pierced
by Ah−1(C,P). Then C− is composed of two kinds of disks, those whose center belongs to Ah−1(C,P) and those
whose center does not belong to Ah−1(C,P). I.e., C− = C−1 ∪ C−2 , where C−1 = {D ∈ C− | c(D) ∈ Ah−1(C,P)} and
C−2 = C− \ C−1 . We now find a constant approximation 1-piercing set for C−2 , the disks whose center does not belong
to Ah−1(C,P), and let A1(C−2 ,P) denote this set. (Note that A1(C−2 ,P) = A1(C−2 ,P \ Ah−1(C,P)).) We still have
to pierce the disks of C−1 , but, by the assumption that C is h-dense (with respect to P), we can choose any point not
in Ah−1(C,P) in each disk of C−1 . Let Q be any choice of such points. We then output Ah(C,P) = Ah−1(C,P) ∪
A1(C−2 ,P) ∪Q and claim that Ah(C,P) is an h-piercing set for C.
Lemma 2.4. Let Ah(C,P) be the set of points obtained by the h-piercing algorithm and let P∗ be an optimal h-
piercing set for C. Then
(1) Ah(C,P) is an h-piercing set for C,
(2) there exists a constant b such that |Ah(C,P)| b|A1(C,P)|, and
(3) there exists a constant a such that |Ah(C,P)| a|P∗|.
Proof. By the construction of Ah(C,P), it is easy to see that all disks are indeed pierced by at least h points. Now, let
P∗1 be an optimal 1-piercing solution for C. By Lemma 2.3 we have that |A1(C−2 ,P)| |A1(C,P)| 5P∗1 . We also
know that |Q|  |Ah−1(C,P)|. We thus obtain the following recurrence |Ah(C,P)|  2|Ah−1(C,P)| + |A1(C,P)|,
whose solution is |Ah(C,P)|  (2h − 1)|A1(C,P)|  5(2h − 1)P∗1 . As the 1-piercing optimal solution is obviously
smaller than the h-piercing optimal solution, we know that |P∗1 | |P∗|, and setting b = (2h − 1) and a = 5(2h − 1)
completes the proof. 
Corollary 2.5. Let P∗∗ be an optimal solution to the general h-piercing of C. Then Ah(C,P) is also a constant
approximation for P∗∗. (More precisely, |Ah(C,P)| 5b|P∗∗|, where b is the constant in the lemma above.)
We will now use the constant-factor approximation algorithm to obtain a PTAS for the minimum h-piercing prob-
lem.
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We direct the reader to the separator-based algorithm given by Timothy Chan in [5]. Chan considers a set C of
d-dimensional objects and a measure μ(·), that associates with each subset of the objects a nonnegative number
and satisfies a set of five axioms. He proves that it is possible to compute a (1 + )-approximation of μ(C) in time
|C|O(1/d ), for any  > 0.
In order to apply this result to our problem, we let C be the set of disks D. We define the h-piercing measure
μ(A, Y ) of a subset of disks A and the set of possible piercing points Y , where X(D) ⊆ Y , to be the cardinality of
a minimum h-piercing set for A using only the points of Y . We adapt the five axioms stated in [5] for the h-piercing
measure. Note that, as in [5], a size-r box is an axis-aligned square of side length r , and a disk of size r is one with
diameter r .
(A1) If A⊆ B, then μ(A, Y ) μ(B, Y ).
(A2) μ(A∪B, Y ) μ(A, Y ) + μ(B, Y ).
(A3) If A ∩ B = ∅ for any two objects A ∈A and B ∈ B, then μ(A∪B, Y ) = μ(A, Y ) + μ(B, Y ).
(A4) Given any r and a size-r box R, if every object in A intersects R and has size at least r , then μ(A, Y ) c for
some constant c.
(A5) A constant-factor approximation of μ(A, Y ) can be computed in time (|A| + |Y |)O(1). If μ(A, Y )  b, then
μ(A, Y ) can be computed exactly in time (|A| + |Y |)O(b).
Note that axiom (A4) holds since under the conditions of the axiom |A1(A, Y )|  c′, for some constant c′, and, by
Lemma 2.4, μ(A, Y )  |Ah(A, Y )|  b|A1(A, Y )|. The rest of these axioms are straightforward and can be easily
verified. This leads to the following lemma.
Lemma 2.6. The h-piercing measure satisfies axioms (A1)–(A5).
For a box R and a set of disks D, let DR , DR¯ and D∂R denote the subsets of disks of D that are completely inside
R, completely outside R and intersect the boundary of R, respectively. We adapt the separator theorem given in [5]
(which is a version of the separator theorem of Smith and Wormald [18]) as follows.
Theorem 2.7. Given a set of disks D for which μ(D, Y ) is sufficiently large, there exists a box R such that
μ(DR,Y ),μ(DR¯, Y ) αμ(D, Y ), and μ(D∂R,Y ) = O(μ(D, Y )1/2), where α > 0 is some fixed constant. Moreover,
this box can be found in polynomial time.
We next show how to find such a box (i.e., axis-aligned square) and thus prove Theorem 2.7.
2.2.1. Finding a separating square
We first compute Ah(D, Y ), a constant-factor approximation of μ(D, Y ). Next, we examine all squares determined
by centers of disks in D, altogether a polynomial number of squares. For each such square S, let Θ(S) ⊆ D denote
the set of disks with centers in S, and let ∂(S) ⊆D denote the set of disks intersected by the boundary of S. Compute
Ah(Θ(S),Y ), a constant-factor approximation of μ(Θ(S),Y ), for each such square S. Let S0 be the smallest square
examined, such that |Ah(Θ(S0), Y )| |Ah(D, Y )|/5a, where a is the constant mentioned in Lemma 2.4. Let s denote
the size of S0 and o denote its center.
We now differentiate between large and small disks as follows. LetDlarge denote the set of disks inD with radius at
least s/(8k), and letDsmall =D \Dlarge. Fix a parameter k to be determined later. For t = 1/k,2/k, . . . ,1, let St be the
square centered at o (the center of S0) and of size (1 + t)s. For each square St , let Dlarge[∂(St )] (resp., Dsmall[∂(St )]),
denote the large (resp., small) disks that are intersected by the boundary of St .
To bound the measure of the disks in Dlarge[∂(St )], observe that it is possible to cover the boundary of St by O(k)
squares of size s/(4k). By axiom (A4), it is possible to h-pierce the large disks that intersect such a square with a
constant number of points. This implies that μ(Dlarge[∂(St )], Y ) = O(k), for each square St .
As for the small disks, we will show that for some t , μ(Dsmall[∂(St )], Y ) = O(μ(D, Y )/k). By Lemma 2.4,
μ(D, Y )  μ(Dsmall, Y )  |Ah(Dsmall, Y )|/a. Each small disk is intersected by at most one of the boundaries of
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at distance at most s/(4k) from the boundary of square St is assigned to the boundary of St .) We thus have
|Ah(Dsmall, Y )| =∑St Ah(Dsmall[∂(St )], Y ), and by the pigeon-hole principle there exists a square St∗ for which
μ
(Dsmall[∂(St∗)], Y ) ∣∣Ah(Dsmall[∂(St∗)], Y )∣∣ ∣∣Ah(Dsmall, Y )∣∣/k  aμ(Dsmall, Y )/k  aμ(D, Y )/k.
Using axiom (A2) for this square St∗ , the boundary measure μ(D∂(St∗ ), Y ) = O(k) + O(μ(D, Y )/k). Choosing k =
O(μ(D, Y )1/2), we obtain that μ(D∂(St∗ ), Y ) = O(μ(D, Y )1/2).
It remains to show that μ(DSt∗ , Y ),μ(DS¯t∗ , Y ) αμ(D, Y ), for some fixed constant α. Indeed,
μ(DSt∗ , Y ) μ
(
Θ(St∗), Y
)− O(μ(D, Y )1/2) ∣∣Ah(Θ(St∗), Y )∣∣/a − O(μ(D, Y )1/2)

∣∣Ah(D, Y )∣∣/5a2 − O(μ(D, Y )1/2) μ(D, Y )/5a2 − O(μ(D, Y )1/2),
where for the third inequality we recall that St∗ ⊇ S0. And
μ(DSt∗ , Y ) μ
(
Θ(St∗), Y
)

∣∣Ah(Θ(St∗), Y )∣∣ 4∣∣Ah(D, Y )∣∣/5a  45μ(D, Y ),
where for the third inequality we observe that St∗ can be covered by 4 squares of size s. Therefore,
μ(DS¯t∗ , Y ) μ(D, Y ) − μ(DSt∗ , Y ) − O
(
μ(D, Y )1/2) 1
5
μ(D, Y ) − O(μ(D, Y )1/2).
This concludes the proof of Theorem 2.7.
2.2.2. Recursive algorithm
In each step of the algorithm we find a separating square St∗ for the set U of underlying disks (where initially U =
D). We find a constant-factor approximation for μ(D[∂(St∗)], Y ), the boundary measure. We then recurse separately
for the internal disks (strictly contained in St∗ ) and for the disks strictly outside St∗ and output the sum of the three
results. In the case where the measure is smaller than the constant b, we compute it by exhaustive search.
2.2.3. Analysis
As in [5], we fix a parameter b to be determined later. If μ(U, Y ) b then by axiom (A5) it is possible to compute
μ(U, Y ) exactly in |Y |O(b) time. If μ(U, Y ) > b we find a separating square St∗ , compute μ(USt∗ , Y ) and μ(US¯t∗ , Y )
recursively, and return the sum of these two values and Ah(U[∂(St∗)], Y ). Suppose μ(U, Y ) = λ. We analyze the
additive error E(λ) on this instance. Since
μ(USt∗ , Y ) + μ(US¯t∗ , Y ) μ(U, Y ) μ(USt∗ , Y ) + μ(US¯t∗ , Y ) + O
(
μ(U, Y )1/2),
we have the recurrence
E(λ) =
{
0 if λ b,
E(λ1) + E(λ2) + O(λ1/2) otherwise
where λ1 +λ2  λ and λ1, λ2  αλ. The solution to this recurrence is E(λ) = O(λ/b1/2), so the approximation factor
of the algorithm is 1 + O(1/b1/2). Setting b near 1/2 establishes a (1 + ) approximation factor. The next theorem
follows.
Theorem 2.8. The minimum h-piercing problem admits a PTAS.
2.3. Applications in wireless networks
Consider a set T of n transceivers, where each transceiver ti ∈ T has some transmission range ri , i.e., the trans-
ceivers that can (directly) receive ti ’s transmissions are precisely those that lie in the disk of radius ri centered at ti .
We call this disk the transmission disk of ti and denote it by Di .
Assume that each transceiver has some data that we need to obtain. Instead of visiting each of the n transmission
disks in order to collect this data, we can compute a 1-piercing set T ′ for the set of transmission disks (with respect to
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Now, in order to collect the data from the transceivers, we only need to visit the transmission disks of the transceivers
in T ′. Notice that in this solution each data set is broadcasted at most once (i.e., 1-hop).
Alternatively, we can apply our 1-piercing algorithm once again before setting out to collect the data. That is, in the
second stage we apply the algorithm to the set of transmission disks of transceivers in T ′ (with respect to T ′) to obtain
a 1-piercing set T ′′ for this set of disks, and let each transceiver ti ∈ T ′ \ T ′′ transmit its own data and the data that
it received during the first stage so that it is received by the transceivers in T ′′ that pierce Di . Now, we only need to
visit the transmission disks of the transceivers in T ′′. In general, we can apply the 1-piercing algorithm k times before
setting out to collect the data. In this solution each data set is broadcasted at most k times (i.e., k-hop). Of course, if
at some point the size of the new set is not smaller than the size of the previous set, we stop the process and use the
previous set as the final set.
3. Discrete piercing with cores
Let D be a set of disks in the plane, and let α, 0 α < 1 be a constant parameter. The α-core (or simply the core)
of a disk D ∈D is the disk of radius αr(D) and center c(D), where r(D) and c(D) are the radius and center of D,
respectively; the α-core of D is denoted by Dα . Let P be a set of points, such that P ∩ Dα = ∅, for each D ∈ D.
In Section 3.1 we present a constant-factor approximation algorithm for the discrete piercing problem (D,P). That
is, find a minimum subset P∗ ⊆ P , such P∗ ∩ D = ∅, for each D ∈ D. Actually, we obtain a somewhat stronger
result. Our algorithm considers only the points of P that lie in the core of at least one disk in D, and computes a
constant approximation of an optimal solution that may also use points that are not in P . In Section 3.2 we employ
this algorithm to obtain a PTAS for discrete piercing with cores.
3.1. A constant-factor approximation algorithm for discrete piercing with cores
The algorithm is similar to the one presented in Section 2.1.1. Set U =D, D′ = ∅, and P ′ = ∅. While U = ∅, pick
a disk D ∈ U of minimum radius and any point p ∈ P that lies in Dα . Remove all disks in U that are pierced by p
(including D) from U , add D to D′, and add p to P ′.
It is clear that P ′ is a subset of P and is a piercing set for D. Before continuing we observe that for any disk
D ∈D′, the disk D1−α (of radius (1−α)r(D) and center c(D)) does not contain a center of another disk in D′. Since,
if D1−α does contain the center c(D′) of another disk D′ ∈ D′, then the larger of the two disks D,D′ must contain
the α-core of the other, which is impossible by our construction above.
We now prove that P ′ is a constant approximation of an optimal solution P∗∗ that may also use points that are not
in P (and therefore to an optimal solution that is restricted to points in P). Let p be a point in P∗∗, and let Dp ⊆D′
be the subset of disks in D′ that are pierced by p. We show below that |Dp| c, for some constant c = c(α), implying
that |P ′| c|P∗∗|.
We begin by dividing Dp into two subsets. The first subset, denoted D1p , consists of all disks in Dp for which p
is not too close to their boundary. More precisely, D1p = {D ∈ Dp | d(c(D),p)  r(D)2 (1 + α)}, and D2p = Dp \D1p
consists of all disks in Dp for which p is close to their boundary. We consider each of these subsets separately.
We begin with D1p and show that |D1p| is bounded by some constant c1 that depends on α. Let Dmin,Dmax be a
smallest and largest disk in D1p , respectively, and let rmin, rmax be their radii. We observe that the ratio rmax/rmin is
bounded by some constant that depends on α (see Fig. 1). Indeed, it is easy to verify that if rmax > 1+3α1−α rmin, then
Dmax contains the core of Dmin. But this is impossible since Dmax was not removed from U when Dmin was picked.
Thus we have
rmax
rmin
 1 + 3α
1 − α .
Now, since all disks in D1p are contained in the disk of radius 3+α2 rmax centered at p, and since for each disk
D ∈D1p , the disk around c(D) of radius (1 − α)rmin does not contain a center of another disk in D1p (see observation
above), we conclude by area considerations that |D1p| is bounded by some constant c1 that depends on α.
Next we prove that |D2p| is bounded by some constant c2 that depends on α. Among the disks in D2p , let D be the
disk whose center is the closest to p. Let ρ be the ray emanating from p and passing through c(D) (see Fig. 2). We
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Fig. 2. The wedge  (o′pc(D)) does not contain a center of a disk in D2p (except for the center of D).
show that there exists an angle β , that depends on α, such that the wedge that is defined by rotating ρ leftwards and
rightwards by β does not contain a center of a disk in D2p (except, of course, for c(D)). This will imply that |D2p|
is bounded by some constant (dependent of β), since in the next step we repeat the argument below for the disk in
D2p \ {D} whose center is the closest to p, etc.
Let o′ be the point (see Fig. 2), such that (i) d(o′,p) = d(c(D),p), (ii) d(o′, c(D))+αr(D) = d(o′,p), and (iii) o′
lies to the left of ρ. Notice that the triangle 
(o′pc(D)) does not contain another center of a disk inD2p (except maybe
at o′), since c(D) is the center closest to p. It remains to show that the region  (o′pc(D)) \ 
(o′pc(D)) (as well as
the point o′) does not contain another center of a disk in D2p .
Let q be any point in the α-core of D. Then, d(o′, q) d(o′, c(D))+αr(D), and therefore, by (ii) above, d(o′, q)
d(o′,p). Thus, any disk centered at o′ and containing p, must also contain the core of D. Moreover, consider the
bisector between p and q . Then the region  (o′pc(D)) \ 
(o′pc(D)) is contained in the open half-plane containing
q , since both o′ and c(D) must lie in the (closed) half-plane containing q . We thus conclude that for any point in this
region, if it contains p it must also contain the core of D, and therefore it cannot be a center of a disk in D2p .
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d(o′, c(D)) + αr(D) = d(o′,p) = d(c(D),p), and since d(c(D),p)  r(D)2 (1 + α), we get that d(o′, c(D)) 
r(D)
2 (1 − α). Now by considering the triangle 
(o′pc(D)) we get that sin(β2 ) = d(o
′,c(D))
2d(c(D),p) , or, sin(
β
2 )
r(D)
2 (1−α)
2r(D) =
1−α
4 .
We have proven the following lemma.
Lemma 3.1. Let P ′ be the set of points computed by the algorithm above, let P∗∗ be an optimal piercing set for D,
and let P∗ be an optimal piercing set for D restricted to the points in P . Then
(1) P ′ is a piercing set for D,
(2) |P ′| c|P∗∗| c|P∗|, for a constant c that depends on α, and
(3) P ′ ⊆P ∩ (⋃D∈DDα).
3.2. A PTAS for discrete piercing with cores
We can now obtain a PTAS for discrete piercing with cores. The details are almost identical to those given for
minimum h-piercing, except that we use the constant-factor approximation algorithm above (instead of the one for
minimum h-piercing). The next theorem follows.
Theorem 3.2. The discrete piercing with cores problem admits a PTAS.
4. Center covering
LetD be a set of disks with the property that each disk D ∈D covers at most l center points c(Di) of disks Di ∈D,
where l is a given constant. Let C be a subset of D. A subset D′ ⊆D is called a cover for C, if each center point c(Di)
of a disk Di ∈ C is contained in a disk D′ ∈D′. We consider the problem of finding a minimum-cardinality cover for
D and call this problem minimum center covering.
Note that this problem is a special case of minimum set cover, where each set contains at most l elements. Note
also that by taking all disks in D we obtain a trivial constant approximation solution for this problem. However, no
PTAS is yet known.
In the next section we define the measure μ for center covering and show that a PTAS for this problem is still
possible, even though not all the axioms (A1)–(A5) hold.
4.1. A PTAS for minimum center covering
Given sets of disks C and D as in the previous section, we define the center covering measure μ(C,D) to be the
cardinality of a minimum cover for C. Note that in this case axiom (A3) does not apply, since a disk in D can cover
the centers of two disjoint disks. For this reason our PTAS does not apply for the general minimum center covering
problem, where the number of centers covered by a single disk is not limited. Axiom (A4) holds since the covering
disks can be chosen to be semi-disjoint and can thus be bounded by a constant (see [13]).
The PTAS for the minimum center covering problem is very similar to the PTAS given for the minimum h-piercing
problem. We will use the notation of Section 2.2.1 and briefly describe the required adaptations.
4.1.1. Finding a separating square
We first compute a constant factor approximation A(D,D). Recall that D itself is such an approximation and
that |D|  lμ(D,D). We next examine all squares determined by centers of disks in D; altogether a polynomial
number of squares. For each such square S obtain A(Θ(S),D). Let S0 be the smallest square examined, such that
|A(Θ(S0),D)| |A(D,D)|/5l. Let s denote the size of S0 and o denote its center.
For t = 1/k,2/k, . . . ,1, let St be the square centered at o and of size (1 + t)s, and again, differentiate between
large and small disks.
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squares of size s/4k. By axiom (A4), it is possible to cover the centers of the large disks that intersect such a square
by a constant number of disks. This implies that μ(Dlarge[∂(St )],D)O(k), for each square St .
As for the small disks, we will show that for some t , μ(Dsmall[∂(St )],D) O(μ(D,D)/k). Note that each small
disk is intersected by at most one of the boundaries of the squares St , so there must exist a square St∗ for which the
number of small disks that are intersected by its boundary is at most |Dsmall|/k. Therefore,
μ
(Dsmall[∂(St∗)],D) |Dsmall|/k  |D|/k = O(μ(D,D)/k),
where the last equality is based on the assumption that each disk ofD covers at most l centers ofD. Using axiom (A2)
for this square St∗ , the boundary measure μ(D[∂(St∗)],D)O(k)+ O(μ(D,D)/k). Letting k = O(μ(D,D)1/2), we
obtain that μ(D[∂(St∗)],D) = O(μ(D,D)1/2).
The latter equality implies that |D[∂(St∗)]| lO(μ(D,D)1/2) = O(μ(D,D)1/2). Using this observation we obtain
that
μ(DSt∗ ,D) − O
(
μ(D,D)1/2) μ(DSt∗ ,DSt∗ ) μ(DSt∗ ,D) + O(μ(D,D)1/2),
and
μ(DS¯t∗ ,D) − O
(
μ(D,D)1/2) μ(DS¯t∗ ,DS¯t∗ ) μ(DS¯t∗ ,D) + O(μ(D,D)1/2).
4.1.2. Recursive algorithm
In each step of the algorithm we find a separating square St∗ for the set U of underlying disks (where initially
U = D). We find a constant approximation for μ(D[∂(St∗)],D), the boundary measure. We then recurse separately
for the disks strictly contained in St∗ , covering their centers only with disks in DSt∗ , and for the disks strictly outside
St∗ , covering their centers only with disks in DS¯t∗ . Finally, we output the sum of the three results. In the case where
the measure is smaller than the constant b, we compute it by exhaustive search. By an analysis similar to the one in
Section 2.2.3, we have the following theorem.
Theorem 4.1. The minimum center covering problem admits a PTAS.
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