We investigate statistical properties of a clustering algorithm that receives level set estimates from a kernel density estimator and then estimates the first split in the density level cluster tree if such a split is present or detects the absence of such a split. Key aspects of our analysis include finite sample guarantees, consistency, rates of convergence, and an adaptive data-driven strategy for chosing the kernel bandwidth. For the rates and the adaptivity we do not need continuity assumptions on the density such as Hölder continuity, but only require intuitive geometric assumptions of non-parametric nature.
Introduction
A widely acknowledged problem in cluster analysis is the definition of a learning goal that describes a conceptually and mathematically convincing definition of clusters. One such definition, which goes back to Hartigan [7] and is known as density-based clustering, assumes i.i.d. data D = (x 1 , . . . , x n ) generated by some unknown distribution P . Given some ρ ≥ 0, the clusters of P are then defined to be the connected components of the level set {h ≥ ρ}. This single level approach has been studied, for example in [7, 3, 12, 10, 13] . However, one of the conceptual drawbacks of the single level approach is that different values of ρ may lead to different (numbers of) clusters, there is also no general rule for choosing ρ, either. To address this conceptual shortcoming, one often uses the so-called cluster tree approach instead, which tries to consider all levels and the corresponding connected components simultaneously. for δ > 0 the sets A +δ := {x ∈ X : d(x, A) ≤ δ} ,
were used in [16] to quantify horizontal uncertainty of level set estimates, where d(x, A) := inf x ′ ∈A x − x ′ denotes the distance between x and A. As usual, we further writeÅ for the interior of A and A for the closure of A. Moreover, ∂A := A \Å denotes the boundary of A. Finally, 1 A denotes the indicator function of A, and A △ B the symmetric difference of two sets A and B.
Let us now assume that P is a probability measure on a closed X ⊂ R d that is absolutely continuous with respect to the Lebesgue measure λ d . Then P has a λ d -density h and as explained in the introduction, one could define the clusters of P to be the connected components of the level set {h ≥ ρ}, where ρ ≥ 0 is some user-defined threshold. Unfortunately, however, this notion leads to serious issues if there is no canonical choice of h such as a continuous version, see the illustrations in [16, Section 2.1]. To address this issue, [16] considered, for ρ ≥ 0, the measures
Since µ ρ is independent of the choice of h := dP/ dλ d , the set
where supp µ ρ denotes the support of the measure µ ρ , is independent of this choice, too. It has been shown in [15] , see also [17, Lemma A.1.1] , that these sets are ordered in the usual way, that is M ρ 2 ⊂ M ρ 1 whenever ρ 1 ≤ ρ 2 . Furthermore, for any λ d -density h of P , the definition immediately gives
i.e. modulo λ d -zero sets, the level sets {h ≥ ρ} are not larger than M ρ . In fact, M ρ turns out to be the smallest closed set satisfying (2) and it is shown in [15] , see also [17, Lemma A.1.2] , that we have both{ h ≥ ρ} ⊂ M ρ ⊂ {h ≥ ρ} and M ρ △ {h ≥ ρ} ⊂ ∂{h ≥ ρ} .
In order to ensure inclusions that are "inverse" to (2) , [16] said that P is normal at level ρ if there exist two λ d -densities h 1 and h 2 of P such that
Moreover, we say that P is normal, if it is normal at every level. It is shown in [17, Lemma A.1.3] 1 that P is normal, if it has both an upper semi-continuous λ d -density h 1 and a lower semicontinuous λ d -density h 2 . Moreover, if P has a λ d -density h such that λ d (∂{h ≥ ρ}) = 0, then the same lemma shows that P is normal at level ρ. Finally, note that if the conditions of normality at level ρ are satisfied for some λ d -densities h 1 and h 2 of P , then they are actually satisfied for all λ d -densities h of P and we have λ d (M ρ △ {h ≥ ρ}) = 0. The following assumption collects the concepts introduced so far.
Assumption P. We have a compact and connected X ⊂ R d , µ denotes the Lebesgue measure on X, and P is a µ-absolutely continuous distribution that is normal.
Let us now recall the definition of clusters from [16] . We begin with the following definition that compares different partitions.
Definition 2.1. Let A ⊂ B be non-empty sets, and P(A) and P(B) be partitions of A and B, respectively. Then P(A) is comparable to P(B), write P(A) ⊏ P(B), if, for all A ′ ∈ P(A), there is a B ′ ∈ P(B) with A ′ ⊂ B ′ .
Informally speaking, P(A) is comparable to P(B), if no cell A ′ ∈ P(A) is broken into pieces in P(B). In particular, if P 1 and P 2 are two partitions of A, then P 1 ⊏ P 2 if and only if P 1 is finer than P 2 . Let us now assume that we have have two partitions P(A) and P(B) with P(A) ⊏ P(B). Then [17, Lemma A.2.1] shows that there exists a unique map ζ : P(A) → P(B) such that, for all A ′ ∈ P(A), we have
Following [15, 16] , we call ζ the cell relating map (CRM) between A and B.
The first important example of comparable partitions come from connected components. To be more precise, let A ⊂ R d be a closed subset and C(A) be the collection of its connected components. By definition, C(A) forms a partition of A, and if B ⊂ R d is another closed subset with A ⊂ B and |C(B)| < ∞ then we have C(A) ⊏ C(B), see [17, Lemma A.2.3] .
Following [16] , another class of partitions arise from a discrete notion of path-connectivity. To recall the latter, we fix a τ > 0, an A ⊂ R d , and a norm · on R d . Then x, x ′ ∈ A are τ -connected in A, if there exist x 1 , . . . , x n ∈ A such that x 1 = x, x n = x ′ and x i − x i+1 < τ for all i = 1, . . . , n − 1. Clearly, being τ -connected gives an equivalence relation on A. We write C τ (A) for the resulting partition and call its cells the τ -connected components of A. It has been shown in [17, Lemma A.2.7] , that C τ (A) ⊏ C τ (B) for all A ⊂ B and τ > 0. Moreover, if |C(A)| < ∞ then C(A) = C τ (A) for all sufficiently small τ > 0, see [16, Section 2.2] for details. Definition 2.2. Let Assumption P be satisfied. Then P can be clustered between ρ * ≥ 0 and ρ * * > ρ * , if P is normal and, for all ρ ∈ [0, ρ * * ], the following three conditions are satisfied:
Using the CRMs ζ ρ : C(M ρ * * ) → C(M ρ ), we then define the clusters of P by
where A 1 and A 2 are the two topologically connected components of M ρ * * . Finally, we define
Definition 2.2 ensures that the level sets below ρ * are connected, while for a certain range above ρ * the level sets have exactly two components, which, in addition, are assumed to be comparable. Consequently, the topological structure between ρ * and ρ * * is already determined by that of M ρ * * , and we can use the connected components of M ρ * * to number the connected components of M ρ for ρ ∈ (ρ * , ρ * * ). This is done in the definition of the clusters A * i as well as in the definition of the function τ * , which essentially measures the distance between the two connected components at level ρ * + ε.
The major goal of [15, 16] was to design an algorithm that is able to asymptotically estimate both the correct value of ρ * and the clusters A * 1 and A * 2 . Moreover, [16] established rates of convergence for both estimation problems, and these rates did depend on the behaviour of the function τ * . However, this algorithm required that the level sets do not have bridges or cusps that are too thin. In order to make this precise, let us recall that for a closed A ⊂ R d , [15, 16] considered the function ψ *
Roughly speaking, ψ * A (δ) describes the smallest diameter ε needed to "recover" A from A −δ in the sense of A ⊂ (A −δ ) +ε , see [17, Section A.5] for this and various other results on ψ *
A . In particular, we have ψ * A (δ) ≥ δ for all δ > 0 and ψ * A (δ) = ∞ if A −δ = ∅. Moreover, ψ * A behaves linearly, if bridges and cusps of A are not too thin, and even thinner cusps and bridges can be included by considering sets with ψ * A (δ) ≤ cδ γ for some constant c and all sufficiently small δ > 0. Finally, for our later results we need to recall from [17, Lemma A.4.3] that for all δ > 0 with A −δ = ∅ and all τ > 2ψ * A (δ) we have
whenever A is contained in some compact X ⊂ R d and |C(A)| < ∞.
With the help of these preparations we can now recall the following definition taken from [16] , which categorizes the behavior of ψ * Mρ .
Definition 2.3. Let Assumption P be satisfied. Then we say that P has thick level sets of order γ ∈ (0, 1] up to the level ρ * * > 0, if there exist constants c thick ≥ 1 and δ thick ∈ (0, 1] such that, for all δ ∈ (0, δ thick ] and ρ ∈ [0, ρ * * ], we have
In this case, we call ψ(δ) := 3c thick δ γ the thickness function of P .
The following assumption, which collects all concepts introduced so far, describes the distributions we wish to cluster.
Assumption M. The distribution P can be clustered between ρ * and ρ * * . In addition, P has thick level sets of order γ ∈ (0, 1] up to the level ρ * * . We denote the corresponding thickness function by ψ and write τ * for the function defined in (4).
Estimating Single and Multiple Clusters with a Generic Algorithm
The theory developed in [15, 14, 16] focused on the question, whether it is possible to estimate ρ * and the resulting clusters for distributions that can be clustered. To this end, a generic algorithm comparable to Algorithm 1 was developed, which receives as input some level set estimates
for all ρ ∈ [0, ρ * * ] and some ε, δ > 0. The key result [16, Theorem 2.9] then specified in terms of ε and δ how well this algorithm estimates both ρ * and the clusters A * 1 and A * 2 . What is missing in this analysis, however, is an investigation of the behavior of the algorithm in situations in which P cannot be clustered since all level sets are connected. The reason for this gap was the notion of thickness: Indeed, if P is a distribution with |C(M ρ )| ≤ 1 for all ρ ≥ 0, and P has thick level sets of the order γ up to the level ρ * * := sup{ρ : ρ ≥ 0 and |C(M ρ )| = 1}, then the proof of [16, Theorem 2.9] can be easily extended to show that the algorithm correctly detects at each visited level ρ exactly one connected component. Unfortunately, however, the assumption of having thick levels up to the height ρ * * of the peak of h is too unrealistic, as it requires M −δ ρ = ∅ for all ρ ∈ [0, ρ * * ] and δ ∈ (0, δ thick ], that is, the peak needs to be a plateau.
The goal of this section is to fill this gap. To this end we introduce the following new assumption, which describes distributions with one "sufficiently thick" connected component at each level set.
Assumption S. Assumption P is satisfied and there exist constants ρ * ≥ 0, γ ∈ (0, 1], c thick ≥ 1 and δ thick ∈ (0, 1] such that for all ρ ≥ ρ * and δ ∈ (0, δ thick ], the following conditions are satisfied:
Note that condition i) simply means that the level sets of P above ρ * are either empty or connected. If they are empty, there is nothing more to assume and in the other case, we can either have
ensures that the level set M ρ is still thick in the sense of Definition 2.3, while in the other case M −δ ρ = ∅, condition iii) guarantees that the larger sets M +δ ρ cannot have multiple τ -connected components as long as we choose τ in a way that is required in the case of multiple clusters, too. Finally, iv) is satisfied, for example, if P has a bounded density, since this even guarantees M ρ = ∅ for all ρ > h ∞ .
Clearly, if all M ρ above ρ * are balls, then it is easy to check that Assumption S is satisfied, and this remains true if one slightly perturbed the shape. Moreover, using the examples discussed in [18] , it is easy to construct further examples of realistic distributions satisfying Assumption S. On the other hand, Assumption S excludes, for example, distributions whose level sets have a "bone shape" and whose peak is a horizontal ridge.
The next task is to formulate a generic algorithm that is able to estimate ρ * and the resulting clusters if P can be clustered in the sense of Assumption M and that is able to detect distributions that cannot be clustered in the sense of Assumption S. We will see in the following that Algorithm 1 is such an algorithm. Before we present the corresponding results we first note that the only difference of Algorithm 1 to the algorithm considered in [16] is the more flexible start level ρ 0 and the modified output at the end of the algorithm: While for M > 1, Algorithm 1 generates the exact same output as the one in [16] , Algorithm 1 returns its start level and the corresponding level set estimate in the case M ≤ 1. Note that the latter can be viewed as an estimate of the single cluster M ρ 0 .
With these preparations we can now formulate the following adaptation of [16, Theorem 2.9 ] to the new Algorithm 1. Since the proof of [16, Theorem 2.9] can be easily adapted to arbitrary start levels ρ 0 ≥ 0 and this proof also shows that the case M ≤ 1 is not occurring under the assumptions of this theorem, we omit the proof of Theorem 3.1.
Algorithm 1
Clustering with the help of a generic level set estimator Require: Some τ > 0 and ε > 0 and a start level ρ 0 ≥ 0.
A decreasing family (L ρ ) ρ≥0 of subsets of X. Ensure: An estimate of ρ * or ρ * and the corresponding clusters.
1: ρ ← ρ 0 2: repeat
3:
Identify the τ -connected components
return ρ out = ρ and the sets B ′ i for i = 1, . . . , M . 10: else 11: return ρ out = ρ 0 and the set L ρ 0 . 12: end if
, and ε ∈ (0, ε * ], and ρ 0 ≤ ρ * . In addition, let (L ρ ) ρ≥0 be a decreasing family satisfying (7) for all ρ ≥ ρ 0 . Then, the following statements are true for Algorithm 1:
i) The returned level ρ out satisfies both ρ out ∈ [ρ * + 2ε, ρ * + ε * + 5ε] and
ii) Algorithm 1 returns two sets B 1 and B 2 and these sets can be ordered such that we have
Here, A i ρout+ε ∈ C(M ρout+ε ) are ordered in the sense of A i ρout+ε ⊂ A * i .
Theorem 3.1 shows that the modified Algorithm 1 is still able to estimate ρ * and the corresponding clusters if the distribution can be clustered in the sense of Assumption M. The main motivation for this section was, however, to have an algorithm that also behaves correctly for distributions that cannot be clustered in the sense of Assumption S. The next theorem shows that Algorithm 1 does indeed have such a behavior.
Theorem 3.2. Let Assumption S be satisfied and (L ρ ) ρ≥0 be a decreasing family of sets L ρ ⊂ X such that (7) holds for some fixed ε, δ > 0 and all ρ ≥ ρ 0 . If ρ 0 ≥ ρ * , δ ∈ (0, δ thick ], and τ > 2c thick δ γ , then Algorithm 1 returns ρ 0 and L 0 .
Note that Theorem 3.1 requires τ > ψ(d) = 3c thick δ γ , while Theorem 3.2 even holds under the milder assumption τ > 2c thick δ γ . Consequently, if we choose a τ with τ > 3c thick d γ , then the corresponding assumptions of both theorems are satisfied. Moreover, the additional assumption τ < τ * (ε * ) in Theorem 3.1 is actually more an assumption on ε * than on τ as we will see later when we apply Theorems 3.1 and 3.2 to concrete situations.
Uncertainty Control for Kernel Density Estimators
The results of Section 3 provide guarantees for Algorithm 1 as soon as the input level sets satisfy (7) . In [16] it has been shown that guarantees of the form (7) can be established for the level sets of histogram-based density estimators. The goal of this section is to show that (7) can also be established for a variety of kernel density estimators.
Our first definition introduces the kernels we are considering in the following.
Definition 4.1. A bounded and measurable function
for all x ∈ R d , and
In this case we write, for δ > 0, r > 0 and some norm · on R d :
and the functions κ 1 (·) and κ ∞ (·) are called tail functions of K. Finally, we say that K has:
ii) an exponential tail behavior, if there exists a constant c > 0 such that
Note that kernels of the form K(x) = k( x ) are always symmetric and if the representing function k : [0, ∞) → [0, ∞) is bounded and measurable, so is K. Moreover, if k(r) > 0 for all r ∈ [0, ǫ), where ǫ > 0 is some constant, then we further have K(x) > 0 in some neighborhood of 0. The integrability condition (10) is standard for kernel density estimators, and for kernels of the form K(x) = k( x ) it can be translated into a condition on k. In particular, for k = c1 [0,1] we obtain the "rectangular window kernel", which is a symmetric kernel with bounded support in the sense of Definition 4.1 and if k is of the form k(r) = c exp(−r 2 ) or k(r) = c exp(−r), then we obtain a symmetric kernel with exponential tail behavior. Examples of the latter are Gaussian kernels, while the triangular, the Epanechnikov, the quartic, the triweight, and the tricube kernels are further examples of symmetric kernels with bounded support. Finally note that each symmetric kernel with bounded support also has exponential tail behavior, since we always assume that K is bounded.
Before we proceed with our main goal of establishing (7) let us briefly discuss a couple of simple properties of symmetric kernels K in the sense of Definition 4.1. To this end, we first note that the properties of the Lebesgue measure λ d ensure that
for all x ∈ R d , δ > 0, and then by an analogous calculation we obtain
In addition, we always have κ 1 (r) → 0 for r → ∞ and if K has bounded support, then the tail functions with respect to this norm satisfy
The following lemma considers the behavior of the tail functions for kernels with exponential tail behavior.
kernel with exponential tail behavior (11).
Then, for all r ≥ 0, the corresponding tail functions satisfy
Let us now assume that K is a symmetric kernel on R d and that P is a probability measure on R d . For δ > 0 we then define the infinite-sample kernel density estimator h P,δ :
It is easy to see that h P,δ is a bounded measurable function with h P,δ ∞ ≤ δ −d K ∞ . Moreover, a quick application of Tonelli's theorem together with (12) yields
and hence h P,δ is a Lebesgue probability density. Moreover, if P has a Lebesgue density h, then it is well-known, see e.g.
In addition, if this density is bounded, then (12) yields
Clearly, if D = (x 1 , . . . , x n ) ∈ X n is a data set, we can consider the corresponding empirical measure 1 n n i=1 δ x i , where δ x denotes the Dirac measure at the point x. In a slight abuse of notation we will also denote this empirical measure by D. The resulting function h D,δ : R d → R, which is called kernel density estimator (KDE), can then be computed by
Now, one way to define level set estimates with the help of h D,δ is a simple plug-in approach, that is
One can show that from a theoretical perspective, this level set estimator is perfectly fine. Unfortunately, however, it is computationally intractable. For example, if h D,δ is a moving window estimator, that is
, then the up to 2 n different level sets (16) are generated by intersection of balls around the samples, and the structure of these intersections may be too complicated to compute τ -connected components in Algorithm 1. For this reason, we will consider level set estimates of the form
where σ > 0. Note that computing connected components of (17) is indeed feasible, since it amounts to computing the connected components of the neighborhood graph, in which two vertices x i and x j with i = j have an edge if x i − x j ≤ σ + τ . In particular, DBSCAN can be viewed as such a strategy for the moving window kernel. With these preparations we can now present our first result that establishes a sort of uncertainty control (7) for level set estimates of the form (17) .
be a symmetric kernel, and κ 1 (·) and κ ∞ (·) be its associated tail functions. Moreover, let P be a distribution for which Assumption P is satisfied, and D be a data set such that the corresponding KDE satisfies h D,δ − h P,δ ∞ < ε for some ε > 0 and δ > 0. For ρ ≥ 0 and σ > 0 we define
Moreover, if P has a bounded density h, then (18) also holds for
Note that for kernels K having bounded support for the norm considered in Theorem 4.3, Equation (14) shows that (18) actually holds for ǫ = 0 and all ρ ≥ 0 and all σ ≥ δ. Therefore, we have indeed (7) for δ replaced by 2σ. In general, however, we have an additional horizontal uncertainty ǫ that of course affects the guarantees of Theorem 3.1. To control this influence, our strategy will be to ensure that ǫ ≤ ε, which in view of ǫ = h ∞ κ 1 ( σ δ ) means that we need to have an upper bound on κ 1 (·) and σ. Theorem 4.3 tells us that the uncertainty control (18) is satisfied as soon as we have a data set D with h D,δ − h P,δ ∞ < ε. Therefore, our next goal is to establish such an estimate with high probability. Before we begin we like to mention that rates for h D,δ − h P,δ ∞ → 0 have already been proven in [6] . However, those rates only hold for n ≥ n 0 , where n 0 , although it almost surely exists, may actually depend on the data set D. In addition one is required to choose a sequence (δ n ) of bandwidths a-priori. To apply the theory developed in [16] including the adaptivity, however, we need bounds of the form h D,δ − h P,δ ∞ < ε(δ, n, ς) that hold with probability not smaller than 1 − e −ς . For these reasons, the results of [6] are not suitable for our purposes.
To establish the bounds described above, we need to recall some notions first.
Definition 4.4. Let E be a Banach space and A ⊂ E be a bounded subset. Then, for all ε > 0, the covering numbers of A are defined by
where inf ∅ := ∞. Furthermore, we sometimes use the notation N (A, E, ε) := N (A, · E , ε).
The following definition now introduces the kind of covering number bound we will use in our analysis.
Definition 4.5. Let (Z, P ) be a probability space and G be a set of bounded measurable functions from Z to R for which there exists a constant B > 0 such that g ∞ ≤ B for all g ∈ G. Then G is called a uniformly bounded VC-class, if there exist constants A > 0 and ν > 0 such that, for every probability measure P on Z and every 0 < ǫ ≤ B, the covering numbers satisfy
Before we proceed, let us briefly look at two important sufficient criteria for ensuring that the set of functions
is a uniformly bounded VC-class. The first result in this direction considers kernels used in moving window estimates. The next lemma shows that Hölder continuous kernels also induce a uniformly bounded VCclass K δ , provided that the input space X in (20) is compact. For its formulation we need to recall that for every norm · on R d and every compact subset X ⊂ R d there exists a finite constant
With these preparations we can now formulate the announced result for Hölder-continuous kernels.
be a symmetric kernel that is α-Hölder continuous. For some arbitrary but fixed norm · on R d we write |K| α for the corresponding α-Hölder constant. Moreover, let X ⊂ R d be a compact subset and K δ defined by (20) . Then for all δ > 0 with
In particular, K δ is a uniformly bounded VC-class with
Now that we have collected sufficiently many examples of kernels for which K δ is a uniformly bounded VC-class, we can now present the second main result of this section that establishes a finite sample bound h D,δ − h P,δ ∞ < ε(δ, n, ς).
Theorem 4.8. Let X ⊂ R d and P be a probability measure on X that has a Lebesgue density
is a uniformly bounded VC-class with constants of the form
, and all distributions Q on R d . Then, there exists a positive constant C only depending on d, p, and K such that, for all n ≥ 1, δ > 0, and ς ≥ 1 satisfying both
we have
Theorem 4.8 recovers the same rates as [6] , but not in almost sure asymptotic form but in form of a finite sample bound. Moreover, unlike [6] , Theorem 4.8 also yields rates for unbounded densities.
Statistical Analysis of KDE-based Clustering
In this section we combine the generic results of Section 3 with the uncertainty control for level set estimates obtained from kernel density estimates we obtained in Section 4. As a result we will present finite sample guarantees, consistency results, and rates for estimating ρ * and the clusters.
Our first result presents finite sample bounds for estimating both ρ * and the single or multiple clusters with the help of Algorithm 1. To treat kernels with bounded and unbounded support simultaneously, we restrict ourselves to the case of bounded densities, but at least for kernels with bounded support an adaption to p-integrable densities is straightforward as we discuss below.
Theorem 5.1. Let P be a distribution for which Assumption P is satisfied and whose Lebesgue density is bounded. Moreover, consider a symmetric kernel K : R d → [0, ∞) with exponential tail behaviour, for which the assumptions of Theorem 4.8 hold. For fixed δ ∈ (0, e −1 ] and τ > 0, we choose a σ > 0 with
and assume this σ further satisfies both σ ≤ δ thick /2 and τ > ψ(2σ). Moreover, for fixed ς ≥ 1, n ≥ 1 satisfying the assumptions (24), we pick an ε > 0 satisfying the bound
and if K does not have bounded support, also
Now assume that for each data set D ∈ X n sampled from P n , we feed Algorithm 1 with the level set estimators (L D,ρ ) ρ≥0 given by (17), the parameters τ and ε, and a start level ρ 0 ≥ ε. Then the following statements are true:
i) If P satisfies Assumption S and ρ 0 ≥ ρ * , then with probability P n not less than 1 − e −ς Algorithm 1 returns ρ 0 and L 0 and we have
whereM ρ * := ρ>ρ * M ρ .
ii) If P satisfies Assumption M and we have an
with 9ε * ≤ ρ * * − ρ * , then with probability P n not less than 1 − e −ς , we have a D ∈ X n such that the following statements are true for Algorithm 1:
(b) Algorithm 1 returns two sets B 1 (D) and B 2 (D) and these sets can be ordered such that we have
For our subsequent asymptotic analysis we note that the assumptions δ ∈ (0, e −1 ] and ς ≥ 1 of Theorem 5.1 show that (28) is satisfied if
and if we choose δ in terms of n, that is δ = δ n , then the latter is satisfied for all sufficiently large n if δ n ∈ O(n −a ) for some arbitrary small a > 0. We shall see below, that such rates for δ n are typical.
If we have a kernel with bounded support, then a variant of Theorem 5.1 also holds for unbounded densities. Indeed, if we have a density
, then all conclusions of Theorem 5.1 remain valid, if we replace (27) by
Note that for such kernels the additional assumption (28) is not necessary.
While (26) only provides a lower bound on possible values for σ, Theorem 5.1 actually indicates that σ should not be chosen significantly larger than these lower bounds, either. Indeed, the choice of σ also implies a minimal value for τ by the condition τ > ψ(2σ), which in turn influences ε * by (30). Namely, larger values of σ lead to larger τ -values and therefore to larger values for ε * . As a result, the guarantees in (a) become weaker, and in addition, larger values of σ also lead to weaker guarantees in (b). For a similar reason we do not consider kernels K with heavier tails than (11) . Indeed, if K only has a polynomial upper bound for its tail, for example
where c and α > d are some constants, then κ 1 (r) r −α+d and κ ∞ (r) r −α . Now, if we picked σ = δ| log δ| b for some b > 0, then we would need to replace (28) by a bound of the form
and this would rule out ε → 0 for δ → 0. As a result, no rates would be possible. Now, one could address this issue by choosing σ := δ b for some b ∈ (0, 1), which in turn would require a bound of the formc
instead of (28). Arguing as around (32) this can be guaranteed if
and if δ → 0 the latter would actually require
In particular b is strictly bounded away from 1. However, such a choice for σ would significantly weaken the guarantees given in (a) and (b) as explained above, and as a consequence, the rates obtained below would be worse. Note that from a high-level perspective this phenomenon is not surprising: indeed, heavier tails smooth out the infinite sample density estimator h P,δ and as consequence, the uncertainty guarantees (18) become worse in the horizontal direction, that is, we get more blurry estimates L D,ρ of M ρ . However, for the detection of connected components at a level ρ, less blurry estimates are preferable.
In the remainder of this section, we illustrate how the finite sample guarantee of Theorem 5.1 can be used to derive both consistency and rates. To deal with kernels with unbounded support we restrict our considerations to the case of bounded densities, but it is straightforward to obtain results for unbounded densities if one restricts considerations to kernels with bounded support as already indicated above.
In the following, we will use Theorem 5.1 to obtain consistency, rates, and adaptivity of Algorithm 1. We begin with a corollary showing consistency.
Corollary 5.2. Let P be a distribution for which Assumption P is satisfied and whose Lebesgue density is bounded. Moreover, consider a symmetric kernel K : R d → [0, ∞) with exponential tail behaviour, for which the assumptions of Theorem 4.8 hold. Let (δ n ) be a strictly positive sequence with δ n n −a for some a > 0 and pick a sequence (σ n ) converging to zero and satisfying (26) for all sufficiently large n. Moreover, let (ε n ) and (τ n ) be strictly positive sequences converging to zero such that ψ(2σ n ) < τ n for all sufficiently large n, and
Now assume that for each data set D ∈ X n sampled from P n , we feed Algorithm 1 with the level set estimators (L D,ρ ) ρ≥0 given by (17), the parameters τ n and ε n , and the start level ρ 0 := ε n . Then the following statements are true:
i) If P satisfies Assumption S with ρ * = 0, then for all ǫ > 0 we have
and if µ({h > 0} \ {h > 0}) = 0 we also have
ii) If P satisfies Assumption M, then, for all ǫ > 0, we have
and, if µ(A
where, for B 1 (D) and B 2 (D), we use the same numbering as in (31).
Our next goal is to establish rates of convergence for estimating ρ * and the clusters. We begin with a result providing a rate of ρ * D → ρ * . To this end we need to recall the following definition from [16] that describes how well the clusters are separated above ρ * . for all ε ∈ (0, ρ * * − ρ * ]. Moreover, the separation exponent κ is exact, if there exists another constant c sep > 0 such that, for all ε ∈ (0, ρ * * − ρ * ], we have
The separation exponent describes how fast the connected components of the M ρ approach each other for ρ ց ρ * . Note that the separation exponent is monotone, i.e., a distribution having separation exponent κ also has separation exponent κ ′ for all κ ′ < κ. In particular, the "best" separation exponent is κ = ∞ and this exponent describes distributions, for which we have d(A * 1 , A * 2 ) ≥ c sep , i.e. the clusters A * 1 and A * 2 do not touch each other. The separation exponent makes it possible to find a good value for ε * in Theorem 5.1. Indeed, the proof of Theorem [16, Theorem 4.3] shows that for given ε and τ , the value ε * := ε + (τ /c sep ) κ satisfies (30) as soon as we have 9ε * ≤ ρ * * − ρ * . Consequently, the bound in part ii) (a) of Theorem 5.1 becomes
if we have a separation exponent κ ∈ (0, ∞]. Moreover, if the separation exponent κ ∈ (0, ∞) is exact and we choose τ ≥ 2ψ(2σ), then (34) can be improved to
as the proof of Theorem [16, Theorem 4.3] shows. In order to establish rates, it therefore suffices to find null sequences (ε n ), (δ n ), (σ n ), and (τ n ) that satisfy (26) and (27), and additionally δ n ∈ O(n −a ) for some a > 0 if K does not have bounded support. The following corollary presents resulting rates of this approach that are, modulo logarithmic terms, the best ones we can obtain from this approach.
Corollary 5.4. Let P be a distribution for which Assumption M is satisfied and whose Lebesgue density is bounded. Moreover, consider a symmetric kernel K : R d → [0, ∞) with exponential tail behaviour, for which the assumptions of Theorem 4.8 hold. In addition, assume that the clusters of P have separation exponent κ ∈ (0, ∞). Furthermore, let (ε n ), (δ n ), (σ n ), and (τ n ) be sequences with
τ n ∼ (log n) 3 · log log n n γ 2γκ+d , and assume that, for n ≥ 1 and each data set D ∈ X n sampled from P n , we feed Algorithm 1 with the level set estimators (L D,ρ ) ρ≥0 given by (17), the parameters τ n and ε n , and the start level ρ 0 := ε n . Then there exists a constant K ≥ 1 such that for all sufficiently large n we have
Moreover, if the separation exponent κ is exact, there exists another constant K ≥ 1 such that for all sufficiently large n we have
Finally, if κ = ∞ and supp K ⊂ B · , then (37) holds for all sufficiently large n, if σ n = δ n and ε n ∼ log n · log log n n 1 2 , δ n ∼ log log n , and τ n ∼ log log n − γ 3d
.
Note that the rates obtained in Corollary 5.4 only differ by the factor (log n) 2 from the rates in [16, Corollary 4.4] . Moreover, if K has a bounded support, then an easy modification of the above corollary yields exactly the same rates as in [16, Corollary 4.4] .
Our next goal is to establish rates for µ(B i (D) △ A * i ) → 0. Since this is a modified level set estimation problem, let us recall some assumptions on P , which have been used in this context. The first assumption in this direction is one-sided variant of a well-known condition introduced by Polonik [11] .
Definition 5.5. Let µ be a finite measure on X and P be a distribution on X that has a µ-density h. For a given level ρ ≥ 0, we say that P has flatness exponent ϑ ∈ (0, ∞], if there exists a constant c flat > 0 such that
Clearly, the larger ϑ is, the steeper h must approach ρ from above. In particular, for ϑ = ∞, the density h is allowed to take the value ρ but is otherwise bounded away from ρ.
Next, we describe the roughness of the boundary of the clusters.
Definition 5.6. Let Assumption M be satisfied. Given some α ∈ (0, 1], the clusters have an α-smooth boundary, if there exists a constant c bound > 0 such that, for all ρ ∈ (ρ * , ρ * * ], δ ∈ (0, δ thick ], and i = 1, 2, we have
where A 1 ρ and A 2 ρ denote the two connected components of the level set M ρ .
In R d , considering α > 1 does not make sense, and for an A ⊂ R d with rectifiable boundary we always have α = 1, see [17, Lemma A.10.4] .
Assumption R. Assumption M is satisfied and P has a bounded Lebesgue density h. Moreover, P has flatness exponent ϑ ∈ (0, ∞] at level ρ * , its clusters have an α-smooth boundary for some α ∈ (0, 1], and its clusters have separation exponent κ ∈ (0, ∞].
Corollary 5.7. Let Assumption R be satisfied and K be as in Corollary 5.4. and write ̺ := min{α, ϑγκ}. Furthermore, let (ε n ), (δ n ), and (τ n ) be sequences with
Assume that, for n ≥ 1, we feed Algorithm 1 as in Corollary 5.4. Then there is a constant K ≥ 1 such that, for all n ≥ 1 and the ordering as in (31), we have
Again, the rates obtained in Corollary 5.7 only differ by the factor (log n) 2 from the rates in [16, Corollary 4.8] . Moreover, if K has a bounded support, then an easy modification of the above corollary again yields exactly the same rates as in [16, Corollary 4.8] .
Our final goal is to modify the adaptive parameter selection strategy for the histogram-based clustering algorithm of [16] to our KDE-based clustering algorithm. To this end, let ∆ ⊂ (0, 1] be finite and n ≥ 1, ς ≥ 1. For δ ∈ ∆, we fix σ δ,n > 0 and τ δ,n > 0 such that (26) and τ δ,n ≥ 2ψ(2σ δ,n ) are satisfied. In addition, we define ε δ,n := C u | log δ|(ς + log |∆|) log log n δ d n + max 1, 2d
where C u ≥ 1 is some user-specified constant and the second term can actually be omitted if the used kernel K has bounded support. Now assume that, for each δ ∈ ∆, we run Algorithm 1 with the parameters ε δ,n and τ δ,n , with the start level ρ 0 := ε δ,n , and with the level set estimators (L D,ρ ) ρ≥0 given by (17) . Let us consider a width δ * D,∆ ∈ ∆ that achieves the smallest returned level, i.e. δ *
Note that in general, this width may not be uniquely determined, so that in the following we need to additionally assume that we have a well-defined choice, e.g. the smallest δ ∈ ∆ satisfying (41). Moreover, we write ρ *
for the smallest returned level. Note that unlike the width δ * D,∆ , the level ρ * D,∆ is always unique. Finally, we define ε D,∆ := ε δ * D,∆ ,n and τ D,∆ := τ δ * D,∆ ,n . With these preparation we can now present the following finite sample bound for ρ * D,∆ .
Theorem 5.8. Let P be a distribution for which Assumption M is satisfied and whose Lebesgue density is bounded. Moreover, consider a symmetric kernel K : R d → [0, ∞) with exponential tail behaviour, for which the assumptions of Theorem 4.8 hold. In addition, assume that the two clusters of P have separation exponent κ ∈ (0, ∞]. For a fixed finite ∆ ⊂ (0, e −1 ], and n ≥ 1, ς ≥ 1, and C u ≥ 1, we define ε δ,n by (40) and σ δ,n > 0 and τ δ,n > 0 such that (26), τ δ,n ≥ 2ψ(2σ δ,n ), and 2σ δ,n ≤ δ thick are satisfied for all δ ∈ ∆. Furthermore, assume that 4C 2 u log log n ≥ C h ∞ , where C is the constant in (25) and ε δ,n + (τ δ,n /c sep ) κ ≤ (ρ * * − ρ * )/9 for all δ ∈ ∆. Then we have
Moreover, if the separation exponent κ is exact and κ < ∞, then the assumptions above actually guarantee
where c 1 := 1 4 (6c sep ) −κ and c 2 := c −κ sep , and similarly
To achieve our goal of an adaptive parameter selection strategy, it now suffices in view of Theorem 5.8 to define appropriate ∆, σ δ,n , and τ δ,n . Here we proceed as in [16, Section 5] . Namely, for n ≥ 16, we consider the interval
and fix some n −1/d -net ∆ n ⊂ I n of I n with |∆ n | ≤ n. Furthermore, for some fixed C u ≥ 1 and n ≥ 16, we define σ δ,n by (26), write τ δ,n := σ γ δ,n log log log n, and define ε δ,n by (40) for all δ ∈ ∆ n and ς = log n. Following the ideas of the proofs of [16, Corollaries 5.2 and 5.3] we then obtain a constant K such that for all sufficiently large n ≥ 16 we have
Here, (43) holds if P has separation exponent κ ∈ (0, ∞), and if the kernel K has bounded support, it remains true for κ = ∞. In addition, the upper bound in (43) can be matched by a lower bound that only differs by a double logarithmic factor provided that the separation exponent κ ∈ (0, ∞) is exact. Finally, if Assumption R is satisfied, we further find
for all sufficiently large n ≥ 16, whereK is another constant independent of n.
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Theorem 6.2. Let ρ * ≥ 0 and Assumption P be satisfied with
for some fixed ε, δ > 0 and all ρ ≥ ρ * . Then for all ρ ≥ ρ * the following statements are true:
ii) If M −δ ρ+ε = ∅, Assumption S is satisfied, and δ ∈ (0, δ thick ], then for all τ > 2c thick δ γ we have
Proof of Theorem 6.2: i). We first note that M 
To this end, we first note that M −δ
which in turn implies (47).
Let us now show (45). To this end, we first observe that
In view of (47) it thus remains to show
Let us assume the converse, that is, there exists a 
From this inequality we conclude that there exists an
The CRM property then yields x ′′ ∈ M −δ ρ+ε = A ⊂ B and therefore Lemma 6.1 yields
On the other hand,
, and hence we have found a contradiction. ii). Clearly, if L ρ+2ε = ∅ there is nothing to prove, and hence we may assume that L ρ+2ε = ∅. Now assume that (46) is false. Then there exist B 1 , B 2 ∈ C τ (L ρ ) with B 1 = B 2 and B i ∩ L ρ+2ε = ∅ for i = 1, 2. For i = 1, 2 we consequently find x i ∈ B i ∩ L ρ+2ε , and for these there exist
, and therefore we have a CRM ζ : 
where the last estimate for the incomplete gamma function is taken from [19, Lemma A.1.1]. The second inequality immediately follows from the monotonicity of the function r → e −r .
Lemma 6.3. Let K : R d → [0, ∞) be a symmetric kernel with associated tail function κ 1 (·). Moreover, let P be a λ d -absolutely continuous probability measure on R d that is normal at some level ρ ≥ 0. Then for all x ∈ R d and σ > 0 with B(x, σ) ⊂ M ρ and all δ > 0 we have
while for all x ∈ R d and σ > 0 with B(x, σ) ⊂ X \ M ρ and all δ > 0 we have
Finally, if P has a bounded density h, then the inequality (48) can be replaced by
whenever 0 ≤ ρ ≤ h ∞ and (49) can be replaced by
for all ρ ≥ 0.
Proof of Lemma 6.3: Let h be a λ d -density of P . We begin by proving (48). To this end, we first observe that
and this leads to
where in the last step we used (12) . In the case of a general density h the assertion now follows from (13) , and for a bounded density h and ρ ≤ h ∞ the inequality (50) is a direct consequence of (48).
To show (49) we first note that (2) yields
Analogously to (52) we then obtain
where for the strict inequality we used our assumption that K is strictly positive in a neighborhood of 0. Adapting the last estimate of the proof of (48) we then find
Now, in the case of a bounded density h the inequality (51) follows from (13), while in the general case the estimate
leads to (49).
Proof of Theorem 4.3:
We begin by proving the first inclusion. To this end, we fix an
Let us now suppose that there exists a sample x i ∈ D such that h D,δ (x i ) < ρ and x − x i ≤ σ. By h D,δ − h P,δ ∞ < ε we then find
On the other hand, x − x i ≤ σ together with the already shown (53) implies B(x i , σ) ⊂ M ρ+ε+ǫ by a simple application of the triangle inequality. Consequently, (48) together with ǫ ≥ ρκ 1 ( σ δ ) gives h P,δ (x i ) ≥ ρ + ε, which contradicts (54). For all samples x i ∈ D, we thus have h D,δ (x i ) ≥ ρ or x − x i > σ. Let us assume that we have x − x i > σ for all x i ∈ D. Then we find
On the other hand, we have B(x, σ) ⊂ B(x, 2σ) ⊂ M ρ+ε+ǫ and therefore (48) together with ǫ ≥ ρκ 1 ( σ δ ) gives h P,δ (x) ≥ ρ + ε. By h D,δ − h P,δ ∞ < ε we conclude that h D,δ (x) > ρ, and hence we have found a contradiction. Therefore there does exist a sample x i ∈ D with x − x i ≤ σ. Using the inclusion (53) together with the triangle inequality we then again find B(x i , δ) ⊂ M ρ+ε+ǫ , and hence (48) yields h P,δ (x i ) ≥ ρ + ε. This leads to h D,δ (x i ) ≥ ρ, and hence we finally obtain
Finally, if h has a bounded density, then we have
ρ+ε+ǫ ⊂ L D,ρ is trivially satisfied. Moreover, to show the assertion for ρ ≤ h ∞ , we simply need to replace (48) with (50) in the proof above.
Let us now prove the second inclusion. To this end, we pick an x ∈ L D,ρ . By the definition of L D,ρ , there then exists an
Our first goal is to show that M ρ−ε−ǫ ∩ B(x i , σ) = ∅. To this end, let us assume the converse, that is B(
we then find h P,δ (x i ) < ρ − ε, which contradicts the earlier established h P,δ (x i ) > ρ − ε. Consequently, there exists anx ∈ M ρ−ε−ǫ ∩ B(x i , σ), which in turn leads to
This shows the desired x ∈ M +2σ ρ−ε−ǫ . Finally, to show the assertion for bounded densities, we simply need to replace (49) with (51) in the proof above.
Proofs Related to the Uniform Convergence of KDE
For the proof of Lemma 4.6 we need to recall the following classical result, which is a reformulation of [22, Theorem 2.6.4].
Theorem 6.4. Let A be a set of subsets of Z that has finite VC-dimension V . Then the corresponding set of indicator functions G := {1 A : A ∈ A} is a uniformly bounded VC-class for which we have B = 1 and the corresponding constants A and ν in (19) only depend on V .
In addition, we need the following simple result, which investigates the effect of scaling in the input space X = R d .
Lemma 6.5. Let G be set of measurable functions g : R d → R such that there exists a constant B ≥ 0 with g ∞ ≤ B for all g ∈ G. For δ > 0, we define g δ : R d → R by g δ (x) := g(x/δ), x ∈ R d Furthermore, we write G δ := {g δ : g ∈ G}. Then, for all ǫ ∈ (0, B] and all δ > 0, we have
where the suprema are taken over all probability measures P on R d .
Proof of Lemma 6.5: Because of symmetry we only prove "≤". Let us fix ǫ, δ > 0 and a distribution P on R d . We define a new distribution P ′ on R d by P ′ (A) := P ( 1 δ A) for all measurable A ⊂ R d . Furthermore, let C ′ be an ǫ-net of G δ with respect to L 2 (P ′ ). For C := C ′ 1/δ , we then have |C| = |C ′ |, and hence it suffices to show that C is an ǫ-net of G with respect to L 2 (P ). To this end, we fix a g ∈ G. Then g δ ∈ G δ , and hence there exists an
and since the definition of P ′ ensures
i.e. C is an ǫ-net of G with respect to L 2 (P ). 
there are constants A and ν only depending on the VC-dimension of A such that
for all ǫ ∈ (0, 1] and all distributions P on R d . Our next step is to apply Lemma 6.5. To this end, we first observe that
Consequently, Lemma 6.5 leads to
A simple variable transformation then yields the assertion.
Proof of Lemma 4.7: We first observe that A ⊂ E is a compact subset of some Banach space E and T : A → F is a α-Hölder continuous map into another Banach space F with Lipschitz norm then, for all ǫ > 0, we have
where |T | α denotes the α-Hölder constant of T . In the following we fix a δ > 0 with δ ≤ |K|α K ∞ 1/α diam · (X) and a probability measure P on R d . For x ∈ X we now consider the map
Since K is bounded and measurable, so is k x,δ , and hence we obtain a map T : X → L ∞ (P ) defined by T (x) := k x,δ . Our next goal is to show that T is α-Hölder continuous. To this end, we pick x, x ′ ∈ X. A simple estimate then yields
i.e. T is indeed α-Hölder continuous with |T | α ≤ δ −(α+d) |K| α . By our initial observation and (21) we then conclude that
for all 0 < ǫ ≤ diam · (X). A simple variable transformation together with our bound on |T | α thus yields
for all 0 < ǫ ≤ δ −(α+d) |K| α diam · (X). Since the assumed δ ≤
we then see that (22) does hold for all 0 < ǫ ≤ δ −d K ∞ .
For the proof of Theorem 4.8 we quote a version of Talagrand's inequality due to [1] from [19, Theorem 7.5] . Theorem 6.6. Let (Z, P ) be a probability space and G be a set of measurable functions from Z to R. Furthermore, let B ≥ 0 and σ ≥ 0 be constants such that E P g = 0, E P g 2 ≤ σ 2 , and g ∞ ≤ B for all g ∈ G. For n ≥ 1, define G : Z n → R by G(z) := sup g∈G 1 n n j=1 g(z j ) , z = (z 1 , . . . , z n ) ∈ Z n .
Then, for all ς > 0, we have
For the proof of Theorem 4.8 we also need [5, Proposition 2.1], which bounds the expected suprema of empirical processes indexed by uniformly bounded VC-classes. The following theorem provides a slightly simplified version of that proposition.
Theorem 6.7. Let (Z, P ) be a probability space and G be a uniformly bounded VC-class on Z with constants A, B, and ν. Furthermore, let σ > 0 be a constant such that σ ≤ B and E P g 2 ≤ σ 2 for all g ∈ G. Then there exists a universal constant C such that G defined as in Theorem 6.6 satisfies
With these preparation we are now able to establish the following generalization of Theorem 4.8.
Proposition 6.8. Let X ⊂ R d and P be a probability measure on X that has a Lebesgue density h ∈ L 1 (R d ) ∩ L p (R d ) for some p ∈ (1, ∞]. Moreover, let Proof of Proposition 6.8: We define θ := 1 −
and f x,δ := k x,δ − E P k x,δ . Then it is easy to check that E P f x,δ = 0 and f x,δ ∞ ≤ 2 K ∞ δ −d for all x ∈ X and δ > 0. Moreover, we have
and hence the previous estimate can be simplified to 
To this end, we first observe that δ a+dq ≤ 
Moreover, it is easy to check that the assumption
and from the latter we conclude that (58) holds for C ′ := 2 √ C ′′ . The assertion now follows for the constant C ′′′ := max{C, C ′ , C ′′ }.
