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FRAMED MODULI AND GRASSMANNIANS OF SUBMODULES
STANISLAV FEDOTOV
Abstract. In this work we study a realization of moduli spaces of framed
quiver representations as Grassmannians of submodules devised by Marcus
Reineke. Obtained is a generalization of this construction for finite dimensional
associative algebras and for quivers with oriented cycles. As an application
we get an explicit realization of fibers for the moduli space bundle over the
categorical quotient for the quiver A
(1)
n−1.
1. Introduction
A quiver Q is a diagram of arrows, determined by two finite sets Q0 (the set
of “vertices”) and Q1 (the set of “arrows”) with two maps h, t : Q1 → Q0 which
indicate the vertices at the head and tail of each arrow. A representation (W,ϕ)
of Q consists of a collection of finite dimensional k-vector spaces Wi, for each
i ∈ Q0, together with linear maps ϕa : Wta → Wha, for each a ∈ Q1. The
dimension vector α ∈ ZQ0 of such a representation is given by αv = dimkWi.
A morphism f : (Wi, ϕa) → (Ui, ψa) of representations consists of linear maps
fi : Wv → Uv, for each i ∈ Q0, such that fhaϕa = ψafta, for each a ∈ Q1.
Evidently, it is an isomorphism if and only if each fi is. Thus, isomorphism classes
of representations of Q with dimension vector α coincide with orbits of the action
of GL(α) =
∏
i∈Q0 GLi(k) on the representation space Rep(Q,α).
In studying quiver representations standard approaches of Invariant The-
ory often fail because the algebra of invariants is poor or even trivial, as in
case of the quiver without oriented cycles, and so the categorical quotient
Rep(Q,α)//GL(α) := Speck[Rep(Q,α)]GL(α) is a point. Constructions of Geo-
metric Invariant Theory may help to compensate this defect. Indeed, one can
consider the trivial linearization twisted by a character χ of GL(α), which re-
stricts our attention to an open subset of Rep(Q,α), consisting of χ-semistable
representations. Within the open set there are more closed orbits and the cor-
responding algebraic quotient is more interesting. In his paper [7] A.D. King
showed that the notions of semistability and stability, that arise from Geomet-
ric Invariant Theory, coincide with more algebraic notions, expressed in the
language of abelian categories. Namely, he devised a link between this con-
cept and the so-called θ-stability. All the characters of GL(α) are given by
2010 Mathematics Subject Classification. Primary 14D22; Secondary 16G10, 16G20.
Supported by grant RFFI 09-01-90416 - Ukr-f-a.
1
ar
X
iv
:1
01
0.
47
61
v2
  [
ma
th.
AG
]  
20
 D
ec
 20
10
2 S. FEDOTOV
χθ(g) =
∏
v∈Q0 det (gv)
θv for θ ∈ ZQ0 , and a representation W is a χθ-
(semi-)stable point of the variety Rep(Q,α) if and only if it is θ-(semi-)stable
as an element of the abelian category Rep(Q) (see [7, Section 2]). King proved
the existence of coarse moduli space for semistable representations of quivers and
guaranteed that for stable representations there is a fine moduli space. This tech-
nique allowed a straightforward and convenient adaptation to the study of repre-
sentations of finite dimensional algebras [7, Section 4].
An alternative approach to the problem considered was introduced by
B. Huisgen-Zimmermann [5]. Let A be a finite dimensional associative algebra
with unity. Fix a semisimple A-module T with projective cover P and a positive
integer m. Denote by GrassTm the Grassmannian of all (dimP −m)-dimensional
submodules of the radical radP . There is then a bijection between AutA P -orbits
in GrassTm and isomorphism classes of m-dimensional modules with top isomor-
phic to T , sending AutA P ·C to the isomorphism class of P/C. In [5] investigated
are such triples (A, T , m), that GrassTm itself provides a moduli space classifying
the d-dimensional A-modules with top T , up to isomorphism. It is also proved
there that GrassTm admits an open covering by representation-theoretically defined
affine charts. For further generalization and systematical treatment of the whole
hierarchy of moduli-parametrizing Grassmannian varieties see [6].
Another possible way of applying Invariant Theory to the study of quiver repre-
sentations is to consider framed representations thus achieving better precision at
the expense of extending the representation space. They first appeared in [10] as
one of the steps in the construction of Nakajima Varieties.
Let Q be a quiver and α be a dimension vector. Fix an additional di-
mension vector ζ and consider the space Rep(Q,α, ζ) := Rep(Q,α) ⊕⊕
i∈Q0 Homk(k
αi ,kζi). Its elements are said to be framed representations of Q.
Define aGL(α)-action on Rep(Q,α, ζ) by g ·(M, (fi)ni=1) = (g ·M, (fig−1i )ni=1).
A framed representation (M,f) is called stable if there is no nonzero subrepresen-
tation N of M which is contained in ker f . Denote by Reps(Q,α, ζ) the space of
stable framed representations. One can show that the quotient of Reps(Q,α, ζ) is
more efficient in orbits discriminating than the standard categorical quotient. Fur-
thermore, it can be shown that it is in a sense reducible to King’s construction and
thus enjoys all its properties.
Grassmanians of submodules of injective modules arise independently in the
course of this approach. In [11] M. Reineke obtained for acyclic quivers a re-
alization of framed moduli space as a Grassmannian of subrepresentations of an
injective representation depending only on dimension vectors α and ζ. He further
investigated its cohomology (see also [2]) and applications to quantum groups.
The aim of this work is to explore possible generalizations of Reineke’s con-
struction. So far, there are two of them. First, we can adapt it for quivers with
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relations, i.e. at least for finite dimensional algebras. We may also try to eliminate
the condition of having no oriented cycles. Both possibilities are discussed below.
Section 2 is devoted to giving some basic results on the connection between
finite dimensional algebras and quivers. In Subsections 3.1 and 3.2 we remind the
concept of stability as it was formulated by A. D. King and A. N. Rudakov for
abelian categories. We also introduce the notion of framed representation space
for finite dimensional algebras.
A straightforward generalization of Reineke’s ideas for finite dimensional alge-
bras is presented in Subsection 3.3. We prove that for a finite dimension algebra
and two dimensional vectors α and ζ the quotient space Reps(A,α, ζ)//GL(α) is
isomorphic to the Grassmannian of submodules of a certain injective A-module J .
In Sections 4 to 6 we investigate a possible way to generalize this result to
quivers with oriented cycles. It is crucial for Reineke’s construction that A is finite
dimensional, since without it we are no longer able to embed all stable framed
representations in a finite dimensional module. In general situation we thus come
to considering Grassmannians of submodules in infinite dimensional spaces, that
makes impossible to apply the usual techniques. So, having established a bijection
between such a Grassmannian and the moduli space we provide the former with
a structure of algebraic variety, but this gives us no information about the moduli
space itself. Hence we are forced to restrict our attention to fibers of the moduli
space bundle over the categorical quotient.
From that point we work over the ground field C. In sections 4 and 5 we
study the quiver Q = A(1)n−1 with cyclic orientation. We obtain an embedding of
Reps(Q,α, ζ) into an infinite dimensional representation J !!, with each J !!i a space
of holomorphic vector functions on A1. Recall that by Procesi-Razmyslov’s Theo-
rem [9, Theorem 1] the algebra of invariant polynomial functions on Rep(Q,α, ζ)
is generated by traces of oriented cycles in Q. Since in Q there is only one cycle
τi of minimal length starting at each vertex i ∈ Q0, traces of τki are polynomi-
als in coefficients of characteristic polynomials χi of τi. Hence, the categorical
quotient Rep(Q,α, ζ)//GL(α) may be identified with a subspace in the Carte-
sian product C[t]n, each point presented by a tuple of characteristic polynomials.
Let χ = (χ1, . . . , χn) be in Rep(Q,α, ζ)//GL(α), λ1, . . . , λN be all different
roots of χ1, . . . , χn, and rij be the multiplicity of λj as a root of χi. For each
j = 1, . . . , N consider a new dimension vector rj with (rj)i = rij . Define sub-
modules J(λj , rj) ⊆ J !! by J(λj , rj)i = {g ∈ J !! | ( ddt − λj id)maxi rij · g = 0}.
These representations are finite dimensional and it may be shown that the fiber
of the framed moduli space over (χ1, . . . , χn) ∈ C[t]n is isomorphic to the
product of the Grassmannians of their subrepresentations. The details are dis-
cussed in Section 4. In Section 5 obtained is an explicit presentation by equa-
tions in projective space of fibers of moduli space bundle over the categorical
quotient. Section 6 is devoted to applying of this technique to any quiver Q
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where all oriented cycles pairwise commute. We consider the natural projec-
tion pis : Reps(Q,α, ζ)//GL(α) → Rep(Q,α, ζ)//GL(α) and describe the fibers
pi−1s (x), for x ∈ Rep(Q,α, ζ)//GL(α). The main result here is that for every
x and two dimension vectors α and ζ there is a quiver Q♠, a dimension vector
α˜ ∈ (Z>0)Q♠0 , and a finite dimensional representation W♠ of Q♠ such that the
fiber pi−1s (x) is isomorphic to the Grassmannian of α˜-dimensional submodules of
W♠.
After having written this paper the author found that fibers of the projection
pis were described by J. Engel and M. Reineke for arbitrary quivers using Luna’s
stratification as nilpotent parts of the framed moduli space for some new quiver Q′
and dimension vectors α′ and ζ ′ (see [4, Theorem 4.1]). Theorem 3 together with
Proposition 4 thus imply that each fiber of pis is isomorphic to the Grassmannian
of submodules of a module over some finite dimensional algebra with a certain
dimension vector. Our description is less general than the one given in [4], but
more explicit and convenient when applicable.
The author thanks Ivan V. Arzhantsev and Markus Reineke, who also brought to
his attention the paper [4] and the universal description of layers of pis, for useful
discussions.
2. Background information
First, recall some general facts concerning finite dimensional algebras and their
connection with quivers.
Let A be an associative finite dimensional algebra over an arbitrary field k. An
element e ∈ A is called idempotent if e2 = e. We say that two idempotents e1
and e2 are orthogonal if e1e2 = e2e1 = 0. An idempotent e is primitive if it is
not a sum of two nonzero orthogonal idempotents. It is well known that for an
algebra A with unity there always exists a decomposition 1 = e1 + . . .+en, where
ei are primitive orthogonal idempotents. Note that this decomposition induces
a decomposition A = Ae1 ⊕ . . . ⊕ Aen of the regular A-module called Peirce
decomposition.
An algebra is said to be splitting if the quotient A/r, where r stands for the
radical of A, is isomorphic to a direct product of matrix algebras over the ground
field. Note that all algebras over an algebraically closed field are splitting. An
algebra is called basic if A/r is isomorphic to a direct product of division rings.
This condition is equivalent to the following: in the decompositionA = P1⊕ . . .⊕
Pk of the regular module, where all Pi are indecomposable projective modules, all
the summands are pairwise non-isomorphic, [3, Theorem 3.5.4].
Fix a decomposition 1 = e1 + . . . + en of the unity 1 ∈ A, where all ei are
primitive orthogonal idempotents. It is not hard to see that every A-module M
as a k-vector space may be decomposed as M =
⊕n
i=1Mi, where Mi = eiM .
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The dimension vector of M is the vector α = dimM with αi = dimMi. De-
composing in this way the ideals Aei of A (which are submodules of the regular
module), we obtain the two-sided Peirce decomposition of A: A =
⊕
i,j ejAei.
The components ejAei are neither left, nor right ideals, but they provide a conve-
nient matrix interpretation of the elements of A (see [3, Chapter 1, §7]).
The set of all A-modules with dimension vector α will be denoted by
Rep(A,α). The group GL(α) =
∏n
i=1GLαi(k) acts naturally on this set, each
factor acting by base change in Mi. Namely, for an element a ∈ ejAei the cor-
responding operator ϕ(a) of the representation A → L(M) maps Mi to Mj and
all the rest components to zero; thus we may define the action g = (gt)nt=1 ∈∏n
i=1GL(Mi) = GL(α) as follows: (g · ϕ(a))(m) = (gjϕ(a)g−1i )(m), for
all g ∈ G, m ∈ Mi. Since A admits the two-sided Peirce decomposition
A =
⊕
i,j ejAei, the actions is well defined.
Now we remind the connection between algebras and quivers. Let k be a field.
For a quiver Q one defines a path algebra kQ. As a linear space it is the span of
all paths in Q, including those of length 0, which we identify with vertices of Q.
Multiplication in kQ is defined by
σ · τ =
{
στ, if it is a path in Q,
0, otherwise,
for two paths σ and τ in Q.
A relation in Q is a k-linear combination of paths in Q of length not less than
2 with the same source and target. For a set of relations ρ denote by 〈ρ〉 the ideal
of the algebra kQ generated by these relations.
Theorem 1. [1, Prop. II.2.5] For a finite dimensional algebra A the cat-
egory of finitely generated A-modules is equivalent to the category of finitely
generated Γ-modules for some basic algebra Γ.
Thus the problem of classifying the representations of arbitrary finite dimen-
sional algebras can be in a sense reduced to the case of basic algebras. So we will
be considering only basic algebras.
We now remind briefly the procedure of assigning a quiver Q(A) to a splitting
basic algebra A. Let r be the radical of A, 1 = e1 + . . . + en be a decomposition
of unity in A/r, 1 = e1 + . . .+ en the corresponding decomposition of unity in A;
further, let W = (r/r2). Denote tij = dimk ejWei. Now set Q(A) = (Q0, Q1)
with Q0 = {1, . . . , n} and tij arrows from the i-th vertex to the j-th one.
Let (kQ)>1 be the ideal generated by the arrows in Q. An ideal I C kQ is said
to be regular if (kQ)2>1 ⊇ I ⊇ (kQ)t>1, for some t > 2.
Theorem 2. [1, Theorem III.1.9] Every splitting basic finite dimensional
algebra with quiver Q is isomorphic to a factor algebra kQ/I, where I is a
regular ideal.
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Corollary 1. For a splitting basic finite dimensional algebra A there is
a set of relations ρ such that A ∼= kQ(A)/〈ρ〉.
On the level of representation spaces this correspondence looks as follows: the
set Rep(A,α) is a Zariski closed subvariety of Rep(Q(A), α), since it is the subset
where Xp ≡ 0 for all p ∈ 〈ρ〉 (for a representation X ∈ Rep(Q(A), α) and
an element λ1ai11 . . . ai1k(1) + . . . + λsais1 . . . aisk(s) we denote by Xp the linear
transformation λ1Xai11 . . . Xai1k(1) + . . . + λsXais1 . . . Xaisk(s) ). Sometimes we
will denote this subvariety by Rep(Q(A), ρ, α).
3. Framed representations of finite dimensional algebras
3.1. Semistabile representations. Consider a quiver Q. A character of the
category Rep(Q) of representations of Q is a linear function θ : ZQ0 → Z (in
other words, to each vertex of the quiver this function assigns an integer). For
X ∈ Rep(Q) define θ(X) = θ(dimX). A representation X is θ-semistable
(respectively θ-stable) if θ(X) = 0 and θ(Y ) > 0 for all subrepresentations Y ⊆
X (respectively θ(Y ) > 0). This approach devised by A. D. King, was generalized
and reformulated in a more flexible form by A. N. Rudakov [12, §3].
Consider two characters θ, κ : ZQ0 → Z, such that κ(d) > 0, for every vector
d with nonnegative components (i.e. for every dimension vector). Define a slope
µ : Rep(Q)\{0} → Q by µ(X) = µ(dimX) = θ(dimX)κ(dimX) . A representation
X is called µ-semistable (respectively µ-stable) if µ(Y ) 6 µ(X) (respectively
µ(Y ) < µ(X)) for each proper nonzero subrepresentation Y of X . Denote by
Repssµ (Q,α) (respectively Rep
s
µ(Q,α)) the set of µ-semistable (respectively µ-
stable) representations ofQwith dimension vector α. The following simple lemma
shows the connection between this notion and King’s construction.
Lemma 1. Let α be a dimension vector and µ be a slope. There is
a character ξ (depending on α) such that Repssµ (Q,α) = Rep
ss
ξ (Q,α) and
Repsµ(Q,α) = Rep
s
ξ(Q,α).
Proof. Consider µ = θκ , where κ is a linear function taking nonnegative
values on dimension vectors. Set ξ(d) = µ(α)κ(d) − θ(d). We know that
X ∈ Repssµ (Q,α) if and only if µ(Y ) 6 µ(X) for every non-trivial sub-
representation Y , that is if and only if θ(Y )κ(Y ) 6 µ(α). This means that
0 6 µ(α)κ(Y ) − θ(Y ) = ξ(Y ). Since ξ(X) = ξ(α) = 0, we obtain that
X ∈ Repssµ (Q,α) ⇔ X ∈ Repssξ (Q,α). The second part of the lemma is
proved using the same arguments. 
From now on, since for the subsets Repssξ (Q,α) and Rep
s
ξ(Q,α) the ex-
istence of the categorical quotient was proved in [7], we can use the no-
tion of moduli spaces of µ-(semi-)stable points, where µ is a slope. Namely,
FRAMED MODULI AND GRASSMANNIANS 7
denote by Mssµ (Q,α) (respectively by Msµ(Q,α)) the categorical quotient
Repssµ (Q,α)//GL(α) (respectively Rep
s
µ(Q,α)//GL(α))
Now let A be a finite dimensional algebra, Q = Q(A) be its quiver, ρ be a set
of relations such that A ∼= kQ/〈ρ〉, and µ : ZQ0 → Q be a slope. The fact that
the set Rep(A,α) is embedded in Rep(Q,α) as a Zariski closed GL(α)-invariant
subvariety allows us to define µ-semistable and µ-stable A-modules and, conse-
quently, the subsets Repssµ (A,α) and Rep
ss
µ (A,α) and their categorical quotients
Mssµ (A,α) := Repssµ (A,α)//GL(α) andMsµ(A,α) := Repsµ(A,α)/GL(α) (the
latter turns out to be a geometric quotient, so there is a single fraction bar).
3.2. Framed representations. Let A be a (splitting basic) finite dimen-
sional algebra with |Q(A)0| = n. Fix two dimension vectors α, ζ ∈ (Z>0)n
and consider the extended representation space Rep(A,α, ζ) = {(M,f) |
M ∈ Rep(A,α), f = (fi)ni=1 : M1 ⊕ . . . ⊕ Mn → V1 ⊕ . . . ⊕
Vn is a graded linear map} ∼= Rep(A,α)⊕
⊕n
i=1 Homk(kαi , Vi), where dimVi =
ζi. Define the action of GL(α) on this space by g · (M, (fi)ni=1) = (g ·
M, (fig
−1
i )
n
i=1). Elements of Rep(A,α, ζ) will be called framed representations
of the algebra A.
Definition. A pair (M,f) ∈ Rep(A,α, ζ) is stable if no nonzero submodule
of M is contained in ker f . The set consisting of such pairs will be denoted by
Reps(A,α, ζ).
Let ζ be a dimension vector. We introduce a new quiver Q˜with Q˜0 = Q0∪{∞},
the arrow of Q˜ being those of Q together with ζi arrows from i (i ∈ Q0) to ∞.
We also extend the dimension vector α to α˜, setting α˜i = αi for i = 1, . . . , n and
α˜∞ = 1.
Observe that the elements of ρ are relations in Q˜; consider the ideal I = 〈ρ〉 in
kQ˜. Then (kQ˜)2>1 ⊇ I ⊇ (kQ˜)t+1>1 for t > 2 such that 〈ρ〉kQ ⊇ (kQ)t>1 (here
〈ρ〉kQ stands for the ideal of kQ generated by ρ). The last statement is not that
obvious; but recall that all the new arrows terminate in ∞, which means that no
path starts in this vertex. Therefore, if p is a path of length not less than t + 1 in
Q˜, then either it is entirely contained in Q and so p ∈ I , since 〈ρ〉 ⊇ (kQ)t>1 =
(kQ)>t, or p = bq, where q is a path entirely contained in Q and b is an arrow
ending in∞. But in the latter case the length of q is not less than t yielding that
q ∈ I . Thus, the algebra A˜ = kQ˜/I is finite dimensional.
Further, for β ∈ ZQ˜0 set θ(β) = −β∞, κ(β) =
∑
i βi and consider the corre-
sponding slope µ = θκ . We are now going to use Corollary 1 to get an interpretation
of our notion of stability in the spirit of King’s construction.
Proposition 1. The sets Reps(A,α, ζ) and Repsµ(A˜, α˜) are isomorphic
as algebraic varieties.
Proof. The isomorphism at the level of quivers, i. e. for A = kQ, is proved
in [11, Prop. 3.3]. We just point out that crucial here is the existence of the
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GL(α)-invariant isomorphism Homk(kαi ,kζi) ∼= Homk(kαi ,k)ζi providing
Rep(Q,α, ζ) ∼=
⊕
a:i→j
Hom(kαi ,kαj )⊕
⊕
i∈Q0
Homk(kαi ,kζi) ∼=
∼=
⊕
a:i→j
Hom(kαi ,kαj )⊕
⊕
i∈Q0
Homk(kαi ,k)ζi ∼= Rep(Q˜, α˜). (1)
In order to pass to the general case we need to show that the im-
age of Rep(A,α, ζ) = {(X, f) ∈ Rep(Q,α, ζ) | Xp = 0∀p ∈ ρ} under (1) is
Rep(A˜, α˜) =
{
Y ∈ Rep(Q˜, α˜) | Yp = 0∀p ∈ ρ
}
. But this follows from the
fact that the relations ρ only affect the summand
⊕
a:i→j Hom(kαi ,kαj ),
which is common for both sets Rep(Q,α, ζ) and Rep(Q˜, α˜), while the re-
striction of (1) to this summand is the identity map.
Now it is left to note that Reps(A,α, ζ) = Reps(Q,α, ζ) ∩ Rep(A,α, ζ)
and Repsµ(A˜, α˜) = Rep
s
µ(Q˜, α˜) ∩ Rep(A˜, α˜), finishing the proof. 
Corollary 2. The moduli spaces Ms(A,α, ζ) := Reps(A,α, ζ)//GL(α)
and Msµ(A˜, α˜) are isomorphic.
Proof. It is a straightforward consequence of GL(α)-invariance of the iso-
morphism (1). 
Corollary 3. The quotient Reps(A,α, ζ) → Ms(A,α, ζ) is geometric.
Moreover, if Reps(A,α, ζ) is nonempty, then Ms(A,α, ζ) is a smooth pro-
jective variety.
Proof. We will prove these properties for Msµ(A˜, α˜). First of all, note that
orbits of points from Repsµ(A˜, α˜) are closed in Rep
ss
µ (A˜, α˜) = Rep
s
µ(A˜, α˜)
(see the geometric definition of stability in [7]) and so the quotient is
geometric. Furthermore, standard results of algebraic geometry imply
that Msµ(A˜, α˜) = Mssµ (A˜, α˜) is projective over the categorical quotient
M(A˜, α˜) := Rep(A˜, α˜)//GL(α). Consider k[Rep(A˜, α˜)]GL(α) as a subalge-
bra in k[Rep(Q˜, α˜)]. By Procesi-Razmyslov’s Theorem [9, Theorem 1] the
algebra k[Rep(Q˜, α˜)] is generated by traces of all oriented cycles in Q˜. But
since there is t > 2 such that 〈ρ〉 ⊇ kQ>t, some positive power of each ori-
ented cycle in Q˜ lies in the ideal I of kQ˜ generated by ρ, and hence in each
representation belonging to Rep(A˜, α˜) = Rep(Q˜, ρ, α˜) all the oriented cy-
cles are nilpotent operators, and consequently their traces are equal to zero.
Thus, k[Rep(A˜, α˜)]GL(α) = k implying that M(A˜, α˜) ∼= {pt} and, therefore,
Msµ(A˜, α˜) is a projective variety. 
3.3. The construction of the quotient space.
From now on for σ ∈ kQwe will denote by σ its image σ+〈ρ〉 in kQ/〈ρ〉 ∼= A.
It is easy to see that in kQ/〈ρ〉 there is a (finite) k-basis Ξ consisting of images of
paths in kQ. Its elements will be referred to as paths in the algebra A. Denote by
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Ii the injective A-module associated with the i-th vertex of the quiver. Recall that
the corresponding representation from Rep(Q, ρ) may be described as follows:
(Ii)j = span {τ : j  i}∗, where “τ : j  i” means that τ is the image of a path τ
starting in the j-th vertex and ending in the i-th one; in this case ((Ii)a:k→lf)(τ) =
f(τ a), where τ : l  i. Consider the injective module J :=
⊕
i∈Q0 Ii ⊗k Vi.
Observe that as a k-linear space
Ji = eiJ ∼=
⊕
j∈Q0
(Ij)i ⊗k Vj ∼=
⊕
j∈Q0
⊕
Ξ3τ :i j
Vj ∼=
⊕
Ξ3τ :i j
Vj
Now, given a point (M,f) ∈ Rep(A,α, ζ) define a map Φ(M,f) = (ϕi)i∈Q0 :
M → J by the following rule:
ϕi =
⊕
Ξ3τ :i j
fjτ : Mi →
⊕
Ξ3τ :i j
Vj . (2)
Here we view τ as an element of A; i. e. τ(m) = τ ·m.
Lemma 2. The map Φ(M,f) is a homomorphism of A-modules.
Proof. First of all, we recall how A acts on J . Write J as
J =
⊕
i∈Q0
(Ii)⊗k Vi ∼=
⊕
i∈Q0
Ii ⊕ . . .⊕ Ii︸ ︷︷ ︸
ζi times
.
For a path σ ∈ Ξ denote by τ∗ the linear function defined by σ∗(σ′) = δσσ′ ,
for each σ′ ∈ Ξ, where δσσ′ stands for the Kronecker delta. As a k-linear
space Ii has basis τ
∗
i1, . . . , τ
∗
ir(i) with τ ij being all the paths ending at i.
To the basis elements of the p-th copy of Ii attach the index (p); thus,
Ii ⊗ Vi = span
{
τ
∗(p)
ij | p = 1, . . . , ζi; j = 1, . . . , r(i)
}
. For the image of an
arrow a of Q we have a · τa∗(p) = τ∗(p); and a · λ∗(p) = 0 in case if λ = ei or
λ = λ′b, where b is an arrow different from a. Now pass to the isomorphism
(2). If a : i → k, then a acts on the summand of the right hand side of (2)
corresponding to a path τ : i  j (note that the element τ∗ is in (Ij)i) as
follows
1) a : V
(τ)
j
id−→ V (λ)j , if there is a path λ such that τ = λa,
2) a : V
(τ)
j → 0, otherwise.
In the first case λ : k → j, so that the image lies in Jk. We now check the
A-invariance of ΦM,f . Let as before a : i→ k. Then
a · ϕl(m) = a(
⊕
Ξ3τ :l j
fjτ(m)).
Now use the above alternative: if τ = λa for a path λ : k → j, then
the corresponding component ϕl(m) is mapped to the summand V
(λ)
j ⊆ Jk
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without being changed, and otherwise vanishes. On the other hand,
ϕk(a·m) =
⊕
Ξ3λ:k j
fjλ(am) =
⊕
Ξ3λ:k j
fj(λa)(m) =
⊕
Ξ3τ :l j,
such that ∃λ : τ = λa
fjτ(m),
which coincides with the above description of a · ϕl(m). 
Lemma 3. The subspace ker Φ(M,f) = ⊕i∈Q0 kerϕi is the maximal A-
submodule of M contained in ker f .
Proof. It follows from Lemma 2 that ker Φ(M,f) is an A-submodule of M .
Now let U be an A-submodule of M contained in ker f . For each Ξ 3 τ :
i  j we then have τUi = τeiU = τU = ejτU ⊆ Uj . This implies that
fj(τ · x) = 0, for all x ∈ U, j ∈ Q0, τ ∈ Ξ, i. e. U ⊆ ker Φ(M,f). 
Corollary 4. The map Φ(M,f) : M → J is injective if and only if the
pair (M,f) is stable.
Now introduce the notion of the Grassmannian of submodules. Let N =⊕
i∈Q0 Ni be anA-module; the Grassmannian ofA-submodules ofN with dimen-
sion vector γ is a set GrAγ (N) of all Q0-graded subspaces U =
⊕
i∈Q0 Ui ⊆ N
with dimUi = γi that are A-submodules. Note that GrAγ (N) is a closed variety
in the product of classical Grassmannians Grγ(N) =
∏
i∈Q0 Grγi(Ni) defined by
τ(Ui) ⊆ Uj , for all Ξ 3 τ : i j.
The following result is a generalization of [11, Prop. 3.9]
Theorem 3. The moduli space Ms(A,α, ζ) is isomorphic to the Grass-
mannian of submodules GrAα (J).
Proof. Denote by IHomα(V ) the set of all injective graded vector space
homomorphisms from a space with dimension vector α to V . It is easy to
see that Grα(J) is a quotient of
∏
i∈Q0 IHomk(Mi, Ji) by the natural action
of GL(α) (GL(αi) acts on Mi by base change). Denote the inverse image of
GrAα (J) ⊆ Grα(J) by IHomAα (J). Now to prove the theorem it is sufficient
to construct a GL(α)-invariant isomorphism Φ : Rep(A,α, ζ)
∼−→ IHomAα (J).
We set Φ : (M,f) 7→ Φ(M,f). This map is GL(α)-invariant. Indeed, let
g = (gi)i∈Q0 ∈ GL(α). Then for m ∈ M we have Φ(g · (M,f))i(mi) =
(Φg·(M,f))i(m) =
⊕
Ξ3τ :i j fj(gjτm) = (g · Φ(M,f))(m).
From Corollary 4 it follows that Φ(Reps(A,α, ζ)) ⊆ IHomAα (J). Let us
show that given an injection {F : M ↪→ J} ∈ IHomAα (J), the pair (M,f)
may be recovered. But f is obtained as a composition
f : Mi
ϕi−→
⊕
Ξ3τ :i j
Vj → Vi,
where the last map is a projection on a summand associated to τ = ei. As
for the module M , the following lemma gives the possibility to recover it.
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Lemma 4. Let K be a finite dimensional submodule in J and
Reps(A,α,K) ⊆ Reps(A,α) be the inverse image of IHomAα (K) under
Φ. Then there is a morphism s : IHomAα (K) → Reps(A,α,K) such that
s ◦ Φ = idReps(A,α,K).
Proof. To recover M ∈ Reps(A,α,K) means to define the action of A on
the vector space
⊕
i∈Q0 Mi, i.e. of the elements A 3 a : i → j for a ∈ Q1.
Furthermore, for each of them we have the following commutative diagram:
Ki
Ka // Kj
Mi
?
fi
OO
Ma //___ Mj
?
fj
OO
,
where Ma = a|Mi . This is because for each pair (M,f) the map Φ(M,f) is an
A-homomorphism. So, each Ma satisfies the equations ψafi = fjMa, that
may be considered as a matrix equation. Analogously, fj may be regarded
as a matrix of dimension dimKj × dimMj . Its rank is maximal and equals
dimMj , since fj are injections. Therefore, IHom
A
α (K) may be covered by
open subsets, where various minors of the matrix of fj do not vanish, and
Ma are recovered from matrix elements of fi, fj and fa using Kramer’s
Theorem. 
Together with the above described way of recovering f the morphism
s : IHomAα (J) → Reps(A,α) gives a morphism that is inverse to Φ. Con-
sequently, Φ is an isomorphism and, being GL(α)-invariant, it descends to
quotients implying that Φ//GL(α) :Ms(A,α, ζ) ∼= Reps(A,α, ζ)//GL(α) ∼−→
IHomAα (J)//GL(α)
∼= GrAα (J). Theorem 3 is proved. 
Theorem 3 describes a variety that may serve as a substitude of a moduli space
of A-modules with dimension vector α whenever Reps(A,α, ζ) is nonempty.
So, it is important to have a criterion of existence of a stable pair. For quiv-
ers M. Reineke proved that Reps(A,α, ζ) 6= ∅ if and only if ζi > (i, αi)Q,
for all i ∈ Q0, where i stands for the vector with all coordinates zero ex-
cept 1 on the i-th place, and (·, ·)Q is the Euler form, i.e. (i, j)Q = δij −
(number of arrows from i to j) , see [11, Prop. 4.3]. For arbitrary finite dimen-
sional algebras we do not have such a result. However, we can state a weaker
proposition. Recall that a socle of an A-module M is the sum of all its simple
submodules.
Proposition 2. For an A-module M with dimension vector α there is a
map f : M → V making the pair (M,f) ∈ Rep(A,α, ζ) stable if and only if
the socle socM may be embedded in soc J .
Proof. The “only if” part is trivial. We now prove sufficiency. First, note
that (soc J)i = V
ei
i . Consider a decomposition M = socM ⊕ W of M
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as a vector space. Let f be the composition of the projection of M onto
socM along W and an inclusion socM ↪→ soc J = ⊕i∈Q0 Vi. Then ker f =
W . Now, if W contains a submodule N , then W ⊇ socN , which is a
contradiction since socN ⊆ socM . 
Taking the dimensions of (soc J)i and (socM)i his condition may be refor-
mulated as: for M ∈ Rep(Q,α) there is a map f : M → V making the
pair (M,f) ∈ Rep(A,α, ζ) stable if and only if ζi > dim (socM)i. Note
that (socM)i is the multiplicity in socM of the simple module S(i) = kei
corresponding to the i-th vertex. For quivers this obviously coincides with [11,
Lemma 4.1]. When using this criterion it is also convenient to have in mind that
(socM)i = ∩a:i→j kerMa.
Now, we need a way of determining, for a point of the classical Grassmannian
Grα(J) =
∏
i∈Q0 Grαi(Ji), whether it lies in the Grassmanian of submodules. To
formulate the next proposition, we should recall that the summands Vs of Ji are
indexed by paths in A. Furthermore, since an arrow a : i → s induces, for each
V τk ⊆ Ji with τ = τ ′a : i  k, an isomorphism V τk
∼−→ V τ ′k , there is an injection
†a : J˜ (a)s ↪→ Ji, where J˜ (a)s is a sum of all V (σ)k ⊆ Js such that σa 6= 0. This
injection acts as a simple index change, and moreover, a†a = idJ˜(a)s . Note that for
hereditary algebras, i.e. for quivers with no relations, J˜ coincides with J , so Js is
embedded in Ji whenever there is an arrow i→ s.
Proposition 3. A point (Ui ⊆
⊕
Ξ3τi j Vj)i∈Q0 ∈∏
i∈Q0 Grαi(
⊕
Ξ3τ :i j Vj) lies in the image of Φ//GL(α) if and only
if
Ui ⊆ V (ei)i ⊕ †a(Uj ∩ J˜ (a)j ), ∀i ∈ Q0, a : i→ j. (3)
Proof. As it was shown above, (Ui ⊆
⊕
Ξ3τi j Vj)i∈Q0 ∈∏
i∈Q0 Grαi(
⊕
Ξ3τ :i j Vj) belongs to the image of Φ//GL(α) if and only if
it is an A-submodule of J , which means that τ(Ui) ⊆ Uj , ∀Ξ 3 τ : i→ j. It
is straightforward to check that these conditions are equivalent to (3). 
Denote by kQ(1) an ideal in the path algebra generated by all oriented cycles in
Q. We also use the notation kQ(t) := (kQ(1))t.
Let G be a reductive group acting on a vector space X . Recall, that
the null cone of this action is the set N = {x ∈ X | f(x) =
0, for all nonconstant homogeneous G-invariant functions on X}. By Hilbert-
Mumford’s Criterion [8, Theorem III.2.4] this is equivalent, for x ∈ X , to the
existence of a one-parameter subgroup λ : k\{0} → G with limt→0 λ(t)x = 0.
One of the possible applications of the above construction is the study of the
null cone of Rep(Q,α, ζ) in case when Q is a quiver with oriented cycles. This is
made possible by the following proposition.
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Proposition 4. Let Q be a quiver with oriented cycles.
Then the null cone of the variety Rep(Q,α, ζ) is isomorphic to
Rep(kQ/(kQ)(maxi αi), α, ζ).
Proof. First of all, recall what is the categorical quotient of a
framed representation space. Since there is a GL(α)-invariant iso-
morphism ψ : Rep(Q,α, ζ) ∼= Rep(Q˜, α˜) for a quiver Q˜ and
an extended dimension vector α˜ (see the proof of Proposition 1),
we have Rep(Q,α, ζ)//GL(α) ∼= Rep(Q˜, α˜)//GL(α) or, equivalently,
ψ∗ : k[Rep(Q˜, α˜)]GL(α) ∼−→ k[Rep(Q,α, ζ)]GL(α). But the algebra
k[Rep(Q˜, α˜)]GL(α) is generated by the traces of oriented cycles in Q˜. On
the other hand, oriented cycles in Q˜ are those of Q, and hence the algebra
k[Rep(Q,α, ζ)]GL(α) is also generated by traces of the oriented cycles in Q.
Thus the null cone consists of pairs (M,f), where M are such representa-
tions on which all the oriented cycles in Q act as nilpotent operators. Since
Ak = 0 for a nilpotent operator A in a k-dimensional space, all the oriented
cycles as operators in M vanish in the (maxi αi)-th power. But we state
that the stronger property holds: that the product of any maxi αi oriented
cycles is zero. If σ1 and σ2 are two such cycles, then by our conditions
σ1σ2 and σ2σ1 are also nilpotent, as well as any their product. Moreover,
all of them vanish in the same power. This implies that the commutator
[σ1, σ2] is also nilpotent. Indeed, any its power equals a sum of products of
σi. Since these products are nilpotent, their traces are all zero, providing
that the trace of any power of the operator [σ1, σ2] is zero. Therefore, the
commutator [σ1, σ2] is nilpotent.
Now, using Engel’s Theorem, we can conclude that there is a basis in the
representation space, in which the matrices of both σ1 and σ2 are upper-
triagonal with zeroes on the diagonal. Applying induction, we get a basis, in
which the matrices of all oriented cycles starting in a given vertex are upper-
niltriagonal. As a product of oriented cycles starting in different vertices is
zero by definition, the product of any maxi αi such operators is zero. 
We finish this section with a series of examples.
Example 1. Let A be the algebra with quiver Q : 1 a1−→ 2 a2−→ 3 and relations
ρ = {a2a1}. So, A is a Nakayama algebra with admissible sequence (1, 1); see [1,
Section IV.2]. Consider two dimension vectors α and ζ and a vector space Vi for
each ζi. Then, as we have proved,Ms(A,α, ζ) ∼= GrAα (J), where J1 = V1 ⊕ V2,
J2 = V2 ⊕ V3, and J3 = V3. Using Proposition 3 we obtain thatMs(A,α, ζ) ∼={
(Ui ⊆ Ji)3i=1 | U3 ⊆ V3, U2 ⊆ V2 ⊕ U3, U1 ⊆ V1 ⊕ (U2 ∩ V2)
}
. Note that in
this example we do not need to write the index (ei) over Vi, since there is only
one summand Vi in Ji.
Example 2. Consider the algebra A = k[x]/(x)n. It is also a Nakayama
algebra with admissible sequence (n), but now its quiver contains a loop. In fact it
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is a Jordan quiver with a single vertex and a single loop a, and the only relation is
an. Let α = (m), ζ = (k), V be a k-dimensional vector space. Then J = J1 =
V (e) ⊕ V (a) ⊕ . . .⊕ V (an−1). Observe that a acts on J as follows:
J : V (e) ⊕ V (a) ⊕ V (a2) ⊕ . . . ⊕ V(an−1)
a
y 0y idy idy idy
J : 0 ⊕ V (e) ⊕ V (a) ⊕ . . . ⊕ V (an−2) ⊕ V (an−1)
.
So, J˜ = V (e) ⊕ V (a) ⊕ . . . ⊕ V (an−2), and †a maps V (at), t = 0, . . . , n − 2, to
V (a
t+1) isomorphically.
It is easy to check that J can be viewed as k[x]/(xn) ⊗ V with a acting as ddt .
Then J˜ becomes k[x]/(xn−1) ⊗ V , †a : f ⊗ v 7→ xf ⊗ v, and the moduli space
is isomorphic to the Grassmannian of m-dimensional ddt -invariant subspaces in J .
This interpretation is in fact rather fruitful and will be further explored in next
sections.
Example 3. Let A be the algebra with quiver
2
a2
=
==
==
==
=
Q : 1
a1
@@
b1 =
==
==
==
= 4
3
b2
@@
and a single relation a2a1 − b2b1. Then A is a k-linear span of the path images
ei, i = 1, . . . , 4, ai, bi and a2a1. The components of J are J1 = V1 ⊕ V2 ⊕ V3 ⊕
V4, J2 = V2 ⊕ V4, J3 = V3 ⊕ V4 and J4 = V4 with the arrow images acting
as a1 = 0 ⊕ id⊕0 ⊕ id, b1 = 0 ⊕ 0 ⊕ id⊕ id, a2 = 0 ⊕ id, a4 = 0 ⊕ id.
Hence J˜i = Ji, for all i, all †’s are natural inclusions. That is why we venture
to omit them as well as the indexes (ei) in the final formula. So,Ms(A,α, ζ) ∼={
(Ui ⊆ Ji)4i=1 | U1 ⊆ V1 ⊕ U2, U1 ⊆ V1 ⊕ U3, U2 ⊆ V2 ⊕ U4, U3 ⊆ V3 ⊕ U4
}
.
4. Framed moduli spaces for quiver A
(1)
n−1
In three remaining sections we work over the ground field k = C.
We will see, that in attempts to apply Reineke’s construction to quivers with
oriented cycles we have to tackle with Grassmannians in infinite dimensional
spaces, that do not carry an obvious structure of algebraic variety. However, it is
well known that Reps(Q,α, ζ)//GL(α) is projective over Rep(Q,α, ζ)//GL(α),
see [7]. So, we can consider the natural projection pis : Reps(Q,α, ζ)//GL(α)→
Rep(Q,α, ζ)//GL(α) and investigate its fibers.
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In this section our aim is to describe fibers of the projection pis for a cyclic
quiver Q of type A(1)n−1:
1
a1 // 2
a2 // 3
a3 // . . . an−2// (n− 1)
an−1
vvllll
lll
lll
lll
ll
n
an
ggNNNNNNNNNNNNNN
These notation for vertices and arrows of the quiver will be used throughout Sec-
tions 4 and 5.
To each path σ in Q we associate a linear function σ∗ ∈ (kQ)∗, taking values
σ∗(σ′) =
{
1, for σ′ = σ,
0, otherwise
,
for a path σ′. Further, for σ : i  j denote V (σ)i := kσ∗ ⊆ (kQ)∗ and set
τi = ai−1ai−2 . . . ai+1ai, the shortest path starting in i. Consider the kQ-module
J with
(J)i :=
∏
σ:i k
V
(σ)
k =
=
∞∏
j=0
V
(τ ji )
i ×
∞∏
j=0
V
(τ ji+1ai)
i+1 × . . .×
∞∏
j=0
V
(τ ji−1ai−2...ai+1ai)
i−1 . (4)
Here we identify τ0i with ei. Furthermore, we use the symbol of direct product
instead of direct sum, since we allow our tuples to contain infinitely many nonzero
terms. It should be explained how ai ∈ kQ acts on J . In order to do this we use
the alternative formulated in the proof of Lemma 2. Considering the restrictions
of ai to the summands of (4) we have
ai : Ji ⊇
∞∏
j=0
V
(τ jkak−1...ai+1ai)
k
∼−−−−→
∞∏
j=0
V
(τ jkak−1...ai+1)
k ⊆ Ji+1,
for k 6= j, where ai acts as componentwise isomorphism V (τ
j
kak−1...ai+1ai)
k
id−→
V
(τkak−1...ak+1)
k . In cases if k = i a shift Ji ⊇ V (τ
j
i )
i
id−→ V (τ
j−1
i ai−1...ai+1)
k ⊆ Ji+1
takes place and, in particular, ai : Ji ⊇ V (ei)i → 0.
For a pair (M,f) ∈ Rep(Q,α, ζ) define as before the map Φ(M,f) = (ϕi)ni=1 :
M → J by ϕi(m) = (fj(τm))τ :i j . We mean here that the component of ϕ(m)
that corresponds to V (τ)k ⊆ Ji equals f(τm).
Example 4. If n = 1, then J = J1 = V (e1)×V (a)×V (a2)× . . .×V (ak)× . . .
(a = a1 : i → i is the only arrow in the quiver) and the map Φ(M,f) is of form
ϕ(m) = (f(m), f(am), f(a2m), . . . , f(akm), . . .). If ζ1 = dimV1 = 1, then J
is isomorphic to the ring k[[t]] of formal power series with coefficients in k. The
isomorphism is realized by T : (ci)∞i=0 7→
∑∞
i=0
ci
i! t
i, where the arrow a acts as ddt
in k[[t]]. Indeed, ddtT ((ci)
∞
i=0) =
d
dt(
∑∞
i=0)
ci
i! t
i =
∑∞
i=0
ci+1
i! t
i = T ((ci+1)
∞
i=0) =
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T (a · (ci)∞i=0), hence T is really an isomorphism of kQ-modules. We may further
improve Φ(M,f) by setting Φ!(M,f) := T ◦ Φ(M,f) : m 7→
∑∞
i=0
f1(ai1m)
i! t
i =
f1(
∑∞
i=0
1
i!a
i
1t
im) = f1(exp(a1t)m).
Inspired by this example, we’ll try to generalize this interpretation for arbitrary
n and ζ. Namely, consider the space J ! =
⊕n
i=1 J
!
i with J
!
i = (k[[t]] ⊗ V1) ⊕
(k[[t]]⊗V2)⊕ . . .⊕ (k[[t]]⊗Vn), for i = 1, . . . , n, with the following kQ-module
structure: ai · (G1, . . . , Gn) = (G1, . . . , Gi−1, ddtGi, Gi+1, . . . , Gn) (elements of
k[[t]]⊗Vi can be regarded as vectorsG = (g1, . . . , gζi), gj ∈ k[[t]]; in this situation
d
dt is a componentwise formal differentiation). Further, define a map T = (Ti)
n
i=1 :
J → J ! by
Ti : Ji =
∞∏
j=0
V
(τ ji )
i ×
∞∏
j=0
V
(τ ji+1ai)
i+1 × . . .×
∞∏
j=0
V
(τ ji−1ai−2...ai+1ai)
i−1 −→
−→ J !i = (k[[t]]⊗ Vi)⊕ (k[[t]]⊗ Vi+1)⊕ (k[[t]]⊗ Vi+2)⊕ . . .⊕ (k[[t]]⊗ Vi−1);
this map is componentwise and its components Tik :
∏∞
j=0 V
(τ jkak−1...ai+1ai)
k →
(k[[t]]⊗ Vk) are
Tij(c0, c1, . . . , ck, . . .) =
∞∑
k=0
1
k!
tkck.
Lemma 5. The map T is a kQ-isomorphism.
Proof. We need to show that for every i, k there is a commutative diagram
of restrictions:
Ji ⊆
∏∞
j=0 V
(τ jkak−1...ai+1ai)
k
ai−−−−→ ∏∞j=0 V (τ jkak−1...ak+1)k ⊆ Ji+1
Tik
y Ti+1,ky
J !i ⊆ (k[[t]]⊗ Vk) ai−−−−→ (k[[t]]⊗ Vk) ⊆ J !i+1
.
Observe that for k 6= i the restriction of ai to the subspaces considered
is the identity operator in both rows, hence the diagram is commutative.
Otherwise, if k = i, then ai · Tii(c0, c1, . . . , ck, . . .) = ddt
(∑∞
k=0
1
i! t
kci
)
=∑∞
k=0
1
i! t
kci+1 = Ti+1,i(c1, c2, . . . , ck+1, . . .) = Ti,i+1(a · (c0, c1, . . . , ck, . . .)).
This finishes the proof. 
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Now, just as we did in the last example we turn to maps Φ!(M,f) = (ϕ
!
i)
n
i=1 :=
T ◦ ΦM,f . Having in mind the decomposition (4), it is not hard to see that
ϕ!i(m) = (
∞∑
k=0
1
k!
tkfi(τ
k
i m),
∞∑
k=0
1
k!
tkfi+1(τ
k
i+1aim),
∞∑
k=0
1
k!
tkfi+2(τ
k
i+2ai+1aim),
, . . . ,
∞∑
k=0
1
k!
tkfi−1(τki−1ai−2 . . . ai+1aim)) =
=(fi(exp(τit)m), fi+1(exp(τi+1t)aim), fi+2(exp(τi+2t)ai+1aim), . . . ,
fi−1(exp(τi−1t)ai−2 . . . ai+1aim)).
Now it will be shown that some of the useful properties of its finite dimensional
analog hold for the above constructed map.
Lemma 6.
(i) The map Φ!(M,f) is a kQ-homomorphism.
(ii) The subspace ker Φ!(M,f) is the maximal kQ-submodule of M con-
tained in ker f .
(iii) A pair (M,f) is stable if and only if Φ!(M,f) is injective.
Proof. (i) Let ai be an arrow in Q; denote by ϕ
!
i the components Φ
!
(M,f). It
is clear that it is sufficient to show that (ai)|J !i ◦ φ!i = φ!i+1 ◦ (ai)|Mi .
We have ai · ϕ!i(m) = ai · (fi(exp(τit)m), fi+1(exp(τi+1t)aim), . . . ,
fi−1(exp(τi−1t)ai−2 . . . ai+1aim)) = ( ddtfi(exp(τit)m), fi+1(exp(τi+1t)aim),
. . . ,fi−1(exp(τi−1t)ai−2 . . . ai+1aim))=(fi(exp(τit)τim),fi+1(exp(τi+1t)aim),
. . . , fi−1(exp(τi−1t)ai−2 . . . ai+1aim)) = (fi(exp(τit)ai−1 . . . ai+1 · aim),
fi+1(exp(τi+1t)·aim),. . . ,fi−1(exp(τi−1t)ai−2. . .ai+2ai+1 ·aim))=φ!i+1(aim).
Thus, Φ!(M,f) is a kQ-homomorphism.
(ii) It follows from the first part of this lemma that ker Φ!(M,f) is a kQ-
submodule of M . Next, let N ⊆ M be a submodule contained in ker f .
Then for a path τ we have τ(N) ⊆ N and, therefore, Φ(M,f)(N) = 0 (it
is a straightforward consequence of our definitions). Consequently, N ⊆
ker Φ(M,f) = ker Φ
!
(M,f).
(iii) It is a direct consequence of (ii). 
In the finite dimensional case to each element (M,f) ∈ Reps(Q,α, ζ) associ-
ated is a submodule of J ! with dimension vector α, that is a point in the Grassman-
nian of submodules GrkQα (J
!). However, to obtain a one-to-one correspondence,
we need the following simplification.
Denote by A[t] the subspace in k[[t]] consisting of power series converging for
all t. Since k = C, this conditions means that the series is a Taylor series of a
holomorphic function, and hence the uniqueness theorem implies that A[t] is the
ring of entire functions O(C). As ϕ!i are expressed in terms of exponents, they all
18 S. FEDOTOV
lie in J !!i := (A[t]⊗Vi)⊕ (A[t]⊗Vi+1)⊕ (A[t]⊗Vi+2)⊕ . . .⊕ (A[t]⊗Vi−1). Set
J !! :=
⊕n
i=1 J
!!
n . It is not hard to see that J
!! is a kQ-submodule in J !, and so our
task is now to describe all kQ-submodules in J !! with dimension vector α, i.e. the
set GrkQα (J
!!) and to prove that such submodules are in one-to-one correspondence
with stable pairs (M,f) ∈ Reps(Q,α, ζ).
Let U ⊆ J !! be a kQ-submodule with dimension vector α. Then for each
i = 1, . . . , n we have an inclusion ai(Ui) ⊆ Ui+1. This in particular implies that
τi(Ui) ⊆ Ui. But we know that τi : J !!i =
⊕n
j=r1(A[t] ⊗ Vj) →
⊕n
j=1(A[t] ⊗
Vj) = J
!!
i+1, (G1, . . . , Gn) 7→ ( ddtG1, . . . , ddtGn). Hence if U is a submodule,
then it is preserved by the componentwise differentiation of elements G ∈ Ui.
This means that Ui are ddt -invariant subspaces in J
!!
i (note that
⊕n
j=1(A[t]⊗Vj) ∼=
A[t] ⊗ (⊕nj=1 Vj) and so its elements may be considered as ∑nj=1 ζj-tuples of
functions). Further, let D(i) = (d(i)pq ) be the matrix of the restricted operator ddt |Ui
and set k = αi, m =
∑n
j=1 ζj . Fix a base g1, . . . , gk in Ui (following the idea
expressed in a recent remark we here consider gj as a m-tuple of functions: gj =
(gjl)
n
l=1). Then, for all j, we get:
d
dt
gj = d
(i)
1j g1 + d
(i)
2j g2 + . . .+ d
(i)
kj gk.
It is an easy calculation to check that
(g1(t), . . . , gk(t)) = (g1(0), . . . , gk(0)) exp(D
(i)t). (5)
Now Cayley-Hamilton’s Theorem implies that χi(D(i)) = 0 in Ui, where χi is a
characteristic polynomial of D(i). Thus each vector function g ∈ Ui satisfies the
differential equation χi( ddt)g = 0.
We can finally show that the above constructed correspondence between stable
pairs and points in Grassmannian is one-to-one.
Proposition 5. The map Φ! : Reps(Q,α, ζ) → IHomkQα (J !!), (M,f) 7→
Φ!(M,f) is a bijection.
Proof. We need to show that having an inclusion Φ! ∈ IHomkQα (J !!) we can
uniquely recover a pair (M,f). First of all note that since, for each j,r, we
have τ rj aj−1 . . . ai = aj−1 . . . aiτ
r
i , the map ϕ
!
i may be written as:
ϕ!i(m) = (fi(exp(τit)m), fi+1(ai exp(τit)m), . . . ,
fi−1(ai−2 . . . ai+1ai exp(τit)m)). (6)
Let now U = (Ui)
n
i=1 ⊆ J !! be a submodule with dimension vector α. Let
also Ui = span
{
g
(i)
1 (t), . . . , g
(i)
αi (t)
}
.
Recall the equality (5), setting gr(t) = g
(i)
r (t). The matrices(
g
(i)
1 (t), . . . , g
(i)
αi (t)
)
and
(
g
(i)
1 (0), . . . , g
(i)
αi (0)
)
may be divided into horizontal
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blocks of size ζj × αi, those blocks corresponding to the natural projections
Pj : J
!!
i  A[t]⊗ Vj . Thus, for each j, we obtain(
Pjg
(i)
1 (t), . . . , Pjg
(i)
αi (t)
)
=
(
Pjg
(i)
1 (0), . . . , Pjg
(i)
αi (0)
)
expD(i)t · Eαi , (7)
where Eαi is the identity matrix of size αi × αi. These equalities can
be interpreted as follows: there is a map Ψ = (Ψij)
n
i,j=1 with Ψij =(
Pjg
(i)
1 (0), . . . , Pjg
(i)
αi (0)
)
expD(i)t : Mi → A[t] ⊗ Vj ⊆ J !!i , where M is a
graded vector space with dimension vector α; one may easily establish that
Ψ is bijective. We need to show that Ψ = Φ!(M,f) for a map f : M → V and
a certain kQ-module structure on M .
As for the module structure, it is quite clear: viewing (6) as formulas
defining the natural inclusion U ↪→ J !!, we set M = U . Further, f = (fi)ni=1
is defined as a tuple of compositions fi : Mi ↪→ J !!i  Vi, where Vi should
be regarded as the component of J !!i associated to ei (we mean V
(ei)
i ⊆
V
(ei)
i ⊕
⊕∞
j=1 V
τ ji
i = (k[[t]]⊗ Vi)). Hence,
fi = Ψii|t=0 : m 7→
(
Pig
(i)
1 (0), . . . , Pig
(i)
αi (0)
)
m.
Now it is left to prove that (7) defines a map Ψ coinciding with Φ(M,f) for
the above M and f . From (6) it follows, that it is sufficient to show, that(
Pjg
(i)
1 (0), . . . , Pjg
(i)
αi (0)
)
expD(i)t = fj · aj−1 . . . ai exp(τit), (8)
for j 6= i. But D(i) is just a notation for the matrix of τi, so exp(D(i)t) ≡
exp(τit). Canceling this exponent, we turn (8) into(
Pjg
(i)
1 (0), . . . , Pjg
(i)
αi (0)
)
=
(
Pjg
(j)
1 (0), . . . , Pjg
(j)
αj (0)
)
· aj−1 . . . ai.
We are going to prove this as a matrix equality, and so we can immediately
write(
aj−1 . . . aig
(i)
1 (t), . . . , aj−1 . . . aig
(i)
αi (t)
)
=
(
g
(j)
1 (t), . . . , g
(j)
αj (t)
)
· aj−1 . . . ai,
where aj−1 . . . aig
(i)
r (t) stands for the value of aj−1 . . . aig
(i)
r in t. Descending
to the level of projections, we obtain(
Pjaj−1 . . . aig
(i)
1 (t), . . . , Pjaj−1 . . . aig
(i)
αi (t)
)
=
=
(
Pjg
(j)
1 (t), . . . , Pjg
(j)
αj (t)
)
· aj−1 . . . ai,
but ar acts on J
!!
i as (id, . . . ,
d
dt , . . . , id), where the differentiation takes place
only at the r-th position. Consequently, the product aj−1 . . . ai does not
change the j-th projection of g(i), implying that(
Pjaj−1 . . . aig
(i)
1 (t), . . . , Pjaj−1 . . . aig
(i)
αi (t)
)
=
(
Pjg
(i)
1 (t), . . . , Pjg
(i)
αi (t)
)
,
and the required equality follows. The proposition is proved. 
20 S. FEDOTOV
Corollary 5. Points of Ms(Q,α, ζ) are in one-to-one correspondence
with points of the Grassmannian of submodules GrkQα (J
!!).
This, however, does not give us a desired isomorphism. The reason is that
instead of describing the quotient we rather have proved that GrkQα (J
!!) is an alge-
braic variety.
Now consider the standard categorical quotient piGL(α) : Rep(Q,α, ζ) →
M(Q,α) = Rep(Q,α, ζ)//GL(α). As it was pointed out before, this quotient
parameterizes all possible characteristic polynomials of the cycles τ1, . . . , τn in
Q; following this observation, we will consider M(Q,α, ζ) as embedded in the
product k[x]α1× . . .×k[x]αn , where k[x]r is a space of polynomials of degree nor
higher than r + 1. It is clear that not each tuple of polynomials can be obtained
from a representation. Although we are not going to give an explicit description
of M(Q,α, ζ) as a subvariety in k[x]α1 × . . . × k[x]αn , we prove the following
useful lemma.
Lemma 7. Let χ = (χ1, . . . , χn) be an admissible tuple of polynomi-
als and λ1, . . . , λN be all different roots of χ1, . . . , χn. Let also rij be the
multiplicity of λj as a root of χi. If λj 6= 0, then r1j = . . . = rnj.
Proof. Let M ∈ pi−1GL(α)(χ). Consider the Jordan block decomposition
of Mi with respect to τi. Then rij is the dimension of the subspace
V
λj
i := {m ∈Mi | ∃q ∈ N : (τi − λj id)qm = 0}. Since the restriction of
τi = ai−1 . . . ai on V
λj
i is non-degenerate, ap−1 . . . ai(M
λj
i ) ∩ ker ap = 0,
for all p = 1, . . . , n. As τpap−1 . . . ai = ap−1 . . . aiτi, all τp|ap−1...ai(Mλji ) are
conjugate and therefore have the same eigenvalues. 
Recall that there is a natural projection pis : Ms(Q,α, ζ) → M(Q,α, ζ). We
are going to investigate its fibers pi−1s (χ), for χ = (χ1, . . . , χn) ∈M(Q,α, ζ).
Fix a tuple χ. Let λj and rij be as in Lemma 7. Define rj = (r1j , . . . , rnj),
for j = 1, . . . , N . Consider the submodules J(λj , rj) of J
!!, where J(λj , rj)i
is the subspace in A[t] ⊗ (⊕nj=1 Vj) generated by all solutions of the differential
equation ( ddt − λj id)maxi rij · g = 0.
Lemma 8. For M ∈pi−1s (χ), the image Φ!(M,f)(M) lies in
⊕N
j=1 J(λj , rj).
Proof. As was shown before, each vector function in (Φ(M,f)(M))i satisfies
the equation χi(
d
dt) · g = 0, where χi is a characteristic polynomial of τi
as an operator in Mi. If χi(t) = (t − λ1)ri1 . . . (t − λN )riN , then clearly
(Φ(M,f)(M))i ⊆ J(λ1, r1)i ⊕ . . . ⊕ J(λN , rN )i. This yields the required in-
clusion. 
Let nowW =
⊕N
j=1 J(λj , rj) and Φ
j
(M,f) be Φ
!
(M,f) followed by the projection
on J(λj , rj) along
⊕
p 6=j J(λp, rp).
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Lemma 9. A stable pair (M,f) is in pi−1GL(α)(χ) if and only if the di-
mension vector of each Φj(M,f)(M) ⊆ J(λj , rj), j = 1, . . . , N , equals rij.
Proof. The “only if” part is straightforward. Conversely, if (M,f) is a stable
pair, we have Φj(M,f)(M) =
⊕N
j=1W (j), where W (j) = W∩J(λj , rj), so that
W (j)i = W
λj
i . Since Φ
!
(M,f) is a kQ-homomorphism, dimM
λj
i = dimW
λj
i =
rij . Therefore the multiplicity of λj as an eigenvalue of τi as an operator on
Mi equals rij . This implies that the characteristic polynomial of τi acting
on Mi is
∏N
j=1(t− λj)rij = χi(t). So, (M,f) ∈ pi−1GL(α)(χ). 
This lemma ensures that Φ! : Reps(Q,α, ζ) → IHomkQα (J !!), (M,f) 7→
Φ!(M,f) restricted to pi
−1
GL(α)(χ) induces a bijection Rep
s(Q,α, ζ) ∩ pi−1GL(α)(χ)→∏N
j=1 IHom
kQ
rj
(J(λj , rj)). As J(λj , rj) are finite dimensional, we can use
Lemma 4 to prove that pi−1s (χ) is isomorphic (this time as an algebraic variety)
to
∏N
j=1 Gr
kQ
rj
(J(λj , rj)).
Collecting the results obtained we can state the following:
Theorem 4. (1) Points of the quotient Ms(Q,α, ζ) are in one-to-
one correspondence with points of the Grassmannian of submodules
GrkQα (J
!!).
(2) Let χ = (χ1, . . . , χn) be an admissible tuple of polynomials,
λ1, . . . , λN be all different roots of χ1, . . . , χn, and rij be the mul-
tiplicity of λj as a root of χi. Then pi
−1
s (χ)
∼= ∏Nj=1 GrkQrj (J(λj , rj)),
where rj = (r1j , . . . , rnj).
5. An explicit realization of fibers
Let Q be a Jordan quiver consisting of a single vertex and a single loop (both
this loop and the corresponding operator in a representation will be denoted by a).
Set also α = (m), ζ = (q). This is the case when our construction becomes as
clear as possible.
It is evident that the standard categorical quotient for the action GL(m) :
Rep(Q,m) is isomorphic to Am: points of the quotient are tuples of character-
istic polynomial coefficients of the operator corresponding to the arrow a; having
this in mind we will further assume thatM(Q,m) is embedded in k[t]m.
We have J !! = J !!1 = A ⊗ V1, and the map Φ!(M,f) becomes ϕ(m) =
f1(exp(at)m). Further, for a subspace U ∈ Grm(J !!) the equivalence U ∈
Im(Φ!)⇔ ddt(U) ⊆ U holds. Thus, the fiber over χ ∈ k[x] is precisely Gr
d
dt
m (J !!χ)
(the Grassmannian of m-dimensional ddt -invariant subspaces in J
!!
χ).
Imagine q = 1. We then have ordinary functions instead of vector ones; and the
dimension of the solution space of the differential equation χ( ddt)g = 0 equals m.
So each Grassmannian Gr
d
dt (J !!χ) consists in this case of a single subspace. It other
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words, in each fiber of the projection pis :Ms(Q,m, 1)M(Q,m, 1) there is at
most one point. Such a result is rather upsetting, though the situation will be more
favorable for q > 1. We may even guarantee that for q = m each kQ-module M
arises as a member of a stable pair (M,f) ∈ Reps(Q,m, q) (it is, for instance,
(M, id)).
The next theorem describes the fibre structure of pis for arbitrary q and m.
Theorem 5. Let m, q be positive integers.
(a) If χ(x) =
∏s
i=1(x − λi)ri and all λi are different, then pi−1s (χ) ∼=∏s
i=1 Gr
d
dt
ri (J(λi, ri)).
(b) If m = 1, then Gr
d
dt
m (J(λ,m)) ∼= Pq−1.
(c) If m > 1 and χ(x) = (x− λ)m, then Gr
d
dt
m (J(λ,m)) is isomorphic to
the subvariety in P(
∧m J(λ,m)) given by the following equations:
(i) The Plucker equations;
(ii) pi1i2...im = 0, if ij > mj, for some j;
(iii) For each tuple i1, . . . , im:∑
1,...,m∈{0;1}m
21+...+
2
m 6=0
pi1+m1,...,im+mm = 0.
Proof. (a) is by Theorem 4.
(b) For m = 1, we have χ(x) = (x − λ), where λ ∈ k. But each one-
dimensional ddt -invariant subspace in J(λ, 1) is generated by a vector function
g satisfying ddtg = λg that is by (α1e
λt, . . . , αqe
λt), where αi ∈ k. Hence,
Gr
d
dt
1 (J(λ, 1)) is a projectivization of the linear span of such functions, i. e.
it is isomorphic to Pq−1.
(c) Before starting to prove this, we must confess that the relations of
group (ii) are in fact unnecessary, for they follow from (i) and (iii). Although,
in practice they may help to simplify much of the group (iii) relations and
to shorten their list, so we couldn’t help mentioning them. Because of this,
we first prove that the equations (ii) are satisfied in our variety, and then
we show that it is in fact given by (i) and (iii).
It is necessary to fix some notation. For i = 1, . . . , q, j = 0, . . . ,m −
1, set eij = (0, . . . , 0,
1
j! t
jeλt, 0, . . . , 0), where the only nonzero com-
ponent is the i-th one. Let now U ∈ Gr
d
dt
m (J(λ,m)). Then U =
spank
{∑
i,j α
(k)
ij eij | k = 1, . . . ,m
}
, where base elements will be chosen in
the following way. Decompose U into a direct sum of subspaces Ut satisfying
the property that each characteristic polynomial χt(x) = x
n + cn−1xn−1 +
. . .+ c1x+ c0 of the restriction of
d
dt to Ut is minimal. But in this case in a
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certain base the matrix of ddt |Ut will be written as
−cn−1 1
−cn−2 0 1
...
. . .
. . .
−c1 0 1
−c0 0
 ,
which means that the first basic vector is a derivative of the second, the
second one is the derivative of the third and so on until the last one which
satisfies the differential equation χt(
d
dt)g = 0. Collecting the bases of all Ut,
we obtain a convenient spanning set.
In P(
∧m J(λ,m)) to the subspace U associated is a line spanned by ωU =
(
∑
i,j α
(1)
ij eij) ∧ . . . ∧ (
∑
i,j α
(m)
ij eij). It is easy to see that coefficients in the
decomposition ωU =
∑
l1m+ν1<...<lmm+νm
pl1m+ν1,...,lmm+νmeν1l1 ∧ . . . ∧ eνmlm
satisfy the relations (ii).
Let now ωU = (
∑
i,j α
(1)
ij eij) ∧ . . . ∧ (
∑
i,j α
(m)
ij eij) =∑
L=(l1m+ν1<...<lmm+νm)
pLeL be a tensor corresponding to a subspace
U . One can easily check that U is ddt -invariant if and only if ωU is a
relative ddt -invariant. On the other hand,
d
dt · ωU = (
∑
i,j α
(1)
ij
d
dteij) ∧ . . . ∧
(
∑
i,j α
(m)
ij
d
dteij) = (
∑
i(λα
(1)
i0 ei0+α
(1)
i1 (λei1+ei0)+. . .+α
(1)
im(λeim+ei,m−1)))∧
. . .∧(∑i(λα(m)i0 ei0+α(m)i1 (λei1+ei0)+. . .+α(m)im (λeim+ei,m−1))) = λωU+UU .
The last term denoted by UU is to be investigated. Its summands are
obtained when ei,j−1 are taken instead of eij in the above wedge product.
Therefore, the coefficient of eν1l1 ∧ . . . ∧ eνmlm in this term equals∑
1,...,m∈{0;1}m
21+...+
2
m 6=0
pml1+ν1+m1,...,mlm+νm+mm .
But let l∗1, . . . , l∗m be such a tuple that pmr1+η1,...,mrm+ηm = 0 or not defined
for all vectors (mr1 + η1, . . . ,mrm + ηm) with ri > l
∗
i ∀i, and, moreover,
pmr1+µ1,...,mrm+µm 6= 0 for some µ1, . . . , µm. Then the coefficient eµ1r1 ∧
eµmrm of
d
dt · ωU equals λmpmr1+µ1,...,mrm+µm , and thus if ωU is a relative
d
dt -invariant, we have
d
dt ·ωU = λmωU . Consequently, U is ddt -invariant if and
only if UU is zero. But we have already shown that, rewritten in terms of
Plucker coordinates of ωλ, this condition becomes (iii). This completes the
proof of the theorem. 
Example 5. For m = q = 2 these relations are very simple. It is a straight-
forward computation to check that in this case, for µ 6= λ
pi−1s ((x− λ)(x− µ)) ∼= P1 × P1,
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which is a non-degenerate quadric. When the eigenvalues coincide, the fiber is
pi−1s ((x− λ)2) ∼=
{
ω =
∑
k<l
pklek ∧ el ∈ P
(∧2
J(λ, 2)
) ∣∣∣∣p214 − p13p24 = 0,p34 = 0, p14 = p23
}
,
i.e. a degenerate quadric.
Now let Q be an arbitrary quiver of type A(1)n (we use the notation from the
previous section for its vertices and arrows ). As it was shown before, the layer of
Ms(Q,α, ζ) over a point χ = (χ1, . . . , χn) of the standard categorical quotient is
isomorphic to
∏N
i=1 Gr
kQ
rj
(J(λj , rj)), where the notation is as in Theorem 4. On
the other hand,
GrkQrj (J(λj , rj)) =

Ni ⊆ A[t]⊗ m⊕
j=1
Vj
n
i=1
∣∣∣∣∣∣
d
dt(Ni) ⊆ Ni
ai(Ni) ⊆ Ni+1
( ddt − λj id)maxi rij |Ni ≡ 0
 ,
where ai : A[t]⊗
⊕m
j=1 Vj → A[t]⊗
⊕m
j=1 Vj acts as
d
dt onA[t]⊗Vi and trivially
on all other components.
Convenient is to fix the following basis in all J(λ, rj)i: e
(i,λ)
qrs =
(0, . . . , tseλt, . . . , 0) ∈ A[t] ⊗ Vq, where the only nonzero component is the r-th
one. Furthermore, in Grrij (J(λj , rj)i) we will be considering Plucker’s coordi-
nates corresponding to this basis; they will be denoted by p(j)k1,...,kαj , where kh are
in fact triples of indices (qh, rh, sh). Recall that by Theorem 4 it is sufficient to
describe the quotient for the case, when all λi coincide.
Theorem 6. Let Q be a quiver of type A
(1)
n . The Grassmannian
GrkQα (J(λ, α)) is isomorphic to the subvariety of
∏n
i=1 P (
∧αi (J(λ, α))i)
given by:
(a) The equations (i) – (iii) from Theorem 5 for each component
P (
∧αi (J(λ, α))i);
(b) p
(i)
j1...jαi
p
(i+1)
k1...kαi
= p
(i)
k1...kαi
p
(i+1)
k1...kαi
, for all (j1, . . . , jαi) and
(k1, . . . , kα1), for λ 6= 0;
(c)
∑αi+1
l=0 (−1)lp(i)j′1...j′αi−1k′lp
(i+1)
k0...k̂l...kαi+1
= 0, for all tuples j1, . . . , jαi−1
(the last component in these triples has to be less than αi) and
k1, . . . , kαi+1, where k
′
l = (q, r, s + 1), if kl = (q, r, s) with q = i,
and k′l = kl otherwise, for λ = 0.
Proof. At first, all Mi are
d
dt -invariant, so (i) – (iii) of Theorem 5 hold. In
addition, there is a condition ai(Mi) ⊆Mi+1. If αi = αi+1, this is equivalent
to the corresponding skew symmetric tensors being proportional, i. e. to
(b).
Otherwise, if λ = 0, we use a technique that may in fact be ap-
plied in any case. Namely, let ωMi ∈ P (
∧αi(J(λ, α))i) and ωMi+1 ∈
P (
∧αi+1(J(λ, α))i+1) be the tensors corresponding to Mi and Mj ; let
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also ω′Mi = ai · ωMi . Consider the basis ξ
(i+1)
qrs in
∧αi (J(λ, α))i, that
is adjoined to e
(i)
q,r,s. Then ai(Mi) ⊆ Mi+1 if and only if for each tuple
j1, . . . , jαi−1 we have ω′Mi(ξ
(i+1)
j1
, . . . , ξ
(i+1)
jαi−1
, ·)∧ωMi+1 = 0. But, on the other
hand, 〈ai(e(i)k ), ξ(i+1)j 〉 6= 0 if and only if k = j′ (the meaning of prime
was defined in the statement of theorem), so ω′Mi(ξ
(i+1)
j1
, . . . , ξ
(i+1)
jαi−1
, ·) =∑
l p
(i)
j′1...j
′
αi−1l
′e
(i+1)
l . Consequently, ω
′
Mi
(ξ
(i+1)
j1
, . . . , ξ
(i+1)
jαi−1
, ·) ∧ ωMi+1 =
(
∑
l p
(i)
j′1...j
′
αi−1l
′e
(i+1)
l ) ∧ (
∑
p
(i+1)
h1...hαi+1
e
(i+1)
h1
∧ . . . ∧ e(i+1)hαi+1 ). Having opened
the brackets, we obtain that the coefficient of e
(i+1)
k0
∧ e(i+1)k1 . . . e
(i+1)
kαi+1
equals ±∑αi+1l=0 (−1)lp(i)j′1...j′αi−1k′lp(i+1)k0...k̂l...kαi+1 . But as was mentioned be-
fore, the inclusion ai(Mi) ⊆ Mi+1 is equivalent to the fact that all
ω′Mi(ξ
(i+1)
j1
, . . . , ξ
(i+1)
jαi−1
, ·)∧ωMi+1 are zero, which means that their coefficients
are zero. Thus we come to (c).
Theorem 6 is proved. 
6. Quivers with successive cycles
A quiver Q will be called a quiver with successive cycles, if whenever two
oriented cycles in Q have a common vertex, they are both powers of a certain
cycle. It is easy to see that all such quivers may be constructed through the fol-
lowing procedure (that justifies our choice of terminology). Take a quiver without
oriented cycles and replace some of its vertices by oriented cycles so that the ar-
rows that used to start from the replaced vertex may now start from any chosen
vertex of the pasted cycle. Here is an example of a quiver obtained through such a
transformation:
Using our description of the quotient for the case of one oriented cycle, we can
generalize the technique we possess to such quivers. As before, we denote by pis
the natural projectionMs(Q,α, ζ)→M(Q,α, ζ).
Theorem 7. Let Q be a quiver with successive cycles. Let also α and
ζ be two dimension vectors and y be a point in M(Q,α, ζ). There exists
a quiver Q♠, a dimension vector α˜ ∈ (Z>0)Q♠0 , and a finite dimensional
representation W♠ of Q♠ such that pi−1s (y) ∼= GrkQ
♠
α˜ (W
♠).
Proof. We begin the proof by giving a construction of a module J !! such
that points in GrkQα (N) are in one-to-one correspondence with points in the
quotient space Ms(Q,α, ζ).
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Let Q̂ be the quiver without oriented cycles, from which Q may be ob-
tained through the above procedure, and Ξi be the set of all paths in Q̂
starting at i. For the vertices of the oriented cycle that we place instead of
the i-th vertex of Q̂ we set the following notation:
i(0)
ci,1 // i(1)
ci,2 // i(2)
ci,3 // . . .
ci,ni−1// i(ni−1)
vvlll
lll
lll
lll
lll
i(ni)
ci,ni
hhQQQQQQQQQQQQQQQQ
.
Let also τi,j be the cycle of minimal nonzero length starting at i
(j), if there
is any, or ei = ei(0) , otherwise.
As before, we consider the kQ-module J with Ji =
∏
σ:i j V
σ
j . Every
path σ in Q is of the form σ = Blτ
kl
il,jl
al . . . B2τ
k2
i2,j2
a2B1τ
k1
i1,j1
a1B0τ
k0
i0,j0
, where
l = l(σ) is the length of σ, aj are arrrows of Q̂, and Bt are segments of τit,jt ,
that are not oriented cycles. Let a0 = i and ut = hat. We then have that,
for r = 0, . . . , nul ,
Ji(r) ∼=
∏
Ξi3ρ=al...a2a1
max(nul−1,0)⊕
t=0
Kl[xρ,l]⊗ . . .⊗K0[xρ,0]⊗ Vu(t)l ,
where
Kq[x] :=
{
k[[x]], if l(τiq,jq) > 0,
k, otherwise.
Thus we may set
J !!i(r) :=
⊕
Ξi3ρ=al...a2a1
max(nul−1,0)⊕
t=0
Kl[xρ,l]⊗ . . .⊗K0[xρ,0]⊗ Vu(t)l ,
where
Kq[x] :=
{
A[x], if l(τiq,jq) > 0,
k, otherwise.
Let c1 = cul,1 be the arrow belonging to τil,jl that starts at ul. For a pair
(M,f) ∈ Rep(Q,α, ζ) the map Φ!(M,f) : M → J !! acts as
ϕi(r) =
⊕
Ξi3ρ=al...a2a1
max(nul−1,0)⊕
t=0
fit+1l ct . . . c1exp(τil,jlxρ,l) . . . a1B0exp(τi0,rxρ,0),
(9)
where
exp(τi,jy) :=
{
exp(τi,jy), if l(τi,j) > 0,
id, otherwise.
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Combining the proofs of Lemma 2 and Lemma 6 we see that thus defined
ϕ!(M,f) enjoys its usual properties, i.e. that the statement of Lemma 6 holds
in this situation.
Proposition 6. The map Φ! : Reps(Q,α, ζ) → IHomkQα (J !!), (M,f) 7→
Φ!(M,f) is a bijection.
Proof. Let U ⊆ J !! be a subrepresentation with dimension vector α. We need
a pair (M,f) such that Im(Φ!(M,f)) = U . Take M = U . The maps fi(j) are
then reconstructed as compositions of the projections Ui(j) → K0[xei,0]⊗Vi(j)
with evaluation at 0. It is now only left to show that Φ!(U,f) is the natural
inclusion U ↪→ J !!.
The proof is by “downward induction over Q̂”. If i ∈ Q̂ is a sink, we apply
Proposition 5. For an arbitrary vertex i, fix a basis G1, . . . , Gdj in each Ui(j)
and observe that, as in (5),(
G1(xei,0), . . . Gdj (xei,0)
)
=
(
G1(0), . . . Gdj (0)
)
exp(τi,jxei,0),
where Gp(xei , 0) are in fact functions in xρ,t, for ρ 6= ei. We need to prove
that the right hand side of this equality coincides with (9). Recall that⊕
a:i→p aB0,a, where B0,a is the shortest segment of τi,j linking i
j with ta,
acts as evaluation at xei,0 = 0. So,
(
G1(0), . . . Gdj (0)
)
consists of horizontal
blocks representing the bases of aB0,a(Uij ), where a are arrows starting at
vertices of τi,j . By the induction hypothesis all these blocks are of the form
(9). Thus the claim follows. 
Corollary 6. Points of the quotient spaceMs(Q,α, ζ) are in one-to-one
correspondence with points of the Grassmannian of submodules GrkQα (J
!!).
This, however, rather characterizes GrkQα (J
!!), than the quotient space.
So, as we did in Section 4, we restrict our attention to the fibers of pis.
Recall that the algebra k[Rep(Q,α, ζ)] is generated by coefficients of char-
acteristic polynomials of all oriented cycles in Q. So we can consider y as a
tuple
{
χ̂i,j | i ∈ Q̂0, j = 0, . . . , ni
}
, where
χ̂i,j :=
{
the characteristic polynomial of τi,j , if l(τ(i, j) > 0,
0, otherwise.
We are now ready to prove the theorem. Introduce the module W with
Wi(r) :=
⊕
Ξi3ρ=al...a2a1
 l⊗
t=0
Kt[xρ,t]⊗
max(nul−1,0)⊕
t=0
Vu(t)l

χ̂it,jt
(
∂
∂xρ,t
)
,
t=0,...,l
,
where j0 = r. It is clearly finite dimensional. We claim that for a stable
pair (M,f) ∈ pi−1s (y) the image of ϕ!(M,f) lies in W .
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We prove this by “downward induction over Q̂”. Let i be a sink in Q̂.
If this vertex is replaced by an oriented cycle, we may use the results of
Section 4, otherwise the claim is trivial.
Now, consider an arbitrary vertex i. If it does not belong to an oriented
cycle, recall that by Proposition 3 we have, for every submodule U of J !!,
Ui(0) ⊆ Vi(0) ⊕
⊕
a:i(0)→j(r) Uj(r) ⊆ Vi(0) ⊕
⊕
a:i(0)→j(r) Wj(r) , but by definition
of χ̂i,0 this clearly lies in Wi(0) . Otherwise, we use (9) with exp the usual
matrix exponents to understand that all χ̂it,jt(
∂
∂xρ,t
) annulate Wi(r) , for r =
0, . . . , ni.
Although Φ! : (M,f) 7→ Φ(M,f) induces an inclusion pi−1GL(α)(y) ∩
Reps(Q,α, ζ) ↪→ IHomkQα (W ), in general it is not surjective. For exam-
ple, let Q be a Jordan quiver consisting of a single loop a. Take α = ζ = 2
and χa(x) = (x− 1)(x− 2). Then the corresponding W contains a subrep-
resentation U spanned by
(
et
0
)
and
(
0
et
)
, which is not in pi−1GL(2)(χa). Hence
we need to refine our construction.
Let λ
(i)
1 , . . . , λ
(i)
Ni
be all different roots of χ̂i,j , for j = 1, . . . , ni. Let also
r
(i,j)
l be the multiplicity of λ
(i)
l as a root of χ̂i,j and r
(i)
l = (r
(i,0)
l , . . . , r
(i,ni)
l ).
If χ̂i,j is a zero polynomial, we set Ni = 1, λ
(i)
1 = 0, and r
(i,0)
1 = αi(j) .
For j = 0, . . . , ni, define J(λ
(i)
l , r
(i)
l )i(j) as the subspace of Wi(j) generated
by all solutions of the differential equation ( ∂∂xei,0
− λ(i,j)l id)maxq r
(i,q)
l g = 0.
Note, that usually these subspaces do not form a subrepresentation, like
they used to in Section 4. Since Wi(j) =
⊕Ni
l=1
(
Wi(j) ∩ J(λ(i)l , r(i)l )i(j)
)
,
there are natural projections p
(i,j)
l : Wi(j)  Wi(j) ∩ J(λ(i)l , r(i)l )i(j) along⊕Ni
l′ 6=l
(
Wi(j) ∩ J(λ(i)l′ , r(i)l′ )i(j)
)
. The same arguments as we used to prove
Lemma 9, show that a stable pair (M,f) lies in pi−1GL(α)(y) if and only if the
dimensions of p
(i,j)
l (Φ
!
(M,f)(M)i(j)) equal r
(i,j)
l , for all i, j and l. Hence, Φ
!,
induces an inclusion of pi−1GL(α)(y)∩Reps(Q,α, ζ) into the subvariety I˜H(W )
in ∏
i(j)∈kQ0,
l=1,...,Ni
IHomr(i,j)l
(
Wi(j) ∩ J(λ(i)l , r(i)l )i(j)
)
,
consisting of those tuples of injections, whose images give a Q-
subrepresentation of W . Using Lemma 4 one may deduce that this inclusion
is in fact a GL(α)-invariant isomorphism of algebraic varieties. Therefore,
pi−1s (y) ∼= I˜H(W )//GL(α). However, the latter does not yet look like a Grass-
mannian of submodules.
We now construct a quiver Q♠, setting
Q♠0 =
{
i(j,l) | i(j) ∈ Q0, l = 1, . . . , Ni
}
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and
Q♠1 =
{
ci,j,l : i
(j,l) → i(j+1,l) | j = 0, . . . , ni; l = 1, . . . , N
}
∪
∪
{
a(l1,l2) : i
(j1,l1)
1 → i(j2,l2)2 | a : ij11 → ij22
}
.
Observe that W may be considered as a representation W♠ of Q♠ with
W♠
i(j,l)
= Wi(j) ∩ J(λ(i)l , r(i)l )i(j) . The dimension vector of W♠ is α˜ with
α˜i(j,l) = r
(i,j)
l . It is now straightforward to check that I˜H(W )//GL(α) is
isomorphic to the Grassmannian GrkQ
♠
α˜ (W
♠). This finishes the proof. 
Remark. For Q = A(1)n−1 the quiver Q
♠ is non-connected. In fact, it is a
union of N copies of Q, where N is as in Theorem 4. So, a kQ♠-module is a
N -tuple of representations of Q. In particular, W♠ splits as
⊕
j J(λj , rj). So,
GrkQ
♠
α˜ (W
♠) ∼= ∏j GrkQrj (J(λj , rj)).
To illustrate both the theorem and the proof, we give an example.
Example 6. Let Q̂ = 1
a′1 //
a
′′
1
// 2
a2 // 3
a3 // 4
a4 // 5 . Replace its second
and fourth vertices by loops b and c respectively and denote the quiver obtained
by Q. Fix two dimension vectors α and ζ and construct our usual J !!. Then
J !!5 = V5, J
!!
4 = A[x] ⊗ V4 ⊕ A[x] ⊗ V5, J !!3 = V3 ⊕ A[x] ⊗ V4 ⊕ A[x] ⊗ V5,
J !!2 = A[y] ⊗ V2 ⊕ A[y] ⊗ V3 ⊕ A[x, y] ⊗ V4 ⊕ A[x, y] ⊗ V5, and J !!1 = (V1 ⊕
A[y1]⊗ V2 ⊕A[y1]⊗ V3 ⊕A[x, y1]⊗ V4 ⊕A[x, y1]⊗ V5)⊕ (V1 ⊕A[y2]⊗ V2 ⊕
A[y2]⊗ V3⊕A[x, y2]⊗ V4⊕A[x, y2]⊗ V5) with maps between them as follows:
a′1 = 2y ◦ ((0⊕ id⊕ id⊕ id⊕ id)⊕ (0⊕0⊕0⊕0⊕0)), a′′1 = 2y ◦ ((0⊕0⊕0⊕
0⊕0)⊕ (0⊕ id⊕ id⊕ id⊕ id)), b = ∂∂y , a2 = 0⊕γ0⊕γ0⊕γ0, a3 = 0⊕ id⊕ id,
c = ddx , and a4 = 0 ⊕ δ0, where δ0 : G(x) 7→ G(0), γ0 : F (x, y) 7→ F (x, 0) and
2y(F (x, yi)) := F (x, y).
Our purpose is now to show that fibers ofMs(Q,α, ζ) over points of categori-
cal quotient are realized as a kQ♠-module Grassmannians GrkQ
♠
α˜ (W
♠) for some
quiver Q♠, dimension vector α˜, and finite dimensional module W♠. The categor-
ical quotient Rep(Q,α)//GL(α) is isomorphic to Aα2 × Aα4 , and its points may
be viewed as pairs χ = (χb, χc) of characteristic polynomials of b and c. Having
fixed such a pair, we construct the required modules W by “downward induction”.
At first, we need a finite dimensional module W such that Φ!(M,f)(M) lies in
W , for each M ∈ pi−1GL(α)(χ). As usually, let λ
(b)
1 , . . . , λ
(b)
Nb
and λ(c)1 , . . . , λ
(c)
Nc
be
all different roots of χb and χc respectively, with r
(b)
i and r
(c)
i their multiplicities.
We set W5 = J5, as it is already finite dimensional. Further, since U = (Ui)4i=1
is in GrAα (J
!!), we have that U3 ⊆
⊕Nc
j=1 J(λ
(c)
j , r
(c)
j ) =: W4. We can also ob-
serve that U2 ⊆
⊕Nb
j=1 J(λ
(b)
j , r
(b)
j ), although it tells nothing about U3 or U1 and,
30 S. FEDOTOV
moreover, J(λ(b)j , r
(b)
j ) are not finite dimensional, so we should anyway continue
our investigation. But using Proposition 3, we can state that U3 ⊆ V3 ⊕ U4, and
therefore U3 ⊆ V3⊕
⊕Nb
j=1 J(λ
(b)
j , r
(b)
j ) =: W3. To determineW2 we should recall
that U is the image of Φ!(M,f) for a pair (M,f) ∈ Reps(Q,α, ζ), so that
∀u ∈ U2 ∃ v ∈M : u = (Φ!(M,f))2(v) =
= (f2 ⊕ f3a2 ⊕ f4 exp(xc)a3a2 ⊕ f5a4 exp(xc)a3a2) exp(yb)v.
Thus, a3a2u = (f4 exp(xc)a3a2 ⊕ f5a4 exp(xc)a3a2)v ∈ U4 ⊆ (J !!3 )χc( ddx ). This
shows that U2 ⊆
⊕
j,l(J(λ
(b)
j , r
(b)
j ) ∩ J(λ(c)l , r(c)l )) =: W2. Finally, U1 ⊆ V1 ⊕(†a1(W2) + †a2(W2)) =: W1. So, we have found a finite dimensional submodule
W ⊆ J !! such that Φ!(M,f)(M) ⊆ W , for each M ∈ pi−1GL(α)(χ). In a sense W is
the solution space of the system χb( ∂∂x)F = χc(
∂
∂y )F = 0, though this notation is
rather abusive.
Now, for j = 1, . . . , Nb and l = 1, . . . , Nc consider the natural projections
p
(b)
j : W2 W2 ∩ J(λ(b), r(b)j )2 and p(c)l : W4 W4 ∩ J(λ(c), r(c)l )4. Note that a
stable pair (M,f) lies in pi−1GL(α)(χb, χc) if and only if b and c act on M2 and M4
with characteristic polynomials χb and χc respectively. This is clearly equivalent
to the dimensions of p(b)j (Φ
!
(M,f)(M)2) and p
(c)
l (Φ
!
(M,f)(M)4) being equal to r
(b)
j
and r(c)l respectively. From this we can deduce that the map Φ
! : (M,f) 7→ Φ!(M,f)
induces an isomorphism of Ms(Q,α, ζ) with the subvariety in Grα1(W1) ×∏Nb
j=1 Grr(b)j
(W2∩J(λ(b)j , r(b)j ))×Grα3(W3)×
∏Nc
l=1 Grr(c)l
(W4∩J(λ(c)l , r(c)l ))×
Grα5(W5), given by the condition that the tuple of subspaces is a subrepresenta-
tion of W (i.e., we identify (U2j )
Nb
j=1 ∈
∏Nb
j=1 Grr(b)j
(W2 ∩ J(λ(b)j , r(b)j )) with the
subspace
⊕
j U2j in W2).
Finally, we obtain a realization of the quotient space as a Grassmannian
of subrepresentations. Construct the quiver Q♠. It has vertices Q♠0 =
{1, 21, 22, . . . , 2Nb , 3, 41, 42, . . . , 4Nc , 5} and arrows a′1j , a′1j ′ : 1→ 2j , bj : 2j →
2j , a2j : 2j → 3, a3l : 3 → 4l, cl : 4l → 4l, and a4l : 4l → 5, for j = 1, . . . , Nb,
l = 1, . . . , Nc. Thus, Q♠ is
21
b1

a21
>
>>
>>
>>
>>
41
a41
>
>>
>>
>>
>>
c1

1
a′11
33
a′′11
LL
a′1Nb
a′′1Nb **
... 3
a31
??         
a3Nc >
>>
>>
>>
>
... 5
2Nb
bNb
GG
a2Nb
@@        
4Nc
cNc
GG
a4Nc
@@        
.
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Since W2 =
⊕
j(W2 ∩ J(λ(b)j )) and W4 =
⊕
l(W4 ∩ J(λ(c)l )), W may be
regarded as a kQ♠-module W♠ with W♠2j = W2 ∩ J(λ
(b)
j , r
(b)
j ) and W
♠
4l
=
W4∩J(λ(c)l , r(c)l ). Similarly, the image of Φ!(M,f) followed by the projections p
(b)
j
and p(c)l is a representation of Q
♠. Conversely, consider a Q♠-subrepresentation
M˜ of W♠ with dimension vector α˜, where α˜i = αi, for i ∈ {1, 3, 5}, α˜2j = r(b)j ,
and α˜4l = r
(c)
l . Taking Mi =
⊕
Mij , for i = 2, 4, we obtain a kQ-submodule M
of W with dimension vector α that clearly belongs to pi−1GL(α)(χb, χc). Together
with Lemma 4 this yields the desired isomorphism pi−1s (χb, χc) ∼= GrkQ
♠
α˜ (W
♠).
As a last remark in this section, we note that in the proof of Proposition 2 we
never used the fact that the algebra A is finite dimensional. We thus obtain
Proposition 7. Let Q be a quiver, M be its representation with dimen-
sion vector α and V be a graded vector space with dimension vector ζ. There
exists a map f : M → V making a pair (M,f) stable if and only if socM
may be embedded in soc J !!.
The interpretation of this condition is now a bit more sophisticated, for S(i), i ∈
Q are not the only simple kQ-modules. In fact, each oriented cycle τ of minimal
length defines a family of simple modules S(τ, λ), for λ ∈ k\{0}. These are the
representations with S(τ, λ)p = 0, when p does not belong to τ , and S(τ, λ)p = k,
otherwise, with τ acting by λ id. So, socM may be embedded in soc J !! if and only
if the multiplicity of each S(i) and S(τ, λ) in socM is not greater than the one in
soc J !!. And in soc J !! the multiplicity of S(i) equals ζi, while the multiplicity of
S(τ, λ) equals
∑
i ζi, where i runs through the vertices of τ .
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