In 2005, Felus and Schaffrin discussed the problem of a Structured Errors-in-Variables (EIV) Model in the context of a parameter adjustment for a classical similarity transformation. Their proposal, however, to perform a Total Least-Squares (TLS) adjustment, followed by a Cadzow step to imprint the proper structure, would not always guarantee the identity of this solution with the optimal Structured TLS solution, particularly in view of the residuals. Here, an attempt will be made to modify the Cadzow step in order to generate the optimal solution with the desired structure as it would, for instance, also result from a traditional LS-adjustment within an iteratively linearized GaussHelmert Model (GHM). Incidentally, this solution coincides with the (properly) Weighted TLS solution which does not need a Cadzow step.
Introduction
The adjustment of the parameters that describe a similarity transformation in the presence of two sets of coordinates for a given geodetic network is a long-standing task in geodetic science, both in 2-D and 3-D. Although the coordinates originate from previous adjustments and come, at least, with variances (if not covariances), all too often one of the datasets is handled as error-free while the other is allowed to be affected by random errors. Such an approach leads, for instance, to the celebrated "Bursa-Wolf Model" that can be adjusted within a simple Gauss-Markov Model (GMM); see, e.g., Bursa (1962) and Wolf (1963) . Alternatively, Molodensky et al. (1962) and Badekas (1969) proposed a slightly modi ed solution via iterative linearization of the original GH-Model. See also Koch et al. (2000) for more practical comments.
In contrast, Felus and Schaffrin (2005) followed the Total LeastSquares (TLS) approach which had rst been analyzed by Golub and van Loan (1980) for unstructured EIV-Models. In such a case, the nonlinear normal equations will be directly derived and partially solved until only the estimated transformation parameter remain in the system, along with another parameters that represents the Total Sum of Squared Residuals (TSSR) and can be interpreted as smallest eigenvalue of a certain matrix according to Golub and van Loan (1980) . For more details, see also van Huffel and Vandervalle (1991) .
On the other hand, the simple TLS solution will generally not show the proper structure as required for the similarity transformation.
For this reason, Felus and Schaffrin (2005) proposed to imprint such structure in a second step, thereby following an idea of Cadzow (1988) . Obviously, this 2-step procedure will not necessarily yield the optimal Structured TLS solution, a fact that was pointed out by Neitzel (2010) already. In this contribution, it will be shown that the "Cadzow step" can indeed be modi ed in such a way that this optimal TLS solution is obtained with the proper structure, identical to the least-squares solution from the iteratively linearized GH-Model approach.
In addition, the (properly) Weighted TLS solution is also investigated and, most surprisingly, it turns out to automatically show the proper structure, without any Cadzow step, after applying the new algorithm by Mahboub (2012) . This approach in one step may be preferred over the 2-step procedure, involving the new Cadzow step, whenever the simple TLS solution has not been generated yet.
In the following chapter 1, a brief review of the TLS approach to an EIV-Model is provided, before both the original and the newly modi ed Cadzow steps are presented in chapter 2, with emphasis on the 2-D similarity transformation. In the subsequent chapter 3, the TLS solution will be generated on the basis of a properly de ned weight matrix, and its equivalence with the optimal Structured TLS solution will be established in chapter 4, where some numerical results are summarized before chapter 5 provides some conclusions and an outlook.
A brief review of the TLS approach within an EIV-Model
Let us begin with the discussion of a suitable Errors-in-Variables (EIV) Model, de ned for instance by
[
following Schaffrin and Wieser (2008) , where y is the n × 1 vector of observational increments, A is the (observed) n × m coefficient matrix, ξ is the (unknown) m × 1 vector of parameter increments, E A is the n×m matrix of random observation errors, e is the n ×1 vector of random observation errors, σ 2 o is the (unknown) variance component, and Q is a n × n symmetric positive-de nite cofactor matrix; Q 0 is another (given) m × m symmetric nonnegativede nite matrix that describes the correlations among the columns of E A . P := Q −1 may be introduced as weight matrix. As always, "vec" stacks the columns of a matrix underneath each other, and ⊗ denotes the "Kronecker-Zehfuss product" of matrices, de ned by
Note that, at this point, no structure is required for A and, therefore, for E A . Thus, a simple rewriting of (1a) in the form
reveals the character of the EIV-Model as nonlinear Gauss-Helmert
Model. The Total Least-Squares (TLS) principle is based on the objective function:
subject to
assuming for a moment that Q 0 is nonsingular. Equivalently, the Lagrange target function can be set up as follows:
which leads to the necessary Euler-Lagrange conditions:
By eliminatingẽ,ẽ A andλ from this system, the reduced nonlinear normal equations arise:
Note thatv can be further simpli ed viâ
thus, the estimated variance component may be readily obtained
By rearranging (7a) and (7d), the following generalized eigenvalue problem arises:
which, for Q 0 = I m and P = I n , was rst observed by Golub and van Loan (1980) . Obviously, for Q 0 = 0, the Gauss-Markov Model is also covered. 
Furthermore, the residuals may now be computed as follows:
The above approach in its multivariate generalization, where the vector y turns into a n × d matrix Y and the vector ξ into a m × d matrix Ξ with d as dimension, has been applied quite successfully to the affine transformation; see, e.g., Schaffrin and Felus (2008) , and Schaffrin and Wieser (2009) This works so well since, in this case, the matrix A remains unstructured. For the similarity transformation, however, the structure of A must be imprinted on E A as well, a fact that had already been emphasized by Felus and Schaffrin (2005) . Contributions that neglect this very structure such as the one by Akyilmaz (2007) and several followers must hence be dismissed; see also the critical remarks by Schaffrin (2008) and Neitzel (2010) .
The Cadzow algorithm and its modification for the Structured EIVModel of a similarity transformation
Let us rst introduce the equations for a similarity transformation, and show how these form a structured EIV-Model. For one point, namely, whose 2-D coordinates are given in a source ("old") and in a target ("new") system, the equations may read:
where i ∈ {1, ....., n/2}. They obviously constitute an A matrix with a certain structure that needs to be imprinted on the respective random error matrix E A as well. This was pointed out by Felus and Schaffrin (2005) as well as by Felus (2006) .
If now, for all n/2 points, x new and y new denote the (n/2) × 1 vectors which collect all the x-, resp. y-values in the target system, and
x old and y old denote the respective vectors in the source system, then the formula (22a) turns into the model
T as (n/2) × 1 "summation vector". For the sake of simplicity, it may be assumed that
with a symmetric positive-de nite matrix Q n/2 = Q xx = Q yy . After de ning the (n/2) × (n/2) matrix 
where
and
Obviously, the rank de ciency of Q re ects the elimination of the two translation parameters. Due to the nature of both Q and A, any g-inverse of Q may be chosen to form P := Q − and consequently
This allows, in case that Q oo is replaced by Q o ⊗ I 2 := I 4 , to generate the general TLS solutionξ T LS from (7a) and (7d), or from (9). However, when applying (11b), the residual matrixẼ A will not necessarily possess the required structure of A. Therefore, Felus and Schaffrin (2005) proposed to apply the technique of Cadzow (1988) by rst rewriting (14c) as
and then regaining E A from
where Invec denotes the inverse vec-operation according to Cadzow (1988) . In view of (11b), this means that a properly structured residual matrixẼ A may result from
where (Ẽ A ) T LS on the right hand side is still unstructured, whereas (Ẽ A ) C adzow shows the proper structure. In addition, the corresponding residual vectorẽ may follow from
which may turn out to be different fromẽ T LS . This is even more surprising than the fact thatξ T LS does not seem to require any Cadzow type modi cation.
The formulas above have been advocated already by Felus and Schaffrin (2005) ; but note that their example did not strictly follow them so that the results there do not show the exact parameter estimates, only approximations thereof.
On the other hand, a comparison with the solution from the iteratively linearized GH-Model also proves that the above residuals are not yet exact (although the parameter estimates are), therefore not representing the optimal Structured TLS solution.
As a result, it is now proposed to modify the "Cadzow step" (17a) in such a way that a factor 2 is introduced to provide
and eventuallỹ
Sincev in (7d) only depends onξ T LS which is not affected by this modi cation, formula (8a) should still work for the estimated variance component, based on the TSSRv , although (8b) may be modi ed to account for the structure of (Ẽ A ) optST LS , leading tô
Finally, the translation parameters ξ 31 and ξ 32 can be obtained from model (12b) by multiplication with I 2 ⊗ (2/n)τ 
and their corresponding TLS estimates via
in accordance with Shen et al. (2006) , resp. Felus and Burtch (2009).
They are not expected to differ from the optimal Structured TLS estimates either.
On the other hand, note that the modi ed Cadzow step becomes necessary when, after (15a-b), the crucial matrix Q oo from ( 
The properly Weighted TLS adjustment without Cadzow step
Since, for a 4×4matrix Q oo , the Kronecker-Zehfuss product Q A = Q oo ⊗ BQ n/2 B T does not have the right-size matrix splitting to fall under (1b), a new derivation is required for this more general case as has been provided recently by Mahboub (2012 
the necessary Euler-Lagrange conditions are obtained as 1 2
In fact, (23c) can be rewritten into
with a suitable "vec-permutation" or "commutation matrix" K of size nm × nm. For more details, we refer to the textbook by Magnus and Neudecker (1999) . Now, (24a) can be further developed using (23b) and (23e), thus providing us with the following sequence of formulas:
and nally with the "generalized normal equations"
With N and c de ned (as before) via
the following "Mahboub algorithm" may be applied:
As will be shown in the next chapter numerically, this Weighted TLS algorithm will deliver the optimal Structured TLS solution without any Cadzow step as soon as the proper Q A matrix is introduced in agreement with (14c-e). Once convergence has been achieved, the vectorλ W T LS allows to compute both the residual vector
from (23a), and the residual matrix
from (23b), while the translation parameters are again obtained from (21)whereξ T LS is to be replaced byξ W T LS , but without any numerical effect. As formula for the TSSR and consequently for the estimated variance component may serve:
since all the residuals in (Ẽ A ) W T LS that appear twice are counterbalanced by the matrix Q A within Q 1 .
Some numerical experiments
Here we shall concentrate on the similarity transformation for a dataset that has been used before by Felus and Schaffrin (2005) and by Neitzel (2010) in two different parameterizations, i.e., either with or without shift/translation parameters, all in 2-D. This example was originally published by Mikhail et al. (2001, pp. 397-402) and consists of the 2-D coordinates that were measured, respectively calibrated of four side-ducial marks in a photograph as seen in Table 1. In the original formulation, four parameters have to be estimated, including one for scale, one for the rotation angle and two for the shift of the origin (i.e., translations). The appropriate model is, therefore, given by (12a-c) where it is assumed that Q n/2 = Q xx = Q yy = I 4 and Q xy = 0 (n=8).
After eliminating the two translation parameters by using the projection matrix B as de ned in (13), the resulting equivalent model is given by (14a-f ). However, instead of Q oo as in (14e) Table 2 .
Surprisingly, the estimated parameters as well as the residual vector for the calibrated ("new") coordinates already coincide with the results of Neitzel (2010) which were generated using the iteratively linearized Gauss-Helmert Model. However, not surprisingly, the residual matrix does not show the proper structure yet and needs some Cadzow type modi cation. In Table 3 , both (Ẽ A ) C adzow and (Ẽ A ) optST LS are presented as computed from (17a) and (18a), respectively. While the corresponding residual vectors from (17b) Table 3 . Residual matrices after the original, resp. the newly modified Cadzow step. the latter representing the optimal Structured TLS solution according to Neitzel (2010) . At rst sight, a post-processing of the (unstructured) TLS solution á la Cadzow seems to be necessary for all structured problems in order to guarantee this very structure. In the present case, however, this structure can be directly produced by a weighted TLS adjustment on the basis of the original matrix Q oo as given in (14e). In fact, the new algorithm by Mahboub (2012) , as displayed in (26a-f ), will rst provide the vectorξ W T LS that coincides with (29a), as well as a vectorλ W T LS that, via (27a-b), gives us the vectorẽ T LS from Table 2 and the residual matrix (Ẽ A ) optST LS from Table 3 back. In addition, (28) produces the same variance component estimate as given in (29d). This leads to an important conjecture:
In the case of a Structured EIV-Model for the 2-D similarity transformation, a weighted TLS adjustment with the proper Q oo matrix leads to a solution that automatically shows the proper structure in its residual matrix.
In order to con rm this conjecture, let us now treat the same data as in Table 1 , but only allow two parameters (scale and rotation angle, no shifts) to explain the transition from measured to cali- Table 5 . Residual matrices after the original, resp. the newly modified Cadzow step, the latter representing the optimal STLS solution in accordance with Neitzel (2010) . Table 4 while formula (27b) leads to the identity (Ẽ A ) W T LS = (Ẽ A ) optST LS , thus conrming the conjecture in this respect as well. Finally, formula (28) also yields the same value for the estimated variance component as already given by (30c).
Conclusions and outlook
In this article we have thoroughly analyzed how the TLS approach can be adopted within an EIV-Model to provide the adjusted parameters of a 2-D similarity transformation. We found essentially two options that would reproduce the traditional solution from an iteratively linearized Gauss-Helmert Model.
(i) When neglecting the inner correlations within the coefficient matrix A, the TLS solution will not yield a residual matrix E A with the proper structure. But, after applying the abovedescribed newly modi ed Cadzow step, the correct residual matrix (Ẽ A ) optST LS is indeed obtained, together with the correctly estimated parameter vector and the residual vector for the target coordinates.
(ii) When, however, taking the proper correlations within the matrix A into account, the Weighted TLS approach will automatically lead to the correct solution, here by using the novel "Mahboub algorithm" that is applicable even in cases where the "Schaffrin/Wieser algorithm" is not. Thus we have established the following identi- It is of major interest whether the above results can be further extended beyond the present case of a 2-D similarity transformation.
A partial con rmation for the affine transformation can already be found in Mahboub (2012) ; but for other cases, this is still an open question. Obviously, the WTLS solution as one-step procedure will regularly be preferred over the 2-step procedure, involving the new Cadzow step, except in the case that the single TLS solution has been computed already, thereby permitting an equivalent update.
