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Stationary vector ARMA processess x(f), I = 0, + I, +2, . . . . that are full rank are 
considered. It is shown, with E(z) denoting the ‘symbol’ of the canonical correlation 
operator, that the number of zeros (counting multiplicities) on Iz( = 1 of the trans- 
fer function, V(z), from innovations to outputs=(change in arg detE(z) around 
Jz( = 1)/27r = the number of unit Hankel singular values of E(s). It follows that the 
number of unit canonical correlations between the future x(t), I > 0 and the past 
x(r), r<O is equal to the number of zeros V(z) on )z[ = 1, which is the result of 
Hannan & Poskitt 1986. This note, however, proves this result directly from the 
properties of E(z), which Hannan & Poskitt suggested should be possible. It is also 
shown that the result can be obtained using an entirely state space approach via the 
positive real lemma. 0 1988 Academx Press, Inc. 
1. THE CANONICAL CORRELATION OPERATOR 
OF A VECTOR ARMA PROCESS 
Consider a full rank vector ARMA stationary process x(t), t = 0, + 1, 
t-2 - , ... of n components (x(t) E W, for all t), with spectrum P(o) non- 
negative for w  E [0,2x]. Let P(o) have left and right spectral factors 
P(0) = W(eCiW)‘W(ei”) 
= V(e”) V(eCio)‘, 
where W(z), V(z) are 
l proper (bounded at infinity) 
l asymptotically stable (analytic in (zJ > 1) 
l minimum phase(det W(z), det V(z) # 0 in (zl > 1) 
(l.la) 
(l.lb) 
(1.2a) 
(1.2b) 
(1.2c) 
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(Note that by (z( > 1 or > 1 we mean to include z = GO, so (1.2a) is 
included in (1.2b).) Let 
V(z) = f V(j) z--j 
j=O 
(1.3a) 
giving 
(1.3b) 
where (a(t)} is a unit variance white noise innovations sequence. The 
spectral factors V(z) and W(z) satisfying (1.1) and (1.2) are unique up to 
an orthogonal matrix. 
Canonical correlation analysis, as applied to stationary time series by 
Akaike [2], seeks to select an orthonormal basis {pi} for the past (i.e., the 
linear span of x(t) (or a(t)), t < 0) and an orthonormal basis {A} for the 
future (the linear span of x(t), t>O) such that these basis vectors are 
maximally correlated. The ith canonical correlation coefficient 6, is then the 
correlation betweenfi and pi. The number of nonzero canonical correlation 
coefficients is the McMillan degree of V(Z) and ci < 1 for all i. 
The significance of unit canonical correlation coefficients (i.e., correlation 
coefficients equal to 1) is that they mean there is a part of the future 
(namely the fi corresponding to oi = 1) which is perfectly predictable from 
the past. Since for any real time series one does not expect to be able to 
predict any aspect of the future perfectly, even given the infinite past, 
processes with unit canonical correlations between future and past are 
perhaps somewhat unreal. 
The result of Hannan and Poskitt [ 111 is that the number of unit 
canonical correlations between future and past of x(t) is the number of 
zeros of V(z) on Izj= 1, suggesting in turn that processes with the transfer 
function from innovations to outputs having zeros on )z/ = 1 may, from a 
statistical viewpoint, be somewhat unrealistic. In digital filter design, 
however, it is common to place zeros of the filter on IzI = 1 in order to 
achieve good stop band attenuation. Thus the man-made time series of 
digital communication may well have unit canonical correlations between 
future and past, and perfect predictability, in the canonical correlations 
sense, may not be so unreal as it would appear. 
Hannan and Poskitt [ll] prove the above mentioned result using the 
classical theory of cannonical correlation and the properties of innovations 
representations but suggest that an alternative proof by direct con- 
sideration of the “symbol” of the canonical correlation operator, the 
Hankel singular values of which are the canonical correlation coefficients, 
should be possible. This note provides this direct proof using the properties 
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of all-pass matrix functions. We also show that the result can be derived 
using state space techniques. Thus the result can be seen using any of the 
triad of time domain, z domain, and state space techniques. 
The canonical correlation operator between the future x(r), t > 0, and 
the past x(t), t < 0, is the (infinite) block Hankel matrix mapping the nor- 
malized past to the normalized future [2]. Because of normalization, this 
Hankel matrix is unitary. It is known, see, e.g., Hannan and Poskitt [ 111 
and Jonckheere and Helton [ 121, that the canonical correlation operator is 
the Hankel matrix with symbol 
E(z)= v(z-l)-lw(z)‘. (1.4) 
(For the relationship between a Hankel matrix and its symbol, see, e.g., 
Glover [S] or, for the special case considered here, a brief description is in 
Hannan and Poskitt [ 111.) 
The canonical correlation coefficients between the future and the past are 
the Hankel singular values of E(z), i.e., the singular values of the Hankel 
matrix associated with E(z), which is the canonical correlation operator. 
The fact that the canonical correlation operator is unitary translates to 
E(z) in (1.4) being all-pass (i.e., E(z) E(z-I)‘= I). This is easily seen from 
(1.1) and (1.4), since 
E(z) E(zC’)‘= V(z-‘)-I W(z)‘W(z-‘) V(z)-’ 
= Y(z-‘)-‘V(zC’) V(z)‘V(z)-’ by (1.1) 
= I. (1.5) 
Also observe that E(z) is bounded on (z( = 1, since if, for some o, det 
V(e-“) = 0 then det V(e”) = 0, since x(t) is real, and thus det W(e’“)’ = 0 
by (1.1). Thus a zero of V(z-‘) on (z[ = 1 cancels with a zero (of the same 
multiplicity) of W(z)’ on lzj = 1 in (1.3). Additionally, W(z)’ is bounded on 
lzj= 1 since x(t) is stationary. Thus E(z) defined by (1.2) is all-pass and 
E(e’“) s L,[O, 2x1. 
To find the number of unit canonical correlations between the future and 
the past of the process x(t) we need to find the number of unit Hankel 
singular values of an all-pass matrix of the form (1.4). This is quite easily 
done using the theory of Green and Anderson [9] or Dym and Gohberg 
C61. 
Let us relate the number of zeros of V(z) on (z/ = 1 to some properties of 
E(z). 
LEMMA 1. Let E(z) be defined by (1.4) and (1.2) as above and let V(z) 
have r zeros on ]zj = 1 (counting multiplicities). Then the change in 
arg(det E(z)) arround Iz\ = 1 is -2~. 
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ProofI First, note that by the argument principle (see, e.g., Churchill et 
al. [3]) and (1.2)) det W(z), det V(z) have the same number of poles as 
zeros. Since the zeros of det W(z)’ on IzI = 1 cancel the poles of det 
I’(z-‘)-’ on (z/ = 1, E(z) defined by (1.4) has r less zeros than poles in 
Iz( d 1. Hence the result follows by the argument principle. 1 
2. UNIT HANKEL SINGULAR VALUES OF ALL-PASS MATRICES 
In this section we want to prove Hannan and Poskitt’s result directly 
from the properties of E(z). Thus, given an all-pass matrix of the form (1.4) 
with W(z) and I’(z) having the properties in (1.2), we want to be able to 
tell (simply, i.e., by counting poles and zeros, etc.) the number of unit 
Hankel singular values it has. Fortunately, the relationship between the 
Hankel singular values of all-pass matrices and their Wiener-Hopf fac- 
torization properties (see, e.g., Clancey and Gohberg [4]) has received 
some recent attention-Dym and Gohberg [6] and Green and Anderson 
[9]. This allows us to connect the number of unit Hankel singular values 
of E(z) to its Wiener-Hopf factorization partial indices and in turn to the 
number of zeros of V(z) on JzI = 1 via Lemma 1. 
Let E(z) E L,[O, 2n] with det E(z) #O on IzI = 1. Then there exist 
proper (see (1.2a)) H+(z), D(z) such that 
E(z) = H-(2-l) D(z) H+(z) (2.la) 
and 
l H,(z) are analytic and nonsingular in JzJ > 1 (2.lb) 
l D(z) = diag[(z-‘)kj], j=l n , . . . . (2.lc) 
l k, are integers, called the partial indices of E(z). (2.ld) 
It is a well-known property of the partial indices that 
Ckj= -( h g c an e in arg det E(z) around (z( = 1)/2x. (2.2) 
The connection between the Hankel singular values of an arbitrary all-pass 
matrix and its partial indices is the following: 
THEOREM 1. Let E(z) EL, [0, 2x1 be all-pass and let k,, j = 1, . . . . n be its 
partial indices. Then E(z) has C k, a 0 k, unit Hankel singular values. 
Proof: See Theorem 4.4 of Green and Anderson [9] or Theorem 2.5 of 
Dym and Gohberg [6], 
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Consider now Hannan and Poskitt’s result that the number of zeros of 
V(z) on IzI = 1 is equal to the number of unit Hankel singular values of 
E(z). By Lemma 1 we know that the right-hand side of (2.2) is equal to the 
number, r, of zeros of det V(z) on Iz[ = 1. Thus by Theorem 1, in order to 
prove this result, we need to show that all-pass matrices of the form (1.4) 
and (1.2) have no negative factorization partial indices, since if this is the 
case, 
r = c kj = 1 kj = No. of unit Hankel singular values of E(z). 
k, z 0 
LEMMA 2. Let E(z) EL, be all-pass and satisfy (1.4) and (1.2). Then 
E(z) has no negative Wiener-Hopf factorization partial indices. 
Proof. First, note that E(z) E L, and E(z) all-pass implies det E(z) # 0 
on IzI = 1, so E(z) has a Wiener-Hopf factorization as in (2.1). Thus from 
(1.4) and (2.la), 
giving 
V(z-‘)-‘W(z)‘= H_(z-‘) D(z) H+(z) 
C+(z)= c-(z-l) D(z), (2.3a) 
where 
C+(z) = W(z)‘H+(z)-’ (2.3b) 
C-(z-‘) = V(z-‘) H-(z-l). (2.3~) 
Write (2.3a) element by element as 
C+(z),= c-(z-‘)ij(z-kJ). (2.4) 
Now by (1.2), (2.lb), and (2.3b), C+(z), is analytic in Iz( B 1 for all i,j. 
Suppose, to obtain a contradiction, kj < 0 for some j. Then by (1.2), 
(2.lb), and (2.3c), C-(z-‘),(z-kj) is analytic in Izl < 1 for all i. Thus, by 
(2.4), C, (z)~ is entire (analytic for all z) and bounded, and so it is 
constant. Considering z = 0 in (2.4) gives C+(z), = 0 for all i, implying 
det C+(z) z 0, contradicting (2.3b) and (1.2). Thus kj > 0 for all j. 1 
COROLLARY 1 (Hannan and Poskitt [ 111). Let x(t) E [w”, t = 0, + 1, 
+2 - , *** be a full rank, stationary ARMA process with spectrum P(o) and 
spectral factors W(z) and V(z) satisfying (1.1) and (1.2). Then the number of 
unit canonical correlations between the future x(t), t > 0, and the past x(t), 
t 6 0, is the number of zeros of det V(z) (or det W(z)) on (zl = 1. 
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Proof: 
No. of unit canonical correlations 
= No. of unit Hankel singular values of V(z __ ‘) - ’ W(z) 
=C k k,20 j? by Theorem 1 
=Ckjt by Lemma 2 
= -(change in arg det E(z) around IzI = 1)/2x 
= No. of zeros of det V(z) on IzI = 1 by Lemma 1. 1 
This completes the derivation of Hannan and Poskitt’s result using z 
domain techniques and the properties of all-pass matrices. 
3. A STATE SPACE APPROACH VIA THE POSITIVE REAL LEMMA 
Consider whether it is also possible to get Hannan and Poskitt’s result 
using state space techniques. Let 
P(o) = Z(e”) + Z(e-‘“)‘, (3.la) 
where 
Z(z)=D+C(zZ-A)-‘B (3.lb) 
with Z(z) positive real [ 1, 71. Left and right spectral factors V(z) and W(z) 
satisfying. (1.1) and (1.2) can be obtained via the positive real lemma [I, 7 J 
as follows: Let P = P’ > 0, Q = Q’ > 0, L, W, K, V satisfy 
A’PA- P+ L’L.=O (3.2a) 
A’PB= C’- L’W (3.2b) 
W’W=DfD’-B’PB (3.2~) 
AQA’-Q+KK’=O (3.3a) 
AQC’=B-0” (3.3b) 
YV’ = D + D’ - CQC’. (3.3c) 
Then 
where 
Z(z) f Z(z-‘)‘= W(z-‘)‘W(z)= V(z) V(zd)‘, (3.4) 
k’(z) = V+ C(zZ- A)-% (3.5a) 
W(z)= W+L(zZ-A)-‘B. (3Sb) 
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By (3.2a) or (3.3a), V(z) and W(z) in (3.5) are asymptotically stable. 
Furthermore, W(z) and V(z) satisfy (1.2c), i.e., are minimum phase, if P 
and Q are minimal solutions to (3.2) and (3.3) in the sense that P is 
minimal if (P, L, W) is a solution triple for (3.2) with P < p, where -- - 
(P, L, W) is any other solution triple for (3.2). For this result, see Faurre 
et al. [7] or Anderson and Vongpanitlerd [ 11. The proof of (3.4) is by 
direct calculation from (3.5) and (3.2) and (3.3) the only trick being to 
observe 
(z-‘I-A’)-‘L’L(zZ-A)-’ 
= (Z-II- A’)-‘[P- A’PA](zZ- ‘4-l by (3.2a) 
= (z-‘I-A’)-~‘[(z-‘Z-A’) P(zZ-A) 
+ (Z-II- A’) PA + A’P(zZ- A)](zZ- .4)-l 
=P+PA(zZ-A)-‘+(z-‘I-A’)-‘A’P (3.6) 
and the corresponding identity for V(z). 
If G(z) is a proper rational transfer matrix, let G+(z) denote the strictly 
proper, asymptotically stable part of G(z), i.e., 
G(z)=G+(z)+G_(z), (3.7) 
where G+(z) is analytic in (z\ 3 1 and G+(co) = 0. 
LEMMA 3. Let W(z), V(z) be defined by (3.5) with P, Q minimal. Then 
[V(z-‘)-‘W(z)]+ =K’(zZ-A’)-‘L’ (3.8) 
Proof. 
V(z-‘) R(zZ-/I’)-‘L’ 
= [V+C(z-‘I-A)-‘K]K’(zZ-A’)-‘L’ 
= vKt(zz-A’)-‘L’+C(z-‘z-A)-‘KK’(zz-A’)-’L’ 
=(B’-CQA’)(ZZ-A’)-~L’+C(Z-‘Z-A)-’(Q-AQA~)(ZZ-A’)-~L’ 
= W(z)‘- W’-CQA’(zZ-A’)-‘L’ 
+C(z-lZ-A)-l[(z-lZ-A)Q(zZ-A’) 
+ (z-‘Z-A) QA’+AQ(zZ-A’)](zZ-A’)-‘L’ 
= W(z)‘- W’+ C&L’+ C(z-‘I-A)-‘AQL’. (3.9) 
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Thus 
V(z -1) -’ w(z)t 
&‘(zZ-A’)^‘L’- V(z-‘)-‘[CQL’- W’+C(z-‘I-A)-‘AQL), 
from which the result follows since A is stable and V(z) is minimum phase, 
implying (z-‘Z-A))’ and V(z-‘))I are analytic in IzJ < 1 and (zl-A’)-’ 
is analytic in (zJ > 1. fi 
COROLLARY 2. Let x(t)E OF’, t = 0, + 1, . . . be a fuI1 rank, stationary 
ARMA process with spectrum P(o). Let P and Q be minimal solutions of 
(3.2) and (3.3). Then the canonical correlation coefficients between the future 
x(t), t > 0, and the past, x(t), t ,< 0, are [Ai J ‘I’. Hence, in particular, the 
number of unit canonical correlations is dim(ker(Z- PQ)). 
ProoJ: We need to show that E(z) = V(z-‘)- * W(z)’ has the square 
root of the eigenvalues of PQ as its Hankel singular values. By definition, 
the Hankel singular values of E(z) are the same as the Hankel singular 
values of E+(s). By Lemma 3 and (3.2a) and (3.3a), E+(z) has controlla- 
bility gramian Q and observability gramian P. Hence by Glover [S], the 
Hankel singular values of E+(s) are [&(PQ)]“‘, and consequently, the 
number of unit Hankel singular values of E(z) is dim ker(Z- PQ). fl 
Corollary 2 connects the properties of the minimal solutions of the 
positive real equations (3.2) and the dual equations (3.3) to the canonical 
correlation coefficients between the future and the past of x(t). The follow- 
ing result connects the minimal solutions of (3.2) and (3.3) to the zeros of 
V(z) and W(z) given in (3.5), and completes the state space derivation of 
Hannan and Poskitt’s result: 
THEOREM 2 (Faurre et al. [7]). Let W(z) and V(z) be defined by (3.5) 
with P and Q minimal solutions of (3.2) and (3.3). Then V(z) and W(z) each 
have dim(ker(Q-’ -P)) zeros on IzI = 1. 
Obviously, Theorem 2 and Corollary 2 imply Hannan and Poskitt’s 
result (stated as Corollary 1). 
Theorem 2 is proved for continuous time processes which are non- 
singular at infinity in Proposition 4.19 of Faurre et al. [73. It is indicated 
in the proof of Proposition 6.5 of Faurre et al. [7] how to extend the result 
to singular at infinity processes. Naturally the result can be transferred into 
discrete time via the bilinear transformation (see Glover [8]). 
Some new insights obtained in Green and Anderson [lo] involving the 
notion of a stochastically balanced realization, which was introduced by 
Desai and Pal [S] and is closely related to the canonical realization of 
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Akaike [2], allows Theorem 2 to be proved directly for both singular and 
nonsingular proccesses at infinity. This proof is via the following theorem. 
THEOREM 3. Let W(z) and V(z) be defined by (3.5) with P and Q 
minimal solutions of (3.2) and (3.3). Then there exist W,(z), W&), VI(z), 
VI(z) such that 
V(z) = V,(z) V,(z) (3.9a) 
W(z) = W*(z) W,(z) (3.9b) 
with 
l W,(z) and V,(z) proper, asymptotically stable (analytic in 1.4 2 I), 
strictly minimum phase (nonsingular in Iz( 3 1). 
l W,(z) and V,(z) proper, asymptotically stable, minimum phase 
(nonsingular i 121 > l), of McMillan degree dim(ker(Z- PQ)) and are such 
that 
det W,(z)=Oodet V,(z-‘)=O. (3.10) 
Furthermore, the controllability indices of V,(z) (and the observability 
indices of W,(z)) are the partial indices of E(z). 
Proof. See Green and Anderson [lo], in particular, Corollary 4.4 and 
Lemma 4.2. 
There are a number of interesting things about the canonical correlation 
structure of x(t) which can be deduced from Theorem 3. 
Since V,(z) and W,(z) have McMillan degree dim ker(Z- PQ), they 
have dim ker(Z- PQ) zeros. Theorem 2 now follows from (3.10), since 
obviously (3.10) and the minimum phase condition on V,(z) and W,(z) 
imply any zeros of V,(z) must be on (z( = 1. Of course the properties of 
V,(z) mean that the zeros of V(z) on (zl = 1 are the zeros of V,(z). 
Indeed Theorem 3 says more: not only is the number of unit canonical 
correlation coefficients equal to the number of zeros of v(z) on IzI = 1, but 
the states of V(z) corresponding to zeros on (z( = 1 (i.e., the states of V,(z)) 
are precisely the states of V(s) with unit canonical correlation. To reiterate, 
a set of linear combinations of x(t), t < 0, with unit canonical correlation to 
x(t), t > 0, is the state space of V,(z) and this state space is precisely the 
subspace of the state space of V(z) corresponding to zeros of V(z) on 
IzI = 1. Likewise, the state space of W,(z-‘)’ is the subspace of the state 
space of W(z-‘)’ corresponding to zeros on 1.~1 = 1 and is that linear 
combination of the future x(t), t > 0, which is perfectly predictable from the 
past, in the canonical correlations sense. 
683/24/1-l I 
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Thus Theorem 3 makes the connection between unit canonical 
correlations and unit circle zeros much more precise-rather than the 
relationship between their number being coincidental, if provable, it is now 
seen as a direct, fundamental property of innovations representations. The 
direct relationship is that the states of an innovations representation of x(r) 
corresponding to unit circle zeros are precisely the states with unit 
canonical correlation. 
4. A SIMPLE EXAMPLE 
In this section we provide an example to give explicit forms for the 
various functions used, such as E(s), the symbol of the canonical 
correlation operator. Consider the real, scalar, MA process x(t) described 
by 
x(t)=&(t)-((1 SU)&(f- l)+ae(t-2) (4.la) 
with a real. The corresponding spectral factor is 
V(z)=(l -z-1)(1 -az-‘). (4.lb) 
Thus V(z) is minimum phase if (a[ < 1. Notice that V(z) has one or two 
zeros on Jzj = 1 depending on whether ]a) < 1 or a = 51. In this example 
we will assume [al < 1 and make particular comments regarding the case 
a= +_l. 
Equations (4.1) are of course a particular case of (1.3). Since x(t) is 
scalar here, the right spectral factor W(z) must be +_ V(z), and we may as 
well take W(z) = V(z). The symbol of the canonical correlation operator, 
denoted E(z) and defined in (1.4) is therefore given by 
V(z) E(z) =y v- ) 
=(l-z-‘)(l-az-‘) 
(1 -z)(l -uz) 
(a-2) 
=zz(l -uz) 
(4.2a) 
(4.2b) 
Notice that the zero of V(z) at z = 1 cancels the zero of V(z-‘) at z = 1, 
and that E(z) has two poles in Iz( <: 1 (at z = 0), one pole in (zl > 1 (at 
a-‘), and one zero in IzJ < 1 (at a). Thus the change in argument of E(Z) 
around Izl = 1 is 27r(l- 2) = -27r = -2n x (number of zeros of V(z) on 
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Jz( = I), as per Lemma 1. E(z) has Wiener-Hopf factorization as per (2.1) 
with 
H+(z)=y, H-(z)= 1 -izp, 9 D(z)=z-‘. (4.3) 
There is one partial index (because the problem is scalar), and it is 1 
(because V(z) has 1 zero on jzI= 1). Note that if a= _+l, E(z)= +z-*, so 
H,(z) = +_l and the partial index is 2 as expected. 
To calculate the Hankel singular values of E(s), which are the canonical 
correlation coefficients of x(t), we take the stable part of E(z), denoted 
E, (2): 
E(s)=(~2-1)z+u+~(u2-1) 
Z2 l-az . 
Thus 
E (+(~*-l)Z+~ 
+ 
z2 . 
We now find a realization of E+(z) as in Lemma 3. Let 
A’= O O 1 1 10’ K’ = [a* - 1, a], L = [l, 0-J 
Then 
(4.4) 
E+(z) = K’(zl- AI)--IL’. (4Sb) 
The controllability gramian P of (4.5) satisfies 
P-A’PA=L’L (4.6a) 
giving 
P= I. 
The observability gramian Q of (4.5) satisfies 
Q - AQA’ = KK’, 
giving 
(4.6b) 
(4.7a) 
(4.7b) 
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The Hankel singular values of E+(z), and the canonical correlation 
coefficients of x(t), are then given by [A(I’Q)]‘!2 (see Glover IS]). The 
characteristic equation of PQ is calculated as 
(A- l)(A-a”)=0 (4.8) 
so the Hankel singular values of E+(z), which are the canonical correlation 
coefficients of x(l) are 1 and a’. This, of course, is in accordance with 
Hannan and Poskitt’s result (Corollary 1 of this note). Notice also that if 
we take a = +l we have two unit canonical correlation coefficients as 
expected. 
REFERENCES 
[I] ANDERSON, B. D. O., AND VONGPANITLERD. S. (1973). Network Anal.vsis and Synthesis. 
Prentice-Hall, Englewood Cliffs, N.J. 
[Z] AKAIKE, H. (1975). Markovian representation of stochastic processes by canonical 
variables. SIAM J. Conrrol 13, No. 1. 
[3] CHURCHILL, R. V., BROWN, J. W., AND VERHEY. R. F. (1974). Complex Variables and 
Applications, 3rd ed. McGraw-Hill, Tokyo. 
[4] CLANCY, K., AND GOHBERG, I. C. (1981). Factorization of Matrix Functions and 
Singular Integral Operators. Birkhluser, Basel. 
[S] DESAI, U. B., AND PAL, D. (1984). A transformation approach to stochastic model 
reduction. IEEE Trams. Auto. Control AC-29, 12. 
[6] DYM, H. AND GOHBERG, I. C. (1983). Unitary interpolants, factorization indices and 
infinite Hankel block matrices. J. Funct. Anal. 54, 229-289. 
[7] FAURRE, P., CLERGET. M., AND GERMAIN, F. (1979). Opirateurs Rationnels Positifs, 
Dunod, Paris. 
[S] GLOVER, K. (1984). All optimal Hankel norm approximations of linear multivariable 
systems and their L, error bounds. Internat. J. Control 39, 6. 
[9] GREEN, M., AND ANDERSON, B. D. 0. (1987). The factorization of all-pass matrix 
functions. Internat. J. Control 45, 1. 
[lo] GREEN, M., AND ANDERSON, B. D. 0. (1987). State space formulas for the factorization 
of all-pass matrix functions. Internal. J. Control 45, 5. 
[11] HANNAN. E. J., AND POSKITT. D. S. (1986). Unit canonical correlations between future 
and past. Ann. Statist. 
[12] JONCKHEERE, E. A., AND HELTON, J. W. (1985). Power spectrum reduction by optimal 
Hankel norm approximation of the phase of the outer spectral factor. IEEE Trans. Auto. 
Control AC-30, 1192-1201. 
