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概要
本稿では，図書館システムの可用性について，本学の事例に基づい
て述べていく．特にシステムの基幹となるデータベースについては，
ハードウェア・ソフトウェアの両面から具体的な対策とその効果につ
いて触れたい．
1 可用性 (availability)とは
可用性とは，そのシステムの壊れにくさを表す言葉である．しかし多く
のシステムは複数のサーバ機器とソフトウェアなどから構成されており，
これら一連の機器等が全く故障しない，もしくはまったく誤動作しないこ
とは考えられない．そこでここで言う壊れにくさとは，万が一機器等に障
害が発生した場合に，いかに迅速に復旧できるか，もしくは障害を最小限
に食い止める対策が十分に行われているかを示すものである．コンピュー
タシステムが導入された当初は，サービスの実装とシステム化の明確なメ
リットを確立することが最優先とされ，メンテナンスのためのシステム停
止や予期せぬ障害は，利便性と引き換えとなる暗黙のリスクとして許容さ
れていた側面がある．しかしコンピュータがすでに特殊な世界でなくなっ
てしまった現在，システム化による高い利便性や多様なオンラインサービ
スはすでに当然のものであり，当初許容されたように思えたリスクは，克
服すべき課題と認識されるに至った．このような状況の下，サービスプロ
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バイダーはこれまでに構築したシステムをいかに安定稼動させるかにも力
を注ぐようになり，機器の故障率を軽減させるだけでなく，機器構成やソ
フトウェアに手を加え，限りなくシステム停止のリスクを回避する仕組み
の導入を推し進めている．
しかし限られた資源の中で可用性を高めることは容易ではない．高可用
性システムはコスト的に割高になるだけでなく，構築には一定レベルの技
術とシステム構築のノウハウが必要だ．何より，自らが運用するシステム
を技術面・運用面からより一層深く理解しなければならない．何を守り，
何を諦めなければならないのか，その判断を的確に下すのはシステム管理
者の役割であり，その責任は非常に重い．
2 本学図書館の可用性向上のための取り組み
現行の図書館システムが稼動した 1999年から現在まで，システムの可
用性について何らかの対策を施したことはなかった．これはまず必須機能
の実装が最優先事項であったためである．幸運にも大きな障害に遭遇した
ことは数回しかなく，必要性を感じつつも問題は表面化しなかった．しか
しある程度の稼動実績が積み重なると，従来型図書館運営は次第に姿を変
え，コンピュータシステム依存へと傾くのはある意味必然であろう．その
結果として年々，図書館システムに求められる水準は高くなっている．
そこで，2005年 8月に実施した図書館システムサーバ機器のリプレイ
スでは，機器構成と利用する基幹ソフトウェアを大幅に変更し，高可用性
システムの構築を目指した．従来のリプレイスはコスト削減と機器の基本
性能の向上が主目的であったことを考えれば，単なるリプレイスではなく
新システム構築に近い大幅な変更であったと言える．抜本的な対策が可
能となったのは，現在稼動している図書館パッケージシステム富士通社製
iLiswave(以降 iLiswave)が新たな OSとミドルウェア1に対応した為だが，
それに加え今回の変更によって大幅にランニングコストを削減することが
可能であった事も，ここまで大幅な変更を行えた一因である．
1OS よりも高度で特殊な機能をもつソフトウェアの総称．アプリケーションソフトに独
自の機能を提供する．RDBMS などが代表例
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2.1 リプレイス前の図書館システムの構成と課題
iLiswaveは多様な機器構成に対応できる柔軟なシステムである．サービ
ス規模に応じて，データベースサーバ，アプリケーションサーバ (iLiswave
サーバ)，CGIサーバ2を異なる複数のサーバ上で稼動させることが可能で
あるが，サーバごとに分割できるが，1999年に iLiswaveを導入した際に，
本学ではアプリケーションサーバ 2台 (内 1台はデータベースサーバと共
用)，CGIサーバ 2台の構成を組んだ．詳細な役割分担は以下の通り．
アプリケーションサーバ 1 iLiswaveのサーバ機能とデータベース機能を
共存．主に目録作成などの管理業務用として利用．
アプリケーションサーバ 2 iLiswaveのサーバ機能のみ．主に目録検索に
利用．CGIサーバの問い合わせに対してアプリケーションサーバ 1のデー
タベースを検索して結果を返す3．
CGIサーバ 1 Web経由での目録検索要求を受け付けるサーバ．学外ア
クセス専用．データの問い合わせはアプリケーションサーバ 2に対して行
われる．
CGIサーバ 2 CGIサーバ 1と同様の機能を持つ．学内アクセス専用．
上記構成の問題は，それぞれの役割を担うサーバが単独で稼動し，相互
補完の関係にない点である．例えば，アプリケーションサーバ 1のデータ
ベースが停止すれば，その代替手段はなく，すべての図書館システムが停
止し，同様に，CGIサーバ 1が停止した場合には，学外への目録検索サー
ビスが完全に提供できない状況になる．しかし目録検索に関しては，CGI
サーバ 1の停止中も CGIサーバ 2は稼働中であるので，CGIサーバ 1の
アクセスを CGIサーバ 2へ振り向けることが可能であればこのような障
2Common Gateway Interface,ホームページを経由してサーバ側のプログラムを起動する方
式の一つ．
3旧システムでは検索専用データベースがあり，書誌検索は自データベースを，所蔵検索
はアプリケーションサーバ 1 のデータベースを検索していた．
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害でもサービスを停止せずに復旧作業時間を稼ぐことができるが，この構
成では短期間にアクセス先を変更することは難しかった4．
このようなリスクは事前に想定可能であっても，実際にシステム運用が
安定している時期にはまず目にしないものだ．実際にこの機器構成で運用
した 5年間での大規模システム停止は 1回 (ハード障害によるデータベー
スの停止)のみだったため，それほどダメージを受けたという実感も残っ
ていない．しかしシステム停止は，利用者に迷惑をかけるだけではなく，
システムへの信頼を失わせる．決してそのダメージは小さいものではな
く，これまでの認識が甘かったことは否定できない．
2.2 リプレイスの概要
最も大きな変更点は，サーバOSを Solaris5から RedHat Linux6に変更し
たことである．
Solaris版 iLiswaveには充分な稼動実績があるというメリットがある反
面，専用サーバが割高であるというデメリットもあった．一方，Linux版
は Solarisと比較すると稼動実績の点ではやや劣るが，かなり廉価なハー
ドウェアでの稼動が可能な点がメリットとしてあり，最終的にはコスト的
な側面を考慮して Linuxへの変更を決断した．
この変更に伴って，RDBMS7も変更になった．Solaris版 iLiswaveでは
商用系最大のシェアを誇る Oracle社製の Oracleであったが，Linux版で
はフリーソフト系の PostgreSQLを採用している．
Oracleは大規模サービスから個人ユースまで幅広くこの分野で使われ
ており，最高の安定性とパフォーマンスを発揮する．しかしシステム規模
に合せたライセンス料の支払いが必要であり，高コストの一因であった．
それに対して，PostgreSQLは純粋なフリーソフトウェアであるので，コ
4これは CGI サーバ 1 と 2 をそれぞれ個別 URL で運用し，なおかつ提供するサービス
に差異があったためである
5Sun MicroSystemsが開発するサーバ用 OS.近年，フリーソフトウェアとなって無償提供
されるようになったが，商用系のサーバ OS では高いシェアを誇る
6フリーソフトウェア OS である Linux に独自の拡張を加えて販売される OS ソフト．
7Relational DataBase Management System. リレーショナルデータベースを管理するソフト
ウェア．大規模システムでは Oracle 社の Oracle．小規模では Microsoft 社の Access がシェ
アの殆どを占めている．
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スト的には非常に有利であるが，当然 Oracleと同レベルの機能と安定性
を得ることはできない．しかし，PostgreSQLには欠点を補完するための
様々なフリーソフトウェアがあり，不足する機能を補うことは充分に可能
であった.
3 データベースの可用性
データベースは，データ保存・検索機能を持つミドルウェアであり，可
用性に関してはシステム全体の基盤をなすソフトウェアとして第一に対策
を施さなければならない．
考慮すべきリスクは，データベース内のデータの喪失と過負荷によるレ
スポンスの悪化が主なものとして挙げられるが，これに加え万が一の障害
時に迅速復旧する手法も確立しておく必要がある．
これらのリスクを回避する対策としては，リプリケーション (多重化)と
呼ばれる手法が多く用いられている．これは同一内容を保持したデータ
ベースを複数維持し，そのそれぞれ，もしくはいくつかを複数のサーバに
分散する手法である．これによって一つのデータベースやサーバに障害が
あった場合でもシステム全体の運用を維持することが可能だが，それに加
え負荷分散やメンテナンスによるシステム停止期間を短縮することにも効
果がある．
3.1 データベースのリプリケーション
データベースのリプリケーションにはいくつかの手法があり，RDBMS
機能の一部として実装するものもあれば，OSのディスク管理の一部とし
て稼動するものもある8．
RDBMS版は単なるリプリケーションだけではなく負荷分散機能やフェ
イルオーバー機能9などを実装しておりトータル的にデータベースの可用
性を高めることができる．一方 OS のディスク管理ベースのリプリケー
8Linux では drbd が有名．http://www.wbc.co.jp/ drbd/
9サーバに障害が発生した場合に，代替サーバが処理やデータを引き継ぐ機能
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ションはファイルサーバなどの単純なデータの蓄積に対して利用されるこ
とが主であるが，リプリケーションに対応していない RDBMSでも実装が
可能であるというメリットがある．フェイルオーバーなどの多彩な機能は
ないが，複数のプログラムと相互利用することによって充分データベース
リプリケーションに対応できるだろう．
今回の可用性対策では RDBMS機能としてのリプリケーションを採用
したので，以下にその方式の代表例を 2つ挙げて詳しく触れたい．この 2
つの違いはどのようにして複数のデータベースを同一に保つかという点で
あるが，選択する方式によって必要な機器構成も得られる可用性にも大き
な違いがある．
マルチマスタシステム マルチマスタシステムとは複数のデータベース
にクライアントからの要求を同時に伝播し，即時更新でデータベースの同
期を取る方式である．この方式の特徴は，一つのデータベースが停止して
も，検索要求のみならず，データの新規・更新要求に対してもデータベー
スの稼動を維持できる点である．PostgreSQLにこの機能を実装するため
のソフトウェアとしては，pgpool10や pgcluster11などが有名だ．この二つ
のソフトウェアは共に問い合わせベース方式12のリプリケーションを提供
しているが，大量のデータ更新時に高いパフォーマンスを発揮するという
メリットがある一方，特定の検索要求に対してサーバごとに異なった値を
返す可能性があるというデメリットもある．リプリケーション単体で使わ
れるのではなく，負荷分散やフェイルオーバーといった機能と組み合わせ
てデータベース全体の可用性向上のために導入されるケースが多い．
シングルマスタ・マルチスレーブシステム シングルマスタ・マルチス
レーブシステムとは，データの追加・更新・削除などのデータ操作要求を
10石井達夫氏によるコネクションプールソフトウェア．レプリケーションやフェイルオー
バー等の機能を装備している．PostgreSQL に手を加えることなく導入が可能．
http://www2b.biglobe.ne.jp/caco/pgpool/
11三谷篤氏が作成した PostgreSQL 用負荷分散用ソフトウェア．レプリケーション機能も
付随．導入には PostgreSQL 自体にパッチを当てる必要がある．
http://pgcluster.projects.postgresql.org/jp/index.html
12複数のデータベースに同時におなじ SQL を伝播する方式
188
受け付ける 1台のマスターデータベースと，マスターデータベースから
要求を受け取りデータの同期だけを図るスレーブデータベースで構築され
たシステムである．上記の仕組みのため，複数データベースのリプリケー
ションは非同期で行われるが，スレーブサーバはデータ操作要求 (新規登
録・更新・削除)を受け付けないので，時間差はあっても最終的にはデー
タベースの同期は保たれる．
PostgreSQLにこの機能を実装するためのソフトウェアとしては，dbmir-
ror13や slony-I14 などが有名だ．このタイプのリプリケーションは，検索
処理の負荷分散やデータ保護に威力を発揮するが，マスタデータベースに
障害が発生した場合の対応などにやや難があり，負荷分散やデータ保護の
目的に導入されることが多い．
この二つの方式にはそれぞれ特徴があり，どちらを採用するかによって
可用性についても大きな違いが生まれる．システムの完全性に重点を置く
ならば，マルチマスタ方式が適している．この方式ならばどのような障害
があってもデータベースの機能 (検索・新規登録・更新・削除)を保障する
ことが可能であり，システム構成によっては 24時間 365日運用も可能で
ある．しかし，導入可能かどうかは平行運用する基幹システムに依存する
点も多く，導入には事前の充分な検証が不可欠である．
一方，シングルマスタ・マルチスレーブ方式は導入・運用が比較的容易
で，導入時の制約もそれほど多くない．検索処理の負荷分散とデータの完
全性の保障を主目的とするのであれば，この方式には多くのメリットがあ
る．しかし，マスタサーバに障害が発生した場合には，ある程度のシステ
ム停止は覚悟する必要があることから，システムの完全性保障の点では，
マルチマスタ方式が優位であろう．
13PostgreSQL と共に配布されているリプリケーションソフトウェア．著者未見
14PostgreSQL 開発チームのコアメンバーでもある Jan Wieckshi 氏が開発したリプリケー
ションソフト．大規模サイトでのデータバックアップや負荷分散を目的に開発された．フェイ
ルオーバー機能あり．http://www.postgresql.jp/wg/jpugdoc/slony/1.1.0/adminguide/index.html
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4 本学図書館でのデータベース可用性対策
本学にとって当面の課題は高可用性よりもむしろ，データの完全性の保
障であった．今回のリプレイスで新たに導入した PostgreSQL7.xはデータ
のリカバリ処理にやや難があった．これはデータベースの更新履歴を時
系列で保存し続けることができないことが原因であるが，そのためデータ
ベースがクラッシュしてバックアップからデータを戻さなければならない
場合に，最終バックアップ以降の状態を完全に保証することができないと
いう大きな欠点があった15．
次なる課題が，サーバ障害時の対応とデータメンテナンスによるシステ
ム停止期間の短縮である．当然，障害時にも縮退運転を行わずにすべての
機能を稼動させるのがベストであるが，いくつかの課題が克服できずに，
やむを得ず障害時対応は一部の機能を停止することとした．縮退運転を
余儀なくされた最大の理由は，iLiswaveがマルチマスタ方式のリプリケー
ションを実装するソフトウェアとの共存運用が可能かどうかの実証が出来
なかったことである．iLiswaveはシンプルな RDBMSをベースとして開
発されており，RDBMSに手を加えるのはリスクが高い．そこで縮退運転
を前提として，リプリケーション方式をシングルマスタマルチスレーブ方
式とし，ハード障害時やデータメンテナンス時の対応は目録検索システム
のみ提供とすることにした．
以下に，詳しくその実装について述べたい．
4.1 機器構成
データベースのリプリケーションの為には，複数台のサーバに同一内容
のデータベースを同期をとりながら運用することが必要となる為，今回の
リプレイスでは従来は 2台であった iLiswave用サーバを 1台増設して 3
台とし，それぞれに主役割と障害時の役割を課して機器の側面から可用性
対策を施している．
15更新履歴は一時的には保存されるが，一定容量を超えると上書きされるので，万が一ファ
イルシステム自体がクラッシュし，サーバのハードディスクからデータが喪失した場合に復
元できない可能性がある．PostgreSQL8.x からは機能追加によって，更新履歴を保存するこ
とが可能となった
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システムの基幹となるマスターサーバ (以下 deikun)にはマスタデータ
ベースを配置し，リプリケーション処理の中核として位置づけた．すべて
のデータベース更新は deikunのデータベースに対して行われ，その更新
内容はリプリケーションソフトによってスレーブデータベースに伝播され
る．なお，通常時 deikunでは iLiswaveサーバは運用しておらず，データ
ベースのみの稼動だ．
スレーブサーバ (以下 assam)には deikunでの更新内容が非同期に伝播
されて，マスタデータベースと同一内容のデータベース (スレーブデータ
ベース)が維持される．assamでは iLiswaveサーバプログラムも稼働して
おり，主に CGIサーバからの要求を処理しているが，通常運用時は，自ら
のデータベース (スレーブデータベース)を検索するのではなく，deikunの
マスタデータベースに検索要求を投げているので，assam上のデータベー
スの主目的はデータの完全性の保証だけだ．しかし，障害時には deikun
の役割を一部引き継いでシステムの稼働をサポートする．
3台目のサーバは純粋な iLiswaveサーバ (以下 char)であり，データベー
スは配置されていない．管理業務系の要求を受け付け，deikunのマスター
データベースの更新処理や検索を行う．
この 3台の中では，deikunが一番スペックが高く，CPUもメモリも充分
に搭載しており，ハードディスクの I/Oスピードも高速である．残りの 2
台はハードディスクの I/Oスピードにやや問題があるが，その他のスペッ
クは deikunに見劣りはしない．charは用途に対してややオーバースペッ
ク気味であるが，システム全体の負荷分散の観点から，あえて高負荷対策
仕様の assamと同一のスペックを与えている．
4.2 リプリケーションソフト
リプリケーション用ソフトウェアは，slony-Iを採用した．その理由は
まず第一に，iLiswaveが利用するデータベースに対して完全なリプリケー
ションが可能だった為である．一部のソフトは主キー16がないテーブルで
はリプリケーションできないなどの制約があり，iLiswaveを完全にはサ
16テーブルで一意となる情報，ユニークキーとも呼ばれる
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ポートできなかった．また，スレーブサーバの増設や同期処理などの運用
周りの作業が比較的容易に行えることも slony-Iを選択した理由の一つで
ある．特にメンテナンス作業をマスタサーバを停止させることなくデータ
の同期も含めて行えることは大きなメリットだ．
また，今回の導入ではあえてテスト・導入共に行ってはいないが，slony-I
にはマスタデータベースとスレーブデータベースを切り替える機能があ
り，補助的なソフトウェアを導入すれば，マルチマスタ方式のようなフェ
イルオーバー機能を実装できる可能性があるのも，今後より高い可用性を
求めていくためには大きな要素であった．LinuxにはHeartbeat17と呼ばれ
る高性能フェイルオーバーソフトウェアがあり，すでに本学図書館でも一
部のシステムで採用している．
4.3 障害時対応
ここでは想定されるシステム障害ごとに，その対応策について詳しく述
べたい．運用中に発生する障害は多種多様であり，ここで述べるシステム
的対策だけでは当然充分ではなく，停電や地震被害への対策からシステム
室の室温管理まで，総合的な枠組みが必要なのは言うまでもないであろう．
4.3.1 アプリケーションサーバ (管理業務用：char)の障害による停止
charは管理業務系の要求を受け付けるサーバで，iLiswaveサーバの中心
であるが，データベースは稼働していない．charが停止した場合には，目
録作成や貸出処理を含むすべての管理系業務が完全停止となる．停止原因
としてもっとも可能性が高いのはハードウェア障害であるが，どのような
障害であっても，原因究明と復旧にはある程度の時間が必要となり，いか
にして復旧作業中のシステム稼働を維持するかが課題となるが，charの場
合，データベースもなくそれ以外の情報も頻繁に更新されないことから，
障害理由が判明すれば比較的容易に復旧は行える．
17http://www.linux-ha.org/HeartbeatProgram
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復旧作業中のシステム稼働を維持するために，データベースサーバ (dei-
kun)には charと同じ iLiswaveサーバを稼働できる環境を常に維持してい
る．charが停止した場合には，deikunで iLiswaveプログラムを稼働させ，
charに接続しているクライアントを deikunに接続させれば，システムの
稼働は維持できるが，クライアントの設定変更が必要なため，短時間のシ
ステム停止は回避できない．
4.3.2 マスターデータベース (データベースサーバ：deikun)の障害によ
る停止
deikunではマスターデータベースが稼働しており，何らかの障害が発生
した場合には図書館システム全体が停止に追い込まれる．
deikunに障害が発生した場合にその代替となるのが assamで稼働して
いるスレーブデータベースだ．しかしスレーブデータベースとしての制約
のため検索要求しか受け付けることができず，図書館システムは目録検索
のみ稼動の縮退運転を強いられる．
管理業務系サービス (データの更新や新規登録を行うサービス)は，deikun
が停止した場合には完全停止となるが，これは現在のフェイルオーバー機
能を実装していないシングルマスタ方式のリプリケーションではやむを得
ない．しかし，実際にデータベース間のフェイルオーバー処理の実装する
ためには，多くの課題が残されており，現時点では実現の可能性は低い．
リプリケーションを強制的に解除してスレーブサーバでデータ操作要求を
受け付けることも可能であるが，マスターデータベースの復旧後にデータ
同期処理にともなう長時間のシステム停止が必要になることから，速やか
にマスターデータベースを復旧させる方が総合的にシステム停止期間が短
縮できると判断して，管理業務系の対応はあえて行っていない．
実際に目録検索システムだけの縮退運転で図書館の開館を維持できるか
という点については，様々な意見があると思われるが，本学図書館では，
開館時に上記障害が発生した場合には，目録検索システムとオフライン貸
出システムを使って開館を維持することを当面の方針としている．
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4.3.3 アプリケーションサーバ (目録検索用：assam)の障害による停止
assamではスレーブデータベースが稼働しているが，もし障害があって
スレーブデータベースが停止したとしても，マスタデータベースの更新履
歴が slony-Iの機能によって assam復旧後に自動的に伝播されるので，レ
プリケーションとしての問題はそれほど大きくない．ただし assamが停止
後，さらに deikunに障害が発生し，データベースのデータをロストした
場合には，データを直近の状態まで復元する手だてがなくなるので，この
ような同時並行的な障害発生はシステムにとって致命的なダメージを及ぼ
す可能性があることは否めない．
運用中に assamが停止した場合，最も被害を被るのは目録検索システ
ム (OPAC)だ．iLiswaveの目録検索は，利用者から要求を受け付ける CGI
サーバ，CGIサーバからの検索要求を受け付ける iLiswaveサーバ，実際
の検索処理を行うデータベースサーバで構成されているが18，assamは目
録検索用 iLiswaveサーバとして稼動している．したがって，assamの停止
は即座に目録検索システムの停止につながり，もし障害発生が開館時であ
ればその影響は非常に大きい．assamが停止した場合の代役は，charの障
害対応と同様に deikunが受け持つことになる．この対策は CGIサーバの
設定を若干変更するだけで完了するので目録検索システムの停止を短時間
で終えられるメリットもある．
4.3.4 高負荷によるシステム停止
高負荷によるシステム停止は，常に対策を必要とするリスクの一つであ
る．旧システム運用中は，繁忙期などの高負荷によるシステム停止にたび
たび悩まされた．ほとんどの場合，想定以上の目録検索要求が停止の理由
であったが，その増加率が非常に高かったために，システム的な対策を充
分に施すことができなかった．一方，管理業務系サービスは，接続可能な
クライアント数が限定されているため，想定外の高負荷状態に陥ることは
稀であり，旧システムから安定稼動を続けている．
18この分担は役割単位であって，すべての役割が単体のサーバで動かなければならない訳
ではない．この 3つの役割を単独のサーバでまかなうことも可能である．本学は負荷分散と
機器障害のリスク分散の為に役割ごとにサーバを分割している．
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目録検索の負荷対策の中心となるのは assamと deikunである．assamは
すべての目録検索要求を一台で引き受け，deikunはその要求のすべてに
対して対応している．この構成では，要求の増加がダイレクトに高負荷と
なって assamと deikunに悪影響を与えてしまう．
assamの負荷分散は比較的余裕のある charに assamヘのアクセスの 3分
の 1を振り分けて対応する計画だ．これは前述した CGIサーバの設定変
更だけで済むので比較的短期間に処理を終えられるだけではなく，システ
ム停止の必要もない．問題は deikunが高負荷になった場合である．緊急
的な処置としては，assamを第 2データベースサーバとして独立させ (リ
プリケーションは継続したまま)，データベースへの検索要求の 3分の 1
程度を assamに処理させ，これまで assamが担ってきた役割は，charと
予備サーバを使って対応する計画だ．短期的にはこの対策によって一定の
効果を得られるだろうが，もし図書館システムの中核であるデータベース
サーバが長期間に渡って高負荷状態となるのであれば，それは現行機器性
能の限界を示すものであり，機器の増強などの抜本的な変更を行う時期で
あることを示している．
機器のリプレイス周期の中で充分なスペックを確保することは思いのほ
か難しい．前回の機器構成でも最終的にはスペック不足に陥ることになっ
たことを踏まえて，今回のリプレイスでは予備サーバを導入することにし
た．iLiswaveサーバが稼動する小さなサーバを一台常にメンテナンスし，
高負荷状態に陥ったサーバへのアクセスの一部を肩代わりさせることに
よって，システム停止のリスクを回避する計画だ．コスト的にはやや割高
であるが，予備サーバを持つだけでも過負荷状態の回避には大きな力を発
揮する．
5 目録検索システムの可用性対策
ここまではデータベースと iLiswaveを中心に可用性について触れてき
たが，それ以外の部分についても当然可用性対策は欠かせない．
データベースはシステムの根幹であるが，利用者からは直接見えない，
いわばエンジンの部分である．この部分は前述のデータベースを中心とし
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た可用性対策でカバーした．一方，利用者からの要求を直接受け付ける目
録検索はインターフェイスと言える．システム全体の可用性としては，エ
ンジンにもインターフェイスにも対策は不可欠だ．
本学の目録検索システムの URL は http://opac.lib.meiji.ac.jp であるが，
この URLの裏側には複数のサーバと負荷分散装置を備えたシステムが利
用者からの検索要求を待ち受けている．
5.1 機器構成からの対策
2.1で述べたように，旧構成では CGIサーバが学内・学外向けにそれぞ
れ一台しかなく，もし CGIサーバに障害があった場合には，システムの
稼動状況に関らずサービス停止を余儀なくされた．また，CGIサーバへの
アクセス元が学内・学外とに分割されていたため，CGIサーバ 2台として
の性能を充分に活用できていたとは言えない．
そこで新たに機器構成を検討する段階で，学内・学外の切り分けを廃止
し，どちらからの要求も単一の URLで受け取ることを前提とし，機能の
実装のために必要なハードウェアとして，CGIサーバを 4台，ネットワー
クサーバ19 を 2台導入した．CGIサーバ 4台のうち 3台は純粋に CGI処
理のための導入であるが，残り 1台は予備機的役割を帯びており，大幅な
システム構成変更が必要な場合には役割変更をすることを想定した．また
ネットワークサーバは 4台の CGIサーバのアクセス元となり，利用者か
らの要求を受けつけて適切に CGIサーバへと要求を分散するバランサー
として稼動する．
5.2 負荷分散と可用性対策
利用者からの目録検索要求は，まずネットワークサーバに対して行われ
る．これはネットワークサーバが目録検索システムの URLを保持してい
るからだ．要求を受け付けたネットワークサーバは適切な CGIサーバへ
19通常のサーバとは異なり，ネットワークに接続することが必須で特定の役割 (ロードバ
ランスやリクエストのルーティング等) をおこなう機器．富士通社製ネットワークサーバ
IPCOM100
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と要求を振り分け，受け取った CGIサーバはネットワークサーバ経由で
利用者に結果を返却する．これが目録検索の主な流れであるが，負荷分散
についてはネットワークサーバの機能を使い，可用性についてはすべての
機器を多重化することで対応している．
まず 2台のネットワークサーバは本番系と待機系の役割を担い，通常運
用中は本番系のみが要求を受け付け，待機系はネットワークに接続したま
まで何も行わない．もし本番系が障害やメンテナンスで停止した場合，待
機系は本番系から目録検索 URLを引き継ぎ，自動的に目録検索要求を受
け付けるようになるが，これがフェイルオーバー機能で，この一連の流れ
はすべて自動で行われる．当然，CGIサーバとの連携も待機系に引き継が
れるので，障害発生時のシステム停止時間は無いに等しい．一方，各 CGI
サーバは常にネットワークサーバと特定の一定の通信を維持し，稼動状況
を互いに監視しているが，これによって仮に CGIサーバに障害が発生し
た場合には，ネットワークサーバが当該サーバを自動的に振り分け対象か
ら除外することができる．この枠組みによって可用性は高められ，ネット
ワークサーバ，CGIサーバ共に故障が発生したとしても完全なシステムダ
ウンのリスクは大幅に削減された．
負荷分散は，ネットワークサーバが 4台の CGIサーバへと適切に要求
を振り分けることで行われているが，この振り分けにはいくつかの方式が
ある．もっとも単純なのがラウンドロビン方式20であるが，しかしこの方
式は要求を受け付けるサーバの負荷状態を考慮に入れていないため，最大
の負荷分散効果を得られるかどうかはシステム構成や要求処理の仕様に大
きく依存する．その他には，サーバへの最小コネクション数をベースとす
る方式などがあるが，もっとも効果を得られるのがサーバの負荷を常にモ
ニタリングしてネットワークサーバに振り分け先を決定させるモニタリン
グ方式だ．
当初，本学はモニタリング方式を採用していたが，負荷計測をおこなう
モニタリングソフトが CGIサーバで正常に稼動しなかった為，最小コネ
クション方式に切り替えた．目録検索要求は個々の要求によって発生する
20同様の構成にした機器を複数用意して処理要求を順番に割り振る負荷分散方式．常に同
一もしくは同負荷のリクエストを分散するのに適している．
197
負荷にそれほど大きな差異がない為，この方式でも十分な負荷分散効果を
得られている．
6 リプレイス後の運用と残された課題
可用性対策を施したこのシステムの運用を 2005年 9月から開始したが，
これまでに大規模なシステム停止を伴う障害は発生していない．しかし，
目録検索の負荷分散と機器の多重化についてはすでに一定の効果が現れて
いる．旧システムでは試験期などの繁忙期に極端なレスポンスの低下やシ
ステム停止が必ず発生していたが，これらの現象は解消された．同時アク
セス数も約 20台前後から 100台弱程度まで増加し，これによって図書館
ガイダンスなどで一斉に目録検索システムを利用しても快適な利用環境が
保たれている．CGIサーバが故障した際にも，切り離しおよび復旧時の再
接続が問題なく行われたことが確認できた．
一方，データベース関連の対策は，システム停止期間の短縮に効果を発
揮した．これまでは大量のデータメンテナンスを行う場合などは，システ
ムを完全停止して実施する必要があったが，今回はスレーブデータベース
を利用して目録検索システムだけは稼動させながら作業を行うことが可能
であった．このような運用スタイルの利用が進めば，より多くのシステム
稼働日を確保し，開館日の増加にも貢献できるであろう．
課題として残されているのは，やはり管理業務系システムの可用性対策
だ．根本的な解決策は，データベースのフェイルオーバー機能の実装であ
るが，これは技術的にも環境的にも課題が多い．一時的な対策を施すこと
は可能であるが，本格的な対策のためには，次回のリプレイスを待たなけ
ればならないだろう．
そして当然のことながら，ここまでに触れた対策は日々のメンテナンス
が充分に行われていることが前提であり，一定の対策を施したからといっ
て，定期バックアップやモニタリングなどの定型業務を怠ってはならない．
システムの稼動を維持するのは，結局は人間であり，ハード・ソフトウェ
ア的な対策は二次的なものである．こういった側面からも，システム的対
策を施した後は一層，管理者には高い危機管理能力が求められている．
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7 まとめにかえて
図書館システムはこれまで多くの利便性を利用者に提供してきたが，そ
れと同時に，従来型の図書館サービスのいくつかを淘汰してしまった．厳
密に配列された手書き目録カードは姿を消し，自動貸出機がフロアごとに
配置されるようになったが，しかし，図書館システムは姿を消しつつある
アナログ的サービス方式を完全に内包したと言えるのだろうか．この疑
問を多くの図書館員が漠然と胸に秘めているだろうことは容易に想像がつ
く．それゆえに，現時点では未だ図書館システムがインフラとして本当の
役割を果たしているとは言えない．いつでもサービスできること，それは
最も基本であるがゆえに最も困難なことであるかもしれないが，利用者か
らの信頼を得るためには克服すべき課題であり，それは図書館システムが
もたらした変革に自ら責任を負うことでもある．
最後になったが，このシステムリプレイスでは日常的にサポートしてい
ただいている富士通の方々，特に株式会社テムス (現株式会社東邦システ
ムサイエンス)の西池氏とサポートチームのメンバーの方々には有用なア
ドバイスと御協力を頂いた．そして何より長時間労働も厭わず共にリプレ
イス作業をこなした本学システム担当の丸山，畑野両氏には幾度となく助
けられた．ここに記して謝意を表したい．
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