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Abstract—Density Peak Clustering (DPC), a popular density-based clustering approach, has received considerable attention from the
research community primarily due to its simplicity and fewer-parameter requirement. However, the resultant clusters obtained using
DPC are influenced by the sensitive parameter dc, which depends on data distribution and requirements of different users. Besides, the
original DPC algorithm requires visiting a large number of objects, making it slow. To this end, this paper investigates index-based
solutions for DPC. Specifically, we propose two list-based index methods viz. (i) a simple List Index, and (ii) an advanced Cumulative
Histogram Index. Efficient query algorithms are proposed for these indices which significantly avoids irrelevant comparisons at the cost
of space. For memory-constrained systems, we further introduce an approximate solution to the above indices which allows substantial
reduction in the space cost, provided that slight inaccuracies are admissible. Furthermore, owing to considerably lower memory
requirements of existing tree-based index structures, we also present effective pruning techniques and efficient query algorithms to
support DPC using the popular Quadtree Index and R-tree Index. Finally, we practically evaluate all the above indices and present the
findings and results, obtained from a set of extensive experiments on six synthetic and real datasets. The experimental insights
obtained can help to guide in selecting a befitting index.
Index Terms—Clustering, Density peaks, Index, Efficiency, Algorithms.
F
1 INTRODUCTION
C LUSTERS reflect a potential relationship among differ-ent entities of data. This data can be sourced from
a wide range of domains like market research, social net-
work analysis, spatial data analysis, pattern recognition, etc.
Many clustering algorithms have been developed in the
last few decades in response to the proliferating demands
across industries and organizations, which help them make
operational and strategic decisions.
Clustering inherently builds on the notion of similarity.
However, the notion of similarity is different in different
clustering algorithms. Moreover, these clustering algorithms
have different mechanisms to cluster a set of data objects.
Among them, density-based clustering algorithms are pop-
ular, which find subsets of objects in “dense regions” sepa-
rated by not-so-dense regions, where each subset represents
a cluster. In this paper, our focal point will be Density Peak
Clustering (DPC), a popular approach towards obtaining
density-based clusters, proposed by Rodrigues and Laio
[1]. To highlight the significance of DPC, we first provide
a comparison between density based vs. non-density based
algorithms, and then the differences between DPC and
DBSCAN [2], another popular density-based algorithm, are
discussed.
(i) Density based vs. non-density based: Density-based clus-
tering algorithms have several advantages over non-density
based algorithms, such as centroid-based and connectivity-
based clustering algorithms. Density-based methods can
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find arbitrary-shaped clusters and do not need the num-
ber of clusters as input, unlike centroid-based clustering
algorithms such as k-means. Moreover, they also identify
outliers from the objects. The only drawback is that they
require more execution time. Connectivity-based methods
(for e.g., [3], [4]) organize objects in a hierarchy based on
some similarity, but do not produce a unique partition.
(ii) DPC vs. DBSCAN: The idea of DPC is similar to
DBSCAN. DBSCAN identifies core objects first, which are
then connected, if they are within distance . The non-core
objects are connected to the core objects nearby. If there is no
nearby core object, a non-core object is treated as an outlier.
Thus, a cluster in DBSCAN is recognized as a connected
component of core and non-core objects. DPC directly links
each object to the nearest object in a higher density region
until the last such object (called a peak) is reached, forming
a tree structure for each cluster. The outlier is distinguished
as an object in a low density area and with a large distance
to any other higher density object. Thus, a cluster in DPC
can be represented as a tree with the cluster center as the
root. Both, DBSCAN and DPC, require a cut-off distance
to determine the density of the area an object is located.
DBSCAN also uses an additional local density parameter,
i.e. minimum required points within the cut-off distance, to
distinguish a core object and a non-core object.
DPC aims to identify cluster centers among the set of
objects, and for each object, it defines two quantities: (i) local
density ρ and (ii) dependent distance δ. Given a set of objects
P and parameter dc, the local density ρ of an object p ∈ P
denotes the number of objects within distance dc from p.
The dependent distance δ for an object p ∈ P is the distance
from p to its nearest higher local density neighbor. Based on
these, cluster centers are selected as objects having high ρ
and large δ values. Once the cluster centers are determined,
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Fig. 1: Different Clusters for different choices of dc
the remaining objects are assigned to the clusters containing
their nearest higher density neighbors. DPC has been em-
ployed by researchers to solve problems in domains, such
as time-series [5], neuroscience [6], geoscience [7], biology
[8], computer vision [9], etc.
However, there are two major issues:
• Parameter Selection. DPC suffers from the parameter set-
ting problem since its clustering results are heavily influ-
enced by dc. The selection of parameter dc is dependent
on data distribution. Moreover, a user may have various
requirements for clustering and may need to test several
dc to obtain the desired clustering. This gets worse when
different users may want to try different dc. Figure 1
illustrates that setting different dc will produce different
clustering results based on the real-world dataset Gowalla
containing user check-ins for the area around US and
Caribbean.
• Query cost. Given a dc, the original DPC algorithm needs
to determine pair-wise distances and compute the two
quantities ρ and δ for each object. As this has high time
cost for large datasets, running the DPC algorithm for
different values of dc further exacerbates the problem.
Motivated by the above issues, this paper aims to in-
vestigate employing index to speed up DPC for a given
dc. As such, the whole clustering process which probably
involves trying many dc can be substantially shortened. The
importance of such a solution is impelled more by the fact
that computing local density ρ and dependent distance δ
for each object are two expensive operations, and requires
visiting a large number of objects.
To this end, we propose two list-based indices namely
List Index and Cumulative Histogram (CH) Index. The List
Index efficaciously captures the neighborhood of an object
which facilitates fast access to close neighbors, bypassing
the need to compare with most of the other objects. Based
on List Index, efficient query algorithms are proposed to
compute ρ and δ for any dc. However, for larger datasets,
the computation of ρ using List Index is still expensive.
Therefore, the advanced CH Index is proposed which en-
ables fast computation of ρ. Both of these indices have
large memory requirements which may not be suitable for
memory-constrained systems. Towards this, we present an
approximate solution which can reduce the space cost with
slight loss in accuracy.
Furthermore, we also study tree-based indices that are
capable of providing fast data access and have lower mem-
ory requirements. They can provide efficient support to
queries like range and nearest neighbor (NN) search. Range
search can be easily adapted to compute ρ, however, a large
number of search operations are still needed. Besides, the
computation of δ is different from NN search and requires
a tailored algorithm. In this context, we provide enhanced ρ
and δ queries based on effective pruning techniques using
the popular Quadtree and R-tree indices for DPC.
The key contributions of this paper are as follows:
• We raise the importance of studying index for density
peak clustering, supported by the fact that clustering
results could be different using different distance settings.
We aim to speed up one run of the density peak algorithm
using index, since multiple runs may be needed before
getting a satisfactory clustering result.
• List-based index. We propose two list-based indices namely
List Index and CH Index along with efficient query al-
gorithms. An approximate solution is also suggested for
memory-constrained systems to reduce the space cost.
• Tree-based index. We revisit the popular tree-based indices
having lower space cost and present efficient algorithms
based on effective pruning techniques using the Quadtree
Index and R-tree Index.
• Extensive experimental evaluation. Finally, we conduct ex-
tensive experiments to evaluate the proposed and existing
indices on six datasets.
The rest of the paper is organized as follows. Section
2 revisits the DPC method. In Section 3, we introduce our
proposed list-based indices and their respective query algo-
rithms, followed by the tree-based indices in Section 4. A
comprehensive evaluation of the proposed index structures
is done in Section 5. Section 6 discusses the related work.
Lastly, Section 7 concludes the paper.
2 PRELIMINARY
In this section, we first introduce the Density Peak cluster-
ing method and then discuss the idea of our index-based
approaches.
Density Peak Clustering (DPC): DPC [1] is based on the
observation that cluster centers are characterized by (i) locally
higher density, i.e., a cluster center has a higher-density
neighborhood than its neighboring objects, and (ii) relatively
large separation, i.e., cluster centers are at relatively large
distances from other objects with higher local densities. On
this basis, DPC distinguishes the cluster centers from the
rest of the objects. Let P be a set of objects to cluster, then the
3di is measured by computing the minimum
distance between the point i and any other
point with higher density:
di ¼ min
j:rj>ri
ðdijÞ ð2Þ
For the point with highest density, we con-
ventionally take di ¼ maxjðdijÞ. Note that di is
much larger than the typical nearest neighbor
distance only for points that are local or global
maxima in the density. Thus, cluster centers are
recognized as points for which the value of di is
anomalously large.
This observation, which is the core of the
algorithm, is illustrated by the simple example
in Fig. 1. Figure 1A shows 28 points embedded
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Fig. 1.The algorithm in two dimensions. (A) Point distribution. Data points are ranked in order of decreasing density. (B) Decision graph for the data in
(A). Different colors correspond to different clusters.
0.5
0.4
0.3
0.2
0.1
0.0
0.4
0.0100
0.0075
0.0050
0.0025
0.0000
0.3
0.2
0.1
0.0
0 0 2000 4000 6000 8000 10,000150 300 450
0 40 80 120 160
Number of points
Fig. 2. Results for synthetic point distributions. (A) The probability distribution from which point distributions are drawn. The regions with lowest intensity
correspond to a background uniform probability of 20%. (B and C) Point distributions for samples of 4000 and 1000 points, respectively. Points are colored
according to the cluster to which they are assigned. Black points belong to the cluster halos. (D and E) The corresponding decision graphs, with the centers
colored by cluster. (F) The fraction of points assigned to the incorrect cluster as a function of the sample dimension. Error bars indicate the standard error of the mean.
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(b) Decision Graph
Fig. 2: Density Peak Clustering [1]
clustering procedure of DPC involves mainly the following
four steps:
1) Compute local density ρp. The local density ρp of an object
p ∈ P is computed as
ρp =
∑
q∈P
χ(dist(p, q)− dc) (1)
where dist(p, q) is the distance between objects p and q,
χ(x) = 1 if x < 0, otherwise χ(x) = 0, and dc is the
threshold distance. We refer to the number of objects that
lie within distance dc from p as the (local) density ρp of
the object p.
2) Compute depe dent di t nce δp. Th depen nt is ance
δp is the minimum distance between object p ∈ P and
any other object q ∈ P with density higher than ρp. It is
computed as
δp = min
q 6=p∧ρq>ρp
{dist(p, q)} (2)
We denote the corresponding higher density object
(neighbor) by µp. For the highest density object (global
peak) p, its δp = maxq∈P {dist(p, q)}.
3) Finding cluster centers. Then, DPC distinguishes cluster
centers (peaks) from the set of objects based on their
computed ρ and δ. An object with locally high density
has its nearest neighbor of higher density relatively far
and therefore has a large δ. Based on this, cluster centers
are recognized as objects with high ρ and anomalously
large δ. For this, DPC employs a decision graph to
determine the cluster centers. Figure 2a shows a data
distribution of objects numbered according to the rank
of their local densities. A decision graph of ρ vs. δ is
shown in Figure 2b which determines cluster centers
(1,10) found on top right side of the graph with high
ρ and large δ. The decision graph also helps to identify
the outliers (26,27,28) which have small ρ and large δ on
the left side of the graph.
4) Clustering. After the cluster centers have been deter-
mined, the rest of the objects are then assigned to the
clusters containing their nearest neighbors of higher den-
sity.
The time complexity of the original DPC algorithm [1] is
Θ(n2) dominated by the computation of pair-wise distance
of objects. Then, computing ρ and δ for all objects takes
O(n2) time. The third step, finding cluster centers, requires
manual input from a user, after which, object-to-cluster
TABLE 1:
Summary of Notations
Notation Description
dc cut off distance
n total number of data objects
ρp local density of an object p
δp dependent distance of an object p
µp higher density neighbor of an object p
dist(p, q) distance between objects p and q
N-List list of objects
RN-List reduced list of objects
τ neighbor threshold for RN-List
w width of histogram bins
nc number of objects inside tree node
maxrho maximum ρ of objects inside tree node
dmin minimum distance to tree node
dmax maximum distance to tree node
assignment in the fourth step is done in O(n) time. Thus,
the first two steps are most expensive. As DPC is sensitive
to dc, the DPC algorithm may need to be run multiple times.
While the pair-wise distances can be reused after firstly
computed, it would be preferred to make computing ρ and
δ more efficient, given that different dc values may be tried.
Our index-based approaches are designed to support the
computation of ρ and δ efficiently.
Index-based Approach: Our approach for DPC consists of
applying an index and efficiently computing ρ and δ (the
first and second steps of the original algorithm) correctly
based on the designed index. As the third and fourth steps
are inexpensive and require user input, they can be used
as they are in the original algorithm [1]. Based on this, we
propose two list-based indices, namely List Index and Cu-
mulative Histogram Index, along with efficient algorithms
to compute ρ and δ for each object. We also enable the
popular tree-based indices Quadtree and R-tree for handling
large datasets by developing enhanced algorithms based on
effective pruning techniques for computing the two quanti-
ties. Once these quantities are obtained, cluster centers are
determined using the decision graph, and finally, the object-
to-cluster assignment is done by following the third and
fourth steps of the original algorithm.
The different indices are elucidated in the following sec-
tions. The notations used in this paper are listed in Table 1
for reference.
3 LIST-BASED INDEX STRUCTURES
The general idea behind list-based index is that the compu-
tation of ρ and δ for an object requires neighboring objects
to be retrieved and matched. However, in this process the
query visits a large number of unnecessary objects. Knowing
the object’s neighborhood beforehand can help to reduce the
irrelevant comparisons significantly. List Index is based on
the above idea and utilizes ordering technique to maintain
neighbors of each object in the order of their proximities.
Using the List Index, efficient query algorithms for com-
puting ρ and δ are developed which find DPC clusters in
O(n log n) expected time. We also propose an advanced CH
Index which utilizes aggregation technique for enhancing the
query processing of List Index. The CH Index integrates
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Fig. 3: (a)List Index (b) For Theorem 1
the merits of both cumulative histograms and list into its
structure and achieves DPC clustering in justO(n) expected
time. An overview of List and CH Index along with their
construction and query algorithms will be explained next.
3.1 List Index
The List Index maintains a list known as Neighbor List (N-
List) for each object, such that for an object p, its N-List(p)
stores other objects in non-decreasing order of their dis-
tances to p. This is useful, since, given a dc, the portion of list
containing distance ≥ dc is irrelevant for the computation
of ρp. Then, ρp can be simply determined by just finding
the location of the farthest object with distance < dc in
N-List(p) for which a binary search is efficient. The compu-
tation of δ is based on the observation that for peaks and
outliers, δ is relatively large. This means that for a non-
peak object p, its δp is small, i.e., its µp lies very close to it.
Using N-List(p), which stores the nearest neighbor objects
in the starting locations, δp can be determined by visiting
only few starting objects of N-List(p). We explain the above
computations for ρ and δ using the following example.
Example 1. Figure 3 shows the N-List for objects 10, 13,
15, 19, 22 of the distribution in Figure 2a containing
other objects in non-decreasing order of their distances.
Suppose dc = 0.25, to find ρ10 for object 10, the number
of objects in N-List(10) up to the farthest object with
dist < 0.25 is required. Thus, we only need to find
the location of that farthest object in N-List(10) which
can be efficiently done by a binary search. Therefore, for
object 10, the farthest object is 22 and its corresponding
location gives the required ρ10 = 4. Similarly, we obtain
ρ13 = 3, ρ22 = 1, ρ15 = 3 and ρ19 = 3. To compute
δ for object 13, we find the first object in its N-List of
higher density as object 10 (suppose a smaller object ID
represents a higher local density). Thus, µ13 = 10 and
the corresponding distance giving δ13 = 0.12 can be
obtained in just one search. Similarly, for object 15, 19
and 22, δ can be obtained in 1-2 search operations. For
object 10, a relatively large number of search operations
are needed as there is no near object with higher ρ.
Therefore, it has a large δ.
3.1.1 Construction
The construction of List Index is shown in Algorithm 1. Line
1 initializes a List Index which stores the list of distances for
each object. The algorithm first picks an object p, computes
the distances to all other objects and stores the objects (along
Algorithm 1: List Index: Construction
Input: Set of objects of P
Output: List Index
1 List Index← Initialize list of list;
2 list← Initialize a temporary list;
3 foreach object p ∈ P do
4 foreach object q ∈ P do
5 list(p)← q, dist(p, q);
6 N-List(p)← sort list(p) in non-decreasing of dist(p, q);
7 Add N-List(p) into List Index;
8 return List Index;
Algorithm 2: List Index: Query
Input: List Index, parameter dc
Output: ρ-set, δ-set, µ-set
1 Initialize ρ-set, δ-set, µ-set;
// Computing ρ
2 foreach object p ∈ D do
3 first← 0; // Initialize first to 0
4 last← N-List(p).length()-1; // Initialize last to
location of last element of list
5 ρp ← BinarySearch(first, last, N-List(p), dc);
6 ρ-set← ρp;
// Computing δ
7 foreach object p ∈ D do
8 foreach object q ∈ N-List(p)) do
9 if (ρq > ρp) then
10 δp ← dist(p, q);
11 µp ← q ;
12 break;
13 δ-set← δp, µ-set← µp;
14 return ρ-set, δ-set, µ-set;
with their distances dist(p, q)) in a temporary list as shown
in lines 3-6. This list is then sorted in non-decreasing order
(line 6) and finally stored in List Index (line 8). This is
repeated for all the objects and finally List Index is returned
containing an N-List for each object.
The time complexity of Algorithm 1 isO(n2 log n) which
includes the pair-wise distance computation of objects and
sorting of each N-List.
3.1.2 Query Algorithm
The general idea of computing ρ and δ using List Index has
been discussed earlier. The pseudo-code for both ρ (lines 2-
6) and δ (lines 7-13) queries is given in Algorithm 2. The
algorithm initializes ρ-set, δ-set and µ-set in line 1 which
store the set of ρp, δp and µp values for each object p. To
compute ρp, it employs the efficient binary search technique
over N-List(p), shown in line 5, to find the location of object
which is its corresponding ρ. The computed ρ is stored in
ρ-set in line 6.
The query for computing δ is given in lines 7-13 of the
algorithm. It iteratively picks an object p and performs a
sequential search over its N-List(p), each time checking if
the current object i has higher density shown in line 8-9. The
search terminates (line 12) when the first object i satisfying
the condition is met, which is the required µ, and its distance
dist(p, i) is the corresponding δ. The obtained values are
stored in their corresponding sets in line 13 after which the
algorithm terminates, returning the final ρ-set, δ-set, µ-set.
Theorem 1. The expected time complexity of the Algorithm 2 is
O(n log n).
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Fig. 4: Cumulative Histogram for Object 10 in Figure 2
Proof. Let P be a set of n objects and p, q ∈ P . The time com-
plexity for computing ρ in lines 2-6 isO(n log n). This is
because, for each object p ∈ P , binary search performs
O(log n) comparisons. The expected time complexity
for computing δ in lines 7-12 is O(1). To prove this, we
assume that, for each cluster, the density is maximal
at the peak object and the density of object decreases
while moving away from the peak. To compute δ for p,
the query probes each object from near to far in its N-
List until it finds the first object q with higher density.
Suppose query object p and object q are located at points
D and A as shown in Figure 3b. For the non-peak object
p, the area defined by circular region centered at D and
radius dist(D,A) is the total area that the query needs
to explore to find δ defined as area(near)+area(far). The
area(near) is the dense area in between p and q, while
area(far) is the remaining area which is sparse. The
ratio of area(far)/area(near) is no more than a constant
f = pi/3+
√
3/2
2pi/3−√3/2 . This means, before one higher density
object is found in area(near), the number of lower
density objects checked in area(far) is in a constant
factor. Therefore, the total number of objects probed
for an object is expected to be a constant number. For
peak objects, since the higher density neighbors are
not near, in the worst case, the number of probes is
n. Assuming the number of peaks as constant c, the
total number of probes is bounded by cn. Thus, finding
δ for all the objects requires total f(n − c) + cn probes
which costO(n) expected time. Hence, overall expected
time complexity of Algorithm 2 is O(n log n) + O(n) =
O(n log n).
3.2 Cumulative Histogram
List Index can speed up the DPC queries, however, the
computation of ρ is affected by the size of N-List. With
increase in dataset size, the size of an N-List grows larger.
Consequently, more comparisons are performed, thereby
making the query slow. To this end, we introduce a Cu-
mulative Histogram (CH) Index for DPC which takes O(1)
time to compute ρ for an object. CH Index merges the merits
of both List Index and cumulative histogram which helps to
tremendously reduce the search space of List Index. The
basic idea is to provide smaller search space by dividing N-
List of an object into small subsets such that the number of
comparisons during the computation of ρ is reduced.
CH Index contains a cumulative histogram for each
object consisting of several bins where each bin represents
Algorithm 3: Histogram Construction
Input: List Index, width(w)
Output: CH Index
1 CH Index← Intialize list of lists;
2 foreach object p ∈ D do
3 upper limit← w; // Initialize first bin’s upper
limit
4 i← 0;
5 c histogram← initialize list for storing bin density;
6 while i < N-List[p].size() do
7 dist(p,i)← N-List[p][i];
8 if dist(p, i) < upper limit then
9 i← i+ 1;
10 else
11 c histogram.insert(i);
12 upper limit← upper limit+w;
13 c histogram.insert(i);
14 CH Index[p]← c histogram;
15 return CH Index;
a disjoint range of distance w.r.t. p. For an object p, the first
bin indicates the number of objects (nb) in N-List within
distance w from p, where w is the bin width and is user
defined. Similarly, the second bin indicates distance 2w from
p, and so on, until the bins cover all the objects of N-List.
Distances w, 2w, 3w,... are the upper limit of first, second,
third bin respectively and so on, while w is the bin width
of each bin. Since the number of objects within distance kw
from p in N-List(p) is equal to the location of the last object q
with dist(p, q) < kw, each bin stores the location of the last
object as bin density (nb). To compute ρ for an object p, the
query needs to locate the bin (say targetBin) containing the
farthest object q with dist(p, q) < dc, and perform a search
in the farthest bin.
A smaller bin width w represents a smaller section of N-
List and results in faster query time (at the cost of additional
space as there will be more bins) and vice-versa. Thus,
for a particular dataset, selecting an appropriate w is of
paramount importance to both the running time and space
cost, and depends on the choice of user.
Example 2. Figure 4 represents a cumulative histogram
for object 10 along with its N-List. It is constructed by
counting the number of objects in N-List with distance
less than upper limit of each bin (shown at the abscissa,
for 0.16, 0.32, 0.48, 0.64,.., 0.96) which is stored at each bin
as nb. The last bin contains the total number of objects
in N-List. Given dc = 0.25, firstly the targetBin T is
determined by calculating bdc/wc = 1. In the figure, the
second (green) bin is the targetBin as dc lies within [0.16,
0.32). Here, nT = 4 and nT−1 = 2 (previous bin) deter-
mines the section of N-List which needs to be explored to
find ρ of object 10. A search is performed on this section
of N-List containing only 2 objects (19, 22) which returns
the location of object 22 as the corresponding ρ. It must
be noted that List Index has to search over 28 objects
while CH Index just needs 2 objects in this case.
3.2.1 Construction
The construction of CH Index is given in Algorithm 3.
The algorithm uses the List Index to construct cumulative
histograms for each object in lines 2-14. For each object p,
it initializes upper limit of the first bin with w, i to iterate
6over N-List, and a list c histogram to store nb for each bin as
shown in lines 3-5. To find nb of the first bin, the algorithm
iterates over N-List(p) and examines for object i whether
dist(p, i) < upper limit as shown in line 7-8. If it falls within
the first bin, it increments i in line 9 and moves to next object
of N-List. This is repeated until the first object at location i
with dist(p, i) > upper limit is met. The location i, which
at this instance gives the number of objects within distance
w from p, is stored as nb of the first bin in c histogram as
shown in line 11. Line 12 increments upper limit by w, which
indicates the upper limit of the second bin. The algorithm
again starts to examine the objects from the last location i
and repeats the same procedure to store the nb of the second
bin.
In this way, the loop executes until all the objects of
N-List(p) have been visited. Finally, line 13 stores the the
nb of the last bin. The list containing the nb values (i.e.,
c histogram) of object p is stored in CH Index in line 14.
The algorithm then moves to another object and iterates
similarly over its N-List and constructs the bins. When bins
for all the objects have been constructed, the algorithm
terminates returning CH Index (line 14). The total time
complexity to construct CH Index based on Algorithm 1
and 3 is O(n2 log n).
3.2.2 Query Algorithm
In this section, we describe the algorithm to compute ρ
using CH Index. For an object p, the algorithm finds the
targetBin to perform a search on the corresponding section
of N-List(p), which finds the location of the farthest object q
with dist(p, q) < dc as the required ρ.
The pseudo-code for computing ρ is shown in Algo-
rithm 4. For each object p, the targetBin is computed as
shown in line 1-2. Next, the algorithm computes ρ for p
in lines 3-17. If dc is equal to upper limit of targetBin, all
objects up to that bin are within distance dc. Thus, nb of
targetBin is directly assigned to ρp as shown in line 5-6.
Otherwise, in lines 8-14, the algorithm performs a search on
the section of N-List corresponding to targetBin. Since each
bin contains the location of object in N-List, first and last
are retrieved from the previous and current bin respectively
as in lines 12-13. If the targetBin is greater than the total
number of bins, all the objects are within dc and nb of the
last bin is assigned to ρ as shown in line 17. The ρp obtained
is stored in ρ-set in line 18. The same procedure is repeated
to compute ρ for all the objects which are stored in ρ-set
after which the algorithm terminates.
Theorem 2. The time complexity of Algorithm 4 is O(n).
Proof. The algorithm takes O(1) time to locate the targetBin
in lines 1-2. Then, if say, there are b objects of N-List
to be explored between first and last locations, line
14 takes O(b) time to compute ρp. A careful chosen w
will make b near-constant, and thus the time complexity
can be regarded as O(1). Therefore, the overall time
complexity of Algorithm 4 is O(n).
Theorem 3. Given any dc, Algorithm 2 and Algorithm 4 compute
correctly the set of all clusters in D.
Proof. Let’s assume that our algorithm returned a set of
clusters. Since, the correctness depends upon the set
of cluster centers obtained, which further depends on
Algorithm 4: ρ−Query using CH Index
Input: CH Index, dc > 0
Output: ρ-set : Set of ρ for all Objects
1 bin← dc/binsize;
2 targetBin← floor(bin);
3 foreach object p ∈ D do
4 if targetBin < histogram[p].size() then
5 if bin = targetBin then
// targetbin equals bin’s upper limit
6 ρp ← c histogram[p][targetbin− 1];
7 else
8 if targetBin = 0 then
9 first← 0;
10 last← c histogram[p][targetBin]− 1;
11 else
12 first← c histogram[p][targetBin− 1];
13 last← c histogram[p][targetBin]− 1;
14 ρp ← Search(first, last, N-List(p));
15 else
16 ρp ← c histogram[p][last];
17 ρ-set[p]← ρp;
18 return ρ-set;
the computed ρ and δ values, the algorithm should
obtain correct ρ and δ for any given dc. As an object’s
N-List stores objects in non-decreasing order of their
distances, a search through its N-List finds the location
of another object with a distance just smaller than dc. As
the objects are in sorted order, the list guarantees that
all the objects stored before dc lie within the range dc
and thus local density ρ of that object is obtained. Thus,
Algorithm 2 successfully obtains correct values of ρ for
all objects. Similarly, cumulative histogram provides a
small subsection of list containing dc. A cheap search is
applied as above which returns the required location.
Therefore, Algorithm 4 also obtains correct ρ for all
objects. To compute δ, the algorithm performs a linear
search which returns the first object with higher ρ in
a list. As ρ has been computed correctly, performing a
sequential search guarantees to find correct µ. Based on
these values, correct cluster centers are determined and
hence clustering results are correct.
3.3 Approximate Solution
We present an approximate solution to adapt the above
indices to work with low memory systems while still pro-
viding fast run time. The approximate solution significantly
reduces memory requirement of the indices at the cost of
slight inaccuracies in the clustering results.
The concept driving this is that quantities ρ and δ mainly
require visiting neighboring objects. An N-List contains a
large number of near and far objects where the far objects
with distance > dc do not contribute to ρ. Similarly, for
most objects, their µ objects are near and usually easy
to be found in starting locations of N-List. This implies
that far neighbors are not meaningful and storing them
costs unnecessary space for most objects. Therefore, if the
maximum relevant neighborhood regions of the objects are
known, only the objects of these regions need to be stored.
Building on the above idea, we introduce Reduced Neigh-
bor List (RN-List) with a neighbor threshold parameter τ .
Using the stored N-List, RN-List of an object retrieves and
stores only those objects with distance < τ , where τ defines
7the radius of maximum relevant neighborhood region, and
the queries are executed using RN-List instead of N-List.
Usually τ should be set to a large value greater than any
possible value of dc to be tested by user. This helps to obtain
correct ρ for any dc. Given correct ρ and large τ , correct δ
can be obtained for non-peak objects as they have smaller δ.
For peak objects with δ > τ , their δ is set to a large value.
This simple setting helps to find cluster centers with high
ρ and anomalously large δ. Note that, a very small τ may
change most objects to cluster centers/outliers. Thus, it is
important that a sufficiently large τ is selected to obtain
near accurate results. Interestingly, it was observed that for
some datasets, less than 1% of the total number of objects
were probed using List Index.
However, storage cost may still be high and List Index
may not ensure quality for very large datasets, as the size of
RN-List diminishes. In addition, it is also difficult to provide
approximation ratios due to different data distributions
of different datasets. This motivates the use of tree-based
index, as introduced in the subsequent section.
4 TREE-BASED INDEX STRUCTURES
List-based indices significantly accelerate the query time of
DPC, but require storing neighbors for each object which
has high space cost. For low memory systems, it may
not be possible to store list-based index for large datasets.
Therefore, users cannot exploit their advantages to find DPC
clusters efficiently. It would be beneficial if some indices
could support efficient queries along with low space re-
quirement. Moreover, the preprocessing cost of list-based
indices is also high especially for large datasets. Although
such indices are constructed only once, this high cost may
be undesirable where a user wants fast construction of index
before obtaining clustering results efficiently.
To this end, we study tree-based indices which have low
memory requirements and efficient neighborhood search
queries. As discussed earlier, we concentrate on popular
Quadtree Index and R-tree Index. These indices are well
suited to the problem of DPC as they can easily eliminate
large irrelevant regions from consideration. This improves
the execution time of queries like ρ and δ, intending to seek
information about the neighborhood. Thus, DPC clusters
can be obtained using tree-based indices.
The popular range search and nearest neighbor search
(NNS) are efficient algorithms for their purposes. Neverthe-
less, they cannot be directly adapted for the computation
of DPC quantities, particularly δ. The computation of δ
is different from NN search, where the nearest object is
retrieved. We are interested in finding the higher density
nearest neighbor which may be different from the normal
nearest neighbor. This is true especially for peak objects for
which the general query will end up searching a large search
space. These queries are slow in finding DPC clusters, which
motivates developing efficient algorithms for the same. In
the following subsections, we first discuss the Quadtree
Index, and present efficient query algorithms to compute
ρ and δ based on two pruning techniques. Then, we discuss
the R-tree Index.
4.1 Quadtree
A Quadtree involves a hierarchical decomposition of the
space in a regular manner. The root of the tree is congruous
to the whole space in consideration, and the levels below
root depict a refinement of space. In a quadtree, each non-
leaf node has four children and the leaf node contains the
actual data objects. These children are obtained by recur-
sively subdividing the space into four regions. The divi-
sion of node occurs when the number of objects increases
beyond its maximum capacity. However, as the structure
of Quadtree depends on the distribution of objects, in the
worst case, its height may become linear with the number
of objects. The pruning techniques and query algorithms for
computing the DPC quantities using Quadtree are discussed
below.
4.1.1 Pruning Techniques
The first observation helps to improve the computation cost
of ρ by pruning several tree nodes. Let P be a set of objects
such that p, q ∈ P , function dmin(p, node) determine the
minimum distance of the object to the region defined by the
node and dmax(p, node) determine the maximum distance
to that region, then
Observation 1. Given an object p ∈ P , a query, defined by
circular region Q centered at p and radius dc, determine
whether a tree node representing region R is fully contained,
if R ⊂ Q; discarded, if R ∩Q = ∅; or explored otherwise.
This is straightforward because if R is entirely within Q
i.e., R ⊂ Q, all objects in R are guaranteed to be in Q and
can be directly added to ρ. This can be verified by checking
if dmax(p, node) < dc. If R is completely outside Q, i.e.,
R ∩ Q = ∅, no object of R lies in Q. This can be found by
checking if dmin(p, node) ≥ dc. In both the cases, there is
no need to explore these nodes. However, if Q intersects the
node, the number of objects in R also within Q needs to
be determined, and thus child tree nodes (sub-regions) need
to be explored. Next, we present two lemmas which help
prune the irrelevant nodes during the computation of δ.
Lemma 1. (Density Pruning) Given an object p ∈ P with local
density ρp, its µ does not lie in a node of Quadtree which
satisfy maxrho(node) < ρp where maxrho(node) is the
maximum local density of an object inside that node.
Clearly, for an object p, its µ cannot be found in nodes
with no object q such that ρq > ρp. Therefore, such nodes
are density pruned. This is highly effectual in case of peak
objects for which many unnecessary nodes as well as objects
of lower densities can be pruned.
Lemma 2. (Distance Pruning) Given an object p ∈ P , its µ
does not lie in a node of Quadtree which satisfies dmin >
candidate(δ), where candidate(δ) is the best δ obtained
before visiting this node.
Once a candidate δ has been obtained, the next nodes
that have dmin(p, node) > candidate(δ) are guaranteed to
not provide better δ. Such nodes can be distance pruned.
Based on these pruning techniques, efficient query algo-
rithms are designed to compute the two quantities. To
summarize, we store nc (denoting the number of objects
contained in the region of a tree node) and maxrho at the
nodes, which helps in computing ρ and δ respectively.
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Input: Object p, distance dc, current node
Output: ρ
1 Function computeRho(p, dc, node):
2 if node is leaf then
3 foreach object q ∈ node do
4 if dist(q, p) < dc then
5 count = count+1;
6 return count;
7 else
8 if dmin(p, node) >= dc then
9 return 0; // discard
10 else if dmax(p, node) < dc then
11 return nc; // fully contained
12 else
// intersects
13 foreach children c of node do
14 ρ + = computeRho(p, dc, c) ;
15 return ρ;
4.1.2 Construction
The construction of Quadtree is simple and follows hier-
archical decomposition of the space into four children at
each level as discussed earlier. For insertions, the query
performs comparisons at each level of quadtree and decides
the relevant subtree to be followed. The object is inserted
finally at the leaf node of the corresponding subtree. The nc
of each tree node can be computed when building the tree.
The count is increased by one, when an object falls into the
region.
The time complexity for the construction of Quadtree
depends upon the resulting Quadtree. For random insertion,
the average time spent is O(n log4 n). However, the worst-
case where objects are inserted only in the deepest node can
cost O(n2) time.
4.1.3 Query Algorithm
We first present a general idea of the query algorithms for
computing the DPC quantities. To compute ρ of an object,
the algorithm visits the root of Quadtree and performs
checking of candidate nodes at each level by categorizing
the tree node as fully contained, intersected or discarded
based on Observation 1. The nc of a fully contained node
is directly added to ρ. Secondly, a discarded node is sim-
ply pruned. Only the intersected nodes at each level are
explored. At the leaf nodes, the query counts the number
of objects q with dist(p, q) < dc and adds to ρ. The final ρ
obtained is the required answer.
To compute δ for an object, we employ the best first
search heuristic which visits the candidate node first that
has a higher chance of finding µ. This node apart from
not pruned by Lemmas 1, 2 should also be the nearest
one among all candidate nodes. This helps to find the first
candidate δ quickly based on which the candidate nodes
with dmin(p, node) > δ can be pruned. If a better δ is
obtained in other unpruned candidate nodes, the candidate
δ is updated. This is repeated until all candidate nodes have
either been explored or pruned. The final candidate δ is the
required answer.
Now we discuss these algorithms in detail. Below,
dmin and dmax for an object p are calculated by functions
minDistToNode(p, node) and maxDistToNode(p, node)
respectively.
Algorithm 6: Query Algorithm for δ
Input: Object p, Tree node
Output: δp, µp
1 stack < TreeNode > nodes;
2 δp ← inf; root.dmin ← 0;
3 nodes.push(root, root.dmin);
4 while nodes is not empty do
5 tp← nodes.pop();
// Distance Pruning
6 if tp.dmin < δp then
7 if node is Leaf then
8 foreach object q in node do
9 if ρq > ρp then
10 if δp > dist(p, q) then
11 δp ← dist(p, q); µp ← q ;
12 else
13 temp.dmin ← inf; temp.node← null;
14 foreach child c of tp.node do
// Density Pruning
15 if c.maxrho > ρp then
16 if temp.dmin ≤ dmin(p, c) then
17 nodes.push(c, c.dmin);
18 else
19 if temp.dmin != inf then
20 nodes.push(temp.node,temp.dmin);
21 temp.dmin ← c.dmin;
22 temp.node← c;
23 if temp.node != null then
24 nodes.push(temp.node, temp.dmin);
25 return δp, µp;
Algorithm for ρ. The pseudo-code for computing ρ of object
p is shown in Algorithm 5 and uses function computeRho()
with parameters p, dc and current node (initially root), as
shown in line 1 which performs a depth first traversal over
the nodes of Quadtree. The query starts from root node
and examines whether it is discarded, fully contained or
intersected in lines 8, 10, 12 respectively. If the root node
is fully contained, its nc is returned as the required ρ and
the algorithm terminates. Since query object p is within root
i.e., dmin(p, node) = 0, it is not discarded. The root node is
explored only if it is intersected by the query and its children
are visited by recursively calling the function computeRho()
as shown in line 14. The current child node of root is
again examined with the three conditions and is explored
only if it is intersected by query. This continues until the
leaf node is reached. If the current node is leaf, the query
counts the number of objects with dist(p, q) < dc as shown
in lines 3-5. The count is returned to the calling function
(line 14). In a similar manner, the algorithm explores all
the intersected nodes at each level and terminates after
returning the required ρ (line 15).
Algorithm for δ. To compute δ, firstly a simple post-order
traversal algorithm is performed which maintains the prun-
ing information based on Lemma 1. For the leaf nodes, the
query finds the object with highest local density and stores
its value at that node as maxrho. For the internal node,
it finds its maxrho by finding the maximum maxrho of its
children. Based on this information stored at each node, the
algorithm to compute δ is explained.
The pseudo code to compute δ is shown in Algorithm 6.
The inputs are object p and node of the tree (initially root).
Line 1 initializes a stack of TreeNodes which contains nodes
along with their minimum distances dmin from object q.
Line 2 initializes δp to Infinity. We call δp a candidate. The
9algorithm first starts from root node, assigns zero to dmin, as
the query object q is within the region defined by root node,
and then pushes it into stack. Line 3 pushes the root to the
top of stack. The while loop (lines 4-24) terminates when the
stack is empty. The top element of stack (now root) is popped
out in line 5 and is examined for distance pruning i.e., if its
dmin < δp in line 6. Since at this instance, δp is infinity, the
node is not pruned and the algorithm proceeds to check if
it is a leaf or non-leaf node in line 7. As node is not leaf,
lines 13-24 are executed. In line 13, a temporary node temp
is initialized with node as null and dmin as infinity. The
purpose of this temp node is to find the best node from the
candidate nodes i.e., root’s children as shown in lines 14-
24. Density pruning is performed to only check those nodes
that have higher maxrho as shown in line 15. Then dmin is
computed for all such nodes and the algorithm pushes the
node with the smallest dmin to the top and the rest after
it without any preference (lines 16-24). Note that, here a
priority queue can be used to replace the stack.
The best node is explored further whose children are
again checked using density pruning, and a best node is
selected. This is repeated until it reaches the leaf where each
object is examined to find the one with higher ρ shown
in line 9. The distance to the first object with higher ρ is
recorded if it is better than the current candidate δ. If so,
query updates the candidate δp and µp. Then the next node
of stack is popped and examined to check whether its dmin
is smaller than candidate δp in line 6, i.e., has a chance of
finding a better candidate δp. If so, the algorithm performs
the same procedure shown in lines 7-24. Otherwise, the
algorithm moves to next element of stack and examines it.
In this way, the algorithm pops and examines all nodes of
stack. Once the stack is empty, while loop is terminated. The
final candidate δp and µp are the required results.
4.2 R-tree
Although Quadtree is a simple and powerful index struc-
ture, its height is sensitive to the distribution of objects,
and the tree can be unbalanced. This results in declining
query performance for the neighborhood search queries.
Even the pruning strategies may not be very helpful in
such scenarios. This requires a need to explore other index
structures with better compactness guarantee. One such
structure is R-tree proposed by Guttman [10].
R-tree is an extension of B-tree for multidimensional
objects. It is a balanced tree and is also based on hierar-
chical decomposition of data. In an R-tree, a node contains
multiple entries of the form (rect, ptr). At each node, rect is
the minimum bounding rectangle (mbr) of the enclosed objects
in space and ptr is the pointer to it. The root of the R-tree
must contain at least 2 children unless it is a leaf. Thus, the
height of an R-tree indexing n objects is O(logMn) where M
is the number of entries of a tree node.
However, the nodes of an R-tree may suffer from node
overlap and region coverage by mbr. Overlapping increases
chances of unnecessary path search while a large region
covered by an mbr reduces the performance of pruning.
To this end, several variants of R-tree [11], [12], [13] were
proposed to improve the query performance of R-tree by
reducing overlap and region coverage. These variants basi-
cally differ in the method of constructing an R-tree but the
traversal and search queries are the same as the original R-
tree. Among the variants, the packing algorithm [12], [13]
often results in better structure with typically less overlap
and better storage utilization as compared to other variants
which results in improved query performances.
4.2.1 Construction
We describe the basic idea of the construction using packing
algorithm [12] which is based on bulk-loading of objects.
The packing algorithm requires data to be preprocessed first
before loading. Suppose, n objects of data are to be inserted.
The overall strategy is to recursively split the data space into
small partitions, and eventually each partition is stored at a
leaf node. These leaf nodes are further grouped together to
form the non-leaf or internal nodes of the tree. Lastly, the
grouping stops when the root node is created.
The partitioning strategy is explained as follows. If M is
the maximum capacity of a tree node and L is the number of
leaf nodes where L = dn/Me, the partitioning strategy for
the first split is to sort the objects by the first dimension x
and divide them into d√Le partitions where each partition
contains M × d√Le objects. Similarly, these partitions are
recursively split by sorting the objects of each partition
using the other dimension y until each partition contains
maximum M objects (assuming there are two dimensions).
4.2.2 Query Algorithm
Since both Quadtree and R-tree nodes represent regions of
space bounding a set of objects, the pruning techniques are
still valid for R-tree. The pruning techniques and query algo-
rithms for DPC quantities can be easily adapted to the above
constructed R-tree. Therefore, we omit the discussions of the
respective algorithms in this section. The time complexities
of computing ρ and δ are summarized using the following
lemma.
Theorem 4. The average time complexity of DPC algorithm using
R-tree is O(n logM n).
Proof. A range query with R-tree takes O(logM n) average
time. For n objects, the average time complexity for
computing ρ which performs n range queries in Algo-
rithm 5 is O(n logM n). Similarly, our modified query
for δ in Algorithm 6 which explores nodes in a way
similar to nearest neighbor search but with additional
pruning also takes O(n logM n) time for n objects.
Therefore, the overall average time complexity for DPC
algorithm is O(n logM n).
5 EXPERIMENTAL STUDY
We conduct a comprehensive set of experiments to evaluate
the performance of all the indices (List, CH Index, Quadtree,
R-tree). The evaluation is comprised of the following tasks:
(i) Query performance on different datasets with different
sizes. (ii) Preprocessing and storage costs of indices. (iii)
Query performance under influence of different parameters
dc, binwidth w, neighbor threshold τ . (iv) Clustering qual-
ity. Based on these tasks, experiments were conducted on a
machine equipped with core i5 2.40 GHz processor, 16 GB of
RAM and Windows 10 Operating system. All algorithms in-
cluding the original DPC algorithm have been programmed
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TABLE 2:
Summary of Datasets
Dataset Objects Types
S1 [14] 5000 Synthetic
Query [15], [16] 50000 Synthetic
Birch [17] 100000 Synthetic
Range [15], [16] 200000 Synthetic
Brightkite [18] 399100 Real
Gowalla [18] 1256680 Real
in C++ and compiled using g++ and optimization level
set to O3. We consider the original DPC algorithm as the
baseline solution with which the efficiency of proposed
algorithms and clustering quality of approximate solution
are compared.
Datasets. We used both synthetic and real datasets to
evaluate the indices. The datasets, shown in Table 2, of
different sizes were used to test the algorithms. S1 and Birch
are benchmark datasets obtained from [19] where S1 dataset
contains around 5000 objects and 15 clusters while the Birch
dataset contains around 100000 objects and 100 clusters. The
Query and Range datasets consist of around 50,000 and
200,000 objects respectively with spatial attributes. These
have been obtained from UCI machine learning archive [20].
Brightkite and Gowalla (available at SNAP [21]) are real
datasets of 399100 and 1.25 million unique user check-ins
collected from their social network website.
Parameters. For each dataset, we inspected the query
performance of algorithms for different dc. For the list-
based indices, different values of τ were chosen at large
intervals to find the influence on running time, memory as
well as clustering quality. The large intervals were needed
to demonstrate the substantial effect on memory as well
as running time. The influence of bin width w was also
analysed on the performance of CH Index.
Evaluation Metric. In order to analyse the clustering
quality of our approximate solution, we use the well known
measures Precision, Recall and F1 Score.
5.1 Running Time
We test the running time of all the algorithms on various
datasets including the original DPC algorithm. Figure 5
shows a bar graph where datasets are shown on the x-axis
in the order of their non-decreasing sizes while the running
time is shown on y-axis. For each dataset, comparisons were
made for the same value of dc.
It is clear that for the small and medium datasets, S1
and Query, the list-based indices outperform the tree-based
indices in providing the set of ρ and δ values while CH
Index performs the best. However, the original DPC took
much more time. The running time of two datasets clearly
show that with increase in size, DPC requires higher time.
For the larger datasets, both DPC and list-based indices need
large memory, and thus could not be tested. So, for the
datasets Birch, Range, Brightkite and Gowalla, the graph
does not contain any charts for the list-based indices and
the original DPC algorithm. Therefore, the list-based indices
with approximation were used to handle larger datasets, the
results of which will be shown in Section 5.4.
In general, with increase in size, the running time of all
the algorithms increased. As to the tree-based indices, R-
tree performs better than Quadtree on all synthetic and real
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Fig. 5: Running Time comparison on various datasets
TABLE 3:
Memory Usage by different Indices (in MB)
Dataset List Index CH Index R-tree Quadtree
S1 98.7 99.1 5.2 9.6
Query 9501.8 9540.5 8.8 14.2
Birch 7004.1* 7060.8* 15.4 29.2
Range 8649.9* 8720.4* 28.6 55.9
Brightkite 10367.0* 10433.2* 76.4 120.8
Gowalla 7805.8* 7875.2* 140.2 244.8
datasets (except S1, where they exhibit similar performance)
as shown in the figure. Faster query time of R-tree on large
datasets is a result of its balanced structure as compared to
Quadtree.
5.2 Memory Usage and Construction Time
Table 3 and Table 4 show the memory requirement and
construction time of different indices for various datasets.
The ‘*’ sign indicates the memory and construction time of
the List Index and CH Index for the largest τ used. For Birch,
Range, Brightkite and Gowalla datasets, τ is 250000, 2500,
1.0 and 0.05 respectively. Selection of these τ has been done
to fully utilize the memory. For CH Index, a small size bin
width is selected for each of the above datasets whose values
are 2000, 0.0006, 8000, 600, 0.02 and 0.015 respectively.
List-based indices clearly require significantly large stor-
age space compared to tree-based indices. Among them, CH
Index requires slightly extra cost to store the cumulative
histograms. However, experiments show that using a small
RN-List, the memory consumption can be controlled. For
example, although, Birch, Range, Brightkite and Gowalla
have different sizes, the index constructed have nearly the
same size. Further, R-tree needs slightly lower memory than
Quadtree (owing to its balanced structure).
The index construction time is considerably less for tree-
based indices as compared to list-based indices as shown
in Table 4. For CH Index, we only report the extra time
taken to build histograms on top of List Index. The table
shows that histograms do not add much burden on the
construction cost as compared to List Index. The construc-
tion time of Quadtree is less than R-tree for the small
and medium datasets because R-tree has to consider the
balanced structure. However, for the larger Brightkite and
Gowalla datasets, it took similar or more time implying that
the balancing cost of R-tree is offset for large datasets. The
tree-based indices have extremely low memory consump-
tion as well as fast preprocessing time as compared to the
list-based indices which makes them superior in terms of
index construction.
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TABLE 4:
Construction Time of different Indices (in Sec)
Dataset List Index CH Index R-tree Quadtree
S1 15.230 6.821 0.015 0.004
Query 1580.596 96.140 0.290 0.040
Birch 1282.690* 52.370* 0.250 0.046
Range 2078.069* 68.460* 0.340 0.124
Brightkite 4001.148* 254.521* 0.442 0.432
Gowalla 29070.08* 69.150* 0.925 1.946
5.3 Effect of Parameter Variation
This section examines the effect of different parameters on
the behaviour of different query algorithms.
5.3.1 Effect of dc
Figure 6 shows the influence of dc on the running time of
algorithms on different datasets. The values of dc depend on
the underlying space of each dataset. For the Birch, Range,
Brightkite and Gowalla, we used the largest τ as in the
previous set-up. The results of list-based indices show no
significant difference in running time for all datasets with
varying dc. However, if dc > τ , the running time drops at
the expense of loss of accuracy as no search operations are
performed for the computation of ρ.
The running time of tree-based indices generally in-
creases with increasing dc as more nodes are explored
and more distance computations are performed during the
computation of ρ. However, for large dc, the general trend
does not hold and the running time significantly drops from
the expected behaviour. This is because of the pruning we
developed, which avoids exploring most of the tree nodes
as they are within dc from the queried object. For the largest
dc, ρ for an object is equal to the total number of objects
which is obtained in constant time as the root’s nc is directly
assigned to ρ. As all the indices do not perform any search
operation for largest dc and directly obtain ρ, their running
times are very close as shown in the figure.
5.3.2 Effect of Bin Width
We also analysed the influence of bin width(w) on the
running time of CH Index for the Birch, Range, Brightkite
and Gowalla datasets as shown in Figure 7. Four different
values of w are selected and tested for three different values
of dc. Large intervals were chosen to show the significant
differences in results. Note that, all datasets have different
sets of w, which depends on their sizes of region.
The results show that running time, in general, follows
linear growth with increase in w. Larger the value of w,
greater the running time. When w is large, a large section of
list needs to be searched, thereby taking more time. A slight
deviation from general trend may occur in certain cases (for
e.g., dc = 1200 in Figure 7b, dc = 0.030 in Figure 7d), if
dc is equal to a multiple of w, the bin density gets directly
assigned to ρ, for all objects, thereby improving the running
time.
In Figure 9a, the effect of varying w on the memory re-
quired by a cumulative histogram of CH Index is shown for
each dataset. With w increased, the memory consumption
is reduced because, for large w, only few bins are stored
for each object. Similarly, for smaller w, a large number of
bins are required, which requires more memory. Thus, a CH
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Fig. 6: Running Time vs dc
Index with smaller w provides better running time at the
cost of space and vice-versa.
5.4 Approximate Index Evaluation
This section analyses the effect of approximation on the
running time, memory and clustering quality of list-based
indices for Birch, Range, Brightkite and Gowalla datasets for
which complete Index could not be stored. The parameter
dc is fixed at 100000, 1500, 0.5, 0.001 respectively.
Figure 8 shows the variation of running time with τ .
We selected three different values of τ greater than the
selected dc for each dataset. The results clearly show that, for
both List Index and CH Index, the running time is directly
proportional to τ or the size of RN-List. The shorter the RN-
List, the lower the running time and vice-versa, since binary
search performs the query on smaller number of objects
in the list. When τ is very small, their running time are
comparable because of nearly same search space. Moreover,
the running time variation with τ is smaller for CH Index,
because for varying τ , the differences in running time come
from the computation of δ only, since they take almost the
same time in computing ρ (as w is fixed).
Figure 9b shows the influence of τ on memory of List
Index for different datasets. Clearly, the larger the τ , the
higher will be the space cost and vice-versa. The selection
of smaller τ provides faster running time and low memory
requirements at the cost of accuracy.
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Fig. 10: Clustering Quality of List Index with varying τ
Finally, we examine the quality of clustering results
obtained for different τ w.r.t. the results of the original DPC
algorithm. Additional τ values have been selected to give
a better idea about the results. As mentioned earlier, we
use Precision, Recall and F1 Score metrics for this purpose.
These measures try to evaluate cluster membership of ob-
ject pairs in the reference clustering G and the obtained
clustering C . For this purpose, clustering result of DPC is
taken to be reference clustering G. Precision tries to find
the proportion of pairs correctly identified in C to the total
number of pairs in C , while Recall reflects the proportion of
correct pairs identified in C to the total number of pairs in
G. These are defined as follows:
Precision =
TP
TP + FP
(3)
Recall =
TP
TP + FN
(4)
Here, TP denotes True Positive which states the num-
ber of cases when a pair of objects found in C is also found
in G. FP denotes False Positive which states the number
of cases when a pair of objects found in C is not found in
G. FN denotes False Negative stating the number of cases
when a pair of objects in G which does not appear in C .
F1 Score tries to seek the balance between the two
metrics Precision and Recall and is defined as the harmonic
mean of both.
F1 Score =
2× Precision×Recall
Precision+Recall
(5)
If τ is reduced, many objects may be assigned a wrong
δ. Thus, many true positives will be lost and many false
positives and false negatives occur which will result in
decrease of both precision and recall and consequently affect
the F1 Score. Therefore, the higher the values of these
metrics obtained, the better the clustering quality.
Figure 10 shows the three metric values of the clustering
obtained using list-based indices for different values of τ .
Note that, RN-List of list-based index using the selected
largest τ is still smaller than the complete N-List. For each
dataset, we fix dc and determine the metric values while re-
ducing τ . For the datasets in Figure 10a and Figure 10b, the
results clearly indicate that almost correct clustering results
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were obtained when dc ≤ τ . All the three metric values over
0.98 which signifies list-based indices found approximately
the same clusters as the original DPC algorithm. If τ is
further reduced slightly below dc, the metric values indicate
slight differences in results. As τ is further reduced, the
metrics fall dramatically to very low values indicating poor
clustering results.
Interestingly, for the selected dc and largest τ , for which
correct results were obtained, we found only 1% of the index
for Range dataset and only 3% of the index for Birch dataset
were probed by the queries, which signifies the strength of
the approximate solution. However, for the larger dataset,
Brightkite and Gowalla, only a very small RN-List could
be loaded into memory, which resulted in incorrect δ val-
ues for most objects. As such, the metric values dropped
significantly with Precision and F1 Score dropped below
0.4 for Brightkite and below 0.05 for Gowalla as shown in
Figure 10c and Figure 10d. This shows that the approxi-
mate solution can support only the small and medium size
datasets but does not lend well to large datasets.
5.5 Discussion
In this section, the pros and cons of different indices have
been compared and summarized. This aids the users to
select an appropriate index. The proposed List-based in-
dices for DPC comprises two index structures: List Index
and CH Index. List Index is a simple, yet efficient index
structure. Fast response to queries is achieved at the high
cost of storing neighbors for each object. Another drawback
of List Index is the expensive computation of ρ for large
datasets. CH Index remedies the second drawback of List
Index by capturing the statistics of each list as cumulative
histograms. These histograms show faster response time for
ρ queries. This improvement comes at the cost of some extra
preprocessing time and memory cost.
With lower memory requirement and better preprocess-
ing cost, tree-based indices help to localize the queries for
efficient processing. Quadtree follows a simple construction
approach, due to which, the preprocessing cost is generally
less. The running time of Quadtree is higher than the list-
based indices and R-tree because of the large number of
nodes explored. Moreover, the structure of Quadtree may
be unbalanced in some cases, which also contributes to
its declining performance. R-tree, on the other hand, has
slightly higher preprocessing cost on small and medium
datasets than Quadtree because it has to consider a balanced
structure. However, this balancing results in better memory
utilisation as well as improved running time. Next, we
summarize the above comparison.
Summary of Comparison. List-based indices are fast meth-
ods to find DPC clusters and outperform tree-based indices
w.r.t. the running time. With slight additional space, CH
Index outperforms the List Index achieving 20-30% im-
proved running time. Therefore, for smaller datasets, we
would recommend list-based indices, especially, CH Index.
For medium datasets, if a user desires fast running time
but allows slight approximation, list-based indices could
still be a good choice. When dealing with large datasets,
tree-based indices are recommended, since sufficient list-
based indices cannot be loaded to memory even though the
quality of results could be reasonably compromised. Among
the tree-based indices, R-tree is preferred which overall has
better running time than Quadtree. Moreover, tree-based
indices also dominate list-based indices in terms of index
construction by large margins and can be preferred for such
requirements.
6 RELATED WORKS
Several research works have focused on improving the
efficiency, scalability and other aspects of the DPC method.
Wu et al. [22] proposed a density and grid-based clustering
method which avoids unnecessary pairwise distance com-
putations. The method computes the density of grid nodes
instead of object local densities using fuzzy-type approx-
imation. A k-means based strategy was presented in [23]
for enhancing the scalability of DPC. However, this method
has high time complexity for large datasets. Accordingly,
another approximate method was proposed to improve the
speed based on exemplar clustering. Xu et al. [24] proposed
grid-based strategy to select dense grid cells and find the
local density using the objects of those cells. To address the
sparsity of grid cells, a circle division strategy was proposed.
Zhang et. al. [25] proposed a distributed algorithm for DPC
using MapReduce and employed locality sensitive hashing
to obtain clustering results.
The works mentioned below have adapted DPC to deal
with specific scenarios. In most cases, the density computa-
tion has been modified which is different from the original
DPC. The work of Cheng et. al. [26] deals with clustering
specific manifold datasets. Wang et al. [27] proposed a new
clustering algorithm which uses a density metric based on
k-nearest neighbor (kNN). The idea is that the dense objects
will have kNN very close as compared to the sparse objects.
The local density was redefined using kNN. Moreover, a
technique was also suggested for automatically detecting
the cluster centers. Chen et al. [28] proposed Neighbour-
hood Contrast (NC) as an alternative to density for detecting
cluster centers which can admit all local density maxima.
According to this, all local density maxima have similar NC
values, irrespective of the density values. Zhu et al. [29]
proposed a multi-dimensional scaling method for identify-
ing clusters with varied densities. Instead of scaling each
attribute, it rescales the pairwise distance between objects.
7 CONCLUSION
In this paper, we have studied index-based methods for
density peak clustering. We have proposed two list-based
indices namely List Index and CH Index for DPC. For
the List Index, efficient algorithms have been proposed to
compute the two DPC quantities for any dc. The advanced
CH Index further improves over List Index with faster
running time. These indices have higher space requirement
and therefore for memory-constrained systems, approxi-
mate solution has been suggested to reduce index space,
if marginal variation of the clustering results is allowed.
Moreover, two popular tree-based indices, Quadtree and R-
tree, have also been studied for DPC to address the high
space cost of list-based indices. Effective pruning techniques
and efficient algorithms have been designed to enable these
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indices for computing DPC quantities. The experimental
results demonstrate that i) CH Index outperforms other
indices w.r.t. query time but suffers from high preprocessing
and space cost, ii) approximate solution supports list-based
indices to handle medium size datasets with near accurate
clustering results, iii) R-tree is faster than Quadtree for DPC
queries and suitable to handle medium to large datasets.
ACKNOWLEDGMENTS
This work is jointly supported by ARC Discovery Projects
under Grant No. DP170104747, DP180100212, DP200103700,
and National Natural Science Foundation of China under
Grant No. 61872258.
REFERENCES
[1] A. Rodriguez and A. Laio, “Clustering by fast search and find of
density peaks,” Science, vol. 344, no. 6191, pp. 1492–1496, 2014.
[2] M. Ester, H.-P. Kriegel, J. Sander, X. Xu et al., “A density-based
algorithm for discovering clusters in large spatial databases with
noise.” in SIGKDD, vol. 96, no. 34, 1996, pp. 226–231.
[3] B. King, “Step-wise clustering procedures,” J. Am. Stat. Assoc.,
vol. 62, no. 317, pp. 86–101, 1967.
[4] P. H. Sneath and R. R. Sokal, “Numerical taxonomy,” Nature, vol.
193, no. 4818, pp. 855–860, 1962.
[5] N. Begum, L. Ulanova, J. Wang, and E. Keogh, “Accelerating
dynamic time warping clustering with a novel admissible pruning
strategy,” in SIGKDD, 2015, pp. 49–58.
[6] D. Kobak, W. Brendel, C. Constantinidis, C. E. Feierstein,
A. Kepecs, Z. F. Mainen, X.-L. Qi, R. Romo, N. Uchida, and
C. K. Machens, “Demixed principal component analysis of neural
population data,” Elife, vol. 5, p. e10989, 2016.
[7] K. Sun, X. Geng, and L. Ji, “Exemplar component analysis: A fast
band selection method for hyperspectral imagery,” IEEE Geosci.
Remote Sens. Lett., vol. 12, no. 5, pp. 998–1002, 2015.
[8] S. Zamuner, A. Rodriguez, F. Seno, and A. Trovato, “An effi-
cient algorithm to perform local concerted movements of a chain
molecule,” PloS one, vol. 10, no. 3, p. e0118342, 2015.
[9] K. M. Dean, L. M. Davis, J. L. Lubbeck, P. Manna, P. Friis, A. E.
Palmer, and R. Jimenez, “High-speed multiparameter photophys-
ical analyses of fluorophore libraries,” Analytical chemistry, vol. 87,
no. 10, pp. 5026–5030, 2015.
[10] A. Guttman, “R-trees: A dynamic index structure for spatial
searching,” in SIGMOD, 1984, pp. 47–57.
[11] N. Beckmann, H.-P. Kriegel, R. Schneider, and B. Seeger, “The
r*-tree: an efficient and robust access method for points and
rectangles,” in SIGMOD, 1990, pp. 322–331.
[12] S. T. Leutenegger, M. A. Lopez, and J. Edgington, “Str: A simple
and efficient algorithm for r-tree packing,” in ICDE, 1997, pp. 497–
506.
[13] Y. J. Garcı´a R, M. A. Lo´pez, and S. T. Leutenegger, “A greedy
algorithm for bulk loading r-trees,” in GIS, 1998, pp. 163–164.
[14] P. Fra¨nti and O. Virmajoki, “Iterative shrinking method for cluster-
ing problems,” Pattern Recognit., vol. 39, no. 5, pp. 761–775, 2006.
[15] F. Savva, C. Anagnostopoulos, and P. Triantafillou, “Explaining
aggregates for exploratory analytics,” in IEEE Big Data, 2018, pp.
478–487.
[16] C. Anagnostopoulos, F. Savva, and P. Triantafillou, “Scalable ag-
gregation predictive analytics,” Applied Intelligence, vol. 48, no. 9,
pp. 2546–2567, 2018.
[17] T. Zhang, R. Ramakrishnan, and M. Livny, “Birch: A new data
clustering algorithm and its applications,” Data Min. Knowl. Dis-
cov., vol. 1, no. 2, pp. 141–182, 1997.
[18] E. Cho, S. A. Myers, and J. Leskovec, “Friendship and mobility:
user movement in location-based social networks,” in SIGKDD,
2011, pp. 1082–1090.
[19] P. Fra¨nti and S. Sieranoja, “K-means properties on six clustering
benchmark datasets,” pp. 4743–4759, 2018. [Online]. Available:
http://cs.uef.fi/sipu/datasets/
[20] D. Dua and C. Graff, “UCI machine learning repository,” 2017.
[Online]. Available: http://archive.ics.uci.edu/ml
[21] J. Leskovec and A. Krevl, “SNAP Datasets: Stanford large network
dataset collection,” http://snap.stanford.edu/data, Jun. 2014.
[22] B. Wu and B. M. Wilamowski, “A fast density and grid based
clustering method for data with arbitrary shapes and noise,” IEEE
Trans. Ind. Informat., vol. 13, no. 4, pp. 1620–1628, 2017.
[23] L. Bai, X. Cheng, J. Liang, H. Shen, and Y. Guo, “Fast density
clustering strategies based on the k-means algorithm,” Pattern
Recognit., vol. 71, pp. 375–386, 2017.
[24] X. Xu, S. Ding, and Z. Shi, “An improved density peaks clustering
algorithm with fast finding cluster centers,” Knowl.-Based Syst.,
2018.
[25] Y. Zhang, S. Chen, and G. Yu, “Efficient distributed density peaks
for clustering large data sets in mapreduce,” TKDE, vol. 28, no. 12,
pp. 3218–3230, 2016.
[26] D. Cheng, J. Huang, S. Zhang, and H. Liu, “Improved density
peaks clustering based on shared-neighbors of local cores for
manifold data sets,” IEEE Access, vol. 7, pp. 151 339–151 349, 2019.
[27] G. Wang and Q. Song, “Automatic clustering via outward statisti-
cal testing on density metrics,” TKDE, vol. 28, no. 8, pp. 1971–1985,
2016.
[28] B. Chen and K. M. Ting, “Neighbourhood contrast: A better means
to detect clusters than density,” in PAKDD, 2018, pp. 401–412.
[29] Y. Zhu, K. M. Ting, and M. Angelova, “A distance scaling method
to improve density-based clustering,” in PAKDD, 2018, pp. 389–
400.
Zafaryab Rasool received the BS and MS de-
grees from Aligarh Muslim University and Jamia
Millia Islamia, India in 2013 and 2016 respec-
tively. Currently, he is pursuing PhD with the
Department of Computer Science and Software
Engineering, Swinburne University of Technol-
ogy, Australia. His research interests include
database systems, data mining and more specif-
ically focus on clustering techniques and algo-
rithms.
Rui Zhou received the BS and MS degrees
from Northeastern University, China, in 2004 and
2006, respectively, and the PhD degree from the
Swinburne University of Technology, Australia,
in 2010. He is currently a Lecturer in the in
the Department of Computer Science and Soft-
ware Engineering, Swinburne University of Tech-
nology, Australia. His research interests include
database systems, data mining, algorithms and
big data. He is a member of the IEEE.
Lu Chen received the BS degree from Nanjing
University of Technology, China, in 2008 and MS
and PhD from Swinburne University of Technol-
ogy, Australia, in 2014 and 2018, respectively.
He is currently a Research fellow in the Depart-
ment of Computer Science and Software En-
gineering, Swinburne University of Technology,
Australia. His research interests include graph
data management, algorithms and social net-
work.
Chengfei Liu received the BS, MS and PhD de-
grees in Computer Science from Nanjing Univer-
sity, China in 1983, 1985 and 1988, respectively.
He is a Professor in the Department of Computer
Science and Software Engineering, Swinburne
University of Technology, Australia. His current
research interests include graph data manage-
ment over large networks, keyword search on
structured data, query processing and refine-
ment for advanced database applications, and
data-centric workflows. He is a member of the
IEEE and ACM.
15
Jiajie Xu received the MS degree from the Uni-
versity of Queensland, Australia, in 2006 and the
PhD degree from the Swinburne University of
Technology, Australia, in 2011. He is currently
an Associate Professor with the School of Com-
puter Science and Technology, Soochow Univer-
sity, China. His research interests include spa-
tiotemporal database systems, big data analytics
and mobile computing.
