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Abstract
We present the class of binary automaton, a new representation for the subsets of Nm that naturally
extends the NDD ([25], [10]). We prove that the aﬃne hull of the set of vectors represented by a
binary automaton is computable in polynomial time. As application, we show that the set of place
invariants [11] of a counter system (an extension of the Broadcast Protocols [16], [13], [12], the
Reset/Transfer Petri Nets [15],[11] and the linear systems [18]), is computable in polynomial time.
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1 Introduction.
An inﬁnite state system is by deﬁnition a system whose the reachability set
may contain an inﬁnite number of conﬁgurations. For such a system it is
therefore impossible to represent this set just by enumerating its elements.
To overcome this problem, symbolic model checkers implements symbolic rep-
resentations adapted to the structure of the inﬁnite sets represented. For
instance the tool TreX [24], [4] implements SRE [1] for representing inﬁnite
set of words closed under the sub-word relation [2], the tool Babylon [5], [3]
uses CST [14] for representing upward closed sets [19], and so on.
In this article, we are interested in the NDD [25] [26] (a.k.a DFA [10], [23],
[21], [20]), the symbolic representation used by the symbolic model checkers
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Fast [6], [17] and Lash [22] to represent Presburger deﬁnable subsets of Nm
by a ﬁnite automaton.
These tools use NDD at diﬀerent levels of their implementation:
• To represent the input system. In fact, these tools analyze counter systems
such that each action is represented by a NDD that represents the set of
conﬁgurations which the action can be ﬁred from (Lash requires that this
set is convex [18]) and by an aﬃne function that relates the value of the
counters before and after the action is ﬁred.
• To represent the property that the input system must ensure. This property
is in fact a NDD that represents the set of bad conﬁgurations that the system
must avoid.
• To accelerate transitions ([18],[9],[8]). Under some algebraic conditions (of-
ten met [18], [6]), a NDD that represents the transitive closure of a sequence
of actions can be computed.
• To represent subsets of the reachability set.
In these tools, no structural analysis of the counter systems is done to
simplify the computation of the reachability set. However, in the case of Petri
nets [7], or more generally self/modifying Petri Nets [11], the place invariants
is a useful tool:
• for reducing the number of true counters of the system [14] (recall that in
practice, we are limited in the tools Fast and Lash by a dozen of counters).
• for helping the termination of the reachability set. In fact, we can compute
an over-approximation of the conﬁgurations which a bad conﬁguration can
be reached from ([14]) and intersect the computation of the reachability set
with this over-approximation.
We proved in this article an interesting result: place invariants can be
extended to the class of counters systems used in Fast and Lash and remain
computable in polynomial time. To obtain this result we prove an other
result: the aﬃne hull of the set of vectors accepted by a NDD is computable
in polynomial time.
Our contributions
• We introduce the class of binary automaton, a natural extension of the
NDD. Whereas NDD corresponds to a word by word representation, we
show that the class of binary automata is a bit by bit representation.
• We prove that the aﬃne hull of the set of vectors represented by a binary
automaton is computable in polynomial time.
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• We introduce the class of counter systems, an extension of the class of
Broadcast protocols, Reset/Transfer Petri Nets and the linear systems.
• We extend the deﬁnition of place invariants to this class and proved that
they remain computable in polynomial time.
• We show the link between place invariants and the aﬃne hull of the reach-
ability relation.
Plan of the paper
In section 2, some usual notations are recalled and in section 3 we explain why
all the operations used in this article over the aﬃne spaces can be done just
by using a Gauss elimination algorithm. In section 4, the binary automata
are presented and in the following section, an algorithm for computing the
aﬃne hull of the set of vectors accepted by a binary automaton is provided.
Finally, in section 6, this aﬃne hull is proved to be useful for computing the
place invariants of an eﬀective counter system, a model introduced in this last
section.
2 Notations.
The cardinal of a ﬁnite set X is written card(X).
The set of rationals, integers and positive integers are respectively written
Q, Z and N. The set of vectors with m components in a set X is written
Xm. The i-th component of a vector x ∈ Xm is written xi ∈ X; we have
x = (x1, . . . , xm). For any vector v, v
′ ∈ Qm and for any t ∈ Q, we deﬁne t.v
and v + v′ in Qm by (t.v)i = t.vi and (v + v
′)i = vi + v
′
i.
A vector subspace V of Qm is a non empty subset V ⊆ Qm such that for
every v, v′ ∈ V and for every t, t′ ∈ Q, we have t.v + t′v′ ∈ V . An aﬃne
subspace A of Qm is a subset of Qm (eventually empty) such that for every
a, a′ ∈ A and for every t, t′ ∈ Q such that t + t′ = 1, we have t.a + t′.a′ ∈ A.
As any intersection of aﬃne spaces remains an aﬃne space, the aﬃne hull of
a subset X of Qm is well deﬁned as the least aﬃne space that contains X;
this aﬃne space is written aﬀ(X). Recall that for any set X, there exists
a ﬁnite subset X ′ ⊆ X such that aﬀ(X) = aﬀ(X ′). In particular for any
aﬃne space A, there exists a ﬁnite subset X ′ ⊆ A such that A = aﬀ(X ′).
Recall that the dimension of an aﬃne space A is the minimal integer written
dim(A) ∈ {−1, . . . , m} such that there exists a ﬁnite subset X ⊆ A satisfying
aﬀ(X) = A and card(X) − 1 = dim(A). Such a subset X is called a basis
of A.
The set of square matrices over Q is writtenMm(Q). A function f : Q
m →
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Qm is said aﬃne if these exists a square matrix M ∈ Mn(Q) and a vector
v ∈ Qm such that f(x) = M.x + v for any x ∈ Qm. A function f : Qm → Q
is said linear if there exists a vector v ∈ Qm such that for every x ∈ Qm, we
have f(x) =
∑m
i=1 vi.xi. The set of linear functions is therefore a vector space
isomorphic to Qm.
The set of words over a ﬁnite alphabet Σ is written Σ∗. The concatenation
of two words σ and σ′ in Σ∗ is written σ.σ′. The empty word in Σ∗ is written .
A ﬁnite automaton A is a tuple A = (Q,Σ,∆, Q0, F ); Q is the ﬁnite set
of states, Σ is the ﬁnite alphabet, ∆ ⊆ Q × Σ × Q is the transition relation,
Q0 ⊆ Q is the set of initial states and F ⊆ Q is the set of ﬁnal states. A ﬁnite
automaton A is said complete and deterministic if the set Q0 is reduced to one
element Q0 = {q0} and if there exists a function δ : Q×Σ→ Q such that ∆ =
{(q, δ(q, a)); q ∈ Q; a ∈ Σ}. A path P in a ﬁnite automaton A from a state q
to a state q′ is a ﬁnite sequence q = q0, (q0, a1, q1), q1, . . . , (qn−1, an, qn), qn = q
′
with n ≥ 0 such that (qi−1, ai, qi) is a transition in ∆. The label of P is the
word σ = a1 . . . an ∈ Σ
∗. Such a path is written q
σ
−→ q′.
A binary relationR over a set X is a subset of X×X; If a tuple (x, x′) ∈ R,
we write xRx′. The identity relation over X is written IX or just I and it is
deﬁned by xIx′ iﬀ x = x′.
3 About the complexity of the aﬃne spaces.
In this article, we often consider the aﬃne hull of the union of two aﬃne
spaces, the image of an aﬃne space by an aﬃne function and we often test
the inclusion of two aﬃne spaces. We study brieﬂy the complexity of these
operations by representing an aﬃne space A by a ﬁnite set X of at most m+1
vectors in A such that A = aﬀ(X).
First remark that if A and A′ are two aﬃne spaces respectively represented
by X and X ′, then by using a Gauss elimination, we can compute in poly-
nomial time a ﬁnite subset P of at most m + 1 vectors in X ∪ X ′ such that
aﬀ(A ∪ A′) = aﬀ(P ).
Moreover, the aﬃne space f(A) deﬁned as the image of an aﬃne space
A = aﬀ(X) by an aﬃne function f(x) = M.x + v where M ∈ Mm(Q) and
v ∈ Qm is represented by the set f(X).
Finally, remark that by using a Gauss elimination, for any two sets X
and X ′ of at most m + 1 vectors in Qm, we can check in polynomial time if
aﬀ(X) ⊆ aﬀ(X ′).
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4 Binary automata.
Binary automata are proved to be a natural extension of NDD by providing
a bit by bit representation of vectors of Nm whereas NDD is rather a word by
word representation.
Recall that a NDD is a deterministic and complete automaton over the
alphabet Σr = {0, . . . , r − 1} where r ≥ 2 is called the base of decomposition
such that the length of any word accepted by the automaton can be divided
by m. This representation is really well adapted for representing subsets of
N because any x ∈ N can be represented as a ﬁnite sequence of “bits” in Σr.
A vector x ∈ Nm is also easily represented by a word b1b2 . . . bn.m such that
each xi is represented by bibi+m . . . bi+(n−1).m. With such a representation, we
remark that the vectors x′ represented by b1b2 . . . bn.m is related to the vectors
x represented by bm+1bm+1 . . . bn.m, by the following formula:
x′ = r.x + (b1, . . . , bm)
For this reason, we claim that NDD is a word by word representation that
needs to read m-bits by m-bits to compute the vector represented. This re-
striction seems to be in contradiction with a polynomial time computation of
the aﬃne hull of the set of vectors represented by a binary automaton due to
the exponential size of card(Σr)
m.
To overcome this limitation, we propose to associate to any word σ ∈ Σ∗r
a vector in Nm without any restriction on the length of σ.
Let us introduce the aﬃne function λσ : Q
m → Qm deﬁned for any word
σ ∈ Σ∗r and for any bit b ∈ Σr by the following induction:
λb(x1, . . . , xm) = (x2, . . . , xm, r.x1 + b)λb.σ = λb ◦ λσ
Deﬁnition 4.1 A binary representation of a vector x ∈ Nm is a word σ ∈ Σ∗r
such that x = ρ(σ) where ρ(σ) = λσ(0, . . . , 0).
Deﬁnition 4.2 A binary automaton A is a ﬁnite automaton over the alpha-
bet Σr. The set of vectors represented by a binary automaton A is the subset
ρ(L(A)) of Nm.
We can now give the deﬁnition of NDD with our notation that is equivalent
to the original deﬁnition just because for any word b1 . . . bm and for any x ∈
Qm, we have λb1...bm(x) = r.x + (b1, . . . , bm).
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Deﬁnition 4.3 [[9]] A NDD is a deterministic and complete binary automa-
ton such that m divides the length of any accepted words.
Remark 4.4 NDD also allow to represent vectors in Zm by considering a
2-complement representation. We have not considered this special feature to
simplify the presentation of this article. However, the extension can be easily
done by considering a 2-complement representation or by remarking that for
any vector x ∈ Zm, there exists a word σ ∈ Σ∗r such that x = λσ(−
1
r
, . . . ,−1
r
).
It seems that this later representation, more algebraic than the 2-complement
one, is also more concise (this is a work in progress).
Obviously, as proved by the following proposition, the binary automata
and the NDD represent the same subsets of Nm.
Proposition 4.5 A subset X ⊆ Nm is representable by a binary automaton
if and only if X is representable by a NDD.
Proof. First remark that if a subset X ⊆ Nm is represented by a NDD,
then X is represented by a binary automaton just because a NDD is a binary
automaton. For the converse, let us consider a subset X ⊆ Nm represented by
a binary automaton A.
We ﬁrst prove that we can assume that L(A).0∗ = L(A). As L(A) and 0∗
are two regular languages, the language L(A).0∗ is also regular. So, we have
just to prove that ρ(L.0∗) = ρ(L) for any subset L ⊆ Σ∗r . From the inclusion
L ⊆ L.0∗, we deduce ρ(L) ⊆ ρ(L.0∗). Let us prove the converse inclusion.
Let x ∈ ρ(L.0∗). There exists i ≥ 0 and σ ∈ L such that x = ρ(σ.0i). From
x = ρ(σ.0i) = λσ.0i(0, . . . , 0) = λσ(λ
i
0(0, . . . , 0)) = λσ(0, . . . , 0) = ρ(σ) ∈ ρ(L),
we deduce ρ(L.0∗) ⊆ ρ(L). Hence, we can assume that L(A).0∗ = L(A).
Remark that we can also assume that A = (Q,Σr, δ, {q0}, F ) is deter-
ministic and complete. We denote by [i] ∈ {0, . . . , m − 1} the remainder
of the Euclide division of i by m. Let us consider the binary automaton
A
′ = (Q′,Σr, δ
′, {q′0}, F
′) deﬁned by


Q′ = Q× {0, . . . , m− 1}
δ′((q, i), b) = (δ(q, b), [i + 1])
q′0 = (q0, 0)
F ′ = F × {0}
Remark that A′ is a NDD. So we have just to prove that ρ(L(A)) = ρ(L(A′)).
By construction, we have L(A′) ⊆ L(A). Hence, we have ρ(L(A′)) ⊆ ρ(L(A)).
Let us prove the converse inclusion. Let x ∈ ρ(L(A)). There exists σ ∈ L(A)
such that x = ρ(σ). As L(A).0∗ = L(A), we have σ.0m−[|σ|] ∈ L(A). As
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the length of σ.0m−[|σ|] can be divided by m, we have proved that σ.0m−[|σ|] ∈
L(A′). From x = ρ(σ) = λσ(0, . . . , 0) = λσ(λ
m−[σ]
0 (0, . . . , 0)) = ρ(σ.0
m−[σ]) ∈
ρ(L(A′)), we deduce ρ(L(A)) ⊆ ρ(L(A′)). Therefore A′ is a NDD that repre-
sents X. 
5 Aﬃne hull of the set of vectors represented by a bi-
nary automaton.
The aﬃne hull of the set of vectors represented by a binary automaton A is
proved to be computable in polynomial time.
This aﬃne hull is obtained by labeling the states ofA by some aﬃne spaces:
an aﬃne covering.
Deﬁnition 5.1 An aﬃne covering of a binary automatonA = (Q,Σr,∆, Q0, F )
is a sequence of aﬃne spaces (Aq)q∈Q of Q
m such that:
• for every state qf ∈ F we have (0, . . . , 0) ∈ Aqf , and
• for every path q
σ
−→ q′, we have λσ(Aq′) ⊆ Aq.
Any binary automaton A has at least one aﬃne covering (Aq)q∈Q because
Aq = Q
m for every q ∈ Q in an aﬃne covering. Therefore, the following
sequence (cov(A)q)q∈Q is deﬁned.
cov(A)q =
⋂
(Ap)p∈Q
aﬃne covering
Aq
Lemma 5.2 For any binary automaton A, the sequence (cov(A)q)q∈Q is an
aﬃne covering of A.
Proof. Let us note S the set of aﬃne covering of A. As any intersection of
aﬃne spaces is an aﬃne space, (cov(A)q)q∈Q is a sequence of aﬃne spaces.
Moreover, for every qf ∈ F , we have (0, . . . , 0) ∈ cov(A)qf because for every
(Ap)p∈Q in S, we have (0, . . . , 0) ∈ Aqf . Now, let us consider a path q
σ
−→ q′.
As λσ is a one to one function, we have λσ(cov(A)q′) = λσ(
⋂
(Ap)p∈Q∈S
Aq′) =⋂
(Ap)p∈Q∈S
λσ(Aq′) ⊆
⋂
(Ap)p∈Q∈S
Aq = cov(A)q.  
As proved by the previous lemma, the sequence (cov(A)q)q∈Q is an aﬃne
covering.
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Deﬁnition 5.3 The least aﬃne covering of a binary automaton A is the se-
quence of aﬃne spaces (cov(A)q)q∈Q.
From the least aﬃne covering of a binary automaton, the following propo-
sition 5.4 proves that we can compute the aﬃne hull of the set of vectors
accepted by a binary automaton.
Proposition 5.4 For any binary automaton A, we have:
aﬀ(ρ(L(A))) = aﬀ(
⋃
q0∈Q0
cov(A)q0)
Proof. For every q ∈ Q, we consider the set Xq = {ρ(σ); ∃q
σ
−→ qf ; qf ∈
F} ⊆ Nm. We ﬁrst prove that cov(A)q = aﬀ(Xq) for every q ∈ Q.
To prove that cov(A)q ⊆ aﬀ(Xq) for every q ∈ Q, we show that (aﬀ(Xq))q∈Q
is an aﬃne covering. For every qf ∈ F , we have (0, . . . , 0) = ρ() ∈ Xqf . Let us
consider a path q
σ
−→ q′ and a vector x ∈ Xq′. There exists a state qf ∈ F and
a path q′
σ′
−→ qf such that x = ρ(σ
′). Remark that λσ(x) = λσ(λσ′(0, . . . , 0)) =
ρ(σσ′). As q
σ.σ′
−−→ qf is a path, we have λσ(x) = ρ(σσ
′) ∈ Xq. Hence
λσ(Xq′) ⊆ Xq. Therefore aﬀ(λσ(Xq′)) ⊆ aﬀ(Xq). As λσ is an aﬃne func-
tion, we have aﬀ(λσ(Xq′)) = λσ(aﬀ(Xq′)). We have proved that (aﬀ(Xq))q∈Q
is an aﬃne covering. By minimality of the sequence (cov(A)q)q∈Q, we have
proved that cov(A)q ⊆ aﬀ(Xq) for every q ∈ Q.
To prove that aﬀ(Xq) ⊆ cov(A)q for every q ∈ Q, we show that Xq ⊆
cov(A)q for every q ∈ Q. Let x ∈ Xq. There exists a path q
σ
−→ qf with
qf ∈ F such that x = ρ(σ). As (cov(A)q)q∈Q is an aﬃne covering, we have
(0, . . . , 0) ∈ cov(A)qf and λσ(cov(A)qf ) ⊆ cov(A)q. Therefore x = ρ(σ) =
λσ(0, . . . , 0) ∈ cov(A)q. Hence Xq ⊆ cov(A)q. As cov(A)q is an aﬃne space,
we have proved that aﬀ(Xq) ⊆ cov(A)q.
Hence, for every q ∈ Q, we have aﬀ(Xq) = cov(A)q. Now, just remark
that:
aﬀ(ρ(L(A))) = aﬀ(
⋃
q0∈Q0
Xq0)
= aﬀ(
⋃
q0∈Q0
aﬀ(Xq0))
= aﬀ(
⋃
q0∈Q0
cov(A)q0)
Hence, we are done. 
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Algorithm 1 Compute the aﬃne hull of the set of vectors accepted by a
binary automaton.
1: Input: A binary automaton A = (Q,Σr,∆, Q0, F ).
2: Output: The aﬃne space aﬀ(ρ(L(A))).
3:
4: Let (Aq)q∈Q be the sequence deﬁned by Aq =

 {(0, . . . , 0)} if q ∈ F∅ otherwise
5: while there exists q
b
−→ q′ in ∆ such that λb(Aq′) 	⊆ Aq do
6: Aq ⇐ aﬀ(Aq ∪ λb(Aq′))
7: return aﬀ(
⋃
q0∈Q0
Aq0)
By using a ﬁx-point algorithm, we compute the aﬃne covering of a binary
automaton in polynomial time as proved in the following theorem.
Theorem 5.5 The algorithm 1 computes the aﬃne hull of the set of vectors
accepted by a binary automaton A in polynomial time.
Proof. We ﬁrst prove that line 6 is executed at most (m+ 1).card(Q) times.
In fact, remark that each times line 6 is executed, the dimension of the aﬃne
space Aq strictly increase. As the dimension of an aﬃne space of Q
m is in the
ﬁnite set {−1, . . . , m}, we have the result.
To prove that the complexity of the algorithm is polynomial, we prove that
the representations of the aﬃne spaces computed by the algorithm are some
ﬁnite subsets of at most m + 1 vectors in the set {0, . . . , r2.card(Q) − 1}m.
Let us prove that the representations X of the aﬃne spaces A computed
by the algorithm are some ﬁnite subset of at most m+1 vectors in {ρ(σ); σ ∈
Σ
≤(m+1).card(Q)
r }. To do so, we denote by (Aiq)q∈Q the sequence of aﬃne spaces
(Aq)q∈Q on line 5 in function of the number of times i ≥ 0 that the “while”
loop has been executed. We denote by X iq the representation of A
i
q. Let us
prove by induction over i ≥ 0 that for every q ∈ Q, Xqi is a ﬁnite subset of at
most m+ 1 vectors in {ρ(σ); σ ∈ Σ≤ir }. Remark that the induction is true at
rank i = 0. Assume the induction true at rank i ≥ 0 and let us prove that the
induction remains true at rank i+1. Remark that there exists q
b
−→ q′ in ∆ such
that for every p ∈ Q/{q}, we have Ai+1p = A
i
p and A
i+1
q = aﬀ(A
i
q ∪ λb(A
i
q′)).
Therefore, for every p 	= q, we have X i+1p = X
i
p and X
i+1
q ⊆ X
i
q ∪ λb(X
i
q′). By
using the induction at rank i, we obtain X i+1p ⊆ {ρ(σ); σ ∈ Σ
≤i+1
r } for every
p ∈ Q. There, we have proved the induction at rank i + 1. We have proved
the induction. In particular, as i ≤ (m+ 1).card(Q), we have proved that the
representations X of the aﬃne spaces computed by the algorithm are ﬁnite
subsets of at most m + 1 vectors in {ρ(σ); σ ∈ Σ≤(m+1).card(Q)r }.
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Now let us prove that {ρ(σ); σ ∈ Σ
≤(m+1).card(Q)
r } ⊆ {0, . . . , r2.card(Q)−1}m.
Let us consider σ ∈ Σ
≤(m+1).card(Q)
r . There exists i ≥ 0 such that σ.0i is a word
of length m.2.card(Q). Therefore ρ(σ) ∈ {0, . . . , r2.card(Q) − 1}m.
We have proved that the aﬃne spaces computed by the algorithm are
represented by at most m + 1 vectors in {0, . . . , r2.card(Q)}m. The complexity
of the algorithm is therefore polynomial.
To prove the correctness of the algorithm, we ﬁrst show that the following
assertion is an invariant: “ Aq ⊆ cov(A)q for every q ∈ Q and (0, . . . , 0) ∈ Aqf
for every qf ∈ F”. Remark that just after the execution of line 4, the assertion
is true. So assume the assertion true before the executing of line 6 and let us
prove that the assertion remains true just after. Let q
b
−→ q′ be a transition
in ∆. As (cov(A)q)q∈Q is an aﬃne covering, we have λb(cov(A)q′) ⊆ cov(A)q.
From the assertion we deduce λb(Aq′) ⊆ cov(A)q. Moreover the assertion
also gives Aq ⊆ cov(A)q. Hence Aq ∪ λb(Aq′) ⊆ cov(A)q. By considering the
aﬃne hull of the previous inclusion, we obtain aﬀ(Aq ∪ λb(Aq′)) ⊆ cov(A)q.
Therefore the assertion is an invariant of the algorithm.
In particular, on line 7 we have Aq ⊆ cov(A)q for every q ∈ Q and
(0, . . . , 0) ∈ Aqf for every qf ∈ F . However, on this line, the while condi-
tion on line 5 is no longer valid. Hence, for every q
b
−→ q′ in ∆, we have
λb(Aq′) ⊆ Aq. By induction, we obtain λσ(Aq′) ⊆ Aq for every path q
σ
−→ q′.
Moreover, as (0, . . . , 0) ∈ Aqf for every qf ∈ F , we have prove that (Aq)q∈Q
is an aﬃne covering. Therefore, for every q ∈ Q, we have cov(A)q ⊆ Aq. We
deduce Aq = cov(A)q for every q ∈ Q on line 7.
Proposition 5.4 proves that on line 7, we have aﬀ(
⋃
q0∈Q0
Aq0) = aﬀ(ρ(L(A))).
6 Application.
We study a natural extension of the Petri Nets, the eﬀective counter systems,
a class of systems that contains all the counter systems studied by Fast and
Lash. For these systems, we naturally extend the deﬁnition of place invariants
and prove that the computation of these invariants remains polynomial.
In the subsection 6.1, we prove that we can compute the aﬃne hull of
the reachability relation of a counter system in polynomial time in function
of the aﬃne hull of the reachability relation in one step. This polynomial
time complexity is explained in the next subsection 6.2. In fact, we show
the polynomial time link between the aﬃne hull of the reachability relation
of a counter system and a natural extension of place invariants. In the last
subsection 6.3 we prove that the place invariants of an eﬀective counter system
can be computed in polynomial time.
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6.1 The aﬃne hull of the reachability relation of a counter system.
In this subsection, we prove that the aﬃne hull of the reachability relation of
a counter system can be computed in polynomial time in function of the aﬃne
hull of the reachability relation in one step.
A counter system is a general model for representing a system that uses
m integer variables and has a ﬁnite set of actions Σ such that the new values
x′ ∈ Nm of the counters after executing an action a ∈ Σ are related to the
current value x ∈ Nm of the counters by a binary relation xRax
′ over Nm.
Deﬁnition 6.1 A counter system S is a tuple S = (Nm,Σ, (Ra)a∈Σ) where
Σ is a ﬁnite set of actions and (Ra)a∈Σ is a sequence of binary relations over
Nm.
The one step reachability relation associated to a counter system S is the
binary relation written RS and deﬁned by RS =
⋃
a∈ΣRa. The reachability
relation associated to a counter system S is the binary relation R∗S equal to
reﬂexive and transitive closure of the one step reachability relation. Remark
that xR∗Sx
′ iﬀ there exists a ﬁnite sequence of n ≥ 0 actions (ai)1≤i≤n in Σ
and a sequence of vectors (xi)0≤i≤n in N
m such that x = x0, x0Ra1x1, ...,
xn−1Ranxn and xn = x
′.
The reachability problem consists in deciding for a counter system S and
two vectors x and x′ in Nm if we have xR∗Sx
′. Recall that this problem
is undecidable for the class of Reset/Transfer Petri Nets [15], a subclass of
counter systems. For this reason, we are interested in the computation of an
over approximation of the reachability relation, easily computable.
The following proposition proves that the computation of the aﬃne hull of
I ∪RS provides the aﬃne hull of the reachability relation R
∗
S.
Proposition 6.2 For any binary relation R over Qm, we have
aﬀ(R∗) = aﬀ(I ∪R)
Proof. From I ∪ R ⊆ R∗, we deduce aﬀ(I ∪ R) ⊆ aﬀ(R∗). To prove the
converse, we ﬁrst show that aﬀ(I ∪R) is a transitive relation. Let us consider
(x, x′) and (x′, x′′) in aﬀ(I ∪ R). Remark that if x = x′ = x′′ then (x, x′′) =
(x′, x′) ∈ I ⊆ aﬀ(I ∪R). Hence, we can assume that either x 	= x′ or x′ 	= x′′.
The rank of the following linear system is then equal to 2 and hence admits
at least one solution (α, β, γ) ∈ Q3.{
α + β.x + γ.x′ = x
α + β.x′ + γ.x′′ = x′′
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Let δ = 1 − (α + β + γ). From α + β + γ + δ = 1, and as (1, 1), (x, x′),
(x′, x′′) and (0, 0) are in the aﬃne space aﬀ(I ∪ R), we deduce (x, x′′) =
α.(1, 1) + β.(x, x′) + γ.(x′, x′′) + δ.(0, 0) ∈ aﬀ(I ∪ R). Therefore, we have
proved that the relation aﬀ(I ∪R) is transitive.
From R ⊆ aﬀ(I ∪ R) and the transitivity of aﬀ(I ∪ R), we deduce R∗ ⊆
aﬀ(I ∪R). Therefore aﬀ(R∗) ⊆ aﬀ(I ∪R). 
The previous proposition shows that the aﬃne hull of R∗S is equal to the
aﬃne hull of I ∪RS. From aﬀ(I ∪RS) = aﬀ(I
⋃
a∈Σ aﬀ(Ra)), we deduce the
following corollary:
Corollary 6.3 The aﬃne hull of the reachability relation of a counter sys-
tem S can be computed in polynomial time from the sequence of aﬃne spaces
(aﬀ(Ra))a∈Σ.
6.2 The deﬁnition of place invariants.
In this section we show the link between aﬀ(R∗S) and the notion of place
invariant of a counter system.
We slightly extend the deﬁnition of place invariants given in [11] in a
natural way.
Deﬁnition 6.4 A place invariant of a counter system S is a linear function
l : Qm → Q such that for every a ∈ Σ and for every (x, x′) satisfying xRax
′,
we have l(x) = l(x′). The set of place invariants of a counter system S is
written inv(S).
Remark 6.5 The set of place invariants of a counter system S is an aﬃne
space (and even a vector space).
The following proposition proves the link between inv(S) and aﬀ(R∗S) by
proving that the set of place invariants inv(S) is computable in polynomial
time from aﬀ(R∗S) and that aﬀ(R
∗
S) is computable in polynomial time from
inv(S).
Proposition 6.6 For any counter system S, we have:{
aﬀ(R∗S) = {(x, x
′); l(x) = l(x′) ∀l ∈ inv(S)}
inv(S) = {linear functions l : Qm → Q; l(x) = l(x′) ∀(x, x′) ∈ aﬀ(R∗S)}
Proof. We ﬁrst prove the equality aﬀ(R∗S) = {(x, x
′); l(x) = l(x′) ∀l ∈
inv(S)}.
Let (x0, x
′
0) ∈ aﬀ(R
∗
S) and let us prove that for any l ∈ inv(S), we have
l(x0) = l(x
′
0). From the proposition 6.2, we have (x0, x
′
0) ∈ aﬀ(I ∪ RS).
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There exist t ∈ Q, a sequence (ta)a∈Σ in Q, a vector (x, x) ∈ I and a sequence
((xa, x
′
a))a∈Σ inRa such that t+
∑
a∈Σ ta = 1 and such that (x0, x
′
0) = t.(x, x)+∑
a∈Σ ta.(xa, x
′
a). Let l ∈ inv(S). By deﬁnition of the place invariants, we have
l(xa) = l(x
′
a) for every a ∈ Σ. Hence, we have l(x0) = l(t.x +
∑
a∈Σ ta.xa) =
t.l(x) +
∑
a∈Σ ta.l(xa) = t.l(x) +
∑
a∈Σ ta.l(x
′
a) = l(t.x +
∑
a∈Σ ta.x
′
a) = l(x
′
0).
Therefore, we have proved the inclusion aﬀ(R∗S) ⊆ {(x, x
′); l(x) = l(x′) ∀l ∈
inv(S)}. Let us prove the converse.
Let us consider (x0, x
′
0) 	∈ aﬀ(R
∗
S). In this case there exists an aﬃne
function f : Qm × Qm → Q such that f(x, x′) = 0 for every (x, x′) ∈ aﬀ(R∗S)
and such that f(x0, x
′
0) 	= 0. As f is an aﬃne function, there exist two linear
functions l and l′ and a rational c ∈ Q such that for every (x, x′) ∈ Qm×Qm,
we have f(x, x′) = l(x) − l′(x′) + c. From (x, x) ∈ I ⊆ aﬀ(R∗) we deduce
0 = f(x, x) = l(x) − l′(x′) + c. Therefore l = l′ and c = 0. Moreover, for
every a ∈ Σ and for every (x, x′) ∈ Ra, we have 0 = f(x, x
′) = l(x) − l(x′).
Therefore l ∈ inv(S). From f(x0, x
′
0) 	= 0, we deduce l(x0) 	= l(x
′
0). We have
proved the inclusion {(x, x′); l(x) = l(x′) ∀l ∈ inv(S)} ⊆ aﬀ(R∗S).
We deduce the ﬁrst equality aﬀ(R∗S) = {(x, x
′); l(x) = l(x′) ∀l ∈ inv(S)}.
Now, let us prove the second equality. Let l ∈ inv(S). From the previous
equality, we have l(x) = l(x′) for every (x, x′) ∈ aﬀ(R∗S). Therefore inv(S) ⊆
{linear functions l : Qm → Q; l(x) = l(x′) ∀(x, x′) ∈ aﬀ(R∗S)}. For the
converse inclusion, let us consider a linear function l such that l(x) = l(x′) for
every (x, x′) ∈ aﬀ(R∗S). From RS ⊆ aﬀ(R
∗
S), we deduce that for every a ∈ Σ
and for every (x, x′) ∈ Ra, we have l(x) = l(x
′). Therefore l ∈ inv(S). We
have proved the second equality. 
6.3 Eﬀective counter systems.
In this subsection, we deﬁne the class of eﬀective counter systems and we prove
that the aﬃne hull of the reachability relation is computable in polynomial
time. As a corollary, we prove that the set of place invariants of an eﬀec-
tive counter systems are computable in polynomial time. Finally, we present
results obtained by implementing these results in our tool Fast.
Tools like Fast or Lash takes as input a class of counter systems such
that each binary relation Ra is represented by a BA-aﬃne function fa.
Deﬁnition 6.7 A BA-aﬃne function f is a tuple (A,M, v) such that A is a
binary automaton, M ∈ Mm(Q) is a square matrix and v ∈ Q
m is a vector.
The relation Rf associated to a BA-aﬃne relation f is deﬁned by:
xRfx
′ ⇐⇒ x′ = M.x + v and x ∈ ρ(L(A))
Deﬁnition 6.8 An eﬀective counter system S is a counter system S = (Nm,Σ,RΣ)
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such that every binary relationRa is either represented by a binary automaton
Aa such that Ra = ρ(L(Aa)) ⊆ N
2.m or represented by a BA-aﬃne function
fa such that Ra = Rfa .
For eﬀective counter systems, the complexity for the computation of place
invariants, known to be polynomial time for Petri Nets remains polynomial
time.
Theorem 6.9 The aﬃne hull of the reachability relation of an eﬀective counter
system is computable in polynomial time.
Proof. From the theorem 6.2, we prove that aﬀ(R∗S) is equal to aﬀ(I ∪RS).
Remark that aﬀ(I∪RS) = aﬀ(I
⋃
a∈Σ aﬀ(Ra)). Let a ∈ Σ; the binary relation
Ra is either represented by a binary automaton Aa or by a BA-aﬃne function
fa. If Ra is represented by a binary automaton Aa, theorem 5.5 proves that
the aﬃne space aﬀ(Ra) is computable in polynomial time. Assume that Ra
is represented by a BA-aﬃne function fa = (Aa,Ma, va). Theorem 5.5 proves
that aﬀ(ρ(L(Aa))) is computable in polynomial time. Therefore, aﬀ(Rfa) =
(aﬀ(ρ(L(Aa)))× Q
m) ∩ {(x, x′) ∈ Qm × Qm; x′ = Ma.x + va} is computable
in polynomial time. Therefore, we can compute aﬀ(Ra) in polynomial time
for each action a ∈ Σ. We have proved that we can compute aﬀ(R∗S) in
polynomial time. 
From the proposition 6.6 and the previous theorem, we deduce that the
place invariants of an eﬀective counter systems are computable in polynomial
time.
Corollary 6.10 The set of place invariants of an eﬀective counter system is
computable in polynomial time.
We have implemented the computation of the aﬃne covering of a binary
automaton as a plug-in for our symbolic model checker Fast. The compu-
tation of the place invariants of the 40 examples of counter systems provided
with Fast takes between 1 minute to 1 hour to be computed. However, this
time complexity do not correponds to the time complexity of an optimized al-
gorithm. In fact, we are quite sure that the required time for computing these
place invariants can be reduced to less than one second. For this reason, no
benchmark are provided. Fast with invariants will be available as soon as this
algorithm is optimized on the fast-webpage www.lsv.ens-cachan.fr/fast/
Conclusion.
We have presented the class of binary automaton, a new representation of sub-
sets of Nm that naturally extends the NDD. We have proved that the aﬃne
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hull of the set of vectors represented by a binary automaton is computable
in polynomial time. We have introduced the model of eﬀective counter sys-
tems. We have proved that we can extend the deﬁnition of place invariants to
this new class. The computation of the place invariants remains polynomial
time for the class of eﬀective counter systems. All the algorithms have been
implemented in C++ as a plug-in for Fast and they should be soon available.
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