Abstract
Introduction
Realistic face animation for speech still poses a number of challenges, especially when we want to automate it to a large degree. Faces are the focus of attention for an audience, and the slightest deviation from normal faces and face dynamics is noticed.
There are several factors that make facial animation so elusive. First, the human face is an extremely complex geometric form. Secondly, the face exhibits countless tiny creases and wrinkles, as well as subtle variations in color and texture, all of which are crucial for our comprehension and appreciation of facial
Figure 1. The workflow of our system: (a) An original face is (b) captured, (c) re-meshed, (d) analysed and integrated for (e) an animation.
expressions. As difficult as the face is to model, it is even more problematic to animate. Facial deformations are a product of the underlying skeletal and muscular forms, as well as the mechanical properties of the skin and subcutaneous layers, which vary in thickness and composition in different parts of the face. The mouth area is particularly demanding, because there are additional movements of the mandible and intra-oral air pressures, which influence the visible morphology of this area. All of these problems are enormously magnified by the fact that we as humans have an uncanny ability to read expressions and lipsan ability that is not merely a learned skill, but part of our deep-rooted instincts. For facial expressions, the slightest deviation from reality is something any person will immediately detect. This said, people would find it difficult to put their finger on what exactly it is that was wrong. We have to deal with subtle effects that leave strong impressions.
Face animation research dates back to the early 70s (Parke, 1972 ). Since then, the level of sophistication has increased dramatically. For example, the human head models used in Pixar's Toy Story had several thousand control points each (Eben, 1997) . More recent examples, such as Final Fantasy and Lord of the Rings, demonstrate that now a level of realism can be achieved that allows "virtual humans" to play a lead part in a feature movie. Nevertheless, there is still much manual work involved.
For face animation, both 2D image-based and 3D model-based strategies have been proposed. Basically, the choice was one between photorealism and flexibility.
2D:
For reaching photorealism, one of the most effective approaches has been to reorder short video sequences (Bregler et al., 1997) or to 2D morph between photographic images (Beier et al., 1992; Bregler et al., 1995; and Ezzat et al., 2000) . A problem with such techniques is that they do not allow much freedom in face orientation, relighting or compositing with other 3D objects.
3D:
A 3D approach typically yields such flexibility. Here, a distinction can be made between appearance-based and physics-based approaches. The former is typically based on scans or multi-view reconstructions of the face exterior. Animation takes the form of 3D morphs between several, static expressions (Chen et al., 1995; Blanz et al., 1999; or a more detailed replay of observed face dynamics (Guenter et al., 1998; Lin et al., 2001) . Physics-based approaches model the underlying anatomy in detail, as a skull with layers of muscles and skin (Waters et al., 1995; Pelachaud et al., 1996; Eben, 1997; and Kähler et al., 2002) . The activation of the virtual muscles drives the animation. Again, excellent results have been demonstrated. Emphasis has often been on the animation of emotions.
We present a system for realistic face animation focused on speech -a system that can help to automate the process further, while not sacrificing too much realism. The approach is purely 3D. Since people can clearly tell good animations from bad ones without any knowledge about facial anatomy, we go for the relative simplicity of the appearance-based school. Realism comes through the extensive use of detailed motion-capture data. The system also supports the animation of novel characters based on their static head model, but with dynamics, which, nevertheless, are adapted to their physiognomy.
Viseme Selection
Animation of speech has much in common with speech synthesis. Rather than composing a sequence of phonemes according to the laws of co-articulation to get the transitions between the phonemes right, the animation generates sequences of visemes. Visemes correspond to the basic, visual mouth expressions that are observed in speech. Whereas there is a reasonably strong consensus about the set of phonemes, there is less unanimity about the selection of visemes. Approaches aimed at realistic animation of speech have used any number, from as few as 16 (Ezzat et al., 2000) up to about 50 visemes (Scott et al., 1994) . This number is by no means the only parameter in assessing the level of sophistication of different schemes. Much also depends on the addition of co-articulation effects. There certainly is no simple one-to-one relation between the 52 phonemes and the visemes, as different sounds may look the same and, therefore, this mapping is rather many-to-one. For instance /b/ and /p/ are two bilabial stops which differ only in the fact that the former is voiced, while the latter is voiceless. Visually, there is hardly any difference in fluent speech.
We based our selection of visemes on the work of Owens (Owens et al., 1985) for consonants. We use his consonant groups, except for two of them, which we combine into a single /k,g,n,l,ng,h,y/ viseme. The groups are considered as single visemes because they yield the same visual impression when uttered. We do not consider all the possible instances of different, neighboring vocals that Owens distinguishes, however. In fact, we only consider two cases for each cluster: rounded and widened, that represent the instances farthest from the neutral expression. For instance, the viseme associated with /m/ differs depending on whether the speaker is uttering the sequence omo or umu vs. the sequence eme or imi. In the former case, the /m/ viseme assumes a rounded shape, while the latter assumes a more widened shape. Therefore, each consonant was assigned to these two types of visemes. For the visemes that correspond to vocals, we used those proposed by Montgomery et al. (1985) .
As shown in Figure 2 , the selection contains a total of 20 visemes: 12 representing the consonants (boxes with "consonant" title), seven representing the monophtongs (boxes with title "monophtong") and one representing the neutral pose (box with title "silence"). Diphtongs (box with title "diphtong") are divided into two, separate monophtongs and their mutual influence is taken care of as a coarticulation effect. The boxes with the smaller title "allophones" can be discarded by the reader for the moment. The table also contains examples of words producing the visemes when they are pronounced. This viseme selection differs from others proposed earlier. It contains more consonant visemes than most, mainly because the distinction between the rounded and widened shapes is made systematically. For the sake of comparison, Ezzat and Poggio (Ezzat et al., 2000) used six (only one for each of Owens' consonant groups, while also combining two of them), Bregler et al. (1997) used ten (same clusters, but they subdivided the cluster /t,d,s,z,th,dh/ into /th,dh/ and the rest, and /k,g,n,l, ng,h,y/ into /ng/, /h/, /y/, and the rest, what boils down to making an even more precise subdivision for this cluster), and Massaro (1998) used nine (but this Figure 2 . Overview of the visemes used.
animation was restricted to cartoon-like figures, which do not show the same complexity as real faces). Our selection came out to be a good compromise between the number of visemes needed in the animation and the realism that is obtained.
It is important to note that our speech model combines the visemes with additional co-articulation effects. Further increases in realism are also obtained by adapting the viseme deformations to the shape of the face. These aspects are described in the section, Face Animation.
Learning Viseme Expressions
The deformations that come with the different visemes had to be analysed carefully. The point of departure in developing the animation system has, therefore, been to extract detailed, 3D deformations during speech for ten example faces. These faces differed in age, race, and gender. A first issue was the actual part of the face that had to be acquired. The results of Munhall and Vatikiotis-Bateson (Munhall et al., 1998) provide evidence that lip and jaw motions affect the entire facial structure below the eyes. Therefore, we extracted 3D data for a complete face, but with emphasis on the area between the eyes and the chin. The extraction of the 3D visemes follows a number of steps, which were repeated for the different example faces:
1. a 3D reconstruction is produced for all instances of all visemes 2. a generic head model is fitted to these 3D visemes 3. prototypes of the visemes are defined These steps are now described in more detail.
Raw Viseme Extraction
The first step in learning realistic, 3D face deformations for the different visemes was to extract real deformations from talking faces. Before the data were extracted, it had to be decided what the test person would say during the acquisition. It was important that all relevant visemes would be observed at least once. The subjects were asked to read a short text that contained multiple instances of the visemes in Figure 2 .
For the 3D shape extraction of the talking face, we have used a 3D acquisition system that uses structured light (Eyetronics, 1999) . It projects a grid onto the face, and extracts the 3D shape and texture from a single image. By using a video camera, a quick succession of 3D snapshots can be gathered. We are especially interested in frames that represent the different visemes. These are the frames where the lips reach their extremal positions for that sound (Ezzat and Poggio (Ezzat et al., 2000) followed the same approach in 2D). The acquisition system yields the 3D coordinates of several thousand points for every frame. The output is a triangulated, textured surface. The problem is that the 3D points correspond to projected grid intersections, not corresponding, physical points of the face. Hence, the points for which 3D coordinates are given change from frame to frame. The next steps have to solve for the physical correspondences.
Fitting of the Generic Head Model
Our animation approach assumes a specific topology for the face mesh. This is a triangulated surface with 2,268 vertices for the skin, supplemented with separate meshes for the eyes, teeth, and tongue (another 8,848, mainly for the teeth). Figure 3 shows the generic head and its topology.
The first step in this fitting procedure deforms the generic head by a simple rotation, translation, and anisotropic scaling operation, to crudely align it with the neutral shape of the example face. This transformation minimizes the average distance between a number of special points on the example face and the model (these ten points are indicated in Figure 4 ). These have been indicated manually on the example faces, but could be extracted automatically (Noh et al., 2001) . After this initial transformation, the salient features may not be aligned well, yet. The eyes could, e.g., be at a different height from the nose tip.
In order to correct for such flaws, a piecewise constant vertical stretch is applied. The face is vertically divided into five intervals, ranging from top-ofhead to eyebrows, from eyebrows to eye corners, from eye corners to nose tip, from nose tip to mouth corners, and from mouth corners to bottom of the chin. Each part of the transformed model is vertically scaled in order to bring the border points of these intervals into good correspondence with the example data, beginning from the top of the head. A final adaptation of the model consists of the separation of the upper and lower lip, in order to allow the mouth to open. The dividing line is defined by the midpoints of the upper and lower edges of the mouth outline. This first step fixes the overall shape of the head and is carried out only once (for the neutral example face). The result of such process is shown in the right column of Figure 4 : starting from the 3D patch for the neutral face and the generic model that are shown at the top, the alignment at the bottom is obtained. As can be seen, the generic model has not yet been adapted to the precise shape of the head at that point. The second step starts with the transformed model of the first step and performs a local morphing. This morphing maps the topology of the generic model head precisely onto the given shape. This process starts from the correspondences for a few salient points. This set includes the ten points of the previous step, but is also extended to 106 additional points, all indicated in black in Figure 5 .
After the crude matching of the previous step, most of these points on the example face will already be close to the corresponding points on the deformed generic model. Typically, the initial frame of the video sequence corresponds to the neutral expression. This makes a manual drag and drop operation for the 116
Figure 5. To make the generic head model fit the captured face data precisely, a morphing step is applied using the 116 anchor points (black dots) and the corresponding Radial Basis Functions for guiding the remainder of the vertices. The right part of the figure shows a result.
points rather easy. At that point all 116 points are in good correspondence. Further snapshots of the example face are no longer handled manually. From the initial frame, the points are tracked automatically throughout the video. The tracker looks for point candidates in a neighborhood around their previous position. A dark blob is looked for and its midpoint is taken. As data are sampled at video rate, the motions between frames are small and this very simple tracking procedure only required manual help at a dozen or so frames for the set of example data. The main reason was two candidate points falling into the search region. Using this tracker, correspondences for all points and for all frames could be established with limited manual input.
In order to find the deformations for the visemes, the corresponding frames were selected from the video and their 3D reconstructions were made. The 3D positions of the 116 points served as anchor points, to map all vertices of the generic model to the data. The result is a model with the shape and expression of the example face and with 2,268 vertices at their correct positions. This mapping was achieved with the help of Radial Basis Functions.
Radial Basis Functions (RBFs) have become quite popular for face model fitting Noh et al., 2001) . They offer an effective method to interpolate between a network of known correspondences. RBFs describe the influence that each of the 116 known (anchor) correspondences have on the nearby points in between in this interpolation process.
Consider the following equations, 
For j s r , where r is a cut-off value for the distance beyond which h is put to zero, and where in the interval 0, r the function ( ) h x is of one of two types:
(4) Figure 6 shows these two functions.
The first type is an exponential function yielding weights that decrease rapidly when moving away from the vertex, whereas the second type -a hermite basis function -shows more like a plateau in its neighbourhood. The exponential type is used at vertices with high curvature, limiting the spatial extent of their influence, whereas the hermite type is used for vertices in a region of low surface curvature, where the influence of the vertex should reach out quite far. The vertices indicated in bright grey on the face are given exponential functions, the dark grey ones hermite functions. Figure 7 illustrates the result of changing a point on the forehead from exponential to hermite. The smaller influence region results in a dip.
Figure 6. In the morphing step, two types of Radial Basis Functions are applied. (1) The hermite type is shown in the top-right part of the figure and is applied to all purple points on the face. (2) The exponential type is shown in the bottom-right part and is applied to the yellow points.
Similarly, there are places where an exponential is much more effective than a hermite RBF. If the generic head, which is of a rather Caucasian type, has to be mapped onto the head of an Asian person, hermite functions will tend to copy the shape of the mesh around the eyes, whereas one wants local control in order to narrow the eyes and keep the corners sharp. The size of the region of influence is also determined by the scale r . Three such scales were used (for both RBF types). These scales and their spatial distribution over the face are shown in Figure 8 (1). As can be seen, they vary with the scale of the local facial structures. 
, the interpolation is ready to be applied. It is important to note that vertices on different sides of the dividing line of the mouth are decoupled in these calculations.
A third step in the processing projects the interpolated points onto the extracted 3D surface. This is achieved via a cylindrical mapping. This mapping is not carried out for a small subset of points which lie in a cavity, however. The reason is that the acquisition system does not always produce good data in these cavities. The position of these points should be determined fully by the deformed head model, and not subject to being degraded under the influence of the acquired data. They are shown on the right side of Figure 8 . On Figure 8 (3), this is illustrated for the nostril. The extracted 3D grid is too smooth there and does not follow the sharp dip that the nose takes. The generic model dominates the fitting procedure and caters for the desired, high curvatures, as can be seen. An extreme example where the model takes absolute preference is the mouth cavity. The interior of the mouth is part of the model, which, e.g., contains the skin connecting the teeth and the interior parts of the lips. Typically, scarcely any 3D data will be captured for this region, and those that are captured tend to be of low quality. The upper row of teeth is fixed rigidly to the model and has already received their position through the first step (the global transformation of the model, possibly with a further adjustment by the user). The lower teeth follow the jaw motion, which is determined as a rotation about the midpoint between the points where the jaw is attached to the skull and a translation. The motion itself is quantified by observing the motion of a point on the chin, standardised as MPEG-4 point 2.10. These points have also been defined on the generic model, as can be seen in Figure 9 , and can be located automatically after the morph.
It has to be mentioned at this point that all the settings, like type and size of RBFs, as well as whether vertices have to be cylindrically mapped or not, are defined only once in the generic model as attributes of its vertices.
Viseme Prototype Extraction
The previous subsection described how a generic head model was deformed to fit 3D snapshots. Not all frames were reconstructed, but only those that represent the visemes (i.e., the most extreme mouth positions for the different cases of Figure 2 ). About 80 frames were selected from the sequence for each of the example faces. For the representation of the corresponding visemes, the 3D reconstructions, themselves, were not taken (the adapted generic heads), but the difference of these heads with respect to the neutral one for the same person. These deformation fields of all the different subjects still contain a lot of redundancy. This was investigated by applying a Principal Component Analysis. Over 98.5% of the variance in the deformation fields was found in the space spanned by the 16 most dominant components. We have used this statistical method not only to obtain a very compact description of the different shapes, but also to get rid of small acquisition inaccuracies. The different instances of the same viseme for the different subjects cluster in this space. The centroids of the clusters were taken as the prototype visemes used to animate these faces later on.
Face Animation
The section, Learning Viseme Expressions, describes an approach to extract a set of visemes from a face that could be observed in 3D, while talking. This process is quite time consuming and one would not want to repeat it for every single face that has to be animated. This section describes how novel faces can be animated, using visemes which could not be observed beforehand.
Such animation requires a number of steps:
Personalising the visemes
The shape or "physiognomy" of the novel face is taken into account by determining the face's relative position with respect to the neutral example faces in a face space. This information is used to generate a set of visemes specific for the novel face.
Automatic, audio-based animation
From fluent speech a file is generated that contains visemes and their timing. This file is automatically transformed into an animation of the face by producing a sequence of viseme expressions combined with intermediate co-articulation effects.
Possible modifications by the animator
As the animator should remain in control, tools are provided that allow the animator to modify the result as desired. A "Viseme Space" can be roamed using its independent components.
Personalising the Visemes
A good animation requires visemes that are adapted to the shape or "physiognomy" of the face at hand. Hence, one cannot simply copy or "clone" the deformations that have been extracted from one of the example faces to a novel face. Although it is not precisely known at this point how the viseme deformations depend on the physiognomy, visual improvements were observed by adapting the visemes in a simple way described in this section.
Faces can be efficiently represented as points in a so-called "Face Space" (Blanz et al., 1999) . These points actually represent their deviation from the average face. This can be done for the neutral faces from which the example visemes have been extracted using the procedure described in the section, Learning Viseme Expressions, as well as for a neutral, novel face. The example faces span a hyper-plane in face space. By orthogonally projecting the novel face onto this plane, a linear combination of the example faces is found that comes closest to the projected novel face. This procedure is illustrated in Figure  10 . Suppose we put the face space coordinates of the face that corresponds to this projection into a single column vector nov F and, similarly, the coordinates of 
the same weights i are applied to the visemes of the example faces, to yield a personalised set of visemes for the novel face. The effect is that a rounded face will get visemes that are closer to those of the more rounded example faces, for instance.
This step in the creation of personalised visemes is schematically represented in Figure 11 . As the face nov F is still a bit different from the original novel face nov F , expression cloning is applied as a last step to the visemes found from projection (Noh et al., 2001) . We have found that the direct application of viseme cloning from an example face to other faces yields results that are less convincing. This is certainly the case for faces that differ substantially. According to the proposed strategy the complete set of examples is exploited, and cloning only has to deal with a small residue. The process of personalising visemes is summarised in Figure 12 .
Automatic, Audio-Based Animation
Once the visemes for a face have been determined, animation can be achieved as a concatenation of visemes. The visemes, which have to be visited, the order in which this should happen, and the time intervals in between are generated automatically from an audio track containing speech. First a file is generated that contains the ordered list of allophones and their timing. "Allophones" correspond to a finer subdivision of phonemes. This transcription has not been our work and we have used an existing tool, described in Traber (1995) . The allophones are then translated into visemes (the list of visemes is provided in Figure 2 ). The vocals and silence are directly mapped to the corresponding visemes. For the Noh et al. (2001) .
Figure 12. The personalisation of visemes follows two steps symbolised by the two horizontal transitions: 1) the linear combination of the example visemes as described in the text, and 2) a residual adaptation, following the cloning technique described in
consonants, the context plays a stronger role. If they immediately follow a vocal among /o/, /u/, and /@@/ (this is the vocal as in "bird"), then the allophone is mapped onto a rounded consonant. If the vocal is among /i/, /a/, and /e/ then the allophone is mapped onto a widened consonant. When the consonant is not preceded immediately by a vocal, but the subsequent allophone is one, then a similar decision is made. If the consonant is flanked by two other consonants, the preceding vocal decides.
From these data -the ordered list of visemes and their timing -the system automatically generates an animation. The concatenation of the selected visemes can be achieved elegantly as a navigation through a "Viseme Space," similar to a Face Space. The Viseme Space is obtained by applying an Independent Component Analysis to all extracted, example visemes. It came out that the variation can be captured well with as few as 16 Independent Components. (This underlying dimensionality is determined as the PCA step that is part of our ICA implementation (Hyvärinen, 1997) .) Every personalised viseme can be represented as one point in this 16D viseme space. Animation boils down to subsequently applying the deformations represented by the points along a trajectory that leads from viseme to viseme, and that is influenced by coarticulation effects. An important advantage of animating in Viseme Space is that all visited deformations remain realistic.
Performing animation as navigation through a viseme space of some sort is not new per se. Such approach was already demonstrated by Kalberer and Van Gool Figure 13 . Fitting splines in the "Viseme Space" yields good co-articulation effects, after attraction forces exerted by the individual nodes (visemes) were learned from ground-truth data. (Kalberer et al., 2001; Kalberer et al., 2002a) and by Kshirsagar (2001) , but for fewer points on the face. Moreover, their viseme spaces where based on PCA (Principal Component Analysis), not ICA. A justification for using ICA rather than PCA is to follow later.
Straightforward point-to-point navigation as a way of concatenating visemes would yield jerky motions. Moreover, when generating the temporal samples, these may not precisely coincide with the pace at which visemes change. Both problems are solved by fitting splines to the Viseme Space coordinates of the visemes. This yields smoother changes and allows us to interpolate in order to get the facial expressions needed at the fixed times of subsequent frames. We used NURBS curves of order three.
A word on the implementation of co-articulation effects is in order here. A distinction is made between vocals and labial consonants on the one hand, and the remainder of the visemes on the other. The former impose their deformations much more strictly onto the animation than the latter, which can be pronounced with a lot of visual variation. In terms of the spline fitting, this means that the animation trajectory will move precisely through the former visemes and will only be attracted towards the latter. Figure 13 illustrates this for one Viseme Space coordinate.
Initially a spline is fitted through the values of the corresponding component for the visemes of the former category. Then, its course is modified by bending it towards the coordinate values of the visemes in the latter category. This second category is subdivided into three subcategories: (1) somewhat labial consonants like those corresponding to the /ch,jh,sh,zh/ viseme pull stronger than (2) the viseme /f,v/ , which in turn pulls stronger than (3) the remaining visemes of the second category. In all three cases the same influence is given to the rounded and widened versions of these visemes. The distance between the current spline (determined by vocals and labial consonants) and its position if it had to go through these visemes is reduced to (1) 20%, (2) 40%, and (3) 70%, respectively. These are also shown in Figure 13 . These percentages have been set by comparing animations against 3D ground-truth. If an example face is animated with the same audio track used for training, such comparison can be easily made and deviations could be minimised by optimising these parameters. Only distances between lip positions were taken account of so far.
Modifications by the Animator
A tool that automatically generates a face animation which the animator then has to take or leave is a source of frustration, rather than a help. The computer cannot replace the creative component that the human expert brings to the animation process. The animation tool described in this paper only proposes the speechbased face animation as a point of departure. The animator can thereafter still change the different visemes and their influences, as well as the complete splines that define the trajectory in "Viseme Space."
In terms of the space of possible deformations, PCA and ICA basically yield the same result. As already mentioned, PCA is part of the ICA algorithm, and determines the degrees of freedom to be kept. The importance of ICA mainly lies in the more intuitive, manual changes that the animator can make afterwards. A face contains many muscles, and several will be active together to produce the different visemes. In as far as their joint effect can be modeled as a linear combination of their individual effects, ICA is the way to decouple the net effect again (Kalberer et. al, 2002b) . Of course, this model is a bit naive but, nevertheless, one would hope that ICA is able to yield a reasonable decomposition of face deformations into components that themselves are more strongly correlated with the facial anatomy than the principal components. This hope has proved not to be in vain.
From a mathematical point of view, there also is a good indication that ICA may be more appropriate than PCA to deliver the basis of a viseme space. The distribution of the extracted visemes comes out to have a shape that is quite nonGaussian, which can clearly be observed from 2 plots.
Independent Component Analysis tries to explain data as a linear combination of maximally independent basis signals, the "Independent Components." Basically, these independent components are found as the linear combinations of principal components that have, in terms of information theory, minimal mutual information between each pair of input. This is mathematically related to finding combinations with distributions that are maximally non-Gaussian. As the central limit theorem makes clear, distributions of composed signals will tend to be more Gaussian than those of the underlying, original signals. For these reasons, ICA often is successful in retrieving a set of original signals that can only be observed together, e.g., to split mixed audio signals into their different components. These separate, original components typically correspond to the maximally nonGaussian directions of the distribution that represents the joint probabilities of the observed signal values. If the original signals have Gaussian distributions, ICA will fail. The fact that the composed distributions in our case are already nonGaussian is an indication the ICA can make sense.
The advantage that independent components have over principal components doesn't lie in their respective numbers, as, in fact, these are the same. Indeed, the ICs are found in the reduced space spanned by the dominant PCs and this space's dimension determines the number of ICs that ICA extracts (our implementation of ICA follows that propounded by Hyvärinen (1997) ). As already mentioned, 16 components were used, which together cover 98.5% of the variation. The advantage, rather, is the more intuitive deformations that correspond to the independent components, where each stays closer to a single, anatomical action of the face.
Finally, on a more informal score, we found that only about one or two PCs could be easily described, e.g., "opening the mouth." In the case of ICs, six or so components could be described in simple terms. Figure 15 shows a comparison between principal and independent components. In both cases, there is a component that one could describe as opening the mouth. When it comes to a simple action, like rounding the mouth, there is a single IC that corresponds to this effect. But, in the case of PCs, this rounding is never found in isolation, but is combined with the opening of the mouth or other effects. Similar observations can be made for the other ICs and PCs.
One could argue that animation can proceed directly and uniquely as a combination of basic modes (e.g., independent components) and that going via visemes is an unnecessary detour. Discussions with animators made it clear, however, that they insist on having intuitive keyframes, like visemes and basic emotions, as the primary interface. Hence, we give animators control both at the level of complete visemes and single independent components. Having the system work on the basis of the same keyframes (i.e., in a viseme space) helps to make the interaction with the animator more intuitive, as the animator and the animation tool "speak" the same language.
Results
As a first example, we show some frames out of an animation sequence, where the person is animated using his own visemes. This person was one of our examples. Four frames are shown in Figure 16 . Although it is difficult to demonstrate the realism of animation on paper, the different face expressions look natural, and so does the corresponding video sequence.
A second example shows the transition between two faces (see Figure 17 ). In this case, the visemes of the man are simply cloned to get those for the boy (Noh et al., 2001) . The animation shows a few flaws, which become stronger as the morph gets closer to the boy's face. Some of these flaws are highlighted in Figure  18 (but they are more outspoken if seen as a video). This example shows that cloning alone does not suffice to yield realistic animation of speech.
A third example shows the result of our full viseme personalisation. The three faces on the left-hand side of Figure 19 are three of the example faces used to create the 10-dimensional hyper-plane. The face on the right-hand side has been animated by first projecting it onto the hyper-plane, weighing the visemes of the examples accordingly, and finally cloning these weighted visemes to the original face. Figure 18 . Two representative snapshots of purely cloned visemes exemplify that cloning (Noh et al., 2001) does not always result in convincing shapes.
Figure 19. Combination of the same viseme (represented by the faces in the upper row) are combined and cloned onto a novel face according to its physiognomy (face in the center).
As a final note, it is interesting to mention that the system proposed here has been implemented as an Alias/Wavefront's Maya plug-in. Figure 1 gives a quick overview of the processing steps.
Furthermore, we have already experimented with the superposition of speech and emotions. Detailed displacements were measured for the six basic emotions. We found that linear addition of displacements due to visemes and emotions worked out well in these preliminary trials. An example is shown in Figure 20 .
Trends
Technologically the trend in face animation is one towards a stronger 3D component in the modeling and animation pipeline. Entertainment certainly is one of the primary marketplaces for the work described in this chapter. The 3D industry has had a significant impact on this industry. With human characters as one of the central elements, 3D animation of characters and special effects have become an integral part of many blockbuster movie productions. The game industry has in the meantime eclipsed the movie industry in terms of gross revenues. Also, in this branch of industry, there is a trend towards more realistic human characters. The most notable trend in 3D digital media is the convergence of these playgrounds. Productions often target multiple markets simultaneously, with, e.g., movies coupled to games and Web sites, as well as an extensive line of gadgets. The creation of 3D models is often financed through the acquisition of a copyright over the scanned material, as such copyright enables the holder to spin off such alternative applications. A segment expected to see a steep growth is online gaming. Online 3D gaming subscription revenue is expected to grow at an annual growth rate of 19.7% through 2007, as these sites offer unique experiences and even episodic updates to gamers (see Figure 21 ).
Conclusions
Realistic face animation is still a challenge. We have tried to attack this problem via the acquisition and analysis of 3D face shapes for a selection of visemes. Such data have been captured for a number of faces, which allows the system to at least apply a crude adaptation of the visemes to the physiognomy of a novel face for which no such data could be obtained. The animation is organised as a navigation through "Viseme Space," where the influence of different visemes on the space trajectory varies. Given the necessary input in the form of an ordered sequence of visemes and their timing, a face animation can be created fully automatically. Such animation will in practice rather be a point of departure for an animator, who still has to be able to modify the results. This remains fully possible within the proposed framework.
The proposed method yields realistic results, with more detail in the underlying, 3D models than usual. The RBF morphing, described in the section, Learning Viseme Expressions, has been implemented with special care to make this possible. The way of combining the visemes to a novel face seems to be both novel and effective. By giving the animator control over independent, rather than the more usual, principal components this space can be navigated in a more intuitive way.
Although we believe that our results can already be of help to an animator, several improvements can be imagined. The following issues are a few examples. Currently, a fixed texture map is used for all the visemes, but the 3D acquisition method allows us to extract a separate texture map for every viseme. This will help to create the impression of wrinkles on rounded lips, for instance.
Another issue is the selection of the visemes. For the moment, only a rounded and widened version of the consonants has been included. In reality, an /m/ in ama lies between that in omo and imi. There is a kind of gradual change from umu, over omo, ama, and eme, up to imi. Accordingly, more versions of the visemes can be considered. Another possible extension is the inclusion of tongue position in the viseme classification. Some of the consonant classes have to be subdivided in that case. A distinction has to be made between, e.g., /l/ and /n/ on the one hand, and /g/ and /k/ on the other.
It is also possible to take more example images, until they span face space very well. In that case, the final viseme cloning step in our viseme personalisation can probably be left out.
Last, but not least, speech-oriented animation needs to be combined with other forms of facial deformations. Emotions are probably the most important example. It will be interesting to see what else is needed to combine, e.g., visemes and emotions and keep the overall impression natural. All these expressions call on the same facial muscles. It remains to be seen whether linear superpositions of the different deformations really suffice, as it was the case in our preliminary experiments.
