The goal of this project was to design, build and test novel diagnostics to probe the effect of hydrodynamic forces on coalescence dynamics. Our investigation focused on how a drop coalesces onto a flat surface which is analogous to two drops coalescing, but more amenable to precise experimental measurements. We designed and built a flow cell to create an axisymmetric compression flow which brings a drop onto a flat surface. A computer-controlled system manipulates the flow to steer the drop and maintain a symmetric flow. Particle image velocimetry was performed to confirm that the control system was delivering a well conditioned flow. To examine the dynamics of the coalescence, we implemented an interferometry capability to measure the drainage of the thin film between the drop and the surface during the coalescence process. A semi-automated analysis routine was developed which converts the dynamic interferogram series into drop shape evolution data.
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INTRODUCTION
Dispersed emulsions are complex fluid systems encountered in paints, food industries, polymer production and many other applications. Dispersion of one fluid phase into another allows manipulation of fluid properties such as thermal expansion, electrical and thermal conductivities as well as strength and toughness of cured polymers through control of the droplet microstructure. These dispersions are finding many exciting new applications in areas of selfassembled nano-structured materials and manufacturing of novel optical materials. The properties of these materials depend strongly on the morphology of the dispersed phase, which in turn depends on the microstructure formation and destruction through drop break up and coalescence.
Coalescence is the process by which two smaller droplets are brought into contact and merge into one larger droplet. In many cases, the rate limiting step that determines if the two droplets will combine is the drainage of the fluid from between the two approaching surfaces. The physics of coalescence are very complex because the macroscale behavior is controlled by the small scale dynamics in the draining film. For drops that are millimeters in diameter, the fluid between the droplets must be squeezed out until the thin film is around 100 nm thick before the van der Waals forces become strong enough to cause the two drops to merge. This range of lengths scales has made it very difficult to apply traditional continuum modeling techniques to understand the dynamics of coalescence. In addition, many of the interesting applications where coalescence is a determining factor usually include other complicating factors such as an external flow or surface-active materials such as surfactants.
Recently, Michael Loewenberg of Yale University proposed a theory that predicts how hydrodynamic forces can be manipulated to control coalescence. [1] This technology has great potential to impact our understanding of foam processing (both manufacture and thermal decomposition) and other core technologies for Sandia and our customers (e.g., chemical and consumer product manufacturing industries). Unfortunately, because of the large disparity of length scales between the drop size and the draining film (<1% of the drop radius), this theory has never been experimentally validated. In collaboration with Prof. Loewenberg, we have developed a controlled flow apparatus that can impose a controlled hydrodynamic force on a drop which can be coupled to an interferometry imaging system to measure the coalescence dynamics. The goal is to experimentally validate his theoretical model for hydrodynamic effects on coalescence.
Previous Work
Much of the theoretical work on coalescence dynamics has focused on the model problem of two droplets brought together by an external driver such as gravity or a hydrodynamic drag force. A theoretical framework for coalescence was initially developed for non-deformable spherical drops with tangentially immobile interfaces (i.e. no internal flow) that assumed that the thin film between the drops was expelled due to the high pressure in the contact area between the drops. The effect of mobile interfaces was incorporated by Yiantsios & Davis (1990) and others [2] , but even more recent coalescence theories have depended on several questionable assumptions about the effect of the external flow on the coalescence dynamics: 1) The external flow is unimportant other than to act as a driving force to bring the two droplets into contact. 2) The contact region takes the form of a hydrostatic constant curvature dome at the center of the film. Recent theoretical developments by Prof. Loewenberg have found that these basic assumptions are incorrect and can lead to incorrect predictions of coalescence events. [1] The implications of his theory are even more profound, indicating that the external flow can in fact play a controlling role in hindering or accelerating coalescence of drops in a dispersion. His recent predictions suggest that the external flow can in fact be harnessed to manipulate coalescence events. Figure  1 demonstrates how the external flow can qualitatively change the shape of the film between two approaching drops. An important challenge remains in validating Loewenberg's theoretical model through careful experimentation that incorporates hydrodynamic effects. Previous experimental studies have used a variety of techniques to measure the drainage of thin films and coalescence dynamics including video imaging, interferometry, electrical impedance and ellipsometric methods. Video imaging of colliding drops was employed by Guido & Simeone to determine conditions resulting in coalescence, but was not able to make accurate measurements of the small scale structure. [3] Electrical impedance has been used to study a drop approaching a reservoir of the same material, but can only provide average film thickness measurements [4] . The most common method has been interferometry which has been applied to captive approaching drops [5] and thin film drainage [6] to measure film thickness by counting interference fringes as the two drops approach each other. In the literature, interferometry has proven to be a simple, yet powerful method to accurately measure very thin films between two approaching interfaces. The film thickness resolution of interferometry is limited by the wavelength of the laser and typically the inter-fringe spacing is on the order of several hundred nanometers. Using 'phase unwrapping' techniques, the height resolution can increase to 10's of nanometers under ideal conditions. [7, 8] Another promising optical method to determine film thickness is ellipsometry which has the capability to improve resolution by incorporating phase information. [7, 10] Due to the very thin films which develop during a coalescence event, novel experimental techniques that can measure detailed two dimensional film thickness profiles accurately down to 10s of nanometers are required in order to compare between competing theoretical models. Also, many of the experiments performed to date have focused on drainage of an isolated thin film and captive drop studies that cannot be easily adapted to study hydrodynamic effects on coalescence.
2. Technical Approach
We have developed a strategic collaboration with Prof. Loewenberg to validate his new theories on hydrodynamic manipulation of coalescence and create novel experimental methods to probe coalescence dynamics. Previous experimental work has not been able to provide the kind of high fidelity, high resolution data needed to distinguish between competing theories of drop coalescence dynamics. Experiments studying hydrodynamic effects using video imaging of colliding drops were too coarse to distinguish the small scale dynamics in the film which control coalescence. Earlier measurements of film drainage dynamics have not been designed to investigate hydrodynamic effects. Our experiments have created a novel flow experiment which can guide a drop through an axisymmetric compression flow towards a static surface. A drop approaching a static surface is an analog to two drops approaching each other. Both situations exhibit the same physics (with slightly different scaling laws) but using a static surface allows easy optical access to the thin film which forms between the two interfaces. Then interferometry can be used to measure the dynamics of the drainage of the thin film region.
The greatest technical challenge of this work has been developing a computer controlled flow system that can reliably steer the drop to the detection region of the interferometer. Such systems have been previously developed for holding a drop or particle at the center of a two dimensional extensional flow, but only for observation with video imaging. Those efforts only required positioning control along one axis, while we will require two axis positioning control to generate a biaxial compression flow. Because our goal is to position the drop and perform interferometry, the drop will need to be positioned with greater precision than previous implementations. To understand the hydrodynamic effects on coalescence dynamics, we also need to create a close approximation to ideal axisymmetric flow in the region around the drop. With design guidance from finite element simulations, we have developed a flow cell and a real time computer control system to create and control the flow. We have also confirmed the performance using particle image velocimetry to measure the velocity and radial uniformity of the flow.
While the basic interferometry technique is well understood [7, 8] , applying this technique to understand coalescence dynamics requires careful implementation. One of the main challenges involves tracking the drop shape through a topology change (from a round drop to a dimpled shape). Also, a study of the dynamics requires an efficient technique to process significant amounts of data. To this end we have developed a semi-automated program which prompts the user for guidance at critical points but enables an interferogram series of 200 images to be processed in under an hour.
FLOW CELL AND DROP CONTROL
Developing the flow cell and control system was a critical step in understanding the effects of hydrodynamic forces on coalescence. Our design was based on creating a three dimensional extension of the two dimensional controlled extensional flows which have been discussed in the literature [11] . Because of the inherent three dimensional nature of the flow, wall effects can have a significant impact. Ensuring that the region around the center symmetry axis experienced near ideal compression flow was important for our goal of studying the effect of hydrodynamics on coalescence. Thus, before building a prototype, we performed finite element simulations of our preliminary design. We then took that knowledge and built a controlled flow system. We have demonstrated that system and characterized the flow properties using particle image velocimetry in this section.
1. Finite Element Calculations for Design Guidance
Calculations were performed using our finite element code Goma assuming negligible inertia (i.e. Stokes flow), incompressible fluid, Newtonian rheology and steady flow. Thus the governing equations of motion are
where u is the velocity, p is the pressure and r η is the viscosity of the fluid. Since Stokes flow is linear, the applied velocity is arbitrary. Figure 2 shows the preliminary design for the flow cell which consists of a box 50mm square and 25mm tall. The inlet is a 6mm hole in the center of the top and there are four outlets, one in each bottom corner. The four outlets allow control of the drop position in two dimensions. Figure 2 shows the paths traced out by many particles introduced into the flow at the inlet. Clearly the flow is not completely axisymmetric because the flow is channeled into the outlets at the bottom corners, but for a region in the center of the cell, the wall effects are small and the flow approaches ideal biaxial compression or stagnation flow. Making sure that the flow is axisymmetric near the center of the flow cell is important for the validity of the experiments. Thus, we defined a radial uniformity parameter θ to quantify how axisymmetric the flow is.
where v is the projection of the velocity in the x-y plane (i.e. parallel to the bottom surface) and r is the radial unit vector. If the flow is axisymmetric, the planar component of the velocity would be collinear with the radial unit vector and θ =1. Figure 3 shows the radial uniformity on a cross section of the flow cell near the bottom surface where the wall effects are the strongest. The eight symmetry planes of the flow are apparent and the deviation from axisymmetric flow near the walls is quite clear. The white contour indicates the region in the center of the flow where the flow is more than 99% radial. This was quite satisfactory since it encompasses almost 25% of the width of the cell (~12mm) and our experimental drops are ~1mm in diameter. 
Final Flow Cell Design and Experimental Materials
For the construction of the flow cell, some modifications of the preliminary design were made, primarily switching from a square cross-section to a round cross-section. This simplified certification of the design as a pressure vessel. Figure 4 shows the final constructed flow cell. The walls were constructed of acrylic to allow observation of the trajectory of the drop. Four exit ports of 3.5mm ID were placed on the cardinal points. The top and bottom of the cell were constructed of 12mm thick aluminum. The top included a 5mm ID inlet port. In order to help remove air from the cell, a slight angle was machined into the top of the flow cell. The bottom contained a machined cut out for an acrylic window. The window had a top hat shape so that the view of the bottom of the flow cell was not obstructed by the o-ring used to seal the cell (shown in black). O-rings were also used to seal the top and bottom of the cell but are not shown in Figure 4 for clarity. The choice of drop and matrix fluid materials for this experiment was critical for the success of the coupled experiments. For good contrast with the interferometry, the refractive index differences across the surface -matrix fluid interface and matrix fluid -drop fluid interface must be matched and maximized. We also wanted to eliminate the effects of inertia in our experiments by operating with high viscosity and slow flow. For the interferometry experiments, the drop material is poly (butadiene) (PB -Acros Organics) and the matrix fluid is poly (dimethylsiloxane) (PDMS -Dow Corning 200 1000 cSt). The materials have refractive indices n d =1.50 and n d =1.40 respectively.[12] However, for development of the flow control system, we needed a system where the drop would not coalesce with the bottom interface. Thus initial testing used a drop phase of deionized water with a matrix material of poly (propylene glycol) (M w =4000, Polysciences, Warrington, PA). Materials were used as received from the manufacturer.
3. Flow Control System Design
A block diagram of the flow system used for our experiments is depicted in Figure 5 . The liquid used for the continuous phase was initially loaded into an upper reservoir. This was connected to a three-way valve that connected the upper reservoir to a syringe pump and the flow cell. With a filled upper reservoir, a Harvard Apparatus PHD 22/2000 Remote Syringe Pump (Holliston, MA) was primed when the three-way valve was set to refill. Once the syringes were primed, the three-way valve was set to deliver fluid to the flow cell at the desired volumetric flow rate. The flow direction and flow rate for the syringe pumps were controlled remotely using an RS-232 serial interface. Inserted in the flow path between the syringe pump and the flow cell entrance was a custom machined acrylic tee that was coupled to a motorized syringe for injection of droplets into the continuous phase. The motorized syringe consisted of a microsyringe that used disposable borosilicate capillaries (Drummond Scientific, Broomall, PA; Model: 25uL Dialamatic Microdispenser) coupled to a linear actuator (Zaber Technologies, Inc., Richmond, BC; Model: LA60A) to drive the syringe plunger. The tip of the capillary was inserted approximately into the middle of the flow path and typically drops from 0.5 to 2uL were injected into the flowing stream. The viscous drag on this drop was sufficient to detach it from the capillary and progress downstream into the flow cell. Commands to inject droplets were sent to the actuator by means of another RS-232 serial interface. 
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4. Drop Tracking and Position Control
After formation of the droplet at the tee junction, it was convected into the flow cell. The position of the droplet was visualized with a pair of monochrome cameras (Watec LCL-902C), focused along the flow axis of symmetry and oriented at 90º, as shown in Figure 7 . The video output from these cameras was read into a computer using two frame grabber cards (NI-1409 and NI-1407, from National Instruments, Austin, TX). The images from these two cameras were analyzed in real time at a rate of approximately 2 frames per second to determine the drop location. To control the x-y position of the drop and steer it toward the desired x-y location a 2D control scheme was devised that included proportional and integral control. The coordinates from the camera frame of reference (x-y coordinates) were transformed to the valve (flow cell exit port) frame of reference (x'-y' coordinates) as shown in Figure 8 . If the droplet was more than R max pixels from the desired position, then the proportioning valves were operated in fully open/closed mode. In Figure 8 , the domain is partitioned into eight sectors. If the droplet was located in one of these sectors, say sector I for example, then to pull the drop towards the center, PVa was opened and the remaining valves were closed. The valve states for all eight conditions are listed in Table 1 . 
, coerced to be between -1 and 1 [3] ( ) ( )
, coerced to be between -1 and 1 [4] where K P and K I are the proportional and integration constants, (t i -t i-1 ) is the time step between successive video frames , and R max = 20 pixels.
5. Evaluation of Flow Using Particle Image Velocimetry
y within the test ell and quantify the flow effects generated by actuating the control valves. PIV is a velocity Particle image velocimetry (PIV) was used in order to verify the flow symmetr c measurement technique that deduces the local flow velocity in a plane by tracking the motion of groups of particles that are seeded into the bulk flow. A series of intense, finite-duration, light pulses are formed into a thin sheet which illuminates the imaging plane, and snapshots of the particles illuminated by the laser sheet are captured by a CCD image array or other imaging system. The velocity in a defined region of the flow field (an interrogation window) is determined by comparing the relative position of a group of particles between subsequent images utilizing a cross-correlation technique, and dividing the mean displacement of that particle group by the time delay between the images. For this set of experiments, an Nd:YAG laser (Continuum, Irvine, CA model Minilite PIV, energy of 25 mJ/pulse, 4 ns pulse duration, 532 nm frequency) was used as the illumination source, and the seed particles were fluorescent microspheres (Duke Scientific, Freemont, CA, 25 micron diameter, emission at ~590 nm frequency). By using fluorescent particles, ambient illumination and laser scattering off of the test apparatus could be filtered out of the particle images, leading to higher signal-to-noise ratio and higher data fidelity. A schematic of the PIV set-up and a sample PIV image are given in Figure 10 . The laser sheet was passed through the flow cell normal to the cell walls, centered approximately 3 mm above the cell floor. Because the flow still had a very strong vertical component, the laser sheet was approximately 3 mm thick to limit the number of particles exiting the illuminated plane between images. The laser sheet was imaged at a rate of 0.6 frames/sec through the floor of the cell by a CCD camera (PI Minimax DIF, Princeton Instruments, Trenton, NJ) coupled to a 105-mm Nikon macro lens. A rectangular region, approximately 40x25 mm, was imaged in the 1300x1030 pixel CCD array with the aperture set on the lens to f/8. The seed particle density was set such that each interrogation window (32x32 pixels) contained roughly 30-50 in-focus particle images. With this high level of particle seeding, valid velocity vectors could even be obtained directly under the flow inlet, where particle drop-out rates were as high as 50% due to the strong z-velocity component. An unfortunate side effect of the high seeding density is that occasionally large agglomerates of particle would sediment onto the bottom surface in the flow chamber resulting in bright spots in the raw PIV images (c.f. Figure 10) . We initially tested the flow characteristics of the chamber with the valves all opened to their "balanced" point as shown in Figure 6 . These were the valve positions which allowed equal volumetric flow rates of water through each valve. The total volumetric flow rate through the flow cell was 2mL/min. The calculated planar velocity, v, and the radial uniformity parameter, θ, are shown in Figure 11 . Since the imaging plane is centered in the flow chamber, the stagnation point should be in the center of Figure 11A . However the region where the velocity decreases to zero is shifted to the upper right indicating that the flow is not balanced. There are several potential causes for the asymmetry. Because of the higher viscosity of this fluid, there is greater viscous resistance through the valves and a larger force on the springs in the valves. Also this flow is at a much lower Reynolds number which could also affect the flow characteristics of the valves. This simply underscores the need for an active control algorithm in order to impose controlled hydrodynamics for our application. In the right image, the colors show the radial uniformity θ.
The second series of tests were performed with the flow control scheme described above actively controlling the drop positioning as it passed through the flow cell. Unfortunately, since the laser sheet for the PIV measurements interfered with the imaging of the drop position, the control loop was disabled while the velocity measurements were taken (~1 minute). Generally, at the end of that time, the drop had only drifted a few pixels from the center axis. Figure 12 shows PIV velocity fields and the radial uniformity parameter obtained with the computer control system operating to control the flow. For this case, the velocity vectors are more uniform in the radial direction regardless of angular position up to 15 mm from the center of the inlet at the imaging plane (shown on Figure 12 , right). Based on these results and several other tests at other fixed valve conditions, we can conclude that the flow cell control system is functioning as expected. Additionally, we see that the flow appears to be purely extensional in a fairly large region surrounding the stagnation point. 
MEASUREMENT OF COALESCENCE DYNAMICS WITH INTERFEROMETRY
Interference occurs when two coherent light waves overlap. [7] If the two light waves are of equal intensity but out of phase, destructive interference will occur and there will be no net intensity. If the two light waves are in phase, constructive interference will occur and the intensity of the two waves will be combined. This optical effect can be harnessed to make accurate small scale measurements of distances a fraction (~1/100) of the wavelength of light λ as restricted by the coherence length of the light. The coherence length L is the distance over which the light can maintain a distinct wavefront and is defined as
where n is the refractive index of the medium, Δλ is the range of wavelengths. If the interaction between the two light waves occurs outside of the coherence length, then the light waves will not cause interference. Figure 13 shows a schematic of how the interference patterns are created as a drop approaches a stationary surface. Light over a small range of frequencies (Δλ =525-535 nm, L~30μm) is brought in from the bottom of the image. Because of the difference in refractive indices between the glass and the matrix fluid, some of the light reflects off of the interface (blue wave). The remaining light propagates on through the matrix fluid and some is again reflected off of the interface between the matrix fluid and the drop (red wave). Because the two interfaces are separated by the thickness of the matrix fluid layer, the two reflected light beams will be phase shifted relative to each other. Since the two interfaces are within the coherence length of the light, those phase differences will result in interference patterns. Destructive interferences (i.e. a dark fringe) will occur when the two reflections are half a wavelength out of phase. Since the film thickness is traversed twice by the second reflection, destructive interference will occur when the film thickness is one quarter of the wavelength of light. Likewise, the two reflections will be in phase (i.e. a bright fringe) if the film thickness is half of the wavelength of light. In order to maximize the contrast of the interference fringes, the refractive index differences at the two interfaces need to be well matched so that the two reflections will be of equal intensity. Note that the glass slide is ~1mm thick so that the reflection off of the bottom of the glass slide is outside the coherence length of the light and no interference will result from that reflection. In conventional phase stepping interferometry, four or five interference images (interferograms) at relative phases of 2 / π are taken and well-known algorithms are used to unambiguously extract the deflection profile [10] . Phase stepping is usually accomplished by mounting the reference surface to a piezoelectric tube and moving it by λ /4 between images. The object is either static or exhibits periodic motion. In this work, Fizeau interferometry is used. The reference surface is the glass substrate and cannot be moved without distorting the experiment. Furthermore, the droplet is continuously moving. Therefore, only a single interferogram at each dimple deflection can be taken.
While the controlled flow cell was being developed, we built a small test apparatus in order to test the interferometry capability and develop the image analysis capability for dynamic time series images. Figure 14 shows a schematic of the test apparatus. Initial tests were performed with a spherical glass lens on the glass slide in air. Additionally to test the suitability of our experimental fluids for interferometry, a small fluid reservoir was placed on top of a standard microscope slide and filled with polydimethylsiloxane. A drop of polybutadiene was created on the tip of a syringe attached to a MM-3M motorized stage (National Aperture, Salem NH) and positioned inside the fluid reservoir. The interference patterns or interferograms were imaged through a Navitar UltraZoom at a fixed zoom of 3x coupled with a Mitutoyo 10x objective. Light was provided with a fiber optic source coupled into the UltraZoom. An interferometry filter (530nm, 10nm range, CVI, Albuquerque, NM) was placed in the infinity corrected optical path to increase the coherence length of the interference pattern over white light. The images were captured with a Cool Snap ES camera (Princeton Instruments, Trenton, NJ) with 12-bit dynamic range controlled through the standard control software and externally triggered with a digital delay generator (Stanford Research Laboratories, Stanford, CA, model DG-535). For the experiments shown here, the drop was moved towards the surface at a velocity of 5μm/sec. To demonstrate the interferometry capability and the basic analysis technique, we use a topologically simpler system of a spherical glass lens held touching the top of a glass slide with air in between. The resulting interferogram is shown in Figure 15 . The interference pattern shows concentric fringes which are widely spaced at the center where the lens is touching the glass slide. Further away from the center, the fringes become more closely spaced as the two glass-air interfaces diverge. The fringes are lost when the spacing exceeds the coherence length of the light source. Each of these fringes represents a constant height contour between the lower glass slide and the upper glass lens. There is a large index of refraction difference at each interface (Δn = 1.51-1 = 0.51) and the differences at the two reflecting interfaces are exactly balanced which results in clear, high contrast interference images. This interference image was taken with a smaller camera which did not have the dynamic range to capture the interference images for the liquid system. The height profile can be determined using the fringes apparent in the interferogram. A horizontal line profile was taken across the image center in Figure 15 , averaging over 20 rows of pixels to reduce noise. One half fringe, from one maximum to one minimum, represents a deflection of λ /4, where λ =530 nm is the illumination wavelength. Within the fringe, the intensity is [7] where and are the intensities due to beams 1 and 2 (say from the glass and the droplet surfaces) respectively, and Experimental considerations are applied to resolve the sign ambiguity. This process is known as "phase unwrapping". The deflections from adjacent half fringes of data are added to (or subtracted from) each other, with the beginning of the current half fringe being tied to the end of the previous fringe.
The experimental data and the resulting height profile are shown in Figure 16 as well as a comparison to a spherical lens shape. There is a minute deviation at the very tip of the image suggesting that the lens is not quite in contact with the glass slide. Since the fringe intensity varies significantly across the image, we needed to assume that the center fringe represented a full λ/4 distance (i.e glass in contact with glass) in order to calculate the height profile for the center fringe. The fit to a spherical lens shape suggests that the lens actually rests 18nm above the glass slide which is reasonable considering surface roughness. A series of interferograms from a poly (butadiene) droplet approaching a glass substrate in a matrix of poly (dimethylsiloxane) is shown in Figure 17 . The evolution of the drop topology is apparent in these images. The first image shows the droplet shape to be nearly spherical indicating that the shape has not been severely distorted by the surface yet. In the next image, the tip of the surface has blunted and the remaining images show the formation and growth of the dimple in the near contact region of the drop. This size of the dimple is small compared to the size of the drop (maximum ~3μm high compared to the image span of ~1mm). Once again the interferogram is essentially a contour map of the drop shape -constant height profiles are represented by fringe contours. The dimple profile is circularly symmetric, so a horizontal line scan was extracted from Figure 17F and, as seen in Figure 18 , is used to obtain the dimple deflection profile. An important caveat is that the fringes do not contain information on whether the deflection profile is upwards or downwards, or if the deflection slope has changed from positive to negative. This makes analysis of the drop topology more complex than for the glass lens above. The stationary points, where the height profile slope changes from positive to negative, need to be specified by the user. A similar example for the glass lens is that the center of the cross section was specified as a stationary point. Nonetheless, if the user has some information from the experiment, the droplet deflection profile can be extracted to ~10-30 nanometer precision from a single interferogram. For example, before the droplet approaches the substrate, it is round and there is a stationary point at its center and the local extreme can be assigned as a stationary point. Then, in most cases, the peak (or valley) at the stationary point does not reach an intensity as large (or small) as the neighboring extremes because the corresponding point on the drop interface is not an exact multiple of λ/4 from the surface. The data within this partial fringe does not range from a full minimum to a full maximum.
As the droplet continues to approach the substrate, a dimple begins to form. Then three stationary points need to be assigned as shown in Figure 18 . At the edge of the droplet, the deflection profile is taken by convention to be downwards. Moving across the dimple, the profile turns upwards until the top of the dimple is reached, and then goes downwards until it reaches the end of the dimple where it finally goes back upwards. Figure 19 shows the locations of all of the stationary point positions and intensities from all images in the interferogram series. For most images, there are three stationary points as indicated in Figure 18 . The stationary point in the center has a relatively constant location while the other two stationary points break off from the center one when the dimple forms and move to the sides of the image. Over time, the stationary points map out interference fringes as their positions change relative to the glass surface. From Figure 19 , we see that the average full fringe intensity range is consistently around 900. So for cases where the fringe is incomplete, we use instead the average full fringe intensity range as determined from Figure 19 . For some images, the stationary point will not be clear from the data because as the droplet continues to move downwards, the stationary point itself also goes through maxima and minima. Then, comparison with previous or subsequent images clearly shows which extreme is the correct location for the stationary point. In this case, the local data will represent a full minimum to maximum and therefore the average full range of fringe intensity need not be used. Based on these considerations, we developed an algorithm using Matlab (Mathworks, Inc. Lowell, MA) to extract droplet deflection profiles. The graphical output of the program is seen in Figure 18 . The user selects the beginning and end pixels (vertical red lines) and also the stationary points (as indicated). Our program then finds maxima (green dashed lines) and minima (black dashed lines) using a nearest neighbor search. Using the phase unwrapping considerations based on the stationary points, it extracts the deflection profile (blue line in Figure  18 ). The algorithm finds the stationary point positions are at local extremes. Because the slope changes gradually at the stationary point positions in Figure 18 , it is clear that their locations have been correctly assigned. A given image can be analyzed in about one minute. Individually generating the lines scans and analyzing a data set of 200 frames takes about a day. The deflection profiles from several interferograms frames can all be placed on one plot as shown in Figure 20 . Here the data is shown once for every 2.5 s -5 s (10-20 frames) as indicated on the right. In this case, the vertical offset between drop deflection profiles was set to 500 nm for clarity. We have also automated the process of analyzing the images. First all of the images are corrected for background lighting based on the initial image. The program finds the center of the image as the brightest point on the initial image and uses that image to calculate a correction for background lighting that is applied to every image. Line scans are performed across every image averaging over 20 rows of pixels and the resulting data are stored. Then, the height profiles are generated by working backwards from the last frame in the interferogram series. The user provides the locations of the stationary points for the last image and the average full fringe intensity range, and then the program uses those values as an initial guess for the preceding images. The program assumes that the stationary points in the preceding image are the extremes closest to or moving inwards from the previous location. If the positions of the stationary points move too far between frames, then the program stops to ask the user for help in identifying the correct stationary points. Generally the stationary points move smoothly but when they approach an extreme, they can be difficult to distinguish automatically. For the case shown in Figure 21 , the stationary point is just a small shoulder on the side of a larger peak. In these cases the location is allowed to move to the next extreme which causes a small (and temporary) error in the peak height. Within a few frames the stationary point will reappear as a distinct extreme. User intervention is also required when a topology change occurs (i.e. the formation of the dimple causes a shift from one stationary point to three stationary points). Once the stationary points are found, the program crops the line scan data to include only one peak outside of the dimple region and performs the height analysis as described above. After one pass though the series, the value of the average fringe intensity range can be determined, and the series is reanalyzed using the stationary point data recorded during the first pass. Using this automated system, a series of 200 frames can be analyzed in under an hour.
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Figure 21: Example of the difficulty of finding the stationary point for frame 151 (A) where the stationary point is obscured by a neighboring peak. The true stationary point location is at the shoulder to the right of the peak. The algorithm subsequently recovers as shown in (B) so having the peak location jump to the neighboring peak causes only a temporary error in the calculated height function.
Up to this point we have treated the frames as individual images and only calculated their relative shapes. Using the intensities at the minimum gap (determined by the position of the stationary point), as shown in Figure 22 , we can get information about the position of each image in the interferogram series relative to each other. By applying the same 'phase unwrapping' algorithm above to the intensity variation at the outer stationary point, we can determine the height offset between the individual frames in the series of images as shown in Figure 23 . Then knowing the global location of the height at the minimum gap, the drop shape relative to the the rest of the images in the series can be calculated as a function of time as shown in Figure 24 . It is interesting to note that during the dimple formation process, the height of the center of the drop remains relatively constant, thus the amount of fluid inside the dimple remains approximately constant. This occurs because the time scale for drainage of the thin fluid film is longer than the timescale of formation of the dimple. However, unless the drop coalesces, the displacement of the drop from the surface is only known to within a constant shift of λ/4. 
CONCLUSIONS
We have developed a series of diagnostics to determine the effect of hydrodynamic forces on coalescence dynamics. We were able to design, build and characterize a computer controlled flow cell which allows a drop to be carefully positioned in the middle of a biaxial compressional flow. A simple modification would allow a switch to uniaxial extension flow. We have demonstrated that we can accurately track and position a drop in the flow. Then using particle image velocimetry, we showed that when the flow control is active, that the flow is symmetric and uniform. The radial uniformity of the flow is very good in the center of the flow around the position of the drop.
Additionally, we developed an interferometry capability to measure the drainage of the thin liquid film which forms prior to coalescence. We were able to confirm that our experimental system was effective for interferometry, having the right refractive indices to generate good contrast images and high enough viscosity to allow study of the formation and drainage of the dimple feature. We developed a semi-automated image analysis capability which takes the interferogram image series and allows the calculation of the absolute shape of the drop interface.
Unfortunately during the last six months of this two year project, laboratory operations were severely disrupted due to a major equipment move. We are now in a position to complete our goal of measuring the effect of hydrodynamics on coalescence by simultaneously measuring the film thickness using interferometry for a drop being steered by the control algorithm in the flow control chamber. We expect to complete these experiments by the end of the year.
