tis well known that adaptive controllers, despite their superior control performance, do not find as broad practical applications [I, 21 as would be expected. This is often due to the complexity in understanding and using adaptive control schemes of many kinds or owing to difficulties in handling the numerous degrees of €reedom offered by several algorithms. In addition, insufficient control performance during operation, i.e. at start-up of the controller and after variation of plant parameters, are attributed to many adaptive controllers. On the other hand, the application and implementation of dual control schemes allow one to improve control quality and to decrease the adaptation time [l, 3,4, 5, 61. The concept of dual control was introduced by Feldbaum [7] , and the difficulties in finding a numerical solution have led to the elaboration of various approximative approaches [5, 61. All approaches to the synthesis of dual (or active adaptive) control systems can be divided into two classes: implicit and explicit dual control. Implicit dual control strategies are based on the approximation of the exact solution of the optimal dual control problem, i.e., they are based on the approximation of the recursive equations of stochastic dynamic programming [8, 9, 101. Control strategies of this type are complex and suffer from enormous computational overhead. Owing to these reasons, they rarely find practical applications. The algorithms of explicit dual control are based on the minimization of performance indices of special kind, which take into account the necessity of active learning (optimal persistent excitation or probing) in explicit form [3, 6] . These control algorithms are simple in computation and may be used, for example, instead of well-known self-tuning regulators tems with unknown and time-varying parameters. Moreover, they offer improved control quality in comparison with the well-known and often applied self-tuning regulators [ 1 11.
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However, there exist few reports on application cases of dual controllers under real-world conditions or in laboratories. It is important to point out that the dual approaches are used up to now only for systems with indirect adaptation. Apparently, the problems of synthesis of dual control systems with direct adaptation are considered only in [ 121.
The problem of applying direct dual control for positioning of a laboratory pilot-plant for the roll angle control of a verticaltakeoff airplane [13] by means of two propellers will be described in the present article. The bicriterial approach will be applied for the synthesis of dual controllers, where two criteria are used which correspond to the two goals of dual control: control ofthe system output and exciting the system for speeding up the parameter estimation. The control law is derived after compromised optimization of two cost functions. In the next section the basic theory needed for synthesis of direct dual control for linear single-input, single-output plants will be discussed. After describing the experimental setup, the results of adaptive control of a mechanical laboratory pilot-plant will be presented. It will be pointed out that adaptive control is necessary and is the most suitable approach for this kind of plant. The new direct dual control algorithm is compared with indirect and direct adaptive control strategies based on the standard CE assumption.
The Dual Control Algorithm
The Standard Adaptive Control Law In our case the general structure of the discrete-time feedback law will be chosen as where
are the Z-transforms of the setpoint w(k), output y(k), and input u(k) signals of the plant, respectively, and k is the discrete timc. It is assumed that using the controller according to Equation ( l ) , the closed-loop system equation will be of the type where the polynomials A,(z-') and B,(z-I) determine the desired tracking behavior of the closed-loop system. These polynomials are specified by
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The parameters of the controller, Equation (l), are assumed to be unknown, owing to the unknown plant model. For the direct dual control one has to estimate the controller parameters in real-time. To find an appropriate error equation for estimation, the modcl equation (2) can be represented in vector form by After transformation to the discrete-time domain Equation (6) where
In the case of time-varying parameters the stochastic drift equation is considered, where ~( k )
is a drift noise vector with zero mean and covariance Qe,/<. For parameter estimation of the controller described by Equation (7) with parameter drift according to Equation (10) the following procedure of a Kalman filter type can be used:
It is further assumed that some disturbances act on the system and C I~ in Equation (12) corresponds to the additive white noise with zero mean and covariance 0; which has to be added on the right-hand side of Equation (7).
In this case the closed-loop adaptive system takes the form as shown in Fig. 1 . Up to now, the direct adaptive control strategy is based on the CE assumption, because the uncertainty in the estimated parameters is not taken into consideration. 
Modification for Cautious and Dual Control
The CE assumption leads in many cases to insufficient control performance, especially during adaptive transients introduced by parameter variations and during start-up of the adaptation process. To derive the dual control law for the adaptive system with direct adaptation, the following two criteria [ 121 are introduced:
where yn(k) is the output of the system in response to the input signal u,(k) of the unknown regulator with non-adjusted parameters. This yields to
where Fl(k) docs not depend on u(k) and the covariance matrix has the structure (20)
Minimization of Equation (27) with respect to u(k) leads to the cautious control law where 3-'{ .) is the inverse z-transform operator.
The criterion described by Equation (1 7) is used for acceleration of the parameter estimation process [3, 51 by means of increasing the innovation value in Equation (1 1). For the considered adaptive system with indirect identification, the dual control algorithm will be obtained after solution of a bicriterial optimization problem (see, for example, [5]). To derive the direct dual control the second criterion (Equation (17)) will be minimized in the compact domain Clk which is symmetrically allocated around the optimal solution u,(k) for the first criterion (Equation (16)) as follows:
Taking the expectation in Equation (17) and using Equation (7), one has where F2(k) does not contain u(k). It is easy to see that minimization of Equation (23) in the domain according to Equation (24) leads to the solution
Taking into account the neighborhood of the performance criterion
P(k).
After substituting Equation (20) It is necessary to point out that the dual control given by Equations (28) and (33) depends not only on the parameter estimates but also on their covariance. Thus, the regulator provides the necessary caution and the active learning (probing) properties as stated by [l, 4,8] , which are very important for the quality of adaptive control. The parameter q in Equation (33) is proportional to the amplitude of the additive excitation signal and, therefore, has a clear physical interpretation. To implement the derived algorithm one must use Equations (11) (12) (13) 
Modification for Nonminimum Phase Systems
With well-adjusted controller parameters the control law of Equation (1) provides stability of the feedback system depending on the location of the roots of the polynomial where describes the plant model. It is essential to mention that the desired dynamics, Equation (2), can be specified for the nonminimum phase plant only if the numerator polynomial Bm(Y1) of the closed loop model is factorizable as
B&') = S(z-')B(z-') . (36)
In the case of a minimum phase plant the model can be chosen in the form
(37)
It is easy to see that in the case of a unit delay model (A(z-') = 1, B(z-') = z-') the dual control described by Equations (28) and (33) takes the form of the regulator with indirect adaptation [SI.
For the derivation of the desired dynamics of a system with nonminimum phase behavior, the correction network approach [14] may be used in combination with the standard adaptive control loop.
Experimental Setup and Experimental Results

Description of the Plant
An interesting and nontrivial example to test new control strategies is the positioning of a heavy beam by means of two propellers, as shown in Figs. 2 and 3 . The practical problem in mind when creating this laboratory plant was the roll angle control of a vertical-takeoff airplane. The controlled variable is the angle cp formed with the horizontal. The input value, which is also the manipulated signal, will he the commanded voltage u for the power amplifiers of the DC motors driving the propellers. In a linearized description the dynamic behavior between input voltage of the amplifier and speed n of the propeller, attached to the shaft of the motor, can be described by a first-order lag, representing the dynamic behavior of a separately excited DC machine. Neglecting friction, integration of the angular acceleration of the beam yields angular velocity and a further integration generates the angle cp. The nonlinear characteristics between the motor speed n and the generated moment M are introduced by the propeller mechanism.
Neglecting the nonlinearity in Fig. 4 , the system can be described by the differential equation The parameters of the model can be estimated based on the measured signals u and y . There is no way to measure the angular speed or acceleration directly, so a separation of the pure double integrator is not possible. Thus the corresponding discrete transfer function contains six parameters, which have to be estimated for indirect adaptive approaches. Moreover, the numerator polynomial contains roots outside the unit circle of the z-plane in all operating points for the chosen sampling time.
One can summarize the properties of this system as follows: double integral and unstable, nonminimum phase discrete-time transfer function for sampling rates of interest, nonlinearities, especially strong cubic nonlinear characteristics between n and M , load disturbance acting on the moment of inertia, so that integral control action is necessary to reach stationary vanishing control error, not stabilizable by a PI-controller and unsatisfactory control performance with a usual PID-controller, lead compensation necessary. All above mentioned items lead to the necessity of using adaptive control for the considered control problem.
Comparison of Standard and Dual Control
The discrete transfer function, Equation (40), was preliminarily estimated [13] . It is necessary for the determination of the closed loop model according to Equation (2) and (3). For a nominal plant model according to Equation (38) the parameters have been estimated as a = 3.02, b = 6.84, where the motor time constant and overall gain parameter have been acquired using simple measurements and the third-order discrete-time model in Equation (40) has the parameters illustrated in Table 1 which have been obtained after z-transformation for the sampling time 0.2 sec.
This model is nonminimum phase and unstable, and the parameters are changing depending on the setpoint. According to Equations (34) and (36), the closed loop model was chosen to provide the desired positioning of the poles as specified in Table  2 .
Table 2. Closed Loop Pole Positions for the Experiment
It is necessary to point out that the regulator according to Equation (1) has the order ns = 2 and nR = 2. Therefore, there are five parameters to be estimated. The startup-parameters for adaptive control were chosen as follows: and Table 1 can be calculated using Equations (36) and (37) and the initial values in i ( 0 ) have been chosen arbitrarily. These parameters are assumed to be unknown and they depend on the working point of the system. [15] . In contrast to the original paper, which uses a robust and an LQ-optimal pole placement design, the pole positions according to Table 1 Figs. 7 and 8 represent the results for the same experiment using the proposed direct adaptive control strategy with different settings of the tuning parameter for cautious and dual control action (q = 0 and q = 0.0001, respectively). The direct dual control provides better control quality at the beginning of the adaptation due to the caution and probing (active learning) properties, as shown in Figs. 5 and 7. The adaptive control based on the CE assumption gives non-negligible overshoot at the beginning of the adaptation, because the estimated controller parameters are far from the desired values and the accuracy of the estimate is not taken into account. The presence of the covariance of the estimates in Equation (28) for the direct dual control makes it possible to avoid this undesired large control deviation. It is necessary to point out that controllers of cautious type normally give good results (see Fig. 7 ) but did not find a broad practical application up to now, because they lead to slow adaptation and sometimes to the "turn off' effect [ 5 ] when the estimation process in the adaptive system is interrupted. Only the combination of cautious control with optimal excitation (as in Equation (33)) provides acceptable control quality.
It should be mentioned that the presented direct dual approach may be extended to other types of adaptive pole placement controllers (for example, to the direct adaptive pole placement controller suggested by Elliott [16] , as it has been presented in [ 121). Contrary to [3] , the newly proposed dual control according to Equations (28) the controller parameter 8 makes the direct dual control more attractive for applications. The considered pole-zero placement system is characterized by a small number of estimated parameters, but the difficulties of choosing the polynomials B,(z-') andA,(z-') for the reference model may be significant in many cases. Particularly, detailed preliminary identification of the plant model is required to determine the valid closed-loop tracking model. This is the general problem of the pole-zero placement adaptive systems. To overcome these difficulties the pole placement approach, described in [ 121, can be used for the estimation of the controller parameters. In this case the polynomial B,(z-') is equal to B(z-') and it may be unknown, whereas the polynomial A(z-') can be chosen arbitrarily. Another way to overcome these difficulties for a system with large uncertainties is the parallel estimation of the plant model and correction of B,(z-') in real time.
Conclusion
The problem of applying direct dual control for the roll angle control of a pilot-version of a vertical-takeoff airplane has been considered, and adaptive real-time control has been applied to an experimental setup. The considered plant is unstable (double integral), and the exact description is given by a nonlinear model. Moreover, the discrete-time model of the plant has nonminimum phase characteristics.
The direct dual control has provided improved control quality in comparison with passive adaptive control based on the CE assumption. The results of the real-time adaptive control for the considered mechanical plant show the efficiency and possibility for practical application of this direct dual control strategy.
