The perishable nature of tourism products and services requires accurate planning that purportedly is derived from an accurate forecast of tourism demand. The existing literature in tourism demand forecasting and modeling has primarily relied on econometric and time series models that have contributed tremendously to the literature (e.g., Gonzalez and Moral 1995; Kulendran and King 1997; Song and Witt 2000; Turner, Reisinger, and Witt 1998; Turner and Witt 2001) . Li, Song, and Witt (2005) state that many new econometric methods had been introduced to improve model accuracy (e.g., Durbarry and Sinclair 2003; Kulendran and Witt 2003; Li, Song, and Witt 2004; Song, Witt, and L 2003; Song, Wong, and Chon 2003) . Very often, the demand relationship is represented by a complicated system of equations that might not appear to be compre hensible to practitioners and policy makers. To compliment the econometric approach, we propose the Rough Sets approach to forecast tourism demand in which the relationship between decision (dependent) and condition (independent) variables is depicted in a set of explicit and comprehensible decision rules.
Numerous tourism data have a high degree of vagueness and roughness such that the conditions as the basis for many outcomes are not always consistent and therefore the decisions may not always be mutually exclusive. Within the boundary of artificial intelligence (AI), new tools and techniques have emerged to assist humans in data mining, knowledge discovery, and appropriate decision making. In
The article ends with conclusions and a discussion of the limitations of this research.
ROUGH SETS MODELING
The rough sets approach (Pawlak 1991; Pawlak, Wong, and Ziarko 1988 ) is a powerful technique that incorporates classical set theory to handle vague and imprecise data, to classify complex objects, and to uncover important relationships among attributes. Using the approach, a vague or imprecise concept is replaced by a pair of precise concepts called the lower and upper approximation of the imprecise concept. The lower approximation consists of all objects that with certainty belong to the concept, and the upper approximation consists of all objects that have a possibility of belonging to the concept. The difference between the upper and lower approximation constitutes the boundary region of an imprecise concept. In this respect, a rough set is a collection of objects that generally cannot be classified precisely in terms of the values of the set variables.
Furthermore, the rough sets approach offers a tool that is particularly appropriate to uncover patterns in a database with hybrid data-a data set that consists of both qualitative and quantitative variables. For example, tourists' decision for traveling to a destination is affected not only by quantitative economic factors, such as price and income, but also qualitative noneconomic factors, such as their perceptions of a destination, its cultural background and climatic condition, and travel time constraints. For this reason, the rough sets technique is a useful and unique tool for tourism demand analysis. The importance of the rough sets theory is the generation of decision rules that describe the dependencies between condition and decision attributes. Decision rules are expressed in logical statements:
IF [Condition(s)] THEN [Decision(s)].
This modular nature of decision rules in rough sets analysis enables practitioners and researchers to adopt and modify, when needed, existing decision rules without affecting the overall system.
Data Preprocessing and Data Normalization
In most data mining processes such as the rough sets, data preprocessing is crucial in improving the quality of data output (Dasu and Johnson 2003; Galhardas et al. 2001; Liu et al. 2002; Pyle 1999; Raman and Hellerstein 2001) . Specifically, the raw data will first go through a data transformation and then a data reduction processes. The dependent and explanatory variables, which may be continuous time series data, will first be normalized by taking the percentage change values. This will then be followed by a data reduction process, namely data discretization. The purpose for data normalization is to transform a nonstationary series (e.g., Pindyck and Rubinfeld 1997) into stationary and to rescale different variables to a normalized scale. The idea of data normalization as taken in this study is consistent with that found in Golan and Ziarko (1995) , Ziarko, Golan, and Edwards (1993) , Skalkos (1996) , and Baltzersen (1996) . The normalized values range from Ϫ1 to 1 and represent the percentage change of values in the preceding time period relative to that of the current time period. After the data have been normalized, they are free of false (spurious) relation problem and unequal distance measurement problem.
Model Evaluation
The system, which contains different discretized values, is approximated and evaluated using indiscernibility (similarity) relation, accuracy of the approximation, decision coverage, and forecast accuracy. For instance, if tourist arrivals for two comparable years cannot be precisely distinguished in terms of income per capita and cost of travel, then these two time periods are indiscernible in terms of income and cost. The accuracy of approximation, the value of which ranges from 0 to 1, is used to describe the degree of demand knowledge completeness (decision attribute) that could be obtained based on the information related to demand determinants (condition attributes). The decision coverage is defined as the percentage of all cases with decision values that match, or are covered by, the rules of that decision. Also, the wider the borderline region of a set, the less precise the objects under investigation could be expressed on the basis of the condition attributes; that is, the lower the quality and accuracy of the approximation.
1
The forecast accuracy measures correctly classified cases in percentage.
Literature Review on Applying Rough Sets Modeling to Tourism Studies
Although relatively new, rough sets theory has drawn the attention of many researchers in various disciplines, including economics (Obersteiner and Wilk 1999) , banking and finance (Beynon and Driffeld 2005; d'Amato 2004; Shen and Loh 2004; Tay and Shen 2002; Zopounidis and Doumpos 2002) , marketing (Beynon, Curry, and Morgan 2001; Van den Poel 1998) , and manufacturing (Krawczyk 1995) . The first applications of the rough sets theory to tourism were to map various types of tourism expenditures with demographic factors and tourist behavioral patterns Law 2000, 2002; Au 1998, 2000) . These studies utilized aggregate yearly national data obtained via a questionnaire survey by the Hong Kong Tourism Board (HKTB 1997 (HKTB -2002 . The data collected were pooled across seven regions for a period of 12 to 13 years thereby creating a pooled data with 80 to 90 observations. However, the data preprocessing in these studies was rather elementary. These early papers did not take into account the trending behavior of time series data. That is, the time series data were not normalized (standardized). Normalizing time series data prior to data categorization is necessary because the farther back the dependencies in time series data are traced, the more attributes will become independent of current decision (Bjorvand 1997) . Another shortcoming in these earlier applications is that countries with obvious differences in purchasing power were pooled together instead of partitioning them into different classes. Such an oversight would result in biased estimates. Furthermore, these early studies discretized both condition and decision attributes by using an unsupervised discretization method, namely an equal-percentile approach. Unsupervised discretization is done in isolation of dependent/decision attributes and the percentile methods are "not very sensitive to the actual 328 FEBRUARY 2008 distribution of values" (Scott, Williams, and Ho 1997, p. 238) . Failing to consider the association among each condition and decision attribute will deteriorate the classification accuracy, and hence the forecasting performance.
By transforming the continuous values of time series into percentage changes, Goh and Law (2003) take account of the normalization problem found in earlier tourism studies in their rough sets approach to analyze tourism demand for Hong Kong. They also take into consideration the dependencies between condition and decision attributes in data discretization by employing a supervised discretization method, namely the entropy-based local discretization method. However, they only study the direction of change in tourism demand and not the magnitude of change, which is crucial to tourism planning. Prediction accuracy is reported, but the study fails to look into the details of how well each of the attributes explains the change in tourism demand. Furthermore, they did not consider qualitative noneconomic factors.
In this article, we attempt to correct these shortcomings and extend the application of rough sets theory to analysis and forecast tourism demand and to derive decision rules from a set of hybrid data consisting of both quantitative economic and qualitative noneconomic factors. The number of decision attribute categories is determined according to opinion gathered from industry practitioners. Apart from looking into prediction accuracy, we also aim at explaining tourism demand by investigating the strength of each attribute.
METHODOLOGY

The Model
We extend traditional tourism demand models that investigate most quantitative economic factors (Kim and Uysal 1997; Lathiras and Siriopoulos 1998; Lee, Var, and Blaine 1996; Lim 1997; Song and Witt 2000) , to hybrid data by adding three qualitative noneconomic factors into the model (Equation 1). These qualitative factors are special events (QF E ), climate (QF C ), and leisure time (QF LT ). The later two factors, climate and leisure time, have been sparingly tested in other tourism studies (Gallarza, Saura, and Garcia 2002; Heung, Qu, and Chu 2001; Morrison 1989; Um and Crompton 1991) We postulate that the demand for Hong Kong as a travel destination is positively related to income (IPI), substitute price (Subcost), trade (Trade), population (Pop), climate (QF c ), and leisure time (QF LT ); and negatively related to relative price (CostHK) and adverse special event (QF E ). Trade is included in the analysis because Hong Kong is heavily driven by international business in such a way that its number of international tourist arrivals is expected to be partly determined by the level of business activities between Hong Kong and its economic partners. For example, arrivals from the United States and United Kingdom on business purposes make up on average 34% and 24%, respectively, of their total arrivals to Hong Kong (HKTA 1987 (HKTA -2002 .
As seasonality is caused basically by three factorsweather, festivals, and calendar (Hylleberg 1992 )-in both origin and destination countries (Lim 2001) , the data used in this study were not deseasonalized to allow for investigation of the demand effects unique to each of these three factors.
To accomplish this purpose, we first developed new indices for leisure time (QF LT ) and climate (QF c ) before incorporating them into Equation (1).
New Measures of Leisure Time and Climate
Leisure Time Index
Among other considerations, the amount of time a tourist, especially one traveling for leisure and VFR (visiting friends and relatives), spends on a trip is constrained by the available time made up of annual leave, public holidays, and school holidays (for students). Since annual leave for tourists from an origin country tends to be constant for a long period of time, we constructed a leisure time index by summing public holiday-and school holiday-related leisure time over the study period.
In terms of public holiday-related leisure time, we assumed that each public holiday affects the volume of arrivals differently from year to year because of calendar effects. Some of the public holidays are not fixed dates (moveable) and could fall on any day in a week, in different months, and certainly on different days from year to year. For example, a moveable holiday such as the Easter holiday could fall in either March or April, therefore the Easter effect could be different depending on the month in which it takes place. An optimal holiday plan in terms of time resources is one that requires the traveler to take the least extra days off to complete a trip. This could be achieved by combining or bridging weekend holidays and public holidays with extra days off. Hence, the number of days off that a traveler has to take depends on four factors: the length of a trip planned; the day on which a public holiday falls; availability of makeup holiday for Saturday and Sunday public holidays; and whether Saturday is a working day. Statistics JOURNAL OF TRAVEL RESEARCH 329 for the last three factors are available from the World Tourism Organization (WTO 1999). As a proxy for the length of a trip planned, the average length of stay in Hong Kong for visitors from the United States and United Kingdom is 4.15 and 4.23 days, respectively (Visit Hong Kong Tourist Association, 1987 . With traveling time adding to these figures, a long-haul visitor from the United States or United Kingdom spends about 6 days on average to complete a trip to Hong Kong.
In this study, each public holiday is assigned a weight depending on the number of extra days off a traveler needs to accomplish a trip to Hong Kong, the lesser the better. Figure 1 shows the different weights assigned to holidays with different required days off to accomplish a trip to Hong Kong. The weights were assigned in a linear fashion because the marginal utility of holidays in the 4-day duration (at most 7 days in this study) is assumed not to be diminishing.
In terms of school holidays-related leisure time, the amount of monthly leisure time created from school holidays is determined by two factors. The first is the duration of school holidays and the second is the percentage of schooling population, which is derived from the total education enrollment over total population.
2 The school holiday related-leisure time (SHLT) in a month is thus computed as follows: (2) where: SH ϭ length of school holidays in number of days Days_per_mth = number of days in a particular month Edu_Enr ϭ education enrollment, which is the total number of primary, secondary, and tertiary students in both public and private schools Total_Population ϭ population in the origin country Data on the timing and duration of school holidays in the United States and United Kingdom are given by WTO (1999) . Yearly education enrollment is taken from UNESCO (United Nations Educational, Scientific and Cultural Organization, 1987-2002) .
To summarize, the leisure time index is the summation of the public holiday-related leisure time and the school holiday-related leisure time.
Climate Index
Leisure travel is also motivated by destination weather conditions, such as temperature, sunshine, and humidity. Following Mieczkowski's (1985) climatology study, 3 we used various climatic variables to construct a tourism climatic index (TCI):
where: cid HKt ϭ daytime comfort index of Hong Kong, which is composed of maximum daily temperature of Hong Kong in time t in degree Celsius and minimum daily relative humidity of Hong Kong in time t in percentage cia HKt ϭ daily comfort index of Hong Kong, which is composed of daily temperature of Hong Kong in time t in degree Celsius and daily relative humidity of Hong Kong in time t in percentage P HKt ϭ rating for precipitation in Hong Kong in time t measured in mm S HKt ϭ rating for duration o f sunshine in Hong Kong in time t measured in hours per day W HKt ϭ rating for wind speed measured in kilometer per hour
In order to bring out the global and regional patterns of climatic conditions for tourism, the calculated TCI index is further transformed by grouping the index scores in accordance with the classification scheme suggested by Mieczkowski (1985) as shown in Table 1 . A further discussion of the derivation of TCI appears in the appendix. Note that the climatic variables could also be investigated without such transformation. The purpose of transforming the TCI index to classes of qualitative value is to demonstrate the ability of the rough sets approach to handle hybrid data in the context of tourism demand analysis. This approach will shed new lights to future investigations of nominal qualitative factors in tourism demand analysis.
Monthly data for the above variables were collected directly from the Hong Kong Observatory (January 1987 -July 2002 . In the study period, the TCI of Hong Kong was between 16.5 (in July 1998) and 63.5 (in April 1993), ranging from extremely unfavorable to good climate as highlighted in Table 1 .
Tourism Data Preprocessing, Data Normalization, and Data Categorization
As discussed earlier, the tourist arrival data first went through a data transformation and then a data reduction 330 FEBRUARY 2008 
FIGURE 1 WEIGHTS (UTILITY LEVELS) ASSIGNED TO HOLIDAYS WITH DIFFERENCE EXTRA DAYS-OFF REQUIRED
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processes. Both the demand and its explanatory variables, which are continuous time series data, were first normalized by taking the percentage change values so as to improve the accuracy and efficiency of mining algorithms. This was followed by a data reduction process, namely data discretization.
The rough sets methodology follows an inductive approach in discovering knowledge on classification, thus the value of attributes has to be in a categorical domain. This means that continuous values have to be discretized prior to the data analysis process. There are two issues involved in the establishment of predefined decision classes, namely the number of classes and the pattern of splitting, which are normally formed according to expert norm. Note that the fewer the number of classes, the less precise and the lower the quality and accuracy of the approximation. In this study, the decision attributes were split into six predefined classes in accordance with the results from a survey conducted on managers and practitioners in the tourism and hospitality industries. The first step in the splitting process was to identify extreme values to avoid biased results. The values of tourist arrivals (decision attribute) two standard deviations (SD) above and below the mean, 2SDU and 2SD L , respectively, were isolated and formed the lower and upper decision classes (demand classes). The remaining cases of tourist arrivals were further classified, using the equal-frequency approach, into four quadrants (intervals) containing approximately the same number of instances (observations).
Based on the discrete values of the decision attributes (tourist arrivals), all condition attributes were then discretized utilizing an algorithm based on entropy measures, introduced by Fayyad and Irani (1992) . This method involved discretization of the condition attributes one at a time. The algorithm for this discretization method was of a supervised approach meaning that information about the classes of objects was used during discretization. The formulation of the discretization approaches is described below.
For a set S of N examples in which data are partitioned into k number of classes, the class entropy, Ent(S) is defined as: (4) where P(C i , S) is the proportion of examples in a system S that has class C i .
Utilizing the collected and reorganized data in the previous stages, the condition attributes were locally discretized on the equal-frequency-classified decision attribute (i.e., tourist arrivals) and formed a data set containing hybrid data for U.S. and U.K. international tourism demand for Hong Kong. The obtained data set then went through a rule induction process (Pawlak 1982 (Pawlak , 1991 by using the Rough Set Data Explorer (ROSE) software developed by Predki et al. (1998) . These generated decision rules were then used to predict long-hauled U.S. and U.K. tourist arrivals to Hong Kong, and prediction accuracy was assessed.
RESULTS AND INTERPRETATIONS
Categorization of Decision Attribute and Discretization of Condition Attributes
As discussed earlier, the decision attributes (tourist arrivals from the United States and United Kingdom) were partitioned into six domains, with extreme values as the upper and lower classes of decision ( Table 2 ). Note that the U.S. tourist arrivals data were right skewed, resulting in only five intervals with no observation falling in the lower 2-standard deviation (2SD L ) interval.
Based on the constructions of decision domain, condition attributes in continuous values in Equation (1) were then discretized using the supervised local discretization (Table 3) . Table 3 shows the three interval ranges constructed for each of the relevant attributes. The unmatched brackets in the table stand for half-open and half-closed ranges. The symbol "Ͻ" indicates inclusive left boundaries, while ")" and "(" denote open or exclusive left and right boundaries. For example, in the second interval for the first condition attribute, IPI (in percentage change value), in the U.S. demand (Equation (1)), Ͻ0.490041, 1.13008), 0.490041 belongs to the range but 1.13008 does not.
Accuracy and Attribu te Strength
As discussed above, prediction accuracy was assessed based on the number of correctly classified cases. Evidence shows that the accuracy and quality of approximation fell on the low end of the spectrum (Table 4 ). The relatively low accuracy of approximation is a result of a rather small number of cases falling into the lower approximation region. This result is because of the existence of a large boundary region for each of the concepts (decision classes), reflecting a high degree of vagueness in the data for demand systems for both the U.S. and U.K. origins. Specifically, tourism demand model for both the U.S. and U.K. origin has a high 75% of roughness (see the appendix).
In tourism demand analysis, both the accuracy of forecasting tourist arrivals and the ability to identify the reason(s) for tourism demand are important. Further, if the goal is to improve tourism planning, the reasons have to be comprehensible to practitioners and policy makers. This study explored the ability of the rough sets model in defining the influence or weight of a particular condition attribute on different decision classes. Unlike most conventional JOURNAL OF TRAVEL RESEARCH 331 econometric models that assume the estimated coefficients to be time invariant, the varying weight of condition attributes in different decision classes is spelled out in a rough sets analysis. This variation in weights could account for varying tourism consumption preferences over time as well as to allow for structural breaks in tourism demand. The relative importance of an attribute in distinguishing one decision category from another is measured by the attribute strength of the variables appearing in the rules. Different levels of changes in demand are explained by different attributes in different strengths. From the analysis of Equation (1), it was found that the two noneconomic attributes, the leisure time index and the climate index, appear far more influential than their economic counterparts in a majority of the decision classes and with comparatively high attribute strength.
Attribute Strength for the U.S. Demand Model
In applying Equation (1) to U.S. tourism demand, the attribute strength (i.e., the relative importance of an attribute) and the decision coverage (i.e., the percentage of all cases with the decision values that match, or are covered by, the rules of that decision) are reported in Table 5a . As shown in the table, the climate index and the leisure time index, as well as month of the year, have relatively high attribute strengths. The attribute strength of leisure time ranges from 0.27 to 0.89 in the 3rd decision class and the 5th decision class, respectively; and climate ranges from 0.32 and 0.48 in the 3rd and the 5th decision intervals, respectively. Only one economic variable Costsub (cost of living in substitute destination) is influential, and it has a relatively lower strength (0.20 in the 2nd decision interval) as compared to the noneconomic counterparts. Decision coverage for all intervals ranges from 36.73% to 78.57%, indicating that the attributes are reasonably robust (Table 5a ).
Attribute Strength for the U.K. Demand Model
In applying Equation (1) to U.K. tourism demand, evidence again shows a strong reliance on noneconomic variables, with the exception that IPI (i.e., income) has a strong weight of 0.95 in the first interval (Table 5b ). The month of the year has significant influence in all six decision classes. Other influential variables in explaining changes in travel demand for Hong Kong by U.K. travelers are qualitative noneconomic factors, namely the leisure time index (0.35 to 0.36) and the climate index (0.53). The decision coverage is high, ranging from 43.38% to 82.35%.
Model Validation
In order to evaluate the models derived using the Rough Sets algorithm, the induced decision rules which modeled the relationship between the decision attribute and the condition attributes are applied to the demand system in the hold-out-sample. The rules are mapped on every time period, which is then given a decision value according to the values of its condition attributes. The forecasted figures are compared to the actual tourist arrival figures to evaluate forecasting quality of the model. Evidence shows that the quality of forecasting performance is relatively high. The rules generated could classify 83.33% of the held-out samples for both U.S. and U.K. origins with high accuracy (Table 6 ). The forecast accuracy, measured in the percentage of correctly classified cases, also achieves a level of 80%. Given the relatively large number of decision intervals (six) and the high degree of vagueness of the data, the level of forecast accuracy achieved in this study is encouraging compared to results obtained in previous works on Rough Sets, in which a comparatively smaller number of decision intervals were used (e.g., Au and Law 2000; Beynon and Peel 2001; Law and Au 1999) .
Rules Induction: An Interpretation
The importance of the rough sets theory is the generation of decision rules expressed in IF [Condition(s)] THEN [Decision(s)] logical statements. As discuss earlier, tourism demand for both the U.S. and U.K. origins has a high level JOURNAL OF TRAVEL RESEARCH 333 (1) do not appear in the US demand system as their attribute strength is below 0.20 (75%) of roughness. This high roughness implies that the U.S. and U.K. tourism demand data are rather vague and could be best explained by general rules Beynon and Peel 2001) ; that is, the rules that are strongest in terms of number of supporting cases. Table 7 lists the two most general rules for the U.S. and U.K. models and their rule strengths. The month of the year and the leisure time attributes appear on the two most general rules for both models, suggesting a strong seasonal influence of leisure time in travel decision making for U.S. and U.K. long-haul travelers to Hong Kong.
The General Rules for the U.S. Tourism Demand The first rule correctly classify 63.9% of the 36 cases included in the decision class (Table 7) and covers 47% of the 49 training objects with decision value [Ϫ29.86 to 334 FEBRUARY 2008 Ϫ12.64]. The rule states that if the month is August or November or March, then the U.S. tourist arrivals will drop from about 30% to 13% from its value in the previous month with a certainty factor of 0.64. The second rule correctly classifies 60% of the 35 cases included in the decision class, which indicates a percentage change in arrivals between 5.77 and 44.94 with a certainty factor of 0.60. This rule correctly indicates a positive relationship between leisure time and travel demand, which states that when leisure time is more than 4.38 days in the specified months, travel demand from the United States increases from its previous value by about 6% to 45%.
The General Rules for the U.K. Tourism Demand
The two most general rules developed for a U.K. The first rule correctly classifies 94.1% of the 17 cases, which have decision values ranging between Ϫ34.89 and Ϫ14.42 and covers 32% of the 47 training objects in that range of decision values. This rule indicates that U.K. tourist arrivals in December and March are 14.42% to 34.89% lower than their preceding month. The second rule has a rule probability of 66%, is supported by 50 cases, and covers 72% of 46 training objects. The rule says that whenever it is September, August, or February, and leisure time of resident in the United Kingdom is less than 1.66 days or more than 5.32 days, the number of U.K. tourists to Hong Kong will deviate from its previous months by Ϫ2.26% to 9.54%. Leisure time for U.K. travelers in August throughout the period of study has consistently been in the highest range of the attribute value and therefore explains the positive change in travel demand. On the other hand, leisure time of U.K. residents for February and September has always been lower than 1.66 days, hence the negative change in travel demand to Hong Kong.
As shown, representation of the discovered knowledge in the rough sets analysis is expressed by a set of comprehensible rules, which, perhaps, is more appealing compared to econometric analysis and more intuitive.
SUMMARY AND IMPLICATIONS
In this study, we investigated the feasibility of the rough sets approach for the automated discovery of decision rules from a set of hybrid data, containing quantitative economic and qualitative noneconomic factors, for tourism demand analysis and forecasting. We introduced two new measures of qualitative noneconomic factors, the leisure time index and the climate index, into the forecasting framework. Despite a high degree of vagueness and imprecision of tourism demand information, we demonstrated that the rough sets theory can be successfully incorporated into tourism demand analysis and can generate comprehensible decision rules to practitioners. We found that noneconomic factors, namely climate and leisure time, have a stronger impact on tourist arrivals than economic factors. These findings suggest the importance of incorporating qualitative noneconomic factors in demand analysis.
Good comprehension of the rationale behind demand for travel is important for practitioners in planning and decision making. The influence of leisure time and climate in affecting demand as found in this study, although uncontrollable by the tourism practitioners, suggests that planning in tourism demand should go beyond examining and analyzing the traditional economic factors. Tourism practitioners and policy makers can utilize knowledge of these qualitative noneconomic factors to develop marketing and tourism resources development plans accordingly. By including factors with qualitative values (e.g., climate) and forming the model successfully in the tourism demand system, this research encourages future research to consider other qualitative factors such as quality of natural environment, safety and security condition, and political changes in either origin or destination country.
Our analysis on rough sets models has generated high forecasting accuracy in terms of "correctly classified cases." This finding is encouraging as it shows the potential of the rough sets theory in complimenting conventional methods in analyzing and forecasting tourism demand. Most important, the demand relationships identified are expressed explicitly in a natural language format of decision rules. This property is particularly desirable from the practical point of view, as the formulation of explicit rules provides an additional option, apart from a system of mathematical equations, for many end users searching for quality information. The generated rules are quite straightforward, comprehensible, and directly interpretable. In other words, it is more intuitive for some practitioners and policy makers to comprehend the result of rough sets analysis.
Moreover, as the weights of relevant condition attributes could be defined by the rough sets analysis, and different levels of changes in demand are explained by different attributes, such information is particularly important for practitioners in planning strategically on allocation of resources. For example, if a high level of demand in a forthcoming month is anticipated, and knowing the attribute (factor) that could affect the high level of demand, for example, is climate, practitioners can enhance the image of Hong Kong as a destination with pleasant climate through proper promotional messages.
This study is not without its limitations. First, schooling holiday was a component of total leisure time, but the leisure time index was derived by assuming no interaction between adults' decision making for a travel and availability of school holidays. Second, previous studies have captured dynamic effects and positive word-of-mouth by including lag independent and dependent variables. In future application of rough sets theory, this word-of-mouth dynamic could also be investigated to further demonstrate the ability of rough sets in tourism demand modeling and forecasting. Also, future research could look into the long lag effects between explanatory factors and tourism demand.
Given the emphasis of this article, we have not compared the usefulness of the Rough Sets induced rules with econometric modeling on the same set of data.
3 This remains to be a meaningful and interesting study in the future. Future work could also conduct surveys on practitioners to determine the usefulness of the rules induced compared with mathematical formula generated from econometric models.
APPENDIX
Derivation of TCI
The purpose of the tourism climatic index (TCI) is to provide a composite measure of climatic well-being of tourists in a destination during a specific time of a year. As commonly known, climate is a complex interactions among a set of basic climatic elements, such as temperature, humidity, precipitation, sunshine, and wind. The TCI formula was derived with different weights assigned in Mieczkowski (1985) on the five elements as follows:
The daytime comfort index is given more weight (0.4) because the two variables of which this index is composed, namely the maximum daily temperature and minimum daily relative humidity, occur between 12 p.m. and 4 p.m., which is when tourists tend to be most active outdoors. For this reason, the daytime comfort index is considered to be the single most important indicator among others in the TCI.
The TCI has proved to be a reliable measure of the degree of comfort. However, as recognized in Mieczkowski (1985) , the reliability decreases toward the extremes of relative humidity, such as 0%. As for the total number of hours of sunlight, in general, the more sunshine, the better the rating for the TCI, as it is necessary for sunbathing and improving the result of photography, both of which are important aspects of the tourism experience. However, as hours of sunlight prolonged, the negative effects of solar radiation start to arise. For this reason, Mieczkowski deducted 10 and 20 points respectively for stations (areas) where sunshine exceeds 10 hours per day are combined with temperatures exceeding 33 and 36 degree Celsius. As relative humidity in Hong Kong is not extreme (around 80%), daily duration of sunlight is never recorded to exceed 10 hours in the period of study, thus the reliability of the TCI is not a concern. For illustration, the calculations for the two highest and lowest TCI through out the period of study, that is 16.5 (in July 1998) and 63.5 (in April 1993), are shown below:
As indicated in the above table, tourism demand for U.S. and U.K. origins has a high level (75%) of roughness. A high roughness means bigger elementary sets with less detail as these sets are sliced into courser granularity. The level of precision for the models is 50% implying that 50% of the cases with a matched condition value also have a matched decision value.
Similar to the result found in Piatesky-Shapiro (1991), a model with high roughness tends to produce few short but generalized and strong rules that are supported by many cases (Table 7) . Similar to other research works on rough sets (Golan and Ziarko1995; Ziarko, Golan, and Edwards 1993) , not all rules discovered by the system are of high quality. They do, however, reflect the true properties of the available data and reveal the relationship between the decision attribute and the condition attributes.
NOTES
1. A set approximation could be assessed based on accuracy of approximation and quality of the approximation. Accuracy of approximation could be measured by taking the ratio of the cardinality (number of objects that falls into a region) of lower approximation to the cardinality of upper approximation of an equivalence class by a set of attribute ( 
Lower approximation of a set composes all objects that have the same value for decision attribute and are totally indiscernible based on a set of conditions. Upper approximation consists of objects that are indiscernible in terms of condition attributes but have different values for decision attribute from the ones in the lower approximation. The quality of approximation represents the ratio of all correctly classified objects to all objects in the system (Equation A2). 2. School holidays might have affected the decision of the adults who are not in the schooling population but it is not tested in this paper.
3. Although the concepts of the rough sets approach and econometric approaches are very different; their comparison on a common set of data is possible and a comparison of the performance based on their forecasting accuracy could be made. For instance, the actual and forecasted values of visitor arrivals are first transformed into categorical ones using the same decision classification approach used in the rough sets analysis. Specifically, the out-of-sample arrivals series are transformed into percentagechange intervals following an equal-frequency classification approach. Following this method, the forecasted and actual values of visitor arrivals in the holdout periods for the two countries are assigned a decision class and compared side-by-side as in the measurement of forecasting accuracy of the rough sets model. Taking the percentage of correctly classified cases over the total number of forecasting periods yields the forecasting accuracy of the econometric model measured in correctly classified cases-similar to that used in the rough sets approach. 
