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Abstract
We prove that for 1ppoqoN the analogue of the classical result ½BMO; Lpp
q
¼ Lq holds
in the setting of a ﬁnite von Neumann algebra M; equipped with an increasing ﬁltration
ðMnÞnX1 of von Neumann subalgebras. We also obtain the corresponding results for the real
method of interpolation. We discuss the appropriate operator space matrix norms and show
that these interpolation results hold in the category of operator spaces.
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
The interplay and deep connections between martingale theory and various ﬁelds
of analysis are well established (see, e.g., [3]). Martingale inequalities and martingale
transform techniques are powerful tools in shedding light on these connections. The
space BMO; introduced by John and Nirenberg [15], and characterized by Fefferman
[10] as the dual of the Hardy space H1; plays an important role in interpolation
theory. It is a natural substitute for LN; since many classical operators such as
martingale transforms and singular integral operators (e.g., the Hilbert transform)
carry LN to BMO boundedly (see [12,13]). Therefore, interpolation results involving
BMO as an end-point are useful tools, and they have been considered by many
authors; see, for example [11,14,34,35].
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This paper is concerned with the study of non-commutative BMO and its
interpolation properties. We will prove non-commutative analogues of the classical
interpolation results between BMO and Lp spaces (respectively, Hardy spaces). Non-
commutative conditional expectations and martingales arise in the setting of von
Neumann algebras, which are the natural framework for non-commutative measure
theory and integration. The study of these mathematical objects was and still is
partly motivated by quantum mechanics, but non-commutative probability has also
become an independent ﬁeld of mathematical research. We refer to Meyer’s
exposition [23] on quantum probability, to the book of Parthasarathy [25] on
quantum stochastic calculus, and to the book of Voiculescu et al. [38] concerning the
rapidly developing area of free probability. In [29] Pisier and Xu proved the non-
commutative analogues of the classical Burkholder–Gundy square function
inequalities. Their work triggered a systematic research of non-commutative
martingale inequalities, which had been previously considered only in special cases;
see the results of [4] concerning fermionic versions of the square function
inequalities. Since then remarkable progress has been made in establishing non-
commutative analogues of other classical martingale inequalities (see [16,19]), in
studying non-commutative martingale transforms and in ﬁnding the order of best
constants in various martingale inequalities (see [20,32]). Non-commutative
martingale inequalities have connections to other areas of non-commutative
probability; see, for example, the applications of the square function inequalities
to the stochastic calculus with respect to free Brownian motion, developed by Biane
and Speicher [2].
First we recall the non-commutative square function inequalities. LetM be a von
Neumann algebra equipped with a faithful, normal, tracial state t; and ðMnÞnX1 an
increasing sequence of von Neumann subalgebras ofM; whose union generatesM in
the w-topology. For 1pppN we denote by LpðM; tÞ; or simply LpðMÞ; the non-
commutative Lp-space associated with ðM; tÞ (see, e.g., [24]). Given nX1; there is
a unique normal conditional expectation En :M-Mn such that tpMn3En ¼ En
(see [36]). This extends to a norm 1 projection En : LpðM; tÞ-LpðMn; tÞ; satisfying
the modular property
EnðaxbÞ ¼ aEnðxÞb
for all aALsðMnÞ; bALrðMnÞ and xALpðMÞ; where 1p ¼ 1r þ 1s:
A non-commutative LpðMÞ-martingale relative to the ﬁltration ðMnÞnX1 is a
sequence x ¼ ðxnÞnX1 such that xnALpðMÞ and Enðxnþ1Þ ¼ xn; for all positive
integers n: We say that x is a bounded LpðMÞ-martingale if jjxjjp ¼ supnjjxnjjpoN:
The difference sequence of x is dx ¼ ðdxnÞnX1; where dxn ¼ xn 	 xn	1; with x0 ¼ 0:
For 1opoN; as a consequence of the uniform convexity of the space LpðMÞ; we
can and will identify the space of all bounded LpðMÞ-martingales with LpðMÞ itself
(see [27], Remark 1.3).
We now recall the norms in the non-commutative Hardy spaces of martingales,
introduced in [27]. Let 1ppoN; and let x ¼ ðxnÞnX1 be an LpðMÞ-martingale
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relative to ðMnÞnX1: Deﬁne
jjxjjHpðMÞ ¼max
X
nX1
dxn dxn
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
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
p
;
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
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þ
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where the inﬁmum runs over all decompositions x ¼ y þ z; with y and z being
LpðMÞ-martingales relative to ðMnÞ: The non-commutative Burkholder–Gundy
square function inequalities state that for 1opoN; LpðMÞ ¼ HpðMÞ with
equivalent norms. More precisely, there exist ap; bp40; depending only on p; such
that for all ﬁnite LpðMÞ-martingales x relative to the ﬁltration ðMnÞnX1;
a	1p jjxjjHpðMÞpjjxjjppbpjjxjjHpðMÞ: ð1Þ
The non-commutative BMO space associated to ðM; tÞ and to the ﬁltration ðMnÞnX1
is deﬁned in [27] as the intersection space BMOðMÞ ¼ BMOcðMÞ-BMOrðMÞ;
where
BMOcðMÞ ¼ xAL2ðMÞ: jjxjjBMOcðMÞ ¼ sup
n
jjEnðjx 	 En	1ðxÞj2Þjj1=2N oN
 
;
BMOrðMÞ ¼ fxAL2ðMÞ: jjxjjBMOrðMÞ ¼ jjxjjBMOcðMÞoNg:
The analogue of the classical Fefferman–Stein duality BMO ¼ ðH1Þ holds in this
setting (see the appendix in [27]).
We are now ready to state the main result of this paper. If 1ppoqoN; then
½BMOðMÞ; LpðMÞp
q
¼ LqðMÞ: ð2Þ
We also obtain, as in the classical setting, the corresponding variations of this result,
i.e., if X is either LNðMÞ or BMOðMÞ and Y is either L1ðMÞ or H1ðMÞ; then
½X ; Y 1
p
¼ LpðMÞ: ð3Þ
It should be pointed out that dealing with non-commutative martingales often
requires an additional insight. For instance, stopping time arguments and maximal
functions, which are often used in the classical proofs, appear unavailable in this
setting. However, operator space theory provides an abstract setting in which some
of these objects are meaningful. Junge [16] introduced a non-commutative substitute
for the maximal function. The proof of (2) also makes use of norm estimates of non-
commutative analogues (introduced in [19]) for the classical sharp functions, and
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their interpolation properties. Finally, connections with the theory of Hilbert C-
modules, discovered by Junge [16], are used in the proof of the main result. In
Section 4, we show that our results remain true for the real method of interpolation.
We are indebted to Quanhua Xu for suggesting us this problem and for the fruitful
discussions leading to the results. The techniques used in the proof of the main result
(2) will enable us to deﬁne a natural operator space structure on BMOðMÞ: We refer
to Section 4 for the discussion of the natural operator space structure of the non-
commutative Lp-spaces and the non-commutative Hardy spaces. We will prove that
the above interpolation results hold in the category of operator spaces.
Based on the main inequality in the proof of (2) (and a preliminary version of this
paper), Junge and Xu [19] discovered the following estimate for the order of
constants in the non-commutative Burkholder–Gundy inequalities (1): namely, for
1ppp2 there exists an absolute constant b40 such that for all xAHpðMÞ
jjxjjLpðMÞpbjjxjjHpðMÞ:
In a forthcoming joint paper with Junge [17] we will show that the interpolation
techniques set forth in this paper can be used to prove a non-commutative version of
the John–Nirenberg theorem.
2. Preliminaries
We use standard notation in operator algebras. We refer to [21,36] for background
on von Neumann algebras. Let us recall some basic deﬁnitions, and ﬁx the notation
which will be used throughout the paper. We work in the setting of a ﬁnite von
Neumann algebra, equipped with a normal, faithful, normalized trace. However, in
the proofs we will often need to consider von Neumann algebras which are
semiﬁnite. Let H be a Hilbert space, and MDBðHÞ a von Neumann algebra
equipped with a normal, semiﬁnite, faithful (n.s.f.) trace t: Following [36], let
nt ¼ fxAM : tðxxÞoNg: Then nt is a two-sided ideal of M: It follows that
mt ¼
Xk
i¼1
xiy

i : xi; yiAnt; kAN
( )
is a two-sided ideal ofM; called the definition ideal of the trace t: There is a unique
linear extension of t to mt preserving the tracial property, i.e., tðxyÞ ¼ tðyxÞ for all
x; yAmt: For 1ppoN; deﬁne for all xAmt
jjxjjp ¼ tððxxÞ
p
2ÞÞ
1
p:
Then ðmt; jj  jjpÞ is a normed linear space, and LpðM; tÞ denotes its Banach space
completion. For p ¼N; let LNðM; tÞ ¼M (with the operator norm). The usual
Ho¨lder inequality holds, i.e., if 0or; p; q;pN are such that 1
r
¼ 1
p
þ 1
q
; then, for all
ARTICLE IN PRESS
M. Musat / Journal of Functional Analysis 202 (2003) 195–225198
xALpðM; tÞ; yALqðM; tÞ it follows that
xyALrðM; tÞ and jjxyjjrpjjxjjpjjyjjq:
As a consequence, if 1ppoN and 1
p
þ 1
p0 ¼ 1; then the map given by
/x; yS ¼ tðxyÞ; ð4Þ
where xALpðM; tÞ and yALp0 ðM; tÞ; deﬁnes a duality bracket between LpðM; tÞ and
Lp0 ðM; tÞ: We have isometrically
ðLpðM; tÞÞ ¼ Lp0 ðM; tÞ:
The non-commutative Lp-spaces can also be obtained by interpolation, as in the
classical setting. In the sequel we will brieﬂy recall some basic notions concerning the
complex method of interpolation due to Calderon. Our main reference for
interpolation theory is Bergh and Lo¨fstro¨m [1]. A pair of Banach spaces ðE0; E1Þ
is called a compatible couple if they embed continuously in some topological vector
space X : This allows us to consider the spaces E0-E1 and E0 þ E1 (by identifying
them inside X ). They are Banach spaces when equipped, respectively, with the
following norms:
jjxjjE0-E1 ¼ maxfjjxjjE0 ; jjxjjE1g; ð5Þ
jjxjjE0þE1 ¼ inffjjx0jjE0 þ jjx1jjE1 : x ¼ x0 þ x1; x0AE0; x1AE1g: ð6Þ
Following the notation from [1], let S denote the vertical strip fzAC : 0pRe zp1g
and let S0 denote the interior of S: Deﬁne F to be the family of all continuous and
bounded functions f : S-E0 þ E1 satisfying the following properties:
(1) f is analytic in S0;
(2) f ðitÞAE0 and f ð1þ itÞAE1 for all tAR;
(3) f ðitÞ-0 and f ð1þ itÞ-0 as t-N:
By the Phragmen–Lindelo¨f theorem, F is a Banach space under the norm
jjf jjF ¼ max sup
tAR
jjf ðitÞjjE0 ; sup
tAR
jjf ð1þ itÞjjE1
 
:
For 0pyp1; set ½E0; E1y ¼ fxAE0 þ E1: x ¼ f ðyÞ; for some fAFg: This is called
the complex interpolation space (of exponent y) between E0 and E1; and it is a Banach
space under the norm
jjxjjy ¼ inffjjf jjF: x ¼ f ðyÞ; fAFg:
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The complex method is an interpolation functor; i.e., if T : E0 þ E1-F0 þ F1 is a
linear operator which is bounded both from E0 to F0 and from E1 to F1; then T is
bounded from ½E0; E1y to ½F0; F1y:
We now return to the construction of the non-commutative Lp-spaces by
interpolation. Recall the following deﬁnition due to Nelson [24] (see also [37]). For
e; d40; let
Nðe; dÞ ¼ fxAM : for some projection pAM; jjxpjjpe and tð1	 pÞpdg:
Consider on M the translation-invariant topology (called the measure topology)
in which Nðe; dÞ is a fundamental system of neighborhoods of the origin. Let
*M ¼ L0ðMÞ denote the completion of M with respect to this topology. Then
L0ðMÞ is a topological -algebra, called the algebra of t-measurable operators inM:
Moreover, for 1pppN; LpðM; tÞ embeds continuously into L0ðMÞ (see [24]).
Therefore ðM; L1ðM; tÞÞ is a compatible couple, and for all 1ppoN we have
isometrically
LpðM; tÞ ¼ ½M; L1ðM; tÞ1
p
: ð7Þ
More generally (see [30]), for 1pp0; p1; ppN and 0oyo1 with 1p ¼ 1	yp0 þ yp1 the
following holds isometrically:
LpðM; tÞ ¼ ½Lp0ðM; tÞ; Lp1ðM; tÞy: ð8Þ
Following the notation of [27], for 1ppoN; let LpðM; lc2ÞCLpðM#Bðl2ÞÞ denote
the space of column matrices with entries from LpðMÞ: Similarly, LpðM; lr2Þ denotes
the space of row matrices with entries from LpðMÞ: Then, as observed in [27], both
LpðM; lc2Þ and LpðM; lr2Þ are 1-complemented subspaces of LpðM#Bðl2ÞÞ: Hence, by
(8) it follows that we have isometrically
LpðM; lc2Þ ¼ ½Lp0ðM; lc2Þ; Lp1ðM; lc2Þy; ð9Þ
LpðM; lr2Þ ¼ ½Lp0ðM; lr2Þ; Lp1ðM; lr2Þy: ð10Þ
For the following deﬁnitions, we restrict our attention to the case whenM is ﬁnite.
Deﬁne HcpðMÞ (respectively, HrpðMÞ) to be the space of all LpðMÞ-martingales x such
that dxALpðM; lc2Þ (respectively, dxALpðM; lr2Þ) and set
jjxjjHcpðMÞ ¼ jjdxjjLpðM;lc2Þ and jjxjjHrpðMÞ ¼ jjdxjjLpðM;lr2Þ: ð11Þ
Equipped respectively with these norms, HcpðMÞ and HrpðMÞ are Banach spaces. As
already explained in the introduction, the non-commutative martingale Hardy
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spaces associated to ðM; tÞ and to the ﬁltration ðMnÞnX1 are deﬁned as
HpðMÞ ¼HcpðMÞ-HrpðMÞ if 2ppoN;
HpðMÞ ¼HcpðMÞ þ HrpðMÞ if 1ppo2: ð12Þ
3. Main results
Let ðM; tÞ be a von Neumann algebra equipped with a normal, faithful tracial
state t: Let ðMnÞnX1 be an increasing ﬁltration of von Neumann subalgebras of M
which generates M in the w-topology. The von Neumann algebra ðM; tÞ and the
ﬁltration ðMnÞnX1 will remain ﬁxed throughout. Our ﬁrst result in this section is
concerned with complex interpolation between the column spaces BMOcðMÞ and
HcpðMÞ:
Theorem 3.1. Let 1ppoqoN: Then, the following holds with equivalent norms:
½BMOcðMÞ; HcpðMÞp
q
¼ HcqðMÞ: ð13Þ
The main step in the proof of (13) is the case 2opoqoN: To obtain all the other
cases, we will use Wolff’s interpolation theorem (see [40]). This result states that
given Banach spaces Ai ði ¼ 1; 2; 3; 4Þ such that A1-A4 is dense in both A2 and A3;
and
A2 ¼ ½A1; A3y and A3 ¼ ½A2; A4f
for some 0oy;fo1; then
A2 ¼ ½A1; A4z and A3 ¼ ½A1; A4x; ð14Þ
where z ¼ yf
1	yþyf and x ¼ f1	yþyf:
Lemma 3.2. If (13) holds for p and q in the range 2opoqoN; then it holds for all
1ppoqoN:
Proof. The proof is based on successive applications of Wolff’s interpolation result.
Case 1: 1opoqoN: Let us ﬁrst assume that 2oqoN: Let 0oyo1 and s ¼ qy:
Note that poqos; so there exists 0ofo1 such that 1	f
s
þ f
p
¼ 1
q
: Recall that for
1ovoN the space Hcv ðMÞ is complemented in LvðM; lc2Þ via Stein’s projection
(see [27], Theorem 2.3). This allows us to use (9) and conclude that
A3 ¼ HcqðMÞ ¼ ½Hcs ðMÞ; HcpðMÞf ¼ ½A2; A4f;
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Furthermore, by the assumption (recall that q42) we get
A2 ¼ Hcs ðMÞ ¼ ½BMOcðMÞ; HcqðMÞy ¼ ½A1; A3y:
By Wolff’s interpolation theorem (14), it follows that
A3 ¼ ½A1; A4x ¼ ½BMOcðMÞ; HcpðMÞx ¼ HcqðMÞ;
where x ¼ f
1	yþfy: A simple computation shows that x ¼ pq: A further application of
Wolff’s theorem yields the conclusion in the full range 1opoqoN:
Case 2: 1 ¼ poqoN: Let s4maxfq; 2g: Since 1oqosoN; there exists 0oyo1
so that 1	y
s
þ y1 ¼ 1q: By Case 1 and duality ([1], Theorem 4.3.1), it follows that
A3 ¼ HcqðMÞ ¼ ½Hcs ðMÞ; Hc1ðMÞy ¼ ½A2; A4y:
Moreover, if f ¼ q
s
; then by Case 1 (recall that s42) we also get
A2 ¼ Hcs ¼ ½BMOcðMÞ; HcqðMÞf ¼ ½A1; A3f:
From Wolff’s result (14), we deduce that
A3 ¼ ½A1; A4x ¼ ½BMOcðMÞ; Hc1ðMÞx ¼ HcqðMÞ;
where x ¼ f
1	yþfy: A simple calculation shows that x ¼ 1q:
Note that in both cases, the density of the space A1-A4 in A2 and, respectively,
A3; required in the hypothesis of Wolff’s theorem, is ensured by Remark 3.3
below. &
The proof of Theorem 3.1 in the range 2opoqoN relies on the interpolation
properties of certain norms introduced in [19]. Recall that for 2oppN; Lcp MOðMÞ
(MO stands for mean oscillation) is deﬁned in [19] as the space of all martingale
difference sequences ðdxnÞnX1Dx in L2ðM; tÞ such that
jjxjjLcp MOðMÞ ¼ supm supnpm En
Xm
k¼n
dxk dxk
 !



1=2
p
2
oN:
Note that this can be interpreted as a non-commutative analogue of the p-norm of
the classical sharp function (see, e.g., [13]). This deﬁnition requires some explanation.
In the non-commutative setting there is no obvious analogue for the pointwise
supremum of a sequence of positive operators. Therefore, the above is to be
understood in the sense of the suggestive notation introduced in [16]. Namely, if
1pq; q0pN with 1
q
þ 1
q0 ¼ 1 then, for a sequence ðxnÞnX1 of t-measurable positive
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operators afﬁliated with M; set
sup
n
xn




q
¼ sup
X
nX1
tðxnynÞ: ynX0;
X
nX1
yn




q0
p1
8<
:
9=
;: ð15Þ
Observe that in the commutative case this coincides with the usual deﬁnition of the
norm in the lN-valued Lq-space. It turns out that ðLcp MOðMÞ; jj  jjLcp MOðMÞÞ is a
Banach space. Similarly, the row space Lrp MOðMÞ is deﬁned in [19] as the space of
all martingales x such that xALcp MOðMÞ; with norm given by
jjxjjLrp MOðMÞ ¼ jjx
jjLcp MOðMÞ:
Finally, let Lp MOðMÞ ¼ Lcp MOðMÞ-Lrp MOðMÞ; equipped with the intersection
norm
jjxjjLp MOðMÞ ¼ maxfjjxjjLcp MOðMÞ; jjxjjLrp MOðMÞg:
Note that if p ¼N; these spaces coincide with the usual BMOcðMÞ; BMOrðMÞ and
BMOðMÞ; respectively. It is immediate to see that for 2opoqpN; the following
contractive inclusion holds:
Lcq MOðMÞDLcp MOðMÞ: ð16Þ
Also, it was proved in [19] (see also the reference therein to [16]) that if 2opoN;
then, with equivalent norms,
HcpðMÞ ¼ Lcp MOðMÞ: ð17Þ
Since we are interested in identifying the order of the constants, we give below a
sketch of the proof of (17). The inclusion HcpðMÞDLcp MOðMÞ is a consequence of
Doob’s inequality for non-commutative martingales (see [16]). Indeed,
sup
n
En
X
kXn
dxk dxk
 !


p
2
p sup
n
En
X
kX1
dxk dxk
 !


p
2
p dp
2
X
kX1
dxk dxk




p
¼ dp
2
jjdxjj2HcpðMÞ;
where dp
2
denotes the best constant in the non-commutative Doob’s inequality. By
results of Junge and Xu [20], the estimates for the optimal order of growth of the
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constants are
dpEðp 	 1Þ	2 as p-1; respectively; dpEOð1Þ as p-N:
Moreover, by the Lcp MOðMÞ 	 Hcp0 ðMÞ duality ([16], Proposition 4.2)
Lcp MOðMÞDðHcp0 ðMÞÞDHcpðMÞ: ð18Þ
the last inclusion being a consequence of Stein’s inequality (see [16,27]). Recall that
the best constant in Stein’s inequality is of order p as p-N (see [20]), while the ﬁrst
inclusion in (18) is of norm p
ﬃﬃﬃ
2
p
; as proved in [16].
Remark 3.3. By (16), (17) and duality it follows that for 1ppoqoN; we have the
continuous inclusions
LNðMÞDBMOcðMÞDHcqðMÞDHcpðMÞ; ð19Þ
The ﬁrst inclusion is proved in [27]. Note that LNðMÞ is dense in all the spaces
above, except BMOðMÞ: This implies that HcqðMÞ is dense in HcpðMÞ:
The following interpolation result between Lcp MOðMÞ spaces is the main
ingredient in the proof of Theorem 3.1.
Proposition 3.4. If 2opoqoN; then, with equivalent norms,
½BMOcðMÞ; Lcp MOðMÞp
q
¼ Lcq MOðMÞ:
For the proof it will be useful to recall the deﬁnition of the following vector-valued
non-commutative Lp-spaces. Let N be a semiﬁnite von Neumann algebra. For
2pppN; LcpðN; lNÞ is deﬁned (see [16]) as the space of all sequences ðxnÞnX1 in
LpðN; tÞ such that
jjðxnÞjjLcpðN;lNÞ ¼ supn x

nxn




1=2
p
2
oN: ð20Þ
Lemma 3.5. For 2pppN; let 1
q
þ 2
p
¼ 1: Then
jjðxnÞjjLcpðN;lNÞ ¼ sup
X
nX1
jjxnvnjj22
 !1=2
:
X
nX1
vnv

n




q
p1
8<
:
9=
;: ð21Þ
Consequently, LcpðN; lNÞ is a normed space.
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Proof. Denote the right-hand side of (21) by RH: By the deﬁnition of jjsupn xnxnjjp
2
;
jjðxnÞjj2LcpðN;lNÞ ¼ sup
X
nX1
tðxnxnynÞ
¼ sup
X
nX1
jjxny
1
2
njj22;
where the supremum is taken over all sequences of positive elements ðynÞnX1 such
that X
nX1
yn




q
p1:
In particular, jjPnX1ððynÞ12Þ2jjqp1; and hence
jjðxnÞjjLcpðM;lNÞpRH:
Conversely, given a sequence ðvnÞnX1 of t-measurable operators such that
jjPnX1 vnvnjjqp1; deﬁne yn ¼ vnvn; for all positive integers n; and observe thatX
nX1
jjxnvnjj22 ¼
X
nX1
tðvnxnxnvnÞ ¼
X
nX1
tðxnxnvnvnÞ
to conclude that RHpjjsupn xnxnjj1=2p
2
: &
Remark 3.6. Let eAN be a ﬁnite projection. Deﬁne the set LcpðNe; lNÞ by
LcpðNe; lNÞ ¼ fðxneÞnX1 : ðxneÞnX1ALcpðN; lNÞgDLcpðN; lNÞ:
Then LcpðNe; lNÞ is a normed space under the induced norm. Moreover, the map
S : LcpðN; lNÞ-LcpðNe; lNÞ
deﬁned by SððxnÞÞ ¼ ðxneÞ is a bounded projection. Indeed, if jjðxnÞjjLcpðN;lNÞp1;
then by deﬁnitions (20) and (15),
jjðxneÞjj2LcpðNe;lNÞ ¼ sup
X
nX1
tðexnxneynÞ ¼ sup
X
nX1
tðxnxneyneÞ;
where the supremum is taken over all sequences of positive elements with
jjPnX1 ynjjp0
2
p1: Furthermore, for any such sequence ðynÞnX1 we have
X
nX1
tðxnxneyneÞp
X
nX1
eyne



p0
2
p
X
nX1
yn



p0
2
jjejj2p1;
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which completes the argument. Consequently, LcpðNe; lNÞ is a complemented
subspace of LcpðN; lNÞ: Note also that for 2ppoqpN; the following contractive
inclusion holds:
LcqðNe; lNÞDLcpðNe; lNÞ: ð22Þ
Indeed, the equality
jjðxneÞjjLcpðNe;lNÞ ¼ jjðxnÞjjLcpðeNe;lNÞ;
allows us to apply Lemma 3.9 to the ﬁnite von Neumann algebra eNe and
obtain (22). &
Note that the spaces LcpðN; lNÞ; 2pppN are all continuously embedded intoQ
nAN L0ðNÞ; which is a topological vector space in the product topology. Therefore
we can interpolate them and establish the following
Proposition 3.7. If 2pp; q; soN and 0oyo1 with 1
s
¼ 1	y
p
þ y
q
; then, isometrically,
½LcpðN; lNÞ; LcqðN; lNÞy ¼ LcsðN; lNÞ:
Proof. From (21) it follows that for 1
f ðpÞ þ 1p ¼ 12 the bilinear map
T : LcpðN; lNÞ  Lf ðpÞðN; lr2Þ-l2ðL2ðN; tÞÞ
deﬁned by TððxnÞ; ðvnÞÞ ¼ ðxnvnÞ is a contraction. By the bilinearity property of the
complex interpolation method ([1], Theorem 4.4.1), it follows that
jjT : ½LcpðN; lNÞ; LcqðN; lNÞy  ½Lf ðpÞðN; lr2Þ; Lf ðqÞðN; lr2Þy-l2ðL2ðNÞÞjjp1:
An easy computation shows that 1	y
f ðpÞ þ yf ðqÞ ¼ 1f ðsÞ: Hence, a further application of
(21), together with (10) yields the contractive inclusion
½LcpðN; lNÞ; LcqðN; lNÞyDLcsðN; lNÞ:
The reverse inclusion is a consequence of the following factorization property of the
spaces LcsðN; lNÞ; proved in [16]. Given ðxnÞnX1ALcsðN; lNÞ with jjðxnÞjjLcsðN;lNÞp1;
we have
0pxnxnALs
2
ðN; lNÞ:
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Then, by [16], Remark 3.7, there exists 0paALsðNÞ and a sequence of positive
contractions ynAN such that
xnxn ¼ ayna and jjajj2s sup
n
jjynjjN ¼ sup
n
xnxn



s
2
p1: ð23Þ
Furthermore, for all positive integers n
jxnj ¼ y
1
2
na:
Hence xn ¼ uny
1
2
na; where un is a partial isometry. Denoting uny
1
2
n by zn; we obtain
xn ¼ zna; sup
n
jjznjjNp1: ð24Þ
Using (24), the proof of the reverse inclusion reduces to the interpolation
result (8). &
Remark 3.8. Let e be a ﬁnite projection inN; as before. Applying Proposition 3.7,
together with the complementation result proved in Remark 3.6, we obtain,
isometrically,
½LcpðNe; lNÞ; LcqðNe; lNÞy ¼ LcsðNe; lNÞ;
1
s
¼ 1	 y
p
þ y
q
: ð25Þ
Lemma 3.9. For 2ppoqoN; the following contractive inclusion holds
LcqðM; lNÞDLcpðM; lNÞ:
Proof. This is a consequence of the aforementioned factorization property. As
explained in Proposition 3.7, given a sequence ðxnÞnX1ALcqðM; lNÞ with
jjðxnÞjjLcqðM;lNÞp1; there exist 0paALqðMÞ and a sequence of positive contractions
ynAM satisfying (23). Since M is a ﬁnite von Neumann algebra, it follows that
jjajjppjjajjq: Therefore
sup
n
xnxn




1=2
p
2
¼ jjajj2p sup
n
jjynjjNpjjajj2q sup
n
jjynjjN ¼ sup
n
xnxn




1=2
q
2
p1;
which proves that ðxnÞnX1ALcpðM; lNÞ; with jjðxnÞjjLcpðM;lNÞp1: &
We are now ready to give the proof of Proposition 3.4. We will assume in the
following that the predual of M is separable. This ensures the existence of a
separable s-weakly dense subalgebra X ofM: Following [22], for all positive integers
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n let Fn be the Hilbert C
-module generated by Mn and X : Denote by
CðMnÞCBðl2Þ#minMn the space of inﬁnite column matrices with entries from
Mn: Then, as proved in [16], there exists a right Mn-module isomorphism
un : Fn-CðMnÞ such that for all x; yAFn
unðyÞunðxÞ ¼ EnðyxÞ: ð26Þ
Moreover, for all 2pppN this extends to a contractive right Mn-module map
un :LpðMÞ-LpðMn; lc2Þ such that (26) holds for all xALpðMÞ; yALqðMÞ: An
argument involving the strong topology as in [16], Proposition 2.9, shows that un
extends furthermore to a contractive map un :M-CNðMnÞ; where CNðMnÞ ¼
C %#Mn; still satisfying (26) for all x; yAM: Here C denotes the column space of
Bðl2Þ; so CNðMnÞ consists of sequences ðxnÞnX1 with xnAMn such that
P
nX1 x

nxn
converges in the s-weak operator topology.
Proof of Proposition 3.4. Let N ¼M#Bðl2Þ: For 2ospN; deﬁne a map
F :Lcs MOðMÞ-LcsðN; lNÞ by
FðxÞ ¼ ðunðx 	 En	1ðxÞÞÞnX1:
The following computation shows that F yields an isometric embedding:
jjFðxÞjj2LcsðN;lNÞ ¼ supn unðx 	 En	1ðxÞÞ

unðx 	 En	1ðxÞÞ



s
2
¼ sup
n
Enð½x 	 En	1ðxÞ½x 	 En	1ðxÞÞ



s
2
¼ jjxjj2Lcs MOðMÞ: ð27Þ
Let e ¼ 1#e11AN; where 1 is unit of M and e11 is the matrix unit in Bðl2Þ with
e11ð1; 1Þ ¼ 1 and e11ði; jÞ ¼ 0; if ði; jÞað1; 1Þ: For all positive integers n and all xAFn;
we have by the deﬁnition of un
unðxÞ  e ¼ unðxÞ;
Together with (27), this yields the isometric embedding
FðLcs MOðMÞÞDLcsðNe; lNÞ:
By Remark 3.8 it follows that ½LcNðNe; lNÞ; LcpðNe; lNÞp
q
¼ LcqðNe; lNÞ: Therefore,
we obtain by interpolation that
jjF : ½BMOcðMÞ; Lcp MOðMÞp
q
-LcqðNe; lNÞjjp1:
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Furthermore, we will prove that
Fð½BMOcðMÞ; Lcp MOðMÞp
q
ÞDFðLcq MOðMÞÞ: ð28Þ
By [1], Theorem 4.2.2, the intersection of a compatible couple of Banach spaces is
dense in their interpolation space. Recall that by (16) we have the following
contractive inclusion
BMOcðMÞ-Lcp MOðMÞ ¼ BMOcðMÞDLcq MOðMÞ: ð29Þ
Therefore, if xABMOcðMÞ; then FðxÞAFðLcq MOðMÞÞ: Since the map F :Lcq
MOðMÞ-LcqðNe; lNÞ is an isometry, we have
jjxjjLcq MOðMÞ ¼ jjFðxÞjjLcqðNe;lNÞ
¼ jjFðxÞjjFð½BMOcðMÞ;Lcp MOðMÞp
q
Þ
p jjxjj½BMOðMÞ;Lcp MOðMÞp
q
:
By density, (28) is proved and, moreover, we have the isometric inclusion
½BMOcðMÞ; Lcp MOðMÞp
q
DLcq MOðMÞ:
Let 1
p
þ 1
p0 ¼ 1; 1q þ 1q0 ¼ 1: Note that the following contractive inclusion holds:
½Hc1ðMÞ; Hcp0 ðMÞp
q
DHcq0 ðMÞ: ð30Þ
Indeed, by the deﬁnition of the non-commutative Hardy spaces, for 1osoN the
map
d : Hcs ðMÞ-LsðM; lc2Þ
deﬁned by dðxÞ ¼ dx is an isometry. Hence, using (9), it follows by interpolation that
jjd : ½Hc1ðMÞ; Hcp0 ðMÞp
q
-Lq0 ðM; lc2Þjjp1:
Thus, for all xAHcp0 ðMÞDHcq0 ðMÞ we have
jjxjjHc
q0 ðMÞ
¼ jjdxjjLq0 ðM;lc2Þpjjxjj½Hc1ðMÞ;Hcp0 ðMÞp
q
:
By the aforementioned general complex interpolation result, Hcp0 ðMÞ ¼
Hc1ðMÞ-Hcp0 ðMÞ is dense in the interpolation space ½Hc1ðMÞ; Hcp0 ðMÞp
q
: Hence (30)
is proved. Since Hcp0 ðMÞ is reﬂexive, the equivalence theorem ([1], Theorem 4.3.1)
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applies. By taking duals in (30) and using (17) we then get the contractive inclusion
Lcq MOðMÞD½BMOcðMÞ; Lcp MOðMÞp
q
;
which completes the proof. &
Theorem 3.1 in the range 2opoqoN follows now by combining Proposition 3.4
with (17). By Lemma 3.2 the result extends to the full range 1ppoqoN:
Remark 3.10. The row version of Theorem 3.1 holds true, as well. More precisely,
for 1ppoqoN; we have with equivalent norms
½BMOrðMÞ; HrpðMÞp
q
¼ HrqðMÞ: ð31Þ
In order to prove this, note that by the deﬁnition of the space BMOrðMÞ; the map
x/x is an anti-linear isometry between BMOcðMÞ and BMOrðMÞ: Hence, we can
identify isometrically BMOrðMÞ with the conjugate space BMOcðMÞ: Similarly, for
1psoN; we identify isometrically Hrs ðMÞ with the conjugate space Hcs ðMÞ:
Furthermore, note that if ðA0; A1Þ is a compatible couple of Banach spaces and
0oyo1; then
½ %A0; %A1y ¼ ½A0; A1y: ð32Þ
The key point in the proof of (32) is the invariance of the strip S under conjugation,
i.e., if zAS; then %zAS: Combining Theorem 3.1 with (32) yields (31).
Theorem 3.11. Let X be either LNðMÞ or BMOðMÞ; and Y be either L1ðMÞ or
H1ðMÞ: If 1opoN; then, with equivalent norms,
½X ; Y 1
p
¼ LpðMÞ: ð33Þ
Proof. Case 1: Let Y ¼ L1ðMÞ: If X ¼ LNðMÞ; the conclusion follows from (8). Let
X ¼ BMOðMÞ: Assume ﬁrst that 2ppoN: Using the square function inequalities
(1), Theorem 3.1 and Remark 3.10, we obtain
½BMOðMÞ; L2ðMÞ2
p
¼ ½BMOðMÞ; H2ðMÞ2
p
DHcpðMÞ-HrpðMÞ
¼HpðMÞ ¼ LpðMÞ:
The reverse inclusion is immediate, since
LpðMÞ ¼ ½LNðMÞ; L2ðMÞ2
p
D½BMOðMÞ; L2ðMÞ2
p
:
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Therefore, we obtain
A2 ¼ LpðMÞ ¼ ½BMOðMÞ; L2ðMÞ2
p
¼ ½A1; A32
p
:
Moreover, if f ¼ p	2
2ðp	1Þ; then we have
A3 ¼ L2ðMÞ ¼ ½LpðMÞ; L1ðMÞf ¼ ½A2; A4f:
An application of Wolff’s theorem shows that
A2 ¼ LpðMÞ ¼ ½A1; A4z ¼ ½BMOðMÞ; L1ðMÞz;
where z ¼ 1
p
and (33) is proved. If 1ppo2; then, setting x ¼ 2
p
	 1; it follows by the
reiteration theorem ([1], Theorem 4.6.1) that
Lp ¼ ½L2; L1x
¼ ½½BMOðMÞ; L1ðMÞ1
2
; ½BMOðMÞ; L1ðMÞ1x
¼ ½BMOðMÞ; L1ðMÞ1þx
2
:
Case 2: Y ¼ H1ðMÞ: Let 1oqopoN; 1p þ 1p0 ¼ 1; 1q þ 1q0 ¼ 1: We will ﬁrst show
that
½H1ðMÞ; LpðMÞp0
q0
¼ LqðMÞ: ð34Þ
Indeed, by the Corollary in the Appendix of [27] (see also the Remark to it in [19]),
we have H1ðMÞDL1ðMÞ: Hence
½H1ðMÞ; LpðMÞp0
q0
D½L1ðMÞ; LpðMÞp0
q0
¼ LqðMÞ: ð35Þ
Observe that L1ðMÞ-LpðMÞ ¼ LpðMÞ is dense in LqðMÞ; since by deﬁnition mt is
dense in both. Therefore, by passing to the duals in (35) (and using the equivalence
theorem ([1], Theorem 4.3.1)) we get
Lq0 ðMÞ ¼ ðLqðMÞÞDð½H1ðMÞ; LpðMÞp0
q0
Þ ¼ ½BMOðMÞ; Lp0 ðMÞp0
q0
: ð36Þ
By Case 1 and the reiteration theorem it follows that the inclusion in (36) is, in fact,
equality. Together with (35), this yields (34). In order to prove (33) we will apply
Wolff’s interpolation theorem. Indeed, we have
A2 ¼ LpðMÞ ¼ ½X ; LqðMÞq
p
¼ ½A1; A3q
p
:
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If X ¼ BMOðMÞ this follows from Case 1 and the reiteration theorem, while the
case X ¼ LNðMÞ follows from (8). By (34) it follows that
A3 ¼ LqðMÞ ¼ ½LpðMÞ; H1ðMÞ
1	p
0
q0
¼ ½A2; A4
1	p
0
q0
:
Note that A1-A4 ¼ X-H1ðMÞ is dense in both A2 ¼ LpðMÞ and A3 ¼ LqðMÞ;
since mtDLNðMÞDX-H1ðMÞ; and mt is dense in both LpðMÞ and LqðMÞ: An
application of Wolff’s interpolation theorem yields (33) and the proof is
complete. &
Remark 3.12. By the reiteration theorem it follows that for 1ppoqoN; we have
with equivalent norms,
½BMOðMÞ; LpðMÞp
q
¼ LqðMÞ: ð37Þ
4. Complements
In this section, we consider another sometimes useful method of interpolation,
namely the real method. We refer to [1] for details and the connection with the
complex method. Recall that the non-commutative Lp-spaces associated with
a semiﬁnite von Neumann algebra form an interpolation scale with respect to the
real method. More precisely (see, e.g., [30]), for 1pp0; p1; ppN and 0oyo1 with
1
p
¼ 1	y
p0
þ y
p1
; we have with equivalent norms
LpðM; tÞ ¼ ½Lp0ðM; tÞ; Lp1ðM; tÞy;p: ð38Þ
We will ﬁrst show that the main result of the previous section remains true for the
real method of interpolation.
Theorem 4.1. Let 1ppoqoN: Then, with equivalent norms,
½BMOcðMÞ; HcpðMÞp
q
;q
¼ HcqðMÞ:
Proof. For 1ov; s; qoN and 0oZo1 such that 1
q
¼ 1	Z
v
þ Z
s
; we have with equivalent
norms
½Hcv ðMÞ; Hcs ðMÞZ;q ¼ HcqðMÞ: ð39Þ
Indeed, for 1opoN the space HcpðMÞ is complemented in LpðM; lc2Þ via Stein’s
projection. Furthermore, as already mentioned in the preliminaries (see also [19]),
LpðM; lc2Þ is a 1-complemented subspace of LpðM#Bðl2ÞÞ: Thus, we conclude from
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(38) that we have with equivalent norms
½LvðM; lc2Þ; LsðM; lc2ÞZ;q ¼ LqðM; lc2Þ;
which in turn, by complementation, yields (39). Now let 1ppoqoN and denote
y ¼ p
q
: Consider 0oy0oy2o1; and set y1 ¼ y	 y0: There exists 0oZo1 such that
y ¼ ð1	 ZÞy0 þ Zy1: ð40Þ
By Theorem 4.7.2 of [1] on the connection between the real and complex method of
interpolation, we obtain
½BMOcðMÞ; HcpðMÞy;q ¼ ½½BMOcðMÞ; HcpðMÞy0 ; ½BMOcðMÞ; HcpðMÞy1 Z;q:
Applying Theorem 3.1, we then get
½Hcp
y0
ðMÞ; Hcp
y1
ðMÞZ;q ¼ ½BMOcðMÞ; HcpðMÞy;q:
Observe that by (40) we have
1
q
¼ 1	 Zp
y0
þ Zp
y1
:
An application of (39) yields the conclusion of the theorem. &
Remark 4.2. Note that the row version of Theorem 4.1 holds true, as well. Namely,
if 1ppoqoN; then, with equivalent norms,
½BMOrðMÞ; HrpðMÞp
q
;q
¼ HrqðMÞ: ð41Þ
Furthermore, we can show that the non-commutative Lorentz spaces Lp;qðM; tÞ
can be obtained by real interpolation between non-commutative BMO and non-
commutative Lp spaces, respectively Hardy spaces. For the corresponding results in
the classical setting, we refer the reader to Weisz [39]. We ﬁrst recall some deﬁnitions.
Let x be a t-measurable operator. Following Fack and Kosaki [9], the tth singular
number of x is
mtðxÞ ¼ inffjjxejj : e is a projection in M; tð1	 eÞptg:
Recall that ifM ¼ LNðð0;NÞ; mÞ; where m is the Lebesgue measure on ð0;NÞ; and
xAM then the map t/mtðxÞ is exactly the decreasing rearrangement of the function
jxj (see [8]). Following the general scheme of symmetric operator spaces associated to
ðM; tÞ and a rearrangement invariant Banach function space developed in [5,6], the
non-commutative Lorentz spaces are deﬁned as
Lp;qðM; tÞ ¼ fxAL0ðMÞ: mðxÞALp;qðð0;NÞ; mÞg; jjxjjLp;qðM;tÞ ¼ jjmðxÞjjp;q:
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The formula describing the K-functional for the interpolation couple ðM; L1ðM; tÞÞ
(see [30], Corollary 2.3), shows that, with equivalent norms,
Lp;qðM; tÞ ¼ ½M; L1ðM; tÞ1
p
;q
: ð42Þ
We refer the reader to Randrianantoanina [31] and Xu [41] for more details on the
non-commutative Lorentz spaces.
Theorem 4.3. Let X be either LNðMÞ or BMOðMÞ; and Y be either L1ðMÞ or
H1ðMÞ: If 1opoN and 1pspN; then, with equivalent norms,
½X ; Y 1
p
;s
¼ Lp;sðMÞ: ð43Þ
Proof. Let 1pp1opop2oN and 1ptpN: There exists 0oZo1 such that
1
p
¼ 1	 Z
p1
þ Z
p2
:
Then, by Theorem 4.7.2 of [41] and Theorem 3.11 we have with equivalent norms
½X ; Y 1
p
;s
¼ ½½X ; Y  1
p1
; ½X ; Y  1
p2
Z;s
¼ ½Lp1ðMÞ; Lp2ðMÞZ;s: ð44Þ
An application of (42) together with the reiteration theorem for the real method of
interpolation yields the conclusion. &
In the remainder of this section we will show that all the interpolation results
between non-commutative BMO and non-commutative Lp-spaces hold in the
category of operator spaces. We refer to Effros and Ruan [7] and Pisier [28] for
details on operator spaces and completely bounded maps. We shall brieﬂy recall
some deﬁnitions. A (concrete) operator space on a Hilbert space H is a norm closed
linear subspace E of BðHÞ: For all positive integers m; the natural inclusion
MmðEÞDMmðBðHÞÞ ¼ BðHmÞ
induces a norm jj  jjm on MmðEÞ: Ruan [33] gave an abstract characterization of
operator spaces in terms of their matrix norms. Namely, an (abstract) operator space
is a vector space E equipped with matrix norms jj  jjm on MmðEÞ; for each positive
integer m; satisfying
jjx"yjjmþn ¼ maxfjjxjjm; jjyjjng; jjaxbjjmpjjajj jjxjjmjjbjj; ð45Þ
for all xAMmðEÞ; yAMnðEÞ and a; bAMmðCÞ: The morphisms in the category of
operator spaces are completely bounded maps. Given a linear map between two
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operator spaces f : E0-E1; deﬁne fm :MmðE0Þ-MmðE1Þ by
fmð½vij Þ ¼ ½fðvijÞ;
for all ½vij mi;j¼1AMmðE0Þ: Let jjfjjcb ¼ supfjjfmjj: mANg: The map f is called
completely bounded if jjfjjcboN; and f is called completely isometric if all fm are
isometries. The space of all completely bounded maps from E0 to E1 is denoted by
CBðE0; E1Þ: It turns out that CBðE0; E1Þ is an operator space with matrix norms
deﬁned by
MmðCBðE0; E1ÞÞ ¼ CBðE0; MmðE1ÞÞ
for all positive integers m: The dual of an operator space E is, again, an operator
space E ¼ CBðE;CÞ: If S is a closed subspace of E; then both S and E=S are
operator spaces; S is equipped with the induced operator space structure from E;
while on E=S the matrix norms are deﬁned by MmðE=SÞ ¼ MmðEÞ=MmðSÞ for all
positive integers m: Let ðE0; E1Þ be a compatible couple of operator spaces.
Following Xu [42], we equip the space E0 þ E1 with the Banach space norm
jjxjjE0þE1 ¼ inffmaxfjx0jjE0 ; jjx1jjE1g : x ¼ x0 þ x1; x0AE0; x1AE1g: ð46Þ
Let us also recall the spaces
E0"pE1 ¼fx ¼ ðx0; x1ÞAE0"E1: jjxjjp ¼ ðjjxjjpE0 þ jjx1jj
p
E1
Þ1=pg; 1ppoN;
E0"NE1 ¼fx ¼ ðx0; x1ÞAE0"E1: jjxjjN ¼ maxfjjxjjE0 ; jjx1jjE1gg:
As observed in [26], E0"NE1 is an operator space with matrix norms deﬁned by
MmðE0"NE1Þ ¼ MmðE0Þ"NMmðE1Þ; ð47Þ
for all positive integers m; while the isometric embedding
MmðE0"1E1Þ+CBðE0"NE1 ; MmðCÞ ¼ MmðE0"NE1Þ ¼ MmððE0"1E1ÞÞ
induces an operator space structure on E0"1E1: For 1opoN; E0"pE1 is equipped
with the operator space structure given by the isometric identiﬁcation
E0"pE1 ¼ lpðfE0; E1gÞ;
where lpðfE0; E1gÞ is the lp-direct sum of E0 and E1: Furthermore, note that E0-E1
can be identiﬁed with the diagonal D ¼ fðx; xÞAE0"E1g of E0"NE1; while E0 þ
E1 ¼ E0"NE1=N; where N ¼ fðx0; x1ÞAE0"E1: x0 þ x1 ¼ 0g: These identiﬁca-
tions are used to equip E0-E1 and, respectively, E0 þ E1 with appropriate operator
space matrix norms. Following the notations in [42], let DpðE0; E1Þ be DðE0; E1Þ
regarded as a subspace of E0"pE1; and, respectively, let NpðE0; E1Þ be NðE0; E1Þ
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regarded as a subspace of E0"pE1: Finally, let E0 þp E1 be identiﬁed with the
quotient space E0"pE1=NpðE0; E1Þ: Following Pisier [26], for 0oyo1; we endow
the interpolation space ½E0; E1y with a canonical operator space structure by
deﬁning for all positive integers m;
Mmð½E0; E1yÞ ¼ ½MmðE0Þ; MmðE1Þy: ð48Þ
In [42] Xu developed the real interpolation theory for operator spaces and
established connections with the complex method. Given any compatible couple of
operator spaces ðE0; E1Þ; four different operator space structures corresponding to
the (discrete) K- and J-methods are introduced and shown that they are all
equivalent. Moreover, it is proved in [42], Theorem 5.4(ii), that for 1pppN and
0oy0; y1; y; Zo1 such that y0ay1 and y ¼ ð1	 ZÞy0 þ Zy1; the following holds with
completely equivalent norms
½½E0; E1y0 ; ½E0; E1y1 Z;p ¼ ½E0; E1y;p: ð49Þ
We will ﬁrst describe the operator space structure of BMOcðMÞ: For all positive
integers m; consider on the algebra Mm#M the natural ﬁltration ðMm#MnÞnX1:
Deﬁne
MmðBMOcðMÞÞ ¼ BMOcðMm#MÞ: ð50Þ
Note that the above matrix norms satisfy the Ruan axioms (45), hence determine an
operator space structure on BMOcðMÞ: Indeed, from the proof of Proposition 3.4
we will obtain a concrete realization of BMOcðMÞ as an operator space with this
natural structure.
Proposition 4.4. Let N ¼M#Bðl2Þ: The map F : BMOcðMÞ-lNðNÞ; defined by
FðxÞ ¼ ðunðx 	 En	1ðxÞÞÞnX1 ð51Þ
is a complete isometry.
Proof. We will prove that for all positive integers m and all x ¼ ½xij AMmðMÞ we
have
jjðIdMm#FÞðxÞjjMmðlNðNÞÞ ¼ jjxjjBMOcðMm#MÞ:
For all positive integers n; let En ¼ IdMm#En: Then clearly En : MmðMÞ-MmðMnÞ is
the unique trace-preserving conditional expectation onto MmðMnÞ ¼ Mm#Mn:
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Therefore, we obtain
jjðIdMm#FÞðxÞjj2MmðlNðNÞÞ ¼ jj½FðxijÞjj
2
MmðlNðNÞÞ
¼ sup
n
jj½unðxij 	 En	1ðxijÞÞunðxij 	 En	1ðxijÞÞij jj2MmðCNðMnÞÞ
¼ sup
n
Xm
k¼1
unðxki 	 En	1ðxkiÞÞunðxkj 	 En	1ðxkjÞÞ
" #
ij




MmðMÞ
¼ sup
n
Xm
k¼1
Enð½xki 	 En	1ðxkiÞ½xkj 	 En	1ðxkjÞÞ
" #
ij




MmðMÞ
¼ sup
n
jjEnð½x 	 En	1ðxÞ½x 	 En	1ðxÞÞjjMmðMÞ
¼ jjxjj2BMOcðMm#MÞ: &
Remark 4.5. We endow BMOrðMÞ with a natural operator space structure by
deﬁning for all positive integers m
MmðBMOrðMÞÞ ¼ BMOrðMm#MÞ: ð52Þ
With similar arguments, we obtain a concrete realization of BMOrðMÞ as an
operator space with this natural structure. More precisely, one can show that the
map C : BMOrðMÞ-lNðNÞ; given by
CðxÞ ¼ ðunðx 	 En	1ðxÞÞÞnX1
is a complete isometry. We equip BMOðMÞ with the operator space structure of the
intersection space BMOcðMÞ-BMOrðMÞ: Then, by (50), (52), and (47) it follows
that for all positive integers m we have isometrically
MmðBMOðMÞÞ ¼ BMOðMm#MÞ: ð53Þ
We now turn to the description of the appropriate operator space matrix norms on
the non-commutative Lp-spaces. We will use Pisier’s interpolation construction (48).
The space LNðMÞ ¼M carries a natural operator space structure, sinceM is a C-
algebra. We want to describe the operator space structure on L1ðM; tÞ keeping the
trace duality pairing (4). In order to do this, we have to consider the opposite von
Neumann algebra Mop; as explained in [18]. Recall that as a vector space this is
simply M; endowed instead with the reversed multiplication x3y ¼ yx; for all
x; yAM: Note that Mop carries a natural operator space structure, with matrix
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norms deﬁned for all positive integers m by
jj½xij jjMmðMopÞ ¼ jj½xjijjMmðMÞ: ð54Þ
Following Junge and Ruan [18], we deﬁne
L1ðM; tÞDðMopÞ:
The identiﬁcation is given by the complete isometry
xAL1ðM; tÞ/txAðMopÞ;
where txðyÞ ¼ tðxyÞ; for all yAMop:
For 1opoN deﬁne
MmðLpðM; tÞÞ ¼ ½MmðMÞ; MmðL1ðM; tÞÞ1
p
ð55Þ
for all positive integers m: These matrix norms verify the Ruan axioms (45), hence
determine the natural operator space structure on LpðM; tÞ:
Recall that for an operator space E; Pisier [27] constructed by interpolation the
operator spaces Sp½E; respectively Smp ½E; for all 1pppN and all positive integers
m: These spaces can also be expressed in terms of the Haagerup tensor product. We
refer the reader to [27] for details.
Remark 4.6. The duality Mm ¼ Sm1 is given by the following parallel duality bracket:
/½bij; ½aijS ¼
Xm
i;j¼1
bijaij ¼ trðbaopÞ:
By properties of the projective tensor product (see [7, Proposition 7.1.6] for details),
if E is an operator space, then the following completely isometric identiﬁcation holds
under the above parallel duality bracket
MmðEÞ ¼ ðSm1 ½EÞ: ð56Þ
Lemma 4.7. If 1pppN and m is a positive integer, the following Fubini-type theorem
holds isometrically:
Smp ½LpðM; tÞ ¼ LpðMm#M; tr#tÞ: ð57Þ
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Proof. For all x ¼ ½xij mi;j¼1ASm1 ½L1ðM; tÞ we have
jj½xijjjSm
1
½L1ðM;tÞ ¼ sup
Xm
i;j¼1
/xij ; yijS: jj½yij jjMmðMopÞp1
( )
¼ sup
Xm
i;j¼1
tðxijyijÞ: jj½yijjjMmðMopÞp1
( )
¼ sup
Xm
i;j¼1
tðxijzjiÞ: jj½zij jjMmðMÞp1
( )
¼ supfðtr#tÞðx  zÞ: jj½zij jjMmðMÞp1g
¼ jj½xijjjL1ðMm#M;tr#tÞ:
This proves (57) for p ¼ 1: For p ¼N the statement is clearly true. By Corollary 1.4
in [28], interpolation yields (57) for all 1pppN: &
Remark 4.8. The identity map I :M+L1ðM; tÞ is a complete contraction. Indeed,
we have
jjI jjcb ¼ sup
m
sup
jjajjSm
2
;jjbjjSm
2
p1
jjMab#I : MmðMÞ-Sm1 ½L1ðM; tÞjj:
By Lemma 4.7, Sm1 ½L1ðM; tÞ ¼ L1ðMm#M; tr#tÞ: So, for all xAMmðMÞ
jjða#1Þ  x  ðb#1ÞjjL1ðMm#M;tr#tÞpjja#1jjL2ðMm#MÞjjb#1jjL2ðMm#MÞjjxjjMmðMÞ
¼ ððtr#tÞðaa#1ÞÞ12ððtr#tÞðbb#1ÞÞ12jjxjjMmðMÞ
¼ ðtrðaaÞÞ12ðtrðbbÞÞ12jjxjjMmðMÞ
¼ jjajjSm
2
jjbjjSm
2
jjxjjMmðMÞ
pjjxjjMmðMÞ: &
Remark 4.9. Using (42), we endow the non-commutative Lorentz spaces with
operator space matrix norms obtained by interpolation. By the reiteration result
(49), if 1pp0; p1; p; qpN and 0oyo1 with 1p ¼ 1	yp0 þ yp1; then, with completely
equivalent norms,
Lp;qðM; tÞ ¼ ½Lp0ðM; tÞ; Lp1ðM; tÞy;q: ð58Þ
ARTICLE IN PRESS
M. Musat / Journal of Functional Analysis 202 (2003) 195–225 219
Following deﬁnition (11), we endow HcpðMÞ with the induced operator space
structure of the column subspace of LpðM#Bðl2ÞÞ: Similarly we endow HrpðMÞ with
the induced operator space structure of the row subspace of LpðM#Bðl2ÞÞ: Then,
by the deﬁnitions (12), according to whether 1ppo2; or pX2; HpðMÞ is equipped
with the operator space structure of the intersection of HcpðMÞ and HrpðMÞ;
respectively of their sum. We shall also introduce the following spaces:
H˜pðMÞ ¼HcpðMÞ-p H
r
pðMÞ if pX2;
H˜pðMÞ ¼HcpðMÞ þp HrpðMÞ if 1ppo2:
Then, for all 1ppoN; H˜pðMÞ is an operator space completely isomorphic to
HpðMÞ: Indeed, since for any a; bX0;
maxfa; bgpðap þ bpÞ
1
pp2
1
pmaxfa; bg
we obtain the following estimates:
dcbðHcpðMÞ-HrpðMÞ; HcpðMÞ-p H
r
pðMÞÞp2
1
p; ð59Þ
dcbðHcpðMÞ þ HrpðMÞ; HcpðMÞ þp HrpðMÞÞp2
1þ1
p: ð60Þ
The additional factor of 2 in (60) comes from the fact that the norm on the sum of
spaces HcpðMÞ þ HrpðMÞ was deﬁned using (6) and not the equivalent norm given
by (46).
Remark 4.10. Let ðE; FÞ be a compatible couple of operator spaces. If 1pppN and
m is a positive integer, then, as a special case of (9) in [28] we obtain the isometry
Smp ½E"pF  ¼ Smp ½E"pSmp ½F : ð61Þ
Proposition 4.11. If 1ppoN and m is a positive integer, then, with equivalent norms,
Smp ½HpðMÞ ¼ HpðMm#MÞ: ð62Þ
Proof. We will ﬁrst prove that we have isometrically
Smp ½HcpðMÞ ¼ HcpðMm#MÞ: ð63Þ
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By the injectivity of Pisier’s non-commutative vector-valued Lp-spaces and Lemma
4.7, we obtain the isometric inclusion
Smp ½HcpðMÞDSmp ½LpðM#Bðl2ÞÞ ¼ LpðMm#M#Bðl2ÞÞ:
Recall that by deﬁnition HcpðMm#MÞ consists of all LpðMm#MÞ-martingales x
such that
ðEnðxÞ 	 En	1ðxÞÞnX1ALpðMm#M; lc2ÞDLpðMm#M#Bðl2ÞÞ;
where En ¼ IdMm#En; nX1: Formula (63) follows then from the fact that for all
x ¼ ½xij AMmðMÞ and all nX1;
½EnðxijÞmi;j¼1 ¼ EnðxÞ:
Similarly, the row version result holds isometrically, i.e.,
Smp ½HrpðMÞ ¼ HrpðMm#MÞ: ð64Þ
If 2ppoN; then, as a consequence of (61) and the injectivity of the non-
commutative Lp-spaces, together with (63) and (64), it follows that, isometrically,
Smp ½H˜pðMÞ ¼Smp ½HcpðMÞ-p H
r
pðMÞ
¼Smp ½HcpðMÞ-p S
m
p ½HrpðMÞ
¼HcpðMm#MÞ-p H
r
pðMm#MÞ
¼ H˜pðMm#MÞ:
Moreover, by (59) it follows that dcbðSmp ½HpðMÞ; HpðMm#MÞÞp2
1
p:
If 1ppo2; then, by (61), the projective property of the non-commutative
Lp-spaces, together with (63) and (64) it follows that, isometrically,
Smp ½H˜pðMÞ ¼Sp½½HcpðMÞ"pHrpðMÞ=NpðHcpðMÞ; HrpðMÞÞ
¼Smp ½HcpðMÞ"pHrpðMÞ=Smp ½NpðHcpðMÞ; HrpðMÞÞ
¼ ðSmp ½HcpðMÞ"pSmp ½HrpðMÞÞ=Smp ½NpðHcpðMÞ; HrpðMÞÞ
¼ ðHcpðMm#MÞ"pHrpðMm#MÞÞ=Smp ½NpðHcpðMÞ; HrpðMÞÞ
¼ ðHcpðMm#MÞ"pHrpðMm#MÞÞ=NpðHcpðMm#MÞ; HrpðMm#MÞÞ
¼ H˜pðMm#MÞ:
Moreover, by (60) we obtain the estimate dcbðSmp ½HpðMÞ; HpðMm#MÞÞp2
1þ1
p: &
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Remark 4.12. We have with completely equivalent norms
BMOðMÞ ¼ H1ðMÞ : ð65Þ
Note that in proving the duality between the non-commutative BMO and non-
commutative Hardy space H1; Pisier and Xu ([27, Appendix]) used the duality
bracket /x; yS ¼ tðyxÞ: By (53), Pisier and Xu’s duality result, and Proposition
4.11, we have for all positive integers m
MmðBMOðMÞÞ ¼BMOðMm#MÞ
¼H1ðMm#MÞ
¼Sm1 ½H1ðMÞ

: ð66Þ
Using the deﬁnition of the operator space structure of the conjugate space (see [29])
and properties of the Haagerup tensor product (see [28, Theorem 1.5]), we see that,
isometrically,
Sm1 ½H1ðMÞ ¼ Sm1 ½H1ðMÞ ¼ Sm1 ½H1ðMÞ:
By (56) we have the completely isometric identiﬁcation
ðSm1 ½H1ðMÞÞ ¼ MmðH1ðMÞ
Þ;
which, together with (66), completes the proof of (65).
Theorem 4.13. Let X be either LNðMÞ or BMOðMÞ; and Y be either L1ðMÞ or
H1ðMÞ: If 1opoN; then, with completely equivalent norms,
½X ; Y 1
p
¼ LpðMÞ: ð67Þ
Proof. By [28], Lemma 1.7, it is enough to prove that for all positive integers m we
have with equivalent norms
Smp ½½X ; Y 1
q
 ¼ Smp ½LpðM:
By [28], Corollary 1.4, applied for p0 ¼N; p1 ¼ 1; py ¼ p; y ¼ 1q; we have
Smp ½½X ; Y 1
q
 ¼ ½MmðXÞ; Sm1 ½Y 1
q
:
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Let X ¼ BMOðMÞ and Y ¼ H1ðMÞ: By (53), Proposition 4.11, Theorem 3.11 and
Lemma 4.7 we obtain
½MmðBMOðMÞÞ; Sm1 ½H1ðMÞ1
p
¼ ½BMOðMm#MÞ; H1ðMm#MÞ1
p
¼LpðMm#MÞ
¼Smp ½LpðMÞ:
All the other cases follow with similar arguments. &
Theorem 4.14. Let X be either LNðMÞ or BMOðMÞ; and Y be either L1ðMÞ or
H1ðMÞ: If 1ppoqoN and 1pspN; then, with completely equivalent norms,
½X ; Y 1
p
;s
¼ Lp;sðMÞ:
Proof. Let 1op1opop2oN: There exists 0oZo1 such that
1
p
¼ 1	 Z
p1
þ Z
p2
:
By (49), Theorem 4.13 and (58) we obtain with completely equivalent norms,
½X ; Y 1
p
;s
¼ ½½X ; Y  1
p1
; ½X ; Y  1
p2
Z;s
¼ ½Lp1ðMÞ; Lp2ðMÞZ;s
¼Lp;sðMÞ: &
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