Abstract. The intensity of upcrossings of a level u by a Laplace Moving Average (LMA) process is estimated by means of a saddlepoint approximation of Rice's formula. The LMA-process is defined by power spectral density, skewness and kurtosis parameters. The method is illustrated by measurements of sea elevation and stresses in a vessel.
INTRODUCTION
In offshore engineering, one of the dominant sources of uncertainties is related to environmental loads. Important characterisation of such loads is the number of times a load upcrosses a level u during the interval of time [0, T ], denoted by N T (u). The expected value E[N T (u)] is an important parameter used in design values and evaluation of safety levels for structures exposed for environmental loads. Let us denote a load by Y (t), t ∈ [0, T ]. In this note we discuss the computation of E[N T (u)] for Non-Gaussian process Y (t), called Laplace Moving Average, defined in Section 2. We assume that Y (t) is stationary and almost surely continuously differentiable, then E[N T (u)] = T µ(u), where µ(u) is the intensity of u-upcrossings given by the celebrated Rice's formula: For proof of this theorem, see Brillinger [10] or Zahle [11] . Under more restrictive assumptions, see Marcus [7] , Rice's formula (1.1) is true for a fixed level u. Examples of relevant applications of µ(u) are:
Theorem 1. If the process Y (t) is a.s. differentiable, then the expected number of times the process Y (t) crosses u in the upward direction µ(u) is
• To bound the distribution of the maximal load (highest wave crest or maximum response),
is the sea surface elevation -during a specified interval of time T . The distribution of M T can be bounded as follows
• To model the ageing process in materials (fatigue analysis); as damage accumulates with a rate depending both on the frequency and the magnitude of the sea waves. As shown in Rychlik [9] the damage rate d can be bounded by
with equality when u tends to infinity. Here constants c, β are suitable dependent material.
• To define a transformed Gaussian process which is then used to model sea waves; see Johannesson et al. [12] for more details.
The Gaussian processes are extensively studied and many results (tools) are available. For example, if Y (t) is a zero mean Gaussian process, (1.1) is an explicit form, viz.
However, in many cases the departure from Gaussianity cannot be neglected. In this article we will focus on wave loads, see in Section 4. In the literature, Stokes waves are often used to describe the non-linear behaviour of waves. These are defined by means of a spectrum and some physical modelling. In this approach the sea surface is expressed as a second-order Volterra series of Gaussian processes. Here we will use the LMA-process to model the wave loads. The LMA-process will have both a "correct" correlation structure, skewness and kurtosis. However, contrary to Gaussian processes, now (1.1) cannot be computed in an explicit form. In the literature, one can find different methods and tools to estimate Rice's formula in the case of a second-order Volterra series (Stokes waves), see Naess [5] , Machado [4] , or Breitung [13] and the asymptotic expansion method of Hagberg [8] .
In this article we will in particular focus on the saddlepoint approximation proposed in Machado et al. [3] and adapt it to an LMA case. The method uses the cumulant generating function, see Section 3. The accuracy of the proposed approach is shown in Section 4.
LAPLACE MOVING AVERAGE
A short overview of the Generalized Laplace Laws and some essential properties of the Laplace moving average will be given here, see Kotz et al. [2] for more details on this subject. Following [2] , the generalized Laplace laws are described by their characteristic functions, and, in the one dimensional case, are given by
where µ ∈ R and σ > 0. We use L(µ, σ, ν) for the above-defined distribution with the standard values of the parameters: µ = 0 (symmetric case), scale σ = 1, and shape ν = 1. By default, if any of the parameters are dropped from the notation they are assumed to be set to their standard value. 
Following [2] we can define the process referred as a Laplace Moving Average by
Since the scaling of the kernel function f can be equivalently expressed by the corresponding scaling parameter ν, we always assume that f is scaled so that f 2 = 1. The next result lists basic facts about this class of second-order processes. Here and in what follows, the Fourier transform is defined by 
and more generally its finite dimensional distribution of
where f t (x) = (f t 1 (x), . . . , f tn (x)) is the vector of the kernel function.
wheref (x) = f (−x) and * denotes the convolution operator. (3) In R, the spectral density R(ω) of Y (t) is given by
2π .
In particular, if f is symmetric, then
SADDLEPOINT METHOD
If the kernel function is differentiable then the derivative of the processẎ (t) exists and the expected number of times the process Y (t) crosses u in the upward direction µ(u), is given by the Rice formula (1.1). Daniels [6] introduces the saddlepoint approximation as a formula to approximate the probability density function from the cumulant generating function. In Machado et al. [3] the method is used to derive an approximation of µ(u). As mentioned before, the saddlepoint method is for using the cumulant generating function
where φ Y (0),Ẏ (0) is the joint characteristic function of Y (0) andẎ (0). Following [3] , for the symmetrical cumulant generating function K(s, t) in t, i.e. K(s, t) = K(s, −t), one has the following expression for the approximation of the mean upcrossing intensity µ(u)
where
and s t satisfies K 1 (s t , t) = u. Here
andf (u) is the saddlepoint approximation for the density of Y (0) given by
Consider Y (t) as an LMA-process defined as in (2.1). Since
By (1), in Theorem 2, we show that
where r(x; s, t)
Hence the cumulant generating function is given by
It is easy to show that K(s, t) = K(s, −t) and hence one can apply (3.1) to approximate µ(u).
NUMERICAL EXAMPLES
In this section we will illustrate the accuracy of the saddlepoint approximation of the upcrossing intensity µ(u) for LMA-processes. Two typical signals for offshore engineering will be considered; the sea surface elevation measured at a fixed location and the stresses in a vessel. The two signals will be modelled by means of Gaussian and LMA processes. For two models, the intensity of the upcrossings will be computed and will be compared with the observed upcrossings in the signals. Note that for a zero-mean stationary Gaussian process the number of times the process crosses the level u in the upward direction per time units is given by the algebraic form (1.2).
4.1. Measured sea level. Let consider forty minutes measurements of sea surface elevation at a fixed location (see Figure 2 left plot) . This is a slightly non Gaussian signal having kurtosis equal to 3.1732 and skewness equal to 0.2546, which are typical values for this type of signals. Often Gaussian process would be used to describe the signal. Let us assume Y (t) as being an LMA. The process Y (t) is defined by mean, variance, skewness, kurtosis and the kernel function f (t) (see Figure  3 , left plot). Note that f (t) is not uniquely defined by p.s.d. We choose the symmetrical and normed kernel given by (2.2). Parameters of the Laplace Motion, see Definition 1, are computed following Åberg et al. [1] , using observed values of variance, skewness and kurtosis. In Figure 3 (right plot), the observed intensity of the upcrossings (irregular solid line) is compared with the theoretical intensity of the upcrossings computed for the Gaussian process (dashed line) and saddlepoint approximation µ sd (u) of the intensity of th upcrossings for the LMA. We see that the observed intensity of the upcrossings and µ sd (u) are very close. The intensity of the upcrossings computed for the Gaussian process is less accurate.
Measured Stresses.
The second example is the thirty-minute measured stresses in the after section of a container ship (see Figure 4 , left plot). Here the kurtosis is equal to 7.6572 and the skewness is equal to 1.1219. Obviously, this signal is not a realisation of a Gaussian process. Again, the LMA process will be used to model the variability of the signal. Similarly as in Section 4.1, we estimated the four parameters of the LMA and computed the kernel function (see Figure 5 , left plot) as in (2.2). In Figure 4 (right plot), we can see that the power spectral density has more peaks than the p.s.d. shown in Figure 2 . These are caused by resonances of the structure. In Figure 5 (right plot), the irregular solid line is the observed intensity of the upcrossings and the regular line is µ sd (u)). Again, the agreement between the observed intensity of the upcrossings and µ sd (u) is excellent. For comparison, upcrossings for a Gaussian process having the p.s.d. is shown in Figure 5 , also as a dashed line. We can see that the Gaussian model cannot be used here.
CONCLUSION
In this paper we have shown that the intensity of the upcrossings of Non-Gaussian signals could be accurately estimated by means of the theoretical intensity of the upcrossings of LMA models. We have also demonstrated that the saddlepoint method can be used to approximate µ(u) for high values of u.
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