The objective of this work is to formulate the solution to a model predictive control design problem involving nonlinear system dynamics, nonlinear state and control constraints, and parametric plant uncertainties, as an optimization problem that has the potential to be solved in near real-time. A convex relaxation of the problem that is suitable for fast numerical computation is derived in this paper. Affine approximations over small trust regions are used to address the nonlinearities. Min-Max formulation is used to address the uncertainty in the plant dynamic models. The paper first illustrates the approaches for handling nonlinear effects and plant uncertainties separately using numerical examples. A combined formulation that can accommodate nonlinearity and plant uncertainties together is formulated later. The robust-nonlinear model predictive controller is tested on nonlinear dynamic system representing the rigid body angular velocity dynamics with uncertain moment of inertia parameters. Monte-Carlo simulations conducted to verify the robustness indicate that errors resulting from the robust-nonlinear formulations are significantly better than those obtained with the nonlinear formulation alone.
The objective of this work is to formulate the solution to a model predictive control design problem involving nonlinear system dynamics, nonlinear state and control constraints, and parametric plant uncertainties, as an optimization problem that has the potential to be solved in near real-time. A convex relaxation of the problem that is suitable for fast numerical computation is derived in this paper. Affine approximations over small trust regions are used to address the nonlinearities. Min-Max formulation is used to address the uncertainty in the plant dynamic models. The paper first illustrates the approaches for handling nonlinear effects and plant uncertainties separately using numerical examples. A combined formulation that can accommodate nonlinearity and plant uncertainties together is formulated later. The robust-nonlinear model predictive controller is tested on nonlinear dynamic system representing the rigid body angular velocity dynamics with uncertain moment of inertia parameters. Monte-Carlo simulations conducted to verify the robustness indicate that errors resulting from the robust-nonlinear formulations are significantly better than those obtained with the nonlinear formulation alone.
I. Nomenclature -Nonlinear inequality constraint A de , B de , C de -Matrices representing affine approximation obtained by Euler integration A ds , B ds , C ds -Matrices representing affine approximation obtained using state transition matrices A dp , B dp , C dp -Matrices representing affine approximation obtained using particle filter approach LP E -Linear propagation error N LP E -Nonlinear propagation error
II. Introduction
Model Predictive Control (MPC) design methodology is widely used in the industry for process control applications.
1 Model predictive controllers are also being actively used in aerospace engineering applications such as aircraft, 2 spacecraft, 3 missile 4 and hypersonic vehicles. 5 A unique advantage of the MPC methodology over conventional feedback control design is the ability to accommodate limits on state and control variables. Traditionally, MPC designs have been formulated using discrete-time linear dynamic system models. A quadratic performance index that is a function of the state and control variables is minimized over a chosen look-ahead horizon while satisfying the system dynamic propagation constraints. Linear constraints on state and control variables, such as upper and lower limits on state and control variables are also typically included in these formulations. The resulting optimization problems are convex and can be solved using quadratic programming techniques. 6 A major hurdle in adopting nonlinear dynamic system models is that the resulting nonlinear optimization problem cannot be solved easily in general. The present work seeks to address this issue by adopting computationally efficient convex relaxations of the nonlinear optimization problem. The solution to the robust nonlinear model predictive control problem is posed as the solution to a sequence a linear model-predictive-control problems. The work is motivated by recent developments 7 in fast computation of linear model predictive control solutions by Wang and Boyd (Ref. [7] ). Computational techniques that exploit the special structure of the equations resulting from MPC were identified and solved in Ref. [7] . Taking advantage of the special structure for a dynamic system with n states and m control and N time steps reduces the computational cost to O(N (n + m)
3 ), as opposed to a computational cost of O(N 3 (n + m) 3 ) when the special structure is not exploited. Section III describes the nonlinear model predictive control problem description with constraints and plant uncertainties. The continuous time infinite dimensional optimization problem is converted to a finite dimensional optimization problem by discretizing over time-domain and the parameter space in Section IV. Affine representation techniques for approximating the nonlinear system dynamics and nonlinear constraints are presented in Section V. Sequential convex optimization formulation of a nonlinear model predictive control problem using affine representation of the nonlinear system dynamics and nonlinear constraints over a trust region is illustrated with an example in Section VI. Robust model predictive control suitable for linear dynamic system where uncertainties modeled by an ensemble of system matrices is illustrated with an example in Section VII. A combined formulation that addresses both the nonlinear effects and modeling uncertainties is derived and illustrated with an example in Section VIII.
III. Problem Description
A nonlinear dynamic system of the following form is considered,
where x is the state vector of length n, u is the control vector of length m, and p is the plant parameter vector of length l. In this work it is assumed that modeling uncertainties are characterized in terms of the parameter vector. The actual value of the parameter vector is unknown but is assumed to lie within a bounded convex set P such as a box described below,
The task for the controller is to transfer the system from a given initial state x 0 to a specified final state x f at a specified final time t f . It is desired to compute the time histories of control and the associated state necessary to achieve this task. Constraints could result from limitations of resources such as bounds on control magnitudes and system safety considerations expressed in terms of state variables. In some scenarios such as a spacecraft control, it is crucial to use as little control as possible to increase the longevity of the mission. Therefore, it is desirable to minimize a performance index that is a function of control time history. All the above considerations can be mathematically represented as an optimization problem as follows:
where the continuous-time state and control time histories over [t 0 t f ] are the decision variables. It should be noted that even though a quadratic performance index is used here any convex function can be used in the context of the current work. The above optimization problem is in general difficult to solve analytically or numerically. However, with appropriate relaxations described later in this work the problem becomes computationally tractable. The first step in this process is the discretization of state and control variables over time domain, and the discretization of the parameter space, which are further discussed in the following section.
IV. Discretization
The primary purpose of discretization is to convert the infinite dimensional continuous time decision variables to finite number of discretized state and control decision variables. Discretization is also done over the parameter space to facilitate easier modeling of the dynamic system propagation constraint over the uncertain-parameter space. A sampling time-period ∆t is chosen and the control time-history is replaced by values at discrete-time instances that are integral multiples (k∆t, k = 0..N ) of the sampling period. Control and state variables at intermediate time values can be obtained by interpolation. The discretized version of the continuous variable optimization problem can be written as shown below,
where the optimization variables are,
and the problem data is,
The nonlinear equations of motion can be discretized using a numerical integration approach such as the fourth-order Runge-Kutta method. The state at time t = (k + 1)∆t is computed using the state and control information at time t = k∆t.
It should be noted that the functions f, F, h e , h i can be computer programs. Explicit analytical representation of these functions is not assumed in this work. The optimization problem described by Eq.11 is convex without the last three constraints. Affine approximations are sought for these constraints in the following section to convert the nonlinear optimization problem into a convex optimization problem. These approximations are typically valid over a limited state space and not globally. However, in the current context, approximations that are valid over a small trust region around a reference point are of particular interest.
V. Affine Approximation of Nonlinearities
Affine approximation of the nonlinearity can be obtained using approaches such as Taylor series expansion and the particle filter approach.
A. Taylor Series Expansion
Taylor series expansion of the nonlinear vector field about a reference trajectory of state x * and control u * is a standard approach used to obtain linearized representation of the nonlinear dynamic system.
The approach could be used for the functions representing the nonlinear equality and inequality constraints,
where,
An integration routine is required to convert the linear differential equation in Eq.19 into linear difference equation.
Euler Integration
The linearized system dynamic model can be integrated using an approximate scheme such as Euler integration shown below:
Euler integration is a computationally inexpensive and is suitable for small time steps.
Integration Using State Transition Matrices
Integration can be done more accurately for large steps using the state transition matrices involving matrix exponentials:
It should be noted that computing the matrix exponentials is computationally expensive compared to Euler integration. Equations 25 and 27 are affine approximations of the nonlinear dynamic propagation equation
valid over a small trust region around x * , u * . However, the exact size of the region and accuracy of the approximation cannot be explicitly established.
B. Using Particle Filter Approach
The particle filter approach involves sampling several state x i and control u i vectors over the trust region. Linear approximation (A dp , B dp , C dp ) can be obtained by minimizing the choice of norm of the approximation error over the sampled state and vectors:
F (x i , u i ) − A dp x i − B dp u i − C dp (29)
F (x i , u i ) − A dp x i − B dp u i − C dp
A dp x i − B dp u i − C dp (31)
It should be noted that each of the above optimization problems is convex and can be solved very efficiently. The actual computational effort required for implementing the above approach depends on the number of particles sampled from the trust region. It is likely that this approach could be the most computationally expensive of all the approaches. However, this approach has a unique advantage: unlike the Taylor series expansion whose region of validity cannot be readily generated, the particle filter approach with sufficiently large number of samples, and sufficiently small trust region leads to an affine approximation that is valid over a known trust region.
VI. Nonlinear Model Predictive Control
In this section the nonlinear model predictive control problem without parameteric uncertainty will be considered. Affine representations presented in the previous section will be used to convert nonlinear constraints into convex constraints. The solution methodology involves solving a sequence of convex optimization problems and incrementally improving the solution by the size of a pre-chosen trust region at each iteration. The definition of a trust region over the state and control variables is a crucial component of the proposed approach. Forcing the solution to only change by the size of the trust region reinforces the validity of the affine approximations. The validity of the affine representations can be improved by decreasing the size of the trust region. The solution is thus continually improved by redefining the trust region around the solution obtained in each iteration. Appropriately tuned, the approach is expected to converge to the solution of the nonlinear optimization problem over a few iterations. Steps involved in each iteration of this approach are described in the following sub-section. 
A. Sequential Convex Optimization Over Trust Region
∀δx < ∆x and ∀δu < ∆u
2. Solve
i , i = i + 1 and go to step 1 Special attention is required for constraints in Eqs.(39) and (40). These constraints ensure that the solution only changes by a small amount dictated by the size of the trust region. It should also be noted that the dynamic propagation constraint is not explicitly implemented as a constraint in Step 2. Instead it is included in the cost function because of the trust region limitations from Eqs.(39) and (40). However, the initial and final conditions constraints are implemented in all iterations by Eqs.(35) and (36). As the iterations keep increasing the cost resulting from the violation of dynamic propagation constraint is expected to go to zero. However, the real performance metric for convergence is the nonlinear propagation constraint violation characterized by σ n . The size of the trust can vary with time k and the iteration counter i. It is desirable to make smaller changes to the trajectory as the solution converges. The above formulation can also accommodate limits on control slew rate and time varying upper and lower limits on the state and control variables. Nonlinear equality (h(x, u) <= 0) and inequality h(x, u) = 0 constraints on state and control variables can also be implemented using the trust region approach. They were not shown in the above formulation for the sake of brevity. Another important point to note is that optimization problem in Step 2 can be solved efficiently using the the computational approach developed in Ref. [7] . Numerical results obtained from implementing the sequential convex optimization approach on rigid body dynamics are presented in the following sub-section.
B. Example
The rotational dynamics of a rigid body can be described by Euler's equations as follows:
(42) T . The affine representation used in this example is obtained by using Taylor series expansion and Euler Integration. CVX software 8 was used for solving the optimization problem corresponding to step 2 of the iterations. The initial condition, final condition, parameter values, final time, discretization time step and the size of trust region are given below: Shown in the figure 1(a) are the optimal state time histories at the end of 20 iterations and the time histories obtained by actual nonlinear propagation. The optimal control time history is shown in figure  1(b) . The sharp knee in the control history can be ironed out by incorporating the slew rate constraint. The nonlinear propagation error time histories at the first and last iterations are shown in figure 2(a) and figure 2(b) respectively. It may be observed that the maximum error reduced from 2 rad/s to 0.05 rad/s. Similar plots for the linear propagation error are shown in figure 3(a) and figure 3(b) respectively. It should be noted that linear propagation error, which is included in the cost function has almost gone to zero. The norm of the nonlinear and linear propagation errors is shown in figure 4(a) and figure 4(b) respectively. The nonlinear propagation constraint norm reduces by more than 90 per cent over 20 iterations but stagnates at this point. This is due to the fact that a constant trust region is used in this example. The evolution of the state and control time histories are shown in figures 5(a) to 5(f). Note that these time histories change only by the size of trust region from one iteration to the next. 
VII. Robust Linear Model Predictive Control
In this section a convex optimization formulation will be developed for a linear dynamic system with uncertain system matrices (A, B). Uncertainty in parameter space for a linear dynamic system can be equivalently translated into uncertainty in system matrices. It is assumed that the system matrices can assume any value in an ensemble of matrices (A 1 , B 1 ), (A 2 , B 2 ), ..(A L , B L ) . The control computation problem can be defined as follows:
x(0) = x 0 (50)
It is desired to compute a single control time history that can satisfy the dynamic propagation equations of multiple plants. The existence of an exact solution to this problem is unlikely in general. Therefore, an approximate convex optimization approach referred to as the 'Min-Max' approach is employed in the following sub-section. 
A. Min-Max Approach
The Min-Max approach uses a different state vector for each system matrix pair (A i , B i ) while retaining a single control vector that is applied to all the plants. As the name suggests the formulation minimizes the maximum terminal boundary condition error over all the plants. The resulting convex optimization problem can be described as follows:
subject to
The decision variables for the above optimization problem are the state and control time histories. By appropriate choice of λ the solution to the above problem can generate controls that transfer multiple linear dynamic systems with the same initial conditions very close to a desired final condition as is illustrated by the example in the following sub-section.
B. Example
The following is the problem data used in this example.
Shown in figure 6 (a) and figure 6(b) are the time histories of x 1 and x 2 respectively for the three different system matrices using the optimal control solution computed using the nominal plant model ( Shown in figure 7 (a) and figure 7(b) are the time histories of the same variables and same system matrices computed using the min-max approach discussed above. Again, one control time history is computed using the Min-Max approach. The difference in this case is that the approach explicitly recognizes the uncertainty in system matrices and computes the control accordingly. Note that the maximum terminal errors for x 1 and x 2 are less than 0.1 and 0.05 respectively, as opposed to the 0.6 and 0.1 with nominal control. 
∀δx < ∆x and ∀δu < ∆u (61)
i , i = i + 1 and go to step 1
A. Results
To demonstrate the effectiveness of the combined formulation, uncertainty is introduced into the inertia parameters of the rigid body example presented in section VI.B. It is assumed that the inertia parameters I 1 , I 2 , and I 3 lie in a cube with center at the nominal value [5, 7, 9] and the width of the cube is set to be equal to 1. The eight vertices of the parameter cube and the nominal value of the parameter vector are used as the discrete parameter representations for control computation using the robust-nonlinear formulation described in section VIII. Two sets of controls are computed, (i) using the nominal parameter vector and the nonlinear model predictive control formulation, and (ii) using the eight vertices of the uncertainty cube and the MinMax approach. Shown in figure 8 (a) to figure 9(a) are comparisons of the control time histories computed using these two approaches. These approaches and controls will be referred to as nonlinear MPC/control and robust-nonlinear MPC/control. It should be noted that the control time histories are significantly different both qualitatively and quantitatively. Monte-Carlo simulation approach is used to evaluate the robustness of the robust-nonlinear model predictive controller. Parameter vectors are drawn randomly from the uncertainty cube assuming independent uniform distributions along the three parameter vector axes. The state time-histories obtained using nonlinear MPC and robust-nonlinear MPC are shown in figure 9(b) to figure 10(b). The same control is used for computing all the 100 trajectories in each of these three figures. Control computed using nonlinear MPC formulation using the nominal parameter vector and the control computed using the robust-nonlinear MPC are used in generating all these trajectories. It can clearly seen that the terminal dispersion of the trajectories resulting from robust-nonlinear control are much smaller than that of the trajectories resulting from nonlinear control alone. The trajectories are not only have quantitatively smaller terminal error but are different qualitatively. The terminal error can be better visualized in figure 11 to figure 13. The maximum terminal error resulting from robust-nonlinear control is 63% less for ω 1 , 72% less for ω 2 and 24% less for ω 3 . 
IX. Conclusions
A convex optimization approach is formulated for the design of robust nonlinear model predictive controller with nonlinear state and control constraints. Sequential convex optimization over trust regions is first used for designing a nonlinear model predictive controller. Min-Max approach is used to design a robust linear model predictive controller that can accommodate plant parametric uncertainties. The approaches are separately illustrated using numerical examples. A combined formulation that accommodates both nonlinearity and plant uncertainties is later derived. The effectiveness of the robust-nonlinear model predictive control approach over nonlinear model predictive control approach is demonstrated using Monte-Carlo simulations. It was shown using the results of Monte-Trials that the performance of the robust-nonlinear model predictive controller was much better than the nonlinear model predictive control. It should be noted that the approach developed in this paper is not theoretically guaranteed to produce a solution in all scenarios. However, it offers a framework for explicitly modeling several challenging issues in controller design and identifies parameters that can be tuned to achieve the desired performance. Further work is required to estimate the actual computational cost associated with the combined formulation.
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