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ABSTRACT 
Two simple examples are given showing that the usual rank-2 algorithms for 
minimizing functionals f: H-44 on a real Hilbeit space H may converge only linearly 
and in particular bad cases only sublinearly, even for quadratic f 
1. INTRODUCTION 
The Davidon-Fletcher-Powell method (DFP method) [3,6] and its gener- 
alization, the rank-2 methods belonging to Broyden’s /3-class [I], are well 
established methods for the minimization of differentiable functions f: lK!“- 
R on a finite dimensional space. They generate sequences of points xi E [w” 
and positive definite n X n matrices Hi; the iterate xi+i = xi - h,s, is obtained 
from xi by a line search 
f(‘i+l) Mpf(Xi4s) (1) 
into the search direction si: = Wig,, where gi = g(x,) is the gradient off at xi. 
Their convergence has been well investigated: In particular, if applied to 
strictly convex quadratic functions f and if exact line searches are used in (1) 
in each iteration step ~~-+x~+i,f(x~+i)= minh > af( xi - hi), they terminate after 
at most n iterations with the exact minimum off (n-step quadratic termina- 
tion property: Broyden [l]). Moreover there are results (see Dennis and More 
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[4] for a survey) showing that under rather general hypotheses, the sequence 
{xi} converges super-linearly to the minimum off even if the line search (1) is 
not exact (see e.g. Powell [lo], Broyden, Dennis, and More [Z], Schuller [ll], 
Stoer [ 121). 
On’ the other hand, it has been noted (see Horwitz and Sarachik [9], 
Tokomaru, Adachi, and Goto [13], Werner [14]) that these methods can be 
also used for the minimization of Frechet-differentiable functions f: H+IW 
on a real Hilbert space. For infinite-dimensional H much less is known on 
the convergence of these rank-2 methods: So far, it has been shown in [9, 131 
that the DFP method with exact line searches converges for quadratic f, and 
in [14] that it also converges for strictly convex f, but no results have been 
given on the speed of convergence of these methods even for quadratic f. 
For the related conjugate gradient method more is known: Fortunatu [7J was 
able to prove its superlinear convergence for particular classes of quadratic f, 
and showed in [8] by means of a complicated example that for general 
quadratic f this method converges no better than linearly. 
In this note we complement this picture by giving a first simple example 
of quadratic f: H+IW, showing that the particular (BFGS) rank-2 method of 
Broyden, Fletcher, Goldfarb, and Shanno together with exact line searches 
converges only linearly. A second degenerate example exhibits only sublinear 
convergence. In view of the general result of Dixon [5], these results also 
apply to other members of Broyden’s P-class of rank-2 algorithms, in 
particular to the DFP algorithm. 
2. RESULTS 
Let f: H-+IW be a real Frechet-differentiable function f on a real Hilbert 
space H. Then its Frechet derivative f’(r) can be written in terms of a 
gradient g(x) E H: 
f’(4( Y) = (d4Y) for all y E H. 
The methods of Broyden’s /3-class are easily formulated for minimizing 
functions f on a Hilbert space H. They depend on parameters 0, > 0, which 
may vary from step to step. They run as follows (we consider only the case of 
exact line searches): 
(0) Choose x,, E H, and a linear bounded self-adjoint positive definite 
operator Ho : H+ H. For i = 0, 1, . . . compute xi + r, Hi + 1 as follows: 
(1) Given xi, gi : = g(x,), compute the search direction 
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If s, =O, stop; xi is at least a stationary point off Otherwise, 
(2) determine & > 0 and thereby xi+ 1 = xi - X,s, such that (exact line 
search) 
(3) Choose any ei > 0, set 
pi:=;r+l-xi, qi:=g+1-gj, 
” ’ = ‘/( PjYqj)? 8. ui = l/(qj>Hiqj)? 
and define the linear operator Hi + i : H-+H by 
si : = T,/fJ,, 
Hi+, y:= Hiy + (l+~i~i)Ti(pi,y)Pi - ui(l-ei)(H,qi~Y)H,qi 
- @iTi((Hiqiy Y)Pi + (Pi, Y)H,qi) 
for all ~EH. 
As special cases we have for ei z 0 the DFF’ method and for tii s 1 the BFGS 
method. 
The following two examples refer to the BFGS-method (ei ~1). Consider 
the real Hilbert space H: = I,, whose elements x are written as column 
vectors x = ([i, &, . . . , )‘, so that (X,X) : = x ‘x for x E I,. Take as quadratic 
function f on H 
with gradient g(x) = X. 
EXAMPLE 1. Take as Ho : Z2+Z2 the positive definite operator defined by 
the infinite tridiagonal matrix 
‘5 -2 
-2 5 -2 0 
Ho:= -2 5 ‘*. 
**. . . 
0 J 
(Hx,x) > (x,x) for all rE H, 
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and as starting vector for the BFGS method 
x0:= (2-$2-1,2-s ,... )‘. 
Then it is easily verified by induction on i that for all i > 0 
1 
*. 
1 
Hi = 
xi = i o,..., 0,2-i,2-i-l,2-i-2 i” 
‘- ) 
,.*. > 
1 
0 
0 
5 -2 
-2 5 -2 
-2 5 **. 
*. . . . 
Obviously, the sequence {x,} converges only linearly to 0. 
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If the starting operator H,, is not strictly positive definite [i.e. satisfies 
only (H,r,x)>O for all x#O, but inf,fo(H,x,x)/(x,x)=O], then the sequence 
{x,} may even converge sublinearly, as is shown by 
EXAMPLE 2. Take as before H: = I,, f(x) : = f I( x1j2, but choose now 
Ho:= 
and 
a1 -1 
-1 a2 -1 0 
-1 a, -1 
-1 *. . . . . 
0 
with ak:= 2(k+1)2 , k > 
(k+Q2-1 ’ 
x0:= (51,52,...)T, with &:= A, k > 1. 
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With these starting values, the BFGS method gives for i > 0 
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Hi = 
1 
ui+l 
-1 
-1 q+s -1 
-1 .*. 
. . 
0 
0 
1,(Io+2) 
1/(i+3) 
l/(i +4) 
In this case, the xi converge only sublinearly to 0. Dixon [5] has shown 
that all methods belonging to the Broyden p-class generate the same 
sequence of points xi if they are started in the same way, provided only exact 
line searches are used. Thus the above examples apply to all methods of the 
Broyden class, in particular to the DFP method. 
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