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ON FUNDAMENTAL HARMONIC ANALYSIS OPERATORS IN CERTAIN
DUNKL AND BESSEL SETTINGS
ALEJANDRO J. CASTRO AND TOMASZ Z. SZAREK
Abstract. We consider several harmonic analysis operators in the multi-dimensional context
of the Dunkl Laplacian with the underlying group of reflections isomorphic to Zn2 (also negative
values of the multiplicity function are admitted). Our investigations include maximal operators,
g-functions, Lusin area integrals, Riesz transforms and multipliers of Laplace and Laplace-
Stieltjes transform type. Using the general Calderón-Zygmund theory we prove that these
objects are bounded in weighted Lp spaces, 1 < p < ∞, and from L1 into weak L1.
1. Introduction
In [5] the authors considered various harmonic analysis operators in the Bessel context asso-
ciated with the (modified) Hankel transform. The present paper is a continuation and extension
of that research. We investigate several harmonic analysis operators such as heat and Poisson
semigroups maximal operators, Littlewood-Paley-Stein mixed g-functions, mixed Lusin area inte-
grals, higher order Riesz transforms, multipliers of Laplace and Laplace-Stieltjes transform type
(noteworthy these multipliers cover, as special cases, imaginary powers of the Dunkl Laplacian)
in a more general Dunkl setting with the underlying group of reflections isomorphic to Zn2 . In
fact, after restricting to reflection invariant functions this Dunkl situation reduces to the one
from [5]. However, some objects of our interest are defined in a slightly different way than in
[5]. This pertains to higher order mixed square functions and Riesz transforms; see the comment
following Proposition 2.8. Moreover, in comparison with [5], we investigate also mixed Lusin
area integrals. Consequently, our present research delivers also new results in the Bessel setting.
For basic facts concerning the Dunkl framework we refer the reader to the survey article by
Rösler [17]. Here, we invoke only the most relevant definitions, which will be needed for our
purposes and, in particular, are connected with the special case when the group of reflections is
isomorphic to Zn2 .
We will work in the space Rn, n ≥ 1, equipped with the doubling measure
dwλ(x) =
n∏
j=1
|xj |2λj dx, x = (x1, . . . , xn).
The multi-index λ = (λ1, . . . , λn) represents the multiplicity function and will always be assumed
to belong to (−1/2,∞)n. Notice that negative values of the multiplicity function are admitted.
We consider the group of reflections G generated by σj, j = 1, . . . , n,
σj(x1, . . . , xj , . . . , xn) = (x1, . . . ,−xj , . . . , xn).
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Clearly, the reflection σj is in the hyperplane orthogonal to the jth coordinate vector. The
associated differential-difference operators
T λj f(x) = ∂xjf(x) + λj
f(x)− f(σjx)
xj
, f ∈ C1(Rn), j = 1, . . . , n,
form a commuting system. The Dunkl Laplacian is defined in a natural way as
∆λf = −
n∑
j=1
(
T λj
)2
f, f ∈ C2(Rn).
This operator will play in our context a similar role to that of the Euclidean Laplacian in the
classical harmonic analysis. Obviously, the trivial choice of the multiplicity function (λ ≡ 0)
reduces our situation to the analysis related to the classical Laplacian.
The study of harmonic analysis operators in the Dunkl setting has been carried out by many
authors in recent years. In particular, in a general Dunkl context the unweighted Lp mapping
properties for the heat and Poisson semigroups maximal operators were implicitly established by
Thangavelu and Xu in [22]. Recently the latter objects were studied also by Li and Liao [9] in the
one-dimensional situation. Riesz transforms in the Dunkl setting have also drawn considerable
attention. Lp mapping properties of the first order Riesz transforms were investigated in the
one-dimensional situation by Thangavelu and Xu [23] and then by Amri, Gasmi and Sifi in [2].
Later on Amri and Sifi [3] developed a variant of Calderón-Zygmund theory, which turned out
to be well suited to the general Dunkl framework and, in particular, allowed them to obtain
unweighted Lp bounds for the first order Riesz transforms. All the above mentioned papers,
however, contain a constraint on the multiplicity function, namely nonnegativity is required.
Here, investigating the case when G ≃ Zn2 , we are not so restrictive and allow the multiplicity
function to be negative. Our considerations fit into a recent line of research connected with
analysis for “low” values of type parameters, which was developed in the Bessel [5], Jacobi [11]
and Laguerre [16] settings. Furthermore, in comparison with [2, 3, 22, 23] we obtain weighted
Lp estimates with a large class of weights admitted.
This research is also motivated by results obtained recently in a discrete context of the Dunkl
harmonic oscillator associated with the Dunkl Laplacian ∆λ. This concerns especially results
contained in the papers [13, 14, 20, 21], where weighted Lp mapping properties were studied for
several operators such as Riesz transforms, imaginary powers of the Dunkl harmonic oscillator,
g-functions and Lusin area integrals, and multipliers of Laplace and Laplace-Stieltjes transform
type, respectively. It is worth pointing out that more recently in [1] some unweighted Lp results
for Riesz transforms in a general Dunkl harmonic oscillator context were proved.
The main objective of our paper is to analyze Lp mapping properties of various harmonic
analysis operators related to the Dunkl Laplacian setting. The main result of the paper, The-
orem 2.1 below, says that the heat semigroup maximal operator, Littlewood-Paley-Stein mixed
g-functions, mixed Lusin area integrals, higher order Riesz transforms and multipliers of Laplace
and Laplace-Stieltjes transform type are bounded on weighted Lp, 1 < p < ∞, spaces and are
of weighted weak type (1, 1) for a large class of weights. To prove this we exploit the method
from [14], see also [20], which allows us to reduce the analysis to the smaller space (Rn+, dw
+
λ )
(here and later on dw+λ is the restriction of dwλ to R
n
+ ≡ (0,∞)n) and appropriately defined
Bessel-type operators emerging in a natural way from the original ones. Next, see Theorem 2.3
below, we show that these auxiliary operators can be interpreted as (vector-valued) Calderón-
Zygmund operators associated with the space of homogeneous type (Rn+, dw
+
λ , | · |). The main
technical difficulty connected with this approach is to prove the relevant standard estimates for
FUNDAMENTAL OPERATORS IN DUNKL AND BESSEL SETTINGS 3
the kernels involved. The technique we use has its roots in previous papers, see [5, 16] and
references given there. As a consequence, by means of standard arguments, we obtain also sim-
ilar results for analogous operators based on the Poisson semigroup. This, however, is not so
straightforward in the case of Lusin area integrals, where more delicate analysis is needed; see
the proof of Proposition 2.8. The proof of this result gives also an intuition how to deduce a
similar result in the Dunkl harmonic oscillator context, see the comment following the statement
of [20, Theorem 2.7].
The paper is organized as follows. Section 2 contains the setup, definitions of all investigated
objects in the Dunkl setting and statements of the main results. We define Bessel-type operators
related to the space (Rn+, dw
+
λ , | · |) and reduce proving the main theorem to showing that these
auxiliary operators are (vector-valued) Calderón-Zygmund operators related to this smaller space.
This section ends with various comments pertaining to the main results. In Section 3 we prove
that the Bessel-type objects are L2(dw+λ )-bounded. Finally, in Section 4 we obtain standard
estimates (see (2.6)-(2.8) below) for all kernels associated with the Bessel-type operators. This
is the most technical part of the paper.
Notation. Throughout the paper we use a fairly standard notation with essentially all symbols
referring to the spaces of homogeneous type (Rn, dwλ, | · |) and (Rn+, dw+λ , | · |). Here and later on
dw+λ stands for the restriction of dwλ to R
n
+. For the sake of clarity, we now explain all symbols
and relations that might lead to a confusion. We denote by C∞c (Rn+) the space of smooth and
compactly supported functions in Rn+. By 〈f, g〉dw+
λ
we mean
∫
Rn
+
f(x)g(x) dw+λ (x) whenever the
integral makes sense. By Lp(Rn+, Udw
+
λ ) we understand the weighted L
p(dw+λ ) space, U being a
nonnegative weight on Rn+; we write simply L
p(dw+λ ) when U ≡ 1. Further, for 1 ≤ p < ∞ we
write Aλ,+p for the Muckenhoupt class of Ap weights connected with the space (R
n
+, dw
+
λ , | · |).
Given x, y ∈ Rn+, β ∈ Rn and M ∈ Nn, N = {0, 1, 2, . . .}, we denote
1 = (1, . . . , 1) ∈ Nn,
|λ| = λ1 + . . . + λn,
|x| = (x21 + . . .+ x2n)1/2, (Euclidean distance)
B(x, r) = {y ∈ Rn+ : |y − x| < r}, r > 0, (balls in Rn+)
xy = (x1y1, . . . , xnyn),
x ∨ y = (max{x1, y1}, . . . ,max{xn, yn}),
x ∧ y = (min{x1, y1}, . . . ,min{xn, yn}),
xβ = xβ11 · . . . · xβnn ,
x ≤ y ≡ xj ≤ yj , j = 1, . . . , n,
⌊x⌋ = (max{k ∈ Z : k ≤ x1}, . . . ,max{k ∈ Z : k ≤ xn}), (floor function)
M = (M1, . . . ,Mn), Mj = Mj − 2⌊Mj/2⌋ = χ{Mj is odd},
(T λ)M = (T λ1 )
M1 ◦ . . . ◦ (T λn )Mn .
In an analogous way we define C∞c (Rn), 〈f, g〉dwλ and Lp(Rn,Wdwλ). Furthermore, if x, y ∈ Rn
and β ∈ Nn we understand the objects xy, xβ , ⌊x⌋ and relation x ≤ y in the same way as
above whenever it makes sense. We shall also use the following terminology. Given η ∈ Zn2 , we
say that a function f : Rn → C is η-symmetric if for each j = 1, . . . , n, f is either even or odd
with respect to the jth coordinate according to whether ηj = 0 or ηj = 1, respectively. If f is
(0, . . . , 0)-symmetric, then we simply say that f is symmetric. Further, if there exists η ∈ Zn2
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such that f is η-symmetric, then we denote by f+ its restriction to Rn+. Finally, fη stands for
the η-symmetric component of f , namely
f =
∑
η∈{0,1}n
fη, fη(x) =
1
2n
∑
ε∈{−1,1}n
εηf(εx).
Conversely, if f : Rn+ → C, then by fη we mean the η-symmetric extension of f to the space Rn,
i.e.
fη(x) =


εηf(εx), if x ∈ (R \ {0})n and ε ∈ {−1, 1}n is such that εx ∈ Rn+,
0, if x /∈ (R \ {0})n.
While writing estimates, we will use the notation X . Y to indicate that X ≤ CY with a posi-
tive constant C independent of significant quantities. We shall write X ≃ Y when simultaneously
X . Y and Y . X.
2. Preliminaries and main results
Let λ ∈ (−1/2,∞)n. For z ∈ Rn we consider the functions ψλz and ϕλz , which are given as the
tensor products
ψλz (x) =
n∏
j=1
ψ
λj
zj (xj), ϕ
λ
z (x) =
n∏
j=1
ϕ
λj
zj (xj), x ∈ Rn,
ψ
λj
zj (xj) = ϕ
λj
zj (xj) + ixjzjϕ
λj+1
zj (xj), j = 1, . . . , n,(2.1)
where the function ϕ
λj
zj (xj) is even with respect to both xj and zj and it is given by
ϕ
λj
zj (xj) =
Jλj−1/2(xjzj)
(xjzj)λj−1/2
=
∞∑
m=0
(−1)m(xjzj/2)2m
2λj−1/2m! Γ(m+ λj + 1/2)
.
Here Jν denotes the Bessel function of the first kind and order ν, cf. [24]. It is known that for each
z ∈ Rn, the function ψλz is an eigenfunction of the Dunkl Laplacian ∆λ with the corresponding
eigenvalue |z|2 = z21 + . . .+ z2n. More precisely,
(2.2) ∆λψ
λ
z = |z|2ψλz , z ∈ Rn.
The Dunkl transform connected with the Dunkl setting associated with G ≃ Zn2 is defined for
sufficiently regular functions, say f ∈ C∞c (Rn), by
Dλf(z) =
1
2n
∫
Rn
ψλz (x)f(x) dwλ(x), z ∈ Rn.
It is known that the Dunkl transform is an isometry in L2(dwλ) and its inverse Dˇλ is given
by Dˇλf(z) = Dλf(−z). For λ ∈ [0,∞)n this follows from the general Dunkl theory, see [6,
Theorem 4.26], and for λ ∈ (−1/2,∞)n it can easily be deduced from the one-dimensional result
[12, Proposition 1.3]. Note that for λ = 0 the Dunkl transform is just the classical Fourier
transform.
We consider the nonnegative self-adjoint extension of ∆λ, which will be still denoted by ∆λ,
defined by
∆λf = Dˇλ(|z|2Dλf(z))
on the domain
Dom(∆λ) = {f ∈ L2(dwλ) : |z|2Dλf(z) ∈ L2(dwλ)}.
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The heat-Dunkl semigroup {Wλt }t>0 = {e−t∆λ}t>0 generated by −∆λ is given on L2(dwλ) by
W
λ
t f = Dˇλ
(
e−t|z|
2
Dλf(z)
)
.
It has the integral representation
W
λ
t f(x) =
∫
Rn
G
λ
t (x, y)f(y) dwλ(y), x ∈ Rn, t > 0,
with the kernel
(2.3) Gλt (x, y) =
1
2n
∑
η∈{0,1}n
(xy)ηW λ+ηt (x, y), x, y ∈ Rn, t > 0,
where
W λt (x, y) =
1
(2t)n
exp
(
− 1
4t
(|x|2 + |y|2)) n∏
j=1
(xjyj)
−λj+1/2Iλj−1/2
(xjyj
2t
)
, x, y ∈ Rn, t > 0.
Here Iν denotes the modified Bessel function of the first kind and order ν > −1, cf. [24, p. 395]
or [5, (1.1)]. Moreover,
Iν(z)
zν
=
∞∑
m=0
(z/2)2m
2νm! Γ(m+ ν + 1)
, z ∈ R, ν > −1.
Observe that W λt (x, y) restricted to (x, y) ∈ Rn+ × Rn+ is the heat-Bessel kernel considered for
instance in [4, 5].
Now we are ready to introduce the main objects of our study, which are defined initially in
L2(dwλ) in the cases (1)-(4) and (6), or in C
λ (the space of smooth L2(dwλ)-functions whose
Dunkl transform is also smooth and compactly supported in Rn \ {0}) in the case of Riesz
transforms (5).
(1) The heat-Dunkl semigroup maximal operator
W
λ
∗f =
∥∥Wλt f∥∥L∞(dt).
(2) Littlewood-Paley-Stein type mixed g-functions
gλK,M(f) =
∥∥∂Kt (T λ)MWλt f∥∥L2(t2K+|M|−1dt),
where M ∈ Nn, K ∈ N, |M |+K > 0.
(3) Multipliers of Laplace transform type
Mλmf = Dˇλ(mDλf),
where m(z) = |z|2 ∫∞0 e−t|z|2Φ(t) dt with Φ ∈ L∞(dt).
(4) Multipliers of Laplace-Stieltjes transform type
Mλmf = Dˇλ(mDλf),
where m(z) =
∫
(0,∞) e
−t|z|2 dν(t), with ν being a complex Borel measure on (0,∞).
(5) Riesz transforms of order M
RλMf = (T
λ)M Dˇλ(|z|−|M |Dλf(z)),
where M ∈ Nn and |M | > 0. Note that similar arguments to those used in the proof
of Proposition 2.4 (the case of Rλ,η,+M ), see Section 3 below, show that C
λ is dense in
L2(dwλ).
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(6) Mixed Lusin area type integrals
SλK,M(f)(x) =
(∫
A(x)
t2K+|M |−1
∣∣∂Kt (T λ)MWλt f(z)∣∣2 dwλ(z) dtV λ√
t
(x)
)1/2
,
where M ∈ Nn, K ∈ N, |M |+K > 0, A(x) is the parabolic cone with vertex at x,
(2.4) A(x) = (x, 0) +A, A =
{
(z, t) ∈ Rn × (0,∞) : |z| <
√
t
}
,
and V λt (x) is the wλ measure of the cube centered at x and of side lengths 2t. More
precisely,
V λt (x) =
n∏
j=1
V
λj
t (xj), V
λj
t (xj) = wλj
(
(xj − t, xj + t)
)
, x ∈ Rn, t > 0.
Our main result reads as follows.
Theorem 2.1. Assume that λ ∈ (−1/2,∞)n and W is a weight on Rn invariant under the
reflections σ1, . . . , σn. Let W
+ be the restriction of W to Rn+. Then the multipliers of Laplace
and Laplace-Stieltjes transform type and the Riesz transforms extend to bounded linear operators
on Lp(Rn,Wdwλ), W
+ ∈ Aλ,+p , 1 < p < ∞, and from L1(Rn,Wdwλ) to weak L1(Rn,Wdwλ),
W+ ∈ Aλ,+1 . Furthermore, the heat-Dunkl semigroup maximal operator, the mixed g-functions
and the mixed Lusin area integrals are bounded on Lp(Rn,Wdwλ), W
+ ∈ Aλ,+p , 1 < p <∞, and
from L1(Rn,Wdwλ) to weak L
1(Rn,Wdwλ), W
+ ∈ Aλ,+1 .
Notice that for symmetric functions the condition W+ ∈ Aλ,+p is equivalent to saying that W
is in the Muckenhoupt class of Ap weights associated with the initial space (R
n, dwλ, | · |).
The proof of Theorem 2.1 can be reduced to showing analogous properties for certain, suitably
defined, auxiliary operators emerging from those introduced above and related to the smaller
space (Rn+, dw
+
λ , | · |). To proceed, for each η ∈ {0, 1}n we consider an auxiliary semigroup acting
initially on L2(dw+λ ) and given by the formula
W
λ,η,+
t f =
(
Dˇλ
(
e−t|z|
2
Dλf
η(z)
))+
.
These semigroups have the integral representations, see (2.3),
W
λ,η,+
t f(x) =
∫
Rn
+
G
λ,η,+
t (x, y)f(y)dw
+
λ (y), x ∈ Rn+, t > 0,
G
λ,η,+
t (x, y) = (xy)
ηW λ+ηt (x, y), x, y ∈ Rn+, t > 0.
Further, these integral formulas provide us a good definition of Wλ,η,+t on weighted L
p spaces for
a large class of weights and produce always smooth functions of (x, t) ∈ Rn+×R+, see Lemma 3.2
below for more details.
For η ∈ {0, 1}n and M ∈ Nn we denote δη,M = δ1,η1,M1 ◦ . . . ◦ δn,ηn,Mn , being for every
j = 1, . . . , n,
δj,0,Mj =


(δ∗j δj)
Mj/2, if Mj is even,
δj(δ
∗
j δj)
(Mj−1)/2, if Mj is odd,
δj,1,Mj =


(δjδ
∗
j )
Mj/2, if Mj is even,
δ∗j (δjδ
∗
j )
(Mj−1)/2, if Mj is odd,
where δj = ∂xj and δ
∗
j = ∂xj +
2λj
xj
is, up to a sign, the formal adjoint of δj in the space L
2(dw+λ ).
These derivatives correspond to the action of (T λ)M on η-symmetric functions. To be more
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precise, if f is η-symmetric, then (T λ)Mf = δη,Mf . Moreover, we may also think that each δη,M
acts on functions defined on the restricted space Rn+.
Now we are ready to introduce the auxiliary Bessel-type operators, which are defined initially
in L2(dw+λ ) in the cases (1)-(4) and (6), or in
Cλ,η,+ = {f ∈ L2(dw+λ ) : fη ∈ C∞(Rn),
(
Dλf
η
)+ ∈ C∞c (Rn+)}
in the case of the Bessel-type Riesz transforms (5).
(1) The maximal operator
W
λ,η,+
∗ f =
∥∥Wλ,η,+t f∥∥L∞(dt).
(2) Littlewood-Paley-Stein type mixed g-functions
gλ,η,+K,M (f) =
∥∥∂Kt δη,MWλ,η,+t f∥∥L2(t2K+|M|−1dt),
where M ∈ Nn, K ∈ N, |M |+K > 0.
(3) Multipliers of Laplace transform type
Mλ,η,+m f =
(
Dˇλ(mDλf
η)
)+
,
where m(z) = |z|2 ∫∞0 e−t|z|2Φ(t) dt with Φ ∈ L∞(dt).
(4) Multipliers of Laplace-Stieltjes transform type
Mλ,η,+m f =
(
Dˇλ(mDλf
η)
)+
,
where m(z) =
∫
(0,∞) e
−t|z|2 dν(t), with ν being a complex Borel measure on (0,∞).
(5) Riesz transforms of order M
Rλ,η,+M f = δη,M
(
Dˇλ(|z|−|M |Dλfη(z))
)+
,
where M ∈ Nn and |M | > 0.
(6) Mixed Lusin area type integrals
Sλ,η,+K,M (f)(x) =
(∫
A(x)
t2K+|M |−1
∣∣∂Kt δη,MWλ,η,+t f(z)∣∣2 χ{z∈Rn+} dw
+
λ (z) dt
V λ,+√
t
(x)
)1/2
,
where M ∈ Nn, K ∈ N, |M | +K > 0, and A(x) is the parabolic cone with vertex at x,
see (2.4). Here V λ,+t (x) is the w
+
λ measure of the cube centered at x and of side lengths
2t, restricted to Rn+. More precisely,
V λ,+t (x) =
n∏
j=1
V
λj ,+
t (xj), x ∈ Rn+, t > 0,
and for j = 1, . . . , n,
V
λj ,+
t (xj) = w
+
λj
(
(xj − t, xj + t) ∩ R+
)
=
(
(xj + t)
2λj+1 − χ{xj>t}(xj − t)2λj+1
)
/(2λj + 1).(2.5)
Notice that the Bessel-type Lusin area integrals can be written as
Sλ,η,+K,M (f)(x) =
∥∥∂Kt δη,MWλ,η,+t f(x+ z)√Ξλ(x, z, t)χ{x+z∈Rn+}∥∥L2(A,t2K+|M|−1dzdt),
where the function Ξλ is given by
Ξλ(x, z, t) =
n∏
j=1
(xj + zj)
2λj
V
λj ,+√
t
(xj)
, x ∈ Rn+, z ∈ Rn, x+ z ∈ Rn+.
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Similar arguments to those given in [14, p. 6] and [20, pp. 1522–1524] allow us to reduce the
proof of Theorem 2.1 by showing the following.
Theorem 2.2. Assume that λ ∈ (−1/2,∞)n and η ∈ {0, 1}n. Then the Bessel-type operators
(3)-(5) extend to bounded linear operators on Lp(Rn+, Udw
+
λ ), U ∈ Aλ,+p , 1 < p < ∞, and from
L1(Rn+, Udw
+
λ ) to weak L
1(Rn+, Udw
+
λ ), U ∈ Aλ,+1 . Furthermore, the sublinear operators (1), (2)
and (6) are bounded on Lp(Rn+, Udw
+
λ ), U ∈ Aλ,+p , 1 < p <∞, and from L1(Rn+, Udw+λ ) to weak
L1(Rn+, Udw
+
λ ), U ∈ Aλ,+1 .
To prove Theorem 2.2 we will use the general (vector-valued) Calderón-Zygmund theory. In
fact we are going to show that the Bessel-type operators (1)-(6) are (vector-valued) Calderón-
Zygmund operators in the sense of the space of homogeneous type (Rn+, dw
+
λ , | · |). Then, in
particular, the mapping properties claimed in Theorem 2.2 will follow from the general theory
and arguments similar to those mentioned in [4, Section 2]. To proceed we shall need a slightly
more general definition of the standard kernel, or rather standard estimates, than the one used in
the papers [4, 5]. More precisely, we will allow slightly weaker smoothness estimates as indicated
below, see for instance [20].
Let B be a Banach space and let K(x, y) be a kernel defined on Rn+ × Rn+\{(x, y) : x = y}
and taking values in B. We say that K(x, y) is a standard kernel in the sense of the space of
homogeneous type (Rn+, dw
+
λ , | · |) if it satisfies the growth estimate
(2.6) ‖K(x, y)‖B . 1
w+λ (B(x, |x− y|))
and the smoothness estimates
‖K(x, y) −K(x′, y)‖B .
( |x− x′|
|x− y|
)γ 1
w+λ (B(x, |x− y|))
, |x− y| > 2|x− x′|,(2.7)
‖K(x, y) −K(x, y′)‖B .
( |y − y′|
|x− y|
)γ 1
w+λ (B(x, |x− y|))
, |x− y| > 2|y − y′|,(2.8)
for some fixed γ > 0. Notice that the bounds (2.7) and (2.8) imply analogous estimates with any
0 < γ′ < γ instead of γ. Further, observe that in these formulas, the ball B(x, |y − x|) can be
replaced by B(y, |x − y|), in view of the doubling property of w+λ . Furthermore, when K(x, y)
is scalar-valued (i.e. B = C) and γ = 1, the difference bounds (2.7) and (2.8) are implied by the
more convenient gradient estimate
(2.9) |∇x,yK(x, y)| . 1|x− y|w+λ (B(x, |x− y|))
.
Similar reduction holds also in the vector-valued situations we consider; see the comments and
arguments presented in [11, Section 4]. Here, however, we will also use (2.7) and (2.8) with γ < 1
and thus it is convenient to analyze the smoothness estimates rather than (2.9).
A linear operator T assigning to each f ∈ L2(dw+λ ) a measurable B-valued function Tf on Rn+
is a (vector-valued) Calderón-Zygmund operator in the sense of the space (Rn+, dw
+
λ , | · |) if
(i) T is bounded from L2(dw+λ ) to L
2
B
(dw+λ ),
(ii) there exists a standard B-valued kernel K(x, y) such that
Tf(x) =
∫
Rn
+
K(x, y)f(y) dw+λ (y), a.a. x /∈ supp f,
for every f ∈ L∞c (dw+λ ), where L∞c (dw+λ ) is the subspace of L∞(dw+λ ) of bounded mea-
surable functions with compact supports.
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Here integration of B-valued functions is understood in Bochner’s sense, and L2
B
(dw+λ ) is the
Bochner-Lebesgue space of all B-valued dw+λ -square integrable functions on R
n
+.
It is well known that a large part of the classical theory of Calderón-Zygmund operators
remains valid, with appropriate adjustments, when the underlying space is of homogeneous type
and the associated kernels are vector-valued, see for instance [18] and [19].
The following result together with the arguments discussed above imply Theorem 2.2 and thus
also Theorem 2.1.
Theorem 2.3. Assume that λ ∈ (−1/2,∞)n and η ∈ {0, 1}n. Then the Bessel-type operators
W
λ,η,+
∗ , g
λ,η,+
K,M , Mλ,η,+m , Mλ,η,+m , Rλ,η,+M , Sλ,η,+K,M ,
are (vector-valued) Calderón-Zygmund operators in the sense of the space of homogeneous type
(Rn+, dw
+
λ , | · |) associated with the Banach spaces B, where B is C0, L2(t2K+|M |−1dt), C, C,
C, L2(A, t2K+|M |−1dzdt), respectively. Here C0 denotes the closed separable subspace of L∞(dt)
consisting of all continuous functions on R+ which have finite limits as t → 0+ and vanish as
t→∞.
Proving Theorem 2.3 splits naturally into showing the following three results.
Proposition 2.4. Let λ ∈ (−1/2,∞)n and η ∈ {0, 1}n. Then the Bessel-type operators from
Theorem 2.3 are bounded on L2(dw+λ ).
Formal computations and the results from papers [4, 5] suggest that the Bessel-type operators
are associated with the following kernels related to appropriate Banach spaces B.
(1) The kernel associated with Bessel-type maximal operator Wλ,η,+∗
Wλ,η,+(x, y) = {Gλ,η,+t (x, y)}t>0, B = C0 ⊂ L∞(dt).
Using formula (4.1) below it can easily be justified that Wλ,η,+(x, y) ∈ C0 for x 6= y.
(2) The kernels associated with Bessel-type mixed g-functions gλ,η,+K,M
Gλ,η,+K,M (x, y) =
{
∂Kt δη,M,xG
λ,η,+
t (x, y)
}
t>0
, B = L2(t2K+|M |−1dt),
where M ∈ Nn and K ∈ N are such that |M |+K > 0.
(3) The kernels associated with Laplace transform type multipliers Mλ,η,+m
Kλ,η,+Φ (x, y) = −
∫ ∞
0
Φ(t)∂tG
λ,η,+
t (x, y) dt, B = C,
where Φ ∈ L∞(dt).
(4) The kernels associated with Laplace-Stieltjes transform type multipliers Mλ,η,+m
Kλ,η,+ν (x, y) =
∫
(0,∞)
G
λ,η,+
t (x, y) dν(t), B = C,
where ν is a complex Borel measure on (0,∞).
(5) The kernels associated with Bessel-type Riesz transforms Rλ,η,+M
Rλ,η,+M (x, y) =
1
Γ(|M |/2)
∫ ∞
0
δη,M,xG
λ,η,+
t (x, y)t
|M |/2−1 dt, B = C,
where M ∈ Nn is such that |M | > 0.
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(6) The kernels associated with Bessel-type mixed Lusin area integrals Sλ,η,+K,M
Sλ,η,+K,M (x, y) =
{
∂Kt δη,M,xG
λ,η,+
t (x, y)
∣∣∣
x=x+z
√
Ξλ(x, z, t)χ{x+z∈Rn
+
}
}
(z,t)∈A
with B = L2(A, t2K+|M |−1dzdt), where M ∈ Nn and K ∈ N are such that |M |+K > 0.
The following result shows that this is true in the Calderón-Zygmund theory sense.
Proposition 2.5. Assume that λ ∈ (−1/2,∞)n and η ∈ {0, 1}n. Then the Bessel-type operators
(1)-(6) are associated, in the Calderón-Zygmund theory sense, with the corresponding kernels just
listed.
Proof. In the cases of Wλ,η,+∗ , g
λ,η,+
K,M , Mλ,η,+m and Rλ,η,+M we can proceed as in [4, Section 4].
The crucial facts needed in the reasoning are Lemma 3.2 and Propositions 2.4 and 2.6, which
provide L2(dw+λ )-boundedness of the investigated operators and the growth estimates for the
corresponding kernels (in some places we need slightly stronger estimates than growth condition,
which nevertheless are established in Section 4). The case of Sλ,η,+K,M can be dealt with in a similar
way. To be precise, we can proceed in much the same way as in [20, Proposition 2.5, pp. 1528-
1529], where Lusin area integrals, in the context of discrete Dunkl setting, were investigated. We
leave details to the reader. 
Proposition 2.6. Let λ ∈ (−1/2,∞)n and η ∈ {0, 1}n. Then the kernels (1)-(6) listed above
satisfy the standard estimates with the relevant Banach spaces B. More precisely, the kernels
(1)-(5) satisfy the smoothness conditions with γ = 1 and the kernel (6) satisfies (2.7) and (2.8)
with any γ ∈ (0, 1/2] such that γ < min1≤k≤n(λk + 1/2).
The proof of Proposition 2.4 is given in Section 3 and the proof of Proposition 2.6, which is
the most technical part of the paper, is located in Section 4.
We conclude this section with various comments and remarks connected with our main results.
We first note that our results imply analogous results for similar objects based on Poisson-Dunkl
semigroup. More precisely, let {Pλt }t>0 be the Poisson-Dunkl semigroup generated by −
√
∆λ,
P
λ
t f = Dˇλ
(
e−t|z|Dλf(z)
)
, f ∈ L2(dwλ),
and for each η ∈ {0, 1}n consider an auxiliary Poisson-Bessel-type semigroup
P
λ,η,+
t f =
(
Dˇλ
(
e−t|z|Dλfη(z)
))+
, f ∈ L2(dw+λ ).
Obviously, by the subordination principle,
(2.10) Pλt f(x) =
∫ ∞
0
W
λ
t2/(4u)f(x)
e−u du√
πu
, Pλ,η,+t f(x) =
∫ ∞
0
W
λ,η,+
t2/(4u)
f(x)
e−u du√
πu
.
We focus on the maximal operators, Littlewood-Paley-Stein type mixed g-functions and multipli-
ers of Laplace and Laplace-Stieltjes transform type based on these semigroups. In the definitions
(1), (2) we exchange Wλt and W
λ,η,+
t with P
λ
t and P
λ,η,+
t , respectively. Further, in (2) we choose
L2(t2K+2|M |−1dt) instead of L2(t2K+|M |−1dt) and replace multipliers in (3) and (4) by
|z|
∫ ∞
0
e−t|z|Φ(t) dt and
∫
(0,∞)
e−t|z| dν(t),
respectively, leaving the assumptions on Φ(t) and ν unchanged. Then, with the aid of (2.10),
analogous results to Theorems 2.1 and 2.3 are valid for these new operators. The proof is based
on a similar procedure to that described in [4] or [16, Section 3]; we leave details to the reader.
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The treatment of Lusin area integrals based on the Poisson semigroup is more subtle and
demands more effort and explanation. Consider the following square functions based on the
Poisson-Dunkl semigroup and the auxiliary Poisson-Bessel-type counterparts:
SλP,K,M(f)(x) =
(∫
Γ(x)
t2K+2|M |−1
∣∣∂Kt (T λ)MPλt f(z)∣∣2 dwλ(z) dtV λt (x)
)1/2
, x ∈ Rn,
Sλ,η,+P,K,M(f)(x) =
(∫
Γ(x)
t2K+2|M |−1
∣∣∂Kt δη,MPλ,η,+t f(z)∣∣2 χ{z∈Rn+} dw
+
λ (z) dt
V λ,+t (x)
)1/2
, x ∈ Rn+,
where M ∈ Nn, K ∈ N, |M |+K > 0, and Γ(x) is the cone with vertex at x,
Γ(x) = (x, 0) + Γ, Γ =
{
(z, t) ∈ Rn × (0,∞) : |z| < t
}
.
Our main result concerning these operators reads as follows.
Theorem 2.7. Assume that λ ∈ (−1/2,∞)n and W is a weight on Rn invariant under the
reflections σ1, . . . , σn. Then the Lusin area integrals S
λ
P,K,M are bounded on L
p(Rn,Wdwλ),
W+ ∈ Aλ,+p , 1 < p < ∞, and from L1(Rn,Wdwλ) to weak L1(Rn,Wdwλ), W+ ∈ Aλ,+1 .
Moreover, the Poisson-Bessel-type Lusin area integrals Sλ,η,+P,K,M , η ∈ {0, 1}n, are (vector-valued)
Calderón-Zygmund operators in the sense of the space of homogeneous type (Rn+, dw
+
λ , | · |) asso-
ciated with the Banach spaces B = L2(Γ, t2K+2|M |−1dzdt).
A careful repetition of the arguments justifing Theorems 2.1 and 2.3 allows us to reduce
proving Theorem 2.7 to showing the standard estimates for the kernels associated with Sλ,η,+P,K,M ,
η ∈ {0, 1}n, which are defined as
Sλ,η,+P,K,M(x, y) =
{
∂Kt δη,M,xP
λ,η,+
t (x, y)
∣∣∣
x=x+z
√
Ξλ(x, z, t2)χ{x+z∈Rn
+
}
}
(z,t)∈Γ
,
where
(2.11) Pλ,η,+t (x, y) =
∫ ∞
0
G
λ,η,+
t2/(4u)
(x, y)
e−u du√
πu
.
Since it seems not to be straightforward to obtain these estimates from Proposition 2.6 via (2.11),
see the comment in [20, p. 1526], we give the proof of the following result at the end of Section 4.
Proposition 2.8. Let λ ∈ (−1/2,∞)n and η ∈ {0, 1}n. Then the kernels Sλ,η,+P,K,M satisfy the
standard estimates with the corresponding Banach spaces B = L2(Γ, t2K+2|M |−1dzdt). More
precisely, they satisfy (2.7) and (2.8) with any γ ∈ (0, 1/2] such that γ < min1≤k≤n(λk + 1/2).
We now focus on the relation between Bessel-type objects and the operators associated with
the Bessel setting from the papers [4, 5]. Note that choosing η0 = (0, . . . , 0), in view of symmetry
reasons, we have Wλ,η0,+t = W
λ
t , where W
λ
t is the heat-Bessel semigroup considered in the above
mentioned papers. Consequently, many results of [5] can be seen as special cases of Theorem 2.3
(specified to η = η0). However, some definitions in our present situation, in particular when
dealing with η = η0, are a little bit different from the ones used in [4, 5]. This concerns especially
mixed g-functions and higher order Riesz transforms. These new definitions, however, seem to
be more natural and appropriate; see comments in [15], where a symmetrization procedure for
general orthogonal expansions was proposed and [8], where this procedure led to the symmetrized
Jacobi setting that is connected with the initial context of Jacobi expansions in a similar way as
our setting with the Bessel one.
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Further, note that Lusin area integrals, which have more complex structure than the mixed g-
functions, were considered neither in [4] nor in [5]. Consequently, our present results provide some
new results in the Bessel setting. This concerns not only alternatively defined mixed g-functions
and higher order Riesz transforms, but also mixed Lusin area integrals.
Next, we give a comment concerning multipliers of Laplace-Stieltjes transform type. Using
standard arguments, see the comment at the end of [5, Section 2], it can be shown that these
multipliers and their Bessel-type counterparts are bounded on Lp(dwλ) and L
p(dw+λ ), 1 ≤ p ≤ ∞,
respectively. Here, however, Theorems 2.1 and 2.2 deliver also weighted Lp mapping properties.
Remark 2.9. The exact aperture of the parabolic cone A is not essential for our developments.
Indeed, if we fix β > 0 and write Aβ =
{
(z, t) ∈ Rn × (0,∞) : |z| < β√t
}
instead of A in
the definitions of mixed Lusin area integrals, then the results of this paper, and in particular
Theorems 2.1-2.3, remain valid. Similar remark concerns the aperture of the cone Γ and the
results contained in Theorem 2.7.
3. L2(dw+λ )-boundedness
We first collect some auxiliary results which will be needed to establish Proposition 2.4. In
what follows, we will frequently use the fact that the Dunkl transform Dλ and its inverse Dˇλ
preserve η-symmetric functions, namely
Dλ
(
L2(dwλ)η
)
= L2(dwλ)η , Dˇλ
(
L2(dwλ)η
)
= L2(dwλ)η, η ∈ {0, 1}n,
where L2(dwλ)η = {fη : f ∈ L2(dwλ)}.
Lemma 3.1. Let λ ∈ (−1/2,∞)n, η ∈ {0, 1}n and M ∈ Nn. Then,
δη,M,x
[
(xz)ηϕλ+ηz (x)
]
= CM,ηz
M (xz)ǫϕλ+ǫz (x), x, z ∈ Rn,
where CM,η = (−1)
∑n
j=1(1−ηj )Mj+⌊Mj/2⌋ and ǫ = ǫ(η,M) = η(1 −M) + (1 − η)M . Moreover,
ǫ ∈ Zn2 and ǫ = M ⊕Zn2 η.
Proof. By the tensor product structure of ϕλz and δη,M,x it is sufficient to analyze the one-
dimensional situation (n = 1). Further, since (xz)ηϕλ+ηz (x) is η-symmetric with respect to x,
having in mind (2.1) and (2.2), it is easy to deduce that
δη,2,x
[
(xz)ηϕλ+ηz (x)
]
= −∆λ,x
[
(xz)ηϕλ+ηz (x)
]
= −z2(xz)ηϕλ+ηz (x), x, z ∈ R, η = 0, 1.
Iterating this identity we see that our task can be reduced to the cases M = 0, 1. This, however,
is a straightforward consequence of the identities
∂xϕ
λ
z (x) = −z(xz)ϕλ+1z (x), ϕλz (x) = (2λ+ 1)ϕλ+1z (x)− (xz)2ϕλ+2z (x), x, z ∈ R,
which can easily be verified by means of [10, (5.3.5)] and [10, (5.3.6)], respectively. 
From the asymptotic behavior of the Bessel function Jν , ν > −1,
Jν(z) ≃ zν , z → 0+, Jν(z) = O
( 1√
z
)
, z →∞,
we can estimate the one-dimensional functions ϕλz as follows, see [5, Section 2],
(3.1) |ϕλz (x)| .
{
1, |xz| ≤ 1
|xz|−λ, |xz| > 1 , x, z ∈ R.
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Lemma 3.2. Let λ ∈ (−1/2,∞)n, η ∈ {0, 1}n and f ∈ Lp(Rn+, Udw+λ ), U ∈ Aλ,+p , 1 ≤ p < ∞.
Then, Wλ,η,+t f(x) is a C
∞ function of (x, t) ∈ Rn+ × R+. Moreover, if K ∈ N and M ∈ Nn we
have
∂Kt δη,MW
λ,η,+
t f(x) =
∫
Rn
+
∂Kt δη,M,xG
λ,η,+
t (x, z)f(z)dw
+
λ (z), x ∈ Rn+, t > 0.
Further, if f ∈ L2(dw+λ ), then for every x ∈ Rn+ and t > 0 we have
∂Kt δη,MW
λ,η,+
t f(x) =
∫
Rn
+
∂Kt e
−t|z|2δη,M,x
[
(ixz)ηϕλ+ηz (x)
]
Dλf
η(z)dw+λ (z).
Furthermore, if f ∈ C∞c (Rn+), then (Dλfη)+, (Dˇλfη)+ ∈ C∞(Rn+) and we have
δη,M (Dˇλf
η)+(x) =
∫
Rn
+
δη,M,x
[
(ixz)ηϕλ+ηz (x)
]
f(z) dw+λ (z).
Proof. To prove the first two statements we can proceed as in the proof of [4, Lemma 3.5], see
also the comments in [5, Section 2]. The crucial facts needed in the reasoning are the bounds∣∣∣∂Kt δη,M,xGλ,η,+t (x, z)∣∣∣+ ∣∣∣∂Kt e−t|z|2δη,M,x[(xz)ηϕλ+ηz (x)]∣∣∣ . e−c|z|2 , z ∈ Rn+, x ∈ E, t ∈ F,
where E and F are fixed compact subsets of Rn+ and R+, respectively, and c > 0 is some constant
depending on E and F . The above estimate can be verified by means of Lemma 4.1 below and
Lemma 3.1 together with the bound (3.1), respectively.
Finally, the last statement is a consequence of Lemma 3.1, the estimate (3.1) and the domi-
nated convergence theorem. 
Now we are ready to give the proof of L2(dw+λ )-boundedness of all the investigated Bessel-
type operators. This, however, is trivial in the case of multipliers of Laplace and Laplace-Stieltjes
transform type, because in both cases m ∈ L∞(Rn). Moreover, the L2(dw+λ )-boundedness of the
auxiliary Lusin area integrals is an immediate consequence of the L2(dw+λ )-boundedness of the
Bessel-type g-functions. Indeed, from the general theory of spaces of homogeneous type we know
that
‖Sλ,η,+K,M (f)‖L2(dw+
λ
) ≃ ‖gλ,η,+K,M (f)‖L2(dw+
λ
),
which in our context can also be justified with the aid of Lemma 4.6 below. Thus, it suffices to
consider the remaining operators.
Proof of Proposition 2.4; the case of Wλ,η,+∗ . We observe that
W
λ,η,+
∗ (f)(x) = x
η
W
λ+η,η0,+∗
( f
yη
)
(x) = xηW λ+η∗
( f
yη
)
(x), x ∈ Rn+,
where η0 = (0, . . . , 0) and W
λ∗ is the heat-Bessel semigroup maximal operator, see the comments
following the statement of Proposition 2.8. Since W λ∗ is bounded on L2(dw
+
λ ), see [4, Section
4.1] and [5, Section 2], we easily deduce that∥∥∥Wλ,η,+∗ (f)∥∥∥
L2(dw+
λ
)
=
∥∥∥W λ+η∗ ( fyη
)∥∥∥
L2(dw+
λ+η
)
.
∥∥∥ f
yη
∥∥∥
L2(dw+
λ+η
)
= ‖f‖L2(dw+
λ
).

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Proof of Proposition 2.4; the case of gλ,η,+K,M . Let f ∈ L2(dw+λ ). By Lemmas 3.2 and 3.1 we can
write, for every x ∈ Rn+ and t > 0,∣∣∣∂Kt δη,M,xWλ,η,+t f(x)∣∣∣ =∣∣∣
∫
Rn
+
|z|2Ke−t|z|2zM (xz)ǫϕλ+ǫz (x)Dλfη(z) dw+λ (z)
∣∣∣
=2−n
∣∣∣ ∫
Rn
|z|2Ke−t|z|2zMψλz (x)Dλfη(z) dwλ(z)
∣∣∣
=
∣∣∣Dˇλ[|z|2Ke−t|z|2zMDλfη(z)](x)∣∣∣,
where the second equality holds by symmetry reasons. Since the function in square brackets
above is ǫ-symmetric and Dλ is an isometry in L
2(dwλ), we obtain∥∥∥gλ,η,+K,M (f)∥∥∥2
L2(dw+
λ
)
=2−n
∫ ∞
0
∫
Rn
∣∣∣Dˇλ[|z|2Ke−t|z|2zMDλfη(z)](x)∣∣∣2t2K+|M |−1dt dwλ(x)
.
∫
Rn
|z|4K+2|M |∣∣Dλfη(z)∣∣2
∫ ∞
0
e−2t|z|
2
t2K+|M |−1dt dwλ(z)
≃‖Dλfη‖2L2(dwλ) = ‖f
η‖2L2(dwλ) ≃ ‖f‖
2
L2(dw+
λ
)
,
which finishes the reasoning. 
Proof of Proposition 2.4; the case of Rλ,η,+M . Take f ∈ Cλ,η,+. Observe that (|z|−|M |Dλfη(z))+ ∈
C∞c (Rn+) and thus an application of Lemma 3.2 together with Lemma 3.1 gives∣∣Rλ,η,+M f(x)∣∣ = ∣∣∣
∫
Rn
+
|z|−|M |zM (xz)ǫϕλ+ǫz (x)Dλfη(z)dw+λ (z)
∣∣∣
= 2−n
∣∣∣ ∫
Rn
|z|−|M |zMψλz (x)Dλfη(z)dwλ(z)
∣∣∣
=
∣∣∣Dˇλ[|z|−|M |zMDλfη(z)](x)∣∣∣.
Since the last expression, as a function on Rn, is symmetric, using the L2(dwλ)-isometry of Dλ
we get∥∥Rλ,η,+M (f)∥∥L2(dw+
λ
)
≃
∥∥∥|z|−|M |zMDλfη(z)∥∥∥
L2(dwλ)
≤ ‖Dλfη‖L2(dwλ) ≃ ‖f‖L2(dw+λ ).
Thus Rλ,η,+M is bounded from C
λ,η,+ into L2(dw+λ ). Next, we ensure that C
λ,η,+ is a dense
subspace of L2(dw+λ ). It is not hard to verify that
Cλ,η,+ = Dˇλ
((
C∞c (R
n
+)
)η)+
,
where
(
C∞c (Rn+)
)η
= {fη : f ∈ C∞c (Rn+)}. Since C∞c (Rn+) is dense in L2(dw+λ ), it follows that(
C∞c (Rn+)
)η
is dense in L2(dwλ)η and the conclusion follows. 
4. Kernel estimates
In this section we gather various technical facts, which finally allow us to obtain standard
estimates for all the kernels under consideration. Our method is based on the technique used in
the Bessel context in the paper [4] for the restricted range of λ ∈ [0,∞)n and in [5] for the full
range of λ ∈ (−1/2,∞)n.
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Given η ∈ {0, 1}n, the Bessel-type heat kernel can be expressed as, see [5, (3.3)],
(4.1)
G
λ,η,+
t (x, y) =
∑
ε∈{0,1}n
Cλ+η,ε t
−n/2−|λ|−|η|−2|ε|(xy)2ε+η
∫
exp
(
−q(x, y, s)
4t
)
dΩλ+η+1+ε(s),
where Cλ,ε = (2λ+ 1)
1−ε 2−n/2−|λ|−2|ε|, and the function q(x, y, s) is defined as
q(x, y, s) = |x|2 + |y|2 + 2
n∑
j=1
xjyjsj, x, y ∈ Rn+, s ∈ [−1, 1]n.
The measures Ων , ν ∈ (0,∞)n, appearing in (4.1) are products of one-dimensional measures,
Ων =
⊗n
j=1Ωνj , where Ωνj is defined on the interval [−1, 1] by the density
dΩνj(sj) =
(1− s2j)νj−1dsj√
π2νj−1/2Γ(νj)
.
To shorten notation, we will write q instead of q(x, y, s) when no confusion can arise.
To estimate kernels defined via Gλ,η,+t (x, y) we will frequently use the following.
Lemma 4.1. Let λ ∈ (−1/2,∞)n, η ∈ {0, 1}n, ℓ, r,M ∈ Nn and K ∈ N. Then∣∣∂Kt ∂ℓx∂ryδη,M,xGλ,η,+t (x, y)∣∣
.
∑
ε,ζ,ρ∈{0,1}n
α,β∈{0,1,2}n
x2ε−αε+η−ζηy2ε−βε+η−ρηt−(n/2+|λ|+|η|+2|ε|)−K−(|M |+|ℓ|+|r|)/2+(|αε|+|ζη|+|βε|+|ρη|)/2
×
∫
exp
(
− q
8t
)
dΩλ+η+1+ε(s),
uniformly in x, y ∈ Rn+ and t > 0.
Proof. We first deal with the one-dimensional situation (n = 1). Since the heat-Dunkl semigroup
{Wλt }t>0 satisfies the heat equation ∂tWλt = −∆λWλt , it can easily be verified that its kernel
G
λ
t (x, y) also satisfies this equation with respect to x variable, i.e.
∂tG
λ
t (x, y) = −∆λ,xGλt (x, y) = (T λx )2Gλt (x, y).
Observe that for each η = 0, 1 the functions ∂tG
λ,η,+
t (x, y) and δη,2,xG
λ,η,+
t (x, y) are η-symmetric
with respect to x. Thus, in view of the above identity, they are both η-symmetric component of
2n∂tG
λ
t (x, y) and hence they are equal. Iterating this identity we obtain
δη,M,xG
λ,η,+
t (x, y) = ∂
⌊M/2⌋
t
(
∂Mx +
2ληM
x
)
G
λ,η,+
t (x, y), x, y, t > 0, M ∈ N, η = 0, 1.
Combining this with the representation formula (4.1) gives∣∣∣∂Kt ∂ℓx∂ryδη,M,xGλ,η,+t (x, y)∣∣∣ =
∣∣∣∣∂K+⌊M/2⌋t ∂ℓx∂ry
(
∂Mx +
2ληM
x
)
G
λ,η,+
t (x, y)
∣∣∣∣
.
∑
ε=0,1
∫ { ∣∣∣∂K+⌊M/2⌋t ∂ℓ+Mx ∂ry [t−(1/2+λ+η+2ε)(xy)2ε+η exp(− q4t
)]∣∣∣
+ χ{η=M=1}
∣∣∣∂K+⌊M/2⌋t ∂ℓx∂ry [t−(1/2+λ+1+2ε)x2εy2ε+1 exp(− q4t
)]∣∣∣ }dΩλ+η+1+ε(s).
Proceeding in a similar way as in the proof of [5, Lemma 3.2], we obtain∣∣∣∂Wt ∂Lx ∂Ry [tSx2ε+η1y2ε+η2 exp(− q4t
)]∣∣∣
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.
∑
ζ,ρ=0,1
α,β=0,1,2
x2ε−αε+η1−ζη1y2ε−βε+η2−ρη2tS−W−(L+R)/2+(αε+ζη1+βε+ρη2)/2 exp
(
− q
8t
)
,
uniformly in x, y, t > 0; here W,L,R ∈ N, S ∈ R and ε, η1, η2 = 0, 1 are fixed. Using this
estimate we see that∣∣∣∂K+⌊M/2⌋t ∂ℓ+Mx ∂ry [t−(1/2+λ+η+2ε)(xy)2ε+η exp(− q4t
)]∣∣∣
.
∑
ζ,ρ=0,1
α,β=0,1,2
x2ε−αε+η−ζηy2ε−βε+η−ρηt−(1/2+λ+η+2ε)−K−(M+ℓ+r)/2+(αε+ζη+βε+ρη)/2 exp
(
− q
8t
)
,
and
χ{η=M=1}
∣∣∣∂K+⌊M/2⌋t ∂ℓx∂ry [t−(1/2+λ+1+2ε)x2εy2ε+1 exp(− q4t
)]∣∣∣
. χ{η=1}
∑
ρ=0,1
α,β=0,1,2
x2ε−αεy2ε−βε+1−ρt−(1/2+λ+1+2ε)−K−(M+ℓ+r)/2+(αε+1+βε+ρ)/2 exp
(
− q
8t
)
.
Since the bound of the first expression is dominating, we arrive at the desired conclusion.
Now suppose that n is arbitrary. In view of the product structure ofGλ,η,+t (x, y), an application
of Leibniz’ rule gives
∂Kt ∂
ℓ
x∂
r
yδη,M,xG
λ,η,+
t (x, y) =∂
K
t

 n∏
j=1
∂
ℓj
xj∂
rj
yj δj,ηj ,Mj ,xjG
λj ,ηj ,+
t (xj , yj)


=
∑
k∈{0,...,K}n
|k|=K
ck
n∏
j=1
[
∂
kj
t ∂
ℓj
xj∂
rj
yj δj,ηj ,Mj ,xjG
λj ,ηj ,+
t (xj , yj)
]
,
which leads directly to the asserted bound. 
The next result constitutes an essence of our method. It provides a link from the estimates
emerging from the integral representation of Gλ,η,+t (x, y), see (4.1) and Lemma 4.1, to the stan-
dard estimates related to the space of homogeneous type (Rn+, dw
+
λ , | · |). It may be proved in
much the same way as [5, Lemma 3.3]. The crucial role in the proof plays [16, Lemma 2.1], see
also [5, Lemma 3.1].
Lemma 4.2. Assume that λ ∈ (−1/2,∞)n, 1 ≤ p ≤ ∞, W ∈ R, C > 0, ε, η, ζ, ρ ∈ {0, 1}n
and α, β ∈ {0, 1, 2}n. Further, let τ ∈ Nn be such that τ ≤ 2ε − αε + η − ζη. Given u ≥ 0, we
consider the function Υu : R
n
+ × Rn+ × R+ → R defined by
Υu(x, y, t) =x
2ε−αε+η−ζη−τ y2ε−βε+η−ρη t−(n/2+|λ|+|η|+2|ε|)+(|αε|+|ζη|+|βε|+|ρη|+|τ |)/2−W/p−u/2
×
∫
exp
(
− Cq
t
)
dΩλ+η+1+ε(s),
where W/p = 0 for p =∞. Then Υu satisfies the integral estimate∥∥Υu(x, y, t)∥∥Lp(tW−1dt) . 1|x− y|u 1w+λ (B(x, |y − x|)) ,
uniformly in x, y ∈ Rn+, x 6= y.
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It should be noted that for every λ ∈ (−1/2,∞)n the w+λ measure of the ball B(x,R) or the
cube centered at x and of side lengths 2R can be described as
(4.2) w+λ (B(x,R)) ≃ V λ,+R (x) ≃ Rn
n∏
j=1
(xj +R)
2λj , x ∈ Rn+, R > 0.
The two lemmas below will be useful in justifying the smoothness estimates (2.7) and (2.8)
when the corresponding kernel is not scalar valued (B 6= C).
Lemma 4.3 ([20, Lemma 4.3]). Let x, y, z ∈ Rn+ and s ∈ [−1, 1]n. Then
1
4
q(x, y, s) ≤ q(z, y, s) ≤ 4q(x, y, s),
provided that |x− y| > 2|x− z|. Similarly, if |x− y| > 2|y − z| then
1
4
q(x, y, s) ≤ q(x, z, s) ≤ 4q(x, y, s).
Lemma 4.4 ([20, Lemma 4.5]). Let λ ∈ (−1/2,∞)n and γ ∈ R be fixed. We have(
1
|z − y|
)γ 1
w+λ (B(z, |z − y|))
≃
(
1
|x− y|
)γ 1
w+λ (B(x, |x− y|))
on the set {(x, y, z) ∈ Rn+ ×Rn+ × Rn+ : |x− y| > 2|x− z|}.
To be precise, in [20, Lemma 4.5] only the restricted range of λ ∈ [0,∞)n was allowed.
However, the same arguments as those in [20] show the result in the general case.
The next lemmas will be useful when proving kernel estimates for the kernels associated with
Lusin area integrals.
Lemma 4.5 ([20, Lemma 4.7]). Let x, y ∈ Rn+, z ∈ Rn, s ∈ [−1, 1]n. Then
q(x+ z, y, s) ≥ 1
2
q(x, y, s)− |z|2.
Lemma 4.6. Let λ ∈ (−1/2,∞)n. Then∫
|z|<√t
Ξλ(x, z, t)χ{x+z∈Rn
+
} dz ≃ 1,
uniformly in x ∈ Rn+ and t > 0.
Proof. Since∫
|z|<√t
Ξλ(x, z, t)χ{x+z∈Rn+} dz =
1
V λ,+√
t
(x)
∫
|z|<√t
(x+ z)2λχ{x+z∈Rn+} dz =
w+λ (B(x,
√
t))
V λ,+√
t
(x)
,
the conclusion is a straightforward consequence of (4.2). 
The result below can be seen as an extension of [20, Lemma 4.8], which in our notation is
valid only for λ ∈ [0,∞)n. The crucial role in the proof plays the estimate
(4.3) |x− y|ξ . |xξ − yξ|, x, y ≥ 0,
where ξ ≥ 1 is fixed. This was also used in [20, p. 1540] but only with ξ = 2. Here the technical
side demands more effort and seems to be unavoidable in the general case λ ∈ (−1/2,∞)n.
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Lemma 4.7. Given λ ∈ (−1/2,∞)n, there exists γ = γ(λ) ∈ (0, 1/2] such that∫
|z|<√t
χ{x+z, x′+z∈Rn
+
}
∣∣√Ξλ(x, z, t) −√Ξλ(x′, z, t)∣∣2 dz .
( |x− x′|2
t
)γ
,
uniformly in x, x′ ∈ Rn+ and t > 0. Moreover, one can take any γ ∈ (0, 1/2] satisfying γ <
min1≤k≤n(λk + 1/2).
Proof. Let γ ∈ (0, 1/2] satisfying γ < min1≤k≤n(λk + 1/2) be fixed. Using (4.3) with ξ = 2, we
see that in order to finish the proof, it suffices to verify that∫
|z|<√t
χ{x+z, x′+z∈Rn+}
∣∣Ξλ(x, z, t) − Ξλ(x′, z, t)∣∣ dz .
( |x− x′|2
t
)γ
.(4.4)
Further, we may reduce our task to showing the one-dimensional version of (4.4). Indeed, taking
into account the product structure of Ξλ(x, z, t) and the identity
n∏
j=1
aj −
n∏
j=1
bj =
n∑
k=1

k−1∏
j=1
bj

 (ak − bk)

 n∏
j=k+1
aj

 , aj , bj ∈ R, j = 1, . . . , n
(here we use the standard notation concerning empty products) we get∣∣Ξλ(x, z, t) − Ξλ(x′, z, t)∣∣
≤
n∑
k=1

k−1∏
j=1
Ξλj(x
′
j , zj , t)



 n∏
j=k+1
Ξλj (xj , zj , t)

∣∣Ξλk(xk, zk, t)− Ξλk(x′k, zk, t)∣∣.
This together with the one-dimensional versions of Lemma 4.6 and (4.4) gives∫
|z|<√t
χ{x+z, x′+z∈Rn
+
}
∣∣Ξλ(x, z, t) − Ξλ(x′, z, t)∣∣ dz
≤
n∑
k=1

k−1∏
j=1
∫
|zj |<
√
t
χ{x′j+zj>0}Ξλj (x
′
j , zj , t) dzj



 n∏
j=k+1
∫
|zj |<
√
t
χ{xj+zj>0}Ξλj(xj , zj , t) dzj


×
(∫
|zk|<
√
t
χ{xk+zk, x′k+zk>0}
∣∣Ξλk(xk, zk, t)− Ξλk(x′k, zk, t)∣∣ dzk
)
.
n∑
k=1
( |xk − x′k|2
t
)γ
.
( |x− x′|2
t
)γ
.
Next, we show (4.4) for n = 1. We can assume that |x − x′| ≤ √t, since otherwise (4.4) is a
straightforward consequence of Lemma 4.6 and the inequality 1 ≤
( |x−x′|2
t
)γ
. Further, observe
that
χ{x+z, x′+z>0}
∣∣Ξλ(x, z, t) − Ξλ(x′, z, t)∣∣
≤ χ{x+z, x′+z>0}
∣∣(x+ z)2λ − (x′ + z)2λ∣∣
V λ,+√
t
(x′)
+ χ{x+z, x′+z>0}Ξλ(x, z, t)
∣∣∣V λ,+√
t
(x)− V λ,+√
t
(x′)
∣∣∣
V λ,+√
t
(x′)
≡ I1(x, x′, z, t) + I2(x, x′, z, t).
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We will treat I1 and I2 separately. We first deal with I1. Using (4.3) specified to ξ = 1/(2γ) and
then the Mean Value Theorem we arrive at the estimates
V λ,+√
t
(x′)I1(x, x′, z, t) . χ{x+z, x′+z>0}
∣∣∣(x+ z)λ/γ − (x′ + z)λ/γ ∣∣∣2γ
. χ{x+z, x′+z>0}|x− x′|2γ(θ + z)2(λ−γ),
where θ is a convex combination of x and x′, which may depend on z and t. We denote
y =
{
x ∨ x′, λ ≥ γ
x ∧ x′, λ < γ .
Then obviously∫
|z|<√t
I1(x, x
′, z, t) dz .
|x− x′|2γ
V λ,+√
t
(x′)
∫
|z|<√t
χ{y+z>0}(y + z)2(λ−γ) dz = |x− x′|2γ
w+λ−γ(B(y,
√
t))
V λ,+√
t
(x′)
.
Combining this with (4.2) and the relations
(4.5) (x+
√
t) ≃ (x′ +
√
t) ≃ (x ∧ x′ +
√
t) ≃ (x ∨ x′ +
√
t),
valid when |x− x′| ≤ √t, we get∫
|z|<√t
I1(x, x
′, z, t) dz . |x− x′|2γ (y +
√
t)2(λ−γ)
(x′ +
√
t)2λ
.
( |x− x′|2
t
)γ
.
We now focus on I2. By Lemma 4.6, an explicit expression of V
λ,+√
t
(x′) (see (2.5)) and (4.2)
we have∫
|z|<√t
I2(x, x
′, z, t) dz .
∣∣∣V λ,+√
t
(x)− V λ,+√
t
(x′)
∣∣∣
V λ,+√
t
(x′)
.
∣∣(x+√t)2λ+1 − (x′ +√t)2λ+1∣∣√
t(x′ +
√
t)2λ
+
∣∣∣χ{x>√t}(x−√t)2λ+1 − χ{x′>√t}(x′ −√t)2λ+1∣∣∣√
t(x′ +
√
t)2λ
≡ J1(x, x′, t) + J2(x, x′, t).
Thus to complete the proof it is enough to check that
Jj(x, x
′, t) .
|x− x′|√
t
+
( |x− x′|2
t
)λ+1/2
+
( |x− x′|2
t
)γ
, |x− x′| ≤
√
t, j = 1, 2;
notice that in this sum the last term is dominating. We first focus on J1. By means of the Mean
Value Theorem and (4.5) we obtain
J1(x, x
′, t) .
|x− x′|(θ +√t)2λ√
t(x′ +
√
t)2λ
≃ |x− x
′|√
t
,
where θ is a convex combination of x and x′. To treat J2 we observe that
J2(x, x
′, t) = χ{x∧x′≤√t<x∨x′}
(x ∨ x′ −√t)2λ+1√
t(x′ +
√
t)2λ
+
(
χ{x∧x′≥2√t} + χ{2√t>x∧x′>√t}
) ∣∣(x−√t)2λ+1 − (x′ −√t)2λ+1∣∣√
t(x′ +
√
t)2λ
.
The relevant estimate for the first term is straightforward because, in view of (4.5), we have
χ{x∧x′≤√t<x∨x′}
(x ∨ x′ −√t)2λ+1√
t(x′ +
√
t)2λ
.
(x ∨ x′ − x ∧ x′)2λ+1
(
√
t)2λ+1
=
( |x− x′|2
t
)λ+1/2
.
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To bound the second one we apply the Mean Value Theorem to obtain
χ{x∧x′≥2√t}
∣∣∣(x−√t)2λ+1 − (x′ −√t)2λ+1∣∣∣ ≃ χ{x∧x′≥2√t}|x− x′|(θ −√t)2λ,
where θ is a convex combination of x and x′. Since for x ∧ x′ ≥ 2√t the expression θ − √t is
comparable to quantities appearing in (4.5), we get the desired estimate. Treating the last term
in a similar way as I1 at the beginning of the proof, we get
χ{2√t>x∧x′>√t}
∣∣∣(x−√t)2λ+1 − (x′ −√t)2λ+1∣∣∣ . χ{2√t>x∧x′>√t}|x− x′|2γ(θ −√t)2λ+1−2γ ,
where θ is a convex combination of x and x′. Since 2λ+ 1− 2γ > 0, in view of (4.5) we have
χ{2√t>x∧x′>√t}
∣∣(x−√t)2λ+1 − (x′ −√t)2λ+1∣∣√
t(x′ +
√
t)2λ
. χ{2√t>x∧x′>√t}|x− x′|2γ
(x ∨ x′ +√t)2λ+1−2γ√
t(x′ +
√
t)2λ
≃ χ{2√t>x∧x′>√t}
( |x− x′|2
t
)γ
.
This finishes the proof of Lemma 4.7. 
Lemma 4.8. Let λ ∈ (−1/2,∞)n be fixed. Then there exists γ = γ(λ) ∈ (0, 1/2] such that∫
|z|<√t
χ{x+z∈Rn
+
, x′+z /∈Rn
+
}Ξλ(x, z, t) dz .
( |x− x′|2
t
)γ
,
uniformly in x, x′ ∈ Rn+ and t > 0. Moreover, one can take any γ ∈ (0, 1/2] satisfying γ ≤
min1≤k≤n(λk + 1/2).
Proof. Let γ ∈ (0, 1/2] satisfying γ ≤ min1≤k≤n(λk+1/2) be fixed. Observe that if |x−x′| >
√
t,
then using Lemma 4.6 and the obvious inequality 1 ≤
( |x−x′|2
t
)γ
, we get the desired bound. Thus,
we can assume that |x − x′| ≤ √t. Since the constraint x′ + z /∈ Rn+ forces zk ≤ −x′k for some
k ∈ {1, . . . , n}, it is enough to verify that for every k ∈ {1, . . . , n} we have∫
|z|<√t
χ{x+z∈Rn+, zk≤−x′k}Ξλ(x, z, t) dz .
|xk − x′k|√
t
+
( |xk − x′k|2
t
)λk+1/2
.
Further, by the product structure of Ξλ(x, z, t), the one-dimensional version of Lemma 4.6 and
(4.2) we see that it suffices to prove that∫
|zk|<
√
t
χ{−xk<zk≤−x′k}
(xk + zk)
2λk
√
t(xk +
√
t)2λk
dzk .
|xk − x′k|√
t
+
( |xk − x′k|2
t
)λk+1/2
.
To proceed it is convenient to distinguish two cases.
Case 1: xk ≥ 2
√
t. We have xk + zk ≃ xk ≃ xk +
√
t and the required bound follows.
Case 2: xk < 2
√
t. Since xk +
√
t ≃ √t, an integration gives us∫
|zk|<
√
t
χ{−xk<zk≤−x′k}
(xk + zk)
2λk
√
t(xk +
√
t)2λk
dzk .
∫ −x′
k
−xk
(xk + zk)
2λk
tλk+1/2
dzk ≃
( |xk − x′k|2
t
)λk+1/2
.

In the proofs of Propositions 2.6 and 2.8 we tacitly assume that passing with the differentiation
in xj, yj or t under integrals agains dt, dν(t) or du is legitimate. In fact such manipulations can
easily be justified by means of the dominated convergence theorem and the estimates obtained
in Lemma 4.1 and along the proofs of these propositions.
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Proof of Proposition 2.6; the case of Wλ,η,+(x, y). The growth estimate (2.6) is an easy conse-
quence of (4.1) and Lemma 4.2 (with p =∞, W = 1, C = 1/4 and |α| = |β| = |ζ| = |ρ| = |τ | =
u = 0).
For symmetry reasons we only need to show the smoothness condition (2.7). In view of the
Mean Value Theorem we have
|Gλ,η,+t (x, y) −Gλ,η,+t (x′, y)| ≤ |x− x′|
∣∣∣∇xGλ,η,+t (x, y)∣∣x=θ
∣∣∣,
with θ = θ(t, x, x′, y) a convex combination of x and x′. Hence, it remains to verify that∥∥∥∥∣∣∣∇xGλ,η,+t (x, y)∣∣x=θ
∣∣∣
∥∥∥∥
L∞(dt)
.
1
|x− y|w+λ (B(x, |x− y|))
, |x− y| > 2|x− x′|.
This, however, follows by applying successively Lemma 4.1 (taken with K = |r| = |M | = 0 and
ℓ = ej , j = 1, . . . , n, where ej represents the jth coordinate vector in R
n), the relations
(4.6) θ ≤ x ∨ x′, |x− θ| ≤ |x− x′|, |x− x ∨ x′| ≤ |x− x′|,
Lemma 4.3 twice (with z = θ and z = x∨ x′), Lemma 4.2 (choosing p =∞, W = 1, C = 1/128,
u = 1 and τ = 0) and finally Lemma 4.4 (specified to γ = 1 and z = x ∨ x′). 
Proof of Proposition 2.6; the case of Gλ,η,+K,M (x, y). The growth condition is obtained by combin-
ing Lemma 4.1 (taking |ℓ| = |r| = 0) and Lemma 4.2 (with p = 2, W = 2K + |M |, C = 1/8,
u = 0 and τ = 0).
We now prove the bound (2.7) for Gλ,η,+K,M (x, y); the estimate (2.8) can be treated analogously.
After applying the Mean Value Theorem, our objective is to see that∥∥∥∥∣∣∣∇x∂Kt δη,M,xGλ,η,+t (x, y)∣∣x=θ
∣∣∣
∥∥∥∥
L2(t2K+|M|−1dt)
.
1
|x− y|w+λ (B(x, |x− y|))
, |x−y| > 2|x−x′|,
where θ = θ(t, x, x′, y) is a convex combination of x and x′. Again, we use sequently Lemma 4.1
(selecting |r| = 0 and ℓ = ej , j = 1, . . . , n), relations (4.6), Lemma 4.3 twice (first with z = θ
and secondly with z = x∨ x′), Lemma 4.2 (taken with p = 2, W = 2K + |M |, C = 1/128, u = 1
and τ = 0) and Lemma 4.4 (with γ = 1 and z = x ∨ x′) to get the desired estimate. 
Proof of Proposition 2.6; the case of Kλ,η,+Φ (x, y). The growth condition is achieved directly by
the fact that Φ is a bounded function, Lemma 4.1 (taken with K = 1 and |ℓ| = |r| = |M | = 0)
and Lemma 4.2 (choosing p = W = 1, C = 1/8, u = 0 and τ = 0).
Next, we show the gradient estimate (2.9). Since Φ ∈ L∞(dt), our goal is to obtain the bound∥∥∥∣∣∇x,y∂tGλ,η,+t (x, y)∣∣∥∥∥
L1(dt)
.
1
|x− y|w+λ (B(x, |x− y|))
, x 6= y.
This, however, follows from Lemma 4.1 (with K = 1, |M | = 0 and |ℓ| = 0, r = ej or ℓ = ej,
|r| = 0, j = 1, . . . , n) and Lemma 4.2 (specified to p = W = 1, C = 1/8, u = 1 and τ = 0). 
Proof of Proposition 2.6; the case of Kλ,η,+ν (x, y). Since ν is a complex measure, it has finite
total variation, and then proving the growth and smoothness properties forKλ,η,+ν (x, y) is reduced
to showing (2.6) and (2.7) for the kernel {Gλ,η,+t (x, y)}t>0 in the Banach space B = L∞(dt). This
was already done in the case of Wλ,η,+(x, y). 
Proof of Proposition 2.6; the case of Rλ,η,+M (x, y). Combining Lemma 4.1 (taken with K = |ℓ| =
|r| = 0) and Lemma 4.2 (choosing p = 1, W = |M |/2, C = 1/8, u = 0 and τ = 0) we attain the
growth bound for this kernel.
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On the other hand, the gradient estimate is achieved by using Lemma 4.1 (specified to K = 0
and |ℓ| = 0, r = ej or ℓ = ej , |r| = 0, j = 1, . . . , n) and Lemma 4.2 (with p = 1, W = |M |/2,
C = 1/8, u = 1 and τ = 0). 
Proof of Proposition 2.6; the case of Sλ,η,+K,M (x, y). We first deal with the growth estimate. Using
Lemma 4.1, and then Lemma 4.5 we infer that∣∣∣∣∂Kt δη,M,xGλ,η,+t (x, y)
∣∣∣
x=x+z
∣∣∣∣
.
∑
ε,ζ,ρ∈{0,1}n
α,β∈{0,1,2}n
(x+ z)2ε−αε+η−ζηy2ε−βε+η−ρηt−(n/2+|λ|+|η|+2|ε|)−K−|M |/2+(|αε|+|ζη|+|βε|+|ρη|)/2
×
∫
exp
(
− q
16t
)
dΩλ+η+1+ε(s),
provided that (z, t) ∈ A. Now an application of the estimate
(4.7) |(x+ z)κ| ≤ (x+
√
t1)κ .
∑
0≤τ≤κ
xκ−τ t|τ |/2, x ∈ Rn+, (z, t) ∈ A,
where κ ∈ Nn is fixed, gives the bound∣∣∣∣∂Kt δη,M,xGλ,η,+t (x, y)∣∣∣
x=x+z
∣∣∣∣
.
∑
ε,ζ,ρ∈{0,1}n
α,β∈{0,1,2}n
∑
0≤τ≤2ε−αε+η−ζη
x2ε−αε+η−ζη−τy2ε−βε+η−ρηt−(n/2+|λ|+|η|+2|ε|)−K−|M |/2
× t(|αε|+|ζη|+|βε|+|ρη|+|τ |)/2
∫
exp
(
− q
16t
)
dΩλ+η+1+ε(s),(4.8)
for (z, t) ∈ A. Using sequently this estimate, Lemma 4.6 and then Lemma 4.2 (taken with p = 2,
W = 2K + |M |, C = 1/16, u = 0) we arrive at the desired bound.
Next, we show the first smoothness estimate. More precisely, we will show (2.7) with any fixed
γ ∈ (0, 1/2] satisfying γ < min1≤k≤n(λk + 1/2). To proceed, it is natural to split the region of
integration A into four subsets, depending on whether x+ z, x′ + z are in Rn+ or not. We define
A1 =
{
(z, t) ∈ A : x+ z ∈ Rn+, x′ + z ∈ Rn+
}
, A2 =
{
(z, t) ∈ A : x+ z ∈ Rn+, x′ + z /∈ Rn+
}
,
A3 =
{
(z, t) ∈ A : x+ z /∈ Rn+, x′ + z ∈ Rn+
}
, A4 =
{
(z, t) ∈ A : x+ z /∈ Rn+, x′ + z /∈ Rn+
}
.
The analysis related to A4 is trivial and the case of A3 is analogous to A2, thus we analyze only
two cases.
Case 1: The norm related to L2(A1, t
2K+|M|−1
dzdt). By the triangle inequality∣∣∣∣∂Kt δη,M,xGλ,η,+t (x, y)
∣∣∣
x=x+z
√
Ξλ(x, z, t) − ∂Kt δη,M,xGλ,η,+t (x, y)
∣∣∣
x=x′+z
√
Ξλ(x′, z, t)
∣∣∣∣
≤
∣∣∣∣∂Kt δη,M,xGλ,η,+t (x, y)∣∣∣
x=x+z
− ∂Kt δη,M,xGλ,η,+t (x, y)
∣∣∣
x=x′+z
∣∣∣∣√Ξλ(x′, z, t)
+
∣∣∣∣∂Kt δη,M,xGλ,η,+t (x, y)
∣∣∣
x=x+z
∣∣∣∣
∣∣∣√Ξλ(x, z, t) −√Ξλ(x′, z, t)∣∣∣
≡ I1(x, x′, y, z, t) + I2(x, x′, y, z, t).
We will treat I1 and I2 separately. An application of the Mean Value Theorem and then succes-
sively Lemma 4.1, Lemma 4.5, (4.6), Lemma 4.3 twice (first with z = θ and then with z = x∨x′)
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and (4.7) gives
I1(x, x
′, y, z, t) . |x− x′|
∑
ε,ζ,ρ∈{0,1}n
α,β∈{0,1,2}n
∑
0≤τ≤2ε−αε+η−ζη
(x ∨ x′)2ε−αε+η−ζη−τy2ε−βε+η−ρη
× t−(n/2+|λ|+|η|+2|ε|)−K−|M |/2−1/2+(|αε|+|ζη|+|βε|+|ρη|+|τ |)/2
×
∫
exp
(
−q(x ∨ x
′, y, s)
256t
)
dΩλ+η+1+ε(s)
√
Ξλ(x′, z, t),
provided that (z, t) ∈ A1 and |x − y| > 2|x − x′|. Combining this with Lemma 4.6, Lemma 4.2
(specified to p = 2, W = 2K + |M |, C = 1/256, u = 1) and Lemma 4.4 (with γ = 1 and
z = x ∨ x′) leads to the required bound for I1. We now focus on I2. Using the estimate (4.8)
and Lemma 4.7 we get∥∥I2(x, x′, y, z, t)∥∥L2(A1,t2K+|M|−1dzdt)(4.9)
. |x− x′|γ
∑
ε,ζ,ρ∈{0,1}n
α,β∈{0,1,2}n
∑
0≤τ≤2ε−αε+η−ζη
x2ε−αε+η−ζη−τy2ε−βε+η−ρη
×
∥∥∥t−(n/2+|λ|+|η|+2|ε|)−K−|M |/2−γ/2+(|αε|+|ζη|+|βε|+|ρη|+|τ |)/2
×
∫
exp
(
− q
16t
)
dΩλ+η+1+ε(s)
∥∥∥
L2(t2K+|M|−1dt)
.
This, with the aid of Lemma 4.2 (taken with p = 2, W = 2K+ |M |, C = 1/16, u = γ), completes
the analysis associated with A1.
Case 2: The norm related to L2(A2, t
2K+|M|−1
dzdt). Since Sλ,η,+K,M (x′, y) = 0, our task is to
show that
‖Sλ,η,+K,M (x, y)‖L2(A2,t2K+|M|−1dzdt) .
( |x− x′|
|x− y|
)γ 1
w+λ (B(x, |x− y|))
,(4.10)
for |x− y| > 2|x− x′|. By means of the estimate (4.8) and Lemma 4.8 we see that
‖Sλ,η,+K,M (x, y)‖L2(A2,t2K+|M|−1dzdt)
. |x− x′|γ
∑
ε,ζ,ρ∈{0,1}n
α,β∈{0,1,2}n
∑
0≤τ≤2ε−αε+η−ζη
x2ε−αε+η−ζη−τy2ε−βε+η−ρη
∥∥∥t−(n/2+|λ|+|η|+2|ε|)
× t−K−|M |/2−γ/2+(|αε|+|ζη|+|βε|+|ρη|+|τ |)/2
∫
exp
(
− q
16t
)
dΩλ+η+1+ε(s)
∥∥∥
L2(t2K+|M|−1dt)
.
The right-hand side here coincides with the right-hand side of (4.9), and (4.10) follows.
We now focus on the second smoothness condition (2.8). We prove it with γ = 1. Using the
Mean Value Theorem, and then sequently Lemma 4.1, Lemma 4.5, Lemma 4.3 twice (with z = θ
and z = y ∨ y′) and (4.7) we obtain∣∣∣∣∂Kt δη,M,xGλ,η,+t (x, y)
∣∣∣
x=x+z
− ∂Kt δη,M,xGλ,η,+t (x, y′)
∣∣∣
x=x+z
∣∣∣∣√Ξλ(x, z, t)χ{x+z∈Rn+}
. |y − y′|
∑
ε,ζ,ρ∈{0,1}n
α,β∈{0,1,2}n
∑
0≤τ≤2ε−αε+η−ζη
x2ε−αε+η−ζη−τ (y ∨ y′)2ε−βε+η−ρηt−(n/2+|λ|+|η|+2|ε|)−K
× t−|M |/2−1/2+(|αε|+|ζη|+|βε|+|ρη|+|τ |)/2
∫
exp
(
−q(x, y ∨ y
′, s)
256t
)
dΩλ+η+1+ε(s)
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×
√
Ξλ(x, z, t)χ{x+z∈Rn+},
for (z, t) ∈ A and |x − y| > 2|y − y′|. An application of Lemma 4.6, Lemma 4.2 (specified to
p = 2, W = 2K + |M |, C = 1/256 u = 1) and then Lemma 4.4 leads directly to the desired
estimate.
This finishes the whole reasoning justifying Proposition 2.6. 
To prove Proposition 2.8, we need Faà di Bruno’s formula for theKth derivative, K ≥ 1, of the
composition of two functions (see [7] for related references and interesting historical remarks),
(4.11) ∂Kt (g ◦ f)(t) =
∑ K!
k1! · . . . · kK !
(
∂k1+...+kKg
) ◦ f(t)(∂1t f(t)
1!
)k1
· . . . ·
(
∂Kt f(t)
K!
)kK
,
where the summation runs over all k1, . . . , kK ≥ 0 such that k1 + 2k2 + . . .+KkK = K.
Proof of Proposition 2.8. The reasoning is based on the subordination formula (2.11) and a care-
ful repetition of the arguments from the proof of Proposition 2.6 (the case of Sλ,η,+K,M (x, y)). We
give the details only in the case of the growth condition (2.6), leaving the proof of the smoothness
bounds to the reader.
By (2.11) and Faà di Bruno’s formula (4.11) applied with g(r) = δη,M,xG
λ,η,+
r (x, y)
∣∣∣
x=x+z
and
f(t) = t2/(4u), we get
∂Kt δη,M,xP
λ,η,+
t (x, y)
∣∣∣
x=x+z
=
∑
k1+2k2=K
ck1,k2
∫ ∞
0
∂k1+k2r δη,M,xG
λ,η,+
r (x, y)
∣∣∣r=t2/(4u)
x=x+z
tk1u−k1−k2
e−u du√
u
,
where ck1,k2 are constants; observe that this formula works also for K = 0. Using Minkowski’s
integral inequality we may reduce our task to showing that∫ ∞
0
∥∥∥∥∂k1+k2r δη,M,xGλ,η,+r (x, y)∣∣∣r=t2/(4u)
x=x+z
tk1
√
Ξλ(x, z, t2)χ{x+z∈Rn
+
}
∥∥∥∥
L2(Γ,t2K+2|M|−1dzdt)
× u−k1−k2 e
−u du√
u
.
1
w+λ (B(x, |x− y|))
, x 6= y,
where k1, k2 ∈ N are fixed and such that k1 + 2k2 = K. After the change of variable t2 7→ t, we
see that the left-hand side above is, up to a constant factor, equal to
I ≡
∫ ∞
0
∥∥∥∥∂k1+k2r δη,M,xGλ,η,+r (x, y)∣∣∣r=t/(4u)
x=x+z
√
Ξλ(x, z, t)χ{x+z∈Rn
+
}
∥∥∥∥
L2(A,tk1+K+|M|−1dzdt)
× u−k1−k2 e
−u du√
u
.
Proceeding in a similar way as at the beginning of the proof of Proposition 2.6 (the case of
Sλ,η,+K,M (x, y)), namely using Lemma 4.1, Lemma 4.5 and then (4.7), we obtain∣∣∣∣∂k1+k2r δη,M,xGλ,η,+r (x, y)
∣∣∣r=t/(4u)
x=x+z
∣∣∣∣
.
∑
ε,ζ,ρ∈{0,1}n
α,β∈{0,1,2}n
∑
0≤τ≤2ε−αε+η−ζη
x2ε−αε+η−ζη−τy2ε−βε+η−ρη(t/u)−(n/2+|λ|+|η|+2|ε|)−k1−k2−|M |/2
× (t/u)(|αε|+|ζη|+|βε|+|ρη|)/2t|τ |/2eu/2
∫
exp
(
− q
4t
u
)
dΩλ+η+1+ε(s), (z, t) ∈ A.
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Since the expression in the right-hand side is independent of z, an application of Lemma 4.6 and
then the change of variable t/u 7→ t gives
I .
∑
ε,ζ,ρ∈{0,1}n
α,β∈{0,1,2}n
∑
0≤τ≤2ε−αε+η−ζη
∫ ∞
0
∥∥∥x2ε−αε+η−ζη−τy2ε−βε+η−ρηt−(n/2+|λ|+|η|+2|ε|)−k1−k2−|M |/2
× t(|αε|+|ζη|+|βε|+|ρη|+|τ |)/2
∫
exp
(
− q
4t
)
dΩλ+η+1+ε(s)
∥∥∥
L2(tk1+K+|M|−1dt)
u|M |/2+|τ |/2
e−u/2 du√
u
.
This together with Lemma 4.2 (taken with p = 2, W = 2k1 + 2k2 + |M |, C = 1/4, u = 0) leads
directly to the required bound. 
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