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Abstract
This paper proposes an approach for quantifying Depth of Anesthesia (DOA) based on cor-
relation dimension (D2) of electroencephalogram (EEG). The single-channel EEG data was
captured in both ICU and operating room while diﬀerent anesthetic drugs, including propofol
and isoﬂurane, were used. Correlation dimension was computed using various optimized param-
eters in order to achieve the maximum sensitivity to anesthetic drug eﬀects and to enable real
time computation. For better analysis, application of adaptive segmentation on EEG signal
for estimating DOA was evaluated and compared to ﬁxed segmentation, too. Prediction prob-
ability (PK) was used as a measure of correlation between the predictors and BIS index to
evaluate the proposed methods. Appropriate correlation between DOA and correlation dimen-
sion is achieved while choosing (D2) parameters adaptively in comparison to ﬁxed parameters
due to the nonstationary nature of EEG signal.
Keywords : Adaptive Segmentation; Bispectral Index; Depth of Anesthesia; Correlation
Dimension.
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1. INTRODUCTION
In the operating room, the anesthesiologist is essen-
tial in providing optimal working conditions to sur-
geons, and in ensuring patient safety and comfort.
However, patient awareness during surgery with
the rate of 1:10001 and overdosing with anesthetic
agents are major clinical concerns of anesthesia.
Therefore, the necessity to assess and monitor the
depth of anesthesia (DOA) is obvious. In conven-
tional methods, DOA is measured based on the
monitoring of several physiological signals such as
respiration pattern, blood pressure, body tempera-
ture, tearing, sweating and heart rate,2 even though
these signals are aﬀected indirectly by anesthetic
agents. On the other hand, these agents have sig-
niﬁcant eﬀects on the electroencephalogram (EEG)
waveform. Hence, it is advocated that the EEG can
provide a reliable basis for deriving a surrogate mea-
surement of anesthesia.
In recent years, the anesthesia community has
witnessed the development of a number of EEG-
based algorithms of consciousness. Several of the
above methods are available that have recently been
reviewed by Freye et al.3 and Jameson et al.4
The earliest methods were based on the FFT
analysis of EEG signals. These approaches tend
to ﬁnd parameters that describe spectrum char-
acteristics. Peak power frequency (PPF), median
power frequency (MPF), and spectral edge fre-
quency (SEF) have been the ﬁrst descriptors in this
ﬁeld. Another parameter extracted from spectrum
was the ratio of power in two empirically derived
frequency bands.5 In a work presented by Traast
et al.6 the power of EEG in diﬀerent frequency
bands was determined and the results indicate pro-
nounced changes in EEG during emergence from
propofol/sufentanil total intravenous anesthesia.
Ferenets et al.7 analyzed the performance of sev-
eral new measures based on the regularity and
complexity of the EEG signal. These measures
consist of spectral entropy (SpEn), approximate
entropy (ApEn), Higuchi fractal dimension (HFD)
and Lempel-Ziv complexity (LZC). Their results
show superior ability of the mentioned measures to
predict DOA. Due to the arguments presented in
their paper it is not feasible to point out “the best”
EEG measure for the assessment of the depth of
sedation Their results indicate that the measures
sensitive to both the power spectrum as well as the
amplitude distribution, i.e., the ApEn, LZC and
HFD, perform slightly better than the other two
tested measures. In the case of their tested mea-
sures, they recommend window length of 20 s.
Application of neural networks (NN) in estimat-
ing DOA is reviewed by Robert et al.8 They exam-
ined a large number of EEG derived parameters
as NN inputs including spectral, entropy, complex-
ity, bicoherence, wavelet transformation derived,
autoregressive modeling and hemodynamic param-
eters as well as a great NN topology such as MLP
and Self-Organizing networks. Finally, they recom-
mended a two hidden layers MLP model or an ART
model in which their weights are updated after
training phase continuously. Moreover the use of
qualitative parameters, besides quantitative ones,
as network inputs is recommended. In a recent work
by Lalitha et al.9 non-linear chaotic features and
neural network classiﬁers are used to detect anes-
thetic depth levels. Chaotic features consist of cor-
relation dimension, Lyapunov exponent (LE) and
Hurst exponent (HE) are used as features and two
neural network models, i.e., multi-layer perceptron
network (feed forward model) and Elman network
(feedback model) are used for classiﬁcation. Their
experimental results show that the Lyapunov expo-
nent feature with Elman network yields an overall
accuracy of 99% in detecting the anesthetic depth
levels.
According to various mentioned methods, dif-
ferent EEG monitors have been developed. The
NarcotrendTM monitor (Monitor Technik, Bad
Bramsted, Germany) that is based on pattern
recognition of the raw EEG and classiﬁes the
EEG into diﬀerent stages, introduces a dimension-
less NarcotrendTM index from 100 (awake) to 0
(electrical silence). The algorithm uses parameters
such as amplitude measures, autoregressive mod-
eling, fast Fourier transform (FFT) and spectral
parameters.10 The SEDLineTM EEG monitor, capa-
ble of calculating of PSITM index, uses the shift
in power between the frontal and occipital areas.
The mathematical analysis includes EEG power,
frequency and coherence between bilateral brain
regions.11 Datex-OhmedaTM s/5 entropy Module
uses entropy of EEG waves to predict DOA4 and
ﬁnally BISTM (Aspect Medical Systems, Newton,
MA), that is the ﬁrst monitor in the marketplace
and has become the benchmark comparator for all
other monitors, introduces the BISTM index (that
is a unit-less number between 100 and 0) as a
DOA indicator based on combination of spectral,
bispectral and temporal analysis.5 Approximately
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450 peer-reviewed publications between 1990 and
2006 have been examined the eﬀectiveness, accuracy
and usefulness, both clinical and economical, of the
BISTM monitor.4
The interpretation of the EEG is complex since
it is a reﬂection of the brain state, the eﬀects of
the surgical procedure and the inﬂuence of anes-
thetic drugs. Anesthetic agents have diﬀerent eﬀects
on the EEG and do not represent a straightfor-
ward solution concerning the monitoring of depth
of anesthesia. Thus, EEG processing using linear
methods such as power of frequency bands, spec-
tral edge frequency, etc. did not solve the problem.
Nevertheless, the ideas that the EEG informs the
anesthesiologist directly about depth of anesthesia
and the inadequacy of linear measures to assess
this depth under diﬀerent circumstances were the
main motivation to investigate the application of
non-linear mathematics to the EEG. Consequently,
nonlinear dynamical analysis has emerged a novel
method for the study of complex systems during the
past few decades. Lyapunov exponent, Hurst expo-
nent, fractal dimension, information dimension, box
dimension, and correlation dimension are some of
the methods by which the complexity of a system
or a signal could be quantiﬁed. Correlation dimen-
sion is by the most popular due to its computational
eﬃciency compared to other fractal dimensions such
as the information dimension, capacity dimension,
and pulse dimension.12
A signiﬁcant step forward was made by Grass-
berger and Procaccia13 who showed how the
so-called correlation dimension could be used to
estimate and bind the fractal dimension of the
strange attractor associated with the nonlinear
time signal at hand. The method was immedi-
ately applied to many diﬀerent types of time
series such as ﬁnancial time series,14 physiologi-
cal recordings.12,15–17 Speciﬁcally, in Ref. 18, the
application of correlation dimension to determine
anesthetic drug eﬀect was described. Watt et al.
demonstrated the changes of phase space trajecto-
ries and dimensionality as a result of changed depth
of anesthesia.19 Later, Widman et al. investigated
a modiﬁed version of D2, the nonlinear correla-
tion index D∗, as a measure of depth of sevoﬂurane
anesthesia.20 Lee et al. found D2 to serve as a bet-
ter index for the depth of halothane anesthesia in
the rat compared to beta-power and median power
frequency.21 All of the previous studies revealed
the potency of D2 or derived measures to mea-
sure the level of consciousness and to support the
presumption that shifting from full consciousness to
unconsciousness results in more and more left out
autonomic processes. Due to the ability of corre-
lation dimension in expressing this complexity in
a single number, it looks very attractive for the
purpose of an indicator of depth of anesthesia.
The aim of this paper is to quantify the dynamic
of the system, which is aﬀected by anesthetic drugs.
Thus, correlation dimension of EEG signal is cal-
culated using optimized adaptive parameters. Our
aim is to extract the required parameters out of
EEG signal by means of adaptive algorithms and
methods. It is further assumed that when DOA
is changing gradually, the EEG signal is com-
posed of consecutive stationary segments which
could be detected by adaptive segmentation meth-
ods. Consequently, application of adaptive seg-
mentation in computing correlation dimension is
investigated, too. Speciﬁcally, we focus on ﬁnding
better estimators of our selected sub-parameters.
Electroencephalograms were collected from patients
undergoing surgery. Correlation dimension using
diﬀerent methods and parameters was extracted
through diﬀerent ﬁxed and adaptive windowing
methods. Afterwards, correlation between these
parameters and BIS index was evaluated via proper
statistical analysis. The improved correlation pro-
poses the utilization of the adaptive methods in BIS
algorithm.
The organization of the rest of the paper is
as follows: In Sec. 2, methods and materials are
described. The results are presented in Sec. 3, and
Sec. 4 includes the ﬁnal conclusion and discussion.
2. METHODOLOGY
In this section, the experiment, the data acquisition,
and the data analysis are described.
2.1. Patients
Following the approval of the ethical committee of
the medical school, eight coronary artery bypass
graft surgery candidates were selected (six males,
two females, of average age 56.2 years and the
average weight of 68.3 kg) and written informed
consents were obtained from all selected sub-
jects. Inclusion criteria were absence of neurolog-
ical disorders such as cerebrovascular accidents
and convulsions. Pre-operative neurological compli-
cations (such as cerebral emboli and convulsion)
caused exclusion from the study. The anesthesi-
ologist performed pre-operative evaluation on the
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day before surgery. For anxiolysis, the patients
were pre-medicated by intramuscular morphine
0.1mg/kg and promethazine 0.5mg/kg, 30minutes
before being transfered to operating room. After
arrival in the operating room, electrocardiogram,
pulse oxymetry, depth of anesthesia, and inva-
sive blood pressure monitoring were established.
The BIS-QUATTRO sensorTM (Aspect Medical
Systems, Newton, MA) was applied to the fore-
head of the patients before induction of anesthesia.
After pre-oxygenation with O2, eight patients were
anesthetized in the same manner by intravenous
thiopental sodium (5mg/kg), pancuronium bro-
mide (0.1mg/kg), fentanyl (5µg/kg), and lidocaine
(1.5mg/kg). After the induction of anesthesia and
until cardiopulmonary bypass beginning, anesthe-
sia was continued by administration of isoﬂurane
(1MAC), morphine (0.2mg/kg) and O2 (100%).
During coronary artery bypass grafting under
CPB, patients were anesthetized by propofol (50–
150 µg/kg/min) under BIS control (40–60) and O2
(80%). For organ protection during CPB, patients
were undergone mild hypothermia (31–33◦C). After
coronary artery bypass grafting, patients rewarm-
ing, and obtaining standard CPB separation crite-
ria, the patients were gradually weaned from CPB.
After separation from CPB, anesthesia was contin-
ued by isoﬂurane (1MAC) and O2 (100%) adminis-
tration to the end of surgery. After surgery, patients
were transported to ICU under portable monitoring
And manual ventilation. In the ICU, mechanical
ventilation with 60% fractioned inspired oxygen and
standard homodynamic monitoring were continued.
In ICU and until complete recovery, the sedative
regimen was intravenous morphine (2mg) if needed.
In this study, the raw EEG data and relative BIS
index were collected during the whole period of
operation from operating room arrival to complete
recovery in the intensive care unit.
2.2. Data Acquisition
The EEG signal was collected by using a BIS-
QUATTRO SensorTM that was composed of self-
adhering ﬂexible bands holding four electrodes,
applied to the forehead with a frontal-temporal
montage.
The used EEG lead was Fpz-At1, and the refer-
ence lead was placed at FP1. The sensor was con-
nected to a BIS-X-P Monitor and all binary data
packets containing raw EEG data wave signals and
BIS index which is converted to binary format using
an A/D converter operating with 128Hz sampling
frequency were recorded via an RS232 interface on
a laptop using a Bi-spectrum analyzer developed
with C++ Builder by Satoshi Hagihira.22 The algo-
rithms that are presented in this study were tested
on these raw EEG signals.
The sensor was attached to the patient’s forehead
at the beginning of anesthesia process and the data
was collected continuously until patients’ awakeness
at ICU. Therefore, in this study a large amount of
EEG data with their BIS index was collected for
each patient. Some other events such as changes
of anesthesia regimen, intubations, applying CPB
and transferring to ICU were recorded. Because of
short acting time of thiopental sodium (approxi-
mately 15–20 s), this part of EEG data was not
analyzed.
2.3. Phase Space
Let x(i) for i = 1, 2, 3, . . . , N denotes an observ-
able process generated by an unknown or unobserv-
able system. Following Brock,23 x(i) is said to have
deterministic explanation if:
F : M → M
s(t + 1) = F (s(t)),
(1)
where F is an unknown smoth map, and m is a
d-dimensional manifold and:
h:M → 
x(t) = h(s(t)),
(2)
where h is an unknown smoth map. Then, accord-
ing to Takens theorem24 and Packard et al.25 for
an adequate choice of parameters Em and τ , there
exists a function G such as:
G:Em → Em
X(t + τ) = G(X(t)),
(3)
with
X(i) = (x(i), x(i + τ), . . . , x(i + (Em − 1)τ)) (4)
and Em being the embedding dimension and τ the
time delay which is usually ﬁxed to one. The above
vector is suggested by Takens24 for the extraction
of information in the dynamics of chaos by recon-
structing the phase space (state space) from time
series of signal variable.
Thus, if x(i) is a deterministic time series, then
for any pair of points (y(i), y(j)) and for an ade-
quate choice of Em, there exists arbitrary small a
November 14, 2009 16:12 00459
Quantification of Depth of Anesthesia 477
and δ > 0 so that:
if ‖y(i) − y(j)‖ < a
then ‖G(y(i)) −G(y(j))‖  δ, (5)
where ‖a− b‖ being the distances between the vec-
tors a and b. This property means that the images
of close points are closed in the phase space.
This construction produces a trajectory in Em
dimensional space. We slide a window of length Em
through the time series and stack the Em dimen-
sional vector column-wise into matrix Y :
Y =


x(k) · · · x(N − (Em − 1)τ)
x(k + τ) · · · x(N − (Em − 2)τ)
...
...
x(k + (Em − 1)τ) · · · x(N − (Em − Em)τ)

 .
(6)
Each row of the above matrix is now a point in
Em-dimensional reconstructed phase space. This
“phase space continuity” is the characteristic of
deterministic processes; it can be used to distin-
guish random number from chaotic dynamics and to
make short term prediction of chaotic time series.26
Figure 1 displays two and three-dimensional
mapping of reconstructed phase space based
on Y .
2.4. Correlation Dimension
Estimation
The Grassberger and Proccacia algorithm using
Theiler method27,28 considers spatial correlation
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Fig. 1 A time lag embedding: One of the data sets is used
in the calculation together with the time lag embedding in
two and three dimensions. (The time lag is τ = 1.)
between pairs of points on a reconstructed
attractor. For an Em-dimensional phase space, the
modiﬁed correlation integral C(r) is deﬁned as13
C(r) =
2
(m + 1)(m)
×
m∑
i=1
m−i∑
j=i
Θ(r − ‖X(i) −X(j)‖), (7)
where m = N − (Em− 1)τ is the number of embed-
ded points in an Em-dimensional space, N is the
length of data series, r is the radius of sphere cen-
tered on x(i) or its box size, and Θ(x) is the heavi-
side step function as follows
Θ(x) =
{
1 x ≥ 0
0 x < 0.
(8)
r is changed to obtain better correlation dimension.
If C(r) scales like
C(r) = rv, (9)
then, v is called the correlation dimension of the
time series x or equivalently the slop of the log-log
plot of C(r) versus r.
Other questions are the proper choice of τ (time
delay), Em (embedding dimension), the range of
r value in which the slope can be regarded as
a good estimator of fractal dimension.29 Further-
more, the optimum way of extracting the above
values from the numerical values of C(r) will be
pointed. In Sec. 2.5, r is determined using diﬀerent
approaches and the corresponding D2 values would
be computed.
2.5. Determination of r
In the literature, the parameter r has been treated
to be ﬁxed in a population or at least for a subject.30
Therefore, a raw idea is to apply ﬁxed rs and calcu-
late the correlation dimension. In this part of study,
r is changed manually between 1 and 20 and D2 is
calculated. The corresponding D2 value is named
“ﬁxed r”.
The idea of the Theiler’s algorithm27 is to
apportion the data points into an Em-dimensional
“boxes” of size r∗. Thus, only distances between
points that are either in the same box or neighbor-
ing boxes are computed. This algorithm (which uses
r∗) is referred to as Standard Box Assisted Corre-
lation Algorithm (SBAC).31
November 14, 2009 16:12 00459
478 B. Ahmadi et al.
2.5.1. Standard box assisted
correlation algorithm
The box size r∗ is the only parameter over which the
user has full control in the box assisted correlation
algorithm. r∗ could be found by using the deﬁni-
tion of correlation integral C(r) according to the
following equation
m =
1
2
m2 · C(r∗), (10)
where m = N − (Em − 1)τ . By using the approxi-
mation C(r∗) ≈ r∗v, one gets:
rT =
(
2
m
) 1
v
, (11)
where rT denotes the box size suggested in Theiler’s
paper.27 In this study, correlation dimension is esti-
mated using both rT and r∗. The estimated D2
values are named “rT ” and “r∗”, respectively.
2.5.2. Mean distance between
neighbors
In the correlation dimension theory, r is known to
be the radial distance around each reference point
X(i). Another idea is to put r as the mean dis-
tance between each X(i) and its neighbor XNN (i)
as follows
rmean = mean‖X(i) −XNN (i)‖. (12)
In this study, correlation dimension is estimated
using rmean. We nominate the D2 values computed
by means of this algorithm the “mean distance”.
2.5.3. Fraction of standard
deviation of the signal
Another idea is to put r as the fraction of the stan-
dard deviation of the EEG signal for which the cor-
relation dimension is calculated.
r = kσ, (13)
where k is ranging from 0.5 to 0.7 and σ is the
standard deviation of the EEG signal in the spec-
iﬁed window. D2 values extracted out of this algo-
rithm are named “k = 0.5 std” and “k = 0.7 std”,
respectively.
2.6. Determination of Delay Time
The delay time τ is commonly determined by using
the autocorrelation function (ACF) method (via
ﬁnding the place where ACF ﬁrst attains zeros
or below a small value, e.g. 0.2 or 0.1), or by
using mutual Information (MI) method (via ﬁnd-
ing the place where MI ﬁrst attains a minimum).32
In this study, τ is changed manually from one
to ten.
The result shows that smaller τs would yield
in better correlation between D2 and BIS index.
This conﬁrms the results obtained from mutual
information algorithm (see Ref. 33). The results
obtained in Ref. 33 have yielded in smaller τs, too
(approximately one).
2.7. Embedding Dimension
Estimation
In order to ﬁnd the optimal embedding dimen-
sion (Em), the False Nearest Neighbor method
(FNN) is considered.34 FNN method is based on the
Euclidean distance between apparent neighbors in
the phase space. It examines the fraction of nearest
neighbors as a function of the embedding dimen-
sion to determine the necessary global dimension
to unfold an attractor. Thus, the minimum embed-
ding dimension is found when most of the near-
est neighbors do not move apart signiﬁcantly in
the next higher dimensional embedding. Each vec-
tor X(i) has the nearest neighbor in dimension Em
which is named XNN (i). Let REm(i) be the distance
between vectors x(i) and its neighbors:
REm(i) = ‖X(i) −XNN (i)‖
=
√√√√Em∑
j=0
(x(i + jτ)− xNN (i + jτ))2. (14)
A threshold RT is required to decide when neigh-
bors are false. The neighbors that fulﬁll:
RT <
|x(i + Emτ)− xNN (i + Emτ)|
REm(i)
= R (15)
at time point i are considered false. By applying
Equation (15) for Em = 2, 3, 4, . . . until the fraction
of points for which R > RT is negligible, the opti-
mal embedding dimension could be clariﬁed. In this
study, Em is selected by computing the percentage
of false nearest neighbors. Applying the above algo-
rithm, the embedding dimension could be observed
from Fig. 2. According to Fig. 2, the embedding
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Fig. 2 The fraction of x(i) as a function of Em for the
embedding of the bivariate x(i) and xNN (i) time series.
dimension value is set to 10 for calculating correla-
tion dimension.
2.8. Adaptive Segmentation
of EEG Data
In the previous sections and with regards to other
works in this area,7–9 ﬁxed window length (L =
20 s) were applied to EEG signals.
It would be desirable to adapt the analysis win-
dow to changes in the given signal, allowing the
window to be as long as possible while the sig-
nal remains stationary, and to start a new window
at the exact instant when the signal changes its
characteristics.35 In order to perform the described
approach, two adaptive windowing methods have
been used: adaptive variance detection and ACF
(Auto-Correlation Function) distance methods. In
both approaches, a reference window is extracted
at the beginning of each scan, and the given EEG
signal is observed through a moving window. In
each of the above algorithms, the performance of
the reference window length L = 1 second has been
evaluated.
In adaptive variance detection method, a seg-
ment boundary is drawn when the variance of the
moving window becomes k times greater or larger
than the variance of the reference window. By con-
sidering the changes of EEG variance, k = 7 and
k = 10 are tested and ﬁnally k = 10 was considered
better for applying the above procedure. (The D2
value obtained via using this method of windowing
is named “variance”.)
On the other hand, for implementing ACF
distance method, let φR(k) be the ACF of the ref-
erence window at the beginning of a new segmenta-
tion step, where k is the lag or delay. Let φT (n, k) be
the ACF of the test and sliding window positioned
at time instant n. A normalized power distance
dp(n) between ACFs is computed as:
dp(n) =
|√φT (n, 0)−√φR(0)|
min{√φT (n, 0),√φR(0)} . (16)
The condition where dp(n) becomes larger than a
speciﬁc threshold, ThP , is considered to represent
a signiﬁcant change in ACF, and is used to mark
a segment boundary.35 Again, due to the varia-
tion of dp(n) values, three diﬀerent ThP s (25000,
30000, and 35000), are tested and ThP = 30000 is
used to evaluate the described approach. (The D2
value obtained by using this method of windowing
is named “ACF”).
2.9. Statistical Analysis
The correlation between BIS index and the
extracted sub-parameters was investigated with the
model-independent Prediction Probability (Pk).36
As a nonparametric measure, the Pk is independent
of scale units and does not require knowledge of
underlying distributions or eﬀorts to linearize or
otherwise transform scales. A Pk value of 1 means
that the predicting variables (“mean distance”,
“ﬁxed r”, “k = 0.5 std”, “k = 0.7 std”, “rT ”, “r∗”,
“variance”, and “ACF”) always predict the value
of the predicted variable (e.g., BIS index) correctly.
Pk value of 0.5 means that predictors predict no
better than only by chance. The Pk values were
calculated on a spreadsheet using the Excel 2003
software program and the PKMACRO written by
Warren Smith.36 In the case of inverse proportional-
ity between indicator and indicated parameters, the
actual measured Pk value is 1−Pk. Another statis-
tical analysis used in this study was ordinal logistic
regression. This regression examines the relation-
ship between one or more predictors and an ordinal
response. The index that determines the eﬃciency
of this regression model is called “Concordant”,
which shows the percentage of values predicted
successfully with the model.
Our results are presented in three diﬀerent
groups; during propofol and isoﬂurane anesthesia
in operating room and in ICU under sedative reg-
imens. By ﬁxing τ to one and calculating Em via
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FNN method, D2 is computed using eight diﬀer-
ent parameters and the correlation between our
extracted parameters (“mean distance”, “ﬁxed r”,
“k = 0.5 std”, “k = 0.7 std”, “rT ”, “r∗”, “variance”,
and “ACF”) and BIS index was calculated via
proper statistical analysis. In order to apply logis-
tic regression analysis, the total BIS index range
was divided into six non-overlapping groups: 0–25,
25–40, 40–50, 50–60, 60–80, and 80–100.Then, the
best model was determined to identify how good a
predictor could predict the BIS level.
3. RESULTS AND CONCLUSION
The upcoming ﬁgures are the scattering plots of the
BIS index (measured from the patients) versus cor-
relation dimension.
According to Figs. 3–5, D2 (correlation dimen-
sion) shows certain tendency to decrease with
increasing depth of anesthesia using various mea-
sures and algorithms described in this study. The
ﬁgures are depicted for ICU, isoﬂurane and propofol
groups. Of course, the linearity of diﬀerent param-
eters will be analyzed further.
The above behavior is acceptable due to the fact
that correlation dimension is known as a measure
of complexity and EEG is become less complex
while patients are anesthetized. More coherencies
between BIS index and D2 value could be observed
from Figs. 3 and 4 in comparison to Fig. 5. This
is due to the diﬀerent capabilities of the proposed
parameters in estimating BIS index.
The correlation between the extracted parame-
ters and BIS index (Bispectral index) is measured
Correlation Dimension (calculated using k=0.7std method)
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Fig. 3 BIS index versus correlation dimension using “k =
0.7 std” method.
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Fig. 4 BIS index versus correlation dimension using mean
distance method.
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Fig. 5 BIS index versus correlation dimension using ﬁxed
r method.
by means of the statistical methods described in
the previous section and the results are presented
in Figs. 6–9.
Figure 6, compares the eﬃciency of diﬀerent
parameters in predicting BIS index. In this ﬁgure,
prediction probability is used as a statistical mea-
sure. The results show that the calculating correla-
tion dimension using the proposed parameters (i.e.
“k = 0.7 std”, “k = 0.5 std”, and “rT ”) would yield
in a better estimator of BIS index in the ICU group.
Other parameters are approximately the same in
predicting DOA. Application of adaptive segmen-
tation was not so successful, although it is superior
to ﬁxed segmentation in some aspects.
With comprehension of prediction probability
values for diﬀerent methods in calculation of cor-
relation dimension in isoﬂurane group (Fig. 7), it
would be claimed that standard deviation method is
better than the others. Like ICU, adaptive segmen-
tation is not capable of improving the assessment
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Fig. 6 Correlation between the extracted parameters and
BIS index measured in ICU group.
Pr
ed
ict
io
n 
Pr
ob
ab
ilit
y 
(P
k)
ACFvariancerTr*k=0.7stdk=0.5stdfixed rmean distance
0.9
0.8
0.7
0.6
0.5
Fig. 7 Correlation between the extracted parameters and
BIS index measured in isoﬂurane group.
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Fig. 8 Correlation between the extracted parameters and
BIS index measured in propofol group.
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Fig. 9 Comparing the performance of D2 in predicting BIS
index using “k = 0.7 std” method in diﬀerent groups.
of DOA based on calculation of D2. In isoﬂurane
group, the “mean distance” parameter is more capa-
ble of estimating BIS index than “rT ” and “r∗”
parameters. The “ﬁxed r” parameter has the least
correlation with BIS index.
The Pk values obtained in propofol group (Fig. 8)
reveals that computing D2 based on “k = 0.7 std”
and “k = 0.5 std” parameters would result in better
DOA estimators. The only diﬀerence between the
result in ICU and propofol is the sensible superior-
ity of adaptive segmentation methods (such as vari-
ance) in comparison to other parameters (except
“k = 0.7 std”and “k = 0.5 std”) in propofol.
Finally, in order to compare the results in diﬀer-
ent groups, “k = 0.7 std” is chosen in each of the
groups and the results are shown in a single plot
(Fig. 9).
According to Fig. 9, our ﬁndings shows that the
results are slightly better in propfol group in com-
parison to other groups while using “k = 0.7 std”
based on calculation of D2.
4. DISCUSSION
Based on adaptive calculation of correlation dimen-
sion parameters, a new approach was presented to
estimate BIS index. In this study, raw EEG signals
with relative BIS index of eight patients undergo-
ing coronary artery bypass graft surgery have been
acquired. Then, diﬀerent algorithms (using ﬁxed
and adaptive segmentation methods) were applied
to the recorded EEG signals. In order to investi-
gate the capability of the extracted parameters in
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predicting BIS index, appropriate statistical analy-
ses were used in three diﬀerent groups.
The ﬁrst and foremost outcome was that D2
values were directly proportional to BIS index,
which conﬁrms the results mentioned in similar
studies.20,21 Diﬀerent parameters which are eﬀec-
tive in computing correlation dimension were inves-
tigated. First of all, the embedding dimension was
extracted out of the EEG signals. Then, the main
focus was put on calculating the parameter “r”
adaptively based on EEG signal. The results show
the high correlation between D2 and BIS index
while computing “r” via the proposed standard
deviation method. The results of applying adap-
tive segmentation were better than “ﬁxed r”. This
was also true while using SBAC algorithm for cal-
culating “r”, but the latter was not as power-
ful as the standard deviation method. Our other
proposed method (“mean distance”) reveals high
correlation with BIS in some of the groups (espe-
cially propofol). Finally, D2 performs more satisfac-
tory in propofol group for estimating BIS index. In
conclusion, the modiﬁed D2 parameter shows high
correlation with BIS index due to its ability in quan-
tifying EEG signal complexity. In conclusion, the
ﬁndings show the potential for applications of con-
cepts derived from the theory of nonlinear dynam-
ics, even if little can be assumed about the process
under investigation.
Furthermore, in order to improve the accuracy
of the depth of anesthesia estimation, comparison
against sedation scales (such as OAA/S) and drug
levels is needed. The reason is that BIS is not equal
to depth of anesthesia but needs to be validated for
DOA assessment itself.
The work reported is preliminary. Although the
results are signiﬁcant, a wider patient popula-
tion is necessary for better evaluation. Therefore,
obtained claims and outcomes should be conﬁrmed
by working on a larger group of patients and drugs
and through various surgeries. To sum up, the
approaches proposed in this study based on the
application of adaptive algorithms, including ACF
and variance methods for segmentation, SBAC,
mean distance, and standard deviation methods
for determination of sphere radius (r), and FNN
method for determination of embedding dimension,
improve the performance of correlation dimension
in estimating BIS index. According to various stud-
ies, the above parameters are the main parameters
used in calculating correlation dimension. Thus, the
proposed segmentation methods may enhance the
capability of correlation dimension in estimating
depth of anesthesia.
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