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We investigated the form of the orbital ordering in the electronic nematic phase of the Iron-based
superconductors by applying a group theoretical analysis on a realistic five-band model. We find the
orbital order can be either of the inter-orbital s-wave form or the intra-orbital d-wave form. From
the comparison with existing ARPES measurements of band splitting, we find the orbital ordering
in the 122 system is dominated by an intra-orbital d-wave component, while that in the 111 system
is dominated by an inter-orbital s-wave component. We find both forms of orbital order are strongly
entangled with the nematicity in the spin correlation of the system. The condensation energy of the
magnetic ordered phase is found to be significantly improved(by more than 20 percents) when the
degeneracy between the (pi, 0) and (0, pi) ordering pattern is lifted by the orbital order. We argue
there should be large difference in both the scattering rate and the size of the possible pseudogap
on the electron pocket around the X = (pi, 0) and Y = (0, pi) point in the electronic nematic phase.
We propose this as a possible origin for the observed nematicity in resistivity measurements.
PACS numbers: 74.70.Xa, 74.20.-z, 74.25.Ha, 75.25.Dk
The most exciting new feature of the Iron-based su-
perconductors is their multi-orbital nature. Many novel
properties of the Iron-based superconductors, especially
those with the name of electronic nematicity1–7, have
been argued to be related to the orbital physics in these
systems8–15. The ARPES observation of the rather large
splitting between the 3dxz and 3dyz-dominated band
4 in
the magnetic ordered phase further implies that the or-
bital degree of freedom is deeply involved in the mag-
netic ordering phase transition. More recent measure-
ments find that the breaking of tetragonal symmetry in
the electronic structure can happen even without static
magnetic ordering20,21. At the same time, the multi-
orbital character is also the key to understand the com-
plex manifestation of electron correlation effect and the
structure of superconducting pair in these systems16,17.
However, a comprehensive understanding on the role
of orbital degree of freedom in these systems is still in
its infancy. In particular, it is still a mystery how the
observed electronic nematicity is related to the orbital
physics of the system. It is also unclear what is the order
parameter for the orbital ordering in the electronic ne-
matic phase of the Iron-based superconductors and how
it is entangled with the magnetic, structural and super-
conducting properties of these systems.
The purpose of this paper is to determine the form of
the order parameter for the orbital ordering in the elec-
tronic nematic phase of the Iron-based superconductors
and explore its physical origin. By applying group theo-
retical analysis to a realistic five band model derived from
band structure calculation, we are able to determine the
form of the order parameter for orbital ordering in the
electronic nematic phase of the Iron-based superconduc-
tors. We find the orbital order can take either an inter-
orbital s-wave form or an intra-orbital d-wave form in
the space spanned by the degenerate dxz and dyz orbital.
From the comparison with ARPES measurements we find
the orbital ordering in different families of Iron-based
superconductors take different forms. More specifically,
while the orbital order in the 122 system is dominated
by an intra-orbital d-wave component, the 111 system
choose to order mainly in the intra-orbital s-wave chan-
nel. We find both types of orbital ordering are strongly
entangled with the nematicity of spin correlation in the
system and can emerge spontaneously by lifting the de-
generacy between the magnetic ordering with wave vec-
tor (pi, 0) and (0, pi). We also argue that there should be
large difference in both the scattering rate and the size
of pseudogap on the electron pockets around X = (pi, 0)
and Y = (0, pi) in the electronic nematic phase. This is
proposed to be the physical origin of nematicity observed
in resistivity measurements2,3,5.
To describe the complex electronic structure in the
FeAs plane of the Iron-based superconductors, we adopt
the five-band tight binding model derived from first prin-
ciple calculation of the LaFeAsO system22. The model
reads,
Hband =
∑
i,j
∑
µ,ν,σ
t
µ,ν
i,j c
†
i,µ,σcj,ν,σ.
Here µ, ν = 1, .., 5 is the index for the five maximally
localized Wannier functions(MLWFs) on the Fe site,
namely, |1〉 = |3d3Z2−R2〉, |2〉 = |3dXZ〉, |3〉 = |3dYZ〉,
|4〉 = |3dX2−Y2〉 and |5〉 = |3dXY〉. t
µ,ν
i,j denotes the hop-
ping integral between the µ-th and ν-th orbital on site i
and site j. The X and Y-axis for the Wannier functions
are aligned with the Fe-As directions and are rotated by
45 degrees from the x and y-axis of the Fe-Fe square lat-
tice.
In the tetragonal phase, the point group around the
Fe site is D2d, whose generators are σX, σY and Rx(pi).
Among the five MLWFs, |3Z2−R2〉 belongs to the iden-
2tity representation, |XY〉 and |X2 − Y2〉 belong to the
one-dimensional B1 and B2 representation, |XZ〉 and
|YZ〉 belong to the two-dimensional representation of
the D2d group. If we denote the transformation of five
MLWFs under the generators Rm = Rx(pi), σX, σY as
Rm|µ〉 =
∑
µ′ Dµ′,µ(Rm)|µ
′〉, then the hopping integrals
in the tetragonal phase should satisfy the following equa-
tions
t
µ,ν
i,j =
∑
µ′,ν′
Dµ′,µ(Rm)Dν′,ν(Rm)t
µ′,ν′
i′,j′ , (1)
in which i′ = R−1m i.
In the electronic nematic phase, the local symmetry
around each Fe site is reduced to D2. In principle, such
a symmetry breaking may originate from either the elec-
tronic(for example, the charge, spin or orbital degree of
freedom) or the lattice degree of freedom. Here we will
focus on the symmetry breaking pattern in the orbital
space. As a result of this symmetry breaking, additional
terms that is forbidden by Eq.(1) can appear in tµ,νi,j .
These symmetry breaking terms can be interpreted as the
order parameter of the orbital order in the electronic ne-
matic phase and can be detected from the band splitting
in ARPES measurements. The general form of such sym-
metry breaking perturbation can be largely determined
by group theoretical analysis. Here we will illustrate such
a procedure for the on-site symmetry breaking term for
clarity.
The basic idea is to distill all the bilinear Hamiltonian
terms in the orbital space that is allowed by the symme-
try group of the orthogonal phase(D2) but is forbidden by
the symmetry group of the tetragonal phase(D2d). This
can be done by operating the projection operators of the
identity representation for the D2d and D2 group on an
arbitrary initial bilinear Hamiltonian. The D2 group has
four one dimensional irreducible representations. Among
the five MLWFs, |3Z2 − R2〉 and |XY〉 both belong to
the identity representation, |X2 −Y2〉 belongs to the B1
representation, the linear combinations |XZ〉 ± |YZ〉 be-
long to the B2 and B3 representations and have the dxz
and dyz character. Thus the symmetry allowed on-site
Fermion bilinear terms in the orthogonal phase have the
general form of
H2 =
∑
i,σ
(β1c
†
i,1,σci,1,σ + β2c
†
i,5,σci,5,σ + β3c
†
i,4,σci,4,σ)
+ β4
∑
i,σ
(c†i,1,σci,5,σ + c
†
i,5,σci,1,σ)
+ β5
∑
i,σ
(c†i,2,σ + c
†
i,3,σ)(ci,2,σ + ci,3,σ)
+ β6
∑
i,σ
(c†i,2,σ − c
†
i,3,σ)(ci,2,σ − ci,3,σ). (2)
However, it can be shown that the bilinear forms
c
†
i,1,σci,1,σ, c
†
i,4,σci,4,σ, c
†
i,5,σci,5,σ, and c
†
i,2,σci,2,σ +
c
†
i,3,σci,3,σ all belong to the identity representation of D2d
group. When these symmetric perturbations are removed
from Eq.(2), we get the symmetric breaking perturba-
tions in the orthogonal phase, which now takes the simple
form of
∆H = λ1
∑
i,σ
(c†i,2,σci,3,σ + c
†
i,3,σci,2,σ)
+ λ2
∑
i,σ
(c†i,1,σci,5,σ + c
†
i,5,σci,1,σ).
Here λ1 = β5 − β6, λ2 = β4. If we further restrict our
consideration to the subspace spanned by the dXZ and
dYZ orbital, which are the most relevant degree of free-
dom in the electronic nematic phase transition, the only
allowable on-site symmetry breaking perturbation would
be
∆H = λ1
∑
i,σ
(c†i,2,σci,3,σ + c
†
i,3,σci,2,σ). (3)
The above arguments can be easily generalized to de-
termine the form of the symmetry breaking perturba-
tions on longer distances. The necessity for such non-
local terms can be seen clearly from the strong momen-
tum dependence of the band splitting observed in ARPES
measurements on 122 systems4. Following the same pro-
cedures, we find there are in total 9 independent symme-
try breaking perturbations on nearest neighboring Fe-Fe
bonds, which can be classified into the extended s-wave,
p-wave and d-wave channels,
∆H = ∆Hs +∆Hp +∆Hd.
In the subspace spanned by the dXZ and dYZ orbital,
only an inter-orbital extended s-wave term and an intra-
orbital d-wave term are allowed. Combining these terms
with the on-site term found above, we find that the sym-
metry breaking perturbation in the orthogonal phase is
given by
∆H = η1
∑
i,σ
(c†i,2,σci,3,σ + c
†
i,3,σci,2,σ)
+ η2
∑
i,δ,σ
(c†i,2,σci+δ,3,σ + c
†
i,3,σci+δ,2,σ)
+ η3
∑
i,δ,σ
dδ(c
†
i,2,σci+δ,2,σ + c
†
i,3,σci+δ,3,σ). (4)
Here δ denotes the vectors connecting nearest neighbor-
ing Fe sites and dδ is the d-wave form factor. In princi-
ple, symmetry breaking terms on longer bonds can also
be determined in the same manner. However, from the
comparison with the ARPES measurements, we find it
suffices to keep only the on-site and the nearest neighbor-
ing terms. A list of all independent symmetry breaking
terms up to the next nearest neighboring bonds is given
in the appendix for reference.
The three parameters η1,2,3 in Eq.(4) can be deter-
mined from fitting the momentum dependence of the
3band splitting found in ARPES measurements. In par-
ticular, they can be extracted from the band splitting at
the high symmetry momentum of Γ = (0, 0), X = (pi, 0),
Y = (0, pi) and M = (pi, pi). From group theoretical point
of view, the electronic state at these high symmetry mo-
mentums should form the basis functions of irreducible
representation of the D2 group, which is also the wave
vector point group at these momentums in the electronic
nematic phase. Thus, the electronic state in the 3dxz
and 3dyz-dominated bands should have pure dxz and dyz
character at these momentums. The band splitting at
these momentums are given by
∆Edxz(Γ) = η1 + 4η2, ∆Edyz (Γ) = −η1 − 4η2
∆Edxz(X) = η1 − 4η3, ∆Edyz (X) = −η1 − 4η3
∆Edxz(Y) = η1 + 4η3, ∆Edyz (Y) = −η1 + 4η3
∆Edxz(M) = η1 − 4η2, ∆Edyz (M) = −η1 + 4η2
(5)
Since the 3dxz and 3dyz-dominated bands are far away
from the Fermi level around the M point, we will focus on
the band splitting along the Γ−X and Γ−Y directions
in the following.
The momentum dependence of the band splitting in-
duced by the three types of orbital orders are plotted in
Fig.1. To see the band splitting more clearly, we overlay
the dispersion along the Γ − Y direction on that along
the Γ−X direction. In the tetragonal phase, the disper-
sion of the 3dyz-dominated band along the Γ − X direc-
tion should be identical with that of the 3dxz-dominated
band along the Γ−Y direction, which are plotted as thin
lines in Fig.1 for reference. The band splitting caused by
the on-site orbital order is nonzero in the whole Brillouin
zone and is only weakly momentum dependent. For the
extended s-wave orbital order, the band splitting reaches
its maximum(denoted as ∆max) at the Γ point and is
exactly zero at the X and Y points. For the d-wave or-
bital order, the band splitting vanishes at the Γ point
and ∆max is reached at the X and Y points.
We now compare the theoretical predictions with the
ARPES measurements. In the Co-doped Ba122 system,
the observed band splitting in the Γ−X and Γ−Y direc-
tion exhibits strong momentum dependence and is very
similar to the d-wave from presented above. In partic-
ular, the band splitting is negligible small around the Γ
point but is the most evident at the X and Y points4. On
the other hand, in both the Na111 system or Li111 sys-
tem, the observed band splitting is clearly nonzero at the
Γ point and the momentum dependence along the Γ−X
and Γ−Y direction is much less pronounced than that in
Co-doped Ba122 system18,19,21. Thus the order parame-
ter for orbital ordering in the 111 systems is more likely
of the on-site form. In principle, an extended s-wave
component is also possible in the 111 system. However,
as we will show below, the appearance of the extended-
s-wave component is very unlikely from energetic con-
siderations. Thus, the form of orbital ordering in the
iron-based superconductors depends on the family of the
material studied. It is interesting to know if there is any
generic reason that the Co-doped Ba122 system and the
Na111 system or Li111 system choose different orbital
ordering patterns.
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FIG. 1: Overlay of the band dispersion along the Γ−X direc-
tion on that along the Γ−Y direction. The dominant orbital
character is indicated by the color of the lines and the dis-
persion in the tetragonal phase is plotted in thin lines for ref-
erence. In the calculation we have set (η1, η2, η3) = (60, 0, 0)
meV for the on-site case(a), (0, 15, 0) meV for the extended
s-wave case(b) and (0, 0, 30) meV for the d-wave case(c). The
dashed line indicates the Fermi level at n = 6.1.
Now we discuss the possible origin of the orbital order-
ing in the Iron-based superconductors. From the point of
view of symmetry, the orbital ordering in the electronic
nematic phase can be just a secondary effect caused by
the breaking of tetragonal symmetry in other channels
such as the spin, charge or lattice degree of freedom and
has little contribution to the condensation energy of the
ordered phase. Here we will adopt a more exotic point of
view and assume that the orbital ordering can contribute
significantly to the condensation energy of the electronic
nematic phase and thus emerge spontaneously. This is a
reasonable assumption since the size of the observed band
splitting in the electronic nematic phase is already com-
4parable to or even larger than the energy scales of other
major ordering tendencies in the system such as SDW
order and superconductivity. However, RPA calculations
on the five band model indicates that the Iron-based su-
perconductors are far from a pure orbital ordering insta-
bility. To resolve this problem, we assume that the orbital
ordering is strongly entangled with the nematicity of spin
correlation in the Iron-based superconductors, which is
dominated by two degenerate channels with wave vector
(pi, 0) and (0, pi). As we will show below, the orbital or-
der can lift such a degeneracy and help the system to
gain significantly more condensation energy by selecting
the favored ordering wave vector in a way similar to the
conventional Jahn-Teller effect.
In the following, we will illustrate the coupling between
the orbital order and the nematicity in the spin correla-
tion at the mean field level for the SDW ordered state.
For this purpose, we introduce the standard Kanamori-
Hubbard Hamiltonian for the on-site interactions on the
Fe site. We then solve the mean filed equations for the
SDW order parameters in the presence of orbital order.
The SDW order is assumed to be collinear and has wave
vector of either Qx = (pi, 0) or Qy = (0, pi). More specif-
ically, the SDW order parameter is assumed to be of the
form 〈1
2
∑
σ σc
†
i,µ,σci,ν,σ〉 = e
iQx,y·RiSµ,ν , in which Sµ,ν
is a 5× 5 matrix describing the distribution of the mag-
netic moment in the orbital space. In the following, we
will adopt TrS =
∑
µ Sµ,µ as a measure of the mag-
nitude of the ordered moment. In the calculation, we
set the interaction strength as U = 1.5eV, U ′ = 1.0eV
and JH = 0.25eV, which is large enough to induce a
moderate-sized ordered moment. The electron density is
fixed at n = 6.0 in the calculation.
The solution to the mean field self-consistent equations
is shown in Fig.2. We find all the three types of orbital
ordering can couple to the nematicity in spin correlation.
However, the strengthes of the coupling are quite differ-
ent for the three types of orbital ordering. In particular,
the coupling of the extended s-wave orbital order to the
nematicity of spin correlation is much weaker than that
of the on-site and the d-wave orbital order. For both
the on-site and the d-wave orbital order, the disfavored
ordering pattern is totally suppressed when the maxi-
mal band splitting ∆max exceeds 160 meV, while in the
case of the extended s-wave orbital order, the change in
the size of ordered moment is less than 20 percent even
for ∆max = 200meV . To see if the orbital order can
emerge spontaneously from such a coupling, we calcu-
late the condensation energy of the system as a function
of the orbital order, which is also shown in Fig.2. We
find both the on-site and the d-wave orbital order can
improve the condensation energy significantly(more than
20 percents) and a sizeable orbital order can be stabilized
in both channels. On the other hand, the improvement
to the condensation energy from the extended s-wave or-
bital order is rather small and the induced orbital order
is also much smaller than that in the other two channels.
Such a difference in the coupling strength can be un-
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FIG. 2: Selection of SDW ordering pattern by orbital order-
ing. Left: the ordered moment in the presence of on-site(a),
extended s-wave(c) and d-wave(e) orbital order. Right: the
condensation energy per unit cell in the presence of on-site(b),
extended s-wave(d) and d-wave(f) orbital order.
derstood intuitively in the weak coupling picture from
the nesting property of the Fermi surface, which is im-
portant for the spin correlation. More specifically, the
band splitting between the X and the Y point will en-
hance the nesting of the electron pocket(with the hole
pocket around the Γ point) around one of these two mo-
mentums and suppress the nesting of the electron pocket
around the other momentum. However, in the extended
s-wave channel, the band splitting is suppreseed around
the X and the Y point. This explains its weak entangle-
ment with the nematicity in the spin correlation. Since
the orbital order can make such a significant contribu-
5tion to the condensation energy of the ordered phase, it
is more reasonable to think of the orbital order as a com-
ponent of a composite order parameter involving both
the spin and the orbital degree of freedom, rather than a
secondary effect of magnetic ordering.
We note the entanglement between the orbital order
and the nematicity in spin correlation is not limited in
the magnetic ordered phase. In the paramagnetic phase,
such a coupling can be realized through the so called
Aslamazov-Larkin type vertex correction23. A recent
ARPES study of the BaFe2(AsP)2 has found simultane-
ously the evidence of pseudogap opening on the Fermi
surface, which is most likely due to strong scattering
with spin fluctuation, and the band splitting between
the X and Y point in the electronic nematic phase of
the system20. Following our line of reasoning, we should
expect rather different scattering rate and different size
of the pseudogap on the electron pocket around the X
and Y point in the electronic nematic phase of the Iron-
based superconductors. We propose this as a possible
origin for the observed nematicity in resistivity measure-
ments in the electronic nematic phase.
In conclusion, by applying group theoretical analysis to
a realistic five band model, we have determined the form
of the orbital ordering in the electronic nematic phase of
the Iron-based superconductors. We find the orbital or-
dering in these systems can be either of the inter-orbital
s-wave form or the intra-orbital d-wave form. From the
comparison with the ARPES observations, we find the
orbital ordering in the 122 systems is dominated by the
intra-orbital d-wave component, while that in the 111
systems is better described with an on-site intra-orbital
form. From a mean field calculation, we find both types
of orbital ordering are strongly entangled with the ne-
maticity of the spin correlation and can emerge sponta-
neously in the model we have studied. We find the orbital
order can contribute significantly to the condensation en-
ergy of the magnetic ordered phase and it is thus more
reasonable to think of the orbital order as a component of
a composite order parameter involving both the spin and
the orbital degree of freedom, rather than a secondary
effect of magnetic ordering. We predict that both the
scattering rate and the size of pseudogap should be quite
different on the electron pocket around the X and Y point
in the electronic nematic phase of the Iron-based super-
conductors. We propose this as a possible origin for the
observed nematicity in resistivity measurements in the
electronic nematic phase.
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I. APPENDIX
In this appendix, we present all possible symmetry
breaking terms in the electronic nematic phase in the
full five dimensional orbital space up to the next nearest
neighboring bonds. Here we will assume that both the
translational and the time reversal symmetry is respected
in the electronic nematic phase. Following the procedure
as outlined in the main text, we find there are in total 9
independent symmetry breaking perturbations on near-
est neighboring Fe-Fe bonds and 6 independent symme-
try breaking perturbations on the next nearest neighbor-
ing bonds. The form of the symmetry breaking terms on
the nearest neighboring bonds are given by
∆H = ∆Hs +∆Hp +∆Hd,
in which
∆Hs = κ1
∑
i,δ,σ
(c†i,2,σci+δ,3,σ + c
†
i,3,σci+δ,2,σ)
+ κ2
∑
i,δ,σ
(c†i,1,σci+δ,5,σ + c
†
i,5,σci+δ,1,σ)
∆Hp = κ3
∑
i,δ,σ
(pδc
†
i,1,σci+δ,2,σ + p
′
δc
†
i,1,σci+δ,3,σ)
+ κ3
∑
i,δ,σ
(pδc
†
i,2,σci+δ,1,σ + p
′
δc
†
i,3,σci+δ,1,σ)
+ κ4
∑
i,δ,σ
(pδc
†
i,3,σci+δ,5,σ + p
′
δc
†
i,2,σci+δ,5,σ)
+ κ4
∑
i,δ,σ
(pδc
†
i,5,σci+δ,3,σ + p
′
δc
†
i,5,σci+δ,2,σ)
+ κ5
∑
i,δ,σ
(pδc
†
i,2,σci+δ,4,σ − p
′
δc
†
i,3,σci+δ,4,σ)
+ κ5
∑
i,δ,σ
(pδc
†
i,4,σci+δ,2,σ − p
′
δc
†
i,4,σci+δ,3,σ),
and
∆Hd = κ6
∑
i,δ,σ
dδ(c
†
i,2,σci+δ,2,σ + c
†
i,3,σci+δ,3,σ)
+ κ7
∑
i,δ,σ
dδc
†
i,1,σci+δ,1,σ
+ κ8
∑
i,δ,σ
dδc
†
i,4,σci+δ,4,σ
+ κ9
∑
i,δ,σ
dδc
†
i,5,σci+δ,5,σ
represent the extended s-wave, p-wave and d-wave com-
ponents of the symmetry breaking perturbations. Here
pδ, p
′
δ are p-wave form factors, dδ is the d-wave form
factor. The value of these form factors are illustrated in
Fig.3.
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FIG. 3: An illustration of the p-wave and d-wave form factors
on the nearest neighboring bonds.
In the subspace spanned by the dXZ and dYZ orbital,
there are only two possible terms on the nearest neigh-
boring bond and are given by
∆H = η2
∑
i,δ,σ
(c†i,2,σci+δ,3,σ + c
†
i,3,σci+δ,2,σ)
+ η3
∑
i,δ,σ
dδ(c
†
i,2,σci+δ,2,σ + c
†
i,3,σci+δ,3,σ) (6)
in which η2 = κ1, η3 = κ6.
The 6 allowed symmetry breaking perturbations on the
next nearest neighboring bonds are given by
∆H ′ = ∆H ′s +∆H
′
p +∆H
′
d,
in which
∆H ′s = κ
′
1
∑
i,δ′,σ
(c†i,1,σci+δ′,5,σ + c
†
i,5,σci+δ′,1,σ)
+ κ′2
∑
i,δ′,σ
(c†i,2,σci+δ′,3,σ + c
†
i,3,σci+δ′,2,σ)
∆H ′p = κ
′
3
∑
i,δ′,σ
(pδ′c
†
i,1,σci+δ′,2,σ + p
′
δ′c
†
i,1,σci+δ′,3,σ)
+ κ′3
∑
i,δ′,σ
(pδ′c
†
i,2,σci+δ′,1,σ + p
′
δ′c
†
i,3,σci+δ′,1,σ)
+ κ′4
∑
i,δ′,σ
(pδ′c
†
i,3,σci+δ′,5,σ + p
′
δ′c
†
i,2,σci+δ′,5,σ)
+ κ′4
∑
i,δ′,σ
(pδ′c
†
i,5,σci+δ′,3,σ + p
′
δ′c
†
i,5,σci+δ′,2,σ)
+ κ′5
∑
i,δ′,σ
(pδ′c
†
i,2,σci+δ′,4,σ − p
′
δ′c
†
i,3,σci+δ′,4,σ),
+ κ′5
∑
i,δ′,σ
(pδ′c
†
i,4,σci+δ′,2,σ − p
′
δ′c
†
i,4,σci+δ′,3,σ)
and
∆H ′d = κ
′
6
∑
i,δ′,σ
dδ′(c
†
i,4,σci+δ′,5,σ + c
†
i,5,σci+δ′,4,σ).
(7)
Here δ′ denote the vectors connecting next nearest neigh-
boring Fe sites and pδ′ , p
′
δ′ and dδ′ are the p-wave and the
d-wave form factor on next nearest neighboring bonds,
which are illustrated in Fig.4. In the subspace spanned by
the dXZ and dYZ orbital, there is only one allowable sym-
metry breaking perturbation on the next nearest neigh-
boring bonds, which has the form of
∆H = η4
∑
i,δ′,σ
(c†i,2,σci+δ′,3,σ + c
†
i,3,σci+δ′,2,σ).
Here η4 = κ
′
2.
+1
-1
0
0
+1
-1
0
0
+1
+1
-1
-1
p ' p' ' d '
FIG. 4: An illustration of the p-wave and d-wave form factors
on the next nearest neighboring bonds.
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