In this Letter we extend the procedure of performing the whole process of learning and pattern recognition on the same hybrid electro-optic system. 1 ' 2 We show that fully complex-valued discriminant reference functions (DRF's) can be constructed and that they are capable of high discrimination even if they are produced on inexpensive spatial light modulators (SLM's).
Various architectures are suitable for the procedures to be described. The joint-transform correlator 3 (JTC) is convenient 2 because the presentation of a reference function and an object on the same plane saves the complicated procedures of alignment. The JTC was implemented on a single SLM, 4 as shown in 4 which are not always adequate for high discrimination. To overcome this difficulty we modify the JTC in such a way that it allows the generation and application of complex DRF's. The DRF converges to any function in the general complex domain, which has the maximum degrees of freedom for obtaining optimal discrimination capability. The process contrives to produce a joint-transform correlation of an off-axis binary reference function hologram combined with the input function. The input function is multiplied by a bar grating to generate a first-order replica of its spectrum to interfere with the off-axis reference spectrum.
We start with a binary reference function, r(x, y) (e 10, 1)), which is relatively easy to implement on a simple SLM. The pattern to be recognized, f(x, y), is placed on the same input plane as the reference function. We may assume, without loss of generality, that the object and the reference are located at distances b and -b from the center, respectively. Only the input function, f(x, y), is multipled by a grating 
After an optical Fourier transformation we obtain at the Fourier plane
where u = xf/Xf, v = yf/Xf, X is the light wavelength, and f is the focal length of the Fourier-transformation lens. Multiplying T(u, v) by a window function, (3) and assuming that sinc(av) -const. for Iv -lidl < By a) the pattern to be detected, Assuming a set of input patterns {V,(x, y)j, we define the goal of the system as the detection of the presence of patterns out of the subset VfnP(x, y)) while rejecting all other patterns denoted by the subset fnz(x, y)j. A reasonable criterion for detection is the appearance of a strong peak as contrasted with a uniform distribution for a pattern to be rejected. Therefore we define a cost function M to be and F(u, v) 0 for Ild > By and lit > Bx, we obtain the distribution
The television camera records the intensity distril tion of Eq. (4) and displays it on the SLM. I amplitude transmittance of the SLM, after some, justment of variables, is given by 
where * denotes correlation and r'(x, y) is the inverse Fourier transformation of R' (u, v) . The cross-correlation peak intensity around the point (0, 2b) is (4) where A denotes a small area around the maximum of the various correlation peaks chosen to average over system noise. The whole learning and recognition process intro- (5) duced in this Letter was implemented on the actual optical correlator, with all the constraints and distortions of the system taken into account. The iterative 3u-minimization process employed the direct binary Compared with the conventional JTC our system has only one third of its bandwidth along one of the coordinate axes. Use of an off-axis technique decreases the power efficiency but displays the interference pattern far from the noisy zero order of the inexpensive liquidcrystal television SLM. A cost function, which takes into account the discrimination demands over the complete correlation plane, 5 is defined and minimized by using the elements of the DRF as variables. search algorithm used previously for binary computergenerated holograms. 6 Beginning with a random binary reference function, r(x, y), at the ith iteration the value ri(x, y) is changed at a given point to its complementary state. The system performs all the correlations between the new DRF, ri+i(x, y), and the set of patterns Vff(x, y)). The correlation plane intensity distributions are fed into the digital computer to calculate the cost function M(ri+ 1 ) according to Eq. (9). If M(ri+ 1 ) < M(ri), the last change in ri(x, y) is accepted, or else it is converted back to the previous state.
I= AfI f(x,y)rI*(xy)dxdy
Our system (Fig. 1 ) was controlled by a CUE-2 processor, 7 and we used a liquid-crystal-television SLM, with 162 X 144 pixels, in which a pure amplitude modulation was implemented. The learning stage was implemented with the goal to detect the pattern shown in Fig. 2(a) and to reject the one shown in Fig.  2(b) . Figure 3 illustrates the learning process: Fig The amplitude transmittance of the SLM, which is the normalized and scaled version of the window region, appears in Fig. 3(c) . Finally, after another Fourier transformation, the correlation plane is obtained as shown in Fig. 4 . The same procedure is repeated for the rejected object [ Fig. 2(b) ], and then a new cycle starts until a satisfactory discrimination is achieved. Figure 4 depicts three stages along the iterative learning process. Each column contains the images of the correlation regions of both objects along with a three-dimensional display of the intensity distribution. The learning process ended with a substantial discrimination ratio of 1:1.8 [ Fig. 4(c) ] compared with the 1:1.05 obtained with the same system operated as a conventional JTC.
In conclusion, we have demonstrated direct generation of complex DRF's in a JTC configuration. The iterative generation process was implemented on an electro-optical system and converged in the presence of noise and distortions of a low-quality SLM. Since the learning procedure is implemented on the same system that is to be used for the classification process, the DRF has much better performance then an equivalent DRF created on a separate computer.
