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1Avant propos
Les travaux de recherche présentés dans ce manuscrit sont étroitement liés à des projets
d’étude amont qui ont été menés pour le compte de Délégation Générale pour l’Armement
(DGA). Dans le cadre de ces études, des outils de simulation ainsi que des bancs de mesure
ont été développés pour la conception et la caractérisation des structures fractales proposées.
Deux problématiques ont été abordées :
- Les paillettes fractales pour le leurrage
Cette étude a été menée en collaboration avec l’entreprise Lacroix spécialisée dans la
pyrotechnie.
Les paillettes sont des dispositifs embarqués sur des avions civils ou militaires destinés à les
protéger d’une éventuelle attaque missile. Le scénario est le suivant : lorsqu’un avion repère
un missile, une cartouche constituée de quelques millions de brins de chaff est tirée loin de
l’avion. En explosant, un nuage de chaff se forme dont la signature radar, plus forte que celle
de l’avion, détourne le missile de sa trajectoire.
Les brins de chaff utilisés jusqu’à présent étaient des dipôles résonants mono-bande. Mais la
menace radar concerne aujourd’hui plusieurs bandes de fréquence militaires et des paillettes
d’un nouveau genre doivent être imaginées. On a montré que certains motifs fractals filaires et
planaires ont des performances très attrayantes. Cependant la forme de ces structures étant
différente de celle des brins de chaff, des solutions technologiques ont dues être envisagées
pour la production à l’échelle industrielle.
Par ailleurs, un radar a été réalisé au laboratoire pour confronter les résultats de simulation
avec la mesure. La principale difficulté était d’extraire du bruit la signature radar d’un motif
isolé car celle-ci est très faible. Au cours des trois années, le radar a subi plusieurs évolutions
et une chambre anéchoïde a été aménagée dans une pièce de 5m×3m×2m pour des raisons de
confidentialité. Le montage permet aujourd’hui de mesurer la surface équivalente radar d’un
dipôle demi-onde avec un rapport signal à bruit de 30 dB.
- Le filet de camouflage radar
Cette étude a été menée en collaboration avec l’entreprise de textile BACAM.
Un filet de camouflage est conçu pour recouvrir un véhicule militaire sur un champ de bataille
afin d’en noyer la signature radar dans le fouilli environnant. Les phénomènes
2électromagnétiques mis en jeu sont complexes : l’onde incidence provenant du radar est
réfléchie dans certaines directions, diffusée dans tout l’environnement et dissipée dans le filet.
Le Centre Electronique de l’Armement (CELAR) de Bruz a mis au point un protocole de
mesure pour extraire les caractéristiques intrinsèques d’un filet de camouflage. Les mesures
sont effectuées sur une plate-forme qui peut accueillir un engin militaire. Au laboratoire, les
contraintes d’espace nous ont amenés à réaliser un banc expérimental différent mais qui
corrobore les résultats obtenus au CELAR. Pour ce faire, des expériences en chambre
anéchoïde sur des échantillons ainsi qu’en gymnase sur des structures plus grandes ont été
effectuées.
Des filets de camouflage existent sur le marché mais leur efficacité est limitée à une bande de
fréquence. Ils ne répondent plus au cahier des charges imposé par la DGA qui exige des
performances sur plusieurs bandes de fréquence militaires. L’enjeu était donc de réaliser un
filet de camouflage multi-bandes. Différents concepts ont été envisagés, notamment une
solution avec des motifs fractals.
3Introduction
Les structures auto-similaires (pré-fractales et log-périodiques) planaires sont depuis quelques
années utilisées dans la conception de systèmes multi-bandes telles que les surfaces sélectives
ou les antennes (voir annexe A). Leur attrait est dû à la géométrie particulière de ces objets
qui combine plusieurs répliques d’un même motif à différentes échelles. Pour le calcul
électromagnétique rigoureux de ces structures planaires, la technique de l’Integral Equation
(IE) est le plus souvent utilisée [1-3]. Comparée à d’autres formulations telles que la Finite
Difference Time Domain method (FDTD) [4-5] ou encore la Transmission Line Method
(TLM) [6], l’efficacité de cette technique réside dans la possibilité de réduire la complexité du
problème à un problème 2D en exploitant les propriétés d’une fonction de Green appropriée.
Cependant la technique de l’IE est en général basée sur une description de tout le domaine qui
constitue la discontinuité. A cause de la présence de nombreux détails avec des rapports de
dimension importants, la simulation électromagnétique des objets multi-échelles peut
impliquer un effort numérique important pour atteindre la convergence ou encore conduire à
manipuler des matrices mal-conditionnées.
Afin de palier à ces difficultés, un certain nombre de méthode hybrides [7-8] a récemment été
proposé pour la modélisation des structures complexes : au lieu de décrire l’objet en son
ensemble, la structure est décomposée en volumes à différentes échelles où la mieux adaptée
des méthodes classiques est appliquée. Ces techniques hybrides sont numériquement bien
appropriées aux structures 3D mais pas aux structures 2D puisqu’une partie de la structure est
décrite dans le volume.
On propose une approche alternative pour conserver la nature 2D du problème aux limites
quand la structure est planaire. La technique consiste à décomposer la discontinuité en
différents sous domaines surfaciques. Sur chacun de ces sous domaines, le champ
électromagnétique est décrit sur une base modale avec les conditions de bord appropriées.
Pour réduire les ressources numériques utilisées, le poids des modes est calculé séparément.
Comme ils correspondent au champ électromagnétique diffracté au voisinage des détails de la
structure, la contribution des modes d’ordre supérieur est calculée localement (modes dits
localisés) tandis que les modes d’ordre inférieur sont considérés à un niveau d’échelle plus
grand (modes dits actifs). Par le passé, une méthode basée sur la décomposition d’une
structure planaire en sous domaines surfaciques a déjà été proposée [9]. Mais la technique
développée dans ce manuscrit est différente de ce qui était présenté dans cet article ; en
4particulier, la distinction entre modes actifs et modes localisés est une approche entièrement
nouvelle.
La méthode par changement d’échelle est particulièrement bien adaptée à la simulation des
structures log-périodiques ou pré-fractales parce qu’elle profite de l’invariance d’échelle. La
modélisation suit un processus récursif de la même façon qu’il apparaît dans la construction
géométrique de ces objets. L’une des conséquences est que les temps de calcul sont
grandement diminués par rapport aux méthodes classiques.
Dans la partie I, la méthode par changement d’échelle est d’abord présentée dans un cadre
général. La technique introduit deux concepts nouveaux dans la formulation d’un problème
aux limites : la notion de matrice impédance de surface et celle de multipôle de changement
d’échelle. La méthode est ensuite appliquée à la diffraction d’un iris de Cantor en guide. On
montre que les temps de calcul peuvent être considérablement réduits par rapport à la Method
of Moments (MoM) [10]. Par ailleurs, cet exemple fait ressortir des problèmes de convergence
numérique. Deux solutions mathématiques ont été proposées pour y remédier : l’une est
algébrique (la méthode du gradient conjugué) et l’autre analytique (les approximants de
Padé). Enfin, le point critique de la méthode concerne le découpage en sous domaines et les
conditions de bord imposées sur les bases locales. Quelques investigations ont été menées
pour quantifier les erreurs commises quand le choix de la base est inopportun.
Dans la partie II, on propose quelques illustrations de la méthode par changement d’échelle.
La première application concerne la caractérisation d’une surface sélective multi-bandes
constituée d’éléments log-périodiques. Les résultats numériques obtenus ont été confrontés à
la mesure. La deuxième problématique traite de la diffraction de cibles résonantes multi-
bandes en espace libre. On propose ici d’étudier les résonances d’une structure log-périodique
et le rayonnement d’un objet pré-fractal. Une mesure a été effectuée avec le radar conçu au
laboratoire.
5I. Théorie du changement d’échelle
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7I-a. Généralités sur la méthode par changement d’échelle
Les phénomènes de diffraction électromagnétique sont régis par les équations de Maxwell qui
en régime harmonique s’écrivent :
avec ω la pulsation, E le champ électrique, H le champ magnétique, J la densité de courant
électrique, ρdensité la densité de charge électrique, µ la perméabilité et ε la permittivité du
milieu.
Pour calculer le champ électromagnétique dans les problèmes planaires, la méthode de l’IE
est la plus efficace des méthodes numériques classiques. Cette approche permet de réécrire de
manière équivalente le problème aux limites initial sous la forme d’une équation intégrale
posée sur la surface finie de l’obstacle. Ainsi le problème est réduit d’une dimension.
Cependant cette technique, dans sa formulation traditionnelle, n’est pas réellement adaptée au
problème des structures complexes multi-échelles. En effet, la présence de détails fins avec
des rapports de dimension importants peut provoquer des variations localement rapides dans
la répartition du champ électromagnétique. La résolution du problème sur l’étendue des
échelles nécessiterait alors des ressources numériques considérables. On propose de
contourner cette difficulté en introduisant des descriptions locales aux différentes échelles de
la structure. Le problème est résolu en trois étapes :
1) La structure planaire est décomposée en sous domaines surfaciques.
2) Sur chacun des sous domaines, le champ électromagnétique total est décrit sur une base
modale avec les conditions de bord appropriées.
3) La contribution des modes est calculée séparément : les modes d’ordre supérieur sont
considérés localement (modes localisés) tandis que les modes d’ordre inférieur sont couplés à
une échelle plus grande (modes actifs).
La résolution du problème sur plusieurs échelles permet ainsi de réduire les ressources
numériques consommées. Dans ce qui suit, on introduit deux concepts nouveaux dans la
(1)
E jJH rrrr ωε+=×∇
H jE rrr ωµ−=×∇
( ) densitéE ρε =⋅∇ rr
( ) 0H =⋅∇ rr µ
8formulation d’un problème aux limites : la notion de matrice impédance de surface et celle de
multipôle de changement d’échelle. Par ailleurs, on montre que la modélisation des structures
fractales et log-périodiques se réduit à un algorithme récursif.
I-a-1. Matrice impédance de surface équivalente
La méthode par changement d’échelle permet de simplifier la description des conditions
limites sur une discontinuité planaire très fragmentée en la réduisant à une matrice impédance
de surface équivalente qui implique quelques modes sur un domaine qui enferme la région
concernée.
Considérons la discontinuité métallique décrite Fig. 1-a. La partie de la structure qui contient
beaucoup de détails est enfermée dans un domaine surfacique S. Le domaine S est constitué
d’un domaine diélectrique SI et d’un domaine métallique SM de sorte que S = SM U SI.
Fig. 1 : (a) structure initiale, (b) description locale dans le guide virtuel et (c) structure équivalente.
A l’échelle locale, un guide virtuel de section S est introduit pour isoler le champ
électromagnétique diffracté qui est confiné au voisinage des détails de la structure (voir
Fig. 1-b). Cette part du champ électromagnétique traduit l’énergie réactive emmagasinée
[zs]
(a) (c)
guide virtuel
S
SI
SM
(b)
9localement ; elle présente des variations abruptes que l’on peut décrire par les modes d’ordre
supérieur du guide virtuel. Les modes d’ordre supérieur sont donc localement évanescents et
peuvent être correctement caractérisés par leur impédance de mode imaginaire dans le guide
virtuel. En particulier, la description du champ électromagnétique diffracté localement n’est
pas perturbée par la présence des parois du guide virtuel. Les modes d’ordre inférieur ne
peuvent être décrits localement et sont dits actifs. Une matrice impédance de surface [zS] est
calculée sur le plan de discontinuité dans le guide virtuel pour caractériser le couplage entre
les modes actifs. Pour les milieux sans pertes, cette matrice est nécessairement composée de
termes imaginaires purs. A la grande échelle la matrice impédance [zS] définit la condition
limite sur le domaine S (voir  Fig. 1-c).
Pour calculer la matrice [zS] , on résout le problème aux limites dans le guide virtuel dont on
déduit le schéma équivalent (voir annexe B) de la Fig. 2.
Fig. 2 : schéma équivalent de la structure décrite Fig. 1-b
Sur le schéma de la Fig. 2, on a E0 l’excitation en champ électrique imposée sur N modes
actifs dans le guide virtuel, J la discontinuité du champ magnétique tourné de pi/2 dans le
guide virtuel, Je le courant induit sur le domaine métallique et Zˆ  l’opérateur de diffraction qui
décrit la contribution des modes localisés.
Afin d’expliciter l’opérateur Zˆ , on pose { fn ; n ∈ N } la base modale du guide virtuel et ZMn
l’impédance de chacun des modes dans le guide virtuel. On introduit par ailleurs le
formalisme mathématique des bra-ket [11] : le bra nf  est la fonctionnelle liée au produit
scalaire défini dans l’équation (121) (voir annexe C) et le ket nf  désigne la fonction fn.
Z
J
E0 EJe
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Ainsi, on a :
Le facteur 1/2 traduit la contribution des deux demi espaces de part et d’autre de la
discontinuité.
A partir du schéma équivalent de la Fig. 2, on sort l’équation fonctionnelle suivante :
Pour résoudre les équation fonctionnelles, on utilisera le plus souvent la méthode de Galerkin
(voir annexe C). On se propose de détailler le calcul numérique.
Soient M le nombre de fonctions d’essai sur le domaine métallique, N le nombre de modes
actifs et Q le nombre total de modes considérés dans le guide virtuel. Le courants Je est
décomposé sur une base de fonctions d’essai { gem ; m = 1,2, … M } :
On note [Ie] le vecteur de dimension M tel que :
Par ailleurs, on définit les vecteurs [V] et [I] de dimension N pour décrire le poids des modes
actifs :



×


−
=


e
0
J
E
Zˆ1
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e
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V M [ ]








=
N
1
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I M (6)
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En appliquant la méthode de Galerkin, on obtient alors l’équation matricielle suivante :
où Pi t avec i = 1,2 désigne la matrice transposée complexe conjuguée de Pi.
et avec :
 - [Z] la matrice de dimensions (Q-N)×(Q-N) qui décrit l’opérateur de diffraction Zˆ
- [P1] et [P2] les matrices de projection respectivement de dimensions M×N et M×(Q-N)
A partir de l’équation (7), on sort la matrice [zS] :
telle que
[ ]



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I-a-2. Multipôle de changement d’échelle
La méthode par changement d’échelle peut être appliquée plusieurs fois aux différents
niveaux d’échelle d’une structure. Lorsque le mécanisme est impliqué successivement sur
deux domaines imbriqués l’un dans l’autre, la transition d’un niveau d’échelle à l’autre est
modélisée par un multipôle associé aux modes actifs des deux échelles.
Considérons la surface de discontinuité S1 décrite Fig. 3-a. Elle est composée d’un domaine
diélectrique SI, d’un domaine métallique SM et d’un domaine S2 où la méthode par
changement d’échelle a auparavant été appliquée. On a S1 = SM U SI U S2. Puisque la
contribution des modes d’ordre supérieur a été décrite à l’échelle de la surface S2 seuls les N2
modes actifs sont considérés sur le domaine S2. Pour caractériser les phénomènes à l’échelle
de la surface S1, N1 modes actifs sont pris en compte tandis que les modes d’ordre supérieur
sont décrits par leur impédance de mode dans le guide virtuel. La formulation du problème
aux limites est proche de ce qui a été décrit dans le paragraphe I-a-1. La transition entre les
échelles S1 et S2 peut alors être représentée par un multipôle avec N1 + N2 accès liés aux
modes actifs des deux échelles (voir Fig. 3-b).
Fig. 3 : (a) brique de changement d’échelle entre deux échelles et (b) multipôle associé
modes actifs
sur S1
•
•
•
I1
V1
VN1
IN1
modes actifs
sur S2
•
•
•
  vN2
iN2
v1
i1
[Z]
ou
[Y]
guide virtuel
S2
S1
SI
SM
(a)
(b)
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Sur la Fig. 3-b, { V1 / I1 , …, VN1 / IN1 } et { v1 / i1 , …, vN2 / iN2 } désignent le poids des modes
actifs des domaines surfaciques S1 et S2 .
Il y a une analogie avec le concept des modes accessibles et des modes localisés que l’on
utilise pour résoudre les problèmes de diffraction en guide quand la structure est composée de
plusieurs discontinuités successives [12]. Dans cette approche, on considère que les modes
d’ordre supérieur excités au niveau de chacune des discontinuités sont suffisamment atténués
suivant l’axe de propagation du guide pour qu’ils n’influent pas sur les discontinuités
voisines. Ainsi, seuls les modes accessibles sont couplés entre les différentes discontinuités.
Un phénomène similaire apparaît ici à la différence que les modes d’ordre supérieur ne sont
pas localisés en raison de la distance qui sépare deux plans de discontinuité mais du fait de
l’étendue des échelles sur le plan de discontinuité.
I-a-3. Modélisation récursive des structures auto-similaires
Une classe d’objets auto-similaires (log-périodiques ou pré-fractals) peut être construite à
partir d’un processus itératif dans lequel un motif est dupliqué en plusieurs versions agrandies
ou réduites (voir Fig. 4). Les structures qui en résultent présentent une géométrie complexe
qui combine plusieurs niveaux d’échelle.
Fig. 4 : quelques exemples d’objets auto-similaires planaires que l’on peut modéliser
avec la méthode par changement d’échelle
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Lorsque la géométrie de la surface de discontinuité résulte de l’application d’un processus
récursif, la méthode par changement d’échelle se décline également suivant un algorithme
récursif.
Considérons la structure auto-similaire décrite Fig. 5. On y applique la méthode par
changement d’échelle. La surface est décomposée en sous domaines Ss (s = 1, 2,…, s_max)
délimités par les conditions de bord appropriées. Chacun des sous domaines Ss correspond à
un niveau d’échelle noté s. Suivant ce qui a été introduit dans le paragraphe I-a-2, le couplage
électromagnétique entre deux échelles successives s et s-1 est modélisé par un multipôle de
changement d’échelle [Z] s,s-1. La résolution du problème en son ensemble est alors obtenue
par la mise en cascade des multipôles aux différentes échelles.
Fig. 5 : modélisation d’une structure auto-similaire par changement d’échelle
[zS] 1
•
•
•
[zS] 3
•
•
• [Z] 3,2
[zS] 2
•
•
• [Z] 2,1
S1
S2
S3
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La matrice impédance de surface équivalente [zS] s_max de la structure est calculée à partir d’un
processus itératif. Dans un premier temps, on détermine la matrice impédance de surface [zS] 1
sur le domaine S1 à la plus petite échelle s = 1. Puis, en utilisant le multipôle [Z] 2,1, on déduit
la matrice impédance de surface [zS] 2 sur le domaine S2 à l’échelle s = 2. On répète alors
l’opération précédente à échelle s jusqu’à atteindre la plus grande échelle s = s
_max.
Comme la structure considérée présente une invariance d’échelle, ce processus itératif se
réduit à une relation de récurrence. Le multipôle [Z] s,s-1 qui caractérise le couplage entre deux
échelles successives s et s - 1 est tel que :
où {V, I} et {v, i} donnent le poids des modes actifs respectivement aux échelle s et s-1.
Par ailleurs, les conditions limites à l’échelle s-1 sont fixées de la manière suivante :
et à l’échelle s, la matrice impédance de surface [zS] s est définie par :
A partir des équations (12), (13) et (14), on sort la relation de récurrence qui lie les matrices
impédance de surface [zS] s-1 et [zS] s :
avec les conditions initiales données par la matrice impédance de surface [zS] 1 calculée à la
plus petite échelle.
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Ainsi la modélisation par changement d’échelle conduit à un algorithme récursif quand la
structure est fractale ou log-périodique. Par le passé, certains auteurs avaient déjà développé
des relations de récurrence pour décrire les phénomènes de diffraction impliquant des objets
fractals dans le domaine asymptotique [13] mais également dans le domaine des hautes
fréquences [14]. Toutefois aucun de ces modèles ne tient rigoureusement compte des
couplages entre les échelles.
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I-b. Modélisation de la diffraction en guide d’un iris de Cantor
I-b-1. Introduction du problème
Pour présenter le concept de changement d’échelle, nous proposons d’étudier la diffraction en
guide d’un iris de Cantor. Ce problème peut être considéré comme un cas d’école pour les
problèmes de changement d’échelle qui nous intéressent.
L’iris de Cantor [15] est un objet fractal que l’on construit de manière itérative à partir d’un
facteur de réduction ρ  (voir Fig. 6). Soit une barre de longueur a. On la découpe en trois
morceaux ρ a, (1 - 2ρ )a et ρ a ; puis on retire la partie centrale pour obtenir le motif initial. A
la première itération, on applique la même opération à chacun des deux domaines de largeur
ρ a ; on crée ainsi une nouvelle génération de pavés de largeur ρ ²a. Ce processus est répété à
l’infini.
etc ...
Fig. 6 : processus de construction d’un iris de Cantor jusqu’à l’itération 2
a
ρa
itération 0
itération 1
ρ²a
itération 2
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La dimension fractale D (voir annexe A) de l’iris de Cantor vaut :
Même s’il s’agit là d’une structure canonique voire triviale, nous en tirerons des
enseignements sur les aspects physiques et numériques qui entrent en jeu dans la mise en
œuvre de la méthode par changement d’échelle. Le problème électromagnétique que l’on pose
est le suivant :
Soit un guide dont les parois sont magnétiques sur les côtés latéraux et électriques sur les
côtés supérieur et inférieur. Le mode fondamental est le mode TEM. Un iris de Cantor
métallique infiniment mince est placé dans le plan transverse. Le problème consiste à
déterminer l’impédance équivalente Zeq de cette discontinuité dans la bande monomodale. Le
problème se réduit à l’étude de la solution paire (voir Fig. 7), l’impédance équivalente étant
égale à la moitié de celle obtenue dans le cas pair.
m.e : mur électrique 
m.m. : mur magnétique
Fig. 7 : diffraction d’un iris de Cantor placé dans un guide (symétrie paire)
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L’invariance du problème suivant {Oy} implique que seuls les modes TE du guide
interviennent. La base modale s’écrit :
avec les impédances de modes :
Le mode fondamental du guide étant TEM, on peut définir des tensions et des courants. Le
passage TE vers TEM est effectué via les grandeurs réduites :
où ZcTE et ZcTEM sont les impédances caractéristiques en TE et TEM.
L’expression des grandeurs TEM dépend du domaine physique où sont définies les grandeurs
non normalisées. Ainsi,
Comme seuls les modes TE sont excités, l’impédance équivalente de l’iris est une inductance
Leq telle que :
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Dans ce chapitre, on détaillera la diffraction du motif initial pour montrer comment l’énergie
réactive est emmagasinée au voisinage des arêtes de l’iris. La méthode par changement
d’échelle consiste précisément à isoler cet effet aux différentes échelles de la structure. Afin
d’en montrer le mécanisme, la méthode par changement d’échelle est ensuite appliquée à un
iris de Cantor à la première étape de croissance. Les problèmes de convergence numérique
sont discutés et deux solutions mathématiques proposées. Enfin, la méthode par changement
d’échelle est étendue dans le cas où le processus fractal est avancé. La modélisation implique
alors une mise en cascade de multipôles qui suit le processus de construction géométrique de
l’iris de Cantor.
I-b-2. Mise en évidence du phénomène de diffraction localisée
D’une manière générale, la diffraction d’une onde électromagnétique sur une arête vive
provoque une diffraction localisée où se concentre une quantité importante d’énergie réactive.
Dans ce qui suit, on montre de quelle façon on peut isoler le champ électromagnétique
diffracté localement.
Considérons le problème de diffraction en guide évoqué dans la partie I-b-1. La discontinuité
est constituée par le motif générateur de l’iris de Cantor (voir Fig. 8).
Fig. 8 : diffraction du motif générateur de l’iris de Cantor
Soient a = 10 mm, b = 5 mm, ρ = 1/3 et f = 2 GHz. On résout le problème par la méthode de
Galerkin traditionnelle. Les courbes de la Fig. 9 montrent l’allure du champ
électromagnétique obtenu au niveau du plan de discontinuité.
mur électrique
a
ρ a
mur magnétique
21
Fig. 9 : allure des champs électrique Etransverse et magnétique Htransverse  sur le plan de discontinuité
Le champ électromagnétique est décrit sur la base modale du guide. On peut séparer les séries
obtenues en deux afin d’isoler l’énergie emmagasinée localement :
L’accumulation d’énergie réactive au plus près de la discontinuité en x = ρa et x = (1 - ρ)a
coïncide avec la contribution des modes d’ordre supérieur du guide (n > N) tandis que le
champ électromagnétique décrit sur les modes d’ordre inférieur (n ≤ N) s’étale sur toute la
largeur du guide. Sur la Fig. 10, on a représenté les allures des champs obtenus pour N = 20.
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Fig. 10 : décomposition des champs Etransverse et Htransverse sur les modes d’ordre inférieur à 20
– courbes en pointillé – et sur les modes d’ordre supérieur à 20 – courbes en continu -.
On s’aperçoit que le champ électromagnétique associé aux modes d’ordre supérieur est
quasiment nul quand on s’approche des bords du guide. La description du champ
électromagnétique suivant une coupe longitudinale permet de mieux appréhender le caractère
localisé de ces modes (voir Fig. 11).
Fig. 11-a : répartition dans le guide du champ électrique Etotal associé aux modes d’ordre supérieur à 20
abscisse normalisée abscisse normalisée
Etranserse normalisé Htransverse normalisé
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23
Fig. 11-b : répartition dans le guide du champ magnétique Htotal associé aux modes d’ordre supérieur à 20
I-b-3. Application du concept de changement d’échelle à la première itération
I-b-3-1. Avec la méthode de Galerkin
Considérons la diffraction en guide d’un iris de Cantor à la première étape de croissance (voir
Fig. 12).
Fig. 12 : diffraction en guide de l’iris de Cantor à l’itération 1
ρ²a
a
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Le problème consiste à calculer l’inductance équivalente Leq de cette discontinuité dans la
bande monomodale. Classiquement, ce problème peut être résolu en considérant des fonctions
d’essai pour décrire le courant sur les domaines métalliques de largeur ρ²a. Le rapport des
dimensions entre le guide et ces domaines métalliques vaut 1/ρ². Cela peut occasionner des
problèmes de convergence numérique quand ρ tend vers 0.
La technique de changement d’échelle contourne ce problème en introduisant une description
intermédiaire à l’échelle ρa. Ainsi, on formule deux problèmes aux limites où le rapport des
dimensions entre le guide et le domaine des fonctions d’essai est ramené à 1/ρ. Le schéma de
la Fig. 13 décrit comment s’opère la décomposition du problème sur deux échelles.
Fig. 13 : (a) structure initiale de la Fig. 12, (b) description locale dans un guide virtuel et
(c) structure équivalente à la grande échelle
ρ²a
ρa
a
zs zs
ρa
ρ²a
a
(c)
(a)
(b)
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On considère à l’échelle locale un guide virtuel de largeur ρa (voir Fig. 13-b). On impose que
les parois latérales de ce guide sont magnétiques. La base modale associée permet ainsi de
représenter exactement le champ électromagnétique transverse sur le plan de discontinuité.
Le guide virtuel est introduit pour décrire la diffraction localisée sur les arêtes métalliques
situées à l’intérieur du guide. En effet, comme on l’a montré dans la partie I-b-2, à partir d’un
certain rang, la contribution cumulée des modes d’ordre supérieur excités dans le guide virtuel
s’évanouit quand on s’approche des parois du guide. En deçà de ce rang, les modes sont
considérés actifs. La diffraction localisée provoque un brassage de ces modes actifs sur le plan
de discontinuité. L’erreur que l’on commet en effectuant cette approximation diminue à
mesure que l’on augmente le nombre de modes actifs car l’énergie réactive décrite par les
modes d’ordre supérieur est de plus en plus confinée à l’intérieur du guide virtuel.
Pour quantifier le phénomène, on résout le problème décrit à l’échelle locale dont on déduit le
schéma équivalent de la Fig. 14.
Fig. 14 : schéma équivalent de la structure décrite Fig. 13-b
Sur le schéma de la Fig. 14, on a e0 l’excitation en champ électrique imposée sur les N+1
modes actifs du guide virtuel, j le champ magnétique tourné de pi/2 du guide virtuel, je et je’
les courants induits décrits sur les domaines métalliques de largeur ρ²a et zˆ  l’opérateur de
diffraction tel que :
{ fn ; n ∈ N* } est la base modale du guide virtuel de largeur ρa.
On en sort l’équation fonctionnelle suivante :
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La résolution par la méthode de Galerkin permet alors d’extraire une matrice impédance de
surface [zS] qui lie les modes actifs sur le plan de discontinuité.
A la grande échelle, la matrice [zS] constitue la condition limite sur les domaines de largeur
ρa (voir Fig. 13-c). Le problème aux limites est décrit par le schéma équivalent de la Fig. 15.
Fig. 15 : schéma équivalent de la structure décrite Fig. 13-c
Sur le schéma de la Fig. 15, on a E0 l’excitation en champ électrique imposée sur le mode
fondamental du guide réel, J le champ magnétique tourné de pi/2 du guide réel, Je et Je’ les
fonctions d’essai associées aux modes actifs définis précédemment { f0 … fN } et Zˆ
l’opérateur de diffraction tel que
{ Fn ; n ∈ N* } est la base modale du guide réel de largeur a.
Soit zs l’opérateur construit à partir de la matrice [zS] :
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On en déduit l’équation fonctionnelle suivante :
On peut alors calculer l’inductance équivalente en utilisant la procédure de Galerkin.
On propose une application numérique avec a = 10 mm, b = 5 mm, ρ = 1/3 et f = 2 GHz. On a
effectué une étude de convergence suivant le nombre de modes actifs. Le nombre de modes
dans les guides a été fixé à 500 et 10 fonctions d’essai décrivent les domaines métalliques à la
petite échelle. Les résultats sont illustrés sur la Fig. 16.
Fig. 16 : convergence de la méthode par changement d’échelle avec la procédure Galerkin. La limite en pointillé
donne la valeur obtenue par le calcul classique avec la méthode de Galerkin.
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On constate que la méthode par changement d’échelle converge vers le résultat obtenu avec le
calcul classique. Toutefois au delà d’une dizaine de modes actifs les matrices calculées
deviennent mal conditionnées et les résultats numériques sont erronés. Dans ce qui suit, on
propose deux solutions pour palier à ce problème. La première est algébrique, il s’agit de la
méthode du conjugué gradient ; l’autre est analytique, on approche le calcul des séries par les
approximants de Padé.
I-b-3-2. Avec la méthode du gradient conjugué
La méthode du gradient conjugué (CG) a un support algébrique radicalement différent de
celui de la méthode de Galerkin (voir annexe C). Pour résoudre une équation fonctionnelle du
type y = L(x) la méthode de Galerkin consiste à établir un système algébrique à priori alors
que l’algorithme du CG approche la solution de manière itérative en construisant un espace de
Krylov de la forme {x0, L(x0), L2(x0), L3(x0) … ; x0 étant fixé}.
On se propose de comparer les procédures de Galerkin et du CG appliquées à la méthode par
changement d’échelle pour le problème décrit dans le paragraphe I-b-3-1.
L’algorithme du CG est appliqué à la petite échelle. Précisément, le problème aux limites est
défini avec une excitation en onde incidente (équation (134) de l’annexe C). Cette formulation
s’est avérée numériquement plus efficace que la résolution avec une excitation en champ
total. On détermine par la méthode du CG la matrice [S] généralisée des N+1 modes actifs du
guide virtuel puis on en déduit la matrice impédance de surface [zS] :
avec [zM] la matrice diagonale dont les termes sont les impédances de mode des modes actifs
du guide virtuel et [Id] la matrice identité.
A la grande échelle, la résolution est identique à ce qui a été décrit dans le paragraphe I-b-3-1.
[ ] [ ] [ ] [ ]( ) [ ] [ ]( ) [ ]M1Ms z    SId   SId  z z +−= − (28)
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Une étude de convergence a été menée suivant le nombre de modes actifs. La Fig. 17 montre
les résultats numériques obtenus avec les méthodes du CG et de Galerkin.
Fig. 17 : comparaison de la convergence numérique des méthodes de Galerkin et du CG. La référence a été
calculée en appliquant l’algorithme du CG sans effectuer de changement d’échelle.
La méthode de Galerkin est limitée à une dizaine de modes actifs à cause des problèmes de
conditionnement des matrices. On constate que la méthode du CG converge plus nettement.
Cependant ce résultat est obtenu au prix d’un calcul numérique volumineux, principalement à
cause de l’opération troncature (voir équation (136) de l’annexe C).
I-b-3-3. Avec les approximants de Padé
La résolution numérique du problème de l’équation (24) par la méthode de Galerkin conduit à
l’inversion d’une matrice semblable à la matrice [P2 Z P2 t] de l’équation (7) (voir le
paragraphe I-a-1). Les termes de cette matrice s’écrivent sous la forme d’une série :
nombre de modes actifs
Leq (nH)
+ + Galerkin
—— CG
―― référence
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avec { fn ; n ∈ N* } les modes du guide, ZMn les impédance de modes, gei et gej deux fonctions
d’essai.
D’une manière générale, un calcul numérique est approximatif car on introduit
nécessairement des arrondis sur la valeur des termes. Pour les séries, ce calcul est d’autant
plus critique car ces erreurs se cumulent quand on somme les termes de la série pour
l’estimer. En particulier, on ne peut pas résoudre les problèmes numériques de convergence
observés sur la Fig. 16 en augmentant le nombre de termes dans les séries : avec 106 termes,
les résultats sont sensiblement les mêmes que ceux obtenus avec 500 termes.
Les approximants de Padé [16] sont généralement utilisés pour accélérer la convergence
d’une série. Dans notre cas, leur application est un peu détournée : il s’agit d’approcher au
mieux le calcul des séries à partir de quelques termes seulement. Soit une série complexe v(t)
telle que :
L’approximant de Padé est une fraction rationnelle du type :
Le problème consiste à déterminer les coefficients an et bn. Pour ce faire, on pose que
l’approximant [L/M] coïncide avec v(t) aussi loin que possible suivant les termes croissants :
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On obtient alors le système d’équations suivant :
avec la convention cn = 0 si n < 0.
Puisque les coefficients d’une fraction rationnelle ne sont définis qu’à un facteur près, on pose
b0 = 1. Ainsi b1 , . . . , bM sont solutions du système linéaire formé par les M dernières
équations. Une fois les bn obtenus, les L+1 premières équations donnent les an .
Dans notre cas, on identifie v(t) et [P2 Z P2 t]i,j en posant :
On propose de reprendre l’application numérique du paragraphe I-b-3-1 pour juger de l’apport
des approximants de Padé. Pour cela, on effectue deux calculs. Premièrement, on applique la
méthode par changement d’échelle avec la technique de Galerkin en prenant 500 modes pour
décrire le guide. Deuxièmement on effectue le même calcul en ajoutant la valeur du reste de la
série ( pour n = [500, +∞] ) que l’on estime en utilisant les approximants de Padé. Le degré
des polynômes a été fixé à 25. La Fig. 18 rapporte le résultat obtenu.
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10011 b c  b c   a +=
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Fig. 18 : convergence de la méthode par changement d’échelle avec et sans les approximants de Padé.
La courbe en pointillé est la référence calculée de manière classique avec la méthode de Galerkin.
On constate que la limitation dans l’étude de la convergence de la technique par changement
d’échelle, due à un mauvais conditionnement des matrices, disparaît quand on utilise les
approximants de Padé. Le résultat converge vers la valeur déterminée de manière classique.
Les approximants de Padé sont très efficaces pour estimer les séries simples. Dans le cas des
séries doubles, il existe également des approximants de Padé [17] mais les quelques résultats
que l’on a obtenus semblent montrer qu’ils ne seraient pas aussi performants.
nombre de modes actifs
Leq (nH)
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I-b-4. Extension vers l’objet fractal
I-b-4-1. Caractérisation d’un multipôle de changement d’échelle
La construction de l’iris de Cantor s’inscrit dans un processus itératif : à chaque nouvelle
itération n, on retrouve la géométrie du motif initial réduit d’un facteur ρ n. La modélisation
par changement d’échelle suit le même processus itératif.
Considérons un iris de Cantor à la deuxième étape de croissance. La Fig. 18 montre comment
s’opère la décomposition sur trois échelles.
Fig. 19 : décomposition dans le domaine des échelles d’un iris de Cantor à l’itération 2
La décomposition dans le domaine des échelles fait apparaître un bloc à chacune des trois
échelles. A mesure que l’on pousse le processus fractal sur plusieurs étapes, on retrouvera ce
échelle s
3
2
1
0
mur électrique
mur magnétique
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même bloc sur autant d’échelles s : il est équivalent au passage entre deux ouvertures de
largeur ρ s_max – s + 1 a vers un guide de largeur ρ s_max – s a. Le schéma équivalent de cette
transition est décrit Fig. 20.
Fig. 20 : schéma équivalent d’une transition entre deux échelles s et s - 1
Sur le schéma de la Fig. 65, on a E0 le champ électrique imposé sur les modes actifs du guide
virtuel, J le champ magnétique total tourné de pi/2 dans le guide virtuel, Zˆ  l’opérateur
impédance associé aux modes d’ordre supérieur du guide virtuel, je et je’ le courant dans les
ouvertures, e0 et e0’ le champ électrique imposé sur les modes actifs dans les ouvertures.
On en sort l’équation fonctionnelle suivante :
La résolution du problème permet de caractériser un bloc de changement d’échelle que l’on
peut représenter par un multipôle M s,s-1 (voir Fig. 21).
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Fig. 21 : représentation par un multipôle M s,s-1 d’une transition entre deux échelles s et s -1
On propose d’étudier ce multipôle en ne considérant qu’un seul mode actif. Par la procédure
de Galerkin, on déduit de l’équation (35) la matrice de couplage des modes actifs entre deux
échelles s et s-1 :
où sinc est le sinus cardinal.
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Explicitons la relation des impédances de surface entre deux échelles successives. On pose :
L’impédance à la grande échelle étant définie par
on obtient :
L’expression (39) établit la relation en TE qui lie l’impédance ZTE de l’échelle s à l’impédance
zTE de l’échelle s-1. Il apparaît une série qui traduit l’énergie inductive accumulée à l’échelle
s. Par ailleurs, on remarque le terme 1/2ρ qui pondère l’impédance zTE : le coefficient 1/2
correspond à la mise en parallèle de deux impédances zTE tandis le terme 1/ρ est un facteur de
remise à échelle.
Puisque l’on ne considère qu’un seul mode actif qui est le mode fondamental TEM des guides
virtuels, on peut définir un schéma équivalent avec des grandeurs TEM. A partir des
grandeurs réduites (voir équation (19) de la partie I-a-1), on sort :
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D’où le système matriciel écrit en TEM :
avec
On peut en déduire le modèle électrique du multipôle M s,s-1 en TEM (voir Fig. 22).
Fig. 22 : modèle électrique d’un multipôle M s,s-1 en grandeur TEM
Le modèle fait apparaître une inductance L(s) qui décrit l’effet de chacun des deux domaines
et une mutuelle M(s) qui traduit le couplage entre ces deux domaines.
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I-b-4-2. Mise en cascade des multipôles de changement d’échelle
Une fois que les multipôles sont caractérisés pour chacune des échelles, le problème est résolu
par la mise en cascade des multipôles (voir Fig. 23).
Fig. 23 : mise en cascade des multipôles pour un iris de Cantor à l’itération 2
Depuis la petite échelle, on calcule les matrices impédance de surface [zS] 1 puis [zS] 2. A la
grande échelle, on obtient alors la solution paire de l’impédance équivalente de la
discontinuité dans la bande monomodale.
Dans le cas où un seul mode actif est considéré, la mise en cascade des multipôles peut être
représentée par le schéma équivalent en TEM de la Fig. 24.
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Fig. 24 : modèle électrique de la mise en cascade des multipôles en grandeur TEM
pour un iris de Cantor à la deuxième étape de croissance
La modélisation par changement d’échelle permet d’étudier l’iris de Cantor pour un grand
nombre d’itération. Prenons le cas où ρ = 1/3. L’étude de convergence pour un iris de Cantor
à l’itération 1 a été menée dans la partie I-b-3. On constate que la solution est atteinte à partir
de quelques dizaines de modes actifs. Cependant, lorsque plusieurs échelles sont considérées,
un problème se pose quant au choix du nombre de modes actifs à une échelle donnée. Prendre
un nombre de modes actifs en proportion des dimensions du guide virtuel peut se justifier
dans certains cas. Mais ce n’est pas nécessairement un bon critère. Pour le montrer,
considérons l’exemple de l’iris de Cantor après une étape de croissance. On étudie la vitesse
de convergence suivant le facteur de réduction ρ. La Fig. 25 rapporte les résultats numériques
obtenus.
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Fig. 25 : erreur relative sur l’inductance en fonction du nombre de modes actifs pour
deux valeurs de ρ : 1/3 (-x-) et 1/10 (-o-).
Paramètres numériques pour ρ = 1/3 :
- 20 fonctions d’essai à la petite échelle
- 500 modes dans les guides + approximants de Padé pour le changement d’échelle
- 800 modes pour le calcul classique
Paramètres numériques pour ρ = 1/10 :
- 8 fonctions d’essai à la petite échelle
- 500 modes dans les guides + approximants de Padé pour le changement d’échelle
- 1200 modes pour le calcul classique
On observe que la convergence est nettement plus rapide pour ρ = 1/10. Une erreur de 1 % est
obtenue avec 7 modes actifs pour ρ = 1/10 alors qu’il en faut 19 quand ρ = 1/3. Dans ce cas,
la règle du rapport des dimensions géométriques peut s’appliquer.
nombre de modes actifs
erreur relative (%)
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Considérons maintenant l’exemple d’un iris de Cantor après deux itérations. On étudie l’effet
du rapport du nombre de modes actifs entre les deux échelles. Les résultats numériques sont
rapportés Fig. 26.
Fig. 26 : erreur relative sur l’inductance en fonction du nombre de modes actifs à l’échelle ρ a pour trois valeurs
du rapport du nombre de modes actifs entre l’échelle ρa et l’échelle ρ ²a : 1/3 (-•-), 1 (-x-) et 3 (-o-).
Paramètres numériques avec ρ = 1/3 :
- 12 fonctions d’essai à la petite échelle
- 500 modes dans les guides + Padé pour le changement d’échelle
- 1200 modes pour le calcul classique
Prendre trois fois plus de modes actifs à la petite échelle n’accélère pas sensiblement la
convergence par rapport au cas où le nombre de modes actifs est constant aux deux échelles.
Prendre trois fois plus de modes actifs à la grande échelle ne se justifie pas plus. Par exemple,
une erreur de 2 % est obtenue quand on prend 11 modes actifs aux deux échelles alors que
cette même précision est atteinte quand on prend 20 modes actifs à l’échelle ρa et 7 modes
nombre de modes actifs à l’échelle ρa
erreur relative (%)
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actifs à l’échelle ρ²a. Cela signifie que le couplage entre les domaines de largeur ρ²a n’est pas
négligeable devant le couplage entre les domaines de largeur ρa.
Il paraît délicat de formuler un critère de convergence. Dans certains cas, choisir le nombre de
modes actifs en proportion des dimensions géométriques est une solution efficace. Mais
quand la description aux petites échelles devient critique, ce critère ne s’applique plus.
Cependant, il ressort des exemples étudiés que la convergence est obtenue pour un nombre
restreint de modes actifs (quelques dizaines). Par conséquent, on imposera par défaut un
nombre constant de modes actifs aux différentes échelles. Le temps de calcul ne sera pas
grandement augmenté dans le cas où ce choix n’est pas l’optimum.
La méthode par changement d’échelle a été comparée au calcul classique pour différentes
étapes de croissance dans la construction de l’iris de Cantor. Pour la méthode par changement
d’échelle, on a pris 30 modes actifs, 20 fonctions d’essai à la plus petite échelle et les
approximants de Padé ont été utilisés avec des polynômes de degré 25. Pour le calcul
classique, le nombre de fonctions d’essai et le nombre de modes dans le guide ont été
réévalués à chaque itération pour assurer la convergence. Le tableau 1 rapporte les résultats
obtenus.
valeur de l’inductance (nH)
étape de croissance
classique par changementd’échelle
erreur relative (%)
0 0,146
1 0,195 0,195 0,2
2 0,212 0,214 0,9
3 0,222 0,223 0,6
4 0,226 0,229 1,3
5 0,228 0,230 0,7
6 0,230 0,233 1,4
7 0,230 0,233 1,6
8 0,230 0,233 1,6
Tableau 1 : comparaison des inductances calculées de manière classique et par changement d’échelle
pour différentes itérations dans la construction de l’iris de Cantor
On constate que l’erreur relative entre les deux approches est inférieure à 2 %. Cependant, la
modélisation par changement d’échelle est beaucoup plus appropriée au calcul de la
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diffraction de cette structure fractale. En effet, pour une étape de croissance n dans la
construction de l’iris de Cantor, le nombre de domaines métalliques à décrire avec le calcul
classique est égal à 2 n+1 tandis que n + 1 multipôles sont suffisants avec la méthode par
changement d’échelle. De plus, le rapport des dimensions entre le guide et les domaines
métalliques varie en ρ n. En particulier quand n = 8, ce rapport vaut environ 20 000 ; il faut
alors considérer quelques dizaines de milliers de modes dans le guide pour converger avec le
calcul classique. Par conséquent, à mesure que le nombre d’itérations augmente, le temps de
calcul nécessaire pour converger avec la méthode classique croît fortement alors qu’il
augmente modérément avec la méthode par changement d’échelle comme en atteste la
Fig. 27.
Fig. 27 : temps de calcul avec la méthode classique et avec la méthode par changement d’échelle
sur un Intel Pentium III cadencé à 1 GHz.
Par ailleurs, on s’aperçoit que la valeur de l’inductance tend à être constante à mesure que le
processus fractal avance. Cela s’explique par le fait que les détails qui apparaissent sont de
plus en plus négligeables devant la longueur d’onde. La Fig. 28 confirme cette observation.
étape de croissance
temps de calcul (en secondes)
classique
changement d’échelle
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Fig. 28 : variation de l’inductance suivant le nombre d’itérations dans le processus fractal
Ce résultat a été obtenu avec la méthode par changement d’échelle puisque la méthode
classique ne s’applique plus au delà de 8 étapes de croissance.
étape de croissance
Leq (nH)
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I-c. Choix des sous domaines
La méthode par changement d’échelle s’appuie sur une décomposition en sous domaines de la
discontinuité, chacune des régions ainsi isolées étant décrite sur une base modale. Lorsque la
géométrie de la structure s’y prête, le choix des murs pour le guide virtuel apparaît
naturellement. Dans le cas contraire, la problématique qui se pose est de savoir si l’on peut
prendre une base indépendamment des conditions limites imposées sur les bords du domaines.
Cette proposition s’appuie sur l’idée que la projection sur une base assure par définition la
reconstitution de l’allure d’un champ électromagnétique, quel qu’il soit. On peut néanmoins
s’inquiéter les effets indésirables au niveau des bords. L’étude qui suit apporte quelques
réponses sur les approximations effectuées.
I-c-1. Limites mathématiques des bases modales
Trois types de bases modales sont utilisées en électromagnétisme : les bases à parois
électriques, magnétiques et périodiques. On propose de les tester pour décrire le courant dans
un exemple canonique. Le problème est décrit Fig. 29. Il concerne la diffraction d’un iris
capacitif dans un guide du même type que celui de la Fig. 7 (voir partie I-b-1).
Fig. 29 : diffraction d’un iris capacitif en guide
On excite le mode fondamental TEM. Le problème étant indépendant de la variable x, seuls
les modes TM interviennent. Par conséquent, le courant induit Je est orienté suivant l’axe
{Oy}. Pour le décrire, on introduit les bases modales dont les conditions de bords sont
données Fig. 30.
x
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a
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Fig. 30 : conditions de bord sur les bases modales des domaines métalliques.
Les murs électriques sont en trait plein et les murs magnétiques en trait pointillé.
On pose a = 10 mm, b = 5 mm , f = 2 GHz et ρ = 1/3. Avec 30 fonctions d’essai, on obtient
une capacité de 0,039 pF. La Fig. 31 donne l’allure du courant calculé.
Fig. 31 : allure du courant obtenu avec 30 fonctions d’essai
On observe un courant maximal (court-circuit) au niveau de la jonction entre l’iris et le guide,
c’est-à-dire en y = 0 et y = b. A l’inverse, le courant est nul (circuit ouvert) en y = ρ b et en
y = (1-ρ) b.
Dans ce qui suit, on évalue les conséquences d’un choix différent, donc inadéquat, pour les
bases de fonctions d’essai.
ordonnée normalisée
courant Je normalisé
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Pour les deux domaines, on choisit une base avec parois électriques (voir Fig. 32).
Fig. 32 : base avec murs électriques
Le problème que l’on rencontre alors concerne la manière dont va se générer le circuit ouvert
à partir de fonctions maximales en ce point, la composante normale du courant électrique
étant maximale au niveau d’un mur électrique. Cependant, les séries que l’on manipule dans
la résolution numérique par la méthode de Galerkin sont divergentes. Pour le montrer,
prenons la première fonction d’essai de la base avec parois électriques ; il s’agit de la fonction
échelon ge0 (voir Fig. 33).
Fig. 33 : allure du courant de la fonction échelon
La série impliquée dans le problème numérique s’écrit :
Cette série se comporte comme la série de terme général sin² (npiφ) / n, où φ est un réel non
entier. Elle est divergente.
Démonstration :
On décompose la série de terme général sin² (npiφ) / n en deux séries :
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D’une part, le critère d’Abel implique que la série de terme général cos(2pi nφ) / n converge.
En effet, la suite de terme général 1 / n est positive et décroissante et la série de terme général
cos(2pi nφ) est majorée :
D’autre part, la série de terme général 1/n est divergente. Par conséquent, la série de terme
général sin² (npiφ) / n se décompose en la somme d’un terme divergent et d’un terme borné :
elle est divergente.
Ce problème numérique peut être interprété physiquement. La divergence du champ peut en
effet être expliquée à partir de la répartition des charges électriques [18]. Considérons
l’équation de conservation de la charge :
Dans le repère cartésien, on explicite l’opérateur divergence :
La décomposition de Je sur la fonction échelon crée une discontinuité du courant en y = ρ b et
en y = (1-ρ) b. En appliquant l’équation (46) en y = ρ b, on obtient :
où δ définit la fonction de Dirac.
La densité de charge est linéique car elle est uniquement répartie sur les segments de droite
orientés suivant l’axe {Ox} en y = ρb et en y = (1-ρ) b ; on la note ρL. De manière générale,
une densité linéique génère un champ infini en son voisinage. Ici, la divergence de ce champ
est telle qu’elle provoque la divergence de la série que l’on obtient par la procédure de
Galerkin.
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On ne peut donc pas manipuler les séries quand la base est à bords électriques. Il en est de
même pour la base périodique : les séries impliquées dans la résolution numérique divergent.
Une autre base peut être constituée à partir de murs magnétiques (voir Fig. 34).
Fig. 34 : base avec murs magnétiques
La composante normale d’un courant électrique est nulle sur un mur magnétique. Par
conséquent, cette base ne générera pas de séries divergentes. Cependant, parce que l’ensemble
des fonctions de la base s’annule sur les bords, on ne peut pas reproduire facilement un
maximum local, comme c’est le cas du court-circuit à la jonction du guide et de l’iris
capacitif. La Fig. 35 le confirme : avec 300 fonctions d’essai, l’allure du courant Je est
faussée ; les courts-circuits en y = 0 et y = b n’apparaissent pas.
Fig. 35 : allure du courant Je avec 300 fonctions d’essai
ordonnée normalisée
courant Je normalisé
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Cette allure du courant trop approximative entraîne une erreur non négligeable sur le calcul de
la capacité. Avec 300 fonctions d’essai, on obtient une capacité de 0,029 pF. L’erreur relative
est de 24 %.
Cette étude permet de tirer des conclusions d’une portée relativement générale :
- Le choix arbitraire d’une base de fonctions d’essai peut conduire à manipuler des séries
divergentes. Dans le cas de l’iris capacitif, les bases avec parois électriques et périodiques en
sont des exemples.
- Quand la base n’est pas appropriée, le nombre d’harmoniques nécessaire pour former une
allure du courant proche de la solution exacte est nécessairement plus grand que dans le cas
où les fonctions d’essai respectent les conditions attendues sur les bords. Les erreurs sur les
grandeurs physiques peuvent alors être très importantes.
Ces résultats ne sont pas pour autant définitifs : suivant la géométrie des structures, l’erreur
que l’on commet quand on choisit une base arbitrairement peut s’avérer négligeable.
I-c-2. Influence de la largeur du guide virtuel
Les dimensions d’un guide virtuel peuvent parfois être choisies plus ou moins librement dans
la mesure où la géométrie de la structure le permet.
Considérons l’exemple d’un iris 2D de largeur relative 1/9 centré dans un guide à bords
magnétiques (voir Fig. 36). Un guide virtuel à parois latérales magnétiques est introduit à
l’échelle intermédiaire. On étudie l’effet de la largeur du guide virtuel. Les résultats
numériques sont rapportés Fig. 36. L’erreur relative est définie par rapport à l’impédance
équivalente obtenue avec un calcul classique.
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Fig. 36 : erreur relative sur l’impédance équivalente en fonction du nombre de modes actifs pour
trois largeurs relatives du guide virtuel : 1/3 (-•-), 1/5 (-x-) et 1/7 (-o-).
Paramètres numériques :
- 12 fonctions d’essai par dimension à la petite échelle.
- 300 modes par dimension dans les guides pour le calcul direct
- 150 modes par dimension dans les guides pour le changement d’échelle
Dans cette structure 2D, l’effet du guide virtuel à parois magnétiques pourrait à priori poser
des problèmes dans la description du champ électrique (le champ électrique normal s’annule
sur un mur magnétique). Cependant les résultats numériques convergent dans les trois cas
après une quinzaine de modes actifs. On observe que l’erreur avec un mode actif est d’autant
plus importante que le guide virtuel est large. Notons par ailleurs que la convergence avec le
guide virtuel le moins large est moins chaotique que pour les deux autres guides virtuels. Elle
n’en est pas pour autant beaucoup plus rapide car la proximité des parois du guide virtuel
nombre de modes actifs
erreur relative (%)
1
1/9
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perturbe la description du champ électromagnétique localisé aux alentours des arêtes du carré
métallique.
I-c-3. Influence du bord du guide virtuel
Dans certains cas, le choix du guide virtuel peut conduire à un résultat différent de celui
attendu.
Considérons le motif de Vicsek à l’itération 1 placé dans un guide à bords magnétiques (voir
Fig. 37). Des guides virtuels à parois magnétiques enferment dans un carré chacun des motifs
obtenus à la première étape de croissance. L’étude de convergence est rapportée Fig. 37.
Fig. 37 : erreur relative sur l’impédance équivalente en fonction du nombre de modes actifs
Paramètres numériques :
- 12 fonctions d’essai par dimension à la petite échelle.
- 160 modes par dimension dans les guides pour le calcul direct
- 60 modes par dimension dans les guides pour le changement d’échelle
nombre de modes actifs
erreur relative (%)
53
La courbe converge après une quinzaine de modes actifs. Mais le résultat obtenu est différent
de celui déterminé avec le calcul classique : l’erreur relative est de 7%. Cet écart est dû au fait
que la répartition du champ électromagnétique est sensiblement modifiée au voisinage des
arêtes métalliques en contact avec les parois des guides virtuels.
I-c-4. Recouvrement de domaines
Le découpage des domaines peut parfois introduire des conditions limites très défavorables
dans la description du champ électromagnétique. La base à parois magnétiques utilisée dans le
paragraphe I-c-1 pour reproduire le court-circuit en est un exemple. Une solution pour y
remédier consiste à utiliser la technique du recouvrement de domaines.
Prenons par exemple le cas du motif générateur de Sierpinski placé dans un guide à parois
magnétiques (voir Fig. 38). Le domaine métallique est décomposé en 8 sous domaines de
forme carrée et le circuit ouvert entre les sous domaines est évité en recouvrant ces sous
domaines par des sous domaines rectangulaires comme indiqué sur la Fig. 38.
Fig. 38 : recouvrement de domaine appliqué au motif générateur de Sierpinski
Les résultats obtenus sur le calcul de l’impédance convergent rapidement : avec 10 fonctions
d’essai par dimension, on retrouve avec un écart de 2 % le résultat donné quand on décrit le
domaine magnétique. Signalons cependant qu’il suffit d’une seule fonction d’essai – TM1,0 ou
TM0,1 suivant l’orientation du courant – sur les domaines rectangulaires qui réalisent le
recouvrement. En effet, chacune des bases de fonctions d’essai introduites sur les sous
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domaines de forme carrée est une base complète en dehors du bord magnétique, c’est–à-dire
qu’elle permet de reconstituer l’allure de n’importe quel courant à l’intérieur du domaine
considéré. Par conséquent, ajouter plusieurs fonctions d’essai sur les sous domaines
rectangulaires enrichirait de manière excessive la base construite à partir des fonctions d’essai
sur l’ensemble des sous domaines ; plus précisément, cette base ne serait plus une base libre.
On propose d’utiliser la technique de recouvrement avec la méthode par changement
d’échelle. Pour ce faire, on considère le motif de Sierpinski à l’itération 1. Sur la Fig. 39, deux
combinaisons pour le recouvrement de domaines sont proposées.
Fig. 39 : erreur relative sur l’impédance équivalente en fonction du nombre de modes actifs
pour deux types de recouvrement (a) et (b)
nombre de modes actifs
erreur relative (%)
(a) (b)
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Paramètres numériques :
- 10 fonctions d’essai par dimension sur les petits domaines magnétiques
- 30 fonctions d’essai par dimension sur le grand domaine magnétique pour le calcul
classique.
- 90 modes par dimension dans les guides pour le calcul classique
- 60 modes par dimension dans les guides pour le changement d’échelle
On constate que le recouvrement de type (a) ne permet pas de converger vers la solution
attendue : l’erreur est de l’ordre de 6 %. Le recouvrement de type (b) donne de meilleurs
résultats : l’erreur est inférieure à 2 %. Notons en particulier que ce résultat a été obtenu avec
une seule fonction d’essai sur les sous domaines qui réalisent le recouvrement.
Ainsi, la technique du recouvrement ouvre des perspectives dans l’application de la méthode
par changement d’échelle dans la mesure où elle permet d’envisager l’étude d’une gamme
importante de structures.
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II. Applications et validations expérimentales
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II-a. Surfaces sélectives multi-bandes
Les surfaces sélectives en fréquence (FSS) sont des structures composées d’un réseau
d’éléments résonants imprimé sur un support [19]. Ces dispositifs sont conçus pour réaliser un
filtre en espace libre : une onde incidence est réfléchie pour certaines bandes de fréquence et
transmise pour d’autres. Les FSS sont par exemple utilisées pour les sub-réflecteurs dans les
antennes Cassegrain [20].
II-a-1. Introduction du problème
On se propose d’étudier une surface sélective composée d’éléments log-périodiques afin
d’obtenir des bandes passantes sur plusieurs gammes de fréquence. Précisément, le motif
élémentaire est constitué de fentes en forme d’anneaux carrés concentriques qui sont percées
dans un plan de masse posé sur un substrat. Les cellules sont séparées d’un pas identique
préseau suivant les directions {Ox} et {Oy}. La Fig. 40 décrit quelques unes des cellules
élémentaires.
Fig. 40 : structure de la surface sélective
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y
z
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θ inc
φ inc
substrat
écran métallique
percé d’ouvertures
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périodiquement
préseau h
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La structure sera réalisée sur un substrat de type Duroïd d’épaisseur h = 800 µm et de
permittivité relative εr = 2.2. La plage de fréquence est réduite à la bande X c’est-à-dire entre
8 et 12 GHz.
II-a-2. Résonance d’une fente
Une fente est résonante quand son côté vaut environ λ/4, avec λ la longueur d’onde dans
l’environnement donné. Ce résultat peut être expliqué en considérant qu’un anneau carré est
composé de deux dipôles de longueur λ/2 repliés (voir  Fig. 41).
Fig. 41 : analogie entre un dipôle résonant et un anneau résonant
La résonance de la fente est plus exactement liée au premier mode du guide à parois
métalliques dont la section coïncide avec la fente [21]. La description d’un mode dans ce type
de guide s’écrit sous la forme d’une série dont on trouvera le calcul détaillé en annexe D.
Dans la conception des FSS, la résonance d’une fente est exploitée pour obtenir un pic de
transmission. Pour illustrer ce phénomène, considérons la surface sélective en espace libre
(sans substrat) dont les caractéristiques sont les suivantes :
- pas du réseau préseau = 12 mm
- motif élémentaire composé d’une seule fente dont les côtés extérieur et intérieur ont pour
dimensions { 8,6 mm ; 8,2 mm }
- incidence normale ( θ inc = 0° ) et polarisation rectiligne suivant l’axe {Oy}.
λ / 4λ / 2
61
Théoriquement, on considère que la surface sélective est composée d’une infinité de cellules
élémentaires. La résolution du problème aux limites fait alors intervenir les modes de Floquet
[19, pp. 24] que nous décrirons dans le paragraphe II-a-3-3. Notons que dans cette application
le mode TEM orienté suivant {Oy} est le seul mode propagatif dans la bande X.
Le problème s’apparente à un problème de diffraction en guide. Le calcul des modes d’une
fente permet alors d’expliciter les fonctions d’essai qui interviennent dans la résolution
numérique par la méthode de Galerkin.
Afin de comparer les résultats numériques, on a effectué une simulation avec le logiciel IE3D.
Il s’agit d’un logiciel 2,5D basé sur une discrétisation spatiale de la structure, la résolution de
l’équation intégrale se faisant par la MoM.
Cependant les ports liés aux modes d’un guide ne sont pas modélisés sur IE3D. Ce problème
peut néanmoins être contourné en utilisant des sondes qui vont permettre d’extraire les
coefficients de transmission et de réflexion de la surface sélective. Le protocole de simulation
est décrit Fig. 42.
Fig. 42 : simulation d’une surface sélective avec IE3D
Dans un guide périodique, on place des sondes séparées les unes des autres d’une distance
suffisante (quelques longueurs d’onde λ0 ) afin que seul le mode TEM intervienne au niveau
des sondes. Les sondes n° 2, 3 et 4 sont passives et identiquement chargées. La sonde n° 1
l23
surface sélective
guide périodique
Ta
Γa
a
21 3 4
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permet d’exciter le mode fondamental. Une onde incidente a est alors générée. On suppose
que la présence des autres sondes ne perturbe pas cette onde. Ainsi l’onde a est diffractée sur
la surface sélective : une partie de l’onde est transmise (T a) et l’autre est réfléchie (Γ a). Par
conséquent, le champ présent au niveau des sondes n° 2 et 3 est fonction d’une onde
stationnaire, somme des ondes incidente et réfléchie. La réaction sur ces sondes étant
proportionnelle au champ total, on peut extraire la valeur du coefficient de réflexion Γ.
Notons a2 et Γ2 deux complexes correspondant à l’onde incidente et au coefficient de
réflexion dans le plan de la sonde n° 2. Le courant I2 induit sur la sonde n°2 s’écrit alors :
où α est le complexe qui traduit la proportionnalité.
Les sondes n°2 et 3 sont séparées de la distance l23. Par conséquent, le courant I3 induit sur la
sonde n°3 est donné par :
A partir des équations (48) et (49), on sort le module du coefficient de réflexion Γ :
Notons T4 le complexe relatif au coefficient de transmission dans le plan de la sonde n°4 ; on
le définit par rapport à a2. Dans ces conditions, le courant I4 induit sur la sonde n°4 s’écrit :
A partir des équations (48) et (51), on extrait le module du coefficient de transmission T :
424 TaI ×=α (51)
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Puisqu’il n’y a pas de pertes, un critère nécessaire pour valider cette approche est que l’on
doit vérifier l’égalité :
Ce protocole de simulation peut être représenté par un schéma électrique (voir Fig. 43). Le
guide périodique où seul le mode fondamental TEM se propage est vu comme un tronçon de
ligne. Pour chacune des sondes, un transformateur avec n >> 1 est introduit en dérivation de
la ligne principale. Sur le bras secondaire du transformateur, une impédance imaginaire avec
X >> Z0 mise en série vient compléter le modèle [22, pp. 425-429]. Par ailleurs, une source de
tension est placée sur la sonde n°1 tandis que les trois autres sondes sont chargées par une
charge ZL. Ce modèle électrique illustre le rôle des sondes. En particulier, la présence des
sondes n°2, 3 et 4 est équivalente à une impédance élevée mise en parallèle de la ligne
principale.
Fig. 43 : schéma électrique du problème décrit Fig. 42
Une autre difficulté est que le logiciel IE3D ne permet pas dans la version utilisée de simuler
des fentes. On peut néanmoins appliquer le principe de Babinet [22, pp. 365-371]. Ce dernier
stipule que quand le milieu est homogène la réponse d’une surface sélective construite à partir
de fentes dans un plan de masse présente une dualité avec la réponse de la surface sélective
. . .
. . .
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construite avec des patchs métalliques qui remplaceraient les fentes. La Fig. 44 explicite cette
propriété.
Fig. 44 : illustration du principe de Babinet
Avec le logiciel IE3D, on a simulé la structure constituée de patchs pour l23 = 497 mm. Les
résultats sont rapportés Fig. 45.
Fig. 45 : comparaison de la réponse des fentes avec la méthode de Galerkin et des patchs avec le logiciel IE3D
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amplitude (dB)
—— coefficient de transmission avec
les modes de la fente
—+— coefficient de réflexion des patchs avec
 le logiciel IE3D
 —— terme | Γ |² + | T |² pour les patchs avec
le logiciel IE3D
structure avec des fentes
Γfente et Tfente
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Γfente = Tpatch
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On s’aperçoit que la fréquence de résonance obtenue par les deux méthodes est proche de
10,2 GHz. Ainsi λrésonance / 4 = 7,35 mm ; cette dimension est un peu inférieure à celles de la
fente qui étaient de { 8,6 mm ; 8,2 mm }. Remarquons par ailleurs que dans la simulation
IE3D on vérifie que le terme | Γ |² + | T |² reste proche de 0 dB.
Dans notre étude, on souhaite visualiser deux bandes passantes sur la plage fréquentielle
{ 8 GHz - 12 GHz }. A priori deux fentes suffiraient ; cependant, une troisième sera rajoutée
afin de réduire la largeur de la bande passante de la deuxième résonance, faute de quoi celle-ci
ne serait pas totalement contenue dans la bande X.
La structure retenue est donc composée de 3 fentes. Chacune des fentes est dimensionnée à
partir de son côté extérieur et de son côté intérieur. Dans notre cas, ces dimensions seront
reliées par trois paramètres : cext la dimension du côté extérieur de la plus grande fente, ρ1 et
ρ2 deux facteurs de réduction (voir Fig. 46).
Fig. 46 : dimensions d’une cellule élémentaire de la FSS
cext ρ13 ρ22
cext (ρ1 ρ2 )2
cext ρ12 ρ2
cext ρ1 ρ2
cext ρ1
cext
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II-a-3. Application de la méthode par changement d’échelle
La mise en œuvre de la méthode par changement d’échelle introduit 3 niveaux d’échelle
intermédiaires (voir Fig. 47).
Fig. 47 : décomposition de la structure en blocs de changement d’échelle
Pour décrire les échelles intermédiaires, on introduit un guide virtuel dont les parois sont
électriques et coïncident avec le côté extérieur de chacune des fentes. L’intérieur du guide est
constitué par un diélectrique de permittivité relative εr du côté du substrat car la diffraction
localisée est en partie noyée dans le substrat. A chaque étape s = {1,2,3}, on extrait un
multipôle qui caractérise la transition entre les échelles s et s-1. La dernière étape est
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ε0
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construite en tenant compte du caractère périodique de la structure : le problème est résolu en
utilisant les modes de Floquet. Notons qu’à cette échelle l’épaisseur du substrat intervient.
On propose de détailler le problème aux limites pour chacune des échelles.
II-a-3-1. A la petite échelle
On calcule non pas le multipôle [Z] 1,0 mais directement la matrice impédance de surface
[zS] 1. Le schéma équivalent est donné Fig. 48.
Fig. 48 : schéma équivalent de structure à la petite échelle avec formulation du problème dans l’ouverture
La source J0 impose la discontinuité du champ magnétique tourné de pi/2 dans le guide virtuel,
la source virtuelle Ee est définie dans la fente et les opérateurs εYˆ  s’écrivent :
où { α n,m f  ; m,n ∈ N*, α = TE,TM } est la base modale du guide virtuel et 
α
ε n,MmY  l’impédance
de chacun des modes dans les guides de permittivité absolue ε0 et de permittivité relative εr. N
est le nombre de modes actifs par dimension.
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L’équation fonctionnelle s’écrit :
En appliquant la procédure de Galerkin, on extrait la matrice impédance de surface [zS] 1.
La résolution numérique montre que la matrice qui intervient dans ce problème devient mal
conditionnée quand le nombre de modes actifs augmente (à partir de 5 par dimension). Une
des solutions consiste à résoudre le problème dual où les fonctions d’essai sont décrites sur le
domaine métallique. Dans ce cas, on constate que le nombre de modes actifs peut être
augmenté de manière significative. La différence entre les deux problèmes est la dimension
relative du domaine des fonctions d’essai. Le domaine métallique est beaucoup plus large que
l’ouverture. Par conséquent le nombre de fonctions d’essai doit être plus grand sur le domaine
métallique mais chacune de ces fonctions d’essai est correctement décrite pour un nombre de
modes dans le guide plus petit. Il s’ensuit que la résolution numérique du problème est moins
sensible aux erreurs numériques. Le schéma équivalent du problème est décrit sur la Fig. 49.
Fig. 49 : schéma équivalent à la petite échelle avec formulation du problème sur le métal
La source E0 impose le champ électrique dans le guide virtuel, je est la source virtuelle sur le
métal et l’opérateur Zˆ  s’écrit :
(55)


×




+−
=


e
0
ro
E
J
YˆYˆ1
10
j
E
εε
1
ˆˆˆ
0
−


 +=
r
YYZ εε (56)
J
E0
eje
Z
69
On en déduit l’équation fonctionnelle :
d’où on sort la matrice [yS] 1.
II-a-3-2. Aux échelles intermédiaires
Le schéma équivalent est donné Fig. 50.
Fig. 50 : schéma équivalent aux échelles intermédiaires
La source J0 impose la discontinuité du champ magnétique tourné de pi/2 dans le guide virtuel
tandis que j0 est la source de courant sur le domaine carré de l’étape précédente. Par ailleurs,
la source virtuelle Ee correspond au domaine carré et la source virtuelle Ee’ décrit la fente.
L’équation fonctionnelle s’écrit :
On en extrait la matrice [Z] s,s-1 qui caractérise la transition entre deux échelles successives
pour s = 2,3.
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II-a-3-3. A la grande échelle
Le schéma équivalent est donné Fig. 51.
Fig. 51 : schéma équivalent à la grande échelle
Sur la Fig. 51, J0 et J0’ sont les sources en champ magnétique tourné de pi/2 liées aux modes
fondamentaux du guide périodique (TE0,0 et TM0,0) dont on s’assure qu’ils sont les seuls
propagatifs. La source j0 définit la source de courant sur le domaine carré de côté cext et la
source virtuelle Ee est décrite sur le même domaine carré. Le substrat est modélisé par un
tronçon de guide de permittivité relative εr.
Le problème à la grande échelle est résolu dans un guide périodique. Les modes excités sont
donc les modes de Floquet. Soit préseau le pas du réseau, θ inc et φ inc les angles d’incidence
(voir Fig. 40), on pose :
avec
où { m, n ∈ Z* }.
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Les modes TE et TM s’écrivent :
et les impédance de modes sont données par :
Par ailleurs, le tronçon de guide dans le substrat peut être décrit mode à mode en utilisant la
théorie des lignes (voir Fig. 52). Un mode { αα n,mn,m J ,E } est caractérisé par une constante de
propagation 
r
 n,m ε
γ  et une impédance de mode α
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Fig. 52 : tronçon de ligne pour un mode d’ordre m, n et de type α
On peut alors relier le champ électromagnétique entre les deux plans séparés de la distance h :
En exploitant ces relations et après quelques arrangements, on extrait du schéma équivalent de
la Fig. 51 l’équation fonctionnelle suivante :
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et
On en sort le multipôle [Z] 4,3.
La mise en cascade des multipôles depuis la plus petite échelle fixe alors les conditions
limites à l’échelle s = 3. On caractérisera la surface sélective par une matrice [Z] de
dimensions 4×4 ou encore par une matrice de diffraction [S] telle que :
où [ZM] est une matrice diagonale dont les termes sont les impédance de mode des modes
fondamentaux TE0,0 et TM0,0.
On n’étudiera la structure qu’en incidence est normale ( θ inc = 0° ). Les modes fondamentaux
sont dans ce cas des modes de type TEM. Par ailleurs, on pose que la polarisation est
rectiligne suivant {Oy}. Dans ces conditions, les symétries impliquent que seul le mode
fondamental TEM orienté suivant {Oy} intervient dans le problème. La matrice [S] est par
conséquent réduite à une matrice de dimensions 2×2 ; le coefficient de transmission étant
donné par le paramètre S12.
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II-a-4. Dispositif expérimental
La mesure des caractéristiques d’une surface sélective est délicate puisqu’il s’agit de
déterminer la réponse d’une onde incidente plane sur une structure périodique de dimensions
à priori infinies. En pratique, les mesures en transmission sont parfois effectuées dans une
chambre anéchoïde où on place entre deux antennes une surface sélective entourée
d’absorbants [19]. Un autre dispositif est moins contraignant [23] ; le montage est décrit
Fig. 53.
Fig. 53 : dispositif expérimental pour mesurer le coefficient de transmission de la surface sélective
Description de la manipulation :
La surface sélective est placée suffisamment près de l’antenne d’émission pour que la zone
éclairée par le lobe principal soit totalement contenue dans la surface sélective tandis que
l’antenne de réception est placée en champ lointain. On mesure alors le coefficient de
transmission entre les deux antennes avec et sans la surface sélective. La différence donne le
paramètre S12.
cornet d’émission
cornet de réception
diagramme de rayonnement
zone éclairée par le
lobe principal
surface sélective
zone de champ lointain
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Remarquons que la réponse mesurée correspond à une onde incidente plane même si dans les
conditions expérimentales l’onde incidente est sphérique quand elle arrive sur la surface
sélective. On se propose d’éclaircir ce point : d’une part, l’onde incidente sphérique se
décompose sur le plan de la surface sélective en une infinité d’ondes incidentes planes dont
les vecteurs d’onde sont orientés suivant toutes les directions. En particulier, il y a la
contribution d’une onde incidente dont le vecteur d’onde est normal à la surface. Chacune des
ondes incidentes planes est en partie réfléchie sur la surface sélective et en partie transmise au
travers de cette surface. D’autre part, le champ diffracté sur la surface sélective se propage en
zone lointaine sous la forme d’une onde sphérique. L’antenne de réception est placée de sorte
qu’elle recueille ce champ dans une petite ouverture d’angle solide centrée autour de la
normale. Dans cette portion de l’espace, le champ diffracté est principalement constitué par
l’onde plane transmise dont le vecteur d’onde est normal à la surface sélective. Par
conséquent le paramètre S12 mesuré est relatif à la réponse d’une onde incidente plane.
Une surface sélective a été réalisée avec la technologie des circuits imprimés : elle est
composée de 24 × 24 cellules et a pour dimensions 29 cm × 29 cm ( préseau = 12 mm ). Par
ailleurs le cornet à l’émission a une ouverture de 17°. Dans ces conditions, on place la surface
sélective à 40 cm du cornet d’émission pour que les bords de la structure périodique soient au
delà de la zone éclairée par le lobe principal de l’antenne d’émission. Quant au cornet de
réception, il est placé à plus de 4 m de la surface sélective pour assurer une réception en
champ lointain.
II-a-5. Résultats numériques et expérimentaux
On a fixé cext = 7,6 mm , ρ1 = 0,93 et ρ2 = 0,90. Le substrat est du Duroïd de permittivité
relative 2,2 et d ’épaisseur 800 µm.
On a appliqué la méthode par changement d’échelle avec un nombre de modes actifs constant
pour toutes les échelles car le nombre de modes nécessaire pour converger est faible. A la
petite échelle, le modèle patch a été adopté pour les raisons évoquées dans la partie II-a-3-1.
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Une étude de convergence a été menée pour un point fréquence à 10,4 GHz (voir Fig. 54). Les
paramètres numériques ont été fixés de la manière suivante :
- 5 fonctions d’essai pour les fentes et 60 termes dans les séries décrivant les modes des fentes
- 25 fonctions d’essai par dimension pour le patch à la petite échelle
- 50 modes par dimension dans les guides
Notons que compte tenu des symétries, le nombre de termes est divisé par 4 sauf pour le guide
périodique où ces propriétés ne suppriment pas de modes mais simplifient les produits
scalaires. A ce sujet, les symétries auraient pu être exploitées pour simplifier le problème à un
quart de cellule.
Fig. 54 : étude de convergence de la FSS pour un point de fréquence
La courbe de la Fig. 54 converge à partir de 8 modes actifs. Pour l’étude sur la plage de
fréquence {8 GHz - 12 GHz}, on a donc fixé 8 modes actifs par dimension. Les autres
paramètres numériques ont été repris à l’identique.
Le logiciel HFSS a été utilisé pour comparer les résultats (la méthode des sondes avec le
logiciel IE3D ne peut être utilisée car le principe de Babinet ne s’applique plus en présence du
nombre de modes actifs
S12 (dB)
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substrat). Le logiciel HFSS est basé sur la Finite Element Method (FEM) [24-25]. Cette
méthode consiste en une discrétisation en volume de la structure. Concrètement, on a décrit
un guide de longueur 20 mm. Compte tenu des symétries, des parois de types électrique et
magnétique ont été imposées. L’intérieur de la structure est composée de trois parties avec
successivement un tronçon de guide rempli de vide, un autre rempli de diélectrique pour le
substrat et un troisième rempli de vide. Par ailleurs, un plan métallique dans lequel sont
percées les ouvertures a été posé sur l’une des faces du substrat.
Une mesure a également été effectuée avec le dispositif décrit dans le paragraphe II-a-4. La
Fig. 55 rapporte les résultats obtenus.
Fig. 55 : résultats de simulation et de mesure de la surface sélective
Le tableau 2 donne plus précisément les caractéristiques de la surface sélective calculées et
mesurées.
fréquence (GHz)
S12 (dB)
—— changement d’échelle
— — HFSS
 —— mesure
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première
résonance (GHz)
bande passante
(MHz)
deuxième
résonance (GHz)
bande passante
(MHz)
HFSS 8,65 700 10,50 700
changement d’échelle 8,65 600 10,45 700
mesure 8,65 750 10,35 650
Tableau 2 : caractéristiques simulées et mesurées de la surface sélective
Les résultats obtenus avec les deux méthodes numériques sont très proches. La simulation
HFSS a cependant nécessité 52000 tétraèdres. La convergence est lente car la description 3D
n’est pas adaptée à ce problème. La méthode par changement d’échelle est beaucoup plus
efficace : un point de fréquence est calculée en 2,8 secondes sur un Intel Pentium III cadencé
à 1 GHz. Avec seulement 8 modes actifs par dimension, la méthode par changement d’échelle
restitue les résultats obtenus par le logiciel HFSS.
Les résultats expérimentaux sont proches de ceux simulés. Il apparaît néanmoins un écart de
200 MHz au delà de 11 GHz que l’on peut attribuer au fait que la permittivité du substrat n’est
pas constante sur toute la bande X.
79
II-b. Résonances multiples en espace libre d’une cible log-périodique
Les propriétés auto-similaires des objets log-périodiques ou pré-fractals peuvent être
avantageusement exploitées dans la conception des paillettes résonantes multi- bandes pour le
leurrage en espace libre (voir avant propos).
II-b-1. Introduction du problème
On propose d’étudier la diffraction en espace libre d’une cible constituée d’anneaux
circulaires concentriques organisés de manière log-périodique. La construction de cette
structure suit un processus itératif initié à partir de deux paramètres : un rayon rext et un
facteur de réduction η. Le premier anneau a un rayon extérieur égal à rext et un rayon intérieur
égal à η rext. A chaque itération du processus, une réplique du dernier anneau construit réduite
du facteur η est ajoutée. La Fig. 56 montre la structure obtenue après 3 étapes de croissance.
Fig. 56 : génération du motif log-périodique à l’itération 3
La résonance d’un anneau circulaire apparaît quand la circonférence est environ égale à λ.
Comme pour un anneau carré résonant (voir Fig. 41 de la partie II-a-2), ce résultat peut être
interprété en considérant qu’un anneau circulaire est équivalent à deux dipôles recourbés.
•
•
•
rext
η7rext
η rext
η2rext
x
y
ρ
φ
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II-b-1-1. Problème de diffraction en espace libre et schéma équivalent
Le problème électromagnétique consiste à calculer le champ diffracté par une surface
parfaitement métallique Smétal quand elle est éclairée par une onde incidente plane comme
indiqué sur la Fig. 57.
Fig. 57 : problème de diffraction en espace libre dans le système de coordonnées conventionnel
Le problème aux limites se réduit à déterminer le courant induit J sur Smétal tel que le champ
électrique Etotal est nul. L’équation intégrale en champ électrique (EFIE) est obtenue à partir
de l’application du principe d’équivalence [22, pp. 106-110] :
où Einc est le champ électrique incident, J est le courant induit sur le métal et G est la fonction
dyadique de Green associée à l’espace libre dans le domaine spatial [22, pp. 120-125].
Avec la méthode par changement d’échelle, on substitue le courant réel J par un courant
équivalent Jeq décrit sur les premiers modes d’un domaine S qui enferme le domaine Smétal. Ce
domaine S est caractérisé par une matrice impédance de surface [zS] telle que E total = [zS] Jeq.
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Pour déterminer la solution du problème aux limites en espace libre, on est amené à calculer
le champ électrique rayonné par le courant équivalent Jeq. Ce dernier étant exprimé sur une
base modale, il est préférable de résoudre le problème dans le domaine spectral. Dans ces
conditions, l’équation du problème aux limites en espace libre devient :
où Ĝ est la fonction dyadique de Green associée à l’espace libre dans le domaine spectral.
Ce problème peut être représenté par un schéma équivalent. On le déduit en appliquant le
théorème d’induction [22, pp. 113-116].
Considérons le problème initial d’une onde incidente diffractée sur une structure présentant
une impédance de surface zS (voir Fig. 58).
Fig. 58 : problème de diffraction d’une onde incidente sur une cible avec une impédance de surface
Pour construire le problème d’induction équivalent, on pose que le champ électromagnétique
à l’intérieur de la structure est égal au champ total { Etotal , Htotal } tandis qu’à l’extérieur le
champ électromagnétique est égal au seul champ diffracté { Escat , Hscat }. La discontinuité du
champ électromagnétique tangentiel entre les deux régions se traduit par la présence de
courants surfaciques JS et MS sur l’obstacle (voir Fig. 59).
eqSeq
inc J z  J GˆE
rrr
=+ (69)
{Einc
 
, Hinc}
{ Etotal , Htotal } = { Einc + Escat , Hinc + Hscat }
zS
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Fig. 59 : problème d’induction équivalent au problème décrit Fig. 58
Le problème de la Fig. 59 peut être vu comme la superposition de deux problèmes où apparaît
d’une part les sources électriques - situation (a) de la Fig. 60 - et d’autre part les sources
magnétiques - situation (b) de la Fig. 60 -.
Fig. 60 : décomposition du problème de la Fig. 59 en deux sous problèmes
Dans la situation (a) , la symétrie impaire est équivalente à introduire un mur électrique dans
le plan de symétrie. La théorie de l’image implique alors que l’effet de JS est nul. Par
conséquent, le problème d’induction équivalent se réduit à la situation (b). Il s’ensuit que du
fait de la symétrie le problème peut être résolu dans un demi-espace (voir Fig. 61).
{ Escat
 
, Hscat } { E
total
 ,Htotal }
n
JS = n x Hinc
MS = Einc x n - MS
- JS
+
JS - JS
symétrie impaire
MS - MS
symétrie paire
(a) (b)
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Fig. 61 : problème d’induction équivalent simplifié
On peut décrire ce problème par un schéma équivalent (voir Fig. 62).
Fig. 62 : schéma équivalent du problème décrit Fig. 61
Sur le schéma de la Fig. 62, le champ incident Einc apparaît comme une discontinuité du
champ électrique, Je_pair est le courant induit et ∞Zˆ  l’opérateur associé à un demi espace
infini. Il est égal, au signe près, à deux fois la fonction dyadique de Green en l’espace libre.
On extrait l’équation fonctionnelle suivante :
MS
mur magnétique
zS_pair
Spair_S z 2z =avec
Einc
zS_pair
Z`
Je_pair E
( ) pair_epair_Sinc J z  Zˆ  EE ++−= ∞ (70)
84
Par la théorie de l’image, on déduit le courant total Je :
La solution sera approchée par application de la procédure de Galerkin.
II-b-1-2. Surface équivalente radar
Avec la méthode de changement d’échelle, le champ diffracté en zone lointaine n’est décrit
que par la contribution des modes actifs puisque les modes d’ordre supérieur sont localisés.
En considérant les notations de la Fig. 57, le champ électrique diffracté en zone lointaine [22,
pp. 132-135] s’écrit :
où Jeq se décompose sur les modes actifs du domaine S.
La surface équivalente radar (SER) σ caractérise le champ électrique diffracté en zone
lointaine [26]. Si on considère que la polarisation du champ incident est rectiligne suivant yr ,
la SER en polarisation directe est donnée par l’expression suivante :
La SER rétrodiffusée σ0 est obtenue en considérant le champ diffracté dans la direction
opposée à l’onde incidente c’est-à-dire pour ζ = pi / 2 :
pair_ee J 2J = (71)
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II-b-2. Application de la méthode par changement d’échelle
Pour déterminer la matrice [zS], on introduit des guides virtuels cylindriques aux différentes
échelles de la structure. Le processus de changement d’échelle est similaire à celui décrit pour
l’iris de Cantor (voir Fig. 63). Notons que tous les guides intermédiaires sont à parois
magnétiques.
Fig. 63 : processus de changement d’échelle dans le cas de la symétrie paire
La décomposition dans le domaine des échelles fait apparaît une succession de blocs entre les
différentes échelles. Le schéma équivalent d’une transition est décrit Fig. 64.
Fig. 64 : schéma équivalent d’une transition entre deux échelles
échelle s 4
0
2
3
1
mur électriquemur magnétique
e0
j
J
E0
Z
e je
e’je’
86
Sur le schéma de la Fig. 64, on a E0 le champ électrique imposé sur les modes actifs du guide,
J le champ magnétique total tourné de pi/2 dans le guide virtuel, je le courant induit dans
l’ouverture, e0 le champ électrique imposé sur les modes actifs de l’ouverture, je’ le courant
induit sur l’anneau métallique et Zˆ  l’opérateur impédance associé aux modes d’ordre
supérieur du guide virtuel.
On en sort l’équation fonctionnelle :
L’application de la méthode de Galerkin permet de calculer la matrice admittance [Y] s,s-1 qui
caractérise le couplage des modes actifs entre les échelles s et s – 1.
La résolution du problème est obtenue par la mise en cascade des multipôles associés à
chacune des échelles (voir Fig. 65).
Fig. 65 : mise en cascade des multipôles suivant l’arrangement des transitions entre les échelles
Depuis la petite échelle, on calcule successivement les matrices impédance de surface [zS] 1,
[zS] 2, [zS] 3… A la grande échelle, la matrice [zS] s_max permet de fixer la condition limite du
problème en espace libre dans le cas de la symétrie paire (équation (70) de la partie II-b-1-2).
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•
•
•
[zS] 2
•
•
• [Y] 2,1
[zS] 4
•
•
• [Y] 4,3
[zS] 3
•
•
• [Y] 3,2
[zS] 1
•
•
• [Y] 1,0
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II-b-3. Expression modale des champs électromagnétiques
La solution générale de l’équation de Helmholtz en coordonnées cylindriques [22, pp. 198-
208] est la fonction d’onde suivante :
avec
où Bp désigne une solution de l’équation de Bessel.
Notons que dans notre problème, on a Ψ(φ + 2pi) = Ψ(φ). Par conséquent, p est entier. Par
ailleurs, on considère que l’onde incidente est à polarisation rectiligne suivant {Oy}. En
coordonnée cylindrique, le champ électrique incident s’écrit :
La variation angulaire est la même que celle des fonctions d’onde Ψ pour p = 1. La structure
étudiée présentant une invariance suivant φ , seuls les modes pour lesquels p = 1 sont excités.
Le problème est par conséquent 1D avec pour seule variable ρ. Il fait néanmoins intervenir
des modes de type TE et TM. Par ailleurs, la polarisation de l’onde incidente implique que le
terme exp(jφ) est réduit à un cos(φ) ou à un sin(φ) suivant le type de modes.
Le problème fait intervenir deux types de guides pour décrire les guides virtuels et les
fonctions d’essai sur les anneaux métalliques. Dans ce qui suit, on détaille les expressions
analytiques des fonctions génératrices décrites dans le plan longitudinal {Oz}. A partir des
formules du potentiel scalaire [27], on peut alors directement établir les produits scalaires
entre les grandeurs transverses sans développer l’expression des modes dans le plan
transverse.
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- Guide circulaire de rayon rguide à parois magnétiques
- Modes TE normalisés
La condition de Dirichlet impose que :
où Jp sont les fonctions de Bessel de première espèce et x1n avec n = 1,2,3 … les racines de
J1(x) = 0.
L’impédance de mode vaut :
- Modes TM normalisés
La condition de Neumann impose que :
où x1n’ avec n = 1,2,3 … sont les racines de J1’(x) = 0.
L’impédance de mode vaut :
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- Guide coaxial de rayon extérieur rext et de rayon intérieur rint à parois magnétiques
- Modes TE non normalisés
La condition de Dirichlet impose que :
avec
où Np sont les fonctions de Bessel de deuxième espèce et y1m avec m = 1,2,3 … les racines de
K1(y) = 0.
- Modes TM non normalisés
La condition de Neumann impose que :
avec
où y1m’ avec m = 1,2,3 … sont les racines de L1’(y) = 0.
Les intégrales de Lommel [28] sont indispensables pour calculer analytiquement les produits
scalaires impliqués dans la résolution du problème :
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où Bp et Zp sont deux solutions de l’équation de Bessel
Par ailleurs, les premières racines x1n et x1n’ des fonctions de Bessel J1 et J1’ sont données
dans la littérature [22, pp 205]. Les autres valeurs de même que les zéros y1m et y1m’ des
fonctions K1 et L1’ sont calculés numériquement.
II-b-4. Approximation de l’opérateur impédance en espace libre
Le problème de diffraction en espace libre peut s’écrire en coordonnées cylindriques.
L’équation (70) fait alors intervenir la transformée de Hankel dans l’expression de l’opérateur
∞
Zˆ . Dans un souci de simplification, on se propose d’approcher l’espace libre par un guide
d’onde cylindrique surdimensionné à parois magnétiques dont l’expression des modes a été
détaillée dans le paragraphe II-b-3. On s’appuie sur le fait que l’onde diffractée peut être
assimilée à une onde sphérique qui décroît en 1/r, où r est la variable radiale. Par conséquent,
lorsque les murs sont suffisamment éloignés, le champ n’est quasiment pas perturbé au niveau
de la cible métallique. Pour juger de la pertinence de cette hypothèse, on propose de calculer
l’observable (u,u) défini dans le concept de réaction [29] :
où Eu le champ électrique généré par la source Ju .
On approche le champ électrique Eu en espace libre par ce que l’on obtiendrait dans le guide
surdimensionné comme indiqué sur la Fig. 66.
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Fig. 66 : vue transversale d’une source u placée dans un guide surdimensionné
L’opérateur impédance Zˆ  d’un demi guide infini s’écrit :
où αnf  sont les modes du guide surdimensionné et αMnZ  les impédances de modes dont les
expressions analytiques sont données par les équations (79-82).
Lorsque Ju = gu, on obtient alors :
Afin de quantifier l’effet du boîtier, on a effectué une étude en faisant varier le rayon du
guide. La source u est décrite sur le premier mode d’un anneau dont les dimensions sont
rint = 14,7 mm et rext = 15,3 mm. La fréquence est fixée à 2.8 GHz, proche de la résonance
attendue à 3.5 GHz. On note rguide / rext le rapport entre le rayon du guide et le rayon extérieur
de l’anneau ; on ajustera le rayon du guide pour éviter le phénomène de résonance de boîtier.
Par ailleurs, on prend 20 000 modes afin d’assurer la convergence de la série. La Fig. 67
rapporte le résultat obtenu.
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Fig. 67 : évolution de l’observable (u,u) suivant le rayon du guide surdimensionné
On s’aperçoit que la valeur de (u,u) converge quand rguide / rext augmente. On vérifie ainsi que
l’influence des murs diminue avec la distance. L’oscillation observée est caractéristique du
phénomène de réflexion sur les murs : elle présente une période de λ0 /2. Le saut observé sur
la partie imaginaire est dû aux effets de boîtier qui apparaissent malgré les précautions prises.
Pour les applications numériques, on approchera l’opérateur 
∞
Zˆ  par l’opérateur Zˆ  du guide
surdimensionné de l’équation (88) avec rguide / rext = 200.
II-b-5. Banc de mesure radar
Une mesure en bande X de la SER de la structure log-périodique a été effectuée avec le radar
FMCW réalisé au laboratoire (voir annexe E). Le dispositif expérimental est décrit Fig. 68.
rguide / rext
rguide / rext
ℜe ( (u,u) )
ℑm ( (u,u) )
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Fig. 68 : dispositif de mesure de la SER d’une cible en bande X
Description de la manipulation :
Une parabole émet un régime d’onde plane qui éclaire la cible tandis que le champ diffracté
est recueilli par un cornet placé en zone de champ lointain. Pour respecter ces conditions, la
distance entre les antennes et la cible a été fixée à 2 m. La SER de la cible est estimée par
comparaison avec une sphère métallique étalon dont on connaît théoriquement la SER (voir le
paragraphe 2 de l’annexe E).
Une cible log-périodique a été réalisée avec la technologie des circuits imprimés : le motif est
gravé sur substrat. La principale difficulté concerne le choix du support dont l’influence doit
être la plus faible possible. Le Kapton (polyimide) s’est avéré comme étant le substrat le
mieux adapté comparé à d’autres supports tel le verre Epoxy ou le verre Téflon. Il s’agit d’un
papier substrat d’épaisseur 35 µm et dont la permittivité relative est comprise entre 3 et 4. Par
ailleurs le typon a été réalisé avec une précision de 6 µm.
antenne parabole
à l’émission
cible
cornet de réception
flux tubulaire
d’onde plane
émis par la parabole
onde sphérique
rétrodiffuséé
par la cible
absorbants
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II-b-6. Résultats numériques et expérimentaux
La cible est composée de 8 anneaux construits suivant le processus itératif à partir d’un rayon
rext = 17,2 mm et d’un facteur de réduction η = 0,9. Cette structure présente plusieurs
résonances sur la bande { 2 GHz - 12 GHz }.
Une étude de convergence de la méthode par changement d’échelle a été effectuée à la
fréquence 3,25 GHz avec les paramètres suivant :
- 12 fonctions d’essai sur les anneaux métalliques.
- 300 modes dans les guides intermédiaires.
- 3000 modes dans le guide surdimensionné.
- approximants de Padé avec des polynômes de degré 40.
La Fig. 69 rapporte la courbe de convergence obtenue.
Fig. 69 : étude de convergence en fonction du nombre de modes actifs pour un point de fréquence
nombre de modes actifs
σ0 (m²)
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On constate que les résultats convergent à partir de 7 modes actifs. Ces paramètres ont été
retenus pour l’étude en fréquence sur la bande { 2 GHz - 12 GHz }. Par ailleurs le logiciel
commercial IE3D a été utilisé pour comparer les résultats et une mesure a été effectuée en
bande X (voir Fig. 70).
Fig. 70 : SER des anneaux concentriques mesurée et
simulée avec la méthode par changement d’échelle et le logiciel IE3D
Les résultats numériques obtenus avec la méthode par changement d’échelle et le logiciel
commercial sont proches. Avec peu de modes actifs, toutes les résonances observées avec
IE3D sont reproduites avec un écart sur les fréquences de résonance inférieur à 2 %.
Néanmoins, il y a quelques erreurs numériques avec la méthode par changement d’échelle sur
la dernière résonance.
Pour comparer les temps de calcul, utiliser IE3D ne serait pas significatif car ce logiciel
dispose d’un traitement mathématique avancé. On a préféré programmer le calcul classique
avec l’approximation du guide surdimensionné. On constate que la méthode par changement
d’échelle est deux fois plus rapide que la méthode de Galerkin traditionnelle : un point de
fréquence (GHz)
σ0 (m²)
 —— IE3D
——— changement d’échelle
— + —  mesure
96
fréquence est calculé en 3,2 secondes avec la méthode par changement d’échelle alors qu’il
faut 6,2 secondes avec la méthode classique sur un Intel Pentium III cadencé à 1GHz.
Par ailleurs, les résultats expérimentaux montrent deux résonances sur la bande X. Cependant,
il apparaît un shift sur la fréquence de résonance dû à la présence du substrat même s’il est
très fin. On peut quantifier cet effet en introduisant une permittivité relative effective εr_eff . Le
glissement vers les fréquences basses est alors vu comme une diminution de la longueur
d’onde effective λeff définie par :
Sur la Fig. 70, la résonance théoriquement attendue à 11 GHz est observée à 9,8 GHz. Par
conséquent on en déduit que εr_eff = 1,25. La permittivité effective est proche de celle du vide.
effr
0
eff
ε
λλ = (91)
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II-c. Rayonnement en espace libre d’une cible pré-fractale
II-c-1. Introduction du problème
On considère la diffraction d’une onde incidente plane sur une cible pré-fractale constituée
d’anneaux carrés métalliques. Le problème est décrit Fig. 71.
Fig. 71 : problème de diffraction en espace libre dans le système de coordonnées sphériques conventionnel
Dans la partie II-b, un problème de diffraction en espace libre a été traité ; il s’agissait alors
d’analyser les résonances d’une cible. Dans ce paragraphe, on s’intéresse au diagramme de
rayonnement du champ électromagnétique diffracté par l’objet. On montrera que quelques
modes actifs suffisent à reproduire les phénomènes et en particulier l’effet réseau.
II-c-1-1. Formulation du problème dans le domaine spectral
La résolution du problème de diffraction en espace libre est effectuée en considérant un
courant équivalent Jeq sur le grand carré qui contient l’ensemble de la structure. Ce domaine
est caractérisé par une matrice impédance de surface [zs] qui fixe les conditions limites du
problème (voir équation (69) de la partie II-b-1-2).
( ) y zjkexpE  E 0incinc r
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z
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Le courant équivalent est décomposé sur les premiers modes du grand carré (modes actifs) qui
sont par ailleurs les fonctions d’essai { geq_n avec n = 1,2,3,…,N×N } du problème numérique :
L’application de la méthode de Galerkin permet d’établir l’équation matricielle suivante :
Les termes [V inc]j sont obtenus par le produit scalaire suivant :
Le calcul des termes [Z]i,j est plus délicat. Etant donné que les fonctions d’essai sont décrites
dans le domaine modal, il est plus simple de résoudre le problème dans le domaine spectral
plutôt que dans le domaine spatial. En effet, l’expression des [Z]i,j dans le domaine spatial fait
apparaître la forme spatiale de la fonction dyadique de Green :
avec le produit de convolution
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Dans le domaine spectral, l’expression (95) se simplifie. La transformée de Fourier étant
définie par :
Le théorème de Parseval permet d’écrire :
Le produit de convolution dans le domaine spatial devient un produit simple dans le domaine
spectral. Ainsi, le calcul des termes [Z]i,j se réduit à une seule intégrale double. De plus, la
transformée de Fourier des fonctions geq_n(x,y) est analytique car elle fait intervenir les modes
d’un domaine carré.
Sous l’intégrale (98), il apparaît une singularité en kx² + ky² = k0² qui n’entraîne pas pour
autant la divergence de l’intégrale. Numériquement, l’intégrale est réduite à une somme
discrète ; on évitera le cercle singulier. A ce sujet, plutôt qu’utiliser les variable kx et ky, il
paraît plus judicieux de décrire le domaine spectral à partir des variables kφ et kr définies en
coordonnées polaires (Fig. 72).
Fig. 72 : variables spectrales en coordonnées polaires
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Notons par ailleurs que les fonctions d’essai geq_n(x,y) utilisées sont purement réelles. La
réciprocité [22, pp 116-120] implique alors que [Z]i,j = [Z]j,i .
II-c-1-2. Diagramme de rayonnement
Le diagramme de rayonnement est calculé à partir du courant équivalent obtenu. En
considérant les notations de la Fig. 71, le champ lointain s’écrit :
où le vecteur potentiel A
r
 [22, pp. 77-81] est donné par :
L’expression (100) fait apparaître une transformée de Fourier. Avec les notations définies
dans l’équation (97), on obtient :
II-c-2. Application de la méthode par changement d’échelle
Comme dans la partie II-b, on profite de la symétrie paire qui apparaît dans la formulation
équivalente du problème initial pour ne considérer qu’un demi espace dans la description du
problème.
On applique la méthode par changement d’échelle en décomposant la structure dans le
domaine des échelles (voir Fig. 73).
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Fig. 73 : décomposition de la structure dans le domaine des échelles (symétrie paire).
A chacune des échelles, un guide à parois magnétiques est introduit. A la grande échelle, la
résolution peut être simplifiée car on peut exploiter les symétries qu’offre le problème initial.
L’onde incidente est polarisée suivant l’axe {Oy} ce qui implique une symétrie de type
électrique suivant {Ox} et une symétrie de type magnétique suivant {Oy}. Par conséquent, le
problème se réduit à l’étude d’un quart de la structure.
La formulation du problème aux limites à chacune des échelles est proche de ce qui a été
développé dans les parties II-a et II-b. Notons que la résolution numérique fait intervenir les
modes des anneaux métalliques. Leur expression analytique est établie suivant la procédure
décrite pour les fentes en annexe D. Par ailleurs, à la petite échelle on rencontre les mêmes
difficultés que celles évoquées dans la partie II-a-3-1 : pour augmenter le nombre de modes
actifs, il est préférable de décrire les fonctions d’essai sur le domaine magnétique. On extrait
finalement une matrice impédance de surface [zS] s_max qui caractérise en symétrie paire le
carré qui contient l’ensemble de la structure. D’où on sort la matrice impédance de surface en
espace libre [zS] :
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II-c-3. Résultats numériques
On étudie la structure à l’itération 1 (voir Fig. 74).
Fig. 74 : dimensionnement de la structure à l’itération 1.
L’étude concerne trois fréquences : 3,7 GHz, 11 GHz et 17,9 GHz. Etant donné le rapport des
dimensions entre les échelles, une étude de convergence a été menée pour fixer le nombre de
modes actifs à la grande échelle et à la petite échelle. Sur la Fig. 75, on a rapporté les résultats
obtenus pour 17,9 GHz qui est la fréquence la plus critique des trois. Les autres paramètres
numériques ont été fixés de la manière suivante :
- 10 à 20 fonctions d’essai par dimension sur le domaine magnétique à la petite échelle.
- 60 modes par dimension dans le guide virtuel à la petite échelle.
- 6 fonctions d’essai sur le domaine métallique à la grande échelle.
- 150 modes par dimension dans le guide virtuel à la grande échelle.
- 180 termes pour décrire la variable kφ et 1400 termes pour la variable kr. Le domaine
spectral d’intégration a été limité à un rayon de 36 k0, où k0 est la constante de propagation à
la fréquence donnée.
23 mm
1,2 mm 0,3 mm
4,2 mm
4 mm
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Fig. 75 : étude de convergence du nombre de modes actifs à la petite échelle
pour trois valeurs du nombre de modes actifs à la grande échelle : 5 ( —— ), 10 ( — + — ) et 15 ( —— )
On constate que les résultats convergent pour 10 modes actifs à la petite échelle et 15 modes
actifs à la grande échelle. Cette étude a également été effectuée pour les deux autres
fréquences. On a obtenu respectivement {1 ; 3} et {3 ; 5} modes actifs par dimension à la
petite et à la grande échelle pour 3,7 GHz et 11 GHz. Quand la fréquence augmente, le
nombre de modes actifs à considérer augmente. Cela est dû au fait que l’énergie réactive est
moins confinée au voisinage des détails de la structure.
On s’intéresse aux diagrammes dans les plan E ( φ = 90° ) et H ( φ = 0° ). On a effectué une
simulation avec le logiciel IE3D pour comparer les résultats. La Fig. 76 rapporte les résultats
obtenus.
nombre de modes actifs
σ0 (m²)
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Figure 76 : diagrammes de rayonnement en SER obtenus par changement d’échelle et
 par IE3D pour trois fréquences (φ = 0° —o— et φ = 90° —+— ).
Les diagrammes de rayonnement obtenus par la MoM sont restitués avec seulement quelques
modes actifs. En particulier, on retrouve à 17,9 GHz les lobes de réseau dans le plan H en
θ  = ± 48°.
fréquence = 3.7 GHz
fréquence = 11.0 GHz
fréquence = 17.9 GHz
IE3D changement d’échelle
σ normalisé (dB)
θ (degré)
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Conclusion
Une méthode par changement d’échelle a été proposée pour résoudre les problèmes de
diffraction avec des structures pré-fractales ou log-périodiques planaires. La modélisation aux
différentes échelles de ces structures suit un processus récursif à l’image de leur construction
géométrique. Cette approche permet un gain de temps considérable par rapport aux
résolutions numériques classiques, notamment par rapport à la méthode des moments.
Dans le domaine des micro-ondes, les structures pré-fractales ou log-périodiques sont
avantageusement exploitées pour concevoir des dispositifs tels que les surfaces sélectives
multi-bandes ou encore les paillettes multi-bandes pour le leurrage en espace libre. La
méthode par changement d’échelle s’avère être un outil performant pour le dimensionnement
de ces structures. Des mesures ont par ailleurs été effectuées qui confirment les résultats
numériques obtenus.
Toutefois la méthode par changement d’échelle présente des limites d’ordre numérique.
D’une part, aucun critère de convergence sur le nombre de modes actifs à considérer n’a été
établi de manière définitive. Les études présentées dans ce manuscrit montrent cependant
qu’il est délicat d’imposer une règle fixée à priori. La solution la plus probable serait
d’appliquer la stratégie, utilisée dans la plupart des logiciels commerciaux, qui consiste à
poursuivre l’étude de convergence tant que l’erreur relative sur les résultats obtenus entre
deux simulations successives n’est pas inférieure à un seuil donné. D’autre part, les matrices
manipulées dans la résolution numérique peuvent être mal conditionnées. Si des solutions ont
été proposées avec succès pour les problèmes 1D, des difficultés persistent en 2D qui limitent
à la fois les études de convergence et la précision des résultats obtenus.
Au delà de ces problèmes numériques, la méthode par changement d’échelle peut s’appliquer
plus généralement aux structures complexes 2D voire 2,5D. Ces dernières années, les progrès
technologiques ont permis l’élaboration de circuits planaires sophistiqués. Mais la présence de
discontinuités sur plusieurs échelles nécessite des logiciels de simulation électromagnétique
de plus en plus performants pour prédire le comportement de ces circuits. Il a été montré que
la méthode par changement d’échelle est particulièrement adaptée à la simulation numérique
de ces problèmes [30].
Par ailleurs, à la manière des méthodes hybrides, la méthode par changement d’échelle peut
être combinée avec d’autres méthodes classiques quand la structure est en partie 3D.
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Concrètement, on applique la méthode par changement d’échelle sur les sous domaines
planaires et l’une des méthode classiques (FDTD, FEM ou TLM) dans les sous domaines
volumiques. Le raccordement entre l’ensemble des sous domaines est réalisé par des IE qui
couplent le champ électromagnétique tangentiel sur la surface extérieure des sous domaines
volumiques avec les modes actifs des sous domaines planaires.
Ainsi, les possibilités qu’offre la méthode par changement s’inscrivent dans les
problématiques auxquelles on est aujourd’hui confronté pour la résolution numérique des
équations de Maxwell.
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Annexe A : La géométrie fractale
A-1. Définition d’un objet fractal
La géométrie fractale est une notion récente dans le monde scientifique [31-32]. Si certains
mathématiciens en avaient exploré quelques aspects au début du siècle dernier, le terme
fractal n’a été introduit qu’en 1975 par Mandelbrot. Mandelbrot a tenté de rassembler des
objets qui jusqu’alors avaient été délaissés de par leur apparente complexité. Voici la
définition qu’il en donne [31] : " Fractal. adj. Sens intuitif. Se dit d’une figure géométrique ou
d’un objet naturel qui combine les caractéristiques que voici. 1) Ses parties ont la même
forme ou structure que le tout, à ceci près qu’elles sont à une échelle différente et peuvent être
légèrement déformées. 2) Sa forme est, soit extrêmement irrégulière, soit extrêmement
interrompue ou fragmentée, quelle que soit l’échelle d’examen. 3) Il contient des éléments
distinctifs dont les échelles sont très variées et couvrent une très large gamme ".
Un exemple fameux est le littoral. Prenons la côte de la Bretagne : de Vannes à Saint-Malo,
elle forme une ligne brisée qu’il semble difficile de caractériser. Pourtant, lorsque que l’on
mesure sa longueur L pour différents pas de résolution η, on s’aperçoit qu’elle présente
certaines propriétés (voir Fig. 77).
Fig. 77 : variation de la longueur de la côte de quelques pays en fonction du pas de résolution
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Quand le pas diminue, la longueur mesurée augmente : c’est bien naturel, plus le pas est petit,
mieux on prend en compte les variations locales de la côte. Par contre ce qui est moins
attendu, c’est la loi linéaire :
En particulier, la pente a est liée à la dimension fractale D.
A-2. Exemple : les courbes de Von Koch
Von Koch a imaginé des lignes brisées qui présentent des propriétés d’homothétie interne. La
Fig. 78 décrit la construction de l’une de ces courbes. Le motif d’origine est constitué de brins
de même longueur. La première étape consiste à reproduire à la place de chacun des brins le
motif initial réduit trois fois. A la deuxième étape, on substitue de la même manière les douze
brins de la géométrie obtenue à l’étape 1 par le motif d’origine réduit neuf fois. Ce processus
est réitéré à l’infini.
Fig. 78 : construction d’une courbe de Von Koch à l’itération 2
étape initiale
étape 1
étape 2
( ) ( ) baL +×= ηloglog (103)
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Les courbes de Von Koch vont permettre de modéliser la côte bretonne tout en offrant des
caractéristiques mathématiques facilement exploitables. La géométrie de la Fig. 78 peut
paraître un peu trop parfaite pour décrire le découpage d’une côte. En changeant le motif
initial, on parvient à créer les lignes dont le tracé est plus réaliste. Il s’agit des courbes de Von
Koch généralisées.
Revenons au motif de la Fig. 78 et cherchons à calculer sa longueur. Supposons que chacun
des brins du motif d’origine a une longueur l. La longueur totale L0 de la ligne initiale est
alors donnée par l’expression suivante :
A mesure que l’on entre dans le processus itératif, cette longueur augmente. On a
successivement :
La courbe de Von Koch a donc une longueur infinie. Toutefois, le passage à la limite n’a pas
de sens physique. Pour copier au mieux l’allure de la côte, le processus de construction de la
courbe de Von Koch doit être tronqué à un ordre n. En introduisant l’opérateur logarithmique
dans l’expression de Ln, on fait alors ressortir l’analogie avec la longueur mesurée d’une côte :
n est associé au pas de résolution η tandis que log(4/3) correspond à la dimension fractale D.
( ) ( ) 


×+= 3
4
lognl4logLlog n (106)
lL 40 = (104)
(105)
3
4l4L1 ×=
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4l4L 
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
×=
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à l’étape 1
à l’étape 2
à l’étape n
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A-3. Définition de la dimension fractale
L’expression de la grandeur D peut être définie de manière rigoureuse. Le raisonnement
s’appuie sur une comparaison avec la géométrie euclidienne.
Prenons une droite. Sa dimension euclidienne est E = 1. Si on découpe un segment de
longueur unité en N segment de longueur 1/K, on obtient un facteur de réduction r tel que :
De même, la dimension euclidienne d’un plan est E = 2. En découpant un carré de côté unité
en N carrés de côté 1/K, on obtient N = K ² parties et :
Pour un cube, E = 3 et le calcul du facteur de réduction r conduit à :
Si on généralise cette relation, il vient que :
et
avec D la dimension de l’objet
( )
( )rlog
Nlog
D −= (111)
D
1
N
1
K
1
r == (110)
( )
3
1
11
N
K
Nr == (109)
( )
2
1
11
N
K
Nr == (108)
( )
NK
Nr 11 == (107)
113
Appliquons cette définition à la courbe de Von Koch  :
La dimension de cette ligne brisée est supérieure à 1 ; c’est pourquoi sa longueur est infinie.
En d’autres termes, elle occupe mieux l’espace qu’une droite. D’autre part, D est inférieure à
2 : la courbe ne remplit pas complètement le plan.
On peut construire des lignes fractales de dimension supérieure à 2. Cela se traduit par la
présence de points doubles ; c’est-à-dire que la courbe fait plus que couvrir le plan, elle passe
plusieurs fois par certains points.
La courbes de Von Koch de la Fig. 78 présente un seul facteur de réduction car les brins du
motif initial sont tous de même longueur. On peut cependant généraliser le calcul de la
dimension fractale à des lignes pour lesquelles les brins du motif d’origine sont de longueurs
différentes. L’équation (109) peut s’écrire :
On introduit la fonction g suivante :
Lorsqu’un motif présente plusieurs facteurs de réduction, cette fonction s’écrit :
où ri est le facteur de réduction du iième brin.
D est alors la solution de l’équation g(d) = 1.
( ) ∑
=
=
N
i
d
irdg
1
(115)
( ) drNdg ×= (114)
1=× DrN (113)
( )
( ) 2618.131log
4log
  D ≈−= (112)
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Exemple. On considère le motif de la Fig. 79.
Fig. 79 : construction d’une courbe de Von Koch généralisée à l’itération 1
Le motif de la Fig. 79 possède quatre facteurs de réduction : r1 = 0.375, r2 = 0.35, r3 = 0.1625
et r4 = 0.3. L’expression de g(d) est alors donnée par :
L’allure de g(d) est représentée sur la Fig. 80.
Fig. 80 : variation de g en fonction de d
étape initiale
étape 1
d
g
( ) d d d d 3,01625,035,0375,0dg +++= (116)
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Par dichotomie, on sort D = 1,15. Précisons que la dimension fractale définie ici ne s’applique
qu’aux objets à homothétie interne : on l’appelle dimension d’homothétie.
A-4. Les fractales dans l’électromagnétisme
Les caractéristiques des structures fractales sont utilisées pour la conception de dispositifs
hyperfréquences dans le domaine des antennes compactes [33], des antennes multi-bandes
[34-35] ou encore des surfaces sélectives multi-bandes [36-37]. En particulier, deux propriétés
améliorent les performances :
- La compacité
On a montré qu’un motif filaire fractal confiné dans une région de l’espace peut présenter une
dimension supérieure à 1. Cette propriété est mise à profit pour la conception d’antennes de
dimensions réduites. Considérons l’exemple d’un dipôle demi-onde. Son encombrement est
donné par la demi longueur d’onde à la fréquence de fonctionnement désirée. Pour un même
encombrement, une antenne filaire fractale peut être beaucoup plus longue que le dipôle. Par
conséquent la structure fractale peut fonctionner à des fréquences beaucoup plus basses.
La dimension fractale D est un paramètre utile pour le dimensionnement des antennes
fractales filaires. En effet, D doit être inférieure à 2 pour éviter les points doubles c’est-à-dire
les courts-circuits.
- L’auto-similarité discrète
L’invariance d’échelle confère aux structures fractales des propriétés électromagnétiques dans
plusieurs bandes de fréquence. C’est notamment le cas de la structure fractale introduite par
Sierpinski en 1916 et utilisée aujourd’hui pour la conception d’antennes multi-bandes. Le
motif fractal est constitué de triangles dupliqués à différentes échelles. Une antenne de ce type
a été réalisée au laboratoire : la structure présente des résonances à différentes fréquences qui
correspondent aux résonances des triangles présents aux différentes échelles (voir Fig. 81).
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Fig. 81 : monopôle multi-bandes fractal construit sur le modèle du triangle de Sierpinski.
Les différentes échelles sont repérées par les hauteurs hi avec i = 0,1,2,3.
h0
h1
h2
h3
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Annexe B : Formulation d’un problème aux limites
par un schéma équivalent
Les schémas équivalents permettent de représenter les problèmes aux limites dans le cas des
structures planaires [11 et 38]. Il s’agit d’une description en champ total. On y fait apparaître
les sources du problème qu’elles soient modales ou localisées, des opérateurs impédance ou
admittance pour décrire l’environnement de par et d’autre de la discontinuité. Dans le cas
d’un problème de diffraction en guide, ces opérateurs traduisent la contribution des modes
évanescents. L’équation intégrale (IE) est établie en introduisant des sources virtuelles pour
décrire l’inconnue sur le plan de discontinuité. Les conditions limites sont telles que les
sources virtuelles ne fournissent pas de puissance. Pour expliciter ce concept, on propose de
traiter deux problèmes aux limites.
B-1. Obstacle métallique infiniment mince
On considère un obstacle infiniment mince et parfaitement métallique placé dans un guide
entre deux régions homogènes (voir Fig. 82).
Fig. 82 : obstacle métallique infiniment mince placé entre deux régions 1 et 2
L’IE est formulée sur le domaine métallique à partir du courant induit auquel on associe une
source virtuelle de courant Je . Pour représenter ce problème par un schéma équivalent
(voir Fig. 83), on introduit la grandeur J = H x n où H est le champ magnétique et n la
normale. J peut être vu comme le champ magnétique tourné de pi/2.
12n
r
région 1 région 2
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Fig. 83 : source virtuelle de courant
Sur la Fig. 83, les champs électrique et magnétique transverses sont donnés par Ei et Hi pour
chacune des régions i = 1,2. Le schéma équivalent fait apparaître les conditions sur les
grandeurs tangentielles, notamment la discontinuité du champ magnétique sur le domaine
métallique et la continuité du champ électrique à l’interface des deux régions :
Le problème aux limites consiste alors à vérifier que le champ électrique transverse est nul sur
le domaine métallique (E = 0).
Lorsqu’il y a des pertes, on complète ce modèle avec une résistance de surface (voir Fig. 84)
Fig. 84 : source virtuelle de courant avec une résistance de surface rS
Sur le domaine métallique, la source virtuelle est telle que E = 0 de sorte que :
eS21 J rEE == (118)
21e JJJ +=
EEE 21 −==
(117)
EJe
J1 J2
E1 E2
rS
EJe
J1 = H1 x n12 J2 = - H2 x n12
E1 E2
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B-2. Jonction entre deux guides métalliques
On considère la jonction entre deux guides métalliques de section différente (voir Fig. 85).
Fig. 85 : jonction entre deux guides métalliques
L’IE est formulée dans l’ouverture à partir du champ électrique transverse auquel on associe
une source virtuelle de tension Ee (voir Fig. 86).
Fig. 86 : source virtuelle de tension
Le schéma équivalent explicite les relations entre les champs tangentiels. En particulier, les
champs transverses sont continus dans l’ouverture et le champ électrique est nul hors de
l’ouverture :
Le problème aux limites consiste alors à vérifier que le champ magnétique transverse est
continu dans l’ouverture (J = 0).
( )21 JJJ +−=
21e EEE == (119)
12n
r
région 1
région 2
Ee
J
J1 = H1 x n12 J2 = - H2 x n12
E1 E2
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Annexe C : Résolution d’une équation intégrale par la méthode des
moments et par la méthode du gradient conjugué
Les problèmes de diffraction électromagnétique peuvent être décrits par une équation
intégrale (IE) du type :
où L est un opérateur linéaire, y l’excitation imposée et x la réponse à déterminer.
C-1. Méthode des moments
La méthode de résolution numérique la plus répandue est la Method of Moments (MoM) [10
et 39-42]. Cette technique consiste à réduire l’équation fonctionnelle (120) à une équation
matricielle.
Les domaines de définition et d’application de L sont définis dans des espaces de Hilbert L2
(ensemble des fonctions de carré sommable) munis du produit scalaire suivant :
où u* désigne le complexe conjugué de u.
D’une part, l’inconnue x est décomposée sur une série de fonctions d’essai { xn avec
n = 1,2,3, … } appartenant au domaine de définition de L :
où les αn sont les coefficients à déterminer.
( )xLy = (120)
∫ ∗= v u v,u (121)
∑+∞
=
=
1n
nn xx α (122)
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L’équation fonctionnelle (120) s’écrit alors :
D’autre part, on définit des fonctions tests { wm avec m = 1,2,3, … } sur le domaine
d’application de L. L’équation (123) se ramène au système d’équations suivant :
En posant,
On obtient l’équation matricielle :
La solution est obtenue par inversion matricielle. Notons que le choix xn = wm équivaut à la
méthode de Galerkin.
Numériquement les séries { xn avec n = 1,2,3, … } et { wm avec m = 1,2,3, … } sont
tronquées. On manipule alors des sous espaces de Hilbert.
La MoM peut être interprétée en termes d’espaces linéaires. Posons S(Lx) le domaine
d’application de L, S(Lxn) le sous espace généré par les vecteurs L(xn) et S(wm) celui associé
aux vecteurs wm. La MoM consiste à imposer l’égalité entre la projection de Lx sur S(wm) et la
projection de Lxn sur S(wm) (voir Fig. 87). En d’autres termes, on impose que le vecteur erreur
défini sur la Fig. 87 est orthogonal au sous espace S(wm).
[ ][ ] [ ]YX A = (126)
( )∑+∞
=
=
1n
nn xL y α (123)
( )∑+∞
=
==
1n
nmnm  ... ,3 ,2 ,1 m   pour       xL,w    y,w α (124)
[ ] y,wY jj =
[ ] jj X α=
[ ] ( )jij,i xL,w A =
(125)
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Fig. 87 : interprétation géométrique de la MoM
Par ailleurs, la solution du problème obtenue par la MoM est parfois équivalente à celle
obtenue par la méthode variationnelle [43, pp. 548-569 et 44]. La technique variationnelle
consiste à décliner une équation matricielle à partir d’une fonctionnelle qui est stationnaire au
voisinage de la solution. La fonctionnelle est le plus souvent une grandeur caractéristique du
problème physique comme par exemple l’impédance. Le caractère stationnaire implique
qu’une erreur d’ordre 1 sur le calcul de l’inconnue entraîne une erreur d’ordre 2 sur le calcul
de la grandeur physique.
C-2. Méthode du gradient conjugué
La méthode du gradient conjugué (CG) s’inscrit dans un cadre totalement différent [45-47].
La solution est décomposée sur une base de vecteurs qui est construite progressivement. Plus
exactement, on construit de manière itérative un espace dit de Krylov [48]. Par cette approche,
on ne résout plus directement une équation matricielle comme dans la MoM. Dans l’article
[45], T. K. Sarkar insiste sur les différences entre les deux méthodes : " la différence
fondamentale entre la méthode du gradient conjugué et la méthode variationnelle (Rayleigh-
Ritz), la méthode de Galerkin et la méthode des moments est que la séquence
d’approximations n’est pas obtenue dans une forme sélectionnée a priori mais dans une forme
déterminée par le problème lui-même ".
solution Lx
projection
S(Lx)
S(Lxn)
S(wm)
approximation
Lxn
erreur
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Réécrivons l’équation (120) sous la forme :
La norme associée au du produit scalaire (121) s’écrit :
La méthode du CG consiste à minimiser la fonctionnelle || r ||² par un processus itératif.
Partant d’un vecteur candidat initial X0 (choisi le plus souvent égal à zéro), on cherche à
chaque itération k un vecteur Xk+1 de manière à ce que || rk+1 ||² < || rk ||². Pour une direction de
descente Pk donnée, la fonctionnelle atteint alors son minimum à la distance αk :
et
On obtient alors
L’efficacité du CG tient au choix de la direction Pk+1 pour l’itération suivante. On cherche une
direction de descente dans le plan formé par les deux vecteurs Pk et Ladj rk+1 où Ladj désigne
l’opérateur adjoint (dans les problèmes de diffraction, l’opérateur adjoint est le conjugué de L
pour le produit scalaire non symétrique). Le vecteur Pk+1 est choisi de manière à maximiser le
facteur de réduction de l’erreur :
avec
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kadj
k
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r L
=α (129)
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On peut donner une interprétation géométrique dans R2 de la méthode du CG. Dans le plan,
l’équation du type ‖r( X )‖2 = constante > 0 est celle d’une ellipse. Pour différentes valeurs
de X, on obtient une famille d’ellipses concentriques autour du minimum ‖r( Xexact )‖2 = 0 où
Xexact est la solution du problème (voir Fig. 88).
Fig. 88 : interprétation géométrique de la méthode du CG dans R2
L’algorithme diffère quelque peu de ce que l’on expose ici [48]. A partir de X0, le point X1 est
construit suivant la direction du vecteur P0 jusqu’à obtenir une valeur minimale de ‖r( X )‖2.
Le point optimum est situé au milieu de la corde de l’ellipse ‖r( X )‖2 = ‖r( X0 )‖2 qui passe
par X0 et qui est parallèle à la direction de P0. Il s’ensuit que P0 et r1 sont perpendiculaires. A
la deuxième itération, le vecteur P1 est déterminé par une combinaison linéaire de P0 et de r1
telle que la valeur que l’on peut espérer pour ‖r( X2 )‖2 soit la plus petite possible. Dans R2,
ce vecteur est nécessairement orienté vers Xexact de sorte que X2 = Xexact.
La méthode du CG peut s’avérer plus efficace que la MoM. Cependant, l’efficacité tient
parfois à l’écriture numérique du problème. Considérons le problème de la partie I-b-2 qui
concerne la diffraction dans un guide d’un iris métallique (voir Fig. 89).
‖r( X0 )‖2
‖r( X1 )‖2
X0
X1
P0
r1Xexact
P1
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Fig. 89 : problème de diffraction d’une onde incidente { Einc , Hinc } dans un guide (symétrie paire)
L’application du principe d’équivalence conduit à l’IE suivante :
où Einc est le champ électrique incident, Je la densité de courant définie sur le métal et Zˆ
l’opérateur impédance tel que
avec { fn ; n ∈ N* } la base modale du guide et ZMn l’impédance de chacun des modes.
Dans un premier temps, on construit la solution à partir de la base orthonormée des fonctions
d’essai habituellement utilisée dans la MoM. La programmation de l’algorithme est
relativement simple. Soit Q le nombre de modes considérés dans le guide et M le nombre de
fonctions d’essai. On définit :
- la matrice [L] qui décrit l’opérateur Zˆ  de l’équation (134). C’est une matrice diagonale de
dimensions Q×Q. Les termes de la diagonale sont les impédances de chacun des modes du
guide. L’opérateur adjoint est décrit par la matrice [Ladj] dont les termes sont les complexes
conjugués de ceux de [L].
- la matrice de projection [Proj] des fonctions d’essai sur les modes du guide. C’est une
matrice de dimensions M×Q.
- le vecteur [Einc] de dimension Q pour décrire l’excitation sur les modes du guide. A titre
d’exemple, [Einc] = [1,0,0…,0] quand le mode fondamental est excité.
- les vecteurs [Ik] et [Ik+1] de dimension M pour décrire sur les fonctions d’essai la solution
obtenue à l’itération k et k+1.
n
0n
Mnn f Z f Zˆ ∑+∞
=
= (135)
0J ZˆE 2 einc =− (134)
{Einc
 
, Hinc}
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- les vecteur [rk], [rk+1], [Pk] et [Pk+1] de dimension M et les scalaires αk et βk qui
interviennent dans l’algorithme du CG.
Le programme est le suivant :
On excite le mode fondamental :
[Einc] = [1,0,0…,0]
Conditions initiales du processus itératif (k = 0) :
[Ik] = [0,0,…,0]
[rk] = [Proj] × ( 2 × [Einc] - [L] ×[Proj] t × [Ik] )
[Pk] = [Proj] × [Ladj] × [Proj] t × [rk]
Processus itératif :
For k = 0 à M
αk = || [Proj] × [Ladj] × [Proj] t × [rk] || ² / || [Proj] × [L] × [Proj] t × [Pk] || ²
[Ik+1] = [Ik] + αk [Pk]
[rk+1] = [rk] - αk [Proj] × [L] × [Proj] t × [Pk]
βk = || [Proj] × [Ladj] × [Proj] t × [rk+1] || ² / || [Proj] × [Ladj] × [Proj] t × [rk] || ²
[Pk+1] = [Proj] × [Ladj] × [rk+1] + βk [Pk]
[Ik] = [Ik+1]
[rk] = [rk+1]
[Pk] = [Pk+1]
end
Dans le problème de la partie I-b-3, les résultats obtenus avec cette programmation du CG ne
sont pas meilleurs que ceux donnés par la MoM. L’écriture numérique en est trop proche
notamment à cause de la présence de la matrice [Proj] dans le calcul des normes. Cependant,
on peut décrire la portion d’une fonction contenue sur le domaine métallique sans projeter sur
des fonctions d’essai. Une autre solution consiste à utiliser la base des modes du guide. Pour
ce faire, on est amené à introduire une troncature Tron pour ne considérer que le domaine de
la section du guide coïncidant avec le domaine métallique. Dans le domaine modal,
l’opérateur Tron s’écrit :
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Ainsi le CG peut être formulé sans utiliser les fonctions d’essai. Soit Q le nombre de modes
considérés dans le guide. On définit :
- les matrices [L] et [Ladj] et le vecteur [Einc] comme précédemment.
- la matrice troncature [Tron] construite à partir de l’opérateur de l’équation (136). C’est une
matrice de dimensions Q×Q.
- les vecteurs [Ik] et [Ik+1] de dimension Q pour décrire sur les modes du guide la solution
obtenue à l’itération k et k+1.
- les vecteur [rk], [rk+1], [Pk] et [Pk+1] de dimension Q et les scalaires αk et βk qui
interviennent dans l’algorithme du CG.
Le programme s’écrit alors :
On excite le mode fondamental :
[Einc] = [1,0,0…,0]
Conditions initiales du processus itératif (k = 0) :
[Ik] = [0,0,…,0]
[rk] = [Tron] × ( 2 × [Einc] - [L] × [Ik] )
[Pk] = [Tron] × [Ladj] × [rk]
Processus itératif :
For k = 0 à Q
αk = || [Tron] × [Ladj] × [rk] || ² / || [Tron] × [L] × [Pk] || ²
[Ik+1] = [Ik] + αk [Pk]
[rk+1] = [rk] - αk [Tron] × [L] × [Pk]
βk = || [Tron] × [Ladj] × [rk+1] || ² / || [Tron] × [Ladj] × [rk] || ²
[Pk+1] = [Tron] × [Ladj] × [rk+1] + βk [Pk]
[Ik] = [Ik+1]
[rk] = [rk+1]
[Pk] = [Pk+1]
end
 f f f f   ronTˆ j
métal
j
*
i
0i 0j
i ∫∑∑+∞
=
+∞
=
= (136)
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Pour valider cette méthode, on propose l’application numérique de la partie I-b-2. Il s’agit de
calculer l’inductance équivalente du motif générateur de l’iris de Cantor dans un guide. Le
guide a une largeur de 10 mm et une hauteur de 5 mm, le facteur de réduction de l’iris de
Cantor vaut 1/3 et la fréquence est fixée à 2 GHz. On prend 100 modes pour décrire le guide.
La Fig. 90 montre l’allure du courant sur le métal et du champ électrique dans la fente obtenus
après 100 itérations.
Fig. 90 : allure du champ électrique et de la densité de courant au niveau de la discontinuité
De cette application, on sort 0,146 nH pour la valeur de l’inductance équivalente de la
discontinuité. A titre de comparaison, la méthode de Galerkin avec 30 fonctions d’essai et 100
modes donne un résultat de 0,145 nH.
On peut analyser l’évolution de l’erreur au fil des itérations. Pour ce faire, on définit l’erreur
normalisée :
La Fig. 91 montre la variation de l’erreur en fonction des itérations.
abscisse normalisée abscisse normalisée
E normalisé J normalisé
2inc
2
k
E 2 
r 
erreur = (137)
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Fig. 91 : évolution de l’erreur normalisée suivant le nombre d’itération
A priori, l’espace de Krylov est construit au plus en 100 itérations. La courbe montre que
numériquement ce n’est pas le cas, l’erreur diminuant encore après 300 itérations. Cela
s’explique par les arrondis sur les termes numériques : les vecteurs construits de manière
itérative ne sont pas exactement orthogonaux les uns aux autres. Dans les applications
numériques, on fixera néanmoins un nombre d’itérations égal au nombre de modes.
nombre d’itérations
erreur
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Annexe D : Expression analytique des modes d’une fente
L’expression analytique des modes d’une fente peut être établie en considérant chacune des
combinaisons des symétries paires et impaires de la structure. Ainsi, le problème se réduit à
un quart de la structure. Dans ce qui suit, on étudie le cas où on impose une symétrie impaire
suivant l’axe {Ox} et une symétrie paire suivant l’axe {Oy} (voir Fig. 92).
Fig. 92 : section d’un guide d’onde en forme de coude.
Les murs électriques et magnétiques sont respectivement indiqués en continu et pointillé.
On pose que la variation suivant l’axe {Oz} est du type exp(-γ z). L’équation de Helmhotz
permet d’introduire une constante kc telle que kc² = γ² + k0². Pour calculer les modes, on
détermine les valeurs kc qui sont solutions du problème, puis pour chaque kc on en déduit
l’allure du champ électromagnétique.
Pour établir l’expression analytique d’un mode TE, on décrit la composante longitudinale du
champ magnétique dans les régions 1 et 2 :
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et
avec
Le champ électrique transverse se déduit de l’expression suivante :
D’où
En x = a/2 – e, on pose EY = Ee. On obtient alors :
zH
k
j
E
zT
c
T
rrr
    2
0 ×∇−=
ωµ
(142)
2
c
2
ny2nx2 kkk −=
a
n2
k
ny2
pi
=
(141)
( )∑+∞
=


 


−=
0n
ny2nx2ne2Z ykcos x2
akchbH (140)
( ) ( )∑+∞
=
=
0m
my1mx1mx1me2
c
0
1Y ykcos xkchk ak
j
E
ωµ
( )∑+∞
=


 


−−=
0n
ny2nx2nx2ne2
c
0
2Y ykcos x2
akshk b
k
j
E
ωµ
(143)
( ) ( )
 e
2
akch k e 
k
j
'dy 'ykcos 'yE
a
mx1mmx12
c
0
e
0
my1e
me


 


−
=
∫
ε
ωµ
( ) ( )
( )ekshk 
2
a
 
k
j
'dy 'ykcos 'yE
b
nx2nx2n2
c
0
2
a
0
ny2e
ne
ε
ωµ
∫
−=



≠
=
=
0  m  
2
1
0  m   1
mε
avec
(144)
133
Par ailleurs, la continuité de la composante longitudinale du champ magnétique en x = a/2 – e
pour y ∈ [0 e] implique :
soit
Cette expression peut s’écrire de manière synthétique sous la forme d’une équation
fonctionnelle L(Ee) = 0 où L est un opérateur linéaire qui dépend de la constante kc associé au
mode.
On applique alors la méthode de Galerkin. Le champ électrique Ee se décompose sur une base
de fonctions d’essai :
L’équation L(Ee) = 0 devient :
soit
∑
=
≤≤


=
Q
q qe
eyy
e
qVE
0
'0pour       'cos pi (147)
∑
=
=





Q
q q
y
e
qLV
0
0 'cos pi (148)
( )∑
=
=
Q
q q
lV
0 q
0 y (149)
0HH 2Z1Z =− (145)
( ) ( )
( ) +

 


−


 


−
∑
∫
∞+
=
   y kcos  e
2
aksh 
e
2
akchk   e
'dy 'y kcos 'yE
 
my1
0m
mx1
mx1mx1m
e
0
my1e
ε
( ) ( )
( )
( ) ( ) 0      y kcos  ekch 
ekshk  
2
a
'dy 'y kcos 'yE
 
0n
ny2nx2
nx2nx2n
2
a
0
ny2e
=∑
∫
∞+
= ε
(146)
134
avec
La projection sur les fonctions test du type cos(ppiy/e) conduit à l’équation matricielle
[L][V] = 0 où le vecteur [V] contient les composantes Vq de Ee et avec :
soit
δ  étant l’opérateur kronecker.
L’expression matricielle [L(kc)][V] = 0 implique que les solutions kc du problème sont telles
que le déterminant de [L(kc)] est nul. Numériquement, on procédera par dichotomie. Une fois
que kc est approché, on calcule le vecteur [V]. Pour ce faire, on décompose l’équation
matricielle [L][V] = 0 de la manière suivante :
L’expression d’un mode étant définie à un facteur près, on pose V0 = 1. D’où :
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Le champ électrique Ee est alors connu et l’expression analytique du mode aussi.
Numériquement, les séries sont tronquées : on considérera M +1 termes pour la série d’indice
m et N+1 termes pour la série d’indice n.
Application numérique : a = 8.6 mm et e = 0.2 mm
Les paramètres numériques ont été fixés de la manière suivante :
- M = 5
- Q = 5
- N = 60
On calcule le déterminant de [L(kc)] pour une gamme de valeurs de kc comprise entre 0 et
500. Les résultats numériques sont rapportés Fig. 93.
Fig. 93 : déterminant de [L] en fonction de kc
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La première solution pour laquelle le déterminant s’annule est obtenue pour kc = 188,0. On
calcule ensuite le vecteur [V] via l’équation (154) et on en déduit les coefficients aem et ben.
qui suffisent pour connaître le champ électromagnétique associé au mode. En particulier, on
peut représenter le champ électrique dans le plan transverse (voir Fig. 94).
Fig. 94 : allure du champ électrique transverse du premier mode TE
Pour calculer les modes TM, on procède de manière analogue. Dans un premier temps, on
décrit la composante longitudinale du champ électrique EZ. Puis on explicite les coefficients
aem et ben à partir du champ électrique Ee = EZ en x = a/2 –e. L’équation L(Ee) = 0 est alors
formulée en posant la continuité de HY entre les deux régions.
2
1
4
3
2
1
0
4
3
2
1
y (mm)
x (mm)
| ET |²
137
Annexe E : Mesure de la surface équivalente radar
avec un radar du type Frequency Modulated Continuous Waves
E-1. Outil de mesure : le radar
Les radars sont des capteurs qui sont conçus pour recueillir des informations sur les cibles
repérées [49]. En particulier, on peut connaître la distance à laquelle se situe un obstacle.
Lorsque les mesures sont effectuées en indoor, on peut ainsi facilement isoler un signal utile
au milieu des réflexions parasites.
Pour la mesure de la surface équivalente radar (SER), on a choisi un radar du type Frequency
Modulated Continuous Waves (FMCW) car sa réalisation est d’un point de vue technique
relativement simple, notamment concernant le traitement BF. Il permet en effet d’exploiter
une basse fréquence directement proportionnelle au chemin parcouru par l’onde entre les
antennes d’émission et de réception. D’autres systèmes, comme par exemple les radars à
impulsions, sont beaucoup plus délicats à mettre en œuvre.
E-1-1. Principe de fonctionnement
On réalise une modulation de fréquence pour laquelle la fréquence du signal émis suit dans le
temps une variation triangulaire. La fréquence du signal reçu suivra la même loi avec un
retard ∆ t lié au temps aller-retour de l’écho (voir Fig. 95).
Fig. 95 : variation dans le temps des fréquences émise et reçue
signal émis écho reçu
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Lorsqu’un obstacle se situe à une distance R, on a :
où c est la vitesse de la lumière dans le vide.
∆ t est de l’ordre de la nanoseconde tandis que fR ne dépasse pas quelques kHz. Ainsi,
On peut alors avancer qu’à chaque instant t l’écart entre les deux courbes de la Fig. 92 est
constant et vaut :
Repérer un obstacle à une distance R revient à isoler la sinusoïde de fréquence ∆f.
E-1-2. Schéma synoptique
Le schéma synoptique de la Fig. 96 montre comment on extrait la sinusoïde de fréquence ∆f ;
il a été simplifié pour la clarté de l’exposé.
Fig. 96 : schéma synoptique du radar FMCW
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Etude des signaux :
Or, on a
Après filtrage passe bande, on obtient :
Dans un problème radar, le terme ar est proportionnel à σ  , σ étant la SER de la cible. En
mesurant l’amplitude de la sinusoïde de fréquence ∆f, on peut ainsi extraire la SER de
l’obstacle.
E-1-3. Montage
La conception d’un radar FMCW dépend de l’application envisagée. Il s’agit dans notre cas
d’un outil de mesure de SER en indoor. En conséquence, des choix technologiques ont été
effectués en tenant compte du matériel disponible en laboratoire. Les éléments constitutifs de
la chaîne sont les suivants :
- Source HF modulée
Source RF HP 83590A avec f0 = { 8 GHz – 11 GHz }, ∆F = 200 MHz et Pin = 0 dBm.
Signal BF triangulaire avec fR = 470 Hz.
( ) ( ) ftftf re ∆=− (159)
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- Antennes [50]
Parabole Cassegrain de diamètre 40 cm à l’émission de gain 30 dB.
Cornet conique de diamètre 12 cm en réception de gain 20 dB.
Une parabole a été utilisée en émission pour réduire le niveau de bruit dû à la réflexion sur le
mur du fond. Par son ouverture de quelques degrés, cette antenne diminue fortement la zone
éclairée tout en garantissant un régime d’onde plane au niveau de la cible. Par contre, un
cornet de dimension adaptée à la zone de Fraunhoffer est utilisé en réception pour recueillir
l’onde sphérique rétrodiffusée par la cible.
- Coupleur en croix –30 dB.
- Multiplication e(t) × r(t)
Diode à pointe 1N23C.
Sur l’un des bras du coupleur on recueille un signal du type e(t) + r(t). Avec une diode
utilisée dans la zone quadratique, on peut extraire le produit e(t) × r(t) :
- Ligne à retard
30 m de câble coaxial de perte 0.6 dB/m et de permittivité effective εr_eff = 1,4.
Le spectre de s(t) fait apparaître aux basses fréquences un peigne de raies. Ce problème est dû
à une modulation d’amplitude parasite. La source HF en est principalement à l’origine. En
effet, les sources HF délivrent généralement une puissance qui diminue quand la fréquence
augmente. Il s’ensuit que lorsque l’on module un signal en fréquence, on génère dans le même
temps une modulation d’amplitude parasite. Dans le FMCW, cette modulation varie dans le
temps suivant la période de récurrence TR. La transformée de Fourrier du signal détecté fait
alors apparaître un spectre de raies espacées de fR . On ne peut donc pas détecter une cible
dont la fréquence caractéristique ∆f serait contenue dans ce spectre. Cependant, cet effet
diminue fortement au delà de certaines harmoniques. La solution consiste donc à ajuster les
paramètres afin de décaler la raie ∆f en dehors du spectre parasite. Pour ce faire, les
contraintes de notre problème réduisent la marge de manœuvre : l’excursion ∆F ne peut pas
être trop grande car elle fixe la résolution de la mesure ; quant à la fréquence de récurrence,
( ) ( )( ) ( ) ( ) ( ) ( )trte 2trtetrte 222 ×++=+ (161)
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elle n’a pas d’influence. Finalement, seule la variable R peut être modifiée. Les mesures étant
effectuées en indoor, la distance R a été artificiellement augmentée avec une ligne à retard.
La ligne à retard a été réalisée avec un câble coaxial qui est généralement utilisé en téléphonie
mobile. La structure de ce câble est conçue pour diminuer les pertes : le conducteur central est
maintenu hors de contact du conducteur extérieur avec un matériau diélectrique qui ne remplit
que partiellement l’intérieur du câble. Par ce procédé, les pertes diélectriques sont largement
diminuées. On a déterminé la permittivité relative effective εr_eff par réflectométrie. Cette
technique consiste à émettre une impulsion dans le câble ; en mesurant le retard dû à la
propagation, on accède à la vitesse de groupe qui est environ égale à la vitesse de phase pour
le mode quasi TEM. On en déduit alors la permittivité relative effective.
- Amplificateur HF de gain 23 dB
- circuit BF
Filtre passe bande { 10kHz – 100kHz }
Amplificateur de gain 60 dB
Dans ces conditions la fréquence utile ∆f est située aux alentours de 30 kHz. Le montage
complet est décrit Fig. 97.
Lorsque l’on effectue la manipulation, on s’aperçoit que la raie ∆f n’est pas unique : il y a un
ensemble de raies lié à la position de la cible. Cet étalement du spectre est la conséquence de
la modulation d’amplitude parasite, des non-linéarités du générateur et de la dispersion en
fréquence, principalement dans le câble. Cette imperfection pose le problème du repérage en
distance : il devient impossible de distinguer deux cibles séparées d’une distance trop courte
car leurs spectres se recouvrent. En particulier, une mesure en intérieur sera perturbée par la
proximité des murs. C’est pourquoi la cible est située à une distance suffisante du mur du fond
(quelques mètres) que l’on recouvre d’absorbants pour en diminuer la réflexion.
142
filtre passe bande
amplificateur BF
oscilloscope
numérique
out
in
amplificateur HF
Pin
analyseur de réseau
fo = { 8 GHz - 11 GHz }
générateur triangulaire
BF
f
t
RT
cornet conique
en réception
transition guide
rectangulaire / circulaire
parabole Cassegrain
 à l’émission
transition guide
rectangulaire / coaxial
câble de 30 m
détecteur à diode
coupleur en croix
Fig. 97 : radar FMCW en bande X
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E-1-4. Calibrage du banc
Pour étalonner le montage, on a mesuré la SER de plusieurs objets canoniques (sphère, dipôle
et plaque métallique). La SER théorique a été établie à partir de la formule analytique pour la
sphère (voir le paragraphe E-2 de cet annexe) et pour le dipôle (σ0 = 0,88 λ0 ² pour un dipôle
résonant λ0 /2 [26] ) tandis que le logiciel IE3D a été utilisé pour la plaque métallique. Le
tableau 3 rapporte les résultats du calibrage du radar.
SER considérées théorie mesure erreur
σsphère de rayon 20 mm - σdipôle résonant + 1.9 dB + 1.8 dB 0.1 dB
σplaque de côté 40 mm - σdipôle résonant + 15.1 dB + 14.6 dB 0.5 dB
Tableau 3 : comparaison des résultats théoriques et de mesure pour le calibrage du radar
Les résultats expérimentaux s’avèrent en adéquation avec la théorie ; les erreurs sont faibles.
On peut raisonnablement annoncer une précision de 0.5 dB sur les mesures.
E-2. Cible étalon : la sphère
Les mesures de SER sont effectuées par rapport à une cible étalon. La sphère a été retenue car
d’une part son positionnement devant le radar ne pose pas de difficulté d’orientation et d’autre
part la valeur de la SER est connue très précisément. En effet, la solution exacte de la SER
d’une sphère parfaitement métallique a été établie par Mie [22, pp. 293-298]. La formule
analytique est donnée par l’expression suivante :
où
Hn+1/2 (2) étant la fonction de Hankel sphérique de deuxième espèce.
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La Fig. 98 donne les variations de la SER théorique d’une sphère métallique pour différents
rayons.
Fig. 98 : solution exacte de la SER rétrodiffusée par une sphère parfaitement conductrice suivant le rayon
rsphère / λ0
SER normalisée σ0 / (pi rsphère²)
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Résumé
Les structures fractales planaires sont depuis quelques années utilisées dans la conception de
systèmes multi-bandes telles que les surfaces sélectives ou les antennes. Leur attrait est dû à la
géométrie particulière de ces objets qui combine plusieurs répliques d’un même motif à
différentes échelles. Théoriquement, le calcul électromagnétique rigoureux des structures
planaires s’appuie le plus souvent sur la technique de l’équation intégrale. Cependant à cause
de la présence de nombreux détails avec des rapports de dimension importants, le calcul
impliquant des structures multi-échelles peut exiger un effort numérique important ou encore
conduire à manipuler des matrices mal-conditionnées. Dans ce contexte, une méthode par
changement d’échelle est proposée pour résoudre les problèmes de diffraction avec des
structures fractales ou log-périodiques planaires. La modélisation aux différentes échelles de
ces objets suit un processus récursif à l’image de leur construction géométrique. Cette
approche permet un gain de temps considérable par rapport aux résolutions numériques
classiques, notamment par rapport à la méthode des moments. Dans le cadre de projets
d’étude amont pour le compte de Délégation Générale pour l’Armement, on a montré que
certains motifs fractals filaires et planaires sont des solutions attrayantes pour la conception
des paillettes pour le leurrage multi-bandes et des filets pour le camouflage radar multi-
bandes. La méthode par changement d’échelle s’est avérée être un outil performant pour le
dimensionnement de ces structures. Des mesures ont par ailleurs été effectuées qui confirment
les résultats numériques obtenus. En particulier un radar a été conçu au laboratoire pour
mesurer la surface équivalente radar des paillettes.
Mots clés : modélisation électromagnétique, multi-échelles, méthode modale, méthode
spectrale, fractales, multi-bandes, surfaces sélectives, paillettes, radar
Abstract
For few years planar fractal structures have been exploited in the design of multi-bands
devices such as selective surfaces or antennas. Their interest is due to their specific geometry
that combines a same pattern at different scales. Theoretically, the rigorous electromagnetic
calculus of planar structure is more often based on the technique of the integral equation.
However because of the presence of many details with important dimension ratios, the
calculus involving multi-scales structures can require an important numerical effort or can
lead to handle ill conditioned matrix. In that context, a method by scale changing is proposed
to solve problems of scattering involving planar fractal structures. The modeling at the
different scales of these structures follows a recursive process in the same way that it appears
in their geometric building. This approach saves a lot of time compared to other numerical
methods, notably compared to the method of moments. In the course of projects for the
General Delegation for Armament, it has been showed that some wire and planar fractal
structures are attractive solutions in the conception of multi-bands chaff for radar
countermeasure and multi-bands nets for radar camouflage. The method by scale changing is
an impressive tool to design these structures. Measurements have been made that confirm
numerical results. In particular, a radar has been developed in the laboratory to measure the
radar cross section of chaff.
Key words : electromagnetic modeling, multi-scales, modal method, spectral method,
fractals, multi-bands, selective surfaces, chaff, radar
