This note provides some equivalence results across the partition lattice, the monotypic lattice, and the subset lattice, for decomposing a multivariate density. r
Introduction
Lattice decomposition of a joint density is an approach that uses modern algebra to delineate the structure of a multivariate density. Streitberg [12, 13] used the partition lattice to decompose a density in order to obtain measures of multivariate dependency. Ip et al. [9] showed that the Lancaster/Bahadur decomposition [2, 10] can also be expressed as a lattice decomposition similar to Streitberg's. A characterizing property of both the Streitberg and Lancaster/Bahadur lattice *Corresponding author.
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decompositions is the reproducibility of the resulting interactions [11] . In other words, the decompositions lead to parameters with meanings that are invariant across different marginal distributions. This is a highly desirable property for marginal inference in categorical data analysis [7] . Unfortunately, this property is not present in the method most commonly used to analyze categorical data, which is the loglinear model [3, 8] . In contrast to the multiplicative loglinear model, in which probabilities are decomposed on the log-scale, the interactions in both the Streitberg and the Lancaster/Bahadur models are additive.
In this article, we provide some equivalence results concerning the representation of a multivariate joint density across several lattices, including those described above. The equivalence representation is both multiplicative and reproducible. The results are important for several reasons. First, although multiplicative models are now routinely used in statistics, most models are not reproducible [7] . Second, the equivalence decomposition forms the basis for defining a new class of reproducible measures of association. Finally, the combinatoric methods used in our proof are general and can be applied to functions other than density [9] .
Background

Lattice preliminary
Let N ¼ f1; y; ng: A partition s of N is a collection of disjoint non-empty subsets s 1 ; y; s k ; s i CN; i ¼ 1; y; k; where
Each s i is referred to as a block of s: For example, the partition 12j3j4 consists of the blocks 12, 3, and 4: A partial order ! is defined by refinement: for any partitions s; p of N; s!p if each block of s is contained in a block of p: For any two partitions s and p; there exist a unique least upper bound s3p and a unique greatest lower bound s4p: For instance, 12j3j431j2j34 ¼ 12j34 and 1j234412j34 ¼ 1j2j34: Thus the collection S ¼ PðNÞ of all partitions, together with the partial order !; form a lattice LðSÞ ¼ ðS; !Þ:
The subset lattice S ¼ BðNÞ is formed by the power set 2 N ; together with the partial ordering ! defined by inclusion: A; BABðNÞ; A!B if and only if ACB; and A3B ¼ A,B and A3B ¼ A-B:
For any finite lattice LðSÞ; there exists supremum # 1 and infimum # 0: As an example, for the partition lattice, # 1 ¼ 1?n; # 0 ¼ 1j2j?jn; for the subset lattice,
Let S denote a finite set and ! be a partial order relationship defined on S: For tAS; WðtÞ denotes a real-valued function defined on S: The sum function f of W at s is given by
WðtÞ: ð1Þ
The calculus of inversion on LðSÞ is determined by the Mo¨bius inversion function. Specifically, 
Three lattice decompositions
where F p i is the marginal distribution formed by the variables that belong to the non-empty subset p i of N: The following description about operators are rather general and they work on densities the same way they work on measures. We introduce three different lattices for decomposing a joint multivariate density: the monotypic lattice, the partition lattice, and the subset lattice.
The monotypic lattice representation describes the decomposition of a multivariate density due to the Lancaster/Bahadur symbolic notation [10] :
where in the expansion F i 1 ?i k ; the marginal distribution of ðX i 1 ; y; X i k Þ; is understood to substitute the product F
Ip et al. [9] showed that the symbolic representation (3) can be expressed in terms of interaction on a monotypic lattice MðNÞ; which is formed by removing from a partition lattice elements that contain two or more non-singleton blocks. Fig. 1 shows the structure of the monotypic lattice MðNÞ for n ¼ 4: The Lancaster/Bahadur interaction for n ¼ 4 is As an example, when n ¼ 4; Streitberg's measure of interaction is
The third method for decomposing the joint density is over the subset lattice BðNÞ: By convention, we set where jjsjj is the number of elements in s: For example, when n ¼ 4;
This ANOVA-type decomposition is used as a measure of dependence in the context of survival analysis [6] . All three decompositions are additive in the sense that the density is decomposed and aggregated on the probability scale. Note that there does not exist any restriction on the function F that is defined on the lattice, and that therefore the additivity condition on the probability scale is not necessary. Since the multiplicative model is the method of choice in categorical analysis [3, 5] , it is logical to apply a log transform to the function F : The following result suggests the equivalence of logtransformed decompositions over the monotypic, partition, and subset lattices.
Equivalence results
We first give the proof of equivalence between W ðBÞ log F and W ðMÞ log F :
Theorem 2.1.
Proof. Consider the coefficient of log F C ; CCN in the expansion of W ðMÞ log F : Observe that for jCjX2; the coefficient of log F C in the Lancaster's expansion is ðÀ1Þ nÀjCj : On the other hand, by collecting coefficients, we obtain the following coefficient for log F c ; where c is a singleton: 
For n ¼ 4; using log F in the place of F in (5) results in the following expression: W ðPÞ 1234 log F ¼ log F 1234 À ðlog F 12j34 þ other terms with 2 blocksÞ þ 2ðlog F 12j3j4 þ other terms with 3 blocksÞ À 6 log F 1j2j3j4 :
On collecting coefficients, the right-hand side reduces to W ðBÞ 1234 log F : The formal proof follows.
Proof. We require the following lemma in combinatorics. 
where jpj is the number of blocks of p:
We are not aware of any proof of Lemma 2.1 in the literature. The proof we give is an application of involution, which is described in the context of virtual and kspecies by Chen and Yeh [4] .
Consider a partition p ¼ p 1 jp 2 j?jp k : There are jpj! linear orders of the form p j 1 jp j 2 j?jp j k ; j k Af1; y; kg: Denote the family of linear orders of p by PðpÞ: Assign a weight of ðÀ1Þ jpj to each of the linear orders. It is clear that the left-hand side of (6) is the sum of weights in S PðpÞ: Assuming the endowed ordering in N; we ''pair off'' elements in S PðpÞ by the following operations: S1. Find the maximal element n in tA S PðpÞ: If it is not a singleton, then splinter n off to form a new block. That is, t 1 j?jft j \n; ngj?jt k -t 1 j?jt j jnj?jt k :
S2. If n is a singleton but is not the first element, then t 1 j?jt j jnj?jt k -t 1 j?jft j ; ngj?jt k :
S3. If n is a singleton but is the first element, then keep n in place, find the next maximal element n À 1; and repeat the S1 and S2, and so on.
As an example, 1j234-1j23j4; 234j1-23j4j1; both by S1; 1j2j4j3-1j24j3 by S2; 4j2j13-4j2j1j3 by S3 and S1.
All elements in S PðpÞ; except for njn À 1j?j1; pair off to sum to zero. The weight of the only ''unpaired'' element or fixed point, njn À 1j?j1 is, of course, ðÀ1Þ n : To establish the equivalence of the measures on the lattices PðNÞ and BðNÞ; we consider log f C for a fixed CCN and partitions of the form CjC 1 j?jC k ¼ Cjt: One finds, on collecting coefficients, that log f C has a coefficient equal to P t ðÀ1Þ jtj jtj! where the summation is over all possible partitions in N\C: By Lemma 2.1, the coefficient of log f C is ðÀ1Þ nÀjCj : &
Example and discussion
Although the equivalence decomposition over the three lattices resembles the representation in the loglinear model [3] , they are distinct in their meanings. The lattice decomposition is recursively defined for every marginal distribution by virtue of Eq. (1). Consider the trivariate distribution of ðX 1 ; X 2 ; X 3 Þ: The lattice decomposition of the density is jointly specified by the following set of equations: ; plus the equations for log F 13 ; log F 2 and so on. In the above system of equations, the quantity W 12 in F 123 is equal to W 12 in F 12 for all values of ðX 1 ; X 2 Þ: In the loglinear model, on the other hand, suppose that log p ijk ¼ u þ u 1ðiÞ þ u 2ðjÞ þ u 3ðkÞ þ u 12ðijÞ þ u 13ðikÞ þ u 23ðjkÞ þ u 123ðijkÞ ; and that the logarithm of its marginal distribution for
; u % 1ðiÞ au 1ðiÞ ; u % 2ðjÞ au 2ðjÞ ; and u % 12ðijÞ au 12ðijÞ : The consistency of meaning across marginal distribution, or the reproducibility property, is important in the analysis of clustered data such as those collected from car accidents, for example. In such cases, it is desirable to use a representation such that the meaning of the correlation between the degrees of injury to the driver and the passenger seated in the front is consistent across cars with different numbers of passengers. The equivalence representation therefore offers a potentially useful tool for such applications.
