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INDEX CHARACTERIZATION FOR FREE BOUNDARY
MINIMAL SURFACES
HUNG TRAN
Abstract. In this paper, we compute the Morse index of a free boundary
minimal submanifold from data of two simpler problems. The first is the fixed
boundary problem and the second is concered with the Dirichlet-to-Neumann
map associated with the Jacobi operator. As an application, we show that the
Morse index of a free boundary minimal annulus is equal to 4 if and only if it
is the critical catenoid.
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1. Introduction
The goal of this paper is to study the Morse index of a free boundary minimal
submanifold (FBMS), particularly of codimension one. Given an orientable man-
ifold Ωn with boundary ∂Ω, a FBMS is a critical point of the volume functional
among all submanifolds with boundaries in ∂Ω. As a consequence, a properly im-
mersed Σ ⊂ Ω is a FBMS if and only if its mean curvature vanishes and ∂M meets
∂Ω perpendicularly. The simplest example is an equatorial plane in the unit Eu-
clidean ball. Another simple known example is the critical catenoid with rotational
symmetry (see Section 4).
Due to that intriguingly geometrical combination of minimality and boundary
orthogonality, the subject has attracted widespread interest which can be traced
back to [14, 27]. Several existence results were obtained by different methods in-
cluding various minimax constructions, varifold theory, minimizing the Dirichlet
functional and maximizing the first Steklov eigenvalue; see [5, 24, 30, 31, 34, 15,
19, 8, 21, 23, 12, 13] and references therein. There has also been extensive research
aimed at understanding the boundary regularity of FBMS (see [20, 18, 17, 16]
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and the excellent survey in [7, Chapter 2]). Roughly speaking, when ∂Ω is smooth
enough, the boundary of a FBMS is as smooth as ∂Ω. In particular, if ∂Ω is real an-
alytic then Σ is real analytic and can be continued analytically across the boundary.
Recently, the subject has gained even more popularity due to a new perspective
related to extremal metrics for Steklov eigenvalues, primarily due to the work of A.
Fraser and R. Schoen [10, 11, 12]. As this concept is important to our approach,
let us explain it.
Steklov eigenvalues are associated with the harmonic extension of functions de-
fined on the boundary. Specifically, given h ∈ C∞(∂Σ), we consider the problem:{
∆hˆ = 0 on Σ,
hˆ = h on ∂Σ.
The Dirichlet-to-Neumann map associated with the Laplacian,
L∆ : C
∞(∂M) 7→ C∞(∂M),
is given by
(1.1) L∆h =
∂hˆ
∂η
.
It is well known that ∆ is an elliptic self-adjoint operator and that the harmonic
extension has a unique solution. As a consequence, L∆ is a non-negative self-adjoint
operator with discrete spectrum 0 = ξ0 < ξ1 ≤ ξ2 ≤ ... tending to infinity. The
elements of the spectrum are called Steklov eigenvalues.
In connection with our earlier discussion, when Ω is a Euclidean ball, the coor-
dinate functions of a FBMS are eigenfunctions with Steklov eigenvalue 1. On the
hand, it is well-known that the coordinate functions of a minimal submanifold in a
sphere are eigenfunctions of the Laplacian. These observations provide an analogy
between two settings.
Our main focus here is to better understand the Morse index, which intuitively
gives the number of distinct admissible deformations which decrease the volume to
second order. One motivation is from the analogy to minimal submanifolds in a
sphere, where remarkable results have been obtained recently. For minimal surfaces
in S3, due to J. Simons [28], the index is at least 1 and equality happens only for
the totally geodesic immersion. Then a non-totally geodesic minimal surface has
index at least 5 and, due to F. Urbano [32], the Clifford torus is the only one with
that index. What is more, that index characterization plays a key role in the recent
celebrated proof of the Willmore conjecture by F. Marques and A. Neves [22].
For a FBMS, less is known. There are restrictions on the topology of a FBMS
with low index under some curvature assumptions [25, 4]. Also, we mention recent
papers giving lower estimates of the index by topological data [26, 1]. It is likely
that those inequalities are not sharp.
If Ω is a Euclidean ball, then the equatorial disk has index 1 (see [9] or Remark
3.2). It is conjectured that the critical catenoid is the only FBMS in B3 with index
4. In this direction, Fraser and Schoen showed that, if Σk ⊂ Bn is not a plane disk,
then its index is at least n [12, Theorem 3.1].
This paper takes the following approach. Inspired by the work of Fraser and
Schoen [12], we’ll reduce the analysis of the Morse index into simpler point-wise
3problems, studying variations fixing the boundary and Steklov eigenvalues associ-
ated with the Jacobi operator. As an application, we partially address the conjec-
ture above by showing that the critical catenoid is the only free boundary minimal
annulus with index 4.
To describe our results, let us restrict our attention to when Σk ⊂ Ωk+1 is a
smooth, properly immersed, and orientable FBMS. Thus Σ is two-sided (when Σ is
one-sided one can consider its double cover). Consequently, there exists a smooth
unit normal vector field ν and we may restrict our attention to normal variations
of the form V = uν for any smooth function u. The second variation of volume of
Σ(t) at Σ = Σ(0) is the index bilinear form ([23])
S(u, u) =
d2
dt2
Vol(Σ(t)) |t=0
=
∫
Σ
|∇Σu|2 − (RcΩ(ν, ν) + |h|2)u2dµ+
∫
∂Σ
〈∇Ων ν, η〉u2da.
Here the superscripts indicate the context of corresponding operators; |h| is the
norm of the second fundamental form of Σ ⊂ Ω, Rc denotes the Ricci tensor and η
is the outward conormal vector along ∂Σ and is perpendicular to ∂Ω. Therefore,〈∇Ων ν, η〉 = h∂Ω(ν, ν),
where h∂Ω(., .) is the second fundamental form with respect to the outward unit
normal of ∂Ω ⊂ Ω.
Definition 1.1. The Morse index of Σk ⊂ Ωk+1 is the maximal dimension of a
subspace of C∞(Σ) on which the second variation is negative definite. The nullity
is the dimension of the kernel of the index form; that is, the set of all u such that
S(u, v) = 0 for all v.
Recall the Jacobi operator
(1.2) J = ∆Σ +Rc(ν, ν) + |hΣ|2.
It is well known ([1], [26], [23]) that the index is equal to the number of negative
eigenvalues counting multiplicity for the following system,{
(∆Σ +Rc(ν, ν) + |hΣ|2)u = Ju = −λu on Σ,
∂u
∂η
= −h∂Ω(ν, ν)u on ∂Σ.
If we restrict to variations fixing the boundary then the boundary integral dis-
appears. That leads to the following system:
(1.3)
{
Ju = −λu on Σ,
u ≡ 0 on ∂Σ.
The number of negative eigenvalues for (1.3) is generally smaller than the Morse
index because of the boundary condition. The influence of the boundary is then
analyzed by the following Dirichlet-to-Neumann map associated with the Jacobi
operator.
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Given a function h ∈ C∞(∂Σ), consider the Jacobi extension of h (See Lemma
2.5): {
Jhˆ = 0 on Σ,
hˆ = h on ∂M .
Associated is its Dirichlet-to-Neumann map (see Subsection 2.2)
(1.4) LJh =
∂hˆ
∂η
.
It turns out that LJ has a discrete spectrum tending to infinity.
Our first result characterizes the Morse index and nullity by data from the cor-
responding problem with fixed boundary and the Dirichlet-to-Neumann map asso-
ciated with Jacobi operator.
Theorem 1.2. Let Σk ⊂ Ωk+1 be a smooth, properly immersed, orientable FBMS
such that h∂Ω(ν, ν) = −c, a constant. Then, we have:
• The Morse index is equal to the number of non-positive eigenvalues of the
fixed boundary problem (1.3) plus the number of eigenvalues less than c of
the Dirchlet-to-Neumann map (1.4), counting multiplicities.
• The nullity is equal to the nullity of (1.3) plus the dimension of the eigenspace
with eigenvalue c of (1.4).
Remark 1.1. It is clear that S(., .) is negative on eigenfunctions with negative
eigenvalues of (1.3). Next, if hˆ is a Jacobi extension of h such that LJ hˆ = δh for
δ < c, then
S(hˆ, hˆ) = (δ − c)
∫
∂Σ
h2 < 0.
The crucial non-triviality in the proof is that eigenfunctions with eigenvalue 0 of
(1.3) can be modified to give negative deformations, see Lemma 3.2.
As an application, we give a partial index characterization of the critical catenoid.
Theorem 1.3. The critical catenoid in B3 has Morse index 4 and nullity 3. Con-
versely, a free boundary minimal annulus in B3 with index 4 must be the critical
catenoid.
Remark 1.2. We learned the converse statement from Richard Schoen’s lecture in
2015. Upon completion of this paper, it comes to our attention that catenoid having
index 4 is independently proved by B. Devyver [6] and G. Smith and D. Zhou [29] by
different methods. Also some results of Subsection 3.1 are independently observed
by B. Devyver and A. Fraser [6].
The organization of the paper is as follows. Section 2 collects notation and
preliminaries. Then, in Section 3, we give a proof of Theorem 1.2 and discuss a
generalization and estimates in the case h∂Σ(ν, ν) is not constant. Finally, we com-
pute the index of the critical catenoid in Section 4.
Acknowledgments: The author would like to thank Richard Schoen for inspir-
ing lectures and extensive discussion. The author has also benefited greatly from
conversations with Xiaodong Cao, David Wiygul, and Peter McGrath. Finally, the
author is grateful to an anonymous referee for detailed and constructive suggestions.
52. Notation and Preliminaries
This section collects notation and preliminary results.
We adopt the following setting:
• Σk is a smooth, orientable, properly immersed FBMS with boundary ∂Σ
in the smooth orientable manifold Ωk+1 with boundary ∂Ω. We note that
if Ω is simply connected then the orientability of Σ is automatic.
• When Ω = Bk+1, the Euclidean ball of radius 1, we let X denote the
position vector.
• η denotes the outward conormal vector along the boundary. Note that if Σ
is a FBMS in Bk+1 then η = X on ∂Σ.
• ν is a choice of normal vector to the surface such that, if Σ is non-equatorial
FBMS in Bk+1, then ζ = 〈X, ν〉 is positive at some point.
• For Σk ⊂ Ωk+1, with respect to a local orthonormal frame e1, ...ek tangent
Σ, the second fundamental form is defined as,
hΣij =
〈∇Ωeiej , ν〉 = − 〈∇Ωeiν, ej〉 .
Then |hΣ| denotes its norm and the mean curvature of Σ is just its trace.
• For a fixed vector a ∈ Rn, Xa = 〈X, a〉 , νa = 〈ν, a〉 .
• We’ll drop the volume form when the context is clear.
Recall the bilinear form associated with the second variation for a FBMS Σk ⊂
Ωk+1, for h, f ∈ C∞(Σ),
S(f, h) =
∫
Σ
∇f∇h− (Rc(ν, ν) + |hΣ|2)fh+
∫
∂Σ
h∂Ω(ν, ν)fh.(2.1)
This motivates the following generalization.
Definition 2.1. Given φ,m ∈ C∞(Σ) such that φ ≥ ǫ > 0 and a constant α, we
define:
J = ∇(φ∇) +m;
Q(h, f) =
∫
Σ
φ∇f∇h−mfh,
S(h, f) =
∫
Σ
φ∇f∇h−mfh− α
∫
∂Σ
φfh
= Q(h, f)− α
∫
∂Σ
φfh.
Note that the choice of J is such that,∫
Σ
hJf − fJh = −
∫
∂Σ
φ(fDηh− hDηf),
S(u, v) =
∫
Σ
φ∇f∇h−mfh− α
∫
∂Σ
φfh
= −
∫
Σ
uJv +
∫
∂Σ
(Dηv − αv)uφ.
Consequently, we define the index and nullity associated with S(·, ·) as follows.
Definition 2.2. The index with respect to the bilinear form S(·, ·) is the maximal
dimension of a subspace of C∞(Σ) in which S(·, ·) is negative definite. The nullity
is the dimension of the set of all u such that S(u, v) = 0 for all v.
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Remark 2.1. When S(·, ·) is the bilinear form associated with the second variation
formula, then the definition above recovers the Morse index of Σ.
2.1. The Fixed Boundary Problem. If we restrict to variations fixing the bound-
ary then the boundary integral in (2.1) disappears. Similarly, to understand the
index of S(·, ·), we first consider functions vanishing at the boundary. That will be
relevant when we study the Dirichlet boundary value problem for Jacobi operator.
As φ ≥ ǫ > 0, it follows that J is an elliptic and self-adjoint differential operator
with compact resolvent. In particular, by spectral theory, J has a discrete spectrum
that goes to infinity. Each eigenfunction u with eigenvalue λ satisfies the following
system,
(2.2)
{
Ju = −λu on Σ,
u ≡ 0 on ∂Σ.
The eigenvalues can be characterized by the min-max principle:
(2.3) λk(J) = min
Vk⊂W10
max
u∈Vk
Q(u, u)∫
Σ
u2
,
where each Vk is k-dimensional subspace of W1,20 (Σ).
Definition 2.3. Let J−0 (J 00 ) denote the space of eigenfunctions with negative
(zero) eigenvalues for (2.2). The dimension of J 00 is the nullity of (2.2).
We note that each space above is finite dimensional. As a consequence, the
following will be crucial in later analysis.
Definition 2.4. When the nullity is positive, let {wi, i = 1, .., dim(J 00 ))} be a
basis of J 00 . We define,
DηJ 00 = span(bi = Dηwi, i = 1, .., dim(J 00 )).
Let DηJ 00 ⊂ C∞(Σ) be the space of all u ∈ C∞(Σ) such that u|∂Σ ∈ DηJ 00 .
Remark 2.2. It is clear that dim(DηJ 00 ) = dim(J 00 ).
Remark 2.3. For a FBMS in a Euclidean ball, dim(J 00 ) > 0 (Subsection 2.3).
2.2. The Dirichlet-to-Neumann map. Given a function h ∈ C∞(∂Σ), consider
the J-extension (Dirichlet problem associated with operator J) of h:{
Jhˆ = 0 on Σ,
hˆ = h on ∂Σ.
The following result is well known.
Lemma 2.5. Given h ∈ C∞(∂Σ), the J-extension exists and is unique up to an
addition of w ∈ J 00 if and only if, for all b ∈ DηJ 00 ,∫
∂Σ
φbh = 0.
In other words, h ∈ (DηJ 00 )⊥ ⊂ C∞(∂Σ) with respect to the φ-weighted L2 inner
product over ∂Σ.
7Proof. The kernel of J with Dirichlet boundary data is J 00 . By the Fredholm
alternative, the extension exists if and only if, for any extension h of h and any
w ∈ J 00 ,
0 =
∫
Σ
wJh
=
∫
Σ
hJw +
∫
∂Σ
φ(wDηh− hDηw)
= −
∫
∂Σ
φhDηw.
Since Dηw ∈ DηJ 00 the result follows. 
Even though the extension is generally not unique, it is unique up to an addition
of J 00 . Consequently, the single-valued Dirichlet-to-Neumann operator on (DηJ 00 )⊥
is defined as follows. For h ∈ (DηJ 00 )⊥ there is a unique J-extension hˆ such that
Dηhˆ ∈ (DηJ 00 )⊥. Then,
LJ : (DηJ 00 )⊥ 7→ (DηJ 00 )⊥
is given by
(2.4) LJh = Dηhˆ.
Remark 2.4. Since J with Dirichlet boundary condition possibly has non-trivial
kernel, it is possible to define a multi-valued Dirichlet-to-Neumann map. Due to the
symmetry of the corresponding functional and compactness of the trace operator,
the multi-valued operator is self-adjoint with compact resolvent and bounded below
(see [2, Thm 4.5, Prop 4.8, Thm 4.15] and [3] for details). In particular, the single-
valued part defined as above is a self-adjoint operator with discrete spectrum. The
elements in that spectrum are called J-Steklov eigenvalues.
The J-Steklov eigenvalues can be characterized variationally. Let Vk ⊂ (DηJ 00 )⊥
denote a k-dimensional subspace, then
δk(LJ) = min
Vk⊂(DηJ 00 )
⊥
max
h∈Vk
Q(hˆ, hˆ)∫
∂Σ
φh2
,(2.5)
where hˆ is any J-extension of h.
Remark 2.5. As a consequence, for LJ hˆ = δh and δ < α, S(hˆ, hˆ) < 0. Therefore,
J−Steklov eigenvalues play a role in the analysis of the index.
In particular, we introduce the following notations.
Definition 2.6. We let Eδ denote the eigenspace of LJ associated with the eigen-
value δ. Then,
Eˆδ = {hˆ | h ∈ Eδ and Dηhˆ = δh}.
Remark 2.6. Note that elements of
⊕
δ<∞ Eˆδ that are L
2-orthogonal on ∂Σ are
also orthogonal with respect to the bilinear form S(·, ·).
Remark 2.7. Since LJ is bounded below and the spectrum is discrete,
⊕
δ<cEδ is
of finite dimension.
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2.3. FBMS in a Euclidean ball. This subsection applies the abstract setting
above to the concrete case of a FBMS in the unit Euclidean ball Bk+1.
Rc(ν, ν) = 0,
h
∂Bk+1(ν, ν) = −1.
So, choosing φ ≡ 1 = α, m = |hΣ|2 yields:
J = ∆+ |hΣ|2.
For simplicity, we denote hΣ by h. The minimality implies,
∆Xa = 0,
Jνa = 0.
It follows that, for ζ = 〈X, ν〉,
(∆ + |A|2)ζ = 0.
Similarly, for a skew-symmetric matrix M ∈ so(n), the Lie algebra of the rotation
group SO(n),
(∆ + |A|2) 〈MX, ν〉 = 0.
Here, 〈MX, ν〉 represents the normal speed corresponding to a rotation determined
by M . In R3, using the cross product ×, the infinitesimal normal speed associated
with a rotation around a constant vector a is 〈X × ν, a〉 .
Next, we consider behavior along the boundary. First, the perpendicular bound-
ary condition implies ζ|∂Σ = 0 so ζ ∈ J 00 . Second, for a FBMS, Xa is an eigenfunc-
tion with eigenvalue 1 of (1.1) (see [10, 12] for more details). That is,
DηXa = Xa,
0 =
∫
∂Σ
Xa.
Then, it is interesting to study boundary derivative. Towards that end, it is
observed that the free boundary condition implies that, along ∂Σ, h is diagonalized
by X and tangential vectors to ∂Σ. As a consequence, we compute,
Dηνa = DX 〈ν, a〉 = −h(X,X)Xa = −h(η, η)Xa,
Dηζ = DX 〈X, ν〉 = −h(η, η),
Dη 〈MX, ν〉 = 〈MX, ν〉 .
Therefore, along ∂Σ, h(X,X) ∈ DηJ 00 and νa, 〈MX, ν〉 ∈ (DηJ 00 )⊥. That is,∫
∂Σ
h(X,X)νa = 0 =
∫
∂Σ
h(X,X) 〈MX, ν〉 .
Furthermore, 〈MX, ν〉 is an eigenfunction of (1.4) with eigenvalue 1.
The following lemma generalizes [12, Prop. 3.1]. The proof is analogous and
provided for completeness.
9Lemma 2.7. Let Σk ⊂ Bk+1 be a properly immersed FBMS. We have, for a, b
constant unit vectors,
S(νa, νb) =
∫
∂Σ
kXaXb − 〈a, b〉 ,
S(νa, νa) = −k
∫
Σ
ν2a .
Proof. We compute, for Jνa = Jνb = 0 inside Σ,
S(νa, νb) =
∫
∂Σ
νaDηνb − νaνb
= −
∫
∂Σ
νah(X,X)Xb + νaνb.
Along ∂Σ, let {ei}k−1i=1 , ek = X = η be a local orthogonal frame and (·)T the
tangential component of a vector field. Then, a = XaX + νaν + a
T and
div∂Σ(νaν + a
T ) = div∂Σ(a−XaX)
= −(k − 1)Xa.
On the other hand,
div∂Σ(νaν + a
T ) = div∂Σ(a
T ) +
∑
i
νa 〈∇eiν, ei〉
= div∂Σ(a
T )−
∑
i
νah(ei, ei) = div∂Σ(a
T ) + νah(η, η).
Therefore, by applying the divergence theorem,∫
∂Σ
νaDηνb =
∫
∂Σ
Xb(div∂Σ(a
T ) + (k − 1)Xa)
=
∫
∂Σ
(k − 1)XaXb −
∫
∂Σ
aT bT .
Consequently,
S(νa, νb) =
∫
∂Σ
νaDηνb − νaνb
=
∫
∂Σ
(k − 1)XaXb −
∫
∂Σ
(
〈
aT , bT
〉
+ νaνb) =
∫
∂Σ
kXaXb − 〈a, b〉 .
When a = b, we consider the vector field V = X−kXaa. By divergence theorem
again, ∫
Σ
kν2a =
∫
Σ
div(V ) =
∫
∂Σ
〈X,V 〉 =
∫
∂Σ
(1− kX2a) = −S(νa, νa).
That concludes the proof. 
A consequence is the following whose proof is also analogous to [12, Prop 3.1].
Corollary 2.8. Let Σk ⊂ Bk+1 be a properly immersed FBMS. If Σ is not equato-
rial, then
dim(
⊕
δ<1
Eδ) ≥ k + 1.
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Proof. Let {ei}k+1i=1 be an orthonormal basis of Rk+1, νi = 〈ν, ei〉 and
V = span(ν1, ..., νk+1).
By Lemma 2.7, S(·, ·) is negative definite on V . Furthermore, for any w ∈ V ,
w |∂Σ∈ (DηJ 00 )⊥. Also dim(V ) = k + 1 (otherwise, there is a constant vector a
such that νa = 0, which implies that Σ is equatorial). Finally, we observe that
Q(νa, νa) = S(νa, νa) + ||h||2L2(∂Σ) < ||h||2L2(∂Σ).
The result then follows from the min-max characterization (2.5). 
We also observe a preliminary estimate for the first eigenvalue of LJ .
Proposition 2.9. Let δ1 be the first eigenvalue of LJ . Then
δ1 ≤ 0,
and equality occurs if Σ is flat.
Proof. We compute, as in Lemma 2.7,
S(νi, νi) =
∫
∂Σ
kX2i − 1,
k+1∑
i=1
S(νi, νi) =
∫
∂Σ
(k − (k + 1)) = −L(∂Σ).
Each νi is a Jacobi field and can be used as a test function for the variational
characterization (2.5) of δ1. Therefore,
S(νi, νi) ≥ (λ1 − 1)
∫
∂Σ
ν2i ;
k+1∑
i=1
S(νi, νi) ≥ (λ1 − 1)L(∂Σ).
Combining these equations yields that λ1 ≤ 0.
Now if Σ is flat, then |h|2 = 0. Consequently, the Jacobi operator reduces to the
regular Laplacian and so the result follows. In this case, ν is a constant vector. 
There is a partial result in the reverse direction. We first recall the following
which was noted in the proof of Prop 8.1 of [12].
Lemma 2.10. Let Σk ⊂ Bk+1 be a properly immersed FBMS with ζ positive ev-
erywhere inside Σ. Then the first eigenvalue for the fixed boundary problem (2.2)
is 0. In particular, J −0 = ∅ and J 00 = span(ζ).
Proof. It is noted earlier that ζ is an eigenfunction of (2.2) with eigenvalue 0. By
general spectral theory, since ζ is positive inside Σ it must be a first eigenfunction
and the corresponding eigenspace has dimension 1. The result then follows. 
Remark 2.8. If Σ is star-shaped, or equivalently a polar graph, then the assumption
on ζ is satisfied.
Proposition 2.11. Let Σk ⊂ Bk+1 be a properly immersed FBMS with δ1(LJ) = 0
and ζ positive everywhere inside then it must be an equatorial hyperplane.
11
Proof. If λ1 = 0 then equality happens in each estimate in the proof of Prop. 2.9.
Thus, each νi has a decomposition
νi = wi + vi,
where wi ∈ J 00 and vi ∈ Eˆ0. Since ζ is positive everywhere inside, by Lemma 2.10,
J 00 = span{ζ}. Consequently, wi = ciζ. Thus, we have the following equation
along the boundary,
−h(X,X)Xi = Dηνi
= Dη(ciζ + vi) = cih(X,X).
If |h| is non-zero except for a set of measure zero along the boundary then each Xi
is a constant almost everywhere, a contradiction. Therefore, |h| vanishes on a set
of positive measure. As a FBMS is real analytic, |h| must vanish everywhere and
so Σ must be an equatorial hyperplane. 
Corollary 2.12. Suppose Σ2 ⊂ B3 be a properly immersed FBMS of genus 0 and
it has first Steklov eigenvalue 1 and first J-Steklov eigenvalue 0. Then Σ must be
an equatorial hyperplane.
Proof. By [12, Prop 8.1], if Σ is of genus 0 and has first Steklov 1, then Σ must be
star-shaped. Hence, the statement follows from Prop. 2.11. 
3. Index Theorem
In this section, we relate the index and nullity of the free boundary problem
(using the general setup as in Definition 2.1)to the index of the fixed boundary
problem (2.2) and dimensions of J-Steklov eigenspaces. Unless otherwise stated,
orthogonal decomposition is with respect to S(., .).
Recall Definitions 2.4, 2.6 and observe the following.
Lemma 3.1. We have the following orthogonal decomposition with respect to the
bilinear form S(., .),
C∞(Σ) =
⊕
δ<c
Eˆδ ⊕
⊕
δ≥c
Eˆδ ⊕DηJ 00 ;
DηJ 00 = J −0 ⊕ (J−0 )⊥.
Proof. For any function u ∈ C∞(Σ), u|∂Σ = b + h for b ∈ DηJ 00 and h ⊥ DηJ 00
with respect to L2(∂Σ, φda). By Lemma 2.5 and its following discussion, h has an
extension hˆ such that Dηhˆ ∈ (DηJ 00 )⊥. Then, for w = u− hˆ, w ∈ DηJ 00 , w|∂Σ = b,
and
S(w, hˆ) =
∫
Σ
−wJhˆ+
∫
∂Σ
(Dηhˆ− αhˆ)φb,
=
∫
∂Σ
bφDηhˆ,
= 0.
The last equality follows because Dηhˆ ⊥ DηJ 00 .

Remark 3.1. (J −0 )⊥ ⊂ DηJ 00 is an infinite dimensional vector space which in-
cludes J 00 as a subspace.
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We observe the following properties of (J −0 )⊥ ⊂ DηJ 00 .
Lemma 3.2. For each u ∈ (J −0 )⊥ let Wu = {f ∈ (J−0 )⊥, f|∂Σ = ku|∂Σ}.
a. If u|∂Σ ≡ 0 then S(·, ·) is non-negative definite on Wu.
b. If u|∂Σ 6≡ 0 then S(·, ·) restricted to Wu has index exactly equal to 1.
Proof. For u ∈ (J−0 )⊥, there is a unique w ∈ J 00 such that Dηw = u|∂Σ and for
any constant c, u+ cw ∈Wu.
a. Since u ⊥ J −0 with respect to S(·, ·), for each h ∈ J−0 and Jh = −λh,
0 = S(u, h) =
∫
Σ
−uJh+
∫
∂Σ
φu(Dηh− αh)
=
∫
Σ
λuh.
The second equality follows from u|∂Σ ≡ 0. Since each λ 6= 0, u ⊥ J −0 with respect
to L2(Σ) and, since u|∂Σ ≡ 0, the statement follows from the min-max characteri-
zation of eigenvalues of (2.2).
b. We compute,
S(u+ cw, u+ cw) = S(u, u) + c2S(w,w) + 2cS(u,w),
= S(u, u) + 2c
∫
∂Σ
φu(Dηw),
= S(u, u) + 2c
∫
∂Σ
φu2.
Since it is possible to choose c to make the expression negative, the index of S(·, ·)
restricted to Wu is at least one.
To show that the index is exactly equal to 1, let W ′ ⊂ Wu be a maximal space
in which S(., .) is negative definite. If dim(W ′) ≥ 2, then there exist linearly
independent functions h, f ∈ W ′ ⊂Wu such that
h|∂Σ = kf|∂Σ = Dηw.
Therefore,
(h− kf)|∂Σ = w − w = 0.
By part (a), S(h−kf, h−kf) ≥ 0. Since 0 6≡ u−kv ∈ W ′, this gives a contradiction
to the definition of W ′. Thus, the statement follows. 
Now we are ready to characterize the index of S(·, ·).
Theorem 3.3. Let (Σ, ∂Σ) be a smooth compact Riemannian manifold with bound-
ary. Given φ,m ∈ C∞(Σ) such that φ > 0 and a constant α, S(·, ·) is defined as in
Definition 2.1. Then the index of S(., .) is equal to
dim(J 00 ) + dim(J−0 ) + dim(
⊕
δ<α
Eδ).
Also any maximal space on which S(., .) is negative definite, by projection, is iso-
morphic to
⊕
δ<α Eˆδ ⊕ J−0 ⊕ U where U is constructed in the proof of Prop. 3.4.
The proof is divided into Prop. 3.4 and Prop. 3.5 below.
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Proposition 3.4. The index of S(., .) is at least
dim(J 00 ) + dim(J−0 ) + dim(
⊕
δ<α
Eδ).
Proof. The idea is to construct a space of this dimension on which S(·, ·) is negative
definite. Recall that, for any constant c and X = (J −0 )⊥ ⊂ DηJ 00 ,
C∞(Σ) =
⊕
δ<c
Eˆδ ⊕
⊕
δ≥c
Eˆδ ⊕ J−0 ⊕X,
where the direct sum decomposition is orthogonal with respect to S(·, ·).
From the construction (see Definitions 2.3 and 2.6 and also equation (2.5)), it is
clear that S(·, ·) is negative definite on J −0 and
⊕
δ<α Eˆδ.
By Lemma 3.2, a function u ∈ X that is not identically zero gives rise to a
one-dimensional subspace on which S(., .) is negative definite. Furthermore, the
construction is solely dependent on the boundary value of u and independent of
J−0 and
⊕
δ<α Eˆδ. As a result, we expect there to be dim(J 00 ) additional indepen-
dent deformations on which S(·, ·) is negative definite.
Here is the precise construction. Let B = DηJ 00 and N = dim(B) = dim(J 00 ).
For each bi ∈ B, see (2.4), let b′i be an extension such that b′i ∈ X = (J −0 )⊥. Since
both the φ−weighted L2 inner product and the bilinear form S(·, ·) are symmetric,
there is a set of functions denoted by the same notation b′i, i = 1, ..., N such that,
• b′i ∈ X .
• ∫
∂Σ φb
′
ib
′
j = δij .
• S(b′i, b′j) = 0 if i 6= j.
By Lemma 3.2, for each b′i we can choose ui = b
′
i + ciwi ∈ X, such that
• wi ∈ J 00 ,
• ui = b′i = Dηwi on ∂Σ,
• S(ui, ui) < 0.
Claim: S(., .) is negative definite on U = span(u1, ...uN ).
Proof of the claim: We compute, for i 6= j,
S(ui, uj) = S(b
′
i + ciwi, b
′
j + cjwj)
= S(b′i, b
′
j) + ciS(wi, b
′
j) + cjS(wj , b
′
i) + cicjS(wi, wj)
= S(b′i, b
′
j) + ci
∫
∂Σ
φ(Dηwi)b
′
j + cj
∫
∂Σ
φ(Dηwj)b
′
i
= S(b′i, b
′
j) + (ci + cj)
∫
∂Σ
φb′ib
′
j
= 0.
Therefore, the claim follows.
Since U ⊂ X, by Lemma 3.1, S(., .) is negative definite on W = U ⊕ J−0 ⊕⊕
δ<α Eˆδ. Clearly, dim(U) = dim(B) = dim(J 00 ) so the statement follows. 
Proposition 3.5. The index of S(., .) is at most
dim(J 00 ) + dim(J−0 ) + dim(
⊕
δ<α
Eδ).
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Proof. LetW = U⊕J −0 ⊕
⊕
δ<α Eˆδ as in Prop. 3.4 andW
′ be a maximal subspace
of C∞(Σ) on which S(·, ·) is negative definite.
We consider the projection of W ′ to W , P = ProjSW (W
′), with respect to the
bilinear symmetric form S(., .).
Claim: P =W . In other words, the projection is onto.
Proof of claim: If not then there exists a non-trivial function u such that,
• u ∈W ,
• S(u,w′) = 0 for any w′ ∈W ′.
It follows immediately that S(·, ·) is negative definite on W ′ ⊕ span(u), a contra-
diction to the maximality of W ′. Thus the claim follows.
Next, if dim(W ′) > dim(W ), then, by the dimension theorem, the kernel of the
projection is nontrivial. If µ is in the kernel, then
• For any w ∈W , S(µ,w) = 0,
• S(µ, µ) < 0.
By Lemma 3.1, since µ is S-orthogonal to W = U ⊕ J−0 ⊕
⊕
δ<α Eˆδ, we can write
µ = v + h such that:
• v ∈ X = (J −0 )⊥ ⊂ DηJ 00 and h ∈
⊕
δ≥α Eˆδ,
• v is S-orthogonal to U . In other words, S(u, v) = 0 for any u ∈ U .
Claim: S(v, v) ≥ 0.
Proof of the claim: Since v ∈ X ⊂ DηJ 00 , v|∂Σ ∈ DηJ 00 . If v|∂Σ ≡ 0, then the
claim follows from Lemma 3.2(a). Otherwise, there is u ∈ U such that u = v on
∂Σ. By the same argument as in Lemma 3.2,
0 ≤ S(u− v, u − v),
= S(u, u) + S(v, v)− 2S(u, v),
= S(u, u) + S(v, v) < S(v, v).
The last inequality follows because S(u, u) < 0. So the claim follows.
Furthermore, S(h, h) ≥ 0 by the variational characterization for ⊕δ≥α Eˆδ and
(2.5). By Lemma 3.1, S(h, v) = 0. Putting everything together, we have,
S(µ, µ) = S(h+ v, h+ v) = S(h, h) + S(v, v) ≥ 0.
That contradicts the fact that µ is in a space on which S(., .) is negative definite.
Therefore, dim(W ′) ≤ dim(W ). 
The same method as above also yields the computation of the nullity for S(., .).
Theorem 3.6. Let (Σ, ∂Σ) be a smooth compact Riemannian manifold with bound-
ary. Given φ,m ∈ C∞(Σ) such that φ > 0 and a constant α, the nullity of S(., .)
is equal to the nullity of (2.2) plus the dimension of Eα (the eigenspace of LJ with
eigenvalue α).
Now Theorem 1.2 follows as a consequence.
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Proof. For a FBMS Σk ⊂ Ωk+1 with h∂Ω(ν, ν) = c let
α = −c,
φ ≡ 1,
m = (Rc(ν, ν) + |hΣ|2).
Then, the result follows from Theorems 3.3 and 3.6. 
Remark 3.2. For an equatorial hyperplane in a Euclidean ball, the Jacobi operator
becomes the Laplacian, and so we immediately recover the result that it has Morse
index 1.
When h∂Ω(ν, ν) is not constant we let
αI = inf
∂Σ
−h∂Ω(ν, ν),
αS = sup
∂Σ
−h∂Ω(ν, ν).
If φ is the harmonic extension of −h∂Ω(ν, ν) then, immediately, αI ≤ φ ≤ αS . Now,
for x ∈ {I, S}, we define,
mx = αx(Rc(ν, ν) + |h|2);
Qx(h, f) =
∫
Σ
φ∇f∇h−mxfh,
Sx(h, f) =
∫
Σ
φ∇f∇h−mxfh− αx
∫
∂Σ
φfh
= Qx(h, f)− αx
∫
∂Σ
φfh.
We observe, for S the index form,
αIS(u, u) =
∫
Σ
αI |∇u|2 −mIu2 + αI
∫
∂Σ
h∂Ω(ν, ν)u2
≤ SI(u, u),
and
αSS(u, u) =
∫
Σ
αS |∇u|2 −mSu2 + αS
∫
∂Σ
h∂Ω(ν, ν)u2,
≥ SS(u, u),
So we obtain the following.
Corollary 3.7. Let Ωk+1 be a manifold with convex boundary. Let Σk ⊂ Ωk+1
be a FBMS such that 0 < αI ≤ −h∂Ω(ν, ν) ≤ αS. Then the Morse index of Σ is
bounded between the indices of SI(., .) and SS(., .) defined above.
Remark 3.3. It was pointed by an anonymous referee that it is possible to obtain
estimates by choosing φ = 1, α equal to either αI , αS or minimum and maximum
of principal curvatures of ∂Σ.
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3.1. FBMS with Index 4. By Theorem 3.3 and 2.8, the index of any non-
equatorial submanifold in Bk+1 is at least k + 2. In this section, we consider the
critical case of a FBMS in B3 with index 4 (it is shown in Section 4 that there exists
such a FBMS). This is analogous to the critical case of a minimal submanifold in
S
3 with index 5.
The following was known to R. Schoen and A. Fraser and a proof is provided for
completeness.
Theorem 3.8. Suppose Σ2 ⊂ B3 be a properly immersed FBMS with Morse index
4. Then the first Steklov eigenvalue is 1.
Proof. First, from Remark 3.2, it follows that Σ can not be an equator.
Suppose the first Steklov eigenvalue ξ < 1 and let u be an eigenfunction associ-
ated with δ. That is,
∆u = 0 on Σ,
Dηu = ξu on ∂Σ.
Let {ei}3i=1 be an orthonormal basis of R3 and V = span(u,X1, X2, X3, 1), where
1 is the function constantly equal to 1. Then each Xi is a Steklov eigenfunction
with eigenvalue 1 and 1 is an eigenfunction with eigenvalue 0. Also, because Σ is
not equatorial, dim(V ) = 5.
Next we’ll show that S(·, ·) is negative definite on V . For any 0 6≡ v ∈ V , there
exist a constant vector a ∈ R3 and numbers c, d (|a|2 + c2 + d2 > 0) such that,
v = Xa + cu+ d.
We compute,
S(v, v) =
∫
Σ
∇v∇v − |A|2v2 −
∫
∂Σ
v2
=
∫
Σ
−v(∆ + |A|2)v +
∫
∂Σ
(Dηv − v)v
=
∫
Σ
−|A|2v2 +
∫
∂Σ
(Xa + cξu−Xa − cu− d)v
=
∫
Σ
−|A|2v2 +
∫
∂Σ
(
(ξ − 1)cu− d
)
(Xa + cu+ d)
=
∫
Σ
−|A|2v2 +
∫
∂Σ
(ξ − 1)c2u2 − d2 < 0.
Thus, S(., .) is negative-definite on V and the Morse index of Σ is at least 5, a
contradiction. Therefore, ξ = 1. 
Proposition 3.9. Suppose Σ2 ⊂ B3 be a properly immersed FBMS with Morse
index 4. Then ζ = 〈X, ν〉 is positive everywhere inside. In particular, Σ is stable
with respect to variations fixing the boundary.
Proof. As observed in Subsection 2.3, ζ is an eigenfunction for the fixed boundary
problem (2.2). If it is not positive everywhere inside, then it must not be the first
eigenfunction. Consequently,
dim(J −0 ) + dim(J 00 ) > 1.
Now if Σ is not equatorial, then, by Lemma 2.8, dim(
⊕
δ<1Eδ) ≥ 3. Hence, by
Theorem 3.3, the Morse index is bigger than 4, a contradiction. 
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Immediate consequences are the following.
Corollary 3.10. Suppose Σ2 ⊂ B3 be an embedded FBMS with Morse index 4.
Then Σ must be star-shaped. In particular, Σ has genus 0.
Proof. By Prop. 3.9, ζ = 〈X, ν〉 must be positive everywhere inside. As Σ is
embedded, it must be star-shaped. The result then follows. 
Corollary 3.11. Suppose Σ2 ⊂ B3 be an embedded FBMS with Morse index 4 and
two boundary components. Then Σ must be congruent to the critical catenoid.
Proof. By the previous corollary, Σ is star-shaped and has genus zero. Such a
surface with two boundary components must have the topology of an annulus.
Furthermore, by Prop 3.8, if Σ has index 4, then its first Steklov eigenvalue is 1.
Finally [12, Theorem 6.6] implies that the surface must be congruent to the critical
catenoid. 
4. Index of the Critical Catenoid
In this section, we study Jacobi fields of the critical catenoid and prove Theorem
1.3. The critical catenoid is the only known example of a free boundary minimal
annulus (FBMA) in B3. That is, it is a FBMS in B3 of genus zero having two
boundary components. Such a surface is described by a conformal harmonic map
X :M 7→ B3, where M the cylinder [−T, T ]× S1 with coordinates (t, θ).
For constants c, T to be determined later, the critical catenoid is congruent to
the immersion
(4.1) X(t, θ) = c(cosh t cos θ, cosh t sin θ, t).
Consequently, its tangent vector fields are
Xt = c(sinh t cos θ, sinh t sin θ, 1),
Xθ = c(− cosh t sin θ, cosh t cos θ, 0).
To satisfy the free boundary conditions, T and c are determined by
coshT = T sinhT,
c =
1√
T 2 + cosh2 T
,
=
1
T coshT
.
That is,
T ≈ 1.2, coshT ≈ 1.81, sinhT ≈ 1.51, tanhT ≈ .83.
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Next, we compute its unit normal and second fundamental form:
ν = − Xt ×Xθ|Xt ×Xθ| =
1
cosh t
(cos θ, sin θ,− sinh t),
〈X, ν〉 = c(1 − t sinh t
cosh t
),
Xtt = c(cosh t cos θ, cosh t sin θ, 0),
Xθθ = c(− cosh t cos θ,− cosh t sin θ, 0),
htt = −hθθ = c,
|Xt| = |Xθ| = c cosh t,
|h|2 = 2
c2 cosh4 t
.
The normal derivative along the boundary is given by
Dη =
1
c coshT
D±t = TD±t.
It follows that
Dη(X1) =
1
|Xt| (D±tX1) =
1
c coshT
c sinhT cos θ
= c coshT cos θ = X1.
Similarly,
Dη(X2) = X2, Dη(X3) = X3.
So the coordinate functions are eigenfunctions with Steklov eigenvalue 1, as stated
in the introduction. In fact, it was shown that they are first eigenfunctions [10].
For Jacobi-Steklov eigenvalues, we compute:
Dη(〈X, ν〉) = 1|Xt| (D±tc(1−
t sinh t
cosh t
))
=
−1
coshT
T + sinhT coshT
cosh2 T
= − T
coshT
= − |h|√
2
,
Dη(ν1) =
1
|Xt| (D±t
cos θ
cosh t
)
=
− cos θ
c coshT
sinhT
cosh2 T
=
−1
coshT
cos θ
= − |h|√
2
X1 = −ν1,
Dη(ν2) =
1
|Xt| (D±t
sin θ
cosh t
) = −ν2,
Dη(−ν3) = 1|Xt| (D±t
sinh t
cosh t
)
=
1
c coshT
±1
cosh2 T
=
|h|√
2
X3 =
1
sinh2 T
(−ν3).
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So, in this case, the components of the normal vector are eigenfunctions for LJ .
Indeed, it is possible to compute all eigenvalues and eigenfunctions in this setting.
The Jacobi operator is
J = ∆Σ + |h|2 = 1
c2 cosh2 t
(∆ +
2
cosh2 t
).
Eigenvalue δ of LJ is associated with the following PDE on M = [−T, T ]× S1,{
(∆ + 2
cosh2 t
)u = 0 on Σ,
TD±tu = δu where {t = ±T } on ∂Σ.
As M is rotationally symmetric, the method of separation of variables is appli-
cable. Let u = f(t)g(θ). Then the PDE becomes

f ′′
f
+ g
′′
g
= − 2
cosh2 t
,
T f ′ = δf where {t = T },
−Tf ′ = δf where {t = −T }.
Since g is a function of θ, g
′′
g
= −d. That is, g is an eigenfunction of the Laplacian
on S1. Consequently, d = n2, for some non-negative integer n and
g = c1 cos(nθ) + c2 sin(nθ), for n > 0,
g = c1, for n = 0.
Thus, the PDE is further reduced to
(4.2)


(∂2t +
2
cosh2 t
− n2)f = 0.
T f ′ = δf where {t = T },
−Tf ′ = δf where {t = −T }.
Thus, it is important to understand the operator Lk := ∂
2
t +
2
cosh2 t
−k. The analysis
of this operator is well known and we follow the treatment in [33]. First, we define
D+ := ∂t + tanh t,
D− := ∂t − tanh t.
Then,
D+D− = ∂2t − 1 := A0 − 1,
D−D+ = ∂2t +
2
cosh2 t
− 1 = L0 − 1.
Therefore, for Ak = A0 − k,
Lk(D
−u) = D−(Ak(u)),
Ak(D
+u) = D+(Ak(u)).
The following result is immediate.
Lemma 4.1. We have the following:
a. If u is in the kernel of Lk then D
+u is in the kernel of Ak.
b. If u is in the kernel of Ak then D
−u is in the kernel of Lk.
c. If k 6= 1 then Ker(Lk) = D−(Ker(Ak)).
d. If k = 1 then D+Ker(L1) = Ker(D
−).
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Proof. (a) and (b) are obvious from the computation above.
For (c), one direction follows immediately from (b). For the reverse, let u ∈
Ker(Lk). Then, by part(a),
D+u = v ∈ Ker(Ak).
Therefore,
D−(v) = D−D+(u) = (Lk + k − 1)(u) = (k − 1)u.
Since k 6= 1, u ∈ D−Ker(Ak).
For part (d), the equation above implies that D−(v) = 0. Thus, D+Ker(L1) ⊂
Ker(D−). Since, dimKer(D−) = 1 = D+Ker(L1) the result follows. 
The kernel of Ak = ∂
2
t − k is standard so Lemma 4.1 gives solutions of (4.2).
Theorem 4.2. For the critical catenoid given as in (4.1), eigenfunctions and eigen-
values of LJ are given by solutions of (4.2) for each non-negative integer n. In
particular, they are listed below:
• For n = 0:
u = tanh t,
δ =
1
sinh2 T
< 1.
• For n = 1, there are two cases:
u = (c1 cos θ + c2 sin θ)
1
cosh t
,
δ = −1,
or
u = (c1 cos θ + c2 sin θ)(sinh t+
t
cosh t
),
δ = 1.
• For each n ≥ 2, there are two cases:
u = (c1 cos(nθ) + c2 sin(nθ))
(
(n− tanh t)ent + (n+ tanh t)e−nt
)
,
δ = T
(
n(n− tanhT )− 1
cosh2 T
)
enT −
(
n(n+ tanhT )− 1
cosh2 T
)
e−nT
(n− tanhT )enT + (n+ tanhT )e−nT ,
or
u = (c1 cos(nθ) + c2 sin(nθ))
(
(n− tanh t)ent − (n+ tanh t)e−nt
)
,
δ = T
(
n(n− tanhT )− 1
cosh2 T
)
enT +
(
n(n+ tanhT )− 1
cosh2 T
)
e−nT
(n− tanhT )enT − (n+ tanhT )e−nT .
Proof. When n = 0, the solution to (4.2) is given by linear combinations of
f01 = tanh t,
f02 = 1− t tanh t.
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As f02 is a multiple of ζ ∈ J 00 so an eigenfunction is only a multiple of f01 . Thus,
the eigenvalue is
λ =
1
sinh2 T
< 1.
When n = 1, we observe that Ker(D−) has dimension one. By the method of
integrating factors, Ker(L1) is given by linear combinations of
f11 =
1
cosh t
,
f12 = sinh t+
t
cosh t
.
If f = af11 + bf
1
2 , then
f ′ = −a sinh t
cosh2 t
+ b(cosh t+
cosh t− t sinh t
cosh2 t
),
f ′|∂Σ = −
a sinh t
cosh2 t
+ b cosh t,
T f ′|T + Tf
′
|−T = 2bT coshT = δ(f|T − f|−T ) = 2δb(sinhT +
T
coshT
),
T f ′|T − Tf ′|−T = −2
a
coshT
= δ(f|T + f|−T ) = 2δ
a
coshT
.
There are 2 cases:
(1) a 6= 0, b = 0, δ = −1.
(2) a = 0, b 6= 0, δ = T coshT
sinhT+ T
cosh T
= T
2 sinh2 T
sinh2 T+1
= 1.
When n ≥ 2, the solution to (4.2) is given by linear combinations of
fn1 = (n− tanh t)ent,
fn2 = (n+ tanh t)e
−nt.
If f = afn1 + bf
n
2 , then
f ′ =
(
n(n− tanh t)− 1
cosh2 t
)
aent −
(
n(n+ tanh t)− 1
cosh2 t
)
be−nt,
aT f ′|T + bT f
′
|−T = (a
2 − b2)TenT
(
n(n− tanhT )− 1
cosh2 T
)
= δ(af|T − bf|−T ) = δ(a2 − b2)enT (n− tanhT ),
bT f ′|T + aTf
′
|−T = (a
2 − b2)Te−nT
(
n(n+ tanhT )− 1
cosh2 t
)
= δ(bu|T − au|−T ) = δ(b2 − a2)e−nT (n+ tanhT ).
Thus, a = ±b and, as a consequence, f(t) = ±f(−t) and
δ =
Tf ′(T )
f(T )
= T
(
n(n− tanhT )− 1
cosh2 T
)
enT ∓
(
n(n+ tanhT )− 1
cosh2 T
)
e−nT
(n− tanhT )enT ± (n+ tanhT )e−nT .

We are now ready to prove one direction of Theorem 1.3.
Theorem 4.3. The critical catenoid has Morse index 4 and nullity 3.
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Proof. We use the index formula from Theorem 3.3. As the critical catenoid is a
polar-graph, by Lemma 2.10 and its following remark, dim(J −0 ) + dim(J 00 ) = 1. It
remains to count eigenvalues less than 1 of (4.2).
By Theorem 4.2, for n ≤ 1, the eigenvalues less than 1 are 1
sinh2 T
(of multiplicity
1) and −1 (of multiplicity 2).
For n ≥ 2, we consider whether δ − 1 ≥ 0 for
δ = T
(
n(n− tanhT )− 1
cosh2 T
)
enT −
(
n(n+ tanhT )− 1
cosh2 T
)
e−nT
(n− tanhT )enT + (n+ tanhT )e−nT ,
since the other eigenvalue is even bigger. δ − 1 is positive if the following function
is greater than 1,
ϕ(n) =
( (Tn− 1)(n− tanhT )− T
cosh2(T )
(Tn+ 1)(n+ tanhT )− T
cosh2(T )
) enT
e−nT
.
The first ratio can be rewritten as
(Tn− 1)(n− tanhT )− T
cosh2(T )
(Tn+ 1)(n+ tanhT )− T
cosh2(T )
=
Tn2 − n(1 + T tanhT ) + tanhT − T
cosh2(T )
Tn2 + n(1 + T tanhT ) + tanhT − T
cosh2(T )
=
an2 − bn+ c
an2 + bn+ c
.
Recall, T sinhT = coshT and
T ≈ 1.19968, coshT ≈ 1.81, sinhT ≈ 1.51, tanhT ≈ .83.
Thus,
a ≈ 1.2, b = 2, c ≈ .4674.
It follows that g(n) = an
2−bn+c
an2+bn+c >
1
k
for n ≥ 2 if
(4a+ c)(k − 1)− 4(k + 1) > 0
↔ a+ c
4
− 1 > 2
k − 1 .
In particular, it is true for k = 11.
On the other hand, for n ≥ 2, f(n) = g(n) enT
e−nT
> 54g(n). Thus, for n ≥ 2, all
eigenvalues for n ≥ 2 from Theorem 4.2 are bigger than 1. We conclude that the
critical catenoid has Morse index 4.
For the nullity, by Theorem 3.6, we count ζ and eigenfunctions with eigenvalue 1
of 4.2. By Theorem 4.2, the eigenvalue 1 has multiplicity 2, so the result follows. 
Now we are ready to finish the proof of Theorem 1.3.
Proof. One direction follows from Thm. 4.3 white the other from Cor. 3.11. 
Finally, recall that for M ∈ so(n), if 〈MX, ν〉 6≡ 0, it is an eigenfunction of LJ
with eigenvalue 1. Furthermore, 〈MX, ν〉 is trivial if and only if Σ is rotationally
symmetric. Thus, it is possible to characterize the critical catenoid by its nullity.
Theorem 4.4. Let Σk ⊂ Bk+1 be a FBMS. Then it has (free boundary) nullity 3
if and only if k = 2 and Σ is a critical catenoid.
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