Purpose Optoacoustic imaging provides high spatial resolution and the possibility to image specific functional parameters in real-time, therefore positioning itself as a promising modality for various applications. However, despite these advantages, the applicability of real-time optoacoustic imaging is generally limited due to a relatively small field of view. Methods With this work, we aim at presenting a path towards panoramic optoacoustic tomographic imaging without requiring additional sensors or position trackers. We propose a two-step seamless stitching method for the compounding of multiple datasets acquired with a real-time 3D optoacoustic imaging system within a panoramic scan. The employed workflow is specifically tailored to the image properties and respective challenges. Results A comparison of the presented alignment on in-vivo data shows a mean error of 628 ± 512 µm compared to ground truth tracking data. The presented compounding scheme integrates the physical resolution of optoacoustic data and hence can provide improved contrast in comparison with other compounding approaches based on addition or averaging. Conclusion The proposed method can produce optoacoustic volumes with an enlarged field of view and improved quality compared to current methods in optoacoustic imaging. However, our study also shows challenges for panoramic scans. In this view, we discuss relevant properties, challenges, and opportunities and present an evaluation of the performance of the presented approach with different input data.
Introduction
Optoacoustic imaging (OI) is an emerging medical imaging modality that is suitable for acquiring both structural and functional data of the human body. Based on the photoacoustic effect, it combines the advantages of optical and ultrasound (US) imaging and generates high resolution and Suhanyaa Nitkunanantharajah and Christoph Hennersperger have contributed equally to this work. Johns Hopkins University, Baltimore, USA 4 Trinity College Dublin, Dublin, Ireland high contrast 3D datasets without the use of ionizing radiation, while still penetrating the tissue and enabling to visualize tissue below the superficial skin layer. Its high sensitivity and the possibility to enhance the contrast according to the target make OI highly versatile and well-suited for multiple clinical applications [8] . While overall penetration depths of a few centimetres are achievable with OI, this depends heavily on the acoustic and optical attenuation of the imaged soft tissue [14] . Besides that, the effective field of view (FOV) captured with a single-shot acquisition (one laser pulse) is dictated by the number of elements and configuration of the piezo-array employed. For example, spherical arrays have been shown to provide 3D images of about 1 cm 3 [8] . Considering that in many clinical applications larger areas need to be covered, this FOV limits the practical use of OI despite its potential benefits for diagnostic clinical imaging.
To overcome this restriction, the acquisition of images of larger volumes is enabled by integrating the optoacoustic set-up via precision microscopic stages [10] . However, the integration with common tracking systems (e.g. electromagnetic or optical tracking) is impractical due to the limited spatial accuracy of these systems, also increasing the overall system complexity. Therefore, methods that increase the FOV of conventional optoacoustic volumetric images after image acquisition and reconstruction may be preferred in many applications. Such methods may be able to produce volumes with larger FOVs while having fewer requirements on the imaging set-up and the imaging object-ultimately leading to accurate, inexpensive and highly usable solutions.
In this regard, we present a first generally applicable method that creates 3D optoacoustic volumes covering a large FOV by performing a trackerless stitching of several conventional volumes without any hardware modifications on the regular imaging set-up. In view of the specific challenges with respect to trackerless stitching, it is important to address the OI characteristics, particularly the non-uniform resolution across the reconstructed 3D volume for each frame. Both the spatial resolution and contrast are maximized at the centre of the reconstructed volume due to the light distribution within the tissue and the directivity of the ultrasound detection elements [3] , as can be seen in Fig. 1a . Besides that, optoacoustic data corresponding to single-shot acquisitions have a relatively high level of noise (see Fig. 1a ) and the reconstructed images are commonly affected by streaktype artefacts associated to the limited number of detectors employed. The presented approach is a purely softwarebased pipeline and combines multiple volumes with the goal of preserving the image quality and information content of the data. By addressing some key challenges and limitations of registration-based stitching for OI, this work not only presents the first approach for seamless optoacoustic image alignment and domain-specific compounding, but also aims at discussing relevant challenges and opportunities for the community.
Related work
Prior work on the acquisition of large FOV with OI usually attempts to increase the volumetric coverage during data acquisition. For example, [13] presented a breast mammography system that can image large regions of the female breast by using a highly dedicated imaging set-up with a specific acquisition pattern to cover the geometry of the imaged tissue. While the system can image up to a penetration depth of 53 mm, only a spatial resolution of 0.43 mm could be achieved with this imaging system. A different system for whole-body optoacoustic imaging of small animals [5] combines a dedicated imaging set-up with a modified reconstruction process to enlarge the FOV. Although this system succeeded in creating large FOV images, the spatial resolution is again limited to about 0.5 mm. A more general approach was developed by [10] . In this work, mul- Fig. 2 Overview of the registration and reconstruction workflow tiple volumes were acquired with a spherical array in a spiral-like pattern around the object, while the scanning positions were mechanically tracked. After reconstruction, the volumes were aligned to each other based on the tracking information and added up to form a single optoacoustic volume with a large FOV, a concept similar to tracked freehand 3D US imaging [20] . This method is less restrictive as the scanning geometry can be adapted to different imaging setups and reconstruction algorithms. However, it still requires some hardware modifications to track the exact scanning positions, thus its quality is highly dependent on the tracking accuracy.
While trackerless approaches have not yet been explored in OI, such approaches were first explored more than 10 years ago in ultrasound [16] , and subsequently improved by using speckle tracking [1] . Recently, a deep-learning framework for pose estimation from a series of US images was employed [17] . From the same group, a registration-based compounding from 3D to panoramic data was presented, employing the well-known LC2 registration similarity metric for image alignment [15] . While these results show a promising direction for trackerless compounding, the specific challenges of optoacoustic imaging impair their direct application to such datasets. Indeed, OI is speckle-free and instead, images are affected by so-called limited-view artefacts [9] . This is why we discuss a tailored approach to OI data in the following.
Trackerless panoramic optoacoustic reconstruction
The method we propose to generate 3D optoacoustic volumes with large FOVs is an iterative two-step reconstruction of multiple subvolumes with overlapping imaging regions (see Fig. 2 ). The input of our method is a number of OI volumes that have been acquired and tomographically reconstructed beforehand. In the first step (registration), the volumes are spatially aligned into the same coordinate system. In the second step (compounding), multiple volumes are then fused into one large volume containing all information. The algorithm is initialized by setting the first input volume v 1 as the intermediate stitched volume s 1 . In every iteration i, the input volume v i is then stitched with the result s i−1 from the previous iteration by following the steps described below.
Registration

Transformation initialization
The spatial relation between the individual volumes needs to be determined computationally, as no position tracking is used. Before the actual registration is started, an initialization can be performed to aid the process of alignment. In the beginning of the stitching, all input volumes are positioned around the origin. We presume, however, that input volumes are acquired sequentially with consecutive volumes being spatially sufficiently close with significant overlap. Therefore, at the beginning of the registration, each input volume v i (with i = 2, . . . , N and N = number of input volumes) is initialized with the position of the previous volume v i−1 after alignment in order to help the registration process to converge fast. Once initialized, registration of the volumes is performed using a feature-based approach.
Feature-based registration
Most applications for OI are performed on in-vivo tissue with a high amount of vasculature, therefore vessels or vessel-like structures will exist in each volume. Taking advantage of this assumption, these structures are suited well for coarse registration. In this view, tubular structures are extracted from each volume using the vesselness filter developed by Frangi et al. [11] based on the 3D multi-scale line filter for curvilinear structures introduced by Sato et al [18] . Structures are extracted at multiple scales and the filter responses are then combined, while the noise level at each scale is estimated and equalized. Subsequently, we estimate the centreline of the vessel-like structures to retrieve the skeleton of the vasculature visible in the image. For that, the basic morphological algorithm of binary object thinning is applied to the vesselness data [12] . The centrelines are then converted into a point cloud, and registered using the iterative closest point algorithm (ICP) [4] . A preliminary coarse alignment is performed using ICP and centrelines, which is sufficient for applications that do not highlight high (tissue) contrast in the OI data but prominent features such as vessels. Thus, this may result in a robust and accurate alignment, providing a fast way for registration. For applications not highlighting vessels, other features can be determined for this initial step.
Registration refinement
The initial alignment is then refined with an intensity-based registration approach. When comparing two optoacoustic volumes even with a small translational offset, we noticed overall low similarities with metrics such as Sum of Squared Differences (SSD), Normalized Cross Correlation (NCC), or Linear Correlation of Linear Combination (LC 2 ) applied to the OI volumes after the feature-based alignment. While this is subject to ongoing research, we suspect the high noise level and different intensity ranges caused by laser fluctuations and other hardly controllable effects to play a role in this. As a consequence, the features extracted from the original image data (in our case the vesselness maps) are employed also for the intensity-based refinement. For this fine registration, we use NCC as similarity metric and regular step gradient descent as optimizer. Once the final spatial relation between the volumes is computed, it is applied to the moving volume.
Compounding
In the compounding step, multiple volumes are condensed into one. The voxel value at each position of the output volume is computed based on the intensity values of each input volume at that position. The quality of the compounding depends on the method used to compute the output voxel values of the volume.
While a variety of methods can be used, so far only simple operations such as addition or averaging were employed in OI. To achieve the goal of seamlessly stitched optoacoustic volumes with a high image quality, we have developed the inverse centre distance weighting (ICDW) algorithm for volume compounding. Optoacoustic volumes have a nonuniform resolution throughout the volume with the highest resolution around the centreline of the volume (line of laser emission). Samples close to the centre of each OI volume provide higher resolution and thus should have a higher impact on the compounded volume than samples in regions of lower resolution with more blurry content. Taking this into account, an adapted version of Shepard's inverse distance weighting algorithm [19] is introduced. A similar method was proposed earlier by Barry et al. [2] for 3D ultrasound compounding from multiple 2D images. Barry et al. consider the distance between a voxel in the resulting 3D volume and pixels from the 2D images that map to the neighbourhood region of that voxel in order to determine the intensity weighting. In contrast, our method computes weights based on the distance between a voxel and its volume's centre, as we approximate the area around this point to have the highest contrast and resolution.
For each voxel in the compounded volume s, each voxel in every input volume v i (with i = 1, . . . , N and N = number of input volumes) mapping to the same position is weighted, summed up and normalized by the sum of all weights
The weights w i for each voxel depend on the distance d i of that voxel to the centre point of volume v i . The further away a voxel is from its volume centre, the lower is its weight. Since the resolution drops very quickly when moving away from the centreline of the volume, u, the exponent to the distance in the weight computation, is chosen empirically to be 1 to keep the influence of outer voxel low. Due to the iterative nature of the proposed stitching method, the ICDW compounding is also performed iteratively, requiring the weights for each voxel position to be saved as additional information.
Experimental set-up
To test the proposed trackerless stitching method, two invivo acquisitions from the forearm of a healthy volunteer were acquired, each consisting of 441 individual frames. The experimental set-up consists of a laser light source, a custom-made spherical array probe and a parallel acquisition system connected via Ethernet to a workstation. The arm of the volunteer was placed in a container filled with water to ensure proper acoustic coupling. The probe consists of 512 piezocomposite elements densely distributed on a hemispherical surface covering an angle of 140 • . The individual elements have a centre frequency of 5 MHz and 100% detection bandwidth, resulting in nearly isotropic resolution of 150 µm locally at the spherical centre [6] . The probe is moved over the arm without immediate contact to prevent tissue distortion due to probe pressure. For accurate positioning and steady and controlled movement of the probe, the probe is mounted on two motorized linear stages (IAI Inc., Japan) providing positioning accuracy of 20 µm along the x and y direction. On this foundation, a target area of interest was imaged in a regular grid by moving the probe in both x and y directions by a fixed step size of τ = 2 mm. The relative position of each recorded volume is then known and can be regarded as ground truth alignment for the reg- The acquired signals were first deconvolved with the impulse response of the transducer and band-pass filtered with cutoff frequencies of 0.1 and 8 MHz. Then, a 3D backprojection was used to yield tomographic 3D optoacoustic images for each position [7] . The scans were taken at a pulse repetition frequency of the laser set at 25 Hz and the wavelength set to 800 nm. The reconstructed volumes cover a volume of 120 × 120 × 200 voxels with an isotropic spacing of 100 µm. To reduce the noise level and imaging artefacts, a fixed number of 5 frames at each position are averaged into a single volume for acquisition 2, while no averaging is performed for acquisition 1.
The results of the stitching method were evaluated by comparing them to their reference volumes computed by adding up all input volumes after manually aligning them based on their relative positions retrieved from linear-stage tracking, representing the stitching method used in related work in OI [10] . This approach was considered as ground truth for comparison purposes.
Additionally, a qualitative evaluation was conducted on a third acquisition using the same imaging system and acquisition procedure, with the probe being freely operated by hand, i.e. without using the mechanical stage. However, no ground truth was available in this case, as a comparison with conventional EM or optical tracking systems would have been likely to fail since these systems typically yield a significant reconstruction inaccuracy.
Results
Registration accuracy
First, a series of subvolumes from the first two acquisitions outlined above was evaluated. Quantitative results are indicated in Table 1 for the offsets of the retrieved registration data compared to ground truth tracking data. It can be seen that the quality of the registration highly depends on the selected indicative input volumes. While for some volumes precise alignments can be calculated, for others the computed transformations deviate strongly from the actual alignment due to poor image quality, large variations in the intensity ranges, absence of good features for the coarse registration, multiple alignment possibilities or too small volume overlap. The average Euclidean distance between the computed voxel positions and the positions given by the tracking is 628 µm ± 512 µm, with a maximum distance of 1268 µm. The individual input volumes for acquisition 1 contain clearly visible anatomical structures and have similar intensity ranges. Figure 3 top shows the result of the registration fused by (a) simple addition of all aligned input volumes in comparison with (b) the reference volume stitched based on the alignment given by the position tracking of the probe. The misalignment in the compounded image obtained by the considering the ground truth position is arguably due to motion of the arm during the scanning procedure, which is often unavoidable. The proposed method can thus outperform the alignment given by the tracked positions when motion or other effects take place. In contrast, however, the second acquisition shows only partial misalignment. This is potentially caused by the input volumes having different intensity ranges with multiple anatomical structures. The visual comparison of the registration result with its corresponding reference volume (see Fig. 3 bottom) shows these errors. The alignment of the first three volumes containing various anatomical structures and strong features works with high precision. However, the registration of the volumes containing only a few and mainly parallel tubular structures fails. For these volumes, multiple different alignments maximize the similarity function. For this reason, both coarse and fine registration fail to align those volumes properly. The average distance between the computed voxel positions and the tracked positions is 2087 µm ± 2453 µm, with a maximum distance of 6153 µm.
These examples illustrate that the proposed registration method can produce high precision, even exceeding the performance of position tracking when objects cannot be fully constrained during the acquisition, as it is the case in most clinical applications. However, if a few volumes cannot be aligned sufficiently accurate, following registrations may fail as well. In this view and in reference to challenges outlined above, the proposed method cannot guarantee to produce high accuracy alignments for all types of optoacoustic input data. Possible ways to overcome this will be discussed in "Discussion and conclusion" section.
Compounding quality
The quality of the proposed compounding was assessed by aligning the volumes using the tracked position information and compounding them using the proposed ICDW method in comparison with the commonly used methods of addition and averaging. The compounding quality was analysed by stitching 100 input volumes using the three different compounding methods and comparing selected regions of interest (ROI) in the stitched results with each other. The comparison of the ROIs is found in Fig. 4 , indicated for a selection of representative areas within the overall volume.
Visually, addition of the volumes yields images with the least overall noise and with high contrast edges (yellow ROI in Fig. 4) , especially in regions where multiple volumes overlap. At the same time, the contrast and the intensity resolution decrease rapidly and anatomical structures become hardly visible in regions less volumes contribute to (red ROI in Fig. 4) . The overall image does not contain any visible seams or artefacts at stitched regions. Similarly, averaging also produces volumes with a low noise level in regions multiple volumes map to. However, the fewer volumes contribute to a certain area, the more the noise becomes visible (red ROI in Fig. 4 ). Vessels are not as bright as in the added volume but remain with nearly the same brightness as in the input volumes. On bright structures, especially vessels, seams become slightly visible in transitional areas where the overlapping volumes change (blue and yellow ROI in Fig. 4) . The volume resulting from the proposed ICDW compounding method delivers similar results to the averaging, but provides higher visual contrast and less seams. The noise level in regions where multiple input volumes map to is low and increases with decreasing number of volumes contributing to a certain area (red ROI in Fig. 4) . Nevertheless, the overall noise level is slightly lower. Static structures, especially vessels, have a high contrast and a brightness similar to the input volumes. Vessel edges appear slightly sharper compared to add compounding.
For a quantitative assessment of the compounding, the peak signal-to-noise ratio (PSNR) between each OI input volume and its corresponding region in the stitched volume is computed for the three compounding methods (see Table 2 ). Due to the non-uniform image quality of OI data, with the highest image quality at the central region of each volume (see Fig. 1 ), we evaluate the PSNR for both full volume and centre regions, respectively. It can be observed that the distribution of the PSNRs is similar for both averaging and ICDW compounding, while it is significantly lower for volumes fused by addition. This is due to the fact that addition enlarges the intensity range depending on the number of volumes contributing to a specific voxel, while the other methods always select values within the original intensity range.
Taking the results of both the qualitative and the quantitative analysis into account, both averaging and ICDW compounding preserve a similar amount of information. ICDW compounding, however, produces volumes with slightly sharper edges and less noise than mean compounding, while being less sensitive to intensity range variations in the input data and therefore producing less seams (see Fig. 4 ).
Overall stitching performance
The performance of the overall stitching method is evaluated by comparing the volumes stitched by the proposed method with the reference volume as well as with volumes registered as proposed and compounded with addition or averaging. The alignment using the proposed registration method performs better than the alignment using the probe position tracking. However, comparing the outcome of the registration step, slight variations in the computed alignments can be noticed depending on the chosen compounding method. Visually, the overall stitched volumes (see Fig. 5 ) provide similar results as described in the previous sections. Averaging and ICDW compounding produce good results, exceeding the quality of the volumes fused with addition. The ICDW compounding, however, depicts fine structures with increased sharpness compared to the averaging. Applying the proposed method on the data acquired with the freehand acquisition system shows similar results (Fig. 6 ). As these data were acquired without position tracking, no reference alignment is available. Nevertheless, visually, the computed alignments appear accurate and the registration delivers very similar results independent of the chosen compounding method. Especially for the fine bright structures in the central region of the volume, the improved quality of the ICDW compounding can be seen in comparison with addition or averaging as compounding method.
Discussion and conclusion
Based on the results presented above, the overall trackerless method succeeds in enlarging the FOV of optoacoustic images for whereas the quality of the outcome depends on the quality of the input volumes and the chosen compounding method. The selected type of compounding influences the alignment of the volumes. Although averaging can produce good results, ICDW is the preferred compounding method as it regards for the properties of the raw OI volumes, and thus performs slightly better in preserving the high resolution of the volumes and is less sensitive to variations in the image quality and especially in the intensity ranges. To further improve the quality of the final reconstructions, additional preprocessing of the OI data could be employed, where e.g. a normalization of the intensity distribution could be employed as well as a removal of artefacts associated to known causes.
With respect to the resulting quality of the panoramic scans, however, the compounding method shows a significantly lower impact than the registration quality. Our results show that for a high overlap between individual OI volumes as well as for a high image quality of the raw data, the featurebased registration can allow for convincing results. However, an offset of approximately 17% for subsequent volumes led to mis-registrations due to small overlap between volumes in combination with the partially low image quality. Interestingly, we achieved better results for the data acquired in freehand guiding mode, where a high acquisition rate of the OI system resulted in a lower offset between subsequent volumes. Further challenges in OI are potential occlusions in the sensitive image data, as well as potential deformation artefacts caused by pressure applied to the skin while scanning. To improve the registration accuracy, especially noise and effects caused by laser fluctuations as well as methods to remove them need to be investigated. One way to overcome the partial misalignment of volumes would be a detection and rejection by evaluating the similarities and match of registered structures. In this view, it would be also interesting to explore a sequential algorithm structure, where each volume is registered to all other volumes to determine accurate alignment. Finally, alternative tracking methods, such as ultrasonic tracking using an additional ultrasound probe [21] , could be used to assist the registration process and to detect and correct misalignments, thus increasing the robustness of the presented stitching approach.
To this end, the method presented here can produce high quality results, but represents only a first step towards reliable 3D-panoramic optoacoustic imaging. We see this area as promising direction for further research, ultimately leading to a stronger presence of OI in various clinical areas. By decreasing the system complexity and removing requirements with respect to acquisition protocols, trackerless panoramic OI can in this view hopefully help to impact the lives of patients in a positive way.
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