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Abstract
In this paper we use the theory of accessible categories to find fixed points of endofunctors on the category of 1-bounded
complete metric spaces and nonexpansive functions. In contrast to previous approaches, we do not assume that the endofunctors
are locally contractive, and our results do not depend on Banach’s fixed-point theorem.
Our approach is particularly suitable for constructing models of systems that feature quantitative data. For instance, using the
Kantorovich metric on probability measures we construct a quantitative model for probabilistic transition systems. The metric in
our model can reasonably be seen as measuring the behavioural distance between states of the system; it depends exclusively on
the transition probabilities and not on an arbitrary discount factor.
c© 2007 Elsevier B.V. All rights reserved.
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0. Introduction
There is a long tradition in denotational semantics that uses complete metric spaces to build models of concurrency.
The operative idea in this approach is to model recursion using Banach’s fixed-point theorem for contractive functions.
One might think that using metric spaces in this way is a mere trick or artifice, that is, that metrics have no significance
other than allowing the construction of fixed points. However, it is typically the case that metrics arising in this
approach can be seen as measuring the behavioural distance between programs or states of a system. For instance,
Arnold and Nivat [6] model concurrent systems as trees whose edges are labelled by actions. The distance between
two trees T1 and T2 is 2−n , where n is the largest number such that T1 and T2 are bisimilar up-to n steps. Thus one
could say that the metric measures the behavioural distance between T1 and T2 while discounting the future, that is,
giving less weight to differences further in the future. This example is quite typical, and we refer the reader to, for
example, Smyth [51] for a full discussion of the intuitions behind the use of metric, uniform and topological spaces in
semantics.
More recently there has been increasing interest in concurrent systems with quantitative data, such as probabilities,
time, costs, or rewards. Such systems can often be modelled as transition systems where the set of states or actions
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carries a metric. In this context it is desirable to also use metrics to measure the similarity of systems. Metrics
are preferable to discrete notions of behavioural equivalence, in which states are either equivalent or they are not,
since the latter do not adequately reflect the richer quantitative structure of the underlying systems. For instance,
we may want to express that two states are hard to distinguish, though not equivalent, and we might also want to
express the behavioural distance between two states as a function of some parameters in the model. Furthermore,
discrete equivalences are not robust. For example, in a Markov-chain model of a probabilistic system the transition
probabilities are often obtained experimentally, or are given as approximations. Thus it may not make sense to say
that two states are exactly equivalent.
Thus there are two separate intuitions guiding the construction of metric models of concurrent systems. On the
one hand, the metric may model the depth of similarity of two systems, and on the other hand the metric may
reflect quantitative data in the underlying systems themselves. Intuitively, the purpose of the present paper is to give
mathematical techniques for constructing models guided solely by the second intuition. However, our techniques are
also applicable to building models that support the first intuition. Existing techniques are only appropriate for models
that discount the future according to the first intuition.1 Next we give a more precise technical explanation of our
results and their relationship to previous work.
The metric spaces that arise in semantics can often be characterized as fixed points of endofunctors on the category
CMet1 of 1-bounded complete metric spaces and nonexpansive functions. A classical result in this regard is America
and Rutten’s [4] construction of unique fixed points for locally contractive endofunctors on CMet1. (See also [2,9,10,
27,38,43–45,50,54,56,58] for closely related results.) This theorem cannot be directly applied to most of the ‘natural’
functors arising from constructions on metric spaces. Indeed, while many standard constructions on a metric space
X , such as forming the spaceH(X) of compact subsets in the Hausdorff metric, or forming the space K(X) of Borel
probability measures in the Kantorovich metric, can be turned into functors in a natural way, typically these functors
are locally nonexpansive but not locally contractive. To apply America and Rutten’s theorem or any of the related
theorems, one usually has first to compose the functor of interest with a discount functor δ · −, where δ is a constant
smaller than 1 (typically δ is chosen to be 12 ). This functor maps a space X to the space δ · X with the same points but
in which all distances are multiplied by δ. When one computes the fixed point of the resulting functor, the discount
factor expresses itself in giving a metric that discounts the future in the sense discussed above. For instance, de Bakker
and Zucker [10] showed that Arnold and Nivat’s complete metric space of trees is the unique fixed point of the functor
H(A× 12 · X), where the set of actions A is endowed with the discrete metric. In a similar fashion, de Vink and Rutten
[55] modelled probabilistic transition systems using (a variation on) the functor K(A × 12 · X), also discounting the
future.
The main contribution of the present paper is to give a method for constructing fixed points of endofunctors
on CMet1 that need not be locally contractive. In place of local contractiveness we use the notion of accessibility
for categories and functors. This notion arose in categorical model theory, and is useful in proving results, like
the existence of adjoint functors, that require a ‘smallness’ condition. In particular, we use the theorem that every
accessible endofunctor on a complete and accessible category has a fixed point. To employ this result we first show,
in Section 2, that the category of CMet1 is accessible by giving an axiomatization of 1-bounded complete metric
spaces in a certain fragment of infinitary first-order logic. Then, in Sections 3–5, we exhibit a range of accessible
endofunctors on CMet1, including the Hausdorff functor H and the Kantorovich functor K. The proof that H is
accessible involves a characterization ofH(X) as a free metric semilattice over a metric space X . Similarly the proof
that K(X) is accessible involves a characterization of K(X) as a free metric mean-value algebra over X . Apart from
the nonexpansive function space functor (which is only rarely used [3,7]), all other basic functors on CMet1 used
in semantics of which we are aware are accessible. As a consequence, our method can be exploited to prove that
endofunctors built from these basic functors have a fixed point.
A missing ingredient in the discussion above is an explanation of why we use fixed points of endofunctors on
CMet1 to model particular types of system. This connection is explained through the notion of a coalgebra of an
endofunctor. In the coalgebraic approach one models a class of transition systems as coalgebras of an endofunctor
F : CMet1 → CMet1, where each endofunctor F determines a particular class of system. An F-coalgebra is a
1 Notable exceptions are, for example, the logical approach taken in [24] and the fixed-point approach of [23]. We will discuss these approaches
in Section 6 and the conclusion. Here, we will focus on the coalgebraic approach.
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pair (S, t), where S is an object of CMet1, that is, a 1-bounded complete metric space, representing the state space
of the system, and t : S → F(S) is a morphism of CMet1, that is, a nonexpansive function, which captures the
transitions of the system. Given another F-coalgebra (S′, t ′), a morphism f : (S, t) → (S′, t ′) is a nonexpansive
function f : S → S′ such that t ′ ◦ f = F( f ) ◦ t . Intuitively, a morphism of coalgebras is a function such that s and
f (s) are behaviourally equivalent for each s ∈ S.
A terminal object in the category ofF-coalgebras, if it exists, is a fixed point of the functorF [40]. The fixed points
of endofunctors that we construct in this paper are all terminal coalgebras. Intuitively, a terminal F-coalgebra – call it
(T, t ′) – can be seen as a universal system in that the unique map h : (S, t)→ (T, t ′) from an arbitrary F-coalgebra
(S, t) to (T, t ′) maps each state of s ∈ S to the unique state of T that is behaviourally equivalent to s. In particular,
the equivalence relation ker(h) = {(s1, s2) | h(s1) = h(s2)} characterizes a behavioural equivalence on S (see, for
example, [49]). Furthermore, since T is a metric space, its distance function can be transferred along h to induce a
behavioural pseudometric2 on S. That is, the behavioural distance of states s1, s2 ∈ S is defined to be the distance
between h(s1) and h(s2) in T , and states in S have distance zero only if they are behaviourally indistinguishable.
We illustrate the above ideas in the case of probabilistic transition systems. For this class of systems, behavioural
pseudometrics have been defined in [16,24]. The definition of the pseudometric by Desharnais, Gupta, Jagadeesan
and Panangaden involves giving a real-valued semantics for Larsen and Skou’s probabilistic modal logic [41], where
the next-step modality is interpreted by integration. Then the behavioural distance between two states s1 and s2 in
a probabilistic transition system is defined by the logical formula ϕ that distinguishes s1 and s2 the most. In fact,
Desharnais et al. define a family of pseudometrics dδ parametric in a discount factor δ ≤ 1. This discount factor
determines how much the pseudometric discounts the future. The pseudometrics arising from values of δ < 1 all yield
the same topology on the state space of a given probabilistic transition system, whereas the choice δ = 1, which
corresponds to not discounting the future at all, leads to a different topology (see, for example, [24]).
A different definition of the pseudometric dδ for δ <1 was given by the present authors in [16]. There we modelled
probabilistic transition systems as coalgebras of the functor F(X) = K(1 + δ · X)A, where K is the Kantorovich
functor mentioned above, δ · − is a discount functor, A is a discrete space of actions, and 1 is the one-point space
(representing refusal). We showed that the pseudometric induced on a probabilistic transition system by the terminal
F-coalgebra is identical to the pseudometric described in the paragraph above. This characterization led to some
new results about the pseudometric dδ . For instance, we were able to give an algorithm for approximating dδ [15]
and we showed that dδ was complete—so one can define probabilistic processes as limits. However our coalgebraic
characterization of dδ was only valid for δ < 1 since we were reliant on the terminal coalgebra theorem of Turi and
Rutten [54] which required that F be locally contractive.
The above limitation was one of the major motivations in seeking a terminal coalgebra theorem that could be
applied to non-locally-contractive functors. In this paper we consider the functor F(X) = K(1 + X)A, that is, the
same functor as above, but without the discount factor δ. Since, as we establish below, CMet1 and K are accessible,
there is a terminal F-coalgebra. We show that the behavioural pseudometric induced on a probabilistic transition
system by the terminal coalgebra coincides with the metric dδ defined by Desharnais et al. in the case δ = 1. The
arguments used to show this last result are similar to those used in [16], however there are some subtle differences.
One can give a fixed-point definition of a behavioural pseudometric on a class of transition systems without using
category theory. For instance, motivated by our coalgebraic definition, Desharnais et al. [23] gave a definition of a
related pseudometric on transition systems (with probabilistic and nondeterministic choice) as the greatest fixed point
of a certain functional ∆ on a complete lattice of pseudometrics. The definition of the functional ∆ is related to
the Kantorovich metric. In Section 6 we give a definition of the behavioural pseudometric dδ (defined above) in this
style—using a cut-down version of the functional employed in [23]. We go on to show that this fixed-point definition
of dδ agrees with the definition of dδ via the terminal F-coalgebra.
1. A terminal coalgebra theorem for accessible categories
Numerous terminal coalgebra theorems can be found in the literature. As far as we know, only one of them, due to
Turi and Rutten [54, Theorem 7.2 and Proposition 7.1], has been applied to metric spaces. In this section, we present
2 A pseudometric satisfies all the axioms of a metric except that distinct points can have distance zero.
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a terminal coalgebra theorem for accessible categories. This theorem is implicit in the work of Makkai and Pare´ [46]
(see also [11, Theorem 1.2], [35, page 96] and [26, Proposition 1.3]). As we will see in Section 2, the theorem is
applicable to metric spaces. Before we present the theorem, we introduce the reader to those concepts and results of
the theory of coalgebra and the theory of accessible categories that we will use in the rest of this paper.
Definition 1. Let C be a category. Let F : C→ C be a functor. An F-coalgebra consists of an object C in C together
with a morphism f : C → F(C) in C. An F-homomorphism from F-coalgebra 〈C, f 〉 to F-coalgebra 〈D, g〉 is a
morphism h : C → D in C such that F(h) ◦ f = g ◦ h. The F-coalgebras and F-homomorphisms form a category
CF . If this category has a terminal object, then this object is called a terminal F-coalgebra.
For more details about the theory of coalgebra, we refer the reader to, for example, the tutorial [34] of Jacobs and
Rutten.
Next, we turn to accessible categories and accessible functors.
For completeness we recall the standard definition of an accessible category. However we will not refer to this
definition since we work with a different, model-theoretic characterization of accessible categories. Thus a reader
who is not familiar with some of the concepts mentioned below can safely neglect this definition. A more complete
account can be found in [46, Definition 2.1.3].
Definition 2. Let κ be an infinite regular cardinal. An object C of a category C is κ-accessible if the functor
Hom(C,−) : C → Set preserves κ-directed colimits, that is, colimits of those diagrams indexed over κ-directed
posets.3
A category C is κ-accessible if there is a proper set C of κ-accessible objects such that each object of C can be
expressed as a κ-directed colimit of objects from C.
A category C is accessible if it is κ-accessible for some infinite regular cardinal κ .
The notion of a κ-accessible object is a natural generalisation of the notion of a compact element of a partial order.4
To prove that categories are accessible, either we will exploit the model-theoretic characterization of accessible
categories as proposed by Makkai and Pare´ in [46, Section 3.2], as we will do in the next section, or we will make use
of the following result.
Proposition 3 (Theorem 5.1.6 of [46]). If the categories C and D are accessible, then the category C × D is
accessible.
Next, we introduce the notion of an accessible functor.
Definition 4. Let κ be an infinite regular cardinal. A functor F : C→ D is κ-accessible if C and D are κ-accessible
and F preserves κ-directed colimits. A functor F : C→ D is accessible if it is κ-accessible for some infinite regular
cardinal κ .
Thus the notion of an accessible functor is a natural generalisation of the notion of a Scott-continuous function
between posets, that is, a function that preserves least upper bounds of directed sets. To prove that a functor is
accessible, we will either prove that the functor preserves all colimits or we will exploit one of the following results.
Proposition 5 (Page 32 of [46]). If the functors F : C → D and G : D → E are accessible, then the functor
G ◦ F : C→ E is accessible.
Proposition 6 (Theorem 5.1.6 of [46]). If the functors F : C1 → D1 and G : C2 → D2 are accessible, then the
functor F × G : C1 × C2 → D1 × D2 is accessible.
Proposition 7 (Proposition 2.4.8 of [46]). Let C and D be accessible categories. Any functor F : C→ D which has
a left or right adjoint is accessible.
3 A poset is κ-directed if each subset of cardinality less than κ has an upper bound.
4 An element x of a poset (X,v) is compact if for every directed subset D of X , if D has a least upper bound⊔ D and x v ⊔ D then x v d
for some element d of D.
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The main point of working with accessible categories in this paper is the existence of a terminal coalgebra for
accessible functors.
Theorem 8. If the category C is accessible and complete and the functor F : C→ C is accessible, then a terminal
F-coalgebra exists.
Proof. The category CF is isomorphic to the category Ins(IdC,F) of inserters of the identity functor IdC and the
functor F . We refer the reader to [32, Appendix A] for the details. Since the category Acc of accessible categories
and accessible functors is closed under inserters [46, page 106–107] and the functors IdC and F are accessible, the
category CF is accessible.
According to [46, Theorem 6.1.4], an accessible category is complete iff it is cocomplete. As a consequence, C is
cocomplete.
As shown in [11, Proposition 1.1], for any category D and functor G : D→ D, the forgetful functor U : DG → D
creates colimits. Hence, the category CF is cocomplete since C is cocomplete.
Because CF is accessible and cocomplete, it is also complete. Since every complete category has a terminal object,
CF has a terminal object. That is, a terminal F-coalgebra exists. 
For more details about the theory of accessible categories we refer the reader to the textbook [46] of Makkai and
Pare´ and the textbook [1] of Ada´mek and Rosicky´.
2. The category of complete metric spaces is accessible
On the one hand, since the category Top of topological spaces and continuous functions is not accessible as shown,
for example, in [1, Example 2.3(1)], it may come as a surprise that the category CMet1 of 1-bounded complete metric
spaces and nonexpansive functions is accessible. On the other hand, since the category Ban of Banach spaces and
contractions is accessible as demonstrated in, for example, [46, Section 3.4], the accessibility of the category CMet1
may not be that surprising after all. The accessibility of CMet1 will be exploited to prove the existence of terminal
coalgebras of endofunctors on CMet1.
Definition 9. A metric space is a pair (X, dX ) consisting of a set X and a distance function dX : X × X → [0,∞)
satisfying
(1) for all x , y ∈ X , dX (x, y) = 0 if and only if x = y,
(2) for all x , y ∈ X , dX (x, y) = dX (y, x),
(3) for all x , y, z ∈ X , dX (x, z) ≤ dX (x, y)+ dX (y, z).
Instead of (X, dX ) we often write X and we denote the distance function of a metric space X by dX . A metric space
X is 1-bounded if
(4) for all x , y ∈ X , dX (x, y) ≤ 1.
A metric space X is complete if
(5) each Cauchy sequence in X is convergent in X .
A function f : X → Y is nonexpansive if for all x , y ∈ X ,
dY ( f (x), f (y)) ≤ dX (x, y).
The set of nonexpansive functions from X to Y we denote by X ------< Y .
The category CMet1 has 1-bounded complete metric spaces as objects and nonexpansive functions as morphisms.
We will argue that the category CMet1 is accessible by exploiting the model-theoretic characterization of accessible
categories of Makkai and Pare´ [46, Section 3.2]. This characterization isolates a class of (infinitary) first-order logical
theories, called basic theories, such that accessible categories are precisely the categories of models of basic theories.
We start from a language L consisting of a collection of sorts, a collection of relation symbols and a collection of
operation symbols. An L-structure provides an interpretation of all the items of the language L . That is, it associates
a set with every sort, a relation of the appropriate kind with every relation symbol, and an operation of the appropriate
kind with every operation symbol. These L-structures together with homomorphisms form a category.
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Given a language L , we consider the logic L∞,∞. This is an infinitary extension of first-order logic. A term
consists of variables and operation symbols of L . The atomic formulae consist of terms, relation symbols of L and
the equality symbol =. The formulae of L∞,∞ consist of atomic formulae, negation ¬, implication→, conjunction∧
and disjunction
∨
of sets of formulae, and universal quantification ∀x and existential quantification ∃x over sets x of
variables. Conjunction and disjunction apply to sets of formulae of arbitrary cardinality. Also the sets of variables used
in the universal and existential quantification can have arbitrary cardinality. A formula is called positive existential if
it consists of atomic formulae and the operators
∧
,
∨
, ∃x (but not ¬, → and ∀x). Next, we consider a sentence σ ,
that is, a formula of L∞,∞ without free variables. A sentence is basic if it is a conjunction of a set formulae of the
form ∀x(φ→ ψ), where φ and ψ are positive existential.
Those L-structures that are models of σ form a full subcategory of the category of L-structures. We denote this
full subcategory by Mod(L)(σ ). Makkai and Pare´ [46, Theorem 3.3.5] show that this subcategory is accessible if σ is
a basic sentence.
We are aware that the above is not very precise. We just want to give the reader a flavour of the model-theoretic
characterization of accessible categories. For more details, we refer the reader to [46, Section 3.2] and [1, Section 5.B].
Theorem 10. The category CMet1 is accessible.
Proof. We consider the language L with sort X , standing for the set underlying the metric space, and binary relation
symbols Dq , for q ∈ Q+, standing for pairs of elements having distance less than or equal to q, where q is a non-
negative rational.
The following axioms express the conditions of Definition 9 in L∞,∞.
(i) ∀x ∀y D0(x, y)→ x = y ∧ ∀x D0(x, x).
(ii)
∧
q∈Q+ ∀x ∀y Dq(x, y)→ Dq(y, x).
(iii)
∧
p∈Q+
∧
q∈Q+ ∀x ∀y ∀z Dp(x, y) ∧ Dq(y, z)→ Dp+q(x, z).
(iv) ∀x ∀y D1(x, y).
(v) ∀〈xm〉m∈N
∧
q∈Q+
∨
N∈N
∧
k≥N
∧
`≥N Dq(xk, x`)→ ∃x
∧
q∈Q+
∨
N∈N
∧
k≥N Dq(xk, x).
Clearly, every 1-bounded complete metric space satisfies the axioms. Conversely, assume 〈X, (Dq)q∈Q+〉 is a model
of the axioms. Define the distance function dX : X × X → [0,∞] by
dX (x, y) = inf{ q ∈ Q+ | Dq(x, y) }.
Obviously, the axioms (i)–(v) imply that the distance function dX satisfies conditions (1)–(5). Clearly, the
homomorphisms between these models are the nonexpansive functions. Hence, the categories CMet1 and Mod(L)(σ ),
where σ is the conjunction of the axioms (i)–(v), are isomorphic.
Note that the axioms (i)–(v) are basic sentences of L∞,∞. Hence, their conjunction is a basic sentence of L∞,∞ as
well. As a consequence of [46, Theorem 3.3.5], CMet1 is accessible. 
3. The Hausdorff functor is accessible
In this and the following two sections, we prove that most of the basic endofunctors on CMet1 exploited in
semantics are accessible. As a consequence, endofunctors on CMet1 built from these basic functors are accessible
and, hence, have a terminal coalgebra.
To model nondeterminism, one often uses the Hausdorff functor. In this section, we introduce this functor and we
prove that it is accessible. The Hausdorff functor H maps a metric space to the set of nonempty and compact subsets
of the space endowed with the Hausdorff metric [30].
In early work on metric semantics, sometimes nonempty and closed (instead of compact) subsets were considered
(see, for example, [10]). However, closed subsets were shown to be often inappropriate (see, for example, [8,
page 130]).
The functor C mapping a 1-bounded complete metric space to the set of nonempty and closed subsets of the
space endowed with the Hausdorff metric is not accessible. If it were, then there would exist a terminal C-coalgebra
according to Theorem 8. This is however not the case as has been shown in [12].
Recall that a subset A of a metric space X is compact if each sequence in A has a subsequence that is convergent
in A. We write H(X) for the set of nonempty and compact subsets of a metric space X . This set is endowed with the
Hausdorff metric.
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Definition 11. The Hausdorff metric dH(X) : H(X)×H(X)→ [0,∞] is defined by
dH(X)(A, B) = max
{
sup
a∈A
inf
b∈B
dX (a, b), sup
b∈B
inf
a∈A
dX (a, b)
}
.
One can easily verify that H(X) is a metric space. Furthermore, if X is 1-bounded then H(X) is obviously also
1-bounded. As shown in [39, Lemma 3], if the metric space X is complete, then so is the metric spaceH(X).
In the proof that the Hausdorff functor is accessible, metric semilattices play a key role. These metric semilattices
provide a finitary description of the algebras of the Hausdorff monad.
Definition 12. A metric semilattice is a pair 〈X,∨〉 consisting of a 1-bounded complete metric space X and a join
operation ∨ : X × X → X satisfying
(1) for all x ∈ X , x ∨ x = x ,
(2) for all x , y ∈ X , x ∨ y = y ∨ x ,
(3) for all x , y, z ∈ X , x ∨ (y ∨ z) = (x ∨ y) ∨ z, and
(4) for all v, w, x , y ∈ X , dX (v ∨ w, x ∨ y) ≤ max{dX (v, x), dX (w, y)}.
Instead of 〈X,∨〉 we often write X and we denote the join operation of a metric semilattice X by ∨X .
A function f : X → Y is join preserving if for all x , y ∈ X ,
f (x ∨X y) = f (x) ∨Y f (y).
These metric semilattices are an instance of a general definition of semilattices over a category given in [53,
page 126].
The category SL(CMet1) has metric semilattices as objects and nonexpansive and join preserving functions as
morphisms.
Theorem 13. The category SL(CMet1) is accessible.
Proof. As we have already shown, there exist a language L and a basic sentence σ in L∞,∞ such that the categories
CMet1 and Mod(L)(σ ) are isomorphic. Next, we will show how to extend the language L to L ′ and strengthen the
basic sentence σ to σ ′ such that the categories SL(CMet1) and Mod(L
′)(σ ′) are isomorphic.
To the language L we add a binary operation J , standing for the join operation. The following axioms correspond
to the conditions of Definition 12.
(i) ∀x J (x, x) = x .
(ii) ∀x ∀y J (x, y) = J (y, x).
(ii) ∀x ∀y ∀z J (x, J (y, z)) = J (J (x, y), z).
(iv)
∧
p∈Q+
∧
q∈Q+ ∀v ∀w ∀x ∀y Dp(v, x) ∧ Dq(w, y)→ Dmax{p,q}(J (v,w), J (x, y)). 
The union ∪ : H(X)×H(X)→ H(X) satisfies conditions (1)–(4) of Definition 12. Hence, 〈H(X),∪〉 is a metric
semilattice. The operationH can be extended to a functorH : CMet1 → SL(CMet1) as follows.
Definition 14. Let f : X → Y be a nonexpansive function. The functionH( f ) : H(X)→ H(Y ) is defined by
H( f )(A) = { f (a) | a ∈ A }.
One can easily verify that the functionH( f ) is nonexpansive and join preserving.
The forgetful functor U : SL(CMet1) → CMet1 maps each metric semilattice to the underlying 1-bounded
complete metric space.
Theorem 15. H is a left adjoint for U .
Proof. According to, for example, [42, Theorem IV.2], it suffices to show that there exists a natural transformation
η : IdCMet1 → U ◦ H such that for each 1-bounded complete metric space X and metric semilattice Y and
nonexpansive function f : X → U(Y ) there exists a unique nonexpansive and join preserving function g : H(X)→ Y
such that
U(g) ◦ ηX = f. (1)
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Let X be a 1-bounded complete metric space. The function ηX : X → U(H(X)) is defined by
ηX (x) = {x}.
Obviously, this function is nonexpansive. One can easily verify that η is a natural transformation.
Let Y be a metric semilattice and f : X → U(Y ) a nonexpansive function. Assume that g : H(X) → Y is a
nonexpansive and join preserving function such that Eq. (1) holds. Let F be a finite subset of X . Then
g (F) = g
(⋃
{ {x} | x ∈ F }
)
=
∨
x∈F
g ({x}) [g is join preserving]
=
∨
x∈F
f (x) [Eq. (1)].
Let A be a compact subset of X . Then there exists a sequence (Fn)n of finite subsets of X converging to A and
g (A) = g (lim
n
Fn)
= lim
n
g (Fn) [g is nonexpansive and, hence, continuous]
= lim
n
∨
x∈Fn
f (x).
Assume that the sequence (Gn)n of finite subsets of X converges to the compact subset B of X . Then
dY
(
lim
n
∨
x∈Fn
f (x), lim
n
∨
y∈Gn
f (y)
)
= lim
n
dY
(∨
x∈Fn
f (x),
∨
y∈Gn
f (y)
)
[dY is continuous]
≤ lim
n
dH(Y ) ({ f (x) | x ∈ Fn }, { f (y) | y ∈ Gn }) [(1)–(4) of Definition 12]
= lim
n
dH(Y ) (H( f )(Fn),H( f )(Gn))
≤ lim
n
dH(X) (Fn,Gn) [H( f ) is nonexpansive]
= dH(X) (A, B).
Hence, we can define the function g : H (X)→ Y by
g (A) = lim
n
∨
x∈Fn
f (x),
where (Fn)n is a sequence of finite subsets of X converging to A. From the above we can conclude that g is the unique
function satisfying Eq. (1) and also that g is nonexpansive.
We conclude this proof by showing that g is join preserving. Assume that the sequences (Fn)n and (Gn)n of finite
subsets of X converge to A and B, respectively. Then the sequence (Fn ∪ Gn)n converges to A ∪ B. Hence,
g (A ∪ B) = lim
n
∨
x∈Fn∪Gn
f (x)
= lim
n
(∨
x∈Fn
f (x) ∨
∨
x∈Gn
f (x)
)
=
(
lim
n
∨
x∈Fn
f (x)
)
∨
(
lim
n
∨
x∈Gn
f (x)
)
[∨ is nonexpansive]
= g (A) ∨ g (B). 
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We have not been able to find a proof of the above result in the literature. However, in his thesis [53, page 126],
Turi mentions that SL(CMet1) gives rise toH.
Corollary 16. The functor U ◦H : CMet1 → CMet1 is accessible.
Proof. As we have already seen, the categories CMet1 and SL(CMet1) are accessible and the functors U andH form
an adjunction. Hence, we can conclude from Proposition 7 that U and H are accessible. Therefore, functor U ◦H is
accessible by Proposition 5. 
4. The Kantorovich functor is accessible
As we will see in Section 6, probabilistic nondeterminism can be modelled by means of the set of tight Borel
probability measures on a metric space endowed with the Kantorovich metric [37]. Below, we will show that the
corresponding Kantorovich functor is accessible.
First, let us review the notion of a tight Borel probability measure on a metric space. Let X be a metric space and
let the set of open sets O(X) be the smallest set of subsets of X which contains { y ∈ X | dX (x, y) < r } for each
x ∈ X and r ∈ [0,∞), and which is closed under unions. The set B(X) of Borel sets is the smallest set of subsets of
X which contains O(X) and which is closed under countable intersections and countable unions. Then
• ∅ ∈ B(X),
• if B ∈ B(X) then X \ B ∈ B(X), and
• for each sequence (Bn)n in B(X),⋃n Bn ∈ B(X)
(see, for example, [48, Theorem I.1.3]), that is, B(X) is a σ -field. A Borel probability measure on X is a function
µ : B(X)→ [0, 1] satisfying
• µ(X) = 1 and
• for each sequence (Bn)n of pairwise disjoint sets in B(X), µ(⋃n Bn) =∑n µ(Bn).
A Borel probability measure on X is tight if for each >0 there exists a compact subset K of X such thatµ(X\K)<.
This notion generalizes the notion of a measure having compact support. We write K(X) for the set of tight Borel
probability measures on a metric space X . This set is endowed with the Kantorovich metric.
Definition 17. The Kantorovich metric dK(X) : K(X)×K(X)→ [0,∞] is defined by
dK(X)(µ, ν) = sup
{∫
f dµ−
∫
f dν
∣∣∣∣∣ f ∈ X ------< [0, 1]
}
.
If X is a 1-bounded metric space, then so is K(X). Furthermore, if X is complete, then also K(X) is complete (see,
for example, [25, Theorem 2.5.25]).
The metric mean-value algebras, to be given below, provide a finitary description of the algebras of the Kantorovich
monad which will enable us to prove that the category of these algebras is accessible (again exploiting the model-
theoretic characterization of accessible categories) and, hence, that the Kantorovich functor itself is accessible.
Definition 18. A metric mean-value algebra is a pair 〈X,⊕〉 consisting of a 1-bounded complete metric space X and
a choice operation ⊕ : X × X → X satisfying
(1) for all x ∈ X , x ⊕ x = x ,
(2) for all x , y ∈ X , x ⊕ y = y ⊕ x ,
(3) for all v, w, x , y ∈ X , (v ⊕ w)⊕ (x ⊕ y) = (x ⊕ w)⊕ (v ⊕ y), and
(4) for all v, w, x , y ∈ X , dX (v ⊕ w, x ⊕ y) ≤ 12 (dX (v, x)+ dX (w, y)).
Instead of 〈X,⊕〉 we often write X and we denote the choice operation of a metric mean-value algebra X by ⊕X .
A function f : X → Y is choice preserving if f (x ⊕X y) = f (x)⊕Y f (y) for all x , y ∈ X .
The above definition is a metric analogue of the notion of mean-value algebra given by Heckmann [31].
The category MV(CMet1) has metric mean-value algebras as objects and nonexpansive and choice preserving
functions as morphisms.
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Theorem 19. The category MV(CMet1) is accessible.
Proof. As we have already shown, there exist a language L and a basic sentence σ in L∞,∞ such that the categories
CMet1 and Mod(L)(σ ) are isomorphic. Next, we will show how to extend the language L to L ′ and strengthen the
basic sentence σ to σ ′ such that the categoriesMV(CMet1) and Mod(L
′)(σ ′) are isomorphic.
To the language L we add a binary operationC , standing for the choice operation. The following axioms correspond
to the conditions of Definition 18.
(i) ∀x C(x, x) = x .
(ii) ∀x ∀y C(x, y) = C(y, x).
(ii) ∀v ∀v ∀x ∀y C(C(v,w),C(x, y)) = C(C(x, w),C(v, y)).
(iv)
∧
p∈Q+
∧
q∈Q+ ∀v ∀w ∀x ∀y Dp(v, x) ∧ Dq(w, y)→ D 12 (p+q)(C(v,w),C(x, y)). 
One can easily check that if µ and ν are tight Borel probability measures on X , then so is 12 ·µ+ 12 ·ν. The operation
1
2 · − + 12 · − : K(X)×K(X)→ K(X) satisfies conditions (1)–(4) of Definition 18. Hence, 〈K(X), 12 · − + 12 · −〉 is
a metric mean-value algebra. The operation K can be extended to a functor K : CMet1 → MV(CMet1) as follows.
Definition 20. Let f : X → Y be a nonexpansive function. The function K( f ) : K(X)→ K(Y ) is defined by
K( f )(µ)(B) = µ( f −1(B)).
For a proof that K is well-defined we refer the reader to [16, Section 4].
The forgetful functor U : MV(CMet1) → CMet1 maps each metric mean-value algebra to the underlying 1-
bounded complete metric space. The functors K and U are related as follows.
Theorem 21. K is a left adjoint for U .
Proof. According to, [42, Theorem IV.2] for example, it suffices to show that there exists a natural transformation
η : IdCMet1 → U ◦ K such that for each 1-bounded complete metric space X and metric mean-value algebra
Y and nonexpansive function f : X → U(Y ) there exists a unique nonexpansive and choice preserving function
g : K(X)→ Y such that
U(g) ◦ ηX = f. (2)
Let X be a 1-bounded complete metric space. The function ηX : X → U(K(X)) is defined by
ηX (x)(B) =
{
1 if x ∈ B
0 otherwise.
Obviously, this function is nonexpansive. One can easily verify that η is a natural transformation.
As shown in [31, Section 7], a binary choice operation ⊕ can be extended in the obvious way for each N ∈ N to
a choice operation
⊕
N that acts on multisets of cardinality 2
N that are subsets of X . One can easily show that if a
function preserves ⊕, then it also preserves⊕N for each N ∈ N.
Let Y be a metric mean-value algebra and f : X → U(Y ) a nonexpansive function. Assume that g : K(X)→ Y is
a nonexpansive and choice preserving function such that Eq. (2) holds. Let A be a multiset of cardinality 2N for some
N ∈ N. Then
g
(∑
x∈A
2N · ηX (x)
)
= ⊕N {| g(ηX (x)) | x ∈ A |} [g is choice preserving]
= ⊕N {| f (x) | x ∈ A |} [Eq. (2)].
Let µ be a tight Borel probability measure of X . Then there exists a sequence (An)n of multisets, with An having
cardinality 2Nn , such that the sequence (
∑
x∈An 2
Nn · ηX (x))n converges to µ (see, for example, [48, Theorem II.6.3])
and
g(µ) = g
(
lim
n
∑
x∈An
2Nn · ηX (x)
)
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= lim
n
g
( ∑
x∈An
2Nn · ηX (x)
)
[g is nonexpansive and, hence, continuous]
= lim
n
⊕
Nn {| f (x) | x ∈ An |}.
Let (Bn)n be a sequence of multisets, with Bn having cardinality 2Mn . Assume that the sequence (
∑
x∈Bn 2
Mn ·ηX (x))n
converges to ν. Then
dY
(
lim
n
⊕
Nn {| f (x) | x ∈ An |}, limn
⊕
Mn {| f (x) | x ∈ Bn |}
)
= lim
n
dY
(⊕
Nn {| f (x) | x ∈ An |},
⊕
Mn {| f (x) | x ∈ Bn |}
)
≤ lim
n
dK(Y )
( ∑
x∈An
2Nn · ηX ( f (x)),
∑
x∈Bn
2Mn · ηX ( f (x))
)
[(1)–(4) of Definition 18]
= lim
n
dK(Y )
(
K( f )
(∑
x∈An
2Nn · ηX (x)
)
,K( f )
(∑
x∈Bn
2Mn · ηX (x)
))
≤ lim
n
dK(X)
( ∑
x∈An
2Nn · ηX (x),
∑
x∈Bn
2Mn · ηX (x)
)
[K( f ) is nonexpansive]
= dK(X)(µ, ν).
Hence, we can define the function g : K(X)→ Y by
g(µ) = lim
n
⊕
Nn {| f (x) | x ∈ An |},
where (An)n is a sequence of multisets, with An having cardinality 2Nn , such that the sequence (
∑
x∈An 2
Nn ·ηX (x))n
converges to µ. From the above we can conclude that g is the unique function satisfying Eq. (2) and also that g is
nonexpansive.
We conclude this proof by showing that g is choice preserving. Assume that (An)n is a sequence of multisets, with
An having cardinality 2Nn , such that the sequence (
∑
x∈An 2
Nn · ηX (x))n converges to µ and that (Bn)n is a sequence
of multisets, with Bn having cardinality 2Mn , such that the sequence (
∑
x∈Bn 2
Mn · ηX (x))n converges to ν. Without
loss of generality, we may assume that Nn = Mn for each n ∈ N. Then (An ∪ Bn)n is a sequence of multisets, with
An ∪ Bn having cardinality 2Nn+1, such that the sequence (∑x∈An∪Bn 2Nn+1 · ηX (x))n converges to 12 · µ + 12 · ν.
Hence,
g( 12 · µ+ 12 · ν) = limn
⊕
Nn+1{| f (x) | x ∈ An ∪ Bn |}
= lim
n
(⊕
Nn {| f (x) | x ∈ An |} ⊕
⊕
Nn {| f (x) | x ∈ Bn |}
)
= lim
n
⊕
Nn {| f (x) | x ∈ An |} ⊕ limn
⊕
Mn {| f (x) | x ∈ Bn |} [⊕ is nonexpansive]
= g(µ)⊕ g(ν). 
Corollary 22. The functor U ◦K : CMet1 → CMet1 is accessible.
Proof. Similar to the proof of Corollary 16. 
Instead of U ◦K we will just write K in the sequel.
5. Other accessible functors
After having shown that the Hausdorff functor and the Kantorovich functor are accessible, we introduce some other
functors that are often used in semantics. We show that they are accessible as well.
The identity functor IdCMet1 : CMet1 → CMet1 preserves all colimits and, hence, is accessible. Let X be a 1-
bounded complete metric space. We denote the constant functor mapping each 1-bounded complete metric space to
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the space X by X : CMet1 → CMet1. We write 1 for a singleton metric space (which is unique up to isomorphism).
The functor 1 : CMet1 → CMet1 is an example of a constant functor. Obviously, these constant functors preserve all
colimits and, hence, are accessible.
The product X × Y of X and Y in CMet1 consists of the Cartesian product of the sets underlying the 1-bounded
complete metric spaces X and Y endowed with the following distance function.
Definition 23. Let X and Y be 1-bounded complete metric spaces. The distance function dX×Y : (X×Y )×(X×Y )→
[0, 1] is defined by
dX×Y (〈u, v〉, 〈x, y〉) = max{dX (u, x), dY (v, y)}.
This operation can be extended to the bifunctor × : CMet1 × CMet1 → CMet1. Because this bifunctor is right
adjoint to the diagonal functor (see, for example, [42, page 85]), we can deduce from Theorem 10 and Propositions 3
and 7 that both functors are accessible.
The coproduct X + Y of X and Y in CMet1 consists of the disjoint union of the sets underlying the 1-bounded
complete metric spaces X and Y endowed with the following distance function.
Definition 24. Let X and Y be 1-bounded complete metric spaces. The distance function dX+Y : (X+Y )×(X+Y )→
[0, 1] is defined by
dX+Y (u, v) =
dX (u, v) if u, v ∈ XdY (u, v) if u, v ∈ Y1 otherwise.
This operation can be extended to a bifunctor+ : CMet1×CMet1 → CMet1. Since the bifunctor+ is left adjoint
to the diagonal (see, for example, [42, page 85]), we can conclude from Theorem 10 and Propositions 3 and 7 that the
functor + is accessible.
The copower A · X of a set A and a 1-bounded complete metric space X consists of the A-fold disjoint union of
the set underlying X endowed with the following distance function.
Definition 25. Let A be a set and X a 1-bounded complete metric space. The distance function dA·X : A ·X× A ·X →
[0, 1] is defined by
dA·X (xa, yb) =
{
dX (x, y) if a = b
1 otherwise.
The power X A of a set A and a 1-bounded complete metric space X consists of the A-indexed Cartesian product
of the set underlying X endowed with the following distance function.
Definition 26. Let A be a set and X a 1-bounded complete metric space. The distance function dX A : X A × X A →
[0, 1] is defined by
dX A (〈xa〉a, 〈ya〉a) = sup
a∈A
dX (xa, ya).
Given a set A, the operations A · − and −A can be extended to functors A · − : CMet1 → CMet1 and
−A : CMet1 → CMet1. Since the functors A · − and −A form an adjunction (see, for example, [42, page 88]),
we can conclude from Theorem 10 and Proposition 7 that both functors are accessible.
6. A behavioural pseudometric for probabilistic transition systems
The results of the foregoing sections are applied in this section to give a coalgebraic definition of a behavioural
pseudometric for probabilistic transition systems. In contrast to the one presented in [16], the behavioural
pseudometric presented below does not discount the future. Furthermore, we give a fixed-point characterization and a
logical characterization of the behavioural pseudometric.
Before defining a behavioural pseudometric for probabilistic transition systems, let us first introduce two key
notions: a 1-bounded pseudometric space and a probabilistic transition system.
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Definition 27. A 1-bounded pseudometric space is a pair (X, dX ) consisting of a set X and a distance function
dX : X × X → [0, 1] satisfying
(1) for all x ∈ X , dX (x, x) = 0,
(2) for all x , y ∈ X , dX (x, y) = dX (y, x), and
(3) for all x , y, z ∈ X , dX (x, z) ≤ dX (x, y)+ dX (y, z).
Note that different elements may have distance zero in a pseudometric space. Below, we will introduce a 1-bounded
pseudometric on the states of a probabilistic transition system such that distance zero coincides with probabilistic
bisimilarity.
The category PMet1 has 1-bounded pseudometric spaces as objects and nonexpansive functions as morphisms.
Definition 28. A probabilistic transition system is a triple 〈S, A, (pia)a∈A〉 consisting of
• a set S of states,
• a set A of actions, and
• for each a ∈ A, a function pia : S × S → [0, 1] satisfying∑s′∈S pia(s, s′) ≤ 1 for each s ∈ S.
The function pia describes the reaction of the system to the action a selected by the environment. Given the system
is in state s and reacts to action a chosen by the environment, pia(s, s′) is the probability that the system makes a
transition to the state s′. The system may refuse an action. This is reflected by the fact that pia(s, ·) is a subprobability
distribution. The probability of refusal of the action a given the system is in state s is 1−∑s′∈S pia(s, s′).
Next, we introduce a family of functors P A such that each probabilistic transition system 〈S, A, (pia)a∈A〉 can be
represented as a P A-coalgebra.
Definition 29. The functor P A : CMet1 → CMet1 is defined by
P A = −A ◦K ◦ + ◦ 〈1, IdCMet1〉,
where A is a set.
The functor P A maps a 1-bounded complete metric space X to the space (K(1+ X))A. This functor is composed
of basic functors that we have already discussed in Sections 4 and 5. Note thatK(1+X), the set of (tight) probabilities
measures on 1+ X , captures the set of (tight) subprobability measures on X . We consider subprobability measures to
model that the system can refuse actions.
Each probabilistic transition system can be viewed as a P A-coalgebra.
Proposition 30 ([16, Proposition 24]). The probabilistic transition system 〈S, A, (pia)a∈A〉 can be represented as a
P A-coalgebra.
From the fact that the functors −A, K, +, 1 and IdCMet1 are accessible (as we have seen in Sections 3–5) and
Propositions 5 and 6, we can conclude that the functor P A is accessible. Since the category CMet1 is accessible
(Theorem 10) and complete (see, for example, [5, Chapter 4]), we can deduce from Theorem 8 the following result.
Proposition 31. For each set A, a terminal P A-coalgebra exists.
For each set A, the functor P A : CMet1 → CMet1 can be extended to a functor P A : PMet1 → PMet1 in a
straightforward way.
Proposition 32 (Page 103 of [28]). Let C be a reflective subcategory of D. Let F : C → C and G : D → D be
functors such that G(C) = F(C) for each object C in C and G( f ) = F( f ) for each morphism f in C. Then each
terminal object in CF is also a terminal object in DG .
Since CMet1 is a reflective subcategory of PMet1 (the right adjoint to the inclusion is just Cauchy completion), we
can conclude from Proposition 32 that each terminal object in (CMet1)P A is also a terminal object in (PMet1)P A .
For the rest of this section, we focus on the functor P A : PMet1 → PMet1 and we fix a set A and a P A-coalgebra
〈S, pi〉. Note that pi(s) ∈ (K(1 + S))A and pi(s)a ∈ K(1 + S), that is, pi(s)a is a tight Borel probability measure on
1+ S and, hence, can be viewed as a tight Borel subprobability measure on S.
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Definition 33. Let 〈T, ι〉 be a terminal P A-coalgebra. The distance function dc : S × S → [0, 1] is defined by
dc(s1, s2) = dT (h(s1), h(s2)),
where h is the unique P A-homomorphism from the P A-coalgebra 〈S, pi〉 to the terminal P A-coalgebra 〈T, ι〉.
The distance function dc (the subscript c stands for coalgebraic) assigns a distance to every pair of states of the
probabilistic transition system which we represented as the fixed P A-coalgebra 〈S, pi〉.
Since terminal objects are unique up to isomorphism, the definition of the distance function dc does not depend on
which terminal P A-coalgebra is chosen. Because T is a 1-bounded complete metric space, we can conclude that dc is
a 1-bounded pseudometric.
In the behavioural pseudometric dc, distance zero captures the behavioural equivalence probabilistic bisimilarity
[41].
Theorem 34. For all s1, s2 ∈ S, dc(s1, s2) = 0 iff s1 and s2 are probabilistic bisimilar.
Proof. Similar to the proof of [16, Proposition 32]. 
6.1. A fixed-point characterization
Next, we characterize the behavioural pseudometric dc as the greatest fixed point of a monotone function on a
complete lattice. This approach was first proposed by Desharnais et al. [23] for labelled concurrent Markov chains.
We consider those distance functions on the set underlying the 1-bounded pseudometric space S and order them as
follows.
Definition 35. The relation v on 1-bounded pseudometrics on S is defined by
d1 v d2 if d1(s1, s2) ≥ d2(s1, s2) for all s1, s2 ∈ S.
The set of 1-bounded pseudometrics on S endowed with the order v forms a complete lattice (see, for example,
[23, Lemma 3.2]). Note that meets are obviously suprema, but joins are not simply infima (otherwise, the join may
not satisfy (3) of Definition 9). Also note the reverse direction of v and ≥ in the above definition.
Definition 36. Let d be a 1-bounded pseudometric on S with dS v d. The distance function ∆(d) : S × S → [0, 1]
is defined by
∆(d)(s1, s2) = sup
a∈A
sup
{∫
1+S
f dpi(s1)a −
∫
1+S
f dpi(s2)a
∣∣∣∣∣ f ∈ 1+ (S, d) ------< [0, 1]
}
.
The hypothesis dS v d ensures that each nonexpansive function f : 1+ (S, d) ------< [0, 1] is also nonexpansive when
regarded as a function from 1+ (S, dS) to [0, 1]. In particular, all such functions are measurable.
Obviously, ∆(d), as given above, is a 1-bounded pseudometric on S.
Proposition 37. dS v ∆(d).
Proof. Since dS v d , we have that (S, d) ------< [0, 1] ⊆ (S, dS) ------< [0, 1] and, hence, 1 + (S, d) ------< [0, 1] ⊆
1+ (S, dS) ------< [0, 1]. Therefore, for all s1, s2 ∈ S,
∆(d)(s1, s2) = sup
a∈A
sup
{∫
1+S
f dpi(s1)a −
∫
1+S
f dpi(s2)a
∣∣∣∣∣ f ∈ 1+ (S, d) ------< [0, 1]
}
≤ sup
a∈A
sup
{∫
1+S
f dpi(s1)a −
∫
1+S
f dpi(s2)a
∣∣∣∣∣ f ∈ 1+ (S, dS) ------< [0, 1]
}
= sup
a∈A
dK(1+S)(pi(s1)a, pi(s2)a)
= dP A(S)(pi(s1), pi(s2))
≤ dS(s1, s2) [pi is nonexpansive]. 
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To conclude that ∆ has a fixed point, we show that ∆ is monotone.
Proposition 38. ∆ is monotone.
Proof. Let d1 and d2 be 1-bounded pseudometrics on S with dS v d1 v d2. We have to prove that ∆(d1) v ∆(d2).
Since d1 v d2, (S, d1) ------< [0, 1] ⊇ (S, d2) ------< [0, 1] and, hence, 1+ (S, d1) ------< [0, 1] ⊇ 1+ (S, d2) ------< [0, 1]. Hence,
for all s1, s2 ∈ S,
∆(d1)(s1, s2) = sup
a∈A
sup
{∫
1+S
f dpi(s1)a −
∫
1+S
f dpi(s2)a
∣∣∣∣∣ f ∈ 1+ (S, d1) ------< [0, 1]
}
≥ sup
a∈A
sup
{∫
1+S
f dpi(s1)a −
∫
1+S
f dpi(s2)a
∣∣∣∣∣ f ∈ 1+ (S, d2) ------< [0, 1]
}
= ∆(d2)(s1, s2). 
According to Tarski’s fixed-point theorem, a monotone function on a complete lattice has a greatest fixed point.
We denote the greatest fixed point of ∆ by gfp(∆).
Next we show that the coalgebraically defined pseudometric dc is a fixed point of ∆.
Lemma 39. ∆(dc) = dc.
Proof. For all s1, s2 ∈ S,
dc(s1, s2) = dT (h(s1), h(s2))
≤ dS(s1, s2) [h is nonexpansive].
Hence, dS v dc. Furthermore, for all s1, s2 ∈ S,
dc(s1, s2)
= dT (h(s1), h(s2)).
According to (the dual of) [40, Example 0], if 〈X, f 〉 is a terminal coalgebra, then f is an isomorphism. Therefore, ι
is an isomorphism and, hence,
= dP A(T )(ι(h(s1)), ι(h(s2)))
= dP A(T )(P A(h)(pi(s1)),P A(h)(pi(s2))) [h is a P A-homomorphism]
= sup
a∈A
sup
{∫
1+T
g d(P A(h)(pi(s1)a))−
∫
1+T
g d(P A(h)(pi(s2)a))
∣∣∣∣∣ g ∈ 1+ T ------< [0, 1]
}
= sup
a∈A
sup
{∫
1+S
(g ◦ (1+ h)) dpi(s1)a −
∫
1+S
(g ◦ (1+ h)) dpi(s2)a
∣∣∣∣∣ g ∈ 1+ T ------< [0, 1]
}
.
The last step of the above proof follows from the fact that if f ∈ X ------< Y , g ∈ Y ------< [0, 1] and µ ∈ K(X) then∫
Y gd(K( f )(µ)) =
∫
X (g ◦ f )dµ (see, for example, [29, Theorem 1]).
According to the McShane–Whitney extension lemma ([47, Theorem 1] and [57, footnote on page 63]), for every
isometric embedding i : X → Y and nonexpansive function k : X → Z , there exists a nonexpansive function
` : Y → Z such that ` ◦ i = k.
Since h ∈ S ------< T , if g ∈ T ------< [0, 1] then g ◦ h ∈ (S, d) ------< [0, 1]. Let f ∈ (S, d) ------< [0, 1]. Because
h : (S, d)→ T is an isometric embedding, we can conclude from the McShane–Whitney extension lemma that there
exists a g ∈ T ------< [0, 1] such that f = g ◦ h. Hence,
= sup
a∈A
sup
{∫
1+S
f dpi(s1)a −
∫
1+S
f dpi(s2)a
∣∣∣∣∣ f ∈ 1+ (S, dc) ------< [0, 1]
}
= ∆(dc)(s1, s2). 
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The behavioural pseudometric dc is not only a fixed point of ∆. It is also its greatest fixed point as we will show
next.
Theorem 40. gfp(∆) = dc.
Proof. We have already seen in Lemma 39 that dc is a fixed point of∆. It remains to show that dc is the greatest fixed
point.
Let d be a 1-bounded pseudometric on S such that dS v d and ∆(d) = d. We have to prove that d v dc.
First of all, since dS v d , the function id : (S, dS)→ (S, d) is nonexpansive. Hence, we have the following.
(S, dS)
pi

id
// (S, d)
P A(S, dS) P A(id)
// P A(S, d)
Next, we define a function ρ : (S, d)→ P A(S, d). Since dS v d, we have that B(1 + (S, d)) ⊆ B(1 + (S, dS)).
As a consequence, we can define the function ρ : (S, d)→ P A(S, d) by
ρ(s)a(B) = pi(s)a(B),
for each s ∈ S, a ∈ A and B ∈ B(1 + (S, d)). Obviously, ρ(s)a is a Borel probability measure. Next, we show that
ρ(s)a is tight. Let  > 0. Since pi(s)a is tight, there exists a compact subset K of (S, dS) such that pi(s)a(S \ K)< .
To conclude that ρ(s)a is tight, it suffices to show that K is also a compact subset of (S, d). Recall that also for
pseudometric spaces, the various definitions of compactness coincide (see, for example, [33].) Here, we will consider
sequential compactness. We have to show that each sequence (xi )i in (K, d) has a converging subsequence. Let (xi )i
be an arbitrary sequence in K . Since (K, dS) is compact, (xi )i has a subsequence, say (y j ) j , that converges in dS
to some y ∈ K . Since dS v d , we have that dS(x, y) ≥ d(x, y) for all x and y. (Note the ‘reversal’ of the order.)
Therefore, (y j ) j converges in d to y as well.
Note that ρ = P A(id) ◦ pi .
To conclude that 〈(S, d), ρ〉 is a P A-coalgebra, we still have to show that ρ is nonexpansive. Here we exploit the
fact that d is a fixed point of ∆. Let s1, s2 ∈ S. Then
dP A(S,d)(ρ(s1), ρ(s2))
= sup
a∈A
sup
{∫
1+S
f dρ(s1)a −
∫
1+S
f dρ(s2)a
∣∣∣∣∣ f ∈ 1+ (S, d) ------< [0, 1]
}
= sup
a∈A
sup
{∫
1+S
f d(P A(id)(pi(s1))a)−
∫
1+S
f d(P A(id)(pi(s2))a)
∣∣∣∣∣ f ∈ 1+ (S, d) ------< [0, 1]
}
= sup
a∈A
sup
{∫
1+S
( f ◦ (1+ id)) dpi(s1)a −
∫
1+S
( f ◦ (1+ id)) dpi(s2)a
∣∣∣∣∣ f ∈ 1+ (S, d) ------< [0, 1]
}
= sup
a∈A
sup
{∫
1+S
f dpi(s1)a −
∫
1+S
f dpi(s2)a
∣∣∣∣∣ f ∈ 1+ (S, d) ------< [0, 1]
}
= ∆(d)(s1, s2)
= d(s1, s2) [d is a fixed point of ∆].
Let i be the unique P A-homomorphism from the P A-coalgebra 〈(S, d), ρ〉 to the terminal P A-coalgebra 〈T, ι〉.
One can easily verify that the following diagram commutes.
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T
ι

P A(T )
(S, dS)
pi

id
//
h
EE
(S, d)
ρ

i
XX2222222222222222222222
P A(S, dS) P A(id)
//
P A(h)
EE
P A(S, d)
P A(i)
XX2222222222222222222222
In particular, we have that h = i ◦ id. As a consequence, for all s1, s2 ∈ S.
dc(s1, s2) = dT (h(s1), h(s2))
= dT (i(s1), i(s2))
≤ d(s1, s2) [i is nonexpansive],
that is, d v dc. 
6.2. A logical characterization
Desharnais et al. [22] defined a behavioural pseudometric by means of a logic. As we will we see below, our
behavioural pseudometric dc can also be characterized in terms of a logic. This logic shows similarities with the
modal logic that characterizes probabilistic bisimilarity [41] (see [24] for a detailed discussion).
Definition 41. The logic L is defined by
ϕ ::= true | ¬ϕ | 〈a〉ϕ | ϕ 	 q | ϕ ∧ ϕ
where a ∈ A and q ∈ Q ∩ [0, 1].
Next, we provide a real-valued interpretation of the logic. Recall that we have fixed S and pi . For each formula ϕ
and state s, the real number ϕ(s) provides a quantitative measure of the validity of ϕ in s. The larger ϕ(s), the more
likely it is that ϕ holds in s.
Definition 42. For each ϕ ∈ L, the function ϕ : S → [0, 1] is defined by
true(s) = 1
(¬ϕ)(s) = 1− ϕ(s)
(〈a〉ϕ)(s) = ∫ ϕ dpi(s)a
(ϕ 	 q)(s) = max{ϕ(s)− q, 0}
(ϕ ∧ ψ)(s) = ϕ(s)minψ(s).
Given the logic and its real-valued interpretation, we can define a behavioural pseudometric as follows.
Definition 43. The distance function d` : S × S → [0, 1] is defined by
d`(s1, s2) = sup
ϕ∈L
ϕ(s1)− ϕ(s2).
The above definition of d` can be seen as a logical characterization of dc since the pseudometrics d` and dc coincide
provided that the state space S is compact.
Theorem 44. If S is compact then dc = d`.
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Proof. The proof is similar to the proof of [16, Theorem 42]. Therefore, we only discuss the key difference here.
In the case that we discount the future, we consider a modification of the functor P A. In particular, we replace
IdCMet1 in P A with the discount functor δ · −, where δ is the discount factor, a number in the interval (0, 1). As we
have shown in [16, Proposition 28], in the case that we discount the future, the space T is compact. However, if we
do not discount the future, that is, if we consider the functor P A, then the space T is not compact.
Here, we consider the subspace h(S) of T .
S
pi

h // h(S) id // T
ι

P A(S) P A(h)
// P A(h(S)) P A(id)
// P A(T )
Since S is compact and h is nonexpansive and, hence, continuous, we can conclude that h(S) is compact.
Like in the proof of Theorem 40, we can define a function ρ : h(S) → P A(h(S)) such that 〈h(S), ρ〉 is a P A-
coalgebra. The rest of the proof is very similar to the proof of [16, Theorem 42] where we use the coalgebra 〈h(S), ρ〉
instead of the coalgebra 〈T, ι〉. 
The proof technique that we sketched above allows us to generalizes some results of [16]. In particular, we can
prove [16, Theorem 42] without assuming that the set A of actions is finite. Note, however, that the above theorem
does not generalize [16, Theorem 42].
7. Conclusion
Let us briefly highlight our main contributions, before discussing related and future work. This paper was motivated
by a desire to construct recursively-defined metric spaces without inserting a discount factor in the defining equation.
Intuitively this corresponds to the decision to adopt a semantics that does not ‘discount the future’: using an arbitrary
discount factor would mean that the metric is no longer solely determined by the data in the original model.
We used the theory of accessible categories to prove our main results. We showed that an accessible endofunctor
on an accessible and complete category has a terminal coalgebra. This terminal coalgebra theorem follows from work
of Makkai and Pare´ [46] (see also [11]). Our main contribution was to show that the category CMet1 is accessible (it
is well-known to be complete) and that most functors on CMet1 used in semantics are accessible. In particular, we
showed that the metric powerspace functor (based on the Hausdorff metric) is accessible and also a metric probabilistic
powerspace functor (based on the Kantorovich metric) is accessible. In each case we used the fact that these functors
describe free-algebra constructions to prove accessibility.
As a consequence of the above results we deduce that for most endofunctors F used in metric semantics, a terminal
F-coalgebra exists and, hence, the equation X = F(X) can be solved, even if F does not discount the future. This
result complements Turi and Rutten’s theorem that every locally contractive endofunctor on CMet1 has a terminal
coalgebra [54].
As an application of the theory developed in the first part of the paper, we present a coalgebraic definition of a
behavioural pseudometric for probabilistic transition systems that does not discount the future. This pseudometric
coincides with one given, in a different style, by Desharnais, Gupta, Jagadeesan and Panangaden [24]. The
pseudometric can be seen as a quantitative version of probabilistic bisimilarity where, in particular, two states have
distance zero iff they are probabilistically bisimilar.
Furthermore, we have provided a fixed-point characterization and a logical characterization of the behavioural
pseudometric for probabilistic transition systems. As far as we know, we are the first to relate a fixed-point definition
to the corresponding coalgebraic and logical definitions. We have also shown that there is no need to restrict to finite
action sets when relating the different approaches. We should also mention that the theory developed in this paper has
also been applied to a large class of timed transition systems. The details have been presented in [13].
We can extend our results to a class of systems the state spaces of which are uncountable. In particular, we can
handle those systems that are represented by P A-coalgebras. These are labelled Markov processes [21] whose state
spaces are 1-bounded complete metric spaces and whose transition functions are nonexpansive (see [16, page 127]
for details). In [14, Section 2], it has been shown that the pseudometric (that discounts the future) on this class of
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systems can be extended to the class of all labelled Markov processes. However, if we do not discount the future then
we cannot exploit the results of [14] to extend the pseudometric to the class of all labelled Markov processes.
We are confident that the results developed here can also be exploited to provide coalgebraic characterizations of
the fixed-point and logical definitions of behavioural pseudometrics given in [17–20].
In Section 6 we have introduced two alternative characterizations of the behavioural pseudometric: a logical
characterization and a fixed-point characterization. A similar situation exists for ordinary and probabilistic bisimilarity.
These behavioural equivalences are characterized by means of a logic, as a fixed point and coalgebraically.
(An intriguing missing piece in this analogy is the lack of a game-theoretic characterization of the behavioural
pseudometric. We discuss this below.) Having different characterizations of behavioural equivalences and behavioural
pseudometrics has proved advantageous. For example, it was Park’s fixed point characterization of Milner’s
behavioural equivalence that led to the definition of bisimilarity.
Each approach has its advantages and disadvantages. The main disadvantage of the coalgebraic approach its
reliance on category theory. However, the coalgebraic approach has also advantages over the other approaches. Once
it has been shown that the systems of interest can be captured as F-coalgebras for some endofunctor F , the general
theory of coalgebra (see, for example, [34]) can be exploited. This theory includes a definition ofF-bisimilarity (which
coincides with well known behavioural equivalences for various endofunctors F). If F is an accessible endofunctor
on CMet1, then the functor also induces a behavioural pseudometric in which distance zero exactly captures F-
bisimilarity. The whole development is driven by a single endofunctor and this endofunctor is usually the composition
of a rather small set of basic functors.
Proofs of properties of behavioural equivalences and pseudometrics can be carried out in all three settings.
However, in some cases a proof may be considerably simpler in one setting than in another. For example, proving
that the state space of a system endowed with the behavioural pseudometric is complete is considerably simpler in the
coalgebraic setting than in the logical setting. In the coalgebraic setting it suffices to show that the basic functors, of
which the endofunctor is composed, preserve completeness.
van Breugel and Worrell [15] have already used a coalgebraic characterization of a behavioural pseudometric
on probabilistic transition systems to give an approximation algorithm for probabilistic bisimilarity. However the
pseudometric considered in [15] is one which discounts the future. The question of devising an algorithm for the
corresponding non-discounting pseudometric remains an open (and in our opinion interesting) problem.
The existing algorithm for approximating behavioural distances is analogous to the Kanellakis–Smolka partition-
refinement algorithm [36] for computing bisimilarity in labelled transition systems. It computes a behavioural
pseudometric in a series of rounds, starting with the pseudometric that assigns distance zero to all pairs of states. Each
round of the algorithm involves solving a network-flow problem using linear programming. Since the solution of a
linear programming problem can be seen as a solution of a two-player matrix game, this suggests that the behavioural
distance between two states could be characterized as the solution to a multi-round two-player payoff game. This
would provide a natural analogue of the game-theoretic characterization of bisimilarity for labelled transition systems
[52], and we are currently investigating this question. In passing, we should add that in game theory there is a
distinction between games in which the payoff is discounted with each round, and undiscounted games.
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